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Abstract 
Acquisition and reconstruction of data in three-dimensional positron emission 
tomography (3D PET) was introduced in 1990 almost 20 years after the first PET scanners 
were developed. 3D PET offers a significant sensitivity improvement over conventional, slice- 
oriented 2D PET, but at the cost of a three-fold increase in acceptance of scattered events. In 
addition, processing time is increased and new methods for applying corrections such as for 
photon attenuation, calibration, and detector/geometry normalisation are required. 3D PET 
raised concerns that the high quantitative accuracy that was possible with 2D PET (with its 
moderate sensitivity) would not be matched in 3D, primarily because of the greatly increased 
scattered photon component in the measured data. 
The aim of this thesis was to develop methods that enable quantitatively accurate 
measurements with 3D PET. A technique to correct for scattered photons prior to 
reconstruction has been developed, implemented and assessed. A device for normalising the 
data for detector efficiency and the geometry of the cylindrical detector system has been 
developed, and the factors affecting reconstruction investigated. A new approach to calibration 
of the reconstructed data to produce images of activity concentration which is independent of 
scatter has been implemented. Finally, the techniques have been applied to data from brain 
scans of human subjects. 
Evaluation of images reconstructed from 3D PET demonstrates that the methodology 
developed in this work produces data accurate to within 10% of the true activity concentration 
in an object with reasonably homogeneous density. 3D PET is shown to be as accurate as 2D 
PET, but with a sensitivity advantage that improves signal-to-noise by approximately a factor 
of three in the human brain and slightly less in other regions of the body. 
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She said: What is history? 
And he said: History is an angel 
Being blown backwards into the future 
He said: History is a pile of debris 
And the angel wants to go back and fix things 
To repair the things that have been broken 
But there is a storm blowing from Paradise 
And the storm keeps blowing the angel 
Backwards into the future. 
And this storm, this storm 
is called 
Progress 
- from The Dream Before, Laurie Anderson 
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Chapter 1 
The Use of Radioactive Tracers in Medicine 
1.1 Introduction and Historical Perspective 
The dictionary defines medicine as "the art or science of restoring or preserving health 
or due physical condition, as by means of drugs, surgical operations or appliances, and 
manipulations "(Delbridge et al, 1981). Modern medicine has drastically affected both the 
quality of life and longevity of those for whom it is available. In urban Sydney in the 1870's 
infant mortality was as high as 46% of all births, the expectation of life was 47 years for males 
and 50 for females, and mortality was up to 50% higher than in the surrounding rural 
areas(Cannon, 1975). By the 1970's infant mortality was less than 1% and average life 
expectancy was over 68 years for men and nearly 74 years for women (Gibson and Johansen, 
1979). Modern medicine (as well as many other social and environmental factors such as 
improved sanitary engineering) may take much of the credit for this improvement. 
Developments over the past two centuries in two distinct areas, namely the chemical basis for 
the understanding of disease and the ability to non-invasively, atraumatically visualize internal 
organs and structures have made a dramatic contribution to improving health. These two fields 
converge in the application of radioactive tracers for in vivo studies of normal and perturbed 
physiology in the discipline we know today as Nuclear Medicine. This thesis is concerned with 
improving the accuracy of measuring radiopharmaceuticals in vivo, using the positron emission 
tomograph, or PET, camera. 
1.1.1 Before Radionuclides 
The first use of a "tracer" is attributed to the surgeon John Belchier (1706-1785) who, 
in 1738, demonstrated magenta staining of bone marrow in animals following ingestion of 
madder(Belchier, 1738). He sacrificed the animals at different intervals after feeding them the 
tracer and could chart the uptake in marrow over time. This approach demonstrates the 
fundamentals of the "tracer principle": a compound designed to localise in a certain organ 
system or biochemical pathway is administered by a chosen route (e. g., ingestion, parenterally, 
intravenously, intrathecally) and the physiological processes of the body extract and/or 
transport the tracer to its designated site. Belchier's method was, of course, highly invasive and 
therefore impractical in humans and had to wait for over 150 years until the discovery of 
radioactivity before it could be utilised. The first steps towards this commenced over a century 
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after Belchier in 1895 in the work of the physicist Wilhelm Röntgen at Bavaria's University of 
Würzberg, who first noticed penetrating radiations emanating from electrical discharge tubes 
that fluoresced screens of barium-platino-cyanide(Röntgen, 1898). He was astounded that 
these radiations penetrated everyday objects such as a book or a block of aluminium, but noted 
that a number of layers of tin-foil were able to diminish the fluorescent glow. He went on to 
make an X-ray exposure of his wife Bertha's ringed hand on film, and in doing so for the first 
time provided medical science with an opportunity to view internal structures, such as bones, 
using an external measurement. In 1901 he was awarded the Nobel Prize for his discovery of 
X-rays. Two years later the French physicist Antoine Henri Becquerel shared the Nobel Prize 
for physics with Marie and Pierre Curie for their 1896 discovery of similar penetrating 
radiations, but this time arising from naturally occurring compounds. These were eventually 
found to be radiations from the nuclei of heavy atoms and constituted the first description of 
natural radioactivity. 
By 1910, a number of "isotopes" which emitted radiations had been identified. Georg 
Charles de Hevesy, widely acknowledged as the father of nuclear medicine, was a physical 
chemist working in Manchester for Ernest Rutherford at the time. His task was to separate 
radioactive 210Pb from its admixture. de Hevesy used some of the isolated radioactive 
210Pb as 
an "indicator" (sic) to analyze the slight solubility of lead sulphide and lead chromate. This 
produced the first report of the use of a radioactive indicator (or tracer) in 1913 (Hevesy and 
Paneth, 1913). De Hevesy and his co-worker, Paneth, also realised the general value of 
radioactivity as a trace indicator(Paneth and Hevesy, 1913). It was to be another 20 years 
before de Hevesy described the first use of a man-made radiotracer in the life sciences, when 
he studied the uptake of 32P (a ß--emitter) in the rat skeleton(Hevesy and Chiewitz, 1935). The 
first use of radioactive tracers in man, however, was the report by Blumgart and Yens who 
measured the arm-to-arm vascular circulation time using an intravenous injection of =100MBq 
(1 Becquerel (Bq) =1 disintegration per second) of naturally occurring Radium-C 
(214Bi)(Blumgart and Yens, 1927). The ß- emissions from the blood vessels were measured 
with a Wilson cloud chamber. de Hevesy coined the term tracer principle for the technique 
where minute quantities of a radioactively labelled compound (typically 10-15 - 10-9 moles) are 
used in making measurements; at these minute levels the introduction of the tracer into the 
organism does not perturb the organism in any appreciable way and therefore the "normal" 
physiological process may be studied. Due to the high sensitivity of devices for 
detection of 
quanta in the X and y ray range of the electromagnetic spectrum only minute quantities of 
radioactive material, and hence tracer compound, are required. The tracer principle eventually 
combined with the increasing knowledge about the chemical and molecular bases of disease to 
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study a great variety of conditions affecting various organs and biochemical systems in the 
body. Much research in the life sciences is based on the use of radioactive indicators because of 
two fundamental properties: easy incorporation into biological systems and high sensitivity for 
external measurement. 
1.1.2 Early Studies with Radionuclides 
The US Atomic Energy Commission succeeded in producing useful artificial 
radionuclides for medicine as a by-product of the nation's energy and defence programmes, 
and in 1946 released 1311 for diagnostic and therapeutic use(Seidlin et al, 1946). It was known 
previously that the uptake of radioactive iodine (128I in this case) in the thyroid gland could be 
used to measure the functional status of the organ using a Geiger-Müller tube(Hamilton and 
Soley, 1939). The first inorganic scintillator discovered was Na! doped with 
thallium(Hofstadter, 1948). As these newly developed scintillation detectors were very 
sensitive for detecting y rays, high quality measurements of radiotracer uptake and handling by 
the organ could be studied in reasonably short time intervals, allowing a "dynamic" series of 
recordings to be formed which showed the temporal response of the organ to the compound. 
From its inception, the application of in vivo nuclear radiation measurements in medicine has 
been concerned with studying dynamic processes in the body, which is a measure of the 
functional status(Prinzmetal et al, 1948). 
In 1951 the physicist Benedict Cassen introduced a single focused scintillation detector 
which scanned in a rectilinear fashion to build-up a two-dimensional map of the in vivo 
distribution of a radiotracer(Cassen et al, 1951) . Prior to this the only methods 
for mapping the 
spatial distribution of internal structures externally were with penetrating X-rays which were 
restricted to examining the skeleton (due to its higher density than surrounding soft tissue), or 
compartments such as the vasculature or gastrointestinal tract after the introduction of an X-ray 
opaque dye to introduce some contrast (usually iodine-based due to its high atomic number, or 
sometimes air). Cassen's rectilinear scanner allowed many soft tissue organs to be visualised 
for the first time and their function measured, the best early examples being the thyroid using 
1311, or localisation of brain tumours with the radiopharmaceutical 131 I- 
diiodofluorescein(Moore, 1948). Compounds were quickly developed which allowed imaging 
of other organs such as kidneys, lungs, pancreas, brain, and liver that could only be visualized 
previously via invasive X-ray techniques or surgery. These studies were formed by a 
prolonged scanning operation and assumed no change in the uptake of tracer during this period, 
and so, while the technique was still based on the functional status of the organ, the dynamic 
response of the organ over time was often sacrificed. In 1958 Hal Anger, another physicist, 
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developed a large area stationary detector which became known as a gamma (or Anger) camera 
and used a circular scintillation crystal viewed by an array of photomultiplier tubes which 
shared the light produced after a gamma ray interaction to form an image of the instantaneous 
distribution of radiotracer(Anger, 1958). This paved the way for dynamic sequences of 
temporal change of radiopharmaceutical distribution in one or more organs to be recorded with, 
for the first time, spatial information as well. Both the scanner and the gamma camera shared 
the property of displaying the three-dimensional distribution of the radiotracer compressed into 
two dimensions, in the same way that a conventional chest X-ray does. 
1.1.3 Positrons in Medicine 
The existence of the positron (ß+), a positively-charged electron, was anticipated by 
Paul Dirac in 1928 from his relativistic wave-mechanics theory of the energy of the 
electron(Dirac, 1930). It was first observed experimentally by Carl Anderson in the course of 
cosmic ray research in 1932(Anderson, 1949) for which he was awarded the Nobel Prize for 
physics in 1936. The positrons that Anderson observed were produced naturally in the upper 
atmosphere as a result of pair production, the conversion of a high energy y ray to an 
electron-positron pair. The annihilation of the positron to give gamma rays was discovered by 
Joliot and Thibaud(Joliot, 1933; Thibaud, 1933) in 1933. Soon after, Klemperer showed that, 
in general, two photons are simultaneously emitted in the annihilation process(Klemperer, 
1934), and in 1942 Beringer and Montgomery demonstrated that the two photons are emitted in 
almost exactly opposite directions(Beringer and Montgomery, 1942). 
Radionuclide decay by positron emission is one of three B-decay mechanisms by which 
unstable nuclei can alter their nuclear configuration in an effort to achieve stability, the others 
being ß--decay and electron capture. In positron decay, a nucleus that has a high proton-to- 
neutron ratio decreases its number of protons (Z) by one while keeping the same number of 
nucleons (A) by converting a proton into a neutron. The excess charge (+1) is removed by 
ejection of the positron. The positron has spin of 1/2 and is the antiparticle of the electron, and 
therefore has opposite charge. As spin must be conserved in integer multiples, Pauli postulated 
in 1931 the existence of another particle, the antineutrino, which has zero rest mass and charge, 
and spin of 1/2 to permit the conservation of charge and angular momentum and allow for 8- 
decay. In positron emission and electron capture it is the antiparticle of the antineutrino, the 
neutrino v, that is emitted. The equation for positron decay is: 
ZX -' Z_AY + 
°(3+ +ö [+ ho] [1.1] 
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where the nuclear transformation must be accompanied by ionization of the atom because the 
charge of the atom has decreased by one. 
After emission from the nucleus, the positron rapidly loses energy by interaction with 
surrounding electrons. When most or all of the kinetic energy is lost the positron often briefly 
forms a complex known as positronium with an electron, where the two revolve around their 
combined centre of mass. The positronium is a non-nuclear "element" with a half life of - 10-7 
seconds. When the positron and electron finally annihilate two photons of energy each equal to 
the rest mass of the particles (0.511 MeV) result. A triple gamma emission, as opposed to a 
dual photon emission, is also allowed and occurs approximately every one in four hundred 
positron decays. The decay of 18F is shown in the following figure as an example of positron 
decay. 
Q- 
Proton 0- Positron 
0- Neutron "- Electron 
Figure 1.1. The decay of the proton-rich t sF nucleus is shown schematically. The result of the nuclear decay is 
an ejected positron (ß+) and the stable nucleus O. The asterisk indicates a proton which is transmuted into a 
neutron. Theß+ eventually annihilates with a weakly bound electron from a neighbouring atom and this process 
gives rise to two 51 IkeV photons which travel in opposed directions. This anti-collinearity is the basis for PET 
data acquisition, negating the need for collimation as in single photon emission techniques. The positron is 
shown to undertake a tortuous path as it interacts with the electrons of nearby atoms. 
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As early as 1946 the potential importance of positron emitting radionuclides produced in 
a cyclotron had been anticipated (Mitchell, 1946). This potential was based on the following 
properties of ß+-emitters: 
" the radioactive species which decay by positron emission include IIC, 13N, 150, and 
18F, all biologically important nuclides amenable to chemical substitution into organic 
molecules such as I IC6H1206,13NH3, H2150, C1502, and pharmaceuticals; 
" after emission the positron travels a short distance before annihilating with an electron 
giving rise to two gamma rays which travel in opposed directions from their point of 
origin, thereby lending itself to electronic collimation by dual photon coincidence 
counting; this offered a great sensitivity advantage over single photon counting 
techniques which required physical (lead or tungsten) collimation; 
" the short halflives of many positron emitters helped to minimise radiation dose to the 
subject and allowed for repeated measurements over a short duration; by contrast most 
single photon emitters have halflives of hours to days in length. 
The first use of positrons in medicine is probably in the study by Tobias etal in 1945 
using I1CO in non-coincidence detection mode(Tobias et al, 1945). Coincidence detection 
techniques with ß+-emitters were suggested as far back as 1951 for localisation of brain 
tumours(Wrenn et al, 1951). Ter-Pogossian used 1502 to study metabolism in murine tumours 
with autoradiography (in spite of the 2 minute half life! )(Ter-Pogossian and Powers, 1957), 
and studies of lung ventilation and oxygen metabolism in man using 1502 were performed in 
the late 1950's at the Hammersmith Hospital in London(Dyson et al, 1958; Dollery and West, 
1960) using annihilation coincidence detection(Dyson, 1960). Hal Anger discussed the 
practicalities of coincidence detection with the scintillation camera in an article in 1959 (Anger, 
1959), just one year after developing the gamma camera. His group's work with the 
coincidence scintillation camera for localising brain tumours appeared in 1963 (Anger and 
Gottschalk, 1963). A circular "section scanner" was developed at the Brookhaven National 
Laboratories also in the late 1950's to localize brain tumours(Rankowitz et al, 1962), but it 
preceded the development of the mathematical and computational techniques required for 
reconstruction of the images by more than a decade. It appears to be the first device used to 
measure regional cerebral blood flow with positron emitters(Yamamoto and Robertson, 1966). 
In the 1960's 18F was introduced in non-coincidence mode as a bone scanning agent(Blau et al, 
1962). 
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Table 1.1 lists the properties of some available ß+-emitting radionuclides(Cho et al, 
1975). There are a number of undesirable consequences arising from the fact that ß+ decay is a 
particulate emission. Firstly, it will have higher energy deposition per unit length in matter 
(linear energy transfer (LET) in radiobiological terminology) than electromagnetic radiation (X 
or y rays). This leads to generally high radiation doses to the subjects being studied and limits 
the amount of the radioactive tracer that can be administered. Fortunately, because many of 
these nuclides are extremely unstable they have very short half-lives, and this helps to minimise 
the radiation dose delivered. Secondly, the particles travel a finite distance in matter causing 
ionisation along their path before annihilating and this introduces a fundamental uncertainty in 
localising the actual origin of the decaying nucleus. This is seen in Table 1.1 as the radial range 
in water, expressed as the full width at half maximum (FWHM) of uncertainty in localising the 
nucleus. This uncertainty increases with increasing ß+ energy, and places a fundamental 
physical limitation on the ultimate resolution achievable with ß+ emitters. This limit is generally 
accepted as being around 2 mm full width at half maximum. 
Radionuclide Emax 
[MeV] 
Emode 
[MeV] 
t112 
(mins) 
Radial Range in water 
(FWHM in mm) 
Useful Radiochemical Forms 
11C 0.959 0.326 20.4 1.1 Precursor for Organic Molecules 
13N 1.197 0.432 9.96 1.4 ' 3NH3 
150 1.738 0.696 2.03 1.5 1502, H2 150, C1502, C 150 
18F 0.633 0.202 109.8 1.0 18FDG, 18172 
68Ga 1.898 0.783 68.3 1.7 68Ga-EDTA, 68Ga-PTSM 
82Rb 3.40 1.385 1.25 1.7 82RbCI 
94mTc 2.42 * 52 * (3+ analog of 99mTc 
Table 1.1 A summary of features of some positron-emitting radionuclides which are either in general 
use in medicine at present or have potential future use. Emode is the most probable energy which the 
positron will be emitted with (* the most probable energy and radial FWHM range for 94mTc have 
not yet been reported). 
1.1.4 From Two to Three Dimensions 
Parallel with these developments in the medical sciences were developments in the area 
of the mathematical theory of three-dimensional mapping. In 1917 the German mathematician 
Johan Radon described a transformation which related the { N-I }-dimensional projection of a 
function to the {N}-dimensional structure which gave rise to it(Radon, 1917). This went 
largely without application until 1956 when an Australian radioastronomer, Ron Bracewell, 
employed the principles of Radon to reconstruct a three-dimensional map of the emitting source 
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of a radio frequency spectrum from multiple measurements(Bracewell, 1956). In 1963 
Cormack reported on the use of line integral representations of a function(Cormack, 1963) and 
mentioned applications in medicine (Cormack, 1964). Prior to this the only method available to 
isolate a single plane with imaging techniques was via X-ray focal plane tomography (tdmos 
(Gr): to cut), where the X-ray source and recording film move in opposition about the focal 
plane to blur out all structures except those in the desired plane in focus. The overlying 
structures were "smeared" over the film, but the selected plane remained in focus. The 
smearing meant low contrast, though. In 1963, two nuclear medicine scientists, Kuhl and 
Edwards, reported a crude single plane tomographic functional image obtained with a rectilinear 
scanner(Kuhl and Edwards, 1963). This is one of the first, if not the first, reported medical 
non-focal plane tomographic image, albeit of fairly poor quality. This report predated the 
widespread use of computers and was essentially an analogue attempt of obtaining a cross- 
sectional map of a radionuclide distribution by optical interference and superimposition. In a 
sense it was an optical version of the filtered-backprojection method used today, but without 
the filtering. It was 9 years later in 1972 that Hounsfield produced the first X-ray computerised 
tomograph (CT) scan of a human head(Hounsfield, 1973). This led to a revolution in medical 
diagnostics with many invasive and frequently unpleasant procedures being replaced by 
non-invasive cross-sectional structural and functional tomographic imaging, and for which 
Hounsfield shared the Nobel Prize in Medicine in 1979 with Cormack. 
While functional images were the first to be used in attempts at cross-sectional imaging 
their subsequent development lagged behind those of X-ray transmission techniques. One of 
the first reports of a single photon emission computed tomography (SPECT) study as we know 
it today using a gamma camera and multiple projection data was by Budinger et al in 
1974(Budinger et al, 1974). Prior to this, gamma camera tomography was limited to multi- 
pinhole techniques, which was essentially a focal plane method (Freedman, 1970). Budinger et 
al studied various reconstruction methods with data acquired by a gamma camera at multiple 
projections and concluded that filtered-backprojection was computationally efficient and gave 
acceptable results. This, plus similar conclusions for X-ray CT data(Shepp and Logan, 1974), 
helped establish filtered-backprojection as the reconstruction method of choice and this is still 
the case today. Kuhl and co-workers reported on their Mark IV SPECT system in 1976(Kuhl et 
al, 1976), a four-headed gamma camera device. It was not until the early 1980's that 
tomography made any great clinical impact, partly due to the need to develop higher quality 
gamma cameras to minimise artefacts in the reconstructions. Advances in corrections for energy 
distortions, non-uniformity and non-linearities combined with higher resolution detectors and 
collimators, plus more rugged yet easy-to-use cantilevered detector designs, enabled SPECT to 
be part of routine clinical practice by the mid-1980's. 
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Tomographic positron annihilation imaging was first described by Chesler in 
197I(Chesler, 1971; Chesler, 1973). By rotating a multi-crystal camera around a positron 
emitter, sufficient projections were acquired to allow a cross-sectional reconstruction of the 
emitting object distribution. This was further developed in 1974 by the group working at the 
Mallinckrodt Institute of Radiology at the University of Washington in St Louis, USA, who 
investigated a multiple crystal, full ring approach to detecting coincidences(Phelps et al, 1975; 
Ter-Pogossian et al, 1975). There were parallel developments as well in Brookhaven and 
Montreal (Robertson et al, 1973). 
Today a multitude of approaches exist to visualize the human body non-invasively 
based on such diverse physical parameters as pressure (ultrasound), nuclear magnetic 
resonance (magnetic resonance imaging (MRI)), changes in magnetic fields 
(magnetoencephalography(MEG)), electrical signals and conductivity (electroencephalography 
(EEG) and electrocardiography (ECG)), and, of course, electromagnetic radiation (X and y 
rays). The unique feature of nuclear medicine has always been its functional nature. The basis 
of uptake of the tracer in the system or organ of interest is the physiological response of the 
body to the molecule containing the radioactive atom. In contrast, most of the other modalities 
which produce two or three dimensional maps delineate anatomical structure alone. Both 
aspects are important, although structural changes rarely precede functional ones in disease 
apart from trauma. It is of central importance, therefore, to exploit the functional basis of 
nuclear medicine techniques and to apply whatever measures are necessary to facilitate accurate 
measurements. This thesis addresses the accuracy of PET measurements in the light of recent 
developments which have afforded increases in sensitivity over previous PET camera designs. 
The accuracy of in vivo measurements of radioactivity concentration in conventional PET 
measurements have always been stressed and form the basis for much of the tremendous 
interest in the unique capabilities of the PET technique. The most recent developments, while 
realising an increase in sensitivity, have been accompanied by a potential sacrifice in the 
accuracy of the measurements and have therefore been greeted cautiously by the international 
PET community. It is the intention of this thesis to address some of these concerns with the 
express aim of maintaining the accuracy of traditional PET measurements, but improving the 
quality of the data by virtue of the increase in sensitivity. 
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1.2 Brief Overview of Devices for Imaging Radionuclides 
1.2.1 The Rectilinear Scanner 
The rectilinear scanner, invented by Cassen, was the mainstay of most nuclear medicine 
practice in the 1950's and 1960's. It utilised a single focused scintillation detector of sodium 
iodide doped with thallium (NaI(Tl)) to scan in a raster fashion advancing at the end of each 
transverse pass by a small increment, and in this way building up a map of the radiotracer 
distribution. Its advantages were its relative simplicity and low cost (as it was really just a 
motorised probe detector), thick detector crystal which was useful for the medium energy 
radionuclides generally used at the time (e. g., 1311- 364keV, 201Hg - 297keV), and its ability 
to map the radiotracer image on a 1: 1 scale. 
Nal(TI) 
Focussed 
collimator 
Focal 
Plane 
Figure 1.2 The principal features of the first device for in vivo radionuclide 
imaging, the rectilinear scanner, were a single large detector and focussed 
lead collimator which moved in a raster fashion to cover the organ of 
interest. The thick Na/(TI) crystal was very effective for medium to high 
energy photons. 
Its disadvantages included the prolonged duration required to perform a scan (thus 
precluding dynamic functional studies) and limited spatial resolution. In spite of these 
limitations rectilinear scanners were extremely useful devices which survived in many nuclear 
medicine departments until the late 1970's and achieved a degree of sophistication with such 
features as having dual, opposed detectors for recording two views simultaneously, large area 
surveys using banks of detectors and even whole-body focal plane tomography studies. 
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1.2.2 The Gamma Camera and SPECT 
The gamma camera consists of a large, relatively thin scintillation crystal of NaI(Tl) 
which is optically coupled to an array of photomultiplier tubes. They photons from the object 
of interest are accepted only from a particular direction (or collimated), usually orthogonal to 
the crystal face, by a lead collimator consisting of 30,000 - 60,000 small holes of around 0.8 - 
1.5 mm diameter. Upon detection of a photon, the light emitted by the crystal is viewed by all 
of the photomultiplier tubes to a greater or lesser extent, depending on their proximity to the 
point of detection of the event. By measuring the amount contributed by each photomultiplier 
tube the position of the event can be localised to a relatively high degree of accuracy (-3mm full 
width at half maximum (FWHM) in current generation cameras). The signals from the 
photomultiplier tube array consist of X and Y positional signals and an analog Z (or unblank) 
signal, which is also a measure of the energy deposited in the crystal. This allows the gamma 
camera information to be readily digitised for interfacing to a computer. 
The gamma camera was originally thought to be of limited use due to its basic design 
which required a thin scintillation crystal to achieve acceptable resolution. At the time it was 
introduced, the radionuclides employed in clinical nuclear medicine practice used medium 
energy emissions of y rays (_300keV). The gamma camera's thin crystal was a trade-off 
between detection efficiency and resolution; the thicker the crystal the better it was for 
sensitivity and a thinner crystal being better for resolution. However, the potential of the 
gamma camera was fully appreciated after Harper introduced the radionuclide 99mTc into 
clinical applications in nuclear medicine in 1964 (Harper et al, 1964). The emission from 99mTc 
is a relatively low 140keV photon, and this combined with its half-life of 6.02 hours made it a 
near ideal radionuclide from an instrumentation point of view, especially for the gamma 
camera. To this day the chemistry of incorporating 99mTc into useful biological tracer molecules 
remains less than ideal. In spite of this, though, the reactor-produced 99Mo-99mTc nuclides are 
the most important in clinical practice today, although there are uncertainties regarding future 
production as many nuclear reactors in the USA are shut down(Rojas-Burke, 1995). 
The gamma camera allows dynamic sequences of temporal variations in radiotracer 
distribution to be studied, particularly when connected to a computer for acquisition and data 
analysis. Examples include the handling of radiotracer by glomerular filtration and tubular 
excretion in the kidneys and therefore renal function, uptake of radiotracer in ventricular 
myocardium (proportional to blood flow), measurement of blood ejected by the heart in a single 
beat, blood flow and hepatic extraction of radiolabelled biliary precursors and the action of the 
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stomach on ingested solids and liquids with suitable radioactive labels. The gamma 
PMT'S 
Thin Nal(TI) 
Figure 1.3 The gamma camera uses a multi-hole lead collimator to restrict photons to a particular projection 
angle, usually orthogonal to the crystal face. Light guides transfer the light emitted after a photon interacts in 
the crystal to the photomultiplier tubes (PMT's). The output of the PMT's has two purposes: x-y localisation 
and energy discrimination. The summing circuit determines the energy deposited in the crystal and, if the signal 
is within the predefined limits, registers an event in the computer matrix. 
camera and computer restored much of the functional capability of nuclear medicine lost in the 
rush to promote "atomic imaging" with the static rectilinear scanner in the 1950's. 
As for most scintillation detectors, the energy resolution of NaI(Tl) is limited to around 
10% FWHM in the range 0.1-1.0 MeV. This precludes discriminating against photons which 
have undergone an interaction with matter in the body from which they originate and have 
hence been scattered, with a concomitant loss of energy. The net effect is that around 20%-50% 
of all events detected by the gamma camera have been scattered in the body, accompanied by a 
change of direction, which give rise to mispositioned points of origin in vivo. This degrades 
image quality by contributing to an increased background level and therefore decreased 
contrast 
The resolution of the gamma camera is primarily limited by the geometric resolution of 
the collimator, which is of the order of 6-9 mm at a distance of 10 cm from the collimator. 
Overall resolution for the gamma camera is a function of a number of factors including the 
detector (intrinsic) and collimator (geometric) resolution, the distance from the emitting source 
to the collimator, the energy of the radionuclide, and the size of the object or body being 
imaged. The sensitivity of the gamma camera is primarily limited by the collimator. The 
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absolute sensitivity in air for a typical gamma camera to a non-attenuating source of 140keV 
gamma rays is around 200 detected events (counts) per second per MBq (ct. s-'. MBq-1), or 
around 0.02% for all emitted events(Bailey et al, 1994). 
The gamma camera has made SPECT a practical tool in virtually all nuclear medicine 
departments today. The majority of single photon emission computed tomographic devices 
today consist of a conventional gamma camera mounted on a rotating gantry which is able to 
acquire data from multiple projections over 360° about the subject. However, such has been the 
impact of SPECT in practice that dedicated multi-head SPECT cameras are now commonly 
available. Conventional filtered-backprojection techniques remain the choice for reconstructing 
the internal distribution of the radiopharmaceutical. As for all radionuclide emission modalities, 
the recorded events for a particular line-of-response (LOR, one projection bin in a parallel 
acquisition geometry) consist of the integrated, attenuated contributions from all emission 
sources along the line-of-sight. Without applying any correction for attenuation the 
contributions from locations deeper in the object will be relatively decreased due to attenuation 
compared with more peripheral emission origins. Filtered-backprojection reconstructions do 
not handle this type of inconsistency well, as the relationship between attenuation and emission 
is inseparable. Correction for attenuation has been the major restriction on quantitative SPECT 
studies, to the point where SPECT is normally considered non-quantitative. 
As SPECT conventionally uses between one and four detectors which rotate about the 
subject to acquire the necessary projection data it is not generally possible to record dynamic 
sequences of the temporal variation in radiopharmaceutical distribution. Acquisition times in 
SPECT are usually of the order of 10 - 40 minutes, whereas most dynamic processes of 
interest require frame rates of a few minutes or less. However, the advantages of SPECT are 
that the detectors are usually conventional gamma cameras which can be used for non- 
tomographic studies, and it uses routinely available radiopharmaceuticals. For these reasons 
SPECT has found widespread utility in nuclear medicine. 
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1.2.3 Positron Emission Tomography (PET) 
The original PET scanners developed in the 1970's were based on a limited number of 
NaI(T1) crystals, with reconstructed spatial resolution of a couple of centimetres, and were an 
extension of the gamma camera. However, as the photons from the ß+-ß- annihilation are a pair 
of 0.511MeV photons, NaI(Tl) is not a particularly efficient detector and therefore sensitivity is 
only moderate. As the system uses coincidence detection to achieve its collimation, thus 
circumventing the need for lead collimators, it has an intrinsic sensitivity advantage over single 
photon techniques with the gamma camera. Apart from a few early examples of rotating, 
opposed detector heads (such as the planar multi-crystal camera built in Boston(Burnham and 
Brownell, 1973)) PET camera design has been based on circular rings of detectors. In 1977 
Cho and Farukhi proposed the use of bismuth germanate (Bi4Ge3O12, commonly referred to 
simply as "BGO") as an alternative detector with the desired advantage of higher density and 
therefore greater efficiency for photon detection (Cho and Farukhi, 1977). Coupled with this, 
positron tomography was able, by virtue of the fact that it always counted two photons which 
passed through the entire thickness of the body, to accurately correct for attenuation by the 
object which was not analytically possible with single photon tomography. This gave it an 
inherent advantage in that it was amenable to accurate quantification, which was essential for 
measuring physiological processes. This fact has driven the historical emphasis in PET on 
being quantifiable. 
PET design followed two parallel paths for the next decade or so, one which used pure 
coincidence counting where two events were counted as a valid pair if they were detected 
within a specified time interval (-nanoseconds), and the other which not only counted the pair 
within a timing window, but sought to roughly localise their point of origin along the line-of- 
response by detecting the difference in arrival times of the two photons at their respective 
detectors. The latter method is known as time-of-flight (TOF) PET(Mullani et al, 1980). The 
former method has prevailed in today's commercially available scanners due to a combination 
of factors: (i) the scintillation crystals used in TOFPET need to have very fast response times 
and suitable detectors from this point of view (e. g., BaF2, CsF) have lower densities and 
therefore lower sensitivity, (ii) the localising ability of TOFPET along the line-of-response 
remains a couple of centimetres so that the potential advantage is not realised when combined 
with transaxial resolutions of 4-6mm, and therefore (iii) the improvement in signal-to-noise 
ratio does not improve dramatically by using the time-of-flight information. Bismuth 
germanate, used in non-TOFPET, is not a particularly fast crystal, with a similar decay 
response time to NaI(Tl), and this, plus its cost, are its most undesirable features. Another 
alternative, always suggested as an inexpensive option for PET, was the use of multi-wire 
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proportional counters for photon detection(Lim et al, 1975). These devices typically consist of 
a large rectangular pair (or pairs) of detectors which, while having high resolution, have very 
poor sensitivity for photon detection. Their potential today is in the realm of non-destructive 
testing and in vivo measurements where radiation dosimetry to the subject (be it an engine or a 
laboratory animal) is not a limiting concern. 
The most recent advance in PET scanner development has been the ability to acquire 
and reconstruct data from a multi-ring PET system with an open, cylindrical geometry. This is 
referred to as volume imaging, or more commonly, 3D PET. Until the late 1980's all BGO 
based PET systems were operated with tungsten or lead septa which extended some distance 
into the field-of-view to separate the rings and shield the detectors from out-of-plane events, 
thus rendering the device to be essentially a series of separate, individual rings. The reasons for 
this were partly historical and partly practical: PET scanner design grew from single ring 
systems and the behaviour of these were well understood; scattered event acceptance within a 
discrete single ring was sufficiently low (typically <10% of all accepted events) that it could be 
ignored for the most part and would be expected to increase dramatically if the septa were 
removed; and many aspects of the reconstruction process for the full datasets that would have 
resulted were not sufficiently well understood. In 3D PET data are acquired and subsequently 
reconstructed at all possible angles within the scanner rather than just a series of transaxial 
planes. 
Figure 1.4. In 2D PET (left) the coincidences accepted are constrained to one particular plane orthogonal 
to the long axis of the PET camera, whereas in 3D PET (right) all possible coincidences are accepted 
irrespective of angle. This leads to greatly improved sensitivity. The lines-of-response are shown for one 
plane only in each case. Dimensions are approximately to scale for ECAT 951R scanner (10.8cm 
axially, 102cm diameter ring). 
Today, commercial PET cameras are available from approximately six manufacturers. 
They remain generally expensive and the most common scintillation crystal is bismuth 
germanate, although at least one group is persisting with NaI(Tl) as a less expensive 
option(Muehllehner et al, 1988). One recent development which seeks to decrease the high cost 
of commercial BGO systems has been the use of a pair of opposed banks of BGO detectors that 
rotate about the subject(Townsend et al, 1993), rather than a conventional full ring. This 
device, which was recently commercialized (Siemens/CTI-ART), uses 3D acquisition and 
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reconstruction techniques, has the same sensitivity as a conventional full-ring system operated 
in 2D(Townsend et al, 1993). In continuous rotation mode of 30 revolutions per minute it 
remains capable of acquiring full projection sets rapidly and therefore retains its ability for short 
time frame dynamic acquisitions. It appears an attractive low-cost alternative for imaging PET 
radionuclide distributions and ideal for most clinical PET studies. 
The cameras that have been used in this thesis are ring BGO-based systems. They were 
designed and built by Siemens/CTI (Knoxville, Tennessee, USA). 
1.3 Summary of Emission Scanning Methodologies 
Radionuclide emission imaging today is dominated by the NaI(Tl) gamma camera for 
single photon emission and BGO-based PET cameras for positron emission. Planar 
measurements with the gamma camera have practical resolutions of around 1-2 cm. They may 
be dynamic with rapid frame sequences or gated from a physiological input such as the cardiac 
or respiratory cycles. SPECT measurements are generally not dynamic as a single detector head 
is rotated about the subject to acquire sufficient projections to reconstruct the data. The trend 
today is towards multi-headed systems (2,3 and even 4 heads being available), but these are 
not typically used for dynamic acquisitions. PET cameras are generally full (or partial) circular 
rings of detectors, and do not use time-of-flight information. They use electronic collimation 
for coincidence detection within a plane, but the field of view per plane has been restricted by 
lead or tungsten septa to recording emissions originating from within thin, isolated sections. 
The resolution of state-of the-art PET cameras is around 5mm FWHM transaxially and axially. 
The sensitivity of the PET camera is roughly 25 times greater than a single-headed SPECT 
system, but the axial field-of-view for the PET camera is a lot less than most gamma cameras. 
Table 1.2 compares and contrasts some of the salient features of the various emission imaging 
devices. 
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Device Advantages Disadvantages Typical Resolution 
(FWHM) 
Rectilinear Scanner Inexpensive Non-dynamic 5-25 mm 
Thick crystal Low sensitivity 
1: 1 magnification High scatter acceptance 
Non-tomographic 
Gamma camera Capable of rapid, sequential Moderately expensive 8-15+ mm 
(Planar) measurements (dynamics) Low sensitivity 
Large viewing area High scatter acceptance 
Thin crystal (for 140 keV) Thin crystal (for 511 keV) 
Gamma camera Relatively inexpensive (for a Not dynamic 8-22+ mm 
(SPECT) tomographic device) Long acquisition times 
Uses routine High scatter acceptance 
radiopharmaceuticals Attenuation correction 
inaccurate 
PET (General) High resolution Expensive, complex 4-10 mm* 
Dynamic measurements Cyclotron required 
possible Limited field-of-view 
Uses isotopes of organic axially 
nuclides 
Physiologically quantitative 
Attenuation correction 
accurate 
PET (2D) Medium sensitivity Relatively long acquisition 6-10mm* 
Low scatter acceptance times 
PET (3D) High sensitivity High scatter acceptance 4-8 mm* 
Long reconstruction times 
Nonuniform axial 
sensitivity profile 
Table 1.2 Comparison of different radionuclide imaging modalities. The PET reconstructed resolutions marked with an 
asterisk indicate that the difference in resolution depends on the reconstruction filter cut-off that is used, and this 
ultimately depends on the sensitivity of the device. 3D PET permits higher resolution images to be reconstructed than 2D 
from the same count rates from the object. 
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1.4 Conclusions 
Tracer techniques have been used in medical research for over two centuries now. The 
high sensitivity of devices for detecting quanta in the high energy end of the electromagnetic 
spectrum means that they underpin many basic analytical laboratory procedures such as 
radioimmunoassay (RIA), autoradiography, and, of course, external imaging of in vivo 
radioactivity distributions. The history of the measurement of radiotracers in vivo has been one 
which started with non-imaging, dynamic quantitative measurements and has progressed in a 
series of stages where static imaging was introduced and quantification sacrificed, through to 
positron emission tomography which has the ability to measure the temporal change of 
radioactivity distributions tomographically. PET represents the state-of-the-art in the 
combination of the areas of the in vivo use of tracers and medical tomographic imaging and is 
the most sensitive technique for in vivo tracer studies. The tracers can be used to study 
biochemical and physiological pathways in health and disease. It is a functional discipline rather 
than an anatomical one, and has an unique role because it uses radioactive forms of organic 
species, 1IC, 13N, 150, and I8F (which is a substitute for hydrogen). This means that PET 
radiotracers can be readily incorporated into biologically important molecules, either 
endogenous or exogenous. Also, it has an intrinsic sensitivity advantage over other imaging 
modalities in that the background signal from other radioactive sources in the body is extremely 
low, which permits measurements of picomolar concentrations of tracer. The ability of the PET 
method to accurately correct for attenuation makes it potentially quantifiable in radioactivity 
concentration terms, and from this follows the ability to determine biological parameters (e. g., 
glucose metabolic rate, cell receptor density and binding capacity) non-invasively. 
Recent developments in algorithms for 3D reconstruction have prompted the 
development of PET scanners capable of acquiring the data for use with these new high 
sensitivity techniques. This thesis is concerned with developing methods to ensure that the 
quantitative nature of positron emission tomography is maintained in 3D, thereby realising the 
gain in physiological measurement that the physical gain in sensitivity promises. 
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Chapter 2 
Positron Emission Tomography 
2.1 Positron Emission Tomography - Preliminaries 
2.1.1 Detection of Events in Positron Tomography 
Event detection in PET relies on electronic collimation. An event is regarded as valid 
if(i) two photons are detected within a short time window known as the coincidence timing 
window, (ii) the subsequent line-of-response formed between them is within the acceptance fan 
of the tomograph, and (iii) both events are within the pre-determined energy window for 
annihilation photons. Such events are often referred to as prompt events (or "prompts"). 
However, a number of prompt events are registered having met the above criteria which are, in 
fact, unwanted events as one of both of the photons has been scattered or the coincidence is the 
result of the "accidental" detection of two photons from unrelated positron annihilations. 
A true coincidence is an event that derives from a single positron-electron annihilation. 
The two annihilation photons both reach detectors on opposing sides of the ring of the 
tomograph without interacting with the surrounding atoms and are recorded within the 
coincidence timing window. 
Random (or accidental) coincidences occur when two nuclei decay at approximately the 
same time. After annihilation of both positrons four photons are emitted. Two of these photons 
from different annihilations are counted within the timing window and considered to have come 
from the same positron, while the other two are lost. These events are initially regarded as 
valid, prompt events, but are spatially uncorrelated with the distribution of tracer. This is 
clearly a function of the number of disintegrations per second and the random event count rate 
(Rab) between two detectors a and b is given by: 
Rab = 2'rNaNb [2.1] 
where N is the single event rate incident upon the detectors, and Zr is the coincidence resolving 
time. Often Na=Nb so that the random event rate increases proportionally to N2. There are two 
common methods for removing random events: (i) estimate the random event rate from 
measurements of the single event rates using the above equation, or (ii) employ a trailing 
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coincidence timing window after the initial event coincidence window in an attempt to detect a 
third event, and from the rate of detection of events in this window estimate the expected 
random event rate within the initial event window. The latter method is known as the delayed 
window method(Dyson, 1960). Both of these subtractions increase the noise in the projections 
as they are estimates based on detected counts and therefore will have an associated statistical 
uncertainty. 
Multiple events are similar to random events, except that three events from two 
annihilations are detected within the coincidence timing window. Due to the ambiguity in 
deciding which pair of events arise from the same annihilation, the event is disregarded. Again, 
multiple event detection rate is a function of count rate. 
Scattered events arise when one or both of the annihilation photons from a single 
positron detected within the coincidence timing window have undergone a Compton 
interaction. Compton scattering causes a loss in energy of the photon and change of direction of 
the photon. Due to the relatively poor energy resolution of most PET detectors, photons 
scattered within the emitting volume cannot be discriminated against on the basis of their loss in 
energy. The consequence of counting a scattered event is that the line-of-response assigned to 
the event is uncorrelated with the origin of the annihilation events. This causes inconsistencies 
in the projection data, and leads to decreased contrast and inaccurate quantification in the final 
image. This discussion refers primarily to photons scattered within the object containing the 
radiotracer, however, scattering also arises from radiotracer in the subject but outside the 
coincidence field of view of the detector plus scattering off other objects such as the gantry of 
the tomograph, the lead shields in place at either end of the camera to shield the detectors from 
the rest of the body, off the floor and walls in the room, the septa, and also within the block 
itself. The fraction of scattered events is not a function of count rate, but is constant for a 
particular object and radioactivity distribution. 
The prompts count rate is composed of trues, randoms and scattered events and is given 
simply by 
P=T+R+S [2.2) 
where P= prompts, T= trues, S= scattered, and R= randoms count rates respectively. 
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Figure 2.1 The various coincidence events that can be recorded in PET are shown. From top left clockwise, a 
true coincidence, a random or accidental coincidence arising from two positron annihilations in which two events 
are counted, a multiple coincidence arising from two positron annihilations in which three events are counted, 
and finally a scattered event where one or both of the photons undergo a Compton scatter. The diagram is drawn 
approximately to scale. 
2.1.2 The Imaging Model 
To a first order the PET system can be described as a linear system. This model (figure 
2.2) will prove useful for characterising the system performance and will be the basis for the 
approach taken to correction of scattered events. 
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Figure 2.2 The linear system model for an imaging system is shown. The response of the 
system to an idealised input f(x) (a b function) is represented here as a Gaussian. The width 
of the Gaussian response function at half the maximum height is the usual measure used to 
characterize the resolution of the system. 
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A linear system takes an input , 
f(x), and operates on the signal in a manner specified 
as h(x) to produce an output signal g(x). Linear in this sense implies two properties: scaling 
and summing. The scaling property acts in a way such that if the input is increased or decreased 
by a factor, a, the output changes by the same factor, i. e., 
h[af(x)} = a. g(x) [2.3] 
The summing property can be expressed as: 
h{fl(x) + J2(x) }=h {fl (x) }+ h{f2(x) } [2.4] 
which is important because it means that each portion of an input signal can be considered 
independently. The output from a particular input sequence will be the responses of each small 
section separately summed together. This is expressed as: 
+00 
g(x) =f f(x). h(x -xo)dx [2.5a] 
_CO 
which introduces the concept of convolution of signals. Equation 2.5a is an example of a 
linear, shift invariant system, which is often written more conveniently as: 
g(x) = f(x) Oh (x) [2.5b] 
where the symbol © indicates the convolution operation. The operation of convolution can be 
thought of as a response function which has a "sifting" nature, that is, it sifts through each 
portion of the input sequence, operating on it independent of the rest of the signal, and the final 
results sums all of the individual responses. 
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Both of these features will be useful in describing the PET camera. The concept of a 
linear, shift invariant system will be used in measuring energy resolution, count rate 
performance, spatial resolution and scatter. Note also that in a linear, shift invariant system the 
auto-correlation (or energy) of the output signal is the same as the input, i. e., 
+m +m 
f 
. 
f(x) 
". f 
*(x) dx =f g(x). g*(x) dx [2.6) 
where the asterisk (*) indicates the complex conjugate of the function. 
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2.2 Image Formation in PET 
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This thesis will be confined to dealing with circular ring-based PET cameras. This 
section defines the coordinate system that will be used throughout this work. This is 
particularly relevant to the discussion of 3D data acquisition, sinogram formation, and plane 
definition. 
2.2.1 Geometry and Coordinate System of a Full Ring PET Camera 
The geometry and coordinate system that will be used to describe the PET cameras 
studied in this work is shown in the diagram below. The angle the x-z plane makes with the y- 
axis is referred to as the azimuthal angle, 0, and the angle between the y-z plane and the x-axis 
Figure 2.3a A scale diagram of the 
detector assembly of the ECAT 953B 
camera is shown with the coordinate 
system that describes the orientation of the 
camera. The azimuthal angle (0) is 
measured around the ring, while the polar 
angle (B) measures the angle between 
rings. 
is called the polar angle, 0. 
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Figure 2.3b. The coordinate system for the 3D PET geometry and the relationship of the detectors to sinogram 
elements (projections) is shown in the diagram. The circular view of the tomograph shows a plane source in place 
with the approximate dimensions of the transaxial field of view. The dimension s corresponds to the width of the 
transverse field of view and is determined by the fan angle between da-db(, nin) and d(, -db(,,,,, X). The object in the centre 
of the ring represents a plane source of radioactivity. 
Individual detector elements form coincidence pairs with opposing detectors (both in 
plane and axially) and these are mapped to the sinogram space as indicated. Sinograms consist 
of approximately parallel projections; they are approximately parallel because fine sampling is 
achieved by forming quasi-parallel projections between the detectors that contribute the truly 
parallel lines of response. Thus instead of forming projections thus: da-db, da+l-db+l, da+2- 
db+2, etc, effectively "double sampling" is achieved with the scheme da-dh, da+1-db, da+I-db+1, 
da+2-db+l 
, 
da+2-db+2, etc. Because a circular ring tomograph generally oversamples the data 
radially in 0 for the resolution of the individual detectors some compression of data by 
combining neighbouring elements can be done to reduce the size of the data sets, which is 
particularly important in 3D PET. Combining adjacent sinogram rows does not usually result in 
a reduction in resolution or introduction of significant artefacts in brain studies on modern 
tomographs and is referred to as "radial mashing". "Axial mashing", which is effectively 
combining adjacent sinograms, is also permissible between rings. "Trimming" refers to 
reducing the transverse width of a projection be removing a number of elements from either end 
which are outside the object boundaries. This reduces the data set size without interpolating to a 
coarser sampling grid. 
The geometry relating to the projections is shown in figure 2.4. The rotating frame of 
reference (s, t) gives parallel projections po(s). The direction z is out of the page. 
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Figure 2.4 The geometry of projections in the x-y plane is shown. The projection consists of parallel lines-of- 
response recorded between two opposed detectors at angles 0and 0+180°. Hence projections are only recorded for 
angles 0°5O<180°. 
The sinograms formed in 2D PET are composed of projections p(s, O, z). In the 3D case 
this is extended to measuring projections that are not orthogonal to the z-axis, but at varying 
polar angles (0). The resulting sinograms in this case are specified by p(s, O, O, z). In the 2D case 
the data acquired are sufficient for reconstructing the volume, with some oversampling in 0. 
However, in the 3D case all projections formed from 0# 0° are redundant, as the object can be 
completely described by the 2D projections (0 = 0°). The data are useful however as they 
contribute an increase in sensitivity and hence potentially improve the quality of the 
reconstructions. This redundancy was exploited in the 3D reprojection algorithm(Kinahan and 
Rogers, 1989; Townsend et al, 1989). This will be discussed further in the next chapter. 
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2.2.2 Image Reconstruction in 2D PET 
30 
Filtered-backprojection is the most common method employed for image reconstruction 
in 2D emission tomography at present. The advantages of the filtered-backprojection approach 
are that it is computationally efficient and well-suited to optimisation using vector-based 
hardware (i. e., array processors). The alternative methods, such as iterative methods (e. g., 
simultaneous iterative reconstruction technique (SIRT)(Gilbert, 1972), algebraic reconstruction 
techniques (ART)(Gordon et al, 1970; Hounsfield, 1973), iterative least-squares techniques 
(ILST)(Budinger and Gullberg, 1974)), or direct analytical methods (e. g., two-dimensional 
Fourier reconstruction(Bracewell, 1956; DeRosier and Klug, 1968)), and statistical approaches 
(e. g., maximum-likelihood expectation-maximisation algorithm (ML-EM)(Dempster et al, 
1977; Shepp and Vardi, 1982)) are, in general, far more computationally expensive. The 
disadvantages of filtered-backprojection are: 
0 due to statistical noise, attenuation, and scattering the projection data are inconsistent 
with respect to each other, and this causes artefacts in the reconstructed image if not 
corrected for prior to reconstruction, 
" the filtering step before backprojection amplifies the high frequency components of the 
projection data (this is done to remove the blurring inherent in backprojection), and in 
doing so, greatly increases the statistical noise in the projections as this is a high 
frequency component of the data. Thus filtered-backprojection is a noise-amplification 
process, and, 
" it is not possible to build into the reconstruction process models of the data acquisition 
process which affect the final reconstruction, and are well understood and easily 
characterised, such as differences in resolution at different depths in the object, the 
point-spread function (resolution), and scattering. In this sense, filtered-backprojection 
is a naive approach to reconstructing an image from projection data. 
2.2.2.1 Filtered-Backprojection in PET 
Filtered-backprojection was originally applied to reconstructing 2-dimensional images 
from 1-dimensional projection data recorded at many angles about the object in 
radioastronomy(Bracewell and Riddle, 1967) and electron microscopy (Ramachandran and 
Lakshminarayanan, 1971). The line integrals for a series of 1D projections may be written as 
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p, (s) =f f(s. coso - t. sinc, sino + t. coso) dt [2.7] 
where (s, t) are the co-ordinates of the rotating frame of reference. Usually a stack of 2D 
sinograms are produced that fully sample the 3D object distribution f(x, y, z). Reconstruction by 
filtered-backprojection involves filtering the data in 1D with a unique filter known as the ramp 
filter before backprojection. The ramp filter is so called because of its form in the frequency 
domain which is 
H(u)=u v<fNyq 
H(u) =0vz fNyq 
[2.8a] 
where v is the spatial frequency and fNyq is the Nyquist frequency which is defined as (2 x 
sample distance)-1. The Nyquist frequency determines the maximum spatial frequency (i. e., the 
resolution) that can be measured by the device. In the spatial domain the ramp filter is 
h(s) = 2u,, ß 
sin2itum,, "s 
27CUm. S 
z 
2 SllUtUm. S 
-U max 
7CUmax S 
[2.8b] 
where Umax is the cutoff frequency. This function removes the blurring (or transfer function) 
of the backprojection process. The two forms of the ramp filter are shown graphically in the 
following figure. 
1) 
Figure 2.5 The ramp filter is shown in the spatial domain (left) and frequency domain (right). The frequency 
domain "ramp" is shown arbitrarily cut-off at the Nyquist frequency. The spatial domain, with its negative "side- 
lobes ", gives an intuitive suggestion as to how the filter removes blurring: as these values will negatively 
weight the "blurred" contributions outside of the central value being backprojected, and, over is backprojections 
will eventually cancel the blurring process (in the absence of noise and systematic erros). 
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2.2.3 Steps in Processing PET Data to Produce Functional Images 
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The steps involved and the different datasets required for producing accurate 
reconstructed images in PET are shown in figure 2.6. All data apart from the reconstruction are 
sinograms (i. e., the co-ordinates are (s, 4)). The usual data required are the emission scan 
which is to be reconstructed, a set of normalisation sinograms (one per plane in 2D) to correct 
for differential detector efficiencies and geometric effects related to the ring detector, and a set 
of sinograms of attenuation correction factors to correct for photon attenuation (self-absorption 
or scattering) by the object. The attenuation factors are derived from a "transmission" scan of 
the object and a transmission scan without the object in place (often called a "blank" scan); the 
natural logarithm of the ratio of blank to transmission gives the attenuation correction data. The 
most common method for acquiring the transmission and blank scans is with either a ring or 
rotating rod(s) of a long-lived positron emitter such as 68Ge/68Ga, with which the object is 
irradiated(Phelps et al, 1975). The emission sinograms are first corrected for attenuation and 
normalized for different crystal efficiencies, and then reconstructed using the filtered 
backprojection process. During the final step scalar corrections for deadtime and decay may 
also optionally be applied. The example shown demonstrates uptake of ai 
1C-labelled anti- 
cancer drug in a brain tumour. 
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Figure 2.6 The steps in producing an accurate PET image are shown. Tjypicalby 15-47 planes of data are 
produced on a multi-ring scanner. 
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2.3 Development of Current Generation PET Cameras 
2.3.1 Development of Modern Ring Tomographs 
To understand the current state of commercial PET camera design, and why the 
development of 3D PET was only relatively recent, it will be instructive to briefly trace the 
development of full ring PET systems. One of the first widely implemented commercial PET 
cameras was the Ortec ECAT (EG&G Ortec, Oak Ridge, Tennessee, USA)(Phelps et al, 
1978). This single slice machine used NaI(Tl) and had an hexagonal arrangement of multiple 
crystals with rotational and axial motion during a scan. Its axial resolution could be varied by 
changing the width of the slice-defining lead side shields, thereby altering the exposed detector 
area. This not only changed the resolution, but also the scatter and random event acceptance 
rates as well. In their paper of 1979, the developers of this system even demonstrated that in 
going from their "high resolution" mode to "low resolution" mode they measured a threefold 
increase in scatter within the object (0.9%-2.7%), although total scatter accepted accounted for 
only around 15% of the overall signal(Hoffinan et al, 1979). Thus, in this and other early work 
on a single slice machine, the relationship between increasing axial field-of-view and scatter 
fraction was recognised(Derenzo et al, 1975). Various scintillation detectors have been used in 
PET since the early NaI(Tl) devices, but BGO has been the crystal of choice for more than a 
decade now for non time of flight machines. Table 2.1 shows various scintillator crystals that 
have either been used or suggested for detection of 511 keV photons in PET. 
Crystal Density 
(g. cm-3) 
Effective 
Atomic 
Number 
Linear 
Attenuation 
Coefficient 
(cm- 1) 
Light yield 
(relative to 
NaJ(Tl)) 
Primary 
Decay 
Constant 
(ns) 
Wavelength 
of emission 
(nm) 
Hygro- 
scopic? 
Fragile 
? 
Refractive 
Index 
Nal(T1) 3.67 50 0.34 1.00 230 410 Yes Yes 1.85 
CsF 4.61 53 0.39 0.08 3 390 Yes 1.48 
BaF2 4.89 54 0.44 0.05 0.8 220/310 No Slight 1.49 
GSO 6.71 59 0.62 0.25 56/600 440 No Yes 1.90 
BGO 7.13 74 0.92 0.15 300 480 No No 2.15 
LSO 7.4 66 0.87 0.75 40 420 No No 1.82 
LuAP 8.3 64 0.95 0.30 -10/600 390 No No 1.94 
Table 2.1 Inorganic scintillators that have been used or suggested for PET. The chemical formuli for the abbreviations 
used are: GSO - Gd2SiO5: Ce; BGO - Bi4Ge3O12; ISO - Lu2(SiO4)O: Ce; LuAP - LuAIO3: Ce. 
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The next major development in PET technology was the introduction of the "block" 
detector(Casey and Nutt, 1986). The block detector (shown in figure 2.7 for the ECAT 95x 
series) is a large rectangular cube of scintillation material, sectioned into discrete detector 
elements to which a small number (usually 4) photomultiplier tubes are attached. An ingenious 
scheme of varying the depth of saw cuts permits each of the 4 photomultiplier tubes to "see" a 
differential amount of light subsequent to a photon interacting in the block, and from this the 
point where the photon deposited its energy can be localised to one of the detectors. The aim of 
this development was to reduce crystal size, thereby improving resolution, while still retaining 
the good spectroscopy offered by a large scintillation detector, modularize detector design, and 
reduce detector cost. The block detector opened the way up for large, multi-ring PET camera 
development. The stationary ring also meant that rapid temporal sequences could be recorded, 
as the gantry no longer needed to rotate to acquire the full set of projections. 
Figure 2.7 Side (left) and bottom (right) views of the block detector in the ECAT 95x 
series PET camera. The blocks are each sectioned into an array of 8x8 discrete elements, 
and the variable length of the cuts in one of the dimensions permits differential light 
sharing thus allowing the PMT's to localise the origin of the light cascade subsequent 
to a photon depositing its energy in one detector. The overall dimensions of the block 
are 49 x 53 x 30 mm (transaxial x axial x height). 
The major drawback for the block detector is poor count rate performance, as the 
module can only process a single event from one individual detector in a particular block in a 
given time interval. Individual crystals would be a lot faster, as the deadtime is mostly derived 
from the block itself, rather than the subsequent processing units such as photomultiplier tubes 
and electronics. 
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In a conventional 2D PET camera each effective "ring" in the block was separated by 
lead or tungsten shields, or septa. The aim was to keep the multi-ring tomograph essentially as 
a series of separate rings with little cross-talk between rings. This helped keep scatter and 
randoms fractions low, reduce single photon flux from outside the field of view, and allowed 
conventional single slice 2D reconstruction algorithms to be used. However, it of course 
greatly restricted the sensitivity of the camera. 
Feature ECAT 953B ECAT 951R 
BGO block size (trans x axial x height) 49 x 53 x 30 mm 49 x 53 x 30 mm 
Individual detector size (trans x axial x height) 5.6 x 6.1 x 30 mm 5.6 x 6.1 x 30 mm 
Total number of detectors 6144 8192 
Number of rings 16 16 
Number of reconstructed slices 31 31 
Sinogram Dimensions 160 x 192 192 x 256 
Axial field-of-view 10.8 cm 10.8 cm 
Total number of sinograms (2D) 100 100 
Storage requirements/frame (2D) 1.9 Mbytes 3.1 Mbytes 
Table 2.2 The geometry of the blocks and their configuration in the cameras that have been used are 
shown above. The ECAT 953B is essentially a head camera only, while the 951R can study both 
head and body. 
2.3.2 Performance of Current Generation PET Cameras 
2.3.2.1 Spatial Resolution 
Spatial resolution refers to the blurring of the system's representation of an object due 
to the limitations in the measurement process (the h(x) function in the linear model). It can be 
thought of as the limiting distance in distinguishing small juxtaposed objects. It is usually 
characterised by measuring the width of the profile obtained when an object much smaller than 
the anticipated resolution of the system is imaged. This blurring is referred to as the spread 
function. Common methods to measure this in emission tomography are to image a point 
source (giving a point spread function (PSF)), or, more usually, a line source (line spread 
function (LSF)) of radioactivity. The resolution is usually expressed as the full width at half 
maximum (FWHM) of the spread function profile. A Gaussian function is often used as an 
approximation to the spread function. The Gaussian is related to the FWHM by the following 
relationship: 
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FWHM = (8loge2)1 /26 [2.9] 
where 6 is the standard deviation of the Gaussian function. There are a number of factors that 
influence the resolution in a PET reconstruction. These include: 
" non-zero positron range after radionuclide decay, 
" non-collinearity of the annihilation photons due to residual momentum of the positron, 
" distance between the detectors, 
" width of the detectors, 
" stopping power of the scintillation detector, 
" incident angle of the photon on the detector, 
" the depth of interaction of the photon in the detector, 
" number of angular samples, and 
0 reconstruction parameters (matrix size, windowing of the filter, etc). 
In PET, resolution is usually specified separately in transaxial and axial directions, as 
the sampling is usually not the same for these in a conventional ring PET system. In general, 
ring PET systems are highly oversampled transaxially, while the axial sampling is only 
sufficient to realize the inherent resolution of the detectors. The in-plane oversampling is 
advantageous because it partially offsets the low photon flux from the centre of the emitting 
object due to attenuation. Transaxial resolution is often subdivided into radial (FWHMV) and 
tangential (FWHM, ) components for measurements not on the central axis of the camera, as 
these vary in a ring tomograph due to differential detector penetration at different locations in 
the x-y plane. Due to the limited sampling in the axial direction (one sample per plane) it is 
inappropriate to measure axial resolution (FWHMZ) from profiles through reconstructed data as 
there are insufficient sampling points with which to accurately estimate it. However, 
measurement of slice sensitivity of the reconstruction of a point source which passes in small 
steps through a single slice can be shown to be equivalent to axial resolution, and thus can be 
utilised to overcome the limited axial sampling to measure the axial resolution. 
The spatial resolution typical of the PET systems employed in this thesis is given in 
table 2.3 for the 953B in 2D mode(Bailey et al, 1994). 
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Source Location FWHM, (mm) FWHM1 (mm) FWHMZ (mm) 
In air, on axis 4.8 5.0 4.3 
In air, +8.5cm off axis 5.7 6.5 5.8 
In scatter, on axis 5.0 5.6 5.0 
In scatter, +8.5cm off axis 5.3 7.3 7.1 
Table 2.3 Spatial resolution for the ECAT 953B. All results are measured in 2D and are derived 
from reconstructed data. The accuracy on all measurements is ±5% at worst case. 
2.3.2.2 Energy Resolution 
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Energy resolution is the ability of the system to precisely measure the energy of incident 
photons. For a pure source of photons of 511 keV the ideal system would demonstrate a well- 
defined peak equivalent to 511 keV. BGO has low light yield (=12% of the output per keV of 
NaI(Tl)) and this introduces uncertainty in determining the exact energy deposited. There are 
two possible descriptions of energy resolution for a coincidence detection system. They are 
either to measure single event energy resolution, or to measure "coincidence" energy resolution 
(i. e., 2 events). 
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Figure 2.8 Singles energy spectra for a BGO PET system. The air and scatter measurements are of a 
68Ge line 
source in air and in a 20cm diameter water-filled cylinder respectively, while the distributed source is for a 
solution of 18F in water in the same cylinder, to demonstrate the effect on energy spectrum of a distribution of 
activity. The respective energy resolutions are: air - 16.4%, line source in scatter - 19.6%, and distributed source 
= 21.6%. 
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Energy resolution is usually measured by stepping a narrow energy window in small 
increments over the energy range of interest while the source is irradiating the detectors. The 
count rate in each narrow window is then plotted to give the full spectrum. The data in figure 
2.8 show the full ring system energy resolution for single photons for the ECAT 951R. An 
increase is noted in lower energy events in the scattering medium compared with the scatter-free 
air measurement. 
This is a straight-forward measurement for single events, but less so for coincidence 
events. The usual method in coincidence measurements is to step a small window for 
coincidence events over the energy range, however, this is not the situation that is encountered 
in practice. The narrow coincidence window approach shows the spectrum when both events 
fall within the narrow band. What is more useful is to examine what happens when the window 
for one coincidence of the pair is set to accept a wide range of energies (e. g., 100-850keV) 
while the other coincidence channel is narrow and stepped in small increments. This allows 
detection of, for example, a 511keV event and a 300keV event as a coincidence. This is the 
method used in figure 2.9. It demonstrates energy resolution for a line source of 68Ge/68Ga 
(68Ge (t 1,2=287 days) decays to 
68Ga (t112=68.1 mins ) which, in the process of decaying to 
stable 68Zn emits a positron) in air of approximately 20% at 511keV. On the basis of these 
data, the default lower energy discrimantor setting used on all studies in this thesis was 
380keV. The upper limit is set to a sufficiently high value of 850 keV. 
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Figure 2.9 The coincidence energy resolution of the entire scanner is shown for the SCAT 951R. The spectrum 
is obtained by having one photon energy window set from 100-850keV and the opposing detector window 
stepped in small increments of 25keV to yield an integral coincidence spectrum. The derivative of this results in 
the above graph. 
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2.3.2.3 Count Rate Performance 
BGO is a relatively slow scintillator with a primary decay time of -300 ns. Further, 
when configured in a block detector the observed count rate is a great deal less than even the 
300 ns decay time might suggest. The count rate for the ECAT 953B in a 2D measurement of a 
decaying source of 11C in a water-filled 20cm diameter cylinder is shown in figure 2.10. The 
system is linear up to a concentration of just under 10 kBq. cm-3 which corresponds to a count 
rate of -30 kcps. At an observed coincidence count rate of -74 kcps there is 20% count rate 
loss, although the total single photon rate is -3.4 Mcps. This is less than half the equivalent 
point for a current generation gamma camera, which typically demonstrates 20% count rate loss 
at -200 kcps. 
Comparison of the count rate performance of different tomographs, or of the same 
scanner operating under different conditions, have been difficult to make because of the vastly 
different physical components in the measured data (e. g., scatter, randoms) and the strategies 
for dealing with these. These effects necessitate a comparison which can take account of these 
differences. The noise equivalent count rate (NEC) method proposed by Strother et al(Strother 
et al, 1990) provides a means for making meaningful intercomparisons that incorporate these 
effects. The noise equivalent count is that count that would have resulted in the same signal-to- 
noise ratio in the data in the absence of scatter and randoms. It is always less than the observed 
count rate. The noise equivalent count concept stems from the work of Shaw with photographic 
film(Dainty and Shaw, 1974) and has been applied in a general theory of quality of medical 
imaging devices to measure detector quantum efficiency(Wagner, 1983). An earlier suggestion 
for the use of such a figure of merit in PET was by Derenzo(Derenzo, 1980), who defined an 
"`effective" image event rate, Q to be (Derenzo's notation is used): 
Q=D, (d, /dT); dT=d, +ds+dA [2.10] 
where di, ds, and dA are the count rates per cm from the centre of a uniform cylinder containing 
radioactivity for the unscattered, scattered, and accidental (random) coincidences respectively, 
DI is the total unscattered coincidence rate and (dI/dT) is the contrast. Derenzo goes on to 
suggest "... Q may also be called an "effective" image event rate, since the same signal-to-noise 
ratio would be obtained in an ideal tomograph with Dl'=Q and ds'=dA'=O. " 
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The noise equivalent count rate is defined as 
NEC -_ 
[Ttota' (T / (S + T)]' 
(TtO1ai + 2fR) 
[2.11] 
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where Ttotw is the observed count rate (including scattered events), T and S are the unscattered 
and scattered event rates respectively, f is the "randoms field fraction", the ratio of the source 
diameter to the tomograph transaxial field-of-view, and R is the random coincidence event rate. 
This calculation assumes that the random events are being corrected by direct measurement and 
subtraction from the prompt event rate, hence the factor of 2 in the denominator. The NEC 
method for comparing the same tomograph operating in 2D and 3D modes was first employed 
in 1991 in preliminary work for this project(Bailey et al, 1991b), and has been used to optimize 
operating parameters since. It is particularly useful when applied to actual human data(Bailey et 
al, 1993). In the data in figure 2.10 the randoms field fraction used was 0.4 and the scatter 
fraction for 2D was 0.12. Because the NEC includes corrections for both randoms and scatter it 
is extremely object dependent. This has been demonstrated by the differences observed 
between the count rate performance in 2D measured in cylinders of slightly different diameters 
(15cm and 20cm)(Bailey et al, 1991b). 
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Figure 2.10 The count rate performance of the ECAT 953B for coincidences in 2D mode with activity 
distributed in a 20cm diameter water filled cylinder is shown. The expected coincidence count rate is derived from 
linear regression of low activity concentration measurements, where deadtime is expected to be negligible. 
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The data were further characterised by modelling as a cascaded non- 
paralyzable/paralyzable system (figure 2.1 1)(Cranley et al, 1980). The justification for the use 
of such a model is recognition of both deadtime components in the overall system, and the 
accuracy with which the model fits the data. From this the non-paralyzable deadtime component 
(ip) and the paralyzable deadtime component (tip) were found to be 2.99±. 03µs and 
2.08±. 01µs respectively. No strict physical identification (such as scintillator or electronics) is 
attached to the different components, as there will be aspects of both in most components of the 
system. 
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Figure 2.11 Fitting of the cascaded paralyzable/non-paralyzable deadtime model to the trues count rate in figure 
2.9. Nb_, is the observed trues count rate, Nexp is the expected count rate with no deadtime (obtained from linear 
regression of the very low count rate data) and -rp and znn are the paralyzable and non-paralyzable components 
respectively. The model is seen to fit the data extremely well up to very high activity concentrations. 
2.3.2.4 Scatter Fraction in 2D PET 
Scatter fraction is defined as the fraction of the total coincidences recorded in the 
photopeak window which have been scattered. The scattering may be of either one or both of 
the annihilation photons, but it is predominantly scattering of one only. Scattering arises from a 
number of sources: 
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0 scattering within the object containing the radionuclide 
" scattering off the gantry components such as lead septa and side shields 
0 scattering within the block detectors. 
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Figure 2.12 Logarithmic scatter profiles from sinograms of a line source of 68Ge in air (left) and centred in a 
20cm diameter water-filled cylinder (right) demonstrate the additive scatter component outside of the central peak 
in the measurement in the cylinder. Interpolation of this section permits an estimate of the scatter fraction to be 
made. Both measurements were made on an ECAT 95J R tomograph in 2D mode. 
A number of methods for measuring scatter have been utilised. Perhaps the simplest 
method is to acquire data from a line source containing a suitably long-lived tracer in a 
scattering medium (typically a 20 cm diameter water-filled cylinder) and produce profiles in the 
s dimension (figure 2.12). Interpolation under the peak of the profile recorded outside the 
known location of the source permits an estimate of the scatter contribution. One criticism of 
this approach, however, is the assumption about the shape of the "wings" extending into the 
central section of the profile under the peak, and whether or not it be included in the scatter or 
unscattered term. An alternative approach has been developed for this work and will be 
discussed later in the context of measuring spatially varying scatter fractions. 
Scatter in 2D PET is usually relatively small and typically less than 15% of the total 
photopeak events. Thus it has been a small correction in the final image and often ignored with 
little impact on quantitative accuracy. The first scatter correction regimes for emission 
tomography were in fact developed for 2D PET (Bergstrom et al, 1983). The scatter fraction for 
the ECAT 953B in 2D is of the order of 0.12-0.15, and for the ECAT 951 R it is 0.10-0.15. 
These values are variables determined by the energy window settings. 
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2.3.2.5 Sensitivity of Positron Tomographs 
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The sensitivity of a circular ring tomograph is determined by a combination of the 
radius of the detector ring, the axial length of the active volume for acquisition, the total axial 
length of the tomograph, the stopping power of the scintillation detector elements, packing 
fraction of detectors and other operator dependent settings (e. g., energy window). However, in 
general terms the overall sensitivity for true (T), random (R) and scattered (S) events are given 
by(Derenzo et al, 1975; Derenzo, 1980; Kouris et al, 1982): 
T« Z2 /D [2.12a] 
S -Z-3 / (LD) [2.12b] 
R«(Z2/L)2 [2.12c] 
where Z is the axial length of the acquisition volume, D is the radius of the ring, and L is the 
length of the septa. For a multi-ring tomograph in 2D each plane needs to be considered 
individually and the overall sensitivity is given by the sum of the individual planes. The 
constant of proportionality for the tomographs in this thesis is approximately 0.01 for both 2D 
and 3D in air, and 0.005 in 2D and 3D in a scattering medium (see Table 3.2). 
Constraining the allowed coincidences to a narrow plane orthogonal to the z-axis of the 
PET camera severely restricts the overall sensitivity of the technique. The reasons for this 
restriction were twofold: the lack of appropriate 3D reconstruction software, and to keep the 
scatter fraction low. Sensitivity is usually measured as the count rate derived from a 20 cm 
diameter water-filled cylinder containing a known concentration of a positron-emitting 
radionuclide. The value is given as counts per second per kBq per ml (ct. s-1. [kBq. ml-I]-'). For 
the ECAT 953B this figure is -3.3 kct. s-1. [kBq. ml-1]-ISpinks et al, 1992). To remove the 
variable axial field-of-view length, this can be quoted as the sensitivity per axial cm, and the 
equivalent figure for the 953B is -310 ct. s-t. [kBq. ml-11-1. cm-I(Bailey et al, 1994). 
In the ECAT 95x series the BGO scintillation blocks are cut into finer detector elements 
in the axial direction than previous block designs. This improved axial resolution, but as each 
plane was now effectively narrower, sensitivity per plane was greatly decreased and overall 
sensitivity was lower. This was compensated for by opening up the axial acceptance angle per 
sinogram to include greater ring differences, i. e., direct sinograms, which previously were 
composed only of axial lines-of-response (LORs) for ring difference Op=O, now included the 
first cross planes which bisected the central axis of the camera at the same position as the direct 
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sinogram axial LORs. These corresponded to Ap=±2. Likewise, the previous "interplanes" 
which were formed by the cross planes between adjacent rings (Ap=±1) now contained 
contributions from the next set of cross planes to bisect the central axis at the same point 
between the direct sinograms, or tp=±3. In a 16 ring scanner, there are 16 direct sinograms, 
30 (i. e., 2(N-1)) first cross planes with ip=±1,28 (2(N-2)) A p=±2 cross planes, etc. In all 
162 axial LORs can be formed in the full 3D case. The 95x series implementation described 
above utilised 100 axial LORs to form 31 sinograms. This maintained sensitivity relative to the 
previous block which had larger axial detectors. The axial sensitivity profile that results from 
this combination is shown in figure 2.13. 
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Figure 2.13 The 2D axial sensitivity profile for a line source in air on the ECAT 951R demonstrates both the 
bimodal pattern resulting from the 2 blocks used in this camera and the sinogram-to-sinogram variation arising 
from the combination of either 3 (odd-numbered sinograms) or 4 (even-numbered sinograms) axial lines-of- 
response informing the sinogram. The end sinograms, which contain only one axial line-of-response, are only 
20% as efficient as the sinograms formed in the centre of the block detector. 
The data in the figure are derived from a line source of 68Ge in air, and therefore contain very 
few scattered events. Two distinct patterns are discernible: 
" the 2 separate blocks that form the 16 rings can be seen by the peaks in sinograms 8 and 
24, which are the central detectors in each block, and 
the sinogram-to-sinogram variation which corresponds to the combination of either 3 
(Op=0, ±2) axial LORs for the even numbered sinograms or 4 (Op=±1, ±3) axial LORs 
for the odd numbered sinograms. 
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An alternative method for describing the sensitivity of a camera is to express its count 
rate response per unit of radioactivity in air. This is not easily achieved in positron tomography 
because of the need for attenuating material surrounding the source in which the positrons will 
annihilate. However, a method for characterising a PET camera in this way has been 
developed(Bailey et al, 1991a) and will be described in the next chapter. For the moment, this 
method applied to 2D PET demonstrates that the absolute sensitivity is approximately 4000- 
5000 ct. s-*. MBq-1, or 0.4%-0.5% overall efficiency for detecting annihilation events arising 
within the field-of-view. 
2.4 Conclusions 
The most commonly used mode for PET scanning at present is the 2D mode, with 
performance attributes as described in this chapter. Many of the corrections required (such as 
for deadtime and crystal efficiency normalisation) are well understood, making quantitative 
measurements accurate and precise. This has allowed PET to be used routinely as a highly 
sensitive tool for in vivo functional studies in spite of the 0.5% overall efficiency. However, 
while the sensitivity of 2D PET is unquestionably high compared with other modalities, the 
absolute sensitivity remains low compared with the available "signal" from the radiotracer, and 
consequently there remains room for improvement not only in detection efficiency, but in 
improving the spatial resolution of the technique as well. As Hoffman has shown, resolution 
improvements must be accompanied by an approximately third power increase in sensitivity to 
maintain equivalent signal-to-noise ratio to realise the improvement in image quality(Hoffinan 
and Phelps, 1986). This is intuitively seen by considering a twofold improvement in resolution: 
this decreases the effective resolution volume by 2 in each of the x, y, and z directions and 
therefore a 23 increase in sensitivity would be expected to maintain equivalent signal-to-noise 
ratio. This is partially offset though by an effect known as signal amplification (Phelps et al, 
1982), which has guided PET detector designs for over a decade now. Signal amplification 
essentially means that an improvement in resolution per se will lead to an improvement in 
signal-to-noise in the reconstructed image as the higher resolution means that the reconstructed 
values will be "spread" over a smaller region, due purely to the higher resolution. This is turn 
means a higher reconstructed count within the region containing the activity, and hence better 
noise properties. However, increasing sensitivity still remains the main avenue for improving 
the quality of PET data, and for these reasons the challenge in recent years has focussed on 
improving sensitivity. 
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Chapter 3 
3D Positron Emission Tomography 
3.1 Sensitivity 
The entire motivation for 3D PET is to increase sensitivity. While radionuclide emission 
imaging techniques in general use minute tracer amounts (usually micrograms or nanomoles) 
the proportion of the available signal detected is still relatively poor. This requires further 
explanation: a radiotracer in most cases distributes throughout the body with only a small 
fraction localising in the target organ (if one exists), and collimation, attenuation, and scattering 
preclude many emitted photons from being detected. As a following section will demonstrate, a 
conventional PET camera with interplane septa in 2D mode detects around 4000-5000 
coincidence events per 106 (0.5%) positron emissions. A gamma camera, with its inefficient 
lead collimator, detects only around 200 of every 106 photons emitted. In spite of this modest 
efficiency, PET remains the most sensitive emission tomographic modality. Table 3.1 was 
presented by Thomas Budinger at the IEEE Medical Imaging Conference (Orlando, USA) in 
1992 comparing the relative signal and resolution from SPECT, PET, and nuclear magnetic 
Parameter NMRI PET SPECT 
Resolution (FWHM) 1 mm 2.5 mm 8 mm 
Sensitive Volume 10 cc . 03 cc 
I cc 
Measurement Units mm nM nM 
Parameter Measured Tissue 
Composition 
Tracer 
Concentration 
Tracer 
Concentration 
Table 3.1 Approximate Sensitivity and Resolution of Different Emission Tomographies 
resonance imaging (NMRI). Sensitive volume, in the way Budinger has defined it here, is the 
volume of tissue required to give an equivalent signal-to-noise ratio in the different modalities. 
As we have seen, though, less than 0.5% of all emitted events are detected in conventional 2D 
PET. The components of the gain in sensitivity in 3D PET over 2D PET will be examined in 
the following sections. 
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3.1.1 Overall Sensitivity Gain in 3D PET 
When the interplane septa are removed and all possible lines-of-response within the 
field-of-view are acquired, sensitivity is increased by two factors: (i) the increased number of 
lines-of-response that it is now possible to acquire without the septa in place, and, (ii) the 
amount by which the detector crystals are "shadowed" by the septa when they are in place. The 
relative sensitivity per plane (by plane position) for a 20 cm diameter uniform cylinder in 3D 
acquisition mode is shown in figure 3.1. 
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Figure 3.1 The axial sensitivity variation for the 3D acquisition geometry of the 951R camera is shown above. 
The centre of the scanner is sampled around 32 times more than the end planes. The plot is normalised to the 
first plane. 
The sensitivity is over thirty times greater in the centre of the scanner compared to the 
end planes. The "average" gain is around 5-7 fold. It is possible to separate the contributions of 
the two factors indicated above by scanning the same source in 2D mode both with and without 
the interplane septa using the usual 2D configurations of plane-defining lines-of-response. This 
demonstrates the effect due to septal shadowing alone. The origin of the effect is illustrated 
diagramatically in figure 3.2. Such a pair of studies was acquired with low activity 68Ge rod 
sources usually used for blank scanning and normalisation. The energy window used was 380- 
850 keV and 5 minute scans were carried out under the following conditions: 
05 10 15 20 25 30 
Plane Location 
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Figure 3.2 One of the factors contributing to the decreased sensitivity of the 2D mode when the septa are used is 
the effect of shadowing, shown diagrammatically above (side view) for a point source of radioactivity at the 
centre of the scanner, and in line with the septa. 
0 16 "direct" planes (op=0) only were acquired with and without septa, and 
0 conventional 31 plane 2D scans (op<±3) were acquired again with and without septa. 
Total counts were compared for the two geometries, after corrections for random 
coincidences (on-line delayed window method) and deadtime. The total activity in the three 
68Ge rods was approximately 50 MBq. The results by plane are shown in figure 3.3. The 
shadowing effect of the septa is greater when the plane definition utilises cross-planes as is 
usually done in a conventional 2D acquisition, as would be expected. The average sensitivity 
improvement due to shadowing is approximately a factor of 2.2. In the studies with Ap=0, the 
component of sensitivity lost due to the thickness of the septa themselves (1 mm), and the 
amount of the detector that this covers is seen in isolation. The second component of the 
increase in sensitivity is the greater number of lines-of-response that can be accepted in 3D. 
When the 16 direct rings only are used (ep=0), this corresponds to 16 planes-of-response 
accepted; with the usual 31 plane definition for 2D acquisitions (op=0, ±2 for odd-numbered 
planes (apart from the end detectors), op=±1, ±3 for even-numbered planes) this becomes a 
total of 100 planes-of-response. 
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Figure 3.3 Sensitivity improvement due to removal of septa alone. The results are for direct planes only (solid 
line) and for conventional 2D planes where cross-planes contributions are included (broken line). The "dip" 
towards the centre is at the block boundary of this two block (axial) tomograph. 
In a fully configured 3D acquisition this is 16 x 16 for this tomograph, i. e., 256 planes- 
of-response, as now each ring can be in coincidence with every other ring on the opposing fan. 
This gives a factor of 256/100 = 2.56 increase in sensitivity due to the increased numbers of 
planes accepted compared with conventional 2D mode. The combination of this plus septal 
shadowing leads to a sensitivity improvement of 2.2 x 2.56 = 5.6 in 3D over conventional 2D 
for the ECAT 951R. These measurements have been made in the absence of scatter as rod 
sources in air have been used. The apparent sensitivity increase in an object such as a uniform 
cylinder would appear greater due to the increased acceptance of out-of-plane scattered events. 
The magnitude of this will be considered in chapter 5. 
3.1.2 Comparison of Singles and Coincidence Count Rates in 2D and 3D PET 
The gain in coincidence count rates in 3D PET compared with 2D has been seen to be 
approximately sixfold globally for the ECAT 951 R because removal of the septa increases 
count rates by exposing more of the detector, and acquiring more lines-of-response at greater 
polar angles increases the number of coincidence events that can be detected. However, a 
further factor that has been suggested is that the 3D mode of acquisition should be more 
efficient at converting single events into an annihilation pair which are both detected(Bailey et 
al, 1991b). In an attempt to quantify the contributions of the latter component, the observed 
singles and coincidence counting rates were recorded in paired 2D/3D measurements of a line 
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source of -4MBq of 68Ge and of length -10.5 cm, so that it was contained entirely within the 
axial field of view of the ECAT 953B scanner. The procedure for the two situations is shown 
in figure 3.4. 
M) PFT 
°I 
ýI 3D PET 
Figure 3.4 The experimental design for the measurement of trues-to-singles in 2D and 3D PET is shown 
diagramatically. The 3D PET acquisition is identical to the 2D except for the presence of septa and the 
acquisition of a full 3D data set (to scale). 
Single and coincidence count rates were determined for this situation in 2D and 3D with the 
needle suspended `in air', and also within a 20 cm diameter water-filled cylinder. The energy 
window was 380-850 keV. The counting rates found are shown in table 3.2. Data were 
recorded for 5 minutes each in air and 15 minutes each in the cylinder measurements. 
Condi- 2D Singles 2D Trues 2D 3D Singles 3D Trues 3D 3D: 2D 3D: 2D 
tion rate rate T: S rate rate T: S Singles Trues 
(kcps) (kcps) (kcps) (kcps) 
Air 350 23.3 
. 
067 1183 121.0 . 102 3.4 5.2 
Cylinder 202 4.90 . 024 719 34.2 . 048 3.6 6.9 
Table 3.2 The observed count rates in 2D and 3D, in air and in a water-filled cylinder, for the single (S) and true 
coincidence (T) event rates recorded. The data demonstrate that 3D is 50% more efficient for converting singles 
into trues in air (. 1021.. 067) and 100% more efficient in the scattering medium (. 0481.024), although this will 
contain a large scatter component. All count rates are accurate to better than 0.05% based on Poisson statistics. 
The results demonstrate that the removal of septa leads to an increase of -3.5 in detected 
singles in both air and the scattering medium. Count rates were reasonably low and therefore 
deadtime and randoms fractions were negligible. The gain in coincidences is greater than for 
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singles because, as the polar acceptance angle is greater for 3D than 2D, many more unpaired 
singles in 3D can form coincidences than in 2D due to the maximum acceptance angle. The 
discrepency between the increase in 3D trues compared with 2D trues in air (-5.2) and in the 
scattering medium (-7) can probably be explained by the inclusion of scattered photons in the 
cylinder measurements. From these data the number of single photons detected which become 
true coincidences can be determined. Acquisition in 3D is seen to be 100% more efficient than 
2D for converting single photons into coincidences in a scattering medium, and 50% more 
efficient in air. For this geometry, however, the scatter fraction at the centre of the cylinder is 
-0.4, accounting for a large part of the difference in these conversion rates. 
From the data in this and the preceding section it can be concluded that: 
septa removal plus acquiring data at a larger polar acceptance angle are the largest 
contributions to the increase in efficiency in 3D PET compared with 2D PET; 
of the increased number of single photons that are detected, 50% more are successfully 
processed as coincidence events in 3D. 
3.1.3 Variation of 3D: 2D Sensitivity Gain Across a Projection 
The figure quoted in the previous section gives a global sensitivity increase for the 3D 
acquisition situation. However, the sensitivity gain need not be a constant value across the 
projection. As the detector geometry is circular the distance between detectors changes as a 
function of displacement from the centre, being greatest along the diameter of the ring, and it 
might be expected that the sensitivity differences between 2D and 3D could be affected by this. 
To examine this the data used were the same as in section 3.1.1. The projections were summed 
in the radial dimension to improve the statistical quality of the data, exploiting the circular 
symmetry of the detector. The results for a representative plane are shown below in figure 3.5. 
The gain in 3D: 2D sensitivity seen in the figure is greatest towards the edges of the 
projection. The geometry of this is illustrated in figure 3.6. One possible explanation for this is 
that the acceptance angle is effectively altered when the septa are removed by two mechanisms: 
3D Positron Emission Tomography 
s 
2.5 
Direct planes only 
P-. " *. " .. .*; "- ö 
0 Ä 1.5 
a4 
0 50 100 150 
Projection 
v 
55 
2.5 
Conventional 21) (31 planes) 
x" "+º % 
% tL 2 . 0" -b 
Ö 
1.5 
J 
200 0 So 100 ISO 
Projection 
200 
Figure 3.5 A representative plane (plane 4) showing the sensitivity differences across the projection between the 
septa extended and septa retracted geometries for direct planes only (top) and conventional 2D planes with cross- 
plane contributions (bottom). The gain is maximal towards the edge of the projection corresponding to the 
detectors where the lines-of-response are closest to each other and the solid angle for acceptance is greatest due to 
the smaller distancebetween the detectors. 
" the septa appear effectively "longer" towards the edge of the projection, enhancing the 
shadowing effect when in place and thus increasing the gain when removed, and, 
" the acceptance angle for each individual detector is more greatly increased when the 
septa are removed for the edge detectors. 
Figure 3.6 The effect oflhe detectors at the 
edge of the field-of=view being closer 
together is to enhance the increase in 
sensitivity across the projection profile 
between the septa retracted and septa 
extended cases. The greater solid angle of 
acceptance enhances the improvement 
towards the edge of the field which is 
further amplified as the septa are effectively 
longer towards the edge. The dimensions 
shown are for the ECAT 951R whole body 
scanner. 
Field of View 
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The global sensitivity increase that has been discussed represents the maximum 
improvement in effeciency of detection possible, as all measurements have been recorded in the 
absence of scatter, and at low count rates so that random coincidences are negligible. In the 
clinical situation this will not be the case, and the effective improvement will be less than the 
gain that these experiments have suggested. The performance in 3D will be the subject of 
greater attention in the following chapter. However, this work has highlighted the difficulties 
that exist in understanding the true sensitivity of a tomographic device, as aspects such as 
acquisition geometry, collimation method, amount of scatter included, attenuation of the 
photons, and many other factors make meaningful sensitivity comparisons difficult. In an 
attempt to examine this in more detail a method was developed that attempted to measure the 
overall "absolute" sensitivity of a tomographic system, and this will be examined in the 
following section. 
3.1.4 A Method for Measuring the Absolute Sensitivity of a PET Camera 
Sensitivity for PET cameras has traditionally been quoted as the non-attenuation 
corrected "counts per second per unit activity per unit volume in a 20 cm diameter cylinder" 
(i. e., ct. s-1. [pCi. ml-1 ]-1). While this can be used as a standard test, it does not give much 
insight into the actual efficiency of the system. Likewise, as a measure for intercomparison of 
different cameras it also has numerous disadvantages, such as dependence of deadtime, random 
event rates, and scatter on object size, count rate and the methods used to correct these. Also, 
there has been considerable difficulty in ensuring that exactly the same sized test object is used 
universally. A further criticism has been that the standard 20 cm uniform cylinder, while able to 
document a camera's performance for a 20 cm cylinder, is a poor emulation of performance in 
either a human head (smaller than the cylinder) or chest or body (larger than the cylinder and of 
heterogenous density). Nevertheless it remains the de facto standard test object, and has been 
endorsed by the Instrumentation Council of the Society of Nuclear Medicine in its 
recommendations for PET camera performance assessment(Karp et al, 1991). This measure of 
sensitivity reveals little, however, about the actual efficiency of detection of the PET camera. A 
need therefore existed to develop a measure of sensitivity which was independent of the effects 
listed above. In 3D PET, where scatter is much greater, this is an important consideration. An 
approach that attempts to satisfy these criteria is described below. 
The aim of this approach to sensitivity measurement is to derive a simple "counts per 
unit activity" factor to facilitate quantitative measurements and provide a scatter-free sensitivity 
factor that can be used to assess the accuracy of different approaches to scatter correction in 3D 
PET, rather than using cross-calibration. Hence, if attenuation and scatter corrections are 
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applied accurately to a data set, the total counts in the projection data should be related to the 
radioactivity contained within the object simply by the absolute sensitivity factor, which will be 
a constant for all object geometries. In addition, the procedure provides a means of comparing 
the absolute sensitivity of different emission tomography devices in a meaningful sense. 
Avoiding a cross-calibration approach to quantification in 3D PET is desirable in order to relate 
the reconstructed pixel counts to the activity concentration without the bias introduced by 
scatter, and will be discussed in chapter 8. The cross-calibration method traditionally employed 
in 2D PET is confounded by the increase in the proportion of scatter in the 3D PET case, 
rendering it less reliable and subject to the accuracy of scatter correction and its dependence on 
object size and radionuclude distribution. For example, a 3D PET cross-calibration with a 20 
cm diameter water-filled cylinder will have a vastly different scatter component to a cardiac 
study in the thorax due to the difference in size, shape, density and heterogeneity of tissue 
densities present in the body. The concept of a "sensitivity in air" figure was suggested some 
years ago by Derenzo(Derenzo et al, 1977), but the method he proposed calculated this from a 
measurement of radioactivity uniformly distributed in a cylindrical source with a subsequent 
correction factor for attenuation, rather than with a direct measurement. Another important 
suggestion in this work was the concept of a sensitivity per axial unit length, which is of use 
when considering 3D PET because of its triangular axial sensitivity profile. 
The major difficulty in measuring PET camera sensitivity is that a significant amount of 
surrounding medium is required for capture of the positrons emitted by the source, but the 
presence of this medium attenuates and scatters the very photons that the technique is 
attempting to measure. The method that is proposed uses a thin, hollow aluminium cylinder 
with an internal diameter of 2 mm and wall thickness of 1.2 mm. The length of the cylindrical 
line source was chosen to be 9.5 cm, covering most of the 10.8 cm axial field of view of the 
ECAT 95x series cameras without making positioning too difficult. A calibrated amount of 18F 
in solution is introduced into the line source. It is important in this approach that all of the 
radioactivity is contained within the field-of-view. The maximum range of 
18F positrons (Emax 
= 0.65 MeV) in aluminium is 1.2 mm(ICRU, 1984). Therefore, the wall thickness, combined 
with the liquid in which the source is contained would be expected to stop virtually all of the 
positrons released fom the 18F nuclei. However, 1.2 mm of thickness would attenuate the 
single photons by -5% (-13% in coincidence; ! AI=0.22 cm -1 at 0.51IMeV(Hubbell, 
1969)), 
but this remains an approximation as it depends on the point of annihilation of the positron in 
the aluminium walls and the direction of the subsequent photons. To overcome this uncertainty, 
concentric aluminium sleeves are added successively to the line source. The radii of these 
sleeves are 2.2,3.5,5.0,7.5, and 10 mm respectively. The line source is placed on-axis in the 
PET camera and a count rate recorded with each sleeve in place, with the time of day noted for 
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subsequent decay correction. All positron absorption is assumed to occur within the first 
cylinder, so all consequent decreases in count rate are assumed to be due to photon attenuation 
alone. From these data an attenuated count rate versus aluminium thickness curve is plotted and 
extrapolated to zero thickness of aluminium, thus providing a "count rate in air" measurement. 
From this the required calibration factor, free of scatter and attenuation, can be derived with 
units of counts per sec per unit activity (cts. s-'. MBq-1). There is an inherent check on the 
validity of the measurement as the slope of the regression equation should yield the attenuation 
coefficient for aluminium. The aluminium source and successive sleeves are shown in figure 
3.7. 
Figure 3.7 The aluminium source holder and successive sleeves used for the measurement of the absolute 
sensitivity of the scanner is shown in the figure ranging from the largest annulus measuring 10 mm external 
radius (left) to the actual source container with base and screw cap (right) with I mm internal diameter and 1.2 
mm thick walls. Each sleeve is added to the one smaller than it to build up to the final total attenuation 
thickness. 
The method can be equally applied to single photon (non-positron) emitters because the 
extrapolation removes the attenuation of the innermost cylinder wall, thereby making it a 
universal approach to measuring sensitivity. In practice, the calibrated amount of 18F is 
restricted to less than 30 MBq in total to avoid inaccuracies due to deadtime correction errors. 
The deadtime losses for the ECAT 95x PET cameras at this activity level are typically less than 
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5%. The volume of the solution in the source is approximately 0.3 ml. The maximum 
attenuation with all sleeves in place at 0.511 MeV is 35%. 
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Figure 3.8 
An example of the attenuation curve obtained is shown for the ECA T 953B camera in 3D mode. Each datum is 
the average count per plane per MBq (obtained from the calibration). In this example the absolute sensitivity is 
-28kcps/MBq. The attenuation coefficient from the fit is -0.18 cm -1 which is slightly lower than the tabled 
value for aluminium, and could be due to the inclusion of some scatter in the measurement or because the metal 
is not pure aluminium but an alloy. 
Measurements have been made using this technique on a number of PET cameras and a 
ring SPECT camera and are shown in table 3.3(Bailey et al, 1994). The PET cameras measured 
were the ECAT 931 (MRC Cyclotron Unit, Hammermsith Hospital, London) which is a whole 
body 2D device(Spinks et al, 1988), the ECAT 953B (MRC Cyclotron Unit, Hammermsith 
Hospital, London) which is a 2D/3D dedicated neuroimaging camera(Spinks et al, 1992), the 
ECAT 951R (Royal Prince Alfred Hospital, Sydney) which is a 2D/3D whole body 
camera(Bailey, 1992), the RPT-1 (University of Geneva Hospital, Geneva) a prototype whole 
body, partial ring (dual, opposed banks of detectors) dedicated 3D machine(Townsend et al, 
1993) and its commercial realisation, the ECAT ART (Department of Nuclear Medicine, 
Hammersmith Hospital, London)(Myers et al, 1995). The SPECT ring system is the Digital 
Scintigraphics CeraSPECT (Hospital San Raffaele, Milan), a 28cm diameter Nal(T1) dedicated 
neurocamera(Genna and Smith, 1988). 
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Camera Mode Radio- 
nuclide 
Energy 
Window 
(keV) 
Field-of-View 
(Transaxial x 
Axial) (cm) 
Sensitivity 
(ct. sec-'. MBq-1) 
Efficiency 
(%) 
CeraSPECT Hi-Resn 99mTc 126-154 30 x 10 0.22x103 0.022 
931 2D 18F 250-850 62 x 10.8 3.9 x103 0.39 
95I R 2D 18F 380-950 60 x 10.8 4.4x 103 0.44 
953B 2D 18F 380-850 49 x 10.8 5.1x103 0.51 
RPT-1 3D 18F 250-850 38 x 10.8 5.0x 103 0.50 
ART 3D 18F 350-650 62 x 16.2 11.0x 103 1.0 
951R 3D 18F 380-850 60 x 10.8 20x 103 2.0 
953B IL 3D 
18F 380-850 49 x 10.8 28x103 2.8 
Table 3.3 Comparison of absolute sensitivities for a number of PET cameras and a dedicated NeuroSPECT 
camera 
Firstly, the advantages of PET compared to SPECT, and secondly 3D PET compared to 
2D PET, are dramatically demonstrated in the data in table 3.3.2D PET is approximately 25 
times more sensitive than SPECT and this factor increases to almost 150 when 3D PET is 
considered. This illustrates one of the main factors in the inherent advantages of PET over 
SPECT: intrinsic sensitivity. The smaller ring diameters of the 953B and the RPT-1 result in 
higher sensitivity compared with the larger, whole body ring of the 931 and 95 J R. The RPT- 1, 
although only a partial ring of detectors, is a 3D-only device and therefore matches the 2D 
sensitivity of the 953B, but at a much lower capital cost due to the decreased number of 
scintillation detectors. The 931 has slightly lower sensitivity than its next-generation version, 
the 951R, because of the greater number of cross-planes utilised in the latter's acquisition 
configuration for sinograms. The ART benefits greatly by a 50% increase in axial field-of- 
view, effectively doubling its sensitivity relative to the similar, though axially shorter, RPT-1. 
Both devices contain identical detector blocks. 
There is a further use for the sensitivity factors derived above, apart from serving as a 
useful means of comparing sensitivities of different devices, in providing an absolute 
calibration for the camera. Image reconstruction by filtered backprojection, the most commonly 
employed method, is a linear operation and therefore the reconstructed pixel values are 
proportionally related to the total counts in the acquired data. The following equation relating 
reconstructed counts (fR) to activity concentration (A) via a calibration factor (C), which is a 
measure of the sensitivity in air of the imaging system, was validated for the 2D CTI 
reconstruction software, and has previously been shown to be applicable(Bailey et al, 1991a): 
3D Positron Emission Tomography 61 
z fR (ct. s-'. pixel ' plane ') x nproj xL A (kB . ml )= [3.11 q As2(cm2) X Az(cm) xC (ct. s-'. kBq-' ) 
where Ax is the reconstructed in-plane pixel dimension in cm, Oz is the axial sampling, and os 
is the sinogram pixel dimension in cm. The term ox/is accounts for image zooming and 
rebinning of projections in the reconstruction process. Equation 3.1, if applicable to 3D PET, 
would afford a means of calibrating the reconstructed data independently, without reverting to 
cross-calibration against the tomograph which, as discussed previously, will be greatly affected 
in the 3D mode by the variation in scattered photons acquired in different imaging geometries. 
The only calibration requirement is for a dose calibrator (ion chamber) which is accurately 
calibrated against a reference standard. The use of the absolute sensitivity measurement with 
reconstructed images will be explored in greater depth in chapter 8 which deals with calibration 
in 3D PET. 
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3.2 Image Reconstruction in 3D PET 
3.2.1 Filtered-Backprojection in 3D PET 
Filtered-backprojection for PET was only extended to the 3-dimensional case in 
1980(Colsher, 1980), although Fourier techniques had been previously described(Chu and 
Tam, 1977). The co-ordinate system for the data, which now comprise plane integrals, is 
shown in figure 3.9. 
Figure 3.9 The projections for 3D data are described by plane integrals p(s, t, 0,9). These are 2D parallel 
projections from the 3D volume f(x, y, z). 
In the 3-dimensional case, the data measured are plane integrals given by p(s, t, 0,9). 
The data are oversampled because the volume f(x, y, z) can be completely reconstructed 
from the op=0 projections, the conventional 2D PET dataset. This means that the full 3D 
dataset contains, in Defrise's words, redundancy(Defrise et al, 1989). He comments that 
"Three-dimensional reconstruction algorithms attempt to recover the distribution of a positron- 
emitting isotope from a set of two-dimensional projections. This recovery procedure is not 
unique; a number of distinct algorithms are available which do not produce the same 
reconstructed image when the projection data contain noise. These differences are fundamental 
and do not originate only from the discretization or implementation procedure. The reason. /or 
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this non-uniqueness lies in a redundancy of the three-dimensional data. While lines in two 
dimensions are specified by two parameters (slope and intercept) and are used to reconstruct a 
density function which depends on two spatial variables (x, y), lines in three dimensions require 
four parameters (two slopes and two intercepts) and are used to reconstruct a densityfunction 
which depends on three spatial variables(x, y, z). The inversion procedure is therefore 
overdetermined.... 
3D reconstruction by filtered-backprojection is an extension of the 2D case, where 
instead of line integrals it is plane integrals which are reconstructed, however, in 3D 
reconstruction the form of the de-blurring filter in the extra dimension is not unique and this has 
been discussed theoretically by both Defrise(Defrise et al, 1989) and Clack(Clack, 1992). The 
most widely used filter is the 3D Colsher filter(Colsher, 1980). 
This discussion assumes complete projections. In the 2D case a point source has the 
same response independent of its location in the tomograph - that is, it is shift-invariant. In the 
3D case this is not true. As the polar acceptance angle increases (i. e., the sinograms are formed 
from greater ring differences up to the maximum) less of the field-of-view is completely 
sampled. This means that the acquisition is now shift-variant -a point source will give a 
different sensitivity response depending on its position in the tomograph. Only the central 
position is sampled by all lines-of-response. This is borne out by the axial sensitivity profile of 
figure 3.1. Filtered-backprojection requires a shift-invariant dataset for reconstruction. The 
origin of the shift-variant nature of the 3D datasets is shown in figure 3.10. 
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Figure 3.10 In the 3D acquisition case truncation of the projections occurs for those polar angles > 0°. At the 
top (Ap=0) the entire field-of-view is sampled - this is the usual 2D case. When the ring difference is increased 
there is truncation of the axial field-of-view resulting in loss of data corresponding to the ends of the tomograph 
(centre). At the extreme, the maximum ring difference (bottom) results in a severely truncated sampling space. 
This problem was solved in 1989 with the development of the "reprojection" 
algorithm(Kinahan and Rogers, 1989; Townsend et al, 1989). This method exploits the fact 
that the data contains redundancy and the volume can be adequetely reconstructed from the 
direct ring data (0=0°). The first step in this algorithm is to reconstruct the volume from the 
conventional 2D data sinograms. The unmeasured, or missing, data are then synthesised by 
forward projection through this volume. After this the data set is complete and shift-invariant, 
and the fully 3D reconstruction algorithm can be used. 
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3.2.2 Plane Definition in 3D PET 
In 2D PET the projection data are formatted into sinograms (i. e., in the co-ordinates of 
(s, 4)). This is a convenient format as all data relevant to the reconstruction of that image are 
contained in a single 2-dimensional array. However, in the the 3D case, this is not as 
convenient at reconstruction time because the pre-backprojection filter is two dimensional and 
needs to be applied to the planar projections. Nevertheless, to utilise existing hardware which is 
designed to record sinogram data, the cameras used in this project still store projection data in 
the sinogram format. For the 953B and the 951 R scanners with 16 detector rings this produces 
162 (=256) sinograms, as each detector ring now forms projections with each other detector 
ring. 
Figure 3. /1 One detector ring is shown in coincidence with the /6 opposing rings. This would be replicated /or 
each of the other 15 rings in the fully sampled 3D acquisition (not shown). 
An example for one ring in coincidence with 16 opposing rings is shown in figure 
3.1 1. This would be replicated for each of the other 15 rings. For the ECAT 95x series 
scanners the 3D sinogram number is derived from the rings used to form the line-of-response 
from the following relationship: 
sinogram = ring2*v + [ring I- (ringl/v)*v] + v2 *2*(ringl/v) +1 [3.2] 
where v= nrings/2 and all operations are calculated as integers. Appendix II contains the 
mappings of sinogram number to ring combinations for the ECAT 95x cameras. Note that 
unlike the 2D case a single row in the sinogram (constant 0) cannot be interpreted as a ID 
parallel projection for ring differences t- 0 as the angle 9 varies along the projection. This effect 
is small, however, for tomographs where the field-of-view is small relative to the ring 
diameter. 
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3.3 Scatter in 3D PET 
Probably the biggest single difference between 2D and 3D PET after the increase in 
sensitivity is the greatly increased scatter that is included in the 3D measurements. Septa were 
originally included in PET camera designs for two reasons: (i) 3D reconstruction algorithms did 
not exist at the time, and (ii) to restrict random, scattered and out of field-of-view events. 
Probably one of the earliest demonstrations of scattered radiation in an open PET 
geometry was by Terry Jones and Charlie Burnham on the first positron tomograph PC- 
] (Burnham and Brownell, 1973) in Boston in November 1973 (personal communication from 
Terry Jones). Data were taken on this system which comprised two planar opposed arrays of 
discrete NaI(T1) detectors. A line source containing 13N was suspended vertically above the 
opposing detectors and measured in air. With the aid of an adjustable-height table, a plastic 
bucket containing water was then raised so as to immerse the source, without the source being 
moved. Profiles were obtained for each channel at right angles to the plane containing the line 
source. The plots from Terry Jones' notebook are shown in the following diagrams 
(unpublished data). As the issue of correcting for scattered radiation is central to this work it 
will be considered in greater detail in chapters 5 and 6. 
3.4 Normalisation in 3D PET 
Normalisation is required to correct for two main factors: 
0 detector-to-detector variations in crystal efficiency, and 
" geometric effects such as varying sensitivity between detectors transaxially or axially 
and repetitive "block" patterns dependent on the detector location in the block (e. g., 
centre, edge, etc). 
The only normalisation technique that has been published for 3D PET at present is a 
method which corrects for crystal efficiency alone(Defrise et al, 1991). In this method, 
individual detector efficiencies were calculated from coincidence measurements by considering 
the response of a fan of lines-of-response with one common detector. The average response 
was then considered to be primarily a reflection of the common detector's efficiency, as other 
detectors individual efficiencies would be averaged out across the fan angle. 
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Figure 3.12 One of the earliest demonstrations of scattered radiation in coincidence PET measurements was by 
Jones and Burnham in 1973 on the first positron tomographic system, the PC-1, developed at the Massachusetts 
General Hospital in Boston. The process involved measuring a line source suspended vertically in air (top plot) 
and then immersing the source in a bucket of water (lower plot) and repeating the measurement. The plots 
shown here are from the personal notebook of Terry Jones and are reproduced with his permission. These data 
were never published. 
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This is analagous to the variance reduction technique that has been used for delayed 
coincidence correction, and in the same publication suggested also for normalisation (Casey and 
Hoffman, 1986). The data for the normalisation are collected from a 2D "blank" scan with 
rotating rod sources. Each individual detector's sensitivity is given by: 
mit mn mit mn ýn;. 
i -Ei £; gc+N/2-; )µ [3.31 
where n represents the mean number of counts in a line-of-response from detector i in ring m 
and detector j in ring n, the Cs are the individual detector's efficiencies, the g's are the 
geometric factors, and the µ's are multiplicative constants which account for the presence of the 
septa in the 2D sinogram data. The coincidence detection efficiency is then taken as the product 
of any two individual detectors' efficiencies. While this method gave reasonable results, there 
are a number of critcisms which have surfaced such as: 
" no account is made for the increasing axial angle with increasing ring differences, 
" there is an assumption that there are no significant timing differences between different 
banks of detectors, or for different line-of-response lengths (Casey and Nutt, 1986), 
and 
" the normalisation data are derived from rod sources outside of the field-of-view which 
may not be appropriate for an object in the centre of the field-of-view. 
Alternatives suggested for 3D PET normalisation include measuring crystal efficiencies 
with a uniform cylinder of radioactivity or using a thin sheet (plane) source containing a long- 
lived tracer(Stazyk et al, 1994), as has been the case for 2D normalisation. Both of these 
approaches are reliant on a highly uniform radioactive source. 
Normalisation of data with a novel device constructed for 3D PET will be the subject of 
discussion in chapter 7. 
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3.5 Attenuation Correction in 3D PET 
Attenuation correction has been given even less attention than normalisation for 3D 
PET. The original implementation which is still commonly used is analagous to the reprojection 
step in the 3D reconstruction algorithm: the transmission and blank data are measured in 2D 
with septa using 68Ge rotating rod sources from which the loge transformed blank-to- 
transmission ratio images are reconstructed. The reconstructed 2D transmission data produce a 
3D volume of linear attenuation coefficients (µl). A full set of 3D "attenuation" data are then 
formed by forward projection through this volume to give correction factors for each line-of- 
response in the measured 3D emission dataset(Townsend et al, 1989; McKee et al, 1991). This 
is essentially a practical issue as most 2D/3D scanners are used in both 2D and 3D modes, and 
the transmission source strengths are usually chosen as those appropriate for 2D acquisition 
mode. The detectors would have impractically high deadtime if the septa were removed and 
these sources used in 3D mode. In addition, the scatter fraction in the transmission data would 
be high, leading to underestimation of the attenuation coefficients. 
Full 3D transmission measurements using single photons rather than annihilation 
coincidence counting, as suggested initially by Derenzo with 133Ba(Derenzo et al, 1975), are 
starting to appear, firstly using single photon measurements from a positron emitter(DeKemp 
and Nahmias, 1994), and more recently using a true single photon emitting source, 137Cs 
(E=0.662 MeV; t112=30.2 years)(Karp et al, 1995; Yu and Nahmias, 1995). Alternative 
geometries are also being investigated, such as an uncollimated flood or plane 
source(Townsend et al, 1993; McKee and Hiltz, 1994; Townsend et al, 1994) for fixed 3D 
machines where 2D transmission measurements are not an option. 137Cs is attractive because 
of its long half life, almost appropriate energy, and relative abundance and hence low cost, as it 
is a product of the nuclear fission process. The recently developed fully 3D tomograph 
"EXACT3D", installed at the MRC Cyclotron Unit, Hammersmith Hospital, which is the first 
full ring fixed 3D whole body tomograph (Jones et al, 1996), uses a point source of -150 MBq 
of 137Cs in a fluid drive to measure single photon flux for transmission(Jones et al, 1995). 
There are two implications of using a 137Cs point source for transmission measurements: the 
attenuation factors measured require scaling from the higher energy of the 137Cs gamma 
photons to the 0.511 MeV annihilation coincidence photon energy of the emission source, and 
these measurements will have a large proportion of scattered photons, as this is essentially an 
"uncollimated" system. Both of these issues have been addressed and appear to be soluble (Yu 
and Nahmias, 1995). Point source single photon measurements appear to be the most 
promising method for transmission scanning in fully 3D tomographs. 
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3.6 Calibration in 3D PET 
There is little published on calibration of 3D PET data at present. For studies in the 
head, where there is fairly homogeneous density throughout the volume and scatter corrections 
can be shown to work well, cross-calibration in the conventional manner with a 20 cm diameter 
water-filled cylinder containing I8F(Bergström et al, 1982) is probably acceptable. In the 3D 
case, the calibration could be done using scatter corrected uniform cylinder data, but this 
naturally relies on the accuracy of the scatter correction of the calibration object, and how 
appropriate it is for alternative imaging geometries. Such a calibration method would not be 
expected to perform well for imaging the thorax or abdomen in 3D. One alternative has been 
proposed(Cherry et al, 1993) where a cross-calibration is done on a3 cm diameter water-filled 
cylinder containing a calibrated concentration of 18F without scatter correction. Ideally, 
however, the calibration should be done in a scatter-free manner to remove any dependency on 
the accuracy of the correction for the particular imaging geometry, as has been discussed 
earlier. This will be the topic of investigation in chapter 8. 
3.7 Conclusions 
A flowchart of the various steps in a 3D reconstruction using the reprojection algorithm 
is shown in figure 3.13. The reprojection method is employed for both the emission data (to 
synthesise unmeasured projections) and attenuation data (to synthesise attenuation correction 
sinograms from the 2D transmission measurements corresponding to the measured 3D 
emission data). 
While 3D PET has a great sensitivity advantage over conventional 2D acquisitions there 
are a number of disadvantages and differences from 2D that require novel approaches to 
maintain the quantitative potential of PET including: 
" correction for increased scatter (chapters 5 and 6); 
" alternative approaches to normalisation (chapter 7); 
" new methods for calibration of the reconstructed data (chapter 8). 
Most 3D PET to date has been used in applications that have not required accurate, 
absolute quantification, such as measuring relative change in regional cerebral blood flow 
studies. The challenge for the following chapters is to develop and validate the methods 
required for quantitative 3D PET studies. 
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Figure 3.13 Flowchart for 3D reconstruction using the reprojection algorithm. the initial 21) estimate is 
reconstructed from projections conventionally acquired in 2D PET and exploits the fact that the volume is 
fully sampled in this subset of the projections. Forward projection of these reconstructions produces synthetic 
sinograms for the unmeasured projections in the 3D dataset. Once this step is completed the fully 3D filtered- 
backprojection can be used to reconstruct the final images. 
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Chapter 4 
System Performance in 3D PET 
Chapter 3 argued that the motivation for 3D PET has been to increase sensitivity. The 
aim of this is to maximise the detected signal per radiation event. The overall sensitivity is 
determined primarily by two factors: the geometric solid angle subtended by the detection 
system, and the performance of the system with respect to the amount of time the detector is 
available for recording signals, and how well the system discriminates against unwanted 
events. The increase in sensitivity with 3D acquisition and reconstruction can been exploited in 
a number of ways. One approach is to utilize the increase in sensitivity to reduce the amount of 
radiopharmaceutical administered to the subject, thereby decreasing the radiation burden to the 
individual and/or decreasing the cost of the radiopharmaceutical required for the study. This 
approach would aim to produce the same quality of data as would be recorded in a 2D 
acquisition with a conventional dose. An alternative in 3D is to use the same amount of 
radiopharmaceutical used in a 2D study and thereby greatly increase the count rates recorded. 
This can then be used in either of two ways: the time for the examination can be reduced (again 
maintaining the same image quality as in 2D), or if the time and dose are both the same as for a 
2D study, the benefit from the increased sensitivity can be realised in improved data quality. 
For many examinations the last of these alternatives is favoured; 3D is exploited to improve the 
quality of the data. An important prerequisite of this approach is that the operating 
characteristics of the scanner are not severely degraded by acquiring in 3D, as this would offset 
"pure" sensitivity gains. This particularly applies to count rate performance and resolution. 
Improvements in resolution should allow data reconstruction with higher cut-off windows, 
thereby producing images which approach the intrinsic resolution of the detectors. Increasing 
resolution also improves signal-to-noise because of signal amplification, as mentioned in 
chapter 2. This section reports on the physical performance parameters of the scanners in 3D 
compared with their performance in 2D. 
4.1 Count Rate Characteristics in 3D PET 
PET has high sensitivity compared with other medical imaging modalities, however, as 
the events which it detects are coincidence events, in the end only a fraction of the photons that 
are emitted are counted. Therefore, the effective deadtime for a BGO-based system is much 
worse than a naive estimation from the decay constant of the scintillator would indicate. 
Chapter 2 showed that for 2D PET the deadtime was of the order of microseconds. In 3D PET 
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the maximum count rate achievable should be reached at a lower activity concentration in the 
object than 2D PET due to the higher sensitivity, but the question as to whether the maximum 
count rate achievable is greater, or how the effective increase in sensitivity changes with count 
rate, or indeed count rate per unit dose to the subject, will define where the optimal gains are to 
be found for 3D PET. The noise equivalent count rate parameter will be used extensively for 
assessing the comparative performance of 2D and 3D. Primarily intended for comparing 
different tomographs, the NEC was first used to compare 2D and 3D performance in 
preliminary work to this thesis (Bailey et al, 1991), and has since been used extensively for this 
purpose 
4.1.1 Comparison of Count Rate Performance in 2D and 3D PET 
To examine these issues, a number of count rate tests in 2D and 3D were acquired on 
the ECAT 953B. Each experiment consisted of the continuous frame mode acquisition of a 20 
cm diameter cylinder containing 1 IC. The duration of each frame was 10 minutes. The activity 
in the cylinder was calibrated by sampling aliquots from the solution and counting these on a 
NaI(TI) calibrated well counter, correcting for decay to the start of the experiment. In the 2D 
case a continuous dynamic frame sequence was acquired. In 3D however, because of the 
restrictions imposed by the large dataset size per frame, a single frame was continuously 
overwritten and a summary produced before acquisition of the next frame. The energy window 
used was 380-850 keV. Both sequences gave 50 data points consisting of total counts in the 
frame for prompt events, delayed events, multiple events, and single photons acquired per ring. 
These data were used to generate the count rate response curves seen in figures 4.1. To aid 
comparison, the y-axis has been fixed for both graphs, although the x-axis is almost an order 
of magnitude different in range. 
The peak count rates for non-corrected trues are achieved at concentrations of - 120 
kBq. cm-3 and 23 kBq. cm-3 in 2D and 3D respectively (ratio 5.2: 1). The maximum coincidence 
count rates reached are -150 kcps in 2D and -220 kcps in 3D. These values include scattered 
events, and when this is corrected for the maximum count rates are -132 kcps (= 150 kcps x (1- 
0.12)) and -150 kcps (=220 kcps x (1-0.32)) for 2D and 3D, indicating that they are 
approximately equivalent. The noise equivalent count rates were calculated using scatter 
fractions of 0.12 (2D) and 0.32 (3D) and a constant randoms' field of view fraction of 0.40 (= 
20/50 cm). 
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Figure 4. l a. The 2D count rate response for the 953B is shown for a 20 cm uniform cylinder. 
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Figure 4. lb. The 3D count rate response for the 953B is shown for a 20 cm uniform cylinder. 
The noise equivalent count rate has a maximum of 78.5 kcps at 87 kBq. cm 3 in 2D and 
51 kcps at 14.3 kBq. cm-3 in 3D (ratio 6.1: 1). At the concentration at which the 3D value peaks 
(-14 kBq. cm'3) the 2D NEC is 31 kcps, indicating an effective gain at this concentration of 1.7 
(31/14 kcps). These peak NECs are achieved at concentrations which correspond to total 
activities in the cylinder of -550 MBq in 2D and -90 MBq in 3D, and total activities within the 
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field of view of -300 MBq in 2D and 50 MBq in 3D. To put these figures into perspective, a 
simple calculation for a cerebral blood flow study where 10% of the injected H2150 bolus is 
assumed to be taken up by the brain would indicate that the activity that would need to be 
injected to operate at the NEC peak would be 3GBq for 2D and 500 MBq for 3D. Therefore, 
for a given amount of radioactivity that can be administered to the subject, the 3D approach 
would allow six times as many observations to be made, although it should be noted that at 
these concentrations the actual peak value for the NEC is lower in 3D (51 kcps) than in 2D (79 
kcps). The 3D count rate data were characterized with the model used in 2D in chapter 2 
(figure 4.2). The paralyzable and, to a greater extent, the non-paralyzable constants found were 
lower in 3D than in 2D, which suggests greater efficiency for utilizing recorded events in 3D. 
This could be due to the higher conversion rate of singles to trues that was seen in table 3.2, 
which would be expected to affect the detector deadtime more than the electronics. 
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Figure 4.2 The paralyzable/non-paralyzable model has been used (as in chapter 2) to characterize the 
deadtime in the 3D measurements with the 20 cm cylinder. Both components are lower in 3D, suggestive 
of greater efficiency and better performance. The data are not corrected for scatter. 
As the count rates seen in these data in 2D and 3D are roughly an order of magnitude 
different, it is difficult to obtain data which overlap over a wide dynamic range to from which 
to make comparisons. Therefore, to further investigate the differences in count rates in 2D and 
3D, the above data were modelled to extrapolate the count rate performance in 3D. The steps in 
this process involved: 
deriving the expected count rate with no deadtime from the low activity concentration 
measurements in the cylinder, where count rates are low (<10 kcps) and deadtime 
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losses are assumed to be negligible; 
" plotting the observed count rate against expected count rate and fitting the 
paralyzable/non-paralyzable deadtime model to the data and deriving the two deadtime 
constants (tip and tip); 
" fitting a 2nd order polynomial to the observed randoms count rate. 
From these fits count rate response curves were generated for trues, delayed (randoms) 
and noise equivalent counts. All synthetic curves were compared against the observed data over 
the activity concentrations where data were available and these agreed extremely well. The 
graphs in figure 4.3 show the comparison of these data. Figure 4.3a shows the data up to the 
peak trues rate in 2D, while figure 4.3b shows the lower concentrations near the 3D trues peak 
for greater detail at these concentrations, which are more indicative of the concentrations 
achieved in vivo. 
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Figure 4.3a. Fitted curves for 2D and 3D count rate performance of the ECAT 953B in 2D and 3D 
modes. The data for the 3D NEC is truncated at <45kBq. CM-3 as the model for the delayed count rate was 
inappropriate above these rates. 
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Figure 4.3b. Fitted curves for 2D and 3D count rate performance of the ECAT 953B in 2D and 3D 
modes. The data is the same as for figure 4.3a, but the x axis has been restricted to show in greater detail 
the performance differences between 2D and 3D at lower concentrations. 
Finally, the 3D: 2D ratios of trues, NEC and randoms count rates were calculated (figure 
4.4a-c). It should be borne in mind that the NEC value is highly dependent on object size and 
that the 20 cm diameter cylinder is approximately 33% larger in cross-sectional area than the 
average adult male head(Diffrient et al, 1974; Strother et al, 1990). The gain would be expected 
to be greater if the above data could be examined in a more realistic approximation to the human 
head, and this will be examined in the next section. Nevertheless, even with the 20 cm cylinder 
the count rates which are normally observed for human studies (100-200 kcps in 3D) indicate 
that there is a gain of approximately threefold when operating in 3D mode, and that system 
performance, rather than being compromised, is actually enhanced. Figure 4.4c further shows 
that one of the reasons for this improvement is that 3D generates less random events than 2D 
for a given count rate. At observed count rates around 200 kcps there are approximately 20% 
less randoms in 3D than in 2D. 
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Figure 4.4a. The gain of 3D over 2D is shown as a function of activity concentration for the 20 cm 
cylinder. The NEC ratio indicates that there is no gain above -30 kBq. cm-3 for this object. 
7 
6 
ä5 
V 
0a 
N 
Q 
M 
ö3 
0 
0 
94 2 
Figure 4.4b. The gain of 3D over 2D is shown as a function of 3D count rate for the 20 cm cylinder. 
Normal operating count rates for brain studies peak at 100-200 kcps in 3D, where the NEC gain is seen 
to be around threefold. 
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Figure 4.4c. The ratio of 3D: 2D randoms rates for a given count rate is shown. At count rates greater than 
70 kcps the ratio is lower than 1.0, indicating that there are relatively less randoms in 3D than 2D at 
these count rates. 
The performance of the ECAT 953B in 2D and 3D with the 20 cm diameter water-filled 
cylinder has shown the following: 
" peak true coincidence count rates were almost identical in 2D and 3D after allowing for 
scatter. The count rate at which these maxima were achieved was at an activity 
concentration in 3D of 1/61h that of the 2D concentration; 
" the NEC peak for 2D (79 kcps) was higher than for 3D (51 kcps). The ratio of the 
concentrations where the maximum occurred in 3D was, again, 1/6th that of the 2D 
concentration; 
" singles-based deadtime correction in the factory supplied software was far more 
accurate over a greater observed count rate range in 3D than 2D. The correction 
incorporated into the manufacturer's software comprised five separate components: 
singles count loss correction, correction for losses in the image plane as only one event 
can be processed in each 256 ns clock cycle, multiple count (3 photons) correction, pile 
up and pulse loss corrections. 
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4.1.2 Count Rate Performance in Realistic Objects 
While the 20 cm diameter water-filled cylinder is the most common test item used to 
characterize and compare tomographs, it represents neither the human head nor torso 
particularly well and therefore the results from analyses such as previously described can be 
misleading if used to draw conclusions about realistic imaging situations with humans. 
Therefore, a more appropriate object was constructed to emulate neuroimaging conditions. This 
was an elliptical cylinder of internal dimensions 18.5 x 14.5 cm and external dimensions 20.5 x 
16.5 cm (the cylinder's walls are 1 cm thick). These internal dimensions closely approximate 
an average male's head(Diffrient et al, 1974). 
The count rate performance was assessed on the 953B in this object and compared with 
the 20 cm cylinder's performance, under the same measurement conditions (i. e., energy 
window 380-850 keV, full 3D acquisition, test object centred in scanner, no out-of-field 
activity). Aliquots were sampled from the cylinder's solution before acquisition commenced 
and counted in a calibrated well counter. The only extra piece of information that was required 
was the appropriate scatter fraction in 3D, for the calculation of the noise equivalent count rate. 
Full details of the determination of the scatter fraction for the elliptical cylinder are given in 
chapter 5. The average scatter fraction found for the elliptical cylinder for the 380-850 keV 
energy window was 0.30. This factor was used to calculate the noise equivalent count rate for 
the elliptical cylinder, shown in the following figures. 
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Figure 4.5 shows the count rate response for true events, random coincidences, and noise equivalent count rate 
(NEC) for the elliptical cylinder (top) and the standard 20 cm cylinder (bottom) respectively. The greatly 
increased random coincidence rate in the 20 cm cylinder is seen to have a dramatic impact on the NEC curve. 
Note the different scaling for the x axes in the two graphs. 
This demonstrates the large differences in performance between the two cylinders, and 
confirms the suggestion that the 20 cm cylinder is a poor approximation to the human 
neuroimaging condition, if it is accepted that the elliptical cylinder more closely approximates 
the head. 
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Figure 4.6 shows a comparison of the NEC curves for the elliptical cylinder and the 20 cm cylinder, as a 
function of activity concentration (top) and total activity within the field-of-view (bottom). A similar disparity is 
seen in both cases. 
In general, system performance is acceptable at the count rates encountered in normal 
3D PET studies. The departure of the NEC curves from a line of identity is due to the 
degrading effects of deadtime, scatter photons and random coincidences. Scatter is an effect 
that there is little control over as it occurs in vivo and therefore it is important to characterize it 
and develop accurate compensation techniques. Random events, which are determined by the 
coincidence timing window duration and therefore ultimately the scintillator deadtime, are seen 
to have a dramatic impact upon performance. New scintillation crystals with fast response times 
and less deadtime should have a major impact on true count rate, and hence the final signal-to- 
noise in the data. For BGO detectors, one option is to reduce the dose administered, and 
perhaps fractionate the dose over a number of studies in the same individual, to also reduce the 
random event rates. 
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4.1.3 Noise Equivalent Count Measurements in Human Brain Studies 
Two sets of data from human studies have been assessed to examine aspects of 
acquisition in 3D. The first was a paired brain study in the same individual with 18F- 
fluorodeoxyglucose (18FDG) on the ECAT 953B. The subject had two scans with a week 
interval in between. The subject was fasted for at least 12 hours prior to each scan, and 
consumed an identical meal the evening before each study to try to attain the same blood 
glucose and biochemical status in each study. This was confirmed from blood samples taken 
throughout the study which displayed no differences that would influence cerebral uptake of 
18FDG; in particular the mean blood glucose in study I was 6.2±0.1 mmol. 1-1 (n=6) and for 
study 2 it was 5.8±0.2 mmol. 1-1 (n=6). 
The first component of the pair was a dynamic 3D acquisition after an intravenous 
injection of 150±5 MBq of 18FDG. The skin was marked with indelible ink for accurate re- 
positioning on the second study. The second study, one week later, was identical except that 
the acquisition was in 2D mode with septa extended in to the field of view. In each study the 
acquisition consisted of 6x1 minute frames, 7x2 minute frames, and 13 x5 minute frames. 
For the purposes of this study, then, the design and execution of this experiment was as close 
as possible to identical, replicated conditions. From the acquired data the count rates for trues, 
randoms and multiples were determined, plus the deadtime corrected trues rate, averaged over 
each frame. These data were used to derive the noise equivalent count rates using a scatter 
fraction of 0.14 in the 2D data and 0.32 in the 3D data. Figure 4.7a shows the trues and NEC 
rates for the two studies. The clear increase in both the trues rates and the NEC rates in 3D 
compared with 2D are evident. Figure 4.7b shows the ratio of the 3D: 2D rates for trues and 
NEC to measure the increase in 3D. While the trues are approximately 7-8 times greater the 
NEC is seen to be around fivefold increased over the duration of the studies. As this is a study 
with fairly low count rates (both <90 kcps peak) the main difference in the two studies is 
attributable to the difference in scatter fractions. 
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Figure 4.7. (a) The top graph shows the count rates for trues and noise equivalent counts in 2D and 3D for the 
paired 'RFDG studies. Figure (b) on the bottom shows the ratio of 3D: 2D for the trues and NEC rates, 
demonstrating the gain in 3D in this situation. 
The second set of data relating to noise equivalent count measurements is an 
examination of the relationship between the injected dose of radioactivity and the integrated 
noise equivalent count in studies on the ECAT 953B. This has been assessed in studies of 
cerebral blood flow with H2150 (t112=122 s). In these "activation" studies, typically 6-18 
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injections of -400-1600 MBq of H2150 are given over the course of 2-3 hours, with -10 
minutes between measurements. During these repeated measures the subjects are asked to 
perform different motor, sensory, or cognitive tasks. The aim of the experiments is to examine 
the regional changes in cerebral blood flow in response to the task, a phenomenon known for 
over a century (Roy and Sherrington, 1890). The inference is that increased neuronal synaptic 
activity creates a demand for increased oxygenation which the capillary bed of the brain 
responds to by vasodilatation, thus increasing perfusion. An important assumption in these 
studies is that the changes in response to a task are regional and independent of global cerebral 
blood flow(Friston et al, 1990), and for the purposes of this study that the changes in global 
cerebral blood flow, if present, will be normally distributed about a mean value, and are 
independent of the amount of H2150 infused. A series of 11 subjects who each underwent 12 
sequential blood flow measurements, yielding 132 data points in total, was used. In each 
measurement the integral radioactivity of H2150 given to the subject over a 120 second period 
was recorded by a Geiger-Müller tube in the H2150 delivery system(Clark and Tochon- 
Danguy, 1992). From these data and the scan data total infused radioactivity, total trues, and 
randoms were determined. Figure 4.8a shows that there was no obvious relationship between 
radioactivity injected and total noise equivalent counts over the limited range of doses 
administered. The data are not corrected for body habitus (weight, surface area, etc) and so this 
result is not surprising. The integrated noise equivalent count was calculated from the standard 
equation (Equation 2.11), and from this the NEC per unit dose of H2150 adminstered was 
determined. This is shown in figure 4.8b. 
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Figure 4.8a. The 132 H2150 studies demonstrated no relationship between injected dose and total noise 
equivalent counts. The regression equation is NEC(total) = 7.1M NEC(total)+880*MBq injected with a 
correlation coefficient(r) of 0.12. 
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In this series, the average amount of H2150 infused was 1050±151 MBq and the range 
was 720-1500 MBq. These doses of H2150 produced peak true coincidence count rates of 
-180-280 kcps. The trend in the graph shows the "diminishing return" with increasing water 
infused, at the rate of 220 NEC/MBq decline. This decline is due to the increased deadtime and 
randoms rates associated with larger injected doses. The rate of loss corresponds to a 6% 
decrease in efficiency for every extra 100 MBq infused. As none of these data have been 
corrected for body weight or surface area, they can only give a general idea about the group 
trend rather than acting as a predictor of an optimal dose for a single individual. 
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Figure 4.8b. The NEC per unit dose of H2150 demonstrates a rate of decrease in performance of -6% 
for every extra 100 MBq injected over this range. The regression equation is NEC/MBq = 520 
kNEC/MBq-220MBq; correlation coefftcient(r)=0.67. 
The main conclusion that can be drawn from the H2150 data is the rate of decline of 
system performance at higher count rates. The deadtime and random event rates totally 
determine the dose of H2'SO that can be injected (apart from the maximum allowed dose that 
can be administered to humans). The doses in 3D are approximately 6-10 times lower than for 
the same measurements in 2D. The implication for studies such as these with repeated 
observations of cerebral blood flow is that an optimal operating condition would be where very 
little activity is infused in each observation, and the number of observations increased (keeping 
total dose adminstered over all runs constant). This is constrained by the length of time the 
subject can remain in the scanner, and his or her possible habituation to the task or other 
confounding temporal effects. 
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4.2 Spatial Resolution in 3D PET 
The intrinsic resolution of PET systems is determined by the width of the detectors and 
the ring diameter, with the highest resolution being realized at the mid-point between the 
detectors, where the FWHM resolution is approximately 50%-60% of the detector 
width(Hoffnan and Phelps, 1976). However, the reconstruction process will also affect the 
resolution of the image due to the windowing of the reconstruction filter. Under conditions of 
high signal-to-noise in the acquired data a ramp filter truncated at the Nyquist frequency (fNyq) 
can be used in the reconstruction to give the highest resolution possible. This is equivalent to 
using a rectangular window Wrect on the ramp filter where 
w,,,, (u) = 1.0 0<1)<fNvq 
W(D) = 0.0 1) z fNyq 
[4.2] 
However, if alternative windows are used (e. g., Hann(ing), Hamming, Shepp-Logan, etc) 
which attenuate the high frequency components of the signal more severely, the effect is to 
degrade resolution (Hoffman and Phelps, 1986). This is consciously done to trade-off slightly 
poorer resolution against improved signal-to-noise ratio in the reconstructed image. The effects 
of this on the reconstructions from 2D PET have long been recognised. The resolution in 3D 
PET is likewise affected by changes in the window applied to the filter before backprojection. 
The difference in 3D PET, though, is that data are backprojected at non-zero polar angles 
thereby crossing planes in the reconstructed volume which does not happen in 2D, and thereby 
introducing the possibility of further degradation in resolution. This, combined with the extra 
scatter in 3D measurements (see chapter 5), has raised valid concerns over the possible loss in 
reconstructed resolution in 3D PET compared with 2D measurements. In the following sections 
both axial and transaxial resolution have been studied in 2D and 3D measurements on the same 
tomograph (ECAT 953B). 
4.2.1 Transaxial Resolution in 2D and 3D PET 
Transaxial resolution was compared for the ECAT 953B in 2D and 3D. All analyses 
were of profiles derived from reconstructed images. Small ceramic beads (molecular sieves) of 
<2 mm diameter which have the ability to absorb 18F in solution were used to provide high 
specific activity point sources. Measurements were made both in air and in a 20 cm diameter 
water-filled perspex cylinder, on the central axis of the scanner and at a radial displacement of 
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8.5 cm. The walls of the cylinder were 5 mm thick. The radial displacement of 8.5 cm was 
chosen to permit comparison of the measurements in air and in the cylinder, the constraint 
being the 10 cm radius of the cylinder. For the air measurements the bead was glued to a fine 
nylon thread suspended by supports at either end of the scanner's aperture. The total activity in 
the source was always less than 10 MBq. The source's location was close to the axial centre of 
the scanner so that the source was fully sampled in the acquisition and therefore the 
reconstructions of this will contain few synthetic contributions from the reprojection step. 
The data were reconstructed in 2D using a ramp filter with rectangular window cut-off 
at the Nyquist frequency, where fNY4 l. 6 cycles/cm for the sampling scheme used with these 
detectors. A reconstruction zoom of 3.88 was used, resulting in image pixels of dimension 1.0 
mm x 1.0 mm which allow a sufficient number of samples (-6) in the profile within the 
FWHM region for accurate fitting with a Gaussian function. In 3D the data were reconstructed 
to give the same pixel dimensions using a ramp filter with rectangular window cut-off at the 
Nyquist frequency for the 2D intermediate images, and a Shepp-Logan windowed 3D Colsher 
filter in the final backprojection(Colsher, 1980; Defrise et al, 1989). Neither data set were 
scatter corrected. Profiles were obtained through the centre of the source on the reconstructions 
in both the x and y directions and fitted with a Gaussian function to obtain the parameter a and 
hence the FWHM (FWHM = 2.355a). An example of a fit (for radial resolution, on-axis, in the 
cylinder) is shown in figure 4.9. 
The results summarised for all transaxial resolution measurements are shown in table 
4.2. The 2D and 3D transaxial resolution values for measurements made at the central axis of 
the scanner in air are equivalent within the estimated errors. In the cylinder, on axis the 
resolution is degraded by -10%, which could be due to backprojection of scatter in the 
sinograms formed between different rings as this is not present to the same extent in the 2D 
measurements. Off axis, the radial resolution values decrease as expected as the photons, now 
orthogonal to the detector face in the tangential but not radial direction, may penetrate through 
more than one detector and therefore distribute their energy over a number of detectors, leading 
to greater uncertainty in the position estimate. 
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Figure 4.9 An example of fitting a Gaussian function to the data from a tangential profile through a point 
source reconstructed in 3D is shown. The profile was measured on axis, in the water-filled cylinder. The 
inset shows the values estimated from a linear least-squares fit. The free parameters in the fit are the peak 
amplitude (ml), the peak position (m2), and or (m3). From this the reconstructed resolution was determined 
to be 2.67x2.355=6.3 mm with an associated error in the estimate of the FWHM of 10.3 mm (approx. 5%). 
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Condition 2D tangential 
FWHM (mm) 
3D tangential 
FWHM (mm) 
2D radial 
FWHM (mm) 
3D radial 
FWHM (mm) 
In air, on axis 5.0 4.8 4.8 4.6 
In scatter, on axis 5.6 6.3 5.0 5.5 
In air, +8.5cm 6.5 7.0 5.7 5.3 
In scatter, +8.5cm 7.3 7.8 5.3 5.9 
Table 4.2 The reconstructed resolution for 2D and 3D PET on the ECAT 953B demonstrate slightly poorer 
resolution in 3D off axis. The measurement error in the FWHM for these data is of the order of 5%. 
The 3D measurement in air shows a more profound degradation than the 2D 
measurement between the on-axis and off-axis measurements, possibly due to blurring from 
larger polar angle data again. 
The transaxial results can be summarised, therefore, as showing: 
0 on-axis in air the 2D and 3D reconstructions give similar values; 
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" on-axis in the scattering medium there is a slight loss in resolution in 3D compared with 
2D, possibly due to backprojection of out-of-plane scattered events; 
" off-axis the results showed similar trends, except for the tangential measurement in 3D 
in air which is slightly worse than in 2D. Possible causes for this include detector 
penetration, increasing polar angle, and some axial "blurring" from the reconstruction 
process. 
4.2.2 Axial Resolution in 2D and 3D PET 
Data for axial resolution measurements are notoriously difficult to obtain in PET 
because the detectors are discrete. Transaxially, the data are oversampled because of the 
packing of a large number of crystals on the radius of a circular ring, however, axially, as the 
detectors are laid out linearly the axial width of the detector determines the intrinsic resolution. 
Thus it is not possible to sample the data with sufficient data points to estimate FWHM from, 
for example, a Gaussian fit to the data, as there are exactly two data points for each FWHM 
interval. To overcome this, the count rate response to a point source of radioactivity stepped 
through a ring of detectors can be used as an alternative approach to measuring axial resolution. 
In 2D PET, the axial resolution can be measured from the "unreconstructed axial sensitivity 
profile" which should approximate the true "axial resolution" in the reconstructions (if it were 
possible to measure it), as all contributions to a particular reconstructed plane are contained in 
the data sampled for that plane in the sinogram. However, in 3D PET, contributions to a 
particular plane are distributed over the entire data set. Therefore, to compare the axial 
resolution in 2D and 3D PET the "reconstructed axial sensitivity profile" was used. A 
radioactive bead (as for transaxial resolution) was fixed either to a nylon thread in air or in the 
cylinder on the tomograph scanning bed and the bed was stepped under software control in 0.5 
mm increments through the scanner, in a position near to the axial centre of the scanner. Data 
were acquired at thirteen discrete positions. These data were then reconstructed as for the 
transaxial resolution measurements. From these data, the total reconstructed count rate per 
plane was found for a single plane (plane 14), and this value plotted against bed position. Thus 
a reconstructed axial sensitivity profile was constructed. An example is shown in figure 4.10 
for a 2D measurement in air on axis. This "plane sensitivity response profile" to a point source 
passing through it is identical to measuring the axial resolution. This is the manner that was 
originally used to measure resolution on a rectilinear scanner, but in that case the source was 
fixed and the detector passed over it; this is an example of the opposite. 
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Figure 4.10 The reconstructed axial sensitivity profile for the 2D measurement in the cylinder is 
shown fitted with a Gaussian function. Each point is spaced 0.5 mm apart by stepping the source on 
the bed. The axial resolution (FWHM) determined from this measurement is 4.3/0.5x2.355=5.0 mm. 
The error from the fit is given by 0.25/4.35 = ±5%. 
Condition 2D axial FWHM 
(mm) 
3D axial FWHM 
(mm) 
In air, on axis 4.3 5.2 
In scatter, on axis 5.0 5.4 
In air, +8.5cm 5.8 5.9 
In scatter, +8.5cm 7.1 6.4 
Table 4.3 The reconstructed axial resolution for 2D and 3D PET on the ECAT 953B. The results are accurate to 
approximately ±5%. 
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The results indicate that the axial resolution, in general, in 3D PET is approximately the 
same as in 2D PET for all cases (which is within the measurement error) except for the on-axis 
in air measurement. This difference may be because this is the physical location that is sampled 
most highly in the 2D case, and as such represents the best possible case in 2D. The filtering 
(and of necessity, the windowing) in the 3D backprojection would be expected to add an extra, 
degrading component to the axial resolution. However, as the source location is moved off 
axis, the 2D axial resolution would be expected to degrade, as multiple cross-planes with 
different polar angles are summed into one to give the 2D sinograms. The assumption that these 
lines-of-response have polar angle 9= 00 is less valid the further off axis the source is 
positioned. In contrast, the 3D backprojection takes these angles into account as the volume is 
reconstructed and therefore the axial resolution would be expected to be better preserved 
throughout the volume; this is seen in the data, especially for the measurement in scatter. The 
3D axial resolution is more constant throughout the reconstructed volume for 3D PET than 2D 
PET. This isotropic nature is advantageous when reslicing of the volume at arbitrary angles is 
required. 
4.3 Energy Resolution 
The energy resolution for true events was measured on the ECAT 953B in 2D and 3D 
in the same manner as described for the ECAT 951 R in 2D in chapter 2, with one wide energy 
window set for a fan of detectors and a small energy window which increments over the energy 
range in an opposing bucket (4 blocks) of detectors to give a true coincidence spectrum. The 
data were measured for a line source in the centre of the scanner, both in air and in a 20 cm 
diameter water-filled cylinder (to produce a situation where the extra scattered events of 3D 
PET would be present). The width of the peak at half of the maximum value was measured 
directly rather than being obtained from a Gaussian fit as the data are skewed towards the lower 
energies due to the Compton scattering within the crystal. The energy resolution in air was 
found to be FWHM - 21% at 511 keV in air for both 2D and 3D acquisitions, and 23% and 
24% in the scattering medium in 2D and 3D respectively. The errors on these measurements are 
of the order of a few FWHM percentage points each, and thus, no discernible difference could 
be found in the energy resolution between the two modes of operation. 
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4.4 Influence of Out-of-Field Activity 
A consequence of removing the septa is opening up the axial acceptance angle to out of 
field of view events as well as increasing this within the field of view. Events from outside the 
field of view will degrade the data in three ways: 
" the increase in single photon flux will increase the deadtime of the detectors, 
" the increase in single photon flux will increase the randoms coincidence rate, and 
" there will be increased scatter from out of field of view coincidences. 
The impact of these effects will vary greatly depending on the relative concentrations inside and 
outside the field of view, the design of the shielding at either end of the detectors, whether the 
activity is predominantly coming from one end only (e. g., in brain scanning) or from both ends 
(e. g., when imaging the thorax or abdomen), the length of the axial field of view, the diameter 
of the ring, etc. The effect on count rates and noise equivalent counts was studied as a function 
of activity outside the field of view on the 953B in 3D mode. A cylinder containing 
approximately 1.2 kBq. ml-I of 68Ge/68Ga (effective t112=287 days) was positioned in the field 
of view and the count rate measured for a baseline measurement from which the noise 
equivalent count rate for the object could be determined. Next a solution of 68Ga (t112= 68.1 
mins) in a5 litre cylinder was positioned at one end of the axial field of view and 10 minute 3D 
frames acquired for 10 hours from which the single photon and coincidence event count rates 
were measured. The data are shown in figures 4.11 and 4.12. While the impact of the increased 
randoms and deadtime appears to only decrease the count rate from the expected value of 
approximately 24 kcps to just under 20 kcps, the impact on the noise equivalent counts is to 
degrade this by nearly 50%. 
It is important also to note that, while scatter fraction is fairly constant within the field 
of view even as the distribution varies (as will be seen in the next chapters), the scatter 
contribution from outside the field of view will vary as a function of time as the radiotracer 
distributes throughout the body. Thus, not only will the deadtime and randoms rates vary 
temporally in 3D acquisitions due to the activity outside the field of view, but the scatter 
fraction may also be varying temporally. In neuroimaging this may not present an insoluble 
problem, although body imaging will be more challenging. 
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Figure 4.11 The impact of out of field of view activity on the count rate from an effectively constant 
source is shown. The dotted lines represent the expected true and NEC rates when there is no activity 
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Figure 4.12 The same data as in the above figure shows the percentage decrease in noise equivalent count 
rate as a function of the randoms: trues ratio. When the out of field of view activity is approximately 400 
MBq in the 5 litre volume, there is a 50% loss in noise equivalent count rate. 
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4.5 Summary of Tomograph Performance in 3D PET 
This chapter set out to investigate whether the performance of the PET cameras that 
were designed for 2D data acquisition and modified for 3D acquisitions were degraded in their 
physical performance when used in 3D mode. In general, the answer is that the performance 
has not been compromised, and in some aspects, 3D is a more efficient way of acquiring data. 
The count rate performance has demonstrated that: 
" the maximum trues count rates are approximately the same in a 20 cm diameter cylinder 
for 2D and 3D after correction for scatter; 
" the peak noise equivalent count rate in 3D (51 kcps) is less than the maximum in 2D (79 
kcps); 
" the peak values are reached in 3D at 1/6th of the concentration that is required in 2D; 
" at count rates greater than 70 kcps the randoms fraction is less in 3D than 2D. This 
supports the idea that more single events are counted as coincidence pairs in 3D than 2D 
due to the removal of the septa and increased acceptance angle; 
"a measure of the paralyzable and non-paralyzable deadtime components of the system 
demonstrated slightly better performance in 3D compared with 2D. This is probably due 
to the increased rate of conversion of single photons to coincidences. 
The spatial resolution has been assessed and has shown that: 
" reconstructed transaxial resolution is slightly worse in 3D in a scattering medium by 
approximately 10%. This may be due to either the window applied to the 3D Colsher 
filter in the backprojection, the process of reprojection then backprojection, or the extra 
scatter in the 3D measurements in the cylinder. If it were a function of the 
reconstruction process it would be expected in the resolution measurements in air, 
which it is not. The air measurements are the same within the errors associated with the 
measurements; 
" the axial resolution appeared more constant throughout the volume in 3D compared with 
2D, which degraded more markedly when moving from on-axis to off-axis. 
The energy resolution was the same for both 2D and 3D. The out of field of view 
activity contributes both scattered and random coincidences to 3D measurements, and will 
affect the deadtime due to the increased single photon field of view when the septa are 
removed. The performance of the PET camera in 3D exhibits the greatest difference to 2D in the 
count rate performance, and this will neccessitate new approaches to the delivery of radiotracer 
in many cases to optimise the performance of the system in 3D. 
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Chapter 5 
Measurement of Scattered Radiation in 3D PET 
5.1 Photon Scattering in PET 
In positron emission tomography, photons resulting from the positron-electron 
annihilation can interact with the surrounding atoms as they travel away from their origin. 
Interactions of photons with the energy of 0.511 MeV are almost totally via the Compton 
effect, an elastic scattering after collision with a weakly bound orbital electron(Compton, 
1923). The results of this interaction are ionisation of the atom and change of direction and 
energy of the photon. The loss in energy is given up to overcome the weak binding energy of 
the electron and kinetic energy of the ejected Compton electron. The energy of the photon after 
the Compton interaction is given by 
E7 
1+ 
ET2 
[S. IJ 
E y= (1-cosOc) 
moc 
where E. and Ey' are the incident and resultant photon energies (in MeV) respectively, moc2 is 
the rest-mass equivalent energy of the electron, and 9, is the scattering angle of the photon. 
Due to the limited energy resolution of the scintillation detectors used in PET scanners, 
rejection of scattered photons on the basis of energy discrimination is limited. In general, 
scattered photons cause a decrease in overall image contrast as their lines-of-sight, as recorded 
in the projections, are incorrect and will be attributed to a region from which they did not 
originate. As a consequence, the ability to quantify radioactivity in the reconstructions is 
compromised, and this is one of the reasons that fully 3D acquisition and reconstruction in PET 
was not pursued earlier. 
5.1.1 The Detection of Scattered Events 
5.1.1.1 Geometry of Scatter 
Scattered photons in PET will ascribe incorrect lines-of-sight to acquired coincidence 
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events. This is in contrast to single photon tomographic modalities (SPECT, X-Ray CT), 
where the scattered photon's apparent line-of-sight is collinear with the point at which the 
scattering took place (figure 5.1). 
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Figure 5.1 The geometry of accepted scattered photons in single photon 
emission computed tomography (SPECT). All scattered events are contained 
within the boundaries of the object. 
As PET utilises coincidence counting for electronic collimation, the effect on the line-of- 
sight of the event after scattering is not as straightforward. The ascribed line-of-sight is one 
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Figure 5.2 The geometry of scatter in a coincidence detection PET system. The assigned lines-of-response are 
not necessarily confined to the outline of the object, as in single photon techniques. 
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which joins the pair of detectors which recorded the photons, and as can be seen in figure 5.2, 
can appear quite unrelated to the original photon's paths. In single photon tomography 
scattering appears only within the object, whereas in PET scatter can appear well outside of the 
object. Figure 5.2 shows a transaxial view of the scattering phenomenon, but in the open 
geometry of 3D PET the same is true in the axial (z) dimension as well. 
5.1.1.2 Energy Losses and Probability of Scattering 
The energy that is lost in the Compton interaction can be calculated from equation 5.1. 
The angular distribution of scattering at any angle (9C) is not constant, however, and is given 
by the Klein-Nishina equation(Klein and Nishina, 1928): 
da 
- Zr2 
121+ cost Bý J[1+ F2 
ýl- cos9, )2 X5.2] 
dS2 1+I'(1-cos9r) 2 ý1+cos28ý)(1+r[1-cos9j) 
where do/da is the differential scattering cross-section, Z is the atomic number of the scattering 
material, r0 is the classical electron radius, and r= Ey /mOc2. The scatter cross-section, plus the 
accompanying energy of the resultant photon has been plotted for 0° < 6c_< 1800 in figure 5.3. 
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Figure 5.3 The angular probability distribution and resultant energy of the scattered photon from 
Compton interactions for 0.511MeV photons. 
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This graph demonstrates both the energy remaining after a photon is scattered and the 
likelihood of scattering at that angle. For example, a 90° scattered photon, which has a 
probability of 0.3 compared with a forward scattered (eC^0°) photon, has an energy of -0.250 
MeV. Due to the relatively poor energy resolution of the PET scintillator BGO of -20%, the 
lower level discriminator is often set at approximately 0.250 MeV. This setting would not 
discriminate against a 90° scattered photon from being recorded as a photopeak event. Thus, 
many accepted events may have undergone large scattering angles. 
5.1.1.3 Properties of Scattered Events Detected in PET 
As seen in figure 5.2, scattered events give rise to lines of response that are not 
confined within the boundaries of the projection of the object. A number of 
investigators(Barney et al, 1991; Ollinger and Johns, 1993; Thompson, 1993) using Monte 
Carlo simulation techniques have established that the majority of accepted coincidence events 
for BGO-based detectors consist of events in which only one of the photons has undergone 
scattering, and further, that the majority of these events themselves have only undergone a 
single Compton interaction. This is referred to as the single scatter approximation and 
simulations have shown that approximately 70-90% of all accepted scattered coincidence events 
consist of single scatters only(Barney et al, 1991). One investigator(Ollinger, 1995) is 
attempting to generate a separate correction for the remaining events which have undergone 
multiple scattering, in an analytical calculation of the scattered events. 
While these results demonstrate the nature of scattering (which is important for a 
correction technique that attempts to calculate the scatter distribution) it is of less concern in the 
method that is discussed in this project as the scatter correction is based on actual measurements 
of the scattered distribution, which will include both single and multiple scattering. 
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5.2 Measurement of Scatter in 3D PET 
Scattered radiation in a PET measurement arises primarily from three sources: 
" scatter within the emitting volume - this is determined by the photon energy, and object 
size and density, 
" scattering off the scanner components, such as in the lead or tungsten septa in the 2D 
case and the thick lead end shields (used to reduce out of field radiation from that part of 
the object outside the scanner which may contain radioactivity), and, 
" scattering within the scintillation detector itself as it is either partially or totally 
absorbed. 
The correction for scattered radiation developed in this project is only concerned with 
the first of these three sources. The approach to characterising scatter in this work has been to 
compare a measurement of the source in a scattering medium and without any scattering media 
present (i. e., in air). 
An important distinction is made at this point about the measurement and discussion of 
scatter in PET studies: in this work the amount of scatter present as a proportion of the total 
number of events acquired in an observation will be referred to as the scatter fraction and is 
defined as the ratio of scattered to total events (where total is composed of unscattered plus 
scattered events) and given the symbol k, and the term scatter function refers to the spatial 
distribution of scattered events and their relationship to the unscattered distribution, and is 
denoted by K. 
A well-accepted assumption for the purpose of characterising imaging systems is that 
they behave as a linear system, i. e., each point in the object can be treated as a delta function, 
and an ensemble of emitting points can be treated by linear summation of each of the individual 
points' contributions. The response function may vary spatially with location in an object, but 
linear summation of the responses at different locations will give an accurate representation of 
the system response. Thus the response of the system can be measured by assessing the 
response of a single point, such as a small (<0.5 x FWHM) point source of radioactivity. This 
is usually extended to include a line source of radioactivity in the axial dimension which 
approximates a delta function in-plane. In the following sections a line source of a long-lived 
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positron emitter (68Ge/68Ga) contained within a2 mm external diameter stainless steel needle 
has been used to assess both scatter fraction and scatter function. 
5.2.1 Measurement of Scatter Fraction 
Scatter fraction is conventionally evaluated by recording a measurement of a point or 
line source in a scattering medium of known dimensions and density (and hence attenuation 
coefficient)(Bergström et al, 1982). Scatter fraction depends ultimately on the integral 
attenuation and scattering of the photons from their emitted source to the detector and the 
geometry of the detector. Both the size of the object and its density will affect the value derived. 
By far the most common object used to characterize scatter is a 20 cm diameter water-filled 
cylinder. This has gained a degree of acceptance by virtue of its ubiquitous presence in many 
laboratories. The dimensions of the cylinder used in the subsequent measurements are shown 
in figure 5.4. 
20cm Figure 5.4 Schematic 
drawing of the Jaszezak phantom Width 
"rod" insert in place which was used to make the line source 
measurements. The line source was inserted into the "open" 
rod positions and allowed measurements at various radii from 
the central axis 
go º 22.5cm 
One approach to determining scatter fraction is to measure the ratio of total events 
within the central section of the point source profile to an interpolated, broad "wing" or "skirt", 
typically on a semi-logarithmic plot(Bergström et al, 1983). The "wings" are attributed to 
scattered radiation due to their distance from the source location, and are usually exponential in 
shape. The ratio of the area under each component of the profile is used to derive scatter 
fraction (figure 5.5). A criticism of this approach, however, is the assumption about the shape 
of the "wings" in the central section of the profile, and whether or not it should be included in 
the scatter or unscattered term. 
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Figure 5.5 The conventional approach to measuring scatter fraction is illustrated diagrammatically for a line 
source in a 20 cm diameter water-filled cylinder. The scatter fraction is defined as the ratio of the lighter shaded 
region to the total area under the combined curve. The darker shaded region is said to represent the non-scattered 
component of the measurement. Ambiguity arises as to whether to include the area enclosed in the intersection 
of the two regions in the scattered or unscattered component. In the NEMA method the "scatter" component in 
the intersection region is assumed to be defined by a straight line between the edges, rather than the exponential 
interpolation illustrated here. 
Variations on this general method have been used by many investigators(Bergström et 
al, 1983; Axelsson et al, 1984; Msaki et al, 1987; Shao and Karp, 1991; McKee et al, 1992; 
Cherry et al, 1993; Msaki et al, 1993; Hiltz and McKee, 1994; Meikle et al, 1994; Wu et al, 
1994). An alternative approach has been developed for this work to allow evaluation of scatter 
parameters which avoids the assumptions about scatter under the line source peak location, and 
is described next. 
5.2.1.1 Measurement of Scatter Fraction at Various Positions in a Scattering Object 
The method that has been developed to measure scatter fraction uses a double 
acquisition approach. The first acquisition is of a line source, which covers the entire axial field 
of view, measured in air, from which the count rate is derived for each sinogram. The line 
source is then placed in the scattering medium (e. g., a 20 cm diameter water-filled cylinder) and 
another measurement taken. The first acquisition is then "attenuated" by multiplication with the 
inverse of the sinogram of narrow-beam attenuation projection factors that are calculated from 
the exact dimensions of the object using a narrow-beam attenuation coefficient (t) value for 
water at 0.511 MeV of 0.096 cm1(Hubbell, 1969). In practice, these attenuation data are the 
same data used for attenuation correction of the emission data, and are straight-forward to 
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generate. Sinogram-by-sinogram comparison of the count rates from the artificially attenuated 
"air" data and the data from the line source in the cylinder differ only due to the presence of 
scatter, from which the scatter fraction can be calculated from 
(Rcy, (s, $) -R (s, O)e µcs. ýý 
k= s'0 [5.3] 
ERY, (s, 
s. a 
where k is the total scatter fraction, Rcy, and Rair are the coincidence event count rates of the 
needle in the scattering medium and in air respectively for the sinograms, and the terms e- «s, $) 
are the attenuation factors for each pixel which the "air" sinograms are attenuated by. The final 
result is expressed as a single value, k, the scatter fraction. The scatter fraction was measured 
with respect to three variables: 
variation with source location in the cylinder 
variation with different energy window settings 
variation with position in the ring (i. e., as a function of z, and with increasing 8) 
The method was investigated on the ECAT 951R, in 2D and 3D acquisition modes, and 
for energy windows 250-850 keV and 380-850 keV. In the first acquisition a 15 cm long 
needle source of 68Ge (total activity 12MBq) was measured in air, supported by a low density 
holder outside the field-of-view. Care was taken to note the section of the needle within the 
field-of-view so as to reproduce the same positioning in all acquisitions, in case of any non- 
uniformities of radioactivity along the source. For the second acquisition, the needle was placed 
within a water-filled perspex cylinder of external diameter 22.5 cm (figure 5.4). The counting 
time was increased in the second acquisition to achieve approximately the same total counts as 
the unattenuated air case. Figure 5.6 shows data from these calculations. 
The data are shown in full in Appendix III for each situation (i. e., different energy 
windows, various positions in the cylinder, and 2D/3D). The results are summarized in Table 
5.2 for the sinograms with Op=O, ±1 only. 
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Fig 5.6 The method used to derive object scatter is illustrated in the diagram for the line source at 9.5 cm 
transaxial displacement from the centre of a 22.5 cm diameter cylinder. The . sinogram at the top left is the 
original line source measured in air. The sinogram at the top right is a calculated attenuation sinogram for the 
cylinder with a fixed µ=0.096 cm-1. The artificially attenuated air sinogram is shown in the bottom left 
sinogram, while the actual measurement of the line source in the cylinder is shown in the bottom right 
sinogram. Subtraction of the total counts in the attenuated air sinogram from the total counts in the sinogram of 
the line source in the cylinder leaves scatter alone, from which the scatter fraction can be calculated. 
The same data were analyzed according to the method prescribed by the Instrumentation 
Council of the Society of Nuclear Medicine in its recommendations for PET camera 
performance assessment(Karp et al, 1991) and adopted by the US National Electrical 
Manufacturers' Association (NEMA)(NEMA, 1993) as a class standard, except that in this 
analysis the data were considered for the entire transaxial field of view rather than just for the 
central 24 cm, to permit comparison with the dual acquisition method. The results are shown in 
Table 5.3a in comparison with the dual acquisition method for the 380-850 keV window only. 
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Source Location Acq Mode Window =250-850ke V Window=380-850keV 
On-axis 2D 0.18±. 04 0.14±. 04 
3D 0.49±. 02 0.41±. 03 
5cm from centre 2D 0.16±. 03 0.10±. 04 
3D 0.46±. 03 0.37±. 04 
9.5cm from centre 2D <0.08 <0.05 
3D 0.29±. 04 0.22±. 05 
Table 5.2 Summary of scatter fractions in 2D and 3D PETfor 2 different energy windows and 3 radial source 
locations for a line source in a 22.5 cm diameter water-filled cylinder on the ECAT 951R. 
The methods give approximately the same values in 3D for scatter fraction when the line 
source is centred in the object, but differ the further away from the centre the source is 
displaced. The dual acquisition method is fundamentally different from the NEMA approach in 
that it compares the measurement in the cylinder with the air measurement, and so factors 
common to both such as scatter off the scanner itself are contained in both measurements and 
therefore cancel each other out. This suggests that the dual acquisition method measures the 
scatter from the object alone which are detected by the tomograph. The NEMA measurement 
makes an assumption about scatter under the peak location which may be questionable - that all 
detected events under the peak, below a certain threshold, are "scattered". With reference to the 
Klein-Nishina relation (eqn. [5.2]) the most probable angle for scattering is 0°, or forward 
scatter. As the detectors used have a finite width there is a high likelihood of detecting very 
small angle scatter at the location of the line source, i. e., technically "scattered" photons, and 
these are considered to be unscattered events. Monte-Carlo simulations confirm the presence of 
a continuum of scattered photons with a maximum at the location of the peak (see, for example, 
(Barney et al, 1991)). 
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Source Location Acq Mode NEMA 7 Dual Acquisition 
On-axis 2D 0.18±. 03 0.14±. 04 
3D 0.44±. 03 0.41±. 03 
5cm from centre 2D 0.17±. 03 0.10±. 04 
3D 0.43±. 03 0.37±. 04 
9.5cm from centre 2D 0.14±. 02 <0.05 
3D 0.35±. 02 0,22±. 05 
Table 5.3a Summary of scatter fractions in 2D and 3D PETfor both the NEMA and dual acquisition methods of 
calculation for a 22.5 cm diameter cylinder on the ECAT 951R. The coincidence photopeak energy window used 
was 380-850 keV. 
Table 5.3b shows the equivalent measurements for a 20 cm diameter cylinder on the 
ECAT 953B neuroimaging camera. 
Source Location Acq Mode NEMA Dual Acquisition 
On-axis 2D 0.13±. 02 0.09±. 04 
3D 0.37±. 03 0.41±. 03 
4.5cm from centre 2D 0.13±. 02 0.05±. 02 
3D 0.37±. 04 0.38±. 05 
9cm from centre 2D 0.11±. 02 <0.05 
3D 0.33±. 06 0.25±. 05 
Table 5.3b Summary of scatter fractions in 2D and 3D PET for both the NEMA and dual acquisition methods 
of calculation for a 20 cm diameter cylinder on the ECA T 953B. The coincidence photopeak energy window 
used was 380-850 keV. 
Other processes which might also contribute to scattered coincidence events being 
collinear with the true, unscattered line of response include: 
if each photon in a coincidence pair were scattered so that the resulting line of response 
was collinear with the original unscattered coincidence line of response, 
if, when the annihilation photons are created, they retain some residual momentum so 
Measurement of Scattered Radiation in 3D PET 110 
that they are non-collinear, and subsequently one of the photons is scattered, 
" one photon in a coincidence pair is scattered twice - the first time out of the line of 
response and the second time back into it again, 
" misregistration in the detector block, perhaps due to scattering in the block, of a single 
scattered photon. 
Irrespective of the mechanism, the NEMA measurement does not distinguish object 
scatter from other sources such as the scatter off the scanner itself, and so gives an overall sum 
of scatter. In this sense the scatter fraction measured by the NEMA method might be best 
regarded as a useful test for characterising scatter for evaluating a scanner and comparing with 
other scanners, but it may not be a measurement that would be used in a scatter correction 
algorithm. As the scatter correction method that has been used in this work is intended to 
correct for object scatter only the dual acquisition method of estimating scatter has been used in 
all subsequent measurements and evaluation. 
5.2.1.2 Scatter Fraction for a Distributed Source 
The preceding data have been useful in demonstrating the nature and variation of scatter 
fraction in an object, however, most sources that are dealt with in in vivo radionuclide imaging 
are generally distributed in some manner throughout the object, often heterogeneously. The use 
of the scatter fraction determined at the centre of this distribution (the worst case) would 
overestimate the actual amount of scatter present if this were used in the correction for such a 
distribution, while the measurement at the edge would underestimate the scatter. Therefore a 
scatter fraction which is appropriate for a distributed object is required. Recognising this, the 
Instrumentation Council of the Society of Nuclear Medicine specified that the scatter fraction 
should be measured at a number of locations and an area-weighted average determined(Karp et 
al, 1991). In their recommendations three positions are used: on-axis, at approximately half 
way to the edge (4 cm displaced), and near the edge (8 cm displaced) of the 20 cm diameter 
cylinder. The area-weighted average scatter fraction is then derived from the equation 
karg = 
Rs(0) + 8R, (4) + 16R3(8) [5.4a} R,,, (0) + 8R,,, (4) + 16R, 0, (8) 
where the weights are found from the cross-sectional areas of the annuli centred on the line 
source. For convenience, this can be rearranged so that the terms are expressed as scatter 
fractions (k=S/(S+T)) for the positions that are described in the tables Appendix III, viz, 
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kavg 
= 
k(O) +8 k(5) + 16 k(9.5) 
1+8+16 
111 
[5.4b] 
Applying this equation to the dual air/cylinder acquisition method for measuring scatter 
fraction, the following average values were found for the ECAT 951R and 953B: 
Tomograph / Mode 250-850 keV window 380-850 keV window 
951R / 2D 0.11 0.08 
951R / 3D 0.35 0.28 
953B J 2D Not measured* 0.05 
953B / 3D Not measured* 0.30 
Table 5.4 The average scatter fraction in 2D and 3D estimated for a uniformly distributed radioactive source in a 
water filled cylinder from equation 5.4b are shown for the 951R and 953B. The cylinder diameter was 22.5 cm 
for the 951R measurements and 20 cm for the 953B. *The data were not measured for the 250-850 keV window 
for the 953B as this setting is not used routinely. The error in each measurement contributing to the above 
average scatter fraction is approximately ±5%-±7%, and therefore the total error in each of the above values is 
estimated to be ±20%, obtained by summing the fractional standard deviations. 
5.2.1.3 Average Scatter Fraction for the Elliptical Cylinder 
The scatter fraction was also measured for an elliptical cylinder which closely 
approximates the average male human head using the same method, at 4 different locations (A, 
B, C, D) in the cylinder. The positions where the line source was measured are shown in figure 
5.7. The average scatter fraction for a distributed source in this object is calculated by an area- 
weighted formula, modifying the method described by NEMA for the elliptical object. The data 
were calculated for the 3D case on the direct planes only for the energy window 380-850 keV. 
The average scatter fraction was calculated from 
karg = 
RS(0) + 8RS(3) + 21.3R5(6) 
R,., (0) + 8R,,, (3) + 21.3R,,,, (6) 
[5.5] 
The scatter fraction at each location is given in table 5.5. The average scatter fraction was found 
to be 0.30. Within experimental error, this is approximately the same as the 20 cm diameter 
circular cylinder. 
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Figure 5.7 The dimensions and point source locations used to determine the average scatter fraction for the 
elliptical "head" cylinder are shown above (all dimensions in cm). From the four measurements the area- 
weighted scatter fraction was calculated, to give an average scatter fraction for a distributed source. 
Position 3D Scatter Fraction 
A 0.32±0.02 
B 0.35±0.03 
C 0.33±0.02 
D 0.30±0.02 
Table 5.5 The scatter fractions measured with the paired air/cylinder method, evaluated at the four positions in 
the elliptical cylinder indicated in figure 4.4 
5.2.1.4 Variation in Scatter Fraction with Ring Difference 
The data in the preceding section demonstrate the variation in the scatter fraction with 
respect to transaxial position. Variations in the axial dimension were also examined, derived 
from the data in Appendix III. An example is shown in figure 5.8. 
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Figure 5.8 The axial variation in scatter fraction for a line source in a 22.5 cm diameter water-filled cylinder on 
the central axis of the ECAT 95IR is shown. The energy window was 380-850keV All data shown are for 
4p=0, i. e., direct rings. A bimodal pattern reflecting the two detector rings is noted. 
The bimodal "W" pattern that is seen corresponds to the two rings which comprise this 
tomograph. The blocks essentially act independently of each other for the purposes of photon 
detection. The scatter fractions are higher towards the ends of the blocks (each end of the plot 
and in the middle of the plot). The efficiency of photon detection in the block is the same for 
each of these measurements as they are derived from paired air/cylinder acquisitions, and 
therefore the pattern seen cannot be explained by partial energy deposition at the ends of the 
block. One possible explanation is that the energy resolution is worse for edge detectors, due to 
their poorer photon detection and less efficient light collection by the photomultipier tubes, 
which leads to an increase in scatter. Another possible explanation is that the axial acceptance 
angle is greater for scattered photons in 3D leading to a difference in efficiency, or apparent 
count rate, from the cylinder. This would imply that the axial acceptance angle is greater for 
scattered events than unscattered ones. 
Scatter fraction was examined as a function of ring difference also. The same data 
(380-850 keV window, line source on central axis) were used to examine the variation in 
scatter fraction as a function of increasing ring difference. The scatter fractions for all 
sinograms of a prescribed ring difference were added together and the mean calculated. There 
are a different number of contributions to each ring difference (16 for Ap=O, 30 for Ap=± 1, 
etc), so that for ring difference Op=15 there are only two contributions. The result is shown in 
figure 5.9. There is a clear transition after ep=8, which corresponds to the point where all 
lines-of-response are traversing blocks. This could be caused by a large difference in set-up 
between the two detector rings, but this is unlikely and it is probably more a reflection of the 
fairly high setting of the lower level discriminator, and thus rejection of larger angle scattering. 
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Figure 5.9 Variation in measured scatter fraction for a centrally located line source with increasing ring 
difference. All data for the 256 sinograms have been used and corrected for the number of axial contributions. 
To reduce the reconstruction time and limit the number of synthetic projections required 
the implementation of the 3D reconstruction that is routinely used only uses data from ring 
differences of ep<l I (i. e., ±5). Over this polar angular range the scatter fraction in the above 
data varies from 0.41 to 0.38, or less than 10% difference. Based on this the scatter fraction 
was assumed to be constant over all ring differences. 
5.2.1.5 Scatter Fraction Measurement - Summary 
In summary, the scatter fraction, k: 
" is 2.5 -3 times greater in 3D than 2D; 
" is approximately 20% less for the 380-850keV energy window than 250-850keV; 
" varies greatly with position in the object, decreasing by almost a factor of two when the 
source is moved from the centre of the cylinder to just inside the edge; 
" demonstrates a pattern consistent with the detector `block' design with scatter fraction 
lowest towards the centre of the block; 
" decreases monotonically for ring differences greater than 8 (i. e., crossing block 
boundaries) at the 380keV lower energy threshold. 
These results suggest that the use of a single, average scatter fraction may be 
insufficient for accurate scatter correction. This will be addressed in more detail in the 
following chapter. 
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5.2.2 Measurement of Scatter Function 
As the preceding section demonstrated, the scatter fraction, i. e., the number of photons 
that undergo a Compton interaction but are still counted within the photopeak, varies with 
position in an attenuating medium. This can be explained by considering the total pathlength of 
the pair of photons through the object to the detectors, and recalling that the linear attenuation 
coefficient is actually a measure of the probability of an interaction occuring. In this section the 
effect of varying transaxial position on the shape of the profile, and hence the scatter function 
(K), will be examined. The motivation for this is that the data will be used in the scatter 
correction method to estimate the distribution of scatter within the photopeak data by 
establishing the relationship between measured and scattered event distributions (Bergstrom et 
al, 1983). 
The measurement of scatter function and the scatter correction procedure are based on 
the 2D projections obtained from reformatting the sinograms into projections ("planagrams"). 
This involves a conversion from the sinogram coordinates (s, 4) to 2D projection coordinates 
(s, z), where s refers to the projection bin, 0 is the radial (azimuthal) projection angle around the 
ring, and z is the central axis of the scanner along the length of the field-of-view. Converting 
31 sinograms each of 192 x 256 (for the ECAT 951R) results in 256 planagrams each 192 x 
31. The reasons for reformatting the data are twofold: 
" for transaxially asymmetric, but axially symmetric objects this approach provides a 
greater number of projections (in s) at the same angle 0, and therefore gives better 
quality data from a signal to noise point of view in the analysis, and, 
" this format will be utilised for the implementation of the proposed scatter correction as 
it is essentially a 3D volume-based approach. 
Using planagrams it is possible to generate axially symmetric, off-axis scatter profiles 
even though the source-detector distance varies with 0 in this case. The process of forming 
planagrams for a measurement of a line source at a radial displacement of 9.5 cm in a 22.5 cm 
diameter water-filled cylinder is shown in figure 5.10. Here, summing radially (i. e., integrating 
over columns in the sinogram) makes little sense, as can be seen in the figure, although this is 
the method suggested by NEMA for measuring scatter fraction. The result will be symmetric, 
but this is not true for any single projection in this sinogram apart from the view corresponding 
to 4=n/2. 
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Figure 5.10 The process for forming planagrams is illustrated for the case of'a needle source in a water-filled 
cylinder. Planagrams are formed by taking all projections at the same radial projection angle 0 (in this example 
t, the top projection in each sinogram) and the same polar angle O from the 3D sinogram set and stacking 
them to form a set of projections at the same 0. The dimensions here refer to the 95I R whole body scanner. 
The top view in the sinogram shows the line source at the extreme edge of the cylinder 
(left side in this sinogram) and the scatter outside of the object is clearly seen. This varies, 
however, with view angle, so that trying to characterise the scatter for this position will be 
dependent on the view angle. The planagram combines all axial projections at the same view 
angle, thus circumventing this restriction. It is possible then to sum the planagram over 
columns to improve the quality of the data, and therefore characterise the measurement of 
scatter more accurately. It will be seen later that the planagram format is a particularly useful 
geometry in which to work with scatter correction for 3D datasets. 
Variations in the scatter function were examined with respect to the same three variables 
as measured for scatter fraction, i. e.: 
0 different energy window level settings; 
0 variation in radial displacement of the source within the cylinder; and, 
" variation in polar angle (0) of the plane by formatting planagrams with different ring 
differences. 
i 
S No 
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The scatter function was measured using the same line source in the same water-filled 
cylinder used to measure the scatter fraction. The planagrams were integrated in the z-direction 
to give a profile (in s) of high statistical quality. This assumes that there is little axial variation 
in the scatter distribution for a line source extending over the entire length of the axial field-of- 
view (and beyond the field-of-view). From these profiles the slope of the outer portion of the 
curve, taken to represent scatter, could be found. Characterisation of the profiles followed a 
fairly conventional approach: that of plotting the profiles on a semi-log plot and fitting a 
regression line to the "wings" of the profile. This implies an exponential nature to the scatter 
profiles. Inspection of some of the profiles to follow might question the validity of this as some 
of the profiles exhibit a distinct curvature, especially in the outermost portions of the profile. 
Msaki has discussed this in detail in relation to SPECT scatter correction in a series of 
papers(Msaki et al, 1989; Msaki et al, 1993; Msaki, 1994). He comments that "many workers 
find it convenient to ignore the curvature effect by assuming that these distributions are fairly 
symmetrical and therefore the SSF (scatter spread function) can be represented by a 
mono-exponential function"(Msaki et al, 1993). Whether this is applicable in PET is to be 
determined. From the empirical evidence of the scatter profiles that have been found in 3D 
PET, and based on a long historical precedent for relating scattering from a point or line source 
distribution to an exponential function of distance from the source in a scattering medium, the 
conventional linear regression approach was investigated first. More recently, some 
investigators have used 1D or 2D Gaussian functions to model scatter(Cherry and Huang, 
1995; Stearns, 1995). 
The processing applied to the profile data was as follows: 
" sinogram data of a line source in a scattering medium were acquired, with sufficient 
totals counts per element in the sinogram, especially outside of the object. Data were 
likewise acquired with the source in air for comparison; 
" the sinogram data were reformatted to planagrams, typically at a polar angle 0= 0°, 
derived from sinograms with ring differences Op = 0, ±1. For the 16 ring tomographs 
(ECAT 951,953B) this results in 31 projections in z. Planagrams could be formed at 
any specific ring difference to examine the variation with increasing obliquity of the 
polar angle of the projections. No detector efficiency normalisation, geometric 
correction, or attenuation correction was applied to either the air or `in scatter' data; 
" projections were generated by integrating down the columns of the planagrams, as the 
object is constant in this direction. For increased accuracy, a number of planagrams 
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were summed together. Each profile was normalised to the maximum value in the first 
profile. For the centrally located line source, which is rotationally symmetric, all 256 
planagrams could be summed. For off-axis data, projections were summed over a 
limited angle, as the source position in the planagram varies with angle. Typically, 16 
profiles were summed: this corresponds to (16 x 180°/256) = 11.3°, and gave improved 
quality profiles on which to estimate the regression equation. In the execution of the 
experiments the source was always moved laterally in the horizontal plane, and 
therefore the planagram at 0= 0° will be the same as the mirrored projection of the 
planagram at 0= 180°, thus giving two sets of summed projections to measure: {0° - 
11.3°) ('view from above') and {(180-11.3)° - 180}° ('view from below'); 
" regression was performed on the profiles for the regions from 2 cm from the peak value 
to 22 cm from the peak, for each side of the profile separately. The decision to start the 
regression from 2 cm either side of the peak follows the NEMA method, and defines 
realistically where the scatter component starts to predominate the composite profile. In 
contradistinction to NEMA, however, the regression region covers 20 cm either side of 
the peak, whereas NEMA only covers the phantom plus 2 cm either side. As the 
profiles will demonstrate, when the source is displaced radially, the NEMA approach 
neglects a large portion of the scatter; 
the process is repeated on each individual planagram. For the on-axis measurement, this 
gives 256 independent fits to the profiles from which the mean and standard deviation 
of this mean can be determined. For the off-axis data, the scatter function is measured 
over a small angular range corresponding to 16 planagrams at 0= 0° and 180°. The 
results for the fit are reported as the spatial exponential rate constants for each side of 
the peak in units of cm-1 plus the standard deviation of the mean from a number of fits. 
5.2.2.1 Measurement of Scatter Function on-axis 
The slope ((x) was determined from linear regression of the "wings" of a loge plot of the 
line source profile on the 2D projections. For the case when the source was measured on-axis (d 
=0 cm) and the energy window was varied the source appears in the same location in the 
sinograms at all projections, so all 256 radial measurements were added to estimate a and its 
standard deviation. The integrated profile for the d=0 cm position (figure 5.11) is symmetric, 
as would be expected. The extent of the profile outside the central peak is the section designated 
as containing purely scattered events. The slope of each side of the peak determined separately 
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by linear regression of the loge profile values was found to be 0.077±0.006 cm-1 for the -x side 
and 0.077±0.007cm-' for the +x side. The mean of these is the value of a that would be used 
for a mono-exponential scatter function in a convolution-subtraction correction scheme. 
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Figure 5.11 The broken line on the log e-linear plot shows the sum of 
256 planagrams' profiles (each containing 
31 projections) derived from the direct plane sinograms, of the measurement of a line source in a 22.5 cm 
diameter water filled cylinder on the ECAT 951R. The solid lines on either side of the peak are the linear 
regressions for these data, over the range for which the fit was performed. The circle indicates, in the units of the 
graph, the size of the phantom and the location of the line source, which corresponds to the position of the peak. 
While some "curvature" is evident in this plot, the linear regression still fits the profile 
well. A measure of the "goodness of fit" of the model to the data is to consider the proportion 
of the total variation explained by the model (Altman, 1991). This statistic is called R2, and is 
the square of the correlation coefficient. For these fits R2 equals 94% and 96% for negative and 
positive sides of the peak respectively over the range considered, indicating that the model 
explains the variation in the data extremely well. To provide a means for comparing the 
accuracy of the off-centre line source measurements with this approach, a regression was fitted 
to the centrally located line source data for the same limited number of angles (16) that were 
used in the off-axis data. This is shown in table 5.6. 
Plotting the profiles on semi-log plots is instructive for displaying the contribution of 
scatter to the profile measurement, however, these can be misleading. For comparative 
purposes, figure 5.12 shows a linear plot of the same data as in figure 5.11. An interesting 
Measurement of Scattered Radiation in 3D PET 120 
feature is that the profile in the region outside the peak decreases in what appears to be a linear 
fashion, rather than exponential. This accounts for the curvature in the semi-log plots. 
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Figure 5.12 (a)The top figure shows the linear plot of the sum of all planagrams' profiles with the cylinder 
superimposed for the centrally-located line source data, as for figure 5.11. The peak position corresponds to the 
line source location. This demonstrates the relatively low count rates outide of the central peak, although they do 
comprise approximately 30-40% of the total signal. The bottom graph (b) shows the same data, again plotted 
with a linear y-axis, truncated to display the shape of the low count data. This appears to be linear within ±20 
cm of the line source. 
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The reason for the linear decrease outside the region of the peak may be because the profile of 
the source in air does not behave like a true Gaussian, as is usually assumed, below 
approximately the full width at tenth maximum. 
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Figure 5.13 The graphs show a line source measured in air in the same geometry that was used to determine the 
scatter profiles on the ECAT 951R. The graph on the left is a loge-linear plot and the graph on the right is a 
truncated linear plot. Both show the departure from a true Gaussian (solid line on linear plot) below the level of 
approximately 10% of the peak value. This component would be added to the true scatter when the source is 
measured in a scattering medium, and may explain why the so-called "scatter" region in figure 5.12 appears 
linear, rather than exponential. 
As the measurement of the slope of the scatter profiles on planagrams is relatively 
novel, the same analysis was applied to the sinograms of the same data to verify the results that 
were obtained. For the data where the line source is on-axis these should be identical to within 
the error of the method. The direct plane data only was analysed giving 16 sinograms on which 
to measure the slope of the outer region of the profile. The results gave values for a of 
0.073±0.003 and 0.072±0.003 cm- 1 for negative and positive sides of the peak respectively. 
This can be compared with a=0.076±0.007 and 0.072±0.009 cm-1 for the planagram 
measurements for the same number of observations (n= 16). This confirms that the planagram 
and sinogram formatted data give the same results for the slope of the scatter profiles. This fact 
will now be exploited to use the planagrams to assess off-axis scatter profiles, which cannot be 
done with sinograms because of the varying relationship between source and detector. 
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5.2.2.2 Effect of Displacement from Central Axis on Profiles 
Similar profiles were obtained for planagrams of the line source at two transaxial 
displacements from the central axis of the scanner (d=5 cm and 9.5 cm). In these cases, the line 
source data from all projections cannot be summed as the line source will be located at varying 
depths in the object from different projections. Therefore, the only measurements used have 
been over a limited range in ý corresponding to 16 angles (11.3° for the 951R, 15° for the 
953B). The measurements that have been used are the pair of measurements at the angles 
orthogonal to the axis of displacement of the source, so that the source is moved "across" the 
projection. The profiles are shown in the following figures for the ECAT 951R. For 
comparison, the line source data for 16 planagrams only are also shown. The values of a, for 
both the ECAT 951 R and 953B are shown in table 5.6. 
Source 
Position 
Tomograph Planagram 
range 
a (-x) 
(cm-1) 
R2 a (+x) 
(cm-') 
R2 a (average) 
(cm-I) 
On axis 951R 1-256 0.077±. 006 97% 0.077±. 007 96% 0.077 
On axis 951R 1-16 0.076±. 007 94% 0.072±. 009 90% 0.74 
+5 cm 951R 1-16 . 07±. 03 92% 
0.10±. 01 88% 0.07 (cent) 
+5 cm 951R 241-256 0.10±. 01 73% 0.07±. 01 94% 0.10 (edge) 
+9.5 cm 951R 1-16 0.044±. 005 92% 0.15±0.3 73% 0.046 (cent) 
+9.5 cm 951R 241-256 0.15±. 02 73% 0.48±. 007 88% 0.15 (edge) 
On axis 953B 1-192 0.09±. 02 98% 0.08±. 02 88% 0.085 
On axis 953B 1-16 0.1±. 03 92% 0.08±. 03 94% 0.09 
+4 cm 953B 1-16 0.06±. 02 83% 0.12±. 03 94% 0.06 (cent) 
+4 cm 953B 177-192 0.11±. 02 94% 0.06±. 02 92% 0.115 (edge) 
+8cm 953B 1-16 0.03±. 01 66% 0.16±. 03 96% 0.035 (cent) 
+8cm 953B 177-192 0.15±. 03 98% 0.04±. 01 79% . 0155 (edge) 
Table 5.6 The values of the linear regression on the scatter slope (a) are shown for the ECAT 951R and 953B 
cameras. The source covered the axial field of view and all results were derived from planagrams for views at 
polar angle 0=0 ° The correlation coefficients (r) shown are from the linear regression for each side of the profile 
(labelled -x and +x). The averages are given separately for the slope of the profile on the side towards the edge of 
the cylinder (edge) and towards the centre of the cylinder (cent). The values in the table for a for the off-axis 
measurements indicate that the opposing views of the source are mirror images of each other. 
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Figure 5. /4a The integrated profile 
for 16 views (0-11.3 °) is shown for 
the ECAT 951R for the line source 
on axis. The slope of the scatter 
rnmponent (a = 0.077 cm-') is 
constant until approximately 20 
cm from the source location. The 
vhaded circle represents the size and 
/position of the cylinder relative to 
slic source (the peak). 
Figure 5.14h The integrated profile 
for 16 views (0-11.3°) is shown for 
the ECAT 951R for the line source 
5 cm off axis. The slopes of the 
scatter component on each side of 
the peak are different (a = 0.10 and 
0.07 cm-1) and consistent to the 
edge of the field of view. 
Figure 5.14c The integrated profile 
for /6 views (0-11.3°) is shown for 
the ECAT 951R for the line source 
V. 5 cm off axis. The slopes of'the 
. scatter components 
have diverged 
even further (a = 0.15 and 0.046 
('n1-t ). 
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The asymmetries seen in the figures have also been demonstrated in Monte-Carlo 
simulations by Barney, for a similar tomograph(Barney et al, 1991). It is important to stress 
that the only way to derive such information from sinograms is by using a single view, or a 
limited number of views, only. The profiles of the line source at different radial locations 
demonstrate an interesting effect: as the line source is displaced radially the slope is seen to 
decrease (i. e., more scatter) outside the object, while inside the object the slope increases (i. e., 
less scatter). This is clearly seen in the case when the line source is placed just inside the edge 
of the cylinder, but where many scattered events are still recorded up to 20 cm outside the 
object boundary, where the measurement is are truncated by the edge of the transaxial field of 
view. Over this displacement the slope of the function changes on each side of the peak by 
approximately a factor of 2. This is very different to the SPECT case(Axelsson et al, 1984; 
Meikle et al, 1994). A possible explanation for this is illustrated in figure 5.15. 
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Figure 5.15 A possible explanation for the increase in scatter outside the object as the line source is moved 
radially is given (to scale for the ECA T 951R). For an emission towards the edge of the scattering medium two 
annihilation events are shown. For the coincidence pair y, -y/' the photon y, has virtually no chance of 
scattering because of the short path length in the object and then the low density of the surrounding air (the 
situation shown, i. e., of y, scattering, is extremely remote). y2 on the other hand has a high probability of 
scattering in the object because of the longer path length. Further, this increases as the direction of the emission 
of y2 tends towards the centre of the cylinder such that y2' is detected further away from the emission origin. 
Another factor will be the increased chance of total attenuation for photons such as y1' due to its path length. 
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5.2.2.3 Effect of Varying Lower Level Discriminator on Scatter Function 
The scatter function was examined at 4 different lower energy threshold settings for the 
source on-axis (lower level discriminator (LLD) = 250 keV, 300 keV, 350 keV, 380 keV, 
constant upper level discriminator (ULD) = 850 keV) in the 22.5 cm diameter water-filled 
cylinder. As the amount of scatter recorded is a function of the energy of the photons and the 
energy resolution of the detectors it would be anticipated that opening up the energy window 
would accept more scattered events (i. e., increase the scatter fraction), but the effect on the 
distribution is not as simple to predict. The slope of the scatter profiles are shown in the table. 
Energy Window Value of a (cm-1) 
250-850 keV 
FF 
0.051±0.005 
300-850 keV 0.055±0.005 
350-850 keV 0.067±0.006 
380-850 keV 0.077±0.007 
Table 5.7 Values of a the slope of the scatter function, for a line source centred in a 22.5 cm 
diameter watery filled cylinder at 4 different lower energy window settings. 
For this case where the line source is centred in the cylinder, a shows a progressive 
increase from 0.051 cm-1 to 0.077 cm-1 with increasing lower energy threshold. This indicates 
that the scatter distribution is less broad spatially at higher energy window settings, as scatter is 
being rejected more effectively with the higher energy window settings. This may also be due 
to less multiple scattered events being recorded. 
5.2.2.4 Effect of Increasing Acceptance Angle on Scatter Function 
The variation in the slope of the scatter function with increasing polar angle 0, 
corresponding to increasing the ring difference (hp) axially, was also examined. Planagrams 
were generated up to the maximum ring difference used in the 3D reconstruction, ep=12 (-4.4° 
S 05 4.4°), and scatter function measured in a similar fashion to that described above. These 
measurements were all done with the energy window set at 380-850 keV. No effect on the 
scatter function was demonstrated by increasing the acceptance angle of the sinograms up to 
Ap=12 (0=4.4°). The mean and standard deviation for the measurements were a= (0.076 ± 
0.001) cm 1. The values of a for left and right sides of the peak (-x and +x) are shown in table 
5.8. This consistency will be exploited in the scatter correction to reduce the number of scatter 
estimates that are required. 
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AP a(-x) (cm-I) a(+x)(cm-1) a[avg] (cm-1) 
0 0.077 0.077 0.077 
1 0.073 0.076 0.075 
2 0.072 0.076 0.074 
3 0.074 0.076 0.075 
4 0.074 0.075 0.075 
5 0.073 0.076 0.075 
6 0.073 0.076 0.075 
7 0.074 0.077 0.076 
8 0.073 0.076 0.075 
9 0.074 0.074 0.074 
10 0.078 0.076 0.077 
11 0.077 0.076 0.077 
12 0.075 0.076 0.076 
Average 0.074 0.076 0.76 
SD 0.002 0.001 0.001 
Table 5.8 The slope of the scatter function with increasing ring difference axially is shown. No variation in the 
slope of the scatter function was observed. The values are quoted for either side of the peak (-x and +x). 
5.2.2.5 Axial Scattering 
All of the scatter function measurements that have been described to this point used line 
sources orientated along the axial (z) direction of the scanner. Cross-sectional profiles through 
the source at this orientation approximate a point source response in the same profile, but are 
more correctly referred to as line response functions. The assumption has been made that the 
measurement of scattered radiation by the tomograph will be the same, independent of the 
orientation of the source. However, the independence of orientation on the measurement of 
scattered coincidences has not yet been established. An experiment to assess this was 
performed. 
An 11 cm long stainless steel line source containing 68Ge was orientated in the 
transaxial (x-y) plane of the ECAT 953B tomograph, along the x axis. The source was 
positioned at approximately the centre of the axial field of view. Measurements were recorded 
of the line source in air in 2D and 3D, and in a 20 cm diameter water-filled cylinder. The source 
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was orientated along the radius of the circular cylinder. The data from these four measurements 
were converted to planagrams (dimensions 160 x 31), and the first 16 planagrams summed to 
improve the count statistics. The data were not normalised. The profile for the central 40 
projection bins were then averaged. These data are shown in figure 5.16. The 2D 
measurements demonstrate the effectiveness of septa in limiting the amount of axial scattering, 
as the measurement in the cylinder almost overlays the measurement in air. In 3D, the 
measurement in the cylinder has a broad profile outside the central peak with a slope of 
approximately 0.11 cm-1 from linear regression. As the region over which to fit this is 
considerably less than for the transaxial profile data (-3 cm in the axial measurement c. f. -20 
cm in the transaxial measurement) it is a less reliable measure, but one which is still similar to 
the transaxial measurement of 0.09 cm -1 for this tomograph. Therefore, as the difference is 
relatively minor, a computationally attractive spatially invariant, radially symmetric convolution 
"scatter" kernel will be used. 
The interesting effect noted in figure 5.16 is the extended "tail" of the 3D air 
measurement. It might have been anticipated that this should overlay the 2D air measurement, 
but it clearly extends further with a reasonably constant value. This is slightly exaggerated in 
the graph as the entire field of view axially is only 10.8 cm for the ECAT 953B, so the length 
of the low level "background" is only ±3 cm or so. However, it is still an unexpected finding, 
the origins of which are not clear, but which could be due to scatter, background from 
transmission sources in their lead housings, or an artefact of using a line source rather than a 
point source for these measurements. In an attempt to understand this better the same four 
measurements were repeated with the line source shifted so that it was located in the end ring of 
detectors at one end of the tomograph, corresponding to plane 31 (i. e., direct ring 16). These 
results are shown in figure 5.17. The "tail" effect is not present in the 3D air measurement. 
When the line source is positioned at the extreme edge of the field of view, many of the 
photons comprising an annihilation pair will totally escape from the tomograph's field of view, 
thus precluding scattering and coincidence detection. This suggests that the 3D air axial "tails" 
may be due to scattered photons, which the septa are extremely effective at removing in air. The 
scattering could be due to any of the components of the tomograph, such as the metal and 
plastic that form the patient port, the lead shields at the ends of the tomograph which restrict the 
out of field of view activity, or the detectors themselves. These data do not preclude other 
causes of this effect, however. 
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Figure 5.16 The axial response to a line source orientated orthogonally to the z-axis of the ECAT 953B in air 
and in a 20 cm diameter water filled cylinder, in 2D and 3D is shown on this log e-linear plot. 
The effectiveness 
of septa is demonstrated by the way the 2D cylinder measurement (2D cyl) almost overlays the 2D air 
measurement. The 3D response in the cylinder (3D cyl) exhibits an extended scatter profile, although this 
appears greater than it is as the dimensions of the scanner are only ±3 cm outside of the peak. The interesting 
effect is the similar response with 3D in air. This is attributed to scatter off the scanner (see below). (The figure 
at the top indicating the orientation of the source is not to scale). 
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Figure 5.17 The same experimental set up as shown in the figure above, but with the line source shifted to the 
very edge ring of the tomograph removes the curious effect in the 3D air measurement. 
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The characteristcis of the axial scatter that have been demonstrated reinforce the need for 
a scatter correction to account for scattering in the axial (z) direction. Consequently, scatter 
corrections on 1D profiles or on sinograms, which are formed from ID projections in a plane, 
would not be expected to adequetely account for variations in axial scattering. 
5.2.2.6 Summary of Scatter Function Measurement 
In summary, the scatter function, x: 
" has been approximated successfully with an exponential function for various locations 
of the source in the scattering medium; 
" varies greatly with position in the object, increasing in slope (i. e., less scatter) towards 
the centre of the cylinder (0.08-0.15 cm-1) whilst concurrently decreasing in slope (i. e., 
more scatter) outside the cylinder (0.08-0.05 cm-') by almost a factor of two when the 
source is moved from the centre of the cylinder to just inside the edge; 
" the slope of the function (a) changes by 50% when the energy window is increased 
from 250-850keV to 380-850keV; 
0 does not change with increasing polar acceptance angle; 
" appears approximately constant axially over the relatively short length of these cameras. 
These results suggest that the use of a single, average scatter function may be 
insufficient for accurate scatter correction. This will also be addressed in more detail in the 
following chapter. 
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5.3 Summary of Measurement of Scatter in 3D PET 
Scattered radiation has been characterised by 2 parameters in this chapter: scatter 
fraction and scatter function. Both vary with location in the scattering medium. The scatter 
fraction is approximately three times greater in 3D than it is in 2D acquisitions. It increases as 
the lower level discriminator of the energy window is lowered. This is easily understood as 
more scattered, lower energy events are accepted with a lower window setting. With a lower 
level discriminator setting of 250keV, almost 50% of recorded events are scattered (table 5.2). 
This is slightly decreased to -40% when the setting of the lower level discriminator is raised 
380keV. The amount of scatter also varies spatially, decreasing towards the edge of the 
scattering medium. It is decreased by a factor of two at the edge of the object (table 5.2). 
The scatter function, likewise, is seen to be shift variant. Profiles of a line source 
become assymetric as the source is displaced radially. The slope of the scatter function 
determined from either side of the peak on a log plot flattens out (i. e., decreases) outside the 
object, while becoming steeper (i. e., increasing) for locations corresponding to positions inside 
the object. These results would tend to argue against a shift invariant approach to scatter 
correction. 
The interaction between these two parameters has been considered in a series of recent 
publications on SPECT scatter correction (Msaki et al, 1993; Msaki, 1994). It is suggested that 
for reasonably symmetric objects the variations in k and x demonstrated in this chapter, which 
are similar to those seen also in SPECT imaging, change at approximately inverse rates and that 
this compensates for the shift variance that is observed. A convolution-subtraction scatter 
correction which assumes shift invariance is then more likely to produce accurate results. 
Further investigations will examine if this is as true in 3D PET data as it is in SPECT data, as 
the data in this chapter suggest. 
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Chapter 6 
Scatter Correction in 3D PET 
6.1 Methods of Correcting for Scattered Photons 
Correction for scattered events has been the focus of attention in both PET and SPECT 
for a number of years (Beck et al, 1969). In 2D PET the scatter fraction (the ratio of scattered to 
total events) is typically less than 15% of the total events recorded, and its impact on accuracy 
is often minimal as the calibration of the scanner in a similar geometry and the presence of 
scatter in the transmission scan used for attenuation correction have a cancelling effect on the 
emission scatter. However, in SPECT and 3D PET, the magnitude of the scatter fraction can 
be of the order of 0.3-0.5 depending on the size and density of the object, the energy window 
for coincidence photons, and acquisition geometry (e. g., diameter of detector ring in PET). In 
SPECT and 3D PET scatter qualitatively reduces reconstructed image contrast and 
quantitatively introduces large errors in absolute quantification. 
A number of approaches to scatter correction in emission tomography in general have 
been proposed and these fall into three broad categories: 
0 Energy window manipulations 
- asymmetric window about the photopeak (Koral et al, 1986), 
- dual windows over photopeak and a lower ("scatter") window in SPECT 
(Jaszczak et al, 1984) and 3D PET (Grootoonk et al, 1991; Shao et al, 1993), 
- splitting the photopeak with a pair of windows (King et al, 1992; Bendriem et 
al, 1993; Pretorious et al, 1993), 
- multiple windows (Gagnon et al, 1989; Penney et al, 1991; Shao et al, 1994), 
- energy-weighted acquisition (De Vito et al, 1989), 
" Pre- or post-reconstruction filtering andlor subtraction operations such as 
- Metz or Weiner filtering (King et al, 1984; Links et al, 1992), 
- deconvolution (Bergstrom et al, 1983; Floyd et al, 1985; Townsend et al, 1991; 
McKee et al, 1992; Prati et al, 1993), 
convolution-subtraction (Axelsson et al, 1984; Msaki et al, 1987; Bailey et al, 
1989a; Yanch et al, 1990; Meikle et al, 1991; Shao and Karp, 1991; Wu et al, 
Scatter Correction in 3D PET 
1993; Lercher and Wienhard, 1994), 
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- fitting analytical functions (e. g., Gaussian distributions) to the data outside of 
the object to estimate scatter within the object(Cherry and Huang, 1995; 
Stearns, 1995), 
" Calculating the scatter distribution 
- direct calculation from analytical formulae and source/object geometry (Egbert 
and May, 1980; Barney et al, 1993; Ollinger and Johns, 1993 ; Hiltz and 
McKee, 1994; Watson et al, 1995; Ollinger, 1996), 
- scatter estimation from Monte Carlo cal cul ation(Ljungberg and Strand, 1990; 
Levin et al, 1995). 
A further technique which does not fall into any of the above categories uses a 
combination of 2D and 3D PET data to directly measure the difference in scatter between 2D 
and 3D(Cherry et al, 1993) which can then be subtracted, however, this is impractical for 
routine use as it requires paired 2D-3D measurements with no change in distribution of the 
radiotracer between the measurements. 
The method proposed in this work falls into the pre-reconstruction filtering category, 
and is based upon earlier work in SPECT (Bailey et al, 1989a; Bailey et al, 1989b; Meikle et al, 
1994). The distribution of scatter is estimated from the acquired photopeak data. Two 
parameters are required for the scatter estimation and are determined a priori: the magnitude of 
scatter expected (the scatter fraction, k), and the spatial relationship it has with the photopeak 
data (the scatter function, x). 
6 1.1 Critique of Current Scatter Correction Methods 
The scatter correction methods for 3D PET which are receiving the most attention, and 
appear to be the most promising, at present are the following: 
" the dual energy window acquisition methods of Grootoonk (Grootoonk et al, 1991) and 
Bendriam(Bendriam et al, 1993); 
" direct estimate by calculation of the scatter distribution based on the emission and 
transmission reconstructions(Ollinger et al, 1993 ; Watson et al, 1995); 
0 convolution-subtraction on the photopeak data(Shao et al, 1991; Bailey, 1992). 
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One of the most important issues for 3D PET development is that of dealing with the 
detected photons which arise from out of field of view activity. The dual windows methods 
appear to have an advantage over the other methods in dealing with this problem as they 
measure the scatter distribution in a secondary energy window and use this to estimate the 
scatter distribution in the photopeak. Extraneous coincidences from out of the field of view 
would be expected to be common to both energy windows. The main criticisms of the dual 
windows approaches are mostly due to the basic premise that the distribution of scatter in the 
photopeak is closely related to the measured distribution of scatter in the lower window, which 
has been an issue since the method was first proposed for SPECT (Jaszczak et at, 1984), and 
the consequences of poor quality of the data in the secondary window, as low counts per 
projection element introduce excessive noise into the scatter corrected data. Townsend et al 
have recently compared the dual windows and convolution-subtraction methods and 
demonstrated that the dual windows method estimates the out of field of view scatter more 
accurately than the convolution-subtraction approach(Townsend et at, 1996). However, they 
conclude that when recording data from the brain the out of field scatter is probably not a 
significant effect. A practical issue related to the dual windows approaches is that they double 
the requirements of the acquisition hardware for storage, as they acquire two energy windows 
for each time frame. This impacts in two ways: the maximum dynamic frame rate (determined 
by the minimum time to acquire a frame of data and write it out of acquisition memory to disk) 
is effectively halved, and the data occupy twice as much disk space. Roughly, the storage 
requirements for 3D PET are an order of magnitude greater than 2D PET, and so any further 
increase in data size is undesirable. Schema have been devised to acquire a 3D photopeak 
window and a 2D lower energy scatter window to reduce the size of the data set, but limitations 
in the acquisition hardware have precluded their implementation. This would be an attractive 
option, but is unavailable at present. 
The direct calculation approaches have no "knowledge" of out of field activity, and 
hence will underestimate this component if it were significant. These methods are 
computationally expensive, but because the scatter distribution is dominated by low spatial 
frequency information, the resolution of the matrices used for the calculation of scatter can be 
dramatically reduced (e. g., 192 x 192 matrices can be reduced to 64 x 64 with no appreciable 
change in the accuracy of the scatter estimation). The algorithms can be implemented on high 
speed hardware and calculations performed in an acceptable period of time, of the order of 
-50% of the 3D reconstruction time. Direct calculation implies the ability to 
include all 
components which contribute to scatter. Ollinger has found that separate normalisations are 
required for scattered and unscattered events in the direct calculation approach which, if 
neglected, lead to significant artefacts(Ollinger, 1995). The issue of scaling of the scatter 
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The convolution-subtraction method is computationally attractive, as it does not increase 
the dataset size, and the calculation of scatter estimates is based on the 2D fast Fourier 
transform (FFT)(Cooley and Tukey, 1965), which is easily and efficiently implemented on 
modern computer hardware(Press et al, 1988). As it is implemented here it uses a spatially 
invariant scatter fraction and scatter function, which is also computationally efficient. The 
appropriateness of these assumptions though, will directly affect the accuracy of the final 
results obtained. It will not perform well in the presence of a large amount of out of field 
activity close to the edge of the scanner's axial field of view, but this has not been demonstrated 
to be a major limitation to date. The method developed for this project is presented in the 
following sections. 
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6.2 The Scatter Correction Method 
6.2.1 Theory 
The imaging model that has been adopted is a purely additive one in which the recorded 
data are composed of an unscattered and a scattered component (Beck et al, 1969; Erhardt et al, 
1974) plus a noise term due to the statistical fluctuations in the data, and which may be written 
simply as 
go=g. +g5+ Tl [6.1] 
where g0 are the observed data, g, and gs are the unscattered and scattered components 
respectively, and il is the noise term. As the only measurable quantity (go) already contains 
scatter, the problem is to estimate gs from go, and hence derive g,,, the unscattered distribution. 
The previous chapter on the measurement of scatter demonstrated that the distribution of 
scatter in 3D PET for a line source in a symmetric object can be approximated by an exponential 
function (with spatial rate constant = a). The convolution-subtraction approach assumes that 
the convolution of the radionuclide distribution with some scatter function (x) produces an 
estimate of the scatter distribution (gs). Based on the assumption that each point source of 
emission in the object acts as an independent point, the scatter distribution can be related to the 
unscattered distribution in the object by the convolution relation: 
+00+00 
(x', y') =ffg. (x', y')-K(x-x', y-y')dr'dy' [6.2a] 
-00-00 
or, using the usual notation and omitting the coordinates: 
gs = gý ®x [6.2b] 
where ® indicates two-dimensional convolution and the `^' indicates that the parameter is an 
estimate of the true parameter. The scatter estimate can then be subtracted from go after scaling 
by an appropriate scatter fraction (k). However, as g,, is unknown, the measured go is used 
instead as a first approximation to gu. This process can be repeated iteratively with each step 
using the previous estimate of the scatter-free distribution as input to the scatter estimation as in 
g'=go- k (gn-' 0 x) forn>0 [6.3] 
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where n is the iteration number and when n=1, g° = go. This has previously been found in 
SPECT to give more accurate scatter estimates than a single iteration of the correction 
procedure, as a single step will lead to an overestimation of the scatter(Bailey et al, 1989b). 
The rationale behind this is that with each iteration the input to the scatter estimation step (the 
estimated scatter-free distribution) more closely approximates g,,. 
The novel aspect of this correction method lies in its implementation on 2D projections 
and will be described in greater detail in a following section. For the moment, though, general 
comments on the iterative approach and its relationship to previously described methods will be 
discussed. 
6.2.2 Iterative Convolution of Data Sequences 
The concept of iterative filtering to refine a signal is not a new one, or one that is only 
applicable to PET or medical imaging data. van Cittert described a recursion relation(van 
Cittert, 1931) of the following form: 
fn+l =fn+(g-feh) 
[6.41 
where the symbols have their usual meanings, i. e., f is the true distribution, g is the observed 
distribution distorted by the measurement process, and h is the system transfer function, or the 
distorting term. Watson and Ellis have considered this relation and compared it with optimal 
linear (Wiener) filtering in the context of the smoothing of geophysical data sequences(Watson 
and Ellis, 1991). They comment that the relation is prone to give poor results if g is noisy, and 
that the iterative formulation is numerically superfluous as the same filtering can be achieved in 
a single convolution step. This is achieved by considering the operation in frequency space. 
Equation [6.3] can be rewritten after taking the Fourier transform of both sides as 
Gý = Go-k(GÜ-' -K) forn>0 [6.5] 
where upper case denotes the Fourier transform of the functions. If the first m terms are 
expanded, viz, 
Gu = Go-k 
{(Gu_m K)...... ( Gý-3 "K) "(Gý Z "K) (Gý-ý K) 
} [6.6) 
it is clear that this takes the form of a geometric series which can be written as 
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n-1 1n Gý = G. Y- (1-K)m = G. 
-(K for Go#0 [6.71 
m=0 
That is, the same result as can be achieved with the iterative estimation method can be found in 
a single step if the Fourier transform of the convolution kernel (K) is non-zero for all values of 
Go. If this is not true it would be necessary to apply a window to the filter to ensure that it does 
not contain zero components. For this implementation, the form of equation 6.7 has not been 
used in order to avoid this requirement, with the form used in equation 6.3 being preferred. 
6.2.3 Implementation 
6.2.3.1 Overview of the Process 
The correction procedure is implemented on 2D planagram data corresponding to polar 
angle 0= 0°. These are formed from sinograms of the scanner with ring differences op = 0, ± 1. 
As the scatter function was found not to vary with increasing polar angle, the scatter estimates 
for all sinograms are based on these estimates. The scatter sinograms estimated from the 
planagrams with 0= 0° are used to correct all the sinograms in the 3D set corresponding to all 
oblique sinograms which intersect the z-axis of the scanner in the same plane. This means that, 
in practice, only one set of planagrams are convolved with the scatter kernel instead of a 
possible 11 sets (opmax=±5)" 
The sinogram data are firstly normalised for detector non-uniformities and geometric 
effects (see chapter 7). They are then converted to planagrams, and placed in an array of 
dimensions twice that of the original planagram to avoid aliasing in frequency space, as the 
convolution process assumes that the function to be convolved is periodic. All data are treated 
as complex numbers. The 2D FFT is then calculated and convolved (multiplied in frequency 
space) with the filter (scatter) kernel, and the inverse 2D FFT of the result taken. This is a unity 
gain operation. The scatter estimate is then scaled by the scatter fraction and subtracted from the 
original planagram. In the iterative implementation the result is then fed back into the 2D FFT 
and convolution loop again, with one important difference: the input is a better approximation 
to the unscattered distribution and most importantly, will contain approximately the correct 
number of counts, as the scatter has been subtracted. Therefore from iteration 2 onward the 
resulting scatter estimate is scaled by the scatter ratio rather than the scatter fraction prior to 
subtraction from the original data. The scatter ratio is defined as the ratio of scattered to 
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unscattered (rather than total) events. Figure 6.1 shows the steps in the process. 
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Figure 6.1 Flowchart for the convolution-subtraction scatter correction method. An asterisk indicates that the 
data have been normalised. Attenuation correction is applied in the next step after scatter correction and the data 
are then reconstructed. 
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The scatter ratio is simply k/(1-k), where k is the scatter fraction. After the scatter planagram 
estimates are produced they are re-sorted back to sinograms for 8=0°. These scatter sinograms 
are subtracted from the original normalised sinogram data, as described above, for each of the 
256 sinograms. The data are then attenuation corrected and reconstructed in the conventional 
manner with the 3D reprojection/backprojection algorithm. It is important to note that, as the 
data have now been corrected for scatter, the appropriate attenuation correction to apply is one 
derived from narrow-beam (i. e., scatter-less) transmission measurements. This is achieved on 
the ECAT 95 IR and 953B tomographs using electronic windowing of the rod sources in the 
transmission acquisition(Carroll et al, 1983; Huesman et al, 1988; Ranger et al, 1989; Jones et 
al, 1992), or by using a calculated attenuation correction with an assigned narrow-beam µ 
value. 
6.2.3.2 Selection of the Scatter Function (x') 
Section 5.2.2 characterised the slope of the scatter portion of the profiles of a line 
source at various locations in a symmetric, homogenously attenuating cylinder with a straight 
line on a loge-linear plot, which is a mono-exponential function on a linear plot. The slope of 
this function varied with transaxial displacement, but remained approximately exponential. This 
is a consistent finding in emission tomography(Bergström et al, 1983; Axelsson et al, 1984; 
Msaki et al, 1987; Meikle et al, 1994). 
In the original description of the convolution-subtraction method in SPECT(Axelsson et 
al, 1984), as opposed to the deconvolution method in PET (Bergström et al, 1983), the 
convolution kernel that was used was the actual value of the exponential portion of the scatter 
profile, which has been denoted here by the parameter a. This will not necessarily be the most 
appropriate function for the following reasons: 
" the use of convolution implies that the scatter distribution that is measured will be 
replicated only when the scatter function is convolved with a delta function, but finite 
detector resolution will invalidate this, i. e., 
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if 
K(r) = e-0V 
then 
[6.8a] 
gS(r) =ga(r)®x(r) [6.8b] 
if and only if 
g(r)=S [6.8c] 
where r is the radial distance from the source and 8 is the Dirac delta function. Equation 6.8c is 
clearly not the case as the unscattered response more closely approximates a Gaussian, and, 
" in addition, the presence of scatter in the data which we wish to use for estimating the 
scatter will further invalidate the use of the measured value of a for the scatter 
function, i. e., 
gs(r) * {g. (r)+gs(r)}®e-"` [6.9] 
However, Msaki has demonstrated(Msaki et al, 1993) in general that 
gs(r) = g(r)®1c(r) 
= go(r)®K0(r) 
[6.10] 
that is, estimating scatter from photopeak data which include scatter (i. e., go) using a scatter 
function (K0) derived from data which contained scatter will give the same estimate as 
convolving data without scatter (i. e., g, ) with a scatter function (x) determined from data in 
which the scattered and unscattered componenets can be separated. The demonstration in figure 
5.13 of the poor approximation to a true Gaussian of the air measurement also supports this, in 
that it is not a simple matter to separate the response in air from the scatter contribution. Thus, 
the scatter function x measured in chapter 5 would not have the same value if a pure delta 
function were measured, however, it is in fact the appropriate function to use for correction of 
data which contain scatter. On the basis of this, the first scatter function investigated used the 
measured value of a for the parameter of the mono-exponential scatter function K. 
The filter function generated for the convolution kernel in the scatter correction is a 
radially symmetric mono-exponential function with slope equal to the value of a for the line 
source in the central (on axis) location. This was chosen as it is almost the same as the average 
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of the fit for each side of the peak when the line source is moved off-axis. In the subsequent 
testing all 951R acquisitions have used a scatter function with the spatial rate constant a=0.08 
cm -1 and the 953B acquisitions use a=0.09 cm-1. 
6.2.4 Testing the Scatter Correction Technique 
The strategy for testing the scatter correction was initially to examine the effect of the 
correction on line sources in uniform scattering media, and compare the results with 
measurements of the same sources in air. This response, i. e., to approximate a delta function 
input with spatial variation, allows the point response function of the scatter estimation to be 
studied in isolation. The effect on calibrated radioactivity concentrations in uniform media was 
then examined, and the accuracy assessed over a wide dynamic range similar to that 
encountered in clinical studies. Next, the accuracy of correction in non-homogeneously 
attenuating media was assessed. However, at this point a caveat must be introduced: the 
accuracy of these results, especially for the calibrated activity concentrations, interacts strongly 
with both the method of calibration chosen and the normalisation process for detector non- 
uniformities and geometric effects. These will be examined in depth in the next two chapters. 
Previously, most investigators have reported "relative concentration" where the activity 
concentration in particular regions of the test object is calculated as a ratio relative to some other 
area where it is assumed that the correction has worked accurately(Grootoonk et al, 1991; Shao 
et al, 1991; Bailey and Meikle, 1994; Lercher et al, 1994; Shao et al, 1994). In this way, 
systematic errors can often be disguised. However, as the absolute concentration is the most 
important parameter for image quantification it will be utilised for all following assessments. 
6.2.4.1 The Effect of Scatter Correction on a Line Source in a Uniform Scattering Medium 
Scatter correction was applied to the data used to measure the scatter fraction and scatter 
function in chapter 5. The scatter correction has three free parameters in its simplest 
implementation: scatter fraction, scatter function, and the number of iterations. Unless 
otherwise stated the values used in the assessment are the appropriate scatter fraction for that 
position, the average scatter function (for that tomograph in that particular object) and one 
iteration of the convolution-subtraction step. The data in the next figures show 3 curves derived 
from planagrams at 0= 00: the measurement of the line source in air, the measurement of the 
line source in the scattering medium, and the line source in the scattering medium after scatter 
correction. The latter two data are attenuation corrected and the air curve has been normalised 
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for detector and geometric effects using the same process that is applied in the first step in the 
scatter correction procedure. No other normalisation (e. g., to peak height) has been applied. 
The curves in the scattering medium appear different in shape to those presented in chapter 5 
(figures 5.11-14) due primarily to the attenuation correction that has been applied to facilitate 
comparison. 
6.2.4.1.1 Situation I- Line Source on Axis 
2 
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AD -2) -U 0 10 23 33 
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Figure 6.2 The three curves shown are the line source in air (broken line), the line source in the scattering 
medium (top solid line) and the same data after scatter correction (lower solid line). The profiles shown are the 
sum of the profiles for all of the 256 projection angles of the ECAT 951. The scatter fraction was 0.41 and the 
slope of the scatter function was 0.08 cm-1, which are the appropriate values for this condition. The sinograms 
were normalised for detector and geometric effects and the data for the line source in the scattering medium have 
been attenuation corrected to allow comparison with the air measurement. No other normalisation of the profiles 
has been applied. The shaded circle indicates both the size of the cylinder (in the units of the x-axis) and the 
position of the source in the cylinder. The scatter corrected data are seen to follow the air curve extremely well 
within the object boundaries. After that some over-subtraction is seen, reflecting the discontinuity in the profiles 
in scatter. 
The scatter corrected curve follows the air curve extremely well within the boundaries 
of the cylinder. Outside of this, some over-subtraction is seen. As the scatter correction process 
has no "knowledge" of the object boundaries in the scatter estimation (convolution) step, the 
results are not surprising - there are no constraints on the convolution. Note, however, that the 
count rates outside the object on this log. -linear plot are extremely low. The same data shown 
on a linear plot demonstrate the correction over the entire transaxial field of view. 
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Figure 6.3 The same 3 curves as in figure 6.2 are shown on a linear plot with an extremely low upper level, to 
demonstrate the accuracy of the correction over the entire transaxialfield of view. 
While it might seem that the above results should be expected given that the data used to 
derive the parameters for the scatter correction are the same data that the correction has been 
applied to, nevertheless, they are encouraging for a number reasons: 
" it supports the convolution-subtraction approach to scatter correction in 3D PET, 
" it supports the use of the values of a derived directly from the data as the values to use 
in the mono-exponential scatter function x, 
" it appears that the scaling of the scatter fraction k is appropriate. 
6.2.4.1.2 Situation 2- Line Source 5 cm Off Axis 
Similar data were generated for the effect of the scatter correction on the line source 
displaced 5 cm transaxially. Again, measurements were taken in air and a water-filled cylinder. 
Unlike the previous example, though, because the line source is not on the central axis of the 
scanner only a limited number of projection angles can be combined. To demonstrate the 
maximum displacement of the source with respect to the projection angle, the profiles (again 
from planagrams) from the first 16 views (-I 1 °) only have been averaged to produce the 
following graph. In this example the scatter fraction used was 0.37 (from table 5.3a), but the 
scatter function remained fixed with a=0.08 cm-1. The scatter corrected profile again follows 
the air curve closely, apart from outside of the object. This is perhaps more surprising than for 
the centrally located line source as a constant scatter function and fraction have again been used. 
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Figure 6.4 The three curves shown are the line source in air (broken line), the line source in the scattering 
medium (top solid line) and the same data after scatter correction (lower solid line). The profiles shown are the 
sum of the profiles for the first 16 projection angles of the ECAT 951. The scatter fraction was 0.37 and the 
slope of the scatter function was 0.08 cm 1. 
6.2.4.1.3 Situation 3- Line Source 9.5 cm Off Axis 
The most extreme situation that has been studied is that of planagrams with the line 
source at the edge of the cylinder. Again, the projections have been averaged over the first 16 
views only. In this example the scatter fraction used was 0.22, but the scatter function 
remained fixed with a=0.08 cm-1. 
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Figure 6.5 The three curves 
shown are the line source in air 
(broken line), the line source in 
the scattering medium (top solid 
line) and the same data after 
scatter correction (lower solid 
line). The profiles shown are the 
sum of the profiles for the first 16 
projection angles of the SCAT 
951. The scatter fraction was 0.22 
and the slope of the scatter 
function was 0.08 cm-1. 
-10 0 10 Z) 3) 40 
Position (cm) 
Scatter Correction in 3D PET 147 
Inside the object the scatter correction, while tending towards over-subtraction, does 
follow the profile in air reasonably well. Outside the object, the scatter-corrected profile 
demonstrates that it acts like a scaled version of the scatter measurement (which it is in a sense), 
over-subtracting near the line source peak and under-subtracting further away from the object. 
Again, though , the count rates involved are very small. 
The truncation noted at position = 25 
cm corresponds to the width of the field of view for which the normalisation is applied. 
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Figure 6.6 The air (broken line), uncorrected cylinder (upper solid line) and scatter-corrected cylinder (lower solid 
line) profiles are shown for the situation where the line source is displaced 5 cm frort the central axis, for 
different azimuthal projection angles. The data are composed of 16 views formed from piano groins, centred on the 
angle 0 indicated. The average scatter fraction (k = 0.28) has been used this time as this is the value that would 
be used in the correction of a distributed source., and the value of a=0.08 cm-1. The legend is the same as the 
preceding plots, and the data likewise are fron the ECAT 951. The views cover the range from 0 to ßr/2. The 
scatter profiles change from an asymmetric distribution for 0= 0°(figure 6.4) to a symmetric one when viewed 
from 90°. 
The profiles at the different azimuthal projection angles demonstrate the way the scatter 
correction follows the shape of the scatter profile, and the magnitude of the air profile, 
reasonably well over this range as the view angle "rotates" around, thus varying the 
source/object /detector relationship. This was examined also for the line source at 9.5 cm. 
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Figure 6.7 The air (broken line), cylinder (upper solid line) and scatter-corrected cylinder (lower solid line) 
profiles are shown for the situation where the line source is displaced 9.5 cm from the central axis, for different 
azimuthal projection angles. The data are composed of 16 views formed from planagrams, centred on the angle 0 
indicated. The average scatter fraction has been used (k = 0.28) and the value of a=0.08 cm -1. The legend is the 
same as the preceding plots, and the data likewise are from the ECAT 951. The views cover the range from 0 to 
tt/2. The scatter profiles change from an asymmetric distribution for 0= 0° (figure 6.5) to a s. vnnctric one 
when viewed front 90° The scatter corrected profiles "track" the air profile reasonably well within the object, 
again over-subtracting outside the object. Some blurring of the peak is evident from the summing of'a number 
of angles when the source is displaced at this distance from the central axis. 
Again the scatter-corrected profile appears as a scaled version of the scatter 
measurement, but in this case it leads to a large amount of over-subtraction, especially at the 
angles close to 0°, where the source is at the extreme edge of the cylinder with respect to the 
projection angle. This does improve, though, as the projection angle approaches 90°. 
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The preceding data support the use of the convolution-subtraction approach for scatter 
correction in 3D PET. Further, the use of a spatially invariant scatter function and an average 
scatter fraction have proven to be reasonable approximations when the result of the scatter 
correction is compared with the air measurement, over a range of locations in the source and 
view angles of the source in the unreconstructed data. The optimization and efficacy of the 
correction will now be examined on reconstructions of objects with varying radioactivity 
concentrations and density. 
6.2.4.2 The Effect of the Number of Iterations on the Scatter Correction 
The process of iteration in the convolution-subtraction was originally introduced as it 
was recognised that a single convolution-subtraction operation, based on the measured data 
(go) and the measured scatter slope (a), would over-estimate the amount of scatter in the 
estimate of the scatter distribution(Bailey et al, 1989b). This is simply because the measured 
data contain scatter. It was anticipated that each iteration would be closer to the true scatter-free 
distribution, and hence would more closely fulfil the assumptions of the original model (see 
equation 6.2b), namely that the scatter estimate is formed by convolution of an appropriate 
scatter function (x) with the unscattered distribution (g). In SPECT, the empirical criteria used 
to end the iteration process was that there should be <10% change in the sum of squared 
differences between successive steps, for the entire projection data set. This was found to occur 
at around 3-4 iterations for most SPECT data(Bailey et al, 1989b). The effect of number of 
iterations was examined for the line source data in a 22.5 cm water-filled cylinder, in much the 
same way as the comparison in the preceding section. Each position of the line source in the 
cylinder (0,5,9.5 cm from the central axis) was scatter corrected with 0 (a single convolution- 
subtraction step) to 3 iterations and the resulting scatter corrected profiles plotted. The profiles 
are derived from planagrams for the first 16 azimuthal projections. The results are shown on 
the following graphs. 
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Figure 6.8 The effect of the number of iterations on the accuracy of the scatter correction for the line source on 
axis, relative to the air measurement (solid line), is shown. The single convolution-subtraction step is seen to 
fall between the air measurement and the profiles of the iterative corrections. The graph on the bottom shows 
greater detail of the full scale graph on the top. After one iteration little change is seen on these profiles. 
The single step convolution-subtraction produces profiles which lie between the air 
measurement and the result of multiple iterations of the correction procedure. After a single 
iteration no change is observed for the line source on axis, or at increasing radial displacements 
(see figures 6.9-10). For this reason one iteration only of the correction procedure has been 
used in all subsequent analyses. 
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Figure 6.9 The effect of the number of iterations on the accuracy of the scatter correction for the line source at 5 
cm lateral displacement, relative to the air measurement (solid line), is shown. The graph on the bottom shows 
greater detail of the full scale graph on the top. After one iteration little change is seen on these profiles. 
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Figure 6.10 The profiles for different numbers of iterations of the scatter correction procedure for the line source 
9.5 cm off axis all show the over-subtraction seen previously, with no conclusions being drawn regarding 
optintal number of iterations. 
6.2.4.3 The Effect of Scatter Correction on a Distributed Source 
Examining the effect of scatter correction on line sources allows the study of the scatter 
correction "point response function" at various locations within an object to gain insight into 
positional information. However, the other end of the validation spectrum is examining the 
response to a large structure such as a water-filled cylinder in which a radionuclide is uniformly 
distributed. Here, scatter should be evident as an increase in reconstructed count rate globally, 
as well as possibly some regional variations of count rate within the reconstructed object. 
Therefore, the effect of scatter correction was studied on a 20 cm internal diameter circular 
cylinder containing a solution of -3 kBq/ml of 68Ge/68Ga. This was imaged for 12 hours on 
the ECAT 953B. The count rate for coincidences was -60 kcps, therefore providing -2.6 x 109 
counts in total for a high quality test data set. The data were processed with and without scatter 
correction. The scatter correction applied used the average scatter fraction k=0.30 and scatter 
function a=0.09 cm-1 for the ECAT 953B, the appropriate values for this camera. Both data 
were normalised with the same procedure which used a scatter-free plane source, and corrected 
for attenuation with a calculated correction (t = 0.096 cm-1). The scatter corrected data had the 
normalisation applied before the scatter correction process, and both data sets were 
reconstructed with identical conditions (same filtering, same cut-off windows, same attenuation 
correction). The results are shown in figures 6.11 and 6.12. 
Scatter Correction in 31D PET 
0.25 
0.2 
, 0.15 
Ü 
h 
i. 
0.1 N 
ýi 
0.05 
0 
15 
0 6 
T --Corrected 
-10 -5 05 10 15 
Transaxial (cm) 
153 
Figure 6.11 The transaxial effect of the scatter correction on a uniform cylinder filled with 
6NGe is shown (with 
8 planes added). The data are from a 10 pixel (-20 mm) wide profile. The uncorrected data demonstrate an 
obvious peak at the centre of the field of view. A small normalisation artefact is present in these data, 
particularly noticeable with these high counting statistics. 
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Figure 6.12 The axial variation in the data from the uniform cylinder with and without scatter correction is 
shown. The reconstruction algorithm gives a slight increase in reconstructed count rate towards the edge of the 
axial field of view, and this is accentuated by the scatter correction. This is to be expected as the convolution 
operation assumes circular symmetry, and thus will estimate more scatter towards the centre of the field of view, 
which is the centre of the axial field of view in a planagram. The scatter correction adds approximately ±5% 
maximum axial variation to the data. 
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The data not corrected for scatter show an increase in scatter towards the centre of the 
cylinder in the transaxial profiles, which is removed adequately by the scatter correction 
process. A small residual normalisation artefact is evident in these count data. For the axial 
profiles a large region of interest was defined on the cylinder and the mean pixel count rate 
determined. This same region was applied to each plane and the results are plotted. A slight 
decrease in reconstructed count rate towards the centre of the axial field is seen in both profiles, 
but is worse on the scatter corrected data. The implementation of the reprojection algorithm that 
has been used is known to have a tendency to slightly increase the reconstructed count towards 
the edges of the axial field of view(Townsend et al, 1991), possibly related to the large number 
of synthetic projections contributing to these planes. The convolution-subtraction scatter 
correction further accentuates this. This is because the convolution step assumes circular 
symmetry and a spatially invariant kernel - this will always produce a "build-up" of estimated 
scatter towards the centre of the planagram, which corresponds to the centre of the axial field of 
view in the reconstructed volume. This axial variation in estimated scatter is unavoidable unless 
further measures are taken to suppress the effect. Possibilities could include extending the 
object artificially, thus avoiding the sharp truncation of the object due to the limited axial field 
of view, or applying a post-reconstruction plane-to-plane correction. Most objects are larger 
than the field of view and scatter will also be contributed from out of the field to the recorded 
data. A common approach in image processing for handling truncation problems is to 
extrapolate the edge measurements for some finite distance modified by a cosine function, so 
that they slowly decrease to zero. Another alternative would be to modify the convolution 
kernel so that it is no longer circularly symmetric. 
The diagram on the following page illustrates the steps in the scatter correction 
procedure using the same data as for the axial and transaxial variations in the reconstructed 
images. The over-subtraction seen in the axial data has its origins in the planagram of the scatter 
estimate. The scatter correction procedure is seen to apply what appears to be an appropriate 
correction within the plane, and a slight over-subtraction of scatter towards the centre of the 
axial field of view, judging by the shape of the profiles alone. It is more accurate, though, to 
assess the reconstructed activity concentrations, as the aim of PET is to produce quantitative 
data. This introduces more complexity, however, especially as to the most appropriate way to 
calibrate the data from 3D PET. This will be the subject of chapter 7. 
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6.2.4.4 Scatter Correction of the Utah Phantom 
156 
The Utah phantom is a test object designed with scatter correction evaluation in 
mind(Townsend et al, 1994). It is a conventional 20 cm diameter acrylic cylinder to which 
multiple compartments that are easily accessible have been added. It is shown in figure 6.14, 
which is a CT scan of the phantom. 
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Figure 6.14 An X-Ray CT scan of the Utah phantom with dimensions is shown. The phantom was designed 
to test scatter correction methods. The position of the thin horizontal lines indicate the level of the section on 
the corresponding image. For the CT scan the phantom was emptied so that the contrast is between perspex 
and air. 
Region C of the phantom was intended to crudely emulate the cortical rim of grey matter 
of the brain, while regions D and E provide embedded compartments which may contain 
differing concentrations of radioactivity to the surroundings to examine the effect of the "sea" 
of region B on them. Region A was added for two purposes: it provides a uniform cylinder 
(which can be use as an internal calibration), or it can provide a region outside the field of view 
which contains activity to examine the effects of out of field activity on quantitative accuracy. 
The first experiment used the ECAT 953B to assess the quantitative accuracy of the 
scatter correction in this object with all compartments containing water, and was therefore of 
homogeneous density and hence attenuation. A series of acquisitions were made with differing 
concentrations of radioactivity in the compartments. The schedule of acquisitions is shown in 
the table. 
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Acquisition Acq. Duration Conc B 
(kBq/ml) 
Conc C 
(kBq/ml) 
Conc D 
(kBq/ml) 
Conc E 
(kBq/ml) 
1-3D 30 mins 0 6.79 0 0 
2- 3D 40 mins 2.70 5.10 0 0 
3- 3D 50 mins 5.50 3.54 0 0 
4-3D 60 rains 3.57 2.23 1.86 0 
5- 3D 75 mins 2.24 1.34 1.12 11.8 
6- 2D 30 mins 1.37 0.94 0.78 8.24 
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Table 6.1 The radioactivity concentrations in the various compartments of the Utah phantom for an 
experiment where there was homogeneous attenuation within the object is shown. The radionuclide used was 
18F, and the concentrations given include a correction which allows for decay of the radionuclide during the 
acquisition period. Acquisitions 1-5 were in 3D, and acquisition 6 was made in 2D. The concentrations were 
calculated from paired aliquots counted in a calibrated Nal(Tl) well counter. 
The radionuclide used was 18F (t i/2=109.5 mins, branching ratio = 0.969) for all acquisitions. 
The relatively long counting times (which gradually increased to achieve approximately the 
same total counts for the acquisition within limitations) were so that adequate counting statistics 
could be obtained without necessitating high count rates, which would introduce large deadtime 
correction factors. The data were processed with and without scatter correction. Attenuation 
correction was done using a measured transmission scan. The 2D scan was included at the end 
so that factors such as the partial volume effect on any region of interest could be compared. 
The 2D scan was taken to represent the acceptable level of accuracy for quantitative purposes. 
All scatter correction was done in the manner previously described with the average scatter 
fraction and function used. 
The following graphs show representative profiles through the phantom for the various 
acquisitions. The results of the reconstructed activity concentrations are also tabled. These were 
calculated using the absolute sensitivity method described in chapter 8. The calibration factor 
for all 3D data was 0.5513 x 10 -3 ct. s-1. [kBq. ml-']-1. 
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Figure 6.15. A 10 pixel thick profile on plane 26 of the Utah phantom acquisition I with and 
without scatter correction. 
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Figure 6.16. A 10 pixel thick profile on plane 26 of the Utah phantom acquisition 2 with and 
without scatter correction. 
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Figure 6.17. A 10 pixel thick vertical profile (indicated on the images on the right side) on 
plane 26 of the Utah phantom acquisition 3 with and without scatter correction. 
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Figure 6.18. A 10 pixel thick profile on plane 26 of the Utah phantom acquisition 4 with and 
without scatter correction. 
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Figure 6.19. A 10 pixel thick profile on plane 26 of the Utah phantom acquisition 5 with and 
without scatter correction. 
160 
As the profiles show, the scatter correction performs well on the transaxial profiles over 
the large dynamic range that was examined. In particular, regions D and E (the smaller 
cylinders) approach zero when they contain no radioactivity. Regions of interest were placed in 
the phantom to sample each compartment while attempting to avoid partial volume effects. The 
region positions are shown in figure 6.20. The data over all planes containing the cylinder 
(defined from the CT scan) were averaged to obtain an estimate of the reconstructed activity 
concentration. These averages are shown in table 6.2. The table shows the calibrated activity 
determined from samples of the different concentration solutions, and the activity 
concentrations from the reconstructed images (using the single calibration factor of chapter 8) 
for the studies with and without scatter correction. All other variables were kept constant: the 
ramp filter was cut off at 1.6 cycles/cm the scatter fraction and function were the same for all 
studies except for the 2D scatter correction which used the manufacturer's scatter correction 
software, based on Bergström's method(Bergström et al, 1983), with its own defaults. 
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'ure 6.20 All 31 planes of acquisition number 4 (scatter 
, rrected) in this series of experiments are shown above. 
'ions of interest (left) were placed on the appropriate planes 
, flaining the cylinders. The top region in the small cylinder 
region D, while the lower one (with zero activity) is region 
E. Region B is placed in the large central (background) 
rv linder and an annular region is placed in comparnnent ('. 
The number of pixels in these regions used in the analyses are: 
" region B= 1396 pixels 
" region C= 3797 pixels 
" region D= 716 pixels 
" region E= 456 pixels. 
The total volumes of the cylinders are: 
" cylinder B= 1880±10 ml (measured with volumetric flask) 
" cylinder C= 1600±10 ml (measured with volumetric flask) 
" cylinder D= 165±5 ml (measured with graduated syringe) 
" cylinder E= 90±5 ml (measured with graduated syringe). 
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Acquisition Conc 
B 
(kBq/ml) 
Recon 
B 
(kBq/ml) 
Conc 
C 
(kBq/ml) 
Recon 
C 
(kBq/ml) 
Conc 
D 
(kBq/ml) 
Recon 
D 
(kBq/ml) 
Conc 
E 
(kBq/ml) 
Recon 
E 
(kBq/ml) 
I- 3D No SC 0 1.0±. 2 6.79 7.0±1.3 0 0.9±. 1 0 1.0±. 1 
I- 3D SC 0 0.1±. 1 6.79 6.3±1.2 0 0.05±. 1 0 
. 2±. 1 
2- 3D No SC 2.70 3.5±. 6 5.10 5.4±1.0 0 1.3±. 2 0 1.3±. 1 
2- 3D SC 2.70 2.6±. 5 5.10 4.8±. 9 0 0.2±. 2 0 0.3±. 1 
3- 3D No SC 5.50 6.2±1.1 3.54 4.0±. 7 0 1.6±. 2 0 1.5±. 3 
3- 3D SC 5.50 5.0±. 9 3.54 3.4±. 7 0 0.4±. 2 0 0.4±. 1 
4- 3D No SC 3.57 3.8±. 7 2.23 2.6±. 5 1.86 2.7±. 2 0 1.0±. 2 
4- 3D SC 3.57 3.2±. 6 2.23 2.2±. 4 1.86 1.9±. 2 0 0.3±. 1 
5- 3D No SC 2.24 2.4±. 5 1.34 1.6±. 3 1.12 1.7±. 1 11.8 12±1.1 
5- 3D SC 2.24 2.0±. 4 1.34 1.3±. 3 1.12 1.2±. 1 11.8 12±1.2 
6- 2D No SC 1.37 1.4±. 2 0.94 0.9±. 2 0.78 0.8±. 1 8.24 7.4±. 3 
6- 2D SC 1.37 1.2±. 2 0.94 0.9±. 2 0.78 0.7±. 1 8.24 6.8±. 4 
Table 6.3 The radioactivity concentrations in the various compartments of the Utah phantom comparing the 
calibrated concentration (Conc) with the reconstructed concentration (Recon). Each acquisition was reconstructed 
with (SC) and without (No SC)scatter correction. The reconstructed data have been corrected for decay during the 
period of the acquisition and the branching ratio of 18P. 
Acquisition Recon 
B 
(kBq/ml) 
% 
error 
Recon 
C 
(kBq/ml) 
% 
error 
Recon 
D 
(kBq/ml) 
% 
errort 
Recon 
E 
(kBq/ml) 
% 
errort 
1- 3D No SC 1.0 - 7.0 3 0.9 - 1.0 - 
1- 3D SC 0.1 - 6.3 -6 0.05 - .2 - 
2- 3D No SC 3.5 30 5.4 6 1.3 48.2 1.3 48.4 
2- 3D SC 2.6 -5 4.8 -5 0.2 8.5 0.3 12.2 
3- 3D No SC 6.2 13 4.0 13 1.6 28.8 1.5 27.3 
3- 3D SC 5.0 -9 3.4 -4 0.4 7.5 0.4 7.6 
4- 3D No SC 3.8 8 2.6 15 2.7 45 1.0 28.9 
4- 3D SC 3.2 -11 2.2 -2 1.9 1 0.3 8.7 
5- 3D No SC 2.4 9 1.6 19 1.7 54 12.2 4 
5- 3D SC 2.0 -12 1.3 -1 1.2 4 11.6 -2 
6- 2D No SC 1.4 2 0.9 0 0.8 3 7.4 -10 
6- 2D SC 1.2 -12 0.9 0 0.7 -3 6.8 -17 
Table 6.4 The % error on the reconstructed radioactivity concentrations in table 6.3. The figures in italics are 
calculated from the ratio of the apparent activity concentration in the compartment compared with the 
surrounding background of cylinder B, as these data have zero activity in the cylinder. 
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Corrections have been applied for the branching ratio of 18F and the decay of the radionuclide 
during the acquisition. The magnitude of the largest correction for the latter was 1.26 for 
acquisition number 4. The errors indicated in table 6.3 are one standard deviation of the mean 
of the planes' region of interest average, for those planes containing the cylinder in question. 
This error is dominated by the plane-to-plane accuracy of the reconstructed values. Table 6.4 
shows the error as a percentage relative to the calibrated activity. The mean of all of these errors 
over the range of concentrations studied is summarised in table 6.5. 
Data and Processing Region B Region C Region D Region E 
2D acq/recon No SC 2%* 0%* 3%* -10%* 
3D acq/recon No SC 15% 13% 49% 3.6%* 
2D acq/recon with SC -12%* 0%* -3%* -17%* 
3D acq/recon with SC -9.3% -3.0% 2.6% -1.7%* 
Table 6.5 The average accuracy for all of the acquisitions is summarised as the mean of the errors in each 
reconstruction. The data indicated by an asterisk(*) consisted of only one datum; all others had between 2 and 5 data 
points. 
All of the values in table 6.5 are consistent with what, in general, would be expected 
with the possible exception of the values for region B. Firstly, without scatter correction in 2D 
region B appears to be almost exactly correct, which is slightly surprising as there will be some 
scatter in this measurement. After scatter correction (in 2D) it is underestimated. The 3D 
reconstruction without scatter correction also gives a slightly lower value than expected in 
region B, and when this is corrected the value is again underestimated. This may be due to the 
axial variations discussed earlier that overestimate scatter towards the centre of the axial field of 
view, or there may be an inaccuracy in the calibration as all values are lower than would be 
expected. The rest of the results are as expected and very promising. The criteria for acceptance 
of quantitative accuracy in 3D PET that will be adopted is that it is at least as accurate as 2D 
PET. By this criterion this series of experiments suggests that this goal has been achieved, for 
this object and test conditions. The differences between the scatter corrected and uncorrected 
data can also be demonstrated by subtracting the reconstructed scatter corrected images from the 
uncorrected images. This gives some idea about the distribution of scatter that is estimated, 
without necessarily reconstructing the scatter estimates themselves. Examples are shown in the 
figure 6.21 for the four different radioactivity concentrations in acquisitions 1,2,4 and 5. The 
results show the uncorrected data in the top row, the scatter corrected data in the second row, 
the difference between uncorrected minus corrected and the converse, corrected minus 
uncorrected in the bottom two rows. In general terms, the difference seen is remarkably 
independent of the radioactivity distribution. 
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Figure 6.21 Selected planes (5,12,19,26) for the Utah phantom acquisitions (clockwise from top left) 1,2,5, 
and 4 are shown with uncorrected, scatter corrected, and (uncorrected-corrected) and (corrected-uncorrected) in ages 
displayed in the bottom two rows. There is a remarkable degree of similarity between the difference images for 
the different distributions, and hence the effect of scatter correction, for this range of'activity distributions in a 
homogeneous attenuator. 
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6.2.4.5 Scatter Correction of the Utah Phantom with Non-Homogeneous Attenuation 
All of the previous data have been acquired in situations of homogeneous attenuation in 
the cylinder. This is a reasonable approximation for clinical neuroimaging, although the sinuses 
do provide some air-filled contrast. The situation for other parts of the body will be less ideal, 
especially the thorax due to the presence of the lungs. Therefore, the effect of non- 
homogeneous attenuation on the reconstructed activity concentrations was examined, again for 
the Utah phantom. This was done in an experiment almost identical to that reported above in a 
separate series of acquisitions, except that region E did not contain any radioactivity, but in one 
situation contained sawdust (approximately the same density as lung) and in the other contained 
water. Data were acquired in 2D and 3D, and aliquots were taken from the phantom for 
absolute calibration. Scatter correction was applied in an identical manner to that above, as was 
the reconstruction process. The results are presented in table 6.6. 
Conc 
B 
(kBq/ml) 
Recon 
B 
(kBq/ml) 
Conc 
C 
(kBq/ml) 
Recon 
C 
(kBq/ml) 
Conc 
D 
(kBq/ml) 
Recon 
D 
(kBq/ml) 
Contents 
E 
Recon 
E 
(kBq/ml) 
4.76 4.7±. 9 6.25 6.9±1.3 8.42 8.0±. 6 Sawdust 0.7±. 2 
F 
4.29 5.911.1 5.63 6.7±1.2 7.59 9.0±. 5 Sawdust 1. O±. 3 
4.29 4.4±. 9 5.63 5.8±1.1 7.59 7.3±. 6 Sawdust 1.0±. 3 
4.0 5.5±1.1 5.25 6.1±1.1 7.08 8.3±. 5 Water 2.1±. 3 
4.0 4.2±. 9 5.25 5.4±. 1.0 7.08 6.8±. 6 Water 0.7±. 4 
2DNo 3.60 3.6±. 7 4.73 5.1±1.0 6.37 6.4±. 4 Water 1.7±. 1 
5- 3Dno SC 2.90 4.1±. 8 3.81 4.5±. 8 5.14 6.1±. 3 Water 1.5±. 1 
5- 3D SC 2.90 3.0±. 6 3.81 4.0±. 8 5.14 5.0±. 4 Water 0.5±. 2 
Table 6.6 The reconstructed activity concentrations (Recon) for the Utah phantom for the case of non- 
homogeneous attenuation (scans 1 and 2) are shown and compared with the homogeneous case (scans 3-5). The 
calibrated activities (Conc) were determined from aliquots counted in a calibrated well counter. SC indicates that 
the data have been scatter corrected in the conventional manner. 
Considering firstly the 2D scans under the two conditions (sawdust vs water in cylinder 
E), the apparent concentration in cylinder E is higher as a percentage of the surrounding 
concentration when water is present compared with sawdust. An implication from this is that 
more scattered events are reconstructed in this region, and therefore more scattering occurs in 
this region when it is filled with water compared with when it contains sawdust. This would be 
expected. In the 3D situation more scatter is present compared with the corresponding 2D scans 
for the two conditions. 
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Acquisition Recon 
B 
(kBq/ml) 
% 
error 
Recon 
C 
(kBq/ml) 
% 
error 
Recon 
D 
(kBq/ml) 
% 
error 
Contents 
E 
Recon 
E 
(kBq/ml) 
% of 
Conc Bt 
1- 2D No SC 4.7±. 9 -1 6.9±1.3 11 8.0±. 6 6 Sawdust 0.7±. 2 14 
2- 3D No SC 5.9±1.1 37 6.7±1.2 18 9.0-. 5 18 Sawdust 1.0±. 3 24 
2- 3D SC 4.4±. 9 2 5.8±1.1 4 7.3±. 6 -4 Sawdust 1.0±. 3 24 
3- 3D No SC 5.5±1.1 39 6.1±1.1 17 8.3±. 5 17 Water 2.1±. 3 53 
3- 3D SC 4.2±. 9 4 5.4±. 1.0 3 6.8±. 6 -4 Water 0.7±. 4 19 
4- 2D No SC 3.6±. 7 1 5.1±1.0 7 6.4±. 4 -0.2 Water 1.7±. 1 46 
5- 3Dno SC 4.1±. 8 40 4.5±. 8 18 6.1±. 3 19 Water 1.5±. 1 51 
5- 3D SC 3.0±. 6 5 4.0±. 8 4 5.0±. 4 -3 Water 0.5±. 2 17 
Table 6.7 The errors in reconstructed activity concentration are shown for the data in table 6.6. tAs compartment E did 
not contain any radioactivity, the error estimated is the reconstructed concentration as a percentage of the surrounding 
activity concentration in region B (taken from the calibration data). 
When cylinder E contains water the apparent activity concentration of 50% of the 
surroundings decreases to less than 20% with scatter correction. However, when cylinder E 
contains sawdust without scatter correction the apparent activity is half of that when it contains 
water (i. e., there appears to be less scattering) and the scatter correction has no effect upon it. 
The reasons for this are not obvious at first, but a possible suggestion is that this is in fact a 
complicated attenuation artefact. The reasoning is thus: all experiments to date have 
demonstrated that scatter resembles a broad, relatively featureless background which is 
probably more dependent on the object size and density than the radioactivity distribution. It 
would not suggest that "less scatter" would be seen in a localised area of lower density within 
the object on a projection in coincidence detection (see for example the profiles in figures 6.2- 
6.5, where scatter is seen well outside of the object). However, when it comes to attenuation 
correction using a measured transmission scan, less attenuation "weighting" will be applied to 
the projections containing the sawdust region, and hence they will be attenuation corrected by a 
lower factor. When these corrected emission projections are reconstructed, the effect will be to 
underestimate the reconstructed (scatter) count rate from this region. The effect that is seen is 
due to under-correction (for attenuation) of the scattered photons. Cherry observed a similar 
effect(Cherry et al, 1993) which he described as "the presence of scatter results in an 
overestimation of activity in cold regions which have attenuation coefficients similar to water, 
but an underestimation in regions which have low attenuation coefficients in the range of air. 
This indicates a preferential redistribution of counts by the filtered backprojection algorithm into 
areas of high attenuation in the presence of scatter". A more plausible explanation, however, is 
that this is not a backprojection "redistribution" phenomenon, but rather an attenuation 
Scatter Correction in 3D PET 
correction artefact. 
167 
Figure 6.22 The experiment with the 
non-homogeneously attenuating Utah 
phantom is shown on the top, and the same 
condition except that the sawdust in cylinder 
F, has been replaced by non-radioactive water 
is shown on the bottom. The legend is as for 
figure 6.21 (top row - uncorrected, second 
row - scatter corrected, third row - 
uncorrected - corrected), bottom row - 
(corrected minus uncorrected)). The increased 
ount rate in the region of cylinder E on the 
scatter corrected images is probably due to 
the artefactually low attenuation correction 
%nr scattered photons in the non-scatter 
corrected images. In the scatter corrected case, 
an amount approximating the true amount of 
scatter has been subtracted by the correction 
procedure, as evidenced by the fact that the 
reconstructed value in the region is in error 
by roughly the same amount for the sawdust 
and water cases alter scatter correction. 
Despite these differences, it can be concluded that the 3D scatter corrected data are as 
accurate, if not more so for the majority of the data, than the 2D studies. In addition, it has been 
demonstrated that heterogeneous density does not impact on the accuracy of scatter correction 
in other regions containing activity with the density of the majority of the object. 
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This would be expected to be the case for measurements in the brain, even though it is 
known that the frontal sinuses may be in the field of view. The apparent concentration in the 
sinuses may be wrong, but these data suggest that it would not impact on the values in the 
brain. It might be interesting to study the situation where there is activity in the regions of low 
density as well as the surroundings. This experiment has not been done. 
6.2.4.6 The Accuracy of Scatter Correction over a Wide Range of Count Rates 
PET has the ability, by virtue of its high sensitivity and biochemical specificity, to 
measure functional parameters from blood flow, metabolic, receptor binding or transmitter 
studies, but this usually requires measuring time series data. Typically, data are acquired for 
periods of between 30 and 120 minutes, and the temporal course of radiotracer uptake and 
elimination can be analyzed. A prerequisite for this, obviously, is accurate quantification of the 
reconstructed activity concentration over the dynamic range usually seen and this is no less true 
of the data acquired with 3D PET which has been scatter corrected with the method described 
here. To assess the accuracy of the scatter correction over a range of count rates typical of a 
research study, data were acquired with the Utah phantom with either 1IC or 18F in the 
different compartments using a scanning protocol of early rapid frames followed by longer 
frames, with a short series of rapid frames again later in the study. This clinical protocol is 
designed to detect "displacement" of a labelled radiotracer due to a challenge such as a 
competing ligand or endogenous release of an analogue of the ligand. 
The Utah phantom had calibrated concentrations of I IC introduced into compartments C 
and D and I8F into compartment B. Compartment E was filled with non-radioactive water. The 
dynamic sequence consisted of 38 frames with the following durations: 4x1 minute, 4x2 
minutes, 6x5 minutes, 8x1 minute, 4x2 minutes, and finally 12 x5 minutes. The 3D data 
were acquired with an angular mashing factor of 2 and with the transaxial field of view 
restricted to 128 projection bins to limit the data transfer and storage requirements. The true 
coincidence count rate at the start of the scan was -180 kcps. The energy window was 380-850 
keV. The data were reconstructed both with and without scatter correction ((x=0.09 cm- 1, k= 
0.30,1 iteration). Other factors accounted for in the processing are the decay of the 
radionuclide within the frame (significant for i IC and a5 minute frame), the branching ratio of 
18F, and the detector deadtime correction (range 1.45 - 1.10 from the start to the end). Regions 
of interest were placed on the reconstructed images (as for figure 6.20) in the various cylinders, 
and time- activity curves were plotted for the average of planes 26-30 as all cylinders were 
present in these planes. These curves are shown in the following figures. 
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Figure 6.23 The top graph shows the time-activity curves from the reconstructed images in 3D without 
correction for scatter for cylinders B (0), D (x), and E(+), the dashed line shows the calibrated concentration of 
11 C in cylinder D and the solid line shows the calibrated concentration of '8F in cylinder B. The middle graph 
shows the same for the 3D images after scatter correction, and the bottom graph shows the data for 2D without 
scatter correction. The concentrations in 2D were higher to try and match the count rates of the 2D studies, and 
this to demonstrate the effects in cylinders B and E this has necessiataed truncation of the data from cylinder D. 
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In the 3D data, the apparent concentration in cylinder D is accurate over almost the 
entire dynamic range after scatter correction, with a slight departure from the true value towards 
the end of the study probably attributable to some residual scatter "spillover" from cylinder B. 
Cylinder B shows a very significant departure from the calibrated activity while a high 
concentration of l IC is present in the neighbouring cylinder without scatter correction which is 
only partially corrected. Cylinder E, which contains no radioactivity, predominantly reflects 
scatter from the surrounding cylinder B. 
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Figure 6.24 The error in the non radioactive cylinder E is displayed over time as a percentage of the 
concentration in the surrounding cylinder B for the 3D data with and without scatter correction and for the 2D 
data. The temporal variation is attributable to the decay of 11C in the other cylinders. The 'dip' seen at 
approximately 5 and 45 minutes corresponds to a change in acquisition frame rate, and may be due to increased 
noise in the shorter frames or as a consequence of increased activity on the acquisition hardware's bus. 
This study tests a number of aspects of the scatter correction and the ability to quantify 
reconstructed radioactivity concentrations. Firstly, the accuracy of the correction over a wide 
dynamic range is demonstrated in cylinder D which initially starts with twice the radioactivity 
concentration in 3D of the surroundings and decays to less than 10% of it. Cylinder E, with no 
radioactivity, serves as an internal check on the scatter correction. The rapid frames at the 
beginning and in the middle of the study test the accuracy of the processing for different total 
counts in the data, but at approximately the same count rates as in the longer, neighbouring 
frames. The results are, for the most part, encouraging. The radioactivity concentration in 
cylinder D, initially twice the surroundings, is followed accurately for most of the dynamic 
range, with only a slight departure, probably due to some residual scatter, towards the end 
when the radioactivity concentration in the cylinder is low. The concentration in cylinder B at 
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first shows contamination from cylinders C and D, which both contained 11C, which is not 
completely removed by the scatter correction. Cylinder E, which should contain zero counts, 
shows some scatter from the surroundings. The magnitude of this is shown in figure 6.24 
where the concentration in the region is expressed as a percentage of the concentration in region 
B. 
After scatter correction, the error in 3D due to scatter is around 20% of the 
surroundings at the beginning of the study and decreases to less than 10% at the end. In 
contrast, without scatter correction in 3D the error is over 50% at the beginning and decreases 
to approximately 25% at the end. The error in the 2D data in region E is consistently around 
6%-8%. The discontinuity at -45 minutes corresponds to the start of the second series of rapid 
frames, and, as it is present in the non-scatter corrected data it is probably due to noise in these 
short, low count frames. 
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6.2.4.7 Scatter Correction in Human Studies 
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Finally in this examination of scatter correction a number of examples of the effect of 
scatter correction on human PET data are shown. While the true concentration of the 
radioligand in the subject cannot be known accurately in this situation, it can be compared with 
the 2D case. In the following example a study was performed with a 1'C-labelled drug called 
Deprenyl. Deprenyl (selegiline) selectively inhibits mono-amine oxidase type-B present in the 
brain for which dopamine, but not noradrenaline or serotonin, is a substrate. It is used in 
Parkinson's Disease to potentiate levodopa therapy allowing the dose to be reduced. It also has 
been suggested as a neuro-protective therapy in degenerative disorders. The data shown were 
acquired on the ECAT 953B from sequential 2D and 3D acquisitions: the 2D data were 
recorded between 25.5-30.5 minutes after injection of the tracer, and the 3D data between 
approximately 33-53 minutes. During this period there may be some redistribution of the tracer 
which confounds interpretation. 
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Figure 6.25a Selected planes from 11 C-deprenyl studies in the same subject in 21) (top rau') yard 31) (2nd rouw) 
without scatter correction are shown. The 3rd row shows the result of the subtraction of 21)-3D and the bottom 
row the reverse order of subtraction. The total cumulative activity was approximately 30% higher in the 21) 
study, after allowing for the different acquisition times and radionuclide decay. There is -35% difference in the 
average reconstructed concentration, which can be attributed to scatter. 
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Figure 0.25b The depretiv/ 
sludv in 2D is compared with 
the 3D case again, but with 
scatter correction. The average 
difference for the same brain 
region was </0% in this case. 
l",, cuir h. 'Se 7'hi. + figule 
shows the effect of scatter 
correction on the 3D deprenyl 
data. The top row is not 
. scatter corrected, and the 
second row is scatter 
corrected. The subtraction 
images (rows 3 and 4) bear 
remarkable resemblance to 
ii(vismission im«s es, 
including the head holder. 
l his is discussed further in 
tlrc IcV. 
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To permit a coarse comparison, a large circular region of interest was placed entirely 
within the brain on each of these representative planes and the average radioactivity 
concentration determined. A factor was allowed for the decay of the radiotracer and the 
difference in acquisition times. The 3D data without scatter correction showed a 35% increase 
in average concentration when compared with the 2D data. The scatter corrected 3D data were 
less than 10% different, however. This is a crude comparison, though, which neglects 
radiotracer redistribution. The most interesting aspect of this comparison, perhaps, is the 
remarkable similarity that the 3D difference images bear to transmission reconstructions. Some 
scatter build-up is seen towards the centre of the brain in each image. The feature noted in the 
study of the Utah phantom with heterogeneous attenuation, namely the "under attenuation 
correction" of the scattered photons in a region of low density is observed in plane 26 of the 
deprenyl study as well, where the frontal sinuses are clearly visible in the difference images. 
For similar reasons the cranium and head holder are also visible. This may also give some 
insight into the "transmission image" like nature of the subtraction of scatter corrected from 
non-scatter corrected 3D data: as the scatter estimate is smooth and relatively featureless, areas 
of different attenuation will apply different weightings in the attenuation correction procedure. 
Therefore, areas of contrast in attenuation (the cranium, the head-holder) will be highlighted by 
the scatter correction/attenuation correction and reconstruction process. 
Another example is shown in figure 6.26. In this example the radiopharmaceutical is 
18F-fluorodeoxyglucose. These data were also acquired on the ECAT 953B. The study was 
acquired after a 150 MBq injection of the radiotracer and the data shown were acquired 40-60 
minutes after injection. The figure shows the data reconstructed with and without scatter 
correction using the usual parameters. The increased contrast in the scatter corrected study is 
visible, as are the low attenuation scatter artefacts again, this time seen in the frontal and 
sphenoid sinuses, and auditory canals. This study does not have a 2D example with which to 
compare. 
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Figure 6.26a. The c/fcct u/ 
. scatter correction on a 3D FDG 
study is to increase the contrast. 
Note also in plane 26 the same 
attenuation artefact as seen 
previously, but this time seen 
also in the sphenoid sinus and 
nudNnrr ccuic1Ls. 
Figure 6.26b. A10 pixel pride 
profile at the level indicated on 
plane 26 in the above figure 
demonstrates that the scatter 
correction reduces the reconstructed 
count to close to zero in the air- 
Jillrcl rtndito/ i canal (ruruwed). 
The scatter correction improves the contrast on these high quality 3D images, and the 
profile demonstrates the ability of the scatter correction to reduce the reconstructed count in a 
low attenuation area devoid of radiotracer to close to zero. While this is not a true "gold 
standard", nor is there a 2D study in this example to compare with, it is encouraging that the 
data are near zero in an area where no counts would be expected. 
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6.3 Noise Propagation in Convolution-Subtraction 3D PET Scatter Correction 
In equation 6.1, noise was treated as a single additive parameter. However, in PET the 
noise in a projection is the composite of a number of factors. The noise that is referred to here 
is the random, statistical variation of the observed counts about the true mean value. 
6.3.1 Characteristics of Noise in PET Data 
The count recorded in a projection bin in PET is the result of a coincidence. As 
discussed in chapter 2, coincidences can be due to "true" coincidence events, random or 
accidental coincidence events (which can be estimated from the single photon flux impinging on 
the detectors or by measurement with a delayed window), or scattered coincidences. The 
probability of decay of a nucleus with the accompanying emission of one or more particles or 
quanta is an example of a Bernoulli trial where only two outcomes are possible - an example of 
a binary experiment. When the number of trials n (in this case nuclei) is large and the 
probability p of success is small (i. e., close to zero) Poisson (1781-1840) demonstrated that 
this binomial distribution could be approximated by a distribution of the form e-"P(np)k/k!, 
which is known as the Poisson distribution. Nuclear counting experiments are usually 
examples of a Bernoulli trial and it is assumed that the resulting statistical uncertainty can be 
approximated by a Poisson distribution, where the variance is equal to the mean count 
recorded. However, in PET, there are many processes contributing to the statistical uncertainty 
in any projection bin, all of which bring their own statistical error with them. Hoffman points 
out that the uncertainties associated with these various processes and corrections can be altered 
almost at will(Hoff nan and Phelps, 1986). For example, correction for random coincidences 
can be computed from singles rates on the detectors or from a delayed window coincidence 
method. The much greater count rates from the singles means that this correction will have far 
less uncertainty than the delayed coincidence window correction. Further, the width of the 
delayed windowed can be altered, so that increasing it will result in a more reliable estimate. 
Most investigators today concur with the view that PET data are not simply Poisson 
distributed due to these factors alone, as well as corrections for attenuation, detector efficiency, 
etc, which distort the distribution even further. Some still assume that the data approximate a 
Gaussian(Haynor and Woods, 1989), while others emphasize that the data are far from 
Poisson or Gaussian(Rowe and Dai, 1992), with noise being at least an order of magnitude 
greater than that predicted from simple Poisson estimates. 
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6.3.2 Noise Propagation in Scatter Correction 
The convolution-subtraction scatter correction method produces scatter estimates which 
are essentially noiseless in terms of statistical fluctuations (see figure 6.13). This is because the 
convolution kernel used is extremely "broad", which causes an enormous smoothing of the 
planagram data in producing the scatter estimate. This broad scatter distribution has been 
shown to be appropriate in simulations(Barney et al, 1991; Watson et al, 1995), and is 
supported by the data presented previously. As a consequence, scatter estimates produced by 
the convolution method do not introduce additional random, statistical noise into the 
measurement. Equation 6.1 can be rewritten separating the noise contributions from the 
unscattered and scattered events as 
go = (g,, ± g,, ) + (gs±i gs) [6.11] 
where the noise term 11 has been replaced by the explicit noise terms for the unscattered and 
scattered components. The scatter estimate which is subtracted is noiseless so the scatter 
correction process is simply described by 
g. logo±ýgý±ýgs) [6.121 
Thus the noise component in the scatter corrected projection data is of the same magnitude as it 
was in the original observed data as the scattered data contribute noise to the projections which 
is not removed by the correction procedure. However, as the scatter correction has reduced the 
average count by a factor k (the scatter fraction) the signal-to-noise ratio will be decreased. As 
the iterative process always subtracts the updated scatter estimate from the original data (not the 
previous step, for example) it does not propagate any additional noise to the scatter estimate. 
If the scaling of the scatter correction alone is considered, before corrections for 
normalisation and attenuation so as to make the broad assumption of a Poisson distribution, 
then the residual variance in the scatter corrected data is simply the sum of the variances of the 
unscattered and scattered components. As the amount of scatter subtracted is a fixed fraction (k) 
of the total counts the total variance is simply g+ gs, so 
g-+ g3 [6.13a] 
= 
4gu (l + ýk k) 
[6.13b] 
That is, the noise on an image can be estimated from the mean reconstructed count rate and the 
scatter fraction that was used. 
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The change in the signal to noise ratio will be given by the ratio of the signal to noise in 
the scatter corrected data compared with the non scatter corrected data, which is 
and 
Therefore, 
SNR. Sc = 
9° + g12 [6.14a] 
(g»+ gs) 
g. 
SNRS, _ (gu+ gs)1/2 
[6.14b] 
LSNR = 
9. 
[6.15a] 
gu +& 
11+k 
[6.15b] 
1-k 
=I-k [6.15c] 
Therefore, for k=0.3 the change in the signal to noise ratio after scatter correction (iSNR) 
will be approximately 0.7 of what is was before scatter correction. 
The data from the homogeneous Utah phantom with multiple acquisitions were used to 
assess the noise increase due to scatter correction. For each plane in which there was a 
compartment containing radioactivity the coefficient of variation (CoV) was calculated from the 
standard deviation within the region of interest divided by the mean count for the region of 
interest. From this the average value of the coefficient of variation and the standard deviation of 
the coefficient of variation was calculated. In this way, plane-to-plane variations were removed 
from the data as each plane was effectively "normalised" to its own mean. For the data in table 
6.8 the change in the coefficients of variation averaged over all acquisitions, calculated as the 
difference between values with and without scatter correction, were 0.83,0.9, and 0.77 
respectively for cylinders B, C, and D. Obviously the change will depend on the actual 
reconstructed value of the compartment as well as other factors such as size of the region, but 
the relationship in equation 6.15c serves as an approximate guide to the change in signal to 
noise after the scatter correction. Using the same argument, a scatter correction which 
subtracted unsmoothed measured scatter data such that the noise term was (gu+gs+gs)1/2 would 
double the noise contribution from the scatter and for k=0.3 the signal to noise ratio after 
scatter correction would be -0.5 of the non scatter corrected value. 
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Acquisition Cyl B 
CoV % 
Std 
Dev 
CoV % 
Cyl C 
CoV % 
Std 
Dev 
CoV % 
Cyl D 
CoV % 
Std 
Dev 
CoV % 
Cyl E 
CoV % 
Std 
Dev 
CoV % 
1 -3D No SC - - 6.1 1.7 - - - - 
1 3D SC - - 6.3 1.7 - - - - 
2- 3D No SC 12.9 3.8 7.1 1.9 - - - - 
2- 3D SC 17.0 4.6 7.5 2.0 - - - - 
3- 3D No SC 8.8 2.4 9.4 2.8 - - - - 
3- 3D SC 10.0 2.7 10.3 3.0 - - - - 
4- 3D No SC 9.3 2.8 10.2 2.8 12.1 3.1 - - 
4-3D SC 10.7 3.1 11.3 3.0 16.1 3.6 - - 
5- 3D No SC 10.5 2.7 12.0 3.7 14.7 2.9 12.6 1.2 
5- 3D SC 12.3 3.1 13.6 4.1 19.9 3.3 12.0 1.2 
Table 6.8 The percentage noise (coefficient of variation) within a region of interest in each of the compartments 
of the Utah phantom is shown for the homogeneous density situation. Values are only given if the 
compartment contained radioactivity. The variation in the noise estimate over planes is also shown as the 
standard deviation of the CoV%. 
6.4 Summary of Convolution-Subtraction Scatter Correction in 3D PET 
A scatter correction method has been implemented for 3D PET data. The method 
subtracts a scaled convolution of the emission photopeak data from the original data in an 
iterative manner. It was found that convolution with a mono-exponential function produced a 
scatter corrected line response function which closely paralleled a measurement without scatter. 
An average scaling factor has been used for all projections. When the method was applied to 
distributed sources it produced accurate reconstructions of the original radioactivity 
concentrations under a variety of conditions, and over a large dynamic range typical of that 
encountered in routine neuroimaging. The accuracy of the reconstructions is, however, 
dependent on both the normalisation and calibration operations, which will be discussed in the 
following chapters. The issue of the impact of out of field of view radioactivity on the accuracy 
of scatter correction has not been addressed as it is not likely to be a major problem for the 
neurological investigations that have been the focus of this project work. As systems are 
designed with more "open" 3D geometries this may become more of an issue. 
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Chapter 7 
Normalisation in 3D PET 
7.1 Introduction 
The introduction of full volume acquisition and reconstruction of 3D PET data brought 
with it a number of issues that required attention to maintain the quantitative accuracy of PET. 
As the previous two chapters have demonstrated, the increased acceptance of scattered 
radiation, which can constitute a large fraction (0.3-0.5+) of the measured coincidence events 
was principal amongst these, as well as the need for optimisation of acquisition parameters 
(e. g., dose injected, maximum count rate, etc) to obtain the maximum gain from the increased 
sensitivity of 3D PET (Bailey et al, 1991; Cherry et al, 1991; Bailey et al, 1993). Normalisation 
of the 3D scan data, i. e., the correction of non-uniformity of detector response and corrections 
related to the geometry of the scanner, has received relatively less attention. 
The first multislice 3D data acquired and reconstructed on a full ring BGO block 
detector tomograph used a blank scan obtained from a low activity rotating rod source to 
generate a normalisation for all lines of response(Townsend et al, 1989). This is an example of 
a direct method of obtaining a normalisation, i. e., the data acquired for the normalisation are 
"inverted" to provide a correction factor directly from the measured data, after a global 
normalisation to give an overall gain of unity. Subsequent to this, indirect methods were 
developed which used 2D data sets to model individual detector responses and combine them to 
produce an estimate of the sensitivity for a line of response between any two detectors(Casey 
and Hoffman, 1986; Chesler and Stearns, 1990). The use of 2D data for generating a 3D 
normalisation was born of necessity as the sources available were intended for use in 2D 
normalisation, and as such had prohibitively high count rates when used in 3D(Cherry et al, 
1991; Defrise et al, 1991). There are a number of criticisms of the indirect approach, however, 
which include: 
" if the normalisation is acquired with transmission rod sources, the location of the 
sources relative to the detectors and the field of view are very different to that when 
imaging an object in the centre of the tomograph (this applies to both 2D and 3D 
acquisitions); 
" if it is acquired in 2D mode with septa in place in the field of view, the response of the 
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detectors is very different to the 3D situation due to the large shadowing effect that the 
septa have on the blocks (this applies irrespective of the source, whether rotating rods, 
uniform cylinder, or plane source); 
" it is difficult to model all effects accurately as it is possible that corrections will vary 
with both azimuthal angle (0) and polar angle (9), as well as potential interactions 
between these; 
" if a uniform cylinder is used in 3D the scatter present may distort the normalisation. 
Plane sources are recognised as the ideal geometry for PET normal isation(Hoffinan et 
al, 1989; Stazyk et al, 1994). There are a number of practical difficulties, however, related to 
plane sources, and their use for normalisation in 3D, which include: difficulty in manufacturing 
highly uniform, solid plane sources; plane sources will generate scatter and random events in 
3D measurements; the source container edges usually preclude obtaining a normalisation to the 
edge of the field of view; the costs associated with the sources; sources of different strength are 
required for 2D and 3D measurements; that tomographs with different fields of view require 
different sources (there are 5 tomographs on the Hammersmith Hospital site now - all with 
different fields of view); and the difficulties of handling, shielding, and storing these sources. 
An alternative method aimed at overcoming many of these shortcomings was developed 
in the course of this project with the aim of emulating a plane source, using a line source of 
activity which slowly traverses the field of view during a single acquisition frame(Bailey and 
Jones, 1995). The perceived advantages of the moving line, "pseudo-plane" source approach 
that were suggested were that it is easy to manufacture line sources to high specifications of 
uniformity, there would be minimal scatter, it would be easy to adjust the field of view using 
limit switches on the support carriage, and it would be inexpensive as old, "expired" 
transmission rod sources, too weak for measuring coincidence photons attenuation through a 
subject, could be reused for this purpose. The design and implementation of this device is 
discussed in the following section. 
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7.2 Development of a Practical Device for Plane Source Normalisation 
Measurements 
The concept for the pseudo-plane source is not dissimilar to the moving line source 
developed previously to measure transmission in SPECT studies(Tan et al, 1993) and now 
available as an option from a number of gamma camera manufacturers. A moving line source 
has also been previously suggested as a suitable quality control device for planar gamma 
camera imaging(Vanregemorter and DeConinck, 1987) as it could emulate not only a plane 
(sheet) source used with the gamma camera, but also the motor drive could be made 
programmable so that sinusoidal patterns, square waves, etc, could be generated by merely 
varying the speed of the source as it makes a pass across the camera field of view. Such a 
device, it was suggested, could replace test devices such as bar phantoms made of lead to 
measure contrast, linearity, etc, and more complex tests like those that could assess modulation 
transfer function, uniformity, and dynamic range with sinusoidal line source velocity profiles 
could be developed. 
7 2.1 Design and Construction Features 
The device that has been constructed is shown in figure 7.1. The device is built around 
an aluminium support carriage in which a slot has been machined within which the source 
slides. Mounted on this is a long, single worm drive attached to a small DC motor (far right end 
of the device in the figure) which is driven by a 12V power supply. The motor drive is attached 
via a flexible direct coupling to the worm drive. The slider has a threaded plastic support into 
which a long steel tube is inserted to hold the source. At the end of a pass the slider depresses a 
limit switch which reverses the polarity of the current to the motor thereby reversing its 
direction. The limit switches are adjustable and are attached to a light rail underneath the main 
slider (this rail can be seen protruding slightly out of the left side of the device in the figure). 
The entire device is attached to the head holder tongue-and-groove fixture which is standard on 
the ECAT tomograph scanning bed, and can be rotated in the 4 direction to any arbitrary angle 
to obtain a normalisation for all detectors; 6-8 positions is usual. The source holder tubing is 
removable to allow any length of source to be used, which allows for variable axial field of 
view of tomograph. The five tomographs on the Hammersmith site have fields of view of 
(transaxial x axial) 10 x 5.4 cm (RATPET), 61 x 10.8 cm (ECAT 931), 38 x 10.8 cm (ECAT 
953B), 62 x 16.2 cm (ECAT ART), and 62 x 23.4 cm (ECAT EXACT3D), so that the ability 
to vary both the transaxial and axial coverage is essential. 
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PET systems consists of an aluminium support to which a motor (far right) and worin drive are attached. The, 
radioactive source is placed in the steel tube on the upper left side of the figure which is aligned with the z-axis 
of the tomograph and can be of any length. This device is fixed to the conventional head holder tongue-and- 
groove fitting on the scanning bed, and the black knurled knob seen in the centre allows the source to he fixed at 
any arbitrary angle to measure all detectors around the ring in 6-8 sequential acquisitions. The source velocity is 
--5mm/min. Limit switches dictate the scan length of the transaxial field of view. 
7.2.2 Principle of Operation 
To acquire a complete normalisation, the device with the appropriate axial source holder 
is attached to the bed. The transverse limits of the field of view are then set so that the device 
covers the entire field. (One problem with plane sources is that they have a finite thickness of 
container border on either end precluding measurement in this area; when whole body scans are 
acquired the subject's arms are often imaged by their side, but in an area which is outside the 
usual normalisation field of view, and this can cause artefacts in the reconstruction). The 68Ge 
source strength need only be a few MBq in total for a high count rate with low detector 
deadtime. A normal, single frame 3D acquisition is defined. One return pass on the 953B 
(patient aperture of . 38 cm) requires around 150 minutes with the source travelling at 5 
mm. min-1; the ECAT ART with its larger (62 cm) field of view takes nearly 4 hours to cover 
the entire transaxial field of view. Multiple passes can be acquired by defining the frame length 
as integer multiples of a single pass duration. The source velocity of 5mm. min-1 was chosen 
initially to try to ensure stability, minimise "dwell time" at each lateral extreme, and minimise 
any uniformity variation in the acceleration and deceleration phases as the source reverses 
direction, the concept being that only one return pass would be required rather than multiple 
oscillations. The frame start is synchronised with the start of the source motion, which for 
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convenience usually starts at one extreme of the transverse field of view. The frame is then 
terminated after the required number of passes. Figure 7.2 shows a comparison of a 3D 
sinogram obtained with the moving line source and a conventional 3D plane source for a single 
position on the ECAT 953B. The image on the left side is of the conventional plane source and 
the image on the right is from the moving line source. The extended width of the measurable 
field of view for the line source and the extra scatter in the conventional plane source 
measurement are clearly seen. 
Figure 7.2. hie sinogram on hie Ic%t is /min ae rnn'cwtinnunl /, /, ill, ý, if I, I Ir, /10(1/i 'n II' ýl ý sir I 1iiI: "/, position 
and the sinogram on the right is front the moving line source. The data contain appro. simatelvv the . came total 
counts in the lowest 1/6th of the sinogram (the portion that would be used in building the full normalisation 
sinogram). The acquisition times for these sinograms are 200 minutes (equivalent) for the conventional plane 
source and 150 mins for the moving line source for this position. The data have been histogram equalised to 
better display the entire dynamic range. 
The source that has been used in figure 7.2 was an expired transmission solid rod 
which contained approximately 8 MBq of 68Ge. The plane source in this example contained 
-15 MBq of '8F (averaged over the acquisition duration). The axial uniformity of this source 
was checked by stepping it through a thin collimated lead aperture using the MRC Cyclotron 
Unit's RATPET(Bloomfield et al, 1995) as a `single ring' detector and the uniformity was 
found to have less than 3% coefficient of variation along its length. At present, no monitoring 
of source velocity is done and thus uniformity in the transverse plane relies purely on the 
stability of the 12V DC power supply and the uniformity of the pitch of the lead screw which 
drives the source holder. For a complete normalisation on a full, circular ring tomograph the 
device is rotated to a number of positions separated usually by 22.5° or 30° and the process 
repeated. The sinograms resulting from these different positions are then combined to provide a 
complete normalisation sinogram data set. Figure 7.3 illustrates this process. For the ECAT 
ART, which is a rotating partial ring tomograph, only one position is required as the detectors 
themselves rotate. 
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Figure 7.3 The moving line source data are acquired at srt discrete positiuas sluiced at it) , inleri u/s to corer 11/1 
detectors. The annulus indicates the circular detector ring and the double-arrowed line indicates the direction of 
motion of the line source, with the corresponding sinogram front this position displayed beneath it. This 
sinogram is the first of 256 sinograms in the full 3D set. From these six 3D acquisitions one complete set of 
3D sinograms are assembled to use in the normalisation. 
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7.3 Use of the Moving Line Source to Examine Components of Normalisation 
The device has been used to study factors affecting normalisation in 3D PET data. It 
would have been desirable to compare a high quality plane source containing a long-lived 
radionuclide (such as 68Ge) in 3D with the moving line source, but such a source was not 
available. The aims of this evaluation, then, were to: 
" identify the respective components required for normalisation due to differences in 
detector efficiencies and geometry; 
" to examine the dependence of these corrections on axial acceptance angle in 3D data 
sets; 
0 to examine the effects on reconstructed images of the various corrections. 
The effects that have been examined are (i) detector efficiency non-uniformity correction, (ii) 
geometric correction, (iii) crystal interference profile within a ring, and (iv) crystal interference 
between rings. The data from six discrete positions were combined to give a full 3D 
normalisation (figure 7.4). 
7.3.1 Data Acquisition 
All data were acquired on the ECAT 953B which has 384 detectors in each of its 16 
rings. The energy window for coincidences was 380-850 keV. Data were acquired at 6 angles, 
equally spaced at 30° increments. Data at each position were acquired as a single return pass in 
one 3D frame containing 256 sinograms, each of dimensions 160 bins by 192 radial samples. 
This provided a complete set of sinograms of "plane" source data. The line source gave a count 
rate of 250-280 kcps depending on location in the plane, with an acceptably low randoms rate 
(max. 4% of net trues) and deadtime (max. 8%). Each position yielded an average total count of 
103 counts per line of response. To test the effect on reconstructions a 20 cm diameter water- 
filled cylinder containing 68Ge (-3kBq. ml-J) was imaged in 3D for 12 hours. The count rate 
for true coincidences from this cylinder was -60 kcps, therefore providing -2.6 x 101 counts in 
total for a high quality test data set. The data from each of the six positions were assembled to 
provide a full set of data. This was done by extracting the 32 projections (i. e., 192/6) whose 
lines of response were almost orthogonal to the plane source at each position. The final step 
was to trim the sinograms from 160 to 128 projection bins to limit the transaxial field of view, 
as is done in the reconstruction process. 
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Figure 7.4 The projections which are approximately orthogonal to the plane in which the line source was 
moving at each position are extracted and assembled into one set of 3D sinograms. Each set of sinograms in this 
data set covers a 30 'fan. 
7.3.2 Extracting the Components of Normalisation 
The components of normalisation were isolated and reconstructions where the 
combined effects were successively demonstrated were derived for the following effects. All 
symbols and reference coordinates refer to those in figure 2.3. 
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7.3.2.1 Effect 1- Detector Efficiency Non- Uniformity Correction 
192 
The detector efficiency correction is calculated from the plane source data for each 
individual detector(Casey et al, 1986; Chesler et al, 1990). The assumptions here are that all 
lines of response will have approximately the same coincident photon flux, and that most fan 
sums do not vary greatly from the average fan sum. The individual detector efficiency E for 
crystal i in ring m is given by: 
Smax, omax 
Y- S (s, p, m, n 
) 
S=Smin. 0=Orrin 
(E(i, m)) =N [7.1 ] Smax. 
max 
- NE 
Y- S (s, o, m, n ) 
(ý n=I S-Smin. 0=Turin 
where S(s, o, m, n) is the sensitivity of a line of response for the sinogram element (s, 4) between 
rings m and n, and there are N detectors in total. The impact of the detector efficiency 
correction factors is shown in figure 7.5 where the correction factors calculated from the above 
equation have been applied to the assembled data from the moving line source acquisitions. The 
six discrete portions can be clearly seen. Each diagonal line is formed by the responses 
measured between a single detector on one side of the ring and the fan it forms coincidences 
with on the opposite side. A diagonal line of low response is therefore due to a single detector 
having a low efficiency. A histogram of the detector efficiencies is shown in figure 7.6. 
l igurt- /. i II, assembled data from the moving line suuirc l, s shown on the left and the result u//i , 
//('I the 
calculation of and correction for, detector efficiencies is displayed on the right. The decreased values towards the 
centre on the corrected sinogram clearly demonstrate the need for the ring geometric profile correction. 
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Figure 7.6 The histogram of the detector efficiencies (normalised for untiy gain) calculated 
from the moving line "plane" source acquisition is shown for the 6144 detectors in the ECAT 
953B. 
7.3.2.2 Effect 2- Geometric Profile Correction 
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The transaxial geometric profile(Bergström et al, 1982) as a function of ring difference 
(detector ring combinations in the polar angle 0) was calculated from the equation: 
Nm 
G(s, m, n) =NE S(s, ý, m, n) [7.2] 
0 4=] 
where No is the number of radial projections (rows in the sinogram). The profile is simply the 
sum over columns of the data in a sinogram. A typical geometric profile is shown in figure 7.7. 
1.5 
C7 
0.5 
Figure 7.7 The geometric profile for the sum of all direct planes (m=n) is shown. 
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There is a decrease towards the centre of the projection due to the increasing collinearity 
between the lines of response and the gaps between the detectors in the block, and the 
decreasing centre-to-centre spacing between detectors towards the edge of the transverse field 
of view due to the curvature of the ring. This profile was found to be constant for all rings with 
the same ring difference and over all ring differences. The effect on the reconstructions of this 
"hole" will be demonstrated later, but may help to explain why the increased magnitude of 
scatter did not appear to be an obvious problem in early 3D reconstructions. 
7.3.2.3 Effect 3- Crystal Interference 
Crystal interference is the geometric response profile of a given detector with each 
detector in the opposing block(Casey et al, 1995). This is a pattern which is repeated for that 
detector in every block, and so steps in units equal to the number of detectors radially in the 
block (8 for the ECAT 953B and 951R). It is given by the following: 
N 
X(s, k, m, n) =N Z' S(s, k+(0- 1)Ndet, m, n) [7.3) 
s e-1 
where Ndet are the number of detectors radially in one block, NS = Ný/Ndet are the number of 
sinogram rows (s) to average together, and k is the position of the detector in the block, given 
by k=mod(i, Ndet), such that I <_ k<_ Ndet. The crystal interference profiles for each of the eight 
detectors from the direct sinograms (i. e., m=n) are shown in figure 7.8. Again, these profiles 
were found to be constant for each detector position in the block over increasing ring 
differences. 
The overall normalisation factors are given by combining each of the above: 
N(s, o, m, n)= 
I 
[7.4] 
[ (<E(i, m) > (E(j, n))) G(s, m, n)X(s, k, m, n) 
where one or all of the corrections may be omitted. When the geometric factors are combined a 
geometric correction sinogram can be formed and this is shown in figure 7.9. 
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Figure 7.8 The crystal interference profiles for all rings with dp=O for each of the 8 detectors radially is shown. 
The x axis is the projection dimension (s). These factors are consistent from ring to ring on the ECAT 953B. 
Each graph corresponds to one of the eight detectors 1-8 (front top left to bottom right) in the SCAT 95x block. 
The scaling of the profiles is artbitrary. 
Figure 7.9 The combination ct/' all a! the 
geometric corrections is shown displayed as a 
. cinogram. 
The bright and dark "tips" of the 
diamonds towards the edge of the field of view 
correspond to the peaks and troughs that are 
seen in the crystal interference profiles, 
especially for detectors 4 and 5. 
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The data from the uniform cylinder were reconstructed using the fully 3D filtered- 
backprojection/reprojection algorithm(Kinahan and Rogers, 1989; Townsend et al, 1989) with 
a calculated attenuation correction (t1=0.096 cm 1), an unwindowed ramp filter with a cutoff at 
the Nyquist frequency (fNyq=1.6 cycles. cm-1) for the initial 2D image, and a generalised 
Colsher filter(Colsher, 1980; Defrise et al, 1989) for the 3D reconstruction. The data were 
reconstructed both with and without convolution-subtraction scatter correction to investigate the 
interaction between scatter correction and normalisation artefacts(Ollinger, 1995). 
The uniform cylinder containing 2.6 x 109 counts in total was reconstructed for the 
conditions of: 
0 (i) no corrections applied; 
0 (ii) detector non-uniformity correction only applied; 
0 (iii) detector non-uniformity correction plus geometric correction applied; and 
" (iv) detector non-uniformity correction, geometric correction and crystal interference 
correction applied. 
The effects on the reconstruction of the uniform cylinder of the different effects are 
shown in figure 7.10 (non scatter corrected on the left, and scatter corrected on the right). 
The first effect that is noted is that the scatter in the image "offsets" the relative decrease 
seen towards the centre of the reconstruction when the geometric profile correction is not 
applied. This is most clearly seen in figures 7.10a and 7.1Ob. Application of a single geometric 
profile correction (figure 7.1Oc) effectively removes this. A residual ring artefact is still seen at 
roughly half the radius of the cylinder, as well as a small hole in the centre of the image matrix. 
The addition of the crystal interference profile (figure 7.1Od) reduces both of these effects, 
although they are still present. However, the remaining artefacts are only visible on high count 
images, and are not usually noticeable on a typical human study. 
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Figure 7.10 The effect on the reconstruction of a uniform cylinder of the various corrections is shown. All 
reconstructions have used a calculated attenuation correction. In each case the image on the left is not corrected 
for scatter and the image on the right has been scatter corrected before reconstruction. 
A metric to quantify the effects of the different normalisation procedures has also been 
developed. The usual uniformity measures (e. g., NEMA, EEC) calculate the mean and 
standard deviation for regions of interest (e. g., 1 cm square regions). For geometric effects 
such as those present in the above reconstructions these will obviously be insensitive. The most 
accurate assessment would be one that was orientated to examining circular differences. The 
parameter "integral uniformity" defined in the NEMA gamma camera test procedures(NEMA, 
1986) was adapted for this purpose in the following manner. The mean and standard deviation 
was calculated for radial "rings" in the reconstructed images. This, in effect, is simply replacing 
square regions of interest with annular ones. As the effects are related to the geometry of the 
scanner rather than the object, the centre of the scanner (i. e., pixel (64,64) in the 128 x 128 
reconstructed images) was taken as the centre of the annuli. The annular rings were calculated 
at one pixel radial steps over 360 degrees for all pixels contained within the circular cylinder. 
For each plane (p) and annular ring (r) the mean (e(r, p)) and coefficient of variation (Cov(r, p)) 
was recorded given by 
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27t 
E(rp) =NE I(r, (D, P) [7.5] 
(D=0 
2% 2 
(I(r, (D, P) - £(rP) 
m=o 
CoV (r, p) =N-1x 100 [7.6] 
E(r, p) 
where t is the angle about the centre within the reconstructed plane analogous to the azimuthal 
angle 0 in the sinogram case, I(r, (D, p) defines a pixel within a plane and N is the number of 
pixels in each annular sample. No correction was made for the increase in the value of N with 
increasing radius. The values were then averaged over all planes and the maximum and 
minimum averaged e(r) found to measure the absolute uniformity index (UIE): 
E (r)mnx- E (r)m; n UIe(%) _--x 100 [7.71 
9 (r)ma(+ E (r)min 
The absolute uniformity index for the radial mean count measures the largest variation in the 
mean value across the annuli. The uniformity index for the plane-averaged CoV(r) is 
determined in an identical manner from the CoV values, and is a measure of the amount of 
variation that exists within an annulus; the "sawtooth" pattern that persists in the images in 
figure 7.10 would be expected to give a high value. 
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Figure 7.11a. The graph shows the annular region of interest values at all radii for the mean counts in the 
reconstructed images for the extreme conditions of no corrections (Fig 7.10a) and all corrections (Fig 7.10d). 
The maximum and minimum are used to quantify the uniformity index of variability in the reconstruction. 
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Figure 7.1 lb. The coefficient of variation averaged over all planes is shown as a function of radial distance in 
the uniform cylinder. The arrow indicates the location of the "sawtooth" pattern, but shows that the coefficient 
of variation is more constant after the normalisations have been applied. These data are used to compute the 
uniformity index. 
Figure 7.11 a shows the mean radial count for two extreme situations: the cylinder with 
no corrections applied (fig 7.10a) and with all corrections applied (fig 7.10d). These data are 
the average of the results for all planes. Without correction the mean count is greater at the 
centre and decreases towards the edge of the cylinder, whereas the data with all corrections is 
generally lower (due to scatter removal) and more uniform radially across the cylinder. The 
uniformity index is a measure of this variability. Figure 7.1 lb shows the radial coefficient of 
variation for the same two condition (i. e., no corrections and all correction). This parameter 
should demonstrate "ring" effects, especially the "sawtooth" pattern. In this case the 
reconstruction without any corrections is lower at the centre than the case for all corrections. 
This is due to the increased scatter buildup at this location. However, it soon increases 
dramatically. The data with all corrections is again far more consistent across the object. Both 
data sets show the ring "sawtooth" pattern, which is far more marked in the data with no 
corrections. The data in these graphs is reduced to a single figure, the uniformity index, by 
measuring the greatest range in the individual ring values. 
The uniformity indices for the mean count per annulus and the coefficient of variation 
were calculated for the eight reconstructions in figure 7.10, over the entire reconstructed 
volume. As a "control", a data set was synthesised that comprised a uniform cylinder with a 
uniform count distribution which had Poisson noise added that was equivalent to the noise level 
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measured on each plane in a large region of interest on the final image in figure 7.10d, i. e., the 
most uniform image. The uniformity index of this control is attributabe to random statistical 
fluctuations alone, and therefore provides a comparison at the same count level as in the 
reconstructed sections of the "best case" results. The data are shown in figure 7.12. 
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Figure 7.12. The top graph shows the uniformity index for all of the studies without scatter correction, but with 
successive columns demonstrating the effect of each extra correction. The bottom graph shows the scene for the 
scatter corrected data. The corrections indicated are none, detector efficiency (Det), geometric profile (geom), and 
crystal interference (xtal). The darker bar shows the uniformity index value for the mean counts, while the 
diagonally shaded bars show the uniformity index for the coefficient of variation between rings. 
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Considering first the non scatter corrected data, the uniformity index of the mean count 
is reasonably constant for each of the different corrections. This suggests that another factor is 
dominating this figure and the reconstructed images would suggest that it is the scatter. The 
variability in the mean count from centre to the edge of the cylinder dominates this measure. 
The lowest uniformity measure for the non scatter corrected data is in figure 7.1 Ob where the 
"scatter buildup" effectively offsets the hole caused by not correcting for the geometric profile. 
The radial coefficient of variation uniformity index decreases markedly with detector efficiency 
correction but changes little after that. Again, the scatter appears to mask the underlying effects 
(see figure 7.10b for a demonstration of the effect of the scatter correction). The scatter 
corrected data firstly demonstrates that the mean count uniformity index is lower as there is 
now little difference between the centre and edges of the cylinder (see figure 7.1 la). Due to 
this, the mean count uniformity index now refelects the noise in the reconstructions, rather than 
the systematic error caused by the scatter buildup towards the centre of the object. The mean 
count uniformity index is seen to be highest for the data which used the direct normalisation, 
and probably reflects the noise propogated from the normalisation data. For these data with 
approximately --103 counts per pixel, the statistical noise level in a fan for any individual 
detector was found to be --15%-20%, rather than the naive estimate of -3% that would be 
expected from Poisson statistics. The coefficient of variation uniformity measure in the scatter 
corrected datanon is dominated by the geometric patterns, and as each extra correction is 
incorporated in the indirect approaches it is seen to decrease further. The direct normalisation 
displays the lowest value reflecting the fact that almost all of the geometric factors have been 
removed, apart from the remaining artefact in the centre of the scanner. 
Early studies with 3D PET were marked by an apparently low level of scatter on the 
reconstructed data, when physical measurements and simulation suggested a much higher 
component should be present. The cause was probably that the lack of a geometric correction 
was being offset by the extra scattered events in the reconstructed data. The interaction between 
scatter and normalisation in 3D PET is strong, and methods for studying the effects in isolation 
are essential. The central small hole and ring artefact that are evident in figure 7.1 Oc are almost 
totally removed when the crystal interference profile correction is included. This is a component 
that has a strong repetitive pattern associated with it which is a function of the number of 
detectors transaxially in the block. These corrections were relatively constant over different 
rings, although it should be stressed that by today's standards the ECAT 953B has a relatively 
short axial field of view, and it might be expected that these effects could become more 
pronounced as the axial acceptance angle is increased. In all of the reconstructions shown here 
a single geometric and crystal interference profile was used, derived from all data and ring 
differences. This may not be appropriate for tomographs with larger axial acceptance angles. 
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7.5 Normalisation in 3D PET using a Direct Method 
As intimated in the earlier part of this chapter, the most direct method for normalisation 
of PET data is by generating a correction file from plane source data. For reasons previously 
discussed, plane source measurements are not always practical and may be not necessarily 
required. However, the residual artefact in the images of figure 7.1Od, which used an indirect 
method to normalise the data, indicates that not all of the effects present in the data have been 
accounted for. Therefore, the moving line "plane" source dataset was used to produce a direct 
normalisation file. This was simply done by calculating the average sinogram count in the field 
of view used in the reconstruction (s = 128 projection bins wide), dividing each sinogram 
coincidence value by this average, and inverting the result to give a correction factor with a 
mean = 1.0. An example of one of the 256 planes in this normalisation is shown in figure 7.13. 
Figure 7.13 One plane of the normalisation 
generated by inverting the moving line plane 
source is shown. Within the central 128 pixels 
(the area used in reconstruction) the mean of the 
correction factors is /. 0. The bright bands on 
either side of the correction factors occur at the 
edges of the traverse of the line source and are due 
to recording low counts at the edges of the field 
of view. Beyond this the values in the acquired 
data are zero and hence these have been set to 1.0 
in the normalisation. In practice, only the central 
00-80 pixels will contain emission data and 
therefore the normalisation factors outside this 
central region will have no influence on the final 
(, ( ()II VII U(I('ll image. 
The full 3D normalisation data set was applied to the uniform cylinder data used in the 
analyses in this chapter and the results are shown in figure 7.14. The ring artefact located at 
approximately 30 pixels radius (in the 128 x 128 reconstructed iii 1U'O IS not ; Ihh, lrc nt , 111d 
appears to have been removed entirely. 
Figure 7.14 The reconstructed un, lornt r_v'lindrr 
with the inverted plane source nornwlisation (nun 
scatter corrected on the left tnirl B(YNter corrected on 
the right as be fore ). 
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However, the direct normalisation has introduced an artefactual increase at the transaxial centre 
of the scanner, where small inaccuracies are amplified in the reconstruction process. The mean 
uniformity index for these two reconstructions and their corresponding coefficients of variation 
are 19.5% (mean) and 19.3% (CoV) for the non scatter corrected case and 13.8% (mean) and 
14.7% (CoV) for the scatter corrected case. The mean uniformity index is higher than the case 
for the scatter corrected image in figure 7.1 Od which had a mean uniformity index of 9.2% and 
COV of 18.6% indicating that the plane source method has introduced some additional noise, 
as would be expected. This may be improved with even higher statistics in the plane source (the 
average total count per element was -1000). 
The artefact in the centre of both of the cylinders in figure 7.14 could possibly be due to 
a nonuniformity in the line source, or, alternatively, by scatter in a subtle manner. The 
interaction between normalisation and scatter correction is again emphasised, and this artefact 
could be due to the fact that the plane source normalisation contains little or no scatter at all and 
the emission object contains significant scatter. It has been suggested previously that the 
effective field of view is different when comparing non-scattering with scattering 
environments, as in the scatter case the detector efficiencies may be different as more oblique 
photons are acquired. The moving line source used here is an extreme case of acquiring "clean" 
data. Any non-uniform effect arising from this would be expected to be worse at the centre with 
filtered backprojection because of the high sampling towards the centre of the matrix. The 
impact of this on a reconstruction is shown in figure 7.15. The projection of a noiseless and 
attenuation-free uniform cylinder was simulated and a nonuniformity of -2% magnitude (i. e., 
98% of the correct value) introduced at various displacements from the centre of the sinogram. 
The data were reconstructed with a conventional 2D filtered-backprojection algorithm and the 
artefact induced was measured in the image and expressed as a percentage of the expected, 
mean value for the cylinder. The 2% nonuniformity in the sinogram is seen to translate to an 
almost 40% artefact (a decrease) in the image when the nonuniformity was located at the centre 
of the sinogram. It falls off rapidly producing a "ring artefact" that is below 10% at 5 pixels 
displacement. Thus the impact of any nonuniformity is most marked when it occurs in the 
centre of the sinogram, and such subtle effects may partially explain the residual "hump" seen 
in the images in figure 7.14, especially the scatter corrected data. 
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Figure 7.15 The impact in terms of a reduction in reconstructed count rate due to a -2% nonuniformity in the 
sinogram is shown as a function of radial distance from the centre of the sinogram matrix. At the centre the 
reconstructed count is reduced by -40%. As the nonuniformity is moved away from the centre of the matrix it 
produces a "ring artefact" of diminishing impact. 
The inversion of the plane source is a direct normalisation method and provides a "gold 
standard" against which the other methods can be compared. If the origin of the "hot" artefact 
can be determined, it may still be possible to use a simpler approach to performing 3D 
normalisations, as the data that were used in this plane source approach took more than 24 
hours to acquire and is still, therefore, not a practical method. Automation of the plane source 
rotation and integration into the scanner acquisition hardware and software would also be 
useful in making the method more practical. 
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Normalisation of 3D PET data is essential in the production of spatial accurate 
quantitative reconstructions. The data from the moving line source emulating a plane source 
have demonstrated that: 
" failing to correct for the variations in sensitivity between detectors has a dramatic impact 
on the quality of the data produced which is of a repetitive nature causing the pattern 
seen in the reconstruction; 
" the circular sampling geometry creates a region of relative decrease in sensitivity 
towards the centre of the reconstruction, which is obvious only after scatter correction; 
" correction for the crystal interference pattern reduces, but does not totally remove, a 
ring artefact seen at approximately 5 cm radial distance from the centre of the 
tomograph. This is not usually obvious in clincial studies; 
" using the plane source data directly removes the artefacts, but introduces an as yet 
unexplained hot spot in the centre of the scanner. After this has been identified and 
removed this should provide the "gold standard" for 3D normalisation. 
The plane source approach will remain the gold standard for normalisation, but has the 
drawback that for routine correction it may be excessively long to acquire. The effects related to 
geometry and block patterns seen here would not be expected to vary during the lifetime of a 
tomograph and may require measurement once only at commissioning. A simple detector 
efficiency correction using either a plane source or uniform cylinder could then be used on a 
routine basis. 
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Chapter 8 
Quantification in 3D PET 
8.1 Calibration of PET Data 
For 3D PET to be accepted as being a quantitative biochemical tool in the way that 2D 
PET is, accurate calibration of the reconstructed images in units of activity per unit volume, that 
is, quantification, is required. This implies accurate corrections for physical and instrumental 
factors such as photon attenuation and scatter, and correcting for differences in detector 
efficiencies and geometric normalisation as well as having a suitable method for calibrating the 
images. Calibration allows the reconstructed image concentrations to be related to other 
measures of the radioactivity related to the study, e. g., the percentage of the dose administered 
that is taken up by the target tissue, the concentration of the tracer in the blood and tissue at 
some point in time, etc. 
In 2D PET the usual method for calibrating the reconstructed data is by cross-calibration 
of a water-filled cylinder, in which a suitable radionuclide of a known concentration of 
radioactivity is uniformly distributed, against a well-counter(Eichling et al, 1977). Scatter 
correction is frequently ignored because of the low scatter fractions in 2D PET. Further, it is 
assumed in 2D PET that the scatter from the cylinder will be of approximately the same order as 
it will in the head, thorax, or abdomen in a human study providing further justification for 
ignoring it. In 3D PET, however, due to the high scatter fraction in such an object, the uniform 
cylinder used for calibration will require scatter correction. Thus, with a cross calibration 
approach the accuracy of the calibration is dependent on the accuracy of the scatter correction of 
the calibration object, and further, on the accuracy of the scatter correction for different regions 
of the body where the correction required will vary greatly (head c. f. thorax c. f. abdomen). 
This is less of an issue in 2D PET as the fraction of scattered events is much less. The only 
investigator who questioned the validity of cross-calibration with a 20 cm diameter cylinder for 
3D PET is Cherry(Cherry et al, 1993) who used a3 cm diameter by 3 cm long cylinder with a 
calculated attenuation correction, assuming that the scatter from such an object would be 
sufficiently small that it can be ignored. This method is still a cross-calibration approach, 
however. 
A method has been developed that provides a calibration for 3D PET and which does 
Quantification in 3D PET 209 
not require correction for scatter or attenuation, thus making it generally applicable and 
independent of the scatter correction method used on subsequent emission data. The method 
has been assessed with regard to its accuracy and practicality. It has been used for all of the 
previously presented 3D reconstructions, especially the scatter corrected data in chapter 6. 
8.1.1 A Method for Calibrating 3D PET Data 
In chapter 3a method to measure the absolute sensitivity of a ring tomographic system 
was presented, suitable for both PET and single photon tomography (SPECT)(Bailey et al, 
1991). The method uses a calibrated amount of 18F (or 99mTc in SPECT) in a line source made 
from aluminium (p=2.70 g. cm-3). A measurement is made of the count rate from this source 
and successive aluminium annuli of known thickness up to a total of 10 mm radius are added to 
the source with the count rate determined for each annulus. These attenuated count rates are 
plotted against known thickness of the source and fitted with an exponential function, the y- 
intercept of which gives the effective sensitivity "in air" for the tomograph. This approach 
recognises the need for a finite amount of attenuating material for the positrons to annihilate in, 
but which also causes some (3%-7%) attenuation of the annihilation photons. Its primary 
advantage is that it facilitates comparisons of systems independent of scatter and attenuation 
effects. Knowledge of this sensitivity factor, plus other physical parameters such as pixel size, 
reconstruction zoom, etc, can be used to derive a relationship between reconstructed count rate 
and radioactivity concentration. This was validated for 2D PET with data acquired from the 
ECAT 953B. In 2D PET the reconstruction algorithm only uses data measured within a 
particular sinogram for the reconstruction of that particular plane, and thus a reasonably simple 
relationship between acquired sinogram counts and reconstructed count rate exists. In 3D PET, 
however, the reconstruction procedure includes a forward projection step in which synthetic 
projections are produced for the unmeasured projections to overcome the spatially invariant 
point spread function of the 3D acquisition geometry, and thus the final reconstruction is 
composed of both measured and synthesized data. In addition, as sinograms for 0# 0° can now 
contribute to a number of planes in the reconstructed volume, the mapping between sinogram 
counts and reconstructed radioactivity concentration per plane is less straight-forward. Because 
of these issues an alternative, pragmatic approach has been developed which applies the same 
principle as for the absolute sensitivity measurement to reconstructed data. 
The aluminium line source and the different annuli of aluminium that are added to the 
source are acquired in an identical manner to that used for the absolute sensitivity 
determination, and then reconstructed in 3D with the same parameters used in the 
reconstruction of all subsequent scan data (i. e., zoom, filter, window cut-off, etc). The 
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amount of radioactivity in the line source is measured by calibration of the syringe containing 
the radioactivity in an ion chamber before and after instilling the 18F into the line source. Care 
is taken in this measurement, on which the whole technique depends, to refill the syringe to the 
same volume as before filling the source to minimise any geometric volume sensitivity effects 
in the ion chamber. The following example is given for the ECAT 953B. The acquisition 
parameters such as energy window are the same as used in the acquisition of 3D data. All 
acquisitions for the calibration were of 2 minutes duration. The source contained 2.3 MBq at 
the start of the first acquisition and this gave a count rate which ranged from -50-80 kcps, 
depending on the amount of aluminium surrounding the source. Deadtime was acceptably low 
(<1.5%) as was the random coincidence rate (<1 %) for all acquisitions. Reconstruction was 
done using the fully 3D filtered-backprojection/reprojection algorithm(Kinahan and Rogers, 
1989; Townsend et al, 1989). The maximum ring difference used in the reconstruction was 
Ap=±5 rings, which utilises approximately 90% of the recorded data. Detector non-uniformity 
and geometric normalisation corrections were performed in the usual manner, however, no 
scatter or attenuation corrections were applied. A zoom of 1.55 was used in the reconstruction, 
which is standard for all reconstructions from this scanner. An unwindowed ramp filter with a 
cutoff at the Nyquist frequency (fNyq 1.6 cycles. cm-i) was used. From these data the average 
reconstructed count rate per plane was determined corrected for radionuclide decay, 
reconstruction zoom, and the branching ratio of '8F (0.969). The data were fitted with an 
exponential function and the y-intercept determined. A check on the data integrity is provided 
by the exponential constant from the fit, which should be the linear attenuation coefficient of 
aluminium (p =0.22 cm-1 at 0.511 MeV). The calculation of the calibration factor (C) was 
derived from 
C (ct. s-'. plane-'. kBq _') = 
y0(ct. s-'. plane-' ) [8. t] Ao(kBq) 
where yo is the y-intercept from the fit, and AO was the calibrated radioactivity in the line source 
in the entire field of view at the start of the first scan (to which all other scans are decay 
corrected). Data were acquired at two positions in the field of view to check on any spatial 
variation in the calibration factor: at the centre of the tomograph's transaxial field of view, and 
at 10 cm radial displacement. The reconstructed total count per plane for the line source located 
in the centre of the transaxial field of view is shown in figure 8.1 for each acquisition with the 
different annuli of aluminium surrounding the source. The attenuation due to the aluminium 
decreases the count rate by approximately 35% with all the aluminium annuli added. Note that 
in these data the source was filled slightly non-uniformly at approximately planes 10-12, but 
this does not affect the measurement greatly as it is the attenuation of the radioactivity present 
that is of interest. 
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Figure 8.1 The reconstructed count rate per plane is shown for the line source located on the 
central axis of the tomograph for each aluminium annulus (5 in all). The condition with the 
least aluminium surrounding the source is the uppermost curve (x), with increasing attenuation 
evident with the addition of each successive aluminium 'sleeve'. 
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Figure 8.2 shows the exponential fit to the average counts per plane plotted against total 
thickness of the source. From this plot the y-intercept gives an estimate of the reconstructed 
count rate "in air", i. e., without attenuation or scatter, and the exponential constant the 
measured attenuation of the source. 
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Figure 8.2 The average reconstructed count rate per plane is shown plotted against source thickness for the 
five annuli(+). The solid line is the exponential fit to the data. 
5 10 15 20 25 30 
Plane 
0.5 1 1.5 
Thickness of Attenuator (cm) 
Quantification in 3D PET 212 
The calibration factor and associated standard error (SE) for the source at the centre of 
the scanner was found to be 0.5513±0.004 ct. s-]. plane-*. kBq-1. The attenuation coefficient for 
the fit was p1=0. l84±0.003(SE) cm -1. When the line source was displaced radially by 10 cm 
the calibration factor was found to be 0.575±0.005 ct. s-'. plane-I . 
kBq-' (a difference of 4%) 
with an attenuation coefficient µ1=0.188±0.003 cm-1. The t value in both measurements is 
lower than the tabled value (µ1=0.227 cm-1 (Hubbell, 1969)) and could be due to the inclusion 
of a small amount of scatter in the measurement or because the aluminium used is not pure, but 
an alloy. The .t value measured is the same as determined from the total counts on the 
unreconstructed sinogram data (Chapter 3), suggesting that it is not an artefact of the 
reconstruction process. The amount of scatter that would cause this reduction in the attenuation 
coefficient can be found by calculating the expected count rate for each point using the 
measured y-intercept and the narrow beam p. value and incorporating a build up factor(Hubbell, 
1963; Wu and Siegal, 1984), B(x), in the exponential photon attenuation equation 
Ix = Ioe-``ýB(x) [8.2] 
which can be easily re-arranged to find the build-up factor at each point. Doing so, with the 
narrow beam µ value, the build-up factor increases from 1.007 - 1.06 when the source 
thickness increases from 0.24 - 2.0 cm, indicating that only 6% scatter (maximum) would lead 
to this reduction in the measured .t value. Therefore, the calibration factor may contain, at the 
most, a 6% error due to the inclusion of scatter, although this is probably an overestimate as 
this is the amount of scatter present in the final measurement only; the average for all 
measurements is 3.2%. Note that while this approach uses the reconstruction algorithm, no 
attenuation or scatter correction has been applied, and thus it is an independent measurement 
from which a calibration for use with distributed sources can be derived. 
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To test this approach to calibration, a number of test objects on the ECAT 953B have 
been examined. The reconstructed data, corrected for scatter with the convolution-subtraction 
approach, attenuation, detector efficiency and geometric normalisation, decay and branching 
ratio (where appropriate) were converted to radioactivity concentration images. This is done by 
dividing the reconstructed images by the calibration factor to give reconstructed radioactivity 
concentration, 
fR(ct. s-'. pixel-'. plane-') A(kBq. pixel )_,,, [8.3] C(ct. s . plane . kBq- ) 
where fR is the reconstructed count rate per pixel. 
The first object that the calibration was tested on was a calibrated water-filled 20 cm 
diameter cylinder containing 68Ge. This is our standard calibration cross-check object. The 
absolute calibration of the source was done by sampling the 68Ge solution and counting it in a 
calibrated NaI(T1) well counter. This source has been studied periodically over almost a year 
from the date of the initial calibration as part of the routine quality control programme. The 
activity concentrations from the reconstructions, which were scatter corrected using the 
convolution-subtraction method and calibrated using the single calibration factor from above, 
are shown in table 8.1. It is seen that the application of the single calibration factor (0.5513 
ct. s-]. plane-l. kBq-') to the reconstructions, from which a large circular region of interest mean 
value is derived, gives approximately correct reconstructed concentrations. The average 
calibrated reconstructed activity concentrations are plotted as a function of time in figure 8.3 as 
well as the known concentration of the 68Ge solution within the cylinder. Over this period the 
mean error in the estimated reconstructed concentration is -1.5%±1.8%. This measurement 
depends on the accuracy of the initial calibration of the 68Ge solution in the well counter, the 
accuracy of the scatter correction, the normalisation process, and the calibration technique, but 
a mean error of less than 2% is encouraging. 
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Date of 
Acquisition 
Days from 
Calibration 
Recon 
cps 
Coy 
% 
Cal 
Fac- 
tor 
Recon 
Activity 
(kly/ml) 
True 
Activity 
(kltq/ml) 
Error 
% 
95: 3: 14 199 0.001282 24.8 0.5513 2.32 2.40 -3.0 
95: 3: 15 200 0.001292 24.4 0.5513 2.34 2.39 -2.1 
95: 3: 27 212 0.00123 25.1 0.5513 2.23 2.32 -4.0 
95: 3: 27 212 0.001247 24.6 0.5513 2.26 2.32 -2.7 
95: 3: 31 216 0.001259 24.4 0.5513 2.28 2.30 -0.7 
95: 3: 31 216 0.001279 23.8 0.5513 2.32 2.30 0.8 
95: 6: 12 289 0.001067 25.3 0.5513 1.93 1.93 0.3 
95: 621 298 0.001035 26.8 0.5513 I. 88 I. 89 -0.5 
95: 6: 21 298 0.001054 26.2 0.5513 1.91 1.89 1.2 
95: 6: 26 302 0.001033 26.5 0.5513 1.87 1.87 0.4 
95: 7: 4 310 0.001008 27.2 0.5513 1.83 1.83 -0.1 
95: 7: 4 310 0.001026 26.3 0.5513 1.86 1.83 1.7 
95: 7: 13 319 0.000997 26.7 0.5513 I. 81 1.79 1. O 
95: 7: 14 320 0.00098 27.8 0.5513 1.78 1.79 -0.5 
95: 7: 24 330 0.000944 27.9 0-5513 1.71 1.74 -1.7 
95: 7: 24 330 0.000958 27.1 0.5513 1.74 1.74 -0.3 
95: 7: 3I 337 0.000919 27.9 0.5513 1.67 1.71 -2.8 
95: 7: 3 1 337 0.000935 27.3 0.5513 I . 70 ). 71 - 1.0 
95: 8: 23 360 0.000861 28. I 0.5513 1.56 1.62 -3.6 
95: 8: 23 360 0.000878 27.3 0.5513 1.59 1.62 -1.8 
95: 8: 30 367 0.000845 29.3 0.5513 1.53 1.59 -3.9 
95: 8: 30 367 0.000862 28.5 0.5513 1.56 1.59 -1.9 
95: 9: 11 378 0.000816 29.5 0.5513 1.48 1.55 -4.4 
95: 9: 11 378 0.000831 28.9 0.5513 1.51 1.55 -2.6 
95: 9: II 378 0.000857 26.8 0.5513 1.55 1.55 0.3 
95: 9: 25 392 0.000784 30.1 0.5513 1.42 I. 50 -5.1 
95: 9: 26 393 0.000798 29.3 0.5513 1.45 1.49 -3.1 
95: 10: 2 7 424 0.000751 29.9 0.5513 1.36 1.39 -1 .6 
Table 8.1 The reconstructed radioactivity concentrations in the 6 Ge cylinder on the ECAT 95313 over time are 
shown. The table shows the date of the acquisition (vr. ', nnt: dd), the days front the original calibration, the 
average reconstructed count rate for a large circular region of interest averaged over all planes and its 
corresponding coefficient of'variation (%), the calibration factor that was used (always the same one), the 
calculated reconstructed activity concentration, the true calibrated concentration and the % error of the calibrated 
reconstruction. The reconstructed data were scatter corrected with the convolution-subtraction method prior to 
reconstruction. The calibration has demonstrated remarkable . stability over this period. 
Some dates have multiple 
entries: on these days the data were acquired in a variety of acquisition ruode. s (mashed, trinuued, mashed & 
trimmed) and the calibration check is run on all the data. These are included to further demonstrcue the 
applicability of the single factor. fbr these different optimised acquisition modes. 
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Figure 8.3 The graph shows the calibrated reconstructed radioactivity concentration over time averaged 
over all planes(+) and the actual concentration of 68Ge in the cylinder (solid line). The calibration of 
the scatter corrected 68Ge cylinder with a single value over a period of almost a year has demonstrated 
that it is an extremely stable calibration. 
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The reason that is suggested for the stability of these data is that the calibration factor 
that has been derived gives a "global average" value for calibration. While daily detector checks 
indicate that individual blocks and detectors do vary, it is likely that the detector efficiency 
correction and normalisation process prior to reconstruction returns these values to a "scanner 
mean value" which does not vary greatly in spite of the day-to-day individual fluctuations. The 
data used for the calibration were also normalised in this way. Essentially, the data suggests 
that the average sensitivity of the scanner does not vary greatly after normalisation. 
A further check on the accuracy of the regional activity calibration was made using the 
Utah phantom with a range of activity concentrations in the different compartments (similar to 
the homogeneous phantom experiments of Chapter 6). The 2D data from the Utah phantom, 
scatter corrected(Bergström et al, 1983) and calibrated with the standard cross-calibration 
method were compared with equivalent 3D data, scatter corrected with the convolution- 
subtraction method, and calibrated with the present technique. The results are shown in figure 
8.4. 
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Figure 8.4a The images show transaxial and sagittal sections of the Utah phantom used to test 
the accuracy of calibration. The sagittal view demonstrates the axial variations in the phantom. 
This is reflected in the plot below. 
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Figure 8.4b The axial plot for each of the regions of interest average concentrations from the 3D reconstruction 
shows the accuracy of the scatter corrected, calibrated reconstructions (individual points), and the calibrated 
activity (solid lines). The y-axis is truncated at 2.0 kBq/ml to show greater detail for the lower concentrations. 
The comparison of the average calibrated values for the 2D and 3D data in the three 
compartments containing activity is shown in table 8.2. The results indicate that, while there are 
differences between the actual concentrations and the reconstructed concentrations, the 3D 
calibration gives values at least as accurate as the 2D data in this example. However, this not 
only depends on the calibration, but also the corrections applied to the data for scatter, 
attenuation, and normalisation, as well as the region of interest selection. It is reassuring that 
the values are similar to the 2D values. As the same regions were used for both data sets the 
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departure from the true concentrations, common to both 2D and 3D, may be in part attributable 
to the partial volume effect. 
Calibrated Concentration 
in Compartment 
2D PET 
(kBq/ml) 
3D PET 
(kBq/ml) 
0.77 kBq/ml (ROI C) 0.73 0.73 
0.63 kBq/ml (ROI D) 0.57 0.58 
6.61 kBq/ml (ROI E) 5.97 6.09 
Table 8.2 Calibrated reconstructed values from the Utah phantom data are 
shown for the 2D and 3D cases, both after scatter correction. 
8.3 Assessing Calibration in 3D PET 
For the accurate quantification of reconstructed tomographic images an accurate 
calibration technique is required. Ideally, the calibration should be an independent 
measurement. This is easily achieved in SPECT where a calibrated amount of a single photon 
emitting radionuclide can be measured and the count rate in air determined under conditions of 
minimal attenuation and scattering. However, in PET, as the positron requires a finite amount 
of surrounding media in which to annihilate, and because this amount of material will attenuate 
some of the photons, a simple calibration is not possible. Cross-calibration against a well 
counter is an effective method in 2D PET. The technique developed in these project does not 
require scatter or attenuation correction and therefore gives a calibration independent of these 
effects. It is performed on reconstructed data, though, and therefore undergoes the same 
normalisation and reconstruction steps (e. g., filtering, zooming, interpolation) as the clinical 
studies. 
A general difficulty arises in assessing the accuracy of a calibration as it, as the standard 
for calibrating the scanner, cannot be compared with anything. This is partially addressed with 
the technique described in this chapter as the calibration factor determined in one experiment 
has been applied to very different activity distributions in other experiments. In general, this 
has not been the case in PET as often data acquired from one set of experiments with uniform 
cylinders are used to generate calibration factors for other experiments with similar uniform 
cylinders. The difficulty that arises in 3D PET is that these phantom data need to be corrected 
for scatter and attenuation, and therefore the accuracy of the calibration per se cannot be 
examined. There are three pieces of evidence that suggest that the calibration developed in this 
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work is accurate: 
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the reconstructed concentration of the standard 68Ge calibration source is accurate to 
within 2% in a large number of measurements over a period of almost a year; 
the reconstructed concentrations in the different compartments of the Utah phantom 
agree closely with the actual calibrated activity concentration; 
the reconstructed concentrations in the different compartments of the Utah phantom 
agree closely with the reconstructed 2D PET measurement, which is generally accepted 
as being accurate. 
The stability of the calibration factor was somewhat surprising as it is the usual practice 
to monitor and adjust the 2D normalisation for the scanner regularly. The stability of this 
measurement over time would indicate that, even allowing for individual drifts in detectors or 
blocks, the overall sensitivity of the scanner remains constant and is normalised by the detector 
efficiency correction step in the reconstruction process. 
This method was developed primarily to obtain an independent calibration with which 
to assess various scatter correction techniques. To date, most papers dealing with scatter 
correction of 3D PET data have only compared relative concentrations within different regions 
of the same test object, with one section serving as a reference region (Shao and Karp, 1991; 
Bailey and Meikle, 1994; Lercher and Wienhard, 1994; Shao et al, 1994). Clearly, this does 
not reflect the accuracy of the correction technique. In only one previous paper is an absolute 
calibration reported(Cherry et al, 1993). Cherry's method only acquires data from a small part 
of the axial field of view and, as the axial sensitivity profile exhibits a triangular pattern in 3D 
PET with a peak in the central planes often 20 times that of the edge planes, it assumes that the 
calibration is spatially invariant. This will be the case if all corrections and normalisations are 
performed accurately. In contrast, the method implemented in this project is sampled over 
almost the entire axial field of view. This does, however, imply that the axial positioning of the 
source is critical. 
8.4 Summary 
A method that was previously developed for measuring the absolute sensitivity of a 
positron tomograph has been developed further to provide a means of calibration for 3D PET, 
independent of the corrections required for attenuation and scatter. The method has been shown 
to give accurate reconstructed values from calibrated sources of radioactivity. It is practical and 
appears to be very stable for the scanner that was used to test it on. Also, as it is a technique 
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that does not require scatter or attenuation correction it allows greater insight into the accuracy 
of these corrections. It appears to be an attractive technique, therefore, for refining the various 
corrections required for quantitative data in 3D PET. 
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Chapter 9 
Clinical Application of Quantitative 3D PET 
9.1 Applications of 3D PET in Human Studies 
The great sensitivity advantage of 3D PET over 2D acquisitions has been demonstrated 
in the previous chapters. Initial measurements of the potential improvement in clinical studies 
with the use of 3D acquisition and reconstruction techniques appeared in the literature 
approximately 5 years ago(Bailey et al, 1991; Cherry et al, 1991). These techniques were 
rapidly applied to non-quantitative studies of cerebral blood flow using H2150 with the aim of 
improving the signal-to-noise ratio in the data to detect focal activations(Bailey et al, 1993a; 
Cherry et al, 1993; Silbersweig et al, 1993; Watson et al, 1993) and later neurotransmitter and 
receptor measurements(Tadokoro et al, 1993; Carson et al, 1995; Weeks et al, 1995). Some 
preliminary work has also been reported for cardiac(Bailey et al, 1993b), abdominal(Kinahan et 
al, 1995), and whole body applications(Cutler and Xu, 1995) but the majority of this work has 
been non-quantitative. Reports of quantitative 3D scanning have been slow to appear as 
corrections for scatter, attenuation, detector normalisation and calibration required further 
development. In addition, logistical issues such as dataset sizes and reconstruction times have 
hindered the introduction of 3D methods more widely. Recently, the Pittsburgh group has 
reported the use of 3D PET in 11C-flumazenil for quantitative receptor modelling, and 
investigated the issues associated with obtaining accurate parameter estimates(Townsend et al, 
1996). The Orsay group have also reported their experience with a dual window 3D scatter 
correction applied to 18F-fluorodopa studies(Trebossen et al, 1996). 
The implementation of quantitative 3D 18F-fluorodopa studies on the ECAT 953B 
neuroscanner has been undertaken as part of this project work, as an example of a fully 
quantitative 3D PET study. The aim of this chapter is to present the approach that has been 
implemented, the results obtained, and to compare the 3D data reconstructed and quantified 
employing the method developed in this work with those obtained with the previously used 2D 
protocol acquired with a whole body PET scanner (ECAT 931-08/12). 
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9.2 Implementation of Quantitative 3D PET studies with 18F-fluorodopa 
9.2.1 Motivation for 3D 18F fluorodopa PET 
Parkinson's disease is a degenerative disease of unknown aetiology which involves the 
basal ganglia of the brain. It is characterised by poverty of movement, rigidity and tremor. It is 
a progressive condition and leads to increasing disability unless effective treatment is given. 
Post-mortem analysis of the brains of Parkinsonian individuals reveals greatly decreased levels 
of dopamine in the caudate nucleus, putamen, and globus pallidus, which collectively are 
termed the basal ganglia. Parkinsonism was the first disease to be associated with a specific 
neurotransmitter abnormality in the brain. It is thought that an 80% depletion of dopamine from 
the basal ganglia is required for frank symptoms such as tremor to appear, and that there is a 
gradual further loss in the Parkinsonian individual of some few percent per year, related to 
degeneration of the nigrostriatal tract. The condition can be treated and symptomatic relief 
achieved in many individuals by giving the precursor to dopamine, levodopa (or 1-dopa), 
orally. To avoid metabolism of the levodopa outside the brain a peripheral decarboxylase 
inhibitor such as carbidopa is given as well, and together these provide the main line of 
treatment in Parkinson's disease. More recently, drugs such as the monoamine oxidase B 
inhibitor deprenyl (selegiline) have been suggested as possible alternative "neuroprotective" 
therapy, to arrest the decline in dopaminergic activity. Increased dopaminergic activity has also 
been postulated as a causal factor in schizophrenia (the so-called "dopamine hypothesis"). 
Levodopa can be labelled with 18F to produce 18F-L-6-fluorodopa (' 8F-fluorodopa) 
which can be used to study the basal ganglia in-vivo(Garnett et al, 1983). PET studies with 
18F-fluorodopa have contributed greatly to the understanding of Parkinson's disease and its 
progressive, degenerative nature(Leenders et al, 1986). 18F-fluorodopa PET studies have been 
proposed and are underway for both cross-sectional and longitudinal studies on, for example, 
the effects of aging(Bhatt et al, 1991), medication(Laihinen et al, 1992), and assessment of 
intracerebral fetal transplantation(Sawle et al, 1992). However, the study of progressive 
disorders which exhibit gradual changes in function places great emphasis on the accuracy of 
functional imaging studies with PET. In one study on normal subjects(Vingerhoets et al, 
1994), conventional 2D studies have shown a scan-to-scan standard deviation in a single 
individual of nearly 10% in the measurement of the striatal'8F-fluorodopa uptake rate constant 
(K1). 
Chapter 4 demonstrated that 3D PET offers a potential sensitivity increase of 3-4 fold 
globally in effective signal in brain studies from the count rate experiments with the elliptical 
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cylinder. As the basal ganglia are located deep in the central part of the brain, which also tends 
to coincide with the centre of the axial field of view in PET scans, it is anticipated that the 
effective increase in signal could be greater for 3D studies in the basal ganglia than the factors 
of 3-4 achieved globally. Therefore, 3D PET may provide a more precise method for following 
the changes in 18F-fluorodopa uptake than 2D studies can, which will greatly help in the 
detection of the suspected small changes involved in Parkinsonism and its treatment. 
9.2.2 Design of the Comparison of 2D and 3D PET in 18F fluorodopa Scanning 
The aim of this study was to compare the accuracy and precision of the results obtained 
with 2D and 3D PET 18F-fluorodopa scanning. Unfortunately, human subjects are not as 
compliant as the test phantoms used previously in this thesis. Both normal subjects and patients 
with Parkinson's disease who are willing to undergo a long scanning procedure accompanied 
by the removal of around 350 ml of blood from an artery in the wrist are comparatively few, 
and too precious to be used for purely "methodological" developments and comparisons. 
Therefore, the subjects who have been used for this comparison were enrolled in other on- 
going trials, and this restricted slightly the design of the study. 
The comparison was made between subjects having'8F-fluorodopa PET scans in 2D 
on the ECAT 931 whole body tomograph and a different set of subjects in 3D on the ECAT 
953B neuroscanner. It would have been preferable if the same subjects could have been studied 
in 2D and 3D on the same scanner (the 953B), but this was not possible for the above reasons. 
This has implications arising from the difference in the resolution of the two devices, plus 
different amounts of radioactivity being administered, mostly dictated by the amount of 
radiopharmaceutical produced, and this is probably the greatest weakness in this assessment. 
However, it does allow a comparison between two clinically accepted scanning protocols 
utilised routinely in studies of Parkinson's disease. 
Sixteen normal subjects in total were scanned. Eight normals were scanned in 3D mode on 
the ECAT 953B and 8 different normals were scanned in 2D mode on the ECAT 931 scanner. 
Three normals were scanned twice in 3D, 4-6 weeks apart, and were given half the normally 
administered dose of 18F-fluorodopa per scan. Another normal subject had both a 3D and 2D 
scan one year apart, again having half the normal dose on each occasion. (i. e., approximately 
80 MBq per scan). 
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9.2.3 Data Acquisition and Reconstruction 
The 3D datasets were acquired on the ECAT 953B. The ECAT 953B detectors are 6.45 
mm axially and 5.6 mm transaxially. The energy window used in all studies was 380-850 keV. 
Reconstruction was done using the usual 3D filtered-backprojection/reprojection 
algorithm(Kinahan and Rogers, 1989; Townsend et al, 1989). The filter used for the initial 2D 
estimates was a ramp filter with a cut off at the Nyquist frequency (fNyq=1.6 cycles. cm-l) and 
the generalised 3D Colsher filter(Colsher, 1980) was used in the 3D backprojection. With these 
parameters the reconstructed resolution is approximately isotropic within the head with an 
average resolution of 6 mm full width at half maximum (FWHM) or better. Prior to 
reconstruction the data were scatter corrected by the convolution-subtraction method (k=0.30, 
a=0.09 cm-1, number of iterations=l). The data were calibrated in units of activity per unit 
volume by the method described in chapter 8 and have units of kBq. cm 3. 
The 2D data that have been used for the comparisons were acquired on the ECAT 931 
tomograph. This first-generation block detector tomograph has crystals which are 12.9 mm 
wide in the axial dimension, and 5.6 mm transaxially. The data were reconstructed using a 
standard filtered-backprojection algorithm with a ramp filter and Hann window cut off at 0.5 of 
the Nyquist frequency (fNyq=1.6 cycles. cm-1). This results in reconstructed resolution of 
approximately 8-9 mm FWHM transaxially and -7-8 mm FWHM axially(Spinks et al, 1988). 
The absolute sensitivities in air of the two tomographs are 28 kcps. MBq-' for the 953B in 3D 
and 3.9 kcps. MBq-1 for the 931 in 2D. The scatter fraction for the 953B is 0.30 (380-850keV 
energy window), while for the 931 it is <_0.15 (250-850keV). The 2D data were not scatter 
corrected. 
3D emission scans were acquired in 25 frames (4xlmin, 3x2mins, 3x3mins, 15x5mins) 
and 2D scans were acquired in either 25 (same frame rates as 3D) or 31 frames, with an 
increased number of short earlier frames in the 31 frame protocol. Total scan duration for all 
scans was 94 minutes. In the 3D method the images were reconstructed into 31 planes of slice 
separation 3.4 mm covering 10.8 cm, while in 2D the same axial field-of-view was 
reconstructed into 15 planes of slice separation 6.4 mm. All studies included on-line arterial 
blood sampling from the radial artery which produces a measurement of the whole blood 
radioactivity concentration every second(Ranicar et al, 1991). In addition, discrete arterial 
samples were taken at 5,10,20,30,45,60, and 90 minutes for (i) calibration of the on-line 
arterial system by cross-calibration against a NaI(Tl) well counter, (ii) determination of 
plasma: whole blood NSF-fluorodopa ratio, and (iii) determination of radio-labelled parent and 
metabolites in plasma(Boyes et al, 1986). 
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9.2.4 Data Analysis 
Analysis of data was done using programs developed with the standard in-house 
development software (IDL - Research Systems, Inc, Boulder, CO, USA) by the author. 
Region of interest (ROI) analysis in the human studies was performed using standardized 
regions of a 10 mm diameter circular ROI for each caudate and a 10x24 mm elliptical ROI for 
each putamen aligned to the long axis of the putamen. These regions were placed manually by 
visual inspection with reference to a stereotaxic atlas(Talairach and Tournoux, 1988) on three 
combined planes encompassing the striatum in 3D and two combined planes in 2D, which 
gives approximately equivalent total axial coverage (-18mm). Two circular regions of 32 mm 
diameter were defined for the reference tissue input function (To) in the occipital lobes(Brooks 
et al, 1990) on the same planes as those used for the striatal regions and averaged. Mean ' 8F- 
fluorodopa concentration per cm"3 was measured for each region of interest in the last 14 
frames, corresponding to the period 25-94 minutes after injection, for the striatal regions, and 
for the entire study for the tissue input function. 18F-fluorodopa influx rate constant (K1°) was 
then calculated for caudate and putamen using the multiple time graphical analysis 
method(Rutland, 1979; Gjedde, 1981; Patlak et al, 1983), commonly referred to as the "Patlak 
plot". In the human studies in this comparison the metabolite-corrected plasma input function 
has not been used because of growing concern about the errors introduced by the various 
measurements that comprise the plasma data(Vingerhoets et al, 1994). All scans were analyzed 
by a single experienced observer. 
9.2.5 Validation Experiments 
To first test the accuracy of the entire process of 3D data acquisition, reconstruction, 
and analysis a validation experiment to simulate a patient study was performed on the ECAT 
953B. A 20 cm diameter perspex cylinder containing 18F in water (concentration at start = 3.7 
kBq. cm 3) was placed in the scanner, with the count rate at the start of the acquisition matched 
to approximately that at the peak of a patient 18F-fluorodopa 3D scan (-100 kcps). Arterial 
tubing was connected to luer locks fitted to the top of the cylinder and the cylinder's solution 
was passed through the on-line counter and back to the cylinder in a closed loop, simulating a 
blood input curve. Discrete samples were withdrawn at the same frequency as in a patient study 
and used to calibrate the on-line detector. Dynamic frames were acquired at the same sampling 
rates used in a patient scan. The fraction of metabolites produced over time was assumed to 
be 
zero and the plasma fraction (the ratio of the plasma volume to the whole blood volume) unity. 
Perhaps uniquely in kinetic analyses it is possible to analyze this simple validation experiment 
and derive "kinetic" parameters with the multiple time graphical analysis approach where the 
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input function's concentration is in equilibrium with the tissue response curve. This is only 
applicable to tracers which are taken up in a target tissue and irreversibly bound. The 
hypothesis for this experiment is that, if the reconstructed data are accurate the experiment 
should yield a regression line with a slope (K) of 0.0 and intercept (V0) of 1.0. This is because 
there is effectively no "uptake" of the tracer from the "blood" (K; =0.0 min-1) and the "tissue" 
and blood remain in equilibrium (V, =1.0 ml. ml-1). The data were processed and reconstructed 
in a manner identical to the human subject's studies. For the validation experiments both the 
"plasma input" and "reference input" approaches have been analyzed. 
In the analysis the reconstructed data were treated in the same way as the human data. 
The mean and standard deviations were calculated for a large region on each plane 
encompassing almost the entire phantom from the functional maps of input rate constant (K; ) 
and volume of distribution (V. ). The results are shown in table 9.1. The more important data in 
this table are the values derived from the "plasma" input, as this requires independent 
calibration of the on-line counter against the reconstructed image data; in contrast, the reference 
approach does not use external measurements and hence systematic biases will not be evident. 
Study Kt (min's)±SD Vo(ml. m1'1)±SD 
2D acquisition - "plasma" input 0.0011±. 0002 0.96±. 02 
3D acquisition - "plasma" input 0.0009±. 0002 0.99±. 06 
2D acquisition - "reference" input 0.0009±. 0002 0.98±. 02 
3D acquisition - "reference" input 0.0008±. 0002 1.1±. 07 
Table 9.1 The results from the validation experiment are shown. The values shown are derived from functional Ki 
maps by pixel-by-pixel fitting of the calibrated images, from a large single region encompassing virtually all of 
the phantom. In this experiment the true Ki value = 0.0 and the true V(, = 1.0. 
These results suggest that attenuation and scatter correction, normalisation, and 
calibration of the various measuring devices were accurate, as well as confirming the accuracy 
of the software. If this were not the case a greater difference between the reference and 
"plasma" input function approaches would be evident. 
9.2.6 Studies on Normal Subjects 
All subjects had a routine neurological examination and no evidence of rest tremor, rigidity 
or bradykinesia was found. None of the volunteers were taking any medication. Approval for 
these studies was granted by the ethical committee of the Royal Postgraduate Medical School 
and written informed consent was obtained from all volunteers before each scan. All normal 
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subjects (except the subject who had both a 3D and 2D scan) received 100mg of carbidopa and 
400mg of the catechol-O-methyltransferase (COMT) inhibitor Entacapone (OR-611; Orion 
Pharmaceuticals, Espoo, Finland) one hour before the study and 50mg of carbidopa shortly 
before tracer injection. The subjects were positioned such that the orbito-meatal line was 
parallel to the transaxial plane of the tomograph and head position was monitored throughout 
the scan. A 10 minute 2D transmission scan was performed prior to tracer injection (acquired 
using retractable 68Ge / 68Ga sources). The 3D normals received approximately 80MBq of 
18F-fluorodopa (except for two who received -150MBq each) and the 2D normals received 
between 120-175MBq of I 8F-fluorodopa by intravenous infusion over 30 seconds. Examples 
of the 2D and 3D dopa uptake images and the corresponding rate constant (K; °) images from 
pixel-by-pixel graphical Patlak analysis are shown in figure 9.1 
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Figure 9.1 The top row shows selected planes from a 2D acquisition (activity injected -114 
MBq) of the data 
from 25-90 minutes, which is the data used in the analysis, as a reference. The next row shows the 
corresponding Ki° maps from the pixel-by-pixel graphical analysis. The bottom two rows show the same 
for a 
3D scan (injected activity 77 MBq). 
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The following pages show the graphical results from region of interest analysis of two 
further scans in 2D and 3D. The results are taken from the output of the analysis program used 
routinely and show the Patlak regression line for each of the regions indicated in the diagram at 
the bottom left of the page. There are six regions in each analysis - one each for the left and 
right caudate nuclei, one each for left and right putamen, and two occipital regions which 
should demonstrate non-specific uptake only. The Patlak analysis applies a transformation to 
the x and y data sets that converts the data into the tissue response that would be exhibited if the 
radiotracer was administered as a constant infusion rather than a slow, 30 second injection as is 
done. Non-specific uptake areas should demonstrate equilibrium with the blood and this results 
in a regression line which is horizontal with a y-intercept of 1.0 when a reference tissue input 
function is used. 
The comparison of the 2D and 3D data shows that the residuals between the data and 
the regression line are much smaller in 3D than in 2D, which is a function of the increased 
sensitivity in 3D alone. The volumes of the regions analyzed are approximately the same. These 
results are achieved in spite of the fact that the 18F-fluorodopa dose in 3D is approximately 
2/3rd that of the 2D study. Quantitatively, the data give results within the normal range from 
both studies, however, the non-specific regions' results in 3D appear to be more consistent 
with that which would be predicted(K; °=O, Vo=1.0), and may be attributable to, in part, the 
increased sensitivity. 
Table 9.2 demonstrates that the mean K; ° values for putamen and caudate were found to 
be higher in 3D (on the ECAT 953B) than in 2D (on the ECAT 931) by 29% and 20% 
respectively. In addition, the variation in K; ° values about the mean, expressed as the average 
coefficient of variation (CoV), were halved for putamen and caudate in 3D compared to 2D 
suggesting that there is a tighter range with 3D. As a further measure of intra-subject precision 
the right and left putamen and right and left caudate K; values were compared in each normal 
subject, on the basis that we would expect these to be very similar in normal subjects. This 
showed that the mean putamen and caudate K; ° differences between right and left sides was 
less in 3D (3.6% putamen; 5.0% caudate) than in 2D (8.4% putamen; 17.2% caudate). 
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Figure 9.2 The Patlak plots for the 2D data for the regions shown 
in the image on the left are right and left caudate nuclei (top row), 
right and left putamen (middle row), and the two occipital non- 
j specific regions (bottom row). 
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Figure 9.3 The Patlak plots for the 3D data for the regions shown in 
the image on the left are right and left caudate nuclei (top row), right 
$ and left putamen (middle row), and the two occipital non-specific 
regions (bottom row). The residuals between the data points and the 
regression line are much smaller for the 3D data than the 2D data. In 
addition, the non-specific regions's slope and y-intercept are more 
accurate. 
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Region of Interest Parameter 3D 2D 
Number of subjects 8 8 
Putamen Kl° (min-1) 0.017±0.002 0.012±0.003 
CoV 12.6% 25.2% 
Mean R-L K; ° difference 3.6% 8.4% 
Caudate 1(' (min-) 0.016±0.002 0.013±0.003 
Cov 11.9% 25.0% 
Mean R-L K, ° difference 5.0% 17.2% 
Table 9.2 The results comparing the mean ± SD of the influx rate constants, coefficients of variation, 
and mean right-left difference in uptake rate constants in 8 normal subjects scanned in 3D with a 
different 8 normal subjects scanned in 2D are shown. 
To date, three normal subjects have been scanned twice to measure reproducibility. The 
differences in average putamen and caudate K; ° values between the two scans are shown in 
table 9.3. The overall mean variation is 4.8% for putamen and 8.8% for caudate. 
Subject Putamen Ki° (min-') Caudate Ki° (min"') 
Scan 1 Scan 2 Mean Difference Scan I Scan 2 Mean Difference 
1 0.0175 0.0189 7.5% 0.0166 0.0175 8.0% 
2 0.0191 0.0195 2.5% 0.0177 0.0181 8.0% 
3 0.0169 0.0167 4.5% 0.0165 0.0186 10.5% 
Table 9.3. The mean percentage differences in K, " for repeated studies in 3D for 3 normal subjects are shown. The mean 
% difference values are calculated for right and left putamen and caudate separately, then averaged. The K1" values are the 
average of left and right putamen and caudate respectively for each scan. 
9.2.7 Comparison of 2D and 3D PET Studies with 18Ffluorodopa 
The major advantage of 3D PET over 2D PET is the greater sensitivity which results in 
an increase in signal to noise. This allows higher frequency cut off windows to be used in the 
reconstruction process to achieve higher resolution in the final images without significantly 
compromising the data. This, along with the increased intrinsic resolution as a consequence of 
smaller detector crystals in the ECAT 953B scanner, leads to a reduction in the partial volume 
effect and is the most likely explanation for the higher K1° values in 3D c. f. 2D. In addition, 
the ECAT 931 2D scanner has only half the axial sampling of the ECAT 953B and greater 
variation in sensitivity (almost 80% difference) between odd and even numbered planes in the 
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final reconstruction. The 3D scans have an inherently lower plane-to-plane variation. These 
advantages can clearly be seen in the improved image quality and better definition of striatal 
boundaries as well as the much lower standard errors in the y-estimate in the graphical analysis 
of the functional Ki maps. The 3D method has also demonstrated excellent reproducibility on 
repeated measures in the same individual with a mean difference in K; ° values between scans 
of 4.8% for putamen and 8.8% for caudate in 3 normal subjects. These encouraging results 
using 3D in normals have been achieved using typically half of the dose of 18F-fluorodopa 
used with the normals in 2D, and therefore the use of the usual dose of 18F-fluorodopa in 3D 
would be expected to realize even greater improvements. Halving the dose will permit the same 
subjects to be studied more frequently to follow the progression of the disease and monitor 
interventions. 
The development of quantification with 3D in '8F fluorodopa studies should permit 
more accurate observations of small changes in the striatum over time e. g., monitoring 
progression in Parkinson's disease, more clearly discriminating between normals and early 
Parkinson's disease, monitoring neuroprotective therapies, and allowing closer examination of 
other regions of the brain of interest in dopamine synthesis and transmission. The enhanced 
precision and reproducibility of 3D PET has been shown to offer advantages in assessing the 
functional integrity of the pre-synaptic dopaminergic system compared with 2D. 3D acquisition 
and reconstruction should result in similar improvements with other ligands, especially those 
labelled with the shorter lived 11C, to produce data that has greater sensitivity and precision in 
assessing in vivo functional integrity of metabolic pathways. 
This example has demonstrated the improvement that can be expected with the use of 
3D quantitatively. Dramatic improvements in statistical parametric mapping of semi-quantitative 
changes in regional cerebral blood flow with the use of 3D PET have already been 
demonstrated(Watson et al, 1993), allowing analysis on single subjects where previously a 
minimum of 5-6 subjects were required. All applications until the present have concentrated on 
improvement in data quality, however, 3D PET also has great potential for clinical PET 
scanning. This is briefly discussed in the next section. 
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9.3 Clinical Applications of 3D PET 
While the bulk of the work in this report has concentrated on quantitative measurements 
with 3D PET, clinical scans, which are often non-quantitative in nature, could also benefit 
greatly from the developments of 3D. Very little has been published so far on the possible use 
of 3D in clinical PET scanning but some of the applications that have been explored include 
brain and cardiac scanning(Bailey et al, 1993b) and whole body scanning(Cutler et al, 1995). 
Some of these advantages are obvious, while others are more subtle. Some of the ways that 
clinical scans could benefit from 3D techniques are shown in the table below. 
Situation Result 
Same dose of radiotracer and scanning duration " Improved data quality cf. 2D 
Reduced dose of radiotracer but same scanning duration " Equivalent data quality c. f. 2D 
" Reduced cost of radiotracer 
" Reduced radiation burden 
Same dose of radiotracer but reduced scanning duration " Equivalent data quality c. f. 2D 
" More rapid throughput, can scan 
more patients 
" Reduced subject movement 
Exploit differences in doses required for 2D and 3D to do multiple " Shorter total examination time 
studies on a single individual, reducing the time to wait between scans " Increased throughput 
(e. g. cardiac flow with 13NH3 followed by 18F-DG). " Greater patient compliance 
Develop partial ring rotating tomograph which is fully 3D " Equivalent data quality c. f. 2D with 
reduced tomograph cost 
Table 9.4 A summary of some of the options for improving clinical PET scanning using 3D techniques. 
The obvious advantages are in reducing scanning time or costs. Included in this list is a 
reference to the rotating partial ring tomograph, conceived and developed totally in 3D so that 
the sensitivity of the system would be the same as for a 2D full ring system(Townsend et al, 
1993), but with obvious cost-savings in the manufacture. 
Some of the less obvious advantages include aspects such as reducing the scanning 
period which reduces problems associated with patient movement: e. g., even if a5 or 10 
minute 3D 18F-DG brain scan exhibited the same signal to noise properties as a conventional 
30 minute 2D '8F-DG scan (same injected dose), there is the potential that patient movement in 
the 30 minute 2D scan would still render it inferior. This could be an important issue for 
paediatric patients. An example of reducing a 70 minute "standard" brain scanning protocol to 
20 minutes is illustrated in the timelines below by using post-injection transmission 
measurements and 3D acquisition. 
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Figure 9.4 Timelines are shown for a conventional 2D brain scanning protocol (top), the same protocol but 
where the patient is injected with the radiotracer out of the scanner and brought in after the uptake period for a 
post-injection transmission scan followed by a 2D 18F-DG acquisition (middle), and finally after injecting the 
same dose as in the previous 2D cases, acquiring the data in 3D and drastically shortening the scanning period. 
This last example could be manipulated so as to produce identical image quality as the top 2D protocol. 
Other subtleties include changing the conventional order of scans in a multitracer 
protocol as in the possible cardiac protocol in the next figure. The standard cardiac protocol of 
myocardial perfusion scan with 13NH3 followed by a 18F-DG glucose metabolism scan has 
two "dead" periods in it: the time for the 13NH3 to decay to acceptably low levels (t112=9.97 
minutes) and the uptake period for the '8F-DG (-30-40 minutes). This is time in which no 
scanning is usually possible. However, by exploiting the differential sensitivity of 2D and 3D 
the scanning order can be reversed. A smaller dose of 18F-DG can be given outside the 
scanner, and then the patient scanned in 3D for the usual length of time (same as 2D); this 
results in equivalent image quality to a 2D study. Then, a post-injection transmission scan can 
be acquired, followed by a 2D 13NH3 scan, perhaps with double the usual dose so as to reduce 
the impact of any remaining 18F-DG to a negligible level. 
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Figure 9.5 An example of how a cardiac scan using 3D for the 
18F-DG study can reduce the standard protocol 
from around 140 minutes to 80 minutes. The two non-scanning periods in the conventional protocol (for 
13NH3 
decay and I RF-DG uptake) are removed. The main feature of the use of 3D in this case is to reduce the amount of 
18F-DG injected, but to still acquire for the conventional length of time as for a 2D scan. This should give 
equivalent image quality. If the background from the 
8F-DG were still a concern the 13 NH3 dose could be 
doubled to render any background negligible. 
There are many other variations that could be devised to translate the sensitivity 
improvement of 3D into more acceptable clinical PET scans. The examples here show that 
scanning time, costs, or combinations of these two could be used to help make these studies 
more accessible and acceptable to the patients. 
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Chapter 10 
3D PET: Current Status and Future Prospects 
10.1 Summary of the Project Work 
The aim of this project work has been to produce images with 3D PET which are 
quantitative and accurate, and further, to demonstrate the application of these techniques to 
clinical studies. Using these techniques on the ECAT 953B neuroscanner, the accuracy of 
reconstructed data in situations approximating the human head has been shown to be within 
±10% of the true value, which is as accurate as has been found with 2D PET. Absolute 
accuracy is difficult to assess in in vivo studies in humans, as there is usually no gold standard 
against which to compare. However, a number of indicators, such as the precision of the 
results from fluorodopa scans comparing right and left sides of the basal ganglia, plus areas of 
zero reconstructed counts in air-filled sinuses in the head, are consistent with the data being 
accurate, and sufficient for quantification of physiological parameters. The quantitative 
accuracy of the convolution-subtraction scatter correction method has been independently 
investigated also for a different application with encouraging results by the Pittsburgh 
group(Townsend et al, 1996). 
10.1.1 Post hoc Critique of the Convolution-Subtraction Scatter Correction Technique 
The convolution-subtraction scatter correction technique has been shown to be a 
sufficiently accurate technique for dealing with the scattered events registered in 3D PET in 
relatively homogeneous objects. Its advantages include its ease of implementation, potentially 
rapid computation times (as it uses FFT's and is suited to vector-array processing hardware), 
incorporation of axial scattering via the use of planagrams, zero noise propagation from the 
scatter estimate, and minimal a priori knowledge required to compute the estimated scatter 
(scatter fraction and scatter function only). Its disadvantages include the assumptions about 
spatial invariance of the scattering process, lack of incorporation of object size and density, but 
probably most critically, the inability to deal with activity that has scattered from outside the 
field of view. This could present significant problems in measurements in the region of the 
heart, lungs and liver, especially if the liver, which plays a major role in the elimination of 
many compounds, is outside the field of view. A possible solution to this problem may reside 
in the use of extra energy information, from two or more energy windows. Plane-by-plane 
scatter fractions might be possible to calculate from extra energy information that could then be 
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used to scale the convolution-subtraction spatial scatter estimate. A method similar to this has 
been proposed recently(Shao and Karp, 1995). 
The use of transmission data in SPECT has been shown to improve the accuracy of 
scatter estimates and correction in areas of non-homogeneity(Ljungberg and Strand, 1990; 
Meikle et al, 1994). As seen in chapter 5, though, the relationship between the scattered photon 
and the emitting volume is far better defined in the SPECT case than in the PET case. In the 
latter work cited, an explicit relationship based on the build-up factor(Siegel et al, 1985) was 
shown between the scatter fraction and the total attenuation pathlength through the object for 
each projection. This was investigated for 511 keV photons and a similar relationship was 
shown to exist(Bailey and Meikle, 1994). This may give a better estimate in non-homogeneous 
media of the average scatter fraction, but does not appear to be of any significant potential in 
estimating the spatial distribution of scatter, because of the less well defined relationship 
between object and its scatter distribution. However, the following comments by Shao seem to 
have been reinforced by this project work: "... we believe that estimating accurately the total 
scatter fraction is more important than modeling(sic) spatially-variant rate constants... "(Shao et 
al, 1995). Transmission measurements could prove to be important in more accurately 
estimating local scatter fractions and is an area of possible future refinement of the 
convolution-subtraction method. 
10.1.2 Future Work in Quantitative 3D PET 
3D PET is slowly gaining acceptance as a quantitative tool. This project work has 
concentrated on cerebral applications, where the scatter correction, normalisation and 
calibration methods produce accurate results. The next challenge will be to examine the 
accuracy of 3D data in other parts of the body. In the thorax, the wide density range of the 
tissues will provide a challenge to techniques that have no a priori information about this 
scattering environment, while in the abdomen scatter correction will be large in magnitude and 
could potentially have large concentrations of radioactivity scattering into the data from outside 
the field of view, from organs such as bladder, liver, kidneys, and heart. 
Scatter correction currently is done with either energy-based, convolution (integral- 
transform), or direct calculation methods. The latter two will be plagued by limitations in 
dealing with scatter from outside the field of view. The energy-based approaches, which can 
accommodate out of field scatter, will probably require more energy information than 
is 
provided by a single "scatter" window, and, ideally, a full energy spectrum would 
be used. 
This would place enormous demands on data acquisition and computation hardware. Improved 
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energy resolution from better scintillation materials would help, but energy resolution is 
probably not going to exceed 8%-10% FWHM at 511 keV. Therefore in 3D PET, scatter will 
always be present and methods for dealing with it will be required. The incorporation of 
transmission data into the convolution-based methods may help in improving their accuracy. 
The direct calculation methods of Ollinger(Ollinger, 1996) and Watson(Watson et al, 1995), 
implemented on course matrices to improve efficiency, appear to be accurate in calculating the 
scatter distribution. 
10.1.3 Limitations of 3D PET 
The introduction of 3D, full volume acquisition in PET was delayed by almost 20 years 
after the introduction of the first positron tomographs. Firstly, reconstruction algorithms (or 
more correctly, inverse filters) were unknown that could deal with the fully-sampled geometry. 
This was overcome following the seminal work of Orlov in X-ray crystallography(Orlov, 
1976) and soon applied to PET cameras with limited acceptance angles(Colsher, 1980; Schorr 
and Townsend, 1981). The problem of the incomplete sampling geometry of full ring 
tomographs operated in 3D mode was resolved by the introduction of the reprojection 
algorithm(Kinahan and Rogers, 1989; Townsend et al, 1989). Although this places a high 
computational burden on resources, especially for dynamic acquisitions, reconstruction times 
have become practicable. Now, vector processing hardware can be used to achieve sufficient 
throughput on standard tomographs operating in 3D of one reconstructed volume every 10 
minutes or so, which is usually acceptable. Novel algorithms are still being developed, such as 
the most recent inverse algorithm from Michel Defrise(Defrise, 1995) which exploits the 
redundancy in the 3D projection data and the frequency-distance principle(Edholm et al, 1986). 
Developments in the inversion of the projection data to produce the reconstructed volume at 
both a practical level and at an improved theoretical level are continuing, and do not appear to 
be a major restriction in the wider implementation of 3D PET. 
The major limitation in 3D PET with the radiotracers commonly used today would seem 
to be the restrictive rates at which the tomograph detector and electronics can process the 
available signal. This point was made recently at the meeting Scint 95 - Inorganic Scintillators 
and Their Applications by Bill Moses who stated that "Presently, BGO is the dominant 
scintillator for 3D-PET, largely because most 3-D scanners are combination 2D-3D scanners 
(i. e., have removable septa) and because no reasonable alternative exists. The majority of the 
scans performed in a clinical environment are 2-D, as 3-D scans are hampered by relatively 
poor detector performance (my emphasis) and a much larger data set size "(Moses and Derenzo, 
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1995). In chapter 4, there was adequate demonstration of the departure from a linear response 
in count rate for increasing activity concentration within the field of view for the BGO-based 
scanners in both 2D and 3D mode. The estimated parameters for deadtime were of the order of 
10-6 seconds. This is primarily determined by the scintillator characteristics. New scintillators 
with the desirable properties of high density (i. e., effective Z number), high and rapid light 
output after absorbing quanta, good transfer of light from crystal to optical detector, and which 
are rugged and easy to manufacture are required. A number of lutetium compounds, some with 
cerium doping, are now appearing that meet many of these criteria. The most promising would 
appear to be lutetium oxyorthosilicate (LSO)(Melcher and Schweitzer, 1991). 
10.2 3D PET. " The Next Generation 
3D PET has increased the sensitivity of current tomographs by factors of 6-8 fold 
overall, and 2-5 fold in effective gain, for a well-shielded tomograph. The major limitation to 
further increasing the efficiency of detection over a wide dynamic range now appears to be the 
response time of the BGO scintillator. Large axial acceptance angle tomographs for whole body 
imaging will have an acceptance field of view for single events from outside the coincidence 
field of view that is extremely large. This contributes to detector deadtime in the processing of 
these single events, and in increased randoms rates because of the duration of the coincidence 
window (12 ns for the ECAT tomographs). 
In spite of the improvements in sensitivity with 3D PET, however, much of the 
available signal still goes undetected. Due to scatter, deadtime and randoms the effective 
sensitivity is far less than is measurable in an "absolute" sense. In an attempt to quantify this, 
the data derived from the absolute sensitivity measurements has been combined with the 
deadtime and noise equivalent count rate data. At extremely low count rates where detector 
deadtime and random events are negligible, the effective sensitivity (as it relates to the image 
variance) in a distributed object is simply the absolute sensitivity level with a correction for the 
scatter in the measurement. As the count rate increases, this effective sensitivity decreases due 
to the increased deadtime and random events while scatter remains constant. Therefore, the 
effective sensitivity as a function of count rate can be expressed as the quotient of the noise 
equivalent rate divided by the ideal trues count rate with no scatter, deadtime or randoms, 
multiplied by the absolute sensitivity. This is expressed as: 
NEC(a) [10.11 C (a) - TIdeal(a) xC 
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where C is the absolute sensitivity and NEC and T are the noise equivalent and trues rates 
respectively and are functions of the activity concentration of the object. The effective 
sensitivity is now also a function of the activity in the object. This effective sensitivity has been 
determined in 3D measurements using the elliptical and 20 cm cylinder data from chapter 4, and 
is plotted in figures l0. la-c. 
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Figure 10.1 a. The effective sensitivity for a distributed source in 3D is shown for a head-sized 
elliptical cylinder and a 20 cm cylinder. The effective sensitivity is a measure of variance in a 
reconstructed image. At low count rates, the dominant factor reducing the value from that of the 
absolute sensitivity in air is scatter; at higher concentrations in the cylinder the deadtime and random 
event rates become significant. 
The effective sensitivity demonstrates that the increase in solid angle from 3D 
acquisition is only one aspect of improving the sensitivity of PET, and that increasing detector 
performance by keeping the detectors available for signal detection for a longer proportion of 
the time can be thought of in a similar manner to increasing the solid angle as both improve the 
sensitivity of the device. 
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Figure 10.1b and 10.1c show the same data plotted in figure 10.1 a, but as a function of observed count rate for 
true coincidences, which is more useful for judging optimal operating conditions. The smaller elliptical cylinder 
(top) demonstrates superior performance over a gretaer dynamic range than the 20 cm cylinder (bottom). 
As the issue of scatter correction appears to be soluble and improved scintillation 
detector materials are appearing it is possible to suggest a possible design for the next 
generation of positron tomographs. These devices should have the following characteristics: 
" New fast, dense detectors in a smaller block than is used today with high light output; 
" Fully 3D operation in a septa-less tomograph; 
" Possibly time-of-flight coincidence detection, as the new detectors will be fast enough 
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for the coincidence timing window to be reduced and this will introduce large 
differences in photon arrival times in a wide transaxial field of view (whole body) 
tomograph from annihilations arising at the edges of the field of view; 
" Time of flight mode, plus the continuing development of dynamic analytical techniques, 
would suggest that list mode acquisition will become a more efficient and flexible 
method for recording the data; 
" New strategies for acquiring transmission scans for attenuation correction will be 
required, and point source measurements with long-lived single photon emitters such as 
137Cs offer great promise, but will require processing to remove scatter, scale the 
attenuation coefficients to the appropriate energy, and possibly to segment the data into 
different tissue types; 
" To improve spatial resolution the ring diameter should be reduced, however, this leads 
to a "parallax" error due to crystal penetration by non-orthogonal photons. This effect 
can be reduced if the depth of interaction of the photon in the detector is known. For 
depth of interaction to be measured, high speed light-to-electrical signal converters are 
required. Photomultipliers are efficient for this purpose generally, but their bulk 
precludes them from being attached to the front and rear faces of the detectors. 
Photodiodes may be the solution to this as they can be manufactured to be quite small, 
but at present their efficiency is low (which would compromise energy resolution) and a 
conventional photodiode may be too slow and therefore restrict the count rate. A 
compromise containing both photodiodes and photomultiplier tubes may be an 
alternative. 
Full 3D operation, a smaller block (therefore less deadtime), list mode and a 137Cs 
point source have been implemented in the latest tomograph developed by CTI in collaboration 
with the MRC Cyclotron Unit at Hammersmith Hospital, the ECAT EXACT3D, delivered in 
February 1996. This device is still BGO-based, and therefore count rate performance is 
anticipated to be the limiting factor in effective sensitivity. The experience with these 
innovations, however, will help to guide the development of the next generation of PET 
tomographs. 
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Appendix I 
Glossary of Terms and Symbols 
Parameter or Coordinates, Definition 
Term Units, or Symbol 
Absolute Sensitivity C The counts recorded by the device per unit 
radioactivity from a source in the field of view; 
Units: cts. s"1. Bq"1. 
Angular Sampling The angle between samples (or detectors) 
around the ring measured from the centre of the 
ring; Units: degrees of arc (°). 
Annihilation Photon One of the gamma photons produced by the 
annihilation of a positron and an electron. 
Axial Sampling The minimum distance between successive 
sinograms in the 2D acquisition case. For block 
detectors this will be 2 samples for each crystal 
centre-to-centre distance; Units: mm. 
Azimuthal Angle The angle that the rotating frame of reference 
(s, t) makes with the (x, y) plane. In a direct 
sinogram, each row corresponds to a one 
dimensional azimuthal projection; Units: 
degrees('). 
Becquerel Bq The SI unit of radioactive decay. I Bq =I 
disintegration per second. The cgs unit of 
radioactivity, the Curie (Ci) is equal to 3.7 x 
1010 Bq (37 GBq). 
Block(-detector) A discrete, scintillation detector, sectioned into 
smaller individual detector elements (e. g., 
8x8). When viewed by a number of 
photomultiplier tubes (PMT's) allows the point 
of gamma photon interaction to be localised to a 
particular detector element. 
Coincidence The duration of the electronic window for 
window acceptance of annihilation coincidence photons; 
Units: s. 
Compton angle e The angle by which a photon is deflected after 
undergoing elastic scattering with an electron. 
This is the predominant mechanism by which 
photons interact with matter for 0.1 <_E1<_ 1.0 
MeV; Units: degrees(). 
Glossary AI-2 
Efficiency 
£ The fraction of detected events per unit 
radioactivity from a source in the field of view. 
Multiple Event M Detection of 3 annihilation photons within the 
timing window for a coincidence, thereby 
causing ambiguity in deciding which pair is 
valid. 
Noise Equivalent NEC The effective count rate that would produce 
Count rate identical image SNR if the degrading effects of 
randoms and scattered events were not present; 
Units: ct. sec''. 
Pixel size Ax The dimensions of the reconstructed pixel in 
the image; Units: mm. 
Planar Projection po e(s, z) A 2D array consisting of a set of 1D projections (or Planagram) at a given angle 4 over all z measured at that 
polar angle e. 
Plane (image) (x, y) A reconstructed section through the image 
formed from one or more sinograms. This is 
usually orthogonal to one of the major (x, y, z) 
axes of the camera. A transverse plane would 
have coordinates (x, y), a sagittal plane (y, z), 
and a coronal plane (x, z). 
Polar Projection e The angle between rings forming a sinogram; 
Angle Units: degrees (°). 
Positron Positively charged electron emitted from the 
nucleus of a proton rich (or neutron deficient) 
atom. 
Projection p(s) An integral of measured values along a 
particular line-of-sight. A ID projection p(s) is 
formed from a 2D slice dataset; a 2D projection 
p(s, e)is formed from a 3D volume data set. 
Prompt Event P Detection of a valid pair of coincidence photons 
within the timing window allowed. Composed 
of true events plus accidental coincidences such 
as randoms and multiples. 
Random Event R An accidental coincidence formed by detecting 
single annihilation photons from two separate 
decaying nuclei. 
Glossary A! -3 
Reconstruction H(v) The function convolved with the projection data Filter which corrects for the blurring of the for the 
back-projection process. Sometimes confused 
with the apodizing function W(u). For aID 
projection the reconstruction filter is known as 
a "ramp" function due to its shape in the 
frequency domain. 
Reconstruction WM An apodizing function applied to the Window reconstruction filter to suppress amplification 
of high frequencies in the filtering process 
before back-projection. 
Reconstructed count fR The reconstructed count rate per pixel. The 
rate (image count) dimensions are fR(x, y). Units: ct. s-1. pixel-1 
Resolution - radial FWHMT Spatial resolution measured along a chord drawn from the point in question back to the 
centre of the transaxial field-of-view of the 
tomograph; Units: mm. 
Resolution - FWHMt Spatial resolution in the direction tangential to a 
tangential chord drawn from the point in question back to 
the centre of the transaxial field-of-view of the 
tomograph; Units: mm. 
Ring One circular set of detectors. A modem multi- 
slice camera would contain between 16 & 48 
such rings. 
Ring Difference AP The numerical difference between rings used to 
form a sinogram. Ring 1 in coincidence with 
the opposing detectors in ring I would result in 
a Op=O; ring 1 in coincidence with ring 2 would 
be dp=1, etc. 
Ring Spacing mm The distance between the centres of two 
adjacent detectors in the axial (z) direction. Due 
to the gaps from the saw-cuts in a block 
detector, the ring spacing is usually larger than 
the detector dimensions in the axial direction. 
Scattered SA pair of annihilation photons, counted within 
(coincidence) event the coincidence timing window, where one or 
both having undergone a Compton interaction 
causing a change in direction of the photon(s). 
Scatter Fraction k The ratio of scattered: total (i. e., scattered + 
unscattered) events recorded. 
Scatter Function K The general function which relates the distribution of scattered events to the 
unscattered distribution. 
Glossary AI-4 
Scatter Slope 
a The parameter that characterises the slope of the 
scatter "wings" from a profile of a point or line 
source in a scattering medium. Usually this is a 
mono-exponential spatial rate constant; Units: 
"1 cm. 
Sinogram 
p(s 0) A 2D array of acquisition data, representing a 
set of parallel lines of response between a pair 
of rings, or a combination of a number of pairs 
of rings summed. The s cordinate corresponds 
to a line of response (parallel projection 
element) for data at the same angle 0. The e 
cordinate specifies the angle between the 
opposing detectors. 
Slice Spacing The distance between reconstructed image 
planes; Units: mm. 
Slice Width FWHMZ The axial resolution, i. e., the FWHM of the 
point response function, in the axial direction; 
Units: mm. 
Spatial Frequency Units: cycles. cm-1. 
Transverse As The distance between successive parallel lines- 
Sampling of-response in a projection; Units: mm. 
True Event TA coincidence formed from 2 annihilation 
photons arising from the same ß+ that are 
unscattered. 
AIL I 
Appendix II 
Sinogram definitions for ECAT 95x tomographs 
Ring I Ring 2 Sinogram Ring difference Ringl Ring 2 Sinogram Ring difference 
0 0 1 0 3 0 4 3 
0 2 17 2 3 2 20 1 
0 3 25 3 3 3 28 0 
0 4 33 4 3 4 36 1 
0 5 41 5 5 44 2 
0 6 49 6 3 6 52 3 
0 7 57 7 3 7 60 4 
0 8 65 8 3 8 6 5 
0 9 73 9 3 9 76 6 
0 10 81 10 3 10 84 7 
0 11 89 11 3 11 92 8 
0 12 97 12 3 12 100 9 
0 13 105 13 3 13 108 10 
0 15 121 15 3 15 124 12 
1 0 2 1 4 0 5 4 
1 1 10 0 4 1 13 3 
1 3 26 2 4 3 29 1 
1 4 34 3 4 4 37 0 
1 5 42 4 4 5 45 1 
1 6 50 -5 
6 53 2 
1 7 58 6 4 7 61 3 
1 8 66 7 4 8 69 4 
1 9 74 8 4 9 77 5 
1 10 82 9 4 10 85 6 
1 11 90 
- 
10 4 11 93 7 
1 12 98 11 4 12 101 8 
1 13 106 12 4 13 109 9 
14 lid 13 4 14 117 10 
1 15 122 14 4 15 125 11 
2 
F 
0 3 2 5 0 6 5 
2 1 11 1 5 1 14 4 
2 3 27 1 5 3 30 2 
2 4 35 2 4 38 1 
2 5 43 3 5 5 46 0 
2 6 51 4 5 6 54 1 - 
2 7 59 5 5 7 62 2 
2 8 67 6 5 8 70 3 
2 9 75 7 5 9 78 4 
2 10 81 8 5 10 86 5 - 
2 11 91 9 5 11 94 6 
2 12 99 10 5 12 102 7 
2 13 107 11 5 13 110 8 
L 
2 15 123 13 5 15 126 10 
Sinogram Definitions AI1.2 
Ring 1 Ring 2 Sinogram Ring difference Ringl Ring 2 Sinogram Ring difference 
6 0 7 6 9 0 130 9 
6 1 15 5 9 1 138 8 
6 2 23 4 9 2 146 7 
6 3 31 3 9 3 154 6 
6 4 39 2 9 4 162 5 
6 5 47 1 9 5 170 4 
6 6 55 0 9 6 178 3 
6 7 63 1 9 7 186 2 
6 8 71 2 9 8 194 1 
6 9 79 3 9 9 202 0 
6 10 87 4 9 10 210 1 
6 11 95 5 9 11 218 2 
6 12 103 6 9 12 226 3 
6 13 111 7 9 13 234 4 
6 14 119 8 9 14 242 5 
6 15 127 9 9 15 250 6 
7 0 8 7 10 0 131 10 
7 1 16 6 10 1 139 9 
7 2 24 5 10 2 147 8 
7 3 32 4 10 3 155 7 
7 4 40 3 10 4 163 6 
7 5 48 2 10 5 171 5 
7 6 56 1 10 6 179 4 
7 7 64 0 10 7 187 3 
7 8 72 1 10 8 195 2 
7 9 80 2 10 9 203 1 
7 10 88 3 10 10 211 0 
7 11 96 4 10 11 219 1 
7 12 104 5 10 12 227 2 
7 13 112 6 10 13 235 3 
7 14 120 7 10 14 243 4 
7 15 128 8 10 15 251 5 
8 0 129 8 11 0 132 11 
8 1 137 7 11 1 140 10 
8 2 145 6 11 2 148 9 
8 3 153 5 11 3 156 8 
8 4 161 4 F-I] 4 164 7 
8 5 169 3 11 5 172 6 
8 6 177 2 11 6 180 5 
8 7 185 1 11 7 
:: ý 188 4 
8 8 193 0 11 8 196 3 
8 9 201 1 11 
=9- 
204 2 
8 10 209 2 1 10 212 1 
8 11 217 3 11 11 220 0 
8 12 225 4 11 12 228 1 
8 13 233 5 11 13 236 2 
8 14 241 6 14 244 3 
8 15 249 7 ± L± 15 252 4 
Sinogram Definitions AIL 3 
Ring 1 Ring 2 Sinogram Ring difference Ringl Ring 2 Sinogram Ring difference 
12 0 133 12 14 0 135 14 
12 1 141 11 14 1 143 13 
12 2 149 10 14 2 151 12 
F 
12 3 157 9 14 3 159 11 
12 4 165 8 14 4 167 10 
12 5 173 7 14 5 175 9 
12 6 181 6 14 6 183 8 
12 7 189 5 14 7 191 7 
12 8 197 4 14 8 199 6 
12 9 205 3 14 9 207 5 
12 10 213 2 14 10 215 4 
12 11 221 1 14 11 223 3 
12 12 229 0 14 12 231 2 
12 13 237 1 14 13 239 1 
12 14 245 2 14 14 247 0 
12 15 253 3 14 15 255 1 
13 0 134 13 15 0 136 15 
13 1 142 12 15 1 144 14 
F 13 2 150 11 15 2 152 13 13 3 158 10 15 3 160 12 IF 
13 4 166 9 15 4 168 11 
13 5 174 8 15 5 176 10 
+ 
13 6 182 7 15 6 184 9 
13 7 190 6 15 7 192 8 
13 8 198 5 15 8 200 7 
13 9 206 4 15 9 208 6 
13 10 214 3 15 10 216 5 
13 11 222 2 15 11 224 4 
13 12 230 1 15 12 232 3 
13 13 238 0 15 13 240 2 
1 3 14 246 1 15 14 248 1 
13 15 254 2 15 15 256 0 
Table All-1. Sinogram definition for Ecat 95x scanners. The sinogram number is calculated from the 
relationship sinogram# = ring2*v + [ring] - (ringl/v)*VJ + v2*2*(ringl/v) +1 (see text for definition of 
symbols). This table is used in the scatter correction procedure to determine the direct plane (ring 1= ring 2) 
where any oblique plane intersects the central axis of the scanner, to minimise the number of scatter estimations 
required 
Sinogram Definitions AII. 4 
Sinogram Ring 1 Ring 2 Ring difference Sinogram Ring 1 Ring 2 Ring difference 
1 0 0 0 49 0 6 6 
2 1 0 1 50 1 6 5 
3 2 0 2 51 2 6 4 
4 3 0 3 52 3 6 3 
5 4 0 4 53 4 6 2 
6 5 0 5 54 5 6 1 
7 6 0 6 55 6 6 0 
8 7 0 7 56 7 6 1 
9 0 1 1 57 0 7 7 
10 1 1 0 58 1 7 6 
11 1 1 59 2 7 5 
12 3 1 2 60 3 7 4 
13 4 1 3 61 4 7 3 
14 5 1 4 62 5 7 2 
15 6 1 5 63 6 7 1 
16 7 1 6 64 7 7 0 
l7 0 2 2 65 0 8 8 Ir 
8 1 2 1 66 1 8 7 
9 2 2 0 67 2 8 6 
20 3 2 1 68 3 8 5 
21 4 2 2 69 4 8 4 
22 5 2 3 70 5 8 3 
23 6 2 4 71 6 8 2 
24 7 2 5 72 7 8 1 
25 0 3 3 73 0 9 9 
26 1 3 2 74 1 9 8 
27 2 3 1 75 2 9 7 
28 3 3 0 76 3 9 6 
29 4 3 1 77 4 9 5 
30 5 3 2 78 5 9 4 
31 6 3 3 79 6 9 3 
32 7 3 4 80 7 9 2 
33 0 4 4 81 0 10 10 
34 1 4 3 82 1 10 9 
35 2 4 2 83 2 10 8 
36 3 4 1 84 10 7 
37 4 4 0 85 4 10 6 
38 5 4 1 86 5 10 5 
39 6 4 2 87 6 10 4 
40 7 4 3 88 7 10 3 
41 0 5 5 89 0 11 11 
42 1 5 4 90 1 11 10 
43 2 5 3 91 2 11 9 
44 3 5 2 92 3 11 8 
45 4 5 1 93 4 11 7 
46 5 5 0 94 5 11 6 
47 6 5 1 95 6 11 5 
48 7 5 2 96 7 11 4 
Sinogram Definitions AII. 5 
Sinogram Ring 1 Ring 2 Ring difference Sinogram Ring I Ring 2 Ring difference 
97 0 12 12 145 8 2 6 
98 1 12 11 146 9 2 7 
99 2 12 10 147 10 2 8 
100 3 12 9 148 11 2 9 
101 4 12 8 149 12 2 10 
102 5 12 7 150 13 2 11 
103 6 12 6 151 14 2 12 
104 7 12 5 152 15 2 13 
105 0 13 13 153 8 3 5 
106 1 13 12 154 9 3 6 
107 2 13 11 155 10 3 7 
108 3 13 10 156 11 3 8 
109 4 13 9 157 12 3 9 
110 5 13 8 158 13 3 10 
111 6 13 7 159 14 3 11 
112 7 13 6 160 15 3 12 
113 0 14 14 161 8 4 4 
114 1 14 13 162 9 4 5 
115 2 14 12 163 10 4 6 
116 3 14 11 164 11 4 7 
117 4 14 10 165 12 4 8 
118 5 14 9 166 13 4 9 
119 6 14 8 167 14 4 10 
120 7 14 7 168 15 4 11 
121 0 15 15 169 8 5 3 
122 1 15 14 170 9 5 4 
123 2 15 13 171 10 5 5 
124 3 15 12 172 11 5 6 
125 4 15 11 173 12 5 7 
126 5 15 10 174 13 5 8 
127 6 15 9 175 14 5 9 
128 7 15 8 176 15 5 10 
129 8 0 8 177 8 6 2 
130 9 0 9 178 9 6 3 
131 10 0 10 179 10 6 4 
132 11 0 11 180 11 6 5 
133 12 0 12 181 12 6 6 
134 13 0 13 182 13 6 7 
135 14 0 14 183 14 6 8 
136 15 0 15 184 15 6 9 
137 8 1 7 185 8 7 1 
138 9 1 8 186 9 7 2 
139 10 1 9 187 10 7 3 
140 11 1 10 188 11 7 4 
141 12 1 11 189 12 7 5 
142 13 1 12 190 13 7 6 
143 14 1 13 191 14 7 7 
I 
144 15 1 14 192 15 7 8l 
Sinogram Definitions AII. 6 
Sinogram Ring I Ring 2 Ring difference Sinogram Ring 1 Ring 2 Ring difference 
193 8 8 0 225 8 12 4 
194 9 1 226 9 12 3 
195 10 8 2 227 10 12 2 
196 11 8 3 228 11 12 1 
197 12 8 4 229 12 12 0 
198 13 8 5 230 13 12 1 
199 14 8 6 231 14 12 2 
200 15 8 7 232 15 12 3 
201 8 9 1 233 8 13 5 
202 9 9 0 234 9 13 4 
203 
E 
10 9 1 235 10 13 3 
204 11 9 2 236 11 13 2 
205 12 9 3 237 12 13 1 
206 13 9 4 238 13 13 0 
207 14 9 5 239 14 13 1 
208 15 9 6 240 15 13 2 
209 8 10 2 241 8 14 6 
210 9 10 1 242 9 14 5 
211 10 10 0 243 10 14 4 
212 11 10 1 244 11 14 3 
213 12 10 2 245 12 14 2 
214 13 10 3 246 13 14 1 
215 14 10 4 247 14 14 0 
216 15 10 5 248 15 14 1 
217 8 11 3 249 8 15 7 
218 9 11 2 250 9 15 6 
219 10 11 1 251 10 15 5 
220 11 11 0 252 11 15 4 
221 12 11 1 253 12 15 
222 13 11 2 254 13 15 2 
223 14 11 3 255 14 15 1 
IF 
224 15 11 4 256 15 15 0l 
Table All-2 Sinogram definition for Ecat 95x scanners, ordered by ascending sinogram number. 
Table All-2 shows the 3D sinogram definition, ordered by ascending sinogram 
number, which is often a more convenient form for locating the rings used, or ring difference, 
in forming a particular sinogram. 
AI/I- I 
Appendix III 
Scatter Fraction Measurements on the ECAT 951R 
The scatter fraction was measured with respect to the following three variables: 
0 variation with source location in the cylinder 
" variation with different energy window settings 
" variation with increasing ring difference (i. e., increasing 0) 
The scatter fraction was measured at 3 radial locations (0 cm, 5 cm, and 9.5 cm from 
the axis of the scanner) in both 2D and 3D modes. To examine variation with energy settings 2 
different energy windows (250-850 keV and 380-850 keV) were used. The lower energy 
threshold of 250keV was the setting recommended by the manufacturer. The lower energy 
threshold of 380keV was used to examine the benefit of improved energy resolution of the 
951 R block detectors (<_20% for single events at 511 keV for the entire scanner) over previous 
generations of detectors in reducing detection of scattered photons while not affecting 
unscattered coincidences greatly. The 68Ge needle source gave -9 MBq in the field-of-view and 
all measurements were recorded for 5 minutes, typically resulting in total counts of 16 x 106 cts 
in air in 3D or 2.5 x 106 cts in 2D and 1.5 x 106 cts in the cylinder in 3D and 250 x 103 cts in 
2D. Deadtime correction was applied, but losses were always less than 5%. Tables A3.1-10 
gives the count rates (counts per second) per plane for these acquisitions and show the 
measured values in air (unatten count) and the cylinder (scatter count), the attenuated air 
measurement (atten count), the attenuated air count subtracted from the cylinder measurement 
(diff, the calculated scatter fraction diff/scatter count (SF), and the attenuation factor for the 
location of the source derived from the unattenuated air count divided by the attenuated air 
count. The mean value for the scatter fraction is shown at the bottom of each tables, along with 
2 different standard deviations. The first (SD) is the standard deviation for all measurements. 
The second (SD') excludes the end-planes where the values of scatter fraction are frequently 
very different due to the different behaviour of the end crystals of the block. The tables show 
firstly the scatter fraction for a lower threshold of 250 keV, paired consecutive 2D/3D studies, 
and progressing from on-axis line source measurements to 9.5 cm off-axis, and then the same 
measurements for a lower threshold of 380keV. The results are not shown for the 2D data at 
9.5cm displacement as the values were so low as to only be estimated at <0.05. Table 5.2 
summarises the mean scatter fraction values for all data. 
Scatter Fraction for SCAT 95I R AIII-2 
Table A3.1 Scatter Fraction per plane for Ecat 95I R 
Energy Window 250-850keV 
Line source displacement from central axis: 0cm 
Acquisition in 2D 
Plane Unatten Count Atten count Scatter count Diff SF Atten ratio 
1 297.8 34.7 38.5 3.8 0.1 8.58 
2 696 81.1 91.6 10.4 0.11 8.58 
3 1087.8 126.8 143.5 16.7 0.12 8.58 
4 1431.2 166.9 189.1 22.2 0.12 8.58 
5 1197.5 139.6 160.8 21.2 0.13 8,58 
6 1459 170.1 198.3 28.2 0.14 8.58 
7 1152.8 134.4 158.8 24.4 0.15 8.57 
8 1465.6 170.9 204.6 33.6 0.16 8.57 
9 1158.5 135.1 161.1 25.9 0.16 8.57 
10 1435.9 167.5 205.7 38.2 0.19 8.57 
11 1142.2 133.2 161.5 28.3 0.18 8.57 
12 1369.8 159.8 194.7 34.9 0.18 8.57 
13 1067.4 124.5 152.1 27.6 0.18 8.57 
14 1301.2 151.8 185 33.2 0.18 8.57 
15 1022.3 119.3 139.2 19.9 0.14 8.57 
16 1315 153.5 187.8 34.3 0.18 8.57 
17 1052.4 122.8 150.5 27.7 0.18 8.57 
18 1338.6 156.2 197.1 40.9 0.21 8.57 
19 1073.9 125.3 160 34.6 0.22 8.57 
20 1325.7 154.8 197 42.2 0.21 8.57 
21 
F 
1133.3 132.3 167.2 34.9 0.21 8.57 
22 1404.1 163.9 206.1 42.1 0.2 8.56 
23 1170 136.6 170.2 33.6 0.2 8.56 
24 1444.7 168.7 208.5 39.7 0.19 8.56 
25 1158.8 135.3 166.1 30.8 0.19 8.56 
26 1440 168.2 201.7 33.5 0.17 8.56 
27 1222.3 142.8 161.3 18.5 0.11 8.56 
28 1374.6 160.6 181.2 20.6 0.11 8.56 
29 1059.6 123.8 156.4 32.6 0.21 8.56 
1 30 672.3 78.6 112.8 34.2 
1 
-0.3 
1 8.56 
31 
11 
282 33 55.8 22.9 0.41 8.56 
Mean k=0.18 
SD = 0.06 
SD' = 0.04 
Scatter Fraction for ECAT 951R AIII-3 
Table A3.2 Scatter Fraction per plane for Ecat 95J R 
Energy Window 250-850keV 
Line source displacement from central axis: 0cm 
Acquisition in 3D 
Plane Unatten 
count 
Atten count Scatter count Diff SF Atten ratio 
1 305.2 35.6 81.5 45.90 0.56 8.58 
10 656.4 76.5 137.6 61.1 0.44 8.58 
19 744.2 86.8 154.3 67.5 0.44 8.58 
28 774.4 90.3 164.2 73.9 0.45 8.58 
37 663.8 77.4 147.2 69.8 0.47 8.57 
46 773.6 90.2 171.2 80.9 0.47 8.57 
55 710 82.8 161.6 78.8 0.49 8.57 
64 599.2 69.9 134.8 64.9 0.48 8.57 
193 607.6 70.9 142.3 71.4 0.5 8.57 
202 708.6 82.7 167.1 84.4 0.51 8.57 
211 791.4 92.4 180.5 88.1 0.49 8.57 
220 687.4 80.3 156.9 76.7 0.49 8.56 
229 793.7 92.7 175.5 82.8 0.47 8.56 
238 785 91.7 165.6 73.9 0.45 8.56 
247 689.8 80.6 165.5 84.9 0.51 8.56 
256 490.3 57.3 160.3 103.0 0.64 8.55 
Mean k=0.49 
SD = 0.05 
SD' = 0.02 
Scatter Fraction for ECAT 95I R AIII-4 
Table A3.3 Scatter Fraction per plane for Ecat 95J R 
Energy Window 250-850keV 
Line source displacement from central axis: 5cm 
Acquisition in 2D 
Plane Unatten count Atten count Scatter count Diff SF Atten ratio 
1 306.8 40.2 44.9 4.7 0.11 7.64 
2 711.1 93.4 103.1 9.7 0.09 7.62 
3 
M 
1107 145.5 160.2 14.6 0.09 7.61 
4 1453.3 191.1 213 22 0.1 7.61 
5 1218.6 160.1 179.4 19.3 0.11 7.61 
6 1477.2 194.1 221.4 27.2 0.12 7.61 11 
7 1170.4 153.7 176.1 22.4 0.13 7.61 
8 1481.4 194.7 227.4 32.8 0.14 7.61 
9 1174.6 154.3 180.5 26.2 0.15 7.61 
10 1456.3 191.2 227 35.8 0.16 7.62 
11 1160.5 152.2 179.4 27.2 0.15 7.63 
12 1387.9 182 216.1 34.2 0.16 7.63 
13 1085.4 142.1 169.5 27.4 0.16 7.64 
14 1330 174.1 195.6 21.5 0.11 7.64 
15 1058.2 138.5 156.6 18.1 0.12 7.64 
16 1369 179.2 211.7 32.5 0.15 7.64 
17 1084 142 167.1 25.1 0.15 7.64 
18 1374.9 179.9 215.3 35.3 0.16 7.64 
19 1097.7 143.6 176.9 33.3 0.19 7.64 
20 1354.4 177.1 218.7 41.6 0.19 7.65 
21 1157 151.1 184.4 3 .3 
0.18 7.66 
22 1444.1 188.5 231.8 43.3 0.19 7.66 
23 1201.1 156.7 188.3 31.6 0.17 7.67 
24 1466.1 191.1 230.9 39.7 0.17 7.67 
25 1196 155.9 184.6 28.7 0.16 7.67 
26 1472.5 191.8 218.8 26.9 0.12 7.68 
27 1245.8 162.3 177.9 15.6 0.09 7.67 
28 1397.8 182 208.9 26.8 0,13 7,68 
29 1066.6 138.9 184 45.1 0.24 7.68 
30 674.6 87.8 134.3 46.5 0.35 7.68 
31 276.7 36.1 66.7 30.6 0.46 7.67 
Mean k=0.16 
SD k=0.08 
SD' k =0.03 
Scatter Fraction for SCAT 95IR AIII-S 
Table A3.4 Scatter Fraction per plane for Ecat 951R 
Energy Window 250-850keV 
Line source displacement from central axis: 5cm 
Acquisition in 3D 
Plane Unatten count Atten count Scatter count Diff SF Atten ratio 
1 314.4 41.4 85.3 43.9 0.51 7.59 
10 668.7 87.9 147.1 59.2 0.4 7.6 
19 755.9 99.3 163 63.7 0.39 7.61 
28 782.7 102.7 175.8 73.1 0.42 7.62 
37 677 88.8 158.4 69.6 0.44 7.62 
46 783.8 102.7 182.2 79.5 0.44 7.63 
55 719.7 94.2 171.4 77.2 0.45 7.64 
64 606.3 79.3 145.2 65.9 0.45 7.64 
193 617.8 80.7 152.6 71.9 0.47 7.66 
202 728.7 95.1 183.1 88 0.48 7.66 
211 806.1 105.1 195.7 90.6 0.46 7.67 
220 706 92 171 79 0.46 7.68 
229 808.7 105.4 187.2 81.8 0.44 7.68 
238 795.8 103.4 179.5 76.1 0.42 7.7 
247 696.5 90.7 187 96.3 0.51 7.68 
256 490.5 63.8 179.9 116.1 0.65 7.69 
Mean k=0.46 
SD k=0.06 
SD'k =0.03 
Scatter Fraction for ECAT 951R A111-6 
Table A3.5 Scatter Fraction per plane for Ecat 95I R 
Energy Window 250-850keV 
Line source displacement from central axis: 9.5cm 
Acquisition in 3D 
Plane Unatten count Atten count Scatter count Diff SF Atten ratio 
1 322.8 82.3 121.3 39 0.32 3.92 
10 691.5 173 216.6 43.6 0.2 4 
19 781.3 192.3 240.8 48.6 0.2 4.06 
28 807.9 196.9 253.9 56.9 0.22 4.1 
37 702.1 170.4 226.6 56.1 0.25 4.12 
46 806.2 192.6 263.1 70.5 0.27 4.19 
55 741.5 175.8 244.9 69.1 0.28 4.22 
64 623.4 146.6 207.9 61.3 0.29 4.25 
193 641.9 150.5 209.9 59.5 0.28 4.27 
202 756.5 175.2 256.6 81.4 0.32 4.32 
211 834.3 192 279.3 87.3 0.31 4.34 
220 731.5 167.3 244.5 77.2 0.32 4.37 
229 843.9 192.4 277.2 84.8 0.31 4.39 
238 825.5 185.6 271.1 85.4 0.32 4.45 
247 732 165.9 243.2 77.3 0.32 4.41 
256 510.3 114.2 190.2 76 0.4 4.47 
Mean k=0.29 
SD k=0.05 
SD'k =0.04 
Scatter Fraction for ECAT 95I R A! l1-7 
Table A3.6 Scatter Fraction per plane for Ecat 951R 
Energy Window 380-850keV^^^Document Error"^^ 
Plane Unatten count Atten count Scatter count Diff SF Atten ratio 
1 248.3 28.9 30.9 1.9 0.06 8.58 
2 588.9 68.7 74.4 5.7 0.08 8.58 
3 941 109.7 118.3 8.6 0.07 8.58 
4 1247.4 145.4 158.6 13.2 0.08 8.58 
5 1065.6 124.2 137 12.7 0.09 8.58 
6 1295.4 151 167 16 0.1 8.58 
7 1029.6 120.1 134 13.9 0.1 8.8 
8 1290.3 150.5 171.3 20.9 0.12 8.58 
9 1027.8 119.9 137.4 17.6 0.13 8.58 
10 1264.9 147.5 169 21.5 0.13 8.57 
11 999.4 116.6 132.8 16.3 0.12 8.57 
12 1166.5 136.1 155.3 19.3 0.12 8.57 
13 892.4 104.1 120.2 16.1 0.13 8.57 
14 1061.4 123.8 148.2 24.4 0.16 8.57 
15 819 95.5 109.3 13.7 0.13 8.57 
16 1074.7 125.4 150.6 25.3 0.17 8.57 
17 850.2 99.2 120.6 21.4 0.18 8.57 
18 1100.9 128.5 159.3 30.9 0.19 8.57 
19 893.5 104.3 124.8 20.5 0.16 8.57 
20 1124.1 131.2 158.4 27.2 0.17 8.57 
21 986.5 115.1 137 21.9 0.16 8.57 
22 1231.2 143.7 171 27.3 0.16 8.57 
23 1034.5 120.8 140.2 19.4 0.14 8.57 
24 1270.5 148.3 174.1 25.7 0.15 8.56 
25 1029 120.2 138.5 18.4 0.13 8,56 
26 1268.4 148.1 168.7 20.5 0.12 8.56 
27 1083.5 126.5 135.6 9 0.07 8.56 
28 1193.6 139.4 149.2 9,8 0.07 8.56 
29 917.5 107.2 127.6 20.4 0.16 8.56 
30 572.1 66.8 92.1 25,2 0.27 8.56 IL 
31 234 27.3 45.1 17.7 0.39 8.56 
J1 
Mean k=0.14 
SD k=0.06 
SD'k =0.04 
Scatter Fraction for SCAT 951R A1J1-8 
Table A3.7 Scatter Fraction per plane for Ecat 95I R 
Energy Window 380-850keV 
Line source displacement from central axis: 0cm 
Acquisition in 3D 
Plane Unatten 
count 
Atten count Scatter count Diff SF Atten ratio 
1 248.8 29 52.9 23.9 0.45 8.58 
10 571.7 66.6 102.9 36.3 0.35 8.58 
19 659.6 76.9 118.1 41.2 0.35 8.58 
28 689.8 80.4 126.4 45.9 0.36 8.58 
37 584.7 68.2 111.9 43.7 0.39 8.58 
46 669.3 78.1 128.8 50.8 0.39 8.57 
55 599.4 69.9 116.8 46.9 0.4 8.57 
64 449.1 52.4 86.6 34.2 0.4 8.57 
193 453.3 52.9 92.4 39.5 0.43 8.57 
202 603.5 70.4 121.7 51.3 0.42 8.57 
211 686.9 80.2 136.4 56.2 0.41 8.57 
220 606 70.7 120.1 49.3 0.41 8.57 
229 699.5 81.7 134.6 53 0.39 8.56 
238 682.7 79.7 125 45.2 0.36 8.56 
247 592.2 69.2 120.4 51.2 0.43 8.56 
256 376.6 44 104.7 60.7 0.58 8.56 
Mean k=0.41 
SD k=0.06 
SD'k =0.03 
Scatter Fraction for ECAT 95I R AIII-9 
Table A3.8 Scatter Fraction per plane for Ecat 951R 
Energy Window 380-850keV 
Line source displacement from central axis: 5cm 
Acquisition in 2D 
Pane Unatten count 
I Atten count Scatter count Diff SF Atten ratio 
1 255.2 33.4 36.2 2.8 0.08 7.64 
2 F 604.9 79.5 83.7 4.3 0.05 7.61 
3 958 125.9 133 7.1 0.05 7.61 
4 1264.3 166.3 179.7 13.4 0.07 7.6 
5 1083.5 142.4 153.9 11.5 0.07 7.61 
6 1309.8 172.1 188.4 16.3 0.09 7.61 
7 1040.6 136.7 151.3 14.6 0.1 7.61 
8 1312.2 172.4 191.8 19.4 0.1 7.61 
9 1038.8 136.4 153 16.6 0.11 7.62 
10 1279.7 168 191.9 23.9 0.12 7.62 
11 1017.3 133.4 150.6 17.2 0.11 7.63 
12 1179.2 154.6 175.8 213 0.12 7.63 
13 902.5 118.1 135.4 17.3 0.13 7.64 
14 1093.6 143.2 147.5 4.4 0.03 7.64 
15 853.3 111.6 116.8 5.3 0.04 7.65 
16 1123 146.8 159.9 13.1 0.08 7.65 
17 879.8 115.1 124.8 9.7 0.08 7.64 
18 1141.7 149.4 165.7 16.3 0.1 7.64 
19 914.4 119.6 135.6 16 0.12 7.64 
20 1151.1 150.5 171.1 20.6 0.12 7.65 
21 1006.2 131.4 148.5 17.1 0.12 7.66 
22 1254.7 163.7 186.9 23.2 0.12 7.66 
23 1057.9 138 153.9 15.9 0.1 7.67 
24 1286.3 167.6 188.6 21 0.11 7.68 
25 1051 136.9 150 13 0.09 7.68 
26 1294.6 168.6 177.7 9.1 0.05 7.68 
27 1099.3 143.1 145.2 2.1 0.01 7.68 
28 1211.3 157.7 166.6 9 0.05 7.68 
29 920.2 119.7 148.6 28.9 0.19 7.68 
30 570.4 74.3 108 33.8 0.31 7,68 
31 229.6 29.9 52.2 22.3 0.43 7.68 
Mean k =0.11 
SD k=0.08 
SD' k =0.04 
Scatter Fraction for ECAT 951R AIII-10 
Table A3.9 Scatter Fraction per plane for Ecat 95I R 
Energy Window 380-850keV 
Line source displacement from central axis: 5cm 
Acquisition in 3D 
Plane Unatten 
count 
Atten count Scatter count Diff SF Atten ratio 
1 256.8 33.8 57 23.2 0.41 7.59 
10 582.3 76.6 110.5 33.9 0.31 7.6 
19 665.6 87.5 127.6 40.1 0.31 7.61 
28 698.5 91.7 135 43.2 0.32 7.62 
37 602.1 79 121.6 42.6 0.35 7.62 
46 681.8 89.3 137.5 48.2 0.35 7.63 
55 613.7 80.3 126.2 45.9 0.36 7.64 
64 460.4 60.2 93.9 33.7 0.36 7.64 
193 462.5 60.4 99.8 39.3 0.39 7.65 
202 620.2 80.9 132.1 51.2 0.39 7.66 
211 701.9 91.5 145.8 54.2 0.37 7.67 
220 621.5 81 129.1 48.1 0.37 7.68 
229 718.2 93.6 144.3 50.7 0.35 7.68 
238 693.9 90.2 134.1 43.9 0.33 7.69 
247 597.1 77.7 136.1 58.4 0.43 7.68 
256 379.9 49.4 117.1 67.7 0.58 7.69 
Mean k=0.37 
SD k=0.06 
SD' k=0.04 
Scatter Fraction for SCAT 951R Alit-Il 
Table A3.10 Scatter Fraction per plane for Ecat 95I R 
Energy Window 380-850keV 
Line source displacement from central axis: 9.5cm 
Acquisition in 3D 
Plane Unarten count Atten count Scatter count Diff SF Atten ratio 
1 266.6 67.9 87.1 19.2 0.22 3.93 
10 605.1 150.8 170.8 20 0.12 4.01 
19 691.1 169.5 195.6 26 0.13 4.08 
28 723.6 175.6 208.6 33 0.16 4.12 
37 624.6 151.4 183.7 32.3 0.18 4.12 
46 702.9 167.3 209.6 42.4 0.2 4.2 
55 634.7 149.7 192.2 42.5 0.22 4.24 
64 476.5 111.6 144.8 33.2 0.23 4.27 
193 483.2 112.8 147.2 34.4 0.23 4.28 
202 645.4 149.2 198.9 49.7 0.25 4.33 
211 725.2 166.2 223.9 57.8 0.26 4.36 
220 648.8 148.1 199.5 51.4 0.26 4.38 
229 746.2 169.5 228.7 59.3 0.26 4.4 
238 726.9 163.2 217.8 54.6 0.25 4.45 
247 628.4 142.2 188.6 46.4 0.25 4.42 
256 395.4 88.6 128.4 39.8 0.31 4.46 
Mean k=0.22 
SD k=0.05 
SD'k =0.04 
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