In this paper, we study the solutions of Toda systems on Riemann surface in the critical case, we prove a sufficient condition for the existence of solutions of Toda systems.
Introduction
Let (Σ, g) be a compact Riemann surface with unit area 1. Ding-Jost-Li-Wang [9] studied the differential equation ∆u = 8π − 8πhe u on (Σ, g), it is the so called Kazdan-Warner problem [20] related to the Abelian Chern-Simons model (see [3] , [4] , [7] , [6] , [8] , [1] , [2] , [10] , [11] , [13] , [28] , [15] , [16] , [30] , [26] , etc). They pursued a variational approach to the problem. They tried to minimize the functional
for some constant C > 0. Because it is the critical case of the Moser-Trudinger inequality (1.1), the analysis is subtle. Let K denote the Cartan matrix for SU(N + 1), i.e.,
2 −1 0 · · · · · · 0 −1 2 −1 0 · 0 0 −1 2 −1 · · · 0 · · · · · · · · · · · · · · · · · · 0 · · · · · · −1 2 −1 0 · · · · · · 0 −1 2
In this paper, we consider the Toda systems on (Σ, g) which is related to the non Abelian Chern-Simons model [27] :
If M i < 4π, Jost-Wang [18] proved the existence of solutions. In the case that Σ is a torus, N = 2, max{M 1 , M 2 } > 4π and min{M 1 , M 2 } = 4π, Marcello-Margherita [24] proved the existence of the solution. They studied the problem by considering the functional for u 1 , · · · , u N ∈ H 1,2 (Σ), Key words and phrases. Toda Systems, Riemann surface, Moser-Trudinger inequality. The research was supported by NSFC .
Jost-Wang [18] proved that the functional has a lower bound if and only if M i ≤ 4π, for i = 1, 2, · · · , N.
Marcello-Margherita [24] obtained a non-minimizing critical point of the functional motivated by an earlier paper of Struwe-Tarantello [28] . The idea was later also used by Djadli and Malchiodi [14] to study the existence of conformal metrics with constant Q-curvature. It is clear that M i = 4π is the critical case of the functional. Whether it admits minimizer is subtle. In this paper we study this problem. For simplicity, we consider only the case that N = 2, the general case need only more calculations.
In our case the functional is
the Toda systems is
where a 11 = a 22 = 2 and a 12 = a 21 = −1.
Our main result is as follows:
Main Theorem Let Σ be a compact Riemann surface with area 1. If the Gauss curvature K of Σ satisfies that max p∈Σ K(p) < 2π, (1.4) then Φ(u 1 , u 2 ) has a minimizer.
We consider the sequence of minimizers u ǫ = (u ǫ 1 , u ǫ 2 ) of Φ (4π−ǫ,4π−ǫ) for small ǫ > 0. Then u ǫ satisfies a Toda type system. If u ǫ converges to u 0 = (u 0 1 , u 0 2 ) in H 2 := H 1,2 (Σ) × H 1,2 (Σ), then it is clear that Φ(u 0 ) = inf u∈H 2 Φ(u), i.e., u 0 is a minimizer of Φ. If u ǫ does not converge in H 2 , in this case, we say that u ǫ blows up. Then there are two cases happened according to Jost-Wang's result. For each case, we derive a delicate lower bound of Φ which is one of the main points in this paper. We apply capacity to calculate the lower bound, so that we need not know details in the neck. Such a trick has been used by the second author of this paper in [21] , [22] to prove the existence of extremal functions for the classical Moser-Trudinger inequality on a compact manifold. Another main point of this paper is the delicate constructions of blowing up sequences φ ǫ in both cases, so that Φ(φ ǫ ) are strictly less than the lower bound derived before, and consequently we get a contradiction to the assumption that u ǫ blows up, which proves our main theorem.
Review of known results

For any
It is not difficult to check that
and v 2 = u 1 +2u 2
3
. By Jost-Wang's result ([18] Corollary 4.6), one sees that Φ ǫ has a minimizer u ǫ of the functional Φ ǫ (u) , i.e. we can find
Without loss of generality, we may assume that
Then, we have the following equations: [18] (section 5) proved that, there will be two possibilities: case 1: S 1 = {p 1 }, and S 2 = {p 2 }, where p 1 p 2 are two different points in Σ.
In this case, we set, for i = 1, 2,
Let (Ω i , x = (x 1 , x 2 )) be an isothermal coordinate system around p i (i = 1, 2), and we assume the metric
with ϕ i (0) = 0, i = 1, 2. We set, for i = 1, 2, Ω ǫ i = {x ∈ R 2 : x ǫ i + r ǫ i x ∈ Ω i }, which expands to the whole R 2 . In Ω ǫ 1 , we have the equations:
Since u ǫ 2 are bounded from above in Ω ǫ 1 , it follows from the Harnack inequality and the elliptic estimates that u ǫ 1 converges in C k loc (R 2 ) for any k to the function w which satisfies the equation
Hence, by the result in [8] , we know that w = −2 log(1 + π|x| 2 ).
In the same way, u ǫ 2 (x ǫ 2 + r ǫ 2 x) − m ǫ 2 converges to w. We setū ǫ i = Σ u ǫ i dV g , we have the following proposition (see Lemma 5.6 , and the proof of Theorem 3.1 in [18] ).
Remark 2.1: It is easy to see that, in Ω 1 ,
where r 2 = x 2 1 + x 2 2 , A i (p 1 ) (i = 1, 2) are constants, and f 1 , g 1 are smooth functions which are zero at 0. Similarly, in Ω 2 , we can write G 1 = 2 log r + A 1 (p 2 ) + f 2 , and G 2 = −4 log r + A 2 (p 2 ) + g 2 .
(2.2)
where A i (p 1 ) (i = 1, 2) are constants, and f 2 , g 2 are smooth functions which are zero at 0.
In this case, u ǫ 2 are bounded from above. Let (Ω; x) be an isothermal coordinate system around p, similar to the case 1, we have
. We also have the following proposition (c.f. [18] ): Proposition 2.2 Letū ǫ 1 be the average of u ǫ 1 . We haveū ǫ 1 → −∞. Furthermore, for any q ∈ (1, 2), we have
where δ y is the Dirac distribution. Moreover,
Since G 2 is bounded from above, we can deduce from the equation (2.3) that
loc (Ω) for any q > 0. Then e G 2 = r 2 e h ∈ C 1 loc (Ω), and then ∆ 0 h ∈ C 1 loc (Ω). Therefore, by the standard elliptic estimates, G 2 − 2 log r is smooth in Ω. So, we can write
are constants and f , g are smooth functions which are zero at 0.
The lower bound for case 1
We assume that
where C is a constant depending only on r. By a direct calculation, one gets,
We set a ǫ
It is clear that, for fixed L and δ,
is uniquely attained by the function φ which satisfies the equation
Hence,
and then
where A and A ′ are constants which depend only on δ and L.
Then, we have
Similarly, we have
We set s ǫ i = 1 +ū ǫ i m ǫ i . Then, for fixed L, δ, we have
Since Φ ǫ (u ǫ ) ≤ C, we see that
Hence
By a direct calculation, we obtain
Moreover, by (2.1) and (2.2), we have
In the end, (4.1), (4.2) and (4.3) imply that
Lower bound for case 2
In this case, we set v ǫ
By the standard elliptic estimates, ||v 2 || C 1 (M ) < C. Similar to the case 1, we have
. By an argument similar to the one used in the case 1, we can show thatū
In the end, we obtain
Test functions for case 1
In this section, we will construct a function
), whenever (1.4) holds. So, under the assumption (1.4), the case 1 will not happen.
Let (Ω i ; (x, y)) be an isothermal coordinate system around p i (i = 1, 2). We set r(x, y) = x 2 + y 2 , and B δ = {(x, y) :
We assume that near p i (i = 1, 2), for each k = 1, 2,
We have a 1 (p 1 ) = a 2 (p 2 ) = −4, and a 1 (p 2 ) = a 2 (p 1 ) = 2. Moreover, we assume that For α k and β k , we have the following lemma:
Lemma 5.1 For any k, i, we have
We choose
others.
Here,
. We may assume that
Firstly, we compute Σ |∇φ 1 | 2 dV g and Σ |∇φ 2 | 2 dV g .
Let Ω = Σ \ (B Lǫ (p 1 ) ∪ B Lǫ (p 2 )). Then
It is clear that we have
Calculating directly and using the fact that 2π 0 hdθ = 0, we obtain,
Similarly, we get
It is obvious that
In the same way, we can show that
Next, we compute Σ ∇φ 1 ∇φ 2 dV g . We have
Then, we calculate
2 For any k, m, i = 1, 2, we have
Proof. Since 2π 0 h(r, θ)dθ = 2π 0 ∂h ∂r (r, θ)dθ = 0, we have
Then ∂Br(p 1 )
∂G 2 ∂n dS g = 8π log r + 4π 2 r 2 + πr 2 (λ 2 2 (p 1 ) + µ 2 2 (p 1 )) +4πA 2 (p 1 ) + 4π 2 r 2 A 2 (p 1 ) + 8π 2 r 2 log r + O(r 4 log r).
and
It is easy to check that
So, we get
We calculate
Similarly, we have Σ φ 2 dV g = ǫ 2 2 B L we ϕ(ǫx,ǫy) dxdy + 4 log Lǫ + π(Lǫ) 2 log (1 + πL 2 )) −π(Lǫ) 2 − A 2 (p 2 ) − 2 log(1 + πL 2 ) + O((Lǫ) 4 log Lǫ).
Moreover, we have
hence, we get
We denote B(p j ) = (b 1 (p j )+λ 1 (p j )) 2 +(b 2 (p j )+λ 2 (p j )) 2 4 , and
. Then, we have
and we also have
Since outsider B δ (p 1 ), G 1 is bounded above, we have
In the same way, we can get 
Then for sufficiently small ǫ, we have
This proves our claim.
Test functions for case 2
Assume that (1.4) holds on Σ, we will construct a function φ = (φ 1 ,
Let (Ω; (x, y)) be an isothermal coordinate system around p. We assume that near p
We have a 1 (p) = −4, and a 2 (p 1 ) = 2. Moreover, we assume that We choose
and η i is a cut-off function which equals 1 in B Lǫ (p), equals 0 in B c 2Lǫ (p). Let Ω = Σ \ B Lǫ (p). By an argument similar to the one used in Section 5, we can derive that
Note that
Applying Lemma 5.2, we get ∂Br(p)
∂G 2 ∂n dS g = 8π log r + 4π 2 r 2 + πr 2 (λ 2 2 + µ 2 2 ) +4πA 2 (p) + 4π 2 r 2 A 2 (p) + 8π 2 r 2 log r + O(r 4 log r), ∂Br(p) G 1 ∂G 2 ∂n dS g = −16π log r − 8π 2 r 2 + πr 2 (λ 1 λ 2 + µ 1 µ 2 ) −8πA 2 (p) + 4π 2 r 2 A 2 (p) + 8π 2 r 2 log r + O(r 4 log r), ∂Br(p) G 2 ∂G 1 ∂n dS g = −16π log r + 4π 2 r 2 + πr 2 (λ 2 λ 1 + µ 2 µ 1 ) +4πA 1 (p) + 4π 2 r 2 A 1 (p) − 16π 2 r 2 log r + O(r 4 log r).
Note that 6π B Lǫ (p) (G 1 +G 2 )dV g = 6π 2 (Lǫ) 2 (A 1 (p)+A 2 (p))−12π 2 (Lǫ) 2 log Lǫ+6π 2 (Lǫ) 2 +O((Lǫ) 4 log Lǫ), In the end, we can deduce from (6.1), (6.2), (6.3) and (6.4) that Φ 0 (φ) = −4π − 4π log π + 2 G 2 dV g − ǫ 2 (log(1 + πL 2 This proves our claim.
Therefore, if Σ satisfies the condition that, max p∈Σ K(p) < 2π, we can see that u ǫ converges to u 0 = (u 0 1 , u 0 2 ) in H 2 := H 1,2 (Σ) × H 1,2 (Σ), hence it is clear that Φ(u 0 ) = inf u∈H 2 Φ(u), that is, u 0 is a minimizer of Φ 0 = Φ. This completes the proof of the main theorem.
