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Abstrakt 
Tato práce je zaměřena na učení a detekci objektů v obraze a v sekvenci po sobě jdoucích 
obrazů. Konkrétněji na učení a rozpoznávání lidí nebo jejich částí v případě, že jsou částečně 
zastíněni, s ohledem na možné využití detektoru na robotických platformách. Práce se zaměřuje na 
využití obrazových příznaků nazývaných Histogramy Orientovaných Gradientů (HOG), které jsou 
schopny docela dobře pracovat s různými pózami lidí v obraze. Člověk je rozdělen na několik částí a 
tyto části jsou detekovány samostatně. Následně je použit systém hlasování jednotlivých částí, které 
byly detekovány, který určuje výsledné pozice osob v obraze. Pro potřeby natrénování tohoto 
detektoru je využito lineárního SVM. Dále je při detekci ze sekvence po sobě jdoucích snímků použit 
Kalmanův filtr, který se stará o stabilizaci výsledné detekce. 
 
Abstract 
This paper is focused on object learning and recognizing in the image and in the image 
stream. More specifically on learning and recognizing humans or theirs parts in case they are partly 
occluded, with possible usage on robotic platforms. This task is based on features called Histogram of 
Oriented Gradients (HOG) which can work quite well with different poses the human can be in. The 
human is split into several parts and those parts are detected individually. Then a system of voting is 
introduced in which detected parts votes for the final positions of found people. For training the 
detector a linear SVM is used. Then the Kalman filter is used for stabilization of the detector in case 
of detecting from image stream. 
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1 Úvod 
Detekce objektů je pro robotické platformy velice důležitá z hlediska orientace robotů 
v prostředí, ve kterém se pohybují. Umožňuje se daným objektům vyhýbat nebo s danými objekty 
interagovat, a to například jejich uchopením a přenesením na jiné místo. Ideální by bylo, pokud by 
robot dokázal rozpoznávat jednotlivé objekty v obraze stejně jako člověk. Aby robot mohl 
rozpoznávat dané objekty, potřebuje prostředí kolem sebe vnímat, k čemuž mu slouží různé typy 
senzorů. Jedním z nejpoužívanějších senzorů, které roboti v dnešní době využívají, je klasická video 
kamera. V poslední době se také začínají rozmáhat senzory Kinect, které v sobě kombinují klasickou 
kameru se senzorem, který pořizuje korespondující hloubkové informace o scéně, což znamená, že 
snímá, jak daleko se daný bod v obrazu z klasické kamery vyskytuje. Tato informace může být pro 
roboty velice užitečná pro přesné zmapování terénu kolem nich. 
V této práci se zabývám detekcí lidí v obraze, přičemž tito lidé mohou být natočeni vůči 
kameře čelem, zády i z boku, se zaměřením na potencionální využití na robotických platformách. 
Mým cílem je vytvořit detektor, který bude rozpoznávat lidi v obraze z klasické kamery, a to i 
v situacích, kdy není vidět celý člověk, protože je zastíněn překážkou, či je až na okraji snímku. 
Jelikož se předpokládá využití v robotických systémech, je kladen důraz především na rychlost 
detekce a její úspěšnost. Detektor musí být schopen fungovat i za zhoršených světelných podmínek, 
protože předpokládáme, že se robot v takovýchto situacích může nacházet.  
Práci začnu stručným úvodem do problematiky robotických systémů a popisem, čím jsou 
specifické z hlediska detekce. Pak se budu věnovat detekci objektů v obraze a popíši několik technik, 
které budu dále využívat pro návrh vlastního řešení. Následně popíši vlastní návrh detektoru pro 
detekci lidí a jejich částí a popíši, jak probíhá detekce a učení. Nakonec popíši, jak byl výsledný 
detektor testován a srovnám ho s detektorem, který tvořil základ pro výsledný detektor. 
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2 Úvod do robotiky 
Tato práce je zaměřena na realizaci detektoru lidí pro robotické platformy. Proto v této 
kapitole udělám stručný úvod do robotických systémů a pak se zmíním o specifikách robotických 
systémů z hlediska zpracování obrazu a následné detekce. 
2.1 Robotické systémy 
Robotický systém lze chápat jako systém, který vykonává činnosti podobné těm, které 
vykonává člověk, a to především činnosti pohybové a manipulační. Robotický systém musí být 
schopen vnímat prostředí, ve kterém se pohybuje a také musí být schopen prostředí ovlivňovat. 
Aby byl robot schopen vnímat prostředí, ve kterém se nachází, musí být vybaven senzory. 
Mohou to být spínače, dotykové senzory, kamery, sonary, tepelná čidla, světelná čidla a další. 
Nedávno představila společnost Microsoft Kinect senzor, který je kombinací klasické barevné kamery 
s kamerou poskytující hloubkovou mapu, jenž je finančně velice snadno dostupný a nabízí tak 
zajímavé možnosti i pro robotické platformy, jelikož hloubková data se dají například mimořádně 
dobře využít na mapování terénu a překážek. 
Roboty lze rozdělit podle míry autonomie. Roboti mohou být pouze nástrojem lidského 
operátora, který je po dobu jejich činnosti ovládá, nebo mohou být naopak zcela samostatní a 
vykonávat určenou činnost bez přičinění lidského operátora. Také mohou být roboti, kteří sice 
autonomní jsou, ale čas od času potřebují také lidský zásah, aby překonali určitý problém, který sami 
vyřešit nedokážou. Například vidí objekt, který předtím nikdy neviděli a potřebují, aby jim někdo 
sdělil, o jaký objekt se jedná, popřípadě na co jej mohou využít. 
Roboti mohou být jen stacionární, například robotické rameno, nebo pohybliví, například 
automatický vysokozdvižný vozík, a mohou vykonávat mnoho různých činností jako je například 
montování či přenášení. 
2.2 Roboti a detekce 
Detekce lidí může být pro robota velice důležitá. Může tak například předejít zranění člověka 
tím, že do něj nenajede či mu jinak neuškodí. Nicméně pro tento účel postačí detekce hloubkové 
mapy, to znamená mapování terénu. Robota tudíž nezajímá, co za objekt mu překáží v cestě, objet 
daný objekt bude muset tak jako tak. Nebo také může lidi varovat před nebezpečím, které detekoval 
či upozornit lidi na to, že v dané oblasti by se neměli pohybovat. V případě asistenčních robotů pak 
detekce člověka přispěje k tomu, aby robot mohl k někomu dojet, když jej dotyčný zavolá, či mu něco 
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dovézt. Dalším využitím mohou být roboti, kteří reagují na pohyb lidí jako jednotlivců, nebo skupin, 
Například se může jednat o armádní roboty. 
Pro účely této práce uvažuji o robotech, kteří budou schopni se v prostředí pohybovat, budou 
mimo jiné vybaveni klasickou kamerou pro snímání obrazu a budou autonomní, a tudíž budou 
potřebovat získávaná data ze senzorů umět interpretovat jako informace o prostředí, ve kterém se 
nacházejí. 
Robotická platforma přináší jistá technická specifika s ohledem na detekci na základě 
obrazových dat: 
 Například předpoklad, že robot bude napájen z baterií, a tedy bude nejspíše disponovat 
pouze omezeným výpočetním výkonem, což vyžaduje metodu, která bude poměrně 
rychlá a tedy i méně náročná na výpočetní zdroje a potažmo na spotřebovanou energii. 
 Může například docházet k výpadku obrazu, a tudíž nelze spoléhat na metody, které ke 
svému fungování vyžadují (neobejdou se bez) sekvence po sobě jdoucích snímků s přesně 
danou frekvencí. 
 Při pohybu robota bude docházet také k záchvěvům a z toho vyplývá nekvalitní a 
rozmazaný obraz. 
 Také umístění kamery na robotovi může ovlivnit detektor, a to tím způsobem, že 
například detektor naučený rozpoznávat lidi z výšky (například pro bezpečnostní 
kamery), nemusí fungovat pro menšího robota, který se na lidi dívá téměř od země, 
protože výsledná reprezentace člověka v obraze může být výrazně odlišná. 
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3 Detekce objektů v obraze 
Detekce objektů v obraze je jednou z nejzákladnějších úloh počítačového vidění. Existuje 
mnoho způsobů detekce objektů v obraze. Je možné využít genetické algoritmy (genetic algorithms), 
neuronové sítě (neural nets), porovnávání grafů (graph matching), simulované žíhání (simulated 
annealing), fuzzy logiku (fuzzy logic), porovnávání šablon (template matching), pasování modelů 
(model fitting) či statistické rozpoznávání vzorů (statistical pattern recognition), nebo jejich 
kombinace. 
Nyní nastíním principy velice známého detektoru Viola-Jones [1], pojmenovaného právě po 
pánech Viola a Jones, a jeho specifik. Následně popíši základ detektoru založeného na Histogramech 
Orientovaných Gradientů podle pánů Dalala a Triggse [2], který tvoří základ pro mnou navržený 
detektor. Dále popíši detektor založený na Histogramech Orientovaných Gradientů, ale využívající 
systém automaticky natrénovaných částí hledaného objektu, které jsou poté sestavovány ve výsledný 
celek [6]. Na závěr této kapitoly popíši detektor dle [7], který je také založen na Histogramech 
Orientovaných Gradientů, ale jeho rozhodovací proces tvoří klasifikátory uspořádané do kaskády 
podobně jako u detektoru Viola-Jones.. 
3.1 Detektor Viola-Jones 
V této kapitole nastíním základní principy detektoru Viola-Jones dle [1], který je zejména 
charakteristický svou rychlostí detekce a relativně vysokou přesností. Jedná se o velice známý 
detektor a uvádím jej zde také proto, že velice podobný princip využívá i detektor popsaný v kapitole 
3.4. 
Aby bylo možné takovýto detektor použít, je potřeba jej natrénovat na sadě pozitivních a 
negativních příkladů. Jakmile je detektor natrénován, lze jej použít na vyhledání naučeného objektu 
v obraze. Jako vstup detektoru je tedy obraz, ve kterém detektor postupně prochází veškeré možné 
umístění detekčního okna v různých měřítcích a zjišťuje, zdali se objekt nachází či nenachází právě 
na místě detekčního okna. 
Základem detektoru jsou Haarovy příznaky (Haar-like features), které se používají pro 
výpočet odezvy detektoru, a které nyní popíši. 
3.1.1 Haarovy příznaky 
Haarovy příznaky jsou ve své podstatě velice primitivní příznaky. Dá se říci, že Haarův 
příznak je v podstatě rozdíl intenzit jedné oblasti v obraze od intenzity oblasti jiné. Intenzitou se zde 
7 
 
rozumí součet intenzit jednotlivých pixelů dané oblasti. V praxi se používá intenzita pixelu obrazu 
v tónu šedi. 
U metody Viola-Jones jsou Haarovými příznaky obdélníky, u kterých se v různých regionech 
objektu počítá jejich rozdíl intenzit. Detektor využívá třech základních typů (obrázek 1). Počítá se zde 
rozdíl intenzit regionů vyplněných a bílých. 
 
Obrázek 1 (převzato z [1]): Tvary základních Haarových příznaků použitých v metodě Viola-
Jones 
Tyto jednoduché příznaky mohou být libovolně velké a mohou být umístěny na libovolné 
pozici v detekčním okně. 
Metoda Viola-Jones byla primárně určena pro detekci lidského obličeje v obraze. Výsledný 
detektor poté vyhodnocoval řádově desítky až stovky tisíc takovýchto příznaků na každé pozici 
detekčního okna. Pokud by se každý příznak v obraze měl počítat tak, že se sečtou intenzity pixelů 
v jedné oblasti, sečtou intenzity pixelů v druhé oblasti a odečtou od sebe, výsledný detektor by byl 
velice pomalý, protože by neustále docházelo k sčítání pixelů, které už sečteny byly. Proto byly 
použity integrální obrazy (Integral Images, Summed area table), které umožňují v minimálním 
konstantním čase vypočíst intenzitu kterékoliv obdélníkové oblasti v obraze. 
3.1.2 Integrální obraz 
Integrální obraz umožňuje vypočíst sumu prvků původního obrazu v jakémkoliv 
obdélníkovém regionu daného obrazu v minimálním konstantním čase při použití jednoho sčítání a 
dvou odčítání. 
Aby bylo možné využít integrálního obrazu, je třeba jej nejdříve předem spočítat, což lze 
udělat při jediném průchodu původním obrazem. Integrální obraz původního obrazu má stejné 
rozměry jako původní obraz. Každý pixel v tomto obrazu však představuje sumu všech hodnot pixelů 
nad a vlevo od něj až po první pixel obrazu, jak lze vidět na obrázku 2. 
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Obrázek 2 (převzato z[1]): Integrální obraz 
Potom například oblast D na obrázku 3 se vypočte jednoduše jako: 
          , Rovnice 1 
kde D je součet hodnot všech pixelů v oblasti označené D v obrázku 3 a čísla 1 až 4 reprezentují 
hodnotu daného pixelu v integrálním obraze a tudíž sumu hodnot pixelů vlevo a nad tímto pixelem 
z obrazu původního. Od pixelu 4 je nutné tedy odečíst oblast A a B, která je reprezentována pixelem 
označeným číslem 2. Také je nutné odečíst oblast C, a to tak, že se odečte hodnota pixelu číslo 3. 
Odečtením hodnoty pixelu číslo 3 byla však stejně jako při odečtení pixelu 2 odečtena oblast A, a 
tudíž je tato oblast odečtena dvakrát a je nutné ji znovu přičíst. Oblast A se připočte zpátky přičtením 
hodnoty pixelu 1. 
 
Obrázek 3 (převzato z [1]): Ukázka výpočtu v integrálním obraze 
Použitím integrálního obrazu byl detektor mnohonásobně urychlen, protože nemusí pro 
Haarovy příznaky stále znovu sčítat mnoho pixelů v oblastech, ale stačí pouze 2 operace odčítání a 
jedna operace sčítání a 4 čtení z paměti pro výpočet sumy intenzit pixelů v jedné oblasti. 
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Přestože došlo k ohromnému zrychlení, stále to nestačí na to, aby detektor byl schopen 
fungovat opravdu v reálném čase, protože stále pro jedinou potencionální polohu objektu je nutno 
vypočítávat a porovnávat desítky až stovky tisíc příznaků. Řešením jsou klasifikátory uspořádané do 
kaskády, jejichž princip bude nyní ve zkratce vysvětlen. 
3.1.3 Kaskádové uspořádání klasifikátorů 
Jak již bylo zmíněno, pro každou pozici a měřítko je nutné spočítat a porovnat opět desítky až 
stovky tisíc příznaků. Kdyby ale toto bylo skutečně nutné dělat pro každou pozici, bylo by toto řešení 
velice pomalé. Proto jsou v této metodě uspořádány klasifikátory do tak zvané kaskády.  
Kaskáda se skládá z několika úrovní a každá úroveň obsahuje jeden silný klasifikátor, který 
předloženou oblast klasifikuje. Klasifikace začíná od nejnižší úrovně. Pokud v průběhu klasifikace 
jakákoliv úroveň klasifikuje danou oblast tak, že se v ní objekt nenachází, další úrovně již nejsou 
vyhodnocovány a výsledek detekce na přítomnost daného objektu je negativní. Pouze pokud pro 
danou oblast všechny úrovně kaskády odpoví pozitivně na přítomnost objektu, je prohlášena 
přítomnost hledaného objektu na této pozici. 
Silný klasifikátor je složen z několika slabých klasifikátorů. To jsou klasifikátory, které 
klasifikují danou oblast pouze na základě porovnání jediného příznaku. Tyto slabé klasifikátory 
mohou mít úspěšnost detekce pouhých 51 %. Jejich složením do silných klasifikátorů je však 
dosaženo mnohem vyšší přesnosti. Ilustrace slabých klasifikátorů a složeného silného klasifikátoru je 
znázorněna na obrázku 4. 
 
Obrázek 4: Slabé klasifikátory b) a c) a silný klasifikátor d) 
 Modré tečky na obrázku 4 znázorňují příklady hledaného objektu, zatímco červené tečky jsou 
negativní příklady. Na prvním obrázku 4 a) je znázorněn prostor všech příkladů, pozitivních i 
negativních, bez jakéhokoli klasifikátoru. Klasifikátor na obrázku 4 b) rozdělil tento prostor na 
prostor A a B. Podle tohoto klasifikátoru jsou tedy všechny příklady v oblasti A hledaným objektem a 
všechny příklady v oblasti B jím nejsou. Jak lze vidět, toto není zcela pravda a klasifikátor má sice 
100% úspěšnost detekce hledaného objektu pro tuto sadu příkladů, ale také nalezl něco, co tímto 
10 
 
objektem není. Druhý klasifikátor na obrázku 4 c) je na tom ještě hůře. Taktéž má 100% úspěšnost, 
ale již dva negativní příklady klasifikuje jako hledaný objekt. V tomto případě je ideálním řešením 
silný klasifikátor na obrázku 4 d), který složením těchto dvou slabých klasifikátorů dokáže ideálně 
oddělit pozitivní příklady od negativních. 
 Klasifikátory nižších úrovní kaskády jsou zpravidla obecnější a rychle spočitatelné a vylučují 
až 60% nevhodných oblastí, ve kterých je prováděna detekce. Pokud se nejedná o hledaný objekt, 
zbylých 40% nevhodných oblastí musí být vyloučeno klasifikátory na vyšších úrovních kaskády. 
Úspěšnost vyloučení neplatných objektů se snižuje geometricky s narůstající úrovní kaskády. Naopak 
výpočetní náročnost vyšších úrovní roste. 
 Z toho vyplývá, že čím podobnější objekt se na zkoumaném místě nachází, tím déle 
vyhodnocení trvá. Nejdéle tak trvá, pokud se objekt na daném místě skutečně nachází, jelikož je 
nutné vyhodnotit všechny klasifikátory v kaskádě. 
 Pro trénování tohoto detektoru je jako základ využíván AdaBoost [3], který ve zkratce popíši 
v následující kapitole. 
3.1.4 AdaBoost a učení 
Navržený detektor lidských tváří má základní velikost detekčního okna 24x24 pixelů, což 
představuje nejmenší tvář, kterou je detektor schopen rozpoznat. Přesto i v tak malém okně, 
s použitím pouze třech základních typů příznaků (viz. kapitola 3.1.1), je možné definovat 45 396 
různých příznaků lišících se základní typem (viz. obrázek 1), natočením (horizontálně či vertikálně), 
velikostí či pozicí v daném okně. Pokud by se při detekci počítalo se všemi těmito příznaky, byla by 
detekce velice zdlouhavá. Proto byl navržen učící se algoritmus, který z dané množiny vybere jen 
zlomek příznaků, a to těch, které nejlépe rozlišují množinu příkladů, kde objekt je, či není. 
AdaBoost je zde využit pro vybírání a kombinování slabých klasifikátorů a sestavení 
klasifikátoru silného. V prvním kole AdaBoost vybere jeden ze slabých klasifikátorů, a to ten, který 
dokázal klasifikovat trénovací příklady s nejvyšší přesností. Na všechny příklady, které dosavadní 
klasifikátor vyhodnotil nesprávně, bude kladen větší důraz v následujícím kole. Dále AdaBoost 
vybere další slabý klasifikátor, který dosahuje nejvyšší přesnosti na trénovací sadě s ohledem na 
důraz, který je na jednotlivé příklady kladen. Tento slabý klasifikátor se přiřadí k doposud 
natrénovanému klasifikátoru. Pomocí takto zkombinovaného klasifikátoru je opět klasifikována 
trénovací sada a opět změněn důraz, který bude kladen na dané příklady, a to tak, že větší důraz bude 
kladen na příklady, které byly klasifikovány nesprávně. 
AdaBoost takto postupuje pro každou úroveň kaskády, dokud silný klasifikátor v dané úrovni 
nesplňuje požadovanou úspěšnost detekce pozitivních příkladů. Pokud silný klasifikátor splní 
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požadovanou úspěšnost, je zkontrolováno, zdali celá dosud sestavená kaskáda splňuje požadovanou 
maximální úroveň chybně detekovaných negativních příkladů. Pokud nesplňuje, je přidána další 
kaskáda. V další úrovni kaskády jsou vždy využity jako negativní příklady pouze ty příklady, které 
byly v dosud sestaveném detektoru detekovány jako pozitivní, protože to jsou právě ty příklady, které 
je třeba se naučit rozpoznávat správně. 
3.2 HOG detektor 
V této kapitole popíši detektor založený na Histogramech Orientovaných Gradientů (dále jen 
HOG) tak, jak byl původně navržen jeho autory v [2]. Jedná se o detektor založený na jednoduchých 
příznacích, kterými jsou histogramy orientovaných gradientů, neboli histogramy orientace hran 
v obraze. Jak již název napovídá, jedná se o typ metody statistického rozpoznávání vzorů. 
Při detekci detektor přikládá na pozice v obraze detekční okno a počítá v každém takovém 
okně HOG deskriptory. Pokud se vypočtené deskriptory velice podobají těm naučeným, detektor 
prohlásí danou oblast jako kandidátní pro přítomnost hledaného objektu. Poté se seskupí sobě blízká 
kandidátní místa a vypočtou se z takto seskupených míst parametry detekovaného objektu, to 
znamená jeho poloha a velikost. 
V této podkapitole nejdříve popíši HOG příznak a jak je z něj sestaven celý deskriptor okna. 
Poté vysvětlím, jak probíhá samotná detekce. Nakonec se budu zabývat stručným popisem procesu 
učení a metodě, která je v učení použita. 
3.2.1 HOG deskriptor 
HOG deskriptor je vypočítáván z oblasti o velikosti 64x128 pixelů (detekční okno), která 
poměrem stran odpovídá lidem ve vzpřímené poloze s tím, že je kolem lidí brán navíc malý prostor 
nad hlavou a pod nohama a o něco větší prostor po stranách dané osoby pro dobré promítnutí hran 
dané osoby do počítaných histogramů gradientů. Důvodem pro počítání s větším okolím po stranách 
lidí, než s okolím nad a pod lidmi, je možnost různých póz končetin, které se mohou do strany 
pohybovat. 
HOG deskriptor se skládá z několika bloků (příznaků) a jeden blok je složen z několika 
buněk. Buňky jsou čtvercové oblasti a v původně navrženém detektoru mají velikost 8x8 pixelů, ale 
obecně mohou mít jakýkoliv rozměr, nebo mohou být kruhové místo čtvercových. Takovýchto buněk 
je v daném bloku 2x2 (stanoveno autory na základě testů) a těsně na sebe doléhají. 
V každé buňce tohoto bloku je spočten histogram orientace gradientů. To znamená, že každý 
pixel buňky do tohoto histogramu přispívá podle orientace gradientu v tomto pixelu, měrou určenou 
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velikostí (magnitudou) daného gradientu násobenou váhou pozice pixelu v rámci bloku. Jako 
váhovací funkce je zde použita Gaussova funkce se směrodatnou odchylkou, která je rovna polovině 
šířky bloku, a se středem ve středu tohoto bloku. 
Orientace gradientů je v histogramu kategorizována do určitého počtu rozmezí (bins). Každý 
pixel vždy přispívá do dvou těchto rozmezí, a to podle bilineární interpolace mezi centry dvou 
rozmezí, mezi kterými se úhel daného gradientu nachází. V původním detektoru lidí autoři testy 
stanovili tento počet na 9 v rámci 180°. Orientace gradientů od 180° do 360° jsou pak mapovány také 
do tohoto rozmezí. Obecně lze však uvažovat celých 360°. Pro detekci lidí je však uvažování celých 
360° nevhodné, jelikož například směr gradientu na obrysech detekované osoby může směřovat 
dovnitř dané osoby, nebo ven, v závislosti na barvě oblečení/kůže vůči pozadí. V takovém případě je 
popisnější pouze orientace normály k dané hraně, ne směr této normály. 
Blok slouží pro normalizaci magnitudy gradientů v buňkách. Normalizace v rámci bloků byla 
zavedena z důvodu robustnosti detektoru vůči měnícím se světelným podmínkám a odlišnému 
kontrastu na různých pozicích. Pro normalizaci byla, opět po provedených testech, stanovena metoda 
L2-hys. Jedná se o modifikaci normalizační metody L2-norm (rovnice 2). Modifikace spočívá v tom, 
že každá složka vektoru normalizovaného pomocí L2-norm je oříznuta na maximální hodnotu 0,2, a 
poté je takto oříznutý vektor opět normalizován metodou L2-norm. Takto získaný vektor je tedy 
normalizován podle metody L2-hys. Výpočet normalizace metodou L2-norm reprezentuje následující 
rovnice: 
   
 
       
     
 Rovnice 2 
, kde f je výsledný normalizovaný vektor, v je vektor před normalizací (v našem případě 
histogramy z celého bloku), ||v||2 je velikost vektoru v v euklidovském prostoru a e je velice malá 
konstanta, u které příliš nezáleží na konkrétní hodnotě. 
Deskriptor bloku je pak sestaven z již normalizovaných histogramů buněk daného bloku a to 
prostou konkatenací vektorů reprezentujících histogramy buněk. 
HOG deskriptor celého detekčního okna je pak konkatenací výše popsaných bloků, které jsou 
rozprostřeny do detekčního okna tak, že se navzájem překrývají, a to o jednu buňku v každém směru. 
Tento překryv může být také nulový, nebo se může překrývat více buněk, ale v původně navrženém 
detektoru bylo zvoleno překrytí o jedinou buňku. 
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3.2.2 Průběh detekce 
Za předpokladu, že je k dispozici již naučený detektor, je potřeba těchto kroků: 
1. Nejprve jsou vypočteny gradienty v obraze. Gradienty jsou počítány zvlášť pro každou 
barevnou složku, jedná-li se o barevný obraz. Dále je počítáno pro každý pixel pouze 
s gradientem té barevné složky, jejíž norma (magnituda) gradientu byla nejvyšší. Testy 
prokázaly, že nejjednodušší filtr s maskou [-1, 0, 1] pro složku ve směru osy x, 
respektive s maskou [-1, 0, 1]
T
 pro složku ve směru osy y, byl pro výpočet gradientů tím 
nejvhodnějším, jelikož nedochází k rozmazání hran, které se poté mohou významněji 
promítnout do sestavovaných histogramů. 
2. Dále jsou spočítány blokové deskriptory tak, jak bylo vysvětleno v kapitole 3.2.1 s tím 
rozdílem, že blokové deskriptory jsou vypočteny pro celý vstupní obraz.  
3. Jakmile jsou spočítány všechny blokové deskriptory v obraze, začne se přikládat 
detekční okno na všechny možné pozice v obraze (rozestup možných pozic je dán 
střídou pokládání bloků). Na každé pozici je sestaven deskriptor detekčního okna, a to 
jako konkatenace deskriptorů bloků, které se v tomto okně nacházejí. Pro každý takto 
sestavený deskriptor detekčního okna se pomocí skalárního součinu tohoto deskriptoru a 
naučeného deskriptoru vypočítá podobnost těchto deskriptorů. Pokud je rozdíl mezi 
těmito deskriptory nad naučenou odchylkou (stanovena při trénování), je detekční okno 
prohlášeno za kandidáta na hledaný objekt. 
4. Pokud již byla detekce provedena na definovaném počtu měřítek, je detekce ukončena a 
pokračuje se bodem 5. Pokud tomu tak není, je obraz zmenšen předem stanoveným 
faktorem (například 1,05). Jestliže je jakýkoli rozměr zmenšeného obrazu menší, než 
příslušný rozměr okna detektoru, je detekce taktéž ukončena a pokračuje se bodem 5. 
Pokud tomu tak není, detekce se opakuje pro zmenšený obraz počínaje bodem 1. Pokud 
je detekována kandidátní oblast ve zmenšených obrazech, je potřeba přepočítat její 
velikost a umístění v závislosti na počtu vykonaných zmenšovacích kroků a danou oblast 
o tyto faktory posunout a zvětšit. 
5. V tomto kroku jsou již spočítána všechna kandidátní místa. Protože však detekce vedle 
sebe položených detekčních oken může poskytnout velmi podobné výsledky, je 
pravděpodobně jeden objekt detekován vícekrát na několika sousedních pozicích a 
měřítcích. Je proto žádoucí tyto kandidáty sloučit. Pro sloučení těchto kandidátů je 
použit shlukovací algoritmus. Z takto sloučených kandidátů je poté průměrem vypočtena 
pozice a velikost okna a toto okno je prohlášeno za okno obsahující hledaný objekt. 
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3.2.3 SVM a učení 
Metodou použitou  pro naučení detektoru je Support Vector Machine [5] (dále jen SVM). SVM 
je ve své prosté formě binární a rozděluje tedy data do dvou skupin. Metoda hledá pro daná trénovací 
data (vektory) nadrovinu (hyperplane), která v prostoru těchto vektorů optimálně tato data rozděluje. 
Taková nadrovina by pak měla rozdělovat trénovací data do dvou poloprostorů, kde každý zastupuje 
jednu ze skupin, a to tak, že minimální vzdálenost nadroviny a libovolných bodů z obou poloprostorů 
je maximální (obrázek 5). 
 
Obrázek 5: Ukázka rozdělení 2D prostoru nadrovinami p1 a p2. Obě tyto nadroviny rozdělují 
prostor správně, ale nadrovina p2 jej rozděluje optimálně a uchovává si tak maximální vzdálenost od 
bodů v obou poloprostorech 
 Vstupem metody je soubor trénovacích příkladů D: 
                  
                 
  Rovnice 3 
, kde xi je deskriptor (vektor) o p dimenzích (v každé dimenzi reprezentován jedním reálným 
číslem) popisující i-tý příklad a yi  je třída, do které objekt patří (pro naše účely 1 značí člověka, -1 
cokoliv jiného). 
 Jakákoliv nadrovina v prostoru příznaků pak může být vyjádřena jako množina bodů, pro 
které platí: 
        Rovnice 4 
 , kde   je normálový vektor nadroviny,   je skalární součin a parametr 
 
     
 určuje offset 
nadroviny vzhledem k počátku ve směru normálového vektoru. 
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Cílem je zvolit takové w a b, aby vzdálenost mezi nadrovinami, které jsou od sebe co nejvíce 
vzdálené a stále správně rozdělují prostor podle daných tříd, byla maximální. Tyto nadroviny lze 
zapsat jako: 
        Rovnice 5 
 a 
         Rovnice 6 
 Za předpokladu, že vstupní data jsou lineárně separovatelná, lze nalézt dvě takové 
rovnoběžné nadroviny, které rozdělují prostor správně a mezi těmito nadrovinami vznikne oblast, do 
které nespadají žádná ze vstupních dat. Pak je nutné najít takovéto nadroviny, které mají mezi sebou 
maximální odstup (obrázek 6). Vzdálenost těchto rovin pak lze vyjádřit jako 
 
     
 , takže je potřeba 
najít minimální ||w|| tak, aby žádný ze vstupních vektorů nespadal mezi tyto nadroviny. Tento 
požadavek zajistí následující podmínky: 
         Rovnice 7 
 Pro xi patřící do třídy yi = 1 a 
          Rovnice 8 
 Pro xi patřící do třídy yi = -1. 
 Podmínky z rovnic 7 a 8 lze přepsat jako: 
             Rovnice 9 
 Pro  1 ≤ i ≤ n. 
 
Obrázek 6: Nadroviny w.x –b = 1 a w.x – b = -1 mají mezi sebou maximální rozestup tak, aby 
každá dělila prostor korektně. Ideální nadrovina je pak w.x –b = 0, která je s oběma nadrovinami 
rovnoběžná a od obou stejně vzdálená. 
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 Minimalizace ||w|| je však obtížná kvůli tomu, že ||w|| obsahuje odmocninu. Proto je ||w|| 
nahrazeno výrazem 
 
 
      . Toto lze provést, protože minimalizace obou výrazů vede ke shodným 
výsledkům. Minimalizace daného výrazu pak za podmínky uvedené v rovnici 9 vypadá takto: 
   
   
 
   
 
 
 
 
                             
 
     Rovnice 10 
 Kde α (αi) jsou nezáporné Langrangeovy násobitele (Langrange Multipliers). 
 Výsledek pak může být vyjádřen jako: 
         
 
    Rovnice 11 
 Pouze několik αi bude větších než nula. A to ty, které budou korespondovat se vstupními 
vektory xi, které leží na nadrovinách (rovnice 5 a 6) vyjádřených jako             . Právě 
vektory xi, ke kterým se váže nenulové αi, jsou nazývány „Support“ vektory, jelikož jsou to právě tyto 
vektory, které jsou určující pro určení ideální nadroviny. 
 Odchylka b je pak jednoduše spočtena jako: 
  
 
   
             
   
    Rovnice 12 
 , kde NSV je počet „Support“ vektorů. 
 Dosud byl popsán případ, kdy jsou vstupní vektory lineárně separovatelné. V praxi však 
mnohdy toto neplatí a je tedy nutné SVM upravit tak, aby byl minimalizován počet špatně 
klasifikovaných vstupních vektorů a zároveň maximalizována vzdálenost ideální nadroviny od 
nejbližších správně klasifikovaných bodů. Mezi těmito parametry musí dojít k ideálnímu 
kompromisu. 
 Proto je nutné zavést penalizaci za špatně klasifikované vektory xi v podobě tzv. „slack“ 
proměnných εi. Potom omezující podmínka z rovnice 9 bude mít podobu: 
                 Rovnice 13 
 Pro  1 ≤ i ≤ n. 
 Pro tuto omezující podmínku je rovnice 10 upravena do této podoby: 
   
     
 
   
    
 
 
     
 
      
 
                                
 
        
 
    
 Rovnice 14 
Kde α (αi) a β (βi) jsou nezáporné Langrangeovy násobitele. 
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 Trénovací sada pro naučení metodou SVM je sestavena z pozitivních (yi = 1) příkladů, tedy 
HOG deskriptoru vypočteného z obrazu velikosti 64x128 pixelů, který obsahuje člověka, a také 
z příkladu negativních (yi = -1), tedy z deskriptorů vypočtených z oken o velikosti 64x128 pixelů, 
které člověka neobsahují. 
 
Obrázek 7 (převzato z [2]): a) Průměr gradientů z celé trénovací sady b) Maximální pozitivní váhy 
SVM pro dané bloky natrénovaného detektoru c) Maximální negativní váhy SVM pro dané bloky 
natrénovaného detektoru d) Jeden z testovacích obrazů e) Vypočtený HOG deskriptor pro daný obraz 
f) Vypočtený HOG deskriptor vážený váhou pozitivního SVM g) Vypočtený HOG deskriptor vážený 
váhou negativního SVM 
3.3 Detekce objektů pomocí automaticky 
natrénovaných částí objektu 
Nyní ve zkratce přiblížím detektor „Object Detection with Discriminatively Trained Part 
Based Models“ [6], který využívá HOG příznaky tak, jak byly vysvětleny v kapitole 3.2.1. Tento 
detektor byl navržen s cílem detekce vysoce proměnných objektů s využitím deformovatelných 
modelů částí, a proto je vhodný i pro detekci lidí v obraze, protože člověk mění svůj tvar, například 
při pohybu, poměrně znatelně. 
Základem tohoto detektoru je rozdělení objektu na několik částí, jejichž vzájemná poloha je 
popsána příslušným deformačním modelem. Části objektu jsou popsány filtry (naučený příznakový 
vektor). První filtr (kořenový) reprezentuje celý objekt a je shodný s detekčním oknem původního 
HOG deskriptoru (kapitola 3.2.1). Další filtry jsou vypočteny z různých částí uvnitř objektu 
využívající stejných HOG příznaků pro svůj popis, jako filtr kořenový. 
Výsledná odezva modelu na dané pozici v obraze je pak počítána jako odezva kořenového 
filtru na dané pozici sečtena se sumou odezev filtrů částí, které jsou umístěny v závislosti na 
deformačním modelu relativně ke kořenovému filtru, a to tak, že se v určitém okolí od ideálního 
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umístění filtru pro danou část hledá pozice, pro kterou by filtr pro tuto část měl nejvyšší odezvu. Od 
součtu odezev filtrů se pak odečte postih za odchylky umístění filtrů částí od jejich ideálních pozic 
vůči kořenovému filtru. Tento postih stanovuje právě deformační model. 
Odezva filtrů jednotlivých částí modelu je počítána ve dvakrát vyšším rozlišení, než odezva 
kořenového filtru, aby byly zachyceny vyšší detaily částí detekovaného objektu. 
Pro objekty, které vypadají velice odlišně z různých úhlů, byly zavedeny směsice modelů a 
vybírán vždy ten s nejvyšší odezvou vypočtenou tak, jak bylo uvedeno výše. Nicméně pro účely 
detekce lidí postačuje jediný model, přestože se tvar detekované osoby může poměrně významně 
měnit, a to proto, že obrys člověka je přibližně stejný z jakéhokoliv úhlu pohledu (v jedné 
horizontální rovině). 
Na obrázku 8 je znázorněno principiální schéma průběhu detekce lidí na příkladu. 
 
Obrázek 8 (převzato z [6]): Průběh detekce v jednom měřítku vstupního obrazu. Detekce částí 
je provedena ve dvakrát větším rozlišení, než detekce celého člověka. Odezvy filtrů jednotlivých částí 
(zde ilustrativně pouze dvě části) jsou pak transformovány do stejného rozlišení, jako odezva 
kořenového filtru. Pak jsou odezvy sečteny. Lze vidět, že detektované části zpřesňují detekci odezvy 
kořenového filtru. Také lze vidět, že část reprezentující hlavu (filtr uprostřed) dokáže lépe rozlišovat 
přítomnost člověka, nežli část reprezentující pravé rameno (filtr napravo). 
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Trénování celého modelu je pak provedeno tak zvaným „Latent-SVM“, které na rozdíl od 
klasického SVM dokáže pracovat s daty, které nejsou anotovány úplně. To znamená, že pro trénování 
jsou poskytnuty například jen obrazy 64x128 pixelů pouze s označením, zda reprezentují daný objekt, 
či nikoli. Není zde ovšem anotováno umístění jednotlivých komponent modelu. Ty jsou v průběhu 
trénování touto metodou dopočteny podle toho, které části objektu jsou nejvhodnější pro jeho popis. 
Uvedl jsem zde tento detektor, jelikož využívá rozdělení objektu na části, které potom 
sestavuje v jediný celek podle vzájemné polohy, což je princip, který mě inspiroval a je velice 
podobný principu, který je využit i v detektoru, který jsem navrhl a který bude popsán v kapitole 
5.3.3. 
3.4 Detektor s využitím kaskády klasifikátorů 
založený na HOG 
Tento detektor je velice zajímavý svou rychlostí a je zde uveden, jako možnost budoucího 
zrychlení navrhovaného detektoru. O této možnosti využití diskutuji mimo jiné v kapitole 6.4. 
Autoři tohoto [7] detektoru navrhli princip velice podobný detektoru Viola-Jones popsaného 
v kapitole 3.1. Co se zde liší, jsou deskriptory a sestavení slabých klasifikátorů v rámci jednotlivých 
úrovní kaskády. Jedná se tedy o kombinaci přístupu Viola-Jones s příznaky typu HOG. 
 
Obrázek 9 (převzato z [7]): Porovnání úspěšnosti standardního detektoru HOG podle [2] (tmavě 
modrá), detektoru založeného na HOG příznacích využívající kaskádu deskriptorů podle [7] (červená 
či světle modrá) a detektoru založeném na obdélníkových příznacích (černá). Na horizontální ose je 
uveden počet nesprávně klasifikovaných negativních příkladů na jedno detekované okno, na vertikální 
ose je pak počet nenalezených objektů 
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Výsledný detektor pak disponuje vysokou rychlostí, autoři uvádějí až 70ti násobné zrychlení, 
zatímco úspěšnost detekce je téměř shodná s HOG detektorem, jak je vidět na obrázku 9. 
Jako příznaky jsou zde použity, místo Haarových příznaků (kapitola 3.1.1), různě velké bloky 
HOG deskriptorů (kapitola 3.2.1). Tyto bloky obsahují vždy 2x2 buňky, které jsou ovšem proměnlivé 
velikosti. Buňky v rámci jednoho bloku jsou vždy stejně velké a jsou to buď čtverce, či obdélníky 
s poměrem stran 2 ku 1, respektive 1 ku 2. Tyto bloky jsou poté různě rozmístěny v rámci okna 
deskriptoru stejně, jak tomu bylo u detektoru Viola-Jones. 
Také je zde využit princip integrálních obrazů, které jsou počítány pro každou orientaci 
gradientu zvlášť. To znamená, že pro 9 (jako v HOG detektoru) různých natočení gradientu je 
spočítáno 9 integrálních obrazů. 
Celý tento detektor je pak stejně jako v případě metody Viola-Jones sestaven do kaskády 
(kapitola 3.1.3). Jednotlivé slabé klasifikátory jsou natrénovány pomocí lineárního SVM (kapitola  
3.2.3). O výběr slabých klasifikátorů se pak stará AdaBoost (kapitola 3.1.4), stejně jako tomu je u 
metody Viola-Jones. 
 
Obrázek 10 (převzato z [7]): a) 5 bloků s nejnižší chybou klasifikace b) bloky v první úrovni 
kaskády c) bloky v druhé úrovni kaskády d) bloky v osmé úrovni kaskády  
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4 Využití sekvence snímků 
V předešlé kapitole jsem představil některé metody detekce lidí (obecně objektů) ze 
statických obrazů. Na robotických platformách je ovšem zpravidla k dispozici sekvence po sobě 
jdoucích snímků díky přítomné kameře. Tato sekvence se dá využít jako přidaná informace ke 
statickým obrazům pro zpřesnění detekce, či pro zvýšení stability detekce. 
Nyní ve stručnosti popíši detektor, který jako svůj základ používá HOG detektor (kapitola 3.2). 
Tento detektor je však rozšířen o práci se sekvencí po sobě jdoucích snímků pro zpřesnění detekce. 
Následně popíši teoretické základy metody, kterou jsem využil ve svém detektoru pro zvýšení 
stability detekce. 
4.1 HOG detektor s využitím optického toku 
Jak jsem již naznačil, tento detektor (Human Detection Using Oriented Histogram of Flow 
and Appearance [4]) je postaven na základě HOG detektoru, který jsem popsal v kapitole 3.2 a 
rozšiřuje tento detektor o využívání informace extrahované ze sekvence po sobě jdoucích snímků. 
Přesněji, využívá dva snímky bezprostředně po sobě následující. Pro extrakci příznaků z těchto dvou 
snímků autoři použili diferenci optického toku. 
Optický tok je zjevný posun bodů (nebo také malého okolí) v obrazové scéně v čase (mezi 
jednotlivými snímky), způsobený pohybem objektů, kamery, nebo obojího. Při vyhodnocování 
orientace a magnitudy výsledného optického toku v daném bodě se hledají body (okolí bodů) se 
stejnou či podobnou intenzitou v po sobě jdoucích snímcích. 
Autoři použili pro určení metodu optického toku založenou na předpokladu konstantní světlosti 
[12], která je jednoduchá a poměrně rychlá. Podmínku konstantní světlosti lze uvažovat pro malé 
okolí bodu (zde autoři použili okolí velikosti 5x5), kde tato podmínka bude s nejvyšší 
pravděpodobností splněna. Výjimku zde dělají přechody stín/světlo na pohybujících se objektech, kde 
se stín pohybuje relativně k objektu a porušuje tak podmínku konstantního osvětlení. Ve většině 
případů je však takových míst minimum, a proto příliš významně neovlivňují výsledný odhad. 
Aby se ovšem dalo uvažovat pouze o změnách v malém okolí bodu, je podmínkou, aby se 
kamera či pozadí nepohybovalo. Tak tomu ovšem v mnoha případech nebývá. Zvláště, pokud je 
požadováno nasazení detekčního algoritmu na pohyblivých robotických platformách. Proto je potřeba 
uvažovat diferenciální tok, který tento globální pohyb, představující pohyb kamery či pozadí, 
extrahuje a diferenciální tok může být poté využit při odhadu optického toku v okolí bodu. 
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Po vypočtení optického toku v každém bodě se body shlukují podobně jako u HOG deskriptoru 
(kapitola 3.2.1) do buňek, které tvoří bloky. Jeden ze způsobů, jak sestavit takový blok je totožný 
s postupem při výpočtu původního HOG příznaku pro gradienty jasů (popsáno v 3.2.1). Ovšem vyšší 
přesnosti v kombinaci s původním HOG detektorem dosáhly příznaky sestavené následovně: 
Bloky jsou sestaveny z 3x3 buněk. Buňky na sebe těsně přiléhají a jsou standardní velikosti 
8x8 (což by mělo zhruba odpovídat šířce končetin). Histogram takovéto bloku je pak sestaven tak, že 
buď se počítá diference mezi optickými toky příslušných pixelů středové a ostatních buněk (obrázek 
11 a)), z těchto diferencí se vždy pro danou buňku spočítá histogram a těchto 8 histogramů je 
konkatenováno a normalizováno, podobně jako u klasických HOG příznaků, nebo se histogramy ke 
konkatenaci a normalizaci získají tak, že uplatníme vlnkové operátory (obrázek 11 b)), které jsou 
podobné Haarovým příznakům, které jsem zmínil v kapitole 3.1.1, a počítají se podobným způsobem. 
 
Obrázek 11 (převzato z [4]): Číselné hodnoty reprezentují různé váhy daných oblastí. a) 
IMHcd blok se počítá diferencí pixelů středové buňky od příslušných (stejná pozice uvnitř buňky) 
pixelů okolních 8 buněk. Takto vznikne 8 buňek, ve kterých je poté spočten histogram a následně je 
těchto osm histogramů konkatenováno a blok je normalizován. b) Vlnkové operátory pro IMHwd 
příznaky. Z výsledků těchto vlnkových operátorů jsou pak vypočteny histogramy, které jsou 
konkatenovány a poté normalizovány v rámci bloku. 
Výsledný příznak pro daný blok v obraze je poté sestaven z vypočtených HOG bloků a 
IMHcd, nebo IMHwd bloků. 
K trénování detektoru byl využit SVM (kapitola 3.2.3) stejně jako u původního HOG detektoru 
(kapitola 3.2) 
Toto vylepšení původního detektoru o využití informací z optického toku snížilo neúspěšnost 
detekce (miss rate) přibližně na polovinu za cenu zvýšené časové náročnosti výpočtu. Tento detektor 
je zajímavý použitím optického toku, který využívá přidané časově závislé informace, které v případě 
detekce osob představují pohyby především končetin vzhledem k tělu a ostatním končetinám. Další 
předností tohoto detektoru je, že dokáže pracovat i s právě se nepohybujícími lidmi. V takovém 
případě detektor degraduje na klasický HOG detektor (kapitola 3.2) statických obrazů. 
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Tento detektor jsem zde uvedl hlavně z důvodu inspirace pro možný budoucí vývoj mnou 
navrženého detektoru, který popíši v kapitole 0. 
4.2 Kalmanův filtr 
V této kapitole bude představen teoretický základ metody Kalmanova filtru [13], který 
využívám ve svém detektoru pro stabilizaci detekce lidí ve videu. 
Kalmanův filtr je adaptivním filtrem určeným k predikci stavů diskrétního systému. Pracuje 
rekurzivně ve dvou fázích. Tyto dvě fáze nyní popíši velice stručně. Poté vysvětlím základní stavbu 
filtru (co je potřeba k výpočtu predikce a korekce) a poté uvedu opět výpočet obou fází s příslušnými 
rovnicemi. 
 Fáze predikce: 
1. Odhad hodnot stavových proměnných v daném čase na základě dosavadního 
stavu a přechodové matice, která analyticky představuje změnu stavových 
proměnných za daný čas. 
2. Predikce kovarianční matice z dosavadní kovarianční matice, přechodové 
matice a matice šumu způsobeného nepřesným odhadem. Kovarianční matice 
určuje odhady chyb v podobě kovariance mezi naměřenými a odhadnutými 
hodnotami. 
 Fáze korekce: 
1. Výpočet zlepšení, což je rozdíl mezi odhadem hodnot stavových proměnných a 
jejich naměřenou hodnotou. 
2. Výpočet Kalmanova zisku z predikované kovarianční matice a šumu detekce. 
Kalmanův zisk udává, jakou mírou ovlivňuje zlepšení odhad. 
3. Aktualizace odhadu pomocí Kalmanova zisku vynásobeného zlepšením. 
4. Aktualizace kovarianční matice z predikované kovarianční matice a 
Kalmanova zisku. 
Nyní vysvětlím postup při použití Kalmanova filtru a význam proměnných použitých při 
výpočtu a jak lze dané proměnné získat. 
Kalmanův filtr se používá pro predikci a korekci (vyhlazení) sledovaných stavových 
proměnných, které měříme. Aby filtr mohl proměnné predikovat, je zapotřebí mít uložen stav těchto 
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proměnných. Tyto proměnné jsou uspořádány do sloupcového vektoru, který je označen x(t), pro čas 
t, a každý řádek v tomto vektoru reprezentuje jednu stavovou proměnnou. 
Nyní je potřeba stanovit přechodovou matici Φ(T), která analyticky popisuje změnu 
stavových proměnných za časový úsek T. Jedná se o matici čtvercovou řádu délky stavového vektoru 
x. Každý řádek této matice reprezentuje analytickou rovnici, podle které jsou počítány nové hodnoty 
příslušných stavových proměnných za časový úsek T. Tuto matici je potřeba filtru zadat, jelikož se 
její podoba odvíjí od sledovaného jevu, a její konkrétní podobu budu diskutovat v kapitole 5.4.4. 
Přestože stavových proměnných sledujeme obvykle více než proměnných, které můžeme 
reálně zjistit pomocí měření, potřebujeme naměřené hodnoty vyjadřovat stavovým vektorem o stejné 
velikosti jako je stavový vektor filtru, abychom mohli uplatnit maticový počet. Pak je ovšem potřeba 
mít pro korekční výpočty matici H, která predikované veličiny eliminuje pouze na ty, které lze měřit. 
Nutnost tohoto kroku bude zřejmá později, až bude vysvětlena korekce predikovaných hodnot. 
Matice H má potom šířku odpovídající počtu stavových proměnných a výšku odpovídající počtu 
proměnných, které lze měřením získat, a přitom obsahuje jedničku na každém řádku jednu, a to v tom 
sloupci, který představuje proměnnou, kterou lze měřit, a na ostatních pozicích jsou nuly. Proto je 
počet řádků této matice shodný s počtem měřených veličin, aby každý řádek mohl takto jednu 
z těchto veličin extrahovat. 
Dále je potřeba matice, která udává míru, o kterou se zvýší nedůvěryhodnost odhadu při 
predikci stavu za čas T. Tuto matici budu dále označovat jako matici šumu odhadu a značit ji Q(T). 
Tuto matici lze určit ze základní matice šumu odhadu Q0 a přechodové matice Φ(T) a to následovně: 
            
     Rovnice 15 
 Matice Q0 je čtvercovou maticí o rozměrech shodných s rozměry stavového vektoru filtru a je 
potřeba stanovit ji před použitím filtru. Hodnoty prvků této matice závisí na problematice, pro kterou 
tento filtr používáme. Stanovení Q0 pro případ použití filtru v mém detektoru bude uveden v kapitole 
5.4.4. 
Také je potřeba matice R, která vyjadřuje míru šumu při měření hodnot. Tato matice je také 
čtvercovou maticí řádu shodného s počtem měřených veličin. Udává míru nedůvěryhodnosti měření a 
je potřeba ji určit před použitím filtru. 
Další maticí potřebnou k fungování filtru je kovarianční matice P(t), která udržuje odhady 
chyb, které jsou v matici reprezentovány kovariancí mezi naměřenými a odhadnutými hodnotami 
v daném čase t. Matice je opět čtvercová řádu velikosti vektoru stavových proměnných filtru. 
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Dále je potřeba při každé korekci odhadu vypočítat zlepšení, což je rozdíl mezi naměřenými 
hodnotami proměnných a jejich predikcí. Zlepšení nese označení z(t) pro čas t, pro který se toto 
zlepšení počítá. 
A také je potřeba při každém kroku korekce vypočítat Kalmanův zisk K(t) pro daný čas t. 
Kalmanův zisk určuje, jak velkou mírou ovlivňuje zlepšení v čase t odhad v čase t. 
 Nyní popíši postup výpočtu jednoho kroku predikce a následné korekce Kalmanova filtru 
s příslušnými rovnicemi: 
0. Inicializace Q0, R, Φ(T), x (t), P (t), pro t = počáteční čas 
1. Odhad stavových proměnných x (t + T) pro čas t + T: 
                   Rovnice 16 
2. Odhad kovarianční matice P (t + T) v čase t + T: 
                              Rovnice 17 
3. Výpočet Kalmanova zisku K(t + T) v čase t + T: 
                                     Rovnice 18 
4. Stanovení zlepšení odhadu z(t + T) v čase t + T: 
                        Rovnice 19 
, kde y(t + T) je vektor naměřených hodnot v čase t + T o velikosti vektoru stavových 
proměnných filtru doplněn nulami na pozicích veličin, které se oproti stavovým 
veličinám neměří. 
5. Aktualizace odhadu stavových proměnných filtru x (t + T) v čase t + T: 
                             Rovnice 20 
6. Aktualizace kovarianční matice P (t + T) v čase t + T: 
                             Rovnice 21 
, kde I je jednotková matice vhodné velikosti. Vhodnou velikostí je zde myšlena taková 
velikost, aby bylo možné odečtení od této matice provést. 
7. Aktualizace času t: 
      Rovnice 22 
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8. Rekurzivní opakování od bodu 1. 
Symbol  u matice či vektoru v předešlých rovnicích značí odhadované veličiny, kdežto veličiny 
označené  jsou platnými veličinami uloženými ve filtru. 
Výše byl popsán postup výpočtu obecného Kalmanova filtru. Body 1 a 2 spadají do fáze 
predikce, ve které se odhadují stavové proměnné a kovarianční matice, která je upravena v každém 
predikčním kroku o šumovou matici predikce a tak je míra „důvěryhodnosti“ predikce snižována. 
Jelikož se může stát, že nebudou delší dobu k dispozici naměřené hodnoty, je možné stále predikovat 
stavové proměnné (přeskakovat body 3 až 6), ale za cenu větší míry nedůvěryhodnosti v tyto 
predikované hodnoty. Body 3 až 6 reprezentují fázi korekce, kdy se odhadnuté hodnoty a chyby 
těchto odhadů korigují. 
V této kapitole jsem nastínil fungování Kalmanova filtru, který využívám pro zvýšení stability 
detekce mého detektoru při práci se sekvencí po sobě jdoucích snímků. O konkrétních hodnotách 
různých matic použitých v Kalmanově filtru bude pojednávat kapitola 5.4.4, kde se zabývám 
konkrétním použitím tohoto filtru v mém detekčním systému. 
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5 Návrh detektoru 
Tato kapitola pojednává o návrhu výsledného detektoru. Prvně je vytyčen cíl a popsáno, jak 
bude výsledný detektor vypadat. Poté je diskutován výběr použitých metod a jejich specifika. 
Následně jsou popsány úpravy stávajících řešení doplněné o vlastní metody a postupy do podoby 
výsledného detektoru. 
5.1 Formulace cíle 
Cílem této práce je vytvořit detektor lidí a jejich částí v obraze. Lidi by měl detektor 
detekovat v přibližně vzpřímené poloze a zachycené z jakékoliv strany, to znamená zepředu, zezadu 
či zboku. Detektor by měl být schopen detekovat lidi také částečně viditelné a to zejména lidi, které 
lze vidět pouze z poloviny, protože například vchází či vychází z obrazu. Důvodem je včasná reakce 
robota na možnou přítomnost člověka v blízkosti. Ale také by měl být schopen detekovat lidi, kteří 
jsou viditelní jen z části z důvodu zakrytí nějakým objektem. Příkladem může být člověk nesoucí 
velký předmět, člověk, před kterým stojí například pes, či například člověk, který vede kočárek a je 
kočárkem z části zastíněn z pohledu kamery. Všechny tyto, ale i mnoho jiných situací, kde by bylo 
potřeba detekovat přítomnost osoby, přestože je z části neviděná, by měl detektor být schopen 
zvládnout a najít takto zastíněného člověka. Samozřejmě nelze předpokládat, že bude detektor 
schopen určit, že se jedná o z části viditelnou osobu, pokud bude viditelná jen velice malá část. 
Reálně by však ideální detektor měl být schopen detekovat přítomnost člověka ve všech případech, 
kdy by toho byl schopen i člověk. Dosáhnout však takové úspěšnosti je velice obtížné a v současné 
době tento problém není uspokojivě vyřešen. 
Detektor je zaměřen na použití na robotických platformách, a proto by detekce měla probíhat 
poměrně rychle, vzhledem k potenciálně omezenému výpočetnímu výkonu robota. Roboti mohou být 
vybaveni pouze kamerami ve velmi malém rozlišení, a proto by bylo vhodné, aby detektor byl 
schopen detekovat i ve velmi malém rozlišení. Další otázkou je, k čemu je tento detektor určen. Zda 
je potřeba pouze vědět, že člověk se přibližně někde nachází, nebo zda je vyžadováno vědět jeho co 
nejpřesnější polohu. Nebo také záleží na tom, zdali je potřeba detekovat lidi jen do určité malé 
vzdálenosti od robota, nebo je potřeba detekovat sebemenší osobu v obraze. 
Dalším specifikem robotické platformy je úhel pohledu daného robota. Existují roboti, kteří 
mají kameru umístěnou přibližně ve stejné výšce jako oči průměrného vysokého člověka, ale mohou 
být i roboti, kteří disponují kamerou, která je posazena téměř na úrovni země, po které se robot 
pohybuje. Pokud je kamera umístěna téměř u země, lidé, kteří budou velice blízko robota, budou 
vypadat velice odlišně oproti lidem, kteří byli zachyceni kamerou ve výšce například dvou metrů, a to 
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z důvodu perspektivního zkreslení. Detektor musí být tomuto faktu přizpůsoben, protože obrazy takto 
sejmutých lidí budou velice odlišné. 
Jelikož se robot bude pohybovat v reálném prostředí, předpokládá se, že mohou nastat špatné 
světelné podmínky, a proto by výsledný detektor měl být relativně robustní vůči těmto jevům. 
Špatnými světelnými podmínkami je myšleno zejména slabé či naopak velmi silné osvětlení, částečné 
osvětlení člověka ve smyslu osvětlení jen z určité strany, nebo také přítomnost stínů jiných objektů na 
těle detekované osoby. 
Detektor byl navržen tak, aby byl schopen pracovat i za neideálních světelných podmínek. 
Předpokládá se využití detektoru na pohyblivých robotických platformách s výškou umístění kamery 
okolo jednoho metru či výše. Také se předpokládá, že robot primárně potřebuje informace o 
přítomnosti lidí, kteří jsou relativně blízko robotovi. O přítomnosti lidí vzdálenějších od robota robot 
vyžaduje jen přibližné informace o poloze, a také není kritické, pokud detektor lidi ve větší 
vzdálenosti nerozlišuje a detekuje více lidí jedním obalovým obdélníkem. Dále je předpokládáno, že 
robot je vybaven kamerou s nízkým rozlišením, a proto by detektor měl toto zohlednit a být schopen 
rozpoznávat i lidi reprezentované v obraze poměrně malým počtem pixelů. Protože je potřeba 
detekovat také osoby, které nebudou v obraze zachyceny celé, tedy například osoby, které jsou na 
kraji obrazu a jimž je vidět jen jejich pravá či levá polovina, nebo člověk, který je v ose pohledu 
zastíněn nějakou překážkou a je tudíž vidět jen od pasu nahoru či dolů, rozdělil jsem detekovanou 
osobu na více částí, které se vzájemně z části překrývají. Na obrázku 12 pak lze vidět detekci osoby, 
která je z části zakrytá kočárkem a osoby, která je již napůl ven ze snímané scény. 
 
Obrázek 12: Ukázka detekce zčásti zakrytého člověka 
 Výsledným detektorem pak bude knihovna napsaná v jazyce C++ s využitím knihovny 
OpenCV, která tento detektor bude implementovat. Detektor bude očekávat na vstupu pouze obrázek, 
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časovou značku pořízení snímku a informaci, zdali má či nemá fungovat v kontinuálním režimu 
(očekává sekvenci snímků). Pro vyzkoušení detektoru bude napsaná jednoduchá aplikace, která na 
svém vstupu bude očekávat video soubor a jako výstup bude zobrazovat detekci provedenou nad 
tímto videem s možností uložení tohoto videa i s vyznačenou detekcí. 
5.2 Výběr metod 
V této kapitole se zaměřím na výběr již existujících metod, které jsem v návrhu vlastního 
detektoru použil. Popis principu těchto metod jsem již uvedl v kapitole 0 a kapitole 0. Nyní se 
zaměřím na rozbor, proč jsem vybral pro implementaci mého detektoru právě tyto metody. Kritéria, 
které by měl splňovat navržený detektor byly uvedeny již v kapitole 5.1. Jde především o: 
 Schopnost detektoru pracovat i při neideálních světelných podmínkách (stíny na objektech, 
vysoký či nízký jas) 
 Schopnost detekce lidí v různých vzpřímených pózách 
 Schopnost detekce jen částečně viditelných lidí 
 Schopnost pracovat i s velmi malým rozlišením, a tudíž nacházet i lidi reprezentované 
v obraze jen malým množstvím pixelů 
 Rychlost detekce 
Nejprve je zapotřebí vybrat způsob popisu reprezentace člověka v obraze, který bude 
dostatečně diskriminativní a spolehlivě odliší člověka od všeho ostatního v obraze. 
Jako vhodnou reprezentaci jsem vybral HOG příznaky, které byly popsány v kapitole 3.2.1. 
Jelikož jsou tyto příznaky složené z histogramů gradientů spočítaných vždy z malého okolí, a poté 
jsou tyto histogramy složeny do většího celku, dokážou poměrně dobře popisovat změny v převážné 
orientaci gradientů v daném okolí. Tato reprezentace dokáže dobře odlišovat hrany od kontinuálních 
oblastí a také hrany různých orientací navzájem. Zároveň však dovoluje mírné variance v orientaci 
těchto hran, protože tyto mírné variance mění výsledné histogramy jen nepatrně. Což je žádoucí při 
detekci lidí, jelikož každý člověk není úplně stejný a také při pohybu se kontura člověka mírně mění. 
Pokud by se ovšem člověk více předklonil či jinak změnil svoji polohu z polohy vzpřímené, tento 
deskriptor už nebude schopen tuto změnu tolerovat a deskriptor se výrazně změní, a tudíž danou 
osobu, za předpokladu, že je detektor natrénován na detekování lidí vzpřímených, detekovat 
nedokáže. 
Další výhodou HOG příznaků je jejich lokální normalizace. Díky tomu, že jsou bloky 
normalizovány, dochází k potlačení významu vysoce kontrastních přechodů na úkor méně 
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kontrastních přechodů. Jinými slovy, normalizace v tomto případě napomáhá k tomu, aby dané bloky 
přispívaly do výsledného deskriptoru stejnou měrou a tudíž nebyly bloky s vysoce kontrastními 
přechody započítávány s větší vahou, než bloky méně kontrastní. Důvod, proč není vhodné, aby 
bloky s vyšším kontrastem přispívaly do výsledného detektoru větší měrou je ten, že důležité pro 
popis objektu (člověka) je popis zastoupení různě orientovaných hran v daných oblastech, ne jejich 
velikost. Pokud by detektor bez normalizace měl detekovat osobu, která napůl stojí ve stínu, tak ta 
část, která by byla ve stínu, by do celkového detektoru přispívala menší měrou, než strana osvětlená a 
schopnost detektoru správně rozpoznat člověka by byla snížena. Kromě nerovnoměrného osvětlení by 
k podobné situaci došlo, pokud by jedna osoba měla světlé oblečení a druhá tmavé vůči stejnému 
pozadí. U jedné z osob by histogramy vykazovaly vyšší hodnoty a byly tudíž favorizovány. 
 HOG deskriptor je sestaven z několika překrývajících se bloků, které po konkatenaci jejich 
histogramů tvoří výsledný detektor. Při trénování detektoru pomocí SVM (kapitola 3.2.3) dochází 
k výběru tak zvaných „Support“ vektorů, které ovlivňují podobu rozhodující nadroviny. Všechny 
ostatní vektory představují vektory, které po přidání k vybraným „Support“ vektorům tvar rozhodující 
nadroviny již neovlivňují. Výhoda této reprezentace tkví v tom, že z daných „Support“ vektorů lze 
vypočítat váhy jednotlivých složek vektorů, které pak slouží při detekci jako váhy, které určují, jak 
velkou měrou by měla být zastoupena daná složka vektoru. Jak lze vidět na obrázku 13, nejdůležitější 
oblastí při rozpoznávání je v tomto případě oblast hlavy. Jelikož jak kladné, tak i záporné váhy v této 
oblasti jsou poměrně velké, což znamená, že v těchto oblastech hodně záleží na orientaci gradientů 
jak pro případ, že se člověk nachází v dané oblasti (kladné váhy), tak i pro případ, že se člověk 
nenachází v dané oblastí (záporné váhy). Dále také z obrázku 13 vyplývá, že ve středu hrudníku se 
nenacházejí žádné velké kladné váhy, což signalizuje, že podle této oblasti se nedá posuzovat, zda 
člověk se nachází na této pozici v obraze, či nikoliv. Je to dáno tím, že každý člověk může být 
oblečen do oblečení s různými vzory, na oblečení mohou být vrhány stíny z jiných objektů či může 
být oblečení různě zakřivené, což významně mění gradienty v dané oblasti, a proto v této oblasti 
nelze podle převážné orientace gradientů generalizovat přítomnost lidí. 
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Obrázek 13 (převzato z [2]): Každý čtvereček na obrázku znázorňuje maximální positivní 
(vlevo), nebo maximální negativní (vpravo) váhu v rámci bloku výsledného rozhodujícího vektoru 
spočítaného z natrénovaného SVM modelu celého člověka 
Přestože výpočty HOG deskriptorů pro celý obraz jsou poměrně výpočetně náročné a jen stěží 
se přibližují zpracování v reálném čase, lze tento výpočet bez větších komplikací paralelizovat, 
v případě PC na grafické kartě, a dosáhnout rychlosti několika snímků za vteřinu ve VGA rozlišení. 
Při využití na robotických platformách by pak paralelní výpočet mohl běžet na dedikovaném 
hardwaru. V této práci se ovšem zabývám softwarovým řešením, a proto o takovémto urychlení 
neuvažuji. 
Protože tento detektor je určen pro detekování ze sekvence snímků, je vhodné této přídavné 
informace využít. Pokud je použit HOG detektor na sekvenci snímků, můžeme si povšimnout, že 
v některých snímcích detekuje dané osoby a v jiných nikoliv, přestože se jedná o tu samou osobu. Je 
to dáno pohybem osob, změnou stínů vrhaných na osobu či elektronickým šumem v záznamovém 
zařízení. Všechny tyto jevy ovlivňují podobu výsledných histogramů a může se tak stát, že osoba 
detekovaná v předešlém snímku již v aktuálním snímku detekována není, protože výsledek 
rozhodovacího procesu klesnul pod daný práh. Při dalším snímku je možné, že opět rozhodovací 
funkce nad daný práh stoupne a člověk je opět detekován. Dalším problémem detektoru je, že 
v každém snímku detekuje danou osobu různě velkou nebo na mírně jiné pozici. Výsledný obalový 
obdélník potom mezi snímky různě „poskakuje“ kolem ideální pozice a mění polohu i velikost. 
Abych zvýšil stabilitu detektoru, použil jsem Kalmanův filtr (kapitola 4.2), který dokáže vyhlazovat 
průběh detekce a predikovat polohu objektu, i když detektor v daném snímku tento objekt nenašel. 
5.3 Vývojové stupně detektoru 
V této kapitole se budu věnovat postupnému návrhu detektoru od původní podoby HOG 
detektoru (kapitola 3.2) až po konečný návrh a budu diskutovat parametry a nedostatky detektorů, 
které vznikaly v průběhu vývoje. Všechny níže uvedené detektory vycházejí z HOG detektoru 
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uvedeného v kapitole 3.2. Následující kapitoly popisují významná vývojová stádia. Nezahrnují však 
všechny možné podoby, kterými detektor prošel. 
5.3.1 Detektor rozdělený na čtyři části 
Hlavním přínosem navrhovaného detektoru měla být schopnost detekovat jen částečně 
viditelné osoby. Proto první krok vedl k rozdělení detektoru na čtyři části jak je vidět na obrázku 14. 
 
Obrázek 14: Rozdělení na čtyři samostatně detekovatelné části 
 Toto rozdělení bylo zvoleno z důvodu potřeby detekce lidí, kteří stojí za nějakou překážkou a 
je viditelná pouze jejich horní polovina, nebo jsou příliš blízko nízko umístěné kamery robota a tudíž 
jsou jim vidět pouze nohy, nebo také detekce lidí, kteří jsou zakrytí překážkou a viditelná je pouze 
jejich pravá či levá část, nebo kteří vcházejí či opouští obraz na jeho pravé či levé straně. Na rozdíl od 
detektoru uvedeného v kapitole 3.3 nebylo možné ponechat rozdělení částí člověka automaticky podle 
toho, které části jsou nejvíce diskriminující, protože by potom nebylo možné detekovat části, které 
jsou potřeba detekovat. 
 Na takto rozdělených lidech byly natrénovány čtyři samostatné detektory, každý detekující 
příslušnou část. Při detekci byly poté všechny detektory vyhodnocovány zvlášť. Dohromady byly pak 
skládány příslušné části pomocí vzájemné polohy a velikosti. Aby byla detekce uznána jako platná, 
bylo nutné, aby byly alespoň dvě části detekovány ve vzájemně přijatelné pozici a velikosti. Pokud 
však byly detekovány pouze dvě části a byly to části spojené do kříže (vrchní pravá část s levou 
spodní, nebo vrchní levá část s pravou spodní), detekce se nepovažovala za platnou, jelikož je vysoce 
nepravděpodobné, aby části osoby, které lze vidět, byly právě tyto. 
Výsledný detektor vykazoval ovšem mnohem horší přesnost než původní detektor celého těla 
a byl prakticky nepoužitelný. Důvodem nižší přesnosti pravděpodobně bylo to, že menší část člověka 
znamenala, že tato oblast se může snadněji podobat jiným objektům či jejich částem a je menší počet 
oblastí, které by dokázaly dobře generalizovat přítomnost člověka (jeho částí) oproti všemu 
33 
 
ostatnímu. Jak lze vidět na obrázku 13, většina oblastí, které poměrně dobře diskriminují přítomnost 
člověka (světlé oblasti) v případě detektoru celého člověka, jsou v horní části detekčního okna, proto 
zhoršení přesnosti detekce bylo menší u torza než u nohou. Porovnáním s váhami v rozdělených 
částech (obrázek 15) lze zpozorovat opravdu menší počet dostatečně diskriminujících oblastí v každé 
z částí oproti původnímu oknu pro detekci celého člověka. 
 
Obrázek 15: Každý čtvereček na obrázku znázorňuje maximální positivní (horní řada), nebo 
maximální negativní (spodní řada) váhu v rámci bloku výsledného rozhodujícího vektoru spočítaného 
z natrénovaného SVM modelu pro jednotlivé části zleva: vrchní levá, vrchní pravá, spodní levá a 
spodní pravá část 
Dle mého názoru bylo toto dáno tím, že nohy člověka mohou být při detekci snadno 
zaměněny s různými sloupky či jinými vzpřímenými předměty. 
Výsledný detektor byl navíc o něco málo pomalejší než původní detektor. Důvodem bylo 
počítání pravých částí i u levé strany obrazovky a naopak, a taktéž počítání vrchních částí u spodní 
části obrazovky a naopak. Toto ovšem nelze brát jako nevýhodu detektoru, protože cílem detektoru 
bylo opravdu detekovat i části lidí, kteří mohou do obrazu vcházet či z něj odcházet. Další zpomalení 
bylo způsobeno nutností spojovat vhodné části k sobě. Toto zpomalení bylo však tak nepodstatné 
vzhledem k náročnosti výpočtu, že jej lze zanedbat. 
5.3.2 Detekce torza, nohou, levé a pravé poloviny 
Jelikož detektor navržený v kapitole 5.3.1 nebyl schopný spolehlivé detekce z důvodu malých 
částí, které nebyly dostatečně diskriminativní, rozhodl jsem se tedy tyto části zvětšit a to tak, že jsem 
rozdělil člověka dvakrát na dvě části, jak lze vidět na obrázku 16. 
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Obrázek 16: Rozdělení na 2 a 2 části 
 Toto rozdělení zachovává možnost detekce částečně viditelných lidí a přitom využívá 
mnohem větších částí, které jsou potenciálně více diskriminativní. 
Opět byly natrénovány čtyři samostatné detektory, každý detekující příslušnou část. Při 
detekci byly poté všechny detektory vyhodnocovány zvlášť. Jelikož trénování probíhalo na sadě 
snímků, kde každý snímek měl i svůj zrcadlový obraz podle svislé osy, bylo možné natrénování 
detektoru pro pravou a levou část sloučit do jediného cyklu trénování a pak jen výsledný vektor 
náležitě přeuspořádat pro jeho zrcadlovou variantu. 
Pokud jakýkoli z těchto čtyř detektorů detekoval člověka, byla tato detekce považována za 
správnou. Pokud více těchto detektorů detekovalo osobu na přibližně stejné pozici o přibližně stejné 
velikosti, byly tyto detekce považovány jako ta samá detekce a jejich pozice a velikost detekovaného 
člověka byla zprůměrována. 
Výsledný detektor v tomto případě zaznamenal výrazné zlepšení oproti detektoru navrženém 
v kapitole 5.3.1. Přestože nedosahoval takové přesnosti, jako původní HOG detektor (kapitola 3.2), 
byl schopen oproti původnímu detektoru lépe detekovat i částečně viditelné lidi. Důvod zhoršené 
přesnosti detekce lze opět najít v nedostatečně diskriminativním popisu. Na obrázku 13, který 
zobrazuje rozložení vah a potažmo tedy i míru důležitosti dané oblasti při diskriminaci vzorů 
(člověk/něco jiného)  pro detekci celého člověka lze vidět, že nejvíce diskriminativní oblasti jsou 
kolem hlavy a ramen a dále pak v úrovni pasu a stehen. Co je ovšem důležitější, tyto oblasti jsou 
soustředěny kolem vertikální osy a v případě rozdělení na pravou a levou část je velká část těchto 
oblastí ztracena, protože rozdělením okna, které mělo na šířku 7 bloků, najednou vzniknou dvě okna 
se šířkou 3 bloků a prostřední sloupec bloků vypadne úplně. Stejně tak při rozdělení na torzo a nohy 
přicházíme o poměrně významný řádek bloků. Detekce torza v tomto případě byla ze všech čtyř částí 
nejpřesnější, protože byla schopna zachovat nejvíce diskriminativních oblastí, ale také tato část 
utrpěla na přesnosti. Na obrázku 17 je vidět jisté zlepšení oproti detektoru, který dělil části na čtyři 
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stejné a nepřekrývající se oblasti (obrázek 15). Stále ovšem při porovnání s původním detektorem 
došlo k poklesu přesnosti, jak jsem již zmínil výše. 
 
Obrázek 17: Každý čtvereček na obrázku znázorňuje maximální positivní nebo maximální 
negativní váhu v rámci bloku výsledného rozhodujícího vektoru spočítaného z natrénovaného SVM 
modelu pro jednotlivé části, zleva po dvou: torso, nohy, levá a pravá část. Přitom vrchní obrázky u 
torsa a nohou reprezentují pozitivní SVM váhy, zatímco spodní obrázky reprezentují negativní váhy. 
Pro případ levé a pravá části je v obou případech na levějších obrázcích znázorněny pozitivní váhy a 
na pravějších obrázcích váhy negativní. 
Navíc celková detekce trvala podstatně déle, protože součet bloků, s kterými bylo nutno 
v každém detekčním okně počítat, se téměř zdvojnásobil a vzhledem k jiným proporcím detekčních 
oken bylo nutno obraz procházet nadvakrát. 
5.3.3 Finální podoba detektoru 
Jelikož oba předchozí návrhy trpěly podobnými problémy, a to vynecháním některých velmi 
důležitých oblastí, které přispívaly k lepší diskriminaci, bylo potřeba navrhnout takové rozdělení, 
které tyto oblasti bude zahrnovat a zároveň rozdělení, které umožní detekovat částečně viditelné lidi, 
protože to byl hlavní cíl, který měl být splněn. Navrhl jsem tedy rozdělení na šest vzájemně se 
překrývajících částí, jak lze vidět na obrázku 18. 
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Obrázek 18: Rozdělení na 6 částí 
Toto rozdělení pokrývá ty nejvýznamnější oblasti původního detekčního okna poměrně dobře, 
a v případě některých oblastí navíc vícekrát. Na obrázku 19 je vidět rozdělení vah pro jednotlivé části 
detektoru. 
 
Obrázek 19: Každý čtvereček na obrázku znázorňuje maximální positivní (horní řada), nebo 
maximální negativní (spodní řada) váhu v rámci bloku výsledného rozhodujícího vektoru spočítaného 
z natrénovaného SVM modelu pro jednotlivé části zleva: vrchní levá, vrchní pravá, prostřední levá, 
prostřední pravá, spodní levá a spodní pravá část 
Lze vidět, že většina významných oblastí původního detektoru byla zachována. V takto malých 
detekčních oknech navíc poměrně velká část bloků má vcelku vysoká maxima vah, která naznačují 
poměrně vysokou schopnost diskriminace. To ovšem neznamená, že takto malé části samy o sobě 
jsou schopny spolehlivě určit přítomnost člověka (jeho části) v obraze. Jelikož jsou tyto oblasti tak 
malé a popisují pouze malou část člověka, je vysoce pravděpodobné, že i ostatní objekty reálného 
světa, či jejich části, se mohou podobat těmto částem, a tudíž kromě detekované části člověka tyto 
detektory budou rozpoznávat i objekty podobné těmto částem. 
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Abych obešel tento problém poměrně vysokého počtu falešných detekcí, zavedl jsem systém 
hlasování detekovaných částí o finálním umístění osoby. Každá z těchto částí hlasuje v podobě 
návrhu na pozici a velikost obalového obdélníka pro celou osobu tak, jak lze vidět na obrázku 20. 
 
Obrázek 20: Hlasování jednotlivých částí. Barevná část reprezentuje pozici detekce dané 
části, černý obdélník pak reprezentuje odevzdaný hlas dané části. 
Z obrázku 20 je patrné, že každá část hlasuje o umístění výsledného obalového obdélníka tak, 
aby takto vzniklý obalový obdélník obsahoval hlasující část na jejím správném místě uvnitř tohoto 
obdélníka a o té správné velikosti. 
Všechny hlasy jsou poté shlukovány na základě podobnosti jednotlivých obdélníků (hlasů). Z 
dalšího zpracování se poté vyřazují shluky, které nejsou tvořeny hlasy od alespoň tří různých typů 
částí. To znamená, že shluk, který je sice tvořen spoustou hlasů, ale hlasy byly například uděleny 
pouze od vrchního pravého detektoru a vrchního levého detektoru, je vyřazen, protože v tomto 
případě pravděpodobně byl detekován objekt, který připomíná vrchní část člověka. Pokud například 
byly příspěvky pouze od jedné z vrchních a jedné ze spodních částí, může se jednat o detekci objektů 
vzdáleně připomínající tyto části a detekce také není považována za platnou. Důvodem, proč alespoň 
tři z šesti různých části jsou považovány za správnou detekci je, že tři části již poměrně dobře 
dokážou diskriminovat člověka v obraze od ostatních objektů a zároveň umožňují detekci částečně 
viditelných lidí. 
Z každého ze shluků, které jsou považovány za platné detekce, je spočtena výsledná pozice a 
velikost obalového obdélníku, který reprezentuje detekovanou osobu. 
Tento postup byl inspirován spojováním částí v detektoru uvedeném v kapitole 3.3, kde části 
objektu byly penalizovány za odchýlení od ideálních pozic. Také při navrženém hlasování, se části 
příliš vzdálené od sebe již nepodobají natolik, aby utvořili jeden celek, a nejsou tedy považovány za 
části patřící jednomu objektu. Rozdílem těchto přístupů je, že zatímco detektor z kapitoly 3.3 
postihuje neideální umístění částí spojitě (čím dále od ideální pozice, tím větší postih), mnou 
navržené hlasování postihuje neideální pozice části binárně (ano/ne). Dalším rozdílem je absence 
detektoru celého člověka u mnou navrženého detektoru, který v detektoru z kapitoly 3.3 také přispíval 
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k výslednému rozhodování. Důvodem je zřejmý, a to možnost detekce pouze částečně viditelných 
lidí. 
Přesnost výsledného detektoru byla velmi podobná detektoru navrženém v kapitole 5.3.2. 
Nicméně tento detektor , oproti detektoru navrženém v kapitole 5.3.2 disponuje spolehlivější detekcí 
částečně viditelných lidí, a to zejména lidí, kteří jsou za nějakou překážkou a je jim vidět například 
pouze hlava a levá půlka, protože v takovém případě je detektor schopen „využít“ k detekci 4 části 
(obě vrchní části a levou prostřední a spodní část) a pokrýt tak větší plochu nežli druhý detektor 
(kapitola 5.3.2), u kterého část detekující torzo nebude mít dostatek informací, aby detekovala danou 
osobu a část detekující levou část člověka nemusí být vždy dostačující. Navíc oproti dříve 
navrženému detektoru došlo k omezení počtu výpočtů a zrychlení oproti zmíněnému detektoru bylo 
přibližně třetinové. 
Jak dokázaly testy (kapitola 6.2.1), přesnost již lze považovat za poměrně slušnou a lze ji tedy 
porovnávat s původním HOG detektorem (kapitola 3.2). Přestože detektor vykazuje více mylných 
detekcí v jeho optimálním nastavení, než detektor původní, a také je o přibližně jednu třetinu 
pomalejší, lze tento detektor považovat za jisté vylepšení původního detektoru. Jednou z jeho výhod, 
jak vyšlo najevo při pozorování detekce testovacích video sekvencí (kapitola 6.2.2), je schopnost 
detekovat osoby vzdálenější (reprezentace menším počtem pixelů), než dokáže zachytit původní 
detektor. Hlavní výhodou je však mnohem vyšší schopnost detekce lidí pouze částečně viditelných 
(obrázek 12). 
5.4 Realizace finálního detektoru 
Tato kapitola přiblíží realizaci navrženého detektoru. Nejprve ve stručnosti zmíním, které 
nástroje jsem k realizaci použil, ale nebudu se již zabývat konkrétní implementací. Poté popíši, jak 
byla řešena část, která se stará o detekci jednotlivých části člověka a zkonkretizuji nastavení 
parametrů detektorů. Následně uvedu, jak jsou detekované části skládány dohromady v jeden celek, 
aby reprezentovaly pozici detekované osoby. Představím i konkrétní nastavení a použití Kalmanova 
filtru pro stabilizaci detektoru, při detekci ze sekvence po sobě jdoucích snímků. Pak popíši průběh 
detekce výsledného detektoru. Nakonec pak popíši, jak byly detektory jednotlivých částí natrénovány. 
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5.4.1 Použité nástroje 
Jako hlavní nástroj pro realizaci navrženého detektoru jsem si zvolil multiplatformní 
knihovnu OpenCV [8], a to z několika důvodů: 
 Knihovna OpenCV je volně šiřitelná a je zaměřena na využití při programování 
aplikací počítačového vidění (odtud název: Open Computer Vision) a dá se říct, že je 
jednou ze standardních knihoven v tomto odvětví. 
 Je určena mimo jiné pro programovací jazyk C++, který jsem si zvolil jako 
implementační jazyk. 
 V neposlední řadě však ve své verzi OpenCV 2.3.1., kterou jsem využil, obsahuje 
také implementaci původního HOG Detektoru (kapitola 3.2). 
Programovací jazyk C++ jsem již zmínil. Důvodem pro volbu tohoto jazyka byla jeho poměrně 
dobrá efektivita, která je vhodná pro masivní výpočty, které jsou potřeba zvládnout v reálném čase. 
Taktéž fakt, že knihovna OpenCV je realizována i pro tento jazyk, byl rozhodujícím faktorem při 
volbě programovacího jazyka. 
Program byl vyvíjen na platformě Windows, ale z důvodů použití multiplatformního 
programovacího jazyka i knihoven by měly být zdrojové soubory použitelné i na Unix platformách. 
Aplikace však v rámci vývoje byla testována pouze na platformě Windows. Jako prostředí pro vývoj 
programu jsem pak využil Microsoft Visual Studio ve verzi 10. 
Při testování jsem využil online nástroje [15] pro výpočet ROC křivek. 
V neposlední řadě musím zmínit knihovnu LIBSVM [14] ve verzi 3.11, kterou jsem použil pro 
natrénování detektorů jednotlivých částí. 
5.4.2 Detekce jednotlivých částí 
V kapitole 5.3.3 bylo již uvedeno, jak je hlavní detekční okno (celý člověk) rozděleno na šest 
částí. Taktéž již bylo představeno, jak se počítá výsledný HOG deskriptor pro detekční okno 
v případě celého člověka (kapitola 3.2.1). HOG deskriptory jednotlivých části jsou spočítány velice 
podobně. 
Jelikož v původním HOG detektoru (kapitola 3.2) byly experimentálně zvoleny jisté parametry 
tohoto deskriptoru, rozhodl jsem se většinu těchto parametrů neměnit. Tudíž i navržené deskriptory 
částí se skládají z bloků o velikosti 16x16 pixelů, kde každý blok je tvořen 2x2 buňkami o velikosti 
8x8 pixelů. Bloky jsou hustě kladeny přes sebe tak, že se překrývají právě o velikost jedné buňky a to 
jak v horizontálním, tak i vertikálním směru. Gaussova funkce, která zde slouží pro určení vah (míry 
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příspěvku) jednotlivých pixelů do histogramů v rámci daného bloku má střed v daném bloku a 
směrodatnou odchylku rovnu čtvrtině šířky bloku, tedy 4 pixelů. Normalizační metoda pro blok je 
využita L2-hyst (zmíněna v kapitole 3.2.1), stejně jako v původním detektoru. Stejně jako 
v původním detektoru i zde je zvolen počet rozmezí histogramu na 9 s tím, že se úhly 180°-360° 
mapují na úhly 0°-180°. 
K implementaci těchto detektorů jsem použil a upravil implementaci HOG detektoru, která 
byla naprogramována v knihovně OpenCV [8] ve verzi 2.3.1. Jedná se zejména o zdrojový soubor 
hog.cpp a hlavičkový soubor objdetect.hpp. 
Díky jiným rozměrům detekčních oken částí, jsou také výsledné deskriptory pro tyto detektory 
různě velké. Detektory pro vrchní pravou a levou část a pro spodní pravou a levou část mají velikost 
detekčního okna 48x48 pixelů. Detektory pro prostřední část jsou velké 48x64 pixelů. Všechny tyto 
detektory, jak lze vidět na obrázku 18, byly umístěny v původním detekčním okně a to na tyto pozice 
vzhledem k počátku, za který je považován levý horní roh detekčního okna pro detektor celého 
člověka: 
 Vrchní levá část: (0,0) 
 Vrchní pravá část: (16,0) 
 Střední levá část: (0,32) 
 Střední pravá část: (16,32) 
 Spodní levá část: (0,80) 
 Spodní pravá část: (16,80) 
Jak je možno z těchto pozic a velikosti oken vidět, okna se překrývají horizontálně o 32 pixelů, 
z celkové šířky 48 pixelů jednotlivých oken. To je dvoutřetinový překryv. Menší překryv při použití 
bloků o velikosti 16 pixelů by však znamenal překryv nulový a detektor by byl velice nepřesný, jak 
jsem již nastínil v kapitole 5.3.1. Co se týče vertikálního překrytí, jedná se ve všech případech o 
překryv jediného bloku, tudíž 16 pixelů. Jak bude ukázáno v kapitole 6.2.1, tento detektor pracuje 
poměrně spolehlivě a jak je vidět na obrázku 12, detektor je schopen detekovat částečně viditelné lidi 
i v situacích, kde toho detektor celého člověka schopen nebyl. 
Vstupem pro detekci jednotlivých částí je obraz, ve kterém je požadováno detekovat lidi. Nyní 
popíši v bodech, jak probíhá detekce: 
1. Z obrazu jsou spočteny gradienty a z nich následně jejich orientace a magnituda. Poté 
jsou z této orientace bilineárně interpolovány příspěvky do dvou nejbližších rozmezí o 
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velikosti spočtené z magnitudy rozdělené poměrem vzdáleností středů těchto rozmezí 
od skutečně vypočtené hodnoty. 
2. Poté se prochází obraz od levého horního rohu prvně horizontálně a pak s odskokem na 
další řádek. Řádkem je zde myšlen horizontální posun o výšku jednoho bloku, tudíž 16 
pixelů. Stejně tak při horizontálním procházením je považován za jeden krok odskok o 
šířku jednoho bloku, tudíž 16 pixelů. Při tomto procházení se počítá skalární součin 
deskriptorů vypočtených z přikládaných oken detektorů s naučenými deskriptory 
daných detektorů. Pokud je výsledek nad naučeným prahem pro daný detektor, je právě 
počítaná pozice považována za kandidátní pozici dané části. 
Při výše popsaném procházení se přitom v paměti udržuje jen tolik řádků bloků, kolik 
řádků bloků má vyšší z detekčních oken detektorů, tudíž 7. Protože se na již spočtené 
řádky vracet výpočet nebude, mohou se tyto řádky „zapomínat“, a protože je udržován 
jen malý počet řádků v paměti, je vysoká šance, že již jednou načtené řádky z hlavní 
paměti pak vydrží v cache procesoru a tím pádem bude celý výpočet podstatně 
zrychlen. 
3. Vstupní obraz se poté zmenší o faktor, který jsem oproti původnímu detektoru (1.05) 
stanovil na 1.1, aby částečně kompenzoval zpomalení výpočtu tím, že bude počítáno 
s menším počtem měřítek. Toto hrubější rozlišení oproti původnímu detektoru není tak 
kritické, jelikož detektory částí mají větší toleranci velikosti při detekci, jak vyplynulo 
při testování. Tato zvýšená tolerance je nejspíše způsobena tím, že detektory částí jsou 
méně diskriminativní při určování přítomnosti člověka, než detektor celého člověka a 
proto detekují tuto část ve více měřítcích okolo dané ideální pozice a velikosti. 
4. Pokud je zmenšený obraz natolik malý, že v něm nelze detekovat již žádnou část 
člověka, nebo bylo zmenšení provedeno již 64 krát (tzn. obrazy do velikosti 
21398x28530 pixelů budou prohledány až do velikosti 48x64), je detekce kandidátních 
částí pro tento obraz ukončena. Jinak se kroky detekce části opakují od bodu 1. 
Velikosti a pozice kandidátních oblastí jsou pak přepočítány do původního obrazu. Pro 
kandidáty jednotlivých částí se poté zvlášť vypočítávají výsledné pozice tak, že jsou shlukovány. Dvě 
kandidátní oblasti pro stejné části jsou zařazeny do téhož shluku, pokud splňují následující kritéria 
podobnosti: 
              Rovnice 23 
              Rovnice 24 
              Rovnice 25 
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              Rovnice 26 
Kde xtl1 respektive xtl2 jsou souřadnice v horizontálním směru a ytl1 respektive ytl2 jsou 
souřadnice ve vertikálním směru levého horního rohu první respektive druhé kandidátní oblasti, které 
se mezi sebou testují na podobnost. Stejně tak xbr1 respektive xbr2 jsou souřadnice v horizontálním 
směru a ybr1 respektive ybr2 jsou souřadnice ve vertikálním směru pravého spodního rohu první 
respektive druhé kandidátní oblasti. 
∆ vyjadřuje maximální míru deviace polohy porovnávaných oblastí a je spočítána takto: 
    
                      
 
 Rovnice 27 
Kde w1 a w2 jsou šířky a h1 a h2 jsou výšky porovnávaných obdélníků. ε je konstanta, která byla 
stanovena na základě testů na 0,2. 
Jak již bylo zmíněno, shlukují se pouze kandidátní oblasti detektorů stejných částí. 
Z výsledných shluků je pak spočítán průměr velikosti a pozice daných oblastí v tomto shluku. 
Výsledkem je jediná zprůměrovaná kandidátní oblast. Takto spočtené oblasti jsou pak výsledkem 
detektoru částí. 
5.4.3 Hlasování o výsledné pozici 
Jako vstupem do této fáze jsou kandidátní oblasti jednotlivých částí. Nyní je potřeba tyto části 
pospojovat tak, jak bylo uvedeno v kapitole 5.3.3. To znamená, že je potřeba provést hlasování 
daných částí pro finální umístění obalového obdélníka celého člověka. Každé části hlasují v závislosti 
na svém typu, pozici a velikosti. Hlas se skládá z navrhovaného obalového obdélníka a ze značky, 
která uchovává typ části, která tento hlas podala. 
Například detekovaná pravá spodní část s pozicí levého horního rohu svého obalového 
obdélníka (100,100) a velikosti (30,30) hlasuje o finálním umístění levého horního rohu obalového 
obdélníka na pozici (90,50) a velikosti (40,80). 
Každá detekovaná část hlasuje právě jednou a tyto hlasy se poté shlukují na základě splnění 
následujících čtyř kritérií podobnosti: 
           Rovnice 28 
           Rovnice 29 
           Rovnice 30 
           Rovnice 31 
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Kde x1 respektive x2 jsou souřadnice v horizontálním směru a y1 respektive y2 jsou souřadnice 
ve vertikálním směru středu prvního respektive druhého obdélníku, které se mezi sebou testují na 
podobnost. w1 a w2 jsou šířky a h1 a h2 jsou výšky porovnávaných obdélníků. 
∆P vyjadřuje maximální míru deviace polohy porovnávaných obdélníků a je spočítána takto: 
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∆S představuje maximální odchylku ve velikostech rozměrů porovnávaných obdélníků a je 
vyjádřena následovně: 
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εP a εS v předchozích dvou vztazích jsou konstanty, které byly stanoveny na základě testů na: 
                       
Jak lze vidět z velikosti konstant εP a εS, tolerance vůči odlišné velikosti podobných obdélníků 
je vyšší, nežli tolerance vůči odlišné poloze obdélníků. Je to dáno zejména tím, že detektor často 
detekuje tutéž osobu v různých měřítcích, které jsou někdy docela odlišné zejména u lidí, kteří jsou 
v obraze reprezentováni menším počtem obrazových bodů. Naopak tolerance pozice obalového tělesa 
je nižší, aby se osoby, které jsou si v obraze blízko, nedetekovaly jako osoba jediná. Zároveň tato 
tolerance není tak malá, aby způsobovala několikanásobnou detekci téže osoby. 
Lze si povšimnout, že kritéria podobnosti obdélníků jsou podobné těm, které byly využity pro 
shlukování částí při samotné detekci (kapitola 5.4.2). Důvodem, proč nejsou použita stejná kritéria 
podobnosti, je právě nutnost odlišení velikosti tolerance změny měřítka a pozice. 
Jak již bylo vysvětleno v kapitole 5.3.3 hlasy v jednotlivých shlucích jsou poté průměrovány a 
pokud obsahují alespoň příspěvky od tří různých typů částí, je zprůměrovaný výsledek prohlášen za 
detekovanou osobu. 
5.4.4 Zvýšení stability pomocí Kalmanova filtru 
Pokud je k dispozici sekvence snímků, je využit Kalmanův filtr pro stabilizaci detektoru. 
Nyní uvedu konkrétní nastavení Kalmanova filtru, který byl popsán v kapitole 4.2, pro použití 
v navrženém systému. 
Kalmanův filtr odhaduje hodnoty na základě vztahů a rovnic, které popisují jev, který chceme 
Kalmanovým filtrem filtrovat. V případě odhadu pohybu osob ve video sekvencích jsem zvolil jako 
aproximaci tohoto pohybu rovnice pro rovnoměrně zrychlený pohyb: 
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, kde x značí pozici, vx je rychlost pohybu ve směru x a ax představuje zrychlení ve směru x. 
Obdobně jako pro souřadnice x jsou uvedené tři rovnice počítány také pro souřadnice y, šířku a výšku 
sledovaného obalového obdélníka. T je časový posun, pro který se nové hodnoty počítají. Tyto 
rovnice se tedy přepíší do přechodové matice Φ(T), která bude mít tuto podobu:  
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, kde popořadě řádky této přechodové matice reprezentují rovnice pro: x, y, šířka, výška, vx, vy, 
všířka, vvýška, ax, ay, ašířka, avýška. 
Přechodová matice Φ(T) slouží k predikci stavových proměnných na základě stavu těchto 
proměnných a času T, který značí časový úsek mezi současným stavem filtru, a stavem, který je 
predikován. Tato matice se tedy mění v závislosti na čase, který uplynul od posledního měření 
proměnných, které stav filtru měnily. 
Jak bylo zmíněno v kapitole 4.2, naměřených hodnot je většinou méně, než stavových 
proměnných. V tomto případě je detektor schopen „změřit“ pouze polohu, není však schopen určit 
rychlost či zrychlení, které jsou součástí stavových proměnných filtru. Proto byla zavedena matice H, 
která převádí predikované veličiny pouze na veličiny, které je možné změřit. V tomto případě má H 
matice tento tvar: 
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Matice H má hodnotu jedna pouze na pozici odpovídající pozici a velikosti, jelikož ostatní 
veličiny měřením získat nelze. 
Jak bylo popsáno v kapitole 4.2 pro inicializaci filtru je potřeba stanovit podobu matice Q0, R, 
Φ(T), x (t0), P (t0) pro počáteční čas t0. 
Matice Q0 určuje zvýšení míry nejistoty v provedený odhad. Jedná se o matici řádu 12, jelikož 
se počítá s 12 stavovými proměnnými a každá z nich je zatížena nejistotou přesnosti jejího odhadu. 
Matice má tedy na diagonále hodnoty 0,0001 a na všech ostatních místech 0. Hodnota 0,0001 byla 
zvolena odhadem a vyzkoušena. 
Další maticí, která je k výpočtu potřeba je matice R, která představuje šum při měření a je 
čtvercovou maticí řádu 4, protože právě 4 veličiny jsou měřeny. Na diagonále jsou hodnoty 0,1 a na 
všech ostatních místech matice jsou hodnoty 0. Hodnota 0,1 byla stanovena odhadem. 
Dále je potřeba inicializovat stavový vektor. Stavový vektor se inicializuje výsledkem prvního 
měření. Jelikož jsme schopni měřit pouze pozici, šířku a výšku obdélníka, bude stavový vektor 
inicializován takto: 
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, kde x(t0), y(t0), w(t0) a h(t0) jsou popořadě souřadnice x, souřadnice y, šířka a výška první 
detekce obdélníka, který bude filtrem „sledován“. 
Je také potřeba inicializovat kovarianční matici P (t0), která slouží pro uchování odhadů chyb 
mezi odhadnutými a naměřenými hodnotami. Tato matice je čtvercová a její řád je roven počtu 
stavových proměnných, tedy 12. Na diagonálách matice jsou nastaveny hodnoty 0,1, které představují 
míru nedůvěry v naměřené hodnoty (nebo v případě rychlosti a zrychlení jde o hodnoty odvozené 
z naměřených hodnot). Jelikož jsou toto inicializační hodnoty, tak jsou zvoleny poměrně malé, 
protože na počátku důvěřujeme spíše naměřeným hodnotám, než se filtr ustálí. 
Postup a příslušné rovnice pro použití Kalmanova filtru byly již uvedeny v kapitole 4.2, proto 
je zde nebudu opět uvádět. 
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5.4.5 Průběh detekce 
V této kapitole popíši v bodech celý proces detekce s následným využitím Kalmanova filtru 
pro stabilizaci detekce. Vstupem pro celý systém je sekvence snímků s přijatelnou frekvencí snímků. 
Pokud by snímky měli mezi sebou příliš velký časový rozestup, nebylo by vhodné využít Kalmanův 
filtr, a to proto, že jeden objekt by nebyl přítomen na dostatečném počtu snímků, aby mělo vůbec 
smysl pozice a velikosti objektu filtrovat. Dalším důvodem nevhodnosti příliš malé frekvence je 
možnost křížení procházejících lidí ve scéně. Pokud by byl k dispozici například jen jeden snímek za 
sekundu, Kalmanův filtr by nedokázal říci, který z detekovaných objektů je vlastně ten, pro který 
uchovával pozici a velikost v minulém snímku. 
V různých situacích, z pohledu rychlosti pohybu osob, lze za přijatelnou frekvenci považovat 
jiné hodnoty frekvence. Čím vyšší frekvence, tím bude filtr pracovat lépe. Nicméně při vyšší 
frekvenci budou kladeny vyšší nároky na rychlost zpracování jednoho snímku. 
Výhodou je, že snímky nemusí mít mezi sebou shodné časové rozestupy, jelikož filtr využívá 
danou časovou informaci k tomu, aby odhadoval v závislosti na intervalu mezi posledním 
detekovaným snímkem a časem, ve kterém je potřeba znát odhad stavu. Toho lze využít při 
zpracování v reálném čase, kdy lze zpracovávat snímky podle toho, jak rychle je toho daný hardware 
schopný i s ohledem na ostatní systémy běžící na stejném hardwaru. 
Celkový systém, při předpokladu sekvence po sobě jdoucích snímků s přijatelnými časovými 
rozestupy mezi jednotlivými snímky, pracuje následovně: 
1. Je přijat nový snímek ke zpracování s relativním časovým razítkem signalizujícím, kdy 
byl snímek pořízen 
2. Snímek je zpracován detektorem částí, jak bylo popsáno v kapitole 5.4.2. Výstupem 
tohoto detektoru jsou tedy detekované části v daném snímku 
3. Detekované části hlasují pro pozice a velikosti osob v daném snímku tak, jak bylo 
popsáno v kapitole 5.4.3. Výsledkem této fáze jsou obalové obdélníky, které 
představují detekované lidi v obraze. 
4. Pro každou osobu sledovanou Kalmanovým filtrem (v prvním snímku není žádná) je 
predikována poloha (podle postupu v kapitole 4.2 a 5.4.4) v aktuálním snímku na 
základě stavu Kalmanova filtru, který přísluší dané osobě, a času, který uběhl mezi 
současným a minulým snímkem. Každá taková osoba má svůj unikátní identifikátor. 
Výstupem této fáze jsou tedy predikované obalové obdélníky označené unikátními 
identifikátory. 
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5. V této fázi dochází k párování detekovaných osob (bod 3) a predikovaných osob (bod 
4) v aktuálním snímku. Párování probíhá tak, že nejprve se spočte pro každý možný 
pár euklidovská vzdálenost Edist: 
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, kde x, y, w a h značí popořadě souřadnici x, souřadnici y, šířku a výšku. Spodní index 
P respektive D značí, že se jedná o veličinu predikovaného respektive detekovaného 
obdélníka. 
Poté se vyřadí páry, které nesplňují tuto podmínku: 
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, kde konstanta εm byla testy stanovena na 0,5. 
Poté se procházejí všechny páry a vybírá se vždy ten, který má nejnižší Edist. Tento pár 
je poté považován jako finální pár a ze zbývajících párů jsou vyřazeny všechny páry, 
které obsahují shodnou predikci, nebo shodnou detekci jako právě stanovený finální 
pár. Poté se opět hledá pár s nejnižší Edist a proces se opakuje, dokud množina 
s nefinálními páry není prázdná. 
Ve finálních párech je poté každé z detekcí přiřazen shodný identifikátor, jako má 
jejich spárovaná predikce. Všem detekcím, které nejsou finálně spárovány s predikcí, 
je přiřazen nový unikátní identifikátor. 
Výsledkem této fáze jsou tedy detekované obalové obdélníky s přiřazenými 
identifikátory. 
6. Všechny Kalmanovy filtry, pro které nebylo nalezeno spárování (bod 5) se zjišťuje, jak 
dlouho již nebyly spárovány (podle uloženého časového razítka). Pokud doba od 
posledního spárování je nad určitou mezí (1000 ms), filtr je smazán a „sledování“ dané 
osoby je ukončeno. 
7. Pro každý aktivní Kalmanův filtr je zjištěno, zdali se ve fázi párování (bod 5) podařilo 
spárovat predikci daného filtru s nějakou detekcí (shodný identifikátor). Pokud ano, je 
provedena na základě této spárované detekce korekce tohoto filtru (popsáno v kapitole 
4.2 respektive 5.4.4), je také zapamatováno časové razítko současného snímku, aby 
bylo možné určit, kdy naposledy se tento filtr aktualizoval. 
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8. Všem detekcím ze současného snímku, které nebyly spárovány, je vytvořen nový 
Kalmanův filtr a je inicializován (kapitola 5.4.4). Tento filtr je také označen 
identifikátorem příslušné detekce. 
9. Ze všech Kalmanových filtrů, které byly aktualizovány maximálně před určitou dobou 
(250 ms) a u kterých již byla alespoň jednou provedena korekce, jsou extrahovány 
stavové proměnné x, y, w a h, které představují finální pozice (souřadnice x a y) a 
velikosti (šířka a výška) obdélníků, které jsou výsledkem celého procesu detekce. 
10. Pokud je další snímek v sekvenci, pokračuje se opět bodem 1. 
Důvodem, proč v bodě 9 je uvedeno, že výsledkem procesu detekce jsou pouze ty filtry, které 
již byly alespoň jednou aktualizovány, je snaha o eliminaci falešných detekcí. Největší podíl 
falešných detekcí se právě objevuje pouze v jednom snímku, kdy nějaká oblast náhodou na zlomek 
vteřiny (v rámci histogramů) připomíná přítomnost člověka. 
Důvodem pro zobrazování jen výsledků těch Kalmanových filtrů, které byly aktualizovány 
maximálně před určitou dobou (bod 9) je to, že „sledované“ osoby již nemusí být na snímku 
přítomny. Nicméně v tomto případě je stále ponechán samotný Kalmanův filtr, protože je možné, že 
člověk například pouze prochází za nějakou překážkou a není po určitou dobu viditelný. Pokud 
ovšem není viditelný po delší dobu, je pravděpodobné, že daný člověk již v této scéně není přítomen a 
proto po určité době je filtr smazán (bod 6). 
Kalmanův filtr poskytuje i další výhodu. Je možné predikovat polohu a velikost lidí i v případě, 
kdy v daném čase nemáme k dispozici snímek. Proto pokud například robot bude potřebovat vědět 
pozici lidí v určitém čase a přitom v tomto čase nebude k dispozici nový snímek, Kalmanovy filtry 
poskytnou odhad umístění osob na základě svého stavu. 
5.4.6 Natrénování detektoru 
K natrénování detektoru bylo použito SVM (kapitola 3.2.3). Na rozdíl od původního HOG 
detektoru (kapitola 3.2) však bylo potřeba natrénovat detektor pro každou část zvlášť. Nestačilo 
pouze převzít již natrénovaný deskriptor detekčního okna pro celou postavu a rozdělit jej podle 
umístění jednotlivých částí. Důvodem bylo, že SVM se snaží najít optimální rozdělovací nadrovinu 
mezi kladnými a zápornými příklady. Pokud je ovšem dimenze (velikost deskriptoru) daných příkladů 
menší, SVM se snaží najít rozdělující nadrovinu optimálně pro tento menší počet dimenzí. Kdyby se 
pouze výsledný deskriptor extrahoval z deskriptoru vyšší dimenze, nerozdělovala by výsledná 
nadrovina optimálně tento prostor s nižším počtem dimenzí. 
Pro natrénování SVM je potřeba řada pozitivních příkladů, tj. obrazů obsahujících lidi, a řada 
negativních příkladů, tj. obrazů, které lidi neobsahují. U pozitivních příkladů je nutné, aby v těchto 
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obrazech byl člověk anotován, to znamená stanoven obalový obdélník kolem něj tak, aby člověk byl 
umístěn v jeho centru, a měl ve všech příkladech přibližně stejně velký prostor nad, pod a po stranách 
člověka v obalovém obdélníku. Tento obalový obdélník musí mít rozměry stejné, jako jsou rozměry 
detekčního okna, tudíž 64x128 pixelů. 
Pro trénování byl využit INRIA dataset [2], který bude popsán v kapitole 6.1.1. Jak již bylo 
řečeno, pro natrénování SVM je potřeba velkého množství pozitivních i negativních příkladů a tento 
dataset byl právě pro potřeby trénování detektoru pro detekci lidí vytvořen autory původního HOG 
detektoru (kapitola 3.2). 
Z každého z pozitivních příkladů, které byly obsaženy v INRIA datasetu, byly spočteny HOG 
deskriptory pro jednotlivé části. Z negativních obrázků bylo náhodně vybráno 10 pozic pro každý 
detektor částí, ze kterých byly také spočteny HOG deskriptory. 
Takto spočtené deskriptory byly pak označeny jako kladné a záporné příklady a pro jednotlivé 
detektory částí byly příslušné příklady předloženy programu svm-train z libsvm [14] knihovny, který 
po spočítání vrátil „support“ vektory (kapitola 3.2.3) pro jednotlivé detektory, váhy jednotlivých 
„support“ vektorů a také odchylku značící poloviční vzdálenost mezi dělícími nadrovinami (kapitola 
3.2.3). 
Jelikož při detekci je počítán skalární součin mezi naučeným vektorem, je potřeba tento 
naučený vektor získat. Tento vektor lze spočítat ze „support“ vektorů, které byly vráceny po SVM 
trénování a to následovně: 
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, kde x značí prvek vektoru, N značí celkový počet „support vektorů“ v a α je váha daného 
„support“ vektoru. Toto je provedeno pro všechny prvky x. 
Výsledný detektor je možné nadále zpřesnit a to opakováním SVM učení a to tak, že se přidají 
k již extrahovaným příkladům příklady další. Další příklady se přidají spuštěním detektoru 
s naučeným rozhodujícím vektorem na obrázky, které neobsahují lidi, a všechny pozice, kde detektor 
zahlásí přítomnost člověka, jsou dalšími negativními příklady pro trénovací proces. Opět je tedy 
spuštěno SVM trénování na této nadmnožině původních příkladů a opět je spočítán finální vektor. 
Takto by se dalo pokračovat ještě několikrát, ale další přetrénování již nepřináší výrazné zvýšení 
přesnosti.  
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6 Experimenty, testování a evaluace 
V této kapitole se budu věnovat testováním vzniklého detektoru a jeho porovnáním s HOG 
detektorem (kapitola 3.2). Nejdříve ve zkratce popíši datové sady, které byly použity pro trénování a 
testování. Poté popíší, jak byly detektory testovány na přesnost a jakých výsledků bylo dosaženo. 
Následně zmíním rychlost detekce testovaných detektorů a nakonec provedu evaluaci dosažených 
výsledků. 
6.1 Použité datové sady 
Pro trénování a testování jsem využil dvě volně stažitelné datové sady. První ze dvou sad je 
sada statických obrázků, kterou jsem využil zejména pro natrénování detektoru. Druhou sadou je pak 
sada sekvencí snímků přímo z robota s anotovanými obalovými obdélníky kolem přítomných lidí, 
která byla využita pro testování navrženého detektoru. Nyní tyto dvě sady stručně představím.  
6.1.1 INRIA dataset 
Jak jsem již zmínil v kapitole 5.4.6, k natrénování jsem použil INRIA dataset [2]. Jedná se o 
dataset statických obrázků jak s lidmi, tak i bez lidí. 
Dataset obsahuje mimo jiné sadu 1208 obrázků s lidmi, kteří jsou umístění na středech 
obrázků ve stejných velikostech. Obrázky sice mají rozměry 96x160 pixelů, ale po oříznutí 16 pixelů 
z každého okraje jsou získány obrázky lidí o rozměrech 64x128 pixelů, což je přesně ta velikost, jenž 
je potřeba pro natrénování navrženého detektoru. Tyto obrázky jsou zde i zrcadlově obrácené podle 
vertikální osy, takže celkově je zde 2416 pozitivních příkladů. Lidé jsou vyfoceni v různých přibližně 
vzpřímených pózách. Jsou zde tančící, běžící, chodící či stojící lidé z různých úhlů a proti 
rozmanitému pozadí za různých světelných podmínek. 
Dataset také obsahuje 1218 obrázků, ve kterých člověk není, nebo je na obrázku ve velké 
vzdálenosti a tudíž velice malý. Obrázky jsou převážně foceny venku, za různých světelných 
podmínek a jsou velice různorodé. Tyto fotky jsou použity pro extrakci negativních příkladů 
použitých následně pro proces trénování. Jak bylo zmíněno v kapitole 5.4.6, tak při první iteraci 
procesu trénování je z každého obrázku extrahováno 10 pozic, což je celkem 12180 negativních 
příkladů. 
Dále jsou pak v tomto datasetě obsaženy dvě testovací sady. V jedné jsou obrázky, které opět 
neobsahují lidi a právě tyto jsou pak použity pro druhou iteraci trénování. Druhá testovací sada 
obsahuje obrázky, na kterých je vždy alespoň jeden člověk. Tyto obrázky jsou anotovány, to 
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znamená, že ke každé osobě na obrázku je uveden i obalový obdélník. Tato sada byla použita pro 
testování navrženého detektoru, které je popsáno v kapitole 6.2.1. Opět jsou zde obrázky lidí 
v různých pózách, z různých úhlů, proti různorodému pozadí a také v různé vzdálenosti a tudíž 
v různé velikosti. 
6.1.2 Video dataset 
Jako dataset použitý k tesování detektoru na sekvenci po sobě jdoucích snímků jsem zvolil 
dataset „Depth and Appearance for Mobile Scene Analysis“ představený v [16]. 
Tento dataset byl převážně pořízen z kamer a jiných senzorů, které byly umístěny na pojízdné 
platformě ve výšce 950 milimetrů, a tudíž ideální pro testování detektoru, který je zaměřen pro 
využití na mobilních robotických platformách, kde kamera bývá často ve výšce kolem jednoho metru. 
Taktéž se jedná o pojízdnou platformu, která dobře simuluje pohyb autonomního robota se všemi 
specifiky, jako jsou záchvěvy při přejíždění nerovností a podobné. 
Dataset obsahuje 6 video sekvencí, které jsou reprezentovány sekvencí snímků. Snímky byly 
sejmuty přibližně 13 až 14 krát za sekundu. Pět z těchto sekvencí bylo pořízeno v městských ulicích 
právě z mobilní platformy a to za pohybu. Jedna ze sekvencí byla pořízena ze senzorů umístěných na 
jedoucím automobilu, a tudíž není pro testování navrženého detektoru relevantní. Každý snímek je 
anotován obalovými obdélníky kolem lidí v tomto snímku. Výjimkou je jen jedno z těchto pěti videí, 
kde je anotován přibližně každý čtvrtý snímek, a proto v tomto videu jsou při testování používány 
pouze anotované snímky. 
Jedna z těchto sekvencí je pořízena za slunečného dne a je tím pádem možno testovat i při 
ztížených světelných podmínkách. 
Nevýhodou tohoto datasetu je, že nejsou anotováni všichni lidé, kteří jsou jen zčásti viditelní. 
Tento nedostatek tedy bude malou měrou ovlivňovat automatické testy, které budou popsány 
v kapitole 6.2.2. 
6.2 Přesnost detekce 
V této kapitole nejprve popíši způsob testování jak navrhovaných detektorů, tak původního 
HOG detektoru (kapitola 3.2) na statických obrázcích z INRIA datasetu (kapitola 6.1.1). Poté původní 
HOG detektor a finální podoba navrženého detektoru budou testovány na video sekvencích datasetu 
uvedeného v kapitole 6.1.2 a to jak s využitím Kalmanova filtru, tak i bez něj. 
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6.2.1 Testy nad INRIA datasetem 
Pro ilustraci přesnosti jednotlivých detektorů byly pro jednotlivé detektory sestaveny ROC 
(Receiver operating characteristic) křivky [17], které znázorňují závislost mezi mírou správně 
detekovaných objektů a mírou chybně detekovaných objektů při posouvání hranice nad kterou je 
objekt považován za detekovaný. 
K sestavení ROC je potřeba pro každý detektor sestavit mnoho dvojic, které se skládají 
z odpovědi detektoru, která představuje jak moc si je detektor jistý, že daný příklad je hledaným 
objektem (čím větší číslo, tím si je jistější), a příznaku, zdali se ve skutečnosti jedná (1) či nejedná (0) 
o hledaný objekt. 
Příklady pro sestavení výše uvedených dvojic byly vyextrahovány z INRIA datasetu 
z testovacích pozitivních a negativních příkladů. Positivních příkladů bylo použito 466 a negativních 
příkladů 4534. Negativní příklady byly brány z negativní testovací sady, kde se náhodně vybralo 
celkem 4534 oblastí o velikostech 64x128 pixelů. Z positivních příkladů se nejdříve upravily 
anotované oblasti tak, aby měli poměr stran 1:2, poté se tyto oblasti, které obsahovaly člověka, 
vyřízly a před výpočtem odpovědí jednotlivých detektorů byly těmto oblastem upraveny rozměry na 
64x128 pixelů. 
Původní HOG detektor opravdu vrací přímo jednu hodnotu jako odpověď, pokud je dotázán na 
to, jak si je jistý, že daná oblast představuje člověka. Ovšem navržené detektory vrací těchto odpovědí 
několik a to za každou svoji část jednu. Proto je potřeba z těchto odpovědí vytvořit odpověď jednu, 
která vyjadřuje míru jistoty daného detektoru. 
U detektoru rozděleného na 4 nepřekrývající se části (kapitola 5.3.1) je finální odpověď 
sestavena následovně: 
                                                              
 Rovnice 43 
, kde a značí odpověď a indexy 4G, ul, ur, bl a br jsou popořadě indexy finální odpovědi, 
odpovědi detektoru levé horní části, pravé horní části, levé spodní části a pravé spodní části. 
Zjištění minimálních hodnot vždy ze dvou sousedních částí zajistí, že pokud by jedna z této 
části byla pod stanoveným detekčním prahem, nemá její sousední část šanci se s ní seskupit a 
nevznikla by tak skupina dvou sousedních částí, která je potřeba k tomu, aby byla oblast prohlášena 
za hledaný objekt. Proto je potřeba počítat se slabší ze dvou částí. Z výsledných pokusů o spárování 
sousedních částí je poté vybráno maximum, protože stačí, pokud jakékoliv dvě sousední části 
překonají stanovený práh. 
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U detektoru rozděleného na 4 překrývající části (kapitola 5.3.2) je finální odpověď stanovena 
následovně: 
                                    Rovnice 44 
, kde a opět značí odpověď a indexy 4S, torso, legs, left a right jsou popořadě indexy finální 
odpovědi, odpovědi detektoru části reprezentující torso, nohy, levou část a pravou část. 
Jelikož u tohoto detektoru je detekován objekt, když alespoň jeden detektor prohlásí danou 
oblast za objekt, je použité maximum z odpovědí jednotlivých částí. 
U finální podoby navrženého detektoru (kapitola 5.3.3) je finální odpověď detektoru stanovena 
následovně: 
                                            Rovnice 45 
, kde a opět značí odpověď, indexy 6G, ul, ur, ml, mr, bl a br jsou popořadě indexy finální 
odpovědi, odpovědi detektoru reprezentující levou horní, pravou horní, levou prostřední, pravou 
prostřední, levou spodní a pravou spodní část, funkce sortDsc seřadí všechny své prvky sestupně a 
funkce pick3 vybere ze svých prvků 3. prvek. 
U tohoto detektoru je prohlášena daná oblast za objekt pouze pokud alespoň tři detektory částí 
prohlásí tuto oblast za hledaný objekt. Proto je nutné vybrat 3. nejvyšší odezvu jednotlivých detektorů 
částí. 
 
Obrázek 21: ROC křivka pro jednotlivé detektory 
Všechny detektory byly testovány na stejných příkladech. Na obrázku 21 lze vidět, že původní 
HOG detektor (HOG, kapitola 3.2) vykazuje nejvyšší přesnost. O něco horší je finální podoba 
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navrženého detektoru (6G_HOG, kapitola 5.3.3) a podobně je na tom i detektor rozdělený na čtyři 
překrývající se části (4S_HOG, kapitola 5.3.2). Nejhůře dopadl původní návrh, který detektor dělil na 
čtyři nepřekrývající se části (4G_HOG, kapitola 5.3.1). 
Tyto výsledky budou dále diskutovány v kapitole 6.4, kde bude poskytnuto i mnohem 
komplexnější srovnání jednotlivých detektorů. 
6.2.2 Testy nad video datasetem 
Testy nad video datasetem popsaným v kapitole 6.1.2 byly provedeny pro finální návrh 
detektoru a také pro původní HOG detektor, aby bylo možno tyto detektory porovnat. Byly 
provedeny jak testy těchto detektorů samostatně, tak i testy s využitím Kalmanova filtru pro oba tyto 
detektory se shodným nastavením. Nejdříve tedy popíši jaký postup a jaká metrika byla použita při 
vyhodnocování. Poté uvedu výsledky a diskuzi k nim. 
Jednotlivé video sekvence byly předloženy oběma detektorům, a to jak s využití Kalmanova 
filtru, tak i bez něj. Z video sekvencí byly brány pouze anotované snímky a v každém takovém 
snímku byly počítány podobnosti anotovaných obalových obdélníků s obalovými obdélníky, které 
jednotlivé detektory prohlašovaly za osoby. Pro každou dvojici anotovaného a detekovaného 
obalového obdélníka byla spočtena jejich vzájemná podobnost a to následovně: 
  
           
  
 
 
  
 
 
                    
 
 Rovnice 46 
, kde dx, dy, dw a dh jsou popořadě rozdíly v souřadnicích x a v souřadnicích y středu obdélníků, 
v šířce a ve výšce anotovaného obdélníka a detekovaného obdélníka. wA respektive wD je šířka 
anotovaného, respektive detekovaného obdélníka, a hA respektive hD je výška anotovaného, respektive 
detekovaného obdélníka. 
Z rovnice 46 vyplývá, že pro vypočtení podobnosti obdélníků se využívá ta veličina, která má 
nejvyšší diferenci, to znamená, že se podílí největší měrou na nepodobnosti těchto obdélníků. Čím je 
tato diference vyšší, tím je vyšší hodnota podobnosti. Shodné obdélníky tak dosáhnou hodnoty 
podobnosti 0, znamenající shodu. Čím je ε větší, tím jsou obdélníky méně podobné. Aby však velké 
obdélníky nebyly znevýhodněny, je maximální diference dělena součtem menší ze šířek a výšek.  
Dělení minimálních šířek a výšek dvěma již není nutné, je ale zachováno pro lepší pochopení, že se 
jedná o poměr vzhledem k průměru velikosti rozměrů obdélníka. Dělení dvěma při diferenci šířek a 
výšek obdélníků je zde z následujícího důvodu. Pokud dva obdélníky mají shodnou souřadnici středu 
a liší se pouze v šířce obdélníka o například 10 pixelů, ve skutečnosti tato šířka způsobí rozdíl mezi 
pozicemi svislých hran obou obdélníku poloviční, tedy 5 pixelů. 
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Poté byly tyto podobnosti prahovány několika různými prahy a pro jednotlivé prahy bylo 
spočteno, kolik procent anotovaných objektů bylo při daném prahu jednotlivými detektory 
detekováno. 
Výsledky z jednotlivých video sekvencí byly počítány dohromady, jako by se jednalo o jedinou 
video sekvenci a výsledky jsou vyneseny v následujících grafech. 
 
Obrázek 22: Úspěšnost detekce pro rozlišení 320x240 pixelů 
 
 
Obrázek 23: Úspěšnost detekce pro rozlišení 480x360 pixelů 
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Obrázek 24: Úspěšnost detekce pro rozlišení 640x480 pixelů 
Také bylo spočteno, kolik procent detekcí nekorespondovalo s anotovanými daty při daných 
prazích. 
 
Obrázek 25: Procento falešné detekce pro rozlišení 320x240 pixelů 
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Obrázek 26: Procento falešné detekce pro rozlišení 480x360 pixelů 
 
 
Obrázek 27: Procento falešné detekce pro rozlišení 640x480 pixelů 
 Z obrázků 22, 23, 24, 25, 26, a 27 lze vyčíst několik poznatků. Ve všech případech znamenalo 
zavedení Kalmanova filtru zvýšení úspěšnosti detekce. Pro standardní HOG detektor ovšem toto 
zvýšení úspěšnosti znamenalo zvýšení falešných detekcí pro nižší prahy, které reprezentují přísné 
kritérium podobnosti, kde obdélníky jsou již velice podobné. Také z grafů vyplývá, že navržený 
detektor má vyšší úspěšnost ve svém implicitním nastavení, než HOG detektor ve svém implicitním 
nastavení přibližně pro prahy vyšší, než 0,4. Ovšem původní HOG detektor produkuje mnohem méně 
falešných detekcí. Nicméně při prahu podobnosti kolem 1 již navržený detektor vykazuje poměrně 
malé procento falešných detekcí při lepší úspěšnosti detekce o 5 až 15 %. Oba detektory dosahují 
0,00% 
10,00% 
20,00% 
30,00% 
40,00% 
50,00% 
60,00% 
0,2 0,5 0,7 1 1,2 
P
ro
ce
n
to
 fa
le
šn
é
 d
e
te
kc
e
 
Práh podobnosti 
Falešná detekce 480x360 
HOG 
K_HOG 
PHOG 
K_PHOG 
0,00% 
10,00% 
20,00% 
30,00% 
40,00% 
50,00% 
60,00% 
0,2 0,5 0,7 1 1,2 
P
ro
ce
n
to
 fa
le
šn
é 
d
et
ek
ce
 
Práh podobnosti 
Falešná detekce 640x480 
HOG 
K_HOG 
PHOG 
K_PHOG 
58 
 
vyšší úspěšnosti detekce pro vyšší rozlišení videa, pravděpodobně proto, že při snižování rozlišení 
videa hrany objektů ztrácejí na ostrosti. Navržený detektor tímto zmenšením měřítka, které je žádoucí 
pro rychlejší zpracování, trpí méně, než původní HOG detektor, jak lze vidět na obrázku 22, kde 
rozdíl v úspěšnosti detekce nad prahem 0,5 dosahuje 10-15 %, zatímco na obrázcích 23 a 24 tento 
rozdíl je přibližně 5 až 10 %. Také počet falešných detekcí se příliš nemění v případě navrženého 
detektoru při změně měřítka, kdežto původní HOG detektor má výrazně vyšší procento falešné 
detekce pro rozlišení 320x240, oproti rozlišením 480x360 a 640x480 pixelů. 
6.3 Rychlost detekce 
V této kapitole nejprve uvedu, jak byla testována rychlost obou detektorů, poté prezentuji 
výsledky a nakonec výsledky okomentuji. 
Podmínky a parametry provedeného testu: 
 Test byl prováděn na systému Windows a kromě nezbytných programů operačního 
systému byl spuštěn pouze tento test. 
 Čas byl měřen pomocí funkcí getTickCount a getTickFrequency z knihovny OpenCV 
[8]. 
 Detektory byly spuštěny samostatně na shodné snímky či sekvence snímků. 
 Test byl proveden na videosekvencích z datasetu uvedeného v kapitole 6.1.2 ve třech 
rozlišeních. Výsledné časy byly poté zprůměrovány. 
 Rychlost detekce jednotlivých detektorů byla měřena v taktech procesoru a poté 
převedena na milisekundy. 
 PC sestava, na které test byl prováděn: 
o CPU: Intel Atom D2700 2.13GHz 
o RAM: 2GB 
Na následujícím grafu (obrázek 28) jsou vyneseny výsledky. Jedná se o závislost rozlišení na 
rychlosti detekce pro oba detektory s využitím Kalmanova filtru i bez jeho využití. 
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Obrázek 28: Čas výpočtu detekce jednotlivých detektorů v závislost na rozlišení 
Z grafu na obrázku 28 je patrné, že původní detektor je přibližně o třetinu rychlejší než mnou 
navržený detektor. Také si lze všimnout, že použitím Kalmanova filtru se výpočetní doba prodlouží o 
přibližně 20 milisekund nezávisle na rozlišení. Při porovnání 20 milisekund k celkové době výpočtu 
lze tento extra výpočetní čas zanedbat. 
6.4 Evaluace a návrhy 
Jak již bylo zmíněno, z testů vyplývá, že původní HOG detektor (kapitola 3.2) dosahuje při 
stejném podílu chybné detekce vyššího podílu správné detekce, jak lze vidět na obrázku 21. Původní 
detektor je také přibližně o třetinu rychlejší, jak bylo ukázáno na obrázku 28. Výhodou navrženého 
řešení oproti původnímu detektoru je mnohem větší úspěšnost detekce pouze částečně viditelných 
lidí, jak lze vidět například na obrázku 12, kde lze vidět, že navržený detektor detekoval obě tyto 
osoby, zatímco původní detektor tyto osoby nezaznamenal. 
Na obrázcích 22, 23 a 24 je vidět, že navržený detektor má úspěšnost detekce přibližně o 10 % 
vyšší, než HOG detektor, nicméně trpí větším množstvím falešných detekcí. Tyto falešné detekce 
jsou jednak zapříčiněny horší schopností diskriminace, jak bylo popsáno v kapitole 5.3.3, ale také tím, 
že testovací sekvence často obsahovaly neanotované lidi, kteří už nebyli z části vidět. Například lidé 
již nebyli anotováni, pokud odcházeli ze snímku a byla jim vidět jen polovina těla. Tyto případy 
vesměs původní HOG detektor nezachytil, nicméně navržený detektor ano. Když ovšem tito lidé 
nebyli anotováni, počítali se tyto detekce jako mylné a toto ovlivnilo výsledky testů. V přiložených 
video souborech (přiložené DVD), kde jsou nahraná videa i s ilustrovanou detekcí, lze alespoň 
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vizuálně porovnat oba tyto detektory. Z videí je patrné, že přestože navržený detektor vykazuje vyšší 
počet falešných detekcí, není tento rozdíl mezi původním detektorem tak markantní, jako by se dalo 
usuzovat podle obrázků 25, 26 a 27. Vyjma ovlivnění počtu falešných detekcí ovlivnily tyto neúplné 
anotace také počet správných detekcí, kterých bylo při testech započítáno méně, zejména pro 
navržený detektor, než jich ve skutečnosti detektor odhalil. Při pohledu na videa s vyznačenou detekcí 
lze zpozorovat, že navržený detektor je zejména ve videích s malým rozlišením (320x240 pixelů) 
schopen detekce i lidí, kteří jsou reprezentováni velmi malou plochou v obraze. Prakticky vždy 
detekuje lidi přibližující se ke kameře o několik snímků dříve, než je toho schopen HOG detektor.  
U velmi vzdálených lidí není obalový obdélník tak přesný a vykazuje velký přesah. Toto je 
způsobeno konstrukcí detektoru, kdy nejmenším obalovým obdélníkem na jeho výstupu je obdélník 
s rozměry 64x128 pixelů. 
Při testech rychlosti detekce (kapitola 6.3) bylo zjištěno, že navržený detektor je přibližně o 
třetinu pomalejší, než původní HOG detektor, jak lze vidět na obrázku 28. Oba detektory však 
vykazují na testovaném hardwaru časovou náročnost vyšší, než by bylo ideální pro robotické 
platformy. Původní detektor by stěží při nejnižším rozlišení zvládnul zpracovat 3 snímky za sekundu, 
což může být v mnoha případech nedostačující. Navíc při tomto rozlišení dosahuje nižší přesnosti, 
která ani pro vysokou toleranci podobnosti ideálního a detekovaného obalového obdélníku 
nepřesáhne 75 %, a poměrně vysoké míry falešných detekcí. Přitom schopnost pracovat s nízkým 
rozlišením je předpoklad pro nízkou dobu odezvy detektoru. 
Řešením časové náročnosti by mohl být programovatelný hardware na robotovi, který by 
masivně paralelizoval výpočet deskriptorů v obraze. Tak by mohlo být dosaženo nízkých odezev za 
pravděpodobně nižší spotřeby elektrické energie. 
Softwarovým řešením zrychlení výpočtu by mohlo být řešení, které by vycházelo z detektoru 
představeného v kapitole 3.4. Autoři tohoto detektoru uvedli, že tento detektor je schopný až 70 krát 
zrychlit detekci klasického HOG detektoru (kapitola 3.2) při zachování jeho relativně vysoké 
přesnosti. To by znamenalo, že detektor by na hardwaru, který byl použit pro testy uvedené v kapitole 
6.3, byl schopen až 210 snímků za vteřinu při rozlišení 320x240 pixelů, nebo plně dostačujících 40 
snímků za vteřinu v případě rozlišení 640x480 pixelů. Za předpokladu takovéhoto zrychlení a za 
předpokladu, že i v případě navrženého detektoru by byla zachována jeho přesnost, by navržený 
detektor byl schopen detekovat až 130 respektive 30 snímků za vteřinu při rozlišení 320x240 
respektive 640x480 pixelů. 
V jednom z testovaných videích (5) je také vidět, jak platforma, na které jsou umístěny kamery 
snímající scénu, se náhle točí doleva a doprava. V průběhu tohoto manévru však Kalmanův filtr není 
schopen reagovat a detekce přestane po nějakou dobu poskytovat smysluplné výsledky. Tento jev lze 
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na robotických platformách kompenzovat například senzory pohybu, které jsou pak schopny upravit 
výsledky detekce v závislosti na pohybu platformy tak, aby Kalmanův filtr nebyl tímto pohybem 
výrazněji ovlivněn. 
Situace s  rotacemi kamery lze řešit také pomocí diferenciálního optického toku. Tento postup 
byl použit například v detektoru, který je také založen na HOG deskriptorech a který byl popsán 
v kapitole 4.1. Nejenže tento detektor je schopen se vyrovnat s rotacemi kamery, ale také nadále 
zpřesňuje detekci využitím časově závislé informace, v tomto případě pohybu končetin člověka. 
Tento pohyb je specifický pro člověka a je tedy přidána další informace, která může lidi odlišit od 
jiných pohybujících se předmětů. Tento detektor je díky potřebě vypočítat optický tok a další nové 
deskriptory, který jej popisují, pomalejší, než klasický HOG detektor. Pokud je ovšem uvažováno 
dříve zmíněné zrychlení detektoru, je teoreticky možné se stále pohybovat někde kolem 15 snímků za 
vteřinu, což je postačující pro většinu úloh. 
Při zvážení množství falešných detekcí, zvláště pro navržený detektor částí, bylo by vhodné se 
pokusit eliminovat tyto falešné detekce. Jedním z možných postupů by mohlo být po detekci daných 
částí v těchto částech inicializovat aktivní kontury [18] těchto částí. Po „usazení“ kontur by pak podle 
nějaké penalizační funkce bylo stanoveno, jestli tvar opravdu odpovídá přítomnosti člověka či 
nikoliv. 
Mobilní roboti bývají často vybaveni i senzorem pro snímání hloubky neboli vzdálenosti 
jednotlivých bodů obrazu. Tato informace by se dala opět dobře využít pro zpřesnění detekce 
například použitím HOG deskriptorů obdobně jako v HOG detektoru, tentokrát však na hloubkový 
obraz. Takovýto detektor již byl sestaven, a lze se o něm dočíst v [19]. 
Hloubkový senzor by se také dal použít pro zrychlení detekce. Pokud není požadována detekce 
vzdálenějších objektů, vynechala by se ze zpracování ta část obrazu, která je dále než nějaký 
stanovený práh. Nebo pokud by sice byla daná oblast dostatečně blízko, ale byla by velmi malá či 
netypického tvaru na to, aby obsahovala člověka, či jeho detekovatelné části, byla by také ze 
zpracování vyřazena. 
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7 Závěr 
Cílem této práce bylo navrhnout detektor, který bude rozpoznávat lidi v obraze. Detektor má 
být schopen detekovat i lidi, kteří jsou viditelní jen z části, a to například kvůli zastínění jiným 
objektem. Také má být schopen detekce za zhoršených světelných podmínek. 
Detektor je zaměřen pro využití na robotických platformách, a tudíž bylo nutné navrhnout 
detektor, který bude schopen detekce několika snímků za sekundu, bude schopen detekce z video 
sekvence a to i v případě, že jednotlivé snímky nebudou detektoru předkládány pravidelně. 
Využil jsem přístup založený na Histogramech Orientovaných Gradientů, který je pro detekci 
lidí určenou pro robotické platformy velice vhodný, a to hned z několika důvodů. Metoda je díky 
lokální normalizaci v rámci bloků poměrně robustní vůči špatným světelným podmínkám, které 
mohou při použití detektoru nastat. Dokáže si také poradit s  odlišnými pózami lidí, kteří při svém 
pohybu neustále mění svůj tvar. Malé změny v natočení či pohybu člověka se promítnou jen 
minimálně do změny deskriptoru zásluhou kategorizace orientací gradientů v rámci histogramů, které 
pak tvoří výsledný deskriptor. Diskutované vlastnosti jsem vyzkoušel na detektoru HOG, který jsem 
testoval na implementaci tohoto detektoru v knihovně OpenCV. 
Rozdělením detekčního okna HOG detektoru na jednotlivé části a následným hlasováním 
těchto části o přítomnosti člověka v obraze jsem dosáhl mnohem vyšší schopnosti detektoru detekovat 
částečně viditelné lidi. Výsledný detektor dosahuje o něco málo horší přesnosti na lidech, kteří jsou 
zcela viditelní, než HOG detektor, a také je přibližně o třetinu pomalejší. 
Navržený detektor má kromě vyšší schopnosti detekce částečně viditelných lidí také další 
výhodu, a tou je schopnost detekce lidí, kteří jsou reprezentováni menším počtem pixelů (vzdálenější 
lidé). Je proto schopen detekovat přibližující se lidi dříve, než je toho schopen HOG detektor., byť za 
cenu, že tato detekce není zcela přesná. 
Dále byl využit Kalmanův filtr pro stabilizaci detekce, který zajistil vyšší úspěšnost detekce o 
jednotky procent při zachování počtu falešných detekcí. Zejména „vyplnil“ mezery při detekci 
v sekvenci snímků, kde například v jednom snímku detektor danou osobu rozpoznal, v druhém 
snímku ji nerozpoznal a v třetím opět ano. Taktéž stabilizoval detektor, který v sekvenci po sobě 
jdoucích snímků „přeskakoval“ a detekoval tu samou osobu na různých pozicích a o různých 
velikostech okolo ideální pozice a velikosti. 
Jak jsem již zmínil v kapitole 6.4, detektor by mohl být zrychlen využitím klasifikátorů 
sestavených do kaskády, kde každý stupeň kaskády je poměrně rychle spočítán a klasifikátory jsou 
řazeny tak, aby většina pozic neobsahujících lidi byla zamítnuta již těmi prvními stupni kaskády.  
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Další možnosti k zrychlení navrženého detektoru je použít dedikovaný hardware na výpočty 
deskriptorů, či využít hloubkových senzorů k vyloučení oblastí, které lidi nemohou obsahovat či 
oblasti, které jsou tak daleko, že není potřeba lidi v takové vzdálenosti detekovat. 
Možným vylepšením navrženého detektoru by mohlo být snížení počtu falešných detekcí. 
Toho by se dalo docílit využitím časově závislé informace a využít například optického toku 
sestaveného do podobných deskriptorů, jakými jsou deskriptory HOG. Tyto deskriptory by pak 
zlepšily detekci na základě generalizace pohybu především končetin, které jsou charakteristické pro 
pohybující se lidi. 
Další možností zvýšení přesnosti detektoru je využít hloubkových dat ze senzorů jako je 
například kinect, sestavením obdobných deskriptorů jako jsou HOG deskriptory pro hloubková data. 
Navržený detektor tedy splnil svůj primární účel a tím byla schopnost detekce částečně 
viditelných lidí. Nicméně navržený detektor zatím není plně schopen pracovat na platformách 
s omezeným výkonem, jakým v mnohých případech robotické platformy jsou, v reálném čase.
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 Seznam použitých zkratek: 
HOG: Histograms of Oriented Gradients 
SVM: Support Vector Machine 
ROC: Receiver Operating Characteristic 
  
 Seznam příloh: 
1. DVD s tímto textem, zdrojovými soubory, spustitelnými soubory, knihovnami, návody pro 
překlad a spuštění aplikace a ukázková videa s vyznačenou detekcí 
