ABSTRACT With the advent of machine-to-machine and vehicular-to-everything communication systems, next-generation train control systems known as communication-based train control (CBTC) systems are also gathering increased interests both from academia and industry. Unlike the traditional train control systems based on track circuits, CBTC systems are expected to provide greater transportation capacity while ensuring safety by exploiting wireless communications between trains and wayside access points. However, due to the nature of wireless channels, packet transmission delays between APs and trains can greatly affect the train control performance. Most previous works have adopted an adaptive modulation and coding (AMC) method that minimizes the average delay to improve the control performance taking care of transmission errors due to channel fading. However, medium access control (MAC) layer contention due to multiple competing trains, which can entail significant degradations of the delay and control performance, has not been considered. Therefore, we propose an optimized link layer AMC method for CBTC systems using wireless local area network that encompasses the impacts of fading channels as well as of MAC layer contention. With much reduced required information, the proposed scheme enables to select the transmission mode that minimizes this average delay in each control period. The simulation results show that the proposed method greatly outperforms the conventional schemes over a wide range of parameters and settings.
I. INTRODUCTION
Much research efforts are being devoted worldwide towards building the future 5th generation mobile network (5G) system. One of the major paradigm shifts will be introduced by the Machine-to-Machine (M2M) communications for mission critical control applications. In this context, there is an ever growing interest in the next-generation train control systems known as Communication-Based Train Control (CBTC) systems [1] . Unlike the traditional train control systems based on track circuits, CBTC systems enable to detect and control train trajectories and speeds by exploiting wireless communications between wayside Access Points (APs) and the trains in motion, thereby providing great operational flexibility and transportation capacity while ensuring safety [2] . Therefore, tremendous interests are being focused upon CBTC systems both from academia and industries, especially with the growing needs for increasing urban rail transportation capacities in various countries [3] , [4] .
In particular, given the wide availability of commercialoff-the-shelf Wireless Local Area Network (WLAN) equipments and open IEEE802.11 standards [5] which can support mobility [6] , WLAN technology is widely considered for supporting CBTC systems [7] , [8] . Hence, several WLAN-based CBTC systems are deployed around the world, such as Singapore North-East Line from Alstom [3] and Shanghai Metro Line 8 from Alcatel [4] . However, due to various factors such as path loss, channel fading and Doppler effects inherent to the mobile environment, the resulting packet delivery latency between wayside APs and trains may cause unnecessary train braking due to communication blackout [9] . This braking will deteriorate the train control performance including the ride comfort and energy costs. Furthermore, due to the limited coverage of each AP, the vehicle on track needs to switch from one AP to another to ensure the communication quality. This handover procedure between APs can also result in long transmission latencies.
Thus, many schemes have been proposed to improve the performance of CBTC systems. Su et al. [10] put emphasis on decreasing the energy cost, but the effect of communication blackout has not been considered. The approaches in [11] and [12] considered cooperative relaying and coordinated multi-point transmission and reception-enabled CBTC systems to enhance the train control performance. Besides, in [13] , an Adaptive Modulation and Coding (AMC) scheme for Multiple Input Multiple Output (MIMO)-assisted CBTC systems using Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) random access protocol at the Medium Access Control (MAC) layer was proposed. The purpose of this method is to achieve better control performance by minimizing the average delay between the train and wayside APs, where this average delay calculation is also adopted in [9] , [14] , and [15] . Based on this average delay analysis, new schemes were proposed to reduce the latency caused by handover, for MIMO-based WLAN in [13] and [16] or by exploiting network virtualization in [15] . Then, a cross-layer approach for optimal handover decisions was proposed in [9] , while [14] considered both packet delays and losses for optimizing the train control performance.
However, the link adaptation methods used in [9] and [13] - [15] require the knowledge of the instantaneous channel qualities between trains and APs for each control period. Since feeding back the real channel qualities incurs heavy signaling overhead, their methods use the instantaneous Signal-to-Noise Ratio (SNR) values derived by the Finite-State Markov Channel (FSMC) model according to real field tests [29] , [30] , which still requires the state transition probabilities of instantaneous SNRs for all possible train operation environments. Moreover, they also assume that the packet transmission failure is only caused by errors due to channel fading, although it is also caused by MAC contention when multiple terminals share the same wireless channel, e.g., when multiple trains share one AP as it often occurs in real CBTC environments. For instance, two successive trains in the same direction may connect to the same AP when they happen to be in the coverage area of the same AP. Similarly, two trains from opposite travel directions may also share the same AP. Thus, contention in MAC layer may have a great impact on the packet delivery latency and consequently, on the overall control performance. Therefore, both errors at physical layer due to channel fading, and at MAC layer due to contention should be jointly considered as they may deeply affect the communication delays and train control performance.
Consequently, the purpose of this work is to enable a better train control performance by proposing a new link adaptation method tailored to CBTC systems. In particular, we propose a novel AMC design for CBTC systems with CSMA/CA protocol which jointly considers the impacts of fading channels and of MAC layer contention. We analytically derive the average delay in function of the train control period, including the effects of the number of competing terminals and of transmission errors due to wireless channel fading. Then, we provide the average delay expressions for CBTC systems under two important MIMO transmission modes, namely diversity coding and multi-stream coding. Note that, unlike previous works as in [9] and [13] - [15] , the proposed analysis is performed under the realistic assumption for CBTC systems that only the average SNR level (i.e, the received SNR averaged over the channel fading statistics) of each train are known at the train controller, without requiring a finetuned FSMC model for each specific environment. Then, by using the knowledge of the number of competing terminals and distances between the AP and trains, our method selects a proper transmission mode which minimizes the average delay in each control period to improve the control performance. Compared to our previous work [17] , [18] , this work improves the train control performance by deriving the optimal Linear Quadratic Gaussian (LQG) controller. Moreover, in addition to the AMC design for the basic CSMA/CA protocol of the Distributed Coordination Function (DCF) in [17] , we also provide an AMC design for the Request to Send/Clear to Send (RTS/CTS) mechanism, the enhanced random access protocol in DCF [5] . Indeed, in real CBTC environments, the hidden nodes problem often occurs, when the distances between trains under the same AP become large. Therefore, the RTC/CTS procedure could be beneficial to ensure high quality train control performance. Furthermore, as opposed to [17] , we include the effects of timeselective fading in addition to Rayleigh fading, given the high speeds inherent to CBTC environments. Furthermore, compared to [18] , we provide a thorough evaluation of proposed and benchmark methods under a wide range of system settings and also in terms of the actual control performance. The simulation results show that the proposed methods can greatly outperform the conventional AMC schemes in terms of communication-control outage performance and of train control performance.
The remainder of the paper is organized as follows. Section II introduces the CBTC system architecture and model. The conventional AMC methods are described in Section III. Our proposed scheme and average delay analysis are presented in Section IV. The numerical results are discussed in Section V. Finally, conclusions and directions for future work are given in Section VI.
II. SYSTEM MODEL
In this section, we introduce the system model considered in this paper, which mainly follows that of [9] . A. CBTC SYSTEM ARCHITECTURE Fig. 1 shows a CBTC system and its five subsystems: Automatic Train Supervision (ATS), Automatic Train Operation (ATO), train-ground communication, Zone Controller (ZC) and Automatic Train Protection (ATP). The task of ATS is to set the train travel time between two neighboring stations and to generate the timetable for each train. The ATO subsystem on the train produces the optimal train guidance trajectory [9] , which is a distance versus velocity profile representing the optimal velocity for each train position. Moreover, ATO can control the train velocity under this trajectory according to train travel time and other factors such as energy cost. In the train-ground communication subsystem, each train needs to transmit its own location, direction, velocity and identity to the wayside AP. Then, the AP transfers these information to both ZC and ATS subsystems so that ZC can send the Movement Authority (MA). The MA of a train refers to the distance between the tail of this train and the first obstacle in front of it, such as its preceding train. For example, from the perspective of train 1 in Fig. 1 , the MA is the distance between the tail of train 1 and the tail of train 2. Under these MA constraints, the ATO subsystem will control the train velocity as much as possible under the guidance trajectory. Finally, the ATP subsystem is responsible for calculating the braking curve according to the updated MA, which guarantees the train's safety.
B. STATE SPACE MODEL AND PERFORMANCE METRICS
Next, we overview the train state space model which follows that of [9] . From the theory of dynamic physics, the equations of motion of the train can be expressed as
where M is the train mass, q k is the train position, v k the train velocity, w k the global resistance at time k, respectively. T denotes the control period and u k the train control signal from the train controller.
Then, arranging (1), the train state space equation can be written as
where x k = (q k , v k ) T denotes the train state, and
The train dynamics model in (1) has been widely used for optimal train control problems. In particular, it is shown in [19] that the optimal train control problem with distributed mass on a track and with a continuously varying gradient can be replaced by an equivalent problem of a point-mass train, and that any continuous control strategy may be approximated by a discrete control strategy [12] , [19] .
The linear quadratic cost is taken as the control performance measure as in [9] ,
where e k = x k −x k is the tracking error,x k is the desired train state obtained from the train guidance trajectory,
M is the acceleration by control signal and Q is a positive scalar.
After some mathematical derivations [20] , the optimal Linear Quadratic Gaussian (LQG) control signal accelerationû k used to minimize (3) is derived aŝ
whereũ k ∈ R is the control acceleration in the desired train state obtained from the train guidance trajectory and K ∈ R 1×2 is the controller gain [20] ,
B, S k and α T k+1 in the equation above are given bŷ
From (4), we observe that the calculation of optimal LQG control signal accelerationû k depends on the desired control accelerationũ k which is used to determine the desired train statex k+1 [9] . In every control period T , each train sends its own location, direction, velocity and identity to the ZC via a wayside AP to calculate the MA, and the MA is sent to the following train via the AP. If the communication delay of sending the VOLUME 6, 2018 FIGURE 2. CSMA/CA random access protocol.
MA is larger than T , the MA cannot be updated under this control period and packets will be discarded. Consequently, we assume that the control signal accelerationû k will be replaced by an adjustable brake deceleration a (≤ 0) which is usually set to the service brake deceleration as in [9] due to a communication interruption of T , for ensuring safety. We define such an event as a communication-control outage.
C. MAC LAYER RANDOM ACCESS PROTOCOL
As in [9] and [13] - [15] , CSMA/CA random access protocol [5] is considered. In CSMA/CA, a terminal with a packet to transmit senses the channel before transmission. If the channel is idle for a period of time equal to a Distributed Interframe Space (DIFS), the terminal generates a random backoff interval before transmission to avoid the packet collision with other terminals. Otherwise, if the channel is busy, the terminal needs to wait until the channel becomes idle for a DIFS.
The exponential backoff scheme is adopted in CSMA/CA. At each packet transmission, the backoff time is uniformly chosen in the range [0, CW − 1], where CW is the contention window, and determined by the number of failed transmissions as follows. CW is set to W i at the i-th retransmission time. After each failed transmission, CW is doubled until it reaches the maximum contention window 2 m W 0 , where m is the retransmission number, giving 2 m W 0 = 1024. The backoff time counter is decremented when the channel is sensed idle for more than a DIFS duration and frozen when other transmissions are detected on the channel. The terminal starts to transmit when the backoff time counter reaches zero. An example is illustrated in Fig. 2 . Three terminals A, B and C share a channel. After a DIFS period, terminals A, B and C randomly generate a backoff counter equal to 2, 4 and 3, respectively. The backoff counter of terminal A reaches zero first and terminal A starts to transmit its packet. At the same time, terminals B and C sense the channel busy due to the transmission by A, hence stopping their own transmission process. After successful packet reception from terminal A, the receiver waits for a period of time called Short Interframe Space (SIFS) and then sends an Acknowledgment (ACK) packet to terminal A to notify the successful packet reception.
Next, we also consider the RTS/CTS protocol of DCF, the optional mechanism used by CSMA/CA to reduce frame collisions due to the hidden nodes. Unlike the basic mechanism, in RTS/CTS, the terminal sends an RTS packet first instead of a data packet. After receiving a CTS packet from the receiver, the terminal is allowed to send its packet. The receiver sends an ACK after successful packet reception. If the sender does not receive a CTS or ACK frame, it starts the retransmission process.
D. MIMO CHANNEL MODELS
In this paper, we consider only one AP since we focus on designing a new AMC scheme that improves the overall train control performance by taking into account both transmission errors due to channel fading and MAC contention. Each terminal and AP can be either transmitter or receiver. We describe the case where terminal i is the transmitter and the AP is the receiver.
We define γ i,k,j as the instantaneous received SNR for the channel between the transmit antenna k of terminal i and receive antenna j of the AP, which is given by
where PL(d i , α) is the path loss between terminal i and the AP, α is the path loss exponent, d i the distance between terminal i and the AP, η is the transmit power and σ 2 n is the Additive White Gaussian Noise (AWGN) power. The normalized channel coefficient from transmit antenna k of terminal i to receive antenna j of the AP is given by h i,k,j ∼ CN (0, 1).
Next, we defineγ i as the average receive SNR of terminal i, which is the function of only the path loss PL(d i , α) between terminal i and the AP, and given bȳ
For Rayleigh fading channels, the instantaneous SNR γ i,k,j follows the exponential distribution with meanγ i . So the probability density function (p.d.f.) of the instantaneous received SNR conditioned on average SNRγ i can be written as
In this paper, MIMO transmission modes of both diversity coding and multi-stream coding are considered. In the diversity coding, we assume Maximal Ratio Combining (MRC) for MIMO detection. Hence, defining z i as the instantaneous received SNR of the packet transmitted from terminal i after optimal MIMO combining at the receiver, z i follows the gamma distribution as the sum of independent and identically distributed (i.i.d) exponential random variables as in (9) . As a result, the p.d.f. of z i conditioned on average SNRγ i is given by
where K is the diversity gain representing the SNR enhancement from the combined signals. We denote the set of the [22] instantaneous received SNRs after MIMO diversity coding for all terminals by
where N is the number of terminals. For the MIMO multi-stream coding, we consider Maximum Likelihood (ML) detection. We assume that different packets are transmitted from different antennas t, and define z i,t for terminal i as
where V is the number of antennas at the AP. We stack these received SNRs into a vector
where U is the number of antennas at each terminal. z i represents the effective SNRs after MIMO multistream detection for all packets (antennas) from terminal i. Finally, we denote byz = [z 1 , · · · , z N ] the vector of SNRs after MIMO multi-stream coding at all terminals.
III. REFERENCE SCHEMES
In this section, we introduce two conventional AMC schemes for link adaptation, which will serve as references for performance comparison.
A. FIRST BENCHMARK LINK ADAPTATION: AMC SCHEME IN [21] The AMC scheme in [21] is a conventional Modulation and Coding Scheme (MCS) selection in common WLANs where the MCS with the highest rate guaranteeing a Frame Error Rate (FER) lower than 0.01 is selected. In IEEE802.11n with a data frame of 400 bytes used in CBTC systems, the detailed information of the different MCS levels are shown in Table 1 .
In Table 1 , diversity coding is used for MCS0-MCS7 while multi-stream coding is adopted for MCS8-MCS15. Table 2 shows the selected MCS levels and their corresponding average SNR switching thresholds. According to this table, not all MCS levels will be effective. B. SECOND BENCHMARK LINK ADAPTATION: AMC SCHEME IN [9] The AMC scheme proposed in [9] focuses on minimizing the average communication delay experienced by CBTC systems. The packet delay T mac (s) at the s-th retransmission is given as
where s ∈ [1, m], m is the maximum retransmission time and all parameter definitions are given in Table 3 . The average delivery delay between an AP and a train at time k, denoted D k can be calculated by (13) where p e,k is the instantaneous FER at time k.
Then, the optimization problem considered in [9] can be expressed as
To obtain the instantaneous FER used in (13) , the method of [9] adopts the FSMC model according to real field tests to VOLUME 6, 2018 predict instantaneous SNR levels. Note that the data transmission rate R k is determined by the MCS, giving T data = F data R k in (12) , while the FER p e,k is influenced by the selection of the MCS and channel states. Thus, the MCS level which minimizes the average delay D k above is chosen according to the instantaneous SNRs predicted by FSMC model in every control period.
However, the accuracy of predicted instantaneous SNR values from FSMC is not guaranteed due to the high variability of the railway environment, while conducting field tests in all possible environments is unrealistic. Therefore, in our proposed link adaptation design, we will only assume the knowledge of average SNR levels between trains and APs, and jointly consider the effects of errors due to channel fading and of MAC layer contention due to multiple competing vehicles.
IV. PROPOSED ADAPTIVE MODULATION AND CODING SCHEME FOR CBTC SYSTEMS
In this section, we propose an AMC scheme under the assumption that only average SNR levels of each train and number of competing terminals are available. Unlike in previous works, we analyze the average delay with respect to both the wireless channel fading effects and the MAC layer contention. However, finding an AMC scheme minimizing directly the communication-control outage probability is intractable. Instead, similarly to the methodology in previous works [9] , [13] - [15] , we focus on finding an AMC scheme minimizing the average delay with the reasonable assumption that such a strategy should improve the communicationcontrol outage probability performance. In addition, for sake of tractability, the analysis is performed assuming saturated packet traffic, i.e., the worst-case scenario. This design choice is well-suited to CBTC given its inherent safety issues. The simulation results in Section V, conducted under realistic unsaturated traffic conditions, will confirm that our proposed method enables to decrease the communicationcontrol outage probability, as well as the overall control performance.
A. AVERAGE DELAY ANALYSIS
First, we analyze the average delay with respect to MAC contention according to [23] - [26] . We define b(t) and s(t) as the stochastic processes representing the backoff counter and the backoff stage (0, · · · , m) at time t, respectively. Then, the bidimensional process model {s(t), b(t)} with the discrete time Markov chain [25] in Fig. 3 can be used assuming as in [25] and [26] that the probability of failed transmission of terminal i due to packet collision or channel induced error p f,i is independent from the number of retransmissions, and that the traffic condition is saturated. The abbreviation ''CCA'' in Fig. 3 refers to Clear Channel Assessment, which represents the detection of other transmissions.
Then, the probability p t,i that the terminal i begins to transmit in a time slot is calculated as [26] 
where
).
From (15) , the probability of failed transmissions due to packet collision or channel fading p f,i is given as [25] 
where p e,i represents the probability of failed transmission of terminal i due to channel fading only. In (15) and (16), p e,i is a function of the instantaneous SNR levels after MIMO detection of all competing terminals, namely z for diversity coding orz for multi-stream coding, defined in Section II-D. Moreover, the pair of values p f,i and p t,i can be numerically obtained by solving the non-linear equations (15) and (16) for given p e,i . However, the instantaneous SNRs are assumed to be unknown in our proposed methods. Therefore, by treating p e,i , p f,i and p t,i as functions of z orz, we derive the expectation of the average delay with respect to channel fading using the p.d.f. of z orz.
Then, we obtain the probability p s,i that terminal i successfully transmits its packet as
Finally, the throughput defined as the amount of data bits successfully transmitted per time slot for terminal i with MCS rate R i can be obtained similarly to [25] by
(p s,j T s,j + p e,j T e,j ),
is the vector of average collision slot times of all the competing terminals. p n is the probability that there is no transmission in the considered time slot, p c is the collision probability and p g,i is the FER of terminal i given that it transmits, given as follows
(1 − p t,i ),
From (19), we see that the probabilities p n , p c and p g,i are functions of the instantaneous SNR levels after optimal MIMO detection. Moreover, T c,i , T s,i and T e,i are the average collision slot time, average successful transmission slot time and average failed transmission slot time of terminal i only due to channel fading, respectively. For CSMA/CA basic mode, T c,i , T e,i and T s,i are given by [23] T c,i = T data,i + T acktimeout,i ,
for MCS rate R i . For RTS/CTS mode, T c,i , T e,i and T s,i become [23] T c,i = T RTS,i + T CTStimeout,i ,
According to [24] , the average delay H i , which represents the time interval from the beginning of the packet transmission by the terminal i to the end of successful reception by the receiver, is given by
where F data is the data payload size in bits. Since the average delay H i in (22) is the time interval from the beginning of the packet transmission by terminal i to the end of successful reception by the receiver, the situation where the packet is dropped due to reaching the maximum retransmission time has not been considered. However, in CBTC systems, the packet will be discarded if the packet delay is larger than the control period T or if the packet retransmission time reaches its maximum. Thus, we set the packet delay to T max (> T ) for the evaluation of the average delay if the packet is discarded. We define such average delay L i as the average delay with respect to MAC contention of terminal i, which can be written as
where p r,i = p m+1 f,i represents the probability that the retransmission time of terminal i's packet reaches its maximum.
1) AVERAGE DELAY FOR DIVERSITY CODING
As defined in Section II-D, z is the vector of instantaneous received SNRs for all terminals after MRC. Then, the throughput of terminal i given z is written as
Besides, the average delay H i is written as
Moreover, the average delay with respect to MAC contention conditioned on z is given by
Then, we calculate the average delay with respect to both MAC contention and channel fading of terminal i for diversity coding. The FER p e,i is only determined by z i for diversity coding. If the average SNRs of all terminals are given, the average delay G i with respect to both MAC contention and channel fading for diversity coding can be obtained by
Since the exact evaluation of (27) requires prohibitive computational complexity, we utilize the average SNR of terminal i in place of the instantaneous SNRs of other terminals, i.e., the equal instantaneous SNR approximation for all terminals giving L i (z) = L i (z i ,γ i ). This can reduce not only the computational complexity, but also the overhead of the information exchange among trains. Then, marginalizing over z j , j = i, the approximated average delayĜ i for diversity coding can be written asĜ
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2) AVERAGE DELAY FOR MULTI-STREAM CODING
As defined in Section II-D,z is the vector of instantaneous received SNRs for all terminals after ML. If one of the packets from the transmit antennas is corrupted at the receiver, all packets will be lost. Therefore, the FER p e,i can be calculated by (29) where p e,i,j is the FER of the packet transmitted from transmit antenna j of terminal i. Then, the throughput of terminal i givenz is written as
Similarly, the average delay H i is given by
Then, the average delay with respect to MAC contention conditioned onz is given by
Therefore, the delay G i becomes
Similarly to diversity coding, we use the average SNR of terminal i instead of the instantaneous SNRs except for the signal from the transmit antenna of interest of terminal i.
From (29), we see that all packets will be lost if any of the packets among all streams has an error. Therefore, to consider the impact from the packet with minimum SNR, we define a random variableż i aṡ
Then, we utilize the distribution ofż i instead of
where F(z i,k |γ i ) is the cumulative distribution function (c.d.f.) of the instantaneous received SNR z i,k conditioned on average SNRγ i . Then, G i is determined only by the distribution of the instantaneous SNRż i conditioned on average SNRγ i instead of all instantaneous SNRs. Marginalizing over z j , j = i and z k,i , k = j, the approximated average delayG i with multi-stream coding can be written as B. PROPOSED AVERAGE-DELAY MINIMIZING AMC SCHEME
As explained above, the control performance can be enhanced through minimizing the average delay with respect to both MAC contention and channel fading. In the proposed method, the MCS level k and transmission mode that optimize the analytical delay expressions for terminal i are selected. Each MCS k corresponds to a given data rate R i,k and corresponding FER p e,i,k performance. For each transmission mode, we first determine the MCS levelsk andk that minimize average delaysĜ i,k andG i,k , respectively, given terminal i's average SNR and the number of competing terminals,
Finally, the MCS k * and corresponding transmission mode achieving the minimum average delay between the two above are chosen,
Thus, during the train-ground communication, the MCS is adapted to minimize this average delay only given this train's average SNR and the number of competing trains in each control period. For example, Fig. 4 shows the average delay with respect to both MAC contention and channel fading for different MCS levels for 2 transmit antennas and 2 receive antennas in IEEE802.11n protocol for CSMA/CA basic mode when the number of competing terminals is five, maximum retransmission time m = 6 and T max =0.4s. It is clearly shown that the average delay performance highly depends on the MCS selection.
V. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed method and compare it to benchmark schemes. MATLAB environment is used to simulate the train operation in CBTC systems. We first describe the simulation setup and then discuss the numerical results.
A. SIMULATION SETUP
As shown in Fig. 5 , we consider one AP which can be accessed by 4 trains in two different tracks. We consider this worst case scenario since the focus of this work is to evaluate the impact of error due to channel fading and collisions on the train control performance. The following path loss model [27] is used,
where Z t is the transmit antenna gain, Z r the receive antenna gain and Y is a constant that depends on the transmission frequency. We consider both CSMA/CA basic mode and RTS/CTS mode introduced in Section II at the MAC layer. Table 4 shows the simulation parameters, which are based on the parameters used in CBTC systems with WLAN [9] . The distance between two stations is set to 318.32m (typically, the wayside APs are deployed along the railway line with an average distance of 400 meters [28] ). The maximum delay threshold T max is set to 0.4s.
In the simulation, we consider the scenario in which there are always 4 trains sharing one AP during train 2's operation and take the perspective from train 2 to focus on the delay of MA for train 2. Train 1 and train 2 start from station 1 successively with a uniformly distributed random time interval which is larger than 8s which is a minimum time to prevent two successive trains from collision, and less than the train travel time. The time interval between train 3 and train 4 is also determined randomly in the same manner as that of train 1 and train 2. The initial locations of train 1, train 3 and train 4 are distributed randomly over the rail line. Note that if one of the other trains arrives at destination, then another train will start at the starting station to make sure that there are always 4 trains between station 1 and station 2. Two situations are considered for the train-ground communication part:
• Quasi static channel: The average and instantaneous received SNRs are constant during each control period T . • Time-selective fading channel: The average SNR is constant during each control period while the instantaneous SNR varies due to the Doppler shift caused by the moving train for time-varying Rayleigh fading [29] .
B. SIMULATION RESULTS

1) COMMUNICATION-CONTROL OUTAGE PROBABILITY PERFORMANCE a: QUASI STATIC CHANNEL
Figs. 6-8 show the communication-control outage probability performance at train 2, for the proposed method, the reference AMC scheme [21] in Section III-A, and the reference AMC scheme [9] in Section III-B, assuming quasi static Rayleigh fading channels with maximum retransmission times m = 4, 6 and 10, respectively. We see in all Figs. [6] [7] [8] , that compared to the proposed scheme, the reference ones are subject to a large outage probability degradation. This is because only the proposed method considers the joint impacts of fading induced errors and MAC layer contention, including packet collisions and channel busy times. Besides, both reference schemes have similar performances since their MCS switching SNR thresholds are close, according to Table 5 . 
b: TIME-SELECTIVE FADING CHANNEL
Next, Figs. 9-11 show the communication-control outage probability performance at train 2 assuming time-selective fading channels with maximum retransmission times m = 4, 6 and 10, respectively. We observe that, compared to the quasi-static Rayleigh fading case, all the schemes achieve a better outage performance. This is due to the time diversity effect obtained by the variations of instantaneous SNRs at each retransmission, within each control period. The proposed scheme largely outperforms all reference schemes in this case as well. In addition, the gain of [21] over [9] is increased in the case of time-selective channels, because the average delay calculated in (13) is no longer accurate under the fair assumption that only average SNRs and the number of trains are known. In particular, according to Table 5 , the MCS switching SNR thresholds for MCS1 in [9] is much smaller than that in [21] , leading to poorer performance of the scheme in [9] .
2) COMPARISON OF THE MCS SWITCHING SNR THRESHOLDS
In the CSMA/CA basic mode, the SNR thresholds of switching MCSs for all three methods with m = 6 are illustrated in Table 5 . Since the probability of packet collision increases along with the number of competing terminals, in the proposed scheme, a higher MCS level will be chosen to reduce the average delay. When the number of competing terminals is small, the average delay with respect to both MAC contention and channel fading is largely influenced by the channel state, hence a lower MCS level will be selected. As a result, in the proposed method, the SNR thresholds for MCS switching decrease along with the number of competing terminals. The proposed method also has much higher thresholds than reference schemes as it reflects the impact of Rayleigh fading over all the involved channels.
3) MAC LAYER PROTOCOLS
The communication-control outage performance under the basic mode for each scheme is worse than under the RTS/CTS mode. This is because only the RTS/CTS mechanism considers the packet collision due to hidden terminals. Besides, compared to the proposed scheme whose performance is much improved by RTS/CTS mode, each reference scheme shows only a very slight gain. The reason is that the MCS switching SNR thresholds of both basic and RTS/CTS modes in the reference AMC scheme [21] are the same, since their SNR thresholds only depend on average FERs. In addition, since the reference AMC scheme [9] has not considered MAC layer contention, its MCS switching SNR thresholds for basic and RTS/CTS modes are very similar.
4) IMPACT OF MAXIMUM RETRANSMISSION TIMES
With m = 6, all schemes achieve better outage probability performance than with m = 4, but a similar performance with m = 10. From this, we see that further increasing the maximum retransmission time does not necessarily benefit the communication-control outage probability performance. Instead, this may degrade the outage performance due to longer contention delays. Tables 6 and 7 show the linear quadratic cost of each scheme in CSMA/CA basic mode and RTS/CTS mode with quasistatic and time-selective fading channels, respectively. We observe that the proposed method in both Rayleigh fading and time-selective fading cases achieves the best performance in terms of the linear quadratic cost over reference schemes. This also proves that minimizing the communication-control outage probability can effectively improve the train control performance. Moreover, comparing the impacts of the number of retransmission times, the MAC layer mode, and channel fading, we observe the same tendencies for outage probability and linear quadratic cost. Therefore, these results demonstrate that the proposed method of average delay minimization is a valid and efficient approach for decreasing communication-control outage probability and hence achieving a better control performance.
5) THE CONTROL PERFORMANCE ANALYSIS
VI. CONCLUSION
The wireless communication quality between train and wayside AP highly impacts the train control performance in CBTC systems. In this work, in order to improve the train control performance, we have proposed an optimized link layer AMC method for CBTC systems using WLAN which jointly considers the impact of errors due to channel fading and of MAC layer contention due to multiple competing trains. Based on the knowledge of the number of competing terminals and distances between the AP and trains, the proposed method selects adequate MCS levels which minimizes the average delay. The average delay analysis is performed for both basic and RTS/CTS mechanisms of DCF for both MIMO diversity and multi-stream modes. The results have shown that the proposed method largely outperformed state-of-the-art methods in terms of communication-control outage probability and linear quadratic cost performance.
In the future work, we will address the time scheduling problem at the AP, to achieve further performance enhancements. 
