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Datum der Disputation :ZUSAMMENFASSUNG 3
Sei T ein kritischer oder subkritischer Galton-Watson Stammbaum (GW-Baum)
mit einer Kinderzahlverteilung endlicher oder unendlicher Varianz. Wir sind an
der Struktur von T, bedingt darauf, dass T “groß” ist, interessiert. Der klassische
sowie naheliegende Zugang ist, T auf eine große Gesamtgr¨ oße oder eine große
H¨ ohe zu bedingen. In dieser Arbeit werden drei, zum GW-Baum eng verwandte
Typen von zuf¨ alligen Stammb¨ aumen vorgestellt, deren Analyse aufschlussreiche
Einsichten ¨ uber große GW-Stammb¨ aume liefert.
Zur Untersuchung dieser auf große Gesamtgr¨ oße bedingten Stammb¨ aume schla-
gen wir eine Familie von zuf¨ alligen, gr¨ oßenverzerrten B¨ aumen vor, deren auf
Gr¨ oße bedingte Verteilung mit der des, auf gegebener Gr¨ oße bedingten, Bau-
mes T ¨ ubereinstimmt. Diese zuf¨ alligen Stammb¨ aume besitzen eine einfache pro-
babilistische Struktur, wenn man sie entlang der Ahnenlinien von rein zuf¨ allig
gezogenen Knoten zerlegt. Die Verwandschaftsstruktur des von den gezogenen
Knoten und der Wurzel aufgespannten Teilbaumes h¨ angt im wesentlichen von
dem asymptotischen Verhalten der Kinderzahlverteilung ab. W¨ ahrend bei end-
licher Varianz diese Teilb¨ aume asymptotisch bin¨ ar sind, k¨ onnen bei unendli-
cher Varianz im Limes auch andere Formen auftreten. Wir zeigen, dass diese
Teilb¨ aume GW-B¨ aume bedingt auf ihre Gesamtbl¨ atterzahl sind. Mit Hilfe der
Zerlegung entlang der Ahnenlinien erhalten wir zudem einen Grenzwertsatz f¨ ur
die reskalierte Gesamtgr¨ oße des Baumes mit einer Gamma-Verteilung als Limes.
Die Analyse großer B¨ aume f¨ uhren wir unter dem Aspekt des Gr¨ oßenverzerrens
fort, indem wir eine weitere Familie zuf¨ alliger B¨ aume vorschlagen. Diese er-
halten wir durch Gr¨ oßenverzerrung in der n-ten Generationsgr¨ oße. Wir werden
sehen, dass der dadurch gewonnene zuf¨ allige Stammbaum eine ¨ ahnliche proba-
bilistische Struktur wie der in der Gesamtgr¨ oße gr¨ oßenverzerrte Baum besitzt.
Hier beweisen wir mit einfachen ¨ Uberlegungen Aussagen ¨ uber die Generation
des j¨ ungsten gemeinsamen Vorfahren (MRCA) von uniform aus Generation n
gezogenen Knoten, sowie die Struktur des von diesen Knoten aufgespannten
Skeletts.
Schließlich betrachten wir die in [15] vorgestellte probabilistische Zerlegung des
auf Mindesth¨ ohe n bedingten GW-Baumes. Damit werden wir klassische S¨ atze
¨ uber die H¨ ohe des MRCA und die Grenzverteilung der reskalierten n-ten Ge-
nerationsgr¨ oße f¨ ur den Fall einer Kinderzahlverteilung mit unendlicher Varianz
auf alternativem und anschaulichem Weg beweisen. Zudem erhalten wir eine
Grenzverteilung f¨ ur die Anzahl der Kinder des MRCA.Inhaltsverzeichnis
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56 INHALTSVERZEICHNISKapitel 1
Einleitung, ¨ Uberblick und
Notationen
Wir betrachten einen Galton-Watson Verzweigungsprozess mit Kinderzahlver-
teilung (pj)j≥0. Dieser Verzweigungsprozess wird durch einen lokalen Verzwei-
gungsmechanismus beschrieben: Jedes Individuum besitzt unabh¨ angig von den
anderen Individuen Kinder gem¨ aß der Verteilung (pj)j≥0, d.h. mit Wahrschein-
lichkeit pj hat ein Individuum j Kinder. Man erh¨ alt den Stammbaum T des
Verzweigungsprozesses, indem man jedes Individuum durch einen Knoten re-
pr¨ asentiert und jeden Knoten mit seinen Kindern durch jeweils eine Kante ver-
bindet. Wir fassen dabei T als einen verwurzelten, planaren Baum auf, in dem
die unterscheidbaren Kinder jedes Knotens von links nach rechts angeordnet
sind. Die Wurzel des Baumes ist dabei der einzige Knoten ohne Vorfahr.
Das wohl bekannteste Theorem ¨ uber GW-Prozesse ist das Theorem ¨ uber die
Gr¨ oße kritischer GW-B¨ aume, welches besagt, dass die Gesamtpopulation (=An-
zahl der Knoten) fast sicher endlich ist, genau dann, wenn die erwartete Anzahl
der Nachkommen pro Knoten h¨ ochstens 1 ist:
P(T endlich) = 1 ⇐⇒ µ :=
∞ X
j=0
jpj ≤ 1 und p1 < 1. (1.1)
Um nun die Struktur eines “großen”kritischen oder subkritischen Galton-Watson
Baumes T (d.h. µ ≤ 1) zu untersuchen, hat man im wesentlichen zwei M¨ oglich-
keiten die Anzahl der Individuen des Baumes groß werden zu lassen. Man be-
dingt den Baum T auf exakte (oder Mindest-) H¨ ohe n oder auf exakt (oder
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mindestens) n Knoten im gesamten Baum. Im kritischen Fall (µ = 1) sind die-
se beiden bedingten Verteilungen asymptotisch gleich – im subkritischen Fall
hingegen essentiell verschieden (vgl. [4]). Ein ¨ ahnlicher und verwandter Eﬀekt
kennt man f¨ ur Irrfahrten bedingt darauf, im Positiven zu sein (siehe [7]). Die
Struktur des auf H¨ ohe bedingten GW-Baumes kennt man schon bestens (sie-
he [15, 17]). Wir werden diese in Kapitel 3 verwenden, um klassische Resultate
auf alternativem und aufschlussreichem Weg zu beweisen. Der auf Gesamtgr¨ oße
bedingte Baum mit Kinderzahlverteilung endlicher Varianz wurde in [22] und
in der kombinatorischen Literatur untersucht (siehe z.B. [24, 26]). Im kombina-
torischen Kontext entspricht der bedingte Baum dem einfach erzeugten Baum
(simply generated tree). Grundlagen ¨ uber Galton-Watson Prozesse ﬁndet man
z.B. in [5].
In Abschnitt 2.1 dieser Arbeit schlagen wir einen neuen Zugang vor. Dieser be-
sitzt eine enge Beziehung zum Bedingen des Baumes auf Gesamtgr¨ oße. Wir un-
tersuchen eine Familie von Verteilungen Lθ,k, 0 < θ < 1, k ∈ N0 = {0,1,2,...}
eines zuf¨ alligen Stammbaumes ˆ T mit den folgenden Eigenschaften:
1. F¨ ur jedes θ und k stimmt die auf Gesamtgr¨ oße bedingte Verteilung des
zuf¨ alligen Baumes ˆ T mit der des auf Gesamtgr¨ oßebedingten GW-Baumes T
¨ uberein, d.h.
Lθ,k( ˆ T |s(ˆ T) = n) = L(T |s(T) = n), n ≥ 1, (1.2)
wobei s(T) die Gr¨ oße (= Anzahl der Knoten) des Baumes T und L die
Verteilung eines GW-Baumes T mit Kinderzahlverteilung (pj)j≥0 bezeich-
net.
2. Sei h(θ,k) die erwartete Gr¨ oße des Baumes ˆ T unter Lθ,k,
h(θ,k) := Eθ,ks(ˆ T). (1.3)
F¨ ur alle θ w¨ achst die Funktion h in k und f¨ ur alle k gilt
h(θ,k) ↑ ∞ f¨ ur θ ↑ 1. (1.4)
Der Parameter θ kann dazu benutzt werden, die erwartete Gr¨ oße des Baumes
einzustellen. Wir werden sehen, dass die Verteilung der Gesamtgr¨ oße Lθ,k(s( ˆ T))
sich im Limes θ ↑ 1 nicht um den Erwartungswert konzentriert, k¨ onnen aber bei9
passender Reskalierung von s( ˆ T) unter Lθ,k eine Gamma Grenzverteilung her-
leiten (Theorem 2.8). Im Falle des auf Gesamtgr¨ oße bedingten Baumes verliert
man die Unabh¨ angigkeit der Kinderzahlen der einzelnen Individuen. In unse-
rem Ansatz mit zuf¨ alliger Gr¨ oße hingegen, erhalten wir eine interessante und
aufschlussreiche Unabh¨ angigkeitsstruktur des Stammbaumes ˆ T.
Die Bedeutung des Parameters k ist wie folgt: Zur Untersuchung der Struktur
großer B¨ aume ist es ¨ ublich, den Teilbaum aufgespannt von einer Anzahl rein
zuf¨ allig gezogener Knoten und der Wurzel zu betrachten. Solche Teilb¨ aume lie-
fern ein gutes Verst¨ andnis ¨ uber die “Geometrie” des Baumes. Die Verteilung
Lθ,k passt genau in diesen Kontext, Teilb¨ aume (aufgespannt von k rein zuf¨ allig
gezogenen Knoten) von großen GW-B¨ aumen zu untersuchen. GW-B¨ aume be-
dingt auf Gesamtgr¨ oße und deren Teilb¨ aume wurden von Aldous in [3] (unter
der Annahme einer Kinderzahlverteilung mit endlicher Varianz) und von Du-
quesne und Le Gall in [10, 11] untersucht. Unser Ansatz erlaubt es auch, Kin-
derzahlverteilungen mit unendlicher Varianz (unter gewissen nat¨ urlichen Regu-
larit¨ atsbedingungen) zu behandeln. Im Fall endlicher Varianz stellt sich heraus,
dass die Teilb¨ aume asymptotisch bin¨ ar sind, w¨ ahrend im Fall unendlicher Vari-
anz auch andere Formen den Limes mit positiver Wahrscheinlichkeit bestehen
(Theorem 2.4). Genauer werden wir zeigen, dass der von k uniform aus ˆ T ge-
zogenen Knoten aufgespannte Teilbaum unter Lθ,k gegen einen, auf k Bl¨ atter
bedingten, GW-Baum mit einer ausgezeichneten Kinderzahlverteilung konver-
giert. Der Schl¨ ussel zu diesem Resultat ist die Konstruktion eines zuf¨ alligen
Baumes der die Verteilung Lθ,k besitzt.
In Abschnitt 2.5 betrachten wir, motiviert durch das Konzept der Gr¨ oßenverzer-
rung, eine Familie von Verteilungen Lk,n, k,n ∈ N von zuf¨ alligen Stammb¨ aum-
en ˆ T, die wir durch Gr¨ oßenverzerrung in der n-ten Generation erhalten. Auch
dieser Ansatz erlaubt eine mehrstuﬁge Konstruktion eines zuf¨ alligen Baumes mit
Verteilung Lk,n. Die Konstruktion ist verwandt mit der Zerlegung von umge-
wichteten GW-B¨ aumen entlang einer Ahnenlinie (siehe [25]). Wir werden Aus-
sagen ¨ uber die Generation des MRCA von k, rein zuf¨ allig aus Generation n
gezogenen Knoten beweisen, sowie den von diesen Knoten aufgespannten Teil-
baum im Limes n → ∞ untersuchen. Besitzt die Kinderzahlverteilung endliche
k-te Momente, so ist dieser Teilbaum im Grenzwert ein bin¨ arer Baum. Die
Grenzverteilung der reskalierten H¨ ohe des MRCA ist eine Beta-Verteilung zu
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In Kapitel 3 beweisen wir mittels der Konstruktion des auf H¨ ohe bedingten
GW-Baumes (siehe [15, 17]) klassische S¨ atze ¨ uber die Verteilung der H¨ ohe des
MRCA aller Knoten n-ter Generation sowie der reskalierten n-ten Generations-
gr¨ oße. Wir interessieren uns dabei haupts¨ achlich f¨ ur alternative Beweise im Fall
unendlicher Varianz. Zudem erhalten wir eine Grenzverteilung f¨ ur die Anzahl
der Kinder des MRCA.
F¨ ur weitere Zerlegungen und verwandte Konstruktionen in verschiedenen Ver-
zweigungskontexten siehe [9, 20, 21].
Ich bedanke mich bei Jochen Geiger und G¨ otz Kersting f¨ ur die fachliche Un-
terst¨ utzung und fruchtbaren Diskussionen.
Wir beginnen mit einer formalen Beschreibung von Stammb¨ aumen und den im
Verlauf der Arbeit verwendeten Begriﬀen.11
Formale Beschreibung von Stammb¨ aumen, Teilb¨ aumen und
Ahnenlinien
Die folgende formale Beschreibung von B¨ aumen, Teilb¨ aumen und die in diesem
Kontext ben¨ otigten Begriﬀe und Notationen sind rein mengentheoretisch und
werden nun zun¨ achst unabh¨ angig vom Wahrscheinlichkeitsmodell eingef¨ uhrt.
Zur Beschreibung von verwurzelten, geordneten B¨ aumen benutzen wir die ¨ ubli-
che Notation (siehe z.B. [19, 28]) einen Baum mit der Menge seiner Knoten
zu identiﬁzieren: Die Wurzel erh¨ alt das Symbol ∆. Die unterscheidbaren Kin-
der der Wurzel der ersten Generation werden mit (1), (2), (3), ... beschriftet.
Ein Knoten in der m-ten Generation (der Abstand von der Wurzel betr¨ agt m
Kanten) notiert man durch ein m-Tupel (v1,...,vm), vi ∈ N. Dieser Knoten
ist das vm-te Kind des Knotens mit der Beschriftung (v1,...,vm−1). Mit |v|
bezeichnen wir die Generation (oder H¨ ohe) des Knotens v , das heißt v ist in
der m-ten Generation (|v| = m) wenn v ∈ Nm, m ≥ 1. Wir setzen |∆| = 0. F¨ ur
einen Knoten v = (v1,...,vm) deﬁnieren wir [v]` := (v1,...,v`), 1 ≤ ` ≤ m und
[v]0 := ∆. Der Knoten [v]` ist der Vorfahr von v in Generation `. Die Knoten-
folge ([v]`)0≤`≤m bezeichnet die Ahnenlinie von v.
Eine nichtleere Teilmenge t ⊂ V := {∆} ∪
S∞
m=1 Nm nennt man verwurzelter,
geordneter Baum, falls
v ∈ t =⇒ [v]` ∈ t, f¨ ur 0 ≤ ` ≤ m := |v| und
([v]m−1,j) ∈ t, f¨ ur 1 ≤ j ≤ vm.
Dabei schreiben wir (v,j) ∈ N|v|+1 f¨ ur den Knoten, den man durch Anh¨ angen
des Kindes j ∈ N an v ∈ V erh¨ alt.
Sei c(v,t) die Anzahl der Kinder (direkten Nachfolger) von v in t, d.h.,
c(v,t) := |{j ∈ N : (v,j) ∈ t}|. (1.5)
Die Anzahl aller Knoten in t mit i Kindern notieren wir durch
βi(t) := |{v ∈ t : c(v,t) = i}|, i ≥ 0.
Ein Knoten v in t wird Blatt genannt falls er keine Kinder hat, d.h. falls c(v,t) =
0. Sei Λ(t) die Menge der Bl¨ atter des Baumes t,
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F¨ ur einen Knoten w ∈ t deﬁnieren wir den in w verwurzelten Teilbaum tw aus
t durch
tw := {v ∈ V : (w,v) ∈ t}.
Die Menge der Knoten der m-ten Generation von t bezeichnen wir mit
zm(t) := {v ∈ t : |v| = m} (1.6)
Wir halten hier zur sp¨ ateren Verwendung noch folgende einfache Identit¨ aten
fest. F¨ ur einen endlichen Baum t gilt f¨ ur die Gesamtzahl der Knoten
s(t) =
X
i≥0
βi(t) = 1 +
X
i≥1
iβi(t) (1.7)
und folglich f¨ ur die Zahl der Bl¨ atter
β0(t) = s(t) −
X
i≥1
βi(t) = 1 +
X
i≥1
(i − 1)βi(t). (1.8)
Der j¨ ungste gemeinsame Vorfahre (MRCA = Most Recent Common Ancestor)
zweier Knoten v,w ∈ V ist der Knoten
v ∧ w := [v]max{`≥0:[v]`=[w]`} = [v]|v∧w|.
Weiterhin deﬁnieren wir den MRCA der Knotenmenge M := {v(1),...,v(k)}
durch
∧(M) := v(1) ∧ ··· ∧ v(k) := ((···((v(1) ∧ v(2)) ∧ v(3))···) ∧ v(k)). (1.9)
Oﬀensichtlich h¨ angt der MRCA v(1) ∧ ··· ∧ v(k) nicht von der Reihenfolge der
Knoten v(i),1 ≤ i ≤ k ab.
D
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Abbildung 1.1: Beispiel eines verwurzelten, beschrifteten, geordneten Baumes13
Skelette und reduzierte Skelette
Zur Beschreibung des Teilbaumes, der durch k Knoten eines Baumes und der
Wurzel ∆ aufgespannt wird, deﬁnieren wir nun den Begriﬀ des Skeletts:
Eine nichtleere Teilmenge r ⊂ V heißt verwurzeltes, geordnetes Skelett, falls
v ∈ r =⇒ [v]` ∈ r, 0 ≤ ` ≤ |v|.
Im Gegensatz zu einem Baum m¨ ussen im Skelett die j¨ ungeren Geschwister der
Knoten nicht enthalten sein. Analog (1.5) schreiben wir c(v,r) f¨ ur die Anzahl
der Kinder von v im Skelett r,
c(v,r) := |{j ≥ 1 : (v,j) ∈ r}|.
Mit r(v(1),...,v(k)) bezeichnen wir das Skelett welches durch k verschiedene
Knoten v(1),...,v(k) ∈ V aufgespannt wird,
r(v
(1),...,v
(k)) :=
￿￿
v
(i)￿
` : 0 ≤ ` ≤
￿
￿v
(i)￿
￿, 1 ≤ i ≤ k
￿
.
Ein Knoten w aus diesem aufgespannten Skelett heißt essentieller Knoten falls
er der j¨ ungste gemeinsame Vorfahr einer Teilmenge der Knoten v(1),...,v(k) ist
(und somit sind die aufspannenden Knoten v(i) auch essentielle Knoten). Die
Menge der essentiellen Knoten bezeichnen wir durch
e(v(1),...,v(k)) :=
￿
v(i1) ∧ ··· ∧ v(ik) : ij ∈ {1,...,k}, 1 ≤ j ≤ k
￿
.
Oﬀensichtlich ist jedes Blatt des Skeletts r(v(1),...,v(k)) einer der aufspan-
nenden Knoten v(i) sowie jeder Knoten v in r(v(1),...,v(k)) mit c(v,r) ≥ 2
ein essentieller Knoten. Im Allgemeinen lassen sich aber weder die Knoten v(i)
noch die Menge der essentiellen Knoten aus dem Skelett r(v(1),...,v(k)) wieder-
gewinnen. Uns interessiert die “Gestalt” des Skeletts und die “relative Position”
der darin enthaltenen k ausgezeichneten Knoten v(1),...,v(k), d.h. wir notieren
nur die Verwandschaftsverh¨ altnisse der ausgezeichneten Knoten und vergessen
deren Altersunterschied. Dazu deﬁnieren wir nun eine ¨ Aquivalenzrelation auf
der Menge der endlichen Teilmengen von V: Wir statten zun¨ achst die Menge V
mit der lexikographischen Ordnung aus, d.h. zu v 6= w ∈ V deﬁnieren wir
v ≺ w :⇐⇒ v ∧ w = v oder [v]|v∧w|+1 < [w]|v∧w|+1.
Zwei k-elementige Knotenmengen {v(1),...,v(k)} und {w(1),...,w(k)} heißen
¨ aquivalent, falls es eine ordnungserhaltende Abbildung ϕ zwischen den essenti-
ellen Knoten der aufgespannten Skelette gibt, die die Kinderzahlen erh¨ alt und14 KAPITEL 1. EINLEITUNG, ¨ UBERBLICK UND NOTATIONEN
die Menge der ausgezeichneten Knoten ineinander abbildet, d.h. falls eine strikt
wachsende Funktion existiert mit
ϕ : e(v
(1),...,v
(k)) → e(w
(1),...,w
(k))
so, dass
ϕ(v(i)) ∈ {w(1),...,w(k)}, 1 ≤ i ≤ k,
und
c(v,r(v
(1),...,v
(k))) = c(ϕ(v),r(w
(1),...,w
(k))) (1.10)
f¨ ur jeden Knoten v ∈ e(v(1),...,v(k)).
Den kanonischen Repr¨ asentanten {¯ v(1),..., ¯ v(k)} einer ¨ Aquivalenzklasse deﬁnie-
ren wir durch die Teilmenge von V, die einen Baum minimaler Gr¨ oße aufspannt.
Anschaulich erh¨ alt man den kanonischen Repr¨ asentanten, indem man ausgehend
von einem beliebigen Skelett der ¨ Aquivalenzklasse alle nicht-essentiellen Kno-
ten, die genau ein Kind besitzen, samt Kante entfernt und danach die Knoten
neu beschriftet. Im kanonischen Repr¨ asentanten sind nun alle Knoten auch es-
sentielle Knoten. Wir nennen das Tupel
(¯ r,{¯ v(1),..., ¯ v(k)}) := (r(¯ v(1),..., ¯ v(k)), {¯ v(1),..., ¯ v(k)}) (1.11)
ein reduziertes k-Skelett. Mit Rk bezeichnen wir die Menge aller reduzierten k-
Skelette und R∗
k ⊂ Rk sei die Menge aller reduzierten k-Skelette mit k Bl¨ attern.
Zur Vereinfachung der Schreibweise werden wir im Folgenden f¨ ur ein reduziertes
k-Skelett mit k Bl¨ attern auch ¯ r anstelle (¯ r,{¯ v(1),..., ¯ v(k)}) schreiben, da man
in diesem Fall die reduzierten k-Skelette mit dem kanonischen Repr¨ asentanten
minimaler Gr¨ oße identiﬁzieren kann. F¨ ur alle ¯ r ∈ R∗
k gilt β1(¯ r) = 0, das heißt
R∗
k ist die Menge aller verwurzelten, geordneten B¨ aume mit genau k Bl¨ attern
und inneren Knoten die mindestens 2 Kindern besitzen.
Abbildung 1.3: Menge aller reduzierten 3-Skelette aus R3. In der unteren Reihe sind
alle Skelette aus R
∗
3 aufgef¨ uhrt.15
Abbildung 1.2: Beispiele eines Baumes mit k = 5 ausgezeichneten Knoten. Die aus-
gef¨ ullten Kreise stellen dabei die ausgezeichneten Knoten und die Quadrate die Wurzel
dar. Daneben die entsprechenden, durch die markierten Knoten aufgespannten, Ske-
lette. Die essentiellen Knoten sind darin grau schattiert. In der letzte Spalte sind die
dazugeh¨ origen reduzierten k-Skelette aufgef¨ uhrt. Diese sind alle in R5 \R
∗
5 enthalten.
Man sieht, dass die reduzierten k-Skelette der ersten beiden Beispiele ¨ ubereinstim-
men.16 KAPITEL 1. EINLEITUNG, ¨ UBERBLICK UND NOTATIONENKapitel 2
Gr¨ oßenverzerrte
Galton-Watson B¨ aume
In den ersten vier Abschnitten untersuchen wir die Struktur “großer” GW-
B¨ aume indem wir eine Familie von Verteilungen Lθ,k von zuf¨ alligen Stammb¨ aum-
en betrachten. Diese Verteilungen stimmen, wenn man sie auf Gesamtgr¨ oße
bedingt, mit der auf Gesamtgr¨ oße bedingten Verteilung eines GW-Baumes ¨ ube-
rein. Zun¨ achst deﬁnieren wir formal die Verteilung Lθ,k(ˆ T) durch einen Maß-
wechsel aus der Verteilung L(T) des unverzerrten Baumes. Danach geben wir
eine mehrstuﬁge Konstruktion von ˆ T entlang eines zuf¨ alligen Skeletts an. Mit
Hilfe dieser Konstruktion k¨ onnen wir bekannte Resultate ¨ uber kritische GW-
B¨ aume endlicher Varianz (Verteilung zuf¨ allig verwurzelte Teilb¨ aume, H¨ ohe eines
uniform gezogenen Knoten, Gesamtkantenl¨ ange, Struktur des bedingten Bau-
mes) in neuem Licht betrachten, sowie neue Ergebnisse im Fall unendlicher
Varianz herleiten. Als analytisches Hilfsmittel wird das asymptotische Verhal-
ten der faktoriellen Momente der Kinderzahlverteilung im Falle endlicher sowie
unendlicher Varianz zur Verf¨ ugung gestellt.
In Abschnitt 2.5 untersuchen wir im Licht des Gr¨ oßenverzerrens eine Fami-
lie von Verteilungen Lk,n( ˆ T) von zuf¨ alligen Stammb¨ aumen, die wir durch eine
Gr¨ oßenverzerrung in der n-ten Generation aus der Verteilung L(T) gewinnen.
Dieser Ansatz liefert Erkenntnisse ¨ uber die H¨ ohe des MRCA von k rein zuf¨ allig
gezogener Knoten n-ter Generation, sowie die Struktur des von den k Knoten
aufgespannten Skeletts.
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2.1 Gr¨ oßenverzerrung in der Gesamtgr¨ oße
Die Kinderzahlen der Knoten des klassischen GW-Verzweigungsprozesses sind
unabh¨ angige, identisch verteilte Zufallsgr¨ oßen. F¨ ur jeden endlichen Baum t gilt
daher
P(T = t) =
Y
v∈t
pc(v,t) =
Y
j≥0
p
βj(t)
j . (2.1)
Nach Theorem (1.1) ist die Verteilung von T durch (2.1) f¨ ur µ ≤ 1 und p1 < 1
eindeutig bestimmt. Im weiteren Verlauf betrachten wir eine kritische, nichtde-
generierte Kinderzahlverteilung, d.h. µ = 1 und p1 < 1. Diese Voraussetzung
wird aber keine wesentliche Einschr¨ ankung sein (siehe Bemerkung nach Formel
(2.5)). Wir deﬁnieren nun die Verteilung Lθ,k eines zuf¨ alligen Stammbaumes ˆ T
und beschreiben zun¨ achst den Fall k = 0. Die Verteilung des Baumes ˆ T un-
ter Lθ,0, 0 < θ ≤ 1 sei durch die Verteilung eines Galton-Watson Baumes mit
Kinderzahlverteilung (pj(θ))j≥0 gegeben, d.h. wir deﬁnieren f¨ ur jeden endlichen
Baum t
Pθ,0(ˆ T = t) :=
Y
v∈t
pc(v,t)(θ)
mit der “gekippten” (“tilted”) Kinderzahlverteilung
pj(θ) :=
θjpj
f(θ)
, j ≥ 0. (2.2)
Dabei bezeichnet f die Erzeugendenfunktion der Verteilung (pj)j≥0,
f(s) :=
∞ X
j=0
pjsj, 0 ≤ s ≤ 1.
Die Kinderzahlverteilung (pj(θ))j≥0 besitzt die Erzeugendenfunktion
fθ(s) :=
f(θs)
f(θ)
, 0 ≤ s ≤ 1 (2.3)
und den Erwartungswert
µ(θ) := f0
θ(1) =
θf0(θ)
f(θ)
. (2.4)
Aus (2.3) erkennt man, dass (pj(θ))j≥0 endliche Momente beliebiger Ordnung
besitzt. Weiterhin folgt unmittelbar aus (2.2), dass die Verteilung (pj(θ))j≥0 in2.1. GR¨ OSSENVERZERRUNG IN DER GESAMTGR¨ OSSE 19
θ stochastisch wachsend ist. Speziell ist nun ˆ T unter Lθ,0 f¨ ur alle 0 < θ < 1 ein
subkritischer GW-Baum. Mit Hilfe von (1.7) und (2.1) gilt
Pθ,0( ˆ T = t) =
Y
v∈t
θc(v,t)pc(v,t)
f(θ)
=
θs(t)−1
f(θ)s(t) P(T = t), 0 < θ ≤ 1, (2.5)
d.h. Lθ,0(ˆ T) hat eine Dichte bez¨ uglich L(T), welche nur von der Gr¨ oße des Bau-
mes abh¨ angt. Dies zeigt, dass die Verteilungen der auf Gesamtgr¨ oße bedingten
GW-B¨ aume, f¨ ur Kinderzahlverteilungen, die aus derselben exponentiellen Fa-
milie stammen, ¨ ubereinstimmen (siehe [22]). Daher ist die im weiteren Verlauf
vorausgesetzte Kritizit¨ at (µ = 1) der Kinderzahlverteilung (pj)j≥0 keine we-
sentliche Einschr¨ ankung.
Wir deﬁnieren nun die Verteilung Lθ,k, f¨ ur beliebiges k ∈ N, als Gr¨ oßenverzer-
rung der Verteilung Lθ,0 ¨ uber die Gesamtgr¨ oße des Baumes
Pθ,k( ˆ T = t) :=
￿s(t)
k
￿
Pθ,0( ˆ T = t)
Eθ,0
￿s( ˆ T)
k
￿ =
[s(t)]k Pθ,0(ˆ T = t)
Eθ,0[s( ˆ T)]k
, (2.6)
mit [n]k := n(n − 1)···(n − k + 1) f¨ ur n,k ∈ N und [n]0 := 1.
Oﬀensichtlich erh¨ alt man mit (2.6) ein Wahrscheinlichkeitsmaß auf der Menge
der endlichen Stammb¨ aume, das mehr Masse auf große B¨ aume legt: ein Baum
der Gr¨ oße n wird unter Lθ,k mit dem Faktor ¯ cθ,k[n]k h¨ auﬁger gezogen als unter
dem GW-Maß Lθ,0
￿
mit der Normierung ¯ c
−1
θ,k = Eθ,0[s(ˆ T)]k
￿
. Speziell hat der
Baum ˆ T unter Lθ,k nun eine Mindestgr¨ oße von k Knoten und die Kinderzahlen
sind f¨ ur k ≥ 1 nicht mehr unabh¨ angig. Aus (2.5) und (2.6) sieht man, dass auch
Lθ,k( ˆ T) eine Dichte bez¨ uglich L(T) besitzt, die nur von der Gr¨ oße des Baumes
abh¨ angt,
Pθ,k(ˆ T = t) =
[s(t)]k
Eθ,0[s( ˆ T)]k
θs(t)−1
f(θ)s(t) P(T = t). (2.7)
Daraus folgt unmittelbar Eigenschaft (1.2):
Die auf Gesamtgr¨ oße bedingte Verteilung ist unabh¨ angig von den Parametern
θ und k, denn
Lθ,k( ˆ T |s(ˆ T) = n) = L(T |s(T) = n), n ≥ 1.20 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
Zum Beweis der Monotonie der Funktion h (Eigenschaft (1.3), stellen wir zun¨ achst
mittels (2.7) fest, dass
Pθ,k(s( ˆ T) = n) =

   
   
[n]k
Eθ,0[s( ˆ T)]k
θ
n−1
f(θ)n P
￿
s(T) = n
￿
, falls n ≥ k,
0, sonst.
(2.8)
Daraus folgt
Pθ,k(s(ˆ T) = n + 1)
Pθ,k(s( ˆ T) = n)
=
n + 1
n − k + 1
θ
f(θ)
P(s(T) = n + 1)
P(s(T) = n)
, n ≥ k.
F¨ ur jedes n w¨ achst der Faktor (n + 1)/(n − k + 1) in k und f¨ ur jedes k der
Faktor θ/f(θ) in θ (da f konvex und f0(1) = 1). Dies zeigt, dass die Verteilung
Lθ,k(s( ˆ T)) stochastisch von Lθ0,k0(s(ˆ T)) dominiert wird, falls θ ≤ θ0 und k ≤ k0.
Im speziellen folgt damit die behauptete Monotonie von h. Weiterhin ist die
Folge der reskalierten Generationsgr¨ oßen
￿
µ(θ)−m|zm( ˆ T)|
￿
m≥0 unter Lθ,0 ein
Martingal und es gilt
h(θ,0) = Eθ,0s( ˆ T) =
∞ X
m=0
Eθ,0|zm(ˆ T)| =
1
1 − µ(θ)
, 0 < θ < 1. (2.9)
Eigenschaft (1.4) folgt nun aus (2.4),(2.9) und der Monotonie von h in k. In
Abschnitt 2.4 werden wir das asymptotische Verhalten von h ausf¨ uhrlicher un-
tersuchen.
2.2 Konstruktion des gr¨ oßenverzerrten Baumes
ˆ T entlang eines zuf¨ alligen Skeletts
Der gr¨ oßenverzerrte Baum ˆ T besitzt unter Lθ,k nicht die einfache Unabh¨ angig-
keitsstruktur eines GW-Baumes - daher ist eine Konstruktion der Zufallsva-
riable ˆ T unter Lθ,k auf den ersten Blick nicht direkt m¨ oglich. Einen Ausweg
er¨ oﬀnet die Betrachtung des Paares ( ˆ T,Bk), wobei Bk = {V (1),...,V (k)} eine
Menge von k verschiedenen, rein zuf¨ allig aus der Knotenmenge von ˆ T gezo-
genen Knoten ist (d.h. gegeben {ˆ T = t} ist Bk gleichverteilt auf allen
￿s(t)
k
￿
k-elementigen Teilmengen der Knoten von t). Die Verteilung von ˆ T erh¨ alt man
damit als Randverteilung dieser multivariaten Zufallsvariable auf dem Raum
der B¨ aume. Die folgenden Beobachtungen f¨ uhren zu einer einfachen und an-
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durch Bk aufgespannten Skeletts. Sei nun k ≥ 1 und 0 < θ < 1. Die Verteilung
von ( ˆ T,Bk) unter Lθ,k ist f¨ ur einen endlichen Baum t der Gr¨ oße s(t) ≥ k und
einer beliebigen k-elementigen Knotenmenge {v(1),...,v(k)} ⊂ t gegeben durch
Pθ,k
￿ ˆ T = t, Bk = {v
(1),...,v
(k)}
￿
=
￿
s(t)
k
￿−1
Pθ,k( ˆ T = t). (2.10)
Mit (2.6) erhalten wir
Pθ,k
￿ˆ T = t, Bk = {v(1),...,v(k)}
￿
=
k!
Eθ,0[s( ˆ T)]k
Pθ,0(ˆ T = t). (2.11)
Zum besseren Verst¨ andnis beschreiben wir die Konstruktion zun¨ achst f¨ ur k =
1. In diesem Fall besteht das Skelett aus einer einzigen Ahnenlinie und der
kanonische Repr¨ asentant ist der Baum, der nur die Wurzel enth¨ alt.
Verteilung des Tupels (ˆ T,B1)
Sei t ein endlicher Baum und v ein Knoten aus t. Wir stellen nun (2.11) folgen-
dermaßen dar (vgl. (2.9))
Pθ,1(ˆ T = t, B1 = {v}) = (1 − µ(θ))
Y
w∈t
pc(w,t)(θ)
= (1 − µ(θ))µ(θ)|v|
|v|−1 Y
`=0
c([v]`,t)pc([v]`,t)(θ)
µ(θ)
1
c([v]`,t)
Y
w / ∈{[v]`:0≤`≤|v|−1}
pc(w,t)(θ).
Aus dieser Darstellung erkennt man, dass die H¨ ohe des ausgezeichneten Knotens
geometrisch verteilt ist mit Mittelwert µ(θ)/(1 − µ(θ)). Weiterhin geh¨ oren der
ausgezeichnete Knoten und seine Vorg¨ anger (bis auf die Wurzel) unabh¨ angigen
gr¨ oßenverzerrten Familien an, d.h. die Wahrscheinlichkeit, dass solch ein Knoten
sich unter j Geschwistern beﬁndet, ist jpj(θ)/µ(θ), j ≥ 1. Die relativen Posi-
tionen der Knoten dieser ausgezeichneten Ahnenlinie sind bedingt gleichverteilt
unter den Geschwistern und unabh¨ angig von der Generation. Schließlich erkennt
man am letzten Ausdruck der Darstellung, dass die Teilb¨ aume, verwurzelt in
den Knoten außerhalb der Ahnenlinie, unabh¨ angige Kopien von GW-B¨ aumen
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Bemerkungen: Die Struktur des Baumes ˆ T mit einem uniform gezogenen
Knoten V l¨ asst sich intuitiv leicht erkl¨ aren: Ziehe aus einem zuf¨ alligen “Wald”
von N (mit N → ∞) unabh¨ angigen GW-B¨ aumen mit Kinderzahlverteilung
(pj(θ))j≥0 uniform unter allen Knoten des Waldes einen Knoten V und betrachte
den damit ausgew¨ ahlten Baum. Oﬀenbar haben große B¨ aume eine gr¨ oßere Chan-
ce gezogen zu werden (dies ist ein allgemein bekanntes Ph¨ anomen der Gr¨ oßen-
verzerrung wie es z.B. beim Wartezeitenparadoxon (siehe z.B. [13]) auftritt). Ge-
nauer gilt: Der gezogene Baum besitzt die gr¨ oßenverzerrte Verteilung Lθ,1 und
der ausgezeichnete Knoten V ist uniform auf den Knoten des gezogenen Baumes
verteilt. Da im Wald die Anzahl der Familien der Gr¨ oße j mit einer H¨ auﬁgkeit
vorkommen, die asymptotisch proportional zu jpj(θ) ist, sind die Gr¨ oßen der Fa-
milien in der ausgezeichneten Ahnenlinie gr¨ oßenverzerrt. Nach dem Gesetz der
großen Zahlen gibt es im Wald approximativ N Pθ,0( ˆ T = t) viele endliche B¨ aume
t. Darunter beﬁnden sich nach (2.9) approximativ N(1 − µ(θ))−1 Pθ,0(ˆ T = t0)
viele Teilb¨ aume t0. Somit ist die Wahrscheinlichkeit, dass ein zuf¨ allig gezogener
Knoten eine Wurzel ist, approximativ 1 − µ(θ), unabh¨ angig des daraus wach-
senden Teilbaumes.
Die Zerlegung von ˆ T entlang der Ahnenlinie eines zuf¨ alligen Knotens im Spezi-
alfall der Poissonverteilung wurde in [4] hergeleitet. Die analoge Konstruktion
in kontinuierlicher Zeit f¨ ur bin¨ are Verzweigungsprozesse ﬁndet man in [14].
Verteilung des Tupels (ˆ T,Bk)
Wir beschreiben nun die Verteilung im Fall k ≥ 1. Dazu ist es n¨ utzlich, folgende
Notation einzuf¨ uhren: Sei (pj(θ,i))j≥0 f¨ ur i ∈ N0 die, mit der Funktion [·]i aus
(pj(θ))j≥0 erhaltene, gr¨ oßenverzerrte Verteilung
pj(θ,i) :=

   
   
[j]i pj(θ)
µ(θ,i) , f¨ ur j ≥ i,
0, sonst.
(2.12)
Die Normierung µ(θ,i) ist dabei das i-te faktorielle Moment von (pj(θ))j≥0. Mit
(2.2) l¨ asst sich dies durch die Erzeugendenfunktion f darstellen
µ(θ,i) :=
∞ X
j=i
[j]i pj(θ) =
θif(i)(θ)
f(θ)
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Dabei ist pj(θ,0) = pj(θ) und µ(θ,0) = 1 f¨ ur jedes θ. Wir nennen (pj(θ,i))j≥0
die i-fach gr¨ oßenverzerrte Verteilung von (pj(θ))j≥0. Wie im Fall k = 1 stellen
wir Formel (2.11) um zu
Pθ,k
￿ˆ T = t, Bk = {v(1),...,v(k)}
￿
=
k!
Eθ,0[s( ˆ T)]k
Y
v∈t
pc(v,t)(θ)
=
k!
(1 − µ(θ))|e| Eθ,0[s(ˆ T)]k
Y
v∈e
µ(θ,c(v,r))
c(v,r)!
· (1 − µ(θ))|e| Y
v∈r\e
µ(θ,c(v,r))
c(v,r)!
·
Y
v∈r
[c(v,t)]c(v,r) pc(v,t)(θ)
µ(θ,c(v,r))
￿
c(v,t)
c(v,r)
￿−1 Y
v∈t\r
pc(v,t)(θ)
=
k!
(1 − µ(θ))|e| Eθ,0[s(ˆ T)]k
Y
v∈e
µ(θ,c(v,r))
c(v,r)!
·(1 − µ(θ))
|e| µ(θ)
|r\e|
·
Y
v∈r
pc(v,t)(θ,c(v,r))
￿
c(v,t)
c(v,r)
￿−1 Y
v∈t\r
pc(v,t)(θ), (2.14)
mit r = r(v(1),...,v(k)) und e = e(v(1),...,v(k)).
Bei der letzten Gleichheit wurde die Eigenschaft benutzt, dass jeder nicht-
essentielle Knoten v ∈ r \ e nur ein Kind in r besitzt. Nach Deﬁnition (1.10)
erkennt man, dass der Ausdruck
(1 − µ(θ))−|e| Y
v∈e
µ(θ,c(v,r))
c(v,r)!
in (2.14) nur von der Form des von den Knoten v(1),...,v(k) aufgespannten
Skeletts abh¨ angt und f¨ ur ¨ aquivalente k-Skelette denselben Wert liefert. Mit Hilfe
des kanonischen Repr¨ asentanten ¯ r = r(¯ v(1),..., ¯ v(k)) l¨ asst sich dieser Ausdruck
auch in folgender Form, auf die wir im weiteren Verlauf zur¨ uckgreifen werden,
schreiben
(1 − µ(θ))−s(¯ r) Y
i≥1
￿
µ(θ,i)
i!
￿βi(¯ r)
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Konstruktion des gr¨ oßenverzerrten Baumes
Identit¨ at (2.14) motiviert zur folgenden mehrstuﬁgen Konstruktion einer mul-
tivariaten Zufallsvariable mit Verteilung (2.10):
Konstruktion 2.1. Sei k ≥ 1 und 0 < θ < 1.
1. Reduziertes k-Skelett. Ziehe ein zuf¨ alliges reduziertes k-Skelett ¯ Rk mit
Verteilung
Pθ( ¯ Rk = (¯ r, {¯ v
(1),..., ¯ v
(k)}))
= cθ,k (1 − µ(θ))−s(¯ r) Y
i≥1
￿
µ(θ,i)
i!
￿βi(¯ r)
(2.16)
f¨ ur (¯ r, {¯ v(1),..., ¯ v(k)}) ∈ Rk, mit cθ,k = k!/Eθ,0[s( ˆ T)]k.
2. k-Skelett. Seien Lv, v ∈ V unabh¨ angige, geometrisch zum Parameter
1−µ(θ) verteilte Zufallsvariablen. Gegeben ¯ Rk = (¯ r, {¯ v(1),..., ¯ v(k)}) f¨ uge
zu jedem Knoten v ∈ ¯ r \ {∆} eine Kette von Lv Knoten zwischen v und
seinem Vorg¨ anger ein. Bringe zus¨ atzlich eine Kette von L∆ Knoten an die
Wurzel von ¯ r an. Das k-Skelett Rk mit k ausgezeichneten Knoten erh¨ alt
man nun durch Neubeschriftung der Knoten.
3. Aufgedicktes k-Skelett. Gegeben Rk = r, ziehe f¨ ur jeden Knoten v ∈
r \ Λ(r) Kinderzahlen Xv gem¨ aß einer c(v,r)-fach gr¨ oßenverzerrten Kin-
derzahlverteilung und gebe den Xv−c(v,r) neuen Kinder rein zuf¨ allig eine
der
￿ Xv
c(v,r)
￿
m¨ oglichen Anordnungen.
4. Auﬀorsten des aufgedickten Skeletts. F¨ uge an jedes Blatt des auf-
gedickten Skeletts einen GW-Baum mit Kinderzahlverteilung (pj(θ))j≥0
an.
Wir notieren das durch die Konstruktion gewonnene Tupel, bestehend aus dem
zuf¨ alligen Baum und der darin enthaltenen Menge von k ausgezeichneten Kno-
ten, durch (T ∗
k,B∗
k). Die folgende Proposition ist nun eine unmittelbare Folge-
rung aus der Darstellung von Lθ,k( ˆ T,Bk) in (2.14).
Proposition 2.2. F¨ ur jedes k ≥ 1 und 0 < θ < 1 gilt
Lθ(T
∗
k,B
∗
k) = Lθ,k(ˆ T,Bk).2.2. KONSTRUKTION ENTLANG EINES ZUF¨ ALLIGEN SKELETTS 25
Bemerkungen und Anwendungen
Zuf¨ allig verwurzelter Teilbaum (“Fringe Subtree”). Aus obiger Zerle-
gung von ˆ T folgt unmittelbar, dass der an einem zuf¨ allig gezogenen Knoten
verwurzelte Teilbaum ein GW-Baum mit Kinderzahlverteilung (pj(θ))j≥0 ist.
Dies erkl¨ art ein Resultat in [1] (Lemma 9), welches zeigt, dass der rein zuf¨ allig
verwurzelte Teilbaum, in einem auf Gesamtgr¨ oße n bedingten, kritischen GW-
Baum endlicher Varianz, asymptotisch f¨ ur n → ∞ die Verteilung L(T) besitzt.
H¨ ohe eines uniform gezogenen Knotens. Die reskalierte H¨ ohe |V1| ist unter
Lθ,1 im Limes θ ↑ 1 exponentialverteilt. Dieser Grenzwert unterscheidet sich von
der asymptotischen Verteilung der H¨ ohe eines uniform gezogenen Knotens im
kritischen, auf Gesamtgr¨ oße n bedingten GW-Baumes endlicher Varianz. Diese
hat die Dichte (Theorem 4.5 in [26])
g(x) = xexp(−x2/2), x ≥ 0. (2.17)
Wir werden in Abschnitt 2.4 sehen, in welchem Verh¨ altnis die Grenzverteilun-
gen zueinander stehen.
Momente. Mit Hilfe obiger Konstruktion ist es m¨ oglich die faktoriellen Mo-
mente der Gr¨ oße eines GW-Baumes ˆ T mit Kinderzahlverteilung (pj(θ))j≥0 zu
berechnen. Nach (2.6) erh¨ alt man
Eθ,ks(ˆ T) =
X
t
s(t)[s(t)]k Pθ,0( ˆ T = t)
Eθ,0[s(ˆ T)]k
=
Eθ,0[s( ˆ T)]k+1
Eθ,0[s( ˆ T)]k
+ k.
Dies liefert die rekursive Darstellung
Eθ,0[s( ˆ T)]k+1 = (Eθ,ks( ˆ T) − k)Eθ,0[s(ˆ T)]k, k ≥ 0. (2.18)
Dabei kann der erste Erwartungswert in (2.18) mit Hilfe der Konstruktion 2.1
berechnet werden. Die Verteilung Lθ,k(s(ˆ T)) und deren asymptotisches Verhal-
ten werden wir in Abschnitt 2.4 genauer analysieren.
Gesamtkantenl¨ ange. Die Gesamtkantenl¨ ange (Total Path Length) d∗(t) :=
P
v∈t |v| eines endlichen Baumes t ist die Summe der Generationsh¨ ohen aller
Knoten. Diese Gr¨ oße spielt z.B. bei der Analyse von Zugriﬀsoperationen auf Da-
ten, die in einer Baumstrukur abgespeichert werden, eine wichtige Rolle. Eine zu
ihr eng verwandte Gr¨ oße ist der erwartete Abstand zur Wurzel ¯ d(t) := d∗(t)/s(t)
eines rein zuf¨ allig aus t gezogenen Knotens. Es gilt im Kontext des Baumes ˆ T
Eθ,0 d∗(ˆ T) =
X
t
s(t) ¯ d(t)Pθ,0(ˆ T = t) = Eθ,0s(ˆ T)Eθ,1 ¯ d( ˆ T).26 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
F¨ ur die zweite Gleichheit wurde Beziehung (2.6) herangezogen. Da nach Kon-
struktion 2.1 die H¨ ohe eines rein zuf¨ allig gezogenen Knotens aus ˆ T unter Lθ,1
geometrisch zum Erwartungswertµ(θ)/(1−µ(θ)) verteilt ist, erh¨ alt man mit (2.9)
Eθ,0d∗( ˆ T) =
µ(θ)
(1 − µ(θ))2. (2.19)
Im Vergleich dazu besitzt die Gesamtkantenl¨ ange des kritischen, auf Gesamt-
gr¨ oße n bedingten GW-Baumes endlicher Varianz eine Grenzverteilung bei Nor-
mierung mit n
3
2 (siehe [2, 31]). Obwohl die bedingte Verteilung des gr¨ oßenver-
zerrten Baumes mit der des unverzerrten Baumes ¨ ubereinstimmt (siehe (1.2)),
w¨ achst die erwartete Gesamtkantenl¨ ange von ˆ T unter Lθ,0 quadratisch (anstelle
der Potenz 3
2) in der erwarteten Gr¨ oße h(θ,0) = (1−µ(θ))−1 des Baumes. Dies
zeigt, dass die besonders großen B¨ aume den Erwartungswert in (2.19) in hohem
Maße bestimmen.
2.3 Limes des reduzierten Baumes
Wir beschreiben nun die asymptotische Struktur des Skeletts, aufgespannt von
k rein zuf¨ allig und ohne Zur¨ ucklegen aus ˆ T gezogenen Knoten.
Endliche Varianz der Kinderzahlverteilung
Zuerst betrachten wir eine kritische Verteilung (pj)j≥0 mit endlicher Varianz
σ2 :=
X
j≥0
j(j − 1)pj = lim
θ↑1
f(2)(θ).
Es stellt sich heraus, dass im Limes θ ↑ 1 das von k rein zuf¨ allig und ohne
Zur¨ ucklegen aus ˆ T gezogenen Knoten aufgespannte und anschließend redu-
zierte Skelett (alle Knoten des Skeletts mit nur einem Nachfolger werden samt
ausgehender Kante entfernt) ein vollst¨ andig bin¨ arer Baum mit k Bl¨ attern ist.
Mit Proposition 2.2 l¨ asst sich diese Aussage mittels des reduzierten k-Skeletts
¯ Rk aus Konstruktion 2.1 formulieren.
Theorem 2.3. Sei µ = 1 und 0 < σ2 < ∞. Dann gilt f¨ ur jedes k ≥ 2,
lim
θ↑1
Pθ( ¯ Rk = (¯ r,{¯ v
(1),..., ¯ v
(k)}))
=

 
 
C
−1
k−1, f¨ ur (¯ r,{¯ v(1),..., ¯ v(k)}) ∈ R∗
k und β2(¯ r) = k − 1,
0, sonst,
(2.20)
wobei Cn = 1
2n+1
￿2n+1
n
￿
die n-te Catalan Zahl ist.2.3. LIMES DES REDUZIERTEN BAUMES 27
Beweis. Nach (2.16) gilt f¨ ur jedes reduzierte k-Skelett (¯ r,{¯ v(1),..., ¯ v(k)}) ∈ Rk
Pθ( ¯ Rk = (¯ r, {¯ v(1),..., ¯ v(k)})) = cθ,k (1 − µ(θ))−s(¯ r) Y
i≥1
￿
µ(θ,i)
i!
￿βi(¯ r)
(2.21)
Da σ2 < ∞ gilt asymptotisch (siehe (2.13))
1 − µ(θ) ∼ σ2(1 − θ) und µ(θ,2) → σ2 < ∞ f¨ ur θ ↑ 1. (2.22)
Somit erh¨ alt man f¨ ur zwei reduzierte k-Skelette (¯ r1,{¯ v(1),..., ¯ v(k)}) und
(¯ r2,{ ¯ w(1),..., ¯ w(k)}) ∈ Rk
log
Pθ
￿ ¯ Rk = (¯ r2, {¯ w(1),..., ¯ w(k)})
￿
Pθ
￿ ¯ Rk = (¯ r1, {¯ v(1),..., ¯ v(k)})
￿ (2.23)
= (s(¯ r1) − s(¯ r2))log(1 − θ) +
X
i≥3
(βi(¯ r2) − βi(¯ r1))logµ(θ,i) + O(1).
Sei nun ¯ r1 ein vollst¨ andiger bin¨ arer Baum mit k Bl¨ attern, d.h. ¯ r1 ∈ R∗
k und
βi(¯ r) = 0 f¨ ur i ≥ 3. Durch Umformen von (2.23) erh¨ alt man
log
Pθ( ¯ Rk = (¯ r2, {¯ w(1),..., ¯ w(k)}))
Pθ( ¯ Rk = (¯ r1, {¯ v(1),..., ¯ v(k)}))
=
￿
2k − 1 − s(¯ r2)
￿
log(1 − θ) +
X
i≥3
βi(¯ r2)logµ(θ,i) + O(1)
=
￿
2k − 1 −
￿
s(¯ r2) +
X
i≥3
(i − 2)βi(¯ r2)
￿￿
log(1 − θ)
+
X
i≥3
βi(¯ r2)log
￿
µ(θ,i)(1 − θ)
i−2￿
+ O(1).(2.24)
Wir zeigen nun, dass f¨ ur jeden nicht vollst¨ andig bin¨ aren Baum r2 die rechte
Seite in (2.24) mit θ ↑ 1 gegen −∞ strebt:
F¨ ur den ersten Term in (2.24) stellen wir fest, dass f¨ ur jedes reduzierte k-Skelett
(¯ r2,{ ¯ w(1),..., ¯ w(k)}) ∈ Rk gilt β0(¯ r2)+β1(¯ r2) ≤ k. Mit Hilfe von Identit¨ at (1.8)
erh¨ alt man
s(¯ r2) +
X
i≥3
(i − 2)βi(¯ r2) = β0(¯ r2) + β1(¯ r2) +
X
i≥1
(i − 1)βi(¯ r2)
= 2β0(¯ r2) + β1(¯ r2) − 1 ≤ 2k − 1. (2.25)
Dabei gilt in (2.25) die Gleichheit genau dann, wenn β0(¯ r2) = k.
Das asymptotische Verhalten der zweiten Summe in (2.24) untersuchen wir mit-
tels einer Taylorentwicklung von f(2)(s) um θ. Es gilt
0 ≤
f(i)(θ)
(i − 2)!
(1 − θ)i−2 ≤ f(2)(1) − f(2)(θ), i ≥ 3.28 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
Mittels (2.13) folgt
lim
θ↑1
(1 − θ)
i−2µ(θ,i) = 0, i ≥ 3. (2.26)
F¨ ur alle reduzierten k-Skelette (¯ r2, {¯ w(1),..., ¯ w(k)}), die nicht vollst¨ andig bin¨ ar
sind, erh¨ alt man somit
lim
θ↑1
log
Pθ( ¯ Rk = (¯ r2, { ¯ w(1),..., ¯ w(k)}))
Pθ( ¯ Rk = (¯ r1, {¯ v(1),..., ¯ v(k)}))
= −∞.
Da die Gewichte in (2.21) nur durch die Kinderzahlen (βi(¯ r))i≥0 bestimmt
werden, haben alle vollst¨ andig bin¨ aren B¨ aume mit k Bl¨ attern, von denen es
Ck−1 = 1
2k−1
￿2k−1
k
￿
gibt, die gleiche Wahrscheinlichkeit.
2
Unendliche Varianz der Kinderzahlverteilung
Wir untersuchen nun die asymptotische Struktur des reduzierten Skeletts f¨ ur
kritische Verteilung (pj)j≥0 mit unendlicher Varianz. Dazu m¨ ussen wir eine ge-
wisse Regularit¨ atsbedingung an die Schwanzwahrscheinlichkeit der Kinderzahl-
verteilung stellen. Eine nat¨ urliche Bedingung, die bei der Analyse von Summen
von unabh¨ angigen, identisch verteilten Zufallsvariablen ben¨ otigt wird, ist, dass
die Verteilung der Zufallsvariablen im Anziehungsbereich einer stabilen Ver-
teilung liegt. Die kritische Kinderzahlverteilung (pj)j≥0 liegt im Anziehungs-
bereich einer α-stabilen Verteilung Gα, falls es Zahlen an > 0 gibt, so dass
a−1
n (X1 + ··· + Xn − n) in Verteilung gegen Gα konvergiert. Dabei nennt man
eine Verteilung G stabil, wenn es f¨ ur unabh¨ angige Zufallsvariablen X,X1,X2
mit Verteilung G reelle Zahlen a,b gibt, so dass L(X1 + X2) = L(aX + b).
Man kann zeigen (siehe z.B. [13]), dass Gα eine Dichte besitzt (zu der man im
allgemeinen Fall aber nur Zugang durch eine Reihendarstellung hat) und alle
Momente der Ordnung kleiner als α existieren.
Da wir hier kritische Verteilungen betrachten, ist α ∈ (1,2] und an = o(n).
Weiterhin ist die Grenzverteilung Gα f¨ ur 1 < α < 2 eine spektral-positive Ver-
teilung. In unserem Kontext bedeutet dies, dass der relative Anteil der Masse
der Randverteilungen nur auf der positiven Achse liegt, d.h. f¨ ur die Verteilungs-
funktion Fα von Gα gilt Fα(−x)/(1−Fα(x)+Fα(−x)) → 0 f¨ ur x → ∞. Genauer
kann man zeigen, dass Fα(x) f¨ ur x → −∞ exponentiell schnell f¨ allt, hingegen2.3. LIMES DES REDUZIERTEN BAUMES 29
im Positiven 1−Fα(x) regul¨ ar variiert (wobei es sich bei G2 um die Normalver-
teilung handelt). Die Grenzverteilung Gα ist bis auf eine Skalierungskonstante
eindeutig.
Eine Verteilung liegt im sogenannten normalen Anziehungsbereich einer stabi-
len Verteilung Gα falls die Normierungsfolge an := n1/α gew¨ ahlt werden kann.
Beispielsweise liegt eine stabile Verteilung im normalen Anziehungsbereich von
sich selbst. Einen ¨ Uberblick ¨ uber stabile Verteilungen und deren Anziehungsbe-
reiche ﬁndet man in Kapitel XVII.5 in [13] oder 8.3 in [8].
Im weiteren Verlauf sei (pj)j≥0 eine kritische Verteilung, die im Anziehungsbe-
reich einer stabilen Verteilung Gα mit Index α liegt.
Wie im Fall endlicher Varianz werden wir im Fall unendlicher Varianz sehen,
dass unter Lθ,k im Limes θ ↑ 1 die k ausgezeichneten Knoten Bl¨ atter sind. Nun
wird sich aber herausstellen, dass auch reduzierte Skelette, deren Knoten mehr
als 2 Kinder besitzen, im Limes mit positiver Wahrscheinlichkeit bestehen blei-
ben. Wir formulieren dieses Ergebnis wieder mit Hilfe des reduzierten k-Skeletts
aus Konstruktion 2.1.
Theorem 2.4. Sei µ = 1 und (pj)j≥0 liege im Anziehungsbereich einer stabilen
Verteilung mit Index 1 < α ≤ 2. Dann gilt f¨ ur jedes k ≥ 2,
lim
θ↑1
Pθ( ¯ Rk = (¯ r,{¯ v(1),..., ¯ v(k)}))
=

 
 
(ck(α))−1Y
j≥2
qj(α)βj(¯ r), f¨ ur (¯ r,{¯ v(1),..., ¯ v(k)}) ∈ R∗
k,
0, sonst,
(2.27)
mit
qj(α) =
α − 1
Γ(2 − α)
Γ(j − α)
Γ(j + 1)
, j ≥ 2 (2.28)
und
ck(α) =
1
Γ(k + 1)
k−1 Y
i=1
(iα − 1). (2.29)
wobei
Γ(0)/Γ(0) := 1 und Γ(j)/Γ(0) := 0 f¨ ur j ≥ 1.30 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
Bemerkungen.
Konsistenz im Fall endlicher Varianz. Im Fall α = 2 ist q2(2) = 1
2 und
qj(2) = 0 f¨ ur j ≥ 3. Dies zeigt, dass Theorem 2.4 konsistent mit Theorem 2.3
ist.
GW-Baum bedingt auf Bl¨ atterzahl. Jedes reduzierte k-Skelett mit k
Bl¨ attern kann mit einem minimalen Baum ¯ r der entsprechenden ¨ Aquivalenz-
klasse identiﬁziert werden. Aus Produktdarstellung (2.27) und
∞ X
j=2
qj(α) = 1 −
1
α
< 1
folgt, dass der kanonische Repr¨ asentant in Theorem 2.4 ein auf k Bl¨ atter beding-
ter GW-Baum mit Kinderzahlverteilung (qj(α))j≥0 (q0(α) := 1
α und q1(α) := 0)
ist.
Bl¨ atterzahlverteilung. Erweitert man (2.28) mit (q0(α)/q0(α))k zu
(q0(α)kck(α))−1 Y
j≥0
qj(α)βj(¯ r),
so sieht man, dass ein GW-Baum mit Kinderzahlverteilung (qj(α))j≥0 mit einer
Wahrscheinlichkeit von ck(α)/αk genau k Bl¨ atter besitzt.
Stabiler Anziehungsbereich. Die Verteilung (qj(α))j≥0 liegt im normalen
Anziehungsbereich einer stabilen Verteilung Gα. Die Erzeugendenfunktion ist
fα(s) = s +
1
α
(1 − s)α, 0 ≤ s ≤ 1
und f¨ ur die Schwanzwahrscheinlichkeiten gilt
X
j≥n
qj(α) =
(α − 1)Γ(n − α)
αΓ(2 − α)Γ(n)
∼
α
αΓ(2 − α)
n−α.
Dies ist der Prototyp einer Verteilung, die im Anziehungsbereich einer stabilen
Verteilung liegt. Die langsam variierende Funktion L ist hier konstant gleich
q0(α) = 1/α.
T. Duquesne und J.-F. Le Gall erhalten Verteilung (2.27) als Randverteilung
eines zeitkontinuierlichen stabilen Verzweigungsprozesses(Theorem 3.3.3 in [10],
Theorem 3.2 in [11]).
Zum Beweis von Theorem 2.4 ben¨ otigen wir das asymptotische Verhalten der
faktoriellen Momente (2.13) f¨ ur θ ↑ 1. Wir betrachten dazu die F¨ alle 1 < α < 2
und α = 2 getrennt voneinander.2.3. LIMES DES REDUZIERTEN BAUMES 31
Lemma 2.5. Sei µ = 1 und (pj)j≥0 liege im Anziehungsbereich einer stabilen
Verteilung mit Index 1 < α < 2. Dann gibt es eine langsam variierende Funktion
L, so dass
1 − µ(θ) ∼
Γ(2 − α)
α − 1
(1 − θ)α−1 L
￿
1
1 − θ
￿
, f¨ ur θ ↑ 1 (2.30)
und
µ(θ,i) ∼ Γ(i − α)(1 − θ)−(i−α) L
￿
1
1 − θ
￿
, f¨ ur θ ↑ 1, i ≥ 2. (2.31)
Beweis. Wir beweisen zuerst (2.31). Sei nun i ≥ 2 und X eine Zufallsvariable
mit Verteilung (pj)j≥0. Nach Feller [13], Kapitel XVII.5, kann man das asym-
ptotische Verhalten des gestutzten i-ten Moments von X durch das Verhalten
der Schwanzverteilung von X beschreiben,
E
￿
X
i; X < x
￿
∼
α
i − α
x
i P(X > x) f¨ ur x → ∞.
Nach Korollar 2 in Kapitel XVII.5 [13], variiert der Schwanz der Verteilung
L(X) regul¨ ar mit Exponent −α, d.h.
P(X > x) ∼ x−α ¯ L(x), f¨ ur x → ∞,
mit einer langsam variierenden Funktion ¯ L. Damit erh¨ alt man
bxc X
j=i
[j]i pj ∼ E
￿
Xi; X < x
￿
∼
α
i − α
xi−α ¯ L(x), f¨ ur x → ∞. (2.32)
Den Zusammenhang zwischen der Asymptotik des gestutzten i-ten Moments
und der Asymptotik der faktoriellen Momente erh¨ alt man mittels eines Tau-
bersatzes. Theorem 5 in Kapitel XIII.5, [13] liefert die ¨ Aquivalenz von (2.32)
zu
µ(θ,i) = (f(θ))−1
∞ X
j=i
[j]i pjθj ∼ Γ(i − α)(1 − θ)−(i−α)L
￿
1
1 − θ
￿
f¨ ur θ ↑ 1,
wobei L = α¯ L nicht von i abh¨ angt. Zum Beweis von (2.30) betrachte f¨ ur θ ↑ 1
1 − µ(θ) ∼ f(θ) − θf0(θ) =
1 Z
θ
sf00(s)ds
=
∞ Z
(1−θ)−1
￿
1 − x
−1￿
x
−2f
00 ￿
1 − x
−1￿
dx ∼
∞ Z
(1−θ)−1
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wobei g(x) = x−2f00(1 − x−1) eine regul¨ ar variierende Funktion zum Index −α
ist. F¨ ur i = 2 erh¨ alt man nach Deﬁnition (2.13) und Asymptotik (2.31)
g(x) ∼ x−2µ
￿
1 − x−1,2
￿
∼ Γ(2 − α)x−αL(x) f¨ ur x → ∞. (2.34)
Schließlich liefert eine Anwendung von KaramatasTheorem (vgl. Theorem 1.5.11
in [8]) die Behauptung von Lemma 2.5
1 − µ(θ) ∼
∞ Z
(1−θ)−1
g(x)dx
∼
1
(α − 1)(1 − θ)
g
￿
1
1 − θ
￿
∼
Γ(2 − α)
α − 1
(1 − θ)
α−1 L
￿
1
1 − θ
￿
f¨ ur θ ↑ 1. 2
Analog wird der Fall α = 2 behandelt. Dabei k¨ onnen aber nur Aussagen ¨ uber
das asymptotische Verhalten des ersten und zweiten Moments getroﬀen werden.
Lemma 2.6. Sei µ = 1 und (pj)j≥0 liege im Anziehungsbereich der Normal-
verteilung. Dann gibt es eine langsam variierende Funktion L so, dass
1 − µ(θ) ∼ (1 − θ)L
￿
1
1 − θ
￿
, f¨ ur θ ↑ 1 (2.35)
und
µ(θ,2) ∼ L
￿ 1
1 − θ
￿
, f¨ ur θ ↑ 1. (2.36)
Beweis. Im Fall σ2 < ∞ kann man nach (2.22) die langsam variierende Funk-
tion L in (2.35) und (2.36) durch σ2 ersetzen. Wir betrachten nun den Fall
EX2 = ∞ und folgen dem Beweis von Lemma 2.5. Nach Theorem 2.(a) aus
Kapitel XVII.5 [13] gilt mit einer langsam variierenden Funktion L
E
￿
X2; X < x
￿
∼ L(x), f¨ ur x → ∞.
Eine weitere Anwendung des Taubersatzes f¨ ur Potenzreihen zeigt das dies ¨ aqui-
valent zu (2.36) ist. Zum Beweis von (2.35) betrachten wir das asymptotische
Verhalten von (2.33). Nach (2.13) und (2.36) gilt
g(x) ∼ x−2µ
￿
1 − x−1,2
￿
∼ x−2L(x) f¨ ur x → ∞.2.3. LIMES DES REDUZIERTEN BAUMES 33
Die Anwendung des Theorems von Karamata liefert
1 − µ(θ) ∼
∞ Z
(1−θ)−1
g(x)dx
∼
1
1 − θ
g
￿
1
1 − θ
￿
∼ (1 − θ)L
￿
1
1 − θ
￿
f¨ ur θ ↑ 1.
2
Beweis von Theorem 2.4. Wir betrachten zuerst den Fall 1 < α < 2.
Sei k ≥ 2 und (¯ r,{¯ v(1),..., ¯ v(k)}) ∈ Rk. Nach (2.16) und Lemma 2.5, gilt f¨ ur
θ ↑ 1
c
−1
θ,k Pθ( ¯ Rk = (¯ r,{¯ v(1),..., ¯ v(k)})) = (1 − µ(θ))−s(¯ r) Y
i≥1
￿
µ(θ,i)
i!
￿βi(¯ r)
∼
￿
Γ(2 − α)
α − 1
(1 − θ)
α−1 L
￿
1
1 − θ
￿￿−s(¯ r)
·
Y
i≥2
￿
Γ(i − α)
Γ(i + 1)
(1 − θ)−(i−α) L
￿
1
1 − θ
￿￿βi(¯ r)
= (1 − θ)−h1(¯ r)
￿
Γ(2 − α)
α − 1
L
￿
1
1 − θ
￿￿−h2(¯ r) Y
i≥2
qi(α)βi(¯ r), (2.37)
wobei (siehe (1.7))
h1(¯ r) = (α − 1)s(¯ r) +
X
i≥2
(i − α)βi(¯ r)
= α(β0(¯ r) + β1(¯ r)) − β1(¯ r) − 1 (2.38)
und
h2(¯ r) = s(¯ r) −
X
i≥2
βi(¯ r) = β0(¯ r) + β1(¯ r).
Da jeder Knoten v ∈ ¯ r mit c(v, ¯ r) ∈ {0,1} in der Menge der ausgezeichneten
Knoten {¯ v(1),..., ¯ v(k)} liegt, gilt β0(¯ r) + β1(¯ r) ≤ k. Damit ist h1(¯ r) maximal
(und gleich αk − 1) genau dann, wenn β0(¯ r) = k.
Nach Lemma 2 in Kapitel VIII.8 [13] gilt
lim
θ↑1
(1 − θ)ε L
￿
1
1 − θ
￿
= 0, ∀ε > 0.34 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
Wir erhalten schließlich (2.27) aus (2.37) mit der Normierung
ck(α) =
X
¯ r∈R∗
k
Y
j≥2
qj(α)
βj(¯ r).
Im Fall α = 2 und σ2 < ∞ folgt Behauptung (2.29) aus Theorem 2.3. Den Fall
α = 2 und σ2 = ∞ beweist man analog des Beweises von Theorem 2.3. Dazu
benutzt man folgende Verallgemeinerung von (2.26)
lim
θ↑1
(1 − θ)i−2 µ(θ,i)
µ(θ,2)
= 0, f¨ ur i ≥ 3. (2.39)
Letzteres erh¨ alt man durch Anwendung von Theorem 1.3.3 in [8]. Es bleibt nun
noch zu zeigen, dass die Normierungskonstante ck(α) durch (2.29) dargestellt
werden kann. Dazu deﬁnieren wir zun¨ achst die Verteilung L1 des reduzierten
Skeletts
P1
￿ ¯ Rk = (¯ r,{¯ v(1),..., ¯ v(k)})
￿
:= (ck(α))−1Y
j≥2
qj(α)βj(¯ r) (2.40)
f¨ ur (¯ r,{¯ v(1),..., ¯ v(k)}) ∈ R∗
k. Zum Beweis von (2.29) werden wir zeigen, dass
die zuf¨ alligen minimalen B¨ aume ¯ Rk, k ≥ 2 unter L1 konsistent im Sinne von
Aldous [3] sind: Das von k rein zuf¨ allig ausgew¨ ahlten Bl¨ attern in ¯ Rk+1 aufge-
spannte und reduzierte Skelett hat dieselbe Verteilung wie ¯ Rk.
Wir benutzen hier wieder die eindeutige Darstellung eines reduzierten k-Baums
(¯ r,{¯ v(1),..., ¯ v(k)}) ∈ R∗
k durch den Baum ¯ r. Sei Mk die Menge von k verschie-
denen, rein zuf¨ allig gezogenen Bl¨ attern aus Λ( ¯ Rk+1). Dann gilt f¨ ur jedes t ∈ R∗
k
P1
￿
r(Mk) ist ¨ aquivalent zu t
￿
=
X
¯ r∈R∗
k+1
P1( ¯ Rk+1 = ¯ r)P1(r(Mk) ist ¨ aquivalent zu t| ¯ Rk+1 = ¯ r)
=
1
k + 1
X
¯ r∈R∗
k+1
X
w∈Λ(¯ r):
r(Λ(¯ r)\{w})'t
P1( ¯ Rk = t)
P1( ¯ Rk+1 = ¯ r)
P1( ¯ Rk = t)
.
Zur Berechnung dieser Summe gehen wir nun zu einer ¨ aquivalenten Summe
¨ uber. Wir summieren nun ¨ uber alle M¨ oglichkeiten, die das reduzierte k-Skelett t
zu einem Paar (¯ r,w) mit w ∈ Λ(¯ r) derart erweitern, dass man durch Entfernen
des Blattes w von ¯ r den Baum t erh¨ alt. Dabei werden zwei F¨ alle unterschieden,
n¨ amlich ob das Blatt w in ¯ r eines von mindestens drei oder eines von genau zwei
Geschwistern ist. Im ersten Fall bekommt man durch Hinzuf¨ ugen eines weiteren2.3. LIMES DES REDUZIERTEN BAUMES 35
Nachfolgers w an einen inneren Knoten v in t ein Paar (¯ r,w). Hat v genau i
Nachfolger in t, so gibt es i + 1 Positionen, um w als neues Blatt einzuf¨ ugen.
In diesem Fall gilt βi(t) = βi(¯ r) + 1, βi+1(t) = βi+1(¯ r) − 1 und βj(t) = βj(¯ r),
f¨ ur j / ∈ {0,i,i + 1}. Im zweiten Fall entsteht das Paar (¯ r,w) durch Hinzuf¨ ugen
von zwei neuen Knoten. Zu einem v ∈ t wird ein neuer Vorg¨ anger und davon
abstammend ein neues Geschwister w eingef¨ ugt. Dabei kann w links oder rechts
von v liegen. In diesem Fall gilt also β2(¯ r) = β2(t) + 1 und βj(¯ r) = βj(t) f¨ ur
alle j / ∈ {0,2} (vgl. Abbildung 4.1).
Diese ¨ Uberlegungen liefern zusammen mit Notation (2.28) die Darstellung
P1
￿
r(Mk) ' t
￿
=
1
k + 1
￿ X
v∈t\Λ(t)
P1( ¯ Rk = t)(c(v,t) + 1)
ck(α)
ck+1(α)
qc(v,t)+1(α)
qc(v,t)(α)
+
X
v∈t
P1( ¯ Rk = t)2
ck(α)
ck+1(α)
q2(α)
￿
=
ck(α)
ck+1(α)
P1( ¯ Rk = t)
k + 1
￿ X
v∈t\Λ(t)
(c(v,t) − α) +
X
v∈t
(α − 1)
￿
=
ck(α)
ck+1(α)
αk − 1
k + 1
P1( ¯ Rk = t). (2.41)
F¨ ur die letzte Gleichheit wurde (1.7) und β0(t) = k f¨ ur t ∈ R∗
k verwendet.
Summiert man (2.41) ¨ uber alle t ∈ R∗
k, so erh¨ alt man die Rekursion
ck+1(α) =
αk − 1
k + 1
ck(α), k ≥ 2.
Mit c2(α) = q2(α) = α−1
2 folgt schließlich die Behauptung (2.29). 2
Abbildung 4.1: Einige Beispiele zur Erweiterung eines reduzierten k-Skeletts t zu
einem Paar (¯ r,w). Links das reduzierte 5-Skelett t ∈ R
∗
5. Rechts davon eine Erwei-
terung von t indem ein Blatt w (grau schraﬃert) an einem inneren Knoten von t
eingef¨ ugt wird. In den beiden n¨ achsten Erweiterungen wurde ein neuer Vorg¨ anger zu
einem Knoten v ∈ t mit w als zweitem Kind eingef¨ ugt, wobei zuerst v ein Blatt und
danach v ein innerer Knoten von t ist.36 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
2.4 Gr¨ oße des gr¨ oßenverzerrten Baumes
In diesem Kapitel beweisen wir einen Grenzwertsatz f¨ ur die Verteilung der Gr¨ oße
des gr¨ oßenverzerrten Baumes im Limes θ ↑ 1. Dazu nutzen wir die probabilisti-
sche Konstruktion von ˆ T, um eine Darstellung von s( ˆ T) als Summe unabh¨ angi-
ger Zufallsvariablen zu erhalten.
Darstellung als Summe unabh¨ angiger Zufallsvariablen
Nach Konstruktion 2.1 setzt sich die Anzahl der Knoten des Baumes ˆ T aus der
Anzahl der Knoten des aufgedickten Skeletts und der Anzahl der Knoten der
angef¨ ugten, unabh¨ angigen GW-B¨ aume zusammen. Die Verteilung Lθ,k(s( ˆ T))
l¨ asst sich somit nach Proposition 2.2 darstellen durch
Lθ,k(s( ˆ T)) = Lθ
￿
Vk +
Yk X
m=1
s(Tm)
￿
f¨ ur 0 < θ < 1 und k ≥ 1. (2.42)
Dabei sind die Zufallsvariablen Tm, m ≥ 1 unter Lθ unabh¨ angige GW-B¨ aume
mit Kinderzahlverteilung (pj(θ))j≥0 und unabh¨ angig von (Vk,Yk). Vk sei die
Anzahl der inneren Knoten und Yk die Anzahl der Bl¨ atter des aufgedickten
Skeletts aus Schritt 1-3 der Konstruktion. Das Tupel (Vk,Yk) l¨ asst sich nach
Konstruktion weiter zerlegen in
Vk = s( ¯ Rk) − β0( ¯ Rk) +
s( ¯ Rk) X
j=1
Lj, (2.43)
Yk = β0( ¯ Rk) +
L1+···+Ls( ¯ Rk) X
m=1
( b X
(1)
m − 1) +
X
i≥1
βi( ¯ Rk) X
m=1
( b X
(i)
m − i). (2.44)
Die Zufallsvariablen in (2.43) und (2.44) sind unter Lθ wie folgt verteilt:
• ¯ Rk hat die Verteilung (2.16).
• Lj, j ≥ 1 sind geometrisch zum Parameter 1 − µ(θ) verteilt.
• F¨ ur jedes i ≥ 1 besitzt b X
(i)
m , m ≥ 1 eine i-fach gr¨ oßenverzerrte Kinder-
zahlverteilung (pj(θ,i))j≥0.
• Die Zufallsvariablen ¯ Rk, Lj, j ≥ 1 und b X
(i)
m , m,i ≥ 1 sind unabh¨ angig.
Darstellung (2.43) setzt sich zusammen aus der Anzahl der inneren Knoten
des reduzierten k-Skeletts ¯ Rk aus Schritt 1 und der Anzahl der Knoten, die2.4. GR¨ OSSE DES GR¨ OSSENVERZERRTEN BAUMES 37
durch Einf¨ ugen von Knotenketten in Schritt 2 der Konstruktion hinzukommen.
Darstellung (2.44) summiert die Anzahl der Bl¨ atter von ¯ Rk mit den neuen
Kindern von Knoten aus Schritt 2 und den neuen Kinder der inneren Knoten
von ¯ Rk.
Limes der Verteilungen
Wir beginnen mit einem Grenzwertsatz ¨ uber die Verteilung der Anzahl der
Knoten des aufgedickten Skeletts. Mit Gamma(β,γ) bezeichnen wir die Gam-
maverteilung zum Skalen- und Formparameter β,γ > 0. Die Gammaverteilung
Gamma(β,γ) besitzt die Dichte
gβ,γ(x) =
βγ
Γ(γ)
x
γ−1 exp(−βx), x ≥ 0
und Laplace-Transformierte
ϕβ,γ(λ) :=
∞ Z
0
e−λxgβ,γ(x)dx =
￿
1 +
λ
β
￿−γ
, λ ≥ 0. (2.45)
Da die Laplace-Transformierte einer Summe unabh¨ angiger Zufallsvariablen das
Produkt der einzelnen Transformierten ist, erkennt man aus (2.45) sofort, dass
die Summe unabh¨ angiger Gamma(β,γ1) und Gamma(β,γ2) verteilter Zufalls-
variablen Gamma(β,γ1 + γ2) verteilt ist. Im Folgenden werden wir diese Eigen-
schaft ohne es weiter zu erw¨ ahnen mehrfach benutzen.
Proposition 2.7. Sei µ = 1 und (pj)j≥0 liege im Anziehungsbereich einer
stabilen Verteilung mit Index 1 < α ≤ 2. Dann folgt f¨ ur k ≥ 1
Lθ ((1 − θ)Yk)
w −→ Gamma(1,αk − 1), f¨ ur θ ↑ 1. (2.46)
Beweis. Mit Hilfe der Darstellung (2.44) zeigen wir, dass
lim
θ↑1
Eθ exp(−λ(1 − θ)Yk) = (1 + λ)−(αk−1), λ ≥ 0.
Behauptung (2.46) folgt dann aus der Eindeutigkeit der Laplace-Transformierten.
Wir beweisen zuerst, dass f¨ ur 1 < α < 2 und i ≥ 2,
Lθ
￿
(1 − θ) b X
(i)
1
￿ w −→ Gamma(1,i − α), f¨ ur θ ↑ 1 (2.47)
und f¨ ur α = 2
Lθ
￿
(1 − θ) b X
(2)
1
￿ w −→ δ0, f¨ ur θ ↑ 1. (2.48)38 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
Dazu berechnen wir die Erzeugendenfunktion von ˆ X
(i)
1 −i. Mit (2.2), (2.12) und
(2.13) sieht man, dass f¨ ur jede beliebige Kinderzahlverteilung(pj)j≥0, jedes i ≥ 1
und 0 < θ < 1
Eθs
ˆ X
(i)
1 −i =
X
j≥i
s
j−ipj(θ,i)
=
f(i)(θs)
f(i)(θ)
=
f(θs)
sif(θ)
µ(θs,i)
µ(θ,i)
, 0 ≤ s ≤ 1. (2.49)
Damit erh¨ alt man f¨ ur alle λ ≥ 0
Eθ exp
￿
− λ(1 − θ) ˆ X
(i)
1
￿
∼
µ(θe−λ(1−θ),i)
µ(θ,i)
, f¨ ur θ ↑ 1.
Nach (2.31), bzw. (2.36) und der Eigenschaft der langsam variierenden Funktion
L (f¨ ur alle c > 0 gilt L(cx)/L(x) → 1 mit x → ∞), gilt
lim
θ↑1
Eθ exp
￿
− λ(1 − θ) ˆ X
(i)
1
￿
=
￿
(1 + λ)−(i−α), f¨ ur 1 < α < 2 und i ≥ 2,
1, f¨ ur α = 2 und i = 2.
Dies sind die Laplace-Transformierten der Verteilungen in (2.47) und (2.48). Im
n¨ achsten Schritt zeigen wir f¨ ur 1 < α ≤ 2 und n ≥ 1
Lθ
￿
(1 − θ)
L1+···+Ln X
m=1
￿ ˆ X(1)
m − 1
￿￿
w −→ Gamma(1,(α − 1)n), θ ↑ 1. (2.50)
Zum Beweis von (2.50) gen¨ ugt es, aufgrund der Unabh¨ angigkeit der Zufallsva-
riablen, den Fall n = 1 zu betrachten. Die Erzeugendenfunktion von L1 (vgl.
(2.4)) ist
Eθs
L1 =
1 − µ(θ)
1 − µ(θ)s
=
f(θ) − θf0(θ)
f(θ) − θf0(θ)s
, 0 ≤ s ≤ 1. (2.51)
Mittels (2.49) und (2.51) erh¨ alt man
Eθ exp
￿
− λ(1 − θ)
L1 X
m=1
￿ ˆ X(1)
m − 1
￿￿
= Eθ
￿
f0(uθ)
f0(θ)
￿L1
=
f(θ) − θf0(θ)
f(θ) − θf0(uθ)
, (2.52)
wobei zur besseren ¨ Ubersicht uθ := θe−λ(1−θ) gesetzt wurde. Um nun den Limes
θ ↑ 1 zu bilden, betrachten wir das asymptotische Verhalten von Z¨ ahler und
Nenner in (2.52) zuerst getrennt voneinander. Mit (2.30) und (2.35) folgt
f(θ) − θf0(θ) = f(θ)(1 − µ(θ)) ∼ c0
α(1 − θ)α−1 L
￿
1
1 − θ
￿
f¨ ur θ ↑ 1, (2.53)2.4. GR¨ OSSE DES GR¨ OSSENVERZERRTEN BAUMES 39
mit c0
α := Γ(2 − α)/(α − 1) f¨ ur 1 < α < 2 und c0
2 := 1. Ersetzt man θ in (2.53)
durch uθ, so folgt mit Hilfe eines Mittelwertsatzes und den Asymptotiken (2.31)
und (2.36)
f(θ) − θf0(uθ) = f(uθ) − uθf0(uθ)
+ f(θ) − f(uθ) − (θ − uθ)f
0(uθ)
∼ c0
α(1 − uθ)α−1 L
￿
1
1 − uθ
￿
f¨ ur θ ↑ 1. (2.54)
Die Unabh¨ angigkeit der Zufallsvariablen Lj kombiniert mit (2.52), (2.53) und
(2.54) liefert die Laplace-Transformierte der Gammaverteilung in (2.50)
lim
θ↑1
Eθ exp
￿
− λ(1 − θ)
L1 X
m=1
￿ ˆ X(1)
m − 1
￿￿
= (1 + λ)−(α−1).
Sei nun k ≥ 1 und ¯ r ∈ R∗
k. F¨ ur 1 < α < 2 folgt aus der Darstellung von Yk in
(2.44) und den Limiten (2.47) und (2.50)
Lθ
￿
(1 − θ)Yk | ¯ Rk = ¯ r
￿ w −→ Gamma(1,h1(¯ r)), f¨ ur θ ↑ 1, (2.55)
wobei h1 die Funktion aus (2.38) ist. Aus der zweiten Gleichung in (2.38) folgt,
dass h1(¯ r) = αk −1 f¨ ur ¯ r ∈ R∗
k. Da die Grenzverteilung (2.55) unabh¨ angig von
¯ r ∈ R∗
k ist und limθ↑1 Pθ( ¯ Rk ∈ R∗
k) = 1, folgt somit (mit Theorem 2.4) die
Behauptung der Proposition f¨ ur 1 < α < 2.
Sei jetzt α = 2 und ¯ r ∈ R∗
k ein vollst¨ andig bin¨ arer Baum, d.h. β2(¯ r) = k − 1
und βi(¯ r) = 0 f¨ ur i ≥ 3. Hier liefert die Darstellung von Yk in (2.44) und die
Limiten (2.48) und (2.50) die schwache Konvergenz
Lθ
￿
(1 − θ)Yk | ¯ Rk = ¯ r
￿ w −→ Gamma(1,2k − 1), θ ↑ 1.
Nach Theorem 2.4 gilt in diesem Fall Pθ( ¯ Rk ∈ R∗
k, β2( ¯ Rk) = k − 1) → 1 f¨ ur
θ ↑ 1.
2
Wir kommen nun zum Hauptresultat dieses Kapitels, einem Theorem ¨ uber die
Grenzverteilung der reskalierten Gr¨ oße des Baumes ˆ T. Wir beweisen dieses
Theorem unter einer etwas st¨ arkeren Bedingung an die Kinderzahlverteilung
und setzen voraus, dass (pj)j≥0 im normalen Anziehungsbereich einer stabilen
Verteilung ist. In diesem Fall gilt f¨ ur die Erzeugendenfunktion
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mit einer Konstanten Cα > 0. Die langsam variierende Funktion in Lemma 2.5
und 2.6 kann hier durch die Konstante αCα ersetzt werden (siehe Kapitel XVII.5
in [13]).
Theorem 2.8. Sei µ = 1 und (pj)j≥0 liege im normalen Anziehungsbereich
einer stabilen Verteilung mit Index 1 < α ≤ 2. Dann gilt f¨ ur k ≥ 1,
Lθ,k
￿
(f(θ) − θ)s( ˆ T)
￿ w −→ Gamma
￿
1,k − 1
α
￿
, θ ↑ 1. (2.57)
Bemerkungen.
Reskalierung. Die Reskalierung in (2.57) entspricht asymptotisch, bis auf
eine von α und k abh¨ angige Konstante, der “nat¨ urlichen” Skalierung mit dem
Erwartungswert Eθ,ks(ˆ T). Nach (2.18) gilt n¨ amlich
Eθ,ks(ˆ T) =
Eθ,0[s( ˆ T)]k+1
Eθ,0[s( ˆ T)]k
+ k.
Die Asymptotik von Eθ,0[s( ˆ T)]k f¨ ur θ ↑ 1 ergibt sich aus (2.29), (2.37) und (2.56)
Eθ,0[s(ˆ T)]k ∼
￿
Γ(2 − α)
α − 1
αCα
￿−k
ck(α) (1 − θ)
−αk+1, f¨ ur θ ↑ 1.
Schließlich erh¨ alt man
Eθ,ks( ˆ T) ∼ dα,k (Cα(1 − θ)
α)
−1 ∼ dα,k (f(θ) − θ)
−1 ,
wobei
dα,k :=
(kα − 1)(α − 1)
(k + 1)αΓ(2 − α)
.
H¨ ohe eines uniform gezogenen Knotens. Nach dem Satz der totalen Wahr-
scheinlichkeit l¨ asst sich die Verteilung der H¨ ohe eines uniform aus ˆ T gezogenen
Knotens darstellen durch
Pθ,k(|B1| = h) =
X
n≥h
Pθ,k
￿
|B1| = h | s( ˆ T) = n
￿
Pθ,k(s( ˆ T) = n).
Die Verteilung der H¨ ohe des Knotens B1 bedingt auf die Gesamtgr¨ oße des Bau-
mes ist aber von den Parametern θ und k unabh¨ angig. Im reskalierten Limes
der einzelnen Verteilungen erh¨ alt man f¨ ur die Verteilung der H¨ ohe von B1 eine
Exponentialverteilung sowie f¨ ur die Verteilung der Gr¨ oße von ˆ T nach obigen
Satz eine Gammaverteilung. Im Fall α = 2 ist dies konsistent mit dem Resul-
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Baum. Integriert man die Dichte g aus (2.17) mit der Gammaverteilung zum
Formparameter 1
2 (dies entspricht dem Fall k = 1 und α = 2) so erh¨ alt man ei-
ne Exponentialverteilung. Dies entspricht der reskalierten Verteilung der H¨ ohe
eines uniform aus ˆ T unter Lθ,1 gezogenen Knotens f¨ ur θ ↑ 1 (vergleiche die
Bemerkung auf Seite 25). Im Fall bin¨ arer Verzweigung ist das Resultat von
Theorem 2.8 implizit in [18] enthalten.
Beweis. Sei k ≥ 1. Wir benutzen wieder die Darstellung von Lθ,k(s( ˆ T)) in
(2.42). Da die Zufallsvariablen Lj in (2.43) unabh¨ angig, geometrisch verteilt
zum Parameter 1 − µ(θ) und unabh¨ angig von ¯ Rk sind, folgt mit den Asympto-
tiken (2.30) (bzw. (2.35), f¨ ur α = 2) und (2.56)
(f(θ) − θ)EθVk = (f(θ) − θ)
￿
µ(θ)
1 − µ(θ)
Eθs( ¯ Rk) + O(1)
￿
= O(1−θ) f¨ ur θ ↑ 1.
Damit gilt f¨ ur alle λ > 0
Eθ,k exp
￿
− λ(f(θ) − θ)s(ˆ T)
￿
∼ Eθ exp
￿
− λ(f(θ) − θ)
Yk X
m=1
s(Tm)
￿
f¨ ur θ ↑ 1.
(2.58)
Zur Bestimmung des Limes in (2.58) nutzen wir folgende Beziehung zwischen
der Gr¨ oße eines GW-Baumes T und der ersten Treﬀzeit einer assoziierten Irr-
fahrt. Unabh¨ angig der Kinderzahlverteilung (pj)j≥0 gilt folgende Gleichheit in
Verteilung (siehe [12])
s(T)
d = min{n ≥ 0 : Sn = −1}, (2.59)
wobei (Sn)n≥0 ein linksstetige Irrfahrt ist, die in 0 startet und deren Zuw¨ achse
gem¨ aß P(Sn+1 − Sn = j) = pj+1, j ≥ −1 verteilt sind. (Zur Bijektion zwischen
Irrfahrtsexkursionen und verwurzelten planaren B¨ aumen und zum Beweis der
Identit¨ at (2.59) siehe [6, 29].) Mit (2.59) und der Linksstetigkeit von (Sn)n≥0
sieht man nun, dass mit unabh¨ angigen Kopien Tm, m ≥ 1 von T f¨ ur alle l ≥ 1
` X
m=1
s(Tm)
d = η`, (2.60)
wobei η` := min{n ≥ 0 : Sn ≤ −`} die erste Treﬀerzeit ist, zu der die Irrfahrt
(Sn)n≥0 in das Intervall (−∞,−`] eintritt. Ist nun die Kinderzahlverteilung
(pj)j≥0 im normalen Anziehungsbereich einer stabilen Verteilung, so beﬁnden
sich die Treﬀerzeiten η` im Anziehungsbereich eines stabilen Subordinators mit42 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
Index 1
α (siehe z.B. Theorem 8.9.12 in [8]), d.h. f¨ ur jedes y ≥ 0 gilt
Cα`−αηby`c
d −→ τy, f¨ ur ` → ∞. (2.61)
τy ist die Treﬀerzeit (First Passage Time) des Intervalls (−∞,−y] eines spektral-
positiven L´ evy Prozesses mit Index α und Skalenparameter Cα. Dieser L´ evy
Prozess ist der Verteilungslimes der reskalierten Irrfahrt
￿
n− 1
αSbntc
￿
t≥0. Die
Laplace-Transformierte von τy ist
Eexp(−λτy) = exp
￿
− yλ
1
α
￿
, λ ≥ 0. (2.62)
Die GW-B¨ aume Tm, die wir betrachten, besitzen aber eine subkritische Kin-
derzahlverteilung (pj(θ))j≥0 mit Parameter θ anstatt der kritischen Verteilung
(pj)j≥0. Wir zeigen, dass dies einen “Tilt” der Grenzverteilung bewirkt, d.h.
Lθ
￿
(f(θ) − θ)
y(1−θ)
−1
X
m=1
s(Tm)
￿
w −→ L(τ∗
y) f¨ ur θ ↑ 1, (2.63)
wobei τ∗
y die Dichte
f∗
y(x) = exp(y − x)fy(x), x ≥ 0 (2.64)
(fy sei die Dichte von L(τy)) und die Laplace-Transformierte
Eexp(−λτ∗
y) = exp
￿
−y
￿￿
1 + λ
￿ 1
α − 1
￿￿
, λ ≥ 0 (2.65)
besitzt. Zum Beweis von (2.64) stellen wir mit (2.8) fest, dass
Pθ
￿ ` X
m=1
s(Tm) = n
￿
=
θn−`
f(θ)n P
￿ ` X
m=1
s(Tm) = n
￿
f¨ ur alle `,n ≥ 1.
Mit (2.56), (2.60) und (2.61) gilt somit
Pθ
￿
(f(θ) − θ)
y(1−θ)
−1
X
m=1
s(Tm) ∈ dx
￿
∼
￿
1 −
f(θ) − θ
f(θ)
￿x(f(θ)−θ)
−1
θ−y(1−θ)
−1
P
￿
Cα(1 − θ)αηby(1−θ)−1c ∈ dx
￿
−→ exp(y − x)fy(x)dx f¨ ur θ ↑ 1.2.4. GR¨ OSSE DES GR¨ OSSENVERZERRTEN BAUMES 43
Behauptung (2.65) folgt nun unmittelbar aus (2.62) und (2.64). Theorem 2.8
erh¨ alt man durch Anwendung von (2.58), (2.63), Proposition 2.7 und schließ-
lich (2.65)
Eθ,k exp
￿
− λ
￿
f(θ) − θ
￿
s( ˆ T)
￿
−→
∞ Z
0
Eexp(−λτ∗
y)g1,αk−1(y)dy
=
1
Γ(αk − 1)
∞ Z
0
yαk−2 exp
￿
−
￿
1 + λ
￿ 1
αy
￿
dy
= (1 + λ)
−(k− 1
α) f¨ ur λ ≥ 0. 2
Bemerkung. Theorem 2.8 l¨ asst sich auch auf direktem (aber weniger anschau-
lichem) Weg beweisen. Man nutzt dazu folgende Variante der Identit¨ at (2.59)
(siehe [29])
P(s(T) = n) =
1
n
P(Sn = −1), n ≥ 1.
Mit Hilfe von Beziehung (2.8) kann man (2.57) durch Anwendung eines lokalen
Grenzwertsatzes ¨ uber die Irrfahrt (Sn)n≥0 herleiten.44 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUME
2.5 Gr¨ oßenverzerrung in n-ter Generation
In diesem Abschnitt stellen wir eine Familie von Verteilungen Lk,n, k,n ∈ N ei-
nes zuf¨ alligen Stammbaumes ˆ T vor, die wir durch einen Maßwechsel aus dem un-
verzerrten GW-Maß L erhalten. Dieser Maßwechsel entsteht durch eine Gr¨ oßen-
verzerrung mit der Gr¨ oße der n-ten Generation.
Wir betrachten im folgenden eine kritische Kinderzahlverteilung (pj)j≥0 mit
endlichen Momenten beliebiger Ordnung. Mit dieser Voraussetzung sind auch
die faktoriellen Momente der Gr¨ oße der n-ten Generation E[zn(T)]k = f
(k)
(n)(1)
f¨ ur alle k,n ≥ 0 endlich. f
(k)
(n)(s) ist die k-te Ableitung der n-fach iterierten Er-
zeugendenfunktion f.
Die Verteilung Lk,n deﬁnieren wir nun f¨ ur beliebiges k,n ≥ 1 als Gr¨ oßenverzer-
rung der Verteilung L mit der Gr¨ oße der n-ten Generation des Baumes, d.h. f¨ ur
einen endlichen Baum t mit |zn(t)| ≥ k sei
Pk,n( ˆ T = t) :=
￿|zn(t)|
k
￿
P(T = t)
E
￿|zn(T)|
k
￿ . (2.66)
Die folgende Betrachtung des Paares (ˆ T,Bk), wobei Bk = {V (1),...,V (k)} eine
Menge von k verschiedenen, rein zuf¨ allig aus zn( ˆ T) gezogenen Knoten ist, liefert
analog zu Kapitel 2.2 eine anschauliche mehrstuﬁge Konstruktion des Baumes ˆ T
entlang des durch Bk aufgespannten Skeletts. Die Verteilung von ˆ T erh¨ alt man
dann als Randverteilung dieser multivariaten Zufallsvariable auf dem Raum der
B¨ aume. Es gilt f¨ ur einen endlichen Baum t mit |zn(t)| ≥ k und {v(1),...,v(k)} ∈
zn(t)
Pk,n( ˆ T = t, Bk = {v(1),...,v(k)}) =
k!
E[|zn(T)|]k
P(T = t). (2.67)
Motiviert durch Konstruktion 2.1 stellen wir (2.67) durch ein Produkt dar, das
wir aus folgender vierstuﬁger Zerlegung des Paares (t,{v(1),...,v(k)}) gewinnen:
Zerlege (t,{v(1),...,v(k)}) in
(i) das zu {v(1),...,v(k)} ¨ aquivalente reduzierte k-Skelett ¯ r,
(ii) das durch die Knoten v(i) aufgespannte Skelett r,
(iii) das durch Hinzunahme der Geschwister aufgedickte Skelett und
(iv) die restlichen Knoten die es zu t erg¨ anzen.2.5. GR¨ OSSENVERZERRUNG IN N-TER GENERATION 45
Dies liefert mit der gr¨ oßenverzerrten Kinderzahlverteilung (pj(1,i))j≥0 in (2.12)
(mit θ = 1) die Darstellung
Pk,n(ˆ T = t, Bk = {v(1),...,v(k)}) =
k! cn(¯ r)
Q
v∈¯ r
f
(c(v,¯ r))(1)
c(v,¯ r)!
E[|zn(T)|]k
(2.68)
·
1
cn(¯ r)
·
Y
v∈r
pc(v,t)(1,c(v,r))
￿
c(v,t)
c(v,r)
￿−1
·
Y
v∈t\r
pc(v,t).
Hier ist r := r(v(1),...,v(k)) und ¯ r das zu r ¨ aquivalente reduzierte k-Skelett.
cn(¯ r) ist die Anzahl der zum reduzierten k-Skelett ¯ r ∈ R∗
k ¨ aquivalenten B¨ aume
t aus der Menge der B¨ aume Rn
k mit genau k Bl¨ attern in der n-ten Generation.
cn(¯ r) := |{t ∈ Rn
k : t ¨ aquivalent ¯ r}|
mit
R
n
k := {t ⊂ V : t ist ein Baum und |zn(t)| = |Λ(t)| = k}.
Da hier die ausgezeichneten Knoten ausschließlich Bl¨ atter sind, benutzen wir
den Begriﬀ der ¨ Aquivalenz von Skeletten im Sinne der ¨ Aquivalenz der Menge
der Bl¨ atter (vgl. Bemerkung nach 1.11).
Identit¨ at (2.68) liefert folgende vierstuﬁge Konstruktion einer multivariaten Zu-
fallsvariablen mit Verteilung (2.67).
Konstruktion 2.9. Sei k,n ≥ 1.
1. Reduziertes k-Skelett. Ziehe ein reduziertes k-Skelett ¯ Rk mit Vertei-
lung
Pn( ¯ Rk = ¯ r) :=

     
     
k! cn(¯ r)
Y
v∈¯ r
f(c(v,¯ r))(1)
c(v, ¯ r)!
E[|zn(T)|]k
, f¨ ur ¯ r ∈ R∗
k,
0, sonst.
(2.69)
2. k-Skelett der H¨ ohe n. Gegeben ¯ Rk = ¯ r, ziehe das Skelett Rn
k uniform
aus allen zu ¯ r ¨ aquivalenten B¨ aumen mit genau k Bl¨ attern in n-ter Gene-
ration,
Pn(Rn
k = r | ¯ Rk = ¯ r) :=

   
   
1
cn(¯ r)
, f¨ ur r ∈ Rn
k mit r ¨ aquivalent ¯ r
0, sonst.
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B∗
k sei die Menge der k Bl¨ atter.
3. Aufgedicktes k-Skelett der H¨ ohe n. Gegeben Rn
k = r, ziehe f¨ ur jeden
Knoten v ∈ r \ Λ(r) Kinderzahlen Xv gem¨ aß einer c(v,r)-fach gr¨ oßen-
verzerrten Kinderzahlverteilung und gebe den Xv −c(v,r) neuen Kindern
rein zuf¨ allig eine der
￿ Xv
c(v,r)
￿
m¨ oglichen Anordnungen.
4. Auﬀorsten des aufgedickten k-Skeletts der H¨ ohe n. F¨ uge an jedes
Blatt des aufgedickten Skeletts einen GW-Baum mit Kinderzahlverteilung
(pj)j≥0 an.
Das durch die Konstruktion gewonnene Tupel notieren wir mit (T ∗
k,B∗
k) und
folgern unmittelbar aus (2.68)
Proposition 2.10. F¨ ur jedes k,n ≥ 1 gilt
Ln(T ∗
k,B∗
k) = Lk,n(ˆ T,Bk).
Wir interessieren uns nun f¨ ur die Struktur des zuf¨ alligen k-Skeletts ¯ Rk sowie die
H¨ ohe des MRCA |∧(B∗
k)|. Zun¨ achst betrachten wir die H¨ ohe des MRCA zweier
uniform gezogener Knoten. F¨ ur k = 2 existiert nur ein reduziertes 2-Skelett
¯ r, welches aus einer Wurzel mit zwei Kindern besteht. Es gibt genau n zu ¯ r
¨ aquivalente Skelette r ∈ Rn
2, da das 2-Skelette der H¨ ohe n durch die H¨ ohe des
MRCA der 2 Bl¨ atter eindeutig festgelegt ist. Damit ist
P2,n(| ∧ (B2)| = m) = 1/n, 0 ≤ m < n.
Allgemeiner gilt
Satz 2.11. Sei µ = 1,k ≥ 2 und (pj)j≥0 besitze endliches k-tes Moment. F¨ ur
die Verteilung der H¨ ohe des MRCA | ∧ (Bk)| gilt
Pk,n(| ∧ (Bk)| ≥ m) =
E[|zn−m(T)|]k
E[|zn(T)|]k
, 0 ≤ m ≤ n. (2.71)
Beweis. Schritt 1 der Konstruktion liefert eine Darstellung der k-ten faktori-
ellen Momente der n-ten Generationsgr¨ oße
E[|zn(T)|]k = k!
X
¯ r∈R∗
k
cn(¯ r)
Y
v∈¯ r
f(c(v,¯ r))(1)
c(v, ¯ r)!
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Mit der Beobachtung, dass es genau cn−m(¯ r) Skelette r ∈ Rn
k gibt, deren MRCA
Mindesth¨ ohe m besitzt und die zu ¯ r ¨ aquivalent sind, folgern wir
Pk,n(| ∧ (Bk)| ≥ m) = Pn(| ∧ (B∗
k)| ≥ m)
=
X
¯ r∈R∗
k
Pn( ¯ Rk = ¯ r) Pn(| ∧ (B
∗
k)| ≥ m | ¯ Rk = ¯ r)
=
X
¯ r∈R∗
k
k! cn(¯ r)
Q
v∈¯ r
f
(c(v,¯ r))(1)
c(v,¯ r)!
E[|zn(T)|]k
cn−m(¯ r)
cn(¯ r)
=
E[|zn−m(T)|]k
E[|zn(T)|]k
, 0 ≤ m ≤ n.
2
Bemerkung. Mittels der Erzeugendenfunktion f der Kinderzahlverteilung
(pj)j≥0 l¨ asst sich (2.71) auch darstellen durch
Pk,n(| ∧ (Bk)| ≥ m) =
f
(k)
(n−m)(1)
f
(k)
(n)(1)
, 0 ≤ m ≤ n.
Beispiel: Geometrische Kinderzahlverteilung.
Betrachte die Kinderzahlverteilung (pj)j≥0 mit
pj = 2−(j+1), j ≥ 0.
(pj)j≥0 besitzt die Erzeugendenfunktion f(s) = (2 − s)−1 und es gilt
f(m)(1) = m!, m ≥ 1.
Mit (2.69) und (2.70) erh¨ alt man
Pn( ¯ Rk = ¯ r) =
k! cn(¯ r)
E[|zn(T)|]k
, ¯ r ∈ R∗
k
und Rn
k ist uniform auf Rn
k verteilt, d.h.
Pn(Rn
k = r) =
k!
E[|zn(T)|]k
=
1
nk−1, r ∈ Rn
k.
Letztere Gleichheit l¨ asst sich analytisch durch
f(n)(s) =
n − (n − 1)s
n + 1 − ns
, f
(k)
(n)(s) =
k!nk−1
(n + 1 − ns)k+1
einsehen oder durch folgende kombinatorische ¨ Uberlegung: Man erh¨ alt einen
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Baum bez¨ uglich der k Bl¨ atter von links nach rechts konstruiert. Man beginnt
mit der linkestm¨ oglichen Ahnenlinie die zum ersten Blatt f¨ uhrt und zieht die
Generation des MRCA des j-ten und (j−1)-ten Blattes (2 ≤ j ≤ k) uniform auf
der Ahnenlinie des (j−1)-ten Blattes. F¨ ur jedes der k−1 Bl¨ atter rechts des ersten
Blattes gibt es somit n M¨ oglichkeiten, die Generation des Verzweigungsknotens
zu w¨ ahlen.
Weiterhin erh¨ alt man mit (2.71) f¨ ur die H¨ ohe des MRCA
Pk,n(| ∧ (Bk)| ≥ m) =
￿
1 −
m
n
￿k−1
, 0 ≤ m ≤ n.
Allgemeiner gilt im Limes n → ∞: Die Verteilung der reskalierten H¨ ohe des
MRCA konvergiert gegen eine Beta-Verteilung zum Parameter (1,k − 1). Der
Limes des reduzierten k-Skeletts ¯ Rk ist zudem ein bin¨ ares Skelett.
Satz 2.12. Sei µ = 1,k ≥ 2 und (pj)j≥0 besitze endliches k-tes Moment. Dann
gilt
lim
n→∞
Pk,n
￿
| ∧ (Bk)|
n
≥ u
￿
= (1 − u)k−1, 0 ≤ u ≤ 1 (2.73)
und f¨ ur jedes reduzierte k-Skelett ¯ r ∈ R∗
k
lim
n→∞
Pn( ¯ Rk = ¯ r) =
￿
C
−1
k−1, f¨ ur β2(¯ r) = k − 1,
0, sonst.
(2.74)
Ck ist die k-te Catalan-Zahl.
Beweis. Wir bestimmen die asymptotische Anzahl bin¨ arer Skelette mit k
Bl¨ attern in n-ter Generation f¨ ur n → ∞. Zun¨ achst gilt |Rn
k| = nk−1. Folgende
Konstruktion zeigt, dass es mindestens [n]k geordnete bin¨ are B¨ aume in Rn
k gibt:
Wir beginnen mit der linkestm¨ oglichen Ahnenlinie der H¨ ohe n und w¨ ahlen dar-
auf den MRCA zum zweiten Blatt. Den MRCA des j-ten und (j−1)-ten Blattes
(3 ≤ j ≤ k) bestimmt man nun auf der (j−1)-ten Ahnenlinie so, dass keiner der
maximal j − 2 vorhergehend auftretenden Verzweigungsknoten getroﬀen wird.
Mit dieser Konstruktion sieht man zum einen, dass es mindestens [n]k geordne-
te bin¨ are B¨ aume in Rn
k gibt und zum anderen, dass f¨ ur zwei bin¨ are reduzierte
k-Skelette ¯ r1 und ¯ r2 aus R∗
k gilt cn(¯ r1) ∼ cn(¯ r2), n → ∞. Wir erhalten
X
¯ r∈R∗
k : ¯ r bin¨ ar
cn(¯ r) ∼ nk−1, n → ∞2.5. GR¨ OSSENVERZERRUNG IN N-TER GENERATION 49
und mit (2.72) gilt
E[|zn(T)|]k ∼ k! nk−1
￿
σ2
2
￿k−1
, n → ∞.
Dies liefert f¨ ur 0 ≤ u ≤ 1
lim
n→∞
Pk,n(| ∧ (Bk)| ≥ nu) = lim
n→∞
E[|zn−nu(T)|]k
E[|zn(T)|]k
= (1 − u)k−1.
Da f¨ ur bin¨ are Skelette ¯ r1 und ¯ r2 aus R∗
k gilt cn(¯ r1) ∼ cn(¯ r2), n → ∞, folgt
lim
n→∞Pn( ¯ Rk = ¯ r1) = lim
n→∞Pn( ¯ Rk = ¯ r2)
und somit (2.74).
2
Bemerkung. Die Konstruktion des in der Gr¨ oße der n-ten Generation gr¨ oßen-
verzerrten Baumes, l¨ asst sich auch f¨ ur eine Kinderzahlverteilung mit unendlicher
Varianz betrachten. Man benutzt dazu (siehe Kapitel 2.2) die mit dem Parame-
ter θ gekippte Kinderzahlverteilung (pj(θ))j≥0.50 KAPITEL 2. GR¨ OSSENVERZERRTE GALTON-WATSON B¨ AUMEKapitel 3
Galton-Watson B¨ aume
bedingt auf Mindesth¨ ohe
Wir untersuchen nun die Struktur eines auf Mindesth¨ ohe n bedingten GW-
Baumes. Durch das Bedingen geht zun¨ achst die lokale Unabh¨ angigkeit der Ver-
zweigung verloren. In dem auf Mindesh¨ ohe bedingte Baum kann man aber eine
zum Kontext von Kapitel 2 verwandte, Unabh¨ angigkeitsstruktur wiedererlan-
gen, wenn man entlang einer ausgezeichneten Ahnenlinie zerlegt. Wir nutzen
die in [15] vorgestellte Konstruktion des bedingten Baumes um klassische S¨ atze
¨ uber die H¨ ohe des MRCA sowie die Grenzverteilung der reskalierten n-ten Ge-
nerationsgr¨ oße f¨ ur den Fall einer Kinderzahlverteilung mit unendlicher Varianz
auf einem alternativen und aufschlussreichen Weg zu beweisen. Dabei erhalten
wir zudem die Grenzverteilung der Anzahl der Kinder des MRCA mit Nach-
kommen in der n-ten Generation.
Im Falle einer kritischen oder superkritischen Kinderzahlverteilung (µ ≥ 1) ist
der auf Mindesth¨ ohe bedingte Baum mit dem auf Gesamtgr¨ oße bedingten Baum
eng verwandt. Asymptotisch stimmen n¨ amlich die bedingten Verteilungen der
Stammb¨ aume ¨ uberein. F¨ ur subkritische Verteilungen sind diese jedoch essentiell
verschieden (vgl. [4]).
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3.1 Konstruktion des bedingten GW-Baumes
Zum Verst¨ andnis der Konstruktion wird sich folgende einfache Beobachtung als
n¨ utzlich erweisen: Wir betrachten zun¨ achst einen Baum T auf dem Ereignis
{Zn > 0}, wobei Zn := |zn(T)| die Anzahl der Knoten in der n-ten Generation
ist. Den linkesten Knoten der n-ten Generation erhalten und bezeichnen wir
mit (V n
1 ,...,V n
n ) := minzn(T) (das Minimum einer Knotenmenge ist bez¨ uglich
der lexikographischen Ordnung ≺ aufzufassen). Diese ausgezeichnete Ahnenli-
nie zur n-ten Generation hat die Eigenschaft, dass alle Knoten in Teilb¨ aumen
links der Ahnenlinie die Generation n − 1 nicht ¨ uberschreiten. Die Ahnenlinie
(V n
1 ,...,V n
n ) l¨ asst sich bedingt auf dem Ereignis {Zn > 0} folgendermaßen
beschreiben
V n
1 = min{1 ≤ i ≤ c(∆,T) : zn−1(T(i)) > 0}
V n
2 = min{1 ≤ i ≤ c((V n
1 ),T) : zn−2(T(V n
1 ,i)) > 0}
. . .
V n
n−1 = min{1 ≤ i ≤ c((V n
1 ,...,V n
n−2),T) : z1(T(V n
1 ,...,V n
n−2,i)) > 0}
V n
n = 1.
V n
j ist gerade das j¨ ungste Kind von V n
j−1, an dem ein Teilbaum der Mindesth¨ ohe
n − j h¨ angt. Das n¨ achste Lemma liefert nun die Grundidee zur Konstruktion
des bedingten Baumes. Es beschreibt die bedingte Verteilung der Teilb¨ aume,
die aus den Knoten der ersten Generation wachsen.
Lemma 3.1. Bedingt auf das Ereignis {V n
1 = j, Z1 = k}, 1 ≤ j ≤ k < ∞, sind
die Teilb¨ aume T(i), 1 ≤ i ≤ Z1, stochastisch unabh¨ angig. Die bedingte Verteilung
der T(i) ist
L(T(i)|V n
1 = j,Z1 = k) =

 
 
L(T |Zn−1 = 0), 1 ≤ i ≤ j − 1
L(T |Zn−1 > 0), i = j
L(T), j + 1 ≤ i ≤ k.
(3.1)
Die bedingte gemeinsame Verteilung von (V n
1 , Z1) ist
P(V n
1 = j, Z1 = k|Zn > 0) = cnpkP(Zn−1 = 0)j−1, (3.2)
wobei
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Man erkennt nun zum einen die gewonnene Unabh¨ angigkeit und zum anderen
eine rekursive Struktur des bedingten Baumes. Bedingt auf die Lage zum ausge-
zeichneten Knoten, ist die Verzweigung der Individuen in der ersten Generation
unabh¨ angig voneinander. Der auf H¨ ohe n bedingte Baum enth¨ alt einen auf H¨ ohe
n −1 bedingten Baum und eine Anzahl bedingter und unbedingter B¨ aume, die
links und rechts der Ahnenlinie herauswachsen. Eine Konstruktion des beding-
ten Baumes erh¨ alt man, wenn man in der Abfolge der Generationen r¨ uckw¨ arts
geht.
Konstruktion 3.2. Folge zuf¨ alliger Stammb¨ aume ˜ Tn:
˜ T0: ˜ T0 sei ein unbedingter GW-Baum mit Kinderzahlverteilung (pk)k≥0.
˜ T1: Setze ˜ V 1
1 := 1 und ziehe ˜ Y1 gem¨ aß der Verteilung P(˜ Y1 = k) = pk(1−
p0)−1,k ≥ 1. F¨ uge eine neue Wurzel mit ˜ Y1 Kindern ein und ersetze
die Wurzel des Baumes ˜ T0 durch das erste Kind der neuen Wurzel.
F¨ uge an die restlichen ˜ Y1 − 1 Kinder unabh¨ angige, kritische GW-
B¨ aume an. Bezeichne den so erhaltenen Baum ˜ T1.
˜ Tn+1 : Gegeben ˜ Tn, setze die ausgezeichnete Ahnenlinie ˜ V n
1 ,..., ˜ V n
n in ˜ Tn
am Anfang fort. Deﬁniere dazu ˜ V
n+1
2 := ˜ V n
1 ,..., ˜ V
n+1
n+1 := ˜ V n
n und
ziehe (˜ V
n+1
1 , ˜ Yn+1) gem¨ aß
P(˜ V
n+1
1 = j, ˜ Yn+1 = k) := cn+1pkP(Zn = 0)j−1 (3.3)
mit
cn+1 := P(Zn > 0)/P(Zn+1 > 0).
F¨ uge eine neue Wurzel mit ˜ Yn+1 Kindern ein. Ersetze dabei die Wur-
zel des Baumes ˜ Tn durch das ˜ V
n+1
1 -te Kind der neuen Wurzel. F¨ uge
an jedes Kind der neuen Wurzel, welches sich links von ˜ V
n+1
1 be-
ﬁndet, unabh¨ angige kritische GW-B¨ aume bedingt auf maximale H¨ ohe
n−1 ein. An jedes Kind rechts des ˜ V
n+1
1 -ten Knotens h¨ ange unbeding-
te, unabh¨ angige kritische GW-B¨ aume. Bezeichne den so erhaltenen
Baum ˜ Tn+1.
Die rekursive Konstruktion liefert oﬀenbar eine Folge zuf¨ alliger Stammb¨ aume
( ˜ Tn)n≥0 mit der Verteilung
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Den großen Vorteil dieser Konstruktion sieht man, wenn man sich die Folge
der Generationsgr¨ oßen ( ˜ Zn)n≥0, mit ˜ Zn := |zn(˜ Tn)|, betrachtet. Zun¨ achst ist
L( ˜ Zn) = L(Zn |Zn > 0), n ≥ 0. Weiterhin sieht man, dass die Knoten der
n-ten Generation von ˜ Tn gerade die Nachkommen in Generation n+1 des aus-
gezeichneten Knotens erster Generation in ˜ Tn+1 sind. Alle weiteren Knoten der
(n+1)-ten Generation stammen von Geschwistern zur Rechten des ausgezeich-
neten Knotens erster Generation. Letzterer Beitrag zur (n + 1)-ten Generation
ist nach Lemma 3.1 unabh¨ angig von ˜ Tn. Mit ˜ Mn bezeichnen wir die Anzahl
der ¨ alteren Geschwister des ausgezeichneten Knotens erster Generation in der
Konstruktion von ˜ Tn, d.h. die Zufallsvariablen ˜ Mn, n ≥ 1 sind unabh¨ angig mit
Verteilung
L( ˜ Mn) = L(˜ Yn − ˜ V n
1 ),
d.h. mit (3.3) gilt
P( ˜ Mn = k) = cn
X
j≥k+1
pjP(Zn−1 = 0)
j−k−1, k ≥ 0. (3.5)
Damit folgt, dass ( ˜ Zn)n≥0 unabh¨ angige, nichtnegative Zuw¨ achse besitzt mit
Verteilung
L( ˜ Zn+1 − ˜ Zn) = L


˜ Mn+1 X
i=1
Zn,i

, (3.6)
wobei Zn,i, i ≥ 1,n ≥ 0 unabh¨ angige Zufallsvariablen mit Verteilung L(Zn,i) =
L(Zn) und unabh¨ angig von ˜ Mn, n ≥ 1 sind. Gleichung (3.6) wird grundlegend
bei der weiteren Analyse des bedingten Baumes sein.
Oﬀenbar kann man die Konstruktion des Baumes ˜ Tn unabh¨ angig der Kinder-
zahlverteilung (pk)k≥0 durchf¨ uhren. Man erh¨ alt aber mit dieser Konstruktion f¨ ur
kritische und subkritische Kinderzahlverteilungen aufschlussreichere Erkennt-
nisse, da hier der Baum nach dem Kritizit¨ atstheorem 1.1 fast sicher endlich ist.
Im weiteren Verlauf setzen wir eine kritische Verteilung voraus.
Wir betrachten nun die Asymptotik der ausgezeichneten Ahnenlinie f¨ ur n → ∞.
F¨ ur die Zahlen cn in (3.2) gilt
cn =
P(Zn−1 > 0)
P(Zn > 0)
=
1 − P(Zn−1 = 0)
1 − f(P(Zn−1 = 0))
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Im Limes n → ∞ erh¨ alt man unter Ber¨ ucksichtigung von P(Zn > 0) → 0
lim
n→∞
P(V n
1 = j, Z1 = k|Zn > 0) = pk
und somit
lim
n→∞
P(Z1 = k |Zn > 0) = kpk, k ≥ 1, (3.8)
lim
n→∞
P(V n
1 = j |Z1 = k, Zn > 0) = 1/k, 1 ≤ j ≤ k. (3.9)
Asymptotisch ist die Verteilung der Kinderzahlen der ausgezeichneten Ahnen-
linie also einfach gr¨ oßenverzerrt. Die Position des ausgezeichneten Knotens der
Ahnenlinie unter den Geschwistern ist auf Familiengr¨ oße bedingt uniform ver-
teilt.
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Abbildung 4.1: Konstruktion des Baumes ˜ Tn+1 aus ˜ Tn. Die Teilb¨ aume GW(k) sind
auf maximale H¨ ohe k bedingte GW-B¨ aume. Die Teilb¨ aume rechts der ausgezeichneten
Ahnenlinie sowie der Baum ˜ T0 sind unbedingte GW-B¨ aume.56 KAPITEL 3. GALTON-WATSON B¨ AUME BEDINGT AUF MINDESTH¨ OHE
3.2 Grenzwerts¨ atze ¨ uber den bedingten GW-Baum
Wir interessieren uns nun f¨ ur den j¨ ungsten gemeinsamen Vorfahren aller Knoten
n-ter Generation (zur Notation vgl. (1.9))
An := ∧(zn(T))
und dessen Kinder mit Nachfolgern in der n-ten Generation
Kn := {v ∈ T : |v| = |An| + 1, v ∧ zn(T) = v}.
Dazu untersuchen wir die bedingten Verteilungen
L
￿
|An|/n
￿
￿Zn > 0
￿
und L
￿
|Kn|
￿
￿Zn > 0
￿
im Limes n → ∞. Zudem betrachten wir die Grenzverteilung der geeignet ska-
lierten, bedingten n-ten Generation
lim
n→∞
L
￿
Zn/ρn
￿
￿Zn > 0
￿
.
Wir zitieren nun die klassischen Grenzwerts¨ atze und beweisen diese im Licht der
eben vorgestellten Konstruktion. Dabei nutzen wir ¨ ahnliche Beweisideen wie in
[15] unter Zuhilfenahme zus¨ atzlicher analytischer Hilfsmittel.
Generation und Kinderzahl des MRCA
Wir beginnen mit einem Resultat von Zubkov [33] das besagt, dass im kri-
tischen, auf Mindesth¨ ohe n bedingten GW-Baum die Generation des MRCA
aller Knoten n-ter Generation asymptotisch uniform auf der Mindesth¨ ohe ver-
teilt ist. Dies beweisen wir f¨ ur Kinderzahlverteilungen endlicher Varianz, sowie
f¨ ur solche, die im Anziehungsbereich einer stabilen Verteilung sind. Oﬀen bleibt,
ob allein schon die Kritizit¨ at der Verteilung ausreicht.
Die hier zitierten klassischen S¨ atze setzen eine kritische Kinderzahlverteilung
mit einer Erzeugendenfunktion der Gestalt
f(s) = s + (1 − s)α L(1/(1 − s)), 0 ≤ s ≤ 1 (3.10)
voraus, wobei L eine langsam variierende Funktion ist und 1 < α ≤ 2. Wir
werden am Ende dieses Abschnitts zeigen, dass (pj)j≥0 genau dann eine Erzeu-
gendenfunktion der Gestalt (3.10) besitzt, wenn sie im Anziehungsbereich einer
α-stabilen Verteilung liegt. Wir formulieren daher die nachfolgenden Aussagen
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Satz 3.3. (Zubkov, 1975) Sei µ = 1 und (pj)j≥0 liege im Anziehungsbereich
einer stabilen Verteilung mit Index 1 < α ≤ 2. Dann gilt
lim
n→∞
P(|An|/n ≤ u | Zn > 0) = u, 0 ≤ u ≤ 1. (3.11)
F¨ ur die Verteilung der Kinder des MRCA mit Nachkommen in n-ter Generation
zeigt sich, dass im Fall endlicher Varianz nur zwei Kinder zum Limes n → ∞
beitragen: der Nachfolger des MRCA auf der ausgezeichneten Ahnenlinie und
ein weiteres Geschwister. Hingegen erh¨ alt man im Fall unendlicher Varianz die
Grenzverteilung (2.28) bedingt auf mindestens 2 Kinder. Dieses Resultat ﬁndet
man unter anderem Zugang in [10] (Theorem 2.7.1).
Theorem 3.4. Sei µ = 1 und (pj)j≥0 liege im Anziehungsbereich einer stabilen
Verteilung mit Index 1 < α ≤ 2. Dann gilt
lim
n→∞
P(|Kn| = k |Zn > 0) = qk(α)(1 − 1/α)
−1, k ≥ 2, (3.12)
mit
qk(α) :=
α − 1
Γ(2 − α)
Γ(k − α)
Γ(k + 1)
, k ≥ 2, (3.13)
wobei
Γ(0)/Γ(0) := 1 und Γ(j)/Γ(0) := 0 f¨ ur j ≥ 1.
Bemerkung. Die Zerlegung der n-ten Generation nach den Beitr¨ agen der
Kinder des MRCA wird im n¨ achsten Kapitel der Zugang zu einem alternativen
Beweis ¨ uber die Grenzverteilung der n-ten Generation sein.
F¨ ur die Beweise ben¨ otigen wir die Asymptotik der ¨ Uberlebenswahrscheinlichkei-
ten eines kritischen GW-Prozesses. Die folgende Version der Kolmogorovschen
Asymptotik ohne Voraussetzungen an h¨ ohere Momente wurde in [23] bewiesen.
Einen auf Konstruktion (3.3) beruhenden eleganten und elementaren Beweis
ﬁndet man in [15].
Satz 3.5. (Kesten, Ney und Spitzer, 1966) Sei µ = 1 und 0 < σ2 < ∞, dann
gilt
P(Zn > 0) ∼
2
σ2n
f¨ ur n → ∞. (3.14)
Eine Asymptotik f¨ ur den Fall eines stabilen Anziehungsbereiches liefert das klas-
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Lemma 3.6. (Slack, 1967) Sei µ = 1 und (pj)j≥0 liege im Anziehungsbereich
einer stabilen Verteilung mit Index 1 < α ≤ 2. Dann gilt
P(Zn > 0)α−1 L(P(Zn > 0)−1) ∼
1
(α − 1)n
f¨ ur n → ∞, (3.15)
wobei L die langsam variierende Funktion aus Darstellung (3.10) ist.
Bemerkung. F¨ ur den Fall α = 2 mit σ2 < ∞ erh¨ alt man mit L(s) ∼ σ2/2, s →
∞ die Asymptotik von Kolmogorov.
Beweis von Satz 3.3. Sei ˜ An der MRCA aller Knoten der n-ten Generation
in ˜ Tn. Aufgrund (3.4) ist L( ˜ An) = L(An | Zn > 0). Nach Konstruktion (3.2)
beﬁndet sich ˜ An auf der ausgezeichneten Ahnenlinie oﬀenbar genau dann in
Generation n − k, falls ˜ Zn = ˜ Zk, d.h. falls es in der Konstruktion von ˜ Tn nach
der Konstruktion von ˜ Tk keinen weiteren Zuwachs mehr zur obersten Generation
gibt. Aus dieser Beobachtung und der Unabh¨ angigkeitsstruktur (3.6) folgt
P(| ˜ An| ≥ n − k) =
n−1 Y
j=k
P( ˜ Zj+1 = ˜ Zj). (3.16)
F¨ ur die Faktoren in (3.16) gilt mit (3.5)
P( ˜ Zj+1 = ˜ Zj) = P
￿
Zj,1 + ... + Zj, ˜ Mj+1 = 0
￿
=
∞ X
r=0
P( ˜ Mj+1 = r) P(Zj = 0)
r
= cj+1
∞ X
r=0
∞ X
l=r+1
pl P(Zj = 0)l−(r+1) P(Zj = 0)r
= cj+1
∞ X
l=1
lpl P(Zj = 0)
l−1
= cj+1 f0(P(Zj = 0)). (3.17)
Wir zeigen nun
lim
j→∞
j P( ˜ Zj+1 > ˜ Zj) = 1. (3.18)
Aus (3.18) und (3.16) folgt damit
lim
n→∞
P(| ˜ An| ≥ n − kn) ∼ kn/n, 0 ≤ kn ≤ n, kn,n ↑ ∞ (3.19)3.2. GRENZWERTS¨ ATZE ¨ UBER DEN BEDINGTEN GW-BAUM 59
und somit Behauptung (3.11).
Zun¨ achst gilt nach (3.3), (3.17) und mit ρj+1 := P(Zj+1 > 0) = 1 − f(1 − ρj)
P( ˜ Zj+1 > ˜ Zj) = 1 − cj+1 f0(P(Zj = 0))
=
1 − f(1 − ρj) − ρjf0(1 − ρj)
ρj+1
.
Im Fall σ2 < ∞ liefert eine Taylorentwicklung
1 − f(1 − ρj) − ρjf0(1 − ρj)
= 1 − (f(1) − f0(1)ρj + f00(1)ρ2
j + O(ρ3
j)) − ρj(f0(1) − f00(1)ρj + O(ρ2
j))
=
σ2
2
ρ
2
j + O(ρ
3
j).
Mit Hilfe der KolmogorovschenAsymptotik (3.14) erh¨ alt man Behauptung (3.18)
P( ˜ Zj+1 > ˜ Zj) ∼
σ2
2
ρj
ρj
ρj+1
∼
1
j
, j → ∞.
Im Fall unendlicher Varianz gilt nach Satz 3.7, (3.25) und (3.26)
1 − f(1 − ρj) − ρjf0(1 − ρj) = ρj − ρα
j L(1/ρj) − ρjf0(1 − ρj)
= −ρα
j L(1/ρj) + ρj(1 − f0(1 − ρj))
∼ (α − 1) ρα
j L(1/ρj), j → ∞.
Die Slacksche Asymptotik (3.15) liefert schließlich
P( ˜ Zj+1 > ˜ Zj) ∼
ρj
ρj+1
(α − 1)ρ
α−1
j L(1/ρj) ∼
1
j
, j → ∞.
2
Beweis von Theorem 3.4. Aufgrund (3.4) gen¨ ugt es, die Aussage f¨ ur die
Kinder des MRCA im Baum ˜ Tn zu beweisen. ˜ An sei der MRCA aller Knoten
der n-ten Generation von ˜ Tn und ˜ Kn die Anzahl der Kinder von ˜ An mit Nach-
kommen in Generation n. Wir betrachten nun die gemeinsame Verteilung von
| ˜ An| und ˜ Kn. Nach Konstruktion beﬁndet sich ˜ An in Generation n − (k + 1)
und ˜ Kn = r + 1 genau dann, wenn ˜ Zn = ˜ Zk+1 und wenn an genau r der ˜ Mk+1
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Mindesth¨ ohe k h¨ angen. Mit dem Satz von der totalen Wahrscheinlichkeit gilt
zun¨ achst
P( ˜ Kn = r + 1) =
n−1 X
k=0
P( ˜ Kn = r + 1,| ˜ An| = n − (k + 1)). (3.20)
Mittels (3.5) erh¨ alt man
P( ˜ Kn = r + 1,| ˜ An| = n − (k + 1))
= P( ˜ Zn = ˜ Zk+1)
∞ X
m=r
￿
m
r
￿
P( ˜ Mk+1 = m)P(Zk = 0)m−rP(Zk > 0)r
= P( ˜ Zn = ˜ Zk+1) ck+1
∞ X
m=r
￿
m
r
￿ ∞ X
j=m+1
pj(1 − ρk)j−m−1(1 − ρk)m−rρr
k
= P( ˜ Zn = ˜ Zk+1)
ρ
r+1
k
ρk+1
∞ X
j=r+1
pj(1 − ρk)j−(r+1)
j−1 X
m=r
￿
m
r
￿
= P( ˜ Zn = ˜ Zk+1)
ρ
r+1
k
(r + 1)! ρk+1
∞ X
j=r+1
[j]r+1pj(1 − ρk)
j−(r+1)
= P( ˜ Zn = ˜ Zk+1)
ρ
r+1
k f(r+1)(1 − ρk)
(r + 1)! ρk+1
. (3.21)
Weiterhin folgt mit (3.26), (2.31) und (3.15) f¨ ur den Quotienten in (3.21) im
Fall 1 < α < 2
ρ
r+1
k f(r+1)(1 − ρk)
(r + 1)! ρk+1
∼
ρ
r+1
k
(r + 1)! ρk+1
α(α − 1)Γ(r + 1 − α)
Γ(2 − α)
ρ
−(r+1−α)
k L(1/ρk)
∼ α qr+1(α)ρ
α−1
k L(1/ρk)
∼
α
α − 1
qr+1(α)
1
k
, k → ∞. (3.22)
Im Fall α = 2, σ2 = ∞ folgt mit (2.36), (2.39) und (3.15)
ρ
r+1
k f(r+1)(1 − ρk)
(r + 1)! ρk+1
∼ ρk L(1/ρk)
ρ
r−1
k f(r+1)(1 − ρk)
(r + 1)! L(1/ρk)
, k → ∞
= o(1/k), r ≥ 2. (3.23)
Mit Satz 3.3 erh¨ alt man aus (3.22) bzw. (3.23) und (3.21)
P( ˜ Kn = r + 1,| ˜ An| = n − (k + 1))
∼ qr+1(α)(1 − 1/α)−1 1
n
, k < n, k,n → ∞. (3.24)3.2. GRENZWERTS¨ ATZE ¨ UBER DEN BEDINGTEN GW-BAUM 61
Aus letzterer Asymptotik erkennt man, dass die Generation des MRCA | ˜ An| und
die Kinderzahl ˜ Kn asymptotisch unabh¨ angig sind. Mit (3.20) folgt schließlich die
Behauptung. 2
Lemma 3.7. Eine kritische Kinderzahlverteilung (pk)k≥0 liegt genau dann im
Anziehungsbereich einer α-stabilen Verteilung mit 1 < α ≤ 2, wenn es eine
langsam variierende Funktion L gibt, so dass die Erzeugendenfunktion der Kin-
derzahlverteilung die Gestalt (3.10) besitzt.
Beweis. Sei (pk)k≥0 im Anziehungsbereich einer α-stabilen Verteilung. Deﬁ-
niere
L(1/(1 − s)) :=
f(s) − s
(1 − s)α.
Zu zeigen ist, dass L langsam variiert. Im Fall α = 2 und σ2 < ∞ sieht man
dies unmittelbar ein,
f(s) − s
(1 − s)2 ∼
1 − f0(s)
2(1 − s)
∼
f00(s)
2
∼
σ2
2
, s ↑ 1.
Im Fall α < 2 (der Beweis f¨ ur α = 2,σ2 = ∞ ist analog) existiert nach Lemma
2.5 eine langsam variierende Funktion ¯ L, so dass f¨ ur s ↑ 1
1 − µ(s) ∼
Γ(2 − α)
α − 1
(1 − s)α−1 ¯ L(1/(1 − s)).
Aus Deﬁnition 2.4 sieht man, dass
1 − µ(s) ∼ f(s) − sf
0(s).
Weiterhin folgt aus
lim
s↑1
1 − f0(s)
f(s) − sf0(s)
= lim
s↑1
−f00(s)
−sf00(s)
= 1
die Asymptotik
1 − f0(s) ∼
Γ(2 − α)
α − 1
(1 − s)α−1 ¯ L(1/(1 − s)). (3.25)
Mit Hilfe des Theorems von Karamata erh¨ alt man schließlich
f(s) − s =
Z 1
s
(1 − f0(u)) du
=
Z ∞
(1−s)−1
(1 − f0(1 − 1/u))
du
u2
∼
Γ(2 − α)
α(α − 1)
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und es gilt
L(1/(1 − s)) ∼
Γ(2 − α)
α(α − 1)
¯ L(1/(1 − s)). (3.26)
(pk)k≥0 besitze nun eine Erzeugendenfunktion der Gestalt (3.10). Da f und
somit auch L(1/(1 − s)) unendlich oft in (0,1) diﬀerenzierbar sind, erh¨ alt man
mit Konstanten c0,c1,c2
f
00(s) =
2 X
j=0
cj(1 − s)
α−2−jL
(j)(1/(1 − s)).
Nach Theorem 1.3.3 in [8] gilt f¨ ur L ∈ C∞([1,∞)) und h(x) := logL(ex) f¨ ur
alle j ≥ 1
h(j)(x) → 0, x → ∞.
Damit sieht man, dass
f00(s) ∼ α(α − 1)(1 − s)α−2 L(1/(1 − s)), s ↑ 1.
Mit einem Taubersatz f¨ ur Potenzreihen (z.B. Theorem 5 in Kapitel XIII.5, [13])
folgt, dass die gestutzten zweiten Momente regul¨ ar zum Index 2 − α variieren.
Dies ist nach Theorem 1, Kapitel IX.8 in [13] ¨ aquivalent dazu, dass (pk)k≥0 im
Anziehungsbereich einer α-stabilen Verteilung liegt.
2
Grenzverteilung der Generationsgr¨ oße
Wir untersuchen nun die Grenzverteilung der auf ¨ Uberleben bedingten, res-
kalierten n-ten Generationsgr¨ oße. Als nat¨ urliche Skalierung stellt sich hier die
bedingte erwartete Generationsgr¨ oße E(Zn|Zn > 0) heraus. Aufgrund der Glei-
chung (µ = 1)
1 = EZn = E(Zn;Zn > 0) = E(Zn|Zn > 0)P(Zn > 0)
ist diese Skalierung gerade ρ−1
n = P(Zn > 0)−1.
Das Exponentialgesetz von Yaglom besagt nun, dass die Grenzverteilung im Fall
endlicher Varianz eine Exponentialverteilung ist. Yaglom [32] konnte dies unter
Annahme eines endlichen dritten Moments der Kinderzahlverteilung beweisen.
Einen Beweis, der nur ein endliches zweites Moment voraussetzt, wurde von
Kesten, Ney und Spitzer [23] geliefert.3.2. GRENZWERTS¨ ATZE ¨ UBER DEN BEDINGTEN GW-BAUM 63
Satz 3.8. (Kesten, Ney und Spitzer, 1966) Sei µ = 1 und 0 < σ2 < ∞, dann
gilt
lim
n→∞P
￿
Zn
n
≥ x
￿
￿
￿
￿Zn > 0
￿
= exp
￿
−
2
σ2x
￿
, x ≥ 0. (3.27)
F¨ ur den Fall eines stabilen Anziehungsbereiches gilt (siehe [30])
Theorem 3.9. (Slack, 1967) Sei µ = 1 und (pj)j≥0 liege im Anziehungsbereich
einer stabilen Verteilung mit Index 1 < α ≤ 2. Dann gilt
L
￿
ρnZn |Zn > 0
￿ w −→ L(Z), f¨ ur n → ∞ (3.28)
mit der Laplace-Transformierten
Eexp(−λZ) = 1 −
λ
(1 + λα−1)
1/(α−1). (3.29)
Bemerkung. Einen Beweis von Satz 3.8 mittels Konstruktion 3.2 ﬁndet man
in [16]. Wir geben hier einen Beweis von Theorem 3.9, der analoge Beweisideen
benutzt.
Beweis von Theorem 3.9. Wesentlich f¨ ur den Beweis ist die Zerlegung der
Gr¨ oße der n-ten Generation ˜ Zn in eine Summe von unabh¨ angigen Beitr¨ agen
der Kinder des MRCA. Mit Hilfe der sogenannten Kontraktionsmethode [27]
l¨ asst sich aus der skalierten, rekursiven Beziehung in einer passenden Metrik die
Konvergenz von ρn ˜ Zn gegen eine Zufallsvariable ¯ Z zeigen. Deren Verteilung ist
eindeutig durch die aus der Zerlegung gewonnenen Fixpunktgleichung charakte-
risiert. Die Fixpunktgleichung ist n¨ amlich, aufgefasst als Abbildung vom Raum
der Wahrscheinlichkeitsmaße auf R+ in denselben (mit gewissen Bedingungen
an die Momente), eine Kontraktion bzgl. der Metrik. W¨ ahrend im Fall endlicher
Varianz die L2-Wasserstein (Mallow) Metrik die geeignete Metrik ist (siehe [16]),
ben¨ otigt man im Fall unendlicher Varianz die sogenannte Zolotarev-Metrik [34].
Konvergenz in der Zolotarev-Metrik impliziert schließlich die schwache Konver-
genz der Maße. Aus der Fixpunktgleichung charakterisieren wir dann die Grenz-
verteilung von ¯ Z durch eine einfache Berechnung der Laplace-Transformierten.
Wir werden hier nicht n¨ aher auf die Zolotarev Metrik eingehen sondern kon-
trollieren nur die Voraussetzungen zur Anwendung des Kontraktionstheorems
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Aus Konstruktion 3.2 sieht man zun¨ achst, dass die Anzahl der Knoten der
n-ten Generation in Verteilung gleich der Summe unabh¨ angiger Beitr¨ age der
Nachkommen des MRCA ist, d.h.
L( ˜ Zn) = L


˜ Kn X
i=1
˜ Z
(i)
n−| ˜ An|

,
wobei ˜ Z
(i)
k unabh¨ angige Zufallsvariablen, unabh¨ angig von ˜ An und ˜ Kn, mit Ver-
teilung L( ˜ Z
(i)
k ) = L( ˜ Zk) sind. Durch Reskalierung mit ρ−1
n und Erweiterung mit
ρn−| ˜ An| erh¨ alt man
L(ρn ˜ Zn) = L

 ρn
ρn−| ˜ An|
| ˜ Kn| X
i=1
ρn−| ˜ An| ˜ Z
(i)
n−| ˜ An|

.
Dies l¨ asst sich mit der Normierung ¯ Zn := ρn ˜ Zn und ¯ Rn := ρn/ρn−| ˜ An| darstellen
durch
L( ¯ Zn) = L

 ¯ Rn
| ˜ Kn| X
i=1
¯ Z
(i)
n−| ˜ An|

. (3.30)
Aufgrund Asymptotik (3.15) gibt es eine langsam variierende Funktion L∗ (vgl.
Kapitel 8.12.3 in [8]) mit
ρn = n
− 1
α−1L∗(n).
Somit gilt
¯ Rn =
 
1 −
| ˜ An|
n
! 1
α−1 L∗(n)
L∗
￿
n − | ˜ An|
￿. (3.31)
Mit der gleichm¨ aßigen Konvergenz langsam variierender Funktionen (siehe z.B.
Theorem 1.2.1 in [8]) sieht man, dass der Quotient der langsam variierenden
Funktionen in (3.31) bedingt auf dem Ereignis { ˜ An ≤ (1 −￿)n} f¨ ur beliebiges ￿
mit 0 < ￿ ≤ 1 stochastisch gegen 1 konvergiert. Mit Satz 3.3 gilt
L
￿ ¯ Rn
￿ w −→ L
￿
U
1
α−1
￿
(3.32)
mit einer auf [0,1] uniform verteilten Zufallsvariable U. Formal erhalten wir im
Limes n → ∞ aus (3.30) die Fixpunktgleichung
L( ¯ Z) = L

U
1
α−1
¯ K X
i=1
¯ Z(i)

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wobei ¯ K die Verteilung aus Theorem 3.4 besitzt, U uniform auf [0,1] verteilt
ist und ¯ Z(i) unabh¨ angige Kopien von ¯ Z sind. Zudem sind ¯ K,U, ¯ Z(1), ¯ Z(2),...
unabh¨ angig voneinander.
Theorem 4.6 aus [27] angewandt auf Gleichung (3.30) liefert die schwache Kon-
vergenz von ¯ Zn gegen ¯ Z. Die Verteilung von ¯ Z ist zudem unter allen Vertei-
lungen mit Erwartungswert 1 und endlichen s-ten Momenten eindeutig durch
Fixpunktgleichung (3.33) charakterisiert. An dieser Stelle seien nur die Voraus-
setzungen zur Anwendung des Kontraktionsprinzips ¨ uberpr¨ uft. F¨ ur ein geeigne-
tes 0 < s ≤ 3 ist
E| ¯ Zn|s < ∞, n ≥ 0,
E
￿
￿
￿| ¯ Rn − U1/(α−1)|max( ˜ Kn, ¯ K)
￿
￿
￿
s
→ 0, n → ∞,
E| ¯ KUs/(α−1)| < 1,
∀ l ∈ N : E|I{| ˜ An|≥n−l}∪{| ˜ An|=0} ˜ Kn ¯ Rn|s → 0, n → ∞,
zu zeigen. Sei dazu 1 < s < α. Da (pj)j≥0 im Anziehungsbereich einer α-
stabilen Verteilung liegt, gilt f¨ ur eine Zufallsvariable X mit dieser Verteilung,
dass EXs = EZs
1 < ∞ und somit E ¯ Zs
1 = P(X > 0)−1EXs < ∞. Weiterhin
erh¨ alt man f¨ ur E ¯ Zs
n = E[Zs
n|Zn > 0] = ρ−1
n E[Zs
n] mit unabh¨ angigen Kopien
X1,X2,... von X
E ¯ Z
s
n = ρ
−1
n E


Zn−1 X
i=1
Xi


s
≤ ρ
−1
n E

Z
s−1
n−1
Zn−1 X
i=1
X
s
i


= ρ
−1
n E

E

Z
s−1
n−1
Zn−1 X
i=1
X
s
i
￿
￿
￿ Zn−1




= ρ−1
n EZs
n−1EXs < ∞
Dabei gilt obige Ungleichung aufgrund der Konvexit¨ at von x 7→ xs, s > 1.
Zum Nachweis der zweiten Bedingung bemerken wir zuerst, dass ¯ K im normalen
Anziehungsbereich einer α-stabilen Verteilung liegt und somit alle Momente
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E
￿
￿
￿| ¯ Rn − U1/(α−1)|max( ˜ Kn, ¯ K)
￿
￿
￿
s
≤
￿
E| ¯ Rn − U1/(α−1)|
s0
s0−s
￿ s0−s
s0 ￿￿
EKs
0
n
￿ s
s0
+
￿
EKs
0￿ s
s0
￿
→ 0, n → ∞.
Weiterhin ist die Kontraktionsbedingung erf¨ ullt:
E| ¯ KU
s/(α−1)| = E ¯ K EU
s/(α−1) =
α
α − 1
α − 1
s + α − 1
=
α
s + α − 1
< 1.
Die letzte Bedingung kontrolliert man mittels (3.31) und (3.21). F¨ ur jedes l ∈ N
gilt
E|I{| ˜ An|≥n−l}∪{| ˜ An|=0} ˜ Kn ¯ Rn|s
≤ (l/n)
s/(α−1) EI{| ˜ An|≥n−l} ˜ Ks
n + EI{| ˜ An|=0} ˜ Ks
n
→ 0, n → ∞.
Wir betrachten die Laplace-Transformierte von ¯ Z und deﬁnieren
g(λ) := Eexp(−λ¯ Z)
h(s) := Es
¯ K =
(1 − s)α + αs − 1
α − 1
,
wobei die letzte Gleichung mittels (3.12) folgt. Aus (3.33) erh¨ alt man mit den
bekannten Rechenregeln der Laplace-Transformation
g(λ) =
Z 1
0
h(g(λu
1/(α−1))) du
=
1
α − 1
Z 1
0
(1 − g(λu1/(α−1)))α + αg(λu1/(α−1)) − 1 du.
Setzt man v := λu1/(α−1) so erh¨ alt man die Diﬀerentialgleichung
λg
0(λ) = g(λ) + (1 − g(λ))
α − 1.
Mit u(λ) := 1 − g(λ) erkennt man eine Bernoulli Diﬀerentialgleichung
−λu
0(λ) = −u(λ) + u(λ)
α,
deren L¨ osung
u(λ) =
1
(1 + cλ1−α)
1
α−1
ist. Mit 1 = E ¯ Z = g0(0) = −c−1/(α−1) gilt schließlich
g(λ) = 1 −
λ
(1 + λα−1)
1
α−1
.
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Bemerkung. Im Fall σ2 < ∞ erh¨ alt man im Vergleich zu (3.33) die Fix-
punktgleichung
L( ¯ Z) = L
￿
U( ¯ Z1 + ¯ Z2)
￿
,
wobei U uniform auf [0,1] verteilt ist und ¯ Z1, ¯ Z2 unabh¨ angige Kopien von ¯ Z
und unabh¨ angig von U seien. Diese Gleichung beschreibt die charakteristische
Eigenschaft der Exponentialverteilung. Man sieht dies leicht ein, wenn man die
relative Lage der ersten beiden Punkte eines homogenen Poissonprozesses auf
R+ betrachtet.68 KAPITEL 3. GALTON-WATSON B¨ AUME BEDINGT AUF MINDESTH¨ OHELiteraturverzeichnis
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