The experiments used in current continual learning research do not faithfully assess fundamental challenges of learning continually. We examine standard evaluations and show why these evaluations make some types of continual learning approaches look better than they are. In particular, current evaluations are biased towards continual learning approaches that treat previous models as a prior (e.g., EWC, VCL). We introduce desiderata for continual learning evaluations and explain why their absence creates misleading comparisons. Our analysis calls for a reprioritization of research effort by the community.
INTRODUCTION
Certain applications require continual learningsplitting training into a series of tasks and discarding the data after training each task. These settings vary tremendously. If data relate to individuals it may be unethical, illegal, or imprudent to retain old datasets: for example, a hospital might want to delete old patient data. In other applications, real-time systems could face distributional shifts with an underlying distribution which changes faster than the time it would take to retrain a new model with all the data. For example, a quad-copter might react to changes in wind patterns. Neural networks trained on such series of tasks tend to forget earlier tasks (often referred to as catastrophic forgetting).
Recent works have shown promising advances towards continual learning by adding regularization terms to the loss function which preserve important parameters (Kirkpatrick et al., 2017; Zenke et al., 2017; Nguyen Preliminary work. et al., 2018; Chaudhry et al., 2018; Ritter et al., 2018) . We call these approaches 'prior-focused' because they can be interpreted as treating intermediate models as priors when learning updated weights. However, experimental evaluations in these recent works have major blind-spots which mask weak-points of current approaches. The design of the evaluations does not reflect the core motivations for continual learning, regardless of the dataset used, including evaluations based on MNIST (LeCun et al., 1998) , notMNIST (Bulatov, 2011 ), CIFAR10 (Krizhevsky, 2009 ) and others. But evaluations which obscure the shortcomings of suggested continual learning solutions impede developments in the field, since researchers are not made aware of limitations of past research.
In this paper, we offer both a theoretical analysis of the evaluations' shortcomings and empirical evidence showing their bias towards prior-focused architectures. We demonstrate, for example, that prior-focused approaches stop working when the experimental set-up becomes more representative of continual learning. These evaluations can therefore be misleading, because models which perform well according to them can perform very badly on similar, but more representative, continual learning evaluations. Applications of continual learning are very diverse, and authors consider a wide range of settings. To remedy this, rather than propose an overly-narrow shared benchmark, we propose minimal desiderata for experimental evaluations in continual learning to make them more representative of the challenges that motivate the field, regardless of the intended application. We illustrate how these desiderata may be applied to specific datasets to form a robust continual learning evaluation.
Specifically, our contributions are as follows:
1. We analyse the shortcomings of existing widely used evaluations in continual learning.
2. We show empirically that these evaluations are biased towards prior-focused approaches, masking their limitations.
3. We suggest minimal desiderata for future evaluations, which can be applied regardless of dataset, When experiments better reflect the continual learning problem, recent leading approaches fail even on simple datasets like MNIST. Until we improve the experimental design, the field will only show illusory progress on increasingly complex tasks, without overcoming fundamental challenges inherent to continual learning itself.
CONTINUAL LEARNING
We start by formalising the definition of continual learning. In a typical learning setting, we aim to learn parameters w using an independently and identically distributed (i.i.d.) labelled training dataset D ≡ {(x (i) , y (i) )} to accurately predict p(y * |w, x * ) for an unseen (x * , y * ) pair.
In the continual learning setting, members of D are not i.i.d. Instead they may be split into disjoint subsets D t ≡ {(x
t )}. These sets are assumed to be drawn from T distinct i.i.d. distributions each of which represents a task. We join many authors in assuming that the tasks are clearly separated, although in general that may not be the case. The challenge of continual learning is to learn a single model which is able to predict well on data from any task, despite training on each task in sequence without revisiting previous tasks.
1 In this paper, we will frequently consider a model after training on some, but not necessarily all T tasks. The t'th model is the state of the model after training on datasets {D 1 : D t }.
EXISTING WORK
In this paper, we critically analyse common evaluations used by the majority of recent papers. In this section, we review existing work focusing first on the methods employed ( §3.1) and second on the evaluations used ( §3.2). Throughout, we provide a framing which anticipates our critical analysis.
Methods
Approaches to continual learning and catastrophic forgetting form three main families. First, prior-focused approaches use regularization to create 'elastic' parameters. These include: Elastic Weight Consolidation (EWC) (Kirkpatrick et al., 2017) , Synaptic Intelligence (SI) (Zenke et al., 2017) , Variational Continual Learning (VCL) (Nguyen et al., 2018) , Kroneckerfactored approximated Laplace approximation (Ritter et al., 2018), and Riemanian Walk (RW) (Chaudhry et al., 2018) . In fact, all of these can be seen as setting a distribution over the parameters of the t − 1'th model as the prior when training on the t'th dataset.
VCL makes this most explicit. VCL is a variational inference (VI) method that uses Bayesian neural networks (MacKay, 1992; Neal, 1995; Blundell et al., 2015) . VCL sets the posterior at the end of training a task to be the prior when beginning training for the next task. EWC and SI instead use ordinary neural networks with an L 2 regularization term added to the loss. This regularization reflects a Gaussian prior for each parameter. The means of these priors are the point estimates of the parameters of the t−1'th model. They use the approximate Fisher information as a way of estimating the Hessian to assess importance. This implicitly sets the covariance of the parameter prior (which is assumed to be diagonal). Chaudhry et al. (2018) provide a generalization of both SI and EWC. Ritter et al. (2018) extend EWC by relaxing the assumption that the covariance matrix of the parameter distributions is diagonal. Schematically, as the authors of these papers note, these approaches use a similar loss function:
where Σ is the covariance of the prior, which is estimated differently under each approach. The first term reflects model log-likelihood on the t'th task. The second reflects distance from the model prior. In general, prior-focused approaches rely on the prior term to capture everything learned on previous tasks and only use the newest data to estimate the likelihood term. However, in practice the prior term does not capture everything learned in previous tasks. Some authors boost the performance of prior-focused approaches by sampling data from past tasks when estimating the likeli-hood. Although it has not been presented in this way, we see this sampling as attempting to better estimate the likelihood term of the conjunction of all datasets, which is only necessary when the prior term is not sufficient to capture what has been learned before. For example, VCL is also presented using coresetsstoring very small representative samples of past data. VCL with coresets fine-tunes on the withheld coreset data just before testing. Similarly, RW presents results both with and without training on subsamples of previous datasets. EWC revisits each dataset multiple times.
These rehearsals begin to blend in the second major family of continual learning approaches. Dual-memory approaches store some summary of seen datasets and partially revisits them. This summary might use a generative model as in Deep Generative Replay (DGR) by Shin et al. (2017) . Alternatively it might just be a coreset as in VCL or RW. This family builds on pseudorehearsal introduced by Robins (1995) following a neuroscientific motivation.
The last major family uses dynamic architectures. These change the structure of the networks in significant ways to incorporate learning from each task separately (e.g., Rusu et al. (2016); Li and Hoiem (2017) ). These perform well, but their expanding use of memory creates practical problems. A more thorough survey of these as well as prior-and likelihood-focused approaches can be found in Appendix A.
Prior-focused approaches have received considerable attention in part because the methods are sufficiently general to apply to many architectures and settings. We focus our examination on these methods, because they seem to represent the most exciting recent advances in continual learning, but the experiments used to support them may not be fairly evaluating their performance.
Experimental Evaluations
In this section we give an in-depth review of key experimental evaluations as they are used in current research. We illustrate our critique using the most commonly performed experiments using variations of the MNIST dataset: Permuted MNIST and Split MNIST, most commonly in multi-headed form. Although we emphasise MNIST for explanatory purposes, our critique in §4 applies to many other evaluations which share similar design choices.
Permuted MNIST
The Permuted MNIST experiment was introduced in Goodfellow et al. (2013) . In their experiment, a model is trained on MNIST as D 1 . Each later D t for 1 < t ≤ 10 is constructed from the MNIST data but with the pixels of each digit randomly permuted. A fresh permutation is drawn for each task and applied to all images in the same way for that task. After training on each dataset, one evaluates the model on each of the previous datasets as well as the current. Goodfellow et al. (2013) used this experiment to investigate feature extraction, but it has since become a mainstay for continual learning evaluation (Zenke et al., 2017; Shin et al., 2017; Kirkpatrick et al., 2017; Lee et al., 2017; Lopez-paz and Ranzato, 2017; Nguyen et al., 2018; Ritter et al., 2018 (2018) note, the multi-headed variant is much easier to solve. In the multi-headed variant the model prediction is constrained to be only from the two classes represented in each task. For example, when evaluating the performance on the first task, the model only needs to predict probabilities for zero versus one. In some cases, multi-heading is taken even further and training is only done on the head governing the specific classes included in the task (Zenke et al., 2017; Nguyen et al., 2018; Ritter et al., 2018) . As a result, training does not drive predicted probabilities for unseen heads to zero, as they would in the single-headed case. Multi-heading is often used in similar non-MNIST evaluations, for example, in Zenke et al. (2017); Nguyen et al. (2018); Ritter et al. (2018) . Chaudhry et al. (2018) use both a single-and multi-headed version of Split MNIST.
Two-task transfer
In some works, a two-task transfer learning evaluation is used for continual learning. 
CRITICAL ANALYSIS OF EXISTING EVALUATIONS
Permuted MNIST and multi-headed Split MNIST are commonly used to compare continual learning algorithms. However, each of these makes continual learning easier for prior-focused approaches. Continual learning is at its hardest when new tasks resemble old ones, enough that the model makes confident but incorrect predictions on the new data. Prior-focused approaches fail in such cases, because the models used to represent the prior are insufficiently expressive, and existing evaluations do not capture these scenarios. In this section we will provide a theoretical critique of these experiments. In §6, we evaluate these analyses empirically.
Although we use MNIST as a case study here, our analysis is much more general. For example, all of our critiques of the way MNIST is used by Zenke et al. (2017) apply also to their use of the CIFAR100 dataset, the use of notMNIST, Fashion MNIST, SVHN and CI-FAR10 in Ritter et al. (2018) , and the use of notM-NIST in (Nguyen et al., 2018) . These critiques are about experimental design, not dataset choice.
Permuted MNIST
Permuted MNIST represents an unrealistic best case scenario for continual learning. The permutation means that most inputs from the new dataset D t resemble none of the classes from D t−1 . In practice, this means that during early training on D t the model is unrealistically unconfident. It's strongest predictions have low output probabilities compared with more realistic continual learning setups. Unconfident, small probability predictions lead to smaller gradients.
Because of the loss function used in prior-focused continual learning, shown in equation (1), these smaller gradients lead to less forgetting. This loss function can be separated into a prior term and a likelihood term. Crucially, the prior term is data-independent and therefore the same regardless of the t'th dataset for a given t − 1'th model. The likelihood term, however, is data-dependent. In particular, the gradients of the final layer with respect to the likelihood term of the loss tend to be large when the model makes confident but incorrect predictions. The derivative of the likelihood term in the loss with respect to each output weight w k in the output layer of a model is ∂L ∂o k = p k − y k where y k is the k'th entry of a onehot vector of labels and p k is the probability predicted for class k. Assume the ground truth class for a certain input is c which was not present in previously seen data. A confident incorrect prediction of class c would mean large magnitude gradients for the desired unit c which we want to adapt, but also for output unit c , a class found in the previous task, which we do not wish to change. On the other hand, uniform output probabilities reduce the magnitude of the gradient for all units apart from c, resulting in lower average gradients corresponding to the likelihood term of the loss function. This tendency towards much larger gradients given confident, false, predictions is only true in general for the output layer. However, especially early in training, output layer gradients are several orders of magnitude larger than gradients further into the model. Moreover, it suffices, for our purposes, to show that the Permuted setting protects the prior-focused loss from systematic large mis-estimates for an important subset of its gradients.
If the prior term fully captures correct class of models, its size will change appropriately, even though the likelihood term might be very large. However, when the model family represented by the prior is insufficient, the prior term might not reflect the optimal Bayesian result. In realistic settings with confident incorrect predictions, the likelihood term of the loss in the final layer is many orders of magnitude larger than the prior term. This means that, early in training, the gradients broadly ignore the prior. In the misleading Permuted setting, however, the ratio between the two is much smaller. This means that prior-focused approaches can look good in the Permuted setting but not be robust on more representative challenges where there are resemblances between tasks. Permuted MNIST's randomly permuted tasks mask this 'forgetting scenario' which is common in many continual learning tasks (e.g., patient records in hospitals are similar to previously observed patients, but might be different enough to cause forgetting). The experiment can therefore be seen as 'biased' towards current prior-focused approaches: approaches that will otherwise fail when consecutive tasks resemble each other look good in the Permuted setting. We demonstrate these ideas empirically in §6.1.
Split MNIST
Split MNIST is more challenging than Permuted MNIST insofar as it introduces more realistic differences between tasks. However, the multi-headed version, which is most often used, is not representative of real-world continual learning use-cases, as Chaudhry et al. (2018) point out. To implement multi-heading, one needs to identify which task each example belongs to. Otherwise one cannot pick a head to train and predict with. Usually, if that were possible, continual learning would be unnecessary, since one could use a separate classifier for each task. Unfortunately, a model which performs well when implemented in a multi-headed way might do very badly when faced with a single-headed scenario. To illustrate, suppose some model has already been trained on the first four tasks of Split MNIST and is then tested on the digit '1'. In the single-headed variant, when shown a '1' it may incorrectly predict the label is seven, which was seen more recently. In the multi-headed variant, we knowingly assume that the label comes from [0:1]. Because the model only needs to decide between 0 and 1 (and not even consider if the image is a 7), a multiheaded model could correctly predict the label is 1 even though the same approach will completely fail in a single-headed experiment setup. A multi-headed evaluation can therefore make it seem as if an approach has solved a continual learning problem when it has not. Single-headed Split MNIST -an evaluation not generally used in the field-would require a model to work well even when the parameters change significantly to adapt to more than two new and different tasks, and when there may be strong resemblances between classes present in new and old tasks.
Other non-representative evaluations
Two-task transfer is not representative of realistic problems because continual learning use-cases often involve a long series of tasks, not just two. An algorithm might have elements that perform well with just one previous task but fail with more.
2 In other cases, experiments revisit each dataset multiple times (Kirkpatrick et al., 2017; Schwarz et al., 2018) . This is similarly unreflective of the continual learning setting where old datasets are no longer accessible.
DESIDERATA FOR CONTINUAL LEARNING EVALUATIONS
Continual learning reflects many environments and use cases. Sometimes it is motivated by extremely large datasets that make full retraining impractical (e.g., (Nguyen et al., 2018) ). Other times by agent control in multiple distinct environments (e.g., (Kirkpatrick et al., 2017; Schwarz et al., 2018) ). Or it might be motivated by legal constraints requiring periodic data deletion. The setting, as well as the motivation, may vary enormously, from image segmentation to medical diagnostics to control. Specialized continual learning datasets like Core50 (Lomonaco and Maltoni, 2017) are therefore useful for subfields but cannot be seen as an overall benchmark for continual learning. A set of desiderata for future evaluations of continual learning is more useful. We propose the following minimal principles which ought either to be respected or to be explicitly mentioned as absent.
Cross-task resemblances Input data from later tasks must at least sometimes result in confident predictions of old classes, early in training. Otherwise the problems of Permuted MNIST resurface. Shared output head If each task is given a different output vector, it must be explicitly and prominently mentioned. This has a large effect on the difficulty of the challenge. No test-time assumed task labels If one knows the label of the task at test-time, one might in many cases be able to train multiple models, rather than continually learning. If the test-time algorithm must select outputs based on the task label, it will not be relevant to many applications of continual learning. No retraining on old tasks Many motivations of continual learning preclude being able to retrain on task 1 after having trained on task T . This includes retaining small amounts of data from old tasks, which might violate privacy laws, for example. More than two tasks Most use cases of continual learning demand more than two tasks to be learned. Two-task transfer ( §3.2.3) is therefore interesting, but succeeding at two-task transfer does not guarantee good performance on three or more tasks.
As an example of how these desiderata might be applied, we consider a challenging implementation of single-headed Split MNIST, which is what we use in §6. Each of the five tasks (classifying a series of pairs of handwritten digits) has some resemblances to previous ones. For example, a seven can look much like a one. A single output vector is shared by all tasks, and the class prediction is decided without knowledge of the current task label. Each task is visited only once, and not repeated. In a strict version, there no coresets are saved between tasks. There is a sequence of five tasks.
There are, of course, situations where the desiderata might be deliberately set aside. For example, Nguyen et al. (2018) explicitly concern themselves mainly with fast adaptation to new tasks. They are therefore happy to assume knowledge of task labels and store small amounts of old data. While the five listed desiderata may seem basic and will not always be applicable, it remains a surprising fact that there is no prior-focused approach that has been shown to perform well in an evaluation with all of the five main desiderata. We have argued above why this might be, and show in §6 that at least some prior-focused approaches fail as these desiderata are enforced and that they fail because they are priorfocused.
These desiderata are a starting point for more difficult challenges including:
Unclear task demarcation Task boundaries are generally assumed knowledge during training. Continuous tasks Current practice usually assumes that tasks are discretely different rather than varying continuously. Overlapping tasks Current practice tends to have task output spaces with minimal overlap.
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Long task sequences Continual learning is most interesting over extremely long sequences of tasks. Time constraints Continual learning solutions that update quickly are more useful than ones that have large computational overheads. Memory constraints Continual learning solutions that use a small fixed memory are more useful than those that consume a large and expanding amount of memory.
To illustrate how the single-headed Split MNIST evaluation might be made more challenging for continual learning without choosing a more complex dataset we consider possible extensions. One might keep the same set-up but not inform the learner that a new dataset has arrived. One might represent a continuous task by a probability distribution of certain classes appearing, rather than a binary inclusion of, e.g., zero and one in the first task. One might include the same digit in multiple tasks, at different frequencies, or of different types (e.g., different colors). One might use more characters (e.g., from another source) to allow a longer sequence of tasks. One might measure the wall-clock time taken for training on each new task, and its memory use.
A very real risk for the field is to embrace more complex datasets before establishing robust experimental design. Until we have continual learning evaluations that test the core challenges of continual learning, moving from MNIST to more complex datasets does little to measure progress in continual learning itself.
EMPIRICAL ANALYSIS OF EXISTING EVALUATIONS
The aim of this section is twofold. First, we demonstrate failure cases of existing experimental evaluations, supporting our analysis in §4. Second, we demonstrate that the existing evaluations are biased towards prior-focused approaches.
Shortcomings of Permuted MNIST
We introduce two tests to show the shortcomings of the Permuted MNIST experiment discussed in §4.1. For each test we consider both the Permuted and Split settings. In each case, we train a model on Task A before training on Task B. In the split setting, Task A is the first five digits of MNIST and Task B the last five digits. In the permuted setting, Task A is MNIST and Task B is a random permutation of the pixels of MNIST. Here, we are assessing the evaluation framework itself, not continual learning performance.
Verifying Permuted Setting
Under-Confidence
We first validate our hypothesis that predictions are much more uniform in the Permuted setting. We evaluate the entropy of the output probability vector. Low entropy indicates a confident prediction of a single class, whereas a high entropy indicates a 'uniform' prediction, spreading the mass across different classes. These are summarised in Table 2 , supporting our claim that models in the Permuted setting are much less confident than in a more typical setting. : Early in training Task B, the ratio of the likelihood term of gradients the final layer against the prior term is much lower in the Permuted setting. This reduces forgetting because the prior has a larger impact on learning. Averaged over 100 runs, shading is one standard deviation.
Verifying Unusually Large Gradients in the Permuted Setting
Next, we test our hypothesis from §4.1 that more uniform predictions lead to slower 'catastrophic forgetting'. To test this hypothesis, after training on Task A, we measured gradients for the final weight layer while training Task B in the two variants (figure 3). All results are averaged over 100 runs. Full experimental details are in Appendix B.1. We found that having digits resembling previously observed ones in the Split setting led to much larger likelihood-term gradients in the final layer than found in the Permuted setting for early batches. As a result, the ratio between the likelihood term and the prior term of the loss is much higher in the Split setting (figure 4). This means that the prior has a smaller influence over the gradients, leading to more forgetting.
Understanding Prior-focused Bias
In the experiments below we investigate three algorithms based on work by Nguyen et al. (2018) . We select them as representatives of the pure prior-focused approach, an entirely dual-memory approach, and a hybrid approach. We use these to tease out which aspects of the architecture are challenged under different experimental design choices. We use VCL because it provides a clearer distinction than other similar architectures between the elements of a continual learning system that reflect a prior based on the t − 1'th model and the parts that learn from the t'th.
We distinguish three variants. First, we use pure VCL, exactly as described by Nguyen et al. (2018) . A meanfield variational inference Bayesian neural network is trained on each dataset in sequence. At the end of the t − 1'th task, the weights become the prior for training the next model. In this variant, no coreset is used, reflecting a pure prior-focused approach.
In the second variant, a small coreset of 40 datapoints is extracted from each dataset (we use their k-center coreset approach, but this does not have a large effect). Everything is the same as pure VCL except that, at the end of training on each task, the model is trained on the coresets before testing, as described in their work. This reflects a hybrid approach.
The third variant, a 'coreset only' approach, is exactly like the second variant except that the prior used for variational inference is the initial prior each timeit is not updated after each task. This is a purely dual-memory approach, and is not the same as any algorithm used in Nguyen et al. (2018) . We also provide results for EWC because it has been widely discussed in the literature. The fact that our observations for VCL are mirrored for EWC supports our hypothesis, based on our analysis, that the problems discussed in this section affect prior-focused approaches in general, rather than any specific architecture. Note that because VCL and its variants use a Bayesian neural network and variational inference, and EWC does not, performance comparisons between these architectures should be interpreted carefully.
Previous authors have demonstrated the effectiveness of their methods on Permuted MNIST. These demonstrations are reproduced in Appendix B.2.
Split MNIST and Fashion MNIST
Split MNIST, described in §4.2, has tasks that resemble each other, which we show here is more challenging under the right conditions. We begin by evaluating models with multi-heading. That is, each prediction is the most probable class out of the classes of the task being evaluated. In addition, similarly to Zenke et al. (2017) , Ritter et al. (2018), and Nguyen et al. (2018) , VCL is trained with five separate heads which make predictions over only two classes, which are trained separately but share hidden layers.
All four architectures (VCL, VCL with coresets, coresets alone, and EWC) perform roughly as well as each other in multi-headed Split MNIST (figure 5). VCL's performance without coresets begins to dip slightly by the last task, but this experiment is clearly unable to distinguish significant performance differences between the three architectures. Note the compressed y-axis. Because of multi-heading, this task is not yet more challenging than (the single-headed) Per- Single-headed Split MNIST reveals blind-spots (figure 6). We perform exactly the same experiment as before, except that predictions are not constrained to be from the 'ground truth' task for either training or testing. If a network predicts with high output probability that any input is most likely to be from the most recent task, it will now have 0% accuracy on old tasks, even if it could still distinguish zeros and ones (having been told to choose one of the two). With this small modification, a large performance difference emerges between the three approaches. The coreset-only approach is successful and performs exactly the same as VCL with coresets. Pure VCL and EWC, meanwhile, forget old classes completely. This suggests that coresets are responsible for the performance of the hybrid model. In this setting the prior representation is not sufficient to provide effective continual learning.
We also demonstrate that these phenomena are not unique to MNIST. We perform a similar analysis using Fashion MNIST, a dataset containing ten classes of small images of different types of clothing. Although a more complex domain, we still see that all models perform similarly in the multi-headed setting (figure 7) but that coresets explain all the performance of VCL with coresets in the single-headed setting and VCL and EWC fail without coresets (figure 8). See appendix B.5 for full experimental details.
DISCUSSION
Experimental design shapes the field by providing reproducible comparisons between architectures, and testing whether an architecture satisfies minimal objectives. Blindspots in existing evaluations have led to inadequate comparisons in recent research. We showed that existing evaluations are biased towards priorfocused approaches, which perform badly in modified evaluations that satisfy minimal desiderata. We argued for a list of minimal desiderata, as well as more ambitious ones. It is tempting to demonstrate progress by using increasingly complex test environments. But until proposed architectures can perform well on robust experimental designs in simple testbeds, which they currently fail to do, this progress does not reflect progress in continual learning.
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This approximate Fisher information matrix is estimated at the end of each task. The authors state that in the multi-task case the regularization term for task T is the sum of separate regularization terms for each past dataset D t ,
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Kirkpatrick et al. (2017) show EWC works well on the Permuted MNIST task introduced by Goodfellow et al. (2013) . They also show that EWC reduces forgetting on a succession of Atari games.
A.2 Synaptic Intelligence
Published soon after EWC, SI has a similar loss but computes the contribution of each parameter to the gradient of the loss over the entire course of training. The authors explicitly acknowledge that the derivation of their regularization term only extends to the twotask case, but point out that the model performs well even in multi-task settings. Zenke et al. (2017) show that SI works in a multiheaded version of the Split MNIST task which they introduce, and matches EWC on the Permuted MNIST task. They also show some transfer learning on a multi-headed split CIFAR task of their own design.
A.3 Variational Continual Learning
Nguyen et al. (2018) In addition, they demonstrate their performance on a two-task evaluation, switching from classifying MNIST to SVHN (Netzer et al., 2011) and back.
A.5 Dynamic architecture approaches
Other work, which is not our focus, has also made progress with continual learning. Progressive neural networks (Rusu et al., 2016 ) conditions the newest model on the outputs of old, stored, models. Some approaches split the network into regions that have different roles. In Li and Hoiem (2017) one set of shared parameters governs a feature extraction component while each task is given parameters on top of that component. During training, the combined shared and old task networks are encouraged to classify similarly to a stored old version of the model, while the combined shared and new task networks are trained on the new task. Jung et al. (2016) Net uses evolutionary selection to try to learn which patches of a larger network are helpful to each task rather than making a layer-by-layer assumption (Fernando et al., 2017) . This broad family of approaches are especially useful in two-task transfer cases, but it can become impractical to introduce the many taskspecific weights in the more general continual learning case that we consider.
Others find that adjustments to learning dynamics can reduce catastrophic forgetting, presumably by encouraging networks to use their capacity fully. This family of approaches includes selecting activations and using dropout to reduce forgetting (Srivastava et al., 2013; Goodfellow et al., 2013) . These are useful, but do not go far enough to solve forgetting fully. Lee et al. (2017) extend dropout by shifting the zero-point of each dropout parameter to the parameter value from training on the previous task.
B EXPERIMENTAL DETAILS AND FURTHER FIGURES

B.1 Shortcomings of Permuted MNIST Experimental Settings
To measure the gradients during training, we first trained on Task A for 120 epochs with batch size 256 and an Adam optimizer using Variational Continual Learning (VCL) with the same settings used in B.2. We then trained on Task B for 15 batches of 16 digits each, again using VCL. We measured the average absolute value of the gradients of the final layer of the model. We averaged over 100 training runs for each setting (with a different permutation each time in the Permuted setting), resetting the model to its initial position after each run. Graphs show the standard deviation of the average gradient of each batch. The ratio displayed in figure 4 is the log-likelihood term of the loss described in equation 1 divided by the prior term, using VCL. The ratio is calculated for each of the 100 runs on the averaged absolute gradients.
B.2 Permuted MNIST as Baseline
As Nguyen et al. (2018) have shown, on Permuted MNIST, described in §4.1, VCL performs well with or without a coreset. We also show that the coreset on its own performs badly (figure 9, results averaged over 10 runs). This is consistent with our analysis of the Permuted setting, which suggested that the small and evenly spread gradients due to the likelihood term of the loss helped the prior term to work, despite a prior that does not fully support the function space. Note that this version of VCL was previously shown to outperform EWC and SI (Nguyen et al., 2018). For permuted MNIST, we follow Nguyen et al. (2018) where possible. We use a Bayesian neural network (Graves, 2011) with two hidden layers of 100 units with ReLu activations. The priors are initialized as a unit Gaussian and the parameters are initialized with the mean of a pre-trained maximum likelihood model and a small initial variance (10 −6 ). We use the Adam optimizer (Kingma et al., 2015) with learning rate 10 −3 . We use a single head, again following Nguyen et al. (2018) . For all results we present the average over 10 runs, with a different permutation each time. Standard errors are not shown as they are under a tenth of a percent.
We train for 100 epochs using a batch size of 256 on all the data except the with-held coresets. We train the whole single head on coresets for 100 epochs and use 200 digits of each permutation as a coreset chosen using the same k-center coresets algorithm used by Nguyen et al. (2018) . VCL without coresets is exactly the same, but without a final training step on coresets. The coresets only algorithm is exactly the same as VCL, except that the prior is always initialized as though it were the first task. For all Bayesian neural network architectures we train for 120 epochs. We use batch sizes equal to the training set size. We use coresets of digits per task selected using the same k-center coreset algorithm as Nguyen et al. (2018) , which are withheld from the training. We train for 120 epochs on the concatenated coreset across all the heads together.
For EWC, we use a neural network with two hidden layers with 256 weights. We train using the variant of EWC suggested in Huszár (2018). We estimate the Fisher information using 200 samples at the end of each task, train using SGD with learning rate 10 −2 for 20 epochs per task. The coefficient of the regularization term in the loss was set to 10 but was found not to be important to performance.
B.4 Multi-headed Split MNIST
Multi-headed Split MNIST has almost precisely the same settings as the Single-headed Split MNIST above. Following Nguyen et al. (2018), for VCL we have five heads in the final layer, each of which is trained separately. Coresets are used to train each head in turn. Batch size equal is to training set size. Results are shown averaged over 10 runs with fresh coreset selection each time. Standard errors are not shown as they are of the order of a tenth of a percent.
EWC is configured in exactly the same way as in the single-headed setting.
B.5 Split Fashion MNIST
Single-and multi-headed Split Fashion MNIST are performed mostly the same as our Split MNIST experiments. We use a larger network, with four hidden layers with 200 units for the BNN and 256 units for EWC. Fashion MNIST has a much more diverse membership of its classes, which makes performance lower even with these larger networks. We did not find that using larger coresets significantly improved performance.
C UNIFYING PRIOR-FOCUSED AND LIKELIHOOD-FOCUSED CONTINUAL LEARNING
Authors' note: In a previous version of this paper, we introduced a unifying view of Bayesian continual learning and presented a partner approach to Variational Contoninal Learning (VCL): Variational Generative Replay (VGR). In the current version of this paper, we focus specifically on evaluation, and the unifying view and VGR are left for future work. However, for sake of consistent citation, we preserve an introduction of these topics in this appendix, which will be integrated into future work which more closely examines Bayesian continual learning.
Each of VCL, EWC, and SI effectively set the parameters at the end of the last task as a prior, which is explicit in the Variational Inference (VI) derivation supporting VCL (Nguyen et al., 2018) . We approach the derivation of continual learning in VI differently. Instead of changing priors between tasks, we adapt the log-likelihood component of the loss to depend on past datasets. We view estimating the log-likelihood component as using Monte Carlo sampling from densities of past data, which can be modelled using generative models. This offers a principled derivation combining the likelihood-focused approach to continual learning together with the prior-focused ones. In the following we develop the unifying Bayesian framework, focusing on the VI case in order to match the current stateof-the-art algorithm-VCL. An analogous derivation in the maximum likelihood estimation setting would recover an algorithm resembling a more streamlined version of DGR proposed by Shin et al. (2017) .
C.1 A Likelihood-focused Approach using a Variational Free Energy Loss
In non-continual learning, we aim to learn parameters ω using labeled training data D = (x, y) to infer p(y|ω, x). In the continual learning context, the data is not independently and identically distributed (i.i.d.), but instead may be split into separate tasks D t = (X t , Y t ) whose individual examples x (nt) t and y (nt) t are assumed to be i.i.d. We assume in this case that the tasks are clearly separated, although in general this splitting might be based on unsupervised learning.
Under the standard VI approach (Jordan et al., 1999) , we want to find the posterior over the parameters, p(ω|D 0:T ) which let us estimate a probability distribution for y. The posterior is generally intractable, so we introduce a tractable approximating distribution q θ (ω) and minimize the Kullback-Leibler divergence between the approximating distribution and posterior:
which, after applying Bayes' theorem and removing constant terms, becomes:
This is equivalent to minimizing the variational free energy of the model. The first term can be interpreted as pushing q towards a prior about the distributions of the parameters. The second term is data-dependent and is the expected negative log-likelihood of the observed data given the parameters of the model. To extend this log-likelihood term to the continual learning setting, we observe that:
Using 3 and 4 and rearranging gives an expression for the variational free energy F T that can be used to train on dataset D T and can be decomposed into a sum of separate terms for each dataset D 0:T :
where L t is the expected log-likelihood over D t :
We cannot estimate L t for t < T directly because we have discarded those datasets. Instead, we approximate the sum in (6) as an integral over a data distribution p t (x, y) which is in turn approximated by a generative model. That is, we can approximate equation (6) as:
In order to approximate the distribution of past datasets p t (x, y), we train a GAN q t (x, y) (Goodfellow et al., 2014) to produce (x,ŷ) pairs for each class in each dataset as it arrives. After that dataset is used, the data are discarded and the generator is kept.
Data from the distributionsx,ŷ ∼ q 1:T −1 (x, y) can supplement the actual data for task T to create (x,ỹ) = (x∪x,ŷ∪y). Because we were able to separate (5) as an sum of task-specific terms we can minimize it by minimizing:
which we approximate by averaging over sampled mini-batches. We refer to this model as Variational
Generative Replay, VGR, given in Algorithm 1. This model can be seen as an exemplar of the family of likelihood-focused approaches. By setting the prior to be given as the posterior from the previous task, or objective can further be seen as merging such likelihoodfocused approaches together with prior-focused approaches.
C.2 Comparison Between VGR and Other Likelihood-focused Approaches
Existing works already use generative models to simulate past datasets as a tool for continual learning (Robins, 1995; Shin et al., 2017) . Our derivation provides a unified view for these algorithms together with prior-focused approaches. Additionally, our suggested VGR is novel in its application of variational inference and, because it was derived from first principles, simpler in design compared to (Shin et al., 2017) for example. VGR is designed to be as analogous as possible to VCL-the current state-of-the-art-which makes it ideally suited for experimental comparison. Further, VGR's probabilistic nature allows us to identify new tasks by examining model uncertainty (see §C.8).
Many alternative ways of estimating density models for use in generating data are possible. One could use conditional GANs using the training class label as an input. Or one might follow Shin et al. (2017) whose 'scholar' uses old classifiers to label unconditional GAN outputs. Coresets or randomly preserving a subset of examples are other ways to estimate the density model. Whether coresets or generative models are more computationally efficient, or even tractable, depends on the data-space. However, we find that VGR is not very sensitive to the length of training of the generative model and even poor generative models preserve classifications adequately (see figure 13 ). Generative models can find complex data-spaces dif-
Algorithm 1 VGR
Input: Prior p(ω), inputs to generate per class n. Output: Variational and predictive distributions q θt (ω), p(ŷ|ω t ,x) for 0 ≤ t < T . Initialize ω ← N (0, 1). for t = 0 to T do Observe dataset D t and initialize G t ← ∅ and q θ0 (ω) ← p(ω). for t = 0 to t do Sample n replay from Gen t as R t G t ← G t −1 ∪ R t end for ω ← argmin(F) from equation (8) VGR has marginally better performance than VCL with or without a coreset, which has been shown to outperform EWC and SI. Coresets without the VCL loss performs worse. Averaged over 10 runs.
ficult, though major advances have been made with complex environments. Moreover, generative models can be trained with differential privacy (Farquhar and Gal, 2018) whereas coresets cannot have the same differential privacy guarantees.
C.3 Experimental Evaluations of VGR and VCL
Authors' note: In a previous version of this paper, which introduced VGR, we included a number of experimental evaluations, some of which are different in kind to those in the current work.
C.4 Permuted MNIST
Training with VGR is performed identically to the description in B.2 with the following exceptions. We train VGR for 120 epochs using a GAN trained for 200 epochs on each MNIST digit. We use 6000 generated digits per class, sampled fresh for each task, and initialize network weights using the previous task. We use a batch size of 256 times the number of seen tasks, ensuring that the number of batches is held constant.
The GAN is trained with an Adam optimizer with learning rate 2 * 10 −4 and β 1 of 0.5. The network has four fully-connected hidden layers with 256, 512, 1024 and 784 weights respectively. It uses Leaky ReLu with α of 0.2.
We can see that VGR performs marginally better than VCL on Permuted MNIST, although the performance gain is very slight.
C.5 Single-headed Split MNIST
Most settings are as described in B.3. For VGR, we use 6000 digits per class generated by a convolutional GAN. Unlike VCL, we cap batch sizes at 30,000 rather than having the batch size equal the training set size. This is because the examples generated by VGR result in larger training sets which exceeded the memory available on our GPU.The GAN is trained for 50 epochs on each MNIST class using the same optimizer as the non-convolutional GAN used for Permuted MNIST. It has a fully connected layer followed by two convolutional layers with 64 and 1 channel(s) and 5x5 convolutions. Each convolutional layer is preceded by a 2x2 up-sampling layer. The activations are Leaky ReLu's with α of 0.2.
In the single-headed Split MNIST task we begin to see a large difference in performance between VGR and VCL. Likelihood-focused continual learning methods appear to adapt well in this setting, while priorfocused ones struggle.
C.6 Multi-headed Split MNIST Most settings are as described in B.4. For VGR, unlike VCL, we only perform multi-heading as a way of selecting predictions, rather than using multiple heads during training as well, because each batch contains data from multiple tasks.
When multi-headed, both VGR and VCL perform very well, as the task is quite simple (see figure 12 ).
C.7 Timed Single-headed Split MNIST
We use Timed Split MNIST to evaluate the trade-off of training time against accuracy in continual learning. This experiment is important because much of the need for lifelong learning comes from situations where a system cannot feasibly retrain on all previous data due to constraints of cost and time. Continual learning systems generally have hyperparameters that affect both performance and speed. For example, in VGR, training on larger sampled datasets improves performance but takes more time. In figure 13 we show the average accuracy of various models plotted against the wall-clock time taken to finish training for a wide range of such hyper-parameters. The objective is not to carry out an exhaustive hyper-parameter search, but to indicate different possibilities for performance/time trade-offs. None of the configurations of VCL provides good accuracy on the single-headed task. At the same time, none of the configurations of VGR is able to provide good time performance (see appendix C.7.1). We highlight these shortcomings for future research to address.
We perform the single-headed Split MNIST experiment with a range of different configurations. For VGR we allow between 10 and 50 epochs for training the convolutional GANs and between 1 and 120 epochs for training the main model. We use 2000, 4000, or 6000 generated images per class. We add GAN training time to the main figure, even though it is possible to do in parallel. For VCL, we use between 1 and 120 epochs for training and coresets. In all cases, we report elapsed wall-clock time from start to finish. We plot this against average accuracy over all tasks of the final model trained on all tasks. In all cases, the experiment was carried out on an NVIDIA Tesla K80. Here, we also show Timed Split MNIST performed as a multi-headed experiment in order to allow VCL to use multi-headed training (figure 14). Performance is better for all models than in the single-headed case, but for VCL it can get very good, and faster than VGR.
C.7.1 Time and Memory efficiency of Priorand Likelihood-focused Approaches
Likelihood-focused approaches must train generative models and train on extra data relative to priorfocused approaches. But prior-focused approaches tend have slightly more complicated losses or add extra training phases. We found that VCL with coreset was faster than VGR. For the single-headed Split MNIST task it took roughly 7 minutes. 6 Training VGR with each generated set the same size as the true data took roughly 18 minutes plus 34 minutes to train the GANs. But a quicker training regime took only 2 minutes plus 8 for training GANs and was still more accurate than VCL.
7 The prior-focused costs scale badly with model size, while VGR's costs scale badly with data-space complexity and very long series of datasets. VGR is also potentially less memory intensive. Generated data can be sampled on demand, it need not be the same each epoch.
C.8 Model Uncertainty on Unseen Tasks
Model uncertainty gives another tool for understanding forgetting. A model with well-calibrated uncertainty enables detection of new distributions or the escalation of anomalous examples to human oversight.
A good lifelong learning model should tend to be more certain on tasks it has seen before than tasks it has not seen. We train VGR and VCL on the single-headed Split MNIST task as before. After training on each task, we measure the model's uncertainty when shown data from each task, both seen and unseen. We then use the uncertainty information to predict whether the model has seen the dataset before or not. If the uncertainty is higher than a certain threshold, we announce 'the model was not trained on this dataset!'. We evaluated this with different thresholds, generating an ROC plot. We compare the AUC of both these ROC plots and find that VGR's AUC is 1 while VCL's is 0.76. This means that VGR is able to correctly detect all tasks it has not seen before, whereas VCL fails on a considerable number of those.
To quantify the uncertainty quality in continual learning we introduce a simple decision-rule: Fix some 1 < θ < 10. Then test if the uncertainty is higher than θ times the uncertainty on the current task. If so, predict that the example comes from an unseen task. We then construct an ROC plot of true positives against false positives for all θ thresholds, and compute the area under the curve (see figures 17 18). To measure uncertainty, we use the mutual information between predictions on each task and the model posterior, following Gal (2016) . The mutual information is high when evaluated on data points far away from the training data.
For VGR, the obtained area under the curve of the ROC plot is 1, i.e. there is a value θ which cleanly divides high-uncertainty unseen tasks from lower uncertainty seen tasks. For VCL, the obtained area under the curve is 0.76. This is because the model stops recognizing old tasks as familiar-more specifically, the uncertainty of a model trained up until the fourth task when shown data from the second task (seen) is as high as when it is shown the fifth task (unseen). See figures 15 and 16 for full comparison.
In more detail, to assess the uncertainty of our models we compute the mutual information between predictions made on data from each task and the model posterior. This is high when the model is uncertain about predictions overall, but makes confident predictions when sampled. It is lower when the model is consistently uncertain and unconfident, and when the model is confidently correct. We measure uncertainty using exactly the same set-up as single-headed Split MNIST.
In order to measure the false positive and true positive rates, we set a decision rule that if the uncertainty on a task exceeds the uncertainty on the current task by a large enough margin, we deduce that it is a previously Uncertainty is high for unseen tasks, but rises for seen tasks that were seen some time ago. The fourth model, for example, is nearly as uncertain about the second task, which it has seen, as it is about the fifth, which it has not. unseen task. We vary that margin from θ = 1 (if the uncertainty is at all larger, the data must be unseen) to θ = 10 (the uncertainty can be 10 times larger and we still conclude the task is one we have previously seen) with a step-size of 0.1. We then calculate the area under the curve of an ROC plot. 0.5 represents a completely worthless test, while 1 is optimal.
C.8.1 Using Monte Carlo Dropout
In addition to Bayesian neural networks, we consider the use of Monte Carlo Dropout (Gal and Ghahramani, 2015) . We found that this model produced exactly the same performance as a Bayesian neural network, shown in figure 19 . However, it could scale effectively to larger images where the Bayesian neural network would struggle.In contrast, we could not perform VCL with MC Dropout because it was not possible to make the parameter-uncertainties specific enough.
For a simple demonstration, we train a network with two convolutional layers with dropout (3x3 kernels and 32 then 64 channels) (Gal and Ghahramani, 2016), a Figure 19 : We can achieve the same performance using a Monte Carlo Dropout implementation of VI as we get with a Bayesian neural network. Here we use a simple CNN with two convolutional layers, one pooling layer, and two dense layers, with dropout throughout trained for 25 epochs. 2x2 max pooling layer, and two fully connected layers with dropout. Dropout was 0.25 and an L2 regularization with weight 0.01 produced the KL divergence.
C.8.2 Sensitivity Analysis for VGR Hyper-parameters
We tested VGR with a wide range of hyperparameters and found that it was not very sensitive to them. Training anywhere between 20 and the 120 epochs used by VCL seemed to produce very similar performance (figure 20. Similarly, using anywhere between 2000 and 6000 digits per class of MNIST (MNIST itself has roughly 6000 digits per class) gave similar performance. Below 1000, performance fell (figure 21). Figure 21: We find that task accuracy is not strongly affected by the number of generated images used, and that using just 2000 is enough to produce good continual learning. But the model performs best when given data matching the original number of digits in the task. For smaller generated sets we train for fewer epochs to show that VGR performs adequately when optimized for speed.
