We consider additive functionals of stationary Markov processes and show that under Kipnis-Varadhan type conditions they converge in rough path topology to a Stratonovich Brownian motion, with a correction to the Lévy area that can be described in terms of the asymmetry (non-reversibility) of the underlying Markov process. We apply this abstract result to three model problems: First we study random walks with random conductances under the annealed law. If we consider the Itô rough path, then we see a correction to the iterated integrals even though the underlying Markov process is reversible. If we consider the Stratonovich rough path, then there is no correction. The second example is a non-reversible Ornstein-Uhlenbeck process, while the last example is a diffusion in a periodic environment.
results of this type and many ways of showing them. See for example [Pel19] for a recent and fairly general result. A particularly successful approach for proving such a central limit theorem and even the functional central limit theorem (invariance principle) is based on Dynkin's formula and martingale arguments, and it was developed by Kipnis and Varadhan [KV86] for reversible Markov processes and later extended to many other situations; see the nice monograph [KLO12] . Here we extend this approach to the rough path topology and we study some applications to model problems like random walks among random conductances, additive functionals of Ornstein-Uhlenbeck processes, and periodic diffusions.
This can also be seen as a complementary direction of research with respect to the recent advances in regularity structures [BHZ19, CH16, BCCH17] , where the aim is to find generic convergence results for models associated to singular stochastic PDEs. In those works the equations tend to be extremely complicated, but the approximation of the noise is typically quite simple (the prototypical example is just a mollification of the driving noise, but [CH16] also allow some stationary mixing random fields that converge to the space-time white noise by the central limit theorem). In our setting the equation that we study is very simple (just a stochastic ODE), but the approximation of the noise is very complicated and (at least for us) it seems difficult to check whether the conditions of [CH16, Theorem 2.34] are satisfied for the kind of examples that we are interested in.
The most interesting model that we study here is probably the random walk among random conductances. Here we distribute i.i.d. conductances (η({x, y})) x,y∈Z d :x∼y on the bonds of Z d (where x ∼ y means x and y are neighbors). Then we let a continuous time random walk move along Z d , with jump rate η({x, y}) from x to y (resp. from y to x). We are interested in the large scale behavior, i.e. we study n −1/2 X nt for n → ∞. It is well known that the path itself converges in distribution under the annealed law to a Brownian motion B with an effective diffusion coefficient. Our contribution is to extend this convergence to the rough path topology, which allows us for example to understand the limit of discrete stochastic differential equations dY n t = σ(Y n t− )dX n t ,
but also of SPDEs driven by X n . And here we encounter a surprise: Even though X is in a certain sense reversible (more precisely the underlying Markov process of the environment as seen from the walker is reversible), the iterated integrals · 0 X n s ⊗ dX n s do not converge to · 0 B s ⊗ dB s , but instead we see a correction: We have
where Γ is a correction given by
for the law π of the random conductances. Of course, Γ vanishes if the conductances are deterministic (i.e. if π is a Dirac measure). But if the conductances are truly random, then typically the effective diffusion is not just given by the expected conductance, and in d = 1 one can even show that this is never the case (see the discussion at the top of p.89 of [KLO12] ). Therefore, Γ is typically non-zero, and the solution Y n of (1) converges to the solution Y of
If on the other hand we denote byX n the linear interpolation of the pure jump path X n , then (X n , 0X n s dX n s ) converges to the limit that we would naively expect, namely to the Stratonovich rough path above B. From the point of view of stochastic calculus this is a bit surprising: After all, there are stability results for Itô integrals [KP91] , while the quadratic variation (i.e. the difference between Itô and Stratonovich integrals) is very unstable. In fact, we are not aware of any previous results of this type (naive limit for the Stratonovich rough path, correction for the Itô rough path), but it seems to be a generic phenomenon. The same effect appears for periodic diffusions, and we expect to see it for nearly all models treated in the monograph [KLO12] . On the other hand, for ballistic random walks in random environment, after centering, a correction to the Stratonovich rough path is identified in terms of the expected stochastic area on a regeneration interval [ Notation For two families (a i ) i∈I , (b i ) i∈I of real numbers indexed by I the notation a i b i means that a i ≤ c b i for every i ∈ I where c ∈ (0, ∞) is a constant. Let ∆ T := {s, t ∈ [0, T ] : s ≤ t} for T > 0. We interpret any function X : [0, T ] → R d also as a function on ∆ T via X s,t := X t − X s , (s, t) ∈ ∆ T . For a metric space (E, d) we write C([0, T ], E) resp. D([0, T ], E) for the continuous resp. càdlàg functions from [0, T ] to E. A function X : ∆ T → E is called continuous resp. càdlàg if for all s ∈ [0, T ) the map t → X s,t on [s, T ] is continuous resp. càdlàg, and we write C(∆ T , E) resp. D(∆ T , E) for the corresponding function spaces.
Elements of rough path theory
Here we recall some basic elements of rough path theory for Itô rough paths with jumps. See [FZ18] for much more detail.
Let us write X ∞,[0,T ] := sup t∈[0,T ] |X t | (resp. X ∞,[0,T ] := sup (s,t)∈∆ T |X s,t |) to denote the uniform norm of X ∈ D([0, T ], R d ) (resp. X ∈ D(∆ T , R d×d )). For 0 < p < ∞ and a normed space (E, | · | E ), we define the p-variation of Ξ : ∆ T → E (and so in particular of Ξ :
where the supremum is taken over all finite partitions P of [0, T ] and the summation is over all intervals [s, t] ∈ P. Note that for any 0 < p ≤ q < ∞, we have that Ξ q,[0,T ] ≤ Ξ p,[0,T ] .
) of càdlàg (resp. continuous) p-variation rough paths is defined by the subspace of all functions (X,
where Λ T are the strictly increasing bijective functions from [0, T ] onto itself, and |λ| = sup t∈[0,T ] |λ(t)− t|. The uniform Skorohod distance is defined similarly, except with the p-variation respectively p/2-variation distance replaced by the uniform distance; see [FZ18, Section 5] for details.
whenever this limit is well defined along an implicitly fixed sequence of partitions (P n ) of [0, t] with mesh size going to zero. Note that if X is a semimartingale and Y is adapted to the same filtration, then this definition coincides with the Ito integral. We remark also that the iterated integrals
satisfy Chen's relation (3). Moreover, so doX s,t := X s,t + (t − s)Γ, for any fixed matrix Γ.
Remark 2.2. Note that by Chen's relation X s,t = X 0,t − X 0,s − X 0,s ⊗ X s,t whenever 0 s t T , and therefore
Consequently, the uniform resp. Skorohod distance of the (one-parameter) paths (X 0,· , X n 0,· ) and (Y 0,· , Y 0,· ) controls the uniform resp. Skorohod distance of (X, X) and (Y, Y).
The following lemma by [FZ18] will be useful in the sequel. Lemma 2.3. Let (Z n , Z n ) be a sequence of càdlàg rough paths and let p < 3. Assume that there exists a càdlàg rough path (Z, Z) such that (Z n , Z n ) → (Z, Z) in distribution in the Skorohod (resp. uniform) topology and that the family of real valued random variables ( (Z n , Z n ) p,[0,T ] ) n is tight. Then (Z n , Z n ) → (Z, Z) in distribution in the p ′ -variation Skorohod (resp. uniform) topology for all p ′ ∈ (p, 3).
Proof. This follows from a simple interpolation argument, see the proof of Theorem 6.1 in [FZ18] .
Invariance principles for rough path sequences guarantee the convergence of the solutions to rough differential equations where the noise is approximated by the path sequence. Moreover, whenever the second level (the first order 'iterated integrals') of the rough path has a correction, the limiting path solves a drift-modified rough equation defined explicitly in terms of the correction. More precisely, [FZ18, Theorem 6.1 and Proposition 6.9] proved the following. Let (Z n ) be a sequence of semimartingales and assume that (Z n , · 0 Z n s− dZ n s ) converges in distribution in p-variation Skorohod (resp. uniform) distance to a rough path (Z, Z), where Z is a semimartingale and Z s,
Y n 0 = y, converge in distribution in the Skorohod (resp. uniform) topology to the solution Y of
where d(Z, Z) t denotes rough path integration and dZ t is just the Itô integral.
Additive functionals as rough paths
Here we present our abstract convergence result for additive functionals of stationary Markov processes. We place ourselves in the context of Chapter 2 in [KLO12] : Let (X t ) t 0 be a càdlàg Markov process in a filtration satisfying the usual conditions, with values in a Polish space E, and let π be a stationary probability measure for X and X 0 ∼ π. We assume that the transition semigroup of X can be extended to a strongly continuous contraction semigroup (T t ) t 0 on L 2 (π). We write L for the infinitesimal generator of (T t ) and we assume that π is ergodic for L, i.e. that F is π-almost surely constant whenever π({LF = 0}) = 1. We also assume that there exists a common core C for L and L * , where L * is the L 2 (π)-adjoint of L, and that C contains the constant functions. We write L S = 1 2 (L + L * ) and L A = 1 2 (L − L * ).
Notation. We write P or P π (and E or E π ) for the distribution of the stationary process (X t ) t 0 on the Skorohod space D(R + , E). The notation E π is reserved for the integration with respect to π on the space E.
Definition 3.1. The space H 1 is defined as the completion of C with respect to the norm
, or more precisely we identify F, G ∈ C if F − G 1 = 0, and H 1 is the completion of the equivalence classes. The space H −1 is the dual of H 1 : We define for F ∈ C
Note that if E π [F ] = 0 then we can take G = λ ∈ C for λ ∈ R so that G 1 = 0 and by sending λ → ±∞ we see that F −1 = ∞. Therefore, we get that E π [F ] = 0 for all F ∈ L 2 (π) ∩ H −1 .
Our aim is to derive a scaling limit for the (absolutely continuous) rough path (Z n , Z n ), where Z n s,t := 1 √ n nt ns F (X r )dr, Z n s,t := t s Z n s,r ⊗ dZ n r , and the integration with respect to Z n r is in the Riemann-Stieltjes sense. Let us first recall the following result:
Lemma 3.2 ([KLO12], Theorem 2.33). Assume that π is ergodic for L * . Let F ∈ L 2 (π, R d ) ∩ H −1 (R d ) and assume that the solution Φ λ to the resolvent equation
Our aim is to extend Lemma 3.2 to the rough path topology. Our main result is:
Under the assumptions of Lemma 3.2 the process (Z n , Z n ) converges weakly to
denotes Stratonovich integration, and Γ is given by the following limit, which exists:
For the rest of the section we shall assume without further mention that the conditions of Theorem 3.3 are satisfied.
Remark 3.4. As Z n is of finite variation the iterated integral t 0 Z n s ⊗ dZ n s "wants" to converge to the Stratonovich integral, and Γ describes the area correction. Note that Γ = 0 if L is symmetric, i.e. if X is reversible, so in that case we indeed obtain the Stratonovich rough path over B.
Remark 3.5. In Lemma 3.2 and Theorem 3.3 the ergodicity of π with respect to L * is only needed for proving the tightness of (Z n , Z n ) in the uniform topology. This is relatively subtle because we need tightness of certain martingales M Ψ for which we only know that E[ M Ψ t − M Ψ s ] |t − s|, which is insufficient to apply Kolmogorov's continuity criterion. If we can show
|t − s| 1+δ for some δ > 0 and for the martingales M Ψ of Lemma 3.9 below, then we do not need the ergodicity of π with respect to L * (although we do need ergodicity with respect to L).
The strategy for proving Theorem 3.3 is to apply Lemma 2.3, which separates the convergence proof into two problems: Showing tightness of (Z n , Z n ) in the p-variation topology, and identifying the limit in the Skorohod topology. To identify the limit we follow a similar strategy as in [KLO12] and combine it with tools from rough paths together with a simple integration by parts formula.
Let us formally sketch how the correction Γ arises, under the assumption that we can solve the Poisson equation −LΦ = F (which is for example the case if X has a spectral gap and E π [F ] = 0). In that case we have
for a sequence of martingales (M n ). Therefore,
By the ergodic theorem, the first term on the right hand side converges to
To understand the contribution of the remaining contribution we use integration by parts: Since Z n is of finite variation, we have
Since X is stationary, we have Z n = M n + O(n −1/2 ), and (Z n , M n ) converges jointly to (B, B).
And the martingale sequence (M n ) satisfies the "UCV condition" (see the next section for details), and therefore
After passing to the limit we apply integration by parts once more and deduce that
Tightness in p-variation
The following notion was introduced by Kurtz-Protter [KP91] .
Definition 3.6 (UCV condition). Let (X n ) n 1 ⊂ D([0, T ], R) be a sequence of càdlàg local martingales. We say that (X n ) n 0 satisfies the Uniformly Controlled Variation (UCV) condition if
Strictly speaking this is a very particular special case of the definition by Kurtz and Protter, who are much more permissive and consider general semimartingales rather than local martingales, and they allow for localization with stopping times as well as truncation of large jumps. But here we only need the special case above.
The celebrated result of Kurtz-Protter [KP91] guarantees the convergence in the Skorokhod topology of the stochastic integrals of a sequence of càdlàg local martingales satisfying the UCV condition. Before we state it, recall that a sequence of processes (Y n ) n∈N in D(R + , R d ) is called C-tight if it is tight in the Skorohod topology and all limit points are continuous processes.
Theorem 3.7 ([KP91], Theorem 2.2). Let (X n , Y n ) n 1 ⊂ D([0, T ], R 2 ) be converging in probability in the Skorokhod topology (or jointly in distribution) to a pair (X, Y ) ∈ D([0, T ], R 2 ). Suppose that (X n ) n 1 is a sequence of local martingales which satisfies the UCV condition. Then,
Corollary 3.8. Let (X n , Y n ) n 1 ⊂ D([0, T ], R 2 ) satisfy the same assumptions as in Theorem 3.7. If in addition (Y n ) n≥1 is a sequence of semimartingales and (X n , Y n , [X n , Y n ]) converges to (X, Y, A) in probability (or jointly in distribution), where Y is a semimartingale and A is an adapted càdlàg process of finite variation, then
Proof. Using integration by parts, we have
so that the claim follows from the Kurz-Protter result together with another integration by parts:
Throughout this section we will often use the following representation of additive functionals:
where M Ψ is a martingale andM Ψ is a martingale with respect to the backward filtrationF t = σ(X T −s : s t), such that
Assume that π is ergodic for L * . Then under the rescaling T → nT and M Ψ,n t = n −1/2 M Ψ nt and similarly forM Ψ,n both processes converge in distribution in D([0, T ], R m ) to a Wiener process, and by (8) they satisfy the UCV condition.
Proof. The representation (7) is obtained e.g. by applying Dynkin's formula to Ψ(X) and Ψ(X) on [0, u], u ∈ [0, T ], and then computing
If Ψ 2 is in the domain of L, then also (8) follows from Dynkin's formula; otherwise we use an approximation argument, see p.35 of [KLO12] . For the convergence of M Ψ,n andM Ψ,n see the proof of Theorem 2.32/2.33 in [KLO12] . The representation for A s,t follows by writing the integral againstM Ψ T −· as a limit of Riemann sums -note that · 0 G(X r )dr is continuous and of finite variation, so the integral is defined pathwise and we do not need to worry about quadratic covariations or the difference between forward and backward integral.
For f ∈ D(R + , R d ) and δ, T > 0 we define the modulus of continuity
We will need the following lemma: ii. for all ε, T > 0 we have lim
, then these two conditions are equivalent to tightness in the uniform topology.
Since the uniform modulus of continuity is subadditive
, it follows from this Lemma that the sum of two C-tight sequences is again C-tight. Note that the same is not necessarily true for sequences that are tight in the Skorohod topology on D(R + , R d ).
Lemma 3.11. Under the assumptions of Lemma 3.2 the sequence
Proof. By Lemma 3.2 and Remark 2.2 it suffices to show that Z n 0,· is tight in C(R + , R d⊗d ). We shall use Lemma 3.10. Since the set L S C is dense in
Then eq. (9) from Lemma 3.9 (or rather a slight modification with the inner integral in the second term on the right hand side running from T − r 1 to T instead of from T − r 1 to t) gives
By Theorem 3.7 together with Lemma 3.2 the two stochastic integrals are C-tight in D([0, T ], R d ) (note that Z n T − Z n T −s is adapted toF s ). The third term on the right hand side is C-tight by the characterization of Lemma 3.10. It remains to treat the term
By Corollary 3.8 the integral of the two martingales can be handled as before. The remaining term satisfies 
by Chebyshev's inequality, and similarly we get by bounding
Hence Z n 0,· satisfies the assumptions of Lemma 3.10 and therefore it is tight in C(R + , R d⊗d ) and the proof is complete.
To apply Lemma 2.3 it remains to show that (Z n , Z n ) p,[0,T ] is a tight sequence of real valued random variables. For that purpose we first recall the following estimate:
Proof. See Corollary 3.5 in [GP18] . This corollary is written for the specific process studied in [GP18] , but the proof carries over verbatim to the general situation considered here.
In particular, we get E[ Z n 2 p,[0,T ] ] T F 2 −1 . To bound Z n p,[0,T ] we need the following auxiliary result, which is the core technical result of this section and which replaces the Burkholder-Davis-Gundy inequality for local martingale rough paths of [CF19, FZ18] in the case where only the integrator is a local martingale:
Then for any q > p > 2 and for all sufficiently small ε > 0
To not disrupt the flow of reading we give the proof in Section 5 below, see in particular the more precise result in Proposition 5.2.
Corollary 3.14. Let G, H ∈ H −1 ∩ L 2 (π) and set A s,t = t s r 1 s G(X r 2 )dr 2 H(X r 1 )dr 1 . Then we have for all p > 2 and T > 0 and ε > 0
Proof. Lemma 3.9 shows that
The first two terms on the right hand side will be controlled with Proposition 3.13 and Lemma 3.12. The third term of (10) is bounded by
and the fourth term by 
where the last step follows from Lemma 3.12. Now we take Ψ = Φ H λ as the solution to the Proof. It remains to show that ( Z n p/2,[0,T ] ) n is tight for all T > 0, for which it suffices that E[ Z n 1−ε p/2,[0,T ] ] C for all n. But this follows from Corollary 3.14: We set G = H = n −1/2 F and replace T with nT to obtain E[ Z n 1−ε p/2,[0,T ] ] (1 + (nT ) 1/2 n −1/2 F −1 )(1 + (nT ) 1/2 n −1/2 F −1 ) = (1 + T 1/2 F −1 ) 2 .
Identification of the limit
To prove tightness we worked with the forward-backward decomposition of Lemma 3.9. But since the processM Ψ from that lemma is only a martingale in the backward filtration, this decomposition is not useful for identifying the limit. So here we work instead with the following decomposition based on the resolvent equation:
and there exists a martingale M λ with M λ 0 = 0 and with E[
We write M λ,n t := n −1/2 M λ nt and R λ,n t := n −1/2 R λ nt .
Proof. This formally follows by applying Dynkin's formula to Φ λ , and to make it rigorous if Φ λ ⊗ Φ λ ∈ dom(L) one can use an approximation argument (see p.35 of [KLO12] ).
Lemma 3.17. Assume (5). Then there exist processes R n , M n ∈ D(R + , R d ) such that for all
Proof. This is all shown in [KLO12] , see Lemma 2.9 and (2.26) therein.
The following corollary completes the proof of Theorem 3.3:
Corollary 3.18. Under the assumptions of Theorem 3.3 the process (Z n , Z n ) converges in distribution in the p-variation topology on
where B is a d-dimensional Brownian motion with covariance
Proof. Let Z n = M n + R n as above. In Theorem 2.32 of [KLO12] it is shown that both (M n ) and (Z n ) converge in distribution in the Skorohod topology on D(R + , R d ) to a Brownian motion B with covariance B, B t = 2t lim λ→0 E π [Φ λ ⊗ (−L S )Φ λ ]. Therefore both Z n and M n are C-tight, and thus also R n is C-tight. It is shown in Proposition 2.8 of [KLO12] that E[|R n t | 2 ] → 0 for each fixed t 0, which together with the C-tightness gives the convergence of R n to zero in distribution in C(R + , R d ) (and thus in probability because the limit is deterministic). Since Z n = M n + R n , this gives the joint convergence of (Z n , M n , R n ) in distribution in C(R + , R 3d ) to (B, B, 0). By the 'moreover' part of Lemma 3.17 M n satisfies UCV. Consequently, Corollary 3.8 shows the joint convergence
It remains to study the term · 0 R n s ⊗ dZ n s . We claim that for all T > 0 
To bound the expectation on the right hand side note that
= (1 + T 2 )n −1 Φ n −1 2 L 2 (π) , and since according to assumption (5) the right hand side vanishes for n → ∞ we deduce (15). Therefore, it suffices to study the limit of t 0 n −1/2 Φ n −1 (X ns ) ⊗ dZ n s = n −1 nt 0 Φ n −1 (X ns ) ⊗ F (X ns )ds. Let λ > 0, then
and by assumption the right hand side converges to T Φ − Φ λ 1 F −1 , which goes to zero for λ → 0. Moreover, by the ergodic theorem the term n −1 nt 0 Φ λ (X ns ) ⊗ F (X ns )ds converges almost surely and in L 1 (P) to tE π [Φ λ ⊗ F ]. By Lemma A.3 in the appendix this convergence is even uniform in t ∈ [0, T ] (to get the required uniform integrability note that
and the right hand side converges in L 1 by the ergodic theorem). Now it suffices to send λ → 0 to deduce that t 0 R n s ⊗ dZ n s converges to the deterministic limit
and finally we have
because √ λΦ λ → 0 in L 2 (π). The limit on the left hand side exists because Φ λ converges in H 1 and F ∈ H −1 , and thus also the limit on the right hand side exists. Moreover, 1 2 B, B t = t lim λ→0 E π [Φ λ ⊗ (−L S )Φ λ ] and since L − L S = L A we get the claimed form Γ = lim λ→0 E π [Φ λ ⊗ L A Φ λ ] (and in particular this limit exists).
Applications
To illustrate the applicability of our results we derive here scaling limits in the rough path topology for three classes of models, random walks with random conductances, Ornstein-Uhlenbeck process with divergence free drift, and diffusions with periodic coefficients.
Random walks with random conductances
We place ourselves in the setting of Chapter 3.1 of [KLO12] or [Mou12] . Namely, let
be a set of numbers with 0 < c η({x, y}) C for all x, y and let us write X η for the continuous time random walk in Z d with X η 0 = 0 and that jumps from x to y (resp. from y to x) with rate η({x, y}). Since the rates are bounded from above this random walk exists for all times. We interpret η({x, y}) as the conductance on the bond {x, y}. To simplify notation we will write η(x, y) = η(y, x) = η({x, y}) from now on. We are interested in the situation where (η({x, y})) |x−y|=1 is an i.i.d. family of random variables (and each η(x, y) still takes values in [c, C]).
Scaling limit for the Itô rough path
Let us write π for the distribution of η and write X η t− = lim s↑t X η s and then
We also define
Our aim is to show an invariance principle in the rough path topology for (X η,n , X η,n ) under the annealed measure
The corresponding annealed invariance principle for X η in the Skorohod topology is established in Chapter 3.1 of [KLO12] . The approach there is based on writing X η as an additive functional of a certain Markov process plus a martingale, and on applying Lemma 3.2 to the additive functional. The Markov process is the "environment as seen from the walker": For x ∈ Z d let us write τ x η(y, z) = η(y + x, z + x), and then we define η t := τ X η t η, which is a càdlàg process with values in the compact space [c, C] E d equipped with the product topology, where E d = {{x, y} : x, y ∈ Z d , |x − y| = 1} are the bonds in Z d . We write
so that (η t ) is adapted to (F t ). In the following all martingales are with respect to (F t ) and the annealed measure, unless explicitly stated otherwise.
and with reversible and ergodic invariant distribution π.
In Lemma 3.1 of [KLO12] the filtration with respect to which the Markov property holds is not specified, but (a slight modification of) their proof shows that we can take (F t ) and not just the canonical filtration of (η t ).
Let us define the local drift F :
It is shown on p.86 of [KLO12] that there exists a càdlàg martingale (N t ) t 0 such that
and therefore X η,n t = N n t + Z n t with the obvious definition of the rescaled processes N n and Z n . The idea is now to apply the invariance principle for additive functionals to Z n and to apply the martingale central limit theorem to N n . Recall that (η t ) is reversible, so by the discussion in Chapter 2.7.1 in [KLO12] we have F ∈ L 2 (π) ∩ H −1 and the assumptions of Theorem 3.3 are satisfied. Of course, we also have to understand the joint convergence of (N n , Z n ), and for that purpose on p.88 of [KLO12] the predictable quadratic covariation between N n and the martingale M λ,n from the decomposition of Lemma 3.16 is derived, namely for a, b ∈ R aN n + bM n,λ , aN n + bM n,
A simple adaptation of Theorem 3.2 in [KLO12] now leads to the following: 
Moreover, the sequence of processes (N n ) satisfies the UCV condition.
Combining this result with Theorem 3.3, we easily obtain the following convergence in rough path topology:
Theorem 4.3. The process (X η,n , X η,n ) converges in distribution in the p-variation rough path topology to
and where for the unit matrix I d and the vector e 1 = (1, 0, . . . , 0)
Proof. Using (17) together with the arguments from the proof of Corollary 3.18 it is not hard to strengthen Lemma 4.2 to obtain the joint convergence
Since the limit is continuous the triple is even C-tight, and therefore by Lemma 3.10 also X η,n = N n + Z n converges in distribution in the Skorohod topology to B = B Z + B N , and the convergence is jointly with (N n , Z n , Z n 0,· ). The iterated integrals of X η,n are given by
Recall from Lemma 4.2 that N n satisfies the UCV property. Since Z n is continuous and of finite variation, we get from Theorem 3.7 and Corollary 3.8 the joint convergence N n , Z n , Z n 0,· , X η,n ,
Since all the limiting processes are continuous the tuple is C-tight and the joint convergence extends to sums of the entries, so from (19) we get
and by (18) the last term on the right hand side is given by
To complete the proof it remains to show tightness of the p-variation. Since 
where p ′ ∈ (2, p). The second term on the right hand side can be controlled via integration by parts and a similar application of Proposition 3.13. And we already know that ( Z n p/2,[0,T ] ) n is tight. Hence we get the tightness of ( X η,n p/2,[0,T ] ) n , and this concludes the proof.
Remark 4.4. We did not really use that the conductances are i.i.d., and the same proof works if they are only ergodic with respect to the shifts on Z d . In that case the correction Γ of Theorem 4.3 is given by
where diag(. . . ) is a diagonal matrix with the respective entries on the diagonal. In the i.i.d. setting and for d > 2 we expect that it is possible to get stronger results (Hölder topology instead of p-variation, speed of convergence, convergence under the quenched measure) by using the spectral gap result of [GNO15] .
Scaling limit for the Stratonovich rough path
In our discrete setting of the random walk in random environment it seems natural to consider the Itô iterated integrals η,n s,r ⊗ dX η,n r , and as usualX η,n t =X η,n 0,t . Note that sup t 0 |X η,n t − X η,n t | n −1/2 , and thereforeX η,n converges to the same Brownian motion as X η,n . The difference arises only on the level of the iterated integrals: We have Using the ergodic theorem for the stationary ergodic sequence ({η(s) : s ∈ [k, k + 1]}) k 0 and the fact that σ n k = nσ 1 k , we get for fixed t 1 2 k:σ n k t (X η,n σ n k ,σ n k+1
where the convergence as n → ∞ is in L 1 (P π ) (easy to see) and P π almost surely (to be justified below), and where
To see that the O( 1 n ) term converges P π almost surely to zero, note that by stationarity and since the norm of t → 0<s t |y|=1 y1 η(s)=τyη(s−)
⊗2
∈ R d×d is increasing in t:
Our jump rates are uniformly bounded and the size of each jump is bounded by 1, and therefore the expectation on the right hand side is finite. Consequently,
and thus the summands converge almost surely to zero. By Lemma A.3 in the appendix the L 1 (π)-convergence holds even locally uniformly in time. Let us compute the limit: Since the additive functional in the decomposition of X η in (16) does not jump we have X η t−,t = N t−,t for all t > 0, and therefore
Therefore,
and since the left hand side is increasing in the sense of positive definite matrices and thus in norm and the convergence is uniform in L 1 , it holds even for the 1-variation norm. In the proof of Theorem 4.3 we saw that
so together with (21) and the fact that the Stratonovich integral equals
we deduce for the case of linear interpolations that the limit is the Stratonovich Brownian rough path, with no correction:
Corollary 4.5. Let (X η,n ,X η,n ) be the linear interpolation of the path X η,n and its corresponding iterated integral defined above. Then (X η,n ,X η,n ) converges in distribution in the p-variation topology to B, 
Additive functional of Ornstein-Uhlenbeck process with divergence-free drift
In this section we give a simple example of an additive functional of an Ornstein-Uhlenbeck process with divergence free drift with a non-vanishing area anomaly, i.e. so that the correction Γ from (6) is non-zero. Let U : R 2 → R be given by U (x) = 1 2 |x| 2 − log 2π and let
Note that b is divergence free. We define the operator
which is the generator of the Ornstein-Uhlenbeck process
One can check that π(dx) = e −U (x) dx is invariant for X. Indeed, if f ∈ C 2 b (R d ), then integration by parts yields
We consider X started in the invariant measure and we are interested in the rough path limit of
For that purpose let F (x) = x. Since X has a spectral gap, it converges exponentially fast to its invariant measure and we can directly the Poisson equation −LΦ = F , i.e. there is no need to first consider the resolvent equation (λ − L)Φ λ = F and then send λ → 0. To compute the explicit solution to the Poisson equation, we use the standard ansatz Φ(x) = Cx = C 11 C 12 C 21 C 22 Since A 2 = −I, this implies
The Ornstein-Uhlenbeck operator has a spectral gap, so condition (5) is satisfied; see [KLO12, Theorem 2.18]. By Theorem 3.3, we get the convergence
where we used that under π the coordinates (x 1 , x 2 ) are independent standard Gaussians, and where
In other words, we see a nontrivial correction to the iterated integrals of B.
Diffusions with periodic coefficients
Consider a smooth Z d -periodic function a : R d → R d×d and L = ∇ · (a∇), that is
We assume that the symmetric part of a is uniformly elliptic (a itself is not necessarily symmetric). Then there is a unique diffusion process associated with L, with coefficients
where σ = √ a S , a S = 1 2 (a + a * ), a A = 1 2 (a − a * ).
To simplify notation we write
We assume that X 0 is uniformly distributed on [− 1 2 , 1 2 ] d (just so that the Markov process Y below is stationary) and we want to understand the large scale behavior of X in rough path topology, for which we will derive the following result:
Theorem 4.6. Let
Then the following convergence holds in p-variation rough path topology:
and B is a Brownian motion with quadratic variation
for the standard basis (e 1 , . . . , e d ) of R d . For the Itô rough path we see an additional correction:
Remark 4.7. The convergence of the Stratonovich rough path was previously shown by Lejay and Lyons [LL03, Proposition 6]. Their proof uses the fact that we control all moments of X, from where the required tightness in Hölder topology (which is stronger than p-variation) easily follows via a Kolmogorov continuity criterion for rough paths, and there is no need to invoke a result like Proposition 3.13. Our general approach has the advantage that it applies to a much wider class of models and that we can apply it without having to do additional estimations, but in this special case it gives a weaker result.
We now sketch the proof of the claimed convergence. Let us rewrite
Since the coefficients of X are periodic, Y is a Markov process with values in T d = (R/Z) d , with generator L given by the same expression as L, except now it acts on C 2 (T d ) rather than on C 2 (R d ). The Lebesgue measure on T d is invariant for Y , and we have
∂ i a ij (x)dx = 0 by the periodic boundary conditions. Therefore, we can write (slightly abusing notation by also considering b, σ etc. as functions on
where M n is a martingale with quadratic variation
and where Z n is a functional that we can control with our tools from Section 3. By the uniform ellipticity of a S together with the Poincaré inequality we have for all f with f dx = 0
i.e. L has a spectral gap and Y is exponentially ergodic. Thus M n t → 2t a S (x)dx, from where we can show with some more work that M n → B M for a d-dimensional Brownian motion with covariance
Since M n satisfies the UCV condition, the convergence of the lifted path also holds in the pvariation rough path topology for every p > 2 by Proposition 3.13 or, since both integrator and integrand are martingales, also by [FZ18, Theorem 6.1]. To control the term Z n we use that Y has a spectral gap and that therefore we can directly solve the resolvent equation with λ = 0, i.e. we consider the solution Φ to the Poisson equation
which is given by Φ = ∞ 0 P t bdt, where (P t ) is the semigroup of Y . The time integral converges because P t b converges exponentially fast to bdx = 0. Since Y has a spectral gap, the conditions of Theorem 3.3 are satisfied (see [KLO12, Theorem 2.18]), and therefore (Z n , · 0 Z n s ⊗ dZ n s ) converges to the corrected Stratonovich rough path
where B Z is a Brownian motion with covariance
It remains to understand the quadratic covariation of B M and B Z , as well as the cross-integrals Z n ⊗ dM n and M n ⊗ dZ n . To derive the covariation, note that we get with the solution to the Poisson equation Φ
and the covariation of N n and M n is thus given by
Proof of Proposition 3.13
We write f p, |f r,v | p = c(s, t).
Note also that the sum of two control functions is a control function. Proposition 3.13 directly follows from the next result: :
where K is a random variable with E[K To bound the second term in (28) we use an idea from [PP16, Theorem 4.12]: We apply Young's maximal inequality despite the fact that Y − and N are not sufficiently regular for the construction of the Young integral. This will give us a divergent factor in n, but on the other hand it gives us a large power of c(s, t). Then we balance this term with the other terms in the upper bound for |A s,t | (which all contain a factor 2 −n ) by choosing the right n. Young's idea is to successively delete points from the partition t 0 < · · · < t m in order to pass from m−1 k=0 Y t k N t k ,t k+1 to Y t 0 N t 0 ,tm . We want to delete the points in an optimal way, and to express what optimal means we first renormalize Y and N : . Then c controlsỸ andÑ , and by the superadditivity of c there exists ℓ ∈ {1, . . . , m − 1} with c(t ℓ−1 , t ℓ+1 ) 2 m−1 c(s, t) whenever m > 1 (for m = 1 the integral vanishes). By deleting the point t ℓ from the partition and subtracting the resulting expression, we get
We proceed by successively deleting all points except t 0 and t m from the partition, each time in such an "optimal" way, and obtain
Moreover, m − 1 = #{k : τ n k ∈ (τ n k 0 , t)} 2 np Y p p, [s,t] The second expectation on the right hand side is easy to control: since 2/q < 1 we have ( m a m ) 2/q m a 2/q m , and Theorem A.2 (Lépingle's q-variation Burkholder-Davis-Gundy inequality), we get
The remaining expectation is bounded by
, and this concludes the proof.
By approximation we can take Ψ = Φ H λ as the solution to the Poisson equation (λ − L S )Φ H λ = −H and as in the proof of Corollary 3.14 we use that Φ H λ 1 H −1 for all λ > 0 and that H − L S Φ H λ L 2 (π) → 0 as λ → 0 to deduce the claimed estimate.
The following is the Lépingle p-variation inequality [Lép75, Proposition 2] which is here commonly combined with the well-known Burkholder-Davis-Gundy inequality. Next lemma is a strengthening of the ergodic theorem to give a path uniform convergence.
Lemma A.3. Let (Y t ) t 0 be a process with trajectories in D(R + , R m ) and with stationary increments and such that E[sup t∈[0,T ] |Y t |]
CT for all T > 0 and such that n −1 Y n → a for some a ∈ R m , both a.s. and in L 1 . Assume also that (sup t∈[0,T ] n −1 |Y nt |) n∈N is uniformly integrable for all T > 0. Then we have for all T > 0
Proof. This follows from a minor adaptation of the proof of Theorem 2.29 in [KLO12] : Like in that proof we decompose [KLO12] the right hand side vanishes as n → ∞, both a.s. and in L 1 (here we need that Y has stationary increments). To handle the last remaining term, we decompose for δ ∈ (0, T ):
The second term on the right hand side converges almost surely to zero by assumption, and it is bounded from above by sup t∈[0,T ] n −1 |Y nt |. Since (sup t∈[0,T ] n −1 |Y nt |) n is uniformly integrable by assumption, this second term also converges to zero in L 1 . The remaining part satisfies
where the last part follows by assumption on Y . The proof is then completed by sending δ → 0.
