We present two new packet routing algorithms for parallel computers with torus interconnection networks of arbitrary size and dimension. Both algorithms use only minimal length paths, are fully adaptive in the sense that all minimal length paths may be used to avoid congestion, and are free of deadlock, livelock and starvation. Algorithm 1 requires only three central queues per routing node. It is the rst known minimal length packet routing algorithm for torus networks which requires a constant number of queues per node, regardless of the size and dimension of the torus. In fact, the requirement of three queues per node is optimal, as no such algorithm is possible when all nodes have two or fewer queues. Algorithm 2 requires only that each node have two input bu ers per edge. It is the rst known minimal-fully-adaptive packet routing algorithm for torus networks which does not require central queues and which does not require any node to have more than two input or two output bu ers per edge. Both algorithms are simple and appear to be well-suited to VLSI implementation. They can be used with either store-and-forward or virtual cut-through routing.
Introduction
Parallel computers with mesh and torus interconnection networks are able to support many scienti c and image processing applications very e ciently.
In addition, d-dimensional meshes and tori can be laid out in d dimensions using only short wires, and they can be built using identical boards, each of which requires only a small number of pins for connections to other boards. Because of these advantages, a large number of distributed memory parallel computers utilize a mesh or torus interconnection network. Examples include the MPP from Goodyear Aerospace 1], the MP-1 from MasPar 23], the Paragon from Intel Scienti c, and the J-Machine from MIT 24] . The primary disadvantages of mesh and torus interconnection networks are their relatively large diameters and relatively small bisection bandwidths 27], both of which limit their ability to support global communication. However, note that given d-dimensional mesh and torus computers of equal size, the torus computer has approximately half the diameter and twice the bisection bandwidth of the mesh computer. Furthermore, torus networks are node symmetric, so all nodes in a torus are identical and no region of the torus is particularly likely to su er from congestion. In contrast, mesh networks are not node symmetric, and their lack of symmetry can cause certain regions of the mesh to su er from congestion 20] . As a result, torus networks could play an important role in the next generation of parallel computers. The performance of a parallel computer is largely dependent on the performance of its communication network, so a great deal of research has been devoted to developing e cient routing algorithms. A fundamental requirement of any routing algorithm is that it guarantee that all messages will eventually be delivered to their destinations. More speci cally, it is essential that the routing algorithm be free of deadlock, livelock, and starvation. Also, in order to obtain good performance it is desirable that the routing algorithm use a shortest possible route for each message. Such a routing algorithm is said to be minimal. Another key property of a routing algorithm is whether or not it allows messages to adapt to tra c conditions by selecting alternate routes. A minimal routing algorithm which allows each message to take all of its shortest routes is said to be minimal-fully-adaptive. Routing algorithms can be further classi ed by the type of switching mode that they utilize. In store-and-forward routing 22] each packet is stored completely in a node before being sent to the next node in its path. In contrast, wormhole routing 7] breaks each packet into small pieces called its. As soon as a it has been received by a node, it is sent to the next node in its path without waiting for the remaining its to arrive. This creates a \worm" of its which follow one another through the network. If the head of this worm encounters congestion, the entire worm is prevented from making progress. Finally, virtual cut-through routing 17] is similar to wormhole routing in that each packet is sent as a worm of its which follow one another through the network. However, virtual cut-through routing bu ers the entire worm in the node in which congestion occurs. In general, store-and-forward routing is a simple technique which works well when the packets are small in comparison with the channel widths. Both wormhole routing and virtual cut-through routing perform well with long messages, assuming they encounter little or no congestion. Under heavy trafc conditions, however, virtual cut-through routing performs signi cantly better than wormhole routing due to the fact that blocked packets are stored in only one node. The primary disadvantage of virtual cut-through routing is that it requires signi cantly more storage than wormhole routing. Many techniques have been developed to reduce the storage requirements of deadlock-free store-and-forward and virtual cut-through routing algorithms. These techniques can be divided into two classes, namely those which require only central queues 10, 12, 16, 18, 22, 25, 28, 29] and those which require that each node have queues (often called bu ers) that are associated with each edge that is incident to the node 9, 15, 19] . Algorithms in the rst class often require less storage than those in the second class. However, the central queues can become sequential bottlenecks, so algorithms in the second class may o er better performance. In addition, it should be noted that deadlockfree wormhole routing algorithms 3, 5, 6, 7, 8, 11, 2, 13, 21, 26] can be used to obtain deadlock-free store-and-forward and virtual cut-through algorithms in the second class. No previously published technique yields a minimal store-and-forward or virtual cut-through routing algorithm that requires only a constant number of queues per node in tori of arbitrary size and dimension. For example, the \hops-so-far" scheme 22] requires that each node have more queues than the diameter of the torus. The routing algorithm described by Jesshope, Miller and Yantchev 16] and by Yantchev and Jesshope 29] is minimalfully-adaptive, but it requires eight queues per node in a two-dimensional torus and more queues per node in higher dimensional tori. The techniques created by Pifarr e, Gravano, Felperin and Sanz 25] and by Felperin, La tte, Buranits and Sanz 9] lead to minimal-fully-adaptive routing algorithms that require 2d queues per node in d-dimensional tori, where d 2. In contrast, we will present a minimal-fully-adaptive routing algorithm which is free of deadlock, livelock, and starvation and yet requires only three central queues per node, regardless of the size and dimension of the torus. Furthermore, the requirement of three queues per node is optimal, as it has been proven that it is impossible to create a minimal deadlock-free routing algorithm for tori (whether or not it is adaptive) which uses only two queues per node 4].
We will also present a minimal-fully-adaptive routing algorithm for torus networks of arbitrary size and dimension which is free of deadlock, livelock, and starvation and yet requires only that each node have two input bu ers per edge. All previously known algorithms with the same properties have either required central queues or have required that some node have at least three input or three output bu ers associated with some edge 2]. Both of the algorithms presented here can operate with either store-and-forward or virtual cut-through switching. In addition, they are quite simple and thus appear to be well-suited to VLSI implementation. These algorithms use the same principles as those used by G unther 14] and by Pifarr e et al. 25 ] for the design of deadlock-free packet routing algorithms. The remainder of this paper is organized as follows. The formal routing model and some de nitions are given in Section 2. Routing Algorithms 1 and 2 are presented in Sections 3 and 4, respectively. Some extensions to both of the routing algorithms are discussed in Section 5 and conclusions are given in Section 6. . .a 0 ) will be said to occur in the positive direction, and transfers in the opposite direction will be said to occur in the negative direction (see Figure 2 ). 
The Routing Model
We will now formally de ne the model used by both of the routing algorithms presented in this paper. For the sake of simplicity, we will assume throughout this section and Sections 3 and 4 that store-and-forward routing is used and that each of the queues has su cient storage for exactly one packet. These assumptions will be relaxed in Section 5. Each node in the torus network contains a set of queues, one of which will be called an injection queue, another one of which will be called a delivery queue, and the remainder of which will be called standard queues. Packets can enter the torus network only by being placed in an empty injection queue in their source node, and they can be removed from the network only when they are in the delivery queue of their destination node. It is important to realize that the injection and delivery queues are introduced only to simplify the description of the model, and that they need not be present in an actual network. As a result, we will include only standard queues when we count the number of queues per node that are required by a routing algorithm.
If each of the standard queues in a node can be directly accessed from all of the node's input ports, the standard queues will be called central queues.
On the other hand, if each standard queue can only be directly accessed from one of the node's input ports, the standard queues will be called edge queues.
An adaptive routing algorithm speci es which movements between queues are allowed. More precisely, given the source and destination nodes of a packet and given the queue in which the packet is currently stored, an adaptive routing algorithm speci es a set of queues to which the packet may be moved. We will call this set of queues to which the packet may be moved the packet's waiting set. All of the queues in a waiting set must either be in the node which currently holds the packet or in neighboring nodes (that is, nodes that are connected by an edge to the node currently holding the packet). Injection queues are never allowed to appear in waiting sets, and the waiting set of a packet that is in a delivery queue must be empty. Thus injection and delivery queues are used only for placing new packets in the network and for removing packets once they have reached their destination.
A new packet with an arbitrary destination may be placed in an empty injection queue at any time. The routing network moves a packet from one queue to another only if the latter queue is in the packet's waiting set. When a packet is moved from one queue to another, it occupies both of the queues for a nite amount of time, after which the former queue becomes empty. We will also assume that the torus network has the following properties:
P1: A packet that is in the delivery queue of its destination node will be removed from the network within nite time.
P2: No packet remains in a queue forever if there is a queue in its waiting
set which is or becomes permanently empty.
P3: No packet remains in a queue forever while an in nite number of other packets enter and leave some queue in its waiting set.
Properties P1 and P2 are nite progress assumptions which state that packets never wait in nitely long for no reason. Property P3 is a fairness assumption which prevents the possibility of starvation once a packet has entered the network.
The following lemma will be essential in proving the desired properties of our torus routing algorithms. The proof is immediate from a proposition proven by G unther 14].
Lemma 2.1 (G unther) Given a routing network that satis es Properties P1, P2 and P3 above, given a total ordering of the queues in the network, and given an adaptive routing algorithm such that each packet either is in the delivery queue of its destination node or has a waiting set that contains a higher ordered queue than the one which it occupies, no packet will remain in a single queue forever.
It is important to notice that Lemma 2.1 does not force the packets to be routed through the queues in ascending order. Instead, it merely requires that each packet always has the opportunity to move to a higher ordered queue, whether or not the queue to which it actually chooses to move is higher ordered. This distinction is critical, and it is the basis for the storagee ciency of our torus routing algorithms. Lemma 2.1 shows that when a routing network and a routing algorithm satisfy certain properties, every packet will continue to move. Thus we will use Lemma 2.1 to prove freedom from deadlock and to prove that once a packet has been injected into the network, it will not su er from starvation. However, Lemma 2.1 does not address freedom from livelock (in which a packet circles in nitely through the network) or freedom from starvation at the time of injection (in which a packet is never able to be injected into the network because the injection queue remains occupied). Thus, di erent techniques will be required to prove freedom from livelock and freedom from starvation at the time of injection.
Useful Node Orderings
We will now de ne four di erent total orderings of the nodes in a torus network. These orderings, which will be used throughout the paper, will be helpful both in de ning the routing algorithms and in proving that they are free of deadlock, livelock and starvation. In particular, these node orderings break the symmetry of the torus network and they will provide a basis for the queue orderings that will be de ned later in the paper. The rst ordering, which is called the right-increasing ordering, is simply a standard row-major ordering of the nodes (see Table 1 ). The second ordering, which is called the left-increasing ordering, is simply the reverse of the right-increasing ordering (see Table 2 ). The third ordering, which is called the inside-increasing ordering, assigns the smallest values to nodes near the wraparound edges of the torus and the largest values to nodes near the center of the torus (see Table 3 ). The fourth ordering, which is called the outside-increasing ordering, is simply the reverse of the inside-increasing ordering (see Table 4 ). More formal de nitions of these orderings are as follows. Given any integer Thus the function f R orders the numbers 0 through k i ? 1 in increasing order from left to right, the function f L orders them from right to left, the function f I orders them from the outside to the inside, and the function f O orders them from the inside to the outside. Examples of these four functions are shown in Table 5 . These orderings of the torus nodes will be referred to as right-increasing, leftincreasing, inside-increasing and outside-increasing, respectively. A transfer of a packet from a node a to an adjacent node b will said to occur to the right (similarly, left, inside or outside) if and only if node a is smaller than node b when they are numbered in right-increasing (similarly, left-increasing, insideincreasing or outside-increasing) order (see Figures 3 and 4) . For example, a transfer in the positive direction along an internal edge occurs to the right while a transfer in the positive direction along a wraparound edge occurs to the left. Also, note that negative direction transfers along wraparound edges occur to the right and inside while positive direction transfers along wraparound edges occur to the left and outside.
Notation
Let p be an arbitrary packet that is being routed in a torus network by either Algorithm 1 or Algorithm 2. The following notation will be used throughout the paper. 
Routing Algorithm 1
The rst torus routing algorithm that we will present requires three central queues per node. In this section we will describe the algorithm and prove that it is free of deadlock, livelock and starvation.
Description
Routing Algorithm 1 operates on a torus network with three standard queues per node, designated A, B and C. It routes each packet along any minimal length path from its source node to its destination node. A formal description of Algorithm 1 is given below.
Algorithm 1.
Let p be an arbitrary packet that is being routed by Algorithm 1, let q = queue(p), and let x = node(p). Algorithm 1 creates p's waiting set wait(p) according to the following rules.
Case 1: q is an injection queue.
In this case, wait(p) consists of the A queue in x.
Case 2a: 9y 2 ok nodes(p) such that Right(x) < Right(y).
In this subcase, wait(p) consists of all of the A queues in ok queues(p).
Case 2b: 6 9y 2 ok nodes(p) such that Right(x) < Right(y).
In this subcase, wait(p) consists of the B queue in x.
Case 3: q is a B queue.
In this case, there are two subcases.
Case 3a: 9y 2 ok nodes(p) such that Left(x) < Left(y).
In this subcase, wait(p) consists of all of the B queues in ok queues(p).
Case 3b: 6 9y 2 ok nodes(p) such that Left(x) < Left(y).
In this subcase, wait(p) consists of the C queue in x.
Case 4: q is a C queue.
Case 4a: x 6 = dest(p).
In this subcase, wait(p) consists of all of the C queues in ok queues(p).
Case 4b: x = dest(p).
In this subcase, wait(p) consists of the delivery queue in x.
Case 5: q is a delivery queue.
In this case, wait(p) is the empty set.
Informally, each packet moves from its injection queue to the A queue in the same node and it remains in A queues as long as it is possible for it to move to the right along at least one dimension. It then moves to the B queue in its current node and it remains in B queues as long as it is possible for it to move to the left along at least one dimension. It then moves to the C queue in its current node and it remains in C queues until it arrives at its destination node. It then moves to the delivery queue in its destination node and is eventually delivered.
For example, consider a packet p that is routed from source node (4; 7) to destination node (2; 2) in an 8 9 torus. Assume that p takes the route Overall, packet p will be stored in the injection queue in node (4; 7), the A queues in nodes (4; 7), (3; 7) and (3; 8), the B queues in nodes (3; 8), (3; 0) and (2; 0), the C queues in nodes (2; 0), (2; 1) and (2; 2), and the delivery queue in node (2; 2), from which it will be delivered.
Freedom from Deadlock, Livelock and Starvation
We will now prove that routing Algorithm 1 is free of deadlock, livelock and starvation. We will begin by proving several lemmas. The following lemma
shows that packets that are stored in C queues only move to the inside.
This fact will be crucial to our proof of freedom from deadlock. Note that when ki is even and p must make a total of exactly ki=2 moves along dimension i, p can traverse dimension i in either the positive or negative direction. Therefore, the fact that p has already moved along dimension i, and has thus established its direction of movement along dimension i, is signi cant.
Case 3: p requires a negative move along dimension i.
Note that in this case, all of p's previous moves along dimension i were also in the negative direction. Also, note that p must have already visited a node with the value 0 in dimension i, because otherwise it could not have moved from a B queue to a C queue. We have two subcases to consider.
Case 3a: a i = 0. In this subcase, p's next move along dimension i will be in the negative direction along a wraparound edge, which is a move to the inside.
Case 3b: a i 6 = 0. In this subcase, p must have already moved in the negative direction along a wraparound edge in dimension i. Therefore, the fact that p makes at most bk i =2c moves along dimension i implies that bk i =2c < a i , so p's next move will occur to the inside.
2
For the following lemma we will need to de ne a total ordering of the queues in the torus. This total ordering of the queues will be helpful in proving freedom from deadlock.
De nition. Let q be any queue in the torus network that is used by Algorithm 1, and let x denote the node in which q is located. Recall that n denotes the number of nodes in the torus network. The ranking function Rank1(q) is de ned as follows.
if q is an injection queue n + Right(x) if q is an A queue 2n + Left(x) if q is a B queue 3n + Inside(x) if q is a C queue 4n + Right(x) if q is a delivery queue : Lemma 3.2 Let p be any packet that is being routed by Algorithm 1 and let q = queue(p). Either q is the delivery queue in dest(p) or there exists a queue w 2 wait(p) such that Rank1(q) < Rank1(w).
Proof: Let x = node(p). We will consider each of the rules for the de nition of wait(p) separately.
In this case, let w be the A queue in x and note that Rank1(q) < Rank1(w). Proof: From Lemmas 2.1 and 3.2, it follows that once a packet has been placed in an injection queue, it never remains in a single queue forever. Therefore, Algorithm 1 is free of deadlock and it is free of starvation for packets that have been injected into the network. From Lemma 3.3 and the fact that no packet remains in a single queue forever, it follows that every packet will reach the delivery queue of its destination node within nite time. Therefore, Algorithm 1 is free of livelock. Finally, the fact that no packet will remain in an injection queue forever implies that a full injection queue will always become empty again, so the algorithm is free of starvation for incoming packets. 2
Thus routing Algorithm 1 is minimal-fully-adaptive and free of deadlock, livelock, and starvation, and yet it requires only three queues per node. The following theorem, which was proven by Cypher and Gravano 4] , shows that the requirement of three queues per node is optimal, in the sense that no minimal algorithm which requires only two queues per node is free of deadlock.
Theorem 3.5 Any torus routing algorithm of the type de ned in Section 2.2 which is minimal and free of deadlock requires that some node have at least three queues.
Routing Algorithm 2
The second torus routing algorithm that we will present uses edge queues rather than central queues. More speci cally, Algorithm 2 requires that each node have two standard queues per each edge incident to the node. Each of these standard queues is used only by messages which are entering the given node along the associated edge. In the remainder of this section we will describe Algorithm 2 and prove that it is free of deadlock, livelock and starvation. 
Description
Each node in the torus network has two standard queues associated with each of the edges incident to the node. The standard queues are divided into four classes, designated A, B, C and D. The A and C queues are associated with edges along which packets have moved to the outside, while the B and D queues are associated with edges along which packets have moved to the inside. An example is shown in Figure 6 . Routing Algorithm 2 routes each packet along any minimal length path from its source node to its destination node. A formal description of Algorithm 2 is given below.
Algorithm 2.
Let p be an arbitrary packet that is being routed by Algorithm 2, let q = queue(p), and let x = node(p). Algorithm 2 creates p's waiting set wait(p) according to the following rules.
Case 1: x 6 = dest(p) and q is an injection, A, or B queue.
Case 1a: 9y 2 ok nodes(p) such that Inside(x) < Inside(y).
In this subcase, wait(p) consists of all of the A and B queues in ok queues(p).
Case 1b: 6 9y 2 ok nodes(p) such that Inside(x) < Inside(y).
Case 2: x 6 = dest(p) and q is a C queue.
Case 2a: 9y 2 ok nodes(p) such that Outside(x) < Outside(y).
In this subcase, wait(p) consists of all of the B and C queues in ok queues(p).
Case 2b: 6 9y 2 ok nodes(p) such that Outside(x) < Outside(y).
In this subcase, wait(p) consists of all of the D queues in ok queues(p).
Case 3: x 6 = dest(p) and q is a D queue.
In this case, wait(p) consists of all of the D queues in ok queues(p).
Case 4: x = dest(p) and q is not a delivery queue.
In this case, wait(p) consists of the delivery queue in x.
Case 5: x = dest(p) and q is a delivery queue.
For example, consider a packet p that is routed from source node (5; 7) to destination node (3; 2) in an 8 9 torus. Assume that p takes the route (5; 7) ! (4; 7) ! (4; 8) ! (4; 0) ! (4; 1) ! (3; 1) ! (3; 2) (see Figure 7 ). The packet p will rst be stored in the injection queue in node (5; 7 Overall, packet p will be stored in the injection queue in node (5; 7), a B queue in node (4; 7), C queues in nodes (4; 8) and (4; 0), a B queue in node (4; 1), an A queue in node (3; 1), a B queue in node (3; 2), and a delivery queue in node (3; 2), from which it will be delivered. Note that, unlike Algorithm 1, Algorithm 2 allows packets to move from C queues back to B queues and from B queues back to A queues. However, we will see that this cannot cause a problem, because once again the queues can be ordered so that each packet always has the possibility of moving to a higher ordered queue (or being delivered). For the following lemma we will need to de ne a total ordering of the queues in the torus. This total ordering of the queues will be helpful in proving freedom from deadlock.
De nition. Let q be any queue in the torus network that is used by Algorithm 2, and let x denote the node in which q is located. Recall that n denotes the number of nodes in the torus network. The ranking function Rank2(q) is de ned as follows.
Inside(x) if q is an injection queue n + Inside(x) if q is an A queue 2n + Inside(x) if q is a B queue 3n + Outside(x) if q is a C queue 4n + Inside(x) if q is a D queue 5n + Inside(x) if q is a delivery queue : Lemma 4.2 Let p be any packet that is being routed by Algorithm 2 and let q = queue(p). Either q is the delivery queue in dest(p) or there exists a queue w 2 wait(p) such that Rank2(q) < Rank2(w).
The following lemma will allow us to prove that Algorithm 2 is free of livelock. Lemma 4.3 If p is any packet that is being routed by Algorithm 2, then p will be stored in at most a nite number of queues before being placed in the delivery queue of its destination node.
Combining the previous lemmas gives us the following theorem. Theorem 4.4 Routing Algorithm 2 is free of deadlock, livelock and starvation.
Extensions
To this point we have focused on the simplest forms of our routing algorithms in order to prove some of their properties. In this section we will brie y mention some of the ways in which the routing algorithms can extended while maintaining their freedom from deadlock, livelock and starvation.
Larger Queues
One possible extension is to increase the size of the queues so that they can hold more than a single packet each. The routing algorithms will maintain their freedom from deadlock, livelock and starvation even if the queues operate in a strictly FIFO manner.
Common Queues
Another alternative would be to add a pool of \common queues" which could be used by any messages, in addition to the standard queues required by the algorithms in order to prevent deadlock. This approach is basically the same as the common bu er pool technique introduced by Merlin and Schweitzer 22] . Note that the use of common queues allows for more e cient use of the storage in the nodes than does the use of larger queues, as some of the storage is available to all of the packets attempting to enter the node. Because both common queues and larger queues require more storage than is required by the basic algorithms, it might appear that the goal of reducing the storage required for preventing deadlock is not relevant when these techniques can be used. However, reducing the amount of storage that is reserved for deadlock prevention could improve the utilization of the storage even when additional storage space is available.
Virtual Cut-Through
Finally, virtual cut-through routing can be used in place of store-and-forward routing. The implementation of virtual cut-through routing should exhibit the same deadlock properties as were assumed for the store-and-forward routing model that was presented. In particular, the virtual cut-through implementation should not allow packets to progress to a new queue unless it is guaranteed that su cient storage for the entire packet will eventually be available at that queue.
Conclusions
We have presented two new packet routing algorithms for torus networks of arbitrary size and dimension. Both algorithms are minimal-fully-adaptive and are free of deadlock, livelock and starvation. Algorithm 1's storage requirements are smaller than those of any previously known algorithm with the same properties, and it is the rst such algorithm to require a constant number of queues per node, regardless of the size and dimension of the torus. Furthermore, Algorithm 1's storage requirements are provably optimal, in that any minimal, deadlock-free algorithm for tori based on the model presented in Section 2.2 must have at least 3 queues in some node 4]. Algorithm 2 is the rst minimal-fully-adaptive deadlock-free algorithm known for torus networks which requires only that each node have two input bu ers per edge. The torus has several signi cant advantages over the mesh. However, the presence of cycles in each dimension of the torus has made the development of deadlock-free routing algorithms more di cult than for the mesh. It is hoped that these routing algorithms will help in the development of e cient parallel computers based on torus interconnection networks.
