Abstract. We show that every degree d meromorphic function on a smooth connected projective curve C ⊂ P 2 of degree d > 4 is isomorphic to a linear projection from a point p ∈ P 2 \ C to P 1 . We then pose a Zeuthen-type problem for calculating the plane Hurwitz numbers.
Introduction
Consider C ⊂ P 2 , a projective plane curve of degree d. An important geometric method for studying C, involves meromorphic functions arising from linear projections of C from a point p ∈ P 2 . For instance, B. Riemann established in his famous work [Rie57] , that the topological structure of a smooth curve C ⊂ P 2 depends entirely on the nature of branch types of the branched covering π p arising from a linear projection. To construct π p , choose a point p ∈ P 2 then identify P 1 with the pencil of lines passing through p ∈ P 2 . If p ∈ P 2 \ C, then a generic line through p meets the curve C in d distinct points. Thus, the linear projection from a point p ∈ P 2 \ C is a finite surjective morphism
(1) π p : C −→ P 1 of degree d. The morphism π p is a branched covering of P 1 and the points of P 1 where several intersection points of the corresponding line with C coincide are the branch points of π p .
It is a basic problem to characterize and enumerate those meromorphic functions f on C which can be realized as linear projections. First, note that in general not all meromorphic functions on a curve C ⊂ P 2 can be realized as such. However, for d > 4 we have the following result which we will prove.
Theorem 1.1. Suppose that C ⊂ P 2 is a smooth projective plane curve of degree d > 4. Then any meromorphic function f : C −→ P 1 of degree d can be realized as a linear projection π p : C −→ P 1 . 
General Preliminaries
2.1. Notation and conventions. The base field is C, the field of complex numbers and we denote by P n the n−dimensional projective space over C. By a variety we mean a reduced algebraic projective scheme over C. The term curve means a complete connected variety of dimension 1. By a smooth or nonsingular curve we implicitly assume that it is irreducible.
If Γ ⊂ P n is a closed subscheme, we write O Γ for the structure sheaf over Γ and I Γ ⊂ O P n denotes the ideal sheaf of Γ. Let D be a divisor on a curve X, then |D| is the complete linear system of D. We write K X or K for the canonical class of a smooth curve X and we denote by |K X | or |K| for the complete canonical series respectively. Suppose that F is a sheaf of vector spaces over a projective scheme X. Then we set
2.2. General Definitions. Let C be a nonsingular curve of genus g. A surjective morphism f : C → P 1 is called a meromorphic function. More precisely, a meromorphic function f gives a finite morphism to the complex projective line P 1 whose degree d by definition is the degree of the morphism f : C −→ P 1 . Thus for a meromorphic function f and any fixed point q ∈ P 1 we have the divisor 
Then f 1 and f 2 are said to be equivalent if there exists an isomorphism h :
commutes.
Hurwitz observed that if we fix the degree d of the branched coverings f : C → P 
C has genus g and f is a branched covering of degree d with w simple branch points ∼ .
It turns out that H d,g is a covering space. In fact it is shown in [Hur91] that H g,d comes with a natural finiteétale covering
where Sym w P 1 is the space of unordered w−tuples of points in P 1 and ∆ is the discriminant hypersurface corresponding to sets of cardinality strictly less than w. The Riemann-Hurwitz formula tells us that the degree of the branch divisor for f :
called the branching morphism and its degree is called the simple Hurwitz number h d,g . Since the map Φ is finite-to-one, the branch points can be regarded as local coordinates on H g,d and it follows that the dimension of the Hurwitz space is equal to w = 2g + 2d − 2.
3. Proof of Theorem 1.1
Given a smooth curve C, specifying a meromorphic function f : C −→ P 1 of degree d on C corresponds to identifying an effective degree d divisor D of f such that the linear system |D| has no base points and dim |D| ≥ 1.
Definition 3.1. Let D = p 1 + . . . + p d be a divisor on a smooth curve C. If |D| has no base point and dim |D| = 1, we say that D moves in a linear pencil |D|. Equivalently, we have a meromorphic function of degree d Example. If C ⊂ P 2 is a smooth projective quartic, then there is a meromorphic function on C of degree 4 which is not isomorphic to a linear projection π p . Indeed let D = p 1 + . . . + p 4 be a divisor given by any 4 points on C such that no three of them are collinear. In our case h
and we conclude that the linear system |p 1 + p 2 + p 3 + p 4 | has no base points. Hence the four points move in a linear pencil but a meromorphic function specified by this divisor on a smooth quartic cannot be realized as a linear projection as this 4 points are not in a line.
The proof of Theorem 1.1 will be derived from the following result. To see why the proof of Theorem 1.1 follows from that of Theorem 4.1, recall from the introduction that to specify a meromorphic function of degree d on C, we specify a divisor D of degree d on C such that the linear system |D| has no base points and dim |D| ≥ 1, where
In the case the divisor D on C has a linear system as above, we say that D moves.
Definition 3.3. The finite set Γ = {p 1 , . . . , p d } ⊂ P 2 of distinct points imposes linear independent conditions on plane curves of degree m if for every point P ∈ Γ there exist plane curves of degree m that contains Γ \ P and does not contain the point P ∈ Γ.
Consider the subset Γ ⊂ P 2 as a closed zero-dimensional subscheme of P 2 . Then we have the standard exact sequence of sheaves
where
, and that surjectivity of
exactly means that there is for each p i , i = 1, . . . , d a plane curve of degree m that contains Γ \ {p i } but not p i . Hence Γ ⊂ P 2 fails to impose independent conditions on curves of degree m if and only if α is not surjective. Namely if and only if
criterion for determining when D moves is given by the Riemann-Roch theorem for curves. Denote by H the divisor of a general linear section. The adjunction formula tells us that
By the Bézout theorem the degree of the divisor
So we obtain that
The Riemann-Roch formula implies that
and hence dim |D| ≥ 1 if and only if
Now the ideal sheaf I C of C in P 2 is isomorphic to O P 2 (−C), and so
). Furthermore we have that
On the other hand,
equivalent to the inequality
In other words, the divisor D = p 1 + . . . + p d satisfies dim |D| ≥ 1 if and only if the set Γ = {p 1 , . . . , p d } fails to impose independent conditions on the canonical linear system |K C |. We will now see that we may use this to derive Theorem 1.1 from Theorem 4.1.
To complete the proof of Theorem 1.1, it suffices to show that either all the d points of D are collinear, or if only the d − 1 points of D lie on a line then the d-th point is a base point of the linear system |D|. In the first case D ∼ H and we are done. In the second case, suppose that D = p 1 , . . . , p d−1 + q, where the points p 1 , . . . , p d−1 lie on a line ℓ and q / ∈ ℓ. We must show that q is a base point of the linear system |D| or equivalently that we have
But as the degree of the divisor p 1 + . . . + p d−1 is equal to deg D − 1, the Riemann-Roch then implies that it is enough to show that the following equality:
holds. Since deg C = d, we can write the divisor cut by C on ℓ as C · ℓ = p 1 + . . . + p d−1 + b, where b = q because q / ∈ ℓ. If a curve C 1 of degree d − 3 passes through d − 1 collinear points p 1 , . . . , p d−1 , it must contain ℓ as a component. Thus, the linear system in equation (7) on left-hand side
whereas the linear system on right-hand side in (7)
And this implies (7), which completes the proof.
It is worthy to remark that if p 1 , . . . , p d−1 are distinct points in P 2 , then they will always impose independent conditions on curves of degree d ≥ 4. In particular, the divisor D = p 1 + . . . 
Proof of Theorem 4.1
To shorten the proof of theorem 4.1, we first reformulate it below in a slightly different but equivalent form. Proof. By assumption there exists at least one point (without loss of generality) say p 0 ∈ Γ such that any curve of degree d − 2 passing through the points in Γ \ p 0 also passes through p 0 . Note that if we have a curve C of degree n ≤ d − 2 that passes through Γ \ p 0 , then it follows by assumption that C also must pass through p 0 .
Let p 0 , p 1 . . . , p j be the minimal number of points in Γ lying on a line ℓ containing the point p 0 . Rename the remaining points as q 1 , . . . q d−j . By construction, any line through a point p i = p 0 and a point q i , will not pass through p 0 . We now construct a curve C being a product of such lines. We let ℓ i be the line through . Additionally, we expect that not all curves of genus g = d−1 2 can be embedded in P 2 as smooth curves. For instance, among all smooth curves of genus 3 (for d = 4), there are hyperelliptic curves, which are not planar.
Fix d > 0; the space parametrizing all degree d algebraic curves in P 2 is a complete system |O P 2 (d)|, which forms a projective space
where N = 
Proof. Let C 1 , C 2 ⊂ P 2 be smooth projective curves not passing through p ∈ P 2 . If there exists an automorphism g ∈ G p such that C 2 = g(C 1 ), then the morphisms π p and π ′ p are equivalent by an isomorphism given by g. For the 'only if ' direction, suppose that π 1 p and π 2 p are equivalent and that this equivalence is determined by an isomorphism g : C 1 → C 2 . For each line ℓ ∋ p the isomorphism g maps C 1 ∩ ℓ to C 2 ∩ ℓ; thus, g maps hyperplane sections of C 1 to hyperplane sections of C 2 . Since both C 1 and C 2 are embedded in P 2 by complete linear system of hyperplane sections H 0 (P 2 , O Ci (1)), for i = 1, 2, this implies that g is induced by projective automorphism PGL(3, C). To complete the proof, it only remains to check that g ∈ G p ; to that end, consider a generic line ℓ ∋ p; this line intersects C i for i = 1, 2 at d = deg C i > 1 points and this points are mapped by g to d distinct points on ℓ. So g(ℓ) = ℓ for the generic line and thus for any ℓ ∋ p. If ℓ 1 , ℓ 2 containing p then
Hence g ∈ G p as expected and this completes the proof.
A generic projection of smooth curve C ⊂ P 2 from a point p ∈ P 2 which is not on a bitangent line or a flex line we obtain a linear projection π p : C → P 1 with only simple branch points. This leads us to the orbit space parametrizing all generic linear projections. Denote this space of generic linear projections by: (8)
where ∼ is the equivalence of projections from a point p ∈ P 2 up to the G p -action. Degree 3-plane Hurwitz Numbers. The first nontrivial case involves projections of smooth plane cubics. The remark following Theorem 1.1 asserts that if d = 3 not all meromorphic function of degree 3 on smooth plane cubics are realizable as projections. However, degree 3 simple plane Hurwitz numbers coincides with the usually Hurwitz number. Namely, over w = 6 pairwise distinct points on the projective line P 1 there are exactly 40 three-dimensional orbits of smooth cubics branched over them, see [Hur91] . To see this, recall that Hurwitz numbers count branched covering up to equivalence, the equivalence of plane Hurwitz with the usual Hurwitz number is a consequence of the fact that every meromorphic function of degree 3 on a smooth cubic is a composition of a group shift of C followed by a linear projection from p ∈ P 2 \ C. This is a well-known consequence of the fact that any smooth plane cubic curve is an abelian group. We give the details below.
Proposition 5.3. Every meromorphic function of degree 3 on a smooth cubic curve C ∈ P 2 can be represented as a composition of a group shift on C by a fixed point on C with a linear projection from a point p ∈ P 2 .
Proof. Let C be a smooth projective cubic and let f : C −→ P 1 be a meromorphic function of degree 3. If we write f −1 (0) = z 1 + z 2 + z 3 , f −1 (∞) = p 1 + p 2 + p 3 for the zero divisor and polar divisor of f respectively (where z i and p i for all i = 1, 2, 3 are not necessarily distinct). The linear equivalence of divisors f −1 (0) ∼ f −1 (∞) implies the equality
as divisors, where "+" denotes the addition from group law on the cubic curve. Fix a point P 0 ∈ C such that p 1 + p 2 + p 3 + 3P 0 = 0 and define Q i = p i + P 0 , and R i = z i + P 0 for all i = 1, 2, 3.
Then we have
In particular, {Q 1 , Q 2 , Q 3 } and {R 1 , R 2 , R 3 } lie on distinct lines in P 2 , Since otherwise these sets would be equal and so f −1 (0) = f −1 (∞), which is impossible. Denote the lines given by the translates {Q 1 , Q 2 , Q 3 } and {R 1 , R 2 , R 3 } by ℓ 1 ⊂ P 2 and ℓ 2 ⊂ P 2 respectively. If l 1 (x, y, z) and l 2 (x, y, z) are equations for the lines ℓ 1 and ℓ 2 , the meromorphic function given by composition of the group shift and projection is the quotient l 1 /l 2 : f (P − P 0 ) = ℓ1(P ) ℓ2(P )
⇐⇒ f (P ) = ℓ1(P +P0) ℓ2(P +P0)
, (where P = (x, y, x)) after possibly multiplying with a constant using the fact that a meromorphic function without poles will be constant. The corresponding Hurwitz number is known to be equal to h 3,4 = 255× 
