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Povzetek
Naj bo f(X1, . . . , Xn) neni£eln multilinearen nekomutativen polinom. e je A enot-
ska algebra s surjektivnim notranjim odvajanjem, lahko vsak element iz A zapi²emo
kot f(a1, . . . , an) za neke ai ∈ A.
Images of noncommutative polynomials
Abstract
Let f(X1, . . . , Xn) be a nonzero multilinear noncommutative polynomial. If A is a
unital algebra with a surjective inner derivation, then every element in A can be
written as f(a1, . . . , an) for some ai ∈ A.
Math. Subj. Class. (2010): 16R99, 16W25
Klju£ne besede: multilinearen nekomutativen polinom, surjektivno notranje od-
vajanje, L'vov-Kaplanskyjeva domneva
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1. Uvod
Polinomi so eni najpomembnej²ih objektov v komutativni algebri. Nas bo zani-
mal njihov analog v nekomutativni algebri: nekomutativni polinomi oz. polinomi
v nekomutativnih spremenljivkah. Torej, £e sta X in Y nekomutativni spremen-
ljivki, sta monoma XY in Y X razli£na. Operacije so definirane natanko tako, kot
bi pri£akovali. Za polinoma f = XY +X in g = Y X imamo
f + g = XY + Y X +X, fg = XY 2X +XYX, gf = Y X2Y + Y X2.
Bolj kot polinomi sami nas bodo zanimale njihove slike. Naj bo f nekomutativen
polinom v spremenljivkah X1, . . . , Xn, A neka algebra in a1, . . . , an ∈ A neki njeni
elementi. Evalvacijo f(a1, . . . , an) dobimo tako, da spremenljivke Xi v zapisu f
nadomestimo z elementi ai in s tem dobimo element algebre A. Slika algebre A s
polinomom f , ki ji bolj pogosto re£emo kar slika polinoma f (algebra A je razvidna
iz konteksta), je mnoºica
f(A) = {f(a1, . . . , an) | a1, . . . , an ∈ A} ⊆ A.
Naj bo A = Mm(F ) algebra m ×m matrik nad poljem F . Za obrnljivo matriko
t ∈ A velja
tf(a1, . . . , an)t
−1 = f(ta1t−1, . . . , tant−1),
zato je slika poljubnega polinoma zaprta za konjugiranje, poleg tega pa vsebuje
skalarni ve£kratnik identitete f(0, . . . , 0). V primeru, ko je F kon£en, je vsaka
podmnoºica A, ki je zaprta za konjugiranje in vsebuje skalarni ve£kratnik identitete,
slika nekega nekomutativnega polinoma [3]. Bolj specifi£no je vpra²anje: kaj je slika
multilinearnega nekomutativnega polinoma, tj. polinoma oblike
f =
∑︂
σ∈Sn
λσXσ(1) . . . Xσ(n),
kjer so λσ ∈ F , Sn pa je mnoºica permutacij ²tevil 1, . . . , n? To nas pripelje do zna-
menite L'vov-Kaplanskyjeve domneve, ki pravi, da je slika algebre matrik (nad po-
ljem F ) s poljubnim multilinearnim nekomutativnim polinomom vektorski prostor.
V tem primeru je eden od ²tirih prostorov: ni£elni prostor {0}, prostor skalarnih
matrik F · I, prostor matrik s sledjo 0 ali cel prostor A. Domneva je dokazana za
primer 2 × 2 matrik (nad kvadrati£no zaprtimi polji) [5]. Od takrat so domnevo
posku²ali re²iti mnogi avtorji, a tudi za 3 × 3 matrike zaenkrat obstajajo le delni
rezultati. Bralec najde podroben pregled vseh raziskovanj domneve v [6].
Ker lahko algebro matrik interpretiramo kot algebro endomorfizmov kon£no raz-
seºnega vektorskega prostora, se je naravno vpra²ati: kaj se zgodi, £e zamenjamo
kon£no razseºen vektorski prostor z neskon£no razseºnim? V tem delu bomo to,
sorodno, domnevo re²ili, tj. pokazali, da je slika algebre endomorfizmov neskon£no
razseºnega vektorskega prostora s poljubnim neni£elnim multilinearnim polinomom
kar cel prostor. Predpostavka o multilinearnosti je nujna, kot vidimo v [1, primer
3.16]. Rezultat bomo pravzaprav dokazali za ²ir²i razred algeber, ki bo vklju£eval
tudi pomembno Weylovo algebro. Celotno delo je priredba £lanka [7].
V razdelku 2 bomo definirali nekomutativne polinome in njihove slike, spoznali
Weylovo algebro in natan£no formulirali glavni izrek, razdelki 3, 4 in 5 pa so name-
njeni dokazu glavnega izreka. Bolj natan£no, v razdelku 3 bomo postavili primerno
okolje za re²evanje problema, v razdelku 4 bomo obravnavali neki sistem linearnih
ena£b, ki se pojavi v dokazu izreka, v razdelku 5 pa bomo podali dokaz glavnega
rezultata.
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2. Nekomutativni polinomi
Algebro nekomutativnih polinomov definiramo v dveh korakih. Najprej defini-
ramo monoid (nekomutativnih) monomov (za mnoºenje), nato pa formalne line-
arne kombinacije monomov proglasimo za nekomutativne polinome. Naj bodo torej
X1, . . . , Xn spremenljivke (zanimali nas bodo predvsem posamezni polinomi, zato
²tevilo spremenljivk n igra le formalno vlogo) in F neko polje. Mnoºico monomov
M = {Xi1 . . . Xik | k ∈ N0, i1, . . . , ik ∈ {1, . . . , n}}
opremimo z operacijo stikanja
Xi1 . . . Xik ·Xj1 . . . Xjl = Xi1 . . . XikXj1 . . . Xjl ,
s katero ta postane monoid (v jeziku kategorij je to prosti monoid). Mnoºico for-
malnih linearnih kombinacij
F ⟨X1, . . . , Xn⟩ =
{︄∑︂
m∈M
λmm | λm ∈ F, λm = 0 za vse, razen kon£no mnogo λm
}︄
opremimo z operacijami∑︂
m∈M
λmm+
∑︂
m∈M
µmm =
∑︂
m∈M
(λm + µm)m
∑︂
m∈M
λmm ·
∑︂
m∈M
µmm =
∑︂
m∈M
⎛⎜⎜⎝ ∑︂
m′,m′′∈M
m′m′′=m
λm′µm′′
⎞⎟⎟⎠m
µ ·
∑︂
m∈M
λmm =
∑︂
m∈M
(µλm)m
s katerimi ta postane algebra nad F . Formula za mnoºenje je le preureditev vr-
stnega reda se²tevanja v izrazu
∑︁
m′∈M
∑︁
m′′∈M λm′m
′µm′′m′′, ki je posledica dis-
tributivnosti. Algebro F ⟨X1, . . . , Xn⟩ imenujemo algebra nekomutativnih polinomov
v spremenljivkah X1, . . . , Xn (v jeziku kategorij pa prosta algebra).
V zapisu nekomutativnega polinoma tipi£no izpu²£amo ni£elne koeficiente. Tako,
na primer, namesto f =
∑︁
m∈M λmm za
λm =
⎧⎪⎨⎪⎩
1; m = X21X2X1
−1; m = X3X1
0; sicer
pi²emo kar f = X21X2X1−X3X1. V zapisu slednjega polinoma ne smemo zamenjati
vrstnega reda spremenljivk, tj.
X21X2X1 −X3X1 ̸= X31X2 −X1X3,
za razliko od tega, kar velja za komutativne polinome.
Kot smo napovedali v uvodu, nas zanima posebna druºina nekomutativnih poli-
nomov, ki nima analogije med komutativnimi polinomi. Nekomutativni polinom f
je multilinearen, £e ga lahko zapi²emo v obliki
f =
∑︂
σ∈Sn
λσXσ(1) . . . Xσ(n)
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za neke λσ ∈ F . Enostaven, a zelo pomemben primer multiliearnega polinoma je
komutator, definiran z
[X1, X2] = X1X2 −X2X1.
Kot ime sugerira, so multilinearni polinomi linearni v vsaki svoji spremenljivki.
Algebra nekomutativnih polinomov ima posebno lastnost, ki jo pravzaprav ka-
rakterizira do izomorfizma natan£no: za poljubno algebro A nad poljem F in njene
elemente a1, . . . , an ∈ A obstaja natanko dolo£en homomorfizem iz F ⟨X1, . . . , Xn⟩ v
A, ki po²lje spremenljivke Xi v elemente ai. Enoli£nost je o£itna, saj spremenljivke
X1, . . . , Xn generirajo algebro nekomutativnih polinomov F ⟨X1, . . . , Xn⟩. Opisani
homomorfizem podamo s predpisom
ϕ
(︄∑︂
m∈M
λmm
)︄
=
∑︂
m∈M
λmϕ(m),
kjer je
ϕ (Xi1 . . . Xik) = ai1 . . . aik .
Gre torej za evalvacijo v elementih a1, . . . , an. Z drugimi besedami: spremenljivke
Xi nadomestimo z elementi ai. Treba je preveriti ²e, ali je dana preslikava usklajena
z operacijami na polinomih. Gre za rutinsko vajo; mi si bomo ogledali le dokaz
usklajenosti mnoºenja. Preveriti moramo, ali velja
ϕ
(︄∑︂
m∈M
λmm ·
∑︂
m∈M
µmm
)︄
= ϕ
(︄∑︂
m∈M
λmm
)︄
· ϕ
(︄∑︂
m∈M
µmm
)︄
.
Po definiciji mnoºenja polinomov in preslikave ϕ je zgornje ekvivalentno
∑︂
m∈M
⎛⎜⎜⎝ ∑︂
m′,m′′∈M
m′m′′=m
λm′µm′′
⎞⎟⎟⎠ϕ(m) = ∑︂
m∈M
λmϕ(m)
∑︂
m∈M
µmϕ(m).(1)
Ker velja
ϕ (Xi1 . . . Xik ·Xj1 . . . Xjl) = ϕ (Xi1 . . . XikXj1 . . . Xjl)
= ai1 . . . aikaj1 . . . ajl
= ϕ (Xi1 . . . Xik) · ϕ (Xj1 . . . Xjl) ,
imamo za m′,m′′ ∈M
ϕ(m′m′′) = ϕ(m′)ϕ(m′′).
Torej velja
∑︂
m∈M
⎛⎜⎜⎝ ∑︂
m′,m′′∈M
m′m′′=m
λm′µm′′
⎞⎟⎟⎠ϕ(m) = ∑︂
m∈M
∑︂
m′,m′′∈M
m′m′′=m
λm′µm′′ϕ(m
′)ϕ(m′′)
=
∑︂
m′∈M
λm′ϕ(m
′)
∑︂
m′′∈M
µm′′ϕ(m
′′),
kar dokaºe (1). Za elemente a1, . . . , an ∈ A preslikavo ϕ bolj natan£no ozna£imo z
Eva1,...,an .
Dejstvo, da je Eva1,...,an homomorfizem, v tem trenutku ni klju£no, potrebovali pa
ga bomo v nadaljevanju.
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Osrednji pojem tega dela je slika algebre A (nad poljem F ) z nekomutativnim
polinomom f ∈ F ⟨X1, . . . , Xn⟩ oziroma kar slika polinoma f (algebra A je ponavadi
razvidna iz konteksta), definirana z
f(A) = {Eva1,...,an(f) | a1, . . . , an ∈ A} ⊆ A.
Do sedaj spoznane pojme lahko zdruºimo v enostavno opazko: algebra A je komu-
tativna natanko tedaj, ko je slika komutatorja ni£elni prostor, tj.
[X1, X2](A) = {0}.
V primeru, ko je slika polinoma f kar cela algebra A (tj. f(A) = A), re£emo, da je
f surjektiven na A.
Preizkusimo pojme ²e na malce zahtevnej²em primeru.
Primer 2.1. Naj bo tokrat F polje s karakteristiko 0. Weylova algebra A1 je defi-
nirana kot kvocient algebre nekomutativnih polinomov F ⟨X1, X2⟩ po idealu, gene-
riranem s polinomom [X1, X2]− 1, tj.
A1 = F ⟨X1, X2⟩/([X1, X2]− 1).
Sliki X1 in X2 s kvocientnim epimorfizmom bomo ozna£ili z v in u. Elementa
v in u torej generirata algebro A1, ker pa velja zveza vu = uv + 1, je mnoºica
{viuj | i, j ∈ N0} ogrodje Weylove algebre (v resnici je celo baza, kot vidimo v [2,
razdelek 1.3]). Odgovor na vpra²anje: kaj je slika komutatorja [X1, X2](A1), nam
pomaga bolje razumeti slike (multilinearnih) polinomov (na dani algebri). Odgovor
je cel prostor A1, mi pa bomo v resnici pokazali malce ve£: preslikava x ↦→ [v, x]
je surjektivna. Vzemimo torej poljuben element a =
∑︁n
i=0
∑︁m
j=0 λijv
iuj ∈ A1 in
definirajmo x s predpisom
x =
n∑︂
i=0
m∑︂
j=0
1
j + 1
λijv
iuj+1.
Enostaven ra£un pokaºe, da (v splo²nem) velja zveza
[X, Y Z] = [X, Y ]Z + Y [X,Z],(2)
ki nam bo s pridom sluºila tudi v nadaljevanju. Posebej, £e elementa X in Y med
sabo komutirata, velja
[X, Y Z] = Y [X,Z].
Zveza (2) nam, upo²tevajo£ [v, u] = 1, da[︁
v, uj
]︁
= juj−1.
Torej je [︄
v,
n∑︂
i=0
m∑︂
j=0
1
j + 1
λijv
iuj+1
]︄
=
n∑︂
i=0
m∑︂
j=0
1
j + 1
λijv
i
[︁
v, uj+1
]︁
=
n∑︂
i=0
m∑︂
j=0
λijv
iuj
oziroma
[v, x] = a,
kar smo ºeleli pokazati. Sedaj enostavno sledi
[X1, X2](A1) = {[a1, a2] | a1, a2 ∈ A1} ⊇ {[v, x] | x ∈ A1} = A1. ♢
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Za algebro A in poljuben v ∈ A imenujemo preslikavo x ↦→ [v, x] notranje odvaja-
nje. Primer 2.1 pokaºe, da v Weylovi algebri obstaja surjektivno notranje odvajanje.
Prav ta lastnost nam bo omogo£ila enostavno karakterizacijo slik Weylove algebre
s poljubnimi multilinearnimi polinomi. Obstoj surjektivnega notranjega odvajanja
je na pogled precej redek pojav, a ima poleg Weylove algebre in dolo£enih obsegov
[4] ²e en zelo pomemben primer: algebro endomorfizmov neskon£no razseºnega vek-
torskega prostora. Res, naj bo {ei,n | (i, n) ∈ I × N} baza na²ega prostora (tu smo
uporabili dejstvo, da je vsaka neskon£na mnoºica I ekvipolentna mnoºici I×N). De-
finirajmo endomorfizem v s predpisom v(ei,n) = ei,n+1. Za poljuben endomorfizem
x razpi²emo
[v, x](ei,n) = vx(ei,n)− x(ei,n+1).
Torej velja enakost [v, x] = a natanko tedaj, ko velja rekurzivna zveza
x(ei,n+1) = vx(ei,n)− a(ei,n).
Sedaj je enostavno videti, da endomorfizem x, podan s predpisom x(ei,1) = 0 in
x(ei,n) = −vn−2a(ei,1)− vn−3a(ei,2)− · · · − va(ei,n−1)− a(ei,n−1), n ≥ 2,
zado²£a [v, x] = a. Algebra endomorfizmov neskon£no razseºnega prostora ima torej
surjektivno notranje odvajanje in prav to nam omogo£a, da jo obravnavamo na enak
na£in kot Weylovo algebro.
Celotno nadaljevanje tega dela je posve£eno dokazu naslednjega izreka.
Izrek 2.2. Naj bo A (enotska) algebra s surjektivnim notranjim odvajanjem. Vsak
neni£eln multilinearen polinom je surjektiven na A.
Po zgornjih razmislekih ima izrek dve enostavni posledici.
Posledica 2.3. Vsak neni£eln multilinearen polinom je surjektiven na Weylovi al-
gebri A1 (nad poljem s karakteristiko 0).
Posledica 2.4. Naj bo V neskon£no razseºen vektorski prostor (nad poljubnim po-
ljem F ). Vsak neni£eln multilinearen polinom je surjektiven na algebri endomorfiz-
mov EndF (V ).
3. Delno komutativni polinomi
Osnovna ideja dokaza izreka 2.2 je indukcija po ²tevilu spremenljivk polinoma.
e se problema lotimo z orodji, ki jih imamo trenutno na razpolago, se kar hitro
zapletemo. Zadevo je treba najprej nekoliko posplo²iti in prestaviti v primerno
okolje. Slednje bo za nas algebra delno komutativnih polinomov, ki jo bomo spoznali
v tem razdelku. Ideja je, da algebro nekomutativnih polinomov raz²irimo z dvema
odlikovanima spremenljivkama. Njuna vloga postane jasna, ko primerno posplo²imo
pojem slike polinoma.
Naj bo A poljubna algebra in v ∈ A neki njen element. Za a1, . . . , an ∈ A in
u ∈ F [v], kjer je F [v] ⊆ A podalgebra generirana z v, vpeljemo oznako
Eva1,...,an;u = Eva1,...,an,u,v.
Za polinom f ∈ F ⟨X1, . . . , Xn, U, V ⟩ definiramo
f(A; v) = {Eva1,...,an;u(f) | a1, . . . , an ∈ A, u ∈ F [v]} ⊆ A.
Mnoºico f(A; v) imenujemo slika delno komutativnega polinoma f in algebro
F ⟨X1, . . . , Xn, U, V ⟩
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algebra delno komutativnih polinomov. Ozna£imo jo z
F ⟨X1, . . . , Xn⟩♢F [U, V ].
Na prvi pogled se morda zdi, da bi lahko pri²lo do zme²njave, a ni tako: spremenljivki
U in V sta rezervirani za delno komutativne polinome in vedno nastopata skupaj
s pojmom slike f(A; v). Spremenljivkam X1, . . . , Xn (izklju£ujo£ U in V ) pravimo
nekomutativne spremenljivke.
Primer 3.1. Naj bo f = X1V +U2 delno komutativen polinom, A = M2(F ) algebra
2× 2 matrik in v =
[︃
0 1
0 0
]︃
. Ker je v2 = 0, je podalgebra generirana z v enaka
F [v] =
{︃[︃
λ µ
0 λ
]︃ ⃓⃓⃓⃓
λ, µ ∈ F
}︃
.
Tako imamo
f(A; v) =
{︄[︃
α β
γ δ
]︃ [︃
0 1
0 0
]︃
+
[︃
λ µ
0 λ
]︃2 ⃓⃓⃓⃓⃓ α, β, γ, δ, λ, µ ∈ F
}︄
=
{︃[︃
λ2 ϵ
0 ζ
]︃ ⃓⃓⃓⃓
ϵ, ζ, λ ∈ F
}︃
. ♢
V primeru, ko f ne vsebuje spremenljivke U , namesto Eva1,...,an;u(f) pi²emo
Eva1,...,an;(f).
Nekomutativni polinom f ∈ F ⟨X1, . . . , Xn⟩ lahko interpretiramo kot element algebre
delno komutativnih polinomov F ⟨X1, . . . , Xn⟩♢F [U, V ] (v katerem spremenljivki U
in V ne nastopata). O£itno se tedaj pojma slik ujemata, tj.
f(A) = f(A; v)
za poljubno algebro A in v ∈ A.
Razlog za vpeljavo delno komutativnih polinomov je metoda na²ega dokaza. Da
se pribliºamo £istim nekomutativnim polinomom (tj. elementom F ⟨X1, . . . , Xn⟩),
ki nas pravzaprav zanimajo, bomo, v teku dokaza, pogosto nadomestili U z V k. Naj
bo
πk : F ⟨X1, . . . , Xn⟩♢F [U, V ]→ F ⟨X1, . . . , Xn⟩♢F [U, V ]
homomorfizem, ki fiksira vsak Xi in V ter po²lje U v V k. Gre torej za evalvacijo
πk = EvX1,...,Xn;V k . Iz formule
Eva1,...,an; ◦ πk = Eva1,...,an;vk
sledi
(3) πk(f)(A; v) ⊆ f(A; v)
za vsak f ∈ F ⟨X1, . . . , Xn⟩♢F [U, V ] in vsak k ∈ N0.
V delno komutativnih polinomih raz²irimo pojem multilinearnega polinoma na
poseben na£in. Za to potrebujemo ²e nekaj notacije. Iterativni komutator je defini-
ran z rekurzivnim predpisom
[X1, X2, . . . , Xn] = [X1, [X2, . . . , Xn]] ,
posebej pa vpeljemo oznako
[x1, x2]k = [x1, . . . , x1⏞ ⏟⏟ ⏞
k
, x2].
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Za r ∈ N0 definiramo mnoºico
Br =
{︄
b = (b1, . . . ,bn) ∈ Nn0
⃓⃓⃓⃓
⃓
n∑︂
i=1
bi = r
}︄
,
za b ∈ Br pa
Xbj = [V, . . . , V⏞ ⏟⏟ ⏞
bj
, Xj];
v primeru, ko je bj = 0, razumemo Xbj = Xj. Za i ∈ {1, . . . , n} definiramo
Xb,ij =
{︄[︁
U,Xbj
]︁
, j = i
Xbj , j ̸= i
.
Obe definiciji raz²irimo z
(Xj1Xj2 . . . Xjk)
b = Xbj1X
b
j2
. . . Xbjk ,
(Xj1Xj2 . . . Xjk)
b,i = Xb,ij1 X
b,i
j2
. . . Xb,ijk
za poljubne j1, . . . , jk ∈ {1, . . . , n}.
Kon£no lahko definiramo druºino polinomov, ki bo igrala osrednjo vlogo v tem
delu.
Definicija 3.2. Delno komutativni polinom
f ∈ F ⟨X1, . . . , Xn⟩♢F [U, V ]
je dopusten, £e obstaja tak r ∈ N0, da je f bodisi oblike
(4) f =
∑︂
σ∈Sn
∑︂
b∈Br
λbσ
(︁
Xσ(1)Xσ(2) . . . Xσ(n)
)︁b
za neke λbσ ∈ F bodisi oblike
(5) f =
∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,i
(︁
Xσ(1)Xσ(2) . . . Xσ(n)
)︁b,σ(i)
za neke λbσ,i ∈ F . e drºi (4), re£emo, da je f tipa I, v primeru (5) pa je f tipa II.
Opomba 3.3. e je r = 0, je edini element Br zaporedje ni£el b. Torej imamo v
tem primeru (︁
Xσ(1)Xσ(2) . . . Xσ(n)
)︁b
= Xσ(1)Xσ(2) . . . Xσ(n).
Potemtakem so dopustni delno komutativni polinomi tipa I za r = 0 oblike
f =
∑︂
σ∈Sn
λσXσ(1)Xσ(2) . . . Xσ(n),
kar so natanko multilinearni polinomi. To je za nas klju£nega pomena: vsak re-
zultat o dopustnih delno komutativnih polinomih nam da rezultat o multilinearnih
nekomutativnih polinomih.
Oglejmo si pravkar vpeljane pojme na preprostem primeru.
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Primer 3.4. Opisali bomo dopustne delno komutativne polinome v dveh nekomu-
tativnih spremenljivkah za r = 1. Imamo
B1 = {(1, 0), (0, 1)}.
Velja
(X1X2)
(1,0) = [V,X1]X2, (X2X1)
(1,0) = X2[V,X1],
(X1X2)
(0,1) = X1[V,X2], (X2X1)
(0,1) = [V,X2]X1
in zato
(X1X2)
(1,0),1 = [U, V,X1]X2, (X2X1)
(1,0),1 = X2[U, V,X1],
(X1X2)
(0,1),1 = [U,X1][V,X2], (X2X1)
(0,1),1 = [V,X2][U,X1],
(X1X2)
(1,0),2 = [V,X1][U,X2], (X2X1)
(1,0),2 = [U,X2][V,X1],
(X1X2)
(0,1),2 = X1[U, V,X2], (X2X1)
(0,1),2 = [U, V,X2]X1.
Torej so vsi dopustni polinomi tipa II oblike
f = λ
(1,0)
id,1 [U, V,X1]X2 + λ
(1,0)
(12),2X2[U, V,X1]
+ λ
(0,1)
id,1 [U,X1][V,X2] + λ
(0,1)
(12),2[V,X2][U,X1]
+ λ
(1,0)
id,2 [V,X1][U,X2] + λ
(1,0)
(12),1[U,X2][V,X1]
+ λ
(0,1)
id,2 X1[U, V,X2] + λ
(0,1)
(12),1[U, V,X2]X1,
medtem, ko so dopustni polinomi tipa I oblike
f = λ
(1,0)
id [V,X1]X2 + λ
(1,0)
(12)X2[V,X1]
+ λ
(0,1)
id X1[V,X2] + λ
(0,1)
(12) [V,X2]X1. ♢
Po definiciji je prostor dopustnih polinomov tipa II (oz. tipa I) razpet na delno
komutativnih polinomih
(︁
Xσ(1) . . . Xσ(n)
)︁b,σ(i) (oz. (︁Xσ(1) . . . Xσ(n))︁b). Velja ²e ve£:
navedeni polinomi tvorijo bazo prostora. e polinome iz primera 3.4 razvijemo po
standardni bazi
{Y1 . . . Yk | k ∈ N0, Y1, . . . , Yk ∈ {X1, . . . , Xn, U, V }} ,
vidimo, da so linearno neodvisni. Naslednja lema nam pomaga opisati ekspliciten
razvoj primernih dopustnih polinomov v splo²nem.
Lema 3.5. Za b ∈ Br veljata zvezi
Xbj =
bj∑︂
i=0
(−1)i
(︃
bj
i
)︃
V bj−iXjV i(6)
in
Xb,jj =
bj∑︂
i=0
(−1)i
(︃
bj
i
)︃
UV bj−iXjV i −
bj∑︂
i=0
(−1)i
(︃
bj
i
)︃
V bj−iXjV iU .
Dokaz. Dokazali bomo le prvo enakost; druga enakost sledi neposredno iz prve z
uporabo zveze
Xb,jj = [U,X
b
j ] = UX
b
j −Xbj U .
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Dokaz bo potekal z indukcijo po bj. Za bj = 0 enakost o£itno velja, zato denimo,
da je bj > 0 in da enakost (6) velja za vsa ²tevila manj²a od bj. V zvezi
Xbj = [V, . . . , V⏞ ⏟⏟ ⏞
bj
, Xj] = V [V, . . . , V⏞ ⏟⏟ ⏞
bj−1
, Xj]− [V, . . . , V⏞ ⏟⏟ ⏞
bj−1
, Xj]V = V X
b
′
j −Xb
′
j V ,
kjer je b′j = bj − 1, uporabimo indukcijsko predpostavko, da dobimo
Xbj = V
bj−1∑︂
i=0
(−1)i
(︃
bj − 1
i
)︃
V bj−1−iXjV i −
bj−1∑︂
i=0
(−1)i
(︃
bj − 1
i
)︃
V bj−1−iXjV iV .
S spremembo indeksa se²tevanja v drugi vsoti in primerno zdruºitvijo obeh vsot
dobimo
Xbj =
bj−1∑︂
i=0
(−1)i
(︃
bj − 1
i
)︃
V bj−iXjV i +
bj∑︂
i=1
(−1)i
(︃
bj − 1
i− 1
)︃
V bj−iXjV i
= V bjXj +
bj−1∑︂
i=1
(−1)i
(︃(︃
bj − 1
i
)︃
+
(︃
bj − 1
i− 1
)︃)︃
V bj−iXjV i + (−1)bjXjV bj .
Z uporabo formule (︃
bj − 1
i
)︃
+
(︃
bj − 1
i− 1
)︃
=
(︃
bj
i
)︃
sledi ºeleno. □
Klju£na je predvsem oblika razvoja, kot bomo videli v dokazu naslednje trditve.
Trditev 3.6. Za n ∈ N in r ∈ N0 sta mnoºici{︂(︁
Xσ(1)Xσ(2) . . . Xσ(n)
)︁b | σ ∈ Sn, b ∈ Br}︂
in {︂(︁
Xσ(1)Xσ(2) . . . Xσ(n)
)︁b,σ(i) | σ ∈ Sn, b ∈ Br, i = 1, . . . , n}︂
linearno neodvisni.
Dokaz. Dokazali bomo linearno neodvisnost druge mnoºice; dokaz za prvo mnoºico
je podoben. Denimo, da velja∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,i
(︁
Xσ(1)Xσ(2) . . . Xσ(n)
)︁b,σ(i)
= 0,
kjer so λbσ,i neki skalarji, ne vsi enaki ni£. Brez ²kode za splo²nost smemo privzeti,
da je mnoºica
L = {(b, i) ∈ Br × {1, . . . , n} | λbid,i ̸= 0}
neprazna. Definirajmo linearno ureditev ≺ na mnoºici L:
(b, i) ≺ (b′, i′) ⇐⇒
i < i′ ali
(︁
i = i′ in bj < b′j za najmanj²i j, za katerega velja bj ̸= b′j
)︁
.
Naj bo (˜︁b,˜︁i) maksimalen element L glede na ≺. Bazni element
V
˜︁b1X1 . . . V ˜︁biXiUV ˜︁bi+1Xi+1 . . . V ˜︁bnXn(7)
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se, zaradi maksimalnosti (˜︁b,˜︁i), netrivialno pojavi le pri razvoju polinoma
λ
˜︁b
id,˜︁i (X1X2 . . . Xn)˜︁b,˜︁i .(8)
Res, denimo, da monom (7) nastopa netrivialno ²e pri razvoju
λbσ,i
(︁
Xσ(1)Xσ(2) . . . Xσ(n)
)︁b,i(9)
za neke σ,b, i in neni£eln λbσ,i. Ker se v razvoju (po lemi 3.5) pojavijo spremenljivke
Xσ(1), Xσ(2), . . . , Xσ(n) v tem vrstnem redu, lahko sklepamo, da je σ = id. Ker je
λbσ,i razli£en od ni£, je (b, i) ∈ L. e bi bil i < ˜︁i, se po lemi 3.5 spremenljivka
U ne bi v nobenem £lenu razvoja pojavila po spremenljivki Xi, zato je, zaradi
maksimalnosti (˜︁b,˜︁i), i = ˜︁i. Pri razvoju polinoma (9) po lemi 3.5 nastopa pred
spremenljivko X1 spremenljivka V najve£ z ve£kratnostjo b1. Ker mora ta biti
vsaj ˜︁b1, iz maksimalnosti (˜︁b,˜︁i) sledi b1 = ˜︁b1. Upo²tevajo£ slednje lahko zopet
uporabimo lemo 3.5 in vidimo, da mora veljati tudi b2 = ˜︁b2. S ponavljanjem
argumenta se prepri£amo v b = ˜︁b. Torej se monom (7) res netrivialno pojavi le pri
razvoju polinoma (8), zato je λ˜︁b
id,˜︁i = 0, kar je seveda v nasprotju z (˜︁b,˜︁i) ∈ L. □
4. Neki sistem linearnih ena£b
Naj bo σ ∈ Sn in r ∈ N0. V tem razdelku bomo obravnavali naslednji sistem
linearnih ena£b:
n∑︂
i=1
∑︂
c∈Cσ,k,i
αcσ,iµ
b−c
i = 0(10)
za vsak k ∈ N in vsak b ∈ Br+k, kjer je
Cσ,k,i =
{︄
c = (c1, . . . , cn) ∈ Nn0
⃓⃓⃓⃓
⃓ cσ(1) = . . . = cσ(i−1) = 0, cσ(i) ≥ 1,
n∑︂
j=1
cj = k
}︄
,
αcσ,i =
(︃ ∑︁n
j=1 cj
cσ(i), . . . , cσ(n)
)︃
=
(︂∑︁n
j=1 cj
)︂
!
cσ(i)! . . . cσ(n)!
∈ N,
za neznanke µb
′
i , b
′ ∈ Br, i = 1, . . . , n, in velja
µb
′
i = 0, £im je b
′ ∈ Zn \Br.
Edina lastnost skalarjev αcσ,i, ki jo potrebujemo, je
α
keσ(i)
σ,i = 1,
kjer je
ej = (0, . . . , 0, 1, 0, . . . , 0)
s pojavitvijo 1 na j-tem mestu.
Izklju£ni razlog za obravnavo sistema ena£b (10) je, da bo nastopil v dokazu
glavnega izreka. Sistem smo vpeljali v natan£ni obliki, v kateri nastopa, vendar je
jasno, da lahko brez ²kode za splo²nost privzamemo
σ = id.
Namesto αcid,i bomo pisali α
c
i , namesto Cid,k,i pa Ck,i.
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Cilj tega razdelka je pokazati, da ima na² sistem ena£b le trivialno re²itev µb
′
i = 0
za vse b′ ∈ Br, i = 1, . . . , n. Ilustrirajmo na²o metodo re²evanja na enostavnem
primeru.
Primer 4.1. Naj bo n = 2 in r = 1. Tedaj je B1 = {(1, 0), (0, 1)}. Na²e neznanke
so torej µ(1,0)1 , µ
(0,1)
1 , µ
(1,0)
2 in µ
(0,1)
2 .
Naj bo najprej k = 1. Velja B2 = {(2, 0), (1, 1), (0, 2)}, C1,1 = {(1, 0)}, C1,2 =
{(0, 1)} in α(1,0)1 = α(0,1)2 = 1. Torej imamo
µ
(1,0)
1 + µ
(2,−1)
2 = 0,
µ
(0,1)
1 + µ
(1,0)
2 = 0,
µ
(−1,2)
1 + µ
(0,1)
2 = 0
za b = (2, 0), (1, 1), (0, 2), kjer je µ(2,−1)2 = µ
(−1,2)
1 = 0. Z ena£bo µ
(2,−1)
1 +µ
(3,−2)
2 = 0,
ki trivialno drºi, saj velja µ(2,−1)1 = µ
(3,−2)
2 = 0, raz²irimo zgornji sistem do
µ
(2,−1)
1 + µ
(3,−2)
2 = 0,
µ
(1,0)
1 + µ
(2,−1)
2 = 0,
µ
(0,1)
1 + µ
(1,0)
2 = 0,
µ
(−1,2)
1 + µ
(0,1)
2 = 0.
(11)
Naj bo zdaj k = 2. VeljaB3 = {(3, 0), (2, 1), (1, 2), (0, 3)}, C2,1 = {(2, 0), (1, 1)},
C2,2 = {(0, 2)}, α(2,0)1 = 1, α(1,1)1 = 2 in α(0,2)2 = 1. Torej imamo
µ
(1,0)
1 + 2µ
(2,−1)
1 + µ
(3,−2)
2 = 0,
µ
(0,1)
1 + 2µ
(1,0)
1 + µ
(2,−1)
2 = 0,
µ
(−1,2)
1 + 2µ
(0,1)
1 + µ
(1,0)
2 = 0,
µ
(−2,3)
1 + 2µ
(−1,2)
1 + µ
(0,1)
2 = 0
(12)
za b = (3, 0), (2, 1), (1, 2), (0, 3), kjer je µ(−2,3)1 = 0.
e od²tejemo vsako vrstico sistema (11) od ustrezne vrstice sistema (12), dobimo
µ
(1,0)
1 + µ
(2,−1)
1 = 0,
µ
(0,1)
1 + µ
(1,0)
1 = 0,
µ
(−1,2)
1 + µ
(0,1)
1 = 0,
µ
(−2,3)
1 + µ
(−1,2)
1 = 0.
(13)
Ker je µ(2,−1)1 = 0, nam prva ena£ba da µ
(1,0)
1 = 0. Druga ena£ba nam pove µ
(0,1)
1 = 0.
Iz (11) zaklju£imo, da je µ(1,0)2 = µ
(0,1)
2 = 0. Pokazali smo torej, da ima sistem (10)
za n = 2 in r = 1 le trivialno re²itev. ♢
Kot vidimo v primeru 4.1, se ²tevilo ena£b spreminja s k. To odpravimo z doda-
janjem trivialnih ena£b, tj. raz²irimo sistem (10) do sistema
n∑︂
i=1
∑︂
c∈Ck,i
αciµ
b−c
i = 0(14)
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za vsak k ∈ N in vsak b ∈ Zn.
S slednjim korakom smo kve£jemu zmanj²ali mnoºico re²itev. Pa preverimo, da
je vsaka re²itev zoºenega sistema (10) tudi re²itev raz²irjenega sistema (14). Za ta
namen fiksirajmo k ∈ N0 in b ∈ Zn \Br+k, tj. b ∈ Zn in
∑︁n
j=1 bj ̸= r+k ali bj < 0
za neki j. V primeru
∑︁n
j=1 bj ̸= r + k, velja
∑︁n
j=1(b − c)j ̸= r za vse c ∈ Ck,i, saj
je
∑︁n
j=1 cj = k. Torej b − c /∈ Br za vse c ∈ Ck,i; potemtakem so vsi µb−ci ni£ in
(14) drºi. Podobno pridemo do istega zaklju£ka v primeru bj < 0 za neki j.
Naslednji korak se morda zdi neintuitiven, a bo pripomogel k preglednosti procesa
re²evanja. Naj bo V vektorski prostor (nad poljem F ) z bazo {Mbi | b ∈ Zn, i =
1, . . . , n} (tukaj so Mbi abstraktni simboli). Za vsak j = 1, . . . , n naj bo ℓj : V → V
linearna preslikava, podana z
ℓj : M
b
i ↦→Mb−eji .
Preslikave ℓj med sabo komutirajo.
Simbole Mbi in skalarje µ
b
i poveºemo z linearnim funkcionalom ϕ : V → F ,
podanim s
ϕ
(︁
Mbi
)︁
= µbi .
Sistem (14) lahko prepi²emo v
n∑︂
i=1
∑︂
c∈Ck,i
αciM
b−c
i ∈ kerϕ
za vsak k ∈ N in vsak b ∈ Zn. Ker lahko c ∈ Ck,i zapi²emo kot c = ciei+ · · ·+cnen,
imamo Mb−ci = ℓ
ci
i . . . ℓ
cn
n M
b
i . Torej lahko dalje prepi²emo na² sistem v
n∑︂
i=1
⎛⎝∑︂
c∈Ck,i
αci ℓ
ci
i . . . ℓ
cn
n
⎞⎠Mbi ∈ kerϕ
za vsak k ∈ N in vsak b ∈ Zn. Izraz v oklepajih interpretiramo kot (komutativen)
polinom izvrednoten v preslikavah ℓi, . . . , ℓn. Ker je αkeii = 1 in
∑︁n
j=1 cj = k za
vsak c ∈ Ck,i, je stopnja polinoma v i-ti spremenljivki natanko k. Slednje motivira
naslednjo definicijo.
Definicija 4.2. Naj bo U podprostor V in naj bodo i1, . . . , il ∈ {1, . . . , n} paroma
razli£ni. Pravimo da Mbi1 , . . . ,M
b
il
zado²£ajo rekurzivni zvezi reda k ∈ N, £e velja∑︂
i∈{i1,...,il}
fi(ℓi, . . . , ℓn)M
b
i ∈ U
za vsak b ∈ Zn in take polinome fi ∈ F [Wi, . . . ,Wn], da je stopnja fi v spremenljivki
Wi natanko k.
Povzemimo opazke do te to£ke. Denimo, da skalarji µbi ∈ F zado²£ajo (14), kjer
je µbi = 0 za vse b ̸∈ Br, i = 1, . . . , n. e vzamemo U = kerϕ s ϕ, kot je definiran
zgoraj, elementi Mb1 , . . . ,M
b
n zado²£ajo rekurzivni zvezi reda k za vsak k ∈ N. Ker
je le kon£no mnogo µbi lahko neni£elnih, velja M
b
i ∈ U za vse razen kon£no mnogo
elementov. Trdimo, da iz tega ºe sledi U = V ali, ekvivalentno, µbi = 0 za vse
b ∈ Br, i = 1, . . . , n. V ta namen potrebujemo ²e nekaj lem.
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Lema 4.3. Naj bo U podprostor V . e fi ∈ F [Wi, . . . ,Wn] zado²£ajo∑︂
i∈{i1,...,il}
fi(ℓi, . . . , ℓn)M
b
i ∈ U(15)
za vsak b ∈ Zn, potem velja∑︂
i∈{i1,...,il}
g(ℓ1, . . . , ℓn)fi(ℓi, . . . , ℓn)M
b
i ∈ U
za vsak b ∈ Zn in vsak g ∈ F [W1, . . . ,Wn].
Dokaz. Ker je U vektorski prostor, zado²£a obravnavati primer, ko je g monom,
torej
g(ℓ1, . . . , ℓn) = ℓ
j1
1 . . . ℓ
jn
n .
Naj bo b ∈ Zn. Z uporabo komutativnosti preslikav ℓj dobimo∑︂
i∈{i1,...,il}
g(ℓ1, . . . , ℓn)fi(ℓi, . . . , ℓn)M
b
i =
∑︂
i∈{i1,...,il}
fi(ℓi, . . . , ℓn)ℓ
j1
1 . . . ℓ
jn
n M
b
i
=
∑︂
i∈{i1,...,il}
fi(ℓi, . . . , ℓn)M
b−j1e1−···−jnen
i .
Ker (15) drºi za b′ = b− j1e1 − · · · − jnen, sledi ºeleno. □
Naslednja lema posplo²i postopek od²tevanja ena£b iz primera 4.1 (in je v bistvu
razli£ica Gaussove eliminacije).
Lema 4.4. Naj bo U podprostor V in naj bodo 1 ≤ i1 < · · · < il ≤ n. Denimo,
da Mbi1 , . . . ,M
b
il
zado²£ajo l rekurzivnim zvezam reda k1 > · · · > kl. Potem Mbi1
zado²£ajo rekurzivni zvezi (reda k1).
Dokaz. Dokaz bo potekal z indukcijo po ²tevilu l. Lema o£itno velja v primeru l = 1,
zato predpostavimo, da je l > 1 in da lema velja za vsa ²tevila manj²a od l. Po
predpostavki leme je ∑︂
i∈{i1,...,il}
fij(ℓi, . . . , ℓn)M
b
i ∈ U
za vsak b ∈ Zn in vsak j = 1, . . . , l, kjer so fij ∈ F [Wi, . . . ,Wn] taki polinomi, da je
stopnja fij v spremenljivki Wi natanko kj.
Fiksirajmo j ∈ {1, . . . , l − 1} in b ∈ Zn. Po lemi 4.3 je∑︂
i∈{i1,...,il}
filj(ℓil , . . . , ℓn)fil(ℓi, . . . , ℓn)M
b
i ∈ U ,∑︂
i∈{i1,...,il}
fill(ℓil , . . . , ℓn)fij(ℓi, . . . , ℓn)M
b
i ∈ U .
Z od²tevanjem dobimo ∑︂
i∈{i1,...,il}
gij(ℓi, . . . , ℓn)M
b
i ∈ U ,
kjer so
gij(Wi, . . . ,Wn)
= fill(Wil , . . . ,Wn)fij(Wi, . . . ,Wn)− filj(Wil , . . . ,Wn)fil(Wi, . . . ,Wn).
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Velja gilj = 0. Za vsak i ∈ {i1, . . . , il−1} je i < il. Spremenljivka Wi se torej ne
pojavi v polinomih fill(Wil , . . . ,Wn) in filj(Wil , . . . ,Wn). Ker je stopnja polinomov
fij(Wi, . . . ,Wn) in fil(Wi, . . . ,Wn) v Wi natanko kj in kl, s kj > kl, in je polinom
fill(Wil , . . . ,Wn) neni£eln, je stopnja gij(Wi, . . . ,Wn) v Wi natanko kj.
Ker sta bila j ∈ {1, . . . , l − 1} in b ∈ Zn poljubna, je∑︂
i∈{i1,...,il−1}
gij(ℓi, . . . , ℓn)M
b
i ∈ U
za vsak b ∈ Zn in vsak j ∈ {1, . . . , l − 1}. Ker je stopnja gij(Wi, . . . ,Wn) v Wi
natanko kj, Mbi1 , . . . ,M
b
il−1 zado²£ajo l−1 rekurzivnim zvezam reda k1 > · · · > kl−1.
Po indukcijski predpostavki sledi ºeleno. □
Naslednja lema posplo²i postopek re²evanja sistema ena£b (13) iz primera 4.1.
Lema 4.5. Naj bo i ∈ {1, . . . , n} in naj bo U tak podprostor V , da velja Mbi ∈ U za
vse razen kon£no mnogo b ∈ Zn. e Mbi zado²£ajo rekurzivni zvezi, je Mbi ∈ U za
vse b ∈ Zn.
Dokaz. Naj bo
f(Wi, . . . ,Wn) =
∑︂
ji,...,jn≥0
λji,...,jnW
ji
i . . .W
jn
n
tak, da velja
f(ℓi, . . . , ℓn)M
b
i ∈ U(16)
za vsak b ∈ Zn. Mnoºica
J =
{︁
(ji, . . . , jn) ∈ Nn−i+10
⃓⃓
λji,...,jn ̸= 0
}︁
je neprazna in kon£na. Polinom f lahko zapi²emo kot
f(Wi, . . . ,Wn) =
∑︂
(ji,...,jn)∈J
λji,...,jnW
ji
i . . .W
jn
n .
Naj bo (˜︁ji, . . . ,˜︁jn) maksimalen element J glede na leksikografsko ureditev, tj.
(ji, . . . , jn) < (j
′
i, . . . , j
′
n) ⇐⇒ jk < j′k za najmanj²i k, za katerega je jk ̸= j′k.
Mnoºica S = {b ∈ Zn | Mbi /∈ U} je kon£na. Denimo, da je S neprazna.
Definiramo naslednjo delno ureditev na S:
b ≺ b′ ⇐⇒ bk < b′k za najmanj²i k ≥ i, za katerega je bk ̸= b′k.
Zgornja ureditev je torej leksikografska, a le v zadnjih n− i+ 1 komponentah. Naj
bo ˜︁b maksimalen element S glede na ≺.
Naj bo
b′ = ˜︁b+ ˜︁jiei + · · ·+ ˜︁jnen.
Trdimo, da obstaja tak u ∈ U , da velja
f(ℓi, . . . , ℓn)M
b
′
i = λ˜︁ji,...,˜︁jnM ˜︁bi + u.(17)
Res, po definiciji ℓj je
f(ℓi, . . . , ℓn)M
b
′
i =
∑︂
(ji,...,jn)∈J
λji,...,jnℓ
ji
i . . . ℓ
jn
n M
b
′
i
=
∑︂
(ji,...,jn)∈J
λji,...,jnM
b
′−jiei−···−jnen
i .
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Vzemimo (ji, . . . , jn) ∈ J razli£en od (˜︁ji, . . . ,˜︁jn). Ker je (˜︁ji, . . . ,˜︁jn) maksimalen
element J in je leksikografska ureditev linearna, je jk < ˜︁jk za najmanj²i k, za
katerega je jk ̸= ˜︁jk. Torej
b = b′ − jiei − · · · − jnen
= ˜︁b+ (˜︁ji − ji)ei + · · ·+ (˜︁jn − jn)en
zado²£a ˜︁b ≺ b,
£e je le b ∈ S. Ker je ˜︁b maksimalen element S, sledi b /∈ S, tj. Mbi ∈ U . Torej so
vsi sumandi ∑︂
(ji,...,jn)∈J
λji,...,jnM
b
′−jiei−···−jnen
i ,
razen tistega, ki ustreza (˜︁ji, . . . ,˜︁jn), elementi U . To dokaºe enakost (17).
Iz (16) in (17) sklepamo
λ˜︁ji,...,˜︁jnM ˜︁bi ∈ U .
Ker je ˜︁b ∈ S, je M ˜︁bi /∈ U . Torej je λ˜︁ji,...,˜︁jn = 0, kar je protislovje z (˜︁ji, . . . ,˜︁jn) ∈
J . □
Dokaz naslednje trditve je le aplikacija lem 4.4 in 4.5, v njem pa so ²e enkrat
zbrani klju£ni razmisleki tega razdelka.
Trditev 4.6. Naj bo σ ∈ Sn in r ∈ N0. e so µb′i ∈ F taki, da je µb′i = 0, £im je
b
′ ̸∈ Br, in velja
n∑︂
i=1
∑︂
c∈Cσ,k,i
αcσ,iµ
b−c
i = 0
za vsak k ∈ N in vsak b ∈ Br+k, potem je µb′i = 0 za vse b′ ∈ Br, i = 1, . . . , n.
Dokaz. Denimo, da µbi ∈ F , kjer je µbi = 0, £im je b ̸∈ Br, re²ijo raz²irjeni sistem
ena£b (14), ekvivalenten zgornjemu. Naj bo V vektorski prostor z bazo {Mbi |
b ∈ Zn, i = 1, . . . , n} in ϕ : V → F linearni funkcional, podan s ϕ(Mbi ) = µb′i .
Za U = kerϕ elementi Mb1 , . . . ,M
b
n zado²£ajo rekurzivnim zvezam reda k za vsak
k ∈ N. Prav tako velja Mbi ∈ U za vse, razen kon£no mnogo elementov. Po lemi
4.4 elementi Mb1 zado²£ajo neki rekurzivni zvezi. Po lemi 4.5 velja M
b
1 ∈ U za vse
b ∈ Zn. Upo²tevajo£ slednje, elementi Mb2 , . . . ,Mbn zado²£ajo rekurzivnim zvezam
reda k za vsak k ∈ N. S ponavljanjem zgornjega argumenta vidimo, da je Mbi ∈ U
za vse i. Vendar to pomeni natanko
µb
′
i = 0
za vse b ∈ Zn in i = 1, . . . , n. □
5. Glavni izrek
Najprej vpeljimo nekaj notacije. V tem razdelku predpostavljamo, da je A algebra
(z enoto), ki vsebuje element v z lastnostjo
1 ∈
⋂︂
k∈N
[v, A]k.
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Z drugimi besedami: za vsak k ∈ N obstaja tak zk ∈ A, da velja
(18) [v, . . . , v⏞ ⏟⏟ ⏞
k
, zk] = 1.
Poudarjamo, da je to edina lastnost, ki jo zahtevamo od A. Torej A nima nujno
surjektivnega notranjega odvajanja, le element v, ki zado²£a (18) za vsak k ∈ N.
V primeru, ko ima F karakteristiko 0, je dovolj zahtevati obstoj z1, saj element
zk =
1
k!
zk1 avtomati£no zado²£a (18) za vsak k.
Pisali bomo
Av =
⋂︂
k∈N
[v,A]k.
Predpostavljamo torej 1 ∈ Av. Na² cilj je dokazati izrek 5.7, ki pravi, da slika
neni£elnega dopustnega delno komutativnega polinoma f vsebuje Av. e je notranje
odvajanje x ↦→ [v, x] surjektivno, potem je Av = A in to preprosto pomeni, da je f
surjektiven na A.
Dokaz bo potekal z indukcijo po ²tevilu nekomutativnih spremenljivk X1, . . . , Xn.
Za£nimo z baznim primerom n = 1.
Lema 5.1. Naj bo f ∈ F ⟨X1⟩♢F [U, V ] neni£eln dopusten delno komutativen poli-
nom. Potem je Av ⊆ f(A; v).
Dokaz. Lemo bomo dokazali le za dopustne polinome tipa II; primer za tip I je
podoben. Ker je n = 1, je Br = {(r)}. Torej je f enak
f = λX
(r),1
1 = λ[U, [V,X1]r]
za neki neni£eln λ ∈ F . Naj bo a poljuben element Av. Po definiciji Av obstaja tak
x ∈ A, da velja a = [v, x]r+1. Ker slika f vsebuje
Evλ−1x;v(f) = λ[v, [v, λ
−1x]r] = a,
sledi Av ⊆ f(A; v). □
Za indukcijski korak najprej dokaºimo lemo, ki nam bo pomagala zmanj²ati ²tevilo
nekomutativnih spremenljivk na primeren na£in.
Lema 5.2. Naj bo f ∈ F ⟨X1, . . . , Xn⟩♢F [U, V ] polinom oblike
f =
∑︂
σ∈Sn−1
n∑︂
j=1
∑︂
b∈Br
λbσ,j
(︁
Xσ(1) . . . Xσ(j−1)XnXσ(j) . . . Xσ(n−1)
)︁b ,
kjer je r ∈ N0. Naj bo k ∈ {0, 1, . . . , r} tak, da za vsak b ∈ Br iz bn < k sledi
λbσ,j = 0 za vsak σ ∈ Sn−1 in vsak j ∈ {1, . . . , n}. Potem za delno komutativni
polinom g ∈ F ⟨X1, . . . , Xn⟩♢F [U, V ], definiran kot
g =
∑︂
σ∈Sn−1
n∑︂
j=1
∑︂
b
′∈B′r
λb
′
σ,j
(︁
Xσ(1) . . . Xσ(j−1)
)︁b′
U
(︁
Xσ(j) . . . Xσ(n−1)
)︁b′ ,
kjer je B′r = {b′ ∈ Br | b′n = k}, velja g(A; v) ⊆ f(A; v).
Dokaz. Vzemimo x1, . . . , xn−1 ∈ A in u ∈ F [v]. Naj bo zk ∈ A element, ki zado²£a
(18). Dokazali bomo
Evx1,...,xn−1;u(g) = Evx1,...,xn−1,zku;(f),
iz £esar sledi g(A; v) ⊆ f(A; v).
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Obravnavajmo izraz Evx1,...,xn−1,zku;(λ
b
σ,jX
b
n ) z b ∈ Br, σ ∈ Sn−1 in j ∈ {1, . . . , n}.
e je bn < k, potem je λbσ,j = 0 in zgornji izraz je ni£. V primeru, ko velja bn ≥ k,
je izraz enak
Evx1,...,xn−1,zku;
(︁
λbσ,jX
b
n
)︁
= λbσ,jEvx1,...,xn−1,zku; ([V,Xn]bn)
= λbσ,j[v, zku]bn .
Ker u komutira z v, je
Evx1,...,xn−1,zku;
(︁
λbσ,jX
b
n
)︁
= λbσ,j[v, zk]bnu
= λbσ,j
[︁
v, . . . , v⏞ ⏟⏟ ⏞
bn−k
, [v, zk]k
]︁
u
= λbσ,j[v, 1]bn−ku,
kar je ni£, £im je bn > k, in enako λbσ,ju, £e je bn = k. Tako imamo
Evx1,...,xn−1,zku;
(︁
λbσ,jX
b
n
)︁
=
{︄
λbσ,ju, bn = k
0, bn ̸= k
.
Torej je
Evx1,...,xn−1,zku;(f)
=
∑︂
σ∈Sn−1
n∑︂
j=1
∑︂
b∈Br
Evx1,...,xn−1,zku;
(︂(︁
Xσ(1) . . . Xσ(j−1)
)︁b)︂
Evx1,...,xn−1,zku;
(︁
λbσ,jX
b
n
)︁
· Evx1,...,xn−1,zku;
(︂(︁
Xσ(j) . . . Xσ(n−1)
)︁b)︂
=
∑︂
σ∈Sn−1
n∑︂
j=1
∑︂
b
′∈B′r
Evx1,...,xn−1,zku;
(︂(︁
Xσ(1) . . . Xσ(j−1)
)︁b′)︂
λb
′
σ,ju
· Evx1,...,xn−1,zku;
(︂(︁
Xσ(j) . . . Xσ(n−1)
)︁b′)︂ .
Ker je u = Evx1,...,xn−1;u(U) in se spremenljivka Xn ne pojavi v Xσ(1) . . . Xσ(j−1) in
Xσ(j) . . . Xσ(n−1), vidimo, da je Evx1,...,xn−1,zku;(f) enako∑︂
σ∈Sn−1
n∑︂
j=1
∑︂
b
′∈B′r
λb
′
σ,jEvx1,...,xn−1;u
(︂(︁
Xσ(1) . . . Xσ(j−1)
)︁b′
U
(︁
Xσ(j) . . . Xσ(n−1)
)︁b′)︂ ,
kar je natanko Evx1,...,xn−1;u(g). □
Indukcijski korak za dopustne polinome tipa I je sedaj v na²em dosegu.
Lema 5.3. Naj bo n ≥ 2 tak, da velja Av ⊆ g(A; v) za vse neni£elne dopustne delno
komutativne polinome g ∈ F ⟨X1, . . . , Xn−1⟩♢F [U, V ] (tipa I in tipa II). Potem je
Av ⊆ f(A; v) za vsak neni£eln dopusten delno komutativen polinom tipa I.
Dokaz. Denimo, da lema ni resni£na. Potem obstaja tak polinom f oblike
f =
∑︂
σ∈Sn
∑︂
b∈Br
λbσ
(︁
Xσ(1)Xσ(2) . . . Xσ(n)
)︁b ,
kjer niso vsi λbσ ∈ F enaki ni£, da f(A; v) ne vsebuje Av. Prepi²emo f v
f =
∑︂
σ∈Sn−1
n∑︂
j=1
∑︂
b∈Br
λbσ,j
(︁
Xσ(1) . . . Xσ(j−1)XnXσ(j) . . . Xσ(n−1)
)︁b ,
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za neke λbσ,j ∈ F , ne vse enake ni£.
Mnoºica
K =
{︁
k ∈ N0 | bn = k in λbσ,j ̸= 0 za neke σ ∈ Sn−1, b ∈ Br, j = 1, . . . , n
}︁
je neprazna. Naj bo k najmanj²i element K. Potem za vsak b ∈ Br iz bn < k sledi
λbσ,j = 0 za vsak σ ∈ Sn−1 in vsak j ∈ {1, . . . , n}. Po lemi 5.2 velja g(A; v) ⊆ f(A; v)
za polinom g ∈ F ⟨X1, . . . , Xn−1⟩♢F [U, V ], podan z
g =
∑︂
σ∈Sn−1
n∑︂
j=1
∑︂
b
′∈B′r
λb
′
σ,j
(︁
Xσ(1) . . . Xσ(j−1)
)︁b′
U
(︁
Xσ(j) . . . Xσ(n−1)
)︁b′ ,
kjer je B′r = {b′ ∈ Br | b′n = k}. Ker se spremenljivka Xn ne pojavi v tem izrazu,
lahko nadomestimo b′ z zaporedjem b, ki sestoji iz prvih n− 1 komponent b′. Taka
zaporedja b so natanko elementi Br−k. Torej je
g =
∑︂
σ∈Sn−1
n∑︂
j=1
∑︂
b∈Br−k
λb
′
σ,j
(︁
Xσ(1) . . . Xσ(j−1)
)︁b
U
(︁
Xσ(j) . . . Xσ(n−1)
)︁b ,
kjerBr−k sestoji iz zaporedij dolºine n−1 in je b′ zaporedje dolºine n, ki ga dobimo
z dodajanjem k na konec b.
Zaenkrat ni jasno, da je g dopusten polinom. Z uporabo homomorfizma π0 (defi-
niranega v razdelku 3), dobimo
π0(g) =
∑︂
σ∈Sn−1
∑︂
b∈Br−k
(︄
n∑︂
j=1
λb
′
σ,j
)︄(︁
Xσ(1) . . . Xσ(j−1)Xσ(j) . . . Xσ(n−1)
)︁b .
Kot vidimo, je π0(g) dopusten delno komutativen polinom (tipa I) v n − 1 neko-
mutativnih spremenljivkah. Ker je slika π0(g) podmnoºica f(A; v) (glej (3)), ne
more vsebovati Av. Torej je po na²i predpostavki π0(g) ni£eln. Po trditvi 3.6 velja∑︁n
j=1 λ
b
′
σ,j = 0 za vsak σ ∈ Sn−1 in vsak b ∈ Br−k.
Upo²tevajo£ λb
′
σ,n = −
∑︁n−1
j=1 λ
b
′
σ,j, lahko zapi²emo g kot
g =
∑︂
σ∈Sn−1
∑︂
b∈Br−k
n−1∑︂
j=1
λb
′
σ,j
(︂ (︁
Xσ(1) . . . Xσ(j−1)
)︁b
U
(︁
Xσ(j) . . . Xσ(n−1)
)︁b
− (︁Xσ(1) . . . Xσ(j−1)Xσ(j) . . . Xσ(n−1))︁b U)︂,
kar je dalje enako
g =
∑︂
σ∈Sn−1
∑︂
b∈Br−k
n−1∑︂
j=1
λb
′
σ,j
(︁
Xσ(1) . . . Xσ(j−1)
)︁b [︂
U,
(︁
Xσ(j) . . . Xσ(n−1)
)︁b]︂ .
Z uporabo enakosti [X, Y Z] = [X, Y ]Z + Y [X,Z] vidimo, da velja[︂
U,
(︁
Xσ(j) . . . Xσ(n−1)
)︁b]︂
=
n−1∑︂
i=j
(︁
Xσ(j) . . . Xσ(i−1)
)︁b [︁
U,Xbσ(i)
]︁ (︁
Xσ(i+1) . . . Xσ(n−1)
)︁b .
Ker je [︁
U,Xbσ(i)
]︁
= X
b,σ(i)
σ(i) ,
21
velja [︂
U,
(︁
Xσ(j) . . . Xσ(n−1)
)︁b]︂
=
n−1∑︂
i=j
(︁
Xσ(j) . . . Xσ(n−1)
)︁b,σ(i) .
Torej je
g =
∑︂
σ∈Sn−1
∑︂
b∈Br−k
n−1∑︂
j=1
λb
′
σ,j
(︁
Xσ(1) . . . Xσ(j−1)
)︁b n−1∑︂
i=j
(︁
Xσ(j) . . . Xσ(n−1)
)︁b,σ(i)
=
∑︂
σ∈Sn−1
∑︂
b∈Br−k
n−1∑︂
j=1
n−1∑︂
i=j
λb
′
σ,j
(︁
Xσ(1) . . . Xσ(n−1)
)︁b,σ(i) .
Z zamenjavo vrstnega reda se²tevanja dobimo
g =
∑︂
σ∈Sn−1
∑︂
b∈Br−k
n−1∑︂
i=1
(︄
i∑︂
j=1
λb
′
σ,j
)︄(︁
Xσ(1) . . . Xσ(n−1)
)︁b,σ(i) .
Kot vidimo, je g dopusten delno komutativen polinom (tipa II) v n−1 nekomutativ-
nih spremenljivkah. Ker je slika g podmnoºica f(A; v), ne more vsebovati Av. Torej
je po na²i predpostavki g ni£eln. Po trditvi 3.6 je
∑︁i
j=1 λ
b
′
σ,j = 0 za vsak σ ∈ Sn−1,
vsak b ∈ Br−k in vsak i = 1, . . . , n (primer i = n sledi iz prvega dela dokaza). Iz
tega o£itno sledi λb
′
σ,j = 0 za vsak σ ∈ Sn−1, vsak b′ ∈ B′r in vsak j = 1, . . . , n.
Vendar je to protislovje s k ∈ K. □
Obravnavati moramo ²e dopustne polinome tipa II. Glavna ideja na²ega pristopa
je, da uporabimo lemo 5.3 z uporabo homomorfizma πk. Ker slika dopustnega poli-
noma s πk ni nujno dopusten polinom, je na² cilj zapisati πk
(︂(︁
Xσ(1) . . . Xσ(n)
)︁b,σ(i))︂
kot linearno kombinacijo polinomov
(︁
Xσ(1) . . . Xσ(n)
)︁b+c
V t za neka zaporedja c in
nenegativna cela ²tevila t. Naslednje leme sluºijo temu namenu. Na²i izra£uni te-
meljijo na
V Xbi =
[︁
V,Xbi
]︁
+Xbi V = X
b+ei
i +X
b
i V .(19)
Lema 5.4. Za k ∈ N velja
πk(X
b,i
i ) =
k∑︂
s=1
(︃
k
s
)︃
Xb+seii V
k−s.
Dokaz. Dokaz bo potekal z indukcijo po k. Ker je π1(X
b,i
i ) = X
b+ei
i , je lema o£itno
resni£na za k = 1, torej predpostavimo, da je k > 1 in da lema drºi za k−1. Imamo
πk(X
b,i
i ) = [V
k, Xbi ] = V [V
k−1, Xbi ] + [V,X
b
i ]V
k−1.
Ker je [V k−1, Xbi ] = πk−1(X
b,i
i ), iz indukcijske predpostavke sledi
πk(X
b,i
i ) = V
k−1∑︂
s=1
(︃
k − 1
s
)︃
Xb+seii V
k−1−s +Xb+eii V
k−1.
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Upo²tevajo£ (19) je
πk(X
b,i
i ) =
k−1∑︂
s=1
(︃
k − 1
s
)︃
X
b+(s+1)ei
i V
k−1−s +
k−1∑︂
s=1
(︃
k − 1
s
)︃
Xb+seii V
k−s
+Xb+eii V
k−1.
Z zamenjavo indeksa se²tevanja in delitvijo druge vsote na dva dela dobimo
πk(X
b,i
i ) =
k∑︂
s=2
(︃
k − 1
s− 1
)︃
Xb+seii V
k−s +
k−1∑︂
s=2
(︃
k − 1
s
)︃
Xb+seii V
k−s
+ kXb+eii V
k−1
in tako
πk(X
b,i
i ) =X
b+kei
i +
k−1∑︂
s=2
(︃(︃
k − 1
s− 1
)︃
+
(︃
k − 1
s
)︃)︃
Xb+seii V
k−s
+ kXb+eii V
k−1.
Z uporabo formule (︃
k − 1
s− 1
)︃
+
(︃
k − 1
s
)︃
=
(︃
k
s
)︃
sledi ºeleno. □
Vpeljimo mnoºico
Dt,i =
{︄
d = (d1, . . . ,dn) ∈ Nn0
⃓⃓⃓⃓
⃓ d1 = . . . = di−1 = 0,
n∑︂
j=1
dj = t
}︄
.
Opazimo, da je Dt,i v bijektivni korespondenci z ⊔ts=0Dt−s,i+1, disjunktno unijo
Dt−s,i+1, s preslikavo d = sei + d′. Slednje bomo uporabili v slede£i lemi.
Lema 5.5. Za k ∈ N in s ∈ {1, . . . , k} velja
V k−s (Xi+1 . . . Xn)
b =
k∑︂
t=s
(︃
k − s
t− s
)︃ ∑︂
d∈Dt−s,i+1
(︃
t− s
di+1, . . . ,dn
)︃
(Xi+1 . . . Xn)
b+d V k−t.
Dokaz. Dokaz bo potekal z indukcijo po ²tevilu n − i. Za n − i = 1 z ve£kratno
uporabo (19) vidimo
V k−sXbn =
k−s∑︂
t=0
(︃
k − s
t
)︃
Xb+tenn V
k−s−t.(20)
S spremembo indeksa se²tevanja in upo²tevanjem Dt−s,n = {(t − s)en} je zgornje
dalje enako
V k−sXbn =
k∑︂
t=s
(︃
k − s
t− s
)︃ ∑︂
d∈Dt−s,n
(︃
t− s
dn
)︃
Xb+dn V
k−t,
kar dokaºe bazni primer.
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Naj bo sedaj n − i > 1 in denimo, da velja lema za vsa ²tevila manj²a od n − i.
Uporabimo (20) in indukcijsko predpostavko, da dobimo
V k−s (Xi+1 . . . Xn)
b
=
k−s∑︂
s′=0
(︃
k − s
s′
)︃
X
b+s′ei+1
i+1 V
k−s−s′ (Xi+2 . . . Xn)
b
=
k−s∑︂
s′=0
(︃
k − s
s′
)︃
X
b+s′ei+1
i+1
·
k∑︂
t=s+s′
(︃
k − s− s′
t− s− s′
)︃ ∑︂
d∈Dt−s−s′,i+2
(︃
t− s− s′
di+2, . . . ,dn
)︃
(Xi+2 . . . Xn)
b+d V k−t.
Ker je (︃
k − s
s′
)︃(︃
k − s− s′
t− s− s′
)︃(︃
t− s− s′
di+2, . . . ,dn
)︃
=
(︃
k − s
t− s
)︃(︃
t− s
s′,di+2, . . . ,dn
)︃
,(21)
velja
V k−s (Xi+1 . . . Xn)
b
=
k−s∑︂
s′=0
k∑︂
t=s+s′
(︃
k − s
t− s
)︃ ∑︂
d∈Dt−s−s′,i+2
(︃
t− s
s′,di+2, . . . ,dn
)︃
(Xi+1 . . . Xn)
b+s′ei+1+d V k−t.
Zamenjamo vrstni red se²tevanja in uporabimo prej omenjeno bijektivno korespon-
denco med Dt−s,i+1 in ⊔t−ss′=0Dt−s−s′,i+2, da dobimo
V k−s (Xi+1 . . . Xn)
b
=
k∑︂
t=s
(︃
k − s
t− s
)︃ t−s∑︂
s′=0
∑︂
d∈Dt−s−s′,i+2
(︃
t− s
s′,di+2, . . . ,dn
)︃
(Xi+1 . . . Xn)
b+s′ei+1+d V k−t
=
k∑︂
t=s
(︃
k − s
t− s
)︃ ∑︂
d∈Dt−s,i+1
(︃
t− s
di+1,di+2, . . . ,dn
)︃
(Xi+1 . . . Xn)
b+d V k−t,
kar zaklju£i indukcijski korak. □
Iz razdelka 4 se spomnimo
Cσ,t,i =
{︄
c = (c1, . . . , cn) ∈ Nn0
⃓⃓⃓⃓
⃓ cσ(1) = . . . = cσ(i−1) = 0, cσ(i) ≥ 1,
n∑︂
j=1
cj = t
}︄
.
Mnoºica Cid,t,i je v bijektivni korespondenci z ⊔ts=1Dt−s,i+1 s preslikavo c = sei + d.
Spomnimo se tudi
αcσ,i =
(︃ ∑︁n
j=1 cj
cσ(i), . . . , cσ(n)
)︃
in definiramo
hbσ,i,t =
∑︂
c∈Cσ,t,i
αcσ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b+c
.
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Lema 5.6. Za r ∈ N0, σ ∈ Sn, b ∈ Br, i ∈ {1, . . . , n} in k ∈ N velja
πk
(︂(︁
Xσ(1) . . . Xσ(n)
)︁b,σ(i))︂
=
k∑︂
t=1
(︃
k
t
)︃
hbσ,i,tV
k−t.
Dokaz. Lemo bomo dokazali le za primer σ = id (£e je σ ̸= id, le permutiramo
indekse v slede£ih formulah). Najprej razpi²emo
πk
(︂
(X1 . . . Xn)
b,i
)︂
= (X1 . . . Xi−1)
b πk
(︂
Xb,ii
)︂
(Xi+1 . . . Xn)
b
in uporabimo lemo 5.4, da dobimo
πk
(︂
(X1 . . . Xn)
b,i
)︂
= (X1 . . . Xi−1)
b
k∑︂
s=1
(︃
k
s
)︃
Xb+seii V
k−s (Xi+1 . . . Xn)
b .
Po lemi 5.5 je slednje enako
πk
(︂
(X1 . . . Xn)
b,i
)︂
= (X1 . . . Xi−1)
b
k∑︂
s=1
(︃
k
s
)︃
Xb+seii
·
k∑︂
t=s
(︃
k − s
t− s
)︃ ∑︂
d∈Dt−s,i+1
(︃
t− s
di+1, . . . ,dn
)︃
(Xi+1 . . . Xn)
b+d V k−t.
Upo²tevajo£ (21) je
πk
(︂
(X1 . . . Xn)
b,i
)︂
=
k∑︂
s=1
k∑︂
t=s
(︃
k
t
)︃ ∑︂
d∈Dt−s,i+1
(︃
t
s,di+1, . . . ,dn
)︃
(X1 . . . Xn)
b+sei+d V k−t.
Zamenjamo vrstni red se²tevanja in uporabimo prej omenjeno bijektivno korespon-
denco med Cid,t,i in ⊔ts=1Dt−s,i+1, da dobimo
πk
(︂
(X1 . . . Xn)
b,i
)︂
=
k∑︂
t=1
(︃
k
t
)︃ t∑︂
s=1
∑︂
d∈Dt−s,i+1
(︃
t
s,di+1, . . . ,dn
)︃
(X1 . . . Xn)
b+sei+d V k−t
=
k∑︂
t=1
(︃
k
t
)︃ ∑︂
c∈Cid,t,i
(︃
t
ci, ci+1, . . . , cn
)︃
(X1 . . . Xn)
b+c V k−t,
kar smo ºeleli pokazati. □
Izrek 5.7. Naj bo A algebra (z enoto) nad poljem F . Denimo da A vsebuje tak
element v, da velja 1 ∈ Av =
⋂︁
k∈N[v,A]k. Potem je Av ⊆ f(A; v) za vsak neni£eln
dopusten delno komutativen polinom f .
Dokaz. Dokaz bo potekal z indukcijo po n, tj. ²tevilu nekomutativnih spremenljivk
X1, . . . , Xn, vsebovanih v polinomu f . Primer za n = 1 smo obravnavali v lemi 5.1.
Naj bo n > 1. Denimo da izrek velja za vse neni£elne dopustne delno komuta-
tivne polinome v n − 1 nekomutativnih spremenljivkah. V lu£i leme 5.3 zado²£a
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dokazati izrek le za neni£elne dopustne delno komutativne polinome tipa II v n
nekomutativnih spremenljivkah, tj. polinome oblike
f =
∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b,σ(i)
za neke λbσ,i ∈ F , ne vse enake ni£, in neki r ∈ N0.
Denimo, da slika f ne vsebuje Av. Trdimo, da velja∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,ih
b
σ,i,k = 0,(22)
kjer so hbσ,i,k taki kot v prej²nji lemi, za vsak k ∈ N. Dokaºimo to z indukcijo po k.
Ker slika f ne vsebuje Av, enako velja za sliko π1(f). Imamo
π1(f) =
∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,iπ1
(︂(︁
Xσ(1) . . . Xσ(n)
)︁b,σ(i))︂ ,
kar je po lemi 5.6 enako
π1(f) =
∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,ih
b
σ,i,1.
Ker je hbσ,i,1 =
(︁
Xσ(1) . . . Xσ(n)
)︁b+c in je za b ∈ Br in c ∈ Cσ,1,i = {eσ(i)} zaporedje
b+ c element Br+1, je π1(f) dopusten delno komutativen polinom tipa I v n neko-
mutativnih spremenljivkah. Ker slika π1(f) ne vsebuje Av, je π1(f) = 0 po lemi 5.3.
To dokaºe (22) za k = 1.
Denimo sedaj, da je k > 1 in predpostavimo, da (22) velja za vsa ²tevila manj²a
od k. Ker slika f ne vsebuje Av, enako velja za sliko πk(f). Imamo
πk(f) =
∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,iπk
(︂(︁
Xσ(1) . . . Xσ(n)
)︁b,σ(i))︂ ,
kar je po lemi 5.6 enako
πk(f) =
∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,i
k∑︂
t=1
(︃
k
t
)︃
hbσ,i,tV
k−t
=
k∑︂
t=1
(︃
k
t
)︃(︄∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,ih
b
σ,i,t
)︄
V k−t.
Izraz v oklepajih je enak levi strani (22). Po indukcijski predpostavki je
πk(f) =
(︃
k
k
)︃(︄∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,ih
b
σ,i,k
)︄
V k−k
=
∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
λbσ,ih
b
σ,i,k.
Ker je hbσ,i,k linearna kombinacija polinomov
(︁
Xσ(1) . . . Xσ(n)
)︁b+c in je za b ∈ Br
in c ∈ Cσ,k,i zaporedje b + c element Br+k, je πk(f) dopusten delno komutativen
polinom tipa I v n nekomutativnih spremenljivkah. Ker slika πk(f) ne vsebuje Av,
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je πk(f) = 0 po lemi 5.3. To zaklju£i indukcijski korak. Dokazali smo torej enakost
(22) za vsak k ∈ N.
Upo²tevajo£ definicijo hbσ,i,k v (22) dobimo
∑︂
σ∈Sn
∑︂
b∈Br
n∑︂
i=1
∑︂
c∈Cσ,k,i
λbσ,iα
c
σ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b+c
= 0,
tj.
∑︂
σ∈Sn
n∑︂
i=1
∑︂
c∈Cσ,k,i
αcσ,i
∑︂
b∈Br
λbσ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b+c
= 0.(23)
Z zamenjavo indeksa se²tevanja v b′ = b+ c je∑︂
b∈Br
λbσ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b+c
=
∑︂
b
′∈Br+c
λb
′−c
σ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b′ .
Ker je Br + c podmnoºica Br+k, je dalje∑︂
b∈Br
λbσ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b+c
=
∑︂
b
′∈Br+k
µb
′−c
σ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b′ ,(24)
kjer je
µbσ,i =
{︄
λbσ,i, b ∈ Br
0, b ̸∈ Br
.
Z uporabo (24) v (23) dobimo
∑︂
σ∈Sn
n∑︂
i=1
∑︂
c∈Cσ,k,i
αcσ,i
∑︂
b
′∈Br+k
µb
′−c
σ,i
(︁
Xσ(1) . . . Xσ(n)
)︁b′
= 0,
ali, ekvivalentno,
∑︂
σ∈Sn
∑︂
b
′∈Br+k
⎛⎝ n∑︂
i=1
∑︂
c∈Cσ,k,i
αcσ,iµ
b
′−c
σ,i
⎞⎠(︁Xσ(1) . . . Xσ(n))︁b′ = 0.
Po trditvi 3.6 je
n∑︂
i=1
∑︂
c∈Cσ,k,i
αcσ,iµ
b
′−c
σ,i = 0
za vsak σ ∈ Sn, vsak k ∈ N in vsak b′ ∈ Br+k. Zdaj nam trditev 4.6 pove, da
so vsi µb
′−c
σ,i enaki ni£ in, posledi£no, vsi λ
b
σ,i enaki ni£. Pri²li smo do protislovja s
predpostavko f ̸= 0. □
Ker so multilinearni nekomutativni polinomi poseben primer dopustnih delno ko-
mutativnih polinomov (glej opombo 3.3), sledi izrek 2.2 neposredno iz izreka 5.7.
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Slovar strokovnih izrazov
noncommutative polynomial nekomutativen polinom
multilinear multilinearen
conjuction stikanje
commutator komutator
evaluation evalvacija
inner derivation notranje odvajanje
partially commutative polynomial delno komutativen polinom
iterative commutator iterativni komutator
admissible dopusten
recurrence relation rekurzivna zveza
lexicographic ordering leksikografska ureditev
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