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INTRODUCTION 
In this paper the author shows how to construct the semigroup algebra 
of a compact simple semigroup with at most an enumerable number of 
idempotents, and establishes certain properties of this algebra. The author 
further establishes a connection between the representations of such a 
semigroup and those of its semigroup algebra. In the final part of the paper 
the author investigates the problem of obtaining in a canonical manner, 
a representation of the semigroup S, starting from a representation of any 
one maximal group in S, and also establishes certain properties of this 
“induced representation” of S. 
In so far as the author is aware, the problem of the construction of the 
semigroup algebra in the case of a compact simple semigroup has not been 
attacked before in its full generality. The usefulness of the group algebra 
in the case of a locally compact group is very well known. The semigroup 
algebra serves a similar purpose: it enables us to relate questions of represen- 
tations of the semigroup (i.e., homomorphisms into operators on a Hilbert 
space) with questions of representations of a symmetric Banach algebra. 
The latter type of questions have been already thoroughly investigated. 
While in the group case the interesting representations are representations 
into a group of unitary operators on a Hilbert space, in the case of our semi- 
groups it is hardly possible to insist on dealing with unitary operators except 
as special cases. Rather we deal with operators on a Hilbert space, which 
have a locally unitary character (this will be made precise further on). 
In the group case a certain measure (Haar measure) plays an important 
part in the group algebra. Similarly in the semigroup case, a certain measure 
(an idempotent measure) plays a vital role. With the help of such a measure 
* A portion of the research contained in this paper was completed by the author 
while he held a Fellowship at the Summer Research Institute of the Canadian Mathe- 
matical Congress organized at Queen’s University during the summer of 1964. 
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we first introduce a notion of convolution f  rg (Section 1) of functions f, R 
in Lr(&) the linear space of complex valued functions on S integrable with 
respect to the measure. Mining the product f  ‘6 by: f  ‘6 f  * g, we make 
Lr(dp) an algebra. In Section 2 we introduce an involution in this algebra, 
and thus obtain a symmetric algebra (or algebra with involution) which 
we denote by L’(S). This section also deals with the question of unique- 
ness of the semigroup algebra. In Section 3 we construct approximate 
identities in I,‘(S); these have properties similar to those of approximate 
identities in the group USC. In Section 4 WC‘ establish that this semigroup 
algebra is reduced and semisimple. In Section 5 WC deal with rcprescn- 
tations of the semigroup, which have a locally unitary character and satisfy 
certain conditions. \Ve succeed in establishing a relation between such 
representations of the semigroup and symmetric representations of the 
semigroup algebra. In the final section (Section 6) which is independent 
of the earlier sections we show that there exists a canonical way of obtaining 
a unitary representation (see Definition 5.1) ,,ML of the semigroup S, 
starting from a unitary representation L of any maximal group Gii in S. 
This “induced” representation ~ML, restricted to any maximal group G,, in 
S, turns out to be equivalent to the original representation L of Gij . 
Xotation. Concerning the semigroups dealt with in this paper we shall 
adhere to current notation [l, 21. \\ :e shall also use the notation followed in 
the author’s paper [3]. Concerning normcd algebras, the notation followed 
is frequently that used by Naimark [4]. 
BASIC ASSUMPTIONS THKOUGHO~T THE PAPER: S is assumed to be a compact 
simple semigroup with at most an enumerable number of idempotents [1, 21; 
p is assumed to be a regular BoreIprobabiiity measure on S such that Z&FL) = S 
[5, 31 and such that p is idempotent on S [3]. 
Using such a measure we first consider L’(dp) the linear space of complex 
valued functions f(s) on S such that s, 1 f(s)1 6(s) < CO. The next thing to 
do is to establish the notion of a convolution in L’(dp) which will generalize 
the notion of a convolution of functions on a locally compact group. 
1. COWOLLJTION IN U(dp) 
A regular Bore1 probability measure p on S with Z(p) z- S which is 
idempotent on S, is known to be a product measure [5; 3, pp. 272-273 and 
further references]. Such a measure is also known to reduce to invariant 
measure (i.e., either Haar measure or the trivial null measure) on each 
maximal group Gma C S [3, pp. 270-2721. 
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Let f, 6 E I,‘(&). Then we dejine the measures Y, , vg by 
dv, = fdp; dv, = fdp. 
Then the convolution V, * vo, defined as in [3, p. 2611, is a regular Bore1 
measure on S (F. Kiesz [6, p. 2651). We shall now prove the following 
theorem. 
THEOREM 1.1. V, * vy is absolutely continuous [7, p. 1241 urith respect to p, 
PROOF. Suppose, without loss of generality, that both f and g are real 
valued. We can break up f and g into their positive and negative parts, as 
usual [7, p. 821: 
f=f+-f- 
So, to begin with, suppose f and R to be both nonnegative. 
Suppose f and g are both bounded. Let 0 be any open set in S. Let 
.9 = [IJI ] v  E C(S), 0 < v  < 1 and ~JI = 0 outside 01. 
Then 
(VY * v,)(fi:) = z; j-, dx)d(v, * v,)(x) 
= sup 
II F~~Y)~(x) R(Y) 444 44A 
- sxs 
So if p(O) = 0 then (v, * v,,)(e) = 0. 
Next remove the restriction that f and g are bounded. Let E > 0. Then 
3M>Os 
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Hence, for v E S 
j j dxy)f(x) g(y) 444 4~~) = 
sxs 
jj dxy)f(4 g(Y) 444 44~) 
/W-:M dU)<M 
+ ,,JM dxy)f(4 g(y) 444 4dy) + j j dxy)f(x) g(y) 44) 4+) 
s(lo>M f(s) >M B(U)<M 
where K does not depend at all on the open set 0. The last expression (C+J E zF) 
is 
< It!22 
II dxy) 444 4.4~) + Kc 
Hence 
(ut * cJ(fi) < M*P(@) f KG 
which implies that 
p(0) = 0 e- (u, *u,)(O) = 0. 
Next if E is any set in 9?(S) (see [3, p. 259]), then 3 sequence of open 
sets {O,} 
Hence 
ECO,,,n = 1,2 ,... 
P(G) - P(E) as n--t 03, 
(q * Q)(E) < (q * 4(G) d M*p(@J + Kc. 
This implies that 
k, *v,)(E) d M2/@) + Kc. 
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The theorem is thus proved for the case wheref and g are both nonnegative. 
Let f *f denote the Radon-Kikodym derivative [7, p. 1291 of u, * vV with 
respect to CL, in the case where f and g are both nonnegative. 
Now if f and R are not necessarily nonnegative, we break up f and g into 
their positive and negative parts [7, p. 821: 
f=f+-f- 
g=K+-r- 
Now [7, p. 1311: 
dv,=(f+-f-)dp=f+d,u-f-dp=dv,+-dv,-. 
Similarly 
dvn = g+dp - g-dp = dv,+ - dvg-. 
The defining equation of v, * v,, now becomes 
j 
S 
A4 dh * %)h) = jj dxr) dvf+k4 dv,+W + jj dxy) dvAx) dvd9 
sxs sxs 
- 
jj dv> dvf-(4 dvtW - jj dxY) dvf+(4 4-W 
sxs sxs 
x j j ?eY>f+(4 tiw 444 44Y) + j j dxy)f -w l?-(Y) 444 4w 
sxs sxs 
= 
I VW 4v,+ S * G+)W + j, ~(4 dh- * v,->(4 
- js ~(4 db- *v,+>W - j, ~(4 d(v,+ * V,-)(X) 
= js P(4(ff *g+)@) dP(4 + js d4(f- * r)W 444 
- I, dx)(f- * g+P) 444 - j, dx>(f+ * rN4 444 
= I s &)(f * d(4 444, 
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where we have put 
f *g = (f. *g+) -(f- *g+) - (f’*g-) t- (f- *g-). 
This proves the theorem. Incidentally the argument used in the proof also 
shows that, for arbitrary f, jl , f2 , g, g, , g2 E Ll(dp): 
(fl +f2) *g = Ul "d + (fi *g) 
f*k1 +gz> = (f*gd i (f*g*). 
We can now formulate our first definition of the convolution of two functions 
in Ll(&). 
DEFINITION 1.2. For given functions f, g E Ll(&), the Radon-Nikodym 
derivative of Y, * vp with respect to the measure TV is called the convolufion of 
f and g and denoted by f x g. 
We could approach the problem of defining the convolution off and g, f, 
g EL’(&), in a somewhat different manner, as follows. Let p be as above. 
Let f, g E Ll(&). Then the integral 
i d?MY) cIcL(Y), s 
where p E C(S) and x is a fixed element in S, defines a continuous linear 
functional on C(S). Hence (cf. [6, p. 2651) 31 regular Bore1 measure pLl,% on S 
VP E C(S), j, PbYMY) 44Y) = j, V(Y) 49,z(Y). 
LEMMA 1.3. The regular Borel measure p,,= is absolutely continuous with 
respect to p. 
PROOF. Let E be an open set in S. Consider the equality 
Let 
9 = [T E C(S)1 0 < 9 < 1, v 2 0 outside E]. 
To begin with, we may assume that f > 0. Then from the above equality 
sup ~ js &Y).f(Y) MY) = =Jl& js Y(Y) 4Qs(Y) 
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But the left side < Sz-,Ef dp. Since p is idempotent, therefore p is invariant 
measure (i.e., Haar measure or the trivial null measure) on each maximal 
group G,+ C S. The lemma thus follows in the case where f 2 0. The 
proof is now completed by using a familiar argument, viz., for an arbitrary 
real valued f E L’(dp), we consider separately the positive and negative parts 
off. 
Having established the last lemma, we could adopt the following definition 
(Definition A) as an alternative definition of the convolution f  kg. However 
we shall not, in the sequel, adopt the possible Definition A. Rather, we shall 
formulate, a little further on, another definition (Definition 1.6) which is 
more satisfactory than Definition A. In the sequel we shall use both Dejnitionsl.2 
and 1.6 and occasionally use a certain relution between Definitions 1.6 and A. 
DEFIKITION A. For fixed x E S, let P,,~ be as in the last lemma. Then 
by the generalized translate A,“f(y) of the function f(y) E Ll(dp) is meant 
the Radon-Nikodym derivative of the measure P,,~(.) with respect to the 
measure p(a) : dp,,z(y) = {A,“f(y)} dp(y). (Here the subscript y  in “.4,,z” 
denotes that the operator ilz acts on f  as a function of y.) The convolution 
f  * g off and g, where f, g E Ll(dp), is defined by: 
(f * g)(y) = j,f(4 {AvZg(y)l 44Y). 
COROLLARY 1.4. The linear operator Ax : f(y) -+ A,“f(y) is bounded: 
ii A,” !I = jsI (A,“f(y) I do d j,-,, If(y) I 44~) 
d s s If(Y) I dP(Y>~ 
Now let f(x, y) be any continuous function on S x S. Then for fixed 
g E Ll(dp), the double integral 
ss 
f(x, v) g(y) d&4 dcL(y) 
SXS 
defines a continuous linear functional on C(S x S), and hence there exists 
a unique regular Bore1 measure Ye on the product Bore1 field a(S) x .93(S) 
such that 
j j f(x, xy)g(y) d&) d/4y) = j j f(x, Y> d~(x, Y). 
sxs sxs 
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THEOREM 1.5. The measure vI is absolutely continuous with respect to the 
measure p X p. 
PROOF. Let E = A x B, where A and B are open sets in S. As before 
we consider first the case where R 3 0. Let 
* = [f(X,Y)EC(S x qo ,<f< 1 and f = 0 outside E]. 
Then 
Here x-1B is defined in the usual way (cf. [3, p. 2691). Now let z > 0. The 
integral J,g(y) 44Y) is uniformly absolutely continuous, i.e., 3 6 > 0, 
3 P(E) < fs * J&Y) 44Y) < f. Consider a fixed x E S, and let S, be the 
minimal right ideal containing x. Then (with the usual definition of s-IE; 
cf. [3, p. 2691) 
x-‘B = X-l(B n S,). 
Consider one minimal left ideal S,‘. Using the fact that /.L reduces to invariant 
measure (Haar measure or the trivial null measure) on each maximal group 
C,, = S, n S,‘, it follows easily that 
&x-I(B n S, n S,‘) = p(S,‘)p(B n S, n S,‘). 
so 
cc&-W =G &4%‘) r-c@ n s, n SI’) 
G P(B) 2 4%‘) 
9 
< tW 
Choosing A 3 p(A) < 71 (where t) < 1) and B 3p(B) < 6, the theorem 
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follows in the case where g 3 0. The proof is now completed by considering, 
for real valued g, separately the positive and negative parts of g. 
We can now formulate our alternative definition of the convolution 
f*g. 
DEFIXITION 1.6. The Radon-Nikodym derivative of vp with respect to 
p x ~1 is called the generalized translate of g(y) and is denoted by aUzg(y) 
(where the subscript y in the symbol “OZUz” denotes that the operator 01” 
acts on g(y) as a function of y). The convolution off and g, where f ,  g E L’(dp) 
is defined by 
(f *g)(y) = ~,fW cpd,“g(Y) d/-w 
The question of existence of the integral in Definition 1.6 is settled in the 
next theorem. Also the following question naturally arises: what is the relation 
between Definitions I .6 and A ? We shall not attempt a complete investigation 
of this question, but we shall be content with deducing just what relation 
is needed for our purpose in the sequel. 
In Definition 1.6 take f(x, y) : q(x)x(y) where q(x), x(y) are, respectively, 
continuous functions of x and y alone. I,et g E L’(dp). Then (Fubini) 
jj” 49 x(4 g(y) 444 4dy) ==- is dx> 1 efsx(y) Gzgb) 4&> ~444. 
sxs 
On the other hand the left side of this equations (using Definition A) 
= [ dx) 1 j-, x@Y) R(Y) MY) 1 d&4 
=; IS P)w s 
s X(Y) 4%(y) 449 ] 44x). 
Therefore : for arbitrary continuous v, x on S, 
I d4 S 
] I‘, X(Y) TV% 44) 1444 
= j-, dx> I!‘, x(r) 4%W 4W /d/W 
It follows (Dunford and Schwartz [6, p. 2651) that for almost all (p)x, 
G&=g(y) = A,“g(y) for almost all (p)y. 
This enables us to use Lemma 1.3 and Corollary 1.4 and establish the next 
theorem. 
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THEOREM 1.7. The convolution f * g given by Dejinitim 1.6 coincides with 
the convolution given by Dejinition 1.2. 
PROOF. For any function q~ E C(S), and f, g E Lx(&) 
where we have invoked a theorem of Tonelli [6, p. 194, Corr. 151 to justify 
the change in the order of integration. This proves the theorem. 
Note. We may similarly define the generalized translates &Y*g(x), 
&y’g(x) by the following: 
It follows that for f, g EL'(&) 
(f*g)W = J;m'f(4~g(Y) 449~ 
Having defined the convolution f + g, f,g EL’(+) we find that the 
following rules hold: 
1. LYU*g) = uf)*g 
f* (q7) = a(f*g) I a a constant* 
2. Ilf * g Ill < Ilf!ll I! g III . 
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For (Dunford and Schwartz [l, p. 262]), 
II f * g Ill = sup 
qg~, 
1 I^, V(Y)cf * g)(y) MY) / 
= sup 1 jj dXY)f(X) g(y) 444 44Y) 1 
J$f;, sxs 
273 
< u If(x) I I g(y  I 444 MY). 
sxs 
3. (f*g)*h =f*(g*h). 
4. (f+g>*h =(f*h)+(g*h). 
5. f*(g+h) =(f*g)+(f*h). 
The verification of 3-5 is simple and therefore omitted. 
Notation. The set of allfunctions in Ll(dp), with the product f  - g defined by: 
f  *g = f  * g (cf. Definitions 1.2 and 1.6) forms a Banach algebra (Naimark 
[4, p. 1761) which in the sequel we shall denote byU(S). 
2. INVOLUTION IN Ll(S) 
Our next object is to define an involution in Ll(S). We first need the 
following theorem. 
THEOREM 2.1. The mapping U(dp) --+U(dp x dp) defined by: 
f(y) -+ O&~(y), is one-one. 
PROOF. Suppose cpI,y(y) = 0 a.e. This assumption implies that for 
almost all x 
O&y(y) = 0 for almost all y. 
Consider one such x for which &=f(y) = 0 a.e. Let G,+ be a maximal group 
in S, lying in the same minimal right ideal which contains x. Let C C Gmb 
be a compact set and let 0 be an open set in S 3 0 3 C and ~(0 - C) < 7 
where 7 > 0. Then QZuzf(y) = 0 a.e. implies that for any v E C(S) 
I dXY)f(Y) MY) = 0. S 
Let 9 be a continuous function on S 3 v = 1 on C, y = 0 outside U and 
274 HEBLE 
0 < p < 1 (Urysohn). The last equation implies that for this particular 
function p 
Therefore 
0 = j, ,,f’v) 4dy) - j,,,,-,, dxty)f(y) 449. 
Arguing as before, we see that tL(0 - C) < 7 implies that 
where S,s’ is the minimal left ideal containing G,. HenceJz-,(O-Cj If(y)/ L&(Y) 
can be made as small as we please by choosing 7 :> 0 sufficiently small. 
Hence 
i fey) 4dy) z 0. - z-‘c 
If f > 0, we obtain from the last equation that by choosing C suitably, 
f = 0 a.e. on the minimal left ideal containing G,+ . This is true of every 
minimal left ideal in S. Hence the theorem is proved in the case where 
f2 0. 
In the case of an arbitrary f~l,l(dp), we separate f into its positive and 
negative parts: f = f + _-f -. Wefirst show that 
az,Tf+cr> = {G%Y)>’ 
GZf -w = vczf(r)>-. 
To prove this we note that 
j, dxyMY) MY) = j, Pkw+(Y) -f-b9> MY) 
= I s drWvY+(r> - ~vY-(r>l44Y)~ 
The left side also 
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Kow recall that f(r) 3 0 5 6YVzf(r) -> 0 a.e. Let C be a compact set on 
which @,zf(r) 3 0 and 0 an open set 3 0 1 C and ~(0 - C) < q where 
7 > 0. Let v be a continuous function on S 3 y G 1 on C and = 0 outside 0, 
and0 <p, < l.Sinccr] “1 0 is arbitrary we obtain that 
j 
C 
{flv=fb)k dtLb) = j {a,~+(~) - av=f-b)~ 449. 
C 
If C were to contain a compact subset C, on which QVzf-(r) + 0 then 
arguing as before we find that 
j, 
I 
{~~./ff(r>~’ 449 = j,, - G”f-(r) C(r)* 
The left side is > 0, the right side < 0, which is impossible unless p(C1) = 0. 
It follows that 
@Gm4+ = @vTf’(r> 
v&m9- = cll,Y-(39 
From this it follows that 
ac,W) -- 0 a.e. * {6YVzj(~)}-+ = 0 
{KYW = 0 
- GZvzf +(y) = 0 ax. and 
This proves the theorem. 
The following theorem is proved similarly. 
a.e. 
a.e. 
a.e. and 
a.e. 
G!&y -(y) = 0 a.e. 
THEOREM 2.2. The mapping Ll(dp) -+ L’(dp x dP) defined by 
f(r) + qfw, 
is one-one. 
It is convenient at this point to investigate the nature of the functions 
@i,f(s’) and aCi,*f(s’) for a given continuous function f on S. 
We make use of the product space representation of S [2]: 
S wTxXxY. 
Let s = (t, x, y), s’ = (t’, x’, y’). Let p)r(t), pa(x), p,(y) be continuous 
functions, respectively, of t, x, y alone. By virtue of the fact that p is a product 
measure on S [3], and that 
s x S’ m (T x X x Y) x (T’ x X’ x Y’) 
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and also S x S’ M (T x X’ x Y) x (T’ x X x Y) we obtain the following 
relation 
,. 1 
M-J ~l(~~‘~‘)~~(X’)~,(Ylf(~‘, x’, Y’) dx(f) dx(t’) 44 d,(Y) (TXXXY)X(T’XX’X Y') 
x 4x') @(Y') 
= jjjj 
xx YXX’X Y’) 
4x'~ (p3~) 1 j j vl(~xy'f)f(fs xt9 y') dxtt) dx(f) 1 
TxT 
44 #Y 1 da(x') 4w 
Since finite sums of such products ~r(t)9)a(x)~a(y) are uniformly dense in C(S) 
(Stone-Weierstrass, cf. [6, p. 3491) it follows (after a slight change of notation 
that) 
@g(d) = f({ixy}-It’, x’, y). 
Similarly 
ayf(s’) = .f( f  {qJl}-‘, x, y  ‘1. 
An immediate consequence of this representation of G$“.f(s’) and @i:f(s’) 
is the following lemma. 
LEMMA 2.3. Iff( .) is a continuous junction on S then so are the functions 
cq*f(s’) and a;+‘) on s x s. 
h3vfARK. We note in passing that the above representations for ai,f(s’) 
and &,*f(s’) would be valid for arbitrary f  EL’(&) provided the symbols 
f((&Y}-‘t’, x’, Y),f(+Y~-‘, X8 Y’) 
represented measurable functions of (t, x, y; t’, x’, y’). 
We now turn to the process of defining an involution f  + f * in L’(S). 
We shall first do this for characteristic functions of Baire sets and then by 
approximation, to arbitrary functions in L’(S). 
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The criterion we adopt for defining f *, for a given f E Z,‘(S), is the 
fulfillment of the following relation: 
for almost all (CL x CL) points (x, y) E S x S. One reason for doing this 
is simply the fact that this relation is certainly valid in the case of a group 
with the usual definition of involution on a group. Further if this relation 
were to be true then the adjoint A,** of the operator -4,, to be defined later 
(in Section 4) for certain functions [ E Z,*(&) would bc easily identified 
with A,. . 
The arguments used in Lemma 2.3 yield 
LEMMA 2.3(a). I f  f  is a Bairc measurable function in Z,l(S) then 
a;:f(s’) =f(t’{xyt}-1, x, y’). 
with s = (t, x, y), s’ = (t’, x’, y’). Hence if f  is the characteristic function of 
a Bairc set in S, then LT$‘f(y) is also the characteristic function of a Baire 
set in S x S. From this it follows that is f  is the characteristic function of a 
Bore1 set in S, then M$‘f(y) is also the characteristic function of a Borcl 
set in S X S. 
On the other hand, for any Bore1 function f  EL’(S) 3 sequence { fn} 
of Bairc functions 3 1; fn -f 11, + 0 and then Cnz’fn(y) +LZ!a$f(y) in 
Z.r(p x CL), and 3 subsequence (f,,,} gn,“‘,f,,(y) + az’f(y) for almost all 
(p x CL) points (x, y). Hence 
LEMMA 2.4(a). If, for a function f(y) E Z,l(S), 6Zi’f(y) is the characteristic 
function of a Bore1 set in S x S, then f(y) must also bc the characteristic 
function of a Bore1 set in S. 
Next, using Theorem 2.1 we obtain 
LEMMA 2.4(b). The mapping f(y) -O!c’f(y) induces a map of Bore1 
sets in S into Bore1 sets in S x S (modulo sets of measure 0) such that 
disjoint Bore1 sets in S are mapped into disjoint Bore1 sets in S x S, and that 
the measures p(E) and (CL x CL) (F) of corresponding Bore1 sets EC S, 
F C S x S, are equal. 
Before continuing with the process of defining f* for arbitrary given 
f  E L’(S), we shall make here some remarks concerning the points 
(i’{xyi}-l, x, y’) associated with pairs of points (s, s’) E S x S, with 
s = (t, x, y), s’ = (t’, x’, y’) (see above). We notice that the point 
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(t’{~yt)-‘, ~,y’) is a continuous mapping I’(s, s’) of the point (s, s’) E S x S 
into S: 
T(s, s’) = (f’{xyt}-‘, x, y’). 
Hence if , f  is a Raire measurable function in L’(S) 
a::f(s’) :- f(T(s, s’)) = f,  T(s, s’), 
where u 3 6 denotes the composite of (I with 6, a and 6 being functions. 
Similarly for arbitrary Hake measurable function g EL’(S) 
Lqg(s’) -- g((txy)-’ f’, x’, y) 
-= g T,(s, s’). 
where T, is a continuous mapping of S x S into S: 
T,(s, s’) ((txy)-’ t’, s’, y). 
Now, using a familiar notation (cf. Wallace [2]), we can assert the following. 
And 
Then 
LEMMA 2.5. (a) ?‘i(s, s) -T(S); T(s, s) = q(s) where v(s) denotes the identity 
of the unique maxima1 group to which s belongs. (b) T(s, s’)T(s’, s) = r)(d); 
T(s’, s)T(s, s’) = T(S). 
We shall prove only the first assertion of (a); the others follow similarly. 
Using now a somewhat different but again familiar notation (cf. Wallace [2], 
also [3]) let s eater (t, e, , e,), where 1 is an element of the maxima1 
group T = eSe, e being an idempotent in S, e, is an idempotent in the 
minima1 right ideal S, :- eS, and ea an idempotent in the minimal left idea1 
S,’ = Se. Here e -= e,j is the identity of the group Gjj : SiSj’ = eSe. 
Let e, be the identity of the maxima1 group G, C Si , and ea the identity 
of the maxima1 group GXj C Sj’. Then 3 elements xiB E GiP and ysj E Gmj , 
3 *Vipyaj z t?,j . It follows that yajsia == e4 where em8 the identity of the 
group GmB = S&r which contains the element s. Then, denoting by O(X) 
the inverse of .s in the unique maxima1 group to which x belongs [2], we find: 
(e1e2)-’ = f%e , )  
= (%AY,d) -l(f@i&ii)F1 
z (egymj)(X@3ij) = e,je&?ij . 
T,(s, S) -= e#ijede,je, 
= eflme,8e, = edl = e4 
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where WC have used the fact that every idempotent in a minimal right ideal 
is a left identity for all elements of that right ideal, and correspondingly, 
every idempotent in a minimal left ideal is a right identity for all elements of 
that left ideal. 
To return to the process of definingf” for a given f  E Ll(S), let E bc a Bairc 
set in S, and f its characteristic function. Let F be the Bairc set in S x S of 
which @ f(.s’) is the characteristic function. Let 
Then E* is a Baire set. Since p(E) = ([L x p)(F), and p(E*) = (p >c p)(F), 
it follows that p(E) 7 p(E*). \lr e make E* correspond to E, and the charac- 
teristic functionf” of E* (modulo a set of measure 0) correspond to f. This 
correspondence is then extended to a corrcspondcncc which maps the 
characteristic function f of a Bore1 set E into the characteristic function f* 
of a Bore1 set E* and iif ‘:1 if* 11, . Also the induced correspondence 
which maps a Bore1 set I,’ into its corresponding Bore1 set E* (modulo a set of 
mcasurc 0), preserves measure: p(E) :T p(E*); and maps disjoint Bore1 sets 
into disjoint Bore1 sets (module sets of measure 0). These considerations 
yield the following. 
LEMMA 2.6(a). I f  f is the characteristic function of a Bore1 set E, then 
3 1 f*, f* also being the characteristic function of a Bore1 set EC, such that 
--- 
a$‘f(y) -- a!:‘f*(.x). 
for almost all (CL X /L) points (x,y) E S X S, and /i(E) - ~(l:‘“). 
LEMMA 2.6(b). I f  f is a simple function (i.e. a finite linear combination 
of characteristic functions of disjoint Bore1 sets), then 3 1 simple function f* 
such that 
for almost all (CL x CL) points (.v, y), and Ilf I i -z ilf* ! i . 
LEMMA 2.6(c). Iffis any function inL’(S) then 3 sequence { fn} of simple 
functions 3 11 fn --f iI1 --•f 0. Then 11 fm -- fn jli --f 0 as m, n + 03. Therefore 
Ilfm* -fn* iii+0 as m,nA co, and hence 3f*3 Ilfn* -f* ill->O. 
This f * satisfies 
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for almost all (CL x CL) points (.t, r), and [If Iit = IIf* 11, . Also f* does not 
depend on the choice of the particular sequence (f,,) approximating to f.  
To sum up, NC have established the following. 
THEOREM 2.7. To each function f E Ll(dp), 31 f * E I,‘(&) satisfrin~ 
(i) Ilf i!1 = Ilf * ‘I 
(ii) (f +g)* =f* +g* 
(iii) (af)* = &f * 
-- 
(iv) G?z*f(y) = cn,Ysf*(s) 
(4 (f *)* = f 
(vi) (f *g)* --g* -f *. 
Only property (vi) remains to be proved. The proof of (vi) is based on 
certain results that arc proved later in this paper but do not make any USC 
of property (vi) of the involution. 
In the proof of Theorem 4.3, we construct an algebra of bounded operators 
A,, on a Hilbert space 5?(dp), for a ELI(S). The mapping a-* ‘4,) for 
a EL’(S), preserves sums, products (i.e., convolutions) and -4,. ; d.** and 
is further one-enc. So let u, h E L’(S). Then 
. , ~ ( , , . b )  l : (Ao+J* .. (A&I,)* 
= .41,*.4C,* : Ab“4,,. 
--~ A*..,,. . 
Hence 
(u . 6)* = h* . a*. 
This proves (vi). ‘Thus Theorem 2.7 is completely proved. 
Having defined the concept of an involution in L’(S), if WC look back at 
the contention proved after Lemma 2.3, we see that the involution which 
we have defined in L’(S) dots generalize the notion of an involution on a 
group. 
From the proof of Theorem 2.7 we also find that to each single-point 
set {s}, s F S, 3 single-point set {s*), s* E S, defined uniquely up to a set of 
measure 0, such that {s*) + {s} up to a set of measure 0, dp(s*) = &(s), and 
a*(s) = Q(s+) for almost all s E S, a EL’(S). 
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DEFINITION 2.8. The algebra Lr(S) with the involution f + f * (cf. 
Theorem 2.7) forms a symmetric Banach algebra (see Naimark [4, p. 1841). 
We adjoint an identity e to U(S) if necessary. The extended algebra thus 
obtained is called the semigroup algebra (semigroup ring) of S and denoted 
bY R(S)* 
In this definition we notice that we have indulged in a slight abuse of 
language, and, before proceeding to the next section, a remark concerning 
the uniqueness of the symmetric Banach algebra Z(S) would be in order. 
The only way in which nonuniqueness could arise is through the non- 
uniqueness of the measure p. So let p, v be two measures on S, each fulfilling 
our earlier assumptions (see Introduction), and let &r(S), &l(S) be the 
symmetric Banach algebras constructed as above with the respective measures 
p, Y. We recall here the property of such measures (cf. [3, pp. 27&273]). 
We shall assume, for the remaining part of this section only, that neither TV nor v 
reduces to the trivial null measure on any of the maximal groups Gas of S. With 
these assumptions about p and V, we see that sets of p-measure 0 have 
v-measure 0, and vice-versa. 
Let f E&l(S). Let U denote the mapping &l(S) <L:(S) defined as 
follows. For x belonging to the maximal group Gij define 
Then Uf EL,~(S) and s, f dp = J, Uf dv. We can similarly define the 
mapping V: L,l(S) + L,l(S) as follows. Let f E Lyl(S). For x E Gij , let 
Then Vf EL@~(S) and s,f dv = s, Vf dp. Clearly the mappings U, V are 
l-l and linear. Also UV, VU are, respectively, the identity mappings on 
L,*(S), L,l(S). Further, the mapping U (as also V) preserves the convolution, 
the involution and the norm. This is proved as follows. 
First consider the convolution. We note that VT E C(S), and f, g E L,l(S): 
j j dv)(uf)(WdW dv(x) WY) = j j dx)(Uf * W d44. 
sxs SXS 
The left side also equals 
j j dxy)f(x) g(y) 444 W9 = j, d4(f * g>(x) 444. 
SXS 
282 HEBLE 
On the other hand, 
This shows that 
W*d = (W * (0). 
Next consider the involution. Let g ill. Then Vp E C(S) 
However the left side of this equation also equals 
where Bzvj(x), .%?~*j(.~) arc defined for a function f~L’(dv) in exactly the 
same way respectively, as &~f(x), @*j( x are defined for a functionfELl( ) 
Comparing the last two equations we see that for almost all y (fixed) the 
operator U maps G!z*g(x) (as a function of X) onto S?I’(Ug)(x). Again, for 
v E C(S), g E WP), 
j, dx) afg(y) 444 = j, a; v~) g(x) 444 
This shows that for almost all y (fixed), the operator U maps 6Y:‘g(y) (as a 
function of x) onto the function q‘( Ug)(y). 
Xow let g EL’(&), and let g* the unique function corresponding to g as 
in Theorem 2.7. Then V v E C(S) 
j, ~,(xy)g*(~) 444 = j, Fe) q* R*(x) 444. (1) 
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The left side also equals 
On the other hand 
and the left side of this equation equals 
(3) 
GkY) WY) 
(4) I-= s sa(r) “,”(-??‘I* (4 dV(Y). 
Comparing the equations (l)-(4) we see that the operator U maps @*g*(x), 
on the one hand onto S?z*(Ug*)( ) x and on the other hand, also onto 
Ll?z*( Ug)*(x). If we look back at the remarks in the last paragraph, and recall 
Theorem 2.2, we conclude that 
ug* = (ug)*. 
Finally the norm-preserving property of U (as also of V) is obvious. 
To sum up we have proved the following theorem. 
THEOREM 2.9. Let TV, Y be two regular Bore1 idempotent probability measures 
on S, with x:(p) = S, Z(V) = S, and such that neither TV nor v reduces to the 
trivial null measure on any of the maximal groups Goa of S. Let L,,‘(S), L,I(S) 
be the semigroup algebras constructed as above with the measures II, v respectively. 
Then there exists an isomorphism U of L,‘(S) onto L:(S), which sat@es, for 
f, g EL,‘(s): 
(i) Uf EL,‘(S); J,f 4 = 5, uf dv; 
(4 U(f + g) = Uf + Ug; 
(iii) U( f,*g) = (Uf >,* (Ug) where the symbol “,*” denotes the convolution 
defined with the help of the measure p; 
(IV) U( f *) = (Uf )*, where, again, the involutions are defined in the 
respective algebras; 
(4 !If 111.fA = II Uf Ill.” - 
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3. APPROXIMATE IDENTITIES IN C(S) 
Our next object is to construct approximate identities in L’(S). Using the 
Cartesian product space representation S m T x X x Y (cf. [2, 3]), we let 
where ZJt) denotes an approximate identity in the compact group T (see 
Naimark [4, p. 3731). 
Now let ~EU(S). Then 3 g E C(S) 3 llf -g II1 < E. Further g can be 
approximated uniformly by a finite linear combination 
g, = f&:“)(t) &Ye,) &Ye,), where gf’, g(i), g’i’ 2 3 
i-l 
are, respectively, continuous functions of t, es , e, only (Stone-Weierstrass; 
cf. [6, p. 3491). So 
Ilf-gg,II, = IV-g +g-gg,II, < Ilf-gill fllg -&/I, < 2. 
LEMMA 3.1. Z, * g, approximates g, in L1-norm. 
PROOF OF LEMMA: 
where in the last equality, we have used the idempotence of p and also 
Definition 1.2 of the convolution of two functions. 
Now for any gp) E C(T), g:) E C(X), gf) E C(Y), we find 
sup 
1 ss $7;) sxs 
~(xy)[Zu(x)g~J(t’)g~)(e2’)g!f(el’) - gf)(t’)g~)(e,‘) 
x &%;)I 444 44~) 1 
= sup 
J%h 
I ssssss 
~(e2tele~t’e~)g~)(e~)g~)(e~ )[ZJt)gF)(t’) 
TxXXYXTXXXY 
< 
xx YXXX Y 
x (Z,(t),$)(t’) - g:“)(f)) dx(t) dx(f) I x We.& @(e,) Mew) &Q,‘) 
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< -* 
SJlJ 
xx YXXX Y 
x dxW dx(t’ 
1 gt)(e2')gf'(el') I i SUP jj ~(qq(++v) - gyp')) 
,$$l, TxT 
) I 44 4%) We?‘) 4el’) 
where we have used the idempotent properties of Haar measure (cf. 8). The 
last expression 
= j jjj I g:“!e,‘lg~Ye,‘) i 1 sup j j ~(rt’){<~(t)g:“(r’) 
xx YXXX Y ,,!!-‘i#, TxT 
= 
UII‘ 
I gY)(e,‘)gf)(e,‘) j 11 Zu *g:” - gii) li,,T 
xx YXXX Y 
x d+J d&4 d4e2') 4%') 
where 1; I/ l,T denotes the Ll(dx)- norm on the compact group T, dx being 
normalized Haar measure on T such that ,v( T) = 1. Since Z,(t) is an approxi- 
mate identity on Lr( T, dx) it follows that the last term on the right is less than, 
say, 
6 1. gp IJx II Rk’ l!I, y * 
where II gh’) 11 ,,x, i/ R!) I[,, y  denote the L’(dor), L’(d/?) norms of R’;‘), ~(3) respect- 
ively. By suitable choice of U it follows that 
;I Z, vf -f/i < Q. 
Summing up, we can now assert the following result. 
THEOREM 3.2. The algebra Ll(S) contains a set {Z,} which approximates 
the identity in LGorm: 
II -G Ff -fli1- 0 
IIf* zu -fl’1- 0. 
4. R(S) IS A REDUCED ALGEBRA 
Our next object is to show that R(S) is a reduced algebra (cf. Naimark 
[4, P. 2591). 
DEFINITION 4.1. Let C?(S) be the class of continuous functions .$ on S 
S(e&J = I(4). 
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LEMMA 4.2. Zf x E S and e E P(S) then CXv5~(y) ALL and 
I! 6 I’,” = II axe 1122. 
PROOF 0~ LEMMA: WC have already seen before that for 5 E g2(S), 
@l/“&J) E C(S) ( as a function of r). The verification of the statement 
is straightforward. 
Notation. We shall denote by LP2(dp) the smallest closed subspace in 
L2(dp) spanned by the functions in &a(S). 
THEOREM 4.3. The semigroup akebra R(S) is a reduced algebra. 
PROOF. Let a(y) ill and t(y) E P(dp). Then we define an operator 
A, on P(dp) by: 
b’Q3b) L: j-, 44 f&t”&) 44-4. 
Clearly A,6 E Y2(dp). Further, using Minkowski’s inequality it follows that 
_.z I s I 44 I i’ 5 :I2 444 
= 1: a Ill \I 5 II2 . 
Hence A, is bounded and ii A, II < 1: a !I, . Also it is easily verified that the 
mapping 
a - A,, 
is a nontrivial representation of L’(dp). 
From this we obtain a nontrivial representation of R(S), by setting 
Xe + a + JU T A,, . 
Hence for 5 E P(dp) 
f(Xe + 4 = W, 5) + (&5 5) 
is a positive functional (cf. Naimark [4, p. 1871) on R(S). 
Now suppose f(a * u) = 0 for arbitrary positive functional f. Then, in 
particular II A,[ ]I2 = for all [E Yz(dp). Hence, for any 5 E JP(dp) 
A,6 = a * 5 = 0, i.e., 
I 
s{CZ;” a(s)} - [(s’) dp(s’) = 0 
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for almost all s E S. Take 5 to be the characteristic function of a special 
Bore1 set, 3 4 E A?(&) and 5 = 0 outside one minimal left ideal. Consider 
first s 3 a(s) > 0 ( i.e., u-(s) == 0). Recall that (Theorem 2.2) 
(fly* u(s)}’ = a;* a+(s), and {OS,)* a(s)}- -. 6!:‘ a- (s). 
Taking such special functions E WC: find first that 6Z;“uf(s) -= 0 for almost 
all s’ and then a:*~- (s) = 0 for almost all s’. Hence (Theorem 2.2) u(s) --: 0, 
u-(s) :-: 0 a.c., i.e. u(s) -.= 0 a.c. 
The remaining part of the argument is exactly as in the group case (see 
Naimark [4, p. 3751). Thus the theorem is proved. 
In the course of the proof of the above theorem we also proved the following. 
THEOREM 4.4. If  u(y) ~L~(dp; S), t(y) E Yz(dp; S) then u - 5 E P(dp). 
TIIEOEREM 4.5. The semigroup algebra R(S) is semisimple. (Naimark 
[44, p. 164). 
5. “UNITARY” REPRESENTATIONS 01: S AND THEIR RELATIONSHIP 
WITH TIIE REPRESEKTATIOSS OY H(S) 
DEFINITION 5.1. By a unitary representation of S wc mean a homo- 
morphism T of S into a semigroup of operators on a Hilbert space H, such 
that T restricted to any maximal compact group Gas C S is a unitary repre- 
sentation into a group of operators on T,H, for any fixed s E Gas. The space 
H is called the Representation space of T. 
DEFISITION 5.2. A unitary representation 1’ of S is said to be mmsuruble 
if the function p)(s) = (T,[, 7) is measurable for arbitrary vectors 6, 7 E H. 
DEFINITION 5.3. A unitaty representation of S is said to be continuous 
on S at so if 
/I ‘f,5 - l’sot !I + 0 
as s -+ sa , for any vector 5 E II. 
Suppose x -+ A, is a representation of the semigroup algebra R(S) in 
the Hilbert space H. Let IV be the space of all vectors 5 E H EJ A,[ = 0 for 
all a EL’(S). Then N is an invariant space. For suppose x = he + a, , 
a, E L1( S). Then 
ax = u(Ae f  a,) --: ha + au1 EL’(S). 
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Hence 
I.e., 
A,A,5 = A,,[ = 0 
So N is an invariant subspace. In this subspace N a representation has the 
trivial form 
A*ei” 7 AI 
I being the identity operator on H. This trivia1 representation is called the 
degenerate representation. 
Convention. We shall assume henceforth that N = (0). In this case we 
shall say that the given representation .V --+ J3. does not contain the degenerate 
representation. 
The following theorem may now be proved. 
THEOREM 5.4. To each symmetric representation x + A, of the semigroup 
algebra R(S) not containing the degenerate representation, there corresponds a 
continuous unitary representation s - T, of the semigroup S which satisfies the 
following conditions: let H be the smallest closed subspuce c0ntainin.g all the 
subspaces TJI’, s E S, where H’ is the representation space of A; then for any 
given vectors 6, 77 E II, 
(i) (T, * T,,[, T, . T,,q) = (T,,t, T,,v) whenever s, s’ belong to the same 
minimal left ideal in S; 
(ii) (Tz*[, 7) = (T,.t, 7) for almost all s E S; 
(4 (TT(d, 4 = (t9 TT(2,.2)~); 
(4 (TT(~.~)~, d = (~‘Tw 5, ‘161) for any idempotent e in the minimal 
left ideal containing T7.(Y.r) . 
Conversely, let s + I’, be a continuous unitary representation of S, with 
representation space H’, which satisfies the conditions (i) and (iv). Then to 
this representation T there corresponds a symmetric representation x -+ A, 
of the semigroup algebra R(S), and if, further, for every 01, j?, p(Goa) # 0 
then this representation x + A, does not contain the degenerate rcpresenta- 
tion. A continuous unitary representation T of S satisfying (i)-(iv), and the 
corresponding representation x + A, on the subspace H defined above are 
connected by the relation: 
A,,,., = hl i- j, a(s)T, 4.4s). 
(Note: For integrals of operator functions see Naimark [4, p. 1521. For 
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the definition and general properties of symmetric representations of a 
symmetric Banach algebra see Naimark [4, p. 2391.) 
PROOF. Let .I’ -+ -3, be a symmetric representation of the algebra R(S). 
Without loss of generality we shall assume that this is a cyclic representation 
of Z?(S) in II’. I,ct [,, bc a cyclic vector of this cyclic rcprcscntation. 
Let II, be the set of all elements in H’ of the form 4 -. ,4,Ju, where 
(I = 2 ayyt)q(x)a~J(y), 
i-l 
a:‘(t), U:‘(X), a:‘(y) being, respectively, continuous functions oft, X, y  alone. 
We shall denote by C’(S) the collection of all such special functions a on S. 
H, is dense in H’. For otherwise there would exist a vector fr # 0 orthogonal 
to H,, i.e., (&, .-l,,tJ = 0 V a E C’(S). Setting a = b* * .X where h E C’(S) 
and .Y E R(S), we obtain 
(‘a, , -4,501 = (5, 7 ‘%*,f,) x 0. 
Thus the vector A,,$, is orthogonal to all vectors A,& , x E R(S). Since f,, 
is a cyclic vector, the vectors A,f, form a set dense in H’. Hence .4&r = 0 
V 6 E C’(S). This implies that fr E X, which contradicts our assumption that 
N 7 (0). Hence we conclude that HI is dense in II’. 
Suppose n(s) E C’(S). Set us0 : a,J.) 
= a:l, u(s). 
Now define the operator I’, in HI by setting 
for 5 &f,, 9 UE C’(S). To show that this gives an unambiguous 
definition of T, we have to show that if 5 = A&, for some b E H’, 
then Abso& -. Aas0 f,, , or Atb,o-acj&, = 0, i.e., we have to show that if 
Q, b E C’(S) and AnmbfO = 0 then A(n--b),O&, = 0. 
To prove this let z”(s) be an approximate identity (constructed before) in 
L’(S), and let a E C’(S) n I, where Z is the closed ideal of functions x in 
L’(S) 3 A,te : 0. Then 
and 
VU)S” = q%!(~) = Zual.%yo)-‘t) 
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However 
j z”((tdc,Yo>-‘t)u((t~r)-‘t’, x’, Y) 444 s 
= j 2,(t)a(t(xy)-l(tdc,y,)-lt', x', y) 444 s 
where (see Section 2) 
s, = T&o , s’) = ((t&Y,>-‘t’, x’, Yo) 
and 
T&, Sl> = ((txr>-‘(t&Y&‘t’, x’, Y). 
This shows that u E C’(S) n I Q aso E C’(S) n I. 
This implies that the definition of I’ on il, is unambiguous. Since HI is 
dense in II’, 7’ has a unique extension to the entire space Il’. 
Next let s,, be a fixed element in S. Suppose s,, E Gap . Let 
H,, = T,H’. 
Clearly the set of vectors {A,$,} where a E C’(S), is dense in H,, . 
Next we assert that for any sO E Goa and any so’ E S,’ (the minimal left 
ideal containing GJ, and vectors 
where a, b E C’(S), the following must be true: 
Contention: (T,soT,o$, TstoT,,7) = (T,J, Tso~). This contention follows 
from the next lemma, the proof of which is a simple verification and is omitted. 
LEMMA 5.5. For u, b E C’(S), s,, E G,+ , and s,,’ E S,’ 
b: JOSO * q4 = bz * a,o . 
The last lemma implies the following proposition. 
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PROPOSITION 5.6. The representation T with representation space H’, 
restricted to a maximal group G,+ , is a unitary representation on the Hilbert 
space 7’sOZZ’, where sO is any fixed element in Gas. 
Xow we would like to see how this representation T acts on the different 
spaces T,H’. First consider one minimal left ideal say S,‘, and two different 
maximal groups G+ , G3sa C S,‘, with respective identities e, e’. Let s E Gas , 
s’ E G,za 3 s, s’ correspond to each other in the canonical isomorphism (see 3, 
p. 261) that exists between G:, and Ga,s, i.e., 
Then 
s = es‘, s’ : e’s. 
T,sH’ = T/,H’ = T,sT,H’; T,M’ = T,,,H’ = T,T,JI 
which means that the spaces TJf’, T,,H’ are isomorphic to each other. Next 
let S,,’ be another minimal left ideal, and consider the groups G,,, , Gtira, C +‘, 
with respective identities e, , e2 . Let s, E G&s 3 s1 ---= se, . Then 
T, . T,,H’ = T,,; TslH’ = T,,H’. 
Hence for s E G+ , s1 E Gze, , I’, transforms T,,H’ onto itself. Further 
‘I’, . Ts,t = Te,,t = Tee,,,5 L Tee, . T,,t = Te, . T,& 
= T,,5. 
i.e., T, is the identity on T,,H’. T, is unitary on T3H’, s E Gae . Also 
‘I T, * T,,t II = I, 1’s,, * T,,f II -= !I T,& II. 
(Here we recall that T+f, T,+7 E T,,H’ since es, E G,,,.) Again the last 
assertion yields the following 
Hence 
II T, * T/E II == II Ted II = II Te - T,4 I! 
5; I! Te II * II T,,5 II 
I/ Tsll < II Tall. 
Further the property: 
I! T, * Tz4 !! = !! Tz4 II 
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for X, x’ belonging to the same minimal left ideal, implies that (with the above 
notation of this paragraph) 1: T,,[ 11 -. !I T,( 11. Hence 
I T.s, I’ < !I T, II. 
Le., 
Similarly 
Also 
II T,., ,I d ! T, I. 
I T, I: < Ii T,, ;. 
implies that II T, II < I. The strict inequality cannot hold, and therefore 
I] T, il == 1. This is true for all idempotents in S. Further, V s E S, /I T, (1 < 1 
and again the strict inequality cannot hold, and hence on the subspace H, 
11 TJi = 1 VSE S. 
Next we turn to the continuity of the representation T. \Vc first need the 
following lemma. 
LEMMA 5.7. For a E C’(S): Ii aso - (I,~, p1 -+ 0 as so + s’,, . 
The proof of this lemma is omitted. Now, since every representation of a 
symmetric Banach algebra is continuous (Naimark [4, p. 241]), it follows that 
// Aal - Aolo ,j + 0 as sg + so’. 
Hence 
II 4& - Aas0 6, II -+ 0 as sg -* so‘ 
I.e., 
I T,,( - Y’,;t II --+ 0 as $0 - so’ 
where [ = A&, E HI. Since HI is dense in II’, it follows that T is continuous 
on the entire space H’. 
Next we consider how the initial representation of R(S) is obtained from 
the representation T of S (which was just constructed above). Suppose 
a, EL’(S). We set 
Bag, = J 44 T, 44. 
We shall show that Aao = Baa . Set 
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For E, 71 E H,, 6 = A,&, 77 = A,(, , we have 
Now f is a continuous functional in L’(S), and hence the last expression is 
equal to 
Since the vectors 6,~ under consideration are dense in H; therefore B,,. = A,o. 
We thus conclude: 
To prove that T satisfies (ii), let 5,~ E H, and a EL’(S). Then 
(&, 5) = (f, 44 = @,*f, 4 = (&f, 4 
zzc I, a*W(T,fv d 444 = is +*>(f, T,*rl) 444 
That is, for any a ELI(S) 
WV, f) = ~,4s*)V,*~t f) 4-44 
409 142-10 
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However the left side also equals 
i a(s)(~sv9 5) 44). 
-s 
Hence 
(T:T~, 5) .= (T,v, [) for almost all s; 
or, what amount to the same thing 
(T,*?, 6) = (TS*7], e) for almost all S. 
To prove that l’ satisfies (iii), let [, 7 E H, and define, for any x E S: 
f(x) == (T&9 7) 
g(x) = (‘1-z% 0. 
Then 
-- 
g(x) ..= (7, T,*5) = (Ta!*t, 77) :-- (T,=e-, 7) 
:- f(X*>=: f*(x). 
for almost all x. It follows that (cf. Theorem 2.7) 
q*J$q -= qg(x). 
Sincef, g are continuous functions (cf. Lemma 2.6) 
q*m =; (TTb,Y)~> d1 
m(x) = (TT*,V.z)S’ 77). 
Hence (l)-(3) imply that 
(TTW E, 4 = G’&z~~~ 4 
or: given any vectors 6, 7 E H 
(T~(az.v)k 4 = (4, l;(wd~ 
(1) 
(2) 
(3) 
(4) 
(5) 
Now, for any 2 points sr , ss lying in the same minimal right ideal, the spaces 
T,,H’, T,,H’ coincide with each other. It follows (cf. remarks following 
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Proposition 5.6) that for any x,y and any idempotent e lying in the same 
minimal left ideal which contains T(y, x): 
This proves the first part of the theorem. 
Now for the converse. Let T be a continuous unitary representation of S, 
with representation space H’, and having the properties (i) and (iv) in the 
statement of the theorem. Let H be the smallest closed subspace containing 
all the closed subspaces T,H’, s E S. It is enough to consider the given 
representation T on H. Repeating the arguments immediately after Proposi- 
tion 5.6 above, it follows that V s E S, 11 T, /I = 1 on H. Now for a ELI(S), 
and 5,~ E H, set 
Since 
the operator A thus defined in H is bounded. Also it is easy to see that the 
correspondence a -+ A, is a representation of Ll(S). 
To prove that the representation a + A, thus obtained is a symmetric 
representation, we need only verify that the representation T satisfies the 
property (ii). For this we retrace the steps in the proof of the first part of 
the theorem. Let 5,~ E H and define f, g as in (1). We now have to show 
that g = f *. Let x, y E S. We recall (Lemma 2.5(b)) that 
T(x, Y>T(Y, 4 = 4~) 
T(Y, +“(x, Y> = &4 
(7) 
These relations imply that for 6, 7 belonging to any of the spaces T,(,,,,H’, 
T T(11,2)H’ we must have 
(T~(z,r)l, 71) = (4, T~(r.em). 
Now let E’, 7’ E H. Any vector 6 E H is the limit of a sequence {tf}, where 
each tj is the sum of a finite number fi,i, fj,s, . . . . ejsi, from T,lH’, . . . . T,,,W. 
Hence it suffices to consider the case where 5’ = T,,(, where e’ belongs to 
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the minimal left ideal containing Y7.(s,y) and 4 E I’~+JH’, and r]’ := Te-l 
where e” belongs to the minimal left ideal containing TTcver) and 7 E TT(U.zjH'. 
In this cast 
Hence for any vectors f, q 
(l’T(r.,) E, 7) = (%,.z)~, 7). 
However this relation now implies, by virtue of (3) and (4) above, that 
!T =.f” 
and hence that T satisfies (ii). From this we easily verify that a --+ A, is a 
symmetric representation. 
Setting .,lAe+,, XI + .d,, , u E L’(S), we obtain a symmetric representation 
of H(S). The remaining part of the proof of the converse part may now bc 
completed as follows. Suppose 5 # 0; then (E, 5) f;  0. Suppose 4 E T,H' 
for some s E S. Suppose s belongs to the maximal group Gza . Then if 
P(G~) f  0 the argument of Naimark 14, p. 2391 paragraph 2 is carried over 
verbatim in the present case to yield the result that 3 a EL’(S) 3 Aat # 0. 
On the other hand, if p(GJB) -: 0, then there is at least one minimal left ideal 
S,’ 3 /L(S~‘) f I  0. Suppose Gj, C Sk’ 3 p(Gik) # 0. Then for s E Gi, 
where 7 = T& # 0. Now Gi, = SiSk’ = eiRSeik = eikSe,, since 
Sk’ -= Sei, = Sesk (cf. [2]). So 
Gike4 = ei,Se,,e,,p = ei,Se,B = G, . 
Hence for some s,, E Gi, , sOe,P = e,s , and so for such s,, , 
Cot = Tccev = 7. 
Now apply the argument of Naimark [4, p. 3791 paragraph 2 to 7 and 
a suitable neighborhood I’ of s,, in Gi, , and again obtain the result that 
3 a EL'(S) 3 A,.$ # 0. In case 6 $ T,ZZ' for any s, 3 s 3 
.$i =, projection of 6 on T,H' 
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is f  0. Let 5 L- 5i + Es , where 5, I T,II’. Suppose s E Gij . For any 
s’ E G,, 
(& > TsxfJ = (Ttf, , f,) = (~1 , Ed 
= 0. 
Because T,*;[, = T,(,,,[, E T,?*H’ and le J- T,cH’. Hence for any s’ E Gij 
(T/f, 5,) = (Ts,f, > 5,). 
I f  now p(Gij) # 0, then the argument of Naimark applied verbatim to 
(A,[, 5,) shows that for some a EI,‘(S), A,[ f  0. This completes the proof 
of the theorem. 
6. INDUCED REPRESEKTATIONS OF S 
In this section WC deal with the question of obtaining “induced” representa- 
tions of S. Let I, be a continuous unitary representation of one maximal 
group T in S, with representation space H(L). The problem is to obtain 
from this representation, in a canonical manner, a representation of the entire 
semigroup S, which we might call the representation of S induced by 1,. 
The further problem is to invcstigatc some properties of this induced 
representation and its relation to the original representation 1, of T. Needless 
to say, the ideas of this section have been guided by the work of Mackey 
[9, chap. III, p. 1201; further references in [9]). 
We shall first formulate two definitions. 
DEFINITIOS 6.1. Let G, G’ be two groups, and v  an isomorphic mapping 
of G onto G’. Let U, U’ be two unitary representations of G, G’ respectively, 
with respective representation spaces H(U), II( Then U, U’ are said to 
be equiva~mt to each other if 3 isometrically isomorphic mapping A of H(L) 
onto H(L’) 3 
Au,5 = U,c,,Af 
for all s E G, and Vf E H(L). 
DEFINITION 6.2. Let T, T’ be two unitary representations of the semi- 
group S, with respective representation spaces H(T), H( T’). Then T, T’ are 
said to be equivalent to each other if 3 isometrically isomorphic mapping A 
of H(T) onto H( T’) 
AT,6 : T,‘A f 
QsESandVfEH(T). 
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Let e be the identity of the group T, so that T = eSe. Consider the 
Cartesian product representation of S: 
SwTxXxY 
(cf. [2]) where T = eSe, Y = eS n E, X = Se n E, E being the set of all 
idempotents in S. Denote a variable point in S by s = (t, e,, e.J = este,, 
with t E T, e, E X, es E Y. Let p be a regular Bore1 idempotent measure on 
S with C(p) = S. Let K be the set of all functions from S to H(L) 
(i) f(s) =f(e,te,) = L,f(e,), tl s E S, where s = e&e, ; 
(ii) f(s) is a continuous function of s; 
(iii) J, Ilf(s)ll” 444 < ~0. 
Here Ilf(s)]i2 is a nonnegative Bore1 function on S which is constant on each 
maxiaml group in S. The space K becomes a Hilbert space with inner 
product: 
(f, g) = ~,cfW~ R(S)) 444. 
For each x in S and f  in K, set 
It is clear that AZ, is an operator on K. Further M is a continuous representa- 
tion of the semigroup S. It is easy to verify that M, when restricted to the 
group T, is a continuous unitary representation of the space M,K, for any 
fixed s E T. 
DEFINITION 6.3. The unitary representation M of S, obtained as above 
from the unitary representation L of T, is called the representation of S 
induced by L, and will be denoted by ,,ML. 
Next, let s, = e&e = t, , ss = et,e = t, , s = ete, . Then, 
From this we see that the representation M on the space M,K (any fixed 
s E T), when restricted to the group T, reduces to the original representation 
L of T, on a representation space isometrically isomorphic to the space H(L). 
Further consider any other group Gas , with identity eUa . To use our 
earlier Cartesian product notation, let T be the group Gii = Si * Si’ with 
identity e = edj , and let Gab be group e2’Tel’ with identity etia , where ea’ is 
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an idempotcnt in the minimal left ideal S,‘, and e,’ is an idempotent in the 
minimal right ideal Si . Then any point in Gas can be denoted by: e2’tel’, 
t E T. Let s =-- e,te, be an arbitrary point in S, and let 
S’ = e,‘t’e,‘, s” = e2’t”el‘, sm = e2’t0’el’ 
be points in Gma. We now consider the action of M restricted to the group 
GGa , on the space M,,K. Let f E K. Then 
This shows that the operator :Vti,,i,,3 at the point e2’tel’ E G,+ , acting on the 
space M,*K, is the same as the operator L,, 8e , at the point t . e1’e2’ E Gij 
acting on the space MJC In other words the o’p&ator Me,,.l(e,,P,,)-,.e,, at the 
point e2’ * t(e,‘e,‘)-’ . el’ E G,a , is the same as the operator Li at the point 
t E Gij . NOW it is easy to see that the mapping 
t - e2’ * t(e,‘e,‘)-l - e,’ 
is an isomorphism of the group Gij onto the group G,, . Thus M acting on 
the space M,,K (s’ E G,+), restricted to Gms , is equivalent to the representation 
1, of T with representation space isometrically isomorphic to H(L). 
The lack of uniqueness of the idempotent measure used in the above 
process is no problem. Let p, v  be two regular Bore1 idempotent probability 
measures on S such that neither p nor Y reduces to the trivial null measure on 
any of the maximal groups of S. \Ve denote by ,,ML, ,A+“, respectively, the 
representations of S induced by the representation L of T, using the respective 
measures CL, v. The same arguments that are used in Theorem 2.9 show the 
equivalence of +:M‘ and ,,:VIL. 
We may summarize these statements in the following theorem. 
THEOKEM 6.4. Let L be a continuous unitary representation of a maximal 
group T = Gij in S. Let p be a regular BoreI idempotent probability measure 
on S such that x:(p) = 5’. Then there exists a canonical continuous unitary 
representation of S induced by I,, which me denote by $IL. Denote by R the 
representation space of PML. Let G+ be any maximal group in S, and s’ E Gza . 
Then FML acting on the space M,<* K, restricted to Gma is equivalent to the or@nal 
representation L of T acting on the space H(L). I f  p and v  are two regulur Bore1 
idempotent probability measures on S such that X(/L) = S, C(v) = S, and 
neither TV nor v  reduces to the trivial null measure on any marimal group in S, 
then ,,ML and ,,M‘ are equivalent. 
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