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Abstract
We show that the well-known translation invariant ground states and the recently
discovered kink and antikink ground states are the complete set of pure infinite-volume
ground states (in the sense of local stability) of the spin-S ferromagnetic XXZ chains with
Hamiltonian H = −∑x[S(1)x S(1)x+1 + S(2)x S(2)x+1 +∆S(3)x S(3)x+1], for all ∆ > 1, and all S ∈ 12N.
For the isotropic model (∆ = 1) we show that all ground states are translation invariant.
For the proof of these statements we propose a strategy for demonstrating completeness
of the list of the pure infinite-volume ground states of a quantum many-body system, of
which the present results for the XXX and XXZ chains can be seen as an example. The
result for ∆ > 1 can also be proved by an easy extension to general S of the method used
in [T. Matsui, Lett. Math. Phys. 37 (1996) 397] for the spin-1/2 ferromagnetic XXZ
chain with ∆ > 1. However, our proof is different and does not rely on the existence of a
spectral gap. In particular, it also works to prove absence of non-translationally invariant
ground states for the isotropic chains (∆ = 1), which have a gapless excitation spectrum.
Our results show that, while any small amount of the anisotropy is enough to stabilize
the domain walls against the quantum fluctuations, no boundary condition exists that
would stabilize a domain wall in the isotropic model (∆ = 1).
Keywords: quantum Heisenberg chain, Heisenberg-Ising chain, XXZ chain, ferromagnets,
kink ground states, domain walls, pure ground states, completeness, local stability.
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1 Introduction
In this paper we consider the ground states of the spin-S ferromagnetic XXZ chains with
formal Hamiltonian
H = −
∑
x
[
S(1)x S
(1)
x+1 + S
(2)
x S
(2)
x+1 +∆S
(3)
x S
(3)
x+1
]
(1.1)
for all ∆ ≥ 1, and all S ∈ 1
2
N. Our main objective is to show that the known ground states
of these models are the complete set of ground states in the sense of stability under local
perturbations. In the isotropic case (∆ = 1) all ground states are translation invariant.
For the anisotropic ferromagnetic XXZ chains (∆ > 1), non-translation invariant ground
states (kinks and antikinks) were recently discovered, independently by Alcaraz, Salinas,
and Wreszinski [1] and Gottstein and Werner [2]. See Section 3 for a detailed description
of these states.
Before we describe in detail our results, we explain the somewhat surprising insights
that the detailed study of the XXZ ferromagnets has brought along. We believe that from
this and other simple models one can obtain interesting information about the nature
and the effects of quantum fluctuations, with relevance for a variety of phenomena in
magnetism and interface physics.
In the absence of an external field and at low temperatures real ferromagnets usually
exhibit domain wall structures. But it is commonly believed that pinning effects due to
impurities and defects are crucial to stabilize domain walls against quantum fluctuations
[3, 4, 5, 6, 7]. In other words, in models of quantum ferromagnetism that do not incorporate
impurities or defects, one should not expect to find stable domain walls because they are
destroyed by quantum fluctuations. While pinning may still be important to keep the
domain walls from wandering around, the results for the XXZ Heisenberg model mentioned
above, show that an arbitrary small amount of anisotropy is sometimes enough to stabilize
interfaces against the quantum fluctuations.
A natural question, which is the subject of this paper, is whether or not one can
obtain other ground states, e.g., that have interfaces with a different geometry or internal
structure. Is it possible to construct more infinite-volume ground states, e.g., by imposing
radically different boundary conditions and taking thermodynamic limits? The standard
mathematical formulation of this question is in terms of the local stability condition: what
is the complete set of infinite-volume ground states ω satisfying
lim
Λ→Z
ω(A∗[HΛ, A]) ≥ 0, for all A ∈ Aloc ? (1.2)
The notations are explained and more details are given in Section 2. See [8] for an infor-
mative discussion of the problem of obtaining all states by imposing different boundary
conditions.
The first result in this direction is due to Matsui [9]. For the spin-1/2 XXZ chain with
∆ > 1, he proved that any pure infinite-volume ground state is either the all spins up, the
all spins down, a kink, or an antikink state, i.e., the set of states given in [1] and [2] is the
complete set. Matsui’s proof, however, relies on rather special properties of the model. In
particular, his method cannot be used to treat the isotropic (XXX) ferromagnetic chain
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which has a gapless excitation spectrum. The most important contribution in this paper
is the proof that all the ground states of the XXX ferromagnetic chain are translation
invariant. Our strategy also gives a new proof of completeness in the case of the XXZ
chains, for all values of the spin. We also believe that our method can be adapted to other
models. Absence of non-translation invariant ground states for the AKLT model [10] was
recently proved in [11].
It is often said that the local stability definition of ground state (1.2), although natural
both from the theoretical and experimental point of view, is of little practical use, because,
until recently, it seemed impossible to find all its solution for a non-trivial quantum model.
Even in cases where there is general agreement about what the full set of ground states
should be, it was impossible to show that the known set of ground states is indeed the
complete set (see the comments at the end of Section 6.2 in volume 2 of [12]). It remains
true that extracting interesting information from the local stability inequalities alone, is
usually quite difficult. But we hope to convince the reader that by combining it with other
ideas (zero-energy states) and by using equivalent formulations, such as the one due to
Bratteli, Kishimoto, and Robinson (see Theorem 2.3), interesting progress can be made.
Our result for the XXX chains should not be confused with another, very interesting,
completeness result for the XXX ferromagnetic chain. In [13] Babbitt and Thomas proved
that the Bethe Ansatz states lead to a complete resolution of the identity (Plancherel
formula) in the GNS representation of any of its pure translation invariant ground states.
These two completeness results nicely complement each other.
The present paper is organized as follows: In Section 2 we present our main results
(Theorem 2.1 for the anisotropic and Theorem 2.2 for the isotropic chains). We also
give a schematic description of the proof. In the proofs we use some properties of the
finite-volume and infinite-volume zero-energy ground states of the XXZ chains. These are
presented in Section 3. Section 4 is devoted to the proof of Theorem 2.1. The proof of
Theorem 2.2 is in Section 5.
2 Main results and structure of the proof
In this section we limit ourselves to present a precise statement of the main results and an
outline of the proof. More detailed definitions and notations, as well as additional results,
are discussed in the next section.
A natural way of defining a quantum spin model is by specifying its Heisenberg dynam-
ics, or, equivalently, the generator of this dynamics, δ, given as a densely defined closed
operator on the algebra of quasi-local observables of the spin chain. For a chain of spin-S
degrees of freedom, the algebra of quasi-local observables A is the C*-inductive limit (≡
the completion for the operator norm) of the strictly local observables
Aloc =
⋃
Λ⊂Z
AΛ, AΛ =
⊗
x∈Λ
MC(2S + 1), (2.1)
where the union is over finite subsets of the integers, andMC(2S+1) denotes the complex
(2S + 1)× (2S + 1) matrices.
The local Hamiltonians and the basis observables are usually expressed in terms of
the spin matrices S
(1)
x , S
(2)
x , S
(3)
x , which are the generators of the (2S + 1)-dimensional
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irreducible unitary representation of SU(2). The subscript x ∈ Z refers to the site in the
chain, i.e., the factor in the tensor product, with which these matrices are associated. The
local Hamiltonians for the ferromagnetic XXZ chains are given by
−
L−1∑
x=−L
[
S(1)x S
(1)
x+1 + S
(2)
x S
(2)
x+1 +∆S
(3)
x S
(3)
x+1
]
= HL ∈ A[−L,L]. (2.2)
Here ∆ is the anisotropy parameter and we will always assume ∆ ≥ 1. The generator of
the dynamics is then defined by
δ(A) = lim
L→∞
[HL, A] (2.3)
in the sense that
A(t) = exp(itδ)A, for all A ∈ A. (2.4)
By definition, a state ω, i.e., a positive normalized linear functional, on A is a ground
state of the model iff
ω(A∗δ(A)) = lim
L→∞
ω(A∗[HL, A]) ≥ 0, for all A ∈ A. (2.5)
This inequality expresses the property that any local perturbation of ω has a total energy
at least equal to the energy of the unperturbed state. So, ground states minimize the
energy locally.
The solutions of (2.5) can be described as follows:
1. If ∆ = 1 (the isotropic case), all solutions are translation invariant. The support
of the finite-volume restrictions of any ground state is contained in the subspace of
maximal total spin. This means that these states are, in fact, permutation invariant.
In the case S = 1/2, they are all permutation invariant states. For S > 1/2, there
are permutation invariant states that are not ground states.
2. If ∆ > 1, there are two translation invariant ground states, ω↑ and ω↓, which are
characterized by the property
ω↑(S
(3)
x ) = +S, ω↓(S
(3)
x ) = −S, for all x ∈ Z. (2.6)
In addition to these two, there are two infinite sets of pure non-translation invariant
ground states, called kinks and antikinks. The kink ground states approach ω↑ as
x→ −∞ and ω↓ as x→ +∞. For antikink states the roles of plus and minus infinity
are reversed.
These ground states were all known from the previous works [1, 2]. For more detailed
properties we refer to the next section. In this paper we prove that they are the complete
set of solutions of (2.5). This is the content of the following two theorems:
Theorem 2.1 For the spin-S XXZ ferromagnetic chain with the anisotropic coupling ∆ >
1, the following statements are valid: There are two translation invariant pure ground
states, namely ω↑ and ω↓ determined by (2.6). Any pure infinite-volume ground state that
is not translation invariant is either a kink, or an antikink ground state, belonging to the
set described in [2].
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Theorem 2.2 In the spin-S ferromagnetic Heisenberg chain with the isotropic coupling
∆ = 1, all ground states (i.e., all solutions of (2.5)) are translation invariant.
By combining these two theorems with previously known results, in particular [2],
one can also prove that any pure infinite-volume ground state can be obtained as a ther-
modynamic limit of finite-volume states determined by eigenvectors of the finite-volume
Hamiltonians with simple boundary terms. E.g., for ∆ > 1, any pure infinite-volume
ground state ω that is not translation invariant satisfies
w∗- lim
n→∞
ω ◦ τ−n = ω↑ and w∗- lim
n→∞
ω ◦ τn = ω↓, (2.7)
or
w∗- lim
n→∞
ω ◦ τ−n = ω↓ and w∗- lim
n→∞
ω ◦ τn = ω↑, (2.8)
where ω↑ and ω↓ are the states defined in (2.6). Here τj is the lattice translation by j
sites, i.e., τj(A) ∈ AΛ+j, for all A ∈ AΛ. For any state ω, ω ◦ τj is the state obtained by
translation of ω over j lattice spacings. In the first case (2.7), ω is the thermodynamic
limit of finite-volume ground states of the local Hamiltonians H˜+−Λ defined in (3.4). In the
second case (2.8), the same holds with the local Hamiltonians H˜−+Λ . For a more detailed
version of Theorem 2.1 see Section 4.
Next, we give a brief outline of the proof of Theorem 2.1. The steps are formulated in
a more general setting than just the XXZ chain, because this makes clear how one might
generalize the result. In general, each step is a non-trivial problem, but in the case of the
XXZ chain we have completed each of them. For a description of the proof of Theorem
2.2, which is closely related to the proof of Theorem 2.1, see Section 5.
Step 1. The first step is to determine the possible asymptotic behavior. This is
relatively easy for one-dimensional systems. One only needs to determine the following
sets of w∗-limit points of arbitrary ground states:
LP+ := w
∗-limit points of {ω ◦ τn | ω satisfies (2.5), and n ≥ 0}, (2.9)
LP− := w
∗-limit points of {ω ◦ τn | ω satisfies (2.5), and n ≤ 0}. (2.10)
In reflection symmetric models such as the XXZ chain, LP− = LP+ =: LP , and we can,
for simplicity, assume we are in this situation. In general, LP is a convex set of states. For
convenience, let us also assume it is a finite-dimensional simplex consisting of translation
invariant ground states of the model. In the case of the XXZ model with ∆ > 1 this is
the case and LP is the segment {tω↑ + (1 − t)ω↓ | 0 ≤ t ≤ 1}. For the isotropic case LP
is also the set of translation invariant ground states, but the set of extreme points (the
pure states) is infinite due to the continuous rotation symmetry. Everything below can be
adapted to handle also this case. Denote by LP0 the set of pure states in LP .
Step 2. Next, construct orthogonal projections Pξ ∈ Aloc, ξ ∈ LP0, such that
ξ(Pη) ≈ δξ,η, for all ξ, η ∈ LP0. (2.11)
Such projections always exist on the basis of general abstract arguments [12], and one can
assume that
∑
ξ Pξ = 1l.
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Step 3. Then one shows that for all pairs of pure states ξ, η ∈ LP0, the finite volume
Hamiltonian can be written in the form
H˜
(ξ,η)
[−L,L] =
L∑
x=−L−1
h
(ξ,η)
x,x+1 +W
(ξ,η)
L (2.12)
for a suitable choice of the interaction h
(ξ,η)
x,x+1 ≥ 0 and boundary terms W (ξ,η)L , such that
there is a ground state ω(ξ,η) of the model with left and right asymptotics given by ξ and
η respectively, and such that ω(ξ,η)(h
(ξ,η)
x,x+1) = 0, for all x ∈ Z, i.e., ω(ξ,η) is a zero-energy
ground state of the set of local Hamiltonians H˜
(ξ,η)
[−L,L] in the sense of [2]. We assume that
the complete set of zero-energy ground states of {H˜(ξ,η)[−L,L]} is known, which is the case for
the XXX and XXZ chains. For the XXZ chain the ω(ξ,η) are the known ground states
described above. The aim is to prove that any ground state ω in the sense of (2.5) is a
convex combination of zero-energy ground states.
Step 4.. An arbitrary ground state can now be decomposed according to its left and
right asymptotics, using the projections satisfying (2.11):
ω( · · · ) ≈
∑
ξ,η∈LP0
ω(τ−a(Pξ)( · · · )τb(Pη)), a, b≫ 1. (2.13)
Next, we use the following theorem due to Bratteli, Kishimoto, and Robinson [14].
Theorem 2.3 Let H˜Λ be a set of local Hamiltonians of the form H˜Λ = HΛ∪∂Λ+WΛ where
WΛ ∈ AΛc are arbitrary boundary terms, and ∂Λ ⊂ Λc. A state ω is a ground state in the
sense of (2.5) iff ω satisfies
ω(H˜Λ) = inf
{
ω′(H˜Λ) | ω′ ∈ CωΛ
}
(2.14)
for all finite Λ, and where
CωΛ := {ω′, a state on A | ω′(A) = ω(A) for all A ∈ AΛc} . (2.15)
The difficult part is to construct suitable ω′ ∈ CωΛ , and to prove an energy estimate
for them. This is done by inserting a piece of the state ω(ξ,η) into ω(τ−a(Pξ)( · · · )τb(Pη))
appearing in the decomposition according to left and right asymptotics, and by using the
appropriate boundary terms. By applying Theorem 2.3, one then obtains that the states
ω(τ−a(Pξ)( · · · )τb(Pη)) satisfy
lim
a,b→∞
ω(τ−a(Pξ)h
(ξ,η)
x,x+1τb(Pη)) = 0 (2.16)
for all x ∈ Z. In combination with Step 3, it then follows that ω is a convex combination
of zero-energy ground states.
From the outline above it is clear that the notion zero-energy ground states plays an
important role in our completeness proof. We expect, however, that weaker notions can
be substituted for it. E.g., the zero-energy condition is only used asymptotically, i.e., in
the thermodynamic limit. A similar approach was reported by Matsui [15].
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3 Notations and Auxiliary Results
3.1 Notations
We consider the standard ferromagnetic XXZ chain with arbitrary spin. The volumes Λ
we consider will always be finite unions of intervals [a, b] ⊂ Z, and the half-infinite intervals
of the form [a,+∞) and (−∞, b]. The boundary of Λ, ∂Λ, is defined by
∂Λ = {x ∈ Z \ Λ | {x− 1, x+ 1} ∩ Λ 6= ∅}. (3.1)
E.g., if Λ = [a, b], ∂Λ = {a − 1, b + 1}, and Λ ∪ ∂Λ = [a − 1, b + 1]. The finite volume
Hamiltonians of the XXZ Heisenberg chain are given by
HΛ =
b−1∑
x=a
hx,x+1 (3.2)
for all a < b ∈ Z, and where
hx,x+1 := −∆−1
[
S(1)x S
(1)
x+1 + S
(2)
x S
(2)
x+1
]
−
[
S(3)x S
(3)
x+1 − S2
]
, for all x ∈ Z. (3.3)
Here ∆ ≥ 1 is the anisotropic coupling, and S = 1/2, 1, 3/2, . . .. The normalization of
the interactions (3.3) is such that one can consider the limit ∆ → ∞ without difficulty.
In this limit the models become the ferromagnetic classical Ising chains with spin-S. If
Λ1 ∩ Λ2 = ∅, HΛ1∪Λ2 = HΛ1 +HΛ2. This determines the Hamiltonians for all Λ that are
finite unions of finite intervals.
For the description of the kink and the antikink ground states we introduce two other
Hamiltonians with specific boundary terms as follows: for any Λ = [a, b],
H˜+−Λ = HΛ∪∂Λ + A(∆)
[
S
(3)
b+1 − S(3)a−1
]
, (3.4)
and
H˜−+Λ = HΛ∪∂Λ − A(∆)
[
S
(3)
b+1 − S(3)a−1
]
, (3.5)
where A(∆) := S
√
1−∆−2. We will use the convention that tildes indicate that the local
Hamiltonians include boundary terms. Typically, one has that H˜Λ ∈ AΛ∪∂Λ, while HΛ ∈
AΛ. The particular boundary terms in (3.4) and (3.5) make the quantum group SUq(2)
symmetry that the XXZ chains possess explicit [16]. These are the local Hamiltonians
studied in [1, 2, 17]. For convenience we also put
H˜++Λ = H˜
−−
Λ = HΛ∪∂Λ (3.6)
We will also use the notation
h+−x,x+1 = −∆−1
[
S(1)x S
(1)
x+1 + S
(2)
x S
(2)
x+1
]
−
[
S(3)x S
(3)
x+1 − S2
]
+ A(∆)
[
S
(3)
x+1 − S(3)x
]
,(3.7)
h−+x,x+1 = −∆−1
[
S(1)x S
(1)
x+1 + S
(2)
x S
(2)
x+1
]
−
[
S(3)x S
(3)
x+1 − S2
]
− A(∆)
[
S
(3)
x+1 − S(3)x
]
,(3.8)
7
and
h++x,x+1 = h
−−
x,x+1 = hx,x+1. (3.9)
Note that for α, β = ±, we have
H˜αβ[a,b] =
b∑
x=a−1
hαβx,x+1. (3.10)
In the case of αβ = +− and αβ = −+, the boundary terms in corresponding Hamiltonians
allow for ground states with a kink, or an antikink [1, 2].
3.2 Properties of the ground states
For the proof of Theorem 2.1 we will use detailed properties of the known ground states
of the XXZ chain. In this section we bring together the properties known in the literature
and prove some additional results that we need.
3.2.1 Finite-volume ground states
Consider the spin-S XXZ ferromagnetic chain given by
H˜αβΛ =
b−1∑
x=a
hαβx,x+1 (3.11)
with the anisotropic coupling ∆ > 1 and with Λ ∪ ∂Λ = [a, b], and where hαβx,x+1 has been
defined in (3.7–3.9). For concreteness we consider the case α = −, β = +. The case
α = +, β = − is identical up to a reflection. The cases α = β = +, and α = β = − are
trivial. The ground state given by Alcaraz, Salinas and Wreszinski [1] is
Φ
(M)
[a,b] =
∑
mx
∏
x∈[a,b]
qx(S−mx)w(mx)|{mx}〉, (3.12)
where mx is the third component of the spin at the site x with the range −S ≤ mx ≤ S,
and the sum is restricted to the configurations {mx} of the spins for which
∑
xmx = M .
The parameter q is defined by 1 < ∆ = (q + q−1)/2 with 0 < q < 1, and the weights
w(mx) are given by
w(m) =
√
(2S)!
(S −m)!(S +m)! . (3.13)
One can easily show that h−+x,x+1Φ
(M)
[a,b] = 0 for any x ∈ [a, b−1]. Thus we have H˜−+Λ Φ(M)[a,b] = 0.
Since h−+x,x+1 ≥ 0, the vector Φ(M)[a,b] is a ground state of the Hamiltonian H˜−+Λ of (3.11).
Further this ground state Φ
(M)
[a,b] is unique in the sector of the fixed magnetization M from
the Perron-Frobenius theorem.
Following [2], we introduce a vector
Ψˇ−+[a,b] :=
∑
M
Φ
(M)
[a,b] =
⊗
x∈[a,b]
χˇx (3.14)
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with
χˇx :=
S∑
mx=−S
qx(S−mx)w(mx)|mx〉. (3.15)
The norm of χˇx can be easily computed as
‖χˇx‖ =
(
1 + q2x
)S
. (3.16)
Therefore the normalized vector is
Ψ−+[a,b] :=
⊗
x∈[a,b]
χx (3.17)
with
χx :=
1
(1 + q2x)S
S∑
mx=−S
qx(S−mx)w(mx)|mx〉. (3.18)
We denote by ψ−+[a,b] the corresponding state, i.e., the expectation
ψ−+[a,b](· · ·) =
〈
Ψ−+[a,b], (· · ·)Ψ−+[a,b]
〉
. (3.19)
Clearly this is an antikink with the center at the origin. Similarly we can construct the
kink ψ+−[a,b] which is the reflection of the antikink centered at the origin.
The probability of finding S
(3)
x 6= αS at the site x is given by
Prob−+[a,b]
(
S(3)x 6= αS
)
:= ψ−+[a,b](1l− P αx ), for α = ±, (3.20)
where P±x are the projections onto the state with the spin S
(3)
x = S at the site x for
the plus sign, and the state with S
(3)
x = −S for the minus sign. Similarly we define by
Prob+−[a,b]
(
S
(3)
x 6= αS
)
the corresponding probabilities for the kink ψ+−[a,b].
Lemma 3.1 The following estimates are valid:
Prob−+[a,b]
(
S(3)x 6= αS
) ≤ 2Sq2αx, for α = ±, (3.21)
Prob+−[a,b]
(
S(3)x 6= αS
) ≤ 2Sq−2αx, for α = ±. (3.22)
Proof: The probability of finding S
(3)
x = S at the site x is given by
Prob−+[a,b]
(
S(3)x = S
)
:= ψ−+[a,b](P
+
x ) =
1
(1 + q2x)2S
(3.23)
from (3.17), (3.18), and (3.19). Therefore
Prob−+[a,b]
(
S(3)x 6= S
)
= 1− 1
(1 + q2x)2S
≤ 1− e−2Sq2x ≤ 2Sq2x, (3.24)
where we have used the following two inequalities: 1 + u ≤ eu for u ≥ 0, and 1− e−v ≤ v
for v ≥ 0. The rest are treated in the same way.
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3.2.2 Infinite-volume ground states
All pure ground states –at this point, we should rather say, all known pure ground states–,
of the ferromagnetic XXZ chains happen to be zero-energy ground states, i.e., if ω is a
pure ground state of a spin-S ferromagnetic XXZ chain, then there is a choice of α, β = ±
such that
ω(hαβx,x+1) = 0, for all x ∈ Z. (3.25)
It is known from the work of Gottstein and Werner [2] (and some straightforward gener-
alizations thereof) that the following list describes all zero-energy ground states of these
models:
• If ∆ = 1, all zero-energy ground states are translation invariant and the pure zero-
energy ground states are all rotations of the state determined by
ω↑(S
(3)
x ) = S, for all x ∈ Z. (3.26)
This means that there is g ∈ SU(2) such that
ω(A) = ω↑(Rg(A)), for all A ∈ A, (3.27)
where the rotation automorphism Rg is determined by
Rg(A) =
⊗
x∈Λ
U∗x(g)AUx(g), for all A ∈ AΛ, (3.28)
where U∗x(g) is the (2S + 1)-dimensional irreducible unitary representation of SU(2)
acting on the state space at site x. It is then clear that any zero-energy ground state
of the isotropic chain is invariant under arbitrary permutations of the sites of the
chain.
• If ∆ > 1, as mentioned before, not all zero-energy ground states are translation
invariant.
1. There are two translation invariant zero-energy ground states, ω↑ and ω↓, re-
spectively determined by
ω↑(S
(3)
x ) = S, and ω↓(S
(3)
x ) = −S, for all x ∈ Z. (3.29)
2. There is an infinite family of pure kink ground states, which are all obtained as
thermodynamic limits of the finite-volume ground states of the Hamiltonians
H˜+−Λ , described in the previous paragraphs. For a more detailed description of
the resulting space of states see [2]. The kink ground states satisfy
ω(h+−x,x+1) = 0. (3.30)
Note that the translation invariant ground states have zero energy for each of
the interactions hαβx,x+1.
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3. There is an infinite family of pure antikink ground states which can be obtained
from the kink ground states either by reflection (interchanging left and right),
or by a rotation over π about an axis in the XY plane (spin flip, interchanging
up and down). All antikink ground states satisfy
ω(h−+x,x+1) = 0. (3.31)
Gottstein and Werner [2] also prove that if ω is a pure zero-energy ground state of the
XXZ chains with local Hamiltonians H˜−+Λ , then exactly one of the following must be true:
• Either ω is translation invariant, and it is then either ω↑ or ω↓,
• or ω is represented by a unit vector in the GNS Hilbert space of the state ω0 obtained
by the following thermodynamic limit:
ω0(A) = lim
b→+∞
lim
a→−∞
ψ−+[a,b](A) (3.32)
which describes an antikink centered at the origin. Here ψ−+[a,b] is given by (3.19). For
a description of the GNS representation πω0 of ω0, and the GNS Hilbert space Hω0,
see [2] or [17]. So, in this case there is a vector ψ ∈ Hω0, such that for all A ∈ A
ω(A) = 〈ψ, πω0(A)ψ〉 . (3.33)
Moreover, ψ belongs to the kernel of the GNS Hamiltonian. Together with Theorem 4.4,
this result (and its analogue for kink states) also proves that all infinite-volume ground
states of the XXZ chains are thermodynamic limits of finite-volume ground states of local
Hamiltonians with one-site boundary terms as, e.g., the H˜αβΛ defined in (3.5–3.6).
4 Proof of Theorem 2.1
We begin with three short lemmas that will be used in the proof of Theorem 2.1 and
Theorem 2.2.
Lemma 4.1 Let H˜[a,b] =
∑b
x=a−1 hx,x+1 be local Hamiltonians with a translation invariant
interaction satisfying 0 ≤ hx,x+1 ≤ h1l, and suppose there exists a state η of A such that
η(hx,x+1) = 0, for all x ∈ Z. Then, if ω is a ground state, i.e., ω satisfies (2.5), we have
0 ≤ ω(H˜[a,b]) ≤ 2h (4.1)
for all a < b ∈ Z, and
lim
x→±∞
ω(hx,x+1) = 0. (4.2)
Proof: Since hx,x+1 ≥ 0, we get the lower bound. To obtain the upper bound, we
consider the trial state
ω′ = ω[a,b]c ⊗ η[a,b], (4.3)
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where the subscripts denote the restriction to the algebra on the corresponding subvolume.
Then, by Theorem 2.3, we have
ω
(
H˜[a,b]
)
≤ ω′
(
H˜[a,b]
)
=
(
ω[a,b]c ⊗ η[a,b]
)
(ha−1,a + hb,b+1) ≤ 2h. (4.4)
This proves (4.1). From (4.1) it follows that limω(H˜[a,b]) is a convergent sum of non-
negative terms terms and, hence, (4.2) is obvious.
Lemma 4.2 Suppose an ∈ Z such that either limn an = +∞ or limn an = −∞, and
suppose ω is a ground state of the spin−S XXZ chain with ∆ > 1. If there exists
lim
n
ω ◦ τan = η, (4.5)
then there exists t ∈ [0, 1] such that
η = tω↑ + (1− t)ω↓, (4.6)
where ω↑ and ω↓ are the “up” and “down” ground states defined in (2.6).
Proof: By Lemma 4.1 we have that η is a zero-energy ground state with
η(hx,x+1) = 0, for all x ∈ Z. (4.7)
This implies that η is a convex combination of the two translation invariant zero-energy
ground states ω↑ and ω↓.
We will use the following elementary lemma in our estimates.
Lemma 4.3 Let ω be a state of a C*-algebra A, and suppose P ∈ A is an orthogonal
projection. Then, for all A ∈ A we have
|ω(A)− ω(PAP )| ≤ 2
√
1− ω(P )‖A‖. (4.8)
Proof: Note that
ω(A)− ω(PAP ) = ω(A(1l− P )) + ω((1l− P )AP ). (4.9)
The two terms in the right-hand side can be estimated using the Cauchy-Schwarz inequality
for the positive sesqui-linear form (X, Y ) 7→ ω(X∗Y ):
|ω(A(1l− P ))|2 ≤ ω(1l− P )ω(AA∗), (4.10)
|ω((1l− P )AP )|2 ≤ ω(1l− P )ω(PAA∗P ). (4.11)
As ω(AA∗) and ω(PAA∗P ) are both bounded by ‖A‖2, the result follows.
The set of all states of A is w∗-compact. Therefore, for any state ω there are sequences
an of integers, with limn an = +∞, and such that the w∗-limits of ω ◦ τan and ω ◦ τ−an
exist. The following theorem is then sufficient to prove Theorem 2.1.
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Theorem 4.4 Let ω be any ground state of the spin-S XXZ ferromagnetic chain with
anisotropic coupling ∆ > 1, and let [an, bn] be a sequence of intervals tending to Z (i.e.,
an → −∞ and bn → +∞), such that
w∗- lim
n→∞
ω ◦ τ−an ≡ ω−∞ = t−∞ω↑ + (1− t−∞)ω↓, (4.12)
and
w∗- lim
n→∞
ω ◦ τbn ≡ ω+∞ = t+∞ω↑ + (1− t+∞)ω↓. (4.13)
Here t±∞ ∈ [0, 1]. Then the following properties hold:
i) ω has well-defined asymptotics, i.e.,
w∗– lim
n→∞
ω ◦ τ±n = ω∓∞ (4.14)
ii) ω has a convex decomposition as follows
ω = t++ω↑ + t
−−ω↓ + t
+−ϕ+− + t−+ϕ−+, (4.15)
where the states ϕ+− and ϕ−+ satisfy, for all x ∈ Z,
ϕ+−(h+−x,x+1) = 0, ϕ
−+(h−+x,x+1) = 0. (4.16)
Note that the complete list of such states ϕ+− and ϕ−+ is known due to the work
of Gottstein and Werner described in the previous section. The state ϕ+− is a convex
combination of the translations of a kink state, and ϕ−+ is a convex combination of the
translations of an antikink state. The following relations between the convex combination
coefficients are obvious:
t−∞ = t
++ + t+−, t+∞ = t
−+ + t++. (4.17)
Proof: We use the Bratteli-Kishimoto-Robinson characterization of ground states stated
in Theorem 2.3. A suitable choice for the boundary terms is:
W[a,b] = −2SA(∆)
(
P+a−1P
−
b+1 + P
−
a−1P
+
b+1
)
, (4.18)
where P±x are the projections onto the state with S
(3)
x = S at the site x for the plus sign,
and the state with S
(3)
x = −S for the minus sign. The corresponding local Hamiltonian is
H˜[a,b] =
b∑
x=a−1
hx,x+1 +W[a,b]. (4.19)
First, we will show that for any ground state ω satisfying the assumptions of the
theorem the quantity EΛ(ω) defined by
EΛ(ω) = inf{ω′(H˜Λ) | ω′Λc = ωΛc} (4.20)
tends to zero as Λ = [an, bn] ↑ Z by showing that lim infnE[an,bn](ω) ≥ 0 (part a), and
lim supnE[an,bn](ω) ≤ 0 (part b). This fact can then be combined with the assumed
asymptotics (4.12 -4.13) to complete the proof of the theorem (see part c).
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a) Proof of lim infnE[an,bn](ω) ≥ 0.
We write
Px = P
+
x + P
−
x . (4.21)
The assumed asymptotic behavior of ω implies that for any ǫ > 0, there exists N such
that, for all n ≥ N , we have
ω(1l− Pan−1) ≤ ǫ, (4.22)
ω(P αan−1(1l− P αan)) ≤ ǫ, (4.23)
ω(P αan−1Aan−1P
β
an−1) ≤ ǫ, if α 6= β for any Aan−1 ∈ A{an−1} (4.24)
and similar inequalities hold with an−1 replaced by bn+1. Clearly, for Λ = [an, bn], n ≥ N ,
any ω′ such that ω′Λc = ωΛc satisfies the same inequalities. In order to estimate the finite-
volume energy of such ω′, first introduce resolutions of the identity at the site an − 1 as
follows
ω′(H˜[an,bn]) = ω
′(Pan−1H˜[an,bn]Pan−1) + ω
′(Pan−1H˜[an,bn](1l− Pan−1))
+ ω′((1l− Pan−1)H˜[an,bn]Pan−1) + ω′((1l− Pan−1)H˜[an,bn](1l− Pan−1)).
(4.25)
From (4.22), the non-vanishing terms are the first and the fourth ones. The fourth term
is non-negative. In fact it is written as
ω′((1l− Pan−1)H˜[an,bn](1l− Pan−1)) =
bn∑
x=an−1
ω′((1l− Pan−1)hx,x+1(1l− Pan−1)) ≥ 0 (4.26)
because the contribution from the boundary term W[an,bn] of (4.18) is vanishing. We
decompose the first term in the right-hand side of (4.25) as
ω′(Pan−1H˜[an,bn]Pan−1) = ω
′(P+an−1H˜[an,bn]P
+
an−1) + ω
′(P+an−1H˜[an,bn]P
−
an−1)
+ ω′(P−an−1H˜[an,bn]P
+
an−1) + ω
′(P−an−1H˜[an,bn]P
−
an−1). (4.27)
From (4.24), the only non-vanishing terms are of the form ω′(P αan−1H˜[an,bn]P
α
an−1). Since
similar properties hold for the site bn + 1, we have only to treat the forms
ω′(P αan−1P
β
bn+1
H˜[an,bn]P
α
an−1P
β
bn+1
) (4.28)
as the rest of non-vanishing contributions. We show that these are non-negative. To do
this we consider the following decompositions of the Hamiltonian:
H˜[a,b] = H˜
αβ
[a,b] + δW
αβ
[a,b] (4.29)
with
δW αβ[a,b] := A(∆)
[
1
2
(α− β)
(
S
(3)
a−1 − S(3)b+1
)
− 2S (P+a−1P−b+1 + P−a−1P+b+1)
]
. (4.30)
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Using this expression, one can easily show
P αa−1P
β
b+1H˜[a,b]P
α
a−1P
β
b+1 = P
α
a−1P
β
b+1H˜
αβ
[a,b]P
α
a−1P
β
b+1 ≥ 0. (4.31)
Clearly the corresponding terms in the expectation are non-negative. Thus, we have shown
that
ω(H˜[an,bn]) ≥ −C × ǫ, (4.32)
where C is a positive constant and as ǫ > 0 is arbitrary, this proves lim infnE[an,bn](ω) ≥ 0.
b) Proof of lim supnE[an,bn](ω) ≤ 0.
In order to obtain an upper bound implying that also lim supEΛ(ω) = 0, we choose a trial
state ω′ defined as follows:
ω′ =
∑
α,β=±
ξαβ + ξ′ (4.33)
with
ξαβ = ψαβ[an+1,bn−1] ⊗ ω[an+1,bn−1]c(P αanP
β
bn
( · · · )P αanP βbn) (4.34)
and
ξ′ = ψ++[an+1,bn−1] ⊗ ω[an+1,bn−1]c((1l− PanPbn)(· · ·)(1l− PanPbn)), (4.35)
where ψ−+[an+1,bn−1] is given by (3.19), i.e., the antikink centered at the origin, ψ
+−
[an+1,bn−1]
is
the kink which is the reflection of the kink, and ψαα is the state with all spins S
(3)
x = αS
for α = ±.
Before making the energy estimates, we check that ω′(A) = ω(A) for all A ∈ A[an,bn]c.
This is verified as follows:
ω′(A) =
∑
α,β=±
ξαβ(A) + ξ′(A)
=
∑
α,β=±
ω(P αanP
β
bn
A) + ω((1l− PanPbn)A)
= ω(PanPbnA) + ω((1l− PanPbn)A) = ω(A) (4.36)
for A ∈ A[an,bn]c .
To compute the energy of each term we again use the decomposition (4.29). The
interior terms of the Hamiltonian, i.e., H˜αβ[an+2,bn−2], are identically zero. Therefore we have
ξαβ
(
H˜[an,bn]
)
= ξαβ
(
hαβan−1,an + h
αβ
an,an+1 + h
αβ
bn−1,bn
+ hαβbn,bn+1
)
+ ξαβ
(
δW αβ[an,bn]
)
, (4.37)
and
ξ′
(
H˜[an,bn]
)
= ξ′ (han−1,an + han,an+1 + hbn−1,bn + hbn,bn+1)
− 2SA(∆)ξ′ (P+an−1P−bn+1 + P−an−1P+bn+1) . (4.38)
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Owing to (4.22) and
1l− PanPbn = (1l− Pan)Pbn + Pan(1l− Pbn) + (1l− Pan)(1l− Pbn), (4.39)
the right-hand side of (4.38) tends to zero as n→∞.
By definition, we can write ξαβ
(
H˜[an,bn]
)
of (4.37) as
ξαβ
(
H˜[an,bn]
)
= ω
(
P βbnP
α
an
hαβan−1,anP
α
an
)
+ ξαβ(hαβan,an+1) + ξ
αβ(hαβbn−1,bn)
+ ω
(
P αanP
β
bn
hαβbn−1,bnP
β
bn
)
+ ω
(
P αanP
β
bn
δW αβ[an,bn]
)
. (4.40)
The first term in the right-hand side is written as
ω
(
P βbnP
α
an
hαβan−1,anP
α
an
)
= ω
(
P βbnP
α
an
hαβan−1,anP
α
an
(1l− P αan−1)
)
+ ω
(
P βbnP
α
an
hαβan−1,anP
α
an
P αan−1
)
. (4.41)
This first term in the right-hand side is vanishing as an → −∞ from (4.23), and the
second term also is vanishing because hαβan−1,anP
α
an
P αan−1 = 0. Therefore the first term
ω
(
P βbnP
α
an
hαβan−1,anP
α
an
)
of (4.40) is vanishing. Similarly the fourth term in the right-hand
side of (4.40) is vanishing as bn → +∞.
The fifth term in the right-hand side of (4.40) tends to zero as n→∞. To show this,
we introduce a resolution of the identity
1l = P αan−1P
β
bn+1
+ P αan−1(1l− P βbn+1) + (1l− P αan−1)P βbn+1 + (1l− P αan−1)(1l− P βbn+1). (4.42)
Owing to this and (4.23), we have only to show that
ω
(
P αanP
β
bn
δW αβ[an,bn]P
α
an−1P
β
bn+1
)
(4.43)
is vanishing in the limit n→∞. But this is identically zero for all α, β = ±.
The rest are the second and the third terms in the right-hand side of (4.40). We treat
only the second term because the third one is treated in the same way. To begin with, we
note the following: From Lemma 3.1 and Lemma 4.3 we obtain∥∥∥ψαβ[an+1,bn−1](P αan+1P βbn−1( · · · )P αan+1P βbn−1)− ψαβ[an+1,bn−1](· · ·)
∥∥∥ ≤ µ exp [−νmin{−an, bn}]
(4.44)
for some positive constants µ, ν, and min{−an, bn} represents the distance of the position
of the center of the kink to the origin. Combining (4.44) with
P αanP
α
an+1h
αβ
an,an+1P
α
an
P αan+1 = 0 for all α, β = ±, (4.45)
we get the desired result ξαβ(hαβan,an+1) → 0 as an → −∞. This concludes the proof of
lim supnE[an,bn](ω) ≤ 0.
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c) We can now complete the proof as follows. From the asymptotics it follows that
there is a sequence ǫn ↓ 0 such that
|ω[an,bn](A)−
∑
α,β=±
ω(P αan−1P
β
bn+1
A)| ≤ ǫn‖A‖ (4.46)
for all A ∈ A[an,bn]. This implies that there are four subsequences of states defined by
ωαβk (A) =
ω(P αan
k
−1P
β
bn
k
+1AP
α
an
k
−1P
β
bn
k
+1)
ω(P αank−1
P βbn
k
+1)
(4.47)
with the following properties:
w∗– lim
k→∞
ωαβk ≡ ωαβ exists, (4.48)
w∗– lim
k→∞
∣∣∣∣∣ω −
∑
α,β=±
tαβωαβk
∣∣∣∣∣ = 0, with tαβ ≥ 0, (4.49)
lim
k→∞
ωαβk (h
αβ
x,x+1) = 0 for all x ∈ Z. (4.50)
The last property (4.50) follows from the above results in parts a and b. To see this, we
note that
ωαβk
(
H˜[ank ,bnk ]
)
= ωαβk
(
H˜αβ[ank ,bnk ]
)
+ ωαβk
(
δW αβ[ank ,bnk ]
)
, (4.51)
where we have used the decompositions (4.29) of the Hamiltonian H˜[a,b]. The second term
in the right-hand side is vanishing as ank → −∞, bnk → +∞ from the asymptotics and
the definition (4.30) of δW αβ[a,b]. Combining these observations with (4.49) and with the
results of parts a and b, i.e., ω(H˜[an,bn])→ 0 as an → −∞, bn → +∞, we have
ωαβk (H˜
αβ
[an
k
,bn
k
]) =
bn
k∑
x=an
k
−1
ωαβk (h
αβ
x,x+1)→ 0 as ank → −∞, bnk → +∞. (4.52)
This implies (4.50) because hαβx,x+1 ≥ 0 for all α, β = ± and for all x ∈ Z.
As the convex decomposition (4.15), if it exists, is unique, its terms must be propor-
tional to the ωαβ because of (4.49). The property (4.50) identifies the ωαβ as the known
zero-energy states, which proves the statement ii) of Theorem 4.4. The statement i) follows
from ii).
5 Proof of Theorem 2.2
The proof of the absence of non-translation-invariant ground states in the isotropic case
is similar to the proof in the anisotropic case (Theorem 4.4). It differs from it in two
points. The first difference is that in the isotropic case all ground states turn out to
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be zero energy ground states for the same local Hamiltonians. This simplifies the proof.
The second difference, however, makes the proof more subtle than in the anisotropic case.
This is due to the broken continuous rotation symmetry. The possible asymptotics of pure
ground states now depend on two continuous parameters, which can be taken to be two
angles: (θ, φ) = Ω ∈ S2. For the same reason the excitation spectrum is gapless and,
therefore, the method of proof followed in [9] cannot be adapted to the isotropic case.
The state of a single spin pointing in the direction Ω is represented by the vector
|Ω〉 := U(Ω) |S〉 , (5.1)
where
U(Ω) := e−iφS
(3)
e−iθS
(2)
, (5.2)
and |S〉 is the normalized eigenvector of S(3) satisfying S(3) |S〉 = S |S〉. It follows that
the vectors
U(Ω) |S〉 , Ω ∈ S2 (5.3)
span the (2S + 1)-dimensional irreducible unitary representation of SU(2). For the same
reason the vectors
|Ω〉Λ :=
⊗
x∈Λ
(|Ω〉)x (5.4)
span the maximum total spin subspace for any finite volume Λ ⊂ Z. It is also straight-
forward to check that the orthogonal projection onto the subspace of maximal total spin,
PΛ, can be written as [18]
PΛ :=
2kS + 1
4π
∫
dΩQΛ(Ω), (5.5)
where, as usual, dΩ = sin θdθdφ, and
QΛ(Ω) =
⊗
x∈Λ
(|Ω〉 〈Ω|)x. (5.6)
It is obvious from the form of the isotropic Hamiltonian ((3.6) with ∆ = 1) that zero-
energy states are supported by the maximum total spin subspace on each finite volume,
which is permutation invariant. It follows immediately that all zero-energy ground states
of this Hamiltonian are translation invariant. Therefore, for the proof of Theorem 2.2 it
is sufficient to show that all ground states are zero-energy states for this Hamiltonian. By
Theorem 2.3, and the fact that the local interactions are non-negative, this will follow if
we prove that for any ground state
lim
Λ↑Z
EΛ(ω) = 0, (5.7)
where EΛ(ω) is defined in (4.20). By Lemma 4.1 we have to do this for any ω with left
and right asymptotics such that
lim
x→±∞
ω(1l− PΛ+x) = 0 (5.8)
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for all finite Λ ⊂ Z. To do this we follow the same strategy as in the proof of Theorem
2.1: we need to construct local modifications of an arbitrary ground state ω that have
arbitrarily low energy. This will be done by inserting a long-wavelength spin-wave state
that gradually turns the spin from Ω− to Ω+, conditioned upon the asymptotic orientation
to the left and to the right being Ω− and Ω+ respectively. The sum over the possible
asymptotic behaviors appearing in the proof of Theorem 2.1 will here become an integral
over Ω− and Ω+. Some care has to be taken with the conditioning in order not to spoil the
energy estimates, which need to be done carefully, too. A quick estimate produces useless
bounds. Now, we fill in the technical details of the proof sketched above.
Proof of Theorem 2.2:
As explained above we want to show (5.7). Due to the non-negative interaction we only
need to show
lim sup
Λ↑Z
EΛ(ω) ≤ 0. (5.9)
Let ω be a ground state. We will construct a trial state ω′ which coincides with ω outside
a finite interval Λ = [a, b]. We will use a corridor of m sites to perform the conditioning.
Therefore, let m ≥ 1 be such that b− a+ 1 > 2m. The state ω′ is then defined by
ω′ :=
∫
dΩ+
∫
dΩ−ηΩ
+,Ω−
[a+m,b−m] ⊗ ωΩ
+,Ω−
[a+m,b−m]c + ω
′′, (5.10)
where ηΩ
+,Ω−
[a+m,b−m], ω
Ω+,Ω−
[a+m,b−m]c , and ω
′′ are non-negative functionals on A[a+m,b−m],
A[a+m,b−m]c , and A, respectively, defined as follows. For convenience put Λˆ = [a+m, b−m].
ηΩ
+,Ω−
Λˆ
( · · · ) := ω↑,Λˆ
((
V Ω
+,Ω−
Λˆ
)∗
( · · · )V Ω+,Ω−
Λˆ
)
, (5.11)
where ω↑,Λˆ is the state with S
(3)
x = S for all x ∈ Λˆ, and V Ω+,Ω−
Λˆ
is the unitary defined by
V Ω
+,Ω−
Λˆ
:= exp
[
−iφ−
b−m∑
x=a+m
S(3)x −
i
Lˆ
(
φ+ − φ−) b−m∑
x=a+m
(x− a−m)S(3)x
]
× exp
[
−iθ−
b−m∑
x=a+m
S(2)x −
i
Lˆ
(
θ+ − θ−) b−m∑
x=a+m
(x− a−m)S(2)x
]
(5.12)
with Lˆ = b− a− 2m, and Ω± = (θ±, φ±).
ωΩ
+,Ω−
Λˆc
(· · ·) :=
(
2mS + 1
4π
)2
×ωΛˆc
(
Q[a,a+m−1](Ω
−)Q[b−m+1,b](Ω
+)( · · · )Q[a,a+m−1](Ω−)Q[b−m+1,b](Ω+)
)
, (5.13)
where QΛ(Ω) is defined in (5.6).
ω′′( · · · ) := ω↑,Λˆ( · · · )⊗ ωΛˆc
(
(1l− P[a,a+m−1]P[b−m+1,b])( · · · )(1l− P[a,a+m−1]P[b−m+1,b])
)
,
(5.14)
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with P[k,ℓ] defined in (5.5).
Note that in the state ηΩ
+,Ω−
Λˆ
the orientation of spins gradually rotate from Ω− on the
left to Ω+ on the right. Due to the known asymptotics of any ground state, the state
ωΩ
+,Ω−
Λˆc
, up to normalization, represents ω conditioned upon the spins having orientation
Ω− on the sites a, . . . , a+m− 1 and Ω+ on the sites b−m+ 1, . . . , b. In finite volume all
this is approximate, and the term ω′′ is exactly the correction needed to reproduce ω on
the complement of Λ.
Before making the energy estimates, we first verify this fact, i.e., check that ω′(A) =
ω(A) for all A ∈ AΛc . Note that the projection operators P[a,a+m−1], P[b−m+1,b],
Q[a,a+m−1](Ω
−), and Q[b−m+1,b](Ω
+) are elements of the algebra AΛ∩Λˆc, and therefore com-
mute with any A ∈ AΛc by the definitions. This fact and the definitions given above suffice
to check the following for all A ∈ AΛc :
ω′(A) =
∫
dΩ+
∫
dΩ− ηΩ
+,Ω−
Λˆ
(1l)ωΩ
+,Ω−
Λˆc
(A) + ω′′(A)
=
(
2mS + 1
4π
)2 ∫
dΩ+
∫
dΩ− ω(Q[a,a+m−1](Ω
−)Q[b−m+1,b](Ω
+)A)
+ ω((1l− P[a,a+m−1]P[b−m+1,b])A)
= ω(P[a,a+m−1]P[b−m+1,b]A) + ω((1l− P[a,a+m−1]P[b−m+1,b])A) = ω(A). (5.15)
Next, we estimate the energy of ω′. By definition, we have
ω′(HΛ∪∂Λ) =
∫
dΩ+
∫
dΩ−ηΩ
+,Ω−
Λˆ
(HΛˆ)
+
∫
dΩ+
∫
dΩ−
[
ωΩ
+,Ω−
Λˆc
(ha−1,a) + ω
Ω+,Ω−
Λˆc
(hb,b+1)
]
+
b∑
x=b−m
ω′′(hx,x+1) +
a+m−1∑
x=a−1
ω′′(hx,x+1). (5.16)
First, we estimate ηΩ
+,Ω−
Λˆ
(HΛˆ). Due to the rotation invariance this quantity depends
only on the angle between Ω− and Ω+. Therefore we can consider the case θ+ = θ, θ− =
φ+ = φ− = 0. The energy is then given by the usual spin wave energy:
ηΩ
+,Ω−
Λˆ
(HΛˆ) =
b−m−1∑
x=a+m
ω↑
((
V Ω
+,Ω−
Λˆ
)∗
hx,x+1V
Ω+,Ω−
Λˆ
)
= S2Lˆ
[
1− cos(θ/Lˆ)
]
. (5.17)
This implies
ηΩ
+,Ω−
Λˆ
(HΛˆ)→ 0, as Lˆ = b− a− 2m→∞. (5.18)
Therefore the first integral in the right-hand side of (5.16) vanishes in the limit Λˆ ↑ Z.
Next consider the second integral in the right-hand side of (5.16). Using the definitions
(5.5), (5.6), and (5.13), we have∫
dΩ+
∫
dΩ−ωΩ
+,Ω−
Λˆc
(hb,b+1)
20
=
2mS + 1
4π
∫
dΩ+ω(Q[b−m+1,b](Ω
+)hb,b+1Q[b−m+1,b](Ω
+)P[a,a+m−1])
≤ ω
(
2mS + 1
4π
∫
dΩ+Q[b−m+1,b](Ω
+)hb,b+1Q[b−m+1,b](Ω
+)
)
. (5.19)
The operator
2mS + 1
4π
∫
dΩ+Q[b−m+1,b](Ω
+)hb,b+1Q[b−m+1,b](Ω
+) (5.20)
commutes with SU(2) rotations. Therefore, as any weak limit ω ◦ τb, b→∞, is supported
by the highest spin irreducible representation of SU(2), the limit b→∞ of (5.19) is given
by
2mS + 1
4π
∫
dΩω(+∞)
(
Q[1,m](Ω)hm,m+1Q[1,m](Ω)
)
=
2mS + 1
4π
∫
dΩω↑
(
Q[1,m](Ω)hm,m+1Q[1,m](Ω)
)
. (5.21)
Here again ω↑ is the state determined by ω↑(S
(3)
x ) = S, for all x ∈ Z. The right-hand side
of (5.21) can easily be calculated:
2mS + 1
4π
∫
dΩω↑
(
Q[1,m](Ω)hm,m+1Q[1,m](Ω)
)
=
2mS + 1
4π
∫
dΩ S2
(
cos
θ
2
)4mS
(1− cos θ)
=
S2(2mS + 1)
2
∫ π
0
dθ sin θ
(
1 + cos θ
2
)2mS
(1− cos θ) = S
2
mS + 1
. (5.22)
Clearly this quantity vanishes as m→∞. The contribution in the second term of (5.16)
coming form the left asymptotics can be estimated in the same way. Therefore, we have
shown
lim
m→∞
lim
b→∞
lim
a→−∞
∫
dΩ+
∫
dΩ−
[
ωΩ
+,Ω−
Λˆc
(ha−1,a) + ω
Ω+,Ω−
Λˆc
(hb,b+1)
]
= 0. (5.23)
Finally, we consider the two summations in the right-hand side of (5.16). Note that
1l− P[a,a+m−1]P[b−m+1,b] = P[a,a+m−1](1l− P[b−m+1,b]) + (1l− P[a,a+m−1])P[b−m+1,b]
+ (1l− P[a,a+m−1])(1l− P[b−m+1,b]). (5.24)
Combining this with (5.8) and (5.14), we can conclude
lim
b→∞
lim
a→−∞
b∑
x=b−m
ω′′(hx,x+1) = 0, and lim
b→∞
lim
a→−∞
a+m−1∑
x=a−1
ω′′(hx,x+1) = 0 (5.25)
for a fixed m.
Combining (5.16), (5.18), (5.23), and (5.25), we obtain
lim
m→∞
lim
b→∞
lim
a→−∞
ω′(HΛ∪∂Λ) = 0. (5.26)
21
This implies (5.9).
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