To prove these theorems consider a point in the plane with coordinates (xl(t), x2(t)). The "motion" of the point is determined by the "central force" which is proportional to the vector r(t) = (xl(t), x2(~)) with the coefficient k (t). [Fu] . That is, we have the formula (where ,f , g are diffeomorphisms of IR). Thus the map g -to quadratic differentials is a 1-cocycle.
The Schwarzian derivative appears in our context in the "projectivized" picture. Let us consider the evolution of the strainght line Rt ( fig. 4) [Ca] , [R] , [RS] , [T] [A2] . The higher-dimensional Sturm theory ( [B] , [M] , [C] , [A2] First of all, a, ~y, 5 define a quadratic form in a linear n-dimensional space. Indeed, consider the subspaces 1 and 03B4 as "coordinate planes". Let v E 5 and consider the vector u in a such that its projection on 5 along, We shall call the pair of quadratic forms in R n t ~ 1, ~ 2 ~ ~ a "~3, y, b which is defined up to an equivalence the cross-ratio in (R Z'~, or the symplectic cross-ratio. [A2] . The invariant of the quadruple (a "~3, y, b ~ is in fact the invariant of two triples (a, ~, ~ ) and ~,Q, ~y, b ~ .
ii) The second statement is a simple computation. fig. 8 a) ). ii~ If the quadratic form on the ray (0, oo) then the Newtonian system is disconjugate on it.
Proof. -Consist in ~, simple application of the diffeomorphisms g(t)
= (1/~r) arctan(t) and g(t) = et (which transform the time axis into the interval and into the ray correspondingly).
Remark. -These theorems are multidimensional analogues of Nehari [N] and Kneser theorems correspondingly. The second one is known (see [C] ), the first one we failed to find in literature. [Ki] .) Consider also the (left) action of this group on G:
This action preserves the relation G( x ) * G ( x ) = .
The mapping (11) is equivariant. The normal form of the action TQ is a family of symmetric matrices (note that the space s is orthogonal to the subalgebra C°° (S1 so(n)) in g). It means that the square root G = M(x) is the normal form of families of matrices which verify the relation G(x)*G(x) _ M(x) under the action of the loop group C°° (S1 , O(n)).
4.2 Proof of theorem 1: solutions of the Newton system Proof of lemma 3. . -Let yl (t), ... Yn(t) E IRn be linearly independent solutions of the system (4). Denote by Y(t) the n x n matrix such that its column Yi coincides with the vector y2. We shall Y(t) the matrix of solutions of the system (4).
Given two matrices of solutions Y(t) and Z(t There is at least one reason to suppose that such a theory exists: the construction of Tits building on the linear symplectic group (see [Br] 
