Intense radiant heat pulses concomitantly activate A␦-and C-fiber skin nociceptors, and elicit a typical double sensation: an initial A␦-related pricking pain is followed by a C-related prolonged burning sensation. It has been repeatedly reported that C-fiber laser-evoked potentials (C-LEPs) become detectable only when the concomitant activation of A␦-fibers is avoided or reduced. Given that the saliency of the eliciting stimulus is a major determinant of LEPs, one explanation for these observations is that the saliency of the C-input is smaller than that of the preceding A␦-input. However, even if the saliency of the C-input is reduced because of the preceding A␦-input, a C-LEP should still be visible even when preceded by an A␦-LEP response. Here we tested this hypothesis by applying advanced signal processing techniques (peak alignment and time-frequency decomposition) to electroencephalographic data collected in two experiments conducted in 34 and 96 healthy participants. We show that, when using optimal stimulus parameters (delivering Ͼ80 stimuli within a small skin territory), C-LEPs can be reliably detected in most participants. Importantly, C-LEPs are observed even when preceded by A␦-LEPs, both in average waveforms and single trials. By providing quantitative information about several response properties of C-LEPs (latency jitter, stimulus-response and perception-response functions, dependency on stimulus repetitions and stimulated area), these results define optimal parameters to record C-LEPs simply and reliably. These findings have important clinical implications for assessing small-fiber function in neuropathies and neuropathic pain.
Introduction
Intense radiant heat pulses generated by infrared laser stimulators concomitantly activate A␦-and C-fiber endings located in the superficial skin layers (Bromm and Treede, 1984) . However, because of the different conduction velocity of A␦ (ϳ15 m/s) and C (ϳ1 m/s) afferents, laser stimuli elicit a typical double sensation: an initial A␦ fiber-related pricking pain is followed by a C fiber-related burning pain (Lewis and Pochin, 1937; Basbaum and Bushnell, 2009 ). The brain responses elicited by such stimuli (laser-evoked potentials; LEPs) show clear components at latencies compatible with the conduction velocity of A␦-fibers (A␦-LEPs or late LEPs; Treede et al., 1988a,b) . In contrast, components related to the activation of C-fibers (C-LEPs or ultralate LEPs; are much more difficult to detect, and they have been suggested to appear only when the concomitant activation of A␦-fibers is avoided or reduced (Bromm and Treede, 1983; .
This notion is largely based on the reports of C-LEPs elicited by laser stimuli delivered at energies below the activation threshold of A␦-fibers (Magerl et al., 1999) , during selective blockade of myelinated afferents (Bromm and Treede, 1983) , and in patients lacking myelinated afferents (Treede and Cole, 1993) . Given that the saliency of the eliciting stimulus is a major determinant of LEPs (Iannetti et al., 2008; Mouraux and Iannetti, 2009; Ronga et al., 2013) , one explanation for these observations is that the saliency of the C-fiber input is smaller than that of the preceding A␦-input, because it is of lower intensity and higher temporal predictability. Indeed, both decreases of intensity within a stream of successive sensory stimuli (Ronga et al., 2013) and temporal predictability Wang et al., 2010) are factors that reduce the amplitude of the LEP response.
However, it is important to highlight that even when stimulus saliency is reduced by, for example, repeating trains of three stimuli at 1 Hz (triplets: S1-S2-S3; Iannetti et al., 2008; Valentini et al., 2011; Ronga et al., 2013) , both S2 and S3 still elicit an LEP response, albeit of small amplitude. Thus, a C-LEP response should still be visible even when preceded by an A␦-LEP response, although of smaller amplitude compared with the C-LEP response elicited when C-fibers are activated selectively.
Here we tested this hypothesis by applying advanced signal processing techniques (peak alignment and time-frequency decomposition) to electroencephalographic (EEG) data collected from 34 healthy participants (Experiment 1). We characterized (1) the within-and between-subject latency variability of both A␦-LEPs and C-LEPs; (2) the dependency of A␦-LEP and C-LEP magnitudes on stimulus energy and subjective pain perception; (3) the correlation between A␦-LEP and C-LEP magnitudes, both within-and between-subjects; and (4) the dependency of the C-LEP signal-to-noise ratio (SNR) on the number of stimulus repetitions. In addition, by comparing the EEG data collected in Experiment 1 with those collected from other 96 healthy participants (Experiment 2), we also assessed (5) the effect of stimulated area on the C-LEP latency jitter.
Materials and Methods

Experiment 1
Participants. EEG data were collected from 34 healthy volunteers (17 females) aged 21.6 Ϯ 1.7 years (mean Ϯ SD, range ϭ 18 -25 years). All volunteers gave their written informed consent and were paid for their participation. The experiment procedures were approved by the local ethics committee.
Nociceptive stimulation and experimental design. Nociceptive-specific radiant-heat stimuli were generated by an infrared neodymium yttrium aluminum perovskite (Nd:YAP) laser with a wavelength of 1.34 m (Electronical Engineering). At this wavelength, laser pulses activate directly nociceptive terminals in the most superficial skin layers (Baumgärtner et al., 2005; Iannetti et al., 2006) . Laser pulses were directed on a rectangular area (2 ϫ 3 cm 2 , with the longer axis oriented mediolaterally) on the radial aspect of the left hand dorsum, between the first and the second metacarpus. A He-Ne laser pointed to the area to be stimulated. The laser beam was transmitted via an optic fiber and its diameter was set at ϳ7 mm (Ϸ38 mm 2 ) by focusing lenses. The duration of the laser pulse was 4 ms. After each stimulus, the target of the laser beam was shifted by at least 1 cm in a random direction, to allow for passive skin cooling and avoid nociceptor fatigue or sensitization.
Participants were asked to report the intensity of pain perception elicited by the laser stimulus, using a numerical rating scale (NRS) ranging from 0 ("no pain") to 10 ("pain as bad as it could be"), with 4 denoting pinprick pain threshold. Before EEG data collection, the highest laser energy to be used in the following experiment was individually determined by increasing the stimulus energy in steps of 0.25 J, until a rating of 8 out of 10 was obtained.
EEG data were collected in two separate blocks in the same session. In each block, we used between 12 and 15 levels of laser energy (from 1 J to 3.75-4.5 J, in step of 0.25 J), and we delivered five laser pulses of each energy, for a total of 60 -75 laser stimuli per block (120 -150 in total). The different number of laser energy levels was due to the fixed lower limit (1 J) and the variable upper limit (3.75-4.5 J) needed to achieve a rating of 8 out of 10 in each participant. The strongest laser energy applied was, on average, 3.98 Ϯ 0.17 J (range ϭ 3.75-4.5 J). Before each block, the surface temperature of the hand dorsum was measured using an infrared thermometer. The order of stimulus energies was pseudorandomized, and the interstimulus interval varied randomly between 10 and 15 s using a rectangular distribution. An auditory tone delivered between 3 and 6 s after the laser pulse (rectangular distribution) prompted the subjects to rate the intensity of pain perception elicited by the laser stimulus, using the same 0 -10 NRS used in the preliminary thresholding.
Experiment 2
Participants. EEG data were collected from 96 healthy volunteers (51 females) aged 21.6 Ϯ 1.7 years (mean Ϯ SD, range ϭ 17-25 years). All volunteers gave their written informed consent and were paid for their participation. The experiment procedures were approved by the local ethics committee. This dataset was already published in a previous study (Hu et al., 2014) .
Nociceptive stimulation and experimental design. The stimulation parameters and experimental settings were identical to Experiment 1, except that (1) laser pulses were directed to a larger area (5 ϫ 5 cm 2 ) centered on the dorsum of the left hand, and (2) four stimulus energies were used (2.5, 3, 3.5, and 4 J). A total of 40 laser pulses (10 for each energy) were delivered in pseudorandom order.
EEG recording
Participants were seated in a comfortable chair in a silent, temperaturecontrolled room. They wore protective goggles and were asked to focus their attention on the stimuli and relax their muscles. EEG data were recorded using 64 Ag-AgCl scalp electrodes placed according to the International 10-20 system (Brain Products GmbH; pass band: 0.01-100 Hz; sampling rate: 1000 Hz). The nose was used as reference, and impedances of all electrodes were kept Ͻ10 k⍀. Electro-oculographic (EOG) signals were simultaneously recorded using surface electrodes to monitor ocular movements and eye blinks.
EEG data analysis
Preprocessing. EEG data were processed using EEGLAB (Delorme and Makeig, 2004) , an open source toolbox running in the MATLAB (MathWorks) environment. Continuous EEG data were bandpass filtered between 1 and 30 Hz. EEG epochs were extracted using a window analysis time of 3000 ms (1000 ms prestimulus and 2000 ms poststimulus) and baseline corrected using the prestimulus interval. Trials contaminated by eye-blinks and movements were corrected using an independent component analysis algorithm (Delorme and Makeig, 2004) . In all datasets, these independent components had a large EOG channel contribution and a frontal scalp distribution.
Within-and between-subject latency variability of A␦-and C-LEPs. For each subject, all epochs were averaged, time-locked to the stimulus onset, thus yielding one average waveform across all stimulus energies. Singlesubject average waveforms were subsequently averaged to obtain grouplevel waveforms. Group-level scalp topographies were computed by spline interpolation. Peak latencies of A␦-N2, A␦-P2, C-N2, and C-P2 waves were measured from the LEP waveform (Cz-nose) of each subject, averaged not only across all trials, but also across the trials elicited by four consecutive levels of stimulus energy (i.e., E1: 1-1.75 J; E2: 2-2.75 J; E3: 3-3.75 J). The C-N2 and C-P2 latencies were compared using one-way repeated-measures ANOVA, with three levels (1-1.75, 2-2.75, and 3-3.75 J). When the main effect of the ANOVA was significant, post hoc Tukey's pairwise comparisons were performed. The A␦-N2 and A␦-P2 were defined as the most negative and positive deflections (biphasic) between 150 and 500 ms after stimulus onset, and the C-N2 and C-P2 were defined as the most negative and positive deflections (biphasic) between 700 and 1300 ms after stimulus onset. The reliability of the measured LEP peak latencies was validated by testing whether the global field power (GFP) within the time intervals of A␦-and C-LEPs was significantly different from baseline activity.
To assess the between-subject latency variability of each LEP wave, the absolute differences between single-subject peak latencies and the groupaverage were calculated for each subject. The between-subject latency variability of the four LEP waves was compared using one-way repeatedmeasures ANOVA, with four levels (A␦-N2, A␦-P2, C-N2, C-P2). When the main effect of the ANOVA was significant, post hoc Tukey's pairwise comparisons were performed.
To minimize the between-subject latency variability of late and ultralate LEP waves, single-subject LEP waveforms averaged across all stimulus energies were adjusted by aligning the single-subject peak latencies of A␦-N2, A␦-P2, C-N2, and C-P2 to the peak latency of their respective averages, and then interpolating linearly the amplitudes between each pair of consecutive LEP waves. This procedure yielded one aligned LEP waveform for each subject, in which the peak latencies of A␦-N2, A␦-P2, C-N2, and C-P2 were identical across all subjects.
A time-frequency distribution (TFD) of the EEG time course was obtained using a windowed Fourier transform (WFT) with a fixed 250 ms Hanning window. The WFT yielded, for each time course, a complex time-frequency estimate F(t, f ) at each point (t, f ) of the time-frequency plane, extending from Ϫ1000 to 2000 ms (in steps of 1 ms) in the time domain, and from 1 to 30 Hz (in steps of 1 Hz) in the frequency domain. The resulting spectrogram, P(t, f ) ϭ ԽF(t, f )Խ 2 , represents the signal power as a joint function of time and frequency at each time-frequency point. When applied to across-trial averages of the response in the time domain, the obtained TFDs only contain brain responses phase-locked to stimulus onsets. When applied to single-trial EEG responses, the obtained TFDs contained brain responses both phase-locked and nonphase-locked to stimulus onsets (Mouraux and Iannetti, 2008) .
To distinguish between phase-locked and non-phase-locked EEG responses, we calculated the phase-locking value (PLV; Lachaux et al., 1999) for each subject, as follows:
where N is the number of trials.
The spectrograms and PLVs were baseline-corrected (reference interval: Ϫ800 to Ϫ200 ms relative to stimulus onset) at each frequency f, using the subtraction approach (i.e., subtracting the average of the prestimulus interval from each poststimulus time point), which avoids the positive bias introduced by the percentage approach (i.e., dividing the poststimulus values obtained at each frequency with the subtraction approach by the average of the prestimulus values at that frequency; Hu et al., 2014) . The reference interval was chosen to avoid the adverse influence of spectral estimates biased by windowing poststimulus activity and padding values.
To assess the within-subject latency variability of A␦-and C-LEPs, the mean PLVs within their respective ROIs (A␦-LEP: ROI1, 0 -500 ms and 1-10 Hz; C-LEP: ROI2, 600 -1100 ms and 1-10 Hz) were calculated. For each ROI, the obtained PLVs of A␦-and C-LEPs were compared using paired sample t test.
Relationship between stimulus intensity and amplitude of A␦-and C-LEPs. For each subject, the aligned single-trial LEP waveforms were averaged for each level of stimulus energy, thus yielding 12 average waveforms (from 1 to 3.75 J, in step of 0.25 J). To assess the relationship between stimulus intensity and amplitude of A␦-and C-LEPs, peak-topeak amplitudes of late and ultralate N2-P2 complexes at each stimulus energy were measured from the average waveforms for each subject, and compared using a 12-level, one-way repeated-measures ANOVA. When the main effect of the ANOVA was significant, post hoc Tukey's pairwise comparisons were performed. Note that we decided to measure the peakto-peak amplitudes of both late and ultralate N2-P2 complexes to avoid the confound represented by the negative signal drift clearly visible before (and possibly during) the ultralate LEPs (Fig. 3) . Such a drift can be also observed in previous studies of C-fiber responses (Ploner et al., 2002, their Fig. 3) .
Relationship between subjective pain intensity and amplitude of A␦-and C-LEPs. For each subject, the aligned single-trial LEP waveforms were also averaged according to the subjective pain intensity, thus yielding nine average waveforms (rating Ͻ1; 1Յ rating Ͻ2; 2 Յ rating Ͻ3; 3Յ rating Ͻ4; 4Յ rating Ͻ5; 5Յ rating Ͻ6; 6Յ rating Ͻ7; 7Յ rating Ͻ8; 8Յ rating). To assess the relationship between intensity of pain perception and amplitude of A␦-and C-LEPs, N2-P2 peak-to-peak amplitudes at each level of subjective pain intensity were measured from the respective average waveform in each subject, and were respectively compared using a 9-level, one-way repeated-measures ANOVA. When the main effect of the ANOVA was significant, post hoc Tukey's pairwise comparisons were performed.
Within-and between-subject relationship between A␦-and C-LEPs. Due to the two distinct stimulus-response function at low-and high-energy stimuli for both A␦-and C-LEPs, LEP responses elicited by either lowenergy stimuli (1.5-2.75 J; 6 levels altogether) or high-energy stimuli (2.5-3.75 J; 6 levels altogether) were selected to assess the relationship between A␦-and C-LEPs. For each subject, the GFP of the N2-P2 complex at late (100 -500 ms) and ultralate (700 -1100 ms) latencies was calculated from the aligned single-trial LEP waveforms.
To assess the within-subject relationship between A␦-and C-LEPs, the correlation between single-trial GFPs in the late and ultralate time windows were calculated using the correlation coefficient for parametric data (Pearson's R), for each subject . To compare correlation coefficients across participants, Pearson's R were transformed to Z values. Z values were finally compared against zero using a one-sample t test (Hu et al., 2011) .
To assess the between-subject relationship between A␦-and C-LEPs, single-trial LEP waveforms were averaged across the six low (1.5-2.75 J) and high (2.5-3.75 J) stimulus energies in each subject. The GFP of the N2-P2 complex at late and ultralate time windows was calculated from the average LEP waveforms for each subject. The correlation between single-subject GFPs of A␦-and C-LEPs were tested using the correlation coefficient for parametric data (Pearson's R; .
Effect of number of stimuli on the SNR of C-LEPs. To assess the influence of the number of stimulus repetitions on the SNR of C-LEPs, we randomly selected between 1 and 120 trials in each subject, and estimated the SNR of C-LEPs from the resulting across-trial average waveforms. The SNR was estimated by dividing the variance of the C-LEPs (700 -1100 ms) by the variance of the baseline activity (Ϫ1000 to 0 ms; Debener et al., 2007; Hu et al., 2010) . This procedure was repeated by permuting the EEG trials 1000 times, which yielded a probability distribution of the SNR estimate for each number of stimulus repetitions. The estimated SNR of C-LEPs for each number of stimulus repetitions was compared with that of all trials using a paired sample t test. To account for multiple comparisons, the significance level (expressed as p value) was corrected using an false discovery rate procedure (Benjamini and Hochberg, 1995) .
Effect of size of stimulated area on the latency jitter of C-LEPs. To assess the influence of the size of the area within which that the laser pulses could be directed on the latency jitter of C-LEPs, we compared the timefrequency features of laser-evoked EEG responses in Experiment 1 (in which stimuli were delivered to a 2 ϫ 3 cm 2 rectangular area) and Experiment 2 (in which stimuli were delivered to a 5 ϫ 5 cm 2 squared area). Because in Experiment 1 we used more stimulus energies than in Experiment 2, we selected the trials of Experiment 1 with the same energies (2.5, 3, 3.5, and 4 J) of Experiment 2. For both datasets, the timefrequency features of C-LEPs (TFDs of single-subject averages, TFDs of single trials, and PLVs of single trials) were obtained by calculating the mean amplitudes and phase-locking values within the "C-LEPs" ROI (ROI2: 600 -1100 ms and 1-10 Hz), and normalized by subtracting the mean values within the preceding "A␦-LEPs" ROI (ROI1: 0 -500 ms and 1-10 Hz). Each of the three normalized time-frequency features were compared between Experiments 1 and 2 using an unpaired sample t test.
Results
Psychophysics
In Experiment 1, the temperature of hand dorsum in the two recording blocks was 33.1 Ϯ 1.6°C and 33.3 Ϯ 1.4°C (t (33) ϭ Table 1 . One-way repeated-measures ANOVA revealed that subjective pain intensity was significantly dependent on stimulus energy (F (11,396) ϭ 115.8, p Ͻ 0.001).
Within-and between-subject latency variability of A␦-and C-LEPs Figure 1 shows the grand average LEP waveforms and the aligned LEP waveforms, together with the scalp topographies at the peak latencies of the A␦-N2, A␦-P2, C-N2, and C-P2 waves (Experiment 1). Single-subject average waveforms are color-coded and superimposed. The black waveform represents the group level average. Scalp topographies of all four LEP peaks were remarkably similar between original and aligned waveforms. The A␦-N2 and C-N2 extended bilaterally toward temporal regions, whereas the A␦-P2 and C-P2 were more centrally distributed ( Fig. 1, right ; Kunde and Treede, 1993; Mouraux and Iannetti, 2009 ). The peak latencies of A␦-N2, A␦-P2, C-N2, and C-P2 waves were 230 Ϯ 27, 385 Ϯ 40, 830 Ϯ 92, and 974 Ϯ 122 ms, respectively. The GFP was significantly larger than the baseline activity (i.e., 2 SDs above the mean of the baseline) within two time intervals (136 -503 ms, 689 -1079 ms). The observations that the N2-P2 complex of A␦-LEPs at Cz was included in the first time interval (136 -503 ms) and the N2-P2 complex of C-LEPs was included in the second time interval (689 -1079 ms) confirmed the reliability of the recorded C-LEP latencies.
The between-subject latency variability were as follows: 22.1 Ϯ 15.8 ms (A␦-N2), 32.4 Ϯ 22.8 ms (A␦-P2), 68.6 Ϯ 60.8 ms (C-N2), and 92.6 Ϯ 77.3 ms (C-P2). These values were significantly different (F (3,132) ϭ 13.8, p Ͻ 0.001; one-way repeatedmeasures ANOVA). Post hoc Tukey's pairwise comparisons revealed that the latency jitter was significantly smaller in the A␦-N2 than in the C-N2 and the C-P2 ( p Յ 0.001 for both comparisons), and that the latency jitter was significantly smaller in the A␦-P2 than in the C-N2 and the C-P2 ( p ϭ 0.02 and p Ͻ 0.001, respectively). The peak latencies of the C-N2 wave were as follows: 829 Ϯ 123 ms (level E1: 1-1.75 J), 840 Ϯ 95 ms (level E2: 2-2.75 J), and 830 Ϯ 101 ms (level E3: 3-3.75 J). The peak latencies of the C-P2 wave were as follows: 950 Ϯ 142 ms (level E1: 1-1.75 J), 966 Ϯ 113 ms (level E2: 2-2.75 J), and 971 Ϯ 124 ms (level E3: 3-3.75 J). Both C-N2 and C-P2 latencies were not significantly different at different stimulus energies (C-N2 latency: F (2,99) ϭ 0.12, p ϭ 0.89; C-P2 latency: F (2,99) ϭ 0.27, p ϭ 0.76; one-way repeated-measures ANOVA). Figure 2 shows the EEG responses elicited by laser stimulation in the time and the time-frequency domains (Cz-nose; Experiment 1). Figure 2 , top, left, shows the grand average LEP waveforms in the time domain, characterized by a large late N2-P2 complex and a smaller ultralate N2-P2 complex. Figure 2 , top, right, shows the group-level average of the TFDs obtained from the single-subject average LEPs. Figure 2 , bottom, left, shows the group-level average of the TFDs obtained from single-trial LEPs. Both spectrograms contained clear responses at 0 -500 ms and 1-10 Hz (ROI1), as well as at 600 -1100 ms and 1-10 Hz (ROI2). These time-frequency responses correspond to the late and ultralate N2-P2 complexes in the time domain (Fig. 2, top, left) . Figure  2 , bottom, right, shows the group-level PLVs, which indicate that . Colored waveforms represent single-subject averages, whereas the black waveform is the group average across subjects. The scalp topographies of late and ultralate N2 and P2 peaks are displayed at their peak latencies. Left, LEPs waveforms averaged according to stimulus onset. Histograms in the inset show the absolute values (mean Ϯ SD) of the differences between single-subject and group-average latency for late and ultralate N2 and P2 peaks. Note how the between-subject variability of peak latency is significantly larger for C-LEP peaks (C-N2 and C-P2) than A␦-LEP peaks (A␦-N2 and A␦-P2). Right, LEPs waveforms aligned according to the peak latency of the four waves (A␦-N2, A␦-P2, C-N2, and C-P2; see Materials and Methods for details).
both A␦-and C-LEP responses are phase-locked to stimulus onset. The mean PLVs of A␦-LEPs (ROI1: 0.15 Ϯ 0.07) were significantly larger than C-LEPs (ROI2: 0.08 Ϯ 0.05; t (33) ϭ 5.53, p Ͻ 0.001; paired sample t test), a finding confirming that the withinsubject latency variability was significantly smaller in A␦-LEPs than in C-LEPs. Figure 3 shows the average LEP waveforms for each level of stimulus energy, color-coded and superimposed (Experiment 1). The average peak-to-peak amplitude of the late N2-P2 complex of the LEP elicited by stimuli of different energies are plotted in Figure  3 , top, right, and summarized in Table 1 . The average peak-topeak amplitude of the ultralate N2-P2 complex of the LEP elicited by stimuli of different energies are plotted in the Figure 3 , bottom, right, and summarized in Table 1 . Peak-to-peak amplitude of both late and ultralate N2-P2 complexes was significantly dependent on stimulus energy (late: F (11, 396) ϭ 74.7, p Ͻ 0.001; ultralate: F (11, 396) ϭ 17.9, p Ͻ 0.001; one-way repeated-measures ANOVA; Figure 3, right) . Note how the late N2-P2 amplitudes increased significantly with stimulus energies Ͼ2.75 J. In contrast, the ultralate N2-P2 amplitudes increased significantly with stimulus intensity up to energy of 2.5 J, and then plateau. Figure 4 shows the average LEP waveforms for each level of subjective pain intensity, color-coded and superimposed (Experiment 1). The average peak-to-peak amplitude of the late N2-P2 complex of the LEP for different pain perception intensities are plotted in Figure 4 , top, right, and summarized in Table 2 . The average peak-to-peak amplitude of the ultralate N2-P2 complex of the LEP for different pain perception intensities are plotted in Figure 4 , bottom, right, and summarized in Table 2 . Peak-topeak amplitude of both late and ultralate N2-P2 complexes was significantly dependent on subjective pain intensity (late: F (8, 297) ϭ 45.7, p Ͻ 0.001; ultralate: F (8,297) ϭ 9.1, p Ͻ 0.001; one-way repeated-measures ANOVA; Fig. 4, right) . Note how the late N2-P2 amplitudes increased significantly only when the subjective pain intensity was larger than 5. In contrast, the ultralate N2-P2 amplitudes increased significantly up to a subjective pain intensity of 5.
Relationship between stimulus intensities and amplitudes of A␦-and C-LEPs
Relationship between intensities of pain and amplitudes of A␦-and C-LEPs
Within-and between-subject relationships between A␦-and C-LEPs
The top panels of Figure 5 shows the average LEP waveforms elicited by stimuli at the six low and high energies (Experiment 1). At within-subject level, whereas in the response elicited by the six high energies there was a significant negative correlation between single-trial GFPs of the N2-P2 complex at late and ultralate latencies (mean r ϭ Ϫ0. 093 Ϯ 0.194, t (33) ϭ Ϫ2.77, p ϭ 0.009; onesample t test; Fig. 5 , middle, right), in those elicited by the six low energies there was a significant positive correlation between single-trial GFPs of the N2-P2 complex at late and ultralate latencies (mean r ϭ 0.053 Ϯ 0.133, t (33) ϭ 2.30, p ϭ 0.028; one-sample t test; Fig. 5, middle, left) . In contrast, in the response elicited by either the six low-or the six high-energies there was no significant between-subject correlation between GFPs of the N2-P2 complex at late and ultralate latencies (low-energies: r ϭ 0.099, p ϭ 0.58; high-energies: r ϭ 0.067, p ϭ 0.71; Fig. 5, bottom) .
Effect of number of stimuli on the SNR of C-LEPs
The SNR of C-LEPs was markedly enhanced when the number of stimulus repetitions was increased (e.g., 1 trial: SNR ϭ 1.95 Ϯ 1.65; 30 trials: SNR ϭ 5.08 Ϯ 5.86; all trials: SNR ϭ 9.58 Ϯ 9.84; Fig. 6 , bottom; Experiment 1). Compared with C-LEPs averaged across all trials, the SNR of C-LEPs averaged across Ͻ79 trials was significantly reduced (t (33) Ͼ 2.84, p fdr Ͻ 0.05, paired sample t test; Fig. 6, bottom) . When a small number of stimuli were delivered (e.g., 30 trials), C-LEPs, albeit possibly present, were hard to be identified due to low SNR (Fig. 6, top) .
Effect of size of stimulated area on the latency jitter of C-LEPs
The normalized PLVs of single-trial C-LEPs (Fig. 7, bottom row) were significantly larger in Experiment 1 than in Experiment 2 (Ϫ0.093 Ϯ 0.099 vs Ϫ0.14 Ϯ 0.11; t (128) ϭ 2.20, p ϭ 0.027, unpaired sample t test). This finding indicated that the larger the stimulated area, the larger the C-LEP latency jitter. As expected, the TFDs of single-subject averages and the TFDs of single trials were not significantly different between Experiments 1 and 2 (single-subject TFDs: Ϫ2.65 Ϯ 2.67 vs Ϫ3.90 Ϯ 3.55, t (128) ϭ 1.83, p ϭ 0.07; single-trial TFDs: Ϫ5.63 Ϯ 4.31 vs Ϫ6.92 Ϯ 4.88, t (128) ϭ 1.32, p ϭ 0.18, unpaired sample t test).
Discussion
By applying advanced signal processing techniques to two large multichannel EEG datasets (34 and 96 volunteers), we quantified several properties of the brain response related to the activation of C-fiber nociceptive afferents (C-LEPs). First, latency jitter was significantly larger in C-LEPs than A␦-LEPs, both within-and between-subjects (Figs. 1, 2) . Second, the C-LEP latency jitter was significantly reduced when the size of stimulated area was decreased (Fig. 7) . Third, amplitudes of A␦-and C-LEPs were differentially dependent on stimulus intensity, as well as on Figure 3 . Relationship between LEP amplitude and stimulus intensity. Left, Group-level average LEP waveforms, sorted according to stimulus intensity (from 1 to 3.75 J, in steps of 0.25 J). The time windows of the N2-P2 complex at late (100 -500 ms) and ultralate (700 -1100 ms) latencies are enlarged and displayed side-by-side in the top and bottom parts of this figure, respectively. Right, Amplitudes of late (top) and ultralate (bottom) N2-P2 complexes at each level of stimulus intensity. Note how the late N2-P2 amplitudes increase significantly with stimulus energies larger than 2.75 J. In contrast, the ultralate N2-P2 amplitudes increase significantly with stimulus intensity up to 2.5 J, and then plateau. subjective pain perception (Figs. 3, 4) . Fourth, at within-subject level, there was a significant negative correlation between A␦-and C-LEP amplitudes at high energies, but positive correlation at low-energies (Fig. 5) . Fifth, the SNR of C-LEPs was markedly enhanced when the stimulus was repeated up to 80 times (Fig. 6) .
Based on these response properties, we defined the optimal stimulus parameters to elicit a clearly detectable C-LEPs in most single participants. Importantly, C-LEPs were observed even when preceded by A␦-LEPs, both in average waveforms (Figs. 1,  2, 8 ) and single-trial waveforms (Fig. 5) . This approach is simple, robust, and does not require the previously suggested laborious methods to activate C-fibers in isolation. These findings have important implications in the assessment of small-fiber function in neuropathies and neuropathic pain.
Can C-LEPs be detected only when activation of A␦-nociceptors is avoided?
A reliable detection of C-fiber LEPs is highly needed in both basic and clinical neuroscience (Plaghki and Mouraux, 2003; Haanpää et al., 2011) . Therefore, in the past three decades a large effort has been devoted to devise stimulation techniques to reliably measure C-LEPs in humans. However, such effort has not yielded the longed result, and the descriptions of C-LEP recordings are sparse, inconsistent, and, therefore, not easily applicable to the clinical arena. The only coherent observation so far is that C-LEPs are more easily recorded when C-nociceptors are activated selectively, i.e., when the concomitant activation of A␦-nociceptors is avoided or reduced (Bromm and Treede, 1983; Cruccu et al., 2003; Treede et al., 2003) . The time windows of the N2-P2 complex at late (100 -500 ms) and ultralate (700 -1100 ms) latencies are enlarged and displayed side-by-side in the top and bottom parts of this figure, respectively. Right, Amplitudes of late (top) and ultralate (bottom) N2-P2 complexes at each level of perceived pain intensity. Note how the late N2-P2 amplitudes increase significantly when the subjective pain intensity is larger than 5. In contrast, the ultralate N2-P2 amplitudes increase significantly up to the subjective pain intensity of 5. Indeed, it has been reported that C-LEPs can be recorded either in patients lacking myelinated afferents (Treede et al., 1988a; Lankers et al., 1991; Cruccu et al., 2003) or in healthy subjects using elegant but sophisticated techniques that avoid the activation of A␦-fibers by exploiting the different physiological properties of A␦-and C-nociceptors (Towell et al., 1996; Magerl et al., 1999) . These techniques include using laser beams of extremely small diameters to exploit the higher density of C-fibers than A␦-fibers (Bragard et al., 1996) , performing a nerve compression block to exploit the higher resistance of C-fibers to ischemia (Bromm et al., 1983) , adjusting the stimulus intensity to exploit the lower heat threshold of C-fibers than A␦-fibers (Magerl et al., 1999; Jankovski et al., 2013) . Importantly, all these approaches (1) are complex and difficult to implement, and (2) yield a weak C-fiber input (because of, e.g., stimulation of few afferent at low-energies), resulting in C-LEPs of low SNR.
Here we show that this notion is not true, and that C-LEPs can be reliably recorded without using the techniques described above. The reliability of our approach is confirmed by the following two observations: (1) C-LEP amplitude was significantly larger at high stimulus energies (Ͼ2.5 J) than at low stimulus energies (Ͻ2.5 J), and (2) both C-N2 and C-P2 latencies were independent of stimulus energy (i.e., their presence was independent of the activation of A␦-fibers). As a matter of fact, we show that a C-LEP is clearly present even when preceded by an A␦-LEP, and that A␦-and C-LEPs can coexist in the same single trial (Experiments 1 and 2; Figs. 1-4, 8) . This observation, although in contradiction with most of the previous literature on the topic, is Figure 5 . The relationship between A␦-and C-LEPs at within-and between-subject levels. Top, Aligned LEP waveforms at low (1.5-2.75 J; left) and high (2.5-3.75 J; right) stimulus intensities are color-coded and superimposed. N2-P2 complex at late (100 -500 ms) and ultralate (700 -1100 ms) latencies at each level of stimulus intensity are highlighted by gray bars. Middle, Significant within-subject correlation is observed between GFPs of N2-P2 complex at late and ultralate latencies (low-energies: mean r ϭ 0.053 Ϯ 0.133, t (33) ϭ 2.30, p ϭ 0.028; high-energies: mean r ϭ Ϫ0. 093 Ϯ 0.194, t (33) ϭ Ϫ2.77, p ϭ 0.009). Each red dot represents the value measured from a single trial of a representative subject. Black solid line represents the best linear fit. Bottom, Lack of significant across-subject correlation between GFPs of N2-P2 complex at late and ultralate latencies (low-energies: r ϭ 0.099, p ϭ 0.58; high-energies: r ϭ 0.067, p ϭ 0.71). Each colored dot represents a single subject.
not surprising when considering both the physiological properties of A␦-and C-nociceptors and the main determinants of the LEP amplitude.
Indeed, when A␦-and C-nociceptors are concomitantly activated by a single laser pulse, because of the slower conduction velocity of C (ϳ1 m/s) versus A␦ afferents (ϳ10 m/s), the C-related prolonged burning sensation always follows the initial A␦-related pricking pain by a constant interval (Lewis and Pochin, 1937) . Thus, the C-input has both a lower intensity and a higher temporal predictability than the preceding A␦-input, and both factors are known to reduce the amplitude of the LEP response (Wang et al., 2010; Ronga et al., 2013) . Thus, it makes physiological sense that a C-LEP response is larger when the C-input is not preceded by a (1) stronger and (2) time-locked A␦-input. This observation provides strong support to the notion that also C-LEPs largely reflect saliency-related neural processes possibly related to the detection of relevant changes in the sensory environment (Downar et al., 2000) . However, when laser stimuli are repeated at short and constant interval of 900 ms (Bromm and Treede, 1987a) or 1000 ms (Iannetti et al., 2008; i.e., intervals similar to that between the A␦-related first pain and the C-related second pain), they are still salient enough to capture attention and elicit a cortical response, even when the preceding stimuli are identical (Iannetti et al., 2008; Valentini et al., 2011) or even stronger (Ronga et al., 2013) . For these reasons it is not surprising that a clear C-LEP is detected even when the C-input is preceded by the A␦-input (Figs. 1, 2, 8) .
It is interesting to note that at high stimulus intensities (2.5-3.75 J) there was a significant intraindividual negative correlation between the GFPs of N2-P2 complex at A␦-and C-latencies (Fig.  5) . This negative correlation can be parsimoniously explained by the reduced saliency of the C-input when it is preceded by a stronger A␦-input (Iannetti et al., 2008) . In contrast, at low stimulus intensities (1.5-2.75 J) there was a significant intraindividual positive correlation between the GFPs of N2-P2 complex at A␦ and C latencies. This observation confirms the concomitant activation of A␦-and C-nociceptors, thus providing additional support to the notion that C-LEPs can be observed even when preceded by A␦-LEPs, both in average waveforms and single trials (Fig. 5) . Figure 6 . Effect of number of stimuli on the SNR of C-LEPs. Top, LEP waveforms obtained averaging 30 randomly selected trials (left) and all trials (right) of a representative subject. Green and red denote A␦-and C-LEPs, respectively. Circles and squares denote N2 and P2 peaks, respectively. The red question mark shows an unclear C-LEP response. Bottom, SNR of the C-LEPs is markedly enhanced when the number of stimulus repetitions is increased. The SNR of the C-LEP obtained averaging all trials is significantly higher than the SNR of C-LEPs obtained averaging Ͻ79 trials (t (33) Ͼ 2.84, p fdr Ͻ 0.05, paired sample t test). cm 2 , Experiment 1) reduced the jitter by ϳ50% compared with a larger area (5 ϫ 5 cm 2 , Experiment 2; Fig. 7 ). This indicates that delivering laser pulses on a relatively small area dramatically enhances the likelihood of detecting C-LEPs. Indeed, a C-LEP was present in most participants when stimuli were delivered to small areas (33/34, Experiment 1; Fig. 8 ), but only in 71/96 participants when stimuli were delivered to larger areas (Experiment 2).
Effect of stimulus repetitions on C-LEP SNR
The SNR of C-LEPs was strongly dependent on the number of stimulus repetitions, with a steady SNR increase until ϳ80 stimuli (Experiment 1; Fig. 6 ). This figure should represent the minimum number of repetitions needed to elicit clear C-LEPs when using the parameters of Experiment 1. Given that the SNR improvement as a function of stimulus repetition is also dependent on the latency jitter (Luck, 2005) , this figure should be significantly increased when stimuli are delivered to a larger skin area.
Dependency of C-LEPs on stimulus energy and subjective perception
By using a wide range of stimulus energies (12-15) we provide the first fine-grained description of stimulus-response and perceptresponse functions of A␦-LEPs and C-LEPs (Figs. 3, 4) . A␦-LEP and C-LEP amplitudes complementary covered the entire spectrum of the energies applied and of the sensation elicited (Figs. 3,  4) . C-LEPs started to be observed at the lowest energies, and increased monotonically with both stimulus energy and perceived intensity, until 2.75 J or pricking pain threshold. Above these points, the C-LEP amplitude plateaued and did not increase further, and A␦-LEPs started to be detected and increased monotonically until the highest energies delivered and the strongest sensations elicited. These stimulus-response functions are strikingly similar to the recruitment curves of A␦-and C-nociceptors in monkeys (Treede et al., 1994; Bromm and Lorenz, 1998) , indicating that the intensity-dependent features of A␦-and C-LEPs mainly reflect the different physiological properties of A␦-and C-fibers, as well as their clearly different activation threshold. This result has one important practical implication: stimulus energies should be chosen depending on the physiological (or clinical) objective. Indeed, to record C-LEPs with maximal SNR, only stimuli around the pinprick threshold should be employed. Instead, to obtain a stimulus-response curve reflecting the function of C-fiber pathways, graded stimuli from detection up to pinprick threshold should be used.
