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Kurzzusammenfassung
Atmosphärische solare Gezeiten spielen eine bedeutende Rolle für den Vertikaltransport
von Energie und Impuls aus der Troposphäre in die mittlere und obere Atmosphäre. Sie
werden primär durch Absorption solarer Strahlung in der Troposphäre und Stratosphäre
angeregt. Die Perioden der solaren Gezeiten entsprechen den harmonischen Anteilen der
täglichen Variation solarer Strahlung.
Während die täglichen und halbtägigen Gezeiten relativ gut erforscht sind, haben die
dritteltägigen Gezeiten bisher weniger Aufmerksamkeit, insbesondere in Bezug auf ihre
Anregungsmechanismen, auf sich gezogen. Diese werden für höhere harmoni-sche Anteile
komplexer, da die solare Anregung geringer ist und weitere Anregungsmechanismen wie
nichtlineare Wechselwirkungen zwischen Gezeiten untereinander, mit Schwerewellen oder
mit der mittleren Strömung ins Spiel kommen.
Die dritteltägigen Gezeiten wurden bereits vielfach von bodengebundenen Instrumenten
und mit Fernerkundungsmethoden beobachtet, jedoch bieten diese Messungen lediglich
einen Überblick über die gesamten dritteltägigen Gezeiten als Produkt aller Anre-
gungsmechanismen. Bis heute ist es nicht möglich, die Beiträge einzelner Anregungen
zu messen. Deshalb sind numerische Modelle ein mächtiges Werkzeug, diese verschiede-
nen Anregungen zu separieren und ihre Beiträge und ihr Zusammenspiel zu analysieren.
Es gibt einige wenige Modellstudien zu diesem Thema, aber diese bieten kein umfassendes
Bild und sind teilweise widersprüchlich. Mögliche Gründe sind die entsprechenden Mod-
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elleigenschaften und -einstellungen und die schmal fokussierte Analyse. So wurde z.B. die
dritteltägige Schwerewellenanregung bisher nie in die Betrachtungen einbezogen, obwohl
bekannt ist, dass Schwerewellen einen großen Einfluss auf die Zirkulation der mittleren
Atmosphäre haben.
Um das Wissen zu diesem Thema zu erweitern, wird in dieser Arbeit ein nichtlin-
eares, mechanistisches, globales Zirkulationsmodell genutzt. Es handelt sich um eine
umfassende numerische Studie, um die relative Wichtigkeit und das Zusammenspiel
von drei dritteltägigen Anregungsmechanismen zu untersuchen: die direkte solare An-
regung, nichtlineare Wechselwirkungen zwischen Gezeiten und Schwerewellen-Gezeiten-
Wechselwirkungen. Zum ersten Mal werden die Anregungsterme selbst analysiert und
quantifiziert. Verschiedene Gezeitenmoden werden korreliert, um Interaktionen zwischen
Gezeiten zu identifizieren. Es werden Modellsimulationen vorgestellt, welche die Beiträge
der einzelnen Anregungen zu den beobachteten Wellenamplituden in der Mesosphäre und
unteren Thermosphäre zeigen. Schließlich werden neue Kopplungsmechanismen zwischen
den verschiedenen Anregungen entdeckt, wovon zuvor noch nicht berichtet wurde.
Zusammenfassend ist diese Modellstudie die aufwändigste und umfassendste Analyse zu
den Anregungsmechanismen der dritteltägigen Gezeiten und sie hilft eine entscheidende
Lücke zum Verständnis der Wellenausbreitung in der mittleren Atmosphäre zu füllen.
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Abstract
Atmospheric solar tides play an important role in the vertical transport of energy and
momentum from the troposphere to the middle and upper atmosphere. They are pri-
marily excited by the absorption of solar heating in the troposphere and stratosphere.
The periods of solar tides are according to the harmonics of the diurnal solar radiation
variations.
While the diurnal and semidiurnal tides are relatively well investigated, the terdiurnal
tide has gained less attention to date, especially with regard to its possible excitation
mechanisms. These become more complex for higher harmonics because the direct so-
lar forcing is smaller and further possible excitation mechanisms such as nonlinear tidal
interactions, gravity wave-tide interactions or tidal-mean flow interactions come into play.
The terdiurnal tide has been observed from various ground-based instruments and by
remote sensing techniques, but these measurements only provide an overview of the total
terdiurnal tide as a product of all forcing mechanisms. At present, it is not possible to
measure the contribution from individual forcings. Therefore, numerical models provide
a powerful tool to separate the different forcing mechanisms and to analyze their contri-
bution and interplay. A few model studies exist about this topic but they do not provide
a comprehensive picture, and they are partly contradicting. Possible reasons are the re-
spective model features and setups or narrowly focused analyses. The terdiurnal gravity
wave forcing, for example, has never been considered in these studies even though gravity
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waves are known to have a large impact on the middle atmosphere dynamics.
To extend the knowledge of that topic, a nonlinear mechanistic global circulation model
is used in this thesis. This is a comprehensive numerical study to investigate the relative
importance of three different terdiurnal forcing mechanisms and their interplay, including
the direct solar forcing, nonlinear tidal interactions and gravity wave-tide interactions. For
the first time, the forcing terms itself are analyzed and quantified. Different tidal modes
are correlated to identify tidal interactions. Model simulations are presented that show
the contribution of individual forcings on the observed wave amplitude in the mesosphere
and lower thermosphere. Finally, new coupling features between the different forcings are
discovered that have not been reported before.
All together, this modeling study is the most extensive and comprehensive analysis about
the forcing mechanisms of the terdiurnal tide, and it helps to fill a significant gap in the
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1. Introduction: Tides in the Middle
Atmosphere
Atmospheric waves are ubiquitous in the middle atmosphere. Their amplitudes increase
with decreasing density but they are damped in the upper atmosphere due to molecular
diffusion. There are different kinds of waves with different scales. On the one hand, there
are small-scale waves such as the internal gravity waves (GWs) which are generated by
topography and instabilities and whose restoring forces are the buoyancy and gravity, i.e.
the stratification. On the other hand, there are large scale waves such as planetary waves
(PWs) and tides. While free traveling PWs (also known as Rossby waves) are global
normal modes owing to the beta-effect, i.e. the northward potential vorticity gradient,
atmospheric thermal tides are the result of the diurnal cycle of solar irradiation and the
associated heating. Note that the lunar gravitational force, which is mainly responsible
for the ocean tides, is much less important in the atmosphere than thermal tides.
Atmospheric tides can be divided into migrating and nonmigrating. Migrating means
sun-synchronous so that the harmonics in time (number of oscillations per day) and space
(horizontal wavenumber) are equal. Nonmigrating tides are usually caused by topography
or geographically fixed tropospheric heat sources.
To understand the concept of thermal tides through an example, Fig. 1.1 illustrates the
time variation of solar heating (black line) with a maximum during noon and zero heat-
ing during the night. This function can be decomposed by a Fourier transform into a
steady component (daily mean, blue line) and harmonic oscillations with periods of 24h
(green line), 12 h (yellow line), 8 h (red line), etc. These are called DT, SDT and TDT,
respectively. The atmosphere responds to these subharmonics and produces propagating
waves. In theory, higher harmonics have smaller amplitudes, but observations show that
the SDT usually reaches larger amplitudes than the DT.
This is seen in Figs. 1.2 and 1.3 showing January and April temperature amplitudes
(left panels) of the DT and SDT obtained from the Global Scale Wave Model (GSWM;
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Figure 1.1.: Daily solar heating in Kd (black) and its decomposition in a daily mean (blue)
and its subharmonics (diurnal tide (DT) – green, semidiurnal tide (SDT) – yellow, terdiurnal
tide (TDT) – red), centered at the mean value. Latitude is 2.5◦N and altitude is 50 km.
Hagan et al., 2001; GSWM, 2018). Smaller amplitudes of the DT can be explained by
its relatively short vertical wavelength which prevents the DT from being excited in the
ozone heating region in the stratosphere. Vertical wavelengths of tides can be directly
determined from their phases. These are presented in Figs. 1.2 and 1.3 (right panels),
given in local time. The vertical phase change at each latitude is a measure of the vertical
wavelength, i.e. one wavelength is the vertical distance between two heights of the same
phase where a full span of phases has to be covered in between. It can be seen that the SDT
has larger vertical wavelengths (≈ 100 km) than the DT (≈ 30 km). This way, the SDT
can be excited rather efficiently by the deep ozone heating in the stratosphere (Andrews
et al., 1987). This is also the reason for its fairly uniform global structure. The DT,
however, can only propagate vertically at low latitudes. Further poleward it is trapped
in the vertical. This is also represented in the DT amplitudes. The DT experiences
destructive interferences in the ozone heating region leading to small amplitudes from
that source. The heating by water vapor in the troposphere is much more efficient for the
DT. Therefore, this is its main forcing region (Andrews et al., 1987).
Above the stratopause, the DT and SDT can have similar magnitude. The global and
seasonal maximum of the DT is observed during equinoxes. In the temperature compo-
nent, above the equator it reaches about 30K in the lower thermosphere above 100 km
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(see Fig. 1.2). In the zonal wind component, maxima are located at low latitudes in both
hemispheres. They reach about 50ms−1 (not shown here). According to GSWM, the
SDT reaches 50K (60ms−1) during the winter and spring season. The SDT temperature
component is continuously increasing with height until 125 km (see Fig. 1.3). The SDT
zonal wind component has maxima near 110 km.
The mathematical description of the horizontal structure of tides was introduced by
Laplace in the beginning of the 19th century. He formulated the equations of motion
for a shallow ocean of constant depth on a rotating planet. Hough (1898) used this ap-
proach for a stratified spherical atmosphere at rest with respect to the rotating planet that
undergoes small disturbances. Thereby, all particles will be excited to perform uniform
wave motions, the eigenfrequencies of the Earth. For atmospheric tides, the eigenval-
ues/eigenfunctions are not these frequencies but the so-called equivalent depth, similar
to the ocean depths in Laplace’s formulation. A derivation of Laplace’s tidal equation is
given by Andrews et al. (1987). The final form is the following:
L Φˆ + γΦˆ = 0 (1.1)
Φˆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Geopotential amplitude
γ ≡ 4Ω2a2/gh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Lamb’s parameter
Ω = 2pi/86164 s−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . rotation rate of the Earth
a = 6370 km . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Earth radius
g = 9.81ms−2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . acceleration due to gravity
h << a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . equivalent depth


















s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . zonal wavenumber
σ = 2pi2ΩP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . frequency parameter in radians
P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .wave period
Ω = 2pi/86164 s−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . rotation rate of the Earth
µ ≡ sinφ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (−1 ≤ µ ≤ 1)
φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . latitude
The boundary conditions are that Φˆ is bounded at the poles, µ = ±1. Then, Laplace’s
tidal equation is an eigenvalue problem for specified s and σ (Andrews et al., 1987). It
15



































































































































Figure 1.2.: GSWM migrating DT for temperature amplitudes (left) and phases (right)
during January (top) and April (bottom). Data source: GSWM (2018).















































































































































Figure 1.3.: As Fig. 1.2 but for SDT.
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Figure 1.4.: Normalized Hough-modes for the DT (s = 1, n = 1, σ = − 12 ) and SDT (s = 2,
n = 2, σ = −1). The equivalent depth h is given in the headline of the panels in units of
meters. According to Lange (2001).
can be solved numerically for eigenvalues γ(σ,s)n and corresponding eigenfunctions Θ(σ,s)n
which are also called Hough-functions:
LΘ(σ,s)n + γΘ
(σ,s)
n = 0. (1.3)
n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . integer values
Θn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Hough-functions
The Hough-functions represent the solutions of Laplace’s tidal equation and they describe
the meridional structure of the eigenmodes.










W = 0 (1.4)
W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical structure
1
gh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . separation constant
g = 9.81ms−2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . acceleration due to gravity
h << a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . equivalent depth
N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Brunt-Väisälä frequency
H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . scale height
z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . altitude
















R = 287 JK−1 kg−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .gas constant for dry air
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Examples of the Hough-functions are given in Fig. 1.4 for the DT with s = 1, n = 1
and σ = −1
2
and for the SDT with s = 2, n = 2 and σ = −1. These are the first
symmetric modes for DTs and SDTs, respectively. In comparison to Fig. 1.2, it can be
seen that the first Hough-mode of the DT is responsible for most of the global structure
with maxima above the equator and near 30◦. The first Hough-mode of the SDT (Fig. 1.4,
right panel) can only explain the maximum above the equator (Fig. 1.3), not the maxima
at midlatitudes. Indeed, other Hough-functions also play an important role for the SDT,
in particular the first asymmetric mode.
The TDT and its forcing mechanisms are less well understood than the DT and the SDT.
This will be the focus of this thesis.
2. Terdiurnal Solar Tides
2.1. Review of the Climatology of Terdiurnal Tides
The first evidence of a TDT has been found by Revah (1969) using meteor radar (MR)
observations over Garchy, France. Later, this phenomenon was extensively studied using
various measurement techniques. These are introduced in the following. The results of
these measurements and a climatology of the TDT are given below.
Measurement Techniques
Radar (=RAdio Detection And Ranging) techniques for the middle atmosphere dynamics
are generally based on the idea that a radio wave is sent into the mesosphere/lower
thermosphere (MLT) region being reflected by electrons. These reflections can take place
in the ionized trail of meteors (=MR) or due to free electrons in the ionosphere (=medium
frequency radar, MFR). The reflected beam is then detected by the radar which allows
range, angle and velocity determination of the particles. The typical altitude range for
MRs is 80-100 km, while MFRs provide measurements between roughly 60 and 100 km.
Lidars (=LIght Detection And Ranging) use an optical beam instead of the radio wave.
As shown by Liu et al. (2002), horizontal wind measurements including mean values
and tidal variations are well comparable with radar measurements. A lidar has a better
vertical and temporal resolution than a radar and is able to measure from the ground up
to the MLT region. They do not only provide wind measurements but also temperature
measurements. In terms of tides, the benefit of lidars is small because tidal amplitudes
are small below the MLT region and the temporal resolution of a radar is sufficient.
Furthermore, not all lidars can be run during daytime, and they are highly dependent
on the weather conditions in the troposphere. A lidar often runs in attended mode while
radars are operated automatically and continuously.
Other ground-based instruments can measure mesospheric temperature variability using
airglow emissions such as the Mesospheric Temperature Mapper (MTM; Taylor et al.,
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1999; Pendleton et al., 2000), a Fourier Transform Spectrometer (FTS; Won et al., 1999)
or several kinds of interferometers (Walterscheid and Sivjee, 1996; Oznovich et al., 1997b;
Wu et al., 2005). Note that these measurements are only possible during nighttime.
Continuous diurnal measurements without data gaps are therefore limited to polar night
conditions at high latitudes.
Instruments onboard satellites are a powerful tool to obtain global climatologies, but at the
expense of temporal resolution. This means that day-to-day variations can not be resolved
for a distinct location. From satellite observations, the TDT has been first analyzed by
Smith (2000) using the Upper Atmosphere Research Satellite (UARS)/High Resolution
Doppler Interferometer (HRDI) for wind measurements. Later, Forbes and Wu (2006)
used the UARS/Microwave Limb Sounder (MLS) for temperature measurements in the
MLT region. In 2001, UARS was replaced by the Thermosphere Ionosphere Mesosphere
Energetics and Dynamics (TIMED) satellite which is still active measuring temperature
with the Sounding of the Atmosphere using Broadband Emission Radiometry (SABER)
instrument and horizontal wind with the TIMED Doppler Interferometer (TIDI). SABER
and TIDI have been used for multiple analyses of migrating and nonmigrating TDTs, e.g.
Forbes et al. (2008), Moudden and Forbes (2013), Pancheva et al. (2013), Yue et al. (2013),
and Azeem et al. (2016). Additionally, Azeem et al. (2016) presented results from the
Near-Infrared Spectrometer (NIRS) as part of the Remote Atmospheric and Ionospheric
Detection System (RAIDS) onboard the International Space Station (ISS).
Global Climatology of Amplitudes
A global overview of MR and MFR measurements is shown in Fig. 2.1, based on at
least one year of monthly mean terdiurnal zonal (left) and meridional winds (right).
The location of each bar in the diagram indicates the time of maximum monthly mean
amplitude during an average seasonal cycle (abscissa) and the latitudinal position of the
respective radar (ordinate). Note that the ratio between zonal and meridional amplitudes
is not regular and may strongly vary. Teitelbaum et al. (1989), Deepa et al. (2006),
Jacobi (2012), and Yu et al. (2015) report a larger zonal component which is consistent
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with UARS/HRDI measurements by Smith (2000). On the other hand, Batista et al.
(2004), Namboothiri et al. (2004), Jiang et al. (2009), and Guharay et al. (2013) report a
larger meridional component. The remaining authors in the legends of Fig. 2.1 observed
a similar magnitude of the zonal and meridional component.
To date, the global coverage of radars with at least one year of continuous TDT measure-
ments extends from northern high latitudes (68◦N; Younger et al., 2002) to southern low
latitudes (23◦S; Tokumoto et al., 2007; Batista et al., 2004).
For the comparison with satellite data, Fig. 2.2 shows zonal and meridional wind compo-
nents of the TDT as obtained from TIDI measurements (Yue et al., 2013).
It can be seen in Fig. 2.1 that the TDT amplifies during late autumn, winter and early
spring at northern midlatitudes (e.g. Manson and Meek, 1986; Teitelbaum et al., 1989;
Namboothiri et al., 2004; Beldon et al., 2006; Jacobi, 2012; Yu et al., 2015). This cor-
responds to the satellite measurements in Fig. 2.2 but the winter maximum in the zonal
component is not evident there. A typical height-time cross section for northern mid-
latitudes is shown in Fig. 2.3, published by Jacobi and Fytterer (2012). They observe a
maximum in late autumn and a slightly smaller one in spring. Amplitudes are continu-
ously increasing with height.
Near the equator, the zonal component amplifies in the satellite data during solstices (Yue
et al., 2013, Fig. 2.2a) and in the radar data during equinoxes (Venkateswara Rao et al.,
2011; Guharay et al., 2013) and between June and August (Deepa et al., 2006; Yu et al.,
2015).
Meridional wind amplitudes over radars at low latitudes tend to have maxima in the
respective winter hemisphere (Fig. 2.1, right), but Yue et al. (2013) observe only small
meridional wind amplitudes, there (Fig. 2.2b). Near 30◦N, there is an additional merid-
ional wind maximum in summer (Fig. 2.2b) which does not appear in radar measurements.
Radar observations of the TDT at southern midlatitudes are rare because there is a
smaller number of radars in the southern hemisphere (SH). Hibbins et al. (2011) used the
Super Dual Auroral Radar Network (SuperDARN) on the Falkland Islands (51.5◦S) and
found maxima between May and August which agrees with Yue et al. (2013). This is
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68N; Younger et al. (2002)
52N; Beldon et al. (2006)
52N; Manson and Meek (1986)
51N; Jacobi (2012)
52N/40N/31N/18N; Yu et al. (2015)
44N/47N; Teitelbaum et al. (1989)
43N; Thayaparan (1997)
9N; Deepa (2006)
9N/0S/7S; Venkateswara Rao et al. (2011)
7S; Guharay et al. (2013)
23S; Tokumoto et al. (2007)














Maximum meridional Amplitudes from MR/MF Radars
68N; Younger et al. (2002)
52N; Beldon et al. (2006)
52N; Manson and Meek (1986)
51N; Jacobi (2012)
46N; Namboothiri et al. (2004)
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7S; Guharay et al. (2013)
23S; Batista et al. (2004)
23S; Tokumoto et al. (2007)
Figure 2.1.: Global and seasonal distribution of maximum monthly mean TDT ampli-
tudes as observed from radar stations. Colors refer to the respective radar station(s) and
publication indicated in the legend. Left: zonal wind component. Right: meridional wind
component.
Figure 2.2.: Latitude-time cross section of TDT (a) zonal wind and (b) meridional wind
amplitudes as obtained from TIDI measurements (from Yue et al., 2013). Units are m s−1.
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Figure 2.3.: Seasonal cycle of TDT amplitudes observed over Collm (51.3◦N) by Jacobi
and Fytterer (2012). Left: maxima of the zonal wind amplitude. Right: maxima of the
meridional wind amplitude.
also consistent with the winter maxima over northern midlatitude sites (e.g. Manson and
Meek, 1986; Beldon et al., 2006; Jacobi, 2012).
There are a handful of measurements in the Arctic (Williams et al., 1994; Nozawa and
Brekke, 1999) and Antarctic (Forbes et al., 1999; Kovalam and Vincent, 2003) but they
provide only short time series. All of them have in common that TDTs are weak in
the polar regions. Partly, the observed oscillations with periods near 8 h are attributed
with GW normal modes or Lamb waves, instead of tides (Forbes et al., 1999; Kovalam
and Vincent, 2003). Lamb waves are horizontally propagating sound waves but they can
be easily confused with tides if they have similar properties such as the 8 h periodicity.
However, the wavenumber k is usually equivalent to a nonmigrating tide, e.g. k = 1 for
the 8 h period. Lamb waves have more irregular phases than tides and short lifetimes
(Younger et al., 2002; Jiang et al., 2009; Venkateswara Rao et al., 2011).
SABER temperature amplitudes are presented in Fig. 2.4 as published by Pancheva et al.
(2013) and Yue et al. (2013) for altitudes of 90 km and 110 km. Although both publications
are based on the same set of primary data, the results partly differ from each other,
especially at 110 km. Pancheva et al. (2013) find a low latitude maximum located in the
respective summer hemisphere which is moving across the equator during equinoxes (see
Fig. 2.4, top left). Similar results were obtained by Forbes et al. (2008) and Azeem et al.
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Figure 2.4.: Latitude-time cross section of the migrating TDT temperature amplitude
obtained from SABER (2002-2009). Left: according to Pancheva et al. (2013). Right:
according to Yue et al. (2013). Altitude is 110 km (top) and 90 km (bottom). Units are K.
(2016). For Yue et al. (2013), this is reversed with maxima in the winter hemisphere (see
Fig. 2.4, top right). At midlatitudes, the TDT in the temperature component at 110 km
amplifies during equinoxes. Amplitudes can be larger during spring (as reported by Forbes
et al., 2008; Pancheva et al., 2013) or during autumn (as reported by Moudden and Forbes,
2013; Yue et al., 2013; Azeem et al., 2016). Additionally, Pancheva et al. (2013) report a
maximum during May/June near 50◦S while Yue et al. (2013) report a small maximum
at the same time at 50◦N, but this is better visible at 90 km altitude. These differences
may be explained by different analysis techniques to extract the terdiurnal component.
At 90 km, the results of Pancheva et al. (2013) and Yue et al. (2013) are more consistent
showing maxima in February and October near the equator. At midlatitudes, the TDT
amplifies during equinoxes and between May and August. In opposite to Pancheva et al.
(2013) and Yue et al. (2013), Moudden and Forbes (2013) observe a minimum during the
summer solstice.
Using the NIRS instrument, Azeem et al. (2016) are able to analyze the TDT up to 130 km
altitude (not shown here). While they observe a triple peak structure in June/July at
about 100 km with peaks near ±30◦ and over the equator, it turns into a double peak
structure near 130 km (peaks near 10◦S and 30◦N).
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Note that the amplitudes shown above are monthly means. On a short-term scale of
several days, TDTs may reach much larger amplitudes in the range of 20 − 30ms−1
(Thayaparan, 1997; Younger et al., 2002; Zhao et al., 2005; Beldon et al., 2006; Jiang
et al., 2009; Kopp et al., 2015). Therefore, they can be comparable or even larger than
DTs and SDTs (Cevolani and Bonelli, 1985; Thayaparan, 1997; Batista et al., 2004;
Namboothiri et al., 2004; Zhao et al., 2005; Jiang et al., 2009; Kopp et al., 2015) but this
also depends on the respective location, e.g. at midlatitudes, the SDT is generally more
prominent than the DT as presented in Figs. 1.2 and 1.2.
Vertical Wavelengths and Phases
From radar measurements, vertical wavelengths are generally observed to be shorter in
summer than in winter (Bernard et al., 1981; Thayaparan, 1997; Namboothiri et al., 2004;
Zhao et al., 2005; Jacobi, 2012). Hereby, “short” refers to wavelengths between 30 km
(Jacobi, 2012) and more than 100 km (Thayaparan, 1997; Namboothiri et al., 2004) which
is still longer than a typical DT and rather comparable to vertical wavelengths of the
SDT. For those shorter wavelengths, the vertical phase gradient is usually negative which
indicates an upward propagating energy flux of the wave as reported by Thayaparan (e.g.,
1997), Batista et al. (2004), Namboothiri et al. (2004), Taori et al. (2005), Zhao et al.
(2005), Jiang et al. (2009), and Guharay et al. (2013). In winter, the vertical phase
gradient of TDT is often observed to be close to zero and therefore wavelengths of over
1000 km have been reported, which can be considered as almost infinite (e.g., Thayaparan,
1997; Namboothiri et al., 2004; Zhao et al., 2005; Jacobi, 2012).
From lidar measurements, States and Gardner (2000) obtained relatively short vertical
wavelengths with a maximum of 27 km during equinoxes, when the TDT amplifies.
SABER analysis exhibit that vertical wavelengths tend to be longer at the equator and
shorter at middle and high latitudes (Figs. 7 and 8 in Pancheva et al., 2013) but Moudden
and Forbes (2013) analyze phase structures in March and obtain longer wavelengths at
southern midlatitudes. Thus, there is no consensus about the vertical structure.
When the TDT is strong, the phase difference between the zonal and meridional compo-
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nent is observed to be close to 2 h (Zhao et al., 2005; Beldon et al., 2006; Hibbins et al.,
2011; Jacobi, 2012; Jacobi and Fytterer, 2012) indicating a circularly polarized wave.
Nonmigrating Terdiurnal Tides
Nonmigrating TDTs have been observed by Forbes and Wu (2006), Forbes et al. (2008),
and Moudden and Forbes (2013) using satellite measurements. In the following, the
notation TW will be used for a westward traveling TDT and TE for an eastward traveling
TDT, followed by the wavenumber, e.g. TW3 refers to the westward migrating TDT with
wavenumber k = 3.
As shown in Fig. 2.5, Forbes et al. (2008) found the TW5 to be the largest nonmigrating
component with maxima during December to February. Moudden and Forbes (2013)
found TE1 together with TW4 and TW5 to be the largest components. They indicate
TE1 to be a pure tropical tide. TW4 is a tropical tide below 100 km and a mid to high
latitude tide above (Moudden and Forbes, 2013). TW5 oscillates around the equator
between 30◦N and 30◦S (Forbes et al., 2008; Moudden and Forbes, 2013).
Compared to the migrating TDT, Moudden and Forbes (2013) report relatively small
Figure 2.5.: Nonmigrating terdiurnal temperature amplitudes (in K) at 116 km over the
equator versus zonal wavenumber (y-axis) and day of year (x-axis) averaged over 2002-2006.
Zonal wave numbers are negative for eastward propagating waves and positive for westward
propagating waves. The white areas denote the “noise floor” which can be considered an
approximate measure of uncertainty in the displayed amplitudes. According to Forbes et al.
(2008).
26 2. Terdiurnal Solar Tides
vertical wavelengths for nonmigrating TDT components and mainly a downward phase
progression of these tides. Forbes et al. (2008) find slightly larger vertical wavelengths of
TW5 than Moudden and Forbes (2013).
2.2. Forcing of Terdiurnal Tides
2.2.1. Theory of Forcing Mechanisms
According to Andrews et al. (1987), atmospheric tides are defined as “global-scale oscilla-
tions which are primarily forced by the diurnal variations of the heating due to absorption
of solar ultraviolet radiation by atmospheric water vapor and ozone”. Today, this direct
solar forcing is still assumed to be of major importance, especially with regard to the mi-
grating DTs and SDTs. However, nonmigrating components and higher harmonics could
also be generated by nonlinear processes. These different possible forcing mechanisms are
discussed below.
It is known from the literature (e.g., Andrews et al., 1987) that the SDT is originating
from the lower stratosphere due to absorption of solar radiation by ozone. The DT,
however, has to face destructive interferences in the ozone heating region and therefore it
is excited more effectively due to the absorption of solar radiation by water vapor in the
troposphere. It can be assumed that the TDT is excited in one of these or both regions,
but this has not yet been analyzed. As a typical feature, solar driven tides exhibit rather
regular phases and relatively long wavelengths (Glass and Fellous, 1975; Bernard et al.,
1981).
Cevolani and Bonelli (1985) described further radiative excitation processes of atmo-
spheric tides in the troposphere. These are the release of latent heat in clouds and the
transmission of the Earth’s surface energy into the atmosphere leading to an upward prop-
agating temperature wave. This wave is assumed to have a substantial diurnal periodicity
but its importance for higher harmonics is not examined.
Glass and Fellous (1975), and later Teitelbaum et al. (1989), suggested nonlinear inter-
actions between DTs and SDTs to be an important forcing mechanism of TDTs. This
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is based on the fact that the interaction between two primary waves produces secondary
waves which have the sum and the difference of the primary frequencies and wavenum-
bers (Beard et al., 1999). This becomes more evident when we consider a signal X(t) that
consists of two cosine waves i = 1, 2:
X(t) = A1 cos(ω1t+ φ1) + A2 cos(ω2t+ φ2). (2.1)
Ai . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . amplitude of wave i
ωi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .angular frequency of wave i
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . time
φi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . phase of wave i
Following the approach of Beard et al. (1999), this signal may pass through a quadratic
system Y (t) = X(t) + αX2(t) where α is a constant and this yields:
Y (t) =A1 cos(ω1t+ φ1) + A2 cos(ω2t+ φ2) (2.2a)
+0.5α
{
A21[1 + cos(2(ω1t+ φ1))] + A
2
2[1 + cos(2(ω2t+ φ2))] (2.2b)
+2A1A2[cos((ω1 + ω2)t+ (φ1 + φ2)] + 2A1A2[cos((ω1 − ω2)t+ (φ1 − φ2)]
}
. (2.2c)
As a result, we get (a) the self-excited waves with the same frequencies as the primary
waves (Eq. 2.2a), (b) the secondary waves with the double frequencies of the primary
waves (Eq. 2.2b) and (c) the secondary waves which have the sum and the difference
frequency of the primary waves (Eq. 2.2c). This holds for the wavenumber relationship,
accordingly.
Similar to the notation in Forbes et al. (2008), the nonlinear interaction between a mi-
grating DT and a migrating SDT may be written as follows:
cos(Ωt+ x)︸ ︷︷ ︸
migrating DT
· cos(2Ωt+ 2x)︸ ︷︷ ︸
migrating SDT
→ cos(3Ωt+ 3x)︸ ︷︷ ︸
migrating TDT
+... (2.3)
Ω = 2pi/86164 s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . angular frequency of the Earth
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . time
x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . longitude
Note, that Eq. 2.3 does not provide any information on amplitudes. Also, the amplitudes
in Eqs. 2.2a-c should not be taken too seriously as these equations only describe the general
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mechanism of the coupling process but they do not account for the wave propagation
conditions in the atmosphere.
Considering such a TDT that is owing to nonlinear interactions between a DT and a SDT
and with a wavenumber which is the sum of the DT and the SDT, the relation for the
vertical wavelength λ may be written as follows (e.g., Younger et al., 2002; Deepa et al.,





λ8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .vertical wavelength of the TDT
λ12 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wavelength of the SDT
λ24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wavelength of the DT
In the case of a nonlinearly forced TDT, the correlation between DT/TDT and SDT/TDT
is expected to be strong on a short-term scale. Indeed, this has been observed by, e.g.
Venkateswara Rao et al. (2011), Zhao et al. (2005), Guharay et al. (2013), and Jacobi and
Fytterer (2012). Jacobi and Fytterer (2012) report a positive correlation during spring and
a negative correlation during autumn. Tokumoto et al. (2007) also find hints for nonlinear
interactions during the spring equinox. However, on longer (seasonal) time scales, a high
correlation coefficient may rather be explained by the common excitation source of all
tides, i.e. the direct solar forcing (Cevolani, 1987; Smith, 2000; Du and Ward, 2010).
Tokumoto et al. (2007) found possible nonlinear interactions through bispectral analysis
but the secondary TDT from such an interaction does not necessarily propagate and may
not lead to significant amplitudes in the MLT. Other indications for the superposition of
two waves with different origin are sudden phase jumps (Teitelbaum et al., 1989; Zhao
et al., 2005). Splitting the observed TDT into several modes, Reddi et al. (1993) found
two components of TDT in many months, supporting the hypothesis of a nonlinearly
forced TDT.
Another possible forcing mechanism has been introduced by Miyahara and Forbes (1991),
suggesting interactions between GWs and tides. According to them, GW stress which is
modified by the DT may produce oscillations with a period of 12 h and 8 h. Numerical
simulations show that secondary TDT due to this mechanism may reach amplitudes of
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2ms−1 with vertical wavelengths of 7 km in the upper mesosphere. These amplitudes have
a non-negligible magnitude but they are generally smaller than their counterparts gen-
erated by direct solar excitation or nonlinear tidal interactions (Teitelbaum et al., 1989;
Miyahara and Forbes, 1991). Several measurements support the results of these simula-
tions, at least for certain events of increased TDT amplitudes (Thayaparan, 1997; Zhao
et al., 2005; Guharay et al., 2013). More recent simulations (e.g., Ribstein and Achatz,
2016) show that details of the GW-tidal interactions can change if more comprehensive
physics is included in the model. They pointed out that DT and SDT amplitudes and
phases are very sensitive to the respective GW parameterization of the model, however,
they did not include the TDT in their analysis.
Further modifications of tidal amplitudes may also occur during sudden stratospheric
warmings (SSWs) when enhanced PW activity is observed (Cevolani, 1987; Wu et al.,
2005). Beldon et al. (2006) found some periodic modulations of the TDT at frequen-
cies associated with the quasi-two day wave but also with longer period waves. Possible
sources of this modulation are nonlinear interactions between the TDT and PWs, fluctu-
ations in the tidal excitation strength or variations in propagation conditions (Beldon et
al., 2006). Especially for nonmigrating tides, the influence of stationary planetary wave
(SPW) is important. For example, following Eq. 2.2c, the interaction between SPW2
(SPW with wavenumber 2) and a migrating TDT (wavenumber 3) can produce westward
traveling TDTs with wavenumbers 5 (sum of the wavenumbers) and 1 (difference of the
wavenumbers).
2.2.2. Model Studies
Section 2.1 has shown that TDTs have been observed numerously by ground-based in-
struments and also by remote sensing techniques. Those measurements are crucial for
understanding the behavior of tides and they form the background of all numerical ex-
periments. While radars and lidars provide a good temporal resolution at a fixed point,
satellites are able to provide a global overview at the expense of temporal resolution. Both
together serve as a reference and are useful for the validation of model results. However,
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measurements can only reveal the total amplitude of TDTs in the atmosphere and differ-
ent forcing effects as described in section 2.2.1 cannot be easily separated. Here, numerical
models can help to better understand the different processes in the atmosphere that con-
tribute to the total observed TDT. In contrast to the conditions in the real atmosphere,
numerical experiments are replicable and different wave sources can be extracted.
The first model experiment with respect to the TDT has been carried out by Teitelbaum et
al. (1989). They used a numerical model after Vial (1986) to extract solar and nonlinearly
forced TDTs. By comparison with radar measurements, they concluded that the zonal
wind amplitudes owing to nonlinear excitation are comparable to those from direct solar
sources, at least during the solstice.
Smith and Ortland (2001) used a nonlinear mechanistic model to remove (1) the terdiur-
nal component from the solar forcing field and (2) its semi-diurnal component including
the explicit SDT forcing at the lower boundary (see Fig. 2.6). The idea behind the latter
approach is to prevent interactions between DTs and SDTs which might produce TDTs
nonlinearly. As a result, the nonlinear forcing appears to be weak, maximizing at low lat-
itudes. In the zonal component, the nonlinear TDT at 97 km reaches 3ms−1 in November
at 20◦N (Fig. 2.6, left). In the meridional component of the nonlinear TDT, maxima of
2ms−1 are found at low latitudes between April and November. At midlatitudes, zonal
and meridional amplitudes tend to be larger during local summer compared to local win-
ter. According to Smith and Ortland (2001), the solar forcing is able to explain most
of the total TDT amplitude with maxima of 8-10ms−1 during local winter near 50◦N/S
(Fig. 2.6, right). At low latitudes, the solar forcing maximizes during local summer reach-
ing values of 3ms−1 where it is partly comparable to the nonlinear forcing. Smith and
Ortland (2001) conclude that the solar forcing is most important for the TDT. Smith
et al. (2004) performed a similar analysis for the 6-h tide and obtained partly larger am-
plitudes after removing the nonlinear forcing. They suggest that the nonlinear forcing
rather damps the tide instead of enhancing it.
Akmaev (2001) followed a similar approach using the linear Spectral Mesosphere/Lower
Thermosphere Model (SMLTM). Their results support the fact that zonal and meridional
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Figure 2.6.: Latitude-time cross sections of zonal wind amplitudes according to model
simulations by Smith and Ortland (2001) with removed solar forcing (left) and removed
nonlinear forcing (right). Contour intervals are 1ms−1.
wind amplitudes maximize in local winter with a latitudinal asymmetric structure during
solstices and a rather symmetric structure during equinoxes. Analyses of profiles at 44◦N
exhibit irregular phase structures in the zonal component near 85 km altitude which are
coincident with radar measurements by Thayaparan (1997). As a result of the excitation
analysis, the nonlinear contribution at 44◦N becomes significant only above 95 km altitude.
This holds for all seasons.
The nonlinear tidal model that is used by Huang et al. (2007) only includes DTs and SDTs
which are explicitly excited at the lower boundary. TDTs are only owing to nonlinear
interactions between DTs and SDTs. In contrast to Smith and Ortland (2001), they
observe pronounced terdiurnal amplitudes exceeding 15ms−1 in the zonal wind and 10K
in temperature. In agreement with Akmaev (2001), the nonlinear amplitudes maximize
above 90 km altitude.
While Smith and Ortland (2001) and Akmaev (2001) remove the direct semidiurnal heat-
ing to avoid nonlinear interactions with the DT, Du and Ward (2010) followed another
approach to determine the importance of the nonlinear terdiurnal excitation mechanisms.
They used the extended Canadian Middle Atmosphere Model (eCMAM) which is a global
circulation model (GCM) that produces tides self-consistently. They performed a corre-
lation analysis between DTs and TDTs as well as between SDTs and TDTs. The analyses
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Figure 2.7.: Correlation coefficients between DT and TDT (top) and SDT and TDT (bot-
tom) during winter for seasonal time scales (left) and short-term scales (right) based on
eCMAM simulations. Figure taken from Du and Ward (2010).
are based on (a) seasonal time scales equal to or longer than two months and (b) short-
term scales smaller than two months. The result is shown in Fig. 2.7 for the winter season.
The correlation for both, DT/TDT and SDT/TDT is strong on the seasonal scale (left
panels of Fig. 2.7) and weak on the short-term scale (right panels of Fig. 2.7). Therefore,
Du and Ward (2010) conclude that high correlation coefficients are mainly owing to slow
tidal amplitude variations associated with radiative processes which are a common source
for all tidal modes. It is further stated that nonlinear interactions between DTs and SDTs
are unlikely to be the source of TDTs in the eCMAM model.
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2.3. Summary and Open Questions
The TDT has been observed by radars, satellites, lidars and from airglow observations.
Even though the global and annual appearance is homogeneous within the range of mea-
surement techniques, one cannot deny the fact that there are some inconsistencies, as well.
Global radar measurements show wind amplitude maxima during equinoxes at low and
middle latitudes and during local winter at high latitudes. Satellite measurements from
the TIDI instrument generally agree with this distribution. Lidars are relatively rare and
their measurements partly show small seasonal variability of the TDT. Similarly, airglow
measurements only provide very local and temporally limited insight. However, across
all different measurement techniques, it is often reported that TDTs can reach very large
amplitudes on daily scales being comparable to those of the DT or SDT while monthly
mean amplitudes are much smaller.
There is general agreement that TDTs are primarily generated by the absorption of solar
radiation. Other forcing mechanisms like tide-tide interactions and GW-tide interactions
are also under debate and there are different opinions about their relevance. Several au-
thors attempted to shed light on this topic using numerical approaches but the results are
quite inconsistent reaching from the nonlinear tide-tide interactions being strong (Huang
et al., 2007), via being local effects of certain altitudes or latitudes (Akmaev, 2001; Smith
and Ortland, 2001) to being weak in principle (Du and Ward, 2010). The reason for these
differences are possibly different models and analysis techniques. Akmaev (2001) and
Smith and Ortland (2001) used models with explicit lower boundary forcing of the DT
and SDT and they remove the SDT forcing to avoid nonlinear coupling between them.
In opposite, Huang et al. (2007) used a fully nonlinear tidal model similar to the GSWM
which does not incorporate terdiurnal thermal heating. The most comprehensive model
is the eCMAM GCM used by Du and Ward (2010). They, however, only performed a
correlation analysis and did not remove any forcing.
Another problem is that these simulations had very different focuses, e.g. Akmaev (2001)
restricted his analysis to profiles at midlatitudes while Smith and Ortland (2001) compared
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the results of different forcings at a fixed altitude. However, the observations have shown,
that the TDT is strongly varying in latitude and altitude.
None of the previous studies attempted to directly analyze the terdiurnal nonlinear forcing
terms nor did they take into consideration that there is an additional possible forcing by
GW-tide interactions as already suggested by Miyahara and Forbes (1991). Furthermore,
in none of the simulations, the solar forcing has been separated into the ozone (typical
for SDT) and water vapor (typical for DT) heating region.
To conclude, there are too few model studies about this topic. The studies have very
different focuses and they use different approaches. This is insufficient to get an overall
and comprehensive picture of the terdiurnal forcing mechanisms.
In this thesis, the Middle and Upper Atmosphere Model (MUAM) is used to determine
the relative importance of terdiurnal forcing mechanisms, namely the solar heating, the
nonlinear tide-tide interactions and GW-tide interactions. Extending the approach of
Akmaev (2001) and Smith and Ortland (2001), model simulations are performed with
the removal of each of these forcing mechanisms, separately. Further simulations only
include one of the forcing mechanisms with the other two being removed. In this way, it
is possible to quantify the percentage of TDT amplitudes owing to each of the different
sources. Seasonal and local effects due to each forcing can be explained from the individual
experiments. Furthermore, possible interactions between the generation mechanisms can
be analyzed by amplitude and phase comparisons between the simulations.
In the following section, the model (MUAM) will be introduced and the separation of the
forcing mechanisms will be explained.
3. The Middle and Upper Atmosphere
Model (MUAM)
3.1. Overview
The MUAM is a nonlinear 3-D mechanistic model, specialized to simulate the dynamics
of the middle and upper atmosphere. It is based on the Cologne Model of the Middle
Atmosphere – Leipzig Institute for Meteorology (COMMA-LIM), which is described in
detail by Lange (2001), Fröhlich et al. (2003a,b), and Jacobi et al. (2006). COMMA-
LIM is developed from a hemispherical model of the stratosphere and mesosphere by
Rose (1983). Jakobs et al. (1986) extended the vertical domain to 150 km and added ion
drag, molecular heat conduction, dynamic viscosity and a GW parameterization according
to Lindzen (1981). Berger (1994) introduced the radiation routines for solar heating
(according to Strobel, 1978; Liou, 1992; Mlynczak and Solomon, 1993) and infrared (IR)
cooling (according to Fomichev and Shved, 1985). COMMA-LIM has been used and
optimized at Cologne University for studies of the atmospheric chemistry.
Further development of the MUAM has been carried out in cooperation between the
Leipzig Institute for Meteorology and the Russian State Hydrometeorological University
(RSHU), St. Petersburg. Several improvements and extensions have been incorporated
such as the change of the integration scheme from Leapfrog to Matsuno (Pogoreltsev
et al., 2007) and more up-to-date climatologies for ozone, carbon dioxide and the lower
boundary conditions (e.g. Pogoreltsev et al., 2014; Jacobi et al., 2015). Furthermore, the
upper boundary has been increased to about 160 km in log-pressure height and a new
GW parameterization for the thermosphere (according to Yigˇit et al., 2008) has been
implemented and coupled with the existing linear Lindzen-type scheme.
Recently, MUAM has, for example, been used to study wave interactions during SSW
events (Gavrilov et al., 2017), nonmigrating solar tides (Suvorova and Pogoreltsev, 2011),
the influence of El Niño-Southern Oscillation on the MLT circulation (Jacobi et al., 2017)
36 3. The Middle and Upper Atmosphere Model (MUAM)
and PW propagation during different phases of the quasi-biennial oscillation (Gavrilov
et al., 2015).
A detailed description of the updated MUAM features is given in the following sections.
Thereby, the focus is put on the current configuration specified for the analysis of atmo-
spheric solar tides. Basic knowledge about the MUAM or the earlier COMMA-LIM is
presented for the understanding of tidal forcing and analysis.
3.2. Numerical Properties
Spatial Resolution
MUAM has a horizontal resolution of 5◦ in the meridional direction and 5.625◦ in the
zonal direction resulting in a horizontal grid of 36× 64 cells.
The number of levels in the vertical can be chosen arbitrarily between 48 and 60. In
the current configuration, 56 levels are used. Independent on the number of levels, they
have a constant distance of ∆x = 0.4, where x is the nondimensional logarithmic pressure
height given by
x = − ln (p/ps) . (3.1)
p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . pressure
ps = 1000hPa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .surface pressure
The respective logarithmic pressure height z at each level is
z = H · x = −H · ln (p/ps) . (3.2)
H = 7 km . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . scale height
This means that the upper boundary for 56 levels corresponds to x = 22.4 or z ≈ 160 km.
The scale height H is assumed to be constant and therefore geometric altitude and loga-
rithmic pressure altitude may differ. The deviation between the quantities is small below
100 km and increases with height (see Fig. 3.1a and Table 3.1). Pogoreltsev et al. (2007)
present the geopotential height for 60 height levels up to x = 24 (Fig. 3.1b,c) and demon-
strate that the upper boundary has a geopotential height of 300-400 km, depending on
the thermospheric temperature.
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Figure 3.1.: Geometric height during January and logarithmic pressure levels (in 56 levels;
left). Geopotential height and the nondimensional logarithmic pressure height x during
January (in 60 levels; middle and right; according to Pogoreltsev et al., 2007).
Table 3.1.: Vertical levels and their corresponding nondimensional logarithmic pressure
height x, the logarithmic pressure height z, the geometric height zgeom and the geopotential
height zgepot.
level x z zgeom zgeopot
29 11.6 81 km ≈ 80 km ≈ 80 km
36 14.4 101 km ≈ 95 km ≈ 95 km
56 22.4 158 km ≈ 240 km ≈ 300 km
Temporal Domain
The time integration is solved using a Matsuno scheme according to Matsuno (1966) which
replaces the Leapfrog scheme used in COMMA-LIM.
The general numerical approximation of a parameter Φ for a multi-stage scheme is
Φn+1 − Φn
∆t
= βF (Φ˜n+1) + (1− β)F (Φn) (3.3)
Φn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . parameter at time step n
∆t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . time interval
F (Φ) = dΦ/dt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . temporal derivative of Φ
α, β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . constants defining the scheme
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with
Φ˜n+1 = Φn + α∆tF (Φn). (3.4)
Solving Eq. 3.3 for Φn+1 yields
Φn+1 = Φn + β∆tF (Φ˜n+1) + (1− β)∆tF (Φn). (3.5)
For the Matsuno scheme α and β are set to 1 and this yields
Φn+1 = Φn + ∆tF (Φ˜n+1) (3.6)
and
Φ˜n+1 = Φn + ∆tF (Φn). (3.7)
The first stage (Eq. 3.6) is a backward scheme while the second stage (Eq. 3.7) is equivalent
to the Euler/forward scheme. This is the reason why the Matsuno scheme is also called
forward-backward or Euler-backward scheme. In opposite to the standard Euler method
it is an implicit method. Note that it leads to a damping of frequencies ω that fulfill
the condition 0 < ω∆t < 1, such as high-frequency GWs (Durran, 1999). The maximum
damping occurs for ω∆t = 1/
√
2. Furthermore, it is stable for ω∆t < 1 (Durran, 1999).
To ensure the stability of the numerical solution, the Courant-Friedrich-Lewy (CFL) con-





C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Courant number (dimensionless)
Cmax . . . . . . . . . . . . . . . . . . . . . . . . maximum Courant number for stability (depends on integration scheme)
u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . velocity of the process
∆x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . spatial resolution
∆t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . temporal resolution
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As described above, the number of height levels can be chosen arbitrarily between 48
and 60 levels and the upper boundary of the model is increased for a higher number of
levels. Some typical processes in the thermosphere (e.g., diffusion) have rather small time
scales which is due to their high velocity u. Therefore, the time step needs to be adjusted
between ∆t = 450 s (for 48 levels) and ∆t = 100 s (for 60 levels) depending on the height
of the upper boundary of the model. In the current configuration with 56 levels, the time
step is 225 s.
Boundary Conditions
MUAM is a model for the middle and upper atmosphere and so it does not account
for typical features of the troposphere such as surface temperature, clouds, orography,
aerosols or latent heat release.
In order to simulate a realistic troposphere and lower stratosphere, the zonal mean tem-
perature TMUAM of the model below 30 km altitude is nudged towards the monthly mean
zonal mean temperature fields TERA of European Reanalyses (ERA)-Interim (Dee et al.,







(TMUAM − TERA) (3.10)
∂T/∂t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . tendency term of the temperature in MUAM
teff,nudge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . spin-up factor for nudging efficiency
τnudge = 5days . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . relaxation time
TERA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . interpolated zonal mean monthly mean ERA-Interim temperature
TMUAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . zonal mean model temperature
with
teff,nudge = 1− exp{−(t/τnudge)2}. (3.11)
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . model time
Eq. 3.10 contributes as a tendency term to the prognostic equations of the model (see
section 3.3). Note that the first model level has a log-pressure altitude of 1.421 km and
the nudging is applied to the first 10 height levels. At the lower boundary (1000hPa),
monthly mean zonal mean temperature and geopotential fields are prescribed based on
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ERA-Interim. Some model versions, e.g. the one used by Jacobi et al. (2015), further
include the first three harmonics of SPWs derived from this data set. However, SPWs
are excluded in the present configuration in order to avoid coupling effects between SPWs
and tides which would complicate the analysis.
In earlier model versions, data from the National Center for Environmental Prediction
(NCEP)/National Center for Atmospheric Research (NCAR) (Kalnay et al., 1996) or
United Kingdom Meteorological Office (UKMO; Swinbank and O’Neill, 1994) are used
(e.g., Pogoreltsev et al., 2007, 2009, 2014). These have been replaced by the ERA-Interim
database (e.g., Jacobi et al., 2015; Lilienthal et al., 2017, 2018) because it provides a
long-term series starting in 1979 and is updated continuously. More recent reanalysis
data like ERA5 or Modern-Era Retrospective analysis for Research and Applications 2
(MERRA2) do not include the lower boundary level of MUAM (1000hPa) and therefore
they are not convenient to use with the MUAM.
It is important to note that the nudging of zonal means does not affect the propagation
of atmospheric waves from below.
Initialization and Spin-up
At time step zero of each simulation, the atmosphere is initialized with a zero wind profile
and a standard temperature profile (Pogoreltsev et al., 2009). This temperature profile
globally uniform and independent on the day of the year. For altitudes above 130 km, the
temperature profile for initialization is constant.
Figure 3.2 visualizes the model spin-up. During the first 120 model days, heating rates
are zonally averaged and therefore only the background circulation is formed, guided by
the boundary conditions and GWs. This is same procedure as described by Pogoreltsev
et al. (2009). The strength of the nudging is, as described above, continuously increasing
in time. This is defined by the factor teff,nudge in Eq. 3.11 which is shown in Fig. 3.2
(blue line). Thereby, a factor of 0 means that the nudging tendency term (Eq. 3.10) is not
active, while a factor of 1 refers to the complete introduction of the nudging. The latter is
reached within the first 20 model days. Until model day 120, the atmospheric parameters
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have time to adapt to the given boundary conditions and reach an equilibrium state.
In the following 90 model days, the heating rates are allowed to be zonally variable
and atmospheric solar tides start to propagate. Similar to the nudging, tides are also
exponentially increasing in time. The efficiency factor teff,tides for the tidal spin-up is
defined as:
teff,tides = 1− exp{−(t>120/τtides)2}. (3.12)
t>120 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . model time after day 120
τtides = 10days . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . relaxation time
This function is illustrated by the red dashed line in Fig. 3.2. It can be seen that the solar
tidal forcing reaches an equilibrium state after model day 150 but this is not necessarily
the case for the propagating tides. It may take some time until the tides reach a stable
state in the upper atmosphere.
The temporal evolution of tidal (DT, SDT and TDT) amplitudes at 123 km above the
equator during January is shown in Fig. 3.3. The amplitudes are analyzed in a 1-day
window. Due to the fact that different tides can reach different magnitudes, all tides
are normalized by their respective amplitudes at model day 360, e.g. a value of 0.9
refers to 90% of the amplitude at day 360. Here, 360 model days are shown because
this is the length of the simulations performed by, e.g., Jacobi et al. (2015). As can be
seen in Fig. 3.3, the solar tides strongly amplify until model day 150. At day 150, the
amplitudes deviate by less than 1% from the amplitude at day 360. After model day 180,
the deviation is smaller than 0.5% and all tides have reached a near-equilibrium state.
Here, the simulations are stopped at model day 210 and use averages of the last 30 model
days for further analyses of the middle atmosphere dynamics. This is a shorter spin-up
than applied in other model versions (e.g., Pogoreltsev et al., 2009; Jacobi et al., 2015),
because this way the computation time in the following ensemble simulations is strongly
reduced.
During the whole simulation, the zenith angle of the sun is fixed to the zenith angle of the
first day of the respective month. Therefore, the last 30 model days cannot be interpreted
with respect to day-to-day variations but they represent a monthly mean state.
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Figure 3.2.: Spin-up factors for the nudging efficiency (teff,nudge, according to Eq. 3.11)
and the tidal amplification of solar heating rates (teff,tides, according to Eq. 3.12).
Figure 3.3.: Time series of normalized tidal amplitudes for temperature (left) and zonal
wind (right) at an altitude of 123 km above the equator (January conditions). Tides are
analyzed in a 1-day window. The daily amplitudes are normalized with the amplitude of
the respective tide at model day 360. The inset displays a zoomed version after model day




The basic dynamics in MUAM are represented by the primitive equations on a sphere in
log-pressure coordinates. The pressure p0 at a certain altitude z in a log-isobaric system
can be written as:
p0 = ps exp(−z/H). (3.13)
p0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . pressure at respective altitude
ps = 1000hPa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .surface pressure
z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . log-pressure altitude
H = 7 km . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . scale height
Note that H is fixed to 7 km in this model. This is a common assumption for middle
atmosphere studies (e.g., Andrews et al., 1987), corresponding to a temperature of about
240K. This way, differences to the geometric height are of similar magnitude like those
between geometric and geopotential height throughout the middle atmosphere (Andrews
et al., 1987).
In MUAM, the horizontal wind components u and v are calculated from the Navier-Stokes
equations of motion (Eq. 3.14, 3.15). The evolution of temperature T is based on the first
law of thermodynamics stating that the total amount of energy in an isolated system
is constant. The thermodynamic equation is applied (Eq. 3.16). The vertical wind w
can be derived from the continuity equation (Eq. 3.17) which describes the conservation
of mass in the system. Furthermore, the hydrostatic assumption (Eq. 3.18) is applied,
assuming that acceleration due to gravity is much larger than the vertical acceleration and
therefore the vertical component of Coriolis force can be neglected (Fröhlich, 2005). It is
assumed that the Earth radius a is constant in the primitive equations (Eqs. 3.14-3.17)
with z << a. The density is given by the gas law.
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u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . zonal wind
v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . meridional wind
w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .vertical wind
T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . temperature
Φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . geopotential
ρ0 = p0/(RT ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .density at respective altitude
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . time
φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . geographic latitude
λ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . geographic longitude
a = 6370 km . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Earth radius
z << a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . log-pressure altitude
f = 2Ωsinφ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Coriolis parameter
Ω = 2pi/86164 s−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . rotation rate of the Earth
g = 9.81ms−2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . acceleration due to gravity
J . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .diabatic heating rate per unit mass
R = 287 J kg−1 K−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gas constant for dry air
m′ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ratio of the molecular weights of air at level z and z = 0
cp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . specific heat at constant pressure
Fλ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .zonal acceleration due to unresolved and thermospheric processes
Fφ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . meridional acceleration due to unresolved and thermospheric processes
FT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . heating/cooling due to unresolved and thermospheric processes
For implementation, these equations are rewritten in flux form which ensures the com-
pliance of the upper and lower boundary if the vertical velocity is treated correctly here
(Fröhlich, 2005). Unresolved accelerations and heating of the system are derived from
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Acronyms for parameterizations/additional tendency terms:
bidif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . biharmonic diffusion
eddif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . eddy diffusion
ion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ionospheric processes (ion drag, Lorentz deflection, Rayleigh friction)
molcon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .molecular conduction
GW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . GWs
PW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . traveling planetary waves (= 0 in present version)
sol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . heating due to solar radiation
ir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . cooling due to infrared radiation
New . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Newtonian Cooling
nudge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . nudging of ERA-Interim zonal mean temperature, see Eq. 3.10
This set of prognostic equations (Eqs. 3.17, 3.18 and Eqs. 3.19-3.21) is responsible for the
core dynamics in MUAM. However, additional parameterizations like those for GWs or the
solar radiation are crucial for a realistic simulation of the middle atmosphere dynamics.
Gravity Waves
AGW parameterization based on the linear scheme by Lindzen (1981) has been introduced
by Jakobs et al. (1986) including zonal and meridional acceleration of the mean flow due
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Figure 3.4.: Left: latitudinal distribution of GW amplitudes in the linear parameteriza-
tion for all months. The mean value of each function is set to 0.01ms−1. Right: spectral
distribution of GW vertical momentum fluxes at 10 km launch level used in the Yigˇit pa-
rameterization.
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Figure 3.5.: Zonal GW acceleration due to the Lindzen-type parameterization (left), and
the Yigˇit parameterization (right). This example is obtained from a MUAM simulation with
nudging of reanalyses for January 2000.
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to breaking and dissipation of GWs. Heating and cooling rates are calculated according
to Medvedev and Klaassen (2003) and the efficiency of mechanical energy conversion into
heat is taken into account (Huang and Smith, 1991). Multiple breaking levels have been
added as described by Fröhlich et al. (2003b) and Fröhlich (2005).
The GW launch level of this parameterization is 10 km. GW amplitudes are initialized
as a zonal mean vertical wind perturbation with a global average value of 0.01ms−1.
As has been shown by Lilienthal et al. (2017), a non-zonal distribution can lead to an
enhancement of SPWs. Here, it is not intended to enhance additional waves because
these may lead to interactions with tides, i.e. the analysis of tidal forcing mechanisms
is more complicated in this case. The amplitudes of the linear scheme have an artificial
latitudinal distribution with higher amplitudes in the winter hemisphere and smaller ones
in the summer hemisphere (see Fig. 3.4, left). This way, the enhanced GW activity during
the winter months (see, e.g., Šácha et al., 2015) is represented more realistically.
A total of 48 waves is considered in this parameterization, propagating into eight dif-
ferent azimuth angles with six equally distributed phase speeds between 5 and 30ms−1.
According to Gavrilov and Fukao (1999), a spectral weighting of the GW amplitudes is
applied.
Due to the fact that this parameterization does not account for thermospheric processes,
an additional parameterization following the approach of Yigˇit et al. (2008) has been
introduced. In order to couple both routines, the linear scheme and the Yigˇit scheme, the
latter one has been adjusted and modified for the use in MUAM (see also Koval et al.,
2018).
The eddy diffusion coefficient obtained from the linear scheme (according to Lindzen,
1981) is transfered to the Yigˇit parameterization. Thereby, it replaces an analytical
profile for the eddy diffusion coefficient from the original version (Yigˇit et al., 2008; Yigˇit
et al., 2009).
Furthermore, a new spectrum of GWs has been implemented in the Yigˇit scheme which is
now more comparable with the spectrum in the linear scheme. Yigˇit et al. (2008) define
GWs as a narrow spectrum in wavenumber with many large phase speeds and few small
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phase speeds. Now, it is adjusted to be a broader spectrum in wavelengths. It includes a
total of 30 waves with equally distributed phase speeds in the range ±35 to ±105ms−1.
Like in the linear scheme, GWs are launched at 10 km. The spectral distribution of the
initialized vertical momentum fluxes at the launch level is shown in Fig. 3.4 (right).
Note that in the current configuration of the GW parameterization, the parameters for the
Newtonian cooling coefficient, the collision frequency between ions and neutral particles
as well as the electron density are set to zero, i.e. they take no effect.
The acceleration contributions of both GW parameterizations are finally added to the
acceleration terms of the tendency equations (see Eq. 3.19-3.21). As can be seen from
Fig. 3.5, the parameterizations have clearly separated areas of efficiency. While the lin-
ear scheme accounts for the middle atmosphere up to the mesopause (< 100 km), the
Yigˇit approach leads to GW acceleration in the thermosphere. This is mainly a result
of the different wave spectra because GWs with small phase speeds tend to break in the
mesospheric jets and only fast traveling GWs are able to reach the thermosphere. It also
reflects the range of application of the different parameterizations.
Radiation
The parameterization of solar radiation absorption due to H2O, CO2, O3, N2 and O/O2
according to Strobel (1978) is described comprehensively by Fröhlich et al. (2003b) and
Fröhlich (2005) for the COMMA-LIM model. It is also used in MUAM. The following list
provides a summary of the absorption bands of the chemical constituents and a description
of further improvements is given below:
• H2O mainly absorbs solar radiation in the troposphere and lower stratosphere and is
parameterized according to Liou (1992). Absorption takes place in six wavelength
intervals, the central wavelengths are: 0.94µm, 1.1µm, 1.38µm, 1.87µm, 2.7µm
and 3.2µm.
• CO2 mainly absorbs in the troposphere and lower stratosphere and is parameterized
according to Liou (1992) with updated volume mixing ratios (see description below).
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• O3 absorbs in the Herzberg (205-242nm), Hartley (200-300nm), Huggins (300-
350nm) and Chappuis band (450-700nm) located mainly in the stratosphere. Effi-
ciency rates are introduced according to Mlynczak and Solomon (1993); ozone fields
are updated (see description below).
• O and O2 absorb in the stratosphere in the Herzberg band and in the thermo-
sphere in the Extreme ultra violet (UV) (EUV) band (5-105nm), Lyman-α line
(121nm), Schumann-Runge continuum (125-175nm) and Schumann-Runge band
(175-205nm).
• Absorption by N2 in MUAM is only considered in the thermosphere in the EUV
band.
• Chemical heating due to recombination reactions of oxygen and ozone is considered
according to Riese et al. (1994).
In contrast to other model versions, which include 3-D water vapor (Ermakova et al.,
2017), the present version includes zonal mean water vapor mixing ratios at 1000hPa.
Water vapor at higher model levels is analytically derived from these data, based on
corresponding scale heights obtained from NCEP reanalyses.
Carbon dioxide is taken as a monthly mean value according to measurements from Mauna
Loa Observatory, Hawaii (Thoning et al., 1989; NOAA ESRL Global Monitoring Division,
2018). The time series for monthly mean in-situ measurements by National Oceanic and
Atmospheric Administration (NOAA) starts in 1958 and is continuously updated. In
MUAM, carbon dioxide is implemented as a simple profile, without horizontal gradients.
In the vertical, the concentration is constant below x = 12.5 (z = 87.5 km) based on
Mauna Loa measurements and is exponentially decreasing above (see Fig. 3.6, right).
Fröhlich et al. (2003b) used a static monthly mean Berlin ozone climatology by Fortuin
and Langematz (1994). More recent model versions include a 3-D climatological ozone
distribution (Suvorova and Pogoreltsev, 2011; Pogoreltsev et al., 2014). In the present
version, however, the 2-D monthly mean zonal mean Stratosphere-troposphere Processes
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And their Role in Climate (SPARC) ozone data (Randel and Wu, 2007; SPARC, 2018)
up to an altitude of 50 km are used because SPARC data are available for a time period
from 1979 to 2005. The SPARC ozone concentration is provided in Dobson Units per
km (DU/km) but within MUAM it is converted to a volume mixing ratio in parts per
million (ppmv) using the ideal gas law in order to meet the requirements for further
calculations. The long time series provided by SPARC offers the possibility for a more
realistic year-to-year variability of the model and trend analyses. Unfortunately, SPARC
does not include the secondary ozone maximum near 90 km altitude which was included in
the previous Berlin climatology. The monthly mean zonal mean ozone concentrations in
ppmv are shown in Fig. A.4 in the appendix. Note, however, that the ozone concentration
shown in Fig. A.4 is obtained directly from converting DU/km into ppmv assuming a US
standard atmosphere temperature and pressure profile and is not calculated during a
MUAM simulation. Due to the temperature and pressure dependency in the gas law, the
ozone concentrations in a MUAM simulation slightly depend on model time and model
setup.
In order to balance the solar flux in the atmosphere, cooling and heating due to absorption
and emission of IR radiation by water vapor, ozone and carbon dioxide is parameterized
in MUAM (see Fröhlich, 2005; Lange, 2001):
• cooling by water vapor is most important in the troposphere and is parameterized
according to Chou et al. (1993) in the 6.3µm band
• cooling by ozone appears in the stratosphere and small heating due to IR radiation
appears near 25 km altitude; it is implemented according to Fomichev and Shved
(1985) for the 9.6µm band
• cooling and heating due to carbon dioxide is implemented in the troposphere (15µm
band; according to Fomichev et al., 1998), in the stratosphere and lower mesosphere
(local thermodynamic equilibrium (LTE) conditions), and in the MLT (non-LTE
conditions) according to Chou et al. (1993) and Ogibalov et al. (2000).
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Figure 3.6.: Left: monthly mean (red) and seasonally corrected (black) atmospheric carbon
dioxide at Mauna Loa Observatory, Hawaii, since the very first measurements in 1958 (from
www.esrl.noaa.gov/gmd/ccgg/trends/full.html). Right: profiles of carbon dioxide as
implemented in the MUAM model for different initial concentrations.
Planetary Waves
Traveling PWs, e.g. Kelvin waves or Rossby normal modes, can be forced at the lower
boundary of the model. Their latitudinal structure is based on the respective Hough
modes (Fröhlich et al., 2003b). However, in the present configuration, no additional PWs
are introduced to avoid nonlinear coupling with solar tides. Also, SPWs are not forced in
these experiments.
Background dynamics
As described above, a whole model run for one month consists of 210 model days and
only the last 30 model days are used for the analysis of the middle atmosphere dynamics.
All of these 30 days include solar conditions that are representative for the first of each
month, i.e. the sun’s zenith angle is fixed. Hence, day-to-day variations are small. In the
following, monthly means are shown, based on averages of the last 30 model days.
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The zonal mean circulation of MUAM is shown in Fig. 3.7 for January, April, July and
October conditions (from Lilienthal et al., 2018). The whole seasonal cycle of the year
is attached in the appendix A.1 for temperature, zonal wind and meridional wind. The
figures are the result of an ensemble simulation of 11 years (2000-2010), determined by the
nudging of the respective monthly mean ERA Interim zonal mean temperature. Thereby,
ozone and carbon dioxide concentrations are only used according to the conditions of the
year 2005 without year-to-year variability. The colors of the figures show the ensemble
mean, contour lines show standard deviations calculated from the data of the respective
years.
Due to the fact that the ensemble simulation is based on different boundary conditions,
the standard deviations may be considered as a measure for climatological year-to-year
variations. The ERA data are implemented up to an altitude of 30 km and therefore
the polar vortex is also nudged. Consequently, standard deviations are usually large
in the respective winter hemisphere, in particular in NH winter (reaching about 6K in
temperature and 12ms−1 in zonal wind). The same magnitude of zonal mean temperature
and zonal wind variability in the winter hemisphere has been reported by Pogoreltsev et
al. (2009) using MUAM with different NCEP boundary conditions as ensemble members.
During equinoxes, the standard deviations are smaller and they are approximately evenly
distributed in both hemispheres which can be explained by the inversion of the global
circulation and subsequently the weaker jets in the stratosphere.
Note that, in the real atmosphere, SPWs also influence the polar vortex but they are not
included in the present simulations. This may lead to a weaker model variability than
actually observed. Nevertheless, the different ensemble simulations provide an estimate
of the reliability of our results.
During July, standard deviations are larger than in other months and they are evenly
distributed in both hemispheres. This is mainly caused by the unusual dynamics in July
2010 (not shown here). In this year, the easterly wind jet is extremely weak in the northern
hemisphere (NH) (maximum of ≈ 10ms−1) and the westerly jet in the SH is relatively
weak and narrow. This is accompanied by a warmer polar stratosphere in the winter
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hemisphere, compared to other years. As a result of the Brewer-Dobson circulation, the
meridional wind in July 2010 is also much smaller than in other years. These features
are clear signs of a minor SSW, which has indeed been observed in southern winter 2010
(Eswaraiah et al., 2018). Note, however, that June and August of the year 2010 do not
show such outstanding dynamics.
The background dynamics are generally reproduced realistically, but compared to winds
from empirical climatologies and wind models like the CIRA-86 (COSPAR International
Reference Atmosphere; Fleming et al., 1990), URAP (UARS Reference Atmosphere
Project; Swinbank and Ortland, 2003), the radar-based GEWM (Global Empirical Wind
Model Portnyagin et al., 2004) or HWM14 (Horizontal Wind Model Drob et al., 2008,
2015), the mesospheric jets in the winter hemisphere are very strong, exceeding 110ms−1
(80ms−1) in July (January). Furthermore, the altitude of the wind reversal above these
jets is about 10 km lower than, for example, in CIRA and URAP. The global climatologies
are often interpolated for latitudes near 60◦S; measurements near this latitude are avail-
able from the Southern Argentina Agile Meteor Radar (SAAMER) and Drake Antarctic
Meteor Radar (DrAAMER) by Fritts et al. (2012) for altitudes between 80 and 100 km,
the altitude range of the wind reversal. However, these radars do not provide information
about the jet maximum further below.
The zonal mean meridional wind below 100 km follows the Brewer-Dobson circulation.
It is generally directed from the summer pole to the winter pole, i.e. northward during
January and southward during July (see Fig. 3.7, third row). In July, the model re-
veals some grid points near 60◦S and just below 80 km altitude with a northward wind
component, too. This leads to a strong vertical gradient of meridional wind near 80 km.
A similar feature has already been reported by Lilienthal et al. (2017). They obtained
weaker vertical gradients of the meridional wind and a reduced westerly wind jet when
the GW distribution at its source level is implemented as a 2-D horizontal field instead
of a zonal mean distribution. Positive monthly mean meridional winds near 80 km during
June are also observed by Fritts et al. (2012) but only for certain years.
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Figure 3.7.: Zonal mean temperature (top), zonal wind (middle) and meridional wind
(bottom) for January, April, July and October conditions (left to right). The results are
obtained from an 11-year ensemble simulation with reanalysis data from 2000 to 2010 and
with constant ozone and carbon dioxide for 2005. Colors represent ensemble means, contour
lines denote standard deviations σ. The intervals ∆σ are given in each panel, respectively.
4. Climatology of the Terdiurnal Tide
in MUAM
This section introduces the reference simulation (REF) of the model with all terdiurnal
forcing mechanisms included. The simulation will be compared with observations pre-
sented in the literature which have been introduced in section 2.1.
To obtain amplitudes and phases of the TDT, a harmonic analysis has been applied to the
last 30 days of each simulation and for each latitude and altitude, separately. Thereby,
the zonal wind field is considered to be a superposition of the monthly mean zonal mean
zonal wind and the migrating DT, SDT and TDT:




ai · sin(kix+ 2pi
Pi





ue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . estimated zonal wind field
u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . monthly mean zonal mean zonal wind
x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . longitude in rad
t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . time
i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . index of tide (i-th harmonic)
ai . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . imaginary part coefficient
bi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . real part coefficient
ki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . wavenumber
Pi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .period
The best solutions for ai and bi are obtained using a least-squares fit that minimizes the
squared differences between the estimated wind field ue and the actual wind field u from
the model output: ∑
x,t
(u(x, t)− ue(x, t))2 → min . (4.2)
The same holds for meridional wind and temperature. The amplitudes and phases of the
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Therefore, A3 and T3 determine the respective amplitudes and phases of the migrating
TDT. The results for the whole model domain are presented in the following sections.
4.1. Amplitudes
The seasonal cycle of TDT amplitudes is presented in Fig. 4.1 for temperature (left),
zonal wind (middle) and meridional wind (right) at 109 km altitude. Different altitudes
are presented in the appendix (Fig. A.13). However, the overall structure is similar at each
altitude below 120 km, only the magnitudes are increasing with height. This is different
from satellite measurements, as reported by, e.g., Pancheva et al. (2013) and Yue et al.
(2013), who found different structures at different altitudes.
In the temperature component (Fig. 4.1, left panel), the most prominent amplitudes
appear at the equator during equinoxes and in the autumn and winter months of the mid-
latitudes near 30◦N/S. Amplitudes in MUAM are generally smaller than those reported
from satellite measurements (Pancheva et al., 2013; Yue et al., 2013) as can be seen when
comparing to Fig. 2.4. Nevertheless, Taylor et al. (1999) observe similar amplitudes near
40◦N like those in our model. Note that other models, like the Whole Atmosphere Com-
munity Climate Model (WACCM), also tend to underestimate tidal amplitudes (Smith,
2012). The structure of the TDT coincides well with observations by Pancheva et al.
(2013) at 110 km altitude. At midlatitudes, the model also agrees with the results of Yue
et al. (2013). Poleward of 50◦N/S, satellite data cannot be used for validation because
the polar caps are not covered by the yaw maneuvers. In MUAM, the amplitudes rapidly
decrease poleward of 60◦N/S. Airglow measurements during local winter near 80◦N reveal
TDT amplitudes larger than 10K (Oznovich et al., 1997a) but these are based on averages
over several days which can be significantly larger than monthly means.
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Figure 4.1.: Latitude-time cross sections of TDT amplitudes for temperature (left), zonal
wind (middle) and meridional wind (right) at 109 km altitude (REF).
The global structure in the zonal wind component (Fig. 4.1, middle panel) is similar to
that of the temperature TDT. Near 40◦N/S, amplitudes maximize in winter and during
equinoxes as reported by Yue et al. (2013) using TIDI observations and as revealed by
several midlatitude radars (e.g., Teitelbaum et al., 1989; Beldon et al., 2006; Jacobi, 2012;
Yu et al., 2015). While midlatitude winter maxima are more prominent in our model,
the TIDI maxima are larger during equinoxes (cf. Fig. 2.2) but radar measurements near
40◦N support the model results (e.g., Thayaparan, 1997; Yu et al., 2015). Above the
equator, MUAM reveals equinox maxima (like Venkateswara Rao et al., 2011; Guharay
et al., 2013) but at low latitudes weaker solstice maxima (like Deepa et al., 2006; Yu
et al., 2015). This is in disagreement with Yue et al. (2013) who only observe solstice
maxima above the equator. The magnitude is about twice as large in TIDI observations
(Yue et al., 2013) compared to MUAM.
MUAM reveals meridional wind maxima (Fig. 4.1, right panel) at low latitudes during
equinoxes, confirmed by radar observations (e.g., Deepa et al., 2006; Tokumoto et al.,
2007; Jiang et al., 2009; Venkateswara Rao et al., 2011). Similar to the zonal wind
component, the midlatitude TDT peaks during winter with secondary maxima during
equinoxes. This agrees well with, e.g. Manson and Meek (1986), Thayaparan (1997),
Namboothiri et al. (2004), and Jacobi (2012). However, a strong spring maximum as
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Figure 4.2.: Altitude-time cross sections of TDT amplitudes for zonal wind (left) and
meridional wind (right) at 52.5◦N (REF).
observed by TIDI (Yue et al., 2013) is not represented by MUAM.
Figure 4.2 shows the altitude-time cross section for the latitude 52.5◦N which is the closest
model grid point to the Collm MR (51.3◦N). Altitudes are selected for 80-115 km in order
to compare with the MR measurements by Jacobi and Fytterer (2012), see Fig. 2.3. At
Collm, the TDT in zonal and meridional wind peaks during equinoxes which agrees with
MUAM simulations below 110 km. In the same altitude range (< 110 km), the model
reveals secondary maxima during winter which are not visible in the measurements, but
from Fig. 4.1 it is obvious, that winter maxima disappear only a few grid points further
north. Near 90 km in MUAM, the amplitudes are about one order of magnitude smaller
than those observed by Jacobi and Fytterer (2012).
Figure 4.1 has shown that the TDT is strong during equinoxes and solstices, depending
on the latitude and the parameter. Therefore, the main focus of the following analyses
will be drawn to the months January/July and April/October for solstice and equinox
conditions, respectively.
Figure 4.3 shows the TDT amplitudes for January, April, July and October (left to right
column), according to solstice and equinox conditions. It can be seen that the location
of TDT maxima and minima is more or less constant with height below 140 km. Often,
there is a minimum in the profile of TDT amplitudes near 140 km and the global structure
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Figure 4.3.: Latitude-altitude cross sections of TDT amplitudes for temperature (top),
zonal wind (middle) and meridional wind (bottom). From left to right: January, April, July
and October conditions for REF simulation. Colors denote absolute amplitude, gray contour
lines show standard deviations σ with intervals ∆σ given in each panel, respectively.
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partly changes above. This allows the assumption that the primary forcing mechanism
above this altitude is a different one than below.
Standard deviations for the amplitudes are added as contour lines in Fig. 4.3. They are
generally small and they tend to be slightly larger in October and January, which is most
likely owing to the highly variable polar vortex and its influence on the global background
dynamics (see Fig. 3.7). This, in turn, has an effect on the tidal propagation conditions
and can lead to a stronger variability during NH autumn and winter. Nevertheless, the
standard deviations indicate robust results.
To conclude, the observed global structure of the TDT in temperature and wind is well
reproduced by MUAM. Similar to other models like the WACCM, amplitudes tend to be
one order of magnitude smaller compared to satellite and radar observations.
4.2. Phases and Vertical Wavelengths
The phases of the TDT are shown in Fig. 4.4. They are more uniform during equinoxes
than during solstices. For equinox conditions, the phases between ±30◦ are almost con-
stant with height up to 80 km (temperature) and 100 km (zonal/meridional wind), re-
spectively. While the temperature and zonal wind phases are symmetric with respect to
the equator, the meridional phases have an antisymmetric shape with an inversion at the
equator.
From the vertical phase gradient of the TDT, ∆φTDT/∆z, one can derive its vertical





λTDT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical wavelength of the TDT
∆φTDT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vertical phase change of the TDT
∆z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . altitude range
PTDT = 8h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . period of the TDT
Here, the vertical phase gradients are obtained from linear fits of vertical phase profiles
within a range of 30 km (covering 11 height levels) and the respective values are assigned
to the center of this vertical window. This height range is, on the one hand, small enough
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to obtain vertical profiles of vertical wavelengths, and, on the other hand, large enough
to cover typical magnitudes of TDT vertical wavelengths (e.g., Thayaparan, 1997; Nam-
boothiri et al., 2004; Tokumoto et al., 2007; Jacobi, 2012). This procedure is done for all
altitudes and latitudes. In order to avoid too large uncertainties, only fits with a squared
correlation coefficient R2 ≥ 0.8 are used for the calculation in Eq. 4.5. Furthermore, only
phase gradients with a negative slope are considered because these can be interpreted
as upward propagating waves. Positive phase gradients may be interpreted as downward
propagating waves. As density increases in the downward direction, their effect on the
circulation is small.
The result is shown in Fig. 4.5. In agreement with literature (e.g. Deepa et al., 2006;
Venkateswara Rao et al., 2011; Guharay et al., 2013; Pancheva et al., 2013) phases near
the equator are almost constant with height and very large wavelengths are obtained
during all seasons. However, correlation coefficients for the vertical phase gradients tend
to be small above the equator and this leads to large data gaps. Poleward of ±30◦, the
wavelengths tend to be shorter than 100 km for all altitudes.
Throughout the seasons, the largest areas that satisfy R2 ≥ 0.8 for the linear fits of vertical
phase gradients are located at midlatitudes between 60 and 120 km altitude (temperature)
and between 60 and 100 km altitude (zonal/meridional wind), allowing comparisons with
midlatitude radar observations. As reported by Cevolani and Bonelli (1985) and Jacobi
(2012), the wavelengths during equinoxes are longer than during solstices. In MUAM,
they are about 50-80 km but Jacobi (2012) shows that they can also exceed 100 km. The
shortest wavelengths at midlatitudes are found during the summer season where they are
about 20 km. This is in agreement with several midlatitude radar measurements (e.g.,
Bernard et al., 1981; Manson and Meek, 1986; Thayaparan, 1997; Jacobi, 2012).
Above 100 km altitude, the meridional gradients of the vertical wavelengths are much
smaller than below 100 km, and, even above the equator, wavelengths are short (20 km).
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Figure 4.4.: As in Fig. 4.3 but for TDT phases.
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Figure 4.5.: As in Fig. 4.3 but for TDT vertical wavelengths λTDT . These are based
on linear fits of vertical phase gradients ∆φ/∆z over a range of 30 km (only shown where
∆φ/∆z < 0 and R2∆φ/∆z ≥ 0.8).
5. The Terdiurnal Forcing Mechanisms
in MUAM
In a numerical model, all dynamical features are guided by and included in the prognostic
equations. For MUAM, these were introduced in section 3.3 (Eqs. 3.19-3.21). Hence,
all sources of TDT excitation can be identified by analyzing the migrating terdiurnal
component of each term of the tendency equation.
5.1. The Terdiurnal Forcing Terms – In-Situ Excitation
The terdiurnal components of the forcing terms are presented in Fig. 5.1 (for zonal and
meridional wind acceleration) and Fig. 5.2 (for heating/cooling). To give an example, the
conditions are chosen for January 2000.
Fig. 5.1 and Fig. 5.2 clearly show that the excitation of TDTs is negligible for a number
of terms, e.g., from all components of biharmonic diffusion and from IR cooling. The PW
source is zero because PWs are switched off in the present configuration. The terdiurnal
component of the nudging term is zero because the nudging only affects the zonal mean
temperature. Newtonian cooling, which is included in the same tendency term, is small.
The pressure gradient force has a relatively large terdiurnal amplitude, but it does not
count as an excitation source because it only represents the TDT in the geopotential.
The direct solar forcing due to absorption of UV radiation (see Fig. 5.2) is probably the
most well known excitation mechanism of solar tides (e.g., Chapman and Lindzen, 1970;
Andrews et al., 1987). Another important excitation source comes from GW-tide inter-
actions as suggested by, e.g., Miyahara and Forbes (1991). All remaining terms, namely
wind and temperature advection, adiabatic heating, the Coriolis term, eddy diffusion and
molecular conduction, contain nonlinear tidal interactions. In other words, they include
a product of non-zonal parameters.
5.1. The Terdiurnal Forcing Terms – In-Situ Excitation 65








































































                m s 1 d 1
 = 2m s 1 d 1


























































                m s 1 d 1
 = 2m s 1 d 1





















































                m s 1 d 1
 = 2m s 1 d 1












































                m s 1 d 1
 = 2m s 1 d 1
























































                m s 1 d 1
 = 2m s 1 d 1





































                m s 1 d 1
 = 2m s 1 d 1

















































                m s 1 d 1
 = 2m s 1 d 1















































                m s 1 d 1
 = 2m s 1 d 1









































                m s 1 d 1
 = 2m s 1 d 1










































                m s 1 d 1
 = 2m s 1 d 1














































                m s 1 d 1
 = 2m s 1 d 1




































                m s 1 d 1
 = 2m s 1 d 1
Figure 5.1.: Terdiurnal components of zonal wind acceleration (top) and meridional wind
acceleration (bottom) of all different terms in the prognostic model equations (see Eqs. 3.19
and 3.20). From left to right: wind advection, Coriolis force combined with Lorentz force
and Rayleigh friction, pressure gradient force, biharmonic diffusion, acceleration due to GWs
and eddy diffusion.
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Figure 5.2.: Terdiurnal components of heating/cooling of all different terms in the prognos-
tic model equations (see Eqs. 3.21). From top left to bottom right: temperature advection,
adiabatic heating, Newtonian Cooling combined with nudging, biharmonic diffusion, heat-
ing/cooling due to GWs, molecular conduction, heating due to UV radiation, cooling due to
IR radiation and heating due to traveling PWs.
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It can be concluded that three main mechanisms produce a migrating TDT in MUAM:
solar heating, nonlinear tidal interactions and GW-tide interactions. In the following,
the respective forcing terms and their separation during a numerical simulation are de-
scribed in more detail. As shown by Lilienthal et al. (2018), the separation of the forcing
mechanisms is useful to investigate the related propagating tides.
5.1.1. The Solar Forcing
As described in section 3.3, MUAM includes a solar radiation parameterization that is
responsible for the excitation of thermal tides. In the tendency equations of the model,
this is represented by the term ∂T/∂t|sol (see Eq. 3.21), which determines the non-zonal
heating of the atmosphere. A harmonic analysis after Eq. 4.1 is applied to this tendency
term to extract fsol, i.e. the migrating terdiurnal component of the direct solar heating.
The result for January, April, July and October conditions is presented in Fig. 5.3 and
standard deviations calculated from the 11 years of the ensemble simulation are added.
Figures for the remaining months are shown in the appendix (Fig. A.8).
Note that fsol is scaled by density through the factor exp{−z(2H)−1} in order to highlight
the region where the forcing originates from. Therefore, the figure shows the source region
of direct tidal excitation, because the amplitude of atmospheric waves increases with
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Figure 5.3.: Terdiurnal solar forcing (fsol), scaled by exp{−z(2H)−1} to account for the
amplitude’s growth rate due to decreasing density with height (colors). Standard deviations
σ are added as gray contour lines with intervals ∆σ = 2 · 10−4 Kd−1. From left to right:
January, April, July and October conditions. Note that the color scale is not linear.
5.1. The Terdiurnal Forcing Terms – In-Situ Excitation 67
decreasing density, but it does not provide any information about propagation conditions
(Lilienthal et al., 2018).
It can be seen from Fig. 5.3 that the direct solar forcing originates from the lower and
middle atmosphere below 70 km altitude with maxima in the region of water vapor absorp-
tion (troposphere) and ozone absorption (stratosphere). Standard deviations are generally
small compared with the total strength of the forcing. During solstices, fsol is larger than
during equinoxes.
5.1.2. The Gravity Wave Forcing
The analysis of the migrating TDT component of GW-tide interactions (fgw) is similar
to the analysis of the solar forcing (fsol). GWs in MUAM are the result of two coupled
parameterizations which were introduced in section 3.3. The tendency terms ∂T/∂t|GW
(Eq. 3.21), ∂u/∂t|GW (Eq. 3.19) and ∂v/∂t|GW (Eq. 3.20) are nothing else than the sum of
the returned values of both parameterizations. All three tendency terms can be treated in
the same way like ∂T/∂t|sol, applying a spectral analysis to extract the TDT component.
Fig. 5.4 shows the results for all components of fgw, similar to Fig. 5.3.
The thermal component of fgw (Fig. 5.4, first row) is relatively weak throughout the whole
year and partly shows a large uncertainty. It seems to play a minor role for the forcing of
TDTs. The terdiurnal component of zonal GW drag (Fig. 5.4, second row) is negligible
below 60 km altitude, but it is prominent above the mesopause (above 100 km) where it
maximizes during equinoxes. During solstices, there is an additional strong fgw region
near 80 km altitude at middle latitudes of the winter hemisphere. Its standard deviation
is relatively large but, nevertheless, this feature is clearly visible in each single year of the
ensemble simulation (not shown here). Using the same model but with SPWs switched
on, Lilienthal et al. (2017) reported a maximum of SPW amplitudes in the same area
connected with a strong negative zonal mean zonal GW drag during July. Hence, GWs
in this region are able to excite several kinds of atmospheric waves, not only tides.
The meridional fgw (Fig. 5.4, third row) is only significant between 60 and 100 km altitude
but much weaker than the zonal component of fgw (Fig. 5.4, second row). The meridional
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Figure 5.4.: Like Fig. 5.3 but for fgw. From top to bottom: heating/cooling of the atmo-
sphere due to GWs zonal GW drag, meridional GW drag. Note that the color scale is not
linear in the heating/cooling parameter, only.
fgw is slightly larger in the winter hemisphere but a clear influence on TDT meridional
wind amplitudes (Fig. 4.3, bottom row) is not visible.
5.1.3. The Nonlinear Forcing
In the model equations (Eqs. 3.19-3.21), nonlinear wave-wave interactions (fnlin) appear
within products of non-zonal parameters, i.e. u, v, w and T . This is the case in the
advection terms and in the adiabatic heating. Further nonlinear interactions may appear
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in the eddy diffusion, molecular conduction and Coriolis terms. However, as their imple-
mentation in the model is more complicated, their separation and extraction partly leads
to numerical instabilities. Therefore, these terms are neglected in the following.
Substituting all partials (∂) by differences (∆) for numerical purposes and with ∆x =
a cosφ ∂λ, ∆y = a cosφ ∂φ and ∆z = ∂z, the advection terms and adiabatic heating































u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . zonal wind
v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . meridional wind
w . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .vertical wind
T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . temperature
R = 287 J kg−1 K−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . gas constant for dry air
m′ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ratio of the molecular weights of air at level z and z = 0
cp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . specific heat at constant pressure
The nonlinearity of these terms becomes clearer when Raynold’s decomposition is applied
for each non-zonal parameter X at each model time step, latitude and altitude. Then, X
can be expressed as:
X(tm, j, k, i) = X(tm, j, k) +X
′(tm, j, k, i).
i = 1..64 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . longitude (model grid point)
j = 1..36 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . latitude (model grid point)
k = 1..56 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . altitude level (model grid point)
tm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .model time step
X(tm, j, k) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . the zonal mean of parameter X
X ′(tm, j, k, i) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . longitudinal residuals from the zonal mean
For simplicity, the subscript notation is used in the following to indicate the index of the
respective dimension, e.g. Xi+1 = X(tm, j, k, i+ 1) and Xk+1 = X(tm, j, k + 1, i).
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Now the terms in 5.1-5.4 can be rewritten using the decomposition and the following
boundary conditions for the longitudes:
Xi+1/2 = (Xi+1 +Xi)/2, |i = 1..64, Xi=65 = Xi=1
Xi−1/2 = (Xi +Xi−1)/2 |i = 1..64, Xi=0 = Xi=64,
for the latitudes:
Xj+1/2 = (Xj+1 +Xj)/2, |j = 1..36, Xj=37 = Xj=36
Xj−1/2 = (Xj +Xj−1)/2 |j = 1..36, Xj=0 = Xj=1,
and for the altitudes:
Xk+1/2 = (Xk+1 +Xk)/2 |k = 1..56, Xk=57 = Xk=56
Xk−1/2 = (Xk +Xk−1)/2 |k = 1..56, Xk=1/2 = (3Xk=1 −Xk=2)/2.

























The first term of Eq. 5.6 is only related to the zonal mean flow, the second term represents
wave-mean flow interactions and the last term includes the nonlinear wave-wave interac-
tions which are the subject of this decomposition. Derived from the terms in 5.1-5.4, the
corresponding terms of wave-wave interactions are:















































· w′T ′. (5.10)
In the following, the terms in (5.7) are combined and called zonal wind acceleration. The
same is applied for meridional wind acceleration (from 5.8) and temperature advection
(5.9). The adiabatic heating term is regarded separately. By applying a spectral anal-
ysis on these four terms, those nonlinear interactions can be extracted that enhance a
wavenumber 3 TDT, and these are called fnlin in the following. The result is shown in
Fig. 5.5.
The zonal wind forcing fnlin (Fig. 5.5, first row) reveals some increased values at low
latitudes (±20-30◦) from the surface up to an altitude of 120 km. The latitudinal structure
is almost symmetric with respect to the equator. Maxima are located near 60 km altitude
during equinoxes at high latitudes, i.e. close to the poles. During solstices, maxima are
smaller and less distinct. Standard deviations in the zonal fnlin are about one magnitude
smaller than the mean values.
The meridional fnlin (Fig. 5.5, second row) has a similar structure like the zonal fnlin, but
the meridional component is slightly larger. It maximizes near 50 km altitude. During
solstices, these maxima are located at low latitudes but during equinoxes they are located
at high latitudes.
The nonlinear terdiurnal temperature advection (Fig. 5.5, third row) reaches much smaller
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Figure 5.5.: Like Fig. 5.3 but for fnlin. From top to bottom: nonlinear zonal wind accel-
eration and nonlinear meridional wind acceleration, nonlinear temperature advection and
nonlinear adiabatic heating. Note that the color scale for thermal components is not linear.
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Figure 5.6.: Product of DT and SDT amplitudes, scaled by exp{−z(2H)−1} to account for
the amplitude’s growth rate due to decreasing density with height. Temperature (top row),
zonal wind (middle row) and meridional wind (bottom row). From left to right: January,
April, July and October conditions. Results are an average of the 11 ensemble members
(color shading). Standard deviations (σ) are added as gray contour lines.
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peaks than the solar forcing fsol (Fig. 5.3) but due to the fact that fsol vanishes above
70 km altitude, the thermal component of fnlin becomes the most important one above
that altitude. It maximizes during equinoxes over the equator. During solstices fnlin is
weaker and it has maxima at low latitudes of the winter hemisphere.
Terdiurnal adiabatic heating (Fig. 5.5, last row) is very weak compared to the other
nonlinear forcing terms and compared to fsol. Therefore, this forcing terms seem to play
a minor role and will be mostly disregarded in the following.
Lilienthal et al. (2018) have shown exemplarily that the product of DT and SDT ampli-
tudes, scaled by the tidal amplitude growth rate exp{−z(2H)−1}, can be used as a proxy
for the source region of nonlinear interactions. Figure 5.6 shows this quantity for multi-
plied zonal wind amplitudes (top), meridional wind amplitudes (middle) and temperature
amplitudes (bottom) for solstice and equinox conditions. The similarity of the structures
in Figure 5.6 compared to Fig. 5.5 is convincing, especially in the middle atmosphere.
To conclude, the interactions between DTs and SDTs are the major source of terdiurnal
nonlinear forcing in MUAM.
At this point, it should be emphasized that this section only provides information about
the in-situ tidal forcing but not about favored propagation conditions. A large in-situ
forcing may not have any influence on tidal amplitudes further above, if the tide is trapped
in the vertical. Therefore, the analysis of the forcing terms is not sufficient to determine
the influence of different forcing mechanisms on the total TDT amplitude. This will be
subject of the following sections.
5.2. Nonlinear Tidal Interactions - Common Analysis
Methods
5.2.1. The Wavelength Criterion
As introduced in section 2.2.1, nonlinear tidal interactions are one possible generation
mechanism of the TDT. Assuming a TDT that is purely excited by interactions between
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the DT and the SDT, the vertical wavelengths λDT and λSDT need to be related to those
of the TDT after Eq. 2.4. This condition is often used in the literature to test the presence
of nonlinear interactions (e.g., Reddi and Ramkumar, 1997; Thayaparan, 1997; Younger
et al., 2002; Deepa et al., 2006).
This procedure has been applied to the tidal components of the REF simulation (not
shown here). However, the results strongly depend on the way how λDT and λSDT are
computed, i.e. on the criteria for vertical phase gradients. For example, if the same
criteria are applied like for λTDT (namely 30 km range and R2 ≥ 0.8 for linear fits), then
the number of grid points with available data, including λDT and λSDT , is very small and
the overall image is not very meaningful.
To obtain enough data points for comparing the theoretical nonlinear wavelengths with
those of the REF simulation (Fig. 4.5), one may weaken or even disregard the conditions
for vertical phase gradients. Then, the structure of theoretical nonlinear wavelengths (not
shown here) is fundamentally different from the actually modeled wavelengths (Fig. 4.5).
Therefore, the wavelength criterion for nonlinear interactions is not satisfied in the present
simulations. However, nonlinear interactions may still exist. Assuming that the ampli-
tudes of fnlin are smaller than those of fsol, then the phases of the nonlinearly excited
TDT are superposed by the phases of the pure solar TDT. In this case, tidal interactions
are not absent, but invisible in terms of a vertical wavelength analysis.
5.2.2. The Correlation Analysis
Another common method to test the nonlinear origin of the TDT is to correlate DT or SDT
amplitudes with the amplitudes of the TDT (e.g., Cevolani and Bonelli, 1985; Thayaparan,
1997; Zhao et al., 2005; Tokumoto et al., 2007; Du and Ward, 2010; Venkateswara Rao
et al., 2011; Jacobi and Fytterer, 2012; Pancheva et al., 2013). This is based on the idea
that a nonlinearly excited TDT can only exist in the presence of its parent waves. Du
and Ward (2010) argue that, if nonlinear interactions were important, the correlation had
to be significant for short-term and for long-term variations without preference for either
scale.
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Figure 5.7.: Correlation coefficients (R) between DT and TDT (left panels), and between
SDT and TDT (right panels) zonal wind amplitudes for January and April, respectively.
Positive/negative correlation is shown in red/blue. Data base are monthly mean values for
1979-2015.
As described in section 3.3, the ensemble REF simulation is guided by 11 years of monthly
mean zonal mean reanalysis temperatures, nudged to the zonal mean temperature of the
model. In order to provide a good statistical significance of the correlation coefficients,
the time series has been expanded for this specific analysis to a total of 37 years. Thereby
ERA-Interim data from 1979 to 2015 are used. The correlation is performed on the basis
of monthly means, i.e. 37 data points are used for the correlation during each month at
each latitude/altitude.
The left panels of Fig. 5.7 show the correlation coefficients between DT and TDT zonal
wind amplitude in January and April while the right panels of Fig. 5.7 show the correlation
coefficients between SDT and TDT zonal wind amplitude in January and April. As
contour lines, the TDT zonal wind amplitudes of the REF simulation are added.
The patterns in Fig. 5.7 are rather complex with strongly positive (R > 0.7) and strongly
negative (R < −0.7) correlation coefficients. Similar to the long-term scale correlations
of Du and Ward (2010), who performed model simulation with the eCMAM, the positive
and negative patterns appear to be irregular and alternate in latitude and altitude. On
a global average, |R| is larger for the SDT than for the DT correlation. TDT amplitudes
(contour lines) are not obviously related to areas of strong correlation coefficients.
The results are somewhat inconclusive. To explain the correlations via nonlinear interac-
tions, a positively correlated area may be associated with an increasing TDT amplitude
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for increasing parent waves (DT and SDT). According to this argument, the TDT vanishes
when the parent waves disappear. However, a negatively correlated area can explain the
energy transfer from the parent waves to the TDT and therefore, DT and SDT amplitudes
should decrease to a certain degree when the TDT increases.
The vertical propagation of tides is another issue related to this analysis method. DT
and SDT may locally interact at a certain altitude/latitude, generating a TDT that is
propagating upward with amplitudes that are exponentially increasing with height due to
the decrease in density. On the one hand, this means that the correlation is possibly small
in the region of the interaction due to negligible amplitude of the child wave. On the other
hand, above the excitation region, the correlation between parent waves and child wave
might be weak although the TDT is generated by nonlinear interactions further below.
Keeping this in mind, one may question whether a direct correlation between parent and
child waves is expected to be strong anywhere in the model domain and if it is a useful
method to be applied for radar time series. Besides, the correlation analysis offers the
same problems like the wavelength analysis. Both methods cannot provide information
about the nonlinear generation mechanism in the presence of a strong solar forcing which
dominates the properties of the observed TDT.
5.3. Propagating Terdiurnal Tides
This section allows more insight into the physical processes of TDT excitation and propa-
gation by using the advantages of a numerical model. In contrast to the real atmosphere,
individual forcing terms can be switched on and off in a simulation, and the features of
the respective propagating tides can be analyzed individually.
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5.3.1. The Removal of Excitation Mechanisms in a MUAM Simulation
In general, two scenarios are possible to analyze the contribution from a terdiurnal forcing
fx:
(a) the removal of fx by keeping all other forcings, and
(b) the removal of all other forcings by only keeping fx.
(a) will demonstrate the difference of amplitudes owing to the lack of the forcing fx while
(b) will show the remaining amplitudes that are only owing to fx. In the case of a linear
model, the TDT amplitudes for (a)+(b) should be equal to those in the REF simulation
which includes all forcing. However, MUAM is a nonlinear model and therefore deviations
between (a)+(b) and REF are expected.
As described by Lilienthal et al. (2018), the temporal dimension for this analysis is not
considered and TDTs in the model are strongest for wavenumber 3 (migrating TDTs) and
negligible for other wavenumbers (nonmigrating TDTs). This is because nonmigrating
tides are usually excited by orographic sources, latent heat release or other geographically
fixed effects (e.g., Andrews et al., 1987). Note that atmospheric gases such as water vapor
or ozone are only included as zonal means which is different from other versions of MUAM
(e.g., Ermakova et al., 2017).
To extract the zonal wavenumber 3 component, a Fast Fourier Transform (FFT) after
Danielson and Lanczos (1942) is applied to the forcing fx at each time step and each
altitude/latitude, separately. The algorithm is recursive and (ideally) requires a data set
length N that equals a power of 2. Otherwise it is recommended to pad the data set
with zeros up to the next power of 2 (Press et al., 1992). In MUAM, the dimension
in longitudes is 64 which equals 26 and therefore the algorithm can be applied without
padding.
fsol and fgw can be directly analyzed from the output parameter of the respective param-
eterization, as described in section 5.1. The nonlinear terms fnlin are listed in Eq. 5.4.
While fsol only has a thermal component, fgw and fnlin can be expressed as a heat-
ing/cooling, zonal wind drag and meridional wind drag. In the following, the “removal”
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or “enhancement” of certain forcing mechanisms is always attributed to all components of
these forcing terms.
5.3.2. Simulation Overview
In the previous section, the different forcing terms are discussed with respect to their
relative strength directly at the altitude of excitation. This serves as a first indicator for
their contribution to the TDT amplitude. Nevertheless, the local forcing is no evidence for
a propagating TDT because the wave might be trapped when the background conditions
are not in favor for tidal propagation. Furthermore, different forcing mechanisms do not
necessarily enhance each other but they may counteract and eliminate or, at least, reduce
each other as reported by Smith et al. (2004).
Several simulations with removed forcings will serve for deeper analysis of the forcing
contributions. These are summarized in Table 5.1. The REF simulation, which includes
all forcings, has been introduced in section 4 and compared with observations. Here,
emphasis is laid on those simulations where certain terdiurnal forcing mechanisms are
removed. The technical procedure for removing a forcing has been described in section 5.1.
A control simulation (CTRL) is performed which includes the elimination of all possible
forcing mechanisms (fsol, fnlin and fgw). This simulation is expected to produce no TDT
at all.
Different simulations are performed where only one forcing has been removed. These are:
NO_NLIN (without fnlin), NO_GWF (without fgw) and NO_SOL (without fsol). To separate
the contribution from ozone and water vapor heating, NO_SOL has further been split
into NO_H2O and NO_O3. In these simulations the solar forcing is only removed from the
respective absorption bands described in section 3.2 (page 48).
The last three simulations in Table 5.1 only include one of the three possible excitation
sources of TDTs while the other two remaining sources are removed. Therefore, NLIN
only contains fnlin as terdiurnal forcing, GWF only contains fgw and SOL only contains fsol,
including all absorption bands.
An overview of these simulations is given in Fig. 5.8. Each panel shows TDT amplitude
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Table 5.1.: Overview of the different simulations and their status of terdiurnal solar (fsol),
nonlinear (fnlin) and GW forcing (fgw).
Simulation Name Description fsol fnlin fgw
REF Reference with all forcings on on on
CTRL Control without any forcing off off off
NO_NLIN removed nonlinear forcing on off on
NO_GWF removed gravity wave forcing on on off
NO_SOL removed solar forcing off on on
NO_H2O removed solar H2O forcing no H2O on on
NO_O3 removed solar O3 forcing no O3 on on
NLIN only nonlinear forcing off on off
GWF only gravity wave forcing off off on
SOL only solar forcing on off off
profiles of the different simulations, except for NO_H2O and NO_O3 which will be discussed
later. At each altitude, the amplitude represents a mean value over all latitudes, e.g. the
profiles for REF are derived from the amplitudes shown in Fig. 4.3. Standard deviations
based on the 11 ensemble members are given as error bars. Note that the amplitudes
at each altitude level are not weighted according to the latitude φ by a cosφ because
amplitudes near the poles are small anyways. The panels of Fig. 5.8 refer to January
(top) and April conditions (bottom) for temperature (left) and zonal wind amplitudes
(right). A complete collection of all months can be found in the appendix (Fig. B.1-B.2).
The profiles can be divided into two groups: a) SOL, NO_NLIN and NO_GWF have similar
magnitude like REF and b) NO_SOL, NLIN and GWF are comparable to CTRL. This shows the
clear dominance of the solar forcing. CTRL determines the minimum amplitudes because
this is the run without TDT forcings. The fact that CTRL amplitudes are not equal to zero
gives rise to the assumption that there are other sources of TDT forcing that have not been
considered, yet. Further nonlinear interactions may, for example, arise from nonlinear
eddy diffusion and molecular conduction terms, but also from the Coriolis term, which
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Figure 5.8.: Vertical profiles of global mean amplitudes during January (top) and April
(bottom) for temperature (left) and zonal wind (right). Horizontal bars denote standard
deviations with respect to the 11 ensemble simulations.
includes a product of non-zonal parameters. Attempts have been made to remove these
nonlinear terms, as well. As mentioned above, this partly leads to numerical instabilities
ending up with a model breakdown. Therefore, they have been neglected in the previous
analysis. On the other hand, noise can also lead to a regular TDT-like oscillation; e.g.
Rind et al. (2014) noted that numerical noise can produce a quasi-biennial oscillation.
The small unknown additional forcing in CTRL can also lead to further interactions and
may also explain a larger CTRL temperature amplitude during April compared to the NLIN
simulation (see Fig. 5.8, bottom left).
At higher altitudes, the individual characteristics of each simulation are better expressed
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because of larger amplitudes. Note, that amplitudes increase exponentially with increasing
altitude because of the exponential decrease of density in the atmosphere.
In each panel of Fig. 5.8, the SOL simulation is larger than the GWF or the NLIN simulation
by a factor of about 2 or more. Even the combination of fnlin and fgw (=NO_SOL) is much
smaller than SOL, except for the zonal wind component during April at about 140 km
(Fig. 5.8, bottom right). This is a clear indication that the fsol dominates and that fnlin
and fgw mostly play a minor role.
Comparing the temperature terms of fgw and fnlin, it can be seen from Figs. 5.5 and
5.4 that fnlin is larger. This is confirmed by Fig. 5.8 (left panels) which shows larger
amplitudes in the NLIN simulation than in the GWF simulation below 130 km altitude.
Above 130 km, GWF amplitudes become larger and NLIN amplitudes are drastically reduced.
This corresponds to the forcings in Fig. 5.4 showing that fgw is large in the thermosphere.
For the zonal wind component, Figs. 5.5 and 5.4 show that fgw > fnlin above 100 km.
The same order of relevance is seen in Fig. 5.8 (right panels) but during January, when
fgw is weaker, the difference between the amplitudes in NLIN and GWF is smaller. In April,
the GWF simulation shows significantly larger amplitudes than the NLIN simulation below
140 km.
It is unexpected that the amplitudes of simulations with removed forcings can even exceed
the REF amplitudes, e.g. during January the temperature amplitudes of SOL and NO_GWF
are clearly larger than those of REF near 130 km altitude. This indicates that different
terdiurnal forcings or the propagating TDTs that arise from these forcings are counter-
acting. This is possible through destructive interferences between the different waves, i.e.
the phases of these waves differ by approximately pi. If this is the case, then the removal
of one of these forcings also removes the destructive interference. The remaining wave
can freely propagate which leads to larger TDT amplitudes in simulations with removed
forcings (e.g., NO_GWF) than in REF.
A more detailed analysis of these destructive interferences including the phase relations
will follow in section 5.3.4. The next section will present the seasonal and global variation
of TDT amplitudes from the different simulations introduced in Table 5.1.
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5.3.3. Seasonal and Global Structure of the Terdiurnal Tide from Individual
Forcing Mechanisms
As can be seen in Fig. 5.8, the simulations NLIN, GWF and NO_SOL produce relatively
small TDT amplitudes. The latitude-time cross sections of these simulations (and the
one of the REF simulation) are shown in Fig. 5.9. In contrast to that, the simulations
NO_NLIN, NO_GWF and SOL are comparable in magnitude to REF and therefore Fig. 5.10
shows amplitude differences to REF, instead. Fig. 5.9 and Fig. 5.10 show the seasonal
cycles for the TDT amplitude in temperature (top row) and zonal wind (bottom row) at
a logarithmic pressure height of 109 km.
The TDT amplitudes due to fnlin only (NLIN; Fig. 5.9, second column) show maxima near
50◦ during local winter and near the equator during equinoxes. They reach a maximum
of about 2K and 3ms−1. The amplitudes, which occur if only fgw is applied (GWF;
Fig. 5.9, third column), are generally negligible, except for the zonal wind component
during local summer. Between June and August the GWF amplitudes exceed 2ms−1 (NH),
in December/January only 1ms−1 (SH). The NO_SOL simulation (Fig. 5.9, last column)
represents a combination of fgw and fnlin and is therefore comparable in magnitude to
NLIN, except for the zonal wind component during NH summer, which is mainly driven
by fgw.
The simulations NO_NLIN and NO_GWF represent the absence of fnlin and fgw, respec-
tively. From a linear model one may expect that the difference amplitudes NO_NLIN-REF
(Fig. 5.10, left panels) are negative everywhere and the magnitude should be equal to
the NLIN simulation in Fig. 5.9, second panels. The same should hold for NO_GWF-REF
(Fig. 5.10, second panels) compared to the magnitude of GWF ( Fig. 5.9, third panels). In
fact, this is not the case. Instead of negative differences, there are even large red areas in
Fig. 5.10, indicating that the amplitudes increase when one of these forcings is removed.
The largest increase in amplitude is observed at midlatitudes during local winter, simi-
larly for NO_NLIN and NO_GWF. In these regions, there is also a maximum amplitude in the
NLIN and GWF simulation (see Fig. 5.9). However, near the equator maxima of the NLIN
simulation, the amplitudes in NO_NLIN decrease. The same holds for the summer maxima
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Figure 5.9.: Latitude-time cross sections of monthly mean TDT temperature (top) and
zonal wind amplitudes (bottom) at 109 km altitude for the simulations REF, NLIN, GWF and
NO_SOL (from left to right).
of GWF in the zonal wind component. The decrease of amplitude for a removed forcing
indicates a linear relationship between the forcings and represents the expected „normal“
case. An increase in amplitude can be interpreted as counteracting forcings with phase
relations that lead to destructive interferences in the REF simulation. More details on this
topic are given in section 5.3.4.
The differences between the SOL and REF simulation are shown in Fig. 5.10, right panels.
This simulation represents the absence of fnlin and fgw. Compared to NO_NLIN-REF and
NO_GWF-REF, SOL-REF is about the sum of the two left panels in Fig. 5.10. The question
about the model’s nonlinearity is analyzed in Fig. 5.11. It shows the CTRL simulation
where all three forcing mechanisms are removed simultaneously (first panel for tempera-
ture and third panel for zonal wind). As can be seen in Fig. 5.8 and now in more detail in
Fig. 5.11, the TDT amplitudes in the CTRL simulation are not zero but they reach up to
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Figure 5.10.: Latitude-time cross sections of monthly mean TDT temperature (top) and
zonal wind amplitudes differences (bottom) at 109 km altitude: NO_NLIN-REF, NO_GWF-REF,
and SOL-REF (from left to right).
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Figure 5.11.: Latitude-time cross sections of monthly mean TDT temperature (left two
panels) and zonal wind amplitudes (right two panels) in the simulations CTRL and CTRLtheo =
1
2 (SOL+NLIN+GWF−REF). Altitude is 109 km.
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1K and 1ms−1 during local winter near 40◦N/S. The amplitudes of the CTRL simulation
will be called the „residual“ amplitudes, in the following, because they represent TDTs
that cannot be easily switched off in the model.
Not only the nonlinear behavior of the forcings but also the residual amplitudes from the
CTRL simulation explain why, e.g., the NO_SOL simulation does not exactly equal the sum
of NLIN and GWF. In fact, even for a linear case, the amplitudes of NO_SOL are expected
to be smaller than NLIN+GWF because NO_SOL contains the residual amplitudes only once,
while NLIN+GWF contains the residual amplitudes twice. Therefore, for the linear case,
the CTRL amplitudes can be reproduced by a theoretical CTRL amplitude (CTRLtheo) via
the following equation:
CTRLtheo = 12(SOL+NLIN+GWF−REF),
using vector sums. Note that the residual amplitudes are included three times
in total (SOL+NLIN+GWF) but they are subtracted once through REF. Thereby,




The results for CTRLtheo are shown in Fig. 5.11 for temperature (second panel) and zonal
wind (last panel). It can clearly be seen that the calculated residual amplitudes of CTRLtheo
are larger than those of the real CTRL simulation. Differences can be directly attributed to
the nonlinearity of the model, i.e. to nonlinear interactions among the different terdiurnal
forcing mechanisms. Moreover, the propagation conditions in the background may be
slightly altered after the removal of a forcing.
Fig. 5.12 shows the latitude-altitude cross section of TDT zonal wind amplitudes for
the simulations SOL and NO_SOL (first row), GWF and NO_GWF (middle row) and NLIN and
NO_NLIN (bottom row) for solstice and equinox conditions, each. Fig. 5.13 shows the same
but for temperature.
Comparing the SOL, GWF and NLIN simulations (left two figures of each row), the ampli-
tudes due to fsol only (SOL) are larger than those due to fgw (GWF) and fnlin (NLIN) almost
everywhere. The overall structure and location of maxima in SOL is similar to those in
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the REF simulation (Fig. 4.3). Zonal wind maxima are reduced in SOL and do not exceed
9ms−1 below 140 km, but in temperature, the amplitudes are partly increased by a few
Kelvin.
From Fig. 5.9 it was concluded that fgw produces only small amplitudes at 109 km (GWF),
except for the zonal wind component during local summer. Fig. 5.12 shows that GWF
maxima during January have a similar magnitude in the NH (winter) and SH (summer).
During April, a clear GWF maximum is reached at northern low latitudes near 140 km.
The magnitude of GWF amplitudes agrees well with Miyahara and Forbes (1991), who
can explain a 2ms−1 TDT amplitude by interactions between the DT and GWs. The
structure corresponds to the strong zonal fgw in the lower thermosphere during equinoxes
(Fig. 5.4, second row) but it depends on altitude. In temperature (Fig. 5.13, middle row),
the influence of GWs on the TDT amplitude is small as the fgw is also small (Fig. 5.4,
first row).
The amplitudes in the NLIN simulation (Fig. 5.12 and 5.13, bottom rows) do not experience
such a structural change with altitude but in zonal wind, they are continuously growing
with height. The amplitudes maximize in local winter, i.e. in the NH during January. In
contrast, Huang et al. (2007) found maxima of the nonlinear TDT during equinoxes, while
Smith and Ortland (2001) concluded that nonlinear interactions are mainly present in the
tropics. Furthermore, the nonlinear amplitudes in MUAM are much smaller than obtained
from the fully nonlinear model that Huang et al. (2007) have used. Nevertheless, Fig. 5.12
and 5.13 prove that nonlinear interactions are indeed taking place in the model, although
the correlation analysis and wavelengths comparison, as suggested by, e.g. Du and Ward
(2010), Reddi and Ramkumar (1997), Thayaparan (1997), Younger et al. (2002), and
Deepa et al. (2006), do not indicate those interactions (see section 5.2)
Having a look at NO_GWF (Fig. 5.12), TDT amplitudes are reduced below 140 km and
strongly enhanced above compared to REF (Fig. 4.3). This leads to a very different
global structure of the zonal wind TDT in NO_GWF. In temperature (Fig. 5.13), the TDT
experiences an increase in amplitude for most areas of the NO_GWF simulation. The TDT
amplitudes in NO_NLIN are of similar magnitude as in REF for zonal wind and temperature.
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In some areas, the amplitude is even larger in NO_NLIN, as already mentioned with regard
to Fig. 5.10.
The TDT amplitudes due to non-considered forcings (apart from fsol, fgw and fnlin) may
strongly vary in magnitude depending on the simulation, e.g. the terdiurnal component
of the pressure gradient force dΦ/dφ linearly depends on the total terdiurnal amplitude
as the oscillation in temperature and wind is closely related to those in the geopotential.
Therefore, „left-over“ amplitudes (not owing to either of the three analyzed forcings) may
differently interact with the pure solar, nonlinear or GW-induced TDT. Consequently,
taking into account that each run also includes these „left-over“ amplitudes, it becomes
more clear that the naive sum of, e.g., GWF and SOL is actually not equal to NO_NLIN, as
can be seen in Fig. 5.12.
Previously, fsol was considered as the sum of all individual solar absorption bands. Due
to the fact that the DT and SDT are known to be excited in the water vapor and ozone
heating region, it is desirable to separate these contributions for the TDT forcing. This
can lead to an idea about the question which of the solar forcing components is most
important for TDTs.
In the simulation NO_H2O (NO_O3), only the solar forcing due to absorption of solar radi-
ation in the water vapor (ozone) heating region has been removed. The amplitude differ-
ences in comparison to the REF simulation are shown for January and April in Fig. 5.14.
Missing values denote that the simulations do not differ significantly on a 99% confidence
level. This is based on a two-sample t-test.
Removing the water vapor contribution in January (Fig. 5.14, left panels) leads to a weak
decrease in amplitude in the SH and to an increase in amplitude above the equator and in
the NH. This indicates that the water vapor forcing of TDTs counteracts with one of the
other forcings, either another solar forcing or the nonlinear/GW forcing. During April,
differences between NO_H2O and REF are small and one may conclude that the water vapor
forcing has almost no influence during equinoxes.
Removing the ozone contribution also leads to some increase in amplitude during January
with two distinct maxima near the equator and 30◦N. During April, the TDT amplitude
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is significantly smaller than in the REF simulation and, therefore, the ozone in the strato-
sphere seems to be the main driver of TDTs during equinoxes.
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Figure 5.12.: Latitude-altitude cross sections of TDT zonal wind amplitudes of the different
simulations: SOL (top left), GWF (middle left), NLIN (bottom left), NO_SOL (top right), NO_GWF
(middle right) and NO_NLIN (bottom right). January and April conditions are shown for each
parameter. Colors denote absolute amplitude, contour lines show standard deviation σ.
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Figure 5.13.: As in Fig. 5.12 but for TDT temperature amplitudes.
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Figure 5.14.: Altitude-latitude cross sections of the TDT temperature (top) and zonal wind
(bottom) amplitude differences NO_H2O-REF (left) and NO_O3-REF (right). Red (blue) areas
refer to smaller (larger) REF amplitudes where only differences above the 99% significance
level (α = 0.01) are shown. January and April conditions are presented for each parameter.
5.3.4. Interactions Between Different Forcing Mechanisms
It was demonstrated that the TDT amplitude can increase when one of the possible forcing
mechanisms is removed. A reasonable explanation for that are destructive interferences
between the different in-situ forcings or propagating waves, i.e. the phases are shifted
by 180◦±60◦. Assuming equal amplitudes of the two interacting (parent) waves, a phase
shift of 180◦ means that they will extinct each other. For a phase shift 6= 180◦, the parent
waves will merge to a child wave. Between 120◦ and 240◦, the amplitude of the child wave
will be smaller and its phase will be altered, compared to its parent waves. For a phase
shift of exactly 120◦ or 240◦, and still assuming equal amplitudes of the interacting waves,
the amplitude of the child wave is equal to its parent waves but the phase is shifted.
There are two possible scenarios that may explain the increase in amplitude when one of
the terdiurnal excitation mechanisms is removed, as shown above for the NO_NLIN and
NO_GWF simulation:
(A) the propagating TDTs that are excited by the individual mechanisms (like the
TDT in SOL, GWF or NLIN) interfere destructively when appearing together in
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the REF simulation, somewhere above their excitation region,
(B) the terdiurnal components of the in-situ forcing terms interfere destructively
when being active simultaneously in the REF simulation.
Let’s assume the case that at least one of these destructive interferences appear in the
REF simulation. Then, the TDT amplitude is expected to increase when one of the equal-
amplitude parent waves is removed. If the amplitudes of the parent waves are of different
magnitude, an increase in amplitude is expected when the smaller amplitude wave is
removed, e.g. as observed in the simulations NO_NLIN and NO_GWF compared to REF.
First, case (A) will be analyzed: the interference of the propagating tides. Fig. 5.15
shows the temperature and zonal wind TDT phases as in the reference simulation (REF,
first row), owing to fsol, (SOL, second row), fnlin (NLIN, third row) and fgw (GWF, bottom
row).
As the previous sections have demonstrated, the TDT amplitude in the REF simulation
is mainly controlled by fsol, while fnlin and fgw produce smaller amplitudes. Hence, even
if the phase relation between the SOL TDT and NLIN or GWF TDT is destructive, the
influence on the phase is small as long as the solar TDT has a larger amplitude than the
other interfering wave. Therefore, it is no surprise that the phases of the SOL and REF
simulations are almost the same.
The phases in the GWF and NLIN simulation are completely different from those in REF.
In the REF simulation, the phases of the TDT from fgw and fnlin, respectively, are widely
suppressed by the strong solar TDT. Vertical wavelengths are much shorter in GWF and
NLIN compared to REF, except for GWF during April above the equator. There, the phases
are almost constant in height and it can clearly be seen that they are shifted by about 180◦
compared to those in SOL. As shown in Figs. 5.12 and 5.13, the April TDT amplitude
of GWF and SOL both have a maximum near the equator. Furthermore, amplitudes in
NO_GWF are slightly increased in this region. It turns out that April is a good example
for the existence of destructive interferences between the pure solar TDT and the pure
GW-excited TDT at low latitudes.
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Figure 5.15.: Latitude-altitude cross sections of TDT zonal wind (left two columns) and
temperature (right two columns) phases of the different simulations (from top to bottom):
REF, SOL, GWF and NLIN. January and April conditions are shown for each parameter.
The regions with destructive phase relations between the propagating waves from dif-
ferent sources are presented in Fig. 5.16. The colors of the four left (right) panels
show the amplitude differences between NO_GWF (NO_NLIN) and REF, scaled by the fac-
tor exp{−z(2H)−1} to account for the growth rate of the amplitudes due to decreasing
density with height. Red color shading denotes regions with larger amplitudes in NO_GWF
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(NO_NLIN). The hatched areas indicate destructive interferences between TDTs in the
simulations GWF and NO_GWF (left) and NLIN and NO_NLIN (right). Furthermore, each pan-
els includes the percentage of grid points that reveal both, destructive interferences and
a positive amplitude difference, relative to the panel’s total number of grid points with
destructive interferences. This quantity serves as an estimate for the causal relation be-
tween increased amplitudes and destructive phase relations. Zonal wind and temperature
component are shown for January and April, respectively.
Regarding the GWF related panels (Fig. 5.16, left two columns), it can be seen that red and
hatched areas partly overlap. About 60 to 70% of destructive interferences are connected
with an amplitude increase, when fgw is removed. Therefore, it can be concluded that
the GW-induced TDT occasionally interacts with the TDT from other sources. Being
present at the same time in the REF simulation, the differently forced TDTs locally reduce
each other. This causes the amplitude of NO_GWF to be partly larger than that in the REF
simulation.
As mentioned above, the NLIN simulation in Fig. 5.15 shows more irregular phases than
REF. During April, when the nonlinear TDT reaches a maximum near the equator, the
TDT phase structure reveals some similarities compared to the phases of the DT. This
means that vertical wavelengths are small at low latitudes (temperature) and lower mid-
latitudes (zonal wind), reaching from about 30 km to 40 km. This may indicate a rela-
tionship between the DT and the TDT, supporting the hypothesis that the TDT is a
product of nonlinear interactions between DT and SDT. The same holds for the phase
relation between SDT and TDT which are similar during January in the northern (winter)
hemisphere above 80 km in both parameters, temperature and zonal wind. At this time
(January), the TDT has a NH maximum in the NLIN simulation as well.
Destructive phase relations between NLIN and NO_NLIN and positive amplitude differences
between NO_NLIN and REF (Fig. 5.16, right two columns) match even better than those
related to the GW forcing. In the zonal wind component during January, more than
80% of destructive interferences explain a positive amplitude change. The remaining
destructive (hatched) areas mainly appear for small negative amplitude changes (light
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blue). This is a clear sign that the destructive interferences between the pure nonlinear
TDT (from NLIN) and the TDT from the remaining sources of the REF simulation are
responsible for the increased amplitudes in the NO_NLIN simulation compared to REF.
Fig. 5.17 presents the phase relations between the pure nonlinear (from NLIN) and the
pure GW-induced (from GWF) TDT where destructive interferences are hatched. The
background colors denote the scaled amplitude differences between NO_SOL and GWF (left
panels) and NO_SOL and NLIN (right panels). Note that NO_SOL represents the simulation
that includes both forcings, fnlin and fgw. Here NO_SOL is chosen for the amplitude
comparison instead of REF because it does not include further interactions with fsol.
In contrast to the previous figures, the agreement between destructive phase relations and
increasing amplitudes in Fig. 5.17 is not as good. About half of the hatched area (de-
structive interferences) is connected to red color shading (larger amplitudes for a removed
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Figure 5.16.: Color shading: latitude-altitude cross section of TDT amplitude differences
(∆A), scaled by exp{−z(2H)−1}. From left to right column: NO_GWF-REF (January), NO_GWF-
REF (April), NO_NLIN-REF (January), NO_NLIN-REF (April). Areas of destructive interferences
(120◦< |∆φ| < 240◦) are hatched where ∆φ = φ(TDTNO_GWF) − φ(TDTGWF) for left two
columns and ∆φ = φ(TDTNO_NLIN) − φ(TDTNLIN) for right two columns. Top row: temper-
ature amplitudes. Bottom row: zonal wind amplitudes. The percentage in the lower left
corner of each panel denotes the ratio of red hatched areas (∆A > 0 and destructive) and
the whole destructive area.
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forcing) or even less. The other half is not only found in areas of small amplitude changes
but partly coincides with clear negative values. Amplitude changes between NLIN and
NO_SOL (Fig. 5.17, right figures) are generally weak. Therefore, one may conclude that
TDTs owing to fnlin and fgw, respectively, are unlikely to interfere destructively.
For the analysis of case (B), Fig. 5.18 shows the phase relations between the forcing
terms fsol, fnlin and fgw. The amplitude differences (background colors) are the same
like those in Fig. 5.16. Due to the fact that the simulation NO_GWF includes the solar
and the nonlinear forcing terms, only, their vectors have been added for the temperature
component (fsol + fnlin) and their difference to fgw is computed, which is the additional
term in the REF simulation. For the zonal wind components, fsol is disregarded because
in contrast to fnlin and fgw, fsol has no zonal acceleration component but is only related
to heating. The same relation like for NO_GWF holds the other way around for NO_NLIN
and the respective forcing terms.
In contrast to phase differences between temperature/wind waves (Fig. 5.16), the destruc-
tive interferences between the forcing terms (Fig. 5.18) are more irregularly spread across
the model domain. A connection between larger amplitudes in simulations with removed
forcing terms (NO_GWF>REF or NO_NLIN>REF) and destructive interferences between the
forcing terms appears to be rather random which is supported by their small coincidence
rate (≈ 33− 56%).
As a result of the phase comparisons it can be concluded that the solar TDT often
interferes destructively with those TDTs that are excited by fnlin or fgw (see Fig. 5.16).
The forcing terms themselves do not show such a clear destructive phase relation combined
with smaller amplitudes in REF compared to simulations with removed forcing terms
(see Fig. 5.18). On the one hand, this is due to the fact that the phase of a forcing
is not meaningful and relevant if the in-situ forcing is weak. On the other hand, even
if the interfering forcing terms are strong and their phases are shifted by roughly 180◦,
the enhanced wave due to either forcing may be trapped in the vertical and may not
propagate upward. This means that the trapped wave does not make a difference on
the TDT amplitude, whether its forcing is removed or not. In this case, the amplitudes
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in NO_GWF or NO_NLIN are not expected to be larger than those in the REF simulation,
although the phase relation is destructive.
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Figure 5.17.: Similar to Fig. 5.16 but for amplitude differences ∆A between GWF and NO_SOL
simulation (left two column) and NLIN and NO_SOL simulation (right two columns). Destruc-
tive interferences (120◦< |∆φ| < 240◦) are shown, with ∆φ = φ(TDTNLIN) − φ(TDTGWF) in
each panel.
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Figure 5.18.: Similar to Fig. 5.16 but for phase differences of the forcing terms (from REF):
∆φ = φ(fsol + fnlin) − φ(fgw) (left) and ∆φ = φ(fsol + fgw) − φ(fnlin) (right). The term
fsol vanishes for the zonal wind component (bottom row).
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5.4. The Impact of Terdiurnal Forcing Terms on the
Background Circulation
In the previous section, the relevance of fsol, fnlin and fgw was discussed by separating the
terdiurnal forcing terms in individual simulations. This approach is useful to determine
the contribution of individual excitation mechanisms to the observed tidal amplitude.
Moreover, it allows the investigation of the interplay of different tidal sources. The idea
to separate the excitation sources of the TDT in different numerical simulations is based
on earlier model studies (e.g., Smith and Ortland, 2001; Akmaev, 2001). In the real
atmosphere, it is more likely that certain circumstances lead to a – usually local and short-
term – enhancement or reduction. As a very new approach, the following simulations show
the sensitivity of the global dynamics, namely the TDT amplitudes and the zonal mean
circulation, on stepwise enhanced terdiurnal forcing terms.
The sensitivity study is based on the simulations with only one forcing included (SOL,
NLIN and GWF for enhancements of fsol, fnlin and fgw, respectively) in order to avoid inter-
ferences between the forcing mechanisms. Thereby, each step of enhancement represents a
standalone simulation with the same setup as described in section 3.2 and as illustrated in
Fig. 3.2. Here, reanalysis data are only nudged for each month of the year 2000. Different
years are not considered because of limited computational capacity. For each sensitivity
simulation, the respective wavenumber 3 forcing (fsol, fnlin or fgw) is extracted in each
time step and increased by a predefined factor. For fsol, this procedure is applied to each
absorption band. For fnlin and fgw, this is applied to each forcing term, including the
temperature, zonal wind and meridional wind component. Each simulation is named ac-
cording to the forcing term of interest (SOL, NL and GW for fsol, fnlin and fgw, respectively),
followed by the percentage of increase, e.g., NL5 describes a NLIN based simulation with
an enhancement of all fnlin components by 5%.
The procedure described above, i.e. applying the factor of increase in each time step, is
valid as long as the respective forcing term is independent from the background circula-
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Figure 5.19.: Left: SOL amplitudes of fsol of the year 2000. Right: fsol(SOL5)/fsol(SOL).
If forcing in REF is < 1Kd−1, no values are computed.
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Figure 5.20.: Top: NLIN amplitudes of fnlin of the year 2000 (from left to right: temper-
ature advection, zonal/meridional wind acceleration). Bottom: fnlin(NL5)/fnlin(NLIN). If
fnlin in NLIN is < 1Kd−1 (< 2ms−1 d−1), no values are computed.
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tion of each time step. Otherwise, the background may be altered leading to different
wave propagation conditions. A feedback may lead to much stronger or even weaker en-
hancements than intended. Figures 5.19, 5.20 and 5.21 show the January latitude-height
distribution of actual enhancement factors of fsol, fnlin and fgw for SOL5, NL5 and GW5,
i.e. the intended enhancement in each of these simulations is 5%. The forcing terms of
the respective reference simulations (SOL, NLIN and GWF) are also shown for comparison.
Note that these are, in contrast to Figs. 5.3-5.5, not scaled by the amplitude’s growth
rate.
Figs. 5.19-5.21 show the actual enhancement of fsol, fnlin and fgw, respectively. It can
be seen that the enhancement of fsol, obtained as the fraction between fsol(SOL5) and
fsol(SOL), is very close to the intended value of 1.05 in the whole model domain (Fig. 5.19).
In other words, the solar forcing mechanism does not cause relevant feedbacks. This result
is expected because the solar radiation parameterization is almost independent from the
current atmospheric state.
For the nonlinear forcing terms (NL5), the temperature and wind components below
130 km are mostly within a range of 1.05 ± 0.01 (see Fig. 5.20; note that scales are
different from Fig. 5.19). The largest deviations are found at latitudes/altitudes where
the amplitude of fnlin is small and therefore the effect on the TDT wind amplitude is
small. Above 140 km, near the poles, the actual factor of increase has a larger difference
from the implemented factor of 1.05 and reaches values between 0.9 (corresponding to a
decrease of fnlin by 10%) and 1.2 (corresponding to an increase of fnlin by 20%). In other
months, the deviations can be slightly larger but, on an average, the factor of increase is
near 1.05 (see appendix, Fig. B.37, B.38 and B.39).
fgw reveals an enormous feedback to the 5% enhancement (Fig. 5.21; note that scales
are different from Figs. 5.19 and 5.20). For the thermal fgw, large areas show a strong
decrease of fgw with a minimum of fgw(GW5)/fgw(GWF) = 0.08. This means that the
fgw ≈ 0 in these areas. Other areas of the thermal fgw show a strong enhancement where
fgw(GW5)/fgw(GWF) ≈ 6. The zonal fgw reveals an even stronger enhancement up to a
value of 15. The meridional fgw has the most moderate values but almost everywhere
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they experience a stronger enhancement than fnlin or fsol with the same enhancement
applied.
The reason for these large deviations from the implemented factor of 1.05 is the large
influence of the GWs on the background circulation and on the tidal amplitude. This is
demonstrated in Fig. 5.22 showing the zonal mean zonal wind of the simulations SOL5,
NL5 and GW5 and their differences to GWF/NLIN/SOL, and in Fig. 5.23 showing the same but
for TDT zonal wind amplitudes. For GW5, the zonal mean wind above the mesopause is
increased in the NH up to 5ms−1. For NL5 and SOL5, the background circulation remains
almost constant with changes below 0.1ms−1. The tidal amplitudes of SOL5 and NL5
increase by about 5%, and the global structure is very similar to that of SOL and NLIN
(cf. Fig. 5.12).
In contrast, the amplitudes of GW5 are extraordinarily strong above 130 km, and the global
maximum is shifted from midlatitudes (GWF) to the equator (GW5). If GWs are altered,
the TDT and its propagation conditions are altered, as well, and a different field of TDT
forcing and amplitudes can develop. Therefore, one should be careful with increasing fgw
in each time step.
In the following, the influence of the enhanced terms fsol, fnlin and fgw on the TDT
temperature and zonal wind amplitude is investigated, depending on altitude and season.
Fig. 5.24 (left panels) shows profiles of the annual variability for temperature and zonal
wind amplitudes for an increased fsol (SOL5). The amplitude A at each altitude represents
a normalized amplitude given by
Anorm = ASOL5/ASOL. (5.11)
ASOL5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . latitudinal mean, monthly mean TDT amplitude of SOL5
ASOL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . latitudinal mean, monthly mean TDT amplitude of SOL
Anorm is further averaged over all months of the year 2000. The statistics of the box-
plot in Fig. 5.24 are given with respect to the annual variability: inter-quartile range
of the monthly means (boxes), annual mean value (vertical line inside the box), and
minimum/maximum range of the monthly means (error bars). Note that the profile is
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Figure 5.21.: Top: GWF amplitudes of fgw of the year 2000 (from left to right: GW heating,
zonal/meridional GW drag). Bottom: fgw(GW5)/fgw(GWF). If fgw in GWF is < 1Kd−1/<
10ms−1 d−1/< 1ms−1 d−1, no values are computed.
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Figure 5.22.: From left to right: zonal mean zonal wind for SOL5, NL5 and GW5 (background
colors) and their respective differences to SOL, NLIN and GWF (contour lines) for January 2000.
Contour intervals are given in each panel.
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Figure 5.23.: From left to right: TDT zonal wind amplitudes for SOL5, NL5 and GW5
(background colors) and their respective differences to SOL, NLIN and GWF (contour lines) for
January 2000. Contour intervals are given in each panel.
only shown for altitudes higher than 80 km because TDT amplitudes are negligible below
and normalized amplitudes there are not necessarily meaningful.
The annual mean value of ASOL5/ASOL for temperature (zonal wind) lies between 1.045-
1.055 (1.045-1.050) for all altitudes. They are closer to the implemented value of 1.05
below 140 km and smaller (larger) for temperature (zonal wind) amplitudes, above. This
agrees well with the results from Fig. 5.19. The deviations above 140 km can be explained
by slightly altered propagation conditions in the background zonal wind as demonstrated
in Fig. 5.22. The seasonal variability in the temperature and zonal wind amplitude (boxes
and error bars) is small.
The middle column of Fig. 5.24 shows the global mean TDT amplitude response, based
on vertical profiles of the actual monthly mean response. These profiles are similar to
Fig. 5.24 (left panels) but have been separately averaged for each month instead of using
an annual average in order to account for seasonal variability. Then, the monthly mean
factors are averaged over altitudes between 80 and 160 km. This altitude range is chosen
to represent the whole MLT region, however, the results are qualitatively and quantita-
tively similar for smaller altitude ranges, e.g. 80-120 km (not shown here). The obtained
height averaged value is a measure for the global mean response of the TDT amplitude
to the increased solar forcing term during the respective month. The series of different
enhancement factors has been filled in steps of 0.1 up to a factor of 2.
























































































Zonal Mean Temperature Response
Jan, R2 = 1.0
Feb, R2 = 1.0
Mar, R2 = 0.96
Apr, R2 = 0.98
May, R2 = 1.0
Jun, R2 = 0.99
Jul, R2 = 0.99
Aug, R2 = 0.99
Sep, R2 = 0.99
Oct, R2 = 0.99
Nov, R2 = 0.99





















































































Zonal Mean Zonal Wind Response
Jan, R2 = 1.0
Feb, R2 = 1.0
Mar, R2 = 1.0
Apr, R2 = 0.99
May, R2 = 1.0
Jun, R2 = 1.0
Jul, R2 = 1.0
Aug, R2 = 0.99
Sep, R2 = 0.87
Oct, R2 = 1.0
Nov, R2 = 1.0
Dec, R2 = 1.0
Figure 5.24.: Left column: profiles of normalized latitudinal mean TDT amplitudes after
Eq. 5.11. Statistics are given with respect to the annual variability: inter-quartile range
(boxes), mean value (vertical line inside the box), and minimum/maximum range (error
bars). Middle column: normalized, vertically averaged (80-160 km) TDT amplitudes for
different enhancements of fsol. Different colors refer to different months. Dots denote
specific simulations and a linear fit is added for each month (corresponding slope s: see
legend). Right column: global mean (80-160 km height range) absolute change of zonal
mean background parameter with respect to SOL, given in K and m s−1, respectively. Linear
fits are added for each month, correlation coefficients R2 are shown in the legend. Top:
temperature component. Bottom: zonal wind component.
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Linear fits are added for each month separately and the respective slopes are given in
the legend. The correlation coefficient is 1.0 for all months. This shows that the TDT
amplitude in temperature and zonal wind has a clear linear relationship to fsol. In tem-
perature, the slope of the linear fit of all months is slightly smaller than or equal to 1. In
zonal wind, the slope is slightly larger than 1 in some months. This may be connected to
the slightly altered background, as shown in Fig. 5.22.
Considering the fact, that MUAM tends to strongly underestimate TDT amplitudes in
comparison to satellite (e.g., Moudden and Forbes, 2013; Pancheva et al., 2013; Yue et al.,
2013; Azeem et al., 2016) and radar measurements (e.g., Thayaparan, 1997; Namboothiri
et al., 2004; Jacobi, 2012; Yu et al., 2015), an increase in the solar forcing by a factor of,
e.g. 2, may provide a possibility to better represent the magnitude of TDT amplitudes
by keeping its global structure, because the solar forcing has turned out to be the most
important excitation mechanism. In fact, not only MUAM, but also other numerical
models have to face this issue (Smith, 2012; Pokhotelov et al., 2018).
The right column of Fig. 5.24 is similar to the middle column but it shows global mean
absolute differences of the zonal mean background dynamics, again for an altitude range
of 80-160 km. As can be seen in the legends, the zonal mean temperature and zonal wind
responses to the increase in fsol are strongly correlated, except for September in the zonal
wind component (R2 = 0.87). The absolute difference for both zonal mean parameters are
very small, e.g. a doubled fsol leads to changes of 0.5-1.2K and 0.1-0.25ms−1, respectively.
It can be concluded that an increased terdiurnal solar forcing has only small impact on
the zonal mean background dynamics.
Fig. 5.25 is similar to Fig. 5.24 but for an increased fnlin, based on the NLIN simula-
tion. Similar to fsol, the response of the normalized temperature and zonal wind TDT
amplitude to fnlin below 130 km is between 1.045 and 1.055. Above 130 km, the annual
mean normalized amplitude in temperature becomes more unstable (1.03-1.07) and the
month-to-month variability is larger (0.99-1.08). Note, that a corresponding TDT ampli-
tude increase based on the REF simulation would be much smaller than based on the NLIN
simulation because the pure nonlinear amplitude (TDT in NLIN) is much smaller than the
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pure solar amplitude (TDT in SOL).
The scatter plots for different enhancements of fnlin and their terdiurnal amplitude re-
sponse are given in Fig. 5.25 (middle panels). As for fsol, linear fits are applied for each
months and correlation coefficients reveal almost perfect agreement between data and fit.
The slopes of the linear fits are close to 1.
In comparison to the nonlinear TDT modeled by Huang et al. (2007) or Smith and Ortland
(2001), the amplitudes of our NLIN simulation are still much smaller (see also Fig. 5.12 and
5.13). Similar to the solar heating mechanism, an increase of the nonlinear forcing term
may also support a more realistic representation of amplitudes. However, the almost
linear relationship between the forcing and the related amplitudes indicates, that the
global structure does not significantly change (see also Fig. 5.23). Therefore, the different
seasonal behavior reported by Huang et al. (2007) and Smith and Ortland (2001) can not
be compensated by a pure increase of the forcing.
The influence of an increased fnlin on the zonal mean background (Fig. 5.25, right panels)
has a comparable magnitude like the changes due to fsol (Fig. 5.24, right panels), but
the correlation coefficients are much weaker, especially from June to September. Then,
the altitude of the wind reversal above the southern hemisphere mesospheric jet is more
sensitive to the change in fnlin compared to fsol causing the non-linear behavior in Fig. 5.25
for these months.
The response to the increased fgw is a few orders of magnitudes larger than that with
respect to fsol or fnlin (see Fig. 5.26, left panels, note the different scales compared to
Fig. 5.24 and 5.25).
The annual mean factor of amplitude increase (vertical bar) is between 1.5 and 5 for
temperature and between 2 and 7 for zonal wind. The seasonal variability reaches up
to a factor of 10 (Fig. 5.26, zonal wind near 135 km). In other words, increasing fgw by
5% can lead to an increase in zonal wind amplitude to almost 1000%. This is because
fgw becomes important in the MLT region, and is extremely strong in the zonal wind
component (see Fig. 5.4). Fig. 5.26 shows the global mean response of TDT amplitudes
to the increased forcing. A linear fit is not applied here, because it is obvious that there is
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Zonal Mean Temperature Response
Jan, R2 = 0.99
Feb, R2 = 0.99
Mar, R2 = 0.96
Apr, R2 = 0.98
May, R2 = 0.97
Jun, R2 = 0.44
Jul, R2 = 0.66
Aug, R2 = 0.37
Sep, R2 = 0.96
Oct, R2 = 0.99
Nov, R2 = 0.97
Dec, R2 = 1.0




















































































Zonal Mean Zonal Wind Response
Jan, R2 = 1.0
Feb, R2 = 1.0
Mar, R2 = 1.0
Apr, R2 = 1.0
May, R2 = 1.0
Jun, R2 = 0.75
Jul, R2 = 0.64
Aug, R2 = 0.78
Sep, R2 = 0.01
Oct, R2 = 1.0
Nov, R2 = 1.0
Dec, R2 = 1.0
Figure 5.25.: As in Fig. 5.24 but for fnlin.
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Figure 5.26.: As in Fig. 5.24 but for fgw and without linear fits.
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no linear relation between the forcing enhancement in each time step and the amplitude
increase. Fig. 5.21 has shown that the actual enhancement of fgw is much stronger than
the intended 5% and can reach a factor of 15 in the zonal component. This strength of
the forcing is also reflected in the TDT zonal wind amplitudes.
As shown in Fig. 5.22, the reason for these irregular amplitude changes is the change
in the background circulation, influencing the propagation conditions of tides. This is
now presented in more detail in the right panels of Fig. 5.26, which show the zonal mean
background circulation change. Temperature changes reach up to about 100K in April
and September if fgw is increased by 10%. The response appears to be exponential,
depending on the factor of increase. The zonal mean zonal wind change is more irregular
but also tends to increase more or less exponentially. Differences reach almost 6ms−1 for
an increase of fgw by 9%, which is the highest enhancement that the model allows for a
whole seasonal cycle. Applying a stronger increase, the model starts to break in the NH
summer months. Therefore, some data points are missing in the middle and right panels
of Fig. 5.26.
5.5. Summary of the Terdiurnal Forcing Mechanisms
The terdiurnal components of tidal forcing terms have been analyzed. This is done with
respect to their seasonal variability and their contribution to the total TDT amplitude
that is observed in the atmosphere. To quantify the individual effect of each forcing,
simulations were performed with certain forcings switched on or off.
A summary of the different forcing mechanisms is given in Table 5.2 where the dominating
forcing mechanism in each parameter (temperature, zonal wind and meridional wind) is
printed in bold and seasonal maxima, if evident, are noted in brackets. Adiabatic heating
is neglected here, because it is too weak to have a relevant influence on the forcing of
TDTs.
Table 5.2 shows that the direct solar forcing (fsol) is the dominating thermal forcing in
the troposphere and stratosphere. fsol has maxima during solstices at middle latitudes of
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Table 5.2.: Altitude regions of relevant forcing mechanisms for the parameters temperature
(T ), zonal wind (u) and meridional wind (v). Dominating forcing terms for each parameter
are bold printed, seasonal maxima of the respective forcing term are added in brackets.
fsol fnlin fgw




u – < 100 km 70-90 km (winter)
>100 km
(equinoxes)
v – <100 km 80-100 km (winter)
the summer hemisphere. However, in comparison to the thermal nonlinear forcing (fnlin),
the solar forcing is weak in the MLT region. The thermal component of fnlin reaches
maxima in the mesosphere during equinoxes above the equator and during solstices at
low and middle latitudes of the winter hemisphere.
In the stratosphere and mesosphere, zonal and meridional fnlin are of comparable mag-
nitude and play an important role. fgw is much stronger in the zonal component and
maximizes in the lower thermosphere where it is the dominating terdiurnal forcing term.
By switching off individual forcing terms in different numerical simulations, the tempera-
ture and wind amplitudes of the respective propagating tides are quantified. Their relative
importance and the locations of maxima are listed in Table 5.3 for an altitude of 109 km.
The seasonal amplitude maxima partly agree with the seasonal maxima of the forcing
terms (Table 5.2), e.g., the nonlinear temperature amplitude and the thermal fnlin are
large during equinoxes above the equator and during winter at midlatitudes. Furthermore,
the temperature and wind amplitudes due to fgw are small below the thermosphere and
strongly increase above the mesopause. Note, however, that the modeled TDT amplitude
maxima slightly vary depending on altitude. For example, the zonal wind amplitude of
the solar TDT at 109 km maximizes in the winter hemisphere but further above, near
140 km, the maximum appears in the summer hemisphere (see also Fig. 5.12).
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Table 5.3.: TDT amplitude maxima (109 km) of the propagating tides owing to different
forcing mechanisms, their overall importance, and their interactions.
Solar TDT Nonlinear TDT GW-induced TDT
























with solar TDT with solar TDT
In accordance with the strong solar forcing shown in Table 5.2, the solar TDT amplitudes
(Table 5.3) are much larger than those owing to fnlin or fgw. In addition, a local increase
in amplitude was observed, when one of the terms fnlin or fgw is switched off. This can be
explained by destructive phase relations between the TDTs excited by different sources.
The contributions from water vapor and ozone heating are similar during solstices but
there are indications that the two forcing regions also produce TDTs that are out of phase
and therefore partly counteract each other. During equinoxes, the water vapor heating is
less efficient than the ozone heating with respect to the terdiurnal forcing.
In a sensitivity study, it was shown that the amplitude of the TDT scales linearly and
is proportional to the total fsol. Together with the result that the solar TDT makes
the largest contribution to the total TDT, it can be concluded that the observed TDT
amplitudes in the middle atmosphere are mainly guided by the seasonal variation of
the solar forcing. The amplitudes also show a linear dependency on fnlin, although the
contribution of fnlin is much smaller than that of fsol.
The forcing due to GW-tide interactions (fgw) is a very unstable parameter. The TDT
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amplitude reacts extremely sensitive to changes of this forcing, e.g. an increase of fgw by
5% can increase the TDT temperature and zonal wind amplitude by a factor of 9 and
more. On the one hand, this is because of the strong relationship between GWs and the
background circulation. In contrast to fnlin and fsol, the terdiurnal forcing fgw is able to
strongly influence the zonal mean circulation and therefore also to change the propagation
conditions of tides. On the other hand, it may be related to the implemented enhancement
of the forcing term. It should be kept in mind that the wavenumber 3 is enhanced in each
time step, separately, which possibly leads to feedbacks within the simulation so that the
actual factor of increase is significantly larger than intended.
To summarize, the fsol is found to be the strongest and most dominant forcing through-
out the year. fnlin mainly contributes in local winter while fgw is only important in the
thermosphere. This agrees well with earlier model results although the details of the en-
hanced seasons and latitudes seem to depend on the respective model. Akmaev (2001)
and Huang et al. (2007), for example, find a nonlinear TDT maximum during equinoxes
above 90 km, and Smith and Ortland (2001) identify a small nonlinear low latitude max-
imum at 97 km (for details see Fig. 2.6). Furthermore, in the present simulations, the
tides due to different forcing mechanisms strongly interact with each other via destructive
interferences.
6. Summary and Conclusion
In the present thesis, a mechanistic GCM with self-consistent tides and no explicit lower
boundary forcing is used to better understand the TDT forcing mechanisms. In addition
to earlier related model studies (Akmaev, 2001; Smith and Ortland, 2001; Huang et al.,
2007; Du and Ward, 2010) not only consider the direct solar forcing and nonlinear tidal
interactions are considered, but also GW-tide interactions, which were first examined by
Miyahara and Forbes (1991).
In a MUAM reference simulation, the TDT of the model is validated against observations
with respect to the global structure and the seasonal cycle of amplitudes. They agree well
with satellite measurements (Pancheva et al., 2013; Yue et al., 2013). Radar measurements
(Jiang et al., 2009; Jacobi, 2012; Guharay et al., 2013) reported monthly mean amplitudes
which are larger by a factor of 2 to 3 compared to those in the model. This is not only
an issue in MUAM but also other models tend to underestimate tides (Smith, 2012;
Pokhotelov et al., 2018).
Vertical wavelengths near the equator are well reproduced being very long due to almost
constant phases in height (e.g. Deepa et al., 2006; Venkateswara Rao et al., 2011; Guharay
et al., 2013; Pancheva et al., 2013). At middle latitudes, wavelengths are shorter, which
is in accordance with radar measurements at midlatitudes during summer, but in winter,
longer wavelengths are observed (e.g., Thayaparan, 1997; Namboothiri et al., 2004; Jacobi,
2012). However, radars are limited in height range, they only represent a fixed location
and they cannot distinguish between migrating and nonmigrating tides. This may strongly
influence the phases and lead to different results.
To test the presence of nonlinear tidal interactions, common analysis methods are wave-
length comparisons between DT, SDT and TDT (Reddi and Ramkumar, 1997; Thaya-
paran, 1997; Younger et al., 2002; Deepa et al., 2006) and correlation analysis between
these tides (e.g., Du and Ward, 2010). The simulations in this thesis demonstrate that
these criteria are not necessary for the existence of nonlinear interactions. They are not
meaningful if the solar forcing is stronger than the nonlinear forcing, as it is the case in
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the MUAM simulations.
To solve this problem, the terdiurnal forcing terms have been analyzed for the first time
with respect to their magnitude and source regions (partly published by Lilienthal et
al., 2018). While the direct solar forcing clearly dominates the terdiurnal forcing in
the troposphere and stratosphere, the nonlinear interactions are most important in the
mesosphere. A significant terdiurnal forcing due to GW-tide interactions is only evident
in the zonal wind component near the winter mesopause and in the lower thermosphere.
To gain insight into the propagation conditions of the respective tide, model simulations
were performed with individual forcing mechanisms switched on and off. In this way, it
is possible to analyze the amplitudes due to each respective mechanism, separately. As a
result, the solar forcing explains most of the global and seasonal amplitude distribution.
This confirms earlier model results, e.g. Smith and Ortland (2001) and Du and Ward
(2010).
Since significant amplitudes due to nonlinear tidal interactions were found, it can be
concluded that the nonlinearly forced TDT is not a trapped mode. Similar to Akmaev
(2001), significant amplitudes below the mesopause are not found. Smith and Ortland
(2001) claim that nonlinear interactions only take place at low latitudes. This result is
not supported by the new findings, but it needs to be kept in mind that the above studies
only focused on certain altitude ranges. Furthermore, our model follows a much more
physical approach with self-consistent tides instead of an explicit lower boundary forcing
of the DT and SDT, which prescribes the tidal structure to a certain degree. Huang et al.
(2007) obtain a different seasonal cycle of the nonlinear TDT in the MLT region with
maxima during equinoxes. MUAM shows maxima in local winter, there. Further above,
in the thermosphere, the results are comparable to Huang et al. (2007) with respect to
magnitude and seasonal variability.
The interactions between GWs and tides mainly contribute in the thermosphere, and
they are weak below the mesopause. In the lower thermosphere, the magnitude of TDT
amplitudes owing to these interactions roughly agrees with the results of Miyahara and
Forbes (1991).
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As a new feature, a local increase in amplitude is observed if one of the forcing mechanisms
is removed, namely the nonlinear or the GW forcing. Eliminating the nonlinear forcing
of the 6-h tide in a numerical model, Smith et al. (2004) observed a similar behavior.
They suggest that tidal interactions actually reduce (rather than enhance) the amplitude
of this tide during some months. The assumption of Smith et al. (2004) can be confirmed
in this thesis with regard to the TDT. It has been shown that the phase relations between
the TDTs of different sources reveal destructive interferences. In other words, the tides
of different excitation sources partly counteract and therefore reduce each other. These
destructive interferences mainly appear between the nonlinear and the solar TDT and
between the GW-forced TDT and the solar TDT.
The present thesis provides a comprehensive model analysis of possible TDT forcing
mechanisms that covers the common approaches known from the literature and reveals the
weaknesses of these methods. As an improvement to earlier model studies, an additional
forcing mechanism has been taken into account: the GW-tide interactions. This has
been set into context with the nonlinear and solar forcing. By analyzing the individual
terdiurnal forcing terms and with the help of a sensitivity study, new techniques have
been applied to understand the forcing of the TDT. It is evident that the absorption
of solar radiation leads to the largest amplitudes whereas the other forcing mechanisms,
namely nonlinear tidal interactions and GW-tide interactions, only play a role in certain
regimes and regions. Amplitudes due to the nonlinear forcing are generally much weaker,
but they have a considerable contribution in local winter. GW-tide interactions produce
significant amplitudes above the mesopause.
7. Outlook
For a deeper insight into the terdiurnal excitation mechanisms, a Hough-mode decom-
position could extend the analysis of propagating or trapped modes, as suggested by Du
and Ward (2010). Smith and Ortland (2001) found that a large set of Hough-modes is
required to describe the structure of the TDT and that modal coupling has to be invoked
to account for the fact that the tidal structure equation is no longer separable in the
meridional and vertical dimensions. This rather complex system has to be faced in the
future.
It is also planned to investigate long-term trends of the TDT and its forcing mechanisms.
To improve the model physics, the coupled GW parameterizations shall be replaced by
the whole atmosphere scheme after Yigˇit et al. (2008), only. In contrast to other existing
schemes, this parameterization systematically accounts for wave dissipation in the upper
atmosphere due to molecular viscosity, thermal conduction, ion friction and radiative
damping in the form of Newtonian cooling (Yigˇit et al., 2008). However, it is not intended
to be used in combination with other schemes, as it is implemented in the present MUAM
version. As the simulations have shown, a correct implementation of GWs is crucial for a
good representation of tides.
Furthermore, the nonmigrating tides should be included and analyzed. This can be
achieved by including SPWs in the model, by using a 3-D distribution of ozone and
water vapor after Suvorova and Pogoreltsev (2011) and Ermakova et al. (2017), and by
including latent heat release (see also Jacobi et al., 2017). Furthermore, Shevchuk et al.
(2018) and Koval et al. (2018) have shown that ionospheric conductivity may contribute
to tidal excitation. If these features are considered in the future, not only nonmigrating
tides but also migrating tides, including the TDT, will be represented in a more realistic
way. This will most likely also contribute to larger and more realistic TDT amplitudes in
the model.
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A. Appendix: MUAM Reference
Simulation
A.1. Background Circulation












































































































































































































































































































































































































Figure A.1.: Monthly mean zonal mean temperature for REF simulation. Colors represent
ensemble means, black contour lines denote standard deviations σ.
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Figure A.2.: As in Fig. A.1 but for zonal wind.
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Figure A.3.: As in Fig. A.1 but for meridional wind.
A.2. Ozone Distribution in MUAM
Figure A.4.: Zonal mean monthly mean SPARC ozone concentration for the year 2005.
Units have been converted from DU/km to ppmv using the ideal gas law and assuming a
standard US atmosphere temperature and pressure profile. Note that ozone fields in MUAM
individual simulations may slightly differ according to the model’s zonal mean temperature
and pressure field at each time step.
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A.3.1. Temperature Forcing
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Figure A.5.: Monthly mean zonal mean terdiurnal forcing terms, scaled by exp{−z(2H)−1}
to account for the amplitude’s growth rate due to decreasing density with height: nonlinear
temperature advection.
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Figure A.6.: As in Fig. A.5 but for nonlinear adiabatic heating.
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Figure A.7.: As in Fig. A.5 but for GW heating.
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Figure A.8.: As in Fig. A.5 but for total solar heating.
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A.3.2. Zonal Wind Forcing
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Figure A.9.: As in Fig. A.5 but for nonlinear zonal wind acceleration.
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Figure A.10.: As in Fig. A.9 but for zonal GW drag.
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A.3.3. Meridional Wind Forcing
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Figure A.11.: As in Fig. A.9 but for nonlinear meridional wind acceleration
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Figure A.12.: As in Fig. A.9 but for meridional GW drag.
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Figure A.13.: Annual cycle of TDT amplitudes at different altitudes (from left to right:
89.5 km, 100.9 km, 109.4 km, 120.8 km, 129.3 km, 140.7 km) for temperature (top), zonal
wind (middle) and meridional wind (bottom). Note that scales are different for each panel.
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Figure A.14.:Monthly mean TDT temperature amplitudes (colors) and standard deviation
σ (contour lines) for REF simulation.




































































































































































































































































































































Figure A.15.: Monthly mean TDT temperature phases for REF simulation.




























































































































































































































































































































































Figure A.16.: TDT vertical Wavelengths λ in temperature (REF simulation).
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Figure A.17.: As in Fig. A.14 but for zonal wind.




































































































































































































































































































































Figure A.18.: As in Fig. A.15 but for zonal wind.




























































































































































































































































































































































Figure A.19.: As in Fig. A.16 but for zonal wind.
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Figure A.20.: As in Fig. A.14 but for meridional wind.




































































































































































































































































































































Figure A.21.: As in Fig. A.15 but for meridional wind.




























































































































































































































































































































































Figure A.22.: As in Fig. A.16 but for meridional wind.
B. Appendix: MUAM Simulations
with Removed Forcings
B.1. Overview on the Simulations
















































































































































































































































































































































Figure B.1.: Vertical profiles of latitudinal mean temperature amplitudes for each month.
Horizontal bars denote standard deviations with respect to the 11 ensemble simulations.
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Figure B.2.: Vertical profiles of latitudinal mean zonal wind amplitudes for each month.
Horizontal bars denote standard deviations with respect to the 11 ensemble simulations.
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B.2. SOL Amplitudes and Phases
































































































































































































































































































































































































Figure B.3.: Monthly mean TDT temperature amplitudes (colors) and standard deviation
σ (contour lines) for SOL simulation.




































































































































































































































































































































Figure B.4.: Monthly mean TDT temperature phases for SOL simulation.
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Figure B.5.: As Fig. B.3 but for zonal wind amplitudes.




































































































































































































































































































































Figure B.6.: As Fig. B.4 but for zonal wind phases.
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Figure B.7.: As Fig. B.3 but for meridional wind amplitudes.
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Figure B.8.: As Fig. B.4 but for meridional wind phases.
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Figure B.9.: Monthly mean TDT temperature amplitudes (colors) and standard deviation
σ (contour lines) for NLIN simulation.
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Figure B.10.: Monthly mean TDT temperature phases for NLIN simulation.
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Figure B.11.: As Fig. B.9 but for zonal wind amplitudes.




































































































































































































































































































































Figure B.12.: As Fig. B.10 but for zonal wind phases.
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Figure B.13.: As Fig. B.9 but for meridional wind amplitudes.




































































































































































































































































































































Figure B.14.: As Fig. B.10 but for meridional wind phases.
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B.4. GWF Amplitudes and Phases
































































































































































































































































































































































































Figure B.15.: Monthly mean TDT temperature amplitudes (colors) and standard deviation
σ (contour lines) for GWF simulation.




































































































































































































































































































































Figure B.16.: Monthly mean TDT temperature phases for GWF simulation.
B.4. GWF Amplitudes and Phases 149






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1






























        m s 1
 = 0.2ms 1
Figure B.17.: As Fig. B.15 but for zonal wind amplitudes.




































































































































































































































































































































Figure B.18.: As Fig. B.16 but for zonal wind phases.
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Figure B.19.: As Fig. B.15 but for meridional wind amplitudes.
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Figure B.20.: As Fig. B.16 but for meridional wind phases.
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Figure B.21.: Altitude-latitude cross sections of the TDT temperature, zonal wind and
meridional wind amplitudes (from left to right) for NO_H2O (top row) and NO_O3 (bottom
row). January and April conditions are shown for each parameter.
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Figure B.22.: Altitude-latitude cross sections of the TDT temperature, zonal wind and
meridional wind phases (from left to right) for NO_H2O (top row) and NO_O3 (bottom row).
January and April conditions are shown for each parameter.






























        m s 1
= 0.01






























        m s 1
= 0.01






























        m s 1
= 0.01






























        m s 1
= 0.01
Figure B.23.: Altitude-latitude cross sections of the TDT meridional wind amplitude dif-
ference NO_H2O-REF (left) and NO_O3-REF (right). Red (blue) areas refer to smaller (larger)
REF amplitudes where only differences above the 99% significance level (α = 0.01) are shown.
January and April conditions are presented, respectively.
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B.6. Destructive Interferences
B.6.1. Tidal Interactions
Figure B.24.: Color shading: Monthly mean latitude-altitude cross section of TDT tem-
perature amplitude differences (∆A = NO_GWF − REF), scaled by exp{−z(2H)−1}. Areas
of destructive interferences (120◦< |∆φ| < 240◦) are hatched where ∆φ = φ(TDTNO_GWF) −
φ(TDTGWF). The percentage in the lower left corner of each panel denotes the ratio of red
hatched areas (∆A > 0 and destructive) and the whole area of destructive interferences.
Figure B.25.: Similar to Fig. B.24 but for zonal wind amplitudes and phases.
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Figure B.26.: Color shading: Monthly mean latitude-altitude cross section of TDT tem-
perature amplitude differences (∆A = NO_NLIN − REF), scaled by exp{−z(2H)−1}. Areas
of destructive interferences (120◦< |∆φ| < 240◦) are hatched where ∆φ = φ(TDTNO_NLIN)−
φ(TDTNLIN). The percentage in the lower left corner of each panel denotes the ratio of red
hatched areas (∆A > 0 and destructive) and the whole area of destructive interferences.
Figure B.27.: Similar to Fig. B.26 but for zonal wind amplitudes and phases.
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Figure B.28.: Color shading: Monthly mean latitude-altitude cross section of TDT tem-
perature amplitude differences (∆A = GWF − NO_SOL), scaled by exp{−z(2H)−1}. Areas
of destructive interferences (120◦< |∆φ| < 240◦) are hatched where ∆φ = φ(TDTNLIN) −
φ(TDTGWF). The percentage in the lower left corner of each panel denotes the ratio of red
hatched areas (∆A > 0 and destructive) and the whole area of destructive interferences.
Figure B.29.: Similar to Fig. B.28 but for zonal wind amplitudes and phases.
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Figure B.30.: Color shading: Monthly mean latitude-altitude cross section of TDT tem-
perature amplitude differences (∆A = NLIN − NO_SOL), scaled by exp{−z(2H)−1}. Areas
of destructive interferences (120◦< |∆φ| < 240◦) are hatched where ∆φ = φ(TDTNLIN) −
φ(TDTGWF). The percentage in the lower left corner of each panel denotes the ratio of red
hatched areas (∆A > 0 and destructive) and the whole area of destructive interferences.
Figure B.31.: Similar to Fig. B.30 but for zonal wind amplitudes and phases.
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B.6.2. Interactions between Forcing Terms
Figure B.32.: Color shading: Monthly mean latitude-altitude cross section of TDT temper-
ature amplitude differences (∆A = NO_GWF− REF), scaled by exp{−z(2H)−1}. Areas of de-
structive interferences (120◦< |∆φ| < 240◦) are hatched where ∆φ = φ(fsol+fnlin)−φ(fgw).
The percentage in the lower left corner of each panel denotes the ratio of red hatched areas
(∆A > 0 and destructive) and the whole area of destructive interferences.
Figure B.33.: Similar to Fig. B.32 but for zonal wind amplitudes and ∆φ = φ(fnlin) −
φ(fgw).
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Figure B.34.: Color shading: Monthly mean latitude-altitude cross section of TDT temper-
ature amplitude differences (∆A = NO_NLIN−REF), scaled by exp{−z(2H)−1}. Areas of de-
structive interferences (120◦< |∆φ| < 240◦) are hatched where ∆φ = φ(fsol+fnlin)−φ(fgw).
The percentage in the lower left corner of each panel denotes the ratio of red hatched areas
(∆A > 0 and destructive) and the whole area of destructive interferences.
Figure B.35.: Similar to Fig. B.34 but for zonal wind amplitudes and ∆φ = φ(fnlin) −
φ(fgw).
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B.7. Appendix for Enhanced Forcing Terms




















































































































































































































































































































































































Figure B.36.: fsol(SOL5)/fsol(SOL). Values are only computed if the forcing in REF is
> 1Kd−1.
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Figure B.37.: fnlin(NL5)/fnlin(NLIN) (temperature component). Values are only computed
if the respective forcing term in REF is > 1Kd−1.
















































































































































































































































































































































Figure B.38.: Similar to Fig. B.37 but for zonal wind and REF forcing > 2ms−1 d−1.
















































































































































































































































































































































Figure B.39.: Similar to Fig. B.37 but for meridional wind and REF forcing > 2ms−1 d−1.
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Figure B.40.: fgw(GW5)/fgw(GWF) (temperature component). Values are only computed if
the respective forcing term in REF is > 1Kd−1.
































































































































































































































































































































































































Figure B.41.: Similar to Fig. B.40 but for zonal wind and REF forcing > 10ms−1 d−1.
































































































































































































































































































































































































Figure B.42.: Similar to Fig. B.40 but for meridional wind and REF forcing > 1ms−1 d−1.
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