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Abstract
Stochastic differential equations and stochastic dynamics are good models to describe stochastic phenomena
in real world. In this paper, we study N independent stochastic processes Xi(t) with real entries and the
processes are determined by the stochastic differential equations with drift term relying on some random
effects. We obtain the Girsanov-type formula of the stochastic differential equation driven by Fractional
Brownian Motion through kernel transformation. Under some assumptions of the random effect, we esti-
mate the parameter estimators by the maximum likelihood estimation and give some numerical simulations
for the discrete observations. Results show that for the different H , the parameter estimator is closer to the
true value as the amount of data increases.
Keywords: Fractional Brownian Motion, Stochastic Differential Equations, Girsanov-type Formula,
Random Effects, Maximum Likelihood Estimation
1. Introduction
With the development of big data era, statistical analysis of data becomes more and more important.
How to model these data effeciently becomes our new challenge. As is known, the generalized linear model [1]
is based on the likelihood method for regression analysis of various output results. However, the dependence
between variables and the variation of variables over time are not taken into account. So it is more appropriate5
to consider the mixed effect model. The mixed effect model is very popular now in biomedical field [2, 3], and
its theory has a good development in deterministic model (no systematic error) [4, 5, 6, 7]. As deterministic
ordinary differential equation models do not account for the noise that often occurs in the system, to
understand the dynamic behavior of these noise components, researchers have begun to study stochastic
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differential equation models with mixed effects. We know that stochastic differential equation models have a10
wide range of applications in the fields of physics, chemistry, biology, communication and so on. Stochastic
differential equation models of the mixed effects have also been studied [8]. For example, maximum likelihood
estimation of the stochastic differential equations with random effects has been discussed [9]. Maximum
likelihood estimation is a common parameter estimation method, but the maximum likelihood estimation of
random effect parameters cannot be directly obtained because the likelihood function is seldom expressed.15
Ditlevsen and De Gaetano [10] have shown that we can obtain an explicit expression of parameters from
the likelihood function for some special situations. For general mixed stochastic differential equations,
the approximation has been proved possible [11]. Delattre et al. [9] have studied mixed-effects stochastic
differential equations with only the drift term having the random effects and then derived the exact expression
of likelihood.20
Stochastic differential equation models are always driven by Brownian motion, there is a kind of nearly
completely random phenomenon in nature and society, however, has incremental stability, self-similarity and
self-correlation. Especially, in the frequency domain, its power spectral density basically conforms to the
polynomial decay law of 1/f within a certain frequency range, so it is called 1/f family random process.
Fractional Brownian Motion (FBM) is a kind of the most widely used models, which is proposed by Benoit
Mandelbrot and Van Ness. In addition, FBM possess some properties so that it can be widely used to explain
many phenomena. The standard Fractional Brownian Motion WHt with fractal parameter H ∈ (0, 1) is a
Gaussian process with continuous paths, where mean zero and correlation function is the following form
E[WHs W
H
t ] =
1
2
(|t|2H + |s|2H − |t− s|2H).
Particularly, FBM is not semimartingale nor Markovian process, but it can be simplified to a standard
Brownian motion when H = 12 . Since numerous results on FBM have appeared [12, 13], it is very meaningful
to study stochastic differential equations with mixed effects driven by Fractional Brownian Motion.
In this paper, we study a kind of stochastic differential equations with random effects driven by Fractional
Brownian Motion, where the drift term has random effects. Specifically, we discuss N independent stochastic
process (Xi(t), t ≥ 0), i = 1, · · · , N with real entries, the dynamics of which are determined by
dXi(t) = b(Xi(t), φi)dt+ σ(t)dW
H
i (t), Xi(0) = x
i, i = 1, · · · , N, (1.1)
where WH1 , · · · ,WHN are N mutually independent Fractional Brownian Motion with H ∈ (12 , 1) and the
random variables φ1, · · · , φN are independent identically distributed. The (WH1 , · · · ,WHN ) and (φ1, · · · , φN )
are independent and x1, · · · , xN are initial values. The diffusion term σ(t) is a positive deterministic function.
We suppose that the distribution of φ1, · · · , φN are the same and it can be expressed as g(ψ, θ)dν(ψ) on Rd,
where g(ψ, θ) is a density and θ is a parameter. Assume that θ0 is the true value. Then we want to estimate
the parameters θ from the observations {Xi(t), i = 1, · · · , N} which are observed on [0, Ti]. To ensure the
models (1.1) are defined well, some hypotheses are introduced. We then study one-dimensional linear case,
2
which is b(x, φi) = φib(x), where φi satisfies Gaussian distribution. In this paper, we have obtained an
explicit expression for likelihood with parameter θ about this case and we will give a specific explanation
concerning the sufficient statistics in section 3:
Ui =
∫ T
0
(
d
dωHt
∫ t
0
kH(t, s)
b(Xi(s))
σ(s)
ds
)
dZi(s),
Vi =
∫ T
0
(
d
dωHt
∫ t
0
kH(t, s)
b(Xi(s))
σ(s)
ds
)2
dωHs .
All of the above are derived for continuous time, but in fact, we need to deal with discrete observations on
[0, Ti] because the data of continuous observations is hard to obtain. So, we discretize the random variables25
Ui, Vi and in our simulations, we give a detailed explanation. Moreover, we show several specific examples
with the stochastic processes of discrete observations.
The paper is organized as follows. In section 2, we introduce some preliminary knowledge and the hy-
potheses of the model. In section 3, we present the expression of the likelihood function of the stochastic
differential equation model driven by Fractional Brownian Motion and derive the maximum likelihood esti-30
mation of Gaussian one-dimensional random effect. In section 4, we present the impact of discretization on
the estimators and a simulation study. In section 5, we give some conclusions and discussions.
2. Preliminary
2.1. Girsanov-type formula
We know that Fractional Brownian Motion is not a semimartingale, and it can’t be handled as a markov35
process, but fortunately it is Gaussian process with continuous paths. In particular, the standard FBM
WHt becomes a standard Brownian motion when H =
1
2 , so we wonder if we can somehow make it better
basing on that Fractional Brownian Motion has zero quadratic variation at H > 12 . Norros et al [14]
demonstrated that we can use an integral transformation to convert Fractional Brownian Motion at this
time into a martingale. Next, we will introduce the basic martingale and stochastic differential equation40
driven by Fractional Brownian Motion.
Let (Ω,F , P ) be a measurable space, including the natural filtration {Ft} which meets the usual con-
ditions and can be treated as the P -complete filtration. Next we think about under showed the stochastic
integral equation
Xt =
∫ t
0
b(Xs)ds+
∫ t
0
σ(s)dWHs , t ≥ 0. (2.1)
where b(Xt) is Ft-adapted and the diffusion term σ(t) is a nonzero function. Noting that the following
integral ∫ t
0
σ(s)dWHs (2.2)
3
is not a Itoˆ stochastic integral, but only the natural integral which is a deterministic function about Fractional
Brownian Motion [14, 15]. Although WHt is not a semimartingale, we can transformed it into martingale
and then the natural filtration of FBM WH and the martingale MH are same. For 0 < s < t, we define a
fundamental Gaussian martingale MH [14]
MHt =
∫ t
0
kH(t, s)dW
H
s , t ≥ 0, (2.3)
where
kH(t, s) = k
−1
H s
1
2
−H(t− s) 12−H , kH = 2H Γ(3
2
−H) Γ(H + 1
2
). (2.4)
And the quadratic variation of MH is equal to
ωHt = λ
−1
H t
2−2H , (2.5)
where λH = 2H Γ(3− 2H) Γ(H + 12 )/Γ(32 −H).
Then, we can use the stochastic integral concerning the process MH to express (2.2) as below [16]∫ t
0
KσH(t, s)dM
H
s , 0 ≤ s ≤ t,
where KσH(t, s) = −2H dds
∫ t
s
σ(r)rH−
1
2 (r − s)H− 12 dr, while the derivative which is absolute continuity about
the Lebesgue measure makes sense [17]. Similarly, for the stochastic integral equation (2.1), we can define
the following formula well when b(Xt)/σ(t) is smooth [17]
QH(t) =
d
dωHt
∫ t
0
kH(t, s)
b(X(s))
σ(s)
ds, t ∈ [0, T ], (2.6)
where the derivative of the formula is comprehended in terms of absolute continuity .
Then we build a fundamental semimartingale Z concerning the process X by the same method as WHt
and they have the same the natural filtration. We have [18]
Zt =
∫ t
0
kH(t, s)[σ(s)]
−1dXs
=
∫ t
0
QH(s)dω
H
s +M
H
t , t ∈ [0, T ],
(2.7)
Therefore, the following Girsanov-type formula about stochastic differential equation driven by Fractional
Brownian Motion can be obtained [16, 19]45
Theorem 2.1 [16, 19] Assume the process QH has sample paths belonging P -a.s. to L
2([0, T ], dωH). We
define
ΛH(T ) = exp
(
−
∫ T
0
QH(t)dM
H
t −
1
2
∫ t
0
Q2H(t)dω
H
t
)
. (2.8)
Then if the E(ΛH(T )) = 1 holds, we can show that P
∗ = ΛH(T )P is a probability measure.
4
2.2. Model and assumptions
We discuss N independent stochastic processes (Xi(t), t ≥ 0), i = 1, · · · , N with real entries, the dynamics
of which are determined by
dXi(t) = b(Xi(t), φi)dt+ σ(t)dW
H
i (t), Xi(0) = x
i, i = 1, · · · , N, (2.9)
whereWH1 , · · · ,WHN areN mutually independent Fractional BrownianMotion withH ∈ (12 , 1), and φ1, · · · , φN
are random variables on (Ω,F ,P). Specially, the diffusion coefficient σ(t) is a positive non-random function.
The natural filtration (Ft, t ≥ 0) admitting the usual conditions is expressed by Ft = σ(φi,WHi (s), s ≤ t, i =50
1, · · · , N) = σ(WHi (s), s ≤ t)
∨F it , with WHi and F it = σ(φi, φj ,WHj (s), s ≤ t, j 6= i) are independent. In
addition, the φi are measurable by F0. We will then introduce assumption ensuring that the processes (2.9)
are well defined.
(A1) Let b(x, ψ) : R× Rd → R be C1 satisfying
∃K > 0, ∀(x, ψ) ∈ R× Rd, b2(x, ψ) ≤ K(1 + x2 + ψ2).
For all ψ, then the following equation
dXψi (t) = b(X
ψ
i (s), ψ)dt+ σ(t)dW
H
i (t), X
ψ
i (0) = x
i, (2.10)
has a unique solution (Xψi (t), t ≥ 0) and the solution is adapted to the filtration (Ft, t ≥ 0) [13]. The
distribution of Xψi (·) is defined on C(R+,R), which is the continuous function space on R+. Furthermore,
for all ψ, t ≥ 0 and integer k,
sup
s≤t
E[Xψi (s)]
2k < +∞. (2.11)
3. Parameter Estimation of Fractional Brownian Motion with Random Effects
3.1. Likelihood function with random effects55
In this section, the likelihood function with random effect based on the standard model are derived.
Suppose that the function (x(t), t ∈ [0, Ti]) is defined on the space CTi which has the σ-algebra CTi . On
the space (CTi , CTi), let Gx
i,Ti
ψ denote the distribution of process (X
ψ
i (t), t ∈ [0, Ti]) which is given by (2.10)
under the condition (A1). Then, define the joint distribution of (φi, Xi(·)) as P iθ = g(ψ, θ)dν(ψ)⊗Gx
i,Ti
ψ on
R
d × CTi and on (CTi , CTi), we define the marginal distribution of (Xi(t), t ∈ [0, Ti]) as Giθ. So we obtain a60
standard process (φi, Xi(·)) on Rd × CTi . If there is no special explanation, the following text is about this
process. Finally, we will give the following hypotheses in order to construct the likelihood function better.
(A2) For every ψ,ψ
′
Gx
i,Ti
ψ
(∫ Ti
0
(
d
dωHt
∫ t
0
kH(t, s)
b(Xψi (s), ψ
′
)
σ(s)
ds
)2
dωHt < +∞
)
= 1, i = 1, · · · , N.
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(A3) For f = ∂b
∂ψj
, j = 1, · · · , n, there exist a positive constant c and a nonzero constant γ satisfying
sup
ψ∈Rd
|f(x, ψ)| ≤ c(1 + |x|γ).
Theorem 3.1 Suppose that the hypotheses (A1)− (A3) hold and let ψ0 ∈ Rd.
• Under the sense of absolutely continuous, the distributions Gxi,Tiψ and Gi := Gx
i,Ti
ψ0
have the following
relationship
dGx
i,Ti
ψ
dGi
(Xi) = LTi(X,ψ) = e
lTi
(Xi,ψ),
where
lTi(Xi, ψ) =
∫ Ti
0
(QH,ψ −QH,ψ0)dZi(s)−
∫ Ti
0
1
2
(Q2H,ψ −Q2H,ψ0)dωHs ,
and (Xi = Xi(s), s ≤ Ti) indicates the standard process which is given by (Xi(s)(x) = x(s), s ≤ Ti) on
CTi .65
• The function ψ → LTi(Xi, ψ) satisfies a continuous version Gi-a.s. and (Xi, ψ) → LTi(Xi, ψ) is
measurable on (CTi × Rd, CTi ⊗ B(Rd)).
proof The first part is obviously true under the assumption of (A1)− (A2) [20].
The second part, we will prove that LTi(X,ψ) is continuous about ψ. First of all, we have the following
integral with given Xi,
ψ →
∫ Ti
0
Q2H,ψ(s)dω
H
s . (3.1)
It is easy to obtain the continuity of (3.1) by the continuity theorem of integrals and the assumptions. Then,
for the other part of LTi(X,ψ)
ψ →
∫ Ti
0
QH,ψ(s)dZi(s), (3.2)
it can be divided into two parts I1(ψ) + I2(ψ), where
I1(ψ) =
∫ Ti
0
QH,ψ(s)QH,ψ0(s)dω
H
s ,
I2(ψ) =
∫ Ti
0
QH,ψ(s){dZi(s)−QH,ψ0(s)dωHs }.
There are some results as follows.
First, the I1(ψ) is similar to (3.1), so it’s continuous. Second, using the Burkholder-Davis-Gundy in-
equality for I2(ψ), we have
EGi(I2(ψ)− I2(ψ′))2k ≤ CkEGi
[∫ Ti
0
(
d
dωHt
∫ t
0
kH(t, s)
(b(Xi(s), ψ)− b(Xi(s), ψ′))2
σ(s)
ds
)
dωHs
]k
≤ Ck|ψ − ψ′|2kEGi
[∫ Ti
0
(
d
dωHt
∫ t
0
c2K|(1 +Xi(s)|2γ)K2σ2
0
)
dωHs
]k
≤ C(k, γ)|ψ − ψ′|2k
[∫ Ti
0
(
d
dωHt
∫ t
0
(1 + EGi(|Xi(s)|2γ))
)
dωHs
]k
.
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By (2.11) and choosing 2k ≥ d, the I2(ψ) is continuous Gi-a.s. under the Kolmogorov criterion.
Now, we have proved that LTi(Xi, ψ) is continuous about ψ with given Xi. Furthermore, we know that70
LTi(Xi, ψ) is measurable about Xi with every ψ. Obviously, we can proved that (Xi, ψ) → LTi(Xi, ψ) is
measurable. 
Without loss of generality, assuming that the ψ0 in Theorem(3.1) satisfies b(x, ψ0) ≡ 0. Then, the
measure Gi = Gx
i,Ti
ψ0
is the distribution of (2.10) having no drift. So the Radon Nikodym (R-N) derivative
LTi(Xi, ψ) can be simplified as
LTi(Xi, ψ) = exp
(∫ Ti
0
QH(s)dZi(s)− 1
2
∫ Ti
0
Q2H(s)dω
H
s
)
, (3.3)
where QH(t) =
d
dωHt
∫ t
0
kH(t, s)
b(Xi(s),ψ)
σ(s) ds.
On the other hand, we define the distribution of (φi, Xi(·)), i = 1, · · · , N as Pθ = ⊗Ni=1P iθ on the space∏N
i=1 R
d × CTi and on C =
∏N
i=1 CTi , we define the distribution of process (Xi(t), t ∈ [0, Ti], i = 1, · · · , N) as75
Gθ = ⊗Ni=1Giθ through independence of the individuals. In the end, the exact likelihood function is obtained
by calculating the density of Gθ with respect to G = ⊗Ni=1Gi.
Theorem 3.2 While the hypotheses (A1)− (A3) hold.
• The probability measure Giθ satisfies the following density with respect to Gi
dGiθ
dGi
(Xi) =
∫
Rd
LTi(Xi, ψ)g(ψ, θ)dν(ψ) := λi(Xi, θ).
• The distribution Gθ and G on C =
∏N
i=1 CTi satisfies
dGθ
dG
(X1, · · · , XN) =
N∏
i=1
λi(Xi, θ).
• The process (Xi(t), t ∈ [0, Ti], i = 1, · · · , N) has the exact likelihood below
ΛN (θ) =
N∏
i=1
λi(Xi, θ), (3.4)
proof For a positive measurable function F on the space CTi , we obtain
EGi
θ
(F (Xi)) = EP i
θ
(F (Xi)) = EP i
θ
[EP i
θ
(F (Xi)|φi)].
Using theorem (3.1) and LTi(Xi, ψ), we then have
EP i
θ
[(F (Xi)|φi = ψ)] = EGxi,Ti
ψ
(F (Xi)) = EGi(F (Xi)LTi(Xi, ψ)).
Moreover, we can establish the following equality by the joint measurability of LTi(Xi, ψ) with two variables
and the Fubini theorem,
EGi
θ
(F (Xi)) =
∫
Rd
g(ψ, θ)dv(ψ)EGi (H(Xi)LTi(Xi, ψ))
= EGi(H(Xi))
∫
Rd
g(ψ, θ)dv(ψ)(LTi (Xi, ψ)).
7
Therefore, we can calculate the R-N derivative
dGiθ
dGi
(Xi) =
∫
Rd
LTi(Xi, ψ)g(ψ, θ)dν(ψ) := λi(Xi, θ).
This is the exact likelihood formula. 
3.2. Parameter estimation80
For the sake of simplicity, we now think about the special form of (2.9) with b(x, ψ) = ψb(x), where
ψ ∈ R and b(·) and σ(·) are known. At the same time, we reduce the hypothesis (A1)-(A2) and suppose
that b, σ admits linear growth. For every ψ, we suppose that
∫ Ti
0 Q
2
H(s)dω
H
s < ∞, Gx
i,Ti
ψ -a.s. In order to
make the observed processes (Xi(t), i = 1, · · · , N) on [0, Ti] independently and identically distribution, we
set Ti = T , x
i = x while i = 1, · · · , N . Difine
Ui =
∫ T
0
(
d
dωHt
∫ t
0
kH(t, s)
b(Xi(s))
σ(s)
ds
)
dZi(s),
Vi =
∫ T
0
(
d
dωHt
∫ t
0
kH(t, s)
b(Xi(s))
σ(s)
ds
)2
dωHs .
(3.5)
We obtain the following result
λi(Xi, θ) =
∫
Rd
g(ψ, θ)exp
(
ψUi − ψ
2
2
Vi
)
dν(ψ). (3.6)
In this work, we suppose that the φi in (2.9) satisfies Gaussian distribution N (µ, σ20) and the exact likelihood
is given as below.
Theorem 3.3 Suppose that g(ψ, θ)dν(ψ) = N (µ, σ20). We then have
λi(Xi, θ) =
1
(1 + σ20Vi)
1
2
exp
[
− Vi
2(1 + σ20Vi)
(
µ− Ui
Vi
)2]
exp
(
U2i
2Vi
)
.
Under P iθ, while Xi are given, then the conditional distribution of φi is
N
(
µ+ σ20Ui
1 + σ20Vi
,
σ20
1 + σ20Vi
)
.
Hence, taking the logarithm of (3.4), we obtain
LN (θ) = −1
2
N∑
i=1
log(1 + σ20Vi)−
1
2
N∑
i=1
Vi
1 + σ20Vi
(
µ− Ui
Vi
)2
+
N∑
i=1
U2i
2Vi
. (3.7)
We derive the derivatives of (3.7)
∂
∂µ
LN (θ) =
N∑
i=1
(
Ui
1 + σ20Vi
− µ Vi
1 + σ20Vi
)
,
∂
∂σ20
LN (θ) = 1
2
N∑
i=1
[(
Ui
1 + σ20Vi
− µ Vi
1 + σ20Vi
)2
− Vi
1 + σ20Vi
]
.
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Then we know that while σ20 is given, the estimated value of µ0 is
µˆN =
N∑
i=1
Ui
1 + σ20Vi
/
N∑
i=1
Vi
1 + σ20Vi
. (3.8)
And while θ0 = (µ0, σ
2
0) are unknown, the estimated value is determined by the following system
µˆN =
(
N∑
i=1
Vi
1 + σˆ20Vi
)−1( N∑
i=1
Ui
1 + σˆ20Vi
)
,
N∑
i=1
(
µˆN − Ui
Vi
)2
V 2i
(1 + σˆ20Vi)
2
=
N∑
i=1
Vi
1 + σˆ20Vi
.
proof We first calculate the joint density of (φi, Xi)
exp
(
ψUi − ψ
2
2
Vi
)
× 1
σ
√
2pi
exp
[
− 1
2σ20
(ψ − µ)2
]
.
Then we obtain
Ei = −1
2
[
ψ2(Vi + σ
−2
0 )− 2ψ(Ui + σ−20 µ)
]
− 1
2
σ−20 µ
2.
Set
mi =
Ui + σ
−2
0 µ
Vi + σ
−2
0
=
µ+ σ20Ui
1 + σ20Vi
, ω2i = (Vi + σ
2
0)
−1 =
σ20
1 + σ−20 Vi
.
Given Xi, the random variable φi satisfies the Gaussian law N (mi, ω2i ). And through some calculation, we
have
Ei = − 1
2ω2i
(ψ −mi)2 − 1
2
Vi(1 + σ
2
0Vi)
−1(µ− V −1i Ui)2 +
1
2
V −1i U
2
i .

Remark 1 In particular case, when the effect φi ≡ µ0 corresponding to σ20 = 0, the expression of the
estimated value µ0 is
µ˜N =
N∑
i=1
Ui
/
N∑
i=1
Vi. (3.9)
3.3. Properties
Now, we set up the random variable as follows
γi(θ) =
Ui − µVi
1 + σ20Vi
, Ii(σ
2
0) =
Vi
1 + σ20Vi
. (3.10)
In fact, the γi(θ) and Ii(σ
2
0) are independent and identically distributed under Gθ, we then get
∂
∂µ
LN (θ) =
N∑
i=1
γi(θ),
∂
∂σ20
LN (θ) = 1
2
N∑
i=1
(γ2i (θ)− Ii(σ20)). (3.11)
Obviously, Ii(σ
2
0) is bounded because of 0 < Ii(σ
2
0) ≤ 1/σ20 . Further, we can obtain85
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Proposition 3.4 For every µ ∈ R, and every θ = (µ, σ20) ∈ R× R+,
Eθ
(
exp
(
u
U1
1 + σ20V1
))
< +∞.
proof Let γ1(θ) = γ1, I1(σ
2
0) = I1 and l(X1, θ) = logλ1(X1, θ). Set θ(u) = (µ + u, σ
2
0). Using (U1 − (µ +
u)V1)
2, we have
l(X1, θ(u)) = l(X1, θ) + uγ1 − u
2
2
I1,
where ∂
∂µ
l(X1, θ) = γ1 and
∂2
∂µ2
l(X1, θ) = −I1. Then taking exponential simultaneously, we can obtain
λ1(X1, θ) exp(uγ1) = λ1(X1, θ(u)) exp
(
u2
2
I1
)
. (3.12)
We can integrate both sides of (3.12) with respect to the measure Q1 on account of I1 ≤ 1/σ20,
Eθexp(uγ1) = Eθ(u) exp
(
u2
2
I1
)
≤ exp
(
u2
2σ20
)
< +∞.
Then, because of uµ ≤ (u + µ)2/4, we have
Eθ
(
exp
(
u
U1
1 + σ20V1
))
≤ Eθexp(uγ1) exp
(
(u + µ)2
4σ20
)
< +∞.

4. Discrete Data and Numerical Simulation
In this section, we will do some numerical simulations to the model. Since we can only get discrete data
from the simulation, let us start with a simply discussion of the discrete case. Suppose that we obtain the
process Xi(t) by observing at times t
n
k = tk = k
T
n
, k = 1, 2, · · · , n+1 simultaneously. We give the calculation
of QH(t) and Z(t) to establish estimators θˆ
(n)
N
QH(tk) =
∫ tk
0
kH(tk, s)
b(X(s))
σ(s) ds−
∫ tk−1
0
kH(tk−1, s)
b(X(s))
σ(s) ds
ωH(tk)− ωH(tk−1) ,
Z(tk) ≈
k−1∑
i=2
k−1H ti
1
2
−H(tk − ti) 12−Hσ(ti)−1(Xti+1 −Xti),
where ∫ tk
0
kH(tk, s)
b(X(s))
σ(s)
ds ≈
k−1∑
i=2
k−1H ti
1
2
−H(tk − ti) 12−Hb(X(ti))σ(ti)−1(ti+1 − ti).
Then the random variables Ui, Vi, i = 1, · · · , N are replaced by
Uni =
n∑
k=1
QH(k)(Zi(tk+1)− Zi(tk)), (4.1)
10
V ni =
n∑
k=1
Q2H(k)(ω
H(tk+1)− ωH(tk)). (4.2)
Combining with the log-likelihood (3.7), we can get the following expression of the difference Ui − Uni and
Vi − V ni .
Lemma 4.1 Suppose that b(Xt), σ(t) and b(Xt)/σ(t) are Lipschitz and b(Xt)/σ(t) is bounded. For every
p ≥ 1, there exists a constant C, then
Eθ0(|Vi − V ni |p + |Ui − Uni |p) ≤
C
n
p
2
, i = 1, · · · , N.
From Lemma (4.1), we derive90
Proposition 4.2 If n→ +∞, then θˆN − θˆ(n)N = opθ0 (1). If nN → +∞ corresponding n = n(N)→ +∞, then√
NθˆN − θˆ(Nn) = opθ0 (1).
Next, some examples of simulations will be given. Assume that b(x, ψ) =
∑d
j=1 ψ
jbj(x) with d = 1 or
d = 2.
4.1. When b(x), σ(t) are both constants95
Consider b(x) and σ(t) are both constants, and suppose that b = cσ with c 6= 0 known. We then have
Ui =
∫ T
0
(
d
dωHt
∫ t
0
ckH(t, s)ds
)
dZi(s), Vi =
∫ T
0
(
d
dωHt
∫ t
0
ckH(t, s)ds
)2
dωHs . (4.3)
The estimate of (µ0, ω
2
0) can be expressed explicitly as
µˆN =
∑N
i=1 Ui∑N
i=1 Vi
=
U¯N
V¯N
, σˆ2N =
1
V¯ 2N
(
1
N
N∑
i=1
(Ui − U¯N )2 − V¯N
)
.
And we can see from the above that no matter what the expression of the drift b(·) , the distribution of the
estimated value is both the same when b(x) is a constant times σ(t).
Example 4.1 Consider a random effect Fractional Brownian Motion
dXi(t) = φidt+ σdW
H
i (t), Xi(0) = x0,
where b(Xt) = 1 and φi ∼ N (µ, σ20). We think about the different Hurst index: H = 0.7 and H = 0.9, and
the two sets: (µ = 1, σ20 = 1) and (µ = −1, σ20 = 1). For all numerical situation of this example on [0, T ], we
take σ = 1 and the step-size ∆t = 0.001. Table 1 and table 2 show the results when H = 0.7 and H = 0.9,100
respectively. The results indicate the accuracy of the two parameter estimators µ and σ, we can see that as
N and T increase, the estimated mean and variance become better.
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Table 1: Example 4.1: The estimate value µˆN and σˆ
2
0
are calculated from multiple data sets when H = 0.7.
True value
N=30, T=5 N=50, T=5 N=50, T=8
Estimated value Estimated value Estimated value
µ = 1 1.0037 1.0386 1.0826
σ20 = 1 0.6266 0.8379 0.9046
µ = −1 -0.8684 -0.9856 -0.8686
σ20 = 1 0.7857 0.7523 0.9687
Table 2: Example 4.1: The estimate value µˆN and σˆ
2
0
are calculated from multiple data sets when H = 0.9.
True value
N=30, T=5 N=50, T=5 N=50, T=8
Estimated value Estimated value Estimated value
µ = 1 0.8284 0.8911 0.9495
σ20 = 1 0.6569 0.7064 0.7404
µ = −1 -1.0965 -0.9787 -0.9812
σ20 = 1 0.6368 0.6849 0.7382
4.2. General case
Example 4.2 Consider a Fractional Ornstein-Uhlenbeck-type process
dXi(t) = (φi + φiXi(t))dt+ σdW
H
i (t), Xi(0) = x0,
where b(Xt) = x + 1 and φi ∼ N (µ, σ20). Similar to example (4.1), we give different H and two different
parameter sets: (µ = 1, σ20 = 1) and (µ = −5, σ20 = 1). For all situation of this example on [0, T ], we take105
σ = 1 and the step-size ∆t = 0.001. Specific consequences are shown in table 3 and table 4. We can see that
as N and T increase, the estimated mean and variance are closer to the true value. In particular, we choose
the initial value x0 as far away from zero as possible, because when x0 = 0, the estimation of the mean and
variance will be greatly affected due to computational problems.
5. Conclusions and Discussions110
In this paper, we have discussed the maximum likelihood estimation of stochastic differential equations
with random effects driven by Fractional Brownian Motion. For the special case, we have derived an exact
expression of the parameters from the likelihood function and the special case is that the drift term is
correlated with the random effects linearly. In addition, some numerical simulations have been finished.
Only the one-dimensional case is discussed in this work, however, we could theoretically derive for the115
multidimensional case, although it might be more complicated.
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Table 3: Example 4.2: The estimate value µˆN and σˆ
2
0
are calculated from multiple data sets when H = 0.7.
True value
N=30, T=5 N=50, T=5 N=50, T=8
Estimated value Estimated value Estimated value
µ = 5 4.9794 5.1294 5.0827
σ20 = 1 0.9654 0.9689 0.9754
µ = −1 -0.9845 -1.0048 -1.0435
σ20 = 1 0.9455 1.0956 0.9661
Table 4: Example 4.2: The estimate value µˆN and σˆ
2
0
are calculated from multiple data sets when H = 0.9.
True value
N=30, T=5 N=50, T=5 N=50, T=8
Estimated value Estimated value Estimated value
µ = 5 5.0580 5.0024 4.9759
σ20 = 1 0.9535 0.9841 1.0584
µ = −1 -1.1984 -1.0349 -0.9398
σ20 = 1 1.0625 1.0499 0.9959
There are some interesting extensions for this study. For example, we can consider other process-driven
stochastic differential equations with random effects existing in every aspect of life. On the other hand, it is
of interest to consider the diffusion term with random effects. This project is in progress.
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