Abstract: 3D object retrieval system is a system where a similar or the same object in the database should be retrieved given a 2D query image (sketches or photographs). Unfortunately, as the appearance of 3D object might vary depending on the viewing directions, a vast amount of 2D rendered images must be processed (matched) to solve this problem. In this paper, we present a novel method called skewness map to relieve this problem. Skewness map can estimate the orientation of the object and select a few representative images accurately from the database; therefore matching every image in the database can be avoided. Experimental results show the retrieval system becomes much faster (14 times faster in matching time) and accurate in estimating the object orientation (less than one-degree error in average).
Introduction
Nowadays, databases play a crucial part in our life. In digital image processing, databases have become a common utility to be used. Image reconstruction (Kato and Ohta, 2014) , object recognition (Kriegel et al., 2013) , face recognition (Guo et al., 2010) , and many other applications are some examples of a branch in image processing which are benefitted by the availability of databases. This also holds true to 3D modelling. Consider a situation where users (3D modellers or designers) decided to create a 3D model. Instead of creating the model from scratch, by using a database, the user can search similar object and then edit the properties of the retrieved 3D model to create the intended 3D model. Unfortunately, 3D object retrieval system is not a trivial task, mostly due to the complexity between the input (query) and the database. Generally, depending on the query types, 3D object retrieval can be classified into two groups: model-based methods and view-based methods (Wang et al., 2013) . In model-based methods, the input or query to the system is 3D (or semi-3D) model, while in the view-based methods 2D input (images such as photographs, sketches, etc.) is used. Model-based methods can be solved relatively simpler than the view-based methods, since we are matching between objects in the same dimensions (3D-3D matching). 3D curve matching and local surface descriptor (Shah et al., 2013) have been proposed as means to solve this model-based retrieval methods. Note that 3D to 3D matching will be counter-intuitive to the situation presented above.
In the view-based methods, the problem will be on how to match between a 2D object (image) and 3D objects (models). This problem cannot be solved easily, since there is some missing information when comparing objects in 2D with objects in 3D. One possible way to solve this is to reconstruct a 3D model from the image, using methods such as shape from shading, shape from texture, etc. Unfortunately, 3D model reconstruction from 2D image is computationally expensive. Another way to elevate this problem is to 'relax' the 3D point of view into 2D point of view by using a set of rendered image of the 3D models in the database. Depending on the viewing angle, a 2D rendered image of 3D object can have different feature (such as shape). The simplest way to solve this is by having full information regarding the object in all possible viewing angles and then applies the matching step. This means that an object shall be represented by at most 360 × 360 images (129,600 images). If the database consists of 1,000 objects, then the total image in the database will be 129,600,000 images. Matching a query image with 129,600,000 images is of course a time consuming task.
In this paper, we propose a method to avoid the need to match a query image with all the images in the database. This is done by utilising the skewness information of an object and then based on the skewness map generated; only a few of images will be selected to be matched with the query image. Figure 1 shows the pipeline of our proposal. Note that Figure 1 only shows how the system compares the query image with one of the object in the database. For the matching step, any image matching algorithm can be used, such as SURF (Bay et al., 2008) or SIFT (Lowe, 2004) . Two matching steps using SURF and cross ratio-like number (CRN) will be compared in this paper. There are at least two contributions of this paper. First, by using the proposed method, matching time can be reduced significantly. Second, the object orientation can be approximated. The rest of this paper is organised as follows: Section 2 will describe related works of object retrieval system. Section 3 will cover the skewness map and Section 4 the cross ratio-like number (CRN) feature. Section 5 will show some experimental result and finally, Section 6 will conclude this paper.
Related work
As mentioned in the previous section, 3D object retrieval can be classified into two types. Model-based 3D object retrieval and view-based 3D object retrieval. Although this research mainly deals with the view-based method, for completeness sake the model-based 3D object retrieval will also be presented here. At the end of this section, a feature related image matching will also be presented. Bronstein et al. (2011) solve the model-based 3D object retrieval by utilising the bag-of-words approach. Firstly they create the shape descriptor based on bag-of-feature approach with an input of multi-scale diffusion heat kernels applied to the 3D object. After obtaining the features, they adopted a learning approach from the bag-of-words to represent the shapes of the object as binary codes. Lian et al. (2013) propose a method using clock matching and bag of features method. First pose normalisation of the 3D object into canonical pose is applied and then a set of depth-buffer images are used as the representation of the object. A word histogram which contains these features is constructed next, followed by the clock matching (i.e., multi-view shape matching) to measure the dissimilarity between two models. For more information regarding the model-based methods, interested readers can refer to Lian et al. (2011 Lian et al. ( , 2015 . Wang et al. (2013) in their paper proposed a learning method based on the Gaussian mixture model (GMM) of the object. First several images taken from different angles of each object will be taken and then 49 Zernike moments will be used as features will be calculated. A general GMM based on these features will then be calculated that will be used to compute the adapted (object specific) GMM parameters. Finally to retrieve the corresponding object with the query, a distance measurement based on the Kullback-Leibler divergence is then employed. Gong et al. (2013) proposed a learning algorithm based on semantic signature. Note that both of these methods require a learning method in one part of their proposal. In contrast, our proposal does not involve any learning algorithm. Contour segment matching (Yang et al., 2014) and moment invariants (Premaratne and Premaratne, 2014) have also been proposed for the matching step. In these methods, the query image needs to be compared with every image in the database. Mahmoudi and Daoudi (2002) proposed a method based on characteristic views of 3D models. First a 3D object is represented by seven characteristic views. The first three characteristic views (principal views) are taken from the principal component analysis (PCA) of the 3D object. The rest of the characteristic views are deduced from the principal views. In the retrieval step, two curvature scale space (CSS) distance between the query and the models in the database will then be calculated. M-tree is utilised to reduce the calculation time when calculating the distance between the CSSs. Learned bipartite graph matching (Lu et al., 2014) and hypergraph analysis (Gao et al., 2012) proposed a method to solve this problem by utilising graph theory. Recently, Liu et al. (2016) proposed a method based on multi-modal clique-graph matching. Similarly with the previous methods, some of these methods require a learning step in one part of their proposal. Note also that these methods require more than one input images to retrieve the object, while in our proposal only one input image is needed.
Model-based 3D object retrieval

View-based 3D object retrieval
Magic Canvas (Shin and Igarashi, 2007 ) is a system where user can create a sketch and the system will provide a selection of 3D object based on the sketch. Although the overall system is proposed as an interactive technique, the system's method to retrieve a 3D model is worth to be mentioned. Their 3D model retrieval method is based on the Fourier transform of the distance measurement of the sketch's contour. First the contour of the input is retrieved and then the distance from the centre mass of the object to the contour points are recorded. This distance data will then go through a Fourier transform to get the frequency information which will further be used to generate the global feature. In order to differentiate objects with the same frequency, a local feature based on the inverse Fourier transform of the filtered frequency is then calculated. The linear combination of these features will be the score of the object.
Image features
Since our goal is to retrieve the exact or near-exact object of the rendered object from the database, a feature extraction step is one of the crucial parts (Tangelder and Veltkamp, 2008) . Several image features, such as SURF and SIFT are commonly used. Unfortunately, SIFT and SURF are not really suitable for object which has low texture information (Li and Tan, 2010; Luo et al., 2013) . In their paper, Li and Tan (2010) propose a cross ratio spectrum descriptor to solve the pictogram matching to overcome the limitation of SIFT previously mentioned. In their method they take a set of cross ratio from the combination of points lying on the outer contour of the pictogram. When calculating the cross ratio, only two points inside the pictogram were used. Luo et al. (2013) argued that using only two points inside the pictogram made the method not comprehensive enough. Therefore, they proposed a CN method which expanded the cross ratio spectrum. Unfortunately, CN as proposed by them is a time consuming method and has an unconventional way to calculate cross ratio. Nevertheless the cross-ratio-based descriptor seems to have a potential in distinguishing shape. Based on this cross-ratio calculation, we then also propose a shape descriptor to be used for image matching step. More on this will be explored in the following section.
Skewness map
Skewness
In statistics, skewness is a symmetric measurement of a distribution. There are several ways to calculate skewness of a distribution. One such way is by using the third order central moment (Teh and Chin, 1988 ) defined in equation (1). Subscript j and i denote the order of the moment. x and y denote the average value and can also be calculated using the raw moment calculation (2)-(4). M 00 can be regarded as the area of the object. , ( , )
Note that in this paper, we use the normalised image moment which is invariant to scaling operation. The normalised image moment is defined as in equation (5). Since we only consider the third order normalised image moment to calculate the skewness, only n 03 and n 30 were used. n 03 denotes the skewness in the horizontal (column) direction and n 30 denotes the skewness in the vertical (horizontal) direction. 
Object skewness
Given an image as shown in the left-most part of Figure 2 , a binarisation process can be applied to the image, i.e., by first extracting the outer contour of the object and then labelling the pixel of the of the image based on the position of each pixel with respect to the outer contour. Let a pixel be labelled 0 (black-coloured) if its position is outside the contour and 1 (white-coloured) if its position is inside the contour. By calculating the number of 1 in the image for each column of the image, we can obtain a distribution as shown in the right-most part of Figure 2 . Assuming the object is rotated 30 degrees along the y-axis (vertical axis) and applying the same operation as above, a distribution as shown in the right-most part of Figure 3 can be acquired. Note that when the object is rotated, the distribution of the object does not maintain its symmetricity. Therefore given a set of samples of the distribution of an object, we can predict the viewing angle of the object through its white-pixel skewness distribution. 
Skewness map generation
A skewness map can be interpreted as an image (map) which represents the skewness value of an object obtained from several viewing angle of the object. For each object, there will be two skewness maps: one for column-wise distribution and another one for row-wise distribution. An example of the skewness maps can be seen in Figure 4 . Each pixel's intensity in the skewness map represents the skewness value of an object and the coordinate (x, y) represents the viewing angle of the object. For example, an object viewed from polar angle θ = 30° and azimuth angle = 45° will be represented by a pixel at (x, y) = (30, 45) at the skewness maps. One might consider creating the skewness map by taking the image of the object from every possible direction, i.e., 360 × 360 images. In fact, an interpolation method can be applied to the skewness map generation to reduce the number of image taken. In this paper, we consider only 10 degrees incrementation of the object in polar and azimuth direction to create the skewness maps [i.e., (0, 0), (0, 10), …, (0, 350), …, (10, 0), …, (350, 350) . After calculating the skewness values, generic bicubic interpolation is applied to interpolate the values between the known skewness values.
Skewness map utilisation
By utilising, specifically thresholding, the skewness map, matching a query image with every image in the database can be avoided. Let s x and s y be the column skewness value and row skewness value of the query respectively. These skewness values are then compared with the skewness maps at its respective types, i.e., s x will be compared with the column skewness map and s y will be compared with the row skewness map. If the intensity at a pixel in the skewness maps lies beyond the threshold values, we will ignore the 'image' positioned at that coordinate. Recall that the coordinate position at the skewness maps represents an image at the database.
Equations (6)-(7) represent this concept mathematically. Let I x and I y be the thresholded skewness maps. I x (x, y) denotes the new pixel value at pixel (x, y) of the column (subscript x) thresholded map. I y (x, y) denotes the new pixel value at pixel (x, y) of the row (subscript y) thresholded map. f x (x, y) and f y (x, y) denote the original pixel value at the skewness maps. ε denotes the user-defined constant error value. Combining these maps together with an AND operator, we final thresholded map can be acquired. (Figure 5 ). The intuition is that a similar object should have the same (or similar) skewness value both in the horizontal and vertical skewness maps. Therefore, only 'images' residing at the selected pixel of the final thresholded map (1-valued or white-coloured pixels) will be used for comparison. 
Cross ratio
Inspired by the success of cross ratio-based shape descriptor in pictogram matching, we tried to develop a new shape descriptor named cross ratio-like number (CRN). A cross ratio is a ratio between 4 collinear points in a projective geometry. Given a collinear points denoted by A, B, C, and D the cross ratio between those points can be defined as in equation (8) 
In order to calculate the CRN feature, first of all an edge image of the object shall be created. This can be done simply by using Canny edge detector (Canny, 1986) or any other edge extraction algorithm. A convex hull from the edge image is then generated. Afterwards, a set of n points with equal spacing are generated on the convex hull. A set of line connecting these points with one and another is generated and the cross ratio along these lines will be used as a feature. Given n points on the convex hull, at most there will be N = n C 2 point pairs. Among these lines, there will be lines which intersect the edges of the object as shown in Figure 6 . On such lines, the cross ratio will then be calculated. If a line consists only three points including the hull points, then it will be regarded as a feature point (zero cross ratio). In Luo et al. (2013) , they argued that the previous method (Li and Tan, 2010) is not comprehensive enough due to using only two points inside the pictogram (i.e., only calculating the first cross ratio) and therefore they proposed a multiple-line combination to generate their CN proposal. Unfortunately multiple-line combination is computationally expensive and therefore we use only one line with d number of cross ratios in this research. d can also be considered as the number of dimensional descriptor. For an example, consider the line, two hull points (small circle on the convex hull) and the four intersection points in Figure 6 . In this line example, we can generate a (D = 4 C 2 =) 6-dimensional descriptor to describe the cross ratios on this line. If D ≤ d, the rest of it (d − D) will be considered zero valued. If D > d, we will concatenate it, i.e., only the first d cross ratios will be used. In total, assuming that the number of n = 25 is used, we will have at most (N = 25 C 2 =) 300 descriptors, where each descriptor consists of d cross ratios. Let O be the object, (P i ) d denotes the i th line each with d number of cross ratios, m is the number of point pairs (m ≤ N), the CRN is the set that encapsulates these features and defined in equation (9).
Matching
The cross matching is utilised to compare the similarity between two sets of feature points. Given a vector of feature points A of the query, it will be compared with vector B of the reference. For every element in A an L1-norm distance between the point and all elements in B will be calculated [equation (10)]. In order to assess whether a query object is similar with an object in the database, the sum of these point pairs (i.e., matching points) is calculated. Object with the highest total similarity number will be considered to be matching with each other (hence the term cross ratio-like numbers).
Experimental result and discussion
Several experiments were done in order to qualify the proposed method. All of the experiments were done using C++ language in an Intel i5, 4 GB RAM, 3.20 GHz, Windows 7 OS computer using OpenCV 2.49 as the image-processing library. GrabCut (Rother et al., 2004) algorithm was used in order to do the foreground-background extraction. FLANN (Muja and Lowe, 2009 ) was used to calculate the minimum distance between the SURF features. Contrary to the similarity measurement described before, object with the least distance will be considered to be a matching object. Each image used in the experiment has 150 × 150 resolutions. One object database consists of 129,600 artificial object (rendered 3D model) images, taken at every possible orientation. The thresholding parameter ε was set to 10% of the s values. The number of points generated on the hull for CRN feature extraction (n) was set to 10 and the descriptor size (d) was set to 5. Sintunata and Aoki (2016) had shown that by using the skewness information, a great accuracy in retrieving (and approximating the viewing direction) could be achieved. Here we tested the proposed approach with the conventional SURF method, i.e., comparing all the images in the database using SURF method versus our proposal using the Skewness Map to select a few images (SMSURF). Furthermore a matching algorithm using CRN is also presented (SMCRN). A comparison with Magic Canvas will also be presented. The reason why we chose to compare with this method are as follows: first, most of the methods mentioned in Section 2 use two or more inputs to the system, while our method and Shin's method use only one input to the system. Second both of them rely on the contour information. Third, as already mentioned in Section 2, most of the previous method used a learning step in one of their proposal, while our system and Shin's do not require any learning step at all. Therefore for fairness sake we chose Shin's method to be compared.
Accuracy comparison
Three test objects were used in this experiment as shown in Figure 7 . Five orientations selected randomly were tested for every object and the results can be seen in Tables 1-2 . x denotes the rotation (in degrees) with respect to the x-axis and y denotes the rotation with respect to y-axis. Note that in Table 2 , NA means the algorithm retrieve incorrect object. Also note that, since conventional SURF will search all the images in the database, we do not show the result of conventional SURF (100% accuracy). As can be seen from the average error and root mean squared error (RMSE) values, the proposed SMSURF and SMCRN gave a good accuracy in retrieving the object (and its corresponding viewing direction). In the contrary, the retrieval algorithm using the Magic Canvas provided a huge error in retrieving the object. This is due to the fact that Magic Canvas only depends on the contour information of the object and a completely different object seen from a different angle might generate the same contour information. In our proposal we use the within-object feature using either SURF or CRN which greatly helps the system to find the correct object from the database. 
To further assessing the result, a multivariate one-sample t-test [Hotelling's t-square test, equation (11)] was applied to both of the SMSURF and SMCRN with the SURF method. X denotes a vector (mean vector) which every element is the mean value of the variables, S -1 is the inverse covariance matrix. k denotes the number of variable and n denotes the number of samples. As mentioned before, SURF generates zero errors, therefore µ 0 = 0. For small number of n, the value T 2 can be calculated by using the F distribution [equation (12)]. We were using = 0.05. Table 3 shows the result of the statistical analysis. Note that since the F-values are larger than the F-critical values, we cannot reject the Null-hypotheses and therefore there is no significant difference between the result of conventional SURF which gave zero errors and our proposals.
Time comparison
Following the previous experiment, we compared the time comparison achieved by our proposed method and the conventional SURF. Table 4 shows the result of this experiment using the same data as the previous experiment. By average, the proposal method (SMSURF) is much faster, i.e., the total time is reduced around 75% and for SMCRN it is reduced around 91%. In order to assess the validity of these measurements, a statistical test using one sample t-test is performed. Again, = 0.05 is used here. µ d,P is defined as µ d,P = µ SURF − µ P , where the subscript P denotes the proposal methods respectively, i.e., SMSURF or SMCRN. Table 5 shows the result of this test. Since the p-values are less than = 0.05, we can reject the null hypotheses, which mean conventional SURF significantly has higher computational cost compared to both of the proposed methods. By these results, we believe that our proposal using the skewness map can reduce the time needed to retrieve the object from the database faster than the conventional method.
Note on SURF and CRN
For further experiment, a larger database is used. Figure 8 shows the 30 3D objects inside the database. For each object, three samples were taken randomly therefore in total there were 90 images used as the query images. An example of the data acquired is shown in Table 6 . Due to page limitation, only a summary of the data is presented (Table 7 ). From Table 7 , it can be seen that SMCRN has lower accuracy but is faster compared with SMSURF. The reason is because CRN uses less vector element for its descriptor. In SURF 128-dimensional vector is used to represent each descriptor, while in CRN only d-dimensional vector is used and therefore the computational cost of CRN is lower than of SURF. 
Also consider some images in Figure 9 . The left-most image is the query image and the rest is the reference images. Applying the SURF matching to the query-reference 1 and query-reference 2 and calculating its distance will give us a value of 8.324 and 7.343 respectively. This means that incorrect result will be presented using SURF. Instead of using SURF, when using CRN, we will get the distance values 13 and 8 respectively.
Recall that in SURF the minimum distance is the best matching one, while in CRN the maximum number is the best matching one. Therefore, when applying CRN to the object, the correct image will be presented. This simple experiment shows that sometimes CRN might perform better than SURF.
Conclusions
In this paper, a new method for high speed 3D object retrieval system based on skewness map has been proposed. With the increasing data in 3D object database, a fast and accurate system is needed. It has been shown that the proposed method can tackle this problem well. The proposed method combining skewness map and SURF (SMSURF) performs roughly four times faster than conventional SURF, meanwhile combining skewness map and CRN (SMCRN) performs roughly 11 times faster. Furthermore, the proposed method had a good accuracy with an average error rate of 1 degree in approximating the orientation of the object. We also believe that our system will have contributions to the field by utilising the feature of estimating 3D object orientation. For our future work, we will improve the speed of the system further and test the accuracy of our algorithm in natural image, i.e., the query images are not rendered 3D object images.
