Abstract. A semigroup St of continuous operators in a Hilbert space H is considered. It is shown that the fractal dimension of a compact strictly invariant set X (X H, StX = X) admits the same estimate as the Hausdorff dimension, namely, both are bounded from above by the Lyapunov dimension calculated in terms of the global Lyapunov exponents. Applications of the results so obtained to the two-dimensional Navier-Stokes equations are given.
1. Introduction. Let X be a compact set in a Hilbert space H: X H. We recall the following definitions (see [1] ). where N X (ε) is the minimum number of balls of radius ε which is necessary to cover X.
The following definition of the fractal dimension is similar to Definition 1.1. As easily seen, Definitions 1.2 and 1.3 are equivalent. Furthermore, if the covering U consists of N X (ε) balls of the same radius ε, then
It is well known (and follows from Definitions 1.1 and 1.3) that dim H (X) ≤ dim F (X).
Suppose that a continuous map S acts in H and let a compact set X be strictly invariant: SX = X, X H.
It was shown in [2] , [1] that if the differential DS uniformly contracts d-dimensional volumes on X (the corresponding definitions are given in §2), then dim H X ≤ d.
As for the fractal dimension, the following estimate was obtained in [1] , [3] , [4] (for earlier work on the estimates of the fractal dimension see also [5] , [6] ):
Under an additional concavity condition (that is satisfied for the majority of the maps S = S t defined by evolution equations) the estimate dim F X ≤ d was proved in [7] . Finally, for a diffeomorphism S the estimate dim F X ≤ k was obtained for an integer k in [8] (see also [9] ) under the condition that the differential DS contracts k-dimensional volumes. The purpose of this work is to prove the estimate dim F X ≤ d in the general case. Our approach is similar to that of [8] , however, our proof is aimed at and is adjusted for the estimates of the fractal dimension of attractors of partial differential equations.
The main estimate proved in the abstract setting is then applied to the twodimensional Navier-Stokes system. We obtain new estimates for the fractal dimension of the attractor that significantly improve (as far as the numerical values of the constants are concerned) the estimates from [7] and [15] :
The improvement of the constants is due to the new recent results of [17] , [18] combined with a more precise account of the non-divergence condition.
For each k we define the numbers ω k (u) = ω k (E(u)): 
3)
4)
Furthermore, for any η > 0 the following estimate holds:
Proof. Estimate (2.3) is the well-known covering lemma [1] , [2] . Estimate (2.5) follows from the fact that if N balls of radius ε cover E, then N concentric ball of radius ε + η cover E + B(0, η). The lemma is proved.
Then in the notation of the previous lemma there exists a covering U of the set E + B(0, √ n + 1 α n+1 ) by balls of radius
Proof. Using estimate (2.5) with η = √ n + 1 α n+1 and r = α n+1 we obtain for the covering U from (2.5) the following inequality:
The lemma is proved. 
Suppose further that the quasidifferential DS(u) contracts d-dimensional volumes uniformly for u ∈ X, that is, the following inequality holds:
Proof. Replacing S by S m , where m is sufficiently large, we can assume that the numberω d is arbitrarily small (see [1] ).
Since X is compact and L(u) is norm-continuous, we have
In view of the inequality
see [21] , Ch.II, Corollary 2.3, the numbers α j (u) = s j (L(u)) are uniformly continuous on X and the following inequality holds:
Hence for each ε > 0 we have
Since the numbers α j (u) are non-negative and monotone decreasing, we have
Similarly, all the α j (u) are bounded uniformly for u ∈ X:
(Recall that X is compact and L(u) is norm-continuous). Therefore by the mean value formula we have for small ε > 0 the inequality:
holding uniformly for u ∈ X with C = C(ᾱ 1 ) for 0 < ε < 1. Therefore for ε > 0 we have 12) ). In addition, the (n + 1)th semiaxis α n+1 (u) is bounded from above and, thanks to ε, is bounded away from zero uniformly for u ∈ X. Omitting the primes we rewrite this property and (2.7) in the form
where δ 1 (r) = δ(r)/ε and b can be arbitrary small because
. We now proceed with the proof. There exists a finite covering U 0 of the set X by balls of radius r 0 and without loss of generality we can assume that their centres belong to X:
(2.10)
By quasidifferentiability for any v ∈ B(u
where
The set S(u
). We now throw out fromŨ i0 1 the balls which do not intersect X. The remaining balls containing some points u 1 i1 ∈ X we replace by balls of twice the radius (that is, of radius r 0 4 √ n + 1 α n+1 (u
) with centres at these points. As a result we obtain the coveringÛ
the same number of balls or fewer of twice the radius, whose centres belong to X. Then we see that
provided thatω d has been chosen so that following inequality holds:
We denote by U 1 the covering of the set X which is the union of the coveringsÛ i0 1
for i = 1, . . . , N 0 and write this in the form
where the radii r 1 i1 are of the form r
∈ X being the centre of a ball from the previous covering U 0 . It follows from (2.9) that r 0 a ≤ r
We now return to step (2.10):
Ifω d is so small that 4 √ n + 1ω
and we can repeat our construction and as a result obtain the covering U 2 . After k steps we obtain the covering U k :
where u j i j ∈ X, j = 0, . . . , k are the centres of balls from the coverings U 0 , . . . , U k . The following inequality holds for U k :
Moreover, in view of the first inequality in (2.9) for an arbitrary collection of k
In particular, the radii r k i k of the balls of the covering U k satisfy the above inequality:
We fix an arbitrary small η, 0 < η 1 and construct a covering U (η). We fix a point u ∈ X. By the strict invariance of X there exists a sequence
We define the functions
Since a ≤ R k /R k−1 ≤ b (see the first inequality in (2.9)), it follows that there exists a number k = k(u) such that R k gets into the interval r 0 aη ≤ r ≤ r 0 η:
For a given u we fix such a k = k(u). In view of (2.14) the number k so obtained cannot satisfy the inequality η ≤ a k , that is, the inequality k ≤ log 2 η/ log 2 a. Analogously, such a k cannot satisfy the inequality b k ≤ aη, that is, the inequality k ≥ (log 2 a + log 2 η)/ log 2 b. Thus, all such numbers k satisfy the inequality
We introduce the notation
The point u 0 belongs to a ball from the covering U 0 :
Next, the point u 1 belongs to a ball from the covering U 1 . This ball is a member of the subcoveringÛ i 0 1 that covers the set S(B(u
and belongs to a ball from U 1 of the form
Here we have used (2.12).
In a similar way we see that u j is covered by a ball from U j of the form
Finally, u k belongs to a ball from U k :
).
We include this ball in the covering U (η). Since we can carry out this procedure for each point u ∈ X including every time only new balls and since all the balls being included in the family U (η) belong to the union of
is a finite covering of X. In view of (2.13) and (2.16) for each covering U k , whose balls are included in U (η), we have
We now estimate the radii r k = r k (u) of the balls of U (η) by comparing them with 
Hence, we have
We now replace each ball in U (η) by a concentric ball of radius
and denote the covering so obtained byŨ (η). Then by the above inequality we see that
All the balls of the coveringŨ (η) have the same radius r η . With (2.17) taken into account this gives
We now recall that
and that δ 1 (r 0 ) → 0 as r 0 → 0. Hence 19) where δ 2 (r 0 ) = 4dδ 1 (r 0 )/ log(1/b) → 0 as r 0 → 0. Finally, K 2 = log 2 (1/η)/log 2 (1/a) and
Therefore for η ≤ a we obtain from (2.18) the inequality 20) where κ = 1/ log 2 (1/a) − δ 2 (r 0 ). If we now take (and fix) the radius r 0 of the balls of the initial covering U 0 so small that δ 2 (r 0 ) < 1/ log 2 (1/a), i.e., κ > 0, then
Recall that the coveringŨ (η) consists of the balls having the same radius r η , which clearly tends to zero as η → 0. Therefore (see Definition 1.
Remark 2.1. We have proved a slightly stronger result than Theorem 2.1. Notice that the radius r η of the coveringŨ (η) satisfies the inequality
Using inequality (2.19) we find that
It follows from (2.20) that
Since δ 2 (r 0 ) → 0 as r 0 → 0 we obtain that
3. Applications to semigroups and differential equations. We now consider applications of the results of §2 to semigroups of continuous operators S t acting in a Hilbert space H. Let X be a compact strictly invariant set for S t : S t X = X, X H. We assume that the map S t is uniformly quasidifferentiable on X for each 1 (t, u) ≥ α 2 (t, u) ≥ . . . , and similarly to §2 we set
Then there exists a limit lim t→∞ t −1 lnω k (t) = q(k) (see [1] , Section V.2.3) and hence for any ε > 0 we have for t large enough
The numbers q(k) are called the sums of the first k global Lyapunov exponents.
For an arbitrary d = k + s, 0 < s ≤ 1, we set as in §2
By (3.1) we have the estimatē
for large t, where
Theorem 3.1. Suppose that for an integer n > 0 the inequalities q(n) ≥ 0 and q(n + 1) < 0 hold. Then
Applying Theorem 2.1 to S = S t , where t is sufficiently large, we find that dim F X ≤ d. The proof is complete.
It has a clear geometrical meaning. It is the point of intersection of the straight line joining the points (n, q(n)) and (n + 1, q(n + 1)) with the horizontal axis.
Remark 3.2. The estimate (3.3) was proved in [7] under the following additional condition. It is required that the graph of the piecewise linear function q(d) lies below the straight line described in the previous remark.
In conclusion we give a result useful for practical applications (especially for partial differential equations).
Corollary 3.1. Suppose that q(m) ≤ f (m), where f (d) is a (continuous) function of the continuous variable d, and let
In the general case
4. Navier-Stokes system. We illustrate the above results using the two-dimensional Navier-Stokes system:
We denote by P the orthogonal projection in L 2 (Ω) 2 onto the Hilbert space H which is the closure in L 2 (Ω)
2 of the set of smooth solenoidal vector functions with compact supports in Ω. Applying P we obtain
. the eigenvalues of the Stokes operator A.
The equation (4.1) generates the semigroup S t : H → H, S t u 0 = u(t), which is uniformly differentiable in H and has a compact global attractor A H (see, for instance, [1] , [11] ). The attractor A is the maximal strictly invariant compact set. 
Proof. We estimate the numbers q(m). Taking the scalar product of (4.1) with u and integrating in t we obtain the well-known estimate lim sup
The semigroup S t is uniformly differentiable in H and the differential is the linear operator L(t, u 0 ) : ξ ∈ H → U (t) ∈ H, where U (t) is the solution of the first variation equation (see [10] , where it is also shown that L(t, u 0 ) is Hölder continuous with respect to the initial point u 0 ):
Following [1] , [4] we have for q(m) the estimate
where Q m (τ ) is the orthogonal projection in H onto Span (U 1 (τ ) , . . . , U m (τ )) and U i is the solution of the problem (4.5) with
2 make up an orthonormal basis in Span {U 1 (t) , . . . , U m (t)} = Q m (t)H. Then using the well-known orthogonality relation (B(u, v) , v) = 0 and Lemma 4.1 below we obtain
Using the following lower bound for the spectrum of the Stokes operator (see [15] )
and the Lieb-Thirring inequality (see Appendix)
we find that
Using in (4.6) the last estimate and (4.4), we finally obtain
Using Corollary 3.1 (estimate (3.4)) we find that
The second inequality in (4.2) follows from the estimate λ 1 ≥ 2π/|Ω| (see [15] ). It was shown in [15] that dim F A = 0 if 
and λ is the maximum (in absolute value) eigenvalue of the matrix 1 2 (∇u + ∇u * ). From the characteristic polynomial with the condition div u = 0 taken into account we see that the eigenvalues of this matrix are λ > 0 and −λ, where
The lemma is proved.
This lemma makes it possible to estimate the non-linear term B(v, v) with a smaller constant than previously known.
2 ∩ H the following estimate holds:
Proof. We have 10) where c 4 is the (sharp) constant in the vector Gagliardo-Nirenberg inequality
In fact, c q = c q (in other words, the constants in multiplicative inequalities do not increase in going over from scalars to vectors). To see this we use the scalar Gagliardo-Nirenberg inequality
and Young's inequality with parameter ε > 0 in the form
Then we have
Minimizing the right-hand side in ε we obtain
This shows that c q ≤ c q . Since clearly c q ≥ c q , we have c q = c q .
To complete the proof of (4.9) we recall the best to date closed form estimate of the constant c 4 from [22] : 
Using this in Lemma 4.2 we can slightly improve (4.3). Namely, dim F
A = 0 if f λ 1 ν 2 < 3.4206 . . . or f |Ω| ν 2 < 21.4925 . . . .
Remark 4.2.
Important contributions to the construction of the set which is now called the global attractor of the Navier-Stokes system have been made in [12] , [10] , [13] . The estimates of the Hausdorff and fractal dimension of the attractor of the Navier-Stokes system of the form
were obtained for in [4] , [19] (see also [1] ). Here c(Ω) is a dimensionless constant depending on the shape of the domain Ω: c(λΩ) = c(Ω). The Lieb-Thirring inequalities [16] , [20] were essential in the proof. where V ≥ 0 is a scalar function (which is sufficiently smooth and sufficiently rapidly decays at infinity). Then this operator is self-adjoint and bounded from below in L 2 (R n ). We denote by µ j = µ j (V ) the negative eigenvalues of the operator (5.1) (each negative eigenvalue repeated according to its multiplicity). The following estimates were obtained in [16] :
Here γ > max(0, 1 − n/2). Furthermore, by notational definition L γ,n is the best constant in (5.2). Explicit majorants for the Lieb-Thirring constants L γ,n were found in [16] and it was also shown that
Having in mind applications to the two-dimensional Navier-Stokes system we set n = 2 and consider the operator (5.1) acting on vector functions u = (u 1 , u 2 ) T as follows:
For an eigenvalue µ of the operator (5.1) with eigenfunction ϕ there clearly corresponds the repeated eigenvalue µ with eigenfunctions (ϕ, 0) T and (0, ϕ) T . Therefore the following estimate holds for negative eigenvalues ν j of the operator (5.4):
where the best constant L vec γ,2 here satisfies the equality
The following theorem on estimates for orthonormal families of functions is proved in [16] . For reader's convenience we reproduce the proof from [16] for the vector case. 
Then the following inequality holds:
where ρ(x) = m j=1 |u j (x)| 2 and the sharp constant k 2 satisfies the equality
Proof. Extending the vector functions u j by zero outside Ω we can assume that
Having proved (5.7) for smooth functions we then apply the standard closure procedure. We consider the vector Schrödinger operator (5.4) with potential V (x) = αρ(x), where α > 0 is a positive parameter. We denote this operator by A: 
Corresponding to A m is the quadratic form
If the family v 1 , . . . , v m is orthonormal, then the following equality holds:
We set E = inf σ(A m ), where σ(A m ) is the spectrum of A m . Two cases are possible. 10) where in the second inequality we used (5.5).
The operator
2. The operator A has no negative eigenvalues. Then since
where σ e (·) denotes the continuous spectrum. Hence, σ(A m ) = σ e (A) = [0, ∞) and E = 0. This shows that (5.10) also formally holds.
On the other hand, by the variational principle and (5.9)
Combining (5.10) and (5.11) and setting α = (2 L vec 1,2 ) −1 in the resulting inequality we obtain 
Therefore setting ρ(x) = N j=1 |v j (x)| 2 and using (5.7), we obtain νj <0
Combining this with (5.5) we find that k 2 /4 ≥ L vec 1,2 . The theorem is proved. We now observe that in the case of Navier-Stokes system we are dealing with families of orthonormal systems of solenoidal vector functions. If we take this into account, we can reduce the constant k 2 in Theorem 5.1 at least by a factor of two. Namely, the following theorem holds. Proof. Obviously, we have to prove only (5.14). We use here the method specific to the two-dimensional case. Given a vector function u(x) = (u 1 (x), u 2 (x)) T we consider the vector functionû(x):û(x) = (−u In view of (5.14), and using the lower bound for k This completes the proof of the estimate (4.7).
