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MARSTRAND-TYPE THEOREMS FOR THE COUNTING AND
MASS DIMENSIONS IN Zd
DANIEL GLASSCOCK
Abstract. The counting and (upper) mass dimensions of a set A ⊆ Rd are
D(A) = limsup
‖C‖→∞
log
∣∣⌊A⌋ ∩ C∣∣
log ‖C‖
, D(A) = lim sup
ℓ→∞
log
∣∣⌊A⌋ ∩ [−ℓ, ℓ)d∣∣
log(2ℓ)
,
where ⌊A⌋ denotes the set of elements of A rounded down in each coordinate
and where the limit supremum in the counting dimension is taken over cubes
C ⊆ Rd with side length ‖C‖ → ∞. We give a characterization of the counting
dimension via coverings: D(A) = inf{α ≥ 0 | dα
H
(A) = 0} where
dα
H
(A) = lim
r→0
lim sup
‖C‖→∞
inf
{ ∑
i
(
‖Ci‖
‖C‖
)α ∣∣∣∣∣ 1 ≤ ‖Ci‖ ≤ r‖C‖
}
in which the infimum is taken over cubic coverings {Ci} of A ∩ C. Then we
prove Marstrand-type theorems for both dimensions. For example, almost all
images of A ⊆ Rd under orthogonal projections with range of dimension k have
counting dimension at least min
(
k,D(A)
)
; if we assume D(A) = D(A), then
the mass dimension of A under the typical orthogonal projection is equal to
min
(
k,D(A)
)
. This work extends recent work of Y. Lima and C. G. Moreira.
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2 DANIEL GLASSCOCK
1. Introduction
Notions of dimension for subsets of Z and Zd have been studied by Naudts
[13, 14], Barlow and Taylor [1, 2], Iosevich, Rudnev, and Uriarte-Tuero [7], and,
most recently, by Lima and Moreira [9]. Connections are made in each of these
works to concepts and results from the traditional continuous theory of dimension.
For example, Barlow and Taylor define analogues in the discrete setting to many of
the classical dimensional quantities and describe the dimension of self-similar sets
and random walks in the lattice Zd.
Lima and Moreira introduced the so-called counting dimension for subsets of Z
and proved a Marstrand-type theorem for it. Marstrand’s theorem is one of the
fundamental theorems in geometric measure theory. Roughly speaking, Marstrand
[10] showed that for a Borel set in the plane of Hausdorff dimension less than 1,
almost all of its orthogonal projections have Hausdorff dimension equal to that of
the original set.
The primary goal of the present work is to extend Lima and Moreira’s counting
dimension to subsets of Zd, give a characterization for it in terms of coverings, and
strengthen their Marstrand-type result.
Let A ⊆ Rd and α ≥ 0. The α-counting measures and the counting dimension
of A are defined to be
dα(A) = lim sup
‖C‖→∞
∣∣⌊A⌋ ∩ C∣∣
‖C‖α , D(A) = lim sup‖C‖→∞
log
∣∣⌊A⌋ ∩ C∣∣
log ‖C‖ ,
where ⌊A⌋ denotes the set of elements of A rounded down in each coordinate and
where the limit supremum is taken over cubes C ⊆ Rd with side length ‖C‖ → ∞.
(This specializes to Lima and Moreira’s definition of the counting dimension when
d = 1 and A ⊆ Z.) The counting measures and dimension are the base-point free
versions of the (upper) mass measures and dimension, defined by
dα(A) = lim sup
ℓ→∞
∣∣⌊A⌋ ∩ [−ℓ, ℓ)d∣∣
(2ℓ)α
, D(A) = lim sup
ℓ→∞
log
∣∣⌊A⌋ ∩ [−ℓ, ℓ)d∣∣
log(2ℓ)
.
The 1-counting and 1-mass measures are the usual upper Banach density and upper
density that measure the linear growth rate of a set on long intervals in Z; sets of
positive upper (Banach) density have important applications in combinatorics and
ergodic theory (see, for example, [3] and [6]). Sets of zero density may still be
distinguished by differing rates of growth on long intervals by the α-counting and
α-mass measures for α < 1. Roughly speaking, the set A exhibits D(A)−1-degree
polynomial rate growth on some sequence of intervals with length tending to infinity.
The first main result is a characterization of the counting dimension via cover-
ings. This characterization draws parallels to both the discrete Hausdorff dimension
discussed in [1, 2] and the classical Hausdorff dimension. Specifically, for A ⊆ Rd
and α ≥ 0, define
dαH(A) = lim
r→0
lim sup
‖C‖→∞
inf
{ ∑
i
(‖Ci‖
‖C‖
)α ∣∣∣∣∣ A ∩ C ⊆
⋃
i
Ci, 1 ≤ ‖Ci‖ ≤ r‖C‖
}
,
where the Ci’s are cubes in R
d. We show that the resulting dimensional quantity
DH(A) = inf{α ≥ 0 | dαH(A) = 0} is equal to the counting dimension D(A).
Theorem A. For all A ⊆ Rd, DH(A) = D(A).
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The second main result is a strengthening and generalization of the following
Marstrand-type theorem of Lima and Moreira. For λ ∈ R and A,B ⊆ R, let
λA = {λa | a ∈ A} and A+B = {a+ b | a ∈ A, b ∈ B}.
Theorem B ([9]). Let A,B ⊆ Z be regular and compatible. For Lebesgue almost
every λ ∈ R,
D
(
A+ ⌊λB⌋) ≥ min (1, D(A) +D(B)).
Moreover, if D(A) + D(B) > 1, then for Lebesgue almost every λ ∈ R, the set
A+ ⌊λB⌋ has positive upper Banach density.
To see the connection with Marstrand’s theorem, note that the images of the
product set A×B ⊆ R2 under (oblique) projections R2 → R are exactly sets of the
form A+ λB for λ ∈ R.
We prove the following generalization of Theorem B.
Theorem C. Let A ⊆ Rd and 0 ≤ k ≤ d. If α 6= k is such that dα(A) > 0, then for
almost every projection P : Rd → Rd with range Rk × {0}d−k, dmin(k,α)(PA) > 0.
In particular, for almost every such projection P ,
D
(
PA
) ≥ min (k,D(A))
and, if D(A) > k, then dk(PA) > 0.
Complementing Theorem C, we give a concrete example showing that an increase
in counting dimension is possible under the typical projection; that is, the inequality
in Theorem C cannot be made an equality. Specifically, we provide an example of
a set E ⊆ Z of zero counting dimension such that for all λ 6= 0, the upper Banach
density of the sumset E + λE is positive.
In the same spirit as Theorem C, we derive the following Marstrand-type theorem
for the mass dimension. The definitions regarding regularity are given in Section
2.3.
Theorem D. Let A ⊆ Rd be such that D(A) = D(A), and let 0 ≤ k ≤ d. For
almost every projection P : Rd → Rd with range Rk × {0}d−k,
D
(
PA
)
= min
(
k,D(A)
)
and, if A is counting and mass regular and D(A) 6= k, then dmin(k,D(A))(PA) > 0.
We then deduce from Theorems C and D related Marstrand-type results. For
example, we prove the following orthogonal projection variant which is reminiscent
in formulation of Mattila’s generalization of Marstrand’s original theorem.
Corollary E. Let A ⊆ Rd be such that D(A) = D(A), and let 0 ≤ k ≤ d. For
almost every orthogonal projection U with range of dimension k,
D(UA) = min
(
k,D(A)
)
and, if A is counting and mass regular and D(A) 6= k, then dmin(k,D(A))(UA) > 0.
Typicality in these results is with respect to the unique O(d)-invariant probability
measure on the Grassmannian G(d, k) under the association of a projection with
its null space (in Theorems C and D) or with its range (in Corollary E).
The primary applications of Theorems C and D are similar to those obtained
by Lima and Moreira and follow from the fact that projections of the product set
A1 × · · · × Ad ⊆ Rd to R× {0}d−1 are sets of the form A1 + λ1A2 + · · ·+ λd−1Ad
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for λ ∈ Rd−1. Thus, Theorems C and D give us information on the counting and
mass dimensions of the typical sumset of dilated sets. The following is an example
of such an application.
Corollary F. For each 1 ≤ i ≤ d, let fi ∈ R[x] be a non-constant polynomial. For
Lebesgue-almost every λ ∈ Rd,
D
(
λ1f1(Z) + · · ·+ λdfd(Z)
)
= min
(
1,
1
deg f1
+ · · ·+ 1
deg fd
)
.
Moreover, if
∑
i(deg fi)
−1 6= 1, then for almost every λ ∈ Rd,
dmin(1,
∑
i
(deg fi)
−1)(λ1f1(Z) + · · ·+ λdfd(Z)) > 0.
This paper is organized into two parts. In the first, we develop the basic prop-
erties of the counting and mass dimensions for subsets of Rd and prove Theorem
A. In the second part, we prove Theorems C and D, derive from them additional
Marstrand-type results (including Corollaries E and F), and give some applications.
2. The counting and mass dimensions
The upper mass dimension for subsets of Zd was introduced by Barlow and Taylor
in [1, 2], and the counting dimension for subsets of Z was introduced by Lima and
Moreira in [9]. In this section, we define the upper mass and counting dimensions
for subsets of Rd and develop the basic properties. Many of these properties do not
appear elsewhere in the literature, so in some cases for completeness we go beyond
the material strictly necessary for the Marstrand-type theorems in the second part.
2.1. Definitions and basic properties. Let N = {1, 2, . . .} be the set of natural
numbers and Z be the integers. All sequences in this work will be indexed by N,
and we will write (xn)n as a shorthand for (xn)n∈N. For a finite set A, denote by
|A| its cardinality.
Definition 2.1. A cube in Rd will refer to a set of the form
C =
d∏
i=1
[ai, ai + ℓ),
where a = (a1, a2, . . . , ad) ∈ Rd and ℓ > 0. The cube C is based at a and has side
length ‖C‖ = ℓ. The cube C is centered if it is symmetric about the origin.
Definition 2.2. The floor ⌊a⌋ of a real number a is the greatest integer less than
or equal to a. The floor function ⌊ · ⌋ is applied coordinate-wise to elements of Rd
and element-wise to subsets of Rd; in other words, for A ⊆ Rd, ⌊A⌋ denotes the set
consisting of elements of A “rounded down” in each coordinate.
Now we may define the counting and (upper) mass dimensions.
Definition 2.3. Let A ⊆ Rd and α ≥ 0. The α-counting measure of A is
dα,d(A) = lim sup
‖C‖→∞
∣∣⌊A⌋ ∩ C∣∣
‖C‖α := limℓ→∞ sup‖C‖≥ℓ
∣∣⌊A⌋ ∩ C∣∣
‖C‖α ,
where the limit supremum and supremum are taken over cubes C ⊆ Rd. The
counting dimension of A is
Dd(A) = inf
{
α ≥ 0 ∣∣ dα,d(A) = 0} .
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The counting dimension captures the maximal polynomial rate of growth on
larger and larger cubes with respect to the cubes’ side lengths. The (upper) mass
dimension captures this maximal growth rate along centered cubes.
Definition 2.4. Let A ⊆ Rd and α ≥ 0. The α-mass measure of A is
dα,d(A) = lim sup
‖C‖→∞
C centered
∣∣⌊A⌋ ∩C∣∣
‖C‖α = lim supℓ→∞
∣∣⌊A⌋ ∩ [−ℓ, ℓ)d∣∣
(2ℓ)α
.
The (upper) mass dimension of A is
Dd(A) = inf
{
α ≥ 0 ∣∣ dα,d(A) = 0} .
Remark 2.5. It is immediate from the definitions that dα ≤ dα and D ≤ D.
Rounding down to the integer lattice Zd is for mere computational convenience.
In Section 2.5 we will show that the counting and mass dimensions are invariant
under quasi-isometric embeddings. This will allow us to adopt a course geometry
perspective and realize the counting and mass dimensions as measures of the rate
of growth of sets “at infinity.”
For brevity, we will drop the word “upper” and simply refer to the upper mass
dimension as the mass dimension. When the ambient space is apparent (it will
usually be Rd), we will omit the dimension exponent and simply write dα, dα, D,
and D instead of dα,d, dα,d, Dd, and Dd. The exponent α will always be understood
to be greater than or equal to 0.
Finally, several of the results for the counting measures and dimension hold
equally as well for the mass measures and dimension with minor modifications to
the proofs. The phrase “The same conclusions hold for the mass measures and
dimension.” means that the preceding statements hold with d and D replaced by
d and D, respectively.
Lemma 2.6. Let A ⊆ Rd and α ≥ 0. Then
i. for all α′ ≤ α, dα′(A) ≥ dα(A);
ii. for all A′ ⊆ A, dα(A′) ≤ dα(A) and D(A′) ≤ D(A);
iii. 0 ≤ D(A) ≤ d;
iv. if α < D(A), then dα(A) =∞;
v. if α > D(A), then dα(A) = 0.
If A is non-empty, the counting dimension may be computed explicitly as
D(A) = lim sup
‖C‖→∞
log
∣∣⌊A⌋ ∩ C∣∣
log ‖C‖ .(2.1)
The same conclusions hold for the mass measures and dimension with the limit
supremum in (2.1) taken over centered cubes.
Proof. Properties i. and ii. are immediate from the definitions. Property iii.
follows from the fact that dα ≡ 0 when α > d. Property v. is immediate from the
definition of D and the monotonicity of dα(A) in α (property i.).
To prove iv., it suffices by monotonicity in α to show that if α is such that
dα(A) > 0, then for all 0 ≤ α′ < α, dα′(A) = ∞. So, suppose dα(A) > 0. There
exists an ǫ > 0 and a sequence of cubes (Cn)n, ‖Cn‖ → ∞, such that
lim
n→∞
∣∣⌊A⌋ ∩ Cn∣∣
‖Cn‖α > ǫ.
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For all 0 ≤ α′ < α, since limn→∞ ‖Cn‖α−α′ =∞,
dα
′
(A) = lim sup
‖C‖→∞
∣∣⌊A⌋ ∩ C∣∣
‖C‖α′ ≥ lim supn→∞ ‖Cn‖
α−α′
∣∣⌊A⌋ ∩ Cn∣∣
‖Cn‖α =∞.
To prove (2.1), let α < D(A), and pick, by iv., a sequence of cubes (Cn)n, ‖Cn‖ →
∞, such that for all n ∈ N, ∣∣⌊A⌋ ∩ Cn∣∣/‖Cn‖α ≥ 1. Then
lim sup
‖C‖→∞
log
∣∣⌊A⌋ ∩ C∣∣
log ‖C‖ ≥ lim supn→∞
log
∣∣⌊A⌋ ∩ Cn∣∣
log ‖Cn‖ ≥ α.
Since α < D(A) was arbitrary lim sup‖C‖→∞
log |⌊A⌋∩C|
log ‖C‖ ≥ D(A). For the reverse
inequality, let α > D(A). It follows from v. that there exists a 0 < K < ∞ such
that for all cubes C,
∣∣⌊A⌋ ∩ C∣∣ ≤ K‖C‖α. It follows that
lim sup
‖C‖→∞
log
∣∣⌊A⌋ ∩C∣∣
log ‖C‖ ≤ α.
Since α > D(A) was arbitrary, lim sup‖C‖→∞
log |⌊A⌋∩C|
log ‖C‖ ≤ D(A). 
It will often be convenient to choose a specific sequence of cubes along which a
set achieves its counting or mass dimension.
Definition 2.7. A non-empty set A ⊆ Rd achieves its counting dimension along
the sequence of cubes (Cn)n ⊆ Rd, ‖Cn‖ → ∞, if
lim
n→∞
log
∣∣⌊A⌋ ∩ Cn∣∣
log ‖Cn‖ = D(A).
If the cubes (Cn)n are centered and the limit equals D(A), then A achieves its mass
dimension along (Cn)n.
We conclude this section by showing that the counting and mass measures are
finitely sub-additive.
Lemma 2.8. Let A1, . . . , Am ⊆ Rd. Then
dα
(
m⋃
i=1
Ai
)
≤
m∑
i=1
dα(Ai) and D
(
m⋃
i=1
Ai
)
= max
1≤i≤m
D(Ai).
The same conclusions hold for the mass measures and dimension.
Proof. It suffices to prove the statements for two sets A,A′ ⊆ Rd. Since ⌊A ∪ A′⌋
is ⌊A⌋ ∪ ⌊A′⌋, we have
dα(A ∪ A′) = lim sup
‖C‖→∞
∣∣⌊A ∪ A′⌋ ∩C∣∣
‖C‖α
= lim sup
‖C‖→∞
∣∣(⌊A⌋ ∪ ⌊A′⌋) ∩ C∣∣
‖C‖α
≤ lim sup
‖C‖→∞
∣∣⌊A⌋ ∩ C∣∣
‖C‖α + lim sup‖C‖→∞
∣∣⌊A′⌋ ∩ C∣∣
‖C‖α
= dα(A) + dα(A′).
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It follows from the definition of D and the subadditivity of dα that
D(A ∪ A′) = inf {α ∈ R ∣∣ dα(A ∪ A′) = 0}
≤ inf {α ∈ R ∣∣ dα(A) = 0 and dα(A′) = 0}
= max
(
inf
{
α ∈ R ∣∣ dα(A) = 0}, inf {α ∈ R ∣∣ dα(A′) = 0})
= max
(
D(A), D(A′)
)
.

2.2. Examples. Here we collect some examples of sets and their counting and mass
dimensions. Examples i. - v. are in R.
i. Any set with positive upper Banach density has counting dimension 1, while
any set with positive upper density has mass dimension 1. There are sets of
zero upper density of mass dimension 1; by the prime number theorem, the set
of prime numbers is such. If A contains arbitrarily long intervals, i.e. if A is
thick, then clearly D(A) = 1; it is easy to construct thick sets which are of zero
mass dimension.
ii. Let f : R → R be a real polynomial of degree n ≥ 1. The image of Z under
f has counting and mass dimension 1/n, as can be directly computed (or, see
[9]). Along the same lines, for β > 0, it is straightforward to check that
D
({nβ | n ∈ N}) = D({nβ | n ∈ N}) = min (β−1, 1).
If A = {0 < a1 < a2 < · · · } is such that an ≤ nβ for infinitely many n, then
D(A) ≥ min (β−1, 1). Therefore, if D(A) < α ≤ 1, there exists a β > α−1 such
that an > n
β eventually; in particular, this implies that
∑
a−αn <∞. The full
converse does not hold: the sequence
((
n(logn)2
)1/α)
n
has mass dimension α
and is such that
∑
a−αn converges. For a partial converse, note that if D(A) >
α, then
∣∣A ∩ [−ℓ, ℓ)∣∣/(2ℓ)α → ∞ as ℓ → ∞, implying that ∑ a−αn = ∞. This
implies that
D(A) = inf
{
α ≥ 0
∣∣∣ ∑ a−αn <∞} .
There is no such statement for the counting dimension since the counting di-
mension of A is unrelated to the concentration of A about the origin.
iii. For any r > 1, the geometric sequence
(
rn
)
n
has zero counting and mass
dimension. In fact, both dimensions are 0 for any lacunary sequence.
iv. (Following [9]) Let E be those positive integers that may be written in base
3 using only the digits 0 and 1. The set E has counting and mass dimension
log 2
/
log 3. More generally, let b ≥ 2, and let M = (mi,j)0≤i,j≤b−1 be a b× b,
binary transition matrix. Consider the integer Cantor set
EM =
{
d0b
0 + · · ·+ dnbn | n ≥ 0, mdi−1,di = 1 for all 1 ≤ i ≤ n
}
.
The counting and mass dimension of EM are
D(EM ) = D(EM ) =
logλ+(M)
log b
,
where λ+(M) denotes the Perron-Frobenius eigenvalue of M . Even more gen-
erally, for a closed, left-shift invariant subset X ⊆ {0, 1, . . . , b − 1}N, consider
the set
EX =
{
ω1b
0 + · · ·+ ωn+1bn | n ≥ 0, ω ∈ X
}
.
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It follows from calculations very similar to those in Lima and Moreria and the
connection between the exponential growth rate of words in X to htop(X), the
topological entropy of X , that
D(EX) = D(EX) =
htop(X)
log b
.
v. (Following [9]) Given two sequences (kn)n and (dn)n of positive integers satis-
fying dn+1 >
∑n
i=1 kidi, consider the associated generalized IP set
E =
{
n∑
i=1
xidi
∣∣∣∣∣ n ∈ N, 0 ≤ xi < ki
}
.
It can be shown that the counting and mass dimensions of E are
D(E) = D(E) = lim sup
n→∞
log(k1 · · · kn)
log(kndn)
.
vi. The counting and mass dimensions are preserved under quasi-isometric em-
beddings (see Section 2.5). For example, if A = {a1 < a2 < · · · } ⊆ Z, then
the map an 7→ (n, an) from A to its graph G ⊆ Z2 is a quasi-isometric em-
bedding (actually, the map is bi-Lipschitz). Therefore, D(G) = D(A) and
D(G) = D(A).
vii. Examples in higher dimensions may be obtained by taking Cartesian products
(see Section 2.6). There is an important notion of compatibility between sets
introduced in [9]; see Definition 2.28. In short, any two sets A,B ⊆ R satisfy
max
(
D(A), D(B)
) ≤ D(A×B) ≤ D(A) +D(B),
with equality on the right hand side if and only if A and B are counting
compatible. The same inequality holds for D. For example, if f is a real, non-
constant polynomial and E is the integer Cantor set from example iv., then the
counting and mass dimensions of f(Z)× E in R2 are (deg f)−1 + log 2/ log 3.
Barlow and Taylor [2] consider the upper mass dimension (among other dimen-
sional quantities) of self-similar sets in Rd and of random walks on the lattice Zd.
The reader is encouraged to consult their work for further examples regarding the
upper mass dimension.
2.3. Regularity and regular subsets. An important role in the traditional con-
tinuous theory of dimension is played by s-sets, those with non-zero, finite s-
Hausdorff measure. The analogous notion of regularity in this setting is developed
below; it was defined and used in the one-dimensional case by Lima and Moreira
in [9], and we follow their terminology.
Definition 2.9. A set A ⊆ Rd is α-counting regular if 0 < dα(A) < ∞; more
succinctly, the set A is counting regular if 0 < dD(A)(A) <∞. Similarly, the set A
is α-mass regular if 0 < dα(A) <∞ and simply mass regular if 0 < dD(A)(A) <∞.
A fundamental fact is that a set A ⊆ Rd contains α-counting regular subsets for
every α < D(A). The following proposition is best seen as an analogue to the well
known fact that sets of Hausdorff dimension greater than α contain subsets with
finite, positive α-Hausdorff measure (see Mattila [12], Chapter 8).
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Proposition 2.10. Let A ⊆ Rd. If dα(A) = ∞, then there exists an α-counting
regular subset of A. In particular, for all 0 ≤ α < D(A), there exists an α-counting
regular subset of A.
The case d = 1 was proven by Lima and Moreira. The proof below is similar
in spirit and goes as follows. First, we transform this into a problem about finite
sets by passing to a subset of A which consists of pieces that are sufficiently distant
or “disjoint.” We then thin this subset on each piece separately in a controlled
manner to achieve the desired dimension. We begin with two lemmas.
Lemma 2.11. Let A ⊆ Rd. If dα(A) =∞, then there exists a sequence of pairwise
disjoint cubes (Cn)n, ‖Cn‖ → ∞, for which
lim
n→∞
∣∣⌊A⌋ ∩ Cn∣∣
‖Cn‖α =∞.(2.2)
Proof. Let C =
∏d
i=1[ai, bi) be a cube in R
d. For each 1 ≤ i ≤ d, consider the
partition
( − ∞, ⌊ai⌋) ∪ [⌊ai⌋, ⌈bi⌉) ∪ [⌈bi⌉,∞) of R; these partitions generate a
partition of Rd into 3d pieces, one of which is bounded and contains the cube C.
By Lemma 2.8, one of the pieces P of this partition satisfies dα(A ∩ P ) = ∞.
Since the α-counting measure of any bounded set is finite, P must be one of the
3d − 1 unbounded pieces, all of which are disjoint from C. Note that P is aligned
with Zd in the sense that ⌊A⌋ ∩P = ⌊A⌋ ∩ ⌊P ⌋ = ⌊A ∩ P ⌋. Finally, if C′0 ⊆ Rd is a
cube, then it is not hard to see that there exists a translate C0 of C
′
0 disjoint from
C which contains C′0 ∩ P ; that is, ‖C0‖ = ‖C′0‖, C0 ∩ C = ∅, and C0 ⊇ C′0 ∩ P .
Now, by the definition of dα(A), we may choose a cube C1, ‖C1‖ ≥ 2, such that∣∣⌊A⌋ ∩ C1∣∣
‖C1‖α ≥ 2.
Let P1 ⊆ Rd be an unbounded piece of the partition corresponding to C1 described
above with the property that dα(A∩P1) =∞. By the definition of dα(A∩P1), we
may choose a cube C′2, ‖C′2‖ ≥ 22, such that
∣∣⌊A ∩ P1⌋ ∩ C′2∣∣/‖C′2‖α is at least 22.
By the remark above, there exists a cube C2, ‖C2‖ = ‖C′2‖, disjoint from C1, for
which C2 ⊇ C′2 ∩ P1. It follows that∣∣⌊A⌋ ∩ C2∣∣
‖C2‖α ≥
∣∣⌊A⌋ ∩ P1 ∩ C′2∣∣
‖C′2‖α
=
∣∣⌊A ∩ P1⌋ ∩ C′2∣∣
‖C′2‖α
≥ 22.
Suppose now that k ≥ 2 and the cubes Cj , 1 ≤ j ≤ k, have been defined. Let
C be a cube containing C1 ∪ · · · ∪ Ck. Let Pk ⊆ Rd be an unbounded piece of the
partition corresponding to the cube C with the property that dα(A∩Pk) =∞. By
the argument given above, there exists a cube Ck+1, ‖Ck+1‖ ≥ 2k+1, disjoint from
C (and thus from each Cj , 1 ≤ j ≤ k) for which∣∣⌊A⌋ ∩Ck+1∣∣
‖Ck+1‖α ≥
∣∣⌊A ∩ Pk⌋ ∩Ck+1∣∣
‖Ck+1‖α ≥ 2
k+1.
This defines inductively a sequence of pairwise disjoint cubes (Cn)n, ‖Cn‖ → ∞,
satisfying (2.2). 
Remark 2.12. It can be shown in the same way that for any unbounded A ⊆
Rd, there exists a sequence of disjoint cubes along which A achieves its counting
dimension.
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Lemma 2.13. Let E ⊆ Zd be a finite set contained in a cube CE ⊆ Rd, ‖CE‖ ≥ 1.
Suppose that α > 0 and that
S :=
|E ∩ CE |
‖CE‖α ≥ 6
d.
There exists an F ⊆ E and a cube CF ⊇ F with side length ‖CF ‖ ≥ d
√
S/6 satisfying
2d ≤ sup
‖C‖≥1
|F ∩ C|
‖C‖α =
|F ∩ CF |
‖CF ‖α < 2
d + 1.
Proof. Set ℓ = d
√
S/6. Note that 1 ≤ ℓ ≤ ‖CE‖
/
2 since S ≥ 6d and ‖CE‖ ≥
1. Partition CE evenly into ⌊‖CE‖/ℓ⌋d sub-cubes {CE,i}i∈I , each of side length
‖CE‖
/⌊‖CE‖/ℓ⌋. The side length of the sub-cubes satisfies ℓ ≤ ‖CE‖/⌊‖CE‖/ℓ⌋ ≤
2ℓ. Choose a subset E′ ⊆ E in the following way: for each i ∈ I, if E ∩ CE,i is
non-empty, choose exactly one point of E in CE,i.
For each i ∈ I, since ∣∣Zd ∩ CE,i∣∣ ≤ (3ℓ)d,
|E′ ∩ CE,i| ≥ |E ∩ CE,i|
(3ℓ)d
.
Summing the previous inequality over the smaller cubes,
sup
‖C‖≥1
|E′ ∩ C|
‖C‖α ≥
|E′ ∩ CE |
‖CE‖α ≥
S
(3ℓ)d
= 2d.
Note that for e′ ∈ E′,
0 ≤ sup
‖C‖≥1
|E′ ∩ C|
‖C‖α − sup‖C‖≥1
∣∣(E′ \ {e′}) ∩C∣∣
‖C‖α ≤ 1,
which is to say that removing one element from E′ decreases the respective supre-
mum by at most 1. Therefore, since E′ is finite, we may remove elements succes-
sively from E′ to arrive at an E′′ ⊆ E′ satisfying
2d ≤ sup
‖C‖≥1
|E′′ ∩ C|
‖C‖α < 2
d + 1.
Finally, let CF be a cube with ‖CF ‖ ≥ 1 realizing this supremum and set F =
E′′ ∩ CF . We have only to show that ‖CF ‖ ≥ ℓ; if this were not the case, then
CF could intersect at most 2
d of the sub-cubes CE,i, whereby |F ∩ CF | ≤ 2d and
|F ∩ CF |
/‖CF ‖α < 2d, a contradiction. 
We can now prove Proposition 2.10.
Proof. It suffices to prove the assertion for A ⊆ Zd. Indeed, suppose A ⊆ Rd and
dα(A) = ∞. By definition, dα(⌊A⌋) = dα(A) = ∞. It would follow that there
exists a α-counting regular subset A′ ⊆ ⌊A⌋. The set
A ∩
⋃
a′∈A′
Ca′ ,
where Ca′ is the unit cube based at a
′, has α-counting measure equal to that of A′,
and so it is an α-counting regular subset of A.
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So, suppose that A ⊆ Zd and dα(A) =∞. If α = 0, any non-empty, finite subset
A′ of A will suffice, so suppose α > 0. By Lemma 2.11, there exists a sequence of
pairwise disjoint cubes (Cn)n, ‖Cn‖ ≥ 1, ‖Cn‖ → ∞, for which
lim
n→∞
|A ∩ Cn|
‖Cn‖α =∞.(2.3)
Let An = A ∩ Cn. In what follows, whenever we pass to a subsequence (Cnk)k of
(Cn)n, we replace A with the subset
⋃
k Ank . Since the cubes (Cn)n are pairwise
disjoint and ‖Cn‖ → ∞, we may assume by passing to a subsequence that for all
n ∈ N,
|A ∩ Cn|
‖Cn‖α ≥ (6n)
d,(2.4)
Cn+1 ∩
n⋃
i=1
[Ci]2n+1‖Ci‖ = ∅,(2.5)
where [Ci]2n+1‖Ci‖ denotes the cube with the same center as Ci and with side length
‖Ci‖+ 2n+1‖Ci‖.
Property (2.5) is possible by the fact that any sequence of pairwise disjoint cubes
with side lengths bounded from below will eventually be disjoint from some fixed
cube, and it means that if C ⊆ Rd is a cube which intersects both Cn and Cn′ ,
1 ≤ n < n′, then
‖C‖ ≥ 2n‖Cn‖.(2.6)
Each finite set An ⊆ Cn satisfies the conditions of Lemma 2.13 with d
√
S/6 ≥ n.
Let A′n ⊆ An and C′n ⊇ A′n be the subset and cube guaranteed by the lemma, and
let A′ =
⋃
nA
′
n ⊆ A. In order to show that A′ is α-counting regular, we will show
2d ≤ dα(A′) ≤ 2
α
2α − 1(2
d + 1).(2.7)
By (2.4) and the Lemma 2.13, ‖C′n‖ → ∞ and
2d ≤ |A
′
n ∩ C′n|
‖C′n‖α
≤ |A
′ ∩ C′n|
‖C′n‖α
.
This sequence of cubes shows that 2d ≤ dα(A′), which is the left hand side of (2.7).
To show the right hand side of (2.7), it suffices to show for an arbitrary cube C,
‖C‖ ≥ 1, that
|A′ ∩ C|
‖C‖α <
2α
2α − 1(2
d + 1).
Consider three cases. Case 1: the cube C intersects none of the cubes {Cn}n. In
this case, |A′ ∩ C| = 0. Case 2: the cube C intersects exactly one of the cubes
{Cn}n, say C ∩ Cn 6= ∅. In this case, by the choice of C′n,
|A′ ∩ C|
‖C‖α ≤
|A′ ∩ C′n|
‖C′n‖α
< 2d + 1.
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Case 3: the cube C intersects exactly the cubes {Ci1 , · · · , Cim}, m ≥ 2, 1 ≤ i1 <
· · · < im. Using (2.6),
|A′ ∩C|
‖C‖α ≤
m∑
j=1
∣∣A′ij ∩ C∣∣
‖C‖α ≤
m−1∑
j=1
∣∣A′ij ∩ C∣∣
(2ij‖Cij‖)α
+
∣∣A′im ∩ C∣∣
‖C‖α
<
m−1∑
j=1
2−αij (2d + 1) + (2d + 1)
<
(
1
1− 2−α − 1
)
(2d + 1) + (2d + 1) =
2α
2α − 1(2
d + 1),
where the third inequality follows from the upper bound in Lemma 2.13. 
The analogue to Proposition 2.10 for the mass dimension is stronger, and the
proof is simpler. Since we don’t need this fact specifically, we leave the proof to the
interested reader.
Proposition 2.14. Let A ⊆ Rd. For all 0 ≤ α ≤ D(A) and all 0 ≤ J ≤ dα(A),
there exists a subset A′ ⊆ A with D(A′) = α and dα(A′) = J .
In applications of the Marstrand-type theorems to come, it will be necessary to
consider sets which are simultaneously counting and mass regular. It is not the case,
however, that all sets contain subsets which are simultaneously counting and mass
regular; that is, the straightforward combination of the previous two propositions
fails, as the next example indicates.
Example 2.15. Let 0 < α < 1. There exists a set A ⊆ Z for which
i. D(A) = D(A) = α,
ii. dα(A) = dα(A) =∞, and
iii. if A′ ⊆ A is such that dα(A′) <∞, then dα(A′) = 0.
Such a set may be constructed as a union of finite sets which are sufficiently
spaced. Let (kn)n ⊆ N be rapidly increasing, and set ǫn = (log kn)−1. For each
n ∈ N, let An be Nn = ⌊kn2αkn⌋ points evenly spaced over the entire interval
[2kn , 2kn + ℓn], where ℓn = 2
αkn/(α+ǫn). It is straightforward to check that for all
intervals C ⊆ R with ‖C‖ ≥ 1, |⌊An⌋ ∩ C| ≤ kn‖C‖α+ǫn . Set A = ∪n⌊An⌋.
To show i. and ii., it suffices to show that D(A) ≤ α and dα(A) =∞. Note that
Nn →∞ while the density of points in each intervalNn/ℓn tends to 0 monotonically
as n → ∞. For an interval C ⊆ R, let n be such that ℓn ≤ ‖C‖ < ℓn+1. Then
either |A∩C| ≤ Nn or |A∩C| ≤ ‖C‖Nn+1/ℓn+1. In either case, one can show that
log |A ∩ C|
log ‖C‖ ≤ α+ ǫn → α as ‖C‖ → ∞.
This implies that D(A) ≤ α. To show that dα(A) = ∞, it is enough to observe
that there are at least Nn elements of A in the interval
[− 2kn+1, 2kn+1).
Finally, to show iii., suppose A′ ⊆ A is such that dα(A′) = J <∞. Then∣∣A′ ∩ [2kn , 2kn + ℓn]∣∣ ≤ Jℓαn,
and since (kn)n is increasing rapidly,∣∣A′ ∩ [−2kn+1, 2kn+1)∣∣
2(kn+2)α
≤ Jℓ
α
n + 1
2(kn+2)α
→ 0 as n→∞.
This implies that dα(A′) = 0.
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2.4. The counting dimension via coverings. The goal of this section is to
provide a characterization of the counting dimension via coverings.
Definition 2.16. Let A ⊆ Rd and α ≥ 0. The α-covering measure of A is
dα,dH (A) = limr→0
lim sup
‖C‖→∞
inf
{∑
i
(‖Ci‖
‖C‖
)α ∣∣∣∣∣ A ∩ C ⊆
⋃
i
Ci, 1 ≤ ‖Ci‖ ≤ r‖C‖
}
,
where the limit supremum is taken over cubes C ⊆ Rd, the infimum is taken over
all sets of cubes {Ci} satisfying the given conditions, and the infimum of the empty
set is taken to be 0. (To save space, the constraints on the covers {Ci} over which
the infimum is taken will often be omitted.) The covering dimension of A is
DdH(A) = inf{α ≥ 0 | dαH(A) = 0}.
As before, when the ambient space is apparent, we write dαH and DH instead of
dα,dH and D
d
H .
The letter H was chosen to denote the covering measures due to the similarity
in formulation with the classical Hausdorff measures; note that in keeping with the
course geometry perspective, there is a lower bound on the side length of the cubes
Ci in admissible covers {Ci}.
Lemma 2.17. Let A ⊆ Rd and α ≥ 0. Then
i. for all α′ ≤ α, dα′H (A) ≥ dαH(A);
ii. for all A′ ⊆ A, dαH(A′) ≤ dαH(A) and DH(A′) ≤ DH(A);
iii. 0 ≤ DH(A) ≤ d;
iv. if α < DH(A), then d
α
H(A) =∞;
v. if α > DH(A), then d
α
H(A) = 0.
Proof. Properties i. and ii. are immediate from the definition of the covering
measures. Property iii. follows from the fact that if α > d, then dαH(A) = 0. To
prove this, for all 0 < r < 1 and all cubes C, take a covering {Ci}i of A ∩ C with
‖Ci‖ = r‖C‖. Then
inf
{Ci}
{∑
i
(‖Ci‖
‖C‖
)α}
≤
⌈
1
r
⌉d
rα ≤ 2drα−d.
Since C was arbitrary,
lim sup
‖C‖→∞
inf
{Ci}
{∑
i
(‖Ci‖
‖C‖
)α}
≤ 2drα−d.
Since α− d > 0, rα−d → 0 as r → 0, and so dαH(A) = 0.
To prove iv., it suffices by the monotonicity of dαH(A) in α (property i.) to show
that if α is such that dαH(A) > 0, then for all α
′ < α, dα
′
H (A) = ∞. So, suppose
dαH(A) > 0. It follows that there exists an ǫ > 0 and an R > 0 such that for all
0 < r < R,
lim sup
‖C‖→∞
inf
{Ci}
{∑
i
(‖Ci‖
‖C‖
)α}
> ǫ.
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Fix 0 < r < R, and let (Cn)n, ‖Cn‖ → ∞, be a sequence of cubes such that for all
n ∈ N,
inf
{Cn,i}
{ ∑
i
(‖Cn,i‖
‖Cn‖
)α}
> ǫ.
Let n ∈ N and {Cn,i}i be a cover of A ∩ Cn with 1 ≤ ‖Cn,i‖ ≤ r‖Cn‖. Then
∑
i
(‖Cn,i‖
‖Cn‖
)α′
=
∑
i
( ‖Cn‖
‖Cn,i‖
)α−α′ (‖Cn,i‖
‖Cn‖
)α
≥
(
1
r
)α−α′∑
i
(‖Cn,i‖
‖Cn‖
)α
>
(
1
r
)α−α′
ǫ.
Since n ∈ N was arbitrary,
lim sup
n→∞
inf
{Cn,i}
{∑
i
(‖Cn,i‖
‖Cn‖
)α′}
>
(
1
r
)α−α′
ǫ,
and, consequently,
lim sup
‖C‖→∞
inf
{Ci}
{ ∑
i
(‖Ci‖
‖C‖
)α′}
>
(
1
r
)α−α′
ǫ.
Since α− α′ > 0 and 0 < r < R was arbitrary, dα′H (A) =∞.
Finally, property v. follows from the definition of DH and the monotonicity of
dαH(A) in α. 
The analogue of Lemma 2.8 holds for the covering measures and dimension.
Instead of proving it separately, we turn to proving the equivalence of the covering
dimension and the counting dimension.
Theorem 2.18. The covering dimension and the counting dimension coincide; that
is, for all A ⊆ Rd,
DH(A) = D(A).
Proof. Let A ⊆ Rd. Fix r > 0, and let C ⊆ Rd be a cube with r‖C‖ ≥ 1. By
covering A ∩ C with unit cubes, we see
inf
{∑
i
(‖Ci‖
‖C‖
)α ∣∣∣∣∣ A ∩ C ⊆
⋃
i
Ci, 1 ≤ ‖Ci‖ ≤ r‖C‖
}
≤
∣∣⌊A⌋ ∩C∣∣
‖C‖α .
Since r and C were arbitrary, it follows that
dαH(A) = lim
r→0
lim sup
‖C‖→∞
inf
{Ci}
{∑
i
(‖Ci‖
‖C‖
)α}
≤ lim sup
‖C‖→∞
∣∣⌊A⌋ ∩C∣∣
‖C‖α = d
α(A),
whereby DH(A) ≤ D(A).
We claim that it suffices to have the reverse inequality D(A′) ≤ DH(A′) for
counting regular subsets A′ ⊆ Rd to prove it for A. Indeed, if D(A) = 0, then
D(A) ≤ DH(A) and we are done. Otherwise, by Proposition 2.10, for all 0 ≤ α <
D(A), there exists an α-counting regular subset A′ ⊆ A. By the monotonicity of
DH ,
α = D(A′) ≤ DH(A′) ≤ DH(A).
Since α < D(A) was arbitrary, D(A) ≤ DH(A).
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So, assume A is counting regular; we want to show D(A) ≤ DH(A). Let α =
D(A). Since dα(A) <∞, there exists a 0 < K <∞ with the property that for all
cubes C ⊆ Rd with ‖C‖ ≥ 1, ∣∣⌊A⌋ ∩ C∣∣ < K‖C‖α. For any cube C, ‖C‖ ≥ 1, and
any cover {Ci}i of A ∩ C with ‖Ci‖ ≥ 1,
∑
i
(‖Ci‖
‖C‖
)α
≥ 1‖C‖α
∑
i
∣∣⌊A⌋ ∩ Ci∣∣
K
≥
∣∣⌊A⌋ ∩ C∣∣
K‖C‖α .
Therefore, for any r > 0,
inf
{Ci}
{∑
i
(‖Ci‖
‖C‖
)α}
≥
∣∣⌊A⌋ ∩ C∣∣
K‖C‖α .
Since C was arbitrary,
lim sup
‖C‖→∞
inf
{Ci}
{∑
i
(‖Ci‖
‖C‖
)α}
≥ lim sup
‖C‖→∞
∣∣⌊A⌋ ∩ C∣∣
K‖C‖α =
dα(A)
K
.
Since r > 0 was arbitrary and dα(A) > 0,
dαH(A) ≥
dα(A)
K
> 0,
meaning that DH(A) ≥ α = D(A). 
It follows from the proof that if A ⊆ Rd is α-counting regular, then
0 < dαH(A) ≤ dα(A) <∞.
Along with Proposition 2.10, this provides a (partial) analogue of the same propo-
sition for the covering measures: for all α < DH(A) = D(A), there exists a subset
A′ ⊆ A for which 0 < dαH(A′) < ∞. There are examples of sets A ⊆ R for which
dαH(A) is finite while d
α(A) is infinite.
Finally, Barlow and Taylor [2] consider a version of the covering dimension which
they call the discrete Hausdorff dimension. If the limit supremum in the definition
of dαH is taken over centered cubes, the resulting dimensional quantity may be shown
to be equal to dimL (in Barlow and Taylor’s notation); in particular, one does not
recover the upper mass dimension.
2.5. Invariance under quasi-isometric embeddings. The goal of this section
is to show that the counting and mass dimensions are invariant under maps which
are Lipschitz up to an additive constant. By definition, rounding any set in Rd to
the integer lattice Zd does not affect its regularity or dimension; more generally,
the same is true for rounding to any full rank sublattice. What is more, it is easy
to check that D(A) = D(cA + z) for all c > 0 and z ∈ Rd. These examples are
special cases of the fact that both dimensions are invariant under quasi-isometric
embeddings.
The asymptotic notation used below is standard. Given two functions f and g,
we write f ≪a,b,... g or g ≫a,b,... f if there exists a constant K > 0 depending at
most on the quantities a, b, . . . for which f(x) ≤ Kg(x) for all x in the common
domain of f and g (unless another domain is specified). We write f ≍ g if both
f ≪ g and g ≪ f .
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Definition 2.19 ([4]). Let (X, dX) and (Y, dY ) be metric spaces. A map f : X → Y
is a quasi-isometric embedding if there exist constants K ≥ 1 and M ≥ 0 such that
for all x1, x2 ∈ X ,
1
K
dX
(
x1, x2
)−M ≤ dY (f(x1), f(x2)) ≤ KdX(x1, x2)+M.
Note that f need not be injective.
The main results are Propositions 2.21 and 2.25 giving that the counting and
mass measures of a set and those of its image under quasi-isometric embeddings
are equivalent. After proving Proposition 2.21, we derive the corollaries necessary
later in this work. We will not need Proposition 2.25 specifically, but we provide a
proof of it for completeness.
Lemma 2.20. For all bounded B ⊆ Rk and all (K,M)-quasi-isometric embeddings
f : B → Rd, ∣∣⌊B⌋∣∣≪k,d,K,M ∣∣⌊f(B)⌋∣∣.
Proof. It suffices to show that if B′ ⊆ B is such that f(B′) is contained in a unit
cube, then ∣∣⌊B′⌋∣∣≪k,d,K,M 1.
Indeed, the conclusion in the lemma follows immediately by considering the parti-
tion of f(B) induced by Zd and summing.
It follows from the definition of a (K,M)-quasi-isometric embedding and the
assumption that f(B′) is contained in a unit cube that
1
K
diam(B′)−M ≤ diam(f(B′))≪d 1.
Therefore, diam(B′)≪d,K,M 1. For all finite sets A ⊆ Zk, |A| ≪k
(
diam(A) + 1
)k
,
and so ∣∣⌊B′⌋∣∣≪k (diam(⌊B′⌋) + 1)k ≤ (diam(B′) + 2)k ≪k,d,K,M 1.

Proposition 2.21. For all A ⊆ Rk and all (K,M)-quasi-isometric embeddings
f : A→ Rd,
dα,k(A) ≍α,k,d,K,M dα,d
(
f(A)
)
.
In particular, A is α-counting regular if and only if f(A) is α-counting regular, and
D(A) = D
(
f(A)
)
.
Proof. (In what follows, dependence on α, k, d,K, and M in the asymptotic con-
stants will be suppressed.) It suffices to show that
dα,k(A)≪ dα,d(f(A)).(2.8)
To see why, note that if f : A → Rd is a (K,M)-quasi-isometric embedding, then
any right inverse g : f(A)→ A is a (K,KM)-quasi-isometric embedding. Therefore,
by (2.8) for g and the fact that g(f(A)) ⊆ A,
dα,d
(
f(A)
)≪ dα,k(g(f(A))) ≤ dα,k(A).
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Let C ⊆ Rk be a cube, ‖C‖ ≥ 1. Denote by [C]2 the cube with the same center
as C and with side length ‖C‖ + 2. Since f is a quasi-isometric embedding, there
exists a cube C′ ⊆ Rd satisfying⌊
f(A ∩ [C]2)
⌋ ⊆ C′ and ‖C′‖ ≪ ‖C‖.(2.9)
Since ⌊A⌋ ∩ C ⊆ ⌊A ∩ [C]2⌋, Lemma 2.20 and (2.9) give∣∣⌊A⌋ ∩ C∣∣ ≤ ∣∣⌊A ∩ [C]2⌋∣∣≪ ∣∣⌊f(A ∩ [C]2)⌋∣∣ ≤ ∣∣⌊f(A)⌋ ∩ C′∣∣.
Let (Cn)n, ‖Cn‖ → ∞, be a sequence of cubes in Rk along which the limit supre-
mum in dα,k(A) is achieved, and, for each n ∈ N, let C′n be a cube in Rd satisfying
(2.9) for Cn. By the remarks above,
dα,k(A) = lim
n→∞
∣∣⌊A⌋ ∩ Cn∣∣
‖Cn‖α ≪ lim supn→∞
∣∣⌊f(A)⌋ ∩ C′n∣∣
‖C′n‖α
≤ dα,d(f(A)).

Note that the asymptotic constants appearing in the conclusion of the propo-
sition are independent of both the set A and the embedding f (as long as it is
(K,M)-quasi-isometric).
We will now develop two corollaries which will be used several times throughout
this work. For the counting measures, the corollaries will follow immediately from
Proposition 2.21. For the mass measures, the map f (and a right inverse for it) in
both corollaries will be such that |f(a)| is controlled by |a|; this will allow us to
prove the desired results by modifying the proof of Proposition 2.21 by taking C
and C′ to be centered cubes in (2.9).
Definition 2.22. The Hausdorff distance between subsets A,B ⊆ Rd is
distH(A,B) = inf
{
δ ≥ 0 ∣∣ A ⊆ Bδ and B ⊆ Aδ},
where Aδ denotes the closed δ-neighborhood of A in R
d.
Corollary 2.23. Let A,B ⊆ Rd. If distH(A,B) ≤ ℓ <∞, then
dα(A) ≍α,d,ℓ dα(B).
In particular, A is α-counting regular if and only if B is α-counting regular, and
D(A) = D(B).
The same conclusions hold for the mass measures and dimension.
Proof. If distH(A,B) ≤ ℓ, then there exist (1, 2ℓ)-quasi-isometric embeddings A→
B and B → A. By monotonicity of the counting measures, this suffices to give the
result for the counting measures and dimension immediately by Proposition 2.21.
For the analogous result for the mass measures and dimension, consider the proof
of Proposition 2.21. Since points move by at most a distance ℓ under both quasi-
isometric embeddings, if C is a centered cube, the cube C′ in (2.9) may be chosen
to be centered and satisfy ‖C′‖ ≤ ‖C‖+2ℓ. By taking the cubes Cn to be centered,
the result for the mass measures follows. 
This corollary will allow us the simplifying step of passing from A to ⌊A⌋ or
from TA to T ⌊A⌋ (where T will be linear) when determining the counting and
mass regularity and dimension of these sets. Also note that by considering the shift
map A → A + s, this corollary shows that the mass regularity and dimension of
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A is invariant under changes to the “base point” with respect to which the mass
measures are defined.
Corollary 2.24. Let R ⊆ Rk be a linear subspace and T : R→ Rd be an invertible
linear transformation. Set K = max
(‖T ‖, ‖T−1‖), where ‖T ‖ denotes the operator
norm of T . For all A ⊆ R,
dα,k(A) ≍α,k,d,K dα,d(TA),
In particular, A is α-counting regular if and only if TA is α-counting regular, and
D(A) = D(TA).
The same conclusions hold for the mass measures and dimension.
Proof. Note that T and T−1 are (K, 0)-quasi-isometric embeddings. This suffices to
give the result for the counting measures and dimension immediately by Proposition
2.21.
For the analogous result for the mass measures and dimension, note that since T
is linear, if C is a centered cube, the cube C′ in (2.9) may be chosen to be centered
and satisfy ‖C′‖ ≤ K‖C‖. The same holds for T−1, and the result for the mass
measures follows. 
Finally, for completeness, we include a proof of the fact that the mass dimension
is invariant under general quasi-isometric embeddings. The statement is slightly
weaker than the analogous statement for the counting measures since there is now
dependence on where the map sends points with respect to the origin.
Proposition 2.25. Let X ⊆ Rk and f : X → Rd be a quasi-isometric embedding.
For all subsets A ⊆ X,
dα,k(A) ≍α,f dα,d
(
f(A)
)
.
In particular, A is α-mass regular if and only if f(A) is α-mass regular, and D(A) =
D(f(A)).
Proof. The proof follows the lines of the proof of Proposition 2.21, but extra care
must be taken to establish the analogue to (2.9). As in the proof of Proposition
2.21, it suffices to show that for all A ⊆ X ,
dα,k(A)≪α,f dα,d
(
f(A)
)
.
Suppose f is a (K,M)-quasi-isometric embedding, and fix x0 ∈ X . For all x ∈ X ,∣∣f(x)∣∣ ≤ ∣∣f(x)− f(x0)∣∣+ ∣∣f(x0)∣∣ ≤ K|x|+K|x0|+M + ∣∣f(x0)∣∣.
Since x0 ∈ X was arbitrary, for all x ∈ X ,∣∣f(x)∣∣ ≤ K|x|+M + inf
x0∈X
(
K|x0|+
∣∣f(x0)∣∣)≪f |x|+ 1.(2.10)
Let A ⊆ X . Let C ⊆ Rk be a centered cube, ‖C‖ ≥ 1, and let [C]2 be as in the
proof of Proposition 2.21. By (2.10), there exists a centered cube C′ ⊆ Rd satisfying⌊
f(A ∩ [C]2)
⌋ ⊆ C′ and ‖C′‖ ≪f ‖C‖.
The rest of the proof follows exactly as in the proof of Proposition 2.21. 
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2.6. Product sets, compatibility, and universality. Understanding the behav-
ior of the counting and mass measures of Cartesian products of sets is important in
applications of the Marstrand-type theorems to come. The terminology and main
definitions in this section follow those of Lima and Moreira [9].
It will be useful throughout this section to write cubes C ⊆ Rd1 × · · · × Rdm as
a product of cubes C = C1 × · · · × Cm, where each Ci ⊆ Rdi and ‖Ci‖ = ‖C‖.
In the other direction, given cubes Ci ⊆ Rdi , 1 ≤ i ≤ m, with equal side lengths,
the set C1 × · · · · · · × Cm is a cube in Rd1 × · · · × Rdm . We will use this notation
consistently in this section without further mention.
Lemma 2.26. For each 1 ≤ i ≤ m, let Ai ⊆ Rdi be non-empty and αi ≥ 0, and
set α =
∑
i αi. Then
max
1≤i≤m
dα(Ai) ≤ dα
(
A1 × · · · ×Am
) ≤ m∏
i=1
dαi(Ai),
where the product on the right hand side is taken to be infinity if any one of the
terms is infinity.
The same conclusions hold for the mass measures.
Proof. Note that
dα
(
A1 × · · · ×Am
)
= lim sup
‖C‖→∞
m∏
i=1
|Ai ∩ Ci|
‖C‖αi ≤
m∏
i=1
dαi(Ai),
where the inequality holds if we take the product on the right hand side to be
infinity if any one of the terms is infinity. For the lower bound, write
dα
(
A1 × · · · ×Am
)
= lim sup
‖C‖→∞

 |Aj ∩ Cj |‖C‖α
m∏
i=1
i6=j
∣∣Ai ∩ Ci∣∣

 ≥ dα(Aj),
where the inequality holds since the limit supremum is attained along a sequence
with Ai ∩ Ci non-empty. 
Corollary 2.27. For all non-empty Ai ⊆ Rdi , 1 ≤ i ≤ m,
max
1≤i≤m
D(Ai) ≤ D (A1 × · · · ×Am) ≤
m∑
i=1
D(Ai).(2.11)
The same conclusions hold for the mass dimension.
Proof. For α1 < D(A1), we have d
α1(A1) =∞, and so Lemma 2.26 with αi = 0 for
i 6= 1 implies that dα1(A1 × · · · ×Am) =∞. Letting α1 tend to D(A1) from below
shows that
D(A1) ≤ D(A1 × · · · ×Am),
and the lower bound in (2.11) follows by the same considerations with the other
sets. For the upper bound, for each 1 ≤ i ≤ m, let αi tend to D(Ai) from above
and use in the same way Lemma 2.6 and the upper bound from Lemma 2.26. 
The remainder of this section is focused on tools which will aid in applications.
It will be most important to have information on the dimension and regularity of
A1 × · · · ×Am based on the dimension and regularity of the Ai’s.
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Definition 2.28. A collection of non-empty sets {A1, . . . , Am}, Ai ⊆ Rdi , is count-
ing compatible if
D
(
A1 × · · · ×Am
)
=
m∑
i=1
D(Ai).
The collection {A1, . . . , Am} is strongly counting compatible if eachAi is αi-counting
regular and A1 × · · · × Am is (
∑m
i=1 αi)-counting regular. Two sets A and B
are (strongly) counting compatible if the collection {A,B} is (strongly) counting
compatible.
Mass compatibility and strong mass compatibility are defined analogously.
It follows immediately from the definitions that strong compatibility implies
compatibility. We now proceed to give necessary and sufficient conditions for these
two properties.
Lemma 2.29. For 1 ≤ i ≤ m, let Ai ⊆ Rdi be non-empty. The collection
{A1, . . . , Am} is counting compatible if and only if there exists a sequence (ℓn)n ⊆ N,
ℓn →∞, such that for all 1 ≤ i ≤ m, there exists a sequence (Cn,i)n of cubes in Rdi
with ‖Cn,i‖ = ℓn along which Ai achieves its counting dimension (recall Definition
2.7).
The same conclusions hold for mass compatibility with “counting dimension”
replaced by “mass dimension” and where the cubes Cn,i are centered.
Proof. For the “if” direction, for each n ∈ N, consider the cube Cn = Cn,1 × · · · ×
Cn,m in R
d1 × · · · × Rdm of side length ℓn. By (2.1) and the assumption that Ai
achieves its counting dimension along (Cn,i)n,
D(A1 × · · · ×Am) ≥ lim
n→∞
m∑
i=1
log |Ai ∩ Cn,i|
log ‖Cn‖ =
m∑
i=1
D(Ai).
The reverse inequality follows by Corollary 2.27.
For the “only if” direction, assuming the collection is counting compatible, there
exists a sequence of cubes (Cn)n in R
d1 × · · · × Rdm , ‖Cn‖ → ∞, which satisfies
lim
n→∞
m∑
i=1
log |Ai ∩ Cn,i|
log ‖Cn‖ =
m∑
i=1
D(Ai).
Since each ‖Cn‖ = ‖Cn,i‖ and lim supn→∞ log |Ai ∩ Cn,i|
/
log ‖Cn‖ ≤ D(Ai), we
have
lim
n→∞
log |Ai ∩ Cn,i|
log ‖Cn‖ = limn→∞
log |Ai ∩ Cn,i|
log ‖Cn,i‖ = D(Ai).
Now the sequence (ℓn = ‖Cn‖)n and, for each 1 ≤ i ≤ m, the sequences (Cn,i)n are
such that ‖Cn,i‖ = ℓn and Ai achieves its counting dimension along (Cn,i)n. 
The previous lemma says that two sets are compatible if and only if their di-
mensions are computable along cubes of equal side lengths. At the other extreme,
equality on the left hand side in (2.11) is possible if the sets are “totally mutu-
ally incompatible.” It is possible, for example, to have D(A1) = D(A2) = 1 and
D(A1 ×A2) = 1.
Lemma 2.30. For 1 ≤ i ≤ m, let Ai ⊆ Rdi be αi-counting regular. The collection
{A1, . . . , Am} is strongly counting compatible if and only if there exists a sequence
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(ℓn)n ⊆ N, ℓn →∞, such that for all 1 ≤ i ≤ m, there exists a sequence (Cn,i)n of
cubes in Rdi with ‖Cn,i‖ = ℓn for which
lim
n→∞
m∏
i=1
|Ai ∩ Cn,i|
‖Cn,i‖αi > 0.
The same conclusions hold for strong mass compatibility where the cubes Cn,i
are centered.
Proof. Let α =
∑m
i=1 αi, and note that by the upper bound in Lemma 2.26, d
α(A1×
· · · × Am) < ∞. Therefore, the strong counting compatibility of the collection is
equivalent to the positivity of dα(A1 × · · · ×Am).
Note that
dα
(
A1 × · · · ×Am
)
= sup
(ℓn)n
ℓn→∞
sup
(Cn)n
‖Cn‖=ℓn
lim sup
n→∞
m∏
i=1
|Ai ∩ Cn,i|
‖Cn,i‖αi ,
where the first supremum is taken over sequences in N and the second is taken over
sequences of cubes in Rd1 × · · · × Rdm . The conclusion follows immediately from
this expression (by passing, if necessary, to a subsequence along which the limit
exists). 
Remark 2.31. As a consequence of Lemmas 2.29 and 2.30, we see that a collection
is (strongly) counting or mass compatible if and only if all of its subcollections are
(strongly) counting or mass compatible.
Sets which are compatible with all other sets are useful in applications.
Definition 2.32. A set is (strongly) counting universal if it is (strongly) counting
compatible with all other (regular) sets. A set is (strongly) mass universal if it is
(strongly) mass compatible with all other (regular) sets.
A set is universal if its dimension may be measured along any sequence of cube
side lengths. The proof of the following lemma follows directly from Lemmas 2.29
and 2.30.
Lemma 2.33. A set A ⊆ Rd is counting universal if there exists a sequence of
cubes (Cn)n ⊆ Rd with ‖Cn‖ = n along which A achieves its counting dimension.
If A is α-counting regular, then it is strongly counting universal if there exists a
sequence of cubes (Cn)n ⊆ Rd with ‖Cn‖ = n for which
lim inf
n→∞
|A ∩Cn|
‖Cn‖α > 0.
The same conclusions hold for (strong) mass universality with “counting dimen-
sion/regularity” replaced by “mass dimension/regularity” and where the cubes Cn
are centered.
We conclude this section by giving examples of universal and non-universal sets
as well as examples of compatible collections.
Examples 2.34.
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i. Let f : R→ R be a polynomial of degree n ≥ 1 and leading coefficient an 6= 0.
It is an exercise to check that(
2|an|
)−1/n ≤ lim inf
ℓ→∞
∣∣⌊f(Z)⌋ ∩ [−ℓ, ℓ)∣∣
(2ℓ)1/n
≤ lim sup
ℓ→∞
∣∣⌊f(Z)⌋ ∩ [−ℓ, ℓ)∣∣
(2ℓ)1/n
≤ 2(2|an|)−1/n,
whereby the set f(Z) is strongly mass and strongly counting universal.
ii. By the prime number theorem, the set of prime numbers is mass and counting
universal (but not strongly so, since the set of primes is neither counting nor
mass regular).
iii. Let EM be the integer Cantor set associated to the base b ∈ N and binary
matrixM described in example iv. in Section 2.2. As shown in [9], there exists
a K = K(M) > 0 such that for all n ∈ N,
K−1λ+(M)n ≤
∣∣EM ∩ [0, bn+1)∣∣ ≤ Kλ+(M)n,
and D(EM ) = logλ+(M)
/
log b. For ℓ ∈ N, if n is such that bn ≤ ℓ < bn+1,
then
1
K2D(EM)λ+(M)2
≤
∣∣EM ∩ [−ℓ, ℓ)∣∣
(2ℓ)D(EM )
≤ K
2D(EM)
.
This shows that EM is mass regular and that
lim inf
ℓ→∞
∣∣EM ∩ [−ℓ, ℓ)∣∣
(2ℓ)D(EM)
> 0,
whereby EM is strongly mass universal by Lemma 2.33. In fact, it is true that
EM is counting regular (see [9], Lemma 3.4) and so, by the previous observation,
also strongly counting universal.
iv. Let E be the generalized IP set corresponding to the sequences (kn)n and (dn)n
of positive integers described in example v. in Section 2.2. As shown in [9],
D(E) = lim supn→∞ log
(
k1 · · · kn
)/
log
(
kndn
)
. Assuming that
lim inf
n→∞
log
(
k1 · · · kn
)
log
(
kn+1dn+1
) = D(E),(2.12)
by associating to ℓ ≥ 1 the n ≥ 1 for which kndn ≤ ℓ < kn+1dn+1, we have
D(E) ≥ lim sup
ℓ→∞
log
∣∣E ∩ [−ℓ, ℓ)∣∣
log(2ℓ)
≥ lim inf
ℓ→∞
log
∣∣E ∩ [−ℓ, ℓ)∣∣
log(2ℓ)
≥ lim inf
n→∞
log
(
k1 · · · kn
)
log
(
kn+1dn+1
) = D(E).
Therefore, assuming (2.12), it follows that
lim
ℓ→∞
log
∣∣E ∩ [−ℓ, ℓ)∣∣
log(2ℓ)
= D(E),
whereby E is counting universal and mass universal by Lemma 2.33.
v. The following is a concrete example of a set in R which is counting regular but
not counting universal. It is similar in spirit the set constructed in Section 4.3
of [9]. Fix 0 < α < 1. For 0 < ǫ < α and N = N(α, ǫ) ∈ N sufficiently large, it
is not hard to check that the set E = E(α, ǫ,N) of ⌊Nα⌋ points equally spaced
in the interval [0, N ] has the following properties:
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i. For all cubes C with 1 ≤ ‖C‖ 6∈ [N 1−α1−α+ǫ , N αα−ǫ ], |E ∩ C| ≤ ‖C‖α−ǫ; and
ii. sup‖C‖≥1 |E ∩ C|
/‖C‖α ∈ (1− ǫ, 1 + ǫ).
Let (ǫi)i ⊆ (0, α), ǫi → 0, (Ni)i ⊆ N, Ni → ∞ sufficiently fast enough that
the intervals
[
N
1−α
1−α+ǫ , N
α
α−ǫ
]
in i. above are disjoint, and Ei = Ei(α, ǫi, Ni) ⊆
[0, Ni] be the corresponding sequence of finite sets. Let (zi)i ⊆ N be increasing
sufficiently quickly to guarantee that if C is a cube intersecting both Ei + zi
and Ej + zj , i 6= j, then | ∪i (Ei + zi) ∩ C| ≤ ‖C‖α/2.
Let A = ∪i even(Ei+ zi) and B = ∪i odd(Ei+ zi). From property ii. and the
rate of increase of the zi’s, both A and B are α-counting regular. But, A and
B are not counting compatible: from property i., the dimension of B along any
sequence of cubes along which A achieves its counting dimension will be less
than α− ǫ. It follows that neither A nor B is universal. It may be shown with
an argument along these lines that there exists a countably infinite family of
mutually counting incompatible subsets of R, each of dimension 1.
Finally, we give examples of collections which are compatible. Note that if a
set is (strongly) counting or mass universal, then its inclusion or exclusion from a
collection of sets does not affect the (strong) counting or mass compatibility of the
collection.
Examples 2.35.
i. Let A ⊆ R. The collection {A, . . . , A} is counting and mass compatible. If A
is counting (resp. mass) regular, then {A, . . . , A} is strongly counting (resp.
mass) compatible. More generally, if {A1, . . . , Am} is (strongly) compatible,
then repeating any number of sets in the collection results in another collection
which is (strongly) compatible.
ii. Any collection comprised of the set of primes, images of Z under polynomials,
integer Cantor sets, and/or generalized IP sets satisfying (2.12) is counting and
mass compatible. Since each of these sets are counting and mass universal, any
collection comprised of these sets and one other arbitrary set is also counting
and mass compatible.
iii. Any collection comprised of the set of images of Z under polynomials and/or
integer Cantor sets is strongly counting and mass compatible. Since each of
these sets are strongly counting and mass universal, any collection comprised of
these sets and one other arbitrary counting and mass regular set is also strongly
counting and mass compatible.
3. Marstrand-type theorems and applications
In this section, we prove several Marstrand-type theorems for the counting and
mass dimensions and give some applications.
Marstrand’s theorem is one of the fundamental theorems in geometric measure
theory; it relates the Hausdorff dimension of a set and the Hausdorff dimension of
the image of that set under almost all orthogonal projections. More precisely, let
E ⊆ R2 be Borel, and denote by Pθ the orthogonal projection of R2 onto the line
which forms an angle of θ with the x-axis. Marstrand proved that for Lebesgue-
almost every θ ∈ [0, π],
dimH(PθE) = min
(
1, dimH(E)
)
,
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where dimH denotes the Hausdorff dimension. Marstrand’s theoremwas generalized
to higher dimensions by Mattila [11].
Lima and Moreira [9] proved a Marstrand-type theorem for the counting di-
mension by relating the counting dimension of A + λB for almost every λ to
D(A)+D(B); see Theorem B from the introduction. The following Marstrand-type
theorem for the counting dimension both generalizes and strengthens this result.
Theorem 3.1. Let A ⊆ Rd and 0 ≤ k ≤ d. If α 6= k is such that dα(A) > 0, then
for almost every projection P : Rd → Rd with range Rk×{0}d−k, dmin(k,α)(PA) > 0.
In particular, for almost every such projection P ,
D
(
PA
) ≥ min (k,D(A))
and, if D(A) > k, then dk(PA) > 0.
Projections with a fixed range are parameterized by their null spaces; it is with
respect to this parameterization and the rotation-invariant probability measure on
the Grassmannian G(d, d − k) that the statement of this theorem and the next is
made.
Complementing Theorem 3.1 is an example showing that an increase in counting
dimension is possible under the typical projection.
There is a similar Marstrand-type result for the mass dimension.
Theorem 3.2. Let A ⊆ Rd be such that D(A) = D(A), and let 0 ≤ k ≤ d. For
almost every projection P : Rd → Rd with range Rk × {0}d−k,
D
(
PA
)
= min
(
k,D(A)
)
and, if A is counting and mass regular and D(A) 6= k, then dmin(k,D(A))(PA) > 0.
We derive two more Marstrand-type results as corollaries to these theorems.
The first shows that the theorems above hold when the subspace Rk × {0}d−k is
replaced by any other linear subspace. The second is an orthogonal projection
variant reminiscent of Marstrand’s original theorem and its higher dimensional
generalization.
Corollary 3.3. Let A ⊆ Rd be such that D(A) = D(A), and let 0 ≤ k ≤ d. For
almost every orthogonal projection U with range of dimension k,
D(UA) = min
(
k,D(A)
)
and, if A is counting and mass regular and D(A) 6= k, then dmin(k,D(A))(UA) > 0.
This section is organized as follows. First we describe the spaces of projections
and relevant measures on them. Then, we prove Theorem 3.1 and provide an
example showing that an increase in counting dimension is possible under the typical
projection. After proving Theorem 3.2, we develop the measurability and non-
singularity lemmas needed to deduce further Marstrand-type results. Finally, we
present some applications.
Recall the asymptotic notation from Section 2.5: f ≪a,b,... g or g ≫a,b,... f if
f(x) ≤ Kg(x) for all x in the common domain of f and g (unless another domain
is specified), where K > 0 may depend only on the quantities a, b, . . ..
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3.1. Spaces of projections. Let L(Rd) denote the space of linear transformations
of Rd. Denote byMm×n =Mm×n(R) the space of realm×nmatrices. The standard
basis of Rd is {ei}di=1 where ei is the vector with a 1 in the i-th coordinate and 0’s
elsewhere. Given a basis B = {bi}di=1 of Rd and a linear transformation T ∈ L(Rd),
denote by [T ]B the matrix of T with respect to B. The matrix of T in the standard
basis will be denoted [T ].
A projection of Rd is a map P ∈ L(Rd) satisfying P 2 = P ; it is orthogonal if
its range and null space are orthogonal, and otherwise it is oblique. For a fixed
0 ≤ k ≤ d and linear subspace R of Rd, set
PdR = {P ∈ L(Rd) | P is a projection with Range(P ) = R},
Udk = {U ∈ L(Rd) | U is an orthogonal projection with dim(Range(U)) = k}.
We specialize the notation to PdR = Pdk when R = Rk × {0}d−k. Both PdR and
Udk are measurable spaces with Borel σ-algebras inherited as subspaces of L(Rd)
equipped with the strong operator norm induced from the usual Euclidean inner
product on Rd.
We will parameterize projections in PdR and Udk via the Grassmannian manifolds.
Denote by G(d, k) the set of all k-dimensional linear subspaces of Rd. The orthog-
onal group O(d) acts naturally on G(d, k), and through this action G(d, k) may be
equipped with a (unique) O(d)-invariant probability measure γd,k (see Mattila [12],
Chapter 3).
To parameterize the set of projections with a fixed range R ⊆ Rd, set k = dimR
and associate to P ∈ PdR its null space Null(P ) ∈ G(d, d− k). Let
GR(d, d− k) =
{
V ∈ G(d, d− k) | V ∩R = {0}}.
It is a fact thatGR(d, d−k) is an open subset ofG(d, d−k) of full γd,d−k measure (see
Mattila [12], Chapter 3). The space PdR is in 1–1 correspondence with GR(d, d− k)
and acquires a Borel probability measure µd,R from GR(d, d − k) through this
correspondence. It is the space Pdk which appears in the statement of Theorems 3.1
and 3.2.
The space Udk of orthogonal projections with range of dimension k is in 1–1 cor-
respondence with G(d, k) by associating U with Range(U). The space Udk acquires
a Borel probability measure νdk through this correspondence. It is this space which
appears in the statement of Corollary 3.3.
It will be convenient to give a flat parameterization to PdR. To do this, we will
make use of the standard atlas on G(d, d− k) which gives G(d, d− k) the structure
of a
(
k(d − k))-dimensional smooth manifold (see Lee [8]). The measures on PdR
resulting from this flat parameterization will be equivalent to µd,R, and so it suffices
for the typicality results in question to work with these measures.
Any element W ∈ GR(d, d − k) is naturally identified as the graph of a linear
transformation R⊥ → R. Choosing bases for R⊥ and R, there is a 1–1 corre-
spondence between GR(d, d − k) and Mk×(d−k); these are precisely the charts on
G(d, d − k) giving it the structure of a smooth manifold. The Lebesgue measure
passes to PdR through this correspondence, and it is straightforward to show that
the measures on GR(d, d − k) resulting from different choices of bases for R⊥ and
R are mutually absolutely continuous.
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Moreover, these measures are equivalent to γd,d−k on GR(d, d− k). This follows
from two facts. First, the measure γd,d−k on G(d, d − k) belongs to the smooth
measure class of G(d, d−k); for example, it is equivalent to the Riemannian volume
of any O(d)-invariant Riemannian metric on G(d, d − k). Second, it is a general
fact that on an n-dimensional smooth manifold, measures from the smooth measure
class are equivalent to the pull-backs of the Lebesgue measure on Rn under charts
on the manifold (see, for example, Folland [5], Section 11.4).
The resulting flat parameterizations of PdR may be realized easily as follows. For
1 ≤ k ≤ d − 1, let B = {bi}di=1 be a basis for Rd whose first k vectors span R.
Matrices of projections P ∈ PdR with respect to B take the form
[P ]B =
(
Idk×k [P ]B
0 0
)
where [P ]B is a real k × (d − k) matrix, and each real k × (d − k) matrix in the
form above gives a different projection in PdR; in other words, the map [ · ]B : PdR →
Mk×(d−k) is a bijection. We have the following associations:
PdR ←→ GR(d, d− k) ←→ L(R⊥, R) ←→ Mk×(d−k)
P ←→ Null(P ) ←→ P |R⊥ ←→ [P ]B
It follows from the remarks above that the pull-backs of the Lebesgue measure
through [ · ]B for varying bases B and the measure µd,R on PdR are all equivalent. We
will use the most convenient of these measures when showing that maps between
the spaces PdR are non-singular in Section 3.6.
3.2. Transversality of oblique projections. Here we prove a key lemma on
the geometry of oblique projections. Essentially, the further two points z, z′ ∈ Zd
are apart, the smaller the measure of the set of projections in Pdk which map the
points close together (see Lemma 3.11 in Mattila [12], Chapter 3, for the result for
orthogonal projections). This so-called property of transversality is fundamental to
Marstrand-type results (see [15]).
Fix d ≥ 2 and 1 ≤ k ≤ d− 1. For M ∈Mk×(d−k), let PM ∈ Pdk be the projection
which satisfies [PM ] =M (using notation from Section 3.1). Write R
d = Rk⊕Rd−k,
and let π and π′ be the orthogonal projections onto the first and second components,
respectively; note that
π ◦ PM = π +M ◦ π′.(3.1)
Let M⊆Mk×(d−k) be compact, and for z, z′ ∈ Zd, let
Mz,z′ =
{
M ∈ M ∣∣ ⌊PMz⌋ = ⌊PMz′⌋}
be the set of those M ∈ M for which the projection PM maps the points z and z′
to the same Zd-based unit cube.
Lemma 3.4. For all z, z′ ∈ Zd with z 6= z′,
m
(Mz,z′)≪k,d,M |z − z′|−k.
Proof. Since the left hand side is bounded from above by m(M) and the right hand
side is positive and monotonic, it suffices to prove the lemma for z, z′ ∈ Zd with
|z − z′| ≥ √k and Mz,z′ 6= ∅.
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It suffices to bound from above the measure of the set
S =
{
M ∈M ∣∣ ∣∣PM (z − z′)∣∣ < √k} ⊇Mz,z′ .(3.2)
Using (3.1),
S =
{
M ∈M ∣∣ Mπ′(z − z′) ∈ B},
where B ⊆ Rk is the open ball centered at π(z′ − z) with radius √k. Since Mz,z′
is non-empty, the set S is non-empty. If it were that π′(z − z′) = 0, then B would
be an open ball containing 0 with radius
√
k and center a distance |π(z′ − z)| =
|z′−z| ≥ √k from the origin, a contradiction; therefore, π′(z−z′) 6= 0. By rotating
and scaling π′(z − z′) to e1 ∈ Rd−k, it is straightforward to show that
m
(
S
) ≤ diam (M)k(d−k−1) volk
(
B
|π′(z − z′)|
)
≪k,d,M
∣∣π′(z − z′)∣∣−k,(3.3)
where B|π′(z−z′)| is the ball centered at
π(z′−z)
|π′(z−z′)| with radius
√
k
|π′(z−z′)| , diam(M) is
the diameter ofM in the Euclidean metric, and volk is the k-dimensional Lebesgue
measure.
The final step is to show that
|z − z′| ≪k,d,M
∣∣π′(z − z′)∣∣.(3.4)
Let M ∈Mz,z′ . Since
∣∣PM (z − z′)∣∣ < √k, we have∣∣∣∣∣π(z − z′)∣∣− ∣∣Mπ′(z − z′)∣∣∣∣∣ ≤ ∣∣PM (z − z′)∣∣ < √k.
Because π′(z − z′) 6= 0 and z, z′ ∈ Zd, we have ∣∣π′(z − z′)∣∣ ≥ 1. It follows that∣∣π(z − z′)∣∣ < √k + ∥∥M∥∥∣∣π′(z − z′)∣∣ ≤ ∣∣π′(z − z′)∣∣ (√k + sup
M∈M
‖M‖
)
,
where ‖M‖ denotes the operator norm of M . This shows that ∣∣π(z − z′)∣∣ ≪k,M∣∣π′(z − z′)∣∣, and (3.4) follows from the Pythagorean theorem. The proof of the
lemma is completed by combining (3.2), (3.3), and (3.4). 
3.3. AMarstrand-type theorem for the counting dimension. Here we prove
the main Marstrand-type theorem for the counting dimension, Theorem C from the
introduction. The proof follows the main ideas of Lima and Moreira in [9], which
constitutes the special case of Theorem 3.1 when d = 2 and k = 1 (see Theorem B
from the introduction).
Theorem 3.1. Let A ⊆ Rd and 0 ≤ k ≤ d. If α 6= k is such that dα(A) > 0,
then for almost every P ∈ Pdk , dmin(k,α)(PA) > 0. In particular, for almost every
P ∈ Pdk ,
D
(
PA
) ≥ min (k,D(A))
and, if D(A) > k, then dk(PA) > 0.
Fix d ≥ 2. The conclusions of the theorem are immediate when k = 0 or d, so fix
1 ≤ k ≤ d − 1. It suffices to prove the first assertion in the statement of Theorem
3.1 since the second follows immediately from the first. Thus, we will assume in
this section that α 6= k.
By the discussion in Section 3.1, it suffices to prove the statement in Theorem 3.1
with P = PM (in the notation from Section 3.2) form-almost everyM ∈Mk×(d−k),
where m is the Lebesgue measure on Mk×(d−k). By countable additivity, it suffices
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to prove the theorem for m-a.e. matrix in a fixed compact subset of Mk×(d−k).
Moreover, it suffices by Corollary 2.23 and the remarks following it to prove the
theorem for subsets of the integer lattice Zd. Thus, fix A ⊆ Zd andM⊆Mk×(d−k)
compact. In what follows, the dependence on k, d, and M in the asymptotic
notation will be suppressed.
The idea for the proof is as follows. By Lemma 3.4, the further two points in Zd
are apart, the fewer number of projections there are that map the points close to-
gether. If a finite set is not too concentrated or is “thin,” the number of its elements
should be roughly preserved (depending on how thin it is) by most projections. A
subset A ⊆ Zd of dimension α contains finite sets which are uniformly thin to a
degree depending on α. Most projections of A will preserve the size of most of these
finite subsets, and so the typical projection of A will preserve the dimension of A.
To quantify thin-ness, we make the following definition; there are clear analogues
in the continuous theory in terms of bounding the growth of measures on balls by
powers of the balls’ radii.
Definition 3.5. Let α ≥ 0 and 0 < K < ∞. A (possibly finite) set E ⊆ Zd is
(K,α)-counting bounded if for all cubes C ⊆ Rd with ‖C‖ ≥ 1, |E ∩ C| ≤ K‖C‖α.
Remark 3.6. Whenever a set is (K,α)-counting bounded, it will be understood that
α ≥ 0 and 0 < K < ∞. Note that dα(A) < ∞ if and only if A is (K,α)-counting
bounded for some K.
The goal is to show that many projections PM roughly preserve the number
of elements of a counting bounded finite set E ⊆ Zd; that is, we want to bound∣∣⌊PME⌋∣∣ from below for most M ∈ M (depending on the degree to which E is
counting bounded). In order to do this, set
Mz,z′ =
{
M ∈ M ∣∣ ⌊PMz⌋ = ⌊PMz′⌋},
RE,M (y) =
∣∣{z ∈ E ∣∣ ⌊PMz⌋ = y}∣∣ ,
SE(M) =
∣∣{(z, z′) ∈ E2 ∣∣ ⌊PMz⌋ = ⌊PMz′⌋}∣∣
=
∑
y∈Zd
RE,M (y)
2 =
∑
z,z′∈E
χMz,z′ (M),
∆(E) =
∫
M
SE(M) dm(M) =
∑
z,z′∈E
m (Mz,z′) ,
where χMz,z′ is the indicator function of the set Mz,z′ . Bounding ∆(E) from
above will allow us to bound SE(M) from above for most M ∈ M, which in
turn by the Cauchy-Schwarz inequality will yield a lower bound on
∣∣⌊PME⌋∣∣. (If
E = E1 × E2 ⊆ Z2, then set SE(M) is the so-called additive energy between E1
and ME2. Bounding the additive energy from above in order to obtain a lower
bound on the size of a sumset via Cauchy-Schwarz is a well known technique; see,
for example, Tao-Vu [16], Corollary 2.10.)
Definition 3.7. For a (metrically) bounded subset B ⊆ Rd, denote by ‖B‖ the
cubic diameter of B, that is, the infimum of ‖C‖ over all cubes C containing B.
The following lemma gives the desired upper bound on ∆(E) from the transver-
sality property in Lemma 3.4.
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Lemma 3.8. For all α 6= k and all finite (K,α)-counting bounded sets E ⊆ Zd,
∆(E)≪K,α |E|‖E‖max(0,α−k).
Proof. Let E ⊆ Zd be a finite, (K,α)-counting bounded set and L = ⌊log diam(E)⌋.
Write
∆(E) =
∑
z,z′∈E
m (Mz,z′) = |E|m (M) +
∑
z∈E
L∑
ℓ=0
∑
z′∈E
eℓ≤|z−z′|<eℓ+1
m (Mz,z′) ,
where the sum is split into the diagonal and off-diagonal terms. Since |E|m (M)≪
|E|, it suffices to show the desired bound on the off-diagonal term. Fix z ∈ E and
ℓ ≥ 0. Since E is (K,α)-counting bounded,∣∣ {z′ ∈ E ∣∣ eℓ ≤ |z − z′| < eℓ+1} ∣∣≪K,α (eℓ)α ,
and for each such z′, since |z− z′| ≥ eℓ, Lemma 3.4 gives that m(Mz,z′)≪
(
eℓ
)−k
.
Therefore, summing on ℓ and using the fact that α 6= k,
L∑
ℓ=0
∑
z′∈E
eℓ≤|z−z′|<eℓ+1
m (Mz,z′)≪K,α
L∑
ℓ=0
(
eα−k
)ℓ ≪α ‖E‖max(0,α−k).
Since this bound is independent of z, the result follows by summing over z ∈ E. 
The following proposition quantifies the claim that most projections preserve the
cardinality of a counting bounded finite set by establishing the equivalent statement
few projections do not preserve the cardinality of a counting bounded finite set.
In interpreting the following result, consider ‖E‖α as being approximately |E|. If
α < k, then the measure of the set of projections which reduce E to δ|E| elements
(after rounding) is proportional to δ. If α > k, then the (rounded) image of E
must contain fewer elements since it lies in Zk; indeed, the measure of the set of
projections which reduce E to δ|E| kα elements is proportional to δ.
Proposition 3.9. For all α 6= k, all finite (K,α)-counting bounded sets E ⊆ Zd,
and all δ > 0,
m
({
M ∈M
∣∣∣∣ ∣∣⌊PME⌋∣∣ < δ |E|‖E‖max(0,α−k)
})
≪K,α δ.
Remark 3.10. Note that the upper bound established here depends only the degree
to which E is counting bounded; in particular, it is independent of E itself.
Proof. Let E ⊆ Zd be finite and (K,α)-counting bounded. Since∫
M
SE(M) dm(M) = ∆(E),
for all ǫ > 0,
m
({
M ∈ M
∣∣∣∣ SE(M) ≤ ∆(E)ǫ
})
≥ m(M)− ǫ.
If M ∈ M is such that SE(M) ≤ ǫ−1∆(E), then by Cauchy-Schwarz,
∣∣⌊PME⌋∣∣ ≥
(∑
y∈Zd RE,M (y)
)2
∑
y∈Zd RE,M (y)2
=
|E|2
SE(M)
≥ |E|
2
ǫ−1∆(E)
.
30 DANIEL GLASSCOCK
Therefore,
m
({
M ∈M
∣∣∣∣ ∣∣⌊PME⌋∣∣ < |E|2ǫ−1∆(E)
})
< ǫ.
Lemma 3.8 gives that ∆(E)≪K,α |E|‖E‖max(0,α−k), so the result follows by setting
ǫ equal to the product of δ and the asymptotic constant. 
We may now prove Theorem 3.1.
Proof. By the monotonicity of the counting measures, it suffices to show that
dmin(k,α)(PMA
′) > 0 for some A′ ⊆ A, so, by passing to a subset of A via
Proposition 2.10, we may assume that A is α-counting regular. Let (Cn)n ⊆ Rd,
‖Cn‖ → ∞, be a sequence of cubes for which
0 < dα(A) = lim
n→∞
|A ∩Cn|
‖Cn‖α <∞.
Let An = A ∩ Cn. Since dα(A) < ∞, A is (K,α)-counting bounded for some
0 < K <∞, and each An is finite and (K,α)-counting bounded.
For δ > 0 and n ∈ N, let
Gnδ =
{
M ∈M
∣∣∣∣ ∣∣⌊PMAn⌋∣∣ ≥ δ |An|‖An‖max(0,α−k)
}
,(3.5)
Gδ =
∞⋂
m=1
∞⋃
n=m
Gnδ .
The set Gδ consists of those M ∈ M for which the inequality in (3.5) holds for
infinitely many n ∈ N. By Proposition 3.9, m(M\Gnδ ) ≪K,α δ, where the bound
here is independent of n (see Remark 3.10). Since
M\
∞⋂
m=1
∞⋃
n=m
Gnδ =
∞⋃
m=1
∞⋂
n=m
(M\Gnδ ) ,
we have that m(M\Gδ)≪K,α δ.
Let M ∈ Gδ. It follows from (3.1) and the fact that M is bounded that
‖PMCn‖ ≪ ‖Cn‖. Therefore, for each n ∈ N, there exists a cube C′n in Rd contain-
ing ⌊PMCn⌋ with ‖C′n‖ ≪ ‖Cn‖. It follows that
dmin(k,α)(PMA) ≥ lim sup
n→∞
∣∣⌊PMA⌋ ∩ C′n∣∣
‖C′n‖min(k,α)
≫ lim sup
n→∞
∣∣⌊PMAn⌋∣∣
‖Cn‖min(k,α)(3.6)
≥ lim sup
n→∞
δ|An|
‖Cn‖min(k,α)‖An‖max(0,α−k)(3.7)
≥ δ lim sup
n→∞
|A ∩ Cn|
‖Cn‖α = δd
α(A) > 0,(3.8)
where (3.6) follows since C′n contains ⌊PMCn⌋ and ‖C′n‖ ≪ ‖Cn‖, line (3.7) follows
since M ∈ Gδ, and line (3.8) follows since ‖An‖ ≤ ‖Cn‖.
Let G =
⋃∞
m=1Gm−1 ; by the work above, m(G) = m(M), and for all M ∈ G,
dmin(k,α)(PMA) > 0. In other words, for almost every M ∈ M, dmin(k,α)(PMA) >
0. 
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3.4. Increase in counting dimension. Unlike in the case of Marstrand’s original
theorem, there are sets which exhibit an increase in counting dimension under the
typical projection. In this section, we give an example of such a set.
For λ ∈ R, let Pλ : R2 → R2 be the projection with range R×{0} and null space〈
(λ,−1)〉. By associating the range with R and by a slight abuse of notation, we
will write simply that Pλ(a, b) = a+ λb.
Proposition 3.11. There exist sets A ⊆ R and B ⊆ Z with D(A) = D(B) = 0
such that for all λ 6= 0, the set ⌊Pλ(A×B)⌋ is thick in Z, that is, contains arbitrarily
long intervals.
Proof. For n ∈ N, let bn = nn, and set B = (bn)n. Let v : N → N be a sequence
with the property that for all n ∈ N, the set v−1(n) is infinite (for example, v(n) =
ν2(n) + 1, where ν2 is the 2-adic valuation). Let ǫn = (2n)
−2n
, and let (λi)i ⊆
(−∞, 0) be such that for all n ∈ N,{
λi
∣∣ v(i) = n} is contained in and is ǫn-dense in (−∞,−n−1) .(3.9)
We now construct finite sets A1, A2, . . . ⊆ R inductively so that A′ = ∪iAi has
counting dimension 0 and such that for all λ < 0, the set
⌊
Pλ(A
′ × B)⌋ is thick.
The sets A = A′ ∪ (−A′) and B will then satisfy the conclusions of the proposition.
Choose 1 < a11 < · · · < a1v(1) ∈ R so that for some n1 ∈ Z, for all 1 ≤ i ≤ v(1),
Pλ1
(
(a1i , bv(1)+i−1)
)
= n1 + i− 1
2
.
(This can be accomplished by intersecting the horizontal lines passing through
points of {0} × B with lines of slope −λ−11 passing through half-integer points on
R× {0}.) We claim that the set A1 = {a1i }v(1)i=1 has the following properties:
i. sup‖C‖≥1
log |A1∩C|
log ‖C‖ < v(1)
−1, and
ii. for all λ ∈ (λ1 − ǫv(1), λ1 + ǫv(1)),⌊
Pλ(A1)
⌋
=
⌊
Pλ1(A1)
⌋
=
{
n1, . . . , n1 + v(1)− 1
}
.
To see i., note that for 1 ≤ i ≤ v(1),
n1 + i− 1
2
= Pλ1
(
(a1i , bv(1)+i−1)
)
= a1i + λ1bv(1)+i−1.
It follows from this, the definition of the bn’s, and (3.9) that
a1i+1 − a1i = 1− λ1(bv(1)+i − bv(1)+i−1) >
bv(1)+1 − bv(1)
v(1)
> bv(1).
Therefore, if C ⊆ R is a cube with ‖C‖ ≥ 1 and m = |A1 ∩ C| ≥ 2, then ‖C‖ ≥
(m− 1)bv(1) and
log |A1 ∩ C|
log ‖C‖ ≤
logm
log(m− 1) + v(1) log v(1) ≤
1
v(1)
.
To see ii., note that for any λ ∈ R,
Pλ
(
(a1i , bv(1)+i−1)
)
= Pλ1
(
(a1i , bv(1)+i−1)
)
+ (λ − λ1)bv(1)+i−1
= n1 + i− 1
2
+ (λ− λ1)bv(1)+i−1.
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Therefore, if for all 1 ≤ i ≤ v(1),
λ− λ1 < 1
2bv(1)+i−1
,(3.10)
then ⌊PλA1⌋ = ⌊Pλ1A1⌋. Since ǫv(1) = (2v(1))−2v(1) < (2b2v(1)−1)−1, equation
(3.10) holds for all λ ∈ (λ1 − ǫv(1), λ1 + ǫv(1)).
Suppose now that Ai ⊆ R and ni ∈ R have been defined for all 1 ≤ i ≤ m in such
a way that properties i. and ii. hold (with Ai, λi, v(i), and ni replacing A1, λ1, v(1),
and n1), and so that
iii. sup
‖C‖≥1
log
∣∣ ∪mi=1 Ai ∩C∣∣
log ‖C‖ ≤ maxi=1,...,m sup‖C‖≥1
log |Ai ∩ C|
log ‖C‖ .
(Property iii. is achievable by choosing at each stage ai1 much larger than a
i−1
v(i−1)
so as to separate sufficiently Ai from Ai−1.)
Choose am+11 ∈ R sufficiently large, and choose am+11 < am+12 < · · · < am+1v(m+1) ∈
R so that for some nm+1 ∈ Z, for all 1 ≤ i ≤ v(m+ 1),
Pλm+1
(
(am+1i , bv(m+1)+i−1)
)
= nm+1 + i− 1
2
.
Properties i. and ii. hold for Am+1 = {am+1i }v(m+1)i=1 by the same reasoning as
above, and property iii. holds if am+11 was chosen large enough.
Set A′ = ∪iAi. It follows from properties i. and iii. of the sets A1, A2, . . . above
that D(A′) = 0, and it follows from property ii. and (3.9) that for all λ < 0, the
set ⌊Pλ(A′×B)⌋ is thick. By symmetry, the sets A = A′ ∪ (−A′) and B satisfy the
conclusions of the proposition. 
Using Corollary 2.23 and the fact that
⌊
Pλ(A×B)
⌋
= ⌊A+ λB⌋ is thick for all
λ 6= 0, we may conclude that E = ⌊A⌋ ∪ B is a set of integers with D(E) = 0 for
which there exists an ǫ > 0 such that for all λ 6= 0,
d1
(
E + λE
)
= d∗
(⌊E + λE⌋) ≥ ǫ.
In other words, even for sets of integers, the generic sumset λ1A + λ2B may have
dimension strictly greater than D(A) +D(B).
It is worth mentioning here an example from Section 4.3 of [9] addressing the
other extreme. There exist sets A,B ⊆ Z with D(A) + D(B) > 1 for which
d∗(A+ λB) = 0 for all λ ∈ R.
3.5. A Marstrand-type theorem for the mass dimension. In this section,
we prove the main Marstrand-type result for the mass dimension. In contrast to
the situation for the counting dimension, a decrease, but not an increase, in mass
dimension is possible under the typical projection of a set A ⊆ Rd. A Marstrand-
type result is recovered under the additional assumption that D(A) = D(A).
Theorem 3.2. Let A ⊆ Rd be such that D(A) = D(A), and let 0 ≤ k ≤ d. For
almost every P ∈ Pdk ,
D
(
PA
)
= min
(
k,D(A)
)
and, if A is counting and mass regular and D(A) 6= k, then dmin(k,D(A))(PA) > 0.
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The proof is separated into two bounds for D(PA) for the typical projection
P ∈ Pdk : a lower bound (Proposition 3.12) similar to that in Theorem 3.1 and an
upper bound (Proposition 3.15) showing that an increase in mass dimension does
not occur. Theorem 3.2 follows immediately upon combining the two results.
Proposition 3.12. Let A ⊆ Rd and 0 ≤ k ≤ d. For almost every P ∈ Pdk ,
D(PA) ≥ min (D(A), D(A) −D(A) + k).
If A is counting and mass regular and D(A) = D(A) 6= k, then for almost every
P ∈ Pdk , dmin(k,D(A))(PA) > 0.
As in the proof of Theorem 3.1, it suffices to fix d ≥ 2, 1 ≤ k ≤ d − 1, and, by
Corollary 2.23, A ⊆ Zd and prove the statement with P = PM for m-almost every
M in a fixed compact subset M of Mk×(d−k). Again, dependence on k, d, and M
in the asymptotic notation will be suppressed.
The analogous notion of thin-ness is useful here; recall Definition 3.5.
Definition 3.13. Let α ≥ 0 and 0 < K < ∞. A (possibly finite) set E ⊆ Zd is
(K,α)-mass bounded if for all centered cubes C ⊆ Rd with ‖C‖ ≥ 1, |E ∩ C| ≤
K‖C‖α.
Remark 3.14. Whenever a set is (K,α)-mass bounded, it will be understood that
α ≥ 0 and 0 < K < ∞. Note that dα(A) < ∞ if and only if A is (K,α)-mass
bounded for some K.
Now we may prove Proposition 3.12; the proof uses tools from Section 3.3 and
is similar to the proof of Theorem 3.1.
Proof. Let α > D(A), α 6= k. Let (Cn)n ⊆ Rd be a sequence of centered cubes
along which A achieves its mass dimension, and let An = A∩Cn. Since dα(A) = 0,
the set A is (K,α)-counting bounded for some 0 < K < ∞, and each An is finite
and (K,α)-counting bounded.
For δ > 0 and n ∈ N, let Gnδ and Gδ be defined as in (3.5). It follows just as
before that m(M\Gδ)≪K,α δ.
Let M ∈ Gδ. It follows from (3.1) and the fact that M is bounded that
‖PMCn‖ ≪ ‖Cn‖. Since PM is linear, for each n ∈ N, there exists a centered
cube C′n such that ⌊PMCn⌋ ⊆ C′n and ‖C′n‖ ≪ ‖Cn‖. Then,
D(PMA) ≥ lim sup
n→∞
log
∣∣⌊PMA⌋ ∩ C′n∣∣
log ‖C′n‖
≥ lim sup
n→∞
log
∣∣⌊PMAn⌋∣∣
log ‖Cn‖(3.11)
≥ lim sup
n→∞
log
(
δ|An|‖An‖−max(0,α−k)
)
log ‖Cn‖(3.12)
= lim sup
n→∞
(
log δ
log ‖Cn‖ +
log |An|
log ‖Cn‖ −max
(
0, α− k) log ‖An‖
log ‖Cn‖
)
= lim
n→∞
(
log δ
log ‖Cn‖
)
+ lim
n→∞
(
log |A ∩ Cn|
log ‖Cn‖
)
+min
(
0,−α+ k) lim inf
n→∞
(
log ‖An‖
log ‖Cn‖
)(3.13)
≥ D(A) + min (0,−α+ k),(3.14)
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where (3.11) follows since C′n contains ⌊PMCn⌋ and ‖C′n‖ ≪ ‖Cn‖; line (3.12)
follows since M ∈ Gδ; line (3.13) follows since the second limit in exists since A
was assumed to achieve its mass dimension along (Cn)n, and the lim sup becomes
lim inf by the sign of its coefficient; and line (3.14) follows since ‖An‖ ≤ ‖Cn‖.
If G =
⋃∞
m=1Gm−1 , then m(G) = m(M), and so for almost every M ∈M,
D(PMA) ≥ min
(
D(A), D(A)− α+ k).
Since α > D(A), α 6= k, was arbitrary, for almost every M ∈M,
D(PMA) ≥ min
(
D(A), D(A)−D(A) + k).
If A is both counting and mass regular and D(A) = D(A) 6= k, set α = D(A)
and choose a sequence of centered cubes (Cn)n so that A achieves its mass measure
along it. Since dα(A) < ∞, there is a 0 < K < ∞ so that each An = A ∩ Cn is
finite and (K,α)-counting bounded. Proceeding now as in the proof of Theorem
3.1, we may conclude that for almost every M ∈M, dmin(k,D(A))(PMA) > 0. 
The assumption of counting and mass regularity is necessary in the proof above
due to the fact that sets in general do not admit subsets which are both counting
and mass regular (see Example 2.15).
We now turn to bounding the mass dimension of the typical projection from
above. This reduces easily in the continuous setting to the fact that projection
maps are Lipschitz, but there is no such analogue here. In general, there may be
many directions in which the mass dimension of a set increases under projection.
Indeed, it is an exercise to construct a set A ⊆ Z2 with D(A) = 0 (actually,
D(A) = 0 just as easily) for which ⌊PλA⌋ = Z for all λ ∈ Q (in the notation of
Section 3.4). However, it is still true that the mass dimension does not increase
under the typical projection.
Proposition 3.15. Let A ⊆ Rd and 0 ≤ k ≤ d. For almost every P ∈ Pdk ,
D
(
PA
) ≤ min (k,D(A)).
Again, fix d ≥ 2, 1 ≤ k ≤ d− 1, A ⊆ Zd, and M⊆Mk×(d−k) compact. In what
follows, let Idn be the centered cube
[−n2 , n2 )d. Dependence on k, d, and M in the
asymptotic notation will be suppressed.
We need two lemmas, the first of which is an easy estimation argument whose
proof is left to the reader.
Lemma 3.16. For all A ⊆ Rd,
D(A) = lim sup
j→∞
log
∣∣⌊A⌋ ∩ Id2j ∣∣
log 2j
.
Lemma 3.17. Let E ⊆ Zd be (K,α)-mass bounded and 0 ≤ k ≤ d. If α < k, then
for all n ∈ N and for all ǫ > 0,
m
({
M ∈ M
∣∣∣∣∣ log
∣∣⌊PME⌋ ∩ Idn∣∣
logn
> α+ ǫ
})
≪K,α n−ǫ.
Proof. Let Ikn = Ikn × {0}d−k. The first step is to prove that for all n ∈ N,∑
z∈Ikn
∑
z′∈E
m(Mz,z′)≪K,α nα.(3.15)
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Since the double sum is increasing in n, it suffices to prove the statement for all
n ≥ 2√k. For i ∈ N, set I ′i = Id2in and S′i = I ′i \ I ′i−1; note that S′1 = I ′1. Since E is
(K,α)-mass bounded,
|E ∩ S′i| ≤ |E ∩ I ′i| ≤ K‖I ′i‖α ≪K
(
2in
)α
.(3.16)
By interchanging sums and splitting the sum on E over the shells, we may write
∑
z∈Ikn
∑
z′∈E
m(Mz,z′) =
∞∑
i=1
∑
z′∈E∩S′
i
∑
z∈Ikn
m(Mz,z′).
When i = 1, by the definition of Mz,z′ ,∑
z′∈E∩S′
1
∑
z∈Ikn
m(Mz,z′) ≤
∑
z′∈E∩S′
1
m(M) ≤ m(M)∣∣E ∩ S′1∣∣≪K,α nα.
Let i ≥ 2. Note that each coordinate of a point z′ ∈ E ∩ S′i is at least 2i−2n in
magnitude. It follows that for all z ∈ Ikn,
|z − z′| ≥ 2i−3n,
and so, by Lemma 3.4,
m(Mz,z′)≪
(
2in
)−k
.
Since α < k,
∞∑
i=2
∑
z′∈E∩S′
i
∑
z∈Ikn
m(Mz,z′)≪
∞∑
i=2
∣∣E ∩ S′i∣∣ ∣∣Ikn∣∣ (2in)−k
≪K
∞∑
i=2
(
2in
)α
nk
(
2in
)−k
= nα
∞∑
i=2
(
2α−k
)i ≪α nα.
Along with the i = 1 case, this establishes (3.15).
Now, define f :M→ R by
f(M) =
∣∣⌊PME⌋ ∩ Idn∣∣ = ∣∣⌊PME⌋ ∩ Ikn∣∣ = ∑
z∈Ikn
[
z ∈ ⌊PME⌋
]
,
where the Iverson brackets [expression] return 1 if expression is true and 0
otherwise; this map is measurable by Lemma 3.19. By the definition of f and
(3.15),
‖f‖L1(M,m) =
∑
z∈Ikn
m
( ⋃
z′∈E
Mz,z′
)
≤
∑
z∈Ikn
∑
z′∈E
m(Mz,z′)≪K,α nα.
By Chebyshev’s inequality,
m
( {
M ∈M ∣∣ f(M) > nα+ǫ} ) ≤ n−(α+ǫ)‖f‖1 ≪K,α n−ǫ.
Finally, the left hand side of the previous expression is exactly the expression in
the conclusion by taking logarithms. 
We now combine the lemmas above to prove Proposition 3.15.
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Proof. Since PMA ⊆ Rk ×{0}d−k, we have D(PMA) ≤ k, so there is nothing more
to show if D(A) ≥ k. Suppose D(A) < k, and let D(A) < α < k. It suffices by
Lemma 3.16 and the countable additivity of m to show that for all ǫ > 0, the set
Lǫ =
{
M ∈ M
∣∣∣∣∣ lim supj→∞
log
∣∣⌊PMA⌋ ∩ Id2j ∣∣
log 2j
> α+ ǫ
}
has zero measure. By the definition of the limit supremum, for all J ∈ N,
Lǫ(J) =
⋃
j≥J
{
M ∈M
∣∣∣∣∣ log
∣∣⌊PMA⌋ ∩ Id2j ∣∣
log 2j
> α+ ǫ
}
⊇ Lǫ,
so it suffices to show that m
(
Lǫ(J)
)→ 0 as J →∞. Since α > D(A), the set A is
(K,α)-mass bounded for some 0 < K < ∞. Since α < k, Lemma 3.17 applies to
give that
m
(
Lǫ(J)
)≪K,α ∑
j≥J
(
2j
)−ǫ
.
The right hand side is the tail of a convergent series, so it tends to 0 as J →∞. 
The following example complements Theorem 3.2 by showing that the assump-
tion D(A) = D(A) is necessary to prevent a decrease in mass dimension under the
typical projection. As before, for λ ∈ R, let Pλ : R2 → R2 be the projection with
range R× {0} and null space 〈(λ,−1)〉.
Example 3.18. Let 0 < α < 1. There exists a set A ⊆ R2 with D(A) = 2α with
the property that for all λ ∈ R, D(PλA) = α. To construct such a set, for each
ℓ ∈ N, consider the cube
Aℓ =
[
ℓ− ℓα, ℓ)× [0, ℓα).
Consider a sequence (ℓn)n of positive real numbers which increases very rapidly,
and let A = ∪nAℓn . The set A ⊆ R2 achieves a mass dimension of at least 2α
along the sequence of centered cubes with side lengths ℓn, and if (ℓn)n is increasing
rapidly enough, A will have mass dimension 2α. Moreover, for each fixed λ ∈ R,
the set PλA is a union of intervals, one of length approximately (ℓn)
α at a distance
of approximately ℓn away from the origin for each n ∈ N. If the sequence (ℓn)n is
increasing rapidly enough, the set PλA achieves a mass dimension of α.
3.6. Further Marstrand-type results. In this section, we derive the analogous
Marstrand-type results for projections with a fixed range R ⊆ Rd and orthogonal
projections with range of dimension k. Each of these results requires that certain
maps be measurable and non-singular with respect to the measures described in
Section 3.1.
Lemma 3.19. Let A ⊆ Rd. The maps L(Rd) to R defined by T 7→ dα(TA) and
T 7→ D(TA) are measurable.
The same conclusions hold for the maps involving the mass measures and di-
mension.
Proof. Recall that
dα(TA) = lim
ℓ→∞
sup
‖C‖≥ℓ
∣∣⌊TA⌋ ∩ C∣∣
‖C‖α .
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By taking the limit ℓ → ∞ along ℓ ∈ N and considering only those cubes with
integral side length based at points in Zd, it suffices to show that for a fixed such
cube C, the map
T 7→ ∣∣⌊TA⌋ ∩ C∣∣
is measurable. If C = ∪iCi is a partition of C into unit cubes, then
∣∣⌊TA⌋ ∩ C∣∣ =∑
i
∣∣⌊TA⌋ ∩ Ci∣∣. Therefore, it suffices to assume that C is a unit cube and prove
that T 7→ ∣∣⌊TA⌋ ∩C∣∣ = [TA ∩C 6= ∅] is measurable (here, [ · ] denotes the Iverson
brackets).
If E ⊆ Rd is open (resp. closed), then the preimage of 1 (resp. 0) under
T 7→ [TA∩E 6= ∅] is open, hence measurable. It follows that T 7→ [TA∩E 6= ∅] is
measurable. Since the cube C is a union of disjoint open and closed sets, the map
T 7→ [TA ∩ C 6= ∅] is measurable.
That T 7→ D(TA) is measurable follows from the same work using the explicit
formula (2.1) for D(TA) from Lemma 2.6. 
Definition 3.20. A measurable map ϕ : (X,B, µ) −→ (Y, C, ν) is non-singular if
for all C ∈ C, ν(C) = 0 if and only if µ(ϕ−1C) = 0. Equivalently, ϕ is non-singular
if ϕ#µ is equivalent to ν, where of ϕ#µ is the push-forward of µ to Y through ϕ.
In order to deduce analogues of the main Marstrand-type theorems for the space
of projections PdR, we will rotate the subspace R to the subspace Rk×{0}d−k. The
following lemma gives that the identification of good projections before and after
this rotation is non-singular.
Lemma 3.21. Let R ⊆ Rd be a linear subspace of Rd of dimension k, 1 ≤ k ≤ d−1.
Let B = {bi}di=1 be a basis of Rd whose first k vectors span R, and let T be the
linear map defined by Tei = bi, 1 ≤ i ≤ d. The map
ρ : PdR −→ Pdk
P 7→ T−1 ◦ P ◦ T
is measurable and non-singular.
Proof. The map ρ is continuous, hence it is measurable. Let ρ : Mk×(d−k) →
Mk×(d−k) be the map making the following diagram commutative:
PdR
ρ−−−−→ Pdky[ · ]B y[ · ]
Mk×(d−k)
ρ−−−−→ Mk×(d−k)
It suffices to prove that ρ is non-singular. It follows from the definition of ρ that
ρ is defined for M ∈Mk×(d−k) by the following equation (all matrices are d× d):
[T−1]B
(
Idk×k M
0 0
)
B−1[T ] =
(
Idk×k ρ(M)
0 0
)
,
where, by a slight abuse of notation, B is the matrix with columns b1, . . . , bd. By
the definition of T , [T ] = B, and so ρ(M) =M , which is clearly non-singular. 
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Corollary 3.22. Let A ⊆ Rd and R ⊆ Rd be a linear subspace of dimension k. If
dα(A) > 0 for some α 6= k, then for almost every P ∈ PdR, dmin(k,α)(PA) > 0. In
particular, for almost every P ∈ PdR,
D
(
PA
) ≥ min (k,D(A))
and, if D(A) > k, then dk(PA) > 0.
Proof. If k = 0 or d, the conclusion is immediate, so suppose 1 ≤ k ≤ d − 1. Let
{b1, . . . , bd} be a basis for Rd whose first k vectors span R, and let T be the linear
map defined by Tei = bi, 1 ≤ i ≤ d.
Suppose dα(A) > 0 for some α 6= k. Since T is an invertible linear transforma-
tion, by Corollary 2.24, we have dα(T−1A) > 0. Set
GR =
{
P ∈ PdR
∣∣ dmin(k,α)(PA) > 0},
G =
{
P ∈ Pdk
∣∣ dmin(k,α)(PT−1A) > 0}.
The sets GR and G are measurable by Lemma 3.19, and G is of full measure in Pdk
by Theorem 3.1.
Let ρ : PdR → Pdk be as in Lemma 3.21. Since ρ is non-singular and G is of full
measure, to show that GR is of full measure, it suffices to prove that ρ
−1G ⊆ GR.
If P ∈ ρ−1G, then T−1 ◦ P ◦ T ∈ G, meaning
dmin(k,α)
(
T−1PA
)
= dmin(k,α)
(
T−1PTT−1A
)
> 0.
By Corollary 2.24, this implies that dmin(k,α)
(
PA
)
> 0, meaning P ∈ GR. 
The proof of the analogous corollary for the mass dimension follows in exactly
the same way from Theorem 3.2 and Corollary 2.24.
Corollary 3.23. Let A ⊆ Rd be such that D(A) = D(A), and let R ⊆ Rd be a
linear subspace of dimension k. For almost every P ∈ PdR,
D
(
PA
)
= min
(
k,D(A)
)
and, if A is counting and mass regular and D(A) 6= k, then dmin(k,D(A))(PA) > 0.
In order to deduce analogues of the main Marstrand-type theorems for orthogonal
projections, we will associate an oblique projection P with range Rk × {0}d−k to
the orthogonal projection with range Null(P )
⊥
. The images of a set under P and
the associated orthogonal projection differ by an invertible linear transformation;
Corollary 2.24 applies to give that the dimensions of these images are equal.
Lemma 3.24. Let 0 ≤ k ≤ d. The map ϕ : Pdk −→ Udk sending P to the orthogonal
projection with range Null(P )
⊥
is a measurable, non-singular bijection (modulo null
sets).
Proof. This is immediate from the discussion in Section 3.1 and the fact that V 7→
V ⊥ is a measure preserving (hence, non-singular) bijection between G(d, k) and
G(d, d− k). 
Corollary 3.25. Let A ⊆ Rd and 0 ≤ k ≤ d. If dα(A) > 0 for some α 6= k,
then for almost every U ∈ Udk , dmin(k,α)(UA) > 0. In particular, for almost every
U ∈ Udk ,
D
(
UA
) ≥ min (k,D(A))
and, if D(A) > k, then dk(UA) > 0.
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Proof. Let ϕ : Pdk −→ Udk be as in Lemma 3.24. Let P ∈ Pdk , and set U = ϕ(P ),
R = Null(P )
⊥
= Range(U). Since P |R : R → Rk × {0}d−k is an invertible linear
map, Corollary 2.24 gives that for all B ⊆ R,
dα(B) ≍α,d,P dα(PB).
Since Range(U) = R and P ◦ U = P , for all B ⊆ Rd,
dα(UB) ≍α,d,P dα(PUB) = dα(PB).(3.17)
Suppose dα(A) > 0 for some α 6= k. Set
GU =
{
U ∈ Udk
∣∣ dmin(k,α)(UA) > 0},
G =
{
P ∈ Pdk
∣∣ dmin(k,α)(PA) > 0}.
The sets GU and G are measurable by Lemma 3.19, and G is of full measure in Pdk
by Theorem 3.1.
Since ϕ is non-singular and G is of full measure, to show that GU is of full
measure, it suffices to prove that G ⊆ ϕ−1(GU ). So, let P ∈ G. It follows from
dmin(k,α)(PA) > 0 and (3.17) that dmin(k,α)
(
ϕ(P )A
)
> 0. Therefore, ϕ(P ) ∈
GU . 
As before, the proof of the analogous corollary for the mass dimension follows in
the same way from Theorem 3.2 and Corollary 2.24.
Corollary 3.3. Let A ⊆ Rd be such that D(A) = D(A), and let 0 ≤ k ≤ d. For
almost every U ∈ Udk ,
D(UA) = min
(
k,D(A)
)
and, if A is counting and mass regular and D(A) 6= k, then dmin(k,D(A))(UA) > 0.
3.7. Applications. The main application of Theorems 3.1 and 3.2 is arithmetic,
a result of the fact that projections of the product set A1 × · · · × Ad ⊆ Rd to
R× {0}d−1 are (naturally identified with) sets of the form
A1 + λ1A2 + · · ·+ λd−1Ad =
{
a1 + λ1a2 + · · ·+ λd−1ad
∣∣ ai ∈ Ai}
for λ = (λ1, . . . , λd−1) ∈ Rd−1. Understanding the dimension and regularity of
A1× · · ·×Ad gives us information on the dimension and regularity of such sumsets
for Lebesgue almost every λ.
Corollaries 3.26 and 3.27 below follow immediately from the definitions in Section
2.6 and from Theorems 3.1 and 3.2, respectively. By dilating the set A1 + λ1A2 +
· · · + λd−1Ad by a non-zero constant, the corollaries below may be stated so that
the sumset in question is in the homogeneous form λ1A1 + λ2A2 + · · ·+ λdAd.
The following Corollary is similar to, but more general than, Theorem 1.3 in [9].
Corollary 3.26. Let Ai ⊆ R, 1 ≤ i ≤ d. If {A1, . . . , Ad} is counting compatible,
then for Lebesgue-a.e. λ ∈ Rd,
D(λ1A1 + · · ·+ λdAd) ≥ min
(
1, D(A1) + · · ·+D(Ad)
)
and, if
∑
iD(Ai) > 1, d
1(λ1A1 + · · · + λdAd) > 0. If {A1, . . . , Ad} is strongly
counting compatible and
∑
iD(Ai) 6= 1, then for Lebesgue-a.e. λ ∈ Rd,
dmin(1,
∑
iD(Ai))(λ1A1 + · · ·+ λdAd) > 0.
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Corollary 3.27. For each 1 ≤ i ≤ d, let Ai ⊆ R be such that D(Ai) = D(Ai). If
{A1, . . . , Ad} is counting and mass compatible, then for Lebesgue-a.e. λ ∈ Rd,
D(λ1A1 + · · ·+ λdAd) = min
(
1, D(A1) + · · ·+D(Ad)
)
.
If {A1, . . . , Ad} is strongly counting and strongly mass compatible and
∑
iD(Ai) 6=
1, then for Lebesgue-a.e. λ ∈ Rd,
dmin(1,
∑
i
D(Ai))(λ1A1 + · · ·+ λdAd) > 0.
The following more concrete examples follow immediately from the previous two
corollaries using Examples 2.35 from Section 2.6.
Examples 3.28. The statements below hold for Lebesgue-a.e. λ ∈ Rd, where the
set of exceptional λ’s depends on the specific sets in each example.
i. For P the set of prime numbers and f a real, non-constant polynomial,
d∗
(⌊P + λf(Z)⌋) > 0.
ii. For A ⊆ R,
D(λ1A+ · · ·+ λdA) ≥ min
(
1, dD(A)
)
.
Moreover,
a. if dD(A) > 1, then d1(λ1A+ · · ·+ λdA) > 0;
b. if A is counting regular and dD(A) 6= 1, then dmin(1,dD(A))(λ1A+· · ·+λdA) >
0;
c. if D(A) = D(A), then D(λ1A+ · · ·+ λdA) = min
(
1, dD(A)
)
;
d. if D(A) = D(A), A is counting and mass regular, and dD(A) 6= 1, then
dmin(1,dD(A))(λ1A+ · · ·+ λdA) > 0.
iii. For non-constant polynomials f1, . . . , fd ∈ R[x],
D
(
λ1f1(Z) + · · ·+ λdfd(Z)
)
= min
(
1,
1
deg f1
+ · · ·+ 1
deg fd
)
.
Moreover, if
∑
i(deg fi)
−1 6= 1, then
dmin(1,
∑
i(deg fi)
−1)(λ1f1(Z) + · · ·+ λdfd(Z)) > 0.
This example in the special case that fi ∈ Z[x] is essentially Theorem 1.1 in
[9].
iv. This final example is meant to demonstrate the generality of the results in this
paper using examples from Section 2.6. Let A ⊆ R. The integer Cantor set
C consisting of non-negative integers that may be written in base 7 using only
the digits 0 and 6 has counting and mass dimension log 2
/
log 7 and is counting
and mass universal. The generalized IP set
E =
{
n∑
i=1
xi2
i2
∣∣∣∣∣ n ∈ N, 0 ≤ xi < 2i
}
has counting and mass dimension 1/2 and is counting and mass universal since
it satisfies (2.12). It follows that
D(λ1A+ λ2C + λ3E) ≥ min
(
1, D(A) +
log 2
log 7
+
1
2
)
.
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Moreover, if D(A) = D(A), then
D(λ1A+ λ2C + λ3E) = min
(
1, D(A) +
log 2
log 7
+
1
2
)
.
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