INTRODUCTION
A time delay system is a dynamic system whose evolution in time depends not only on its actual state but also on the past one. This class of systems frequently appears in real processes since there are delays associated to almost every sensor or actuator. Mathematically, a time-delay system is described by means of delay differential equations [3] .
The problem of control of time delay systems has been treated in the literature starting with the input-output decoupling problem for a class of linear time delay systems [4, 9] . In particular, the disturbance decoupling problem (DDP) has been treated making use of different approaches (see, e.g., [10] and references therein).
For systems without delays, the study of the structure of linear and nonlinear systems has been useful to solve important control problems, including disturbance decoupling. It has been extensively investigated in the continuous time case as well as in the discrete time case. Some generalizations to linear time delay systems already exist [5] . However, the study of the structure of nonlinear time delay systems is still an open issue.
The objective of this paper is to present a generalization for time delay systems of the well-known Singh's inversion algorithm [8] . It allows to generalize the notion of inverse systems for nonlinear time-delay systems. A sufficient condition that assures the left-invertibility of a system of the considered class is given in terms of the equivalent notion of the rank of a delay system.
A first attempt for the application of this inversion technique to solve control problems as disturbance decoupling in the multiple-input multiple-output case may be found in [6] . This paper is organized as follows. Section 2 presents the special notation used to describe the class of systems under consideration and some preliminary definitions.
The algorithm and a definition of left-invertible systems are described in Section 3. Finally, some concluding remarks are given in Section 4.
NOTATIONS AND PRELIMINARY DEFINITIONS
In this section, the class of considered systems will be defined, and the mathematical setting to be used in this paper, which was introduced in [7] , will be recalled. This approach is valid for systems with non-commensurable delays. Even if all of the contributions set forth may be extended to this case, for the sake of simplicity it will be considered that all the delays are multiples of an elementary delay h. Furthermore, it will be assumed that the time axis has been scaled to have h = 1. Under these assumptions, the considered multiple-input multiple-output (MIMO) nonlinear time-delay systems are described by
where only a finite number of constant time delays occur. The state x G JR n , the input u e -K m and the output y G M p . The entries of / and gi are meromorphic functions of their arguments. The notation f(x(t-r) ) r G N) stands for f(x(t), x(t-1),..., x(t -s)), for some s e IN. <p(t) is a continuous function of initial conditions.
Let K be the field of meromorphic functions of a finite number of variables in íx(t -r), uW(ť -r), r, k G N\ These variables are independent in the sense that they are not related by any equa tion except differential/difference equations. Let £ be the formal vector space over K given by £ = span^dc;|t; G AC}.
Let {dz{} be a basis of £. One defines a second vector space as follows:
The wedge product is defined as a linear mapping from £ x £ to £ 2 . This mapping is associative, distributive and skew-symmetric:
Previous equation implies that dzi(t -k)
A dz{(t -/) is zero only for k = /, which reflects the independence of the variables defined in /C.
The time-shift operator 8 is defined by
denote the ring of polynomials of the operator 6 with coefficients over a field T. Every element of this ring may be written as
where r Q is the polynomial degree of a (6) . Note that if the field is /C, this ring does not commute. Addition and product on this ring are defined by
Lemma 1.
For all a(6), b(6) G JC [6] there exist a (6) , (3(6) e K, [6) s. t.
a(6)a(6) + /3(6)b(6) = 0.
Proof. from which we may have up to (r Q + rp + 2) -(r Q + r a +1) ----r Q -r& + 1 independent solutions. One solution may be obtained from (2) for r Q > r&.
•
a(6)a(6)b(6) = (3(6)b(6)a(6).
Define M as the left module over JC [6] given by M =span x: r f 5]{d^|^ eJC}.
Let {CJI, ... ,u; r } G £ be a set of vectors. Then, denote span^m^i,..
• ,u; r } as the submodule of M generated by {CJI ,...,u r }.
Under this approach, any element CJ of Ai, also called a 1-form, is said to be exact if there exists a function cp G /C such that u = dip.
Note that any 1-form u G M is also an element of £. Hence, Poincare's Lemma [1] holds: Under this formalism, systems under consideration may be written as
Finally, define the following submodule of Ai:
THE STRUCTURE OF THE SYSTEM
System inversion is an important issue. It is appealing since, whenever an inverse systems exists, it may give a control law that generates any desired trajectory. Having this application in mind, we may accept time advances in the output since, for most applications, the desired trajectory is known in advance. In the case of systems without delays, the use of structural information has proved to be useful to solve this problem. In this section, an extension for nonlinear time-delay systems of Singh's structure algorithm [8] is presented. This allows to extend the notions of rank and invertibility to this class of systems. Section ends with the statement of a sufficient condition for the existence of an inverse system.
Structure algorithm
Step 0. Define po = 0, Fn = 0, and
, r E W) = 0.
Step k + i(x,ў,...,y<~кҲб) . u. 
Since pk is a non-decreasing sequence of integers bounded by the number of inputs and outputs, the algorithm converges, at the most, at step n.
The rank p of the system is then defined as p := max{/?jь,Aľ > 1}.
Invertibility
As stated at the beginning of this section, when considering the problem of output inversion we may accept advances in the output. An inverse system is then defined as
u (t) = H (yW (t ±i) lT] (t -i), z (t -i),
i G 0 • -m', k G N)(5)
z(t + r z ) = K (yW (t±i),r)(t-i) 1 z(t-i),ieO-m' 1 kelN) .
Note that no advances are allowed in the new state. The reason is that, in such case, information about future values of system's state would be needed for proper initialisation. (5) is a left inverse system for system (1) if the output u (t) of (5) is equal to the input u (t) of (1) whenever the output y(t) of (1) is chosen as the input y(t) of (5) for a proper initialisation of (5). For time-delay systems it is no sufficient to have a rank equal to the number of inputs to be left-invertible, as shown by the following example.
Definition 1. System
y(t) = Xl (t) for which p = m = 1. From the structure algorithm we have
for which it is easy to see that no inverse of the form (5) may be found.
Previous example shows that additional conditions should be stated to assure the existence of an inverse system. Assume now that the algorithm converges at the step k. Then, from equation (4) 
Proof. Let Fk t (t) represent the ith row of Fk(t)> Equation (7) implies [ «2(ť)
x 2 (t)
Structure algorithm
Step 0. 
Step 2.
+
Since p2 = 2 = m, the algorithm ends by defining An inverse system is given by (9) . After a state reduction, one gets ui(t) = y 2 (t)
U2(t) = [y\(t)-y2(t-l)yi(t)ly 2 (t-l)-yi(t)z(t)}/y 2 (t-l) z(t + l) = [y\(t)-y 2 (t-l)yi(t)/y 2 (t-l)-yi(t)z(t)]/y 2 (t-l).

CONCLUSIONS
An extension of Singh's inversion algorithm for time-delay systems has been given. Convergence of the algorithm is not sufficient for the existence of an inverse system and suitable additional conditions have been displayed in Theorem 1. These results are innovative also in the special case of linear systems since, to our best knowledge, no inversion algorithm has been explicitly given in the literature. This information can be used for the analysis of control problems such as the disturbance decoupling. Implementation of effective algorithms is still an open problem for future research.
