Let L(G) be the Laplacian matrix of G. In this paper, we characterize all of the connected graphs with second largest Laplacian eigenvalue no more than l; where l . = 3.2470 is the largest root of the equation µ 3 − 5µ 2 + 6µ − 1 = 0. Moreover, this result is used to characterize all connected graphs with second largest Laplacian eigenvalue no more than three.
Introduction
In this paper, all graphs are undirected connected graphs without loops and multiple edges.
Let G = (V , E) denote a simple graph with vertex set V = {v 1 , v 2 , . . . , v n }. Let d(v i 
. , n). We denote the diagonal matrix of vertex degrees by D = D(G) and denote the adjacency matrix by A(G). Then L(G) = D(G) − A(G) is
called the Laplacian matrix of G (for example, see [6] ). Obviously, L(G) is a positive semi-definite symmetric matrix. We use Φ(G; µ) to denote the Laplacian characteristic polynomial of L(G). Its eigenvalues will be called the Laplacian eigenvalues of graph G. They will be denoted and ordered
the principal submatrix of L(G)
formed by deleting the row and column corresponding the vertex v.
Let U be a set of vertices in V (G). Denote by G[U] the induced subgraph by U. Let G − e be the graph which is obtained from G by removing edge e from the edge set of G. The Laplacian matrix L(G) is sometimes called the Kirchhoff matrix of the graph G due to its role in the well-known Matrix-Tree theorem [10] . Since the algebraic properties of the Laplacian matrix are very useful in researching the structural properties of a graph G, the properties of the Laplacian matrix corresponding to G become an important topic (see [6, 7] ). More and more people are interested in the work of determining graphs with a small number of Laplacian eigenvalues exceeding a given value or studying the bounds of the kth Laplacian eigenvalue. For example, Merris in [5] studied the relations between the structure of graphs and the number of eigenvalues greater than two. On the other hand, Gutman et al. in [4] discovered some connections between photoelectron spectra and the Laplacian eigenvalues of the underlying molecular graphs. Especially, Petrović et al. in [9] stressed that the results of determining graphs with a small number of Laplacian eigenvalues can be of interest in the photoelectron spectroscopy of organic compounds and characterized all connected bipartite graphs with µ 3 (G) < 2. After then, Zhang in [11] studied the graphs with fourth Laplacian eigenvalue less than two. He also characterize all connected bipartite graphs whose third largest Laplacian eigenvalue is less than three in [12] . Recently, G.R. Omidi in [8] investigated graphs of index less than two and stated the benefit of this work to cospectrality of graphs. The background of spectral graph theory and terminology not defined can be found in [1] .
In this paper, we characterize all the connected graphs with second largest Laplacian eigenvalue no more than l; where l . = 3.2470 is the largest root of the equation µ 3 −5µ 2 +6µ−1 = 0. Moreover, this result is used to characterize all connected graphs with second largest Laplacian eigenvalue no more than three.
Some graphs with µ 2 (G) ≤ l
We first present some well known results which will be often used in our proofs.
Lemma 2.1 ([3]). Let G be a simple graph with order n, H is a subgraph of G (not necessarily an induced
subgraph) with order m ≤ n. Then for i = 1, 2, . . . , m, we have µ i (G) ≥ µ i (H).
Lemma 2.2 ([2]
). Let A be a Hermitian matrix with eigenvalues µ 1 ≥ µ 2 ≥ · · · ≥ µ n and B be one of its principal submatrix with eigenvalues µ
These inequalities are known as Cauchy's inequalities. Especially, if m = n − 1 and i = 1, 2, we can get that µ
We use G to denote the set of all connected graphs G with the property: µ 2 (G) ≤ l; where l . = 3.2470 is the largest root of the equation µ 3 −5µ 2 +6µ−1 = 0. Obviously, this property is hereditary.
As a direct consequence of Lemma 2.1, whenever G satisfies this property and H is a subgraph of G, then H also satisfies µ 2 (H) ≤ l. Hence the hereditary of this property implies that there exist minimal graphs that violate it. Such graphs are called forbidden subgraphs. By a direct calculation, we present 14 forbidden subgraphs in Fig. 1 and their second largest eigenvalues in Table 1 . Table 2 .) Table 1 µ 2 of forbidden subgraphs. Fig. 2 ).
and only if it is a subgraph of one of graphs G 4 and G 5 (in
Proof. By a direct calculation, we have the Laplacian characteristic polynomial of G
Similarly, we have the Laplacian characteristic polynomial of G * (a, b):
, Obviously, it is easy to see that the graphs G
) be a graph with order n = 2a + b + 2c + 3d + 1 as in Fig. 4 and v ′ be the unique vertex in G whose degree is d(v
consists of some isolated vertices, separated paths P 2 and P 3 . We use
which is obtained by deleting the row and the column of
Lemma 2.6. Let G(a, b, c, d) be a graph with order n
= 2a + b + 2c + 3d + 1 as in Fig. 4, where a, b, c, d ≥ 0. Then µ 2 (G(a, b, c, d)) ≤ l, i.e. G(a, b, c, d) ∈ G. Proof. By Lemma 2.1, µ 2 (G(a, b, c, 0)) ≤ µ 2 (G(a, b, c, d)) (d ≥ 1). By a direct calculation, we have the characteristic polynomial of L v ′ (G(a, b, c, d)): det(µI − L v ′ (G(a, b, c, d))) = (µ 3 − 5µ 2 + 6µ − 1) d (µ 2 − 3µ + 1) c (µ − 1) a+b (µ − 3) a . If d ≥ 1, the largest root of µI − det(L v ′ (G(a, b, c, d))) = 0 must be l . = 3.2470, which is exactly the largest root of µ 3 − 5µ 2 + 6µ − 1 = 0. By Lemma 2.2, we have that µ 2 (G(a, b, c, d)) ≤ µ 1 (L v ′ G(a, b, c, d)) = l (a, b, c, d ≥ 0).
All connected graphs with µ 2 (G) ≤ l
Denoted by Γ n the set of all connected graphs of order n that do not have any subgraphs isomorphic to one of the graphs in Lemma 2.3. In this section, we first characterize all graphs G ∈ Γ n . Then we characterize all connected graphs whose second largest Laplacian eigenvalue is no more than l; where l is the largest root of µ
is a tree, then G must be a subgraph of one of the graphs G
Proof. Since G ∈ Γ n , by Lemma 2.3, P 8 is a forbidden subgraph of G. We have that the diameter of G (denoted by d(G)) is less than 7. Hence we consider it in the following five cases: 
In this case, G must contain an induced subgraph P 6 , say v i ∼ v i+1 for i = G(0, b, c, 1) (c ≥ 1) .
In this case, G must contain an induced subgraph P 5 , say v i ∼ v i+1 for i = 1, 2, . . . , 4. Let U be the vertex set {v 6 , v 7 , . . . , v n }. Then there does not exist any vertex in U which is adjacent to v 1 or v 5 . We consider this case in the following two subcases. 
is a forbidden subgraph of G and d(G) = 4, G[U]
does not contain P 3 . Moreover, by Lemma 2.1, P 3 
is not a subgraph of any component of G[U]. Then

G[U] must consist of some isolated vertices and separated edges (i.e. P 2 ). Hence
In this case, it is easy to see that G ∼ = K 1,n−1 , which can be denoted by G(0, n − 1, 0, 0).
The length of a longest cycle in G is called the circumference of G. We denoted it by c(G). 2, 3 ) and
Theorem 3.2. Let G ∈ Γ n . If G is a connected graph with n vertices and m(≥ n) edges, then G must be a subgraph of one of the graphs G
Proof. Since G is a connected graph with n vertices and m(≥ n) edges, then G must contain at least one cycle. Since P 8 is the forbidden subgraph of G, we have that c(G) ≤ 7. By Lemma 2.3, C 5 and C 7 are the forbidden subgraphs of G, we have that c(G) ̸ = 5 and c(G) ̸ = 7. So, we will split the proof in the following three cases: If there does not exist any path P 3 , such that its unique non-pendant vertex is adjacent to v 1 . Namely, all of the paths P 3 are adjacent to v 1 in one of its pendant vertices. Then all of the isolated vertices can be adjacent to v 1 with one edge and all of the separated edges can be adjacent to v 1 with one or two edges.
Since G 7 and G 8 are subgraphs of G 1 , we sum up the results of Theorems 3.1 and 3.2 as follows. The converse follows from Theorem 3.4.
In [12] , all connected bipartite graphs with µ 2 (G) ≤ 3 are determined. In the following corollary, we determine all connected graphs with µ 2 (G) ≤ 3. The largest root of this polynomial on µ is 3. By Lemma 2.2, it is easy to get that µ 2 (G(a, b, c, 0)) ≤ 3 (a ≥ 1). On the other hand, since µ 2 (G(1, 0, 0, 0)) = µ 2 (K 3 ) = 3, by Lemma 2.1, we have
