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Abstract— Due to limited energy resources, mo-
bile computing requires an energy-efficient archi-
tecture. The dynamic nature of a mobile environ-
ment demands an architecture that allows adapting
to (quickly) changing conditions. The mobile has to
adapt dynamically to new circumstances in the best
suitable manner. The hardware and software archi-
tecture should be able to support such adaptability
and minimize the energy consumption by making
resource allocation decisions at run-time. To make
these decisions effective, a tradeoff has to be made
between computation, communication and initial-
ization costs (both time and energy). This paper
describes our approach to construct a model that
supports taking such decisions.
Keywords—low power, mobile computing, quality
of service, run-time energy management.
I. Introduction
MOBILE computing is becoming big business;more and more people make use of handheld
devices that includes laptops, personal digital agents
(PDAs) and telephones.
Two typical characteristics required for amobile are
the ability (1) to adapt to changing conditions and
(2) to deal efficiently with a limited amount of energy
resources.
As people move around and carry mobiles with
them, these movements cause a quickly changing en-
vironment for the mobile. Moreover, wireless network
connections vary in quality, for instance due to inter-
ference with other users, a passing vehicle, a tunnel,
a building or the weather. So, the environment of the
mobile may change drastically - in short term as well
as in long term - in available resources as well as in
available services. Optimizing a mobile for a specific
situation is not enough. A good set of parameters for
one situation may be bad for another situation. One of
the key differences between mobile- and fixed systems
is that the former has to be able to adapt to changes
in Quality of Service (QoS) resulting from mobility,
rather than trying to provide hard guarantees [4].
A growing number of applications are integrated
on a single mobile device. Some of these applications
will result in a more frequent use of the handheld.
Another observation is that more powerful applica-
tions, generate a continuous demand for more com-
puting power. The more frequent and intensive use
of the handheld raises a problem: The capacity of
the battery is limited and the battery is quickly de-
pleted. The battery is small and cannot be enlarged
because of the restricted size and weight of the hand-
held. Battery research improves the capacity of the
battery of only a few percents per year [5]. Therefore
mobiles have to become more energy efficient. Low-
power hardware is a first requirement for minimizing
energy consumption. A lot of research has been done
in this area. However, low-power hardware alone is
not enough. The software has to exploit the capabil-
ities of the low power hardware; software support is
needed.
Our goal is to construct a model for this soft-
ware support that allows us (1) to adapt the mo-
bile to the changing environment and (2) to minimize
energy consumption of a mobile at runtime, given
a certain QoS. This model is called the Chameleon
model, adapting the mobile to different situations like
a Chameleon. The Chameleon model deals with the
software level; optimizations on the hardware level
will not be part of this model. The Chameleon model
takes care for the long-term adaptations in particular.
Individual sub systems should cover the short-term
adaptations. This paper focuses on our approach to
construct the Chameleon model.
The structure of remainder of the article will be
as follows. The second section will describe the
most important aspects we take into account in the
Chameleon model with regard to adaptability and
minimizing the energy consumption. The next section
will give an outline of our approach and starting points
for developing the mentioned model. The fourth sec-
tion will discuss one of the case studies, which will be
used to develop and to validate the model.
2II. Policies
To adapt the mobile to the current environment and
to minimize the energy consumption, a lot of decisions
in different areas can be made, each having several
trade-offs. This section addresses some of the areas
that the Chameleon model should cover, and describes
some of the trade-offs.
A. Partitioning and allocation
An algorithm can be implemented in software or
in hardware. Choosing a specific software or hard-
ware implementation has several consequences, be-
cause each implementation has different characteris-
tics. In general, a hardware implementation is more
energy efficient and has a better performance than a
software implementation. A software implementation
is more flexible; small changes and bug fixes can be
implemented quickly and easily. On the other hand,
small changes in a hardware implementation of an al-
gorithm may require a new design, which can take
a long time. A hybrid solution with a combination
of hardware and software can offer flexibility, has a
good performance and is energy efficient. This range
between efficient hardware and flexible software is il-
lustrated in fig 1. In most applications or algorithms,
there are only a few kernels that are computational
intensive. For example, mp3 decoding has a computa-
tional intensive discrete cosine transform (DCT) ker-
nel, which is only a small amount of the total code.
This DCT kernel may be executed in a dedicated piece
of hardware. Others parts of the algorithm that are
not so computational intensive can be executed in
software on a general-purpose processor.
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Fig. 1. Characteristics of hardware/software
Partitioning a program between hardware and soft-
ware is generally known as hardware/software co-
design. The difference between hardware/software co-
design and our approach is the time at which the
decisions are made. In hardware/software co-design
a partitioning is made at design time and is static.
Making partitioning decisions at design time may not
always be optimal or may even be impossible, due to
the dynamic nature of the environment of a mobile.
Therefore, in a mobile environment a more dynamic
approach is preferred. In our approach we investi-
gate whether it is possible to make these partitioning
decisions at run-time, adapting to the current circum-
stances. Making these decisions at run-time instead
of at design time implies that there will be a lim-
ited decision time available, because making a deci-
sion also takes time and energy. Therefore a simple
algorithm is required to make these partitioning de-
cisions; extensive simulation for instance is not possi-
ble. So, making a decision at design time will likely
give a better partitioning than at run-time due to the
fact that a more sophisticated algorithm can be used.
On the other hand, the run-time partitioning is bet-
ter adapted to the current situation in contrast to a
static partitioning at design time. So, a run-time par-
titioning may be less efficient but more effective than
a partitioning made at design time.
The goal of hardware/software co-design partition-
ing is often to improve the performance of a sys-
tem. Henkel, [7] on the other hand, presents a hard-
ware/software partitioning approach that minimizes
the energy consumption of the system. He reports
power consumption reductions between 35% and 94%
at the costs of relatively small additional hardware
overhead. The performance is maintained or even
slightly increased compared to the initial design.
Partitioning is not restricted to the handheld. Par-
titioning a program over the mobile and a server in
the network can be attractive. Remote execution of
a process gives about zero computation costs for the
mobile. However, we do have energy costs for commu-
nication with the remote process. The total amount
of energy needed for transmitting input data and re-
ceiving output data should be less than the amount of
energy needed to execute the process on the mobile.
This approach is especially suitable for computation-
ally intensive processes with relatively small amount
of data. Rudenko et al. [12] describe experiments with
remote process execution to save battery energy of the
mobile. They reach a power consumption reduction
of up to 50% for the remote execution of relative large
tasks.
Why is it not possible to have always the same par-
titioning? First, decisions to make a partitioning may
depend on the environment of the mobile. This envi-
ronment has a dynamic nature, so the trade-offs for a
partitioning decision can be different. Secondly, there
may be a lack of shared resources, especially if the mo-
bile has a high load. This can for instance be the case
when several algorithms use a shared resource, e.g. a
3FPGA, which is configured for a specific process im-
plementation. Finally, remote process execution may
not always be possible. It’s clear that a server can
be used only if the server supports partitioning and
it is possible to reach it through a (wireless) network
connection.
B. Algorithm selection
For a specific service, the most suitable algorithm
has to be selected. Example: A mobile that commu-
nicates wirelessly with a base station, may apply for
different infrastructures. For example, a WaveLAN,
a GSM or UMTS connection may be used. The de-
cision space can be restricted, e.g. a connection is
not available if there is no coverage. Choosing a spe-
cific infrastructure implies using the matching proto-
col and algorithms. Parameters for this decision are
among others energy consumption, availability, costs
and bandwidth.
C. Algorithm parameters
Algorithms often have specific parameters to influ-
ence their exact behavior. The choice of these param-
eters can have consequences for the power consump-
tion. For example, consider the amount of redundancy
used in a protocol to carry out the forward error cor-
rection. More redundancy implies transmitting more
bits and transmitting bits costs energy. However, if
the amount of redundancy is too small, the receiver
cannot correct the errors and the whole packet has to
be sent again. This will also consume a lot of energy.
Therefore, depending on the current channel quality,
a trade-off has to be made between the amount of
energy consumed for redundancy and the amount of
energy used for retransmission.
D. Policies for dynamic power management
Hardware components designed for low power have
often different operation modes, e.g. off, sleep, idle
and active. In different modes, the power consump-
tion of a device varies. Hardware components that
are inactive, can be set in a low power mode (e.g.
sleep or off). Transitions from one mode to another
cost energy and time, see figure 2. If the sleep time if
too short, switching between modes can even increase
the energy consumption and introduce an annoying
delay. There is a trade off between the amount of
energy to save in another mode and the energy costs
and the delay introduced by the needed transitions.
The two main questions are: (1) when to shutdown,
and (2) when to wake-up [6]. The set of rules that
describes the conditions that determine when a tran-
sition occurs between different modes is called a pol-
icy. Different components require different policies.
An overview is given in [9].
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Fig. 2. Transitions between different states
The most common approaches are predictive tech-
niques and stochastic control. Predictive techniques
are based on heuristics, like a time-out. No strong
optimality has been found [11] for heuristic dynamic
power management (DPM) techniques. According
to [2], it is more appropriate to assume a stochastic
model for the system. However, stochastic techniques
assume a priori knowledge of the system and its work-
load statistics [2]. This may be a problem for a mobile,
due to the dynamic nature of the environment. For
both predictive and stochastic techniques, static and
adaptive approaches can be used. Static approaches
are independent of the current workload, in contrast
to adaptive approaches.
III. Approach
This section describes the approach we intend to
use for developing the Chameleon model.
A. Properties of the decision trade-offs
The decisions mentioned in the previous section,
which have to be made by the Chameleon model, re-
quire a careful trade-off between computation, com-
munication and initialization costs. Initialization
costs are not always neglectible. For example, recon-
figurable hardware has to be (re)configured before it
can be used. If the process time is relative short com-
pared to the initialization time, it may not be worth
to execute the process in reconfigurable hardware. In-
stead it may be better to do the execution in software.
Due to the dynamic nature of a mobile environment,
it is not possible to determine a static solution on
beforehand. The decisions have to be made at run-
time. The mobile has to adapt dynamically to its
changing environment.
A complicating factor is that the decisions are re-
lated to each other. Changing one parameter may
4affect another. For example consider data compres-
sion before transmission over a wireless link. De-
spite the extra energy needed to perform the com-
pression, energy may be saved because less data has
to be sent. However, error correction for compressed
data is harder. So, given a certain signal to noise
ratio, there is a higher probability that a compressed
package needs to be retransmitted. This may result in
more frequent retransmissions, which nullifies the gain
reached by the compression, or requires even more en-
ergy.
The decisions are directly influenced by the environ-
ment, including the user of the mobile. The quality of
the wireless channel, the number and type of applica-
tions in use and the availability of a base station are
all aspects that influence the decisions directly.
The current status of the system also influences the
decisions to be made. There may exist a better total
solution that is currently not feasible, because there
are existing processes that cannot be stopped or mi-
grated.
There are constraints, like performance, that have
to be met. A user demands a minimum quality of
service that has to be guaranteed in the current situ-
ation, if possible at all. The end result of the decisions
taken, have to meet these requirements.
B. Hierarchical structure
We believe that it is important to cover the relations
and interactions of different sub parts of a mobile sys-
tem in a model to achieve a global optimization of
the mobile’s architecture. If independent optimiza-
tion models are used for different parts, optimizations
of the parts are the result instead of a global opti-
mization of the system. Optimizing the sub parts
may result in a non-optimal system and optimizing
the global system may lead to non-optimal sub sys-
tems. If one model has to cover all the details of the
sub systems, it will become too complex. Therefore,
a hierarchical model is used, in which the models of
the sub systems will only pass the relevant control pa-
rameters to a higher level. This gives an abstraction
to handle the complexity and also takes care for lo-
cal adjustable sub parts of the mobile system avoiding
needless overhead.
C. Functional program description
After partitioning, parts of a program will run in
hardware and parts in software. Since the partition-
ing is made at run-time, it is on beforehand unknown
which implementation of a certain function will run.
Therefore, an abstraction has to be made from the
exact implementation to describe the functional be-
havior of the program.
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Fig. 3. Processes interconnected with channels. Different
implementations of the processes are available.
To describe a program, we make use of commu-
nicating processes, depicted in the left part of fig-
ure 3. There are no dependencies between processes
(like shared variables) except the order of execution (if
any). A process can have multiple implementations,
in hardware, in software or outside the mobile. Each
process has to have at least one implementation. Each
implementation has different characteristics, such as
performance, delay and energy consumption. At run-
time a trade-off will be made that is dependent on
the current QoS parameters (e.g. quality of wireless
link), the characteristics of the different implementa-
tions (e.g. energy consumption, performance), and
the optimization requirements (e.g. minimize energy
consumption). The target function for the optimiza-
tion may differ, which may give another partitioning.
For example, optimizing for performance may result
in another partitioning as optimizing for minimum en-
ergy consumption. For each process the most suitable
implementation for the given situation will be selected
from a library, see the right of figure 3.
Communication between processes only occurs by
means of channels. The channel concept is derived
from the plan9 operating system [10] from Bell Labs.
A channel is a first in first out (FIFO) queue for fixed-
size messages. Processes use explicit communication
primitives like send to write a message into a channel
and receive to read a message from a channel. A chan-
nel may contain a buffer. If a channel is unbuffered, a
send operation blocks until the corresponding receive
operation occurs and vice versa. Channels are one-
way. Channels are point-to-point, the end of a channel
is always connected to exactly one process; multicasts
are not supported. This mechanism provides a uni-
form interface for communication. Processes do not
5have to know whether the process on the other side of
the channel is running in hardware, in software or on
a server.
IV. Case study
To determine the most relevant parameters and to
develop and validate the Chameleon model, a number
of case studies will be used. One of these cases is the
turbo-decoding algorithm.
Turbo coding is an error-correcting algorithm for
transmitting data over a wireless link. The introduc-
tion of Turbo Codes by Berrou et al. [3] in 1993
opened up new perspectives for channel coding the-
ory. Using turbo coding, a bit error rate near the
Shannon limit [13] can be obtained. The wide range
of potential applications created a large interest in this
coding scheme. Turbo codes are part of the third gen-
eration telephony standard UMTS [1]. For a general
introduction to turbo coding, see [14].
A. Turbo (de)coding principe
The turbo encoder of 3GPP-UMTS [1], consists
of two parallel 8-state Recursive Systematic Conven-
tional (RSC) encoders and an interleaver, see figure
4.
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Fig. 4. Turbo encoder
An 8-state RSC encoder is a 3-bit shift register with
XOR functions in the feedback loops. The output
of the turbo encoder consists of the original message
(systematic output syst from RSC 1) and the par-
ity output enc1 and enc2 from both RSCs, resulting
in a 1/3 code. The structure is also known under
the name Parallel Concatenated Convolution Code
(PCCC). Turbo codes are block codes. The block-
length of a message is determined by the interleaver
length. In 3GPP-UMTS this interleaving length is
specified between 40 and 5114 bits. The total number
of bits which are send over the channel is 3*m+12,
where m is the block-length of the message, and 12
is the number of termination bits to ensure that the
encoders are returned in the initial state.
Figure 5 shows a (simplified) turbo decoder. The
two most important modules are the (de)interleaver
and the Soft-Input Soft-Output (SISO) module.
Depuncturer
SISO1
Turbo Decoder block diagram, including depuncterer
Interleaver
Deinterl 2
Deinterl 1SISO2 Outsyst
enc_1
enc_2
Fig. 5. Turbo decoder
B. Trade-offs
The turbo decoder highlights several important is-
sues. Many trade-offs can be made with respect to
energy consumption and adaptability. These aspects
and trade-offs are described below, illustrating why
the turbo decoder is an interesting case.
B.1 Partitioning
To get an idea about the energy consumption of
turbo decoding, we performed measurements on the
two most important modules of turbo decoding, the
SISO and the interleaver. For a first coarse approx-
imation we assume that the energy consumption is
linear to the number of executed instructions. The
two algorithms were compiled using a gcc 2.7.2.3 com-
piler. Reading the input data and initializations are
excluded from the measurements. The following num-
bers of instructions were counted for execution of the
modules with a block length of 5002 on a Pentium
processor using floating-point numbers:
TABLE I
Number of executed instructions
Number of instructions
Optimalisation SISO Interleaver
full (-O3) 2.818 ∗ 103 80 ∗ 103
none 9.755 ∗ 103 402 ∗ 103
The computational complexity of the SISO module is
high. For each decoded bit, about 550 instructions
are executed. This module is a good candidate to
implement in hardware. More research has to be done
to find out whether it is better to implement the whole
turbo decoder in hardware, or only the SISO module.
Only implementing the SISO module in hardware will
introduce additional communication overhead.
B.2 Iterations
The turbo decoder can improve the bit error rate
of the message by increasing the number of iterations.
The iterations can be stopped when all errors are cor-
rected or when a predefined maximum of iterations is
6reached. Eventual residual errors must be corrected in
higher protocol layers, or the message has to be resent.
So, a bad channel requires more iterations to correct
all the errors. In most turbo decoders, the number of
iterations is equal to the number of iterations needed
in the worst case. This means that frequently, more
iterations are made then strictly necessary. This is
a waste of energy. Minimizing the number of itera-
tions will minimize the amount of energy needed for
computation. Therefore, an adaptive number of iter-
ations is desirable. In [8] it is empirically shown that
for a specific signal to noise ratio, there is an expected
number of iterations for the turbo decoder.
B.3 Puncturing
For each original bit, three encoded bits are trans-
mitted over the channel. In case of a good channel
quality, this is overdone. In this situation puncturing
can be applied. After transmitting a systematic bit,
an even bit of the first encoder or an odd bit of the
second encoder is transmitted in an alternating fash-
ion. This results in an 1/2 rate encoder. Using an
1/2 rate instead of an 1/3 rate encoder saves energy
because less bits are sent. However, possible errors
are more difficult to correct.
C. Case discussion
Turbo decoding seems to be a promising case. The
turbo decoding process contains a computational in-
tensive kernel and other parts, which are less com-
putational intensive, making a partitioning useful.
Turbo decoding also has several different parameters,
which are directly related to the external environment.
They should be adapted - by the Chameleon model -
to changes in the environment. Making a better adap-
tation results in lower energy consumption.
V. Summary and conclusion
In this paper we presented the first idea’s to develop
a model for energy-aware adaptive mobile computing.
The different decision areas have been identified and
described, including examples. Optimizing the whole
system, instead of gluing together optimized sub sys-
tems is a key issue. Abstraction from all the details
and avoiding overhead leads to a hierarchical model.
Based on the formulated approach, we will continue
to develop and evaluate the model. The turbo decod-
ing case will be analyzed further.
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