In this paper, we propose a new minimum total communication distance (T C D ) algorithm and an optimal T C D 
Introduction
In a multicomputer system, a collection of processors (also called nodes) work together to solve large application problems. The mesh-connected topology is one of the most thoroughly investigated network topologies. It is of large importance due to its simple structure and its good performance in practice and is becoming popular for reliable and high-speed communication switching.
In order to minimize communication latency it is importance to design an efficient implementation of collective communication operations [5] which include multicast and broadcast. Multicast is an important system-level communication service [4] in which the same message is delivered from a source to an arbitrary number of destination nodes. Broadcast [3] is a special case of multicast in which the same message is delivered to all the nodes.
A major source of communication delay for broadcast in a network is the communication time spent on sending messages from one node to all the other nodes. This communication time is influenced by many factors. One important factor is the traffic generated during the broadcast process. We measure such traffic by a total communication distance (T C D ) which is the summation of all the distances a broadcast message traverses during the broadcast process. Obviously, the overall network traffic contention, as well as the communication delay, depends on the T C D . Therefore, minimizing the T C D has become an important issue in designing an efficient broadcast. A minimum T C D algorithm for broadcast in a mesh starting from a given source node is the one that generates the minimum T C D among all the possible T C D s from the same source node. An optimal T C D algorithm is the one that generates a minimum T C D among T C D s for all the possible source nodes, not just for a given source node.
Given a 2-dimensional (2-D) mesh, say an n n mesh with n = 2 k , where k is a non-negative integer (k is used as an integer throughout this paper), we only consider broadcast algorithms that can complete a broadcast in log n 2 = 2 k time steps, i.e., a time-step optimal broadcast algorithm will be simply denoted as a broadcast algorithm. Under the cut-through switching technique [2] , forwarding a message from one node to any other node is considered as one time step which is irrelevant to the distance between these two nodes, provided there is no traffic contention. We assume that in each time step a node may do one of the following: sending a message to one node, receiving a message from one node, or being idle. The challenge in designing a minimum T C D of a time-step optimal broadcast algorithm (for a given source node) is to generate a routing path that guarantees a minimum T C D without traffic contention at any time step.
One related work [6] deals with the simplest case in which the source node of broadcast is always a corner node of a given 2-D mesh. This case rarely occurs in real applications. Therefore, we need to find a minimum T C D broadcast algorithm for any given source node. In this paper, we identify certain unique nodes called eyes. If we start a broadcast from one of these eyes and follow certain rules defined in this paper, we will obtain an optimal T C D . The remainder of the paper is organized as follows. Section 2 shows some simple examples and describes the notation used in the paper. In Section 3, we provide our major results on T C D s for 2-D meshes. We generalize our results to d-D meshes in Section 4. In Section 5, we conclude this paper.
Notation and Examples
For a given nn mesh with n = 2 k , we assume that the distance between any two adjacent nodes is one. The location of a node in a mesh is denoted by a pair of coordinates x; y. The origin of the coordinate system is assumed to be the upper-left corner of the mesh, as shown in Fig.1 (a) . Both x and y are integers x; y = 0; 1; 2; :::; n , 1. The node at x; y is denoted by Nx; y. Now let's look at some simple broadcast examples with the source node being the upper-left corner node of a given mesh. A 2 2 mesh k = 1 is the simplest case. Fig.1 (b) shows the process of a broadcast starting from node S0; 0. In a time-step optimal broadcast, after each step the number of nodes having received the message must be doubled. As shown in Fig.1 (c) , we divide the given 44 mesh into four 2 2 submeshes. By treating each of these submeshes as a virtual node, we reduce a 4 4 mesh problem to a 2 2 mesh one. Therefore, in the first two steps we can use the same approach for a 2 2 mesh with F D = 2 and S D= 4 . After two steps, all the virtual nodes receive the message. In the remaining two steps, each of these four We place results for each mesh in a matrix. Within such a matrix, the number at a particular position represents the minimum T C D of the node corresponding to this position in the corresponding mesh.
Clearly, each mesh has an optimal T C D , which appears at four different locations (marked with an underline) in the matrix. These locations are in four different submeshes and are called eyes of the mesh to be defined in the next section. 
Minimizing T C D of a Time-Step Optimal

Broadcast in a 2-D Mesh
In the following definition, we define special nodes, called eyes, in a given mesh. We will show later that the minimum T C D with respect to an eye is the optimal T C D .
Definition 2:
There are four eyes in a 2 k 2 k mesh, labeled as E k i, i = 1 ; 2 ; 3 ; 4 . These eyes are recursively defined as follows: All four nodes in a 2 2 mesh are eyes, E 1 i, i = 1; 2; 3; 4, as shown in Fig.3 (a) . A 2 k 2 k mesh is partitioned into four 2 k,1 2 k,1 submeshes, each of which has four eyes, E k,1 i. Eyes, E k i, i = 1; 2; 3; 4, are selected from sixteen E k,1 is. Specifically, eyes E k i are the four E k,1 is that are the closest to the center of the 2 k 2 k mesh, as shown in Fig.3 
(c).
For examples, the inner four nodes of a 4 4 mesh, as shown in Fig.3 (b) , are eyes, E 2 i, i = 1;2;3;4. Sometimes, we also use E k to represent E k i to simplify our notation, and denote i = 1 ; 2 ; 3 ; 4 as the index of the upperleft, upper-right, lower-left, and lower-right submesh and eye, respectively, and we follow this convention throughout this paper. (1) and a 1 = 1 . This recursive formula leads to
Using Eq. (2), we can easily determine locations of all four eyes of a given 2 k 2 k mesh.
By taking the advantage of the recursive definition of eyes, we propose the following broadcast algorithm: If we start a broadcast from eye E k 1, it first sends the message to E k 2, then these two eyes send the message to E k 3 and E k 4, respectively. Each of four 2 k,1 2 k,1 submeshes will have one node with the message after the above two steps. According to the definition of eyes, each of these four nodes is also an eye of the submesh. Repeating the above procedure, i.e., each of the four submeshes delivers the message to eyes within its submesh, the message will be delivered down to submeshes level by level, and the broadcast completes when all the nodes obtain the message. Note that D k E k is ( i = 1;2;3;4 ) are the same, due to the symmetry of the mesh. Therefore, we can use D k E k to represent them to simplify the notation. Clearly, D k E k can be calculated recursively by the following formula
We will show later in Theorem 2 that this D k E k corresponds to the optimal T C D . Now we consider an algorithm in which a broadcast starts from any node S in the mesh, but the message are still forwarded to the eyes of the mesh in the first two steps. The source node sends the message to the upper-right eye E k (2) in the first step.
In the second step, the source node sends the message to either the lower-left eye E k 3 or E k,1 1 depending on which one is closer to the source node, and E k 2 sends the message to the lower-right eye E k 4, as shown in Fig.4 .
In the remaining steps, the four submeshes deliver the message within their own submeshes of the next level following the above procedure. In this way the message is delivered down to submeshes level by level until reaching the unit meshes, 22 meshes, and all these unit meshes complete the broadcast within themselves in two steps.
Based on the definition of eyes, each node in a given mesh is an eye of exactly one submesh (including the given mesh). Each eye will be visited exactly once in Algorithm 1.
To calculate D k S, the T C D obtained from Algorithm 1, we use a new set of relative coordinate systems.
For a 2 k 2 k mesh, we set up a u k , v k coordinate system with the origin being on E k 1, as shown in Fig.4 . Each of the four 2 k,1 2 k,1 submeshes has its own coordinate system. For example, the u k,1 i,v k,1 i coordinate system is for the ith submesh (see Fig.5 ). Now assume that S is u k and v k away from E k 1 in the u k and v k direction respectively, as shown in Fig.4, i. e., the coordinates of S are u k ; v k . Also S is in the upperleft submesh, because we can always do so by rotating the mesh. There are totally six different expressions for D k S corresponding to six different locations of S. To simplify our discussion, we introduce a function f k u k ; v k (or simply f k S) so that we can represent D k S with a general expression.
Lemma 1: D k S can always be expressed by a general form:
where k 2, and 
In the second step of Algorithm 1, if the source node is in v or vi, it sends the message to E k,1 1; otherwise, it sends to E k 3. Function f k S is a function of the location of the source node S. It is always greater than or equal to zero, i.e.,
By comparing Eq. (3) and (4), it is easy to see that
Repeatly substituting D k,1 S and D k,1 E k,1 in the above equation by Eq. (3) and (4), respectively, we have
Because each f i S 0 in Eq. (7) is greater than 0, we immediately have
where the equal sign is taken only when S = E k . This result leads to the following theorem. The following theorem shows that the Algorithm 1 is the best possible broadcast algorithm.
Theorem 2: The T C D obtained from Algorithm 1 is the minimum T C D for a given source node.
The proof of Theorem 2 is in Appendix. One special application of the minimum T C D algorithm is when the source node is a corner node of a given mesh. In this case, the source node doesn't need to compare E k 3 and E k,1 1 in the second step of the algorithm. It just sends the message to E k,1 1. Clearly, our result here is a generalization of the one in [6] , where the source node is restricted to a corner node.
In fact, the minimum T C D for S0; 0, the upper-left corner node, can be calculated by 
Definition 4:
In an nn mesh (n = 2 k ), the optimal T C D is defined as minfM D k x; yg, where 1 x; y n , 1.
From Theorems 1 and 2, we immediately have the following corollary.
Corollary 1: If we start a broadcast from an eye of a mesh and follow Algorithm 1, the T C D obtained is an optimal
The optimal T C D broadcast for a 2 k 2 k mesh is just a special case of Algorithm 1, in which the broadcast originates from an eye of a mesh. In this case, the source node sends the message to eye E k 3 in the second step, since the source node is in region i (see Fig.6 ).
The recursive formula for M D k E k is the same as Eq. (3). The exact expression can be derived as follows: Let's look at some examples of 3-D meshes. A 2 2 2 mesh is 3-D unit mesh. Fig.7 (b) shows the process of a broadcast in a 2 2 2 mesh. The optimal T C D is (11) Fig.7 (a) and (c) show the process of a broadcast in a 444 mesh from an eye. Fig.7 (a) shows that the 444 mesh consists of eight 2 2 2 submeshes (unit meshes) and Fig.7 (c) shows a partition of the 444 mesh into four 4 4 submeshes along dimension z. During the first three steps, the message is delivered to eight eyes including the source. All these eyes are located in different 222 submeshes. In the remaining three steps, eight submeshes complete delivering the message within themselves following the same process as shown in Fig.7 (b) . The optimal T C D is M D In the same way, it is easy to obtain the optimal T C D for a 8 8 8 mesh, M D 
Conclusion
In this paper we have identified a set of special nodes Our results can be easily extended to a torus, which is a special mesh in which the nodes at the periphery are connected by wraparound connections. This means that each node in the torus is equivalent to each other, i.e., each node in a torus is an eye in the corresponding mesh. Therefore, no matter where a broadcast in the torus is initiated, we can always use the proposed minimum T C D algorithm and obtain an optimal T C D .
from an arbitrarily selected broadcast algorithm. We denote the three destination nodes of the first two steps as N 2 , N 3 , and N 4 , respectively. Their coordinates u k,1 i; v k , 1 i , i = 2 ; 3 ; 4 , are indicated in Fig.5 . Note that the coordinate system of each 2 k,1 2 k,1 submesh is set up according to the convention in Fig.4 . Following Algorithm 1, the first step is from Su k ; v k to N 2 u k,1 2; v k , 1 It is obvious that 5 0. In 2 , P k,1 j=2 f i N 2 is always positive (see Eq. (6)). When u k,1 2, v k,1 2 0, 2 0 automatically. When u k ; v k 0 , f k , 1 u k , 1 2; v k , 1 2 is either 2v k,1 2 + u k,1 2 + ju k,1 2 , a k,2 j or 2v k,1 2 + 2 u k , 1 2 (see Eq. (5)), which makes 2 0. Therefore, 2 0 is always positive. In the same way, we can show that both 3 and 4 are When both u k,1 2 0 and v k,1 3 0, 1 is obviously greater than zero. But when both u k,1 2 0 and v k,1 3 0, 1 is less than zero. We have to find other terms to nullify this negative term. Actually, there are many positive terms in both 2 and 3 . For example, f k,2 N 3 hasn't been used when we showed that 3 0. Therefore, we can use f k,2 N 3 to nullify the negative value of 1 . Specifically, when v k,1 3 0, as shown in Fig.8 , v k,2 3 = ,v k,1 3 0. Thus f k,2 N 3 2jv k,1 3j. We also use a term from 2 to nullify the negative value of 1 . It can be seen that 2 ju k,1 2j when u k,1 2 0. It is not difficult to see that ,ju k j + ju k + v k,1 3j + 2jv k,1 3j 0 and ,jv k j+jv k +u k,1 2j+ju k,1 2j 0. We can show that D 0 k S , D k S 0 is also true for all the other cases (corresponding to other five regions in Fig.6 ). Therefore, Eq. (15) is true for l = k. In summary, Eq. (15) is true for all l, i.e., Theorem 2 is valid.
