The prevalence of adaptive evolution relative to genetic drift is a central problem in molecular evolution. Methods to estimate the fraction of adaptive nucleotide substitutions (a) have been developed, based on the McDonald-Kreitman test, that contrast polymorphism and divergence between selectively and neutrally evolving sites. However, these methods are expected to give downwardly biased estimates of a if there are slightly deleterious mutations, because these inflate polymorphism relative to divergence. Here, we estimate a by simultaneously estimating the distribution of fitness effects of new mutations at selected sites from the site frequency spectrum and the number of adaptive substitutions. We test the method using simulations. If data meet the assumptions of the analysis model, estimates of a show little bias, even when there is little or no recombination. However, population size differences between the divergence and polymorphism phases may cause a to be over or underestimated by a predictable factor that depends on the magnitude of the population size change and the shape of the distribution of effects of deleterious mutations. We analyze several data sets of protein-coding genes and noncoding regions from hominids and Drosophila. In Drosophila genes, we estimate that approximately 50% of amino acid substitutions and approximately 20% of substitutions in introns are adaptive. In protein-coding and noncoding data sets of humans, comparison to macaque sequences reveals little evidence for adaptive substitutions. However, the true frequency of adaptive substitutions in human-coding DNA could be as high as 40%, because estimates based on current polymorphism may be strongly downwardly biased by a decrease in the effective population size along the human lineage.
Introduction
The role of advantageous mutations has been one of the most hotly debated questions in molecular evolution for nearly 40 years (Kimura 1983; Gillespie 1991) , but only recently has the question become tractable with the publication of large amounts of within-species polymorphism data (Nielsen 2005; Eyre-Walker 2006) . These data allow tests for the presence of selective sweeps based on a local reduction in polymorphism and/or an increase in linkage disequilibrium (Nielsen 2005) , and many such examples have been published (e.g., Glinka et al. 2003; Akey et al. 2004; Wright et al. 2005; Voight et al. 2006; Sabeti et al. 2007; Williamson et al. 2007 ). Methods have also been developed that combine information on polymorphism and between-species divergence (Fay et al. 2001; Smith and Eyre-Walker 2002; Bierne and Eyre-Walker 2004; Boyko et al. 2008) or that compare polymorphism levels in species with different effective sizes (Loewe et al. 2006) to estimate the proportion of adaptively driven substitutions (a). Estimates of a have varied considerably between taxa. For example, estimates for adaptive amino acid substitutions in protein-coding sequences are 10% or less for hominids (Chimpanzee Sequencing and Analysis Consortium 2005; Zhang and Li 2005; Gojobori et al. 2007; Boyko et al. 2008) but are greater than 50% for some microorganisms and Drosophila (Smith and Eyre-Walker 2002; Nielsen and Yang 2003; Bierne and Eyre-Walker 2004; Andolfatto 2005; Charlesworth and Eyre-Walker 2006; Welch 2006; Shapiro et al. 2007; Maside and Charlesworth 2007 ) (reviewed in Eyre-Walker 2006) . Current methods to estimate the proportion of adaptive substitutions are based on the McDonald-Kreitman (MK) test (McDonald and Kreitman 1991) , which was itself developed from the Hudson-Kreitman-Aguadé test (Hudson et al. 1987) . In the MK test, levels of within-population polymorphism at two categories of sites are compared with the corresponding levels of between-species divergence. For example, numbers of synonymous and nonsynonymous polymorphisms are compared with numbers of synonymous and nonsynonymous substitutions. Under the assumption that synonymous mutations are neutral and nonsynonymous mutations are either strongly deleterious, neutral or advantageous, a can be estimated from simple expressions contrasting these four quantities (Charlesworth 1994; Fay et al. 2001 ). Estimates will tend to be biased either upward or downward, however, if the true distributions of fitness effects of new mutations at either the synonymous or nonsynonymous sites differ from that assumed. In particular, slightly deleterious mutations that are subject to weak negative selection, such that N e s % 1 (where N e and s are the effective population size and selection coefficient, respectively), contribute proportionately more to polymorphism than to divergence. As a consequence, if some nonsynonymous mutations are slightly deleterious, a will tend to be underestimated (McDonald and Kreitman 1991; Eyre-Walker 2002) . There is evidence that slightly deleterious mutations contribute to variation in many populations (see Charlesworth and Eyre-Walker 2007 and references therein), so it is desirable to account for slightly deleterious mutations within methods to infer a.
In order to control for the effects of slightly deleterious mutations, Fay et al. (2001) have suggested removing low-frequency variants from the data. Because slightly deleterious mutations segregate at lower average frequencies than neutral mutations, this method preferentially removes slightly deleterious mutations and is expected to reduce the underestimation of a. However, the procedure will fail to remove all slightly deleterious mutations and will also remove some effectively neutral mutations. Moreover, the frequency cut-off below which variants should be removed is arbitrary. Although removing lowfrequency variants tends to increase estimates of a in many data sets (Fay et al. 2001; Bierne and Eyre-Walker 2004; Charlesworth and Eyre-Walker 2006) , theory suggests that this procedure is expected to lead to biased estimates, unless the distribution of fitness effects of new mutations is strongly L-shaped (i.e., leptokurtic) or the level of adaptive evolution is very high (Charlesworth and EyreWalker 2008) . As a consequence, Charlesworth and Eyre-Walker (2008) have suggested that many current estimates of a may be underestimates. For example, in the case of the human-chimpanzee comparison, true values of a greater than 8% would be expected to generate estimates of less than 0 even if polymorphisms with minor allele frequencies below 15% are excluded (Charlesworth and Eyre-Walker 2008) .
Here, we investigate an approach to account for the contribution of slightly deleterious mutations to polymorphism and divergence. We estimate the distribution of fitness effects of new deleterious mutations (DFE) from the polymorphism data, then use the inferred DFE to predict the numbers of substitutions originating from neutral and slightly deleterious mutations between two species. If the observed number of substitutions is greater than this expectation, we can attribute the difference between observed and expected to advantageous substitutions, yielding an estimate of a.
Three methods have been proposed to estimate the DFE based on polymorphism data alone Keightley and Eyre-Walker 2007; Boyko et al. 2008 ). Eyre-Walker et al. (2006) and Boyko et al. (2008) use a diffusion approximation to fit a distribution of fitness effects to the site frequency spectrum (SFS, i.e., the allele frequency distribution) observed in a population sample, and Keightley and Eyre-Walker (2007) use transition matrix methods to generate expected distributions of allele frequencies and from these compute the likelihood of the SFS. They differ in their treatment of the effects of demographic changes, such as recent population expansion or contraction, which affect the SFS in ways that may resemble selection. Eyre-Walker et al. (2006) account for the effects of demography by a simple approximation, whereas Keightley and Eyre-Walker (2007) and Boyko et al. (2008) estimate the DFE within the context of demographic models in which past changes in population size are allowed. The methods broadly agree in their estimates of the parameters of the DFE Keightley and EyreWalker 2007; Boyko et al. 2008) . Boyko et al. (2008) recently outlined a method for incorporating between-species divergence data to estimate the proportion of adaptive substitutions. In a manner similar to Boyo et al., we build on our previously described methods to infer parameters of the DFE Keightley and Eyre-Walker 2007) by incorporating between-species divergence data. We estimate the proportion of adaptive substitutions by comparing the observed numbers of substitutions between a species pair with numbers of substitutions expected from the fixation of deleterious mutations with effects drawn from the estimated DFE. We investigate the performance of this method by simulations. We start by analyzing simulated data that conform to the method of analysis. We then investigate two departures from the model of analysis that are likely to induce biases. In the first, we model a change in the effective population size, leading to a change in the effectiveness of selection, between the divergence and polymorphism phases. In the second, we investigate the effects of tight linkage within loci. We apply the method to obtain estimates of a for protein-coding and noncoding DNA sequences in hominids and Drosophila and interpret these results in the light of our simulations.
Materials and Methods
The method simultaneously estimates the distribution of fitness effects of deleterious mutations and the proportion of adaptive substitutions between a species pair. We assume that the data include two classes of nucleotide sites, one evolving neutrally and a second subject to negative and positive selection. Mutation rates at the neutral and selectively evolving sites are assumed to be equal. We assume that polymorphisms at selectively evolving sites originate from new deleterious mutations that are semidominant with effects s sampled from some distribution, where s is defined as the difference in fitness between the homozygotes. These may include effectively neutral mutations. We disregard the contribution of strongly advantageous mutations to polymorphism, because these are expected to be both rare and to become rapidly fixed. We also assume that there is no contribution to polymorphism from sites under balancing selection. Sites are assumed to segregate independently and to have no more than two alleles segregating per locus.
Our method estimates parameters of the DFE using the polymorphism SFS, then uses this to estimate the proportion of substitutions driven by positive selection between species. We used the folded SFS and the folded expected allele frequency distribution as described by Keightley and Eyre-Walker (2007) . We model the effects of recent demographic changes by assuming that the population starts at equilibrium, then experiences a step change in size, t generations in the past. We infer the distribution of effects of deleterious mutations by maximum likelihood following the method of Keightley and Eyre-Walker (2007) . We assume that the distribution of effects of deleterious mutations, f(s|a, b), is a gamma distribution with scale parameter a and shape parameter b (note that we use Roman rather than the more usual Greek characters for scale and shape because we use a to refer to the estimate of the fraction of adaptive substitutions, for consistency with several recent studies). We generate the expected allele frequency distribution by transition matrix methods for a given parameter combination, including s, N 1 , and N 2 (population sizes before and after the size step change, respectively), t, and f 0 , a parameter representing the frequency of unmutated sites, under the assumption that no more than two alleles can segregate at a site. We use this expected allele frequency distribution to compute the likelihood of the observed SFS data, integrating numerically over f(s) for the selectively evolving site data, and assuming s 5 0 for the neutrally evolving sites. We assume that numbers of derived segregating alleles are binomially distributed conditional on the population frequency. We maximize the product of likelihoods for the neutral and selected site data as a function of the model parameters (a, b, N 2 , t, f 0 ). In practice we assume a fixed N 1 , so that the relevant demographic parameters estimated are N 2 /N 1 and t/N 2 . We obtain estimates of the selective effects of new mutations as the product Ns, where N is a measure of the effective population size experienced by the polymorphisms. This is obtained by averaging N 1 and N 2 , weighted by the expected contributions of neutral mutations to allele frequency variation t generations after the population size change, that is,
where w 1 5 N 1 (1 À 1/(2N 2 )) t and w 2 5N 2 ð1 À e Àt=ð2N 2 Þ Þ.We use a weighting scheme rather than current or ancestral population size, because in some cases, there is effectively no information to estimate N 1 or N 2 . For example, if there has been a population-size change a very long time ago, there is almost no information to estimate N 1 . Similarly, if there has been a very recent population-size change, there is little information to estimate N 2 .
We estimate the proportion of adaptive substitutions as follows. The divergence at the neutral sites estimates a quantity proportional to the mutation rate per site. The predicted divergence at the selected sites, in the absence of advantageous mutations, is proportional to the product of the mutation rate and the average fixation probability of a selected mutation, which we infer based on parameters estimated from the polymorphism data analysis. The difference between the observed and predicted divergences therefore estimates the divergence due to adaptive substitutions.
The fixation probability of a new mutation of selective effect N e s appearing as a single copy in a diploid population of census size N is uðN e ; sÞ 5 1 À expðÀ2N e s=ð2NÞÞ 1 À expðÀ2N e sÞ ; ð2Þ (Kimura 1957 (Kimura , 1983 . Note that we define s as the difference in fitness between homozygotes, whereas Kimura defined this as 2s. The census and effective population sizes are not distinguished in the transition matrix method, so equation (2) can be rewritten as uðN; sÞ 5 1 À expðÀsÞ 1 À expðÀ2NsÞ ;
and the rate of fixation from recurrent mutations is proportional to the product of the mutation rate per site and 2Nu(N, s). Let d N and d S be the numbers of selected (e.g., nonsynonymous) and neutral (e.g., synonymous) substitutions per site, respectively. Our estimate of the rate of adaptive substitutions at the selected sites then depends on the distribution of s, parameters of which are assumed to have been estimated. The difference between the observed and expected rates of selected substitutions can be written
; sÞf ðsja; bÞds; and the estimate of the proportion of adaptive substitutions is then,
We have also developed a second approach to estimate a, based on the method to estimate the DFE of Eyre-Walker et al. (2006) . Details of the method and results of its application are presented in the supplementary information, Supplementary Material online.
Simulations
To investigate the performance of the inference procedure, we analyzed data generated by Monte Carlo simulation. For simulated data involving freely recombining sites, neutral and selected site polymorphism data for models that allowed recent changes in population size were simulated as described by Keightley and Eyre-Walker (2007) . The proportion of neutral sites showing a difference, q S , was computed from q S 5 (3/4)(1 À exp(À4d S /3)), and the number of neutral differences was a binomial deviate with parameters q S and the number of neutral sites. For the selected sites, which are subject to negative and positive selection, we computed the proportion of sites showing an adaptive fixation or a fixation due to the fixation of a deleterious mutation from
where q# N is the proportion of sites with a fixed deleterious mutation, computed from
In equation (6), u() is the fixation probability of a new mutation with a selection coefficient s in an effective population of size kN, and N is the population size used to generate the polymorphism data. The parameter k specifies whether the divergence and polymorphism phases have the same effective sizes (k 5 1), or the data are modeled under long-term population contraction (k , 1) or expansion (k . 1). The number of selected sites showing a nucleotide difference was a binomial variate with parameters q N and the number of selected sites.
To investigate the performance of the method with little or no recombination under various demographic scenarios we performed simulations using the simulation package sfs_code (Hernandez 2008) . This simulation package performs forward population genetic simulations under a variety of demographic models and distributions of mutational fitness effects. We assumed free recombination between loci and no recombination within loci, so varying rates of recombination were simulated by varying the number of loci, keeping the total number of sites simulated constant at 50,000. The simulations were run with population sizes of 500, with a burn-in of 10,000 generations to approach approximate mutation-selection-drift equilibrium. Parameters of the DFE were b 5 0.30, mean N e s 5 10,000, and a true 5 0. The sample size was 40 chromosomes, and the expected diversity and divergence at silent sites were 0.01 and 0.2, respectively, similar to the levels found in the Drosophila data set analyzed here. In the simulations with population size expansion or contraction, the population was increased or decreased by 2-fold N 1 generations in the past. For the simulations involving population subdivision, populations were duplicated xN generations in the past and then allowed to evolve independently before being both sampled together.
Data
Human-gene sequences and associated polymorphism frequency data were downloaded from the Environmental Genome Project (EGP) web site (University of Washington, Seattle, WA; URL: http://egp.gs.washington.edu August 2007; Livingston et al. 2004) and from the Program for Genomic Applications (PGA) web site (National Heart, Lung and Blood Institute SeattleSNPs, Seattle, WA; URL: http:// pga.gs.washington.edu August 2007). These data sets are among the largest available for which there is minimal single nucleotide polymorphism (SNP) ascertainment bias. We analyzed polymorphism frequency data for African and European samples separately. As described by Keightley and , we set a minimum number of alleles for each population and excluded sites that reported fewer than these minima (which resulted in the exclusion of about 5% of the polymorphic sites); for sites with greater than this minimum, alleles were randomly sampled without replacement. We analyzed 38 alleles for both the African and European PGA data sets and 42 and 34 for the African and European EGP data sets, respectively. Macaque sequences (Rhesus Macaque Genome Sequencing and Analysis Consortium 2007) orthologous to the EGP-PGA human sequences (which refer to version hg17 of the human genome) were obtained from the UCSC hg18/RheMac2 alignments (downloaded from http://hgdownload. cse.ucsc.edu/goldenPath/hg18/vsRheMac2/) with the aid of the liftOver utility. We analyzed the human-macaque divergence rather than the human-chimpanzee in order to increase the power of the analysis. The macaque sequences were realigned to the hg17 sequences using MAVID (Bray and Pachter 2004) . We extracted all intronic sequences, all exons, and the 500 bp upstream and downstream from the start and stop codon, respectively. For the neutral sites, we used intronic sites, because most intronic sites evolve only slightly more slowly than pseudogenes in mammals (Gaffney and Keightley 2006) . To lessen the influence of selection on our neutral standard, we removed some intronic sites under purifying selection by excluding the first 6 and last 16 bp of each intron, which are involved in splicing. We further excluded putatively functional sites by excluding sites for which the probability of being in its most conserved state is .0.1 in the ''PhastCons'' hidden Markov model from the analysis of 17 vertebrate genomes (Siepel et al. 2005 ; data downloaded from http://hgdownload.cse. ucsc.edu/goldenPath/hg18/phastCons17way/). We thereby excluded intronic nucleotides conserved deep into the vertebrate phylogeny, and observed a slight increase in the mean intronic evolutionary divergence and diversity. This method is likely to remove blocks of strongly negatively selected sites, but may fail to remove selected sites that have a more dispersed distribution (Asthana et al. 2007) , and if some mutations at these sites behave as nearly neutral this would lead to overestimation of a. For selected sites, we used protein-coding sites that are zero-fold degenerate in both species. For all classes of sequence, we only included sites that are unlikely to be part of a hypermutable CpG dinucleotide, that is, not preceded by a C or followed by a G in either species (Kondrashov et al. 2006) . Bases for which the macaque quality score was ,20 were excluded (as suggested by Rhesus Macaque Genome Sequencing and Analysis Consortium 2007), as were bases opposite a gap, bases within stretches of !100 bp in which the divergence was .0.3, and bases that were not included in the human polymorphism survey. Statistics concerning numbers of loci, numbers of sites analyzed, and polymorphism and divergence levels are shown in table 1.
We also analyzed the Drosophila melanogaster polymorphism data set and the orthologous Drosophila simulans sequences for 397 loci described by Shapiro et al. (2007) , which was kindly provided by Dr Joshua Shapiro. The D. melanogaster gene sequences refer to version 3 of the reference genome (Shapiro et al. 2007 ). We realigned the set of melanogaster sequences and the simulans sequences using MAVID (Bray and Pachter 2004) , under a model of a melanogaster star phylogeny with simulans as an outgroup. We considered the African melanogaster alleles, which originated from Zimbabwe (10 alleles) and Botswana and Zambia (2 alleles each). We excluded sites for which fewer than 12 alleles were sequenced; if more than 12 alleles were sequenced at a site, we randomly sampled 12 alleles without replacement. We generated SFSs for zero-fold and 4-fold sites of exons and for introns for the melanogaster allele sequences and corresponding divergences using the alignment of a randomly chosen melanogaster sequence to the simulans sequence. We used 4-fold sites as our neutrally evolving standard. It might be desirable to use short introns as the neutral standard (Halligan and Keightley 2006) , but there were insufficient short intron data for this purpose. The mean length of the extracted introns was 128 bases. Details of the Drosophila data set are shown in table 2. We used the Jukes-Cantor method to correct divergences for multiple hits for all data sets.
Mean Estimates and Bootstrapping
For humans, we took weighted averages of the estimates for the two data sets (PGA and EGP) within populations (Africa and Europe). To combine the results for the African and European populations, we also took averages, this time weighted by the numbers of alleles sampled in each population. To obtain estimates of standard errors (SEs) and confidence limits (CLs), we bootstrapped the data sets by locus 200 times. Estimates for the two human populations are likely to be correlated, because the same loci were surveyed. To obtain joint bootstrap estimates for Africa and Europe, we therefore generated paired bootstrap data sets consisting of the same lists of loci, resampled with replacement, for each population.
Results

Simulations
In order to verify the method to estimate a, we analyzed simulated nucleotide polymorphism and divergence data for cases in which the simulation model and analysis model agreed. In this case the effective population size under which the nucleotide divergence data were simulated (N 0 ) equaled the most recent effective population size (N) used to generate the polymorphism data. In the simulations, we allowed recent population expansions or contractions from population sizes N 1 to N 2 . The results of these simulations (table 3) suggest that under the scenarios simulated the method recovers simulated values of a with minimal bias. Although reassuring, it is perhaps not surprising that parameter estimates show little bias when the data are simulated under the model assumed by the analysis method. We previously showed that our method to estimate DFE parameters (Keightley and Eyre-Walker 2007) is robust to substantial departures from the demographic model assumed, including three-epoch scenarios. This implies that a will also be recovered with little bias. However, there are two key assumptions that might be broken in real data.
First, the method assumes that the effective population size experienced by the polymorphism data is the same as the mean effective population size during the divergence phase. If the effective population size in the divergence phase differs from that in the polymorphism phase, then bias is expected because nearly neutral deleterious mutations can make larger or smaller relative contributions to polymorphism and divergence (McDonald and Kreitman 1991; Eyre-Walker 2002) . The extent of this bias can be inferred as follows: Let the average (harmonic mean) of the effective population size during the divergence phase be N D and the effective population size during the polymorphism phase (i.e., the average effective population size since the age of the oldest coalescence) be N P . Under the assumption that the DFE can be described by a gamma distribution with a shape parameter b and a mean absolute selection coefficient of E(s), neither of which change if the effective population size changes, it can be shown that the average fixation probability of a new mutation is proportional to (1/N D ) b . This relationship was first inferred by Chao and Carr (1993) , based on two special cases derived by Ohta (1977) and Kimura (1979) , and has recently been generalized by Welch et al. (2008) . The expected (true) number of selected-site substitutions (per site) during the divergence phase is then
where l is the mutation rate, t is the time of divergence, k is a constant, and a true is the true proportion of adaptive substitutions. Given our estimate of the shape parameter b and effective population size N P from the analysis of polymorphism data, the estimated number of selected-site substitutions originating from effectively neutral deleterious mutations during the divergence phase is
This will be an underestimate of the true number of effectively neutral substitutions if N P . N D , and an overestimate if N P , N D . From equations (7) and (8), the estimated value of a is therefore
Equation (9) simplifies to
where k 5 N P /N D . We evaluated this formula for a range of values of a true , k and values of b compatible with estimates for real data , there is an excess (deficit) of nearly neutral deleterious mutant substitutions compared with that expected from the polymorphism data, so a is over(under)estimated. The over(under)estimation is most serious for high values of the shape parameter of the gamma distribution (b), because a higher proportion of mutations fall into the nearly neutral class. The results suggest that the extent of over (-under) estimation can be quite serious if there has been a major population expansion (contraction). The second key assumption that might be violated in real data is that of free recombination. To investigate the consequences of this we ran a series of sfs_code simulations (Hernandez 2008 ) with varying levels of recombination. In each simulation, there was free recombination between genes but no recombination within genes. We simulated five recombination scenarios: 100 genes of 500 bp, 50 genes of 1,000 bp, 10 genes of 5,000 bp, 2 genes of 25,000 bp, and 1 gene of 50,000 bp. We simulated a stationary population size with no adaptive evolution and a population size that had undergone a 2-fold expansion or a 2-fold contraction N 1 generations in the past.
For all parameter combinations, the method appears to estimate the shape parameter of the distribution of fitness effects with little bias, although estimates of the mean effect are very noisy (data not shown), as has been noted previously (Keightley and Eyre-Walker 2007) (table 5) . With free and restricted recombination, a is estimated with almost no bias when population sizes are stationary. As expected, a is overestimated if there has been population-size expansion and underestimated if there has been contraction. However, the degree of bias does not seem to depend on the level of recombination as long as there is not very restricted linkage. With complete linkage or very restricted linkage, a is overestimated relative to the expectations with free recombination. This is probably due to the fact that the SFS becomes discontinuous, with some frequency classes overrepresented, making it difficult to fit any model. It therefore seems that the method is fairly robust to the effects of linkage as long as there is not complete linkage.
Estimates of the Distribution of Effects of Deleterious Mutations in Coding and Noncoding DNA of Humans and Drosophila
The method simultaneously infers the distribution of fitness effects of new neutral and deleterious mutations and the proportion of adaptive substitutions. Estimates of the mean effect of a deleterious mutation are strongly influenced by large-effect alleles that are rare in any reasonably sized population sample, so they tend to have wide confidence intervals. We therefore focus on comparing the estimated proportions of mutations in different N e s ranges (table 6), which are less sensitive to strongly deleterious mutations.
In humans, our results suggest that 30-40% of amino acid-changing mutations behave as effectively neutral (0 , N e s , 1), whereas in Drosophila, only about 6% behave as effectively neutral. Conversely, in Drosophila about 90% of amino acid-changing mutations are so strongly selected that they almost never become fixed (N e s . 10), whereas the corresponding figure for human populations is about 50%. These results have been reported previously for similar polymorphism data sets (Keightley and Eyre-Walker 2007) . For both humans and Drosophila, there are large differences in log L between models with and without selection at zerofold sites, and the proportion of mutations with N e s . 10 is highly significantly different from zero (table 6) .
Widespread purifying selection at zero-fold sites, albeit less effective in humans than Drosophila, contrasts with the estimates for the strength of selection on mutations in the 500-bp regions upstream and downstream of the start and stop codon in humans (tables 6). For most data sets, differences in log L between models with and without selection are nonsignificant, and the proportions of mutations estimated to have N e s . 1 are generally very small. This implies that our analysis, which is based solely on the SFSs, gives little evidence for deleterious mutations in these regions, a somewhat surprising result, because sequences involved in the control of gene expression are thought to be concentrated in these regions (Veyrieras et al. 2008) .
In Drosophila, the results strongly support purifying selection in introns (differences in log L from no selection model 5 26; P , 0.001). Furthermore, the intronic nucleotide divergences between D. melanogaster and D. simulans are markedly lower than at 4-fold sites (table 2) . However, the selective effects of mutations in introns tend to be markedly weaker than at zero-fold sites, because relatively few intronic mutations have selective effects N e s . 100.
As expected, in both African populations of humans and Drosophila, the demographic parameter estimates point to recent population expansion, and parameter estimates are similar to those reported previously from analysis of similar data sets (Keightley and Eyre-Walker 2007, table 4 ).
Estimates of Frequencies of Adaptive Substitutions in Humans and Drosophila
Taken at face value, our results suggest striking differences in the proportion of adaptive substitutions between humans and Drosophila (table 6), as others have noted previously (reviewed in Eyre-Walker 2006) . In humans, the mean estimate for a for amino acid substitutions is À0.00, compared with 0.52 in Drosophila (tables 6 and 7). In humans, there are therefore apparently very few adaptive substitutions apparent in protein-coding genes, a finding that we shall discuss in relation to the simulation results. It should be noted that the CLs on our estimates for humans are quite wide, so moderately high levels of adaptive evolution cannot be ruled out. It should also be noted that our analysis uses current polymorphism data in humans to infer the DFE, and this DFE to infer adaptive evolution along the The simulated values of a and b were 0 and 0.3, respectively.
human and macaque lineages. The implications of this are discussed below.
Estimates of the frequencies of adaptive substitution in the 500-bp noncoding DNA stretches upstream and downstream of the start codon in humans are also all nonsignificantly different from zero (tables 6 and 7). Unfortunately, we do not yet have upstream and downstream data for Drosophila. In Drosophila introns, the results suggest that adaptive substitutions are common, a 5 20%, which is significantly different from zero (P 5 0.04).
Comparison to Other Methods
Fay et al. (2001) (FWW) have suggested the simple correction of removing polymorphisms that segregate at frequencies below a certain value in order to partially control for the effects of slightly deleterious mutations in the estimation of a. We have compared our method with the FWW method either using all polymorphisms, or excluding those below 15%. Estimates of a appear to asymptote if cutoff frequencies are substantially above 15% (Charlesworth and Eyre-Walker 2008) .
In almost all cases (table 8) , FWW tends to give lower estimates of a than our method, and this is particularly evident in data sets in which we infer that a substantial fraction of segregating polymorphisms originate from slightly deleterious mutations. For example, in the Drosophila zerofold data, we infer that the proportion of mutations with effects N e s between 1 and 10 exceeds the proportion with effects between 0 and 1, and consequently our method gives substantially higher values of a than the FWW method.
Besides being downwardly biased, there is another potential problem with excluding rare variants, a loss of data and hence an increase in the variance of the estimate of a. On the other hand, our method requires the estimation of extra parameters to correct for the fixation of slightly deleterious mutations. To investigate whether the new method differs from FWW in this respect, we estimated the SE for a using the FWW method by bootstrapping, including all polymorphisms and excluding polymorphisms below 15%, for the Drosophila zero-fold data. Surprisingly the SEs are very similar: FWW with all polymorphisms, SE 5 0.07; excluding SNPs below 15%, SE 5 0.07, whereas the SE from our method is 0.06. This suggests that including information from the DFE does not lead to an increase in the variance of the estimate of a, compared with the FWW method.
Discussion
The approach we describe estimates the proportion of adaptive substitutions by a two-stage process. Parameters of the distribution of effects of deleterious mutations are first estimated from polymorphism data. These parameter estimates are then used to predict the expected number of substitutions originating from deleterious mutations, and this is compared with the observed number of substitutions to estimate a. Its principal advantage is that it will give unbiased estimates of a if the assumptions of the model are met, whereas previous methods are generally expected to underestimate a, even if low-frequency polymorphisms are excluded (Charlesworth and Eyre-Walker 2008) . The method also removes the need to set an arbitrary threshold below which low-frequency polymorphisms are excluded. However, the method requires us to assume that the DFE comes from some family of distributions (gamma in this case) and requires a specific demographic model.
We have also implemented a method to estimate a that uses estimates of the DFE obtained by the method of EyreWalker et al. (2006) . Generally, the results from this approach agree closely with the results obtained using the method implemented here to estimate the DFE (Keightley and Eyre-Walker 2007) , both in the proportion of mutations estimated within each range of N e s, and a (supplementary tables 1 and 2, Supplementary Material online). This is perhaps not surprising, given that the two methods agree closely in their estimates of the DFE (see Keightley and Eyre-Walker 2007, table 6 , supplementary table 1, Supplementary Material online). There are advantages and disadvantages to this alternative method. Rather than modeling changes in demography, demographic effects are corrected by an approximation. This simplification potentially allows the method to be applied to more involved data structures, which are not easily accommodated within the model given here, or more complex situations in which it is not possible to model demography explicitly; one such example is given below. The second method also appears to be slightly more robust to restricted recombination.
In our analysis, we have summed data across genes, but this can potentially lead to biases if the effective population FWW-all: using the complete polymorphism data set; FWW ! 15% excluding variants segregating at a frequency of ,15%.
size varies across the genome and the SFS is correlated with effective population size. For example, regions of the genome with the highest effective population size are expected to have the highest silent site diversity, but relatively low levels of nonsilent diversity. As a consequence, the SFS will be dominated by genes that appear to be subject to relatively high levels of selective constraints, and genomewide estimates of a will then be overestimates (Smith and EyreWalker 2002; Welch 2006; Shapiro et al. 2007 ). Due to computational limitations, the method principally described in this paper needs to be run on data summed across genes. However, we can use the alternative method described in the supplementary material to estimate a based on the method to estimate the DFE of Eyre-Walker et al. (2006) . In this analysis, we allow each gene to have its own effective population size and mutation rate and assume that the demographic parameters and the distribution of s are shared across genes . We have run this analysis on the Drosophila zero-fold data, for which there is a highly significant negative correlation between the apparent effectiveness of selection, as measured by the ratio of the number of nonsynonymous to synonymous polymorphisms, and the effective population size across the genome, as measured by silent site diversity, correcting for the obvious nonindependence using the method of Piganeau and Eyre-Walker (2009) (Adam Eyre-Walker, unpublished results). The resulting estimate of a is almost identical to the estimate that used summed data (data not shown). It therefore seems that summing data across genes will generally not lead to serious biases.
Our method to infer the DFE attempts to account for recent demographic changes, but our method to estimate a assumes, like all current MK test-based inference methods, that the strength and effectiveness of selection has remained constant during the evolutionary time period under analysis (McDonald and Kreitman 1991; Eyre-Walker 2002) . We have derived a formula to predict the extent of over or underestimation of a if there have been long-term changes in effective population size. This depends on the magnitude of the population-size change and the shape of the distribution of effects of new mutations. If there has been a populationsize contraction, the presence of slightly deleterious mutations is expected to lead to an underestimation of a, because some slightly deleterious mutations that currently segregate would not have segregated or become fixed in the past. Conversely, if there has been a population-size expansion, some weakly selected deleterious mutations would have become fixed in the past, while contributing proportionally less to polymorphism, potentially leading to an overestimation of a. However, population-size expansion is also likely to lead to a round of adaptive evolution via back-and compensatory mutation (Gillespie 1994; Charlesworth and Eyre-Walker 2007) . If there are back and compensatory mutations, it is unclear whether a would be under or overestimated. It is therefore important to appreciate that population-size expansion or contraction is expected to lead to biased estimates of a, but the magnitude and direction will depend on the relative numbers of slightly deleterious and slightly advantageous mutations. Huerta-Sanchez et al. (2008) have recently shown that fluctuating selection can mimic aspects of directional selection, even when the net selection coefficient of a new mutation is zero. Fluctuating selection increases the fixation probability of a new mutation but decreases the chance that a mutation will be found segregating in a sample of sequences. Fluctuating selection also tends to skew the SFS toward rare alleles. As a consequence, if fluctuating selection is common, our method will tend to overestimate a to an even greater extent than the FWW method. However, Huerta-Sanchez et al. (2008) only considered fluctuating selection models in which there are large changes in the strength of selection on a frequent basis. It will be of interest to investigate this model further.
We assume that advantageous mutations do not contribute to the level of polymorphism. This is a reasonable approximation if the strength of selection is strong, because strongly advantageous mutations must be rare, and even the most strongly selected advantageous mutations contribute only twice the level of heterozygosity as a neutral mutation (Kimura 1983) . However, if advantageous mutations are weakly selected, we may underestimate the proportion of adaptive substitutions (Boyko et al. 2008) . This is because weakly advantageous mutations contribute to polymorphism, implying that fewer effectively neutral deleterious mutations are required to explain a given level of diversity, which in turn implies that we expect fewer effectively neutral substitutions. There are recent estimates of the strength of selection acting upon new advantageous mutations, but these have differed substantially. For example, N e s for advantageous mutations has been estimated in Drosophila to be ;40 (Andolfatto 2007) , ;350 to ;3,500 (Eyre-Walker 2006) , ;2,000 (Li and Stephan 2006; Jensen et al. 2008), and ; 10,000 (MacPherson et al. 2007 ) (the last three estimates were obtained by multiplying the estimate of s by an effective population size of 1,000,000). The extent by which weakly advantageous mutations may cause underestimation of the proportion of substitutions is therefore still unclear.
The results of the analysis of human and Drosophila polymorphism and divergence data need to be interpreted in the light of the fact that estimates of a can be strongly biased by changes in effective population size. Our estimates of a for Drosophila are largely consistent with previous estimates for D. melanogaster and other species. We estimate that ;50% of amino acid substitutions between D. melanogaster and D. simulans at zero-fold sites have been driven by positive selection. This agrees with previous estimates in D. simulans (Smith and Eyre-Walker 2002; Bierne and Eyre-Walker 2004; Welch 2006; Haddrill et al. 2008) . Our estimate is similar to one estimate (Andolfatto 2007 ) that uses D. melanogaster polymorphism data, but rather higher than two other estimates (Bierne and Eyre-Walker 2004; Shapiro et al. 2007 ). Our estimate of a for Drosophila zero-fold sites is also similar to estimates for protein-coding genes in the Drosophila americana group (Maside and Charlesworth 2007) , which used the method of Bierne and Eyre-Walker (2004) (which typically gives similar estimates to FWW), and is also similar to estimates in Drosophila miranda based on FWW and the method of Bierne and Eyre-Walker (2004) (Bachtrog 2008 ). An exception is estimates of a from D. miranda which are ;10% (Bachtrog and Andolfatto 2006) . The similarity of the estimates among most Drosophila species allows us to tentatively conclude that a high rate of adaptive protein evolution is general to Drosophila. The alternative explanation of a long-term population expansion in all species seems less likely. Our estimate of a for Drosophila introns, which indicates widespread adaptive evolution, is similar to those obtained by Andolfatto (2005) and Haddrill et al. (2008) , who used the FWW method, excluding low-frequency variants. The consistency is explained by the relatively low frequencies of slightly deleterious mutations segregating in Drosophila introns.
In humans, there have been several previous comparisons of levels of polymorphism with between-species divergence of protein-coding sequences (Chimpanzee Sequencing and Analysis Consortium 2005; Zhang and Li 2005; Gojobori et al. 2007; Boyko et al. 2008) . In common with our analysis, these studies have inferred low levels of adaptive evolution in protein-coding sequences. It might be that hominids have very low rates of adaptive evolution, possibly as a consequence of their low effective population size. There is evidence that the effectiveness of natural selection is weaker in hominids than other mammals (Li et al. 1987; EyreWalker and Keightley 1999; Keightley, Lercher, EyreWalker 2005; Keightley, Kryukov, et al. 2005) , particularly in the human lineage after the divergence from the common ancestor with chimpanzee (Bakewell et al. 2007 ). However, it is also possible that the apparent low level of adaptive evolution is an artifact, brought on by a difference between the current effective population size of humans and the ancestral population size in hominids. As we have shown above, if N D . N P , then a is expected to be underestimated, and this underestimation can be substantial. Based on an analysis of DNA-sequence data from multiple loci, Burgess and Yang (2008) have recently concluded that the effective sizes of ancestral hominid populations, including the human-chimp ancestor, were 5-10 times higher than current effective population sizes of humans, chimps, and gorillas. If we assume, for simplicity, that the effective population size during the evolution of humans and macaques was at this higher size until very recently, then we can predict the true value of a, given the observed value (about 0.05). Assuming a shape parameter (b) for the DFE of 0.2 Keightley and Eyre-Walker 2007; Boyko et al. 2008) , the true value of a would therefore be 0.31 if the N D 5 5N P and 0.40 if N D 5 10N P . These values are therefore only slightly lower than the a value estimated for proteincoding genes in Drosophila. Estimates of b for human noncoding DNA are very imprecise, so we are uncertain about the extent of underestimation of a for these DNA sequence types. It also should be noted, finally, that adaptive substitutions may be frequent in noncoding DNA of hominids, but with the available data, adaptive substitutions are difficult to detect by methods based on the MK test against a background of many nearly neutral substitutions.
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