Methods for solving the sti † system of ordinary di †erential equations that constitute nuclear reaction networks are surveyed. Three semi-implicit time integration algorithms are examined ; a traditional Ðrst-orderÈaccurate Euler method, a fourth-orderÈaccurate Kaps-Rentrop method, and a variable-order Bader-DeuÑhard method. These three integration methods are coupled to eight di †erent linear algebra packages. Four of the linear algebra packages operate on dense matrices (LAPACK, LUDCMP, LEQS, GIFT), three of them are designed for the direct solution of sparse matrices (MA28, UMFPACK, Y12M), and one uses an iterative method for sparse matrices (BiCG). The scaling properties and behavior of the 24 combinations (3 time integration methods times 8 linear algebra packages) are analyzed by running each combination on seven di †erent nuclear reaction networks. These reaction networks range from a hardwired 13 isotope a-chain and heavy-ion reaction network, which is suitable for most multidimensional simulations of stellar phenomena, to a 489 isotope reaction network, which is suitable for determining the yields of isotopes lighter than technetium in spherically symmetric models of Type II supernovae. Each of the time integration methods and linear algebra packages are capable of generating accurate results, but the efficiency of the various methodsÈevaluated across several di †erent machine architectures and compiler optionsÈdi †er dramatically. If the execution speed of reaction networks that contain less than about 50 isotopes is an overriding concern, then the variable-order Bader-DeuÑhard time integration method coupled with routines generated from the GIFT matrix package or LAPACK with vendor-optimized BLAS routines is a good choice. If the amount of storage needed for any reaction network is a concern, then any of the sparse matrix packages will reduce the storage costs by 70%È90%. When a balance between accuracy, overall efficiency, and ease of use is desirable, then the variable-order Bader-DeuÑhard time integration method coupled with the MA28 sparse matrix package is a strong choice.
INTRODUCTION
Models of stellar events typically require the energy generated due to nuclear burning over a large span of temperatures, densities, and compositions. The average energy generated or lost over a period of time is found by integrating the set of di †erential equations that represent the abundances of the isotopes. In some stellar events, such as Type II supernova models, the abundances themselves are of primary interest. In either case, the coefficients that appear in the di †erential equations span many orders of magnitude because of exponential dependences on the temperature (see, for example, Arnett 1966) . This behavior of the coefficients makes the di †erential equations that comprise a nuclear reaction network sti †. Solving a sti † set of di †erential equations is generally more involved than solving a nonsti † one. With over 109 calls to the nuclear reaction networks being common in two-and threedimensional hydrodynamic models of stellar phenomena, it is very desirable to have the solution method be as efficient as possible and yet accurately represent the relevant physics.
The purpose of this paper is to compare the accuracy and execution speed of various methods for solving nuclear reaction networks. Three time integration algorithms, eight linear algebra packages, and seven reaction networks are encompassed by this survey. The three time integration methods are semi-implicit (semi-implicit, as opposed to implicit, because some linearization is done) ; a traditional Ðrst-orderÈaccurate Euler method, a fourth-orderÈaccurate Kaps-Rentrop method, and a variable-order BaderDeuÑhard method. Four of the linear algebra packages operate on dense matrices (LAPACK, LUDCMP, LEQS, GIFT), three of them perform direct solutions of sparse matrices (MA28, UMFPACK, Y12M), and one uses an iterative method for sparse matrices (BiCG). The most common combination in present use is probably the Ðrst-order Euler method and the LEQS matrix package. The seven reaction networks that will be used to examine the scaling properties of the various time integrators and linear algebra packages are (1) a hardwired 13 isotope a-chain and heavy-ion reaction network that is suitable for most multidimensional simulations of stellar phenomena, (2) a hardwired 19 isotope reaction network adds isotopes to accommodate hydrogen burning and photodisintegration, (3) a 47 isotope reaction network that relaxes various assumptions made for the 13 and 19 isotope reaction networks, (4) a 76 isotope reaction network, (5) a 127 isotope reaction network, (6) a 200 isotope reaction network, and (7) a 489 isotope reaction network that is suitable for determining the yields of isotopes lighter than technetium is spherically symmetric models of Type II supernovae. The motivation for undertaking this survey is to provide benchmark values for the accuracy and speed of reaction network solvers that are commonly used in models of various stellar phenomena, and to stimulate further improvement in the algorithms. These benchmarks allow an assessment of the reaction network solvers, and permit practical guidelines to be derived. Nuclear reaction network solvers that were not TIMMES Vol. 124 encompassed by this survey may also beneÐt from comparisons to the benchmark values. In°2 the suite of nuclear reaction networks used to test the sti † ordinary di †erential equation integrators and linear algebra packages are discussed. The salient features of the time integration techniques are presented in°3, the linear algebra packages are brieÑy discussed in°4, and in°5 the results of the efficiency tests are presented and analyzed. A summary of the Ðndings is given in°6, as are some pragmatic suggestions on which time integration method and linear algebra package to use in a given situation.
A SUITE OF SEVEN TEST REACTION NETWORKS
Let isotope i have protons and nucleons (protons Z i A i ] neutrons). Let the aggregate total of isotope i have a number density (in cm~3) in material with temperature T n i (in K) and mass density o (in g cm~3). DeÐne the mass fraction (dimensionless) of isotope i as X i \ o i /o \ where is AvogadroÏs number, and deÐne the n i A i /(oN A ), N A molar abundance of isotope i as
Mass conservation is then expressed by
This expression should be checked at every time step in a numerical simulation of a stellar event. Failure to satisfy equation (1) to the limiting precision of the arithmetic may manifest itself in the unphysical buildup (or decay) of the abundances or energy generation rate. Models of events that are sensitive to the abundance levels of trace species (e.g., classical nova envelopes) may su †er inaccuracies if mass conservation is signiÐcantly violated over sufficiently long timescales. The most general continuity equation for isotope i in a Lagrangian formulation is
In this set of partial di †erential equations is the total R0 i reaction rate due to all binary reactions of the form i( j, k)l :
where and are the reverse (creation) and forward j kj j jk (destruction) nuclear reaction rates, respectively. Contributions from three-body reactions, such as the triple-a reaction, are easy to append to equation (3). The mass di †usion velocities in equation (2) are obtained from the solution V i of a multicomponent di †usion equation (Chapman & Cowling 1970 ; Burgers 1969 ; Williams 1988) , and reÑect the fact that mass di †usion processes arise from pressure, temperature, and abundance gradients as well as external gravitational or electrical forces.
Consider the case where the mass di †usion velocities in equation (2) are set to zero. There are two reasons for considering this case. The Ðrst reason is that the physics of the situation may dictate that mass di †usion processes are small over the timescales of interest when compared to other transport process such as thermal di †usion or viscous di †usion (i.e., large Lewis numbers and/or small Prandtl numbers). Such a situation applies, for example, to the study of laminar Ñame fronts propagating through the interior of a white dwarf. The second reason for considering this case is that one may wish to apply the numerical technique of operator splitting. In operator splitting, the various pieces of the physics are decoupled from one another over a given time step. Each piece is then solved for independently of the others, with the various pieces being appropriately summed at the end of the time step. This approach is quite common in spherically symmetric stellar evolution programs and in multidimensional hydrodynamic programs. Typically, for example, the properties of the adiabatic Ñuid Ñow are determined for a given time step. The energy generated or changes to the composition due to thermonuclear reactions over the time step are then determined. These two pieces are then summed. Potential disadvantages of the operator splitting technique are that the point at which decoupling becomes a poor approximation is difficult to estimate a priori, and the ordering of the operators may not be commutative. For either reason, because the physics allows it or because operator splitting is being used, setting the mass di †usion velocity to zero transforms equation (2) into
This set of ordinary di †erential equations may be written in the more compact and standard form
The set of ordinary di †erential equations in equation (4) or equation (5) are what constitute a "" reaction network.ÏÏ In the absence of coupling to neighboring regions through mass di †usion processes, any changes to a composition are due to local processes. The coefficients that appear in equation (4) or equation (5) span many orders of magnitude because the nuclear reaction rates have highly nonlinear dependences on the temperature, and because the abundance levels themselves typically range over several orders of magnitude (e.g., the solar isotopic abundances). As a result, the di †erential equations that comprise a nuclear reaction network are "" sti †.ÏÏ From a mathematical point of view a set of equations is sti † when the ratio of the maximum to the minimum eigenvalue of the Jacobian matrix is large and imaginary. J3 \ Lf/Ly From a physics point of view, "" sti † ÏÏ means that at least one of the isotopic abundances is changing on a much faster timescale than the abundance level of another isotope. From a practical point of view, "" sti † ÏÏ generally means that an implicit time integration, hence having the Jacobian matrix is necessary. Solving a sti † set of di †erential equa-J3 , tions with implicit methods is always more involved than solving a nonsti † set of di †erential equations with explicit methods.
Seven nuclear reaction networks were chosen as test vehicles to assess the scaling properties of the implicit time integrators and linear algebra packages on nuclear reaction networks. Before discussing this test suite, it is instructive to look at an example of how equation (4) and the associated Jacobian matrix are formed.
Consider the 12C(a, c)16O reaction, which competes with the triple-a reaction during helium burning in stars. The rate at which this reaction proceeds, call it R, is critical for evolutionary models of massive stars, since it determines how much of the core is carbon and how much of the core is oxygen after helium is exhausted. This reaction sequence contributes to the right-hand side of equation (5) through the terms
where the ellipses indicate additional terms coming from other reaction sequences. The minus signs indicate that helium and carbon are being destroyed, and the positive sign indicates that oxygen is being created. Each of the three expressions in equation (6) contributes two terms to the Jacobian matrix J3 \ Lf/Ly :
Entries in the Jacobian matrix represent the Ñow, in nuclei per second into (positive) or out of (negative) an isotope. All of the temperature and the density dependences are included in the reaction rate R. The Jacobian matrices that arise from nuclear reaction rate R. The Jacobian matrices that arise from nuclear reaction networks are not positive deÐnite or symmetric, since the forward and reverse reaction rates are generally not equal. While the nonzero pattern of the Jacobian matrix does not change with time, the magnitude of the matrix entries change as either the abundances, temperature, or density changes with time.
Physically the Jacobian matrix should be completely dense, since every isotope can, in principle, react with every other isotope. The sparse structure of the Jacobian matrix comes from ignoring the neglectable. For example, there are no reaction rates or matrix elements for 28Si ] 28Si because at D5 ] 109 K, where the 28Si nuclei would have enough kinetic energy to overcome the large Coulomb barrier, it is far more likely that the silicon nuclei melt by a sequence of photodisintegration reactions into a-particles, neutrons, and protons (but primarily a-particles).
The Ðrst reaction network in the test suite is a 13 isotope a-chain plus heavy-ion reaction network, which is suitable for most multidimensional simulations of stellar phenomena where having a reasonably accurate energy generation rate is of primary concern. The Jacobian matrix for this a-chain network during the start of a vigorous heliumburning episode is shown in Figure 1 . Nonzero entries in the matrix are color-coded according to the magnitude of the Ñow rate into (red tones) or out of (green-blue tones) an isotope. Matrix elements which are zero are colored white. The matrix is organized and oriented so that the J(1, 1) entry corresponds to J(4He, 4He) in the upper left corner, as indicated by the row and column labels. The number of reaction rates in the network, along with the percentage of the matrix that is zero, is shown to the left of the Jacobian matrix.
The second network in the test suite contains 19 isotopes. It has the same a-chain and heavy-ion reactions as the 13 isotope reaction network, but includes additional isotopes to accommodate hydrogen burning and some aspects of photodisintegration. This reaction network is described in some detail by Weaver, Zimmerman, & Woosley (1978) .
FIG. 1.ÈJacobian matrix for the 13 isotope reaction network at a time shortly after the onset of hydrostatic helium burning. Labels on the top and left axes give the names of the isotopes in the reaction network, and the matrix is oriented so that the (1, 1) entry corresponds to (4He, 4He) in the upper left corner. Nonzero entries in the matrix are color-coded according to the magnitude of the Ñow rate into (red tones) or out of (blue tones) an istope. The nonzero pattern of the matrix does not change with time, but the magnitudes of the matrix entries change as either abundances, temperature, or density changes in time.
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Vol. 124 FIG. 2 .ÈJacobian matrix for the 19 isotope reaction network at a time shortly after the onset of helium burning. The format is the same as that used in Fig. 1 . The number of reaction rates in the reaction network and the percentage of the matrix that is zero are given in the legend to the left of the Ðgure. Both the 13 and 19 isotope reaction networks are hardwired, where the reaction sequences are carefully entered by handÈan approach that is suitable for small reaction networks. Figure 2 shows the Jacobian matrix for this network at the onset of a vigorous helium-burning episode at a temperature of 3 ] 109 K and a density of 2 ] 108 g cm~3. The color coding of the matrix entries, orientation of the matrix, and labeling are the same as in Figure 1 . Both the 13 and 19 isotope reaction networks are examples of "" hardwired ÏÏ reaction networks, where each of the reaction sequences is carefully entered by hand (e.g., the sequence given by eqs. (6) FIG. 3 .ÈJacobian matrix for the 47 isotope reaction network at a time shortly after the onset of helium burning. Labels for the locations of a few of the isotopes in the reaction network are given on the left and top axes. The format is the same as that used in Fig. 1 . This reaction network is softwired, where all of the right-hand sides of the sti † ordinary di †erential equations and their Jacobian matrix entries have been constructed by a system of integer pointers for all reaction sequences. Neutrons, protons, and a-particles are placed last in the isotope list, which yields the characteristic arrowhead pattern. and (7). This hardwired approach is suitable for small networks when minimizing the CPU time required to run the reaction network is a primary concern. A disadvantage of hardwired reaction networks is their lack of Ñexibility.
The third network in the test suite contains 47 isotopes. It is functionally the same as the 19 isotope reaction network, but relaxes various assumptions about the relative rate of (p, c) to (a, c) reactions. The Jacobian matrix for the 47 isotope network at a time shortly after the beginning of hydrostatic helium burning is shown in Figure 3 . The matrix is organized and oriented so that the J(1, 1) entry is in the upper left corner, and the locations of a few isotopes present in the reaction network are labeled along the left and top axis. The 47 isotope reaction network is a "" softwired ÏÏ reaction network. In this approach, all of the right-hand sides and Jacobian matrix entries (e.g., eqs. (5) and (6) for all reaction sequences are constructed automatically by a system of pointers. One needs only to supply a list of the isotopes to be included in the reaction network. The disadvantage of this complete generality is that the execution speed of a softwired reaction network is (typically) slightly FIG. 7 .ÈJacobian matrix for the 489 isotope reaction network at a time shortly after the onset of helium burning. The format of the Ðgure is the same as in Fig. 1 , and a schematic of the 14 basic binary reactions is in the upper right corner. Note that this Jacobian matrix is quite sparse, i.e., a large fraction of matrix elements are zero. Storing all those zeros or performing arithmetic operations on them during a calculation would be a waste of resources.
slower than an equivalent hardwired one. The softwired reaction networks always include neutrons, protons, and a-particles, since these nucleons are present in just about all binary reaction sequences. This is why Figure 3 , and all of the softwired reaction networks discussed below, have the characteristic arrowhead pattern. Putting the neutrons, protons, and a-particles Ðrst (up-arrow conÐguration) or last (down-arrow conÐguration) makes no di †erence physically, but it has consequences for some of the linear algebra packages, which are discussed in°5.
The fourth network in the test suite has 76 isotopes, the Ðfth network contains 127 isotopes, and the sixth network contains 200 isotopes. The Jacobian matrices for these reaction networks during the early phases of hydrostatic helium burning at a temperature of 3 ] 109 K and density of 2 ] 108 g cm~3 are shown in Figures 4, 5, and 6, respectively. A schematic of the 14 fundamental binary reactions is given in the upper right corner of Figure 6 . The seventh and Ðnal network in the test suite contains 489 isotopes, and is suitable for determining the yields of most isotopes lighter than technetium in spherically symmetric models of Type II supernovae. This reaction network is described in some detail by Woosley & Ho †man (1992) and Woosley & Weaver (1995) . The Jacobian matrix for this reaction network during a hydrostatic helium-burning run is shown in Figure 7 , where a schematic of the basic binary reactions is in the upper right corner. All of these reaction networks are softwired in the same manner as described above.
Figures 1È7 show that the Jacobian matrices of nuclear reaction networks become more sparse (a larger fraction of zero matrix elements) as the number of isotopes in a reaction network is increased. It makes little sense to either store all those zeros in memory or perform arithmetic on them during a calculation.
THREE SEMI-IMPLICIT INTEGRATION METHODS
The Ðrst method investigated in this survey for integrating the reaction networks in equation (5) is the simple Ðrst-order Euler method, which advances the system over a time step h according to
The change in the abundances D is obtained from expanding the right-hand side of to Ðrst-order y n`1 \ y n ] f (y n`1 ) about the known One Ðnds f (y n ).
(
which is simply the matrix equation Thus, the A3 AE x \ b. Ðrst-order Euler method requires one evaluation of the Jacobian matrix, one evaluation of the right-hand side, one matrix decomposition, and one back-substitution. This method has a smaller cost per successful time step than any of the other methods investigated and is probably the most common time integration method for evolving reaction networks. However, the Ðrst-order Euler method provides no estimate of how accurate the integration step was ! One does not know whether the time step was accurate to 1 part in 10~2 or even worse. Heuristics are typically invoked in order to gain some false sense of accuracy. Such heuristics are almost always based upon limiting the change in any abundance that is above some level to less than some speciÐed value (say, 5%). While nuclear reaction networks can be integrated in this manner, and commonly are, one still has no estimate of how accurate the integration is. The Ðrst-order Euler method described above could be modiÐed to do "" step doubling ÏÏ in order to gain some formal accuracy estimate : take two half time steps and one full time step. If the two abundance vectors do not agree within some speciÐed accuracy tolerance, then reject the time step, reduce the time step by some factor, and try again.
Step-doubling techniques have a signiÐcantly greater cost than either of the two integration methods that are described next.
The second integration method investigated in this survey is the fourth-orderÈaccurate Kaps-Rentrop method. In essence, this method is an implicit Runge-Kutta algorithm. The sti † ordinary di †erential equations in equation (5) are advanced over a time step h according to
where the four vectors are found from successively D i solving the four matrix equations
The c, and in equations (10) and (11) are Ðxed b i , a ij , c ij constants of the method. An estimate of the accuracy of the integration step is made by comparing a third-order solution with a fourth-order solution, which is a signiÐcant improvement over the basic Euler method. The minimum cost of this methodÈwhich applies for a single time step that meets or exceeds the speciÐed integration accuracyÈis one Jacobian evaluation, three evaluations of the righthand side, one matrix decomposition, and four backsubstitutions. The nominal cost of this method over the Euler method is quite small : two extra evaluations of the right-hand side and three extra back-substitutions. Possessing an estimate of the integration accuracy seems well worth the small additional cost. Note that equation (11) represents a staged set of linear equations depends on (D 4 depends on Not all of the right-hand sides are
. known in advance. This general feature of the higher order integration methods examined in this survey will impact the optimal choice of a linear algebra package. The fourthorder Kaps-Rentrop routine used in this survey is a combination of the routine GRK4T given by Kaps & Rentrop (1979) and the routine STIFF given by Press et al. (1996) .
The third integration method investigated in this survey is the variable-order Bader-DeuÑhard method. The reaction network expressed in equation (5) is advanced over a large time step H from to by the following sequence of Y n y n`1 matrix equations. First,
and closure is obtained by the last stage
This staged sequence of matrix equations is executed at least twice with m \ 2 and m \ 6, which yields a Ðfth-order method at minimum. The sequence may be executed a maximum of 7 times, which yields a 15th-order method. The exact number of times the staged sequence is executed depends on the accuracy requirements and the smoothness of the solution. Estimates of the accuracy of an integration step are made by comparing the solutions derived from di †erent orders. The minimum cost of this methodÈwhich applies for a single time step that meets or exceeds the speciÐed integration accuracyÈis one Jacobian evaluation, eight evaluations of the right-hand side, two matrix decompositions, and ten back-substitutions. This minimum cost can be increased at a rate of one decomposition (the expensive part) and m back-substitutions (the inexpensive part) for every increase in the order 2k ] 1. The cost of increasing the order is compensated for, hopefully, by taking a correspondingly larger (but accurate) time step. The controls for order versus step size are a built-in part of the BaderDeuÑhard method. The cost per step of this integration method is at least twice as large as the cost per step of either the Euler or the Kaps-Rentrop method. However, if the Bader-DeuÑhard method can take accurate time steps that are at least twice as large, then this method will be more efficient globally. Note that in equations (12)È(14), as in equation (11), not all of the right-hand sides are known in advance, since the sequence of linear equations is staged. This staging feature of the integration method will make some matrix packages a more efficient choice. The variableorder Bader-DeuÑhard routine used in this survey is a combination of the routine METANI given by Bader & DeuÑhard (1983) and the routine STIFBS given by Press et al. (1996) . All three of the semi-implicit time integration methods described above require the solution of a set of linear algebraic equations which generally (but not always) A3 AE x \ b, dominates the total cost of a single time step. The matrix is generally of the form which for nuclear reac-A3 \ 1 8 [ hJ3 , tion networks yields diagonally dominant matrices (see Figs. 1È7) . This property of the reaction network matrices can be used to good advantage in some of the linear algebra packages that are now described.
EIGHT LINEAR ALGEBRA PACKAGES
Each of the three semi-implicit time integration methods described in the preceding section was executed in conjunction with eight linear algebra packages. Four of the packages operate on full matrices A(i, j) : LAPACK, LUDCMP, LEQS, and GIFT. Although the latter two packages take some advantage of zero matrix elements, they still require the storage of a full matrix and are thus categorized with the other dense-matrix packages. Three of the linear algebra packages perform direct solutions of sparse sets of linear equations : MA28, UMFPACK, and Y12M. One matrix package generates the solution to sparse systems by an iterative method : BiCG. All the sparse-matrix packages only store the nonzero elements of the matrix and do not (by deÐnition) operate on matrix elements that are zero. Each of the linear algebra packages used in this survey is brieÑy discussed below.
Dense Storage Packages
LAPACK is a standard library of routines for solving the most common problems in numerical linear algebra (Anderson et al. 1994) , which relies on the BLAS (Dongarra et al. 1989 ) routines for most of its operations. The results of this paper were generated by using vendor-optimized versions of the BLAS, which typically increase the performance of the LAPACK routines several times over the use of the generic, nonoptimized BLAS routines. Routine DGETRF is called to compute the lower-upper (LU) factorization of the matrix using partial pivoting with row interchanges. A3 Routine DGETRS is then called to solve a system of linear equations and repeated for as many right-hand A3 AE x \ b sides as necessary.
LUDCMP is the name of the routine described in Press et al. (1996) . The full matrix is replaced by its LU decom-A3 position using partial pivoting with implicit scaling. Routine LUBKSB is then called to solve a system of linear equations Calls to LUBKSB are repeated for as A3 AE x \ b. many right-hand sides as required.
LEQS is a routine that solves a system of linear equations by Gaussian elimination. The origin of this legacy routine is somewhat obscure ; it was in use at least by 1962 (J. W. Truran 1999, private communication) and is probably the most common linear algebra package presently used for evolving reaction networks. The matrix is reduced to A3 upper triangular form in tandem with a right-hand side b by Gaussian elimination, and back-substitution on the upper triangular matrix yields the solution to The A3 AE x \ b. maximum element in each row serves as the pivot element, but no row or column interchanges are performed, so LEQS may become unstable if used on matrices that are not diagonally dominant. A small amount of e †ort is devoted to minimizing calculations with matrix elements that are zero. This routine, like all Gaussian elimination routines, has the disadvantage that when there is a sequence of right-hand sides whose entries depend on a previous member in the sequence (as in eqs.
[11] and [12]È[14]), the entire matrix must be decomposed for each right-hand side in the sequence.
GIFT is a program that generates FORTRAN subroutines for solving a system of linear equations by Gaussian elimination (Gustafson, Liniger, & Willoughby 1970 ; 1997) . The full matrix is reduced to upper trianguMu ller A3 lar form, and back-substitution with the right-hand side b yields the solution to GIFT-generated routines A3 AE x \ b. skip all calculations with matrix elements that are zero ; in this restricted sense, GIFT-generated routines are sparse, but the storage of a full matrix is still required. It is assumed that the pivot element is located on the diagonal and no row or column interchanges are performed, so GIFTgenerated routines may become unstable if the matrices are not diagonally dominant. This routine, like the Gaussian elimination routine LEQS, must decompose the matrix for each right-hand side in a staged set of linear equations. GIFT writes out (in FORTRAN code) the sequence of Gaussian elimination and back-substitution without any loop constructions on the matrix A(i, j). As a result, the routines generated by GIFT can be quite large. For the 200 isotope reaction network shown in Figure 6 , GIFT generated about 7.6 ] 104 lines of code. For the 489 isotope reaction network, GIFT generated 4.9 ] 105 lines of code when the matrix was put in the up-arrow conÐguration and about 5.0 ] 107 lines when the matrix was put in the downarrow conÐguration.
Sparse Storage Packages
There are two methods for solving sparse linear systems of equations : direct and iterative. Direct methods typically obtain the solution to by LU decomposition or A3 AE x \ b Gaussian elimination and back-substitution. Direct methods obtain the solution to a set of linear equations in a Ðnite, well-determined number of operations. Thus, direct methods are fairly easy to characterize. Iterative (or "" matrix-free ÏÏ) methods seek to minimize a function whose gradient is typically and equal to zero when the A3 AE x [ b function is minimized. These methods are attractive because they tend to require only matrix-times-vector operations and usually have smaller storage requirements than direct methods have. However, the number of iterations required to converge to a solution is not known a priori, and the iterations count generally increases with the number of unknowns. The total number of iterations, hence the overall speed, depends crucially on the initial guess and on the stringency of the convergence criteria. While this survey focuses on matrix packages that use direct methods for solving sparse linear equations, one matrix package that uses an iterative method is included.
Direct methods for sparse matrices typically divide the solution of into a symbolic LU decomposition, A3 AE x \ b numerical LU decomposition, and a back-substitution phase. In the symbolic LU decomposition phase the pivot order of a matrix is determined, and a sequence of decomposition operations that minimize the amount of Ðll-in is recorded. Fill-in refers to zero matrix elements that become nonzero (e.g., a sparse matrix times a sparse matrix is generally a denser matrix). The matrix is not (usually) decomposed ; only the steps to do so are stored. Since the nonzero pattern of a chosen nuclear reaction network does not change, the symbolic LU decomposition is a one-time initialization cost for reaction networks. In the numerical LU decomposition phase, a matrix with the same pivot order and nonzero pattern as a previously factorized matrix is numerically decomposed into its LU form. This phase must be done only once for each staged set of linear equations. In the back-substitution phase, a set of linear equations is solved with the factors calculated from a previous numerical decomposition. The back-substitution phase may be performed with as many right-hand sides as needed, and not all of the right-hand sides need to be known in advance. All of the sparse-matrix packages used in this survey accept the nonzero entries of the matrix in the (i, j, coordinate a i,j ) system, and all of the sparse-matrix packages use 70%È90% less storage than their dense-matrix counterparts.
MA28 is described in Du †, Erisman, & Reid (1986) . It uses a combination of nested dissection and frontal envelope decomposition to minimize Ðll-in during the factorization stage. An approximate degree update algorithm that is much faster (asymptotically and in practice) than computing the exact degrees is employed. One continuous real parameter sets the amount of searching done to locate the pivot element. When this parameter is set to zero, no searching is done and the diagonal element is the pivot, while when it is set to unity, complete partial pivoting is done. Since the matrices generated by reaction networks are diagonally dominant, the routine was set to use the diagonal as the pivot element. Several test cases showed that using partial pivoting did not make a signiÐcant di †erence in accuracy, but was less efficient since a search for an appropriate pivot element had to be performed.
UMFPACK is described by Davis & Du † (1997) . It uses a combined unifrontal and multifrontal method to factorize a sparse matrix by using a sequence of small dense frontal matrices. These dense frontal matrices are themselves factorized using the BLAS dense-matrix kernels. Again, the results of this paper were generated by using vendoroptimized versions of the BLAS routines. The pivot-search strategy is almost the same as that used in the MA28 package.
Y12M is described by Zlatev, Wasniewski, & Schaumburg (1981) . Nested dissection techniques are used during the symbolic LU decomposition phase, and a Markowitz strategy is used to identify the pivot element. Y12M has an optional "" drop tolerance,ÏÏ where any matrix element that is less than the drop tolerance is pruned from the tree structure. This reduces the total number of matrix elements, and thus will usually achieve better efficiency. Drop tolerances were, however, not used in this survey of nuclear reaction networks.
BiCG is described by Barrett et al. (1993) . This method, which is just one of many iterative methods, generates a sequence of vectors for the matrix and another sequence A3 for the transpose matrix These vector sequences are the A3 T. residuals of the iterations. These two sequences are made mutually orthogonal, or bi-orthogonal. In this paper, the preconditioner matrix was taken to be the tridiagonal part of the reaction networks Jacobian matrices (Figs. 1È7), which tended to give slightly faster convergence properties than simply taking the diagonal of the matrix (Jacobi preconditioning). A convergence criterion of was used for all the reaction
RESULTS
The timing tests were run on seven di †erent serial computers, six UNIX workstations, and one LINUX PC. Each of the serial machines had a di †erent CPU clock speed (180È450 MHz), bus clock speed (30È200 Mbyte s~1), and cache memory size (0.512È4 Mbyte). Each of the 168 combinations (7 reaction networks, 3 integration methods, 8 linear algebra packages) was compiled under FORTRAN 77 and FORTRAN 90. When possible, the compilation was performed with one of six di †erent compiler option sets : from a set that requested no code optimization to a set that requested that routines be in-lined, that do-loops be unrolled,and that aggressive code optimization be used. The absolute speed of each combination depends, obviously, on the machine architecture and compiler options employed. These dependences can be minimized, and meaningful comparisons made, by examining the relative speeds of the various combinations. For this reason, the results of the timing tests shown in Figures 8È14 have been normalized to the average CPU time consumed by an appropriate combination for the type comparison being analyzed. However, the absolute CPU time consumed by one particular FIG. 8 .ÈCPU time of the linear algebra for a single time step with the Ðrst-orderÈaccurate Euler method. The CPU time is normalized to the CPU time for the 13 isotope reaction network with MA28 package and the Euler method in order to minimize the dependence on machine architecture and compiler options. Each of the linear algebra packages is given a di †erent symbol and color. All of the dense-matrix packages are more efficient in execution speed than the three sparse-matrix packages when there are less than about 60 isotopes in the reaction network. In this case, however, evaluation of the nuclear reaction rates dominates the total cost of a single time step.
machine and one particular set of compiler options is given in Tables 1È3. The average CPU times were determined by calling each of the 168 combinations a total of 106 times. The total CPU time for each combination was then divided by 106 to obtain the average CPU time per call.
Cost per T ime
Step, across L inear Algebra Packages The CPU time consumed by the linear algebra for a single time step with the Ðrst-orderÈaccurate Euler method is shown in Figure 8 . The number of isotopes in the reaction FIG. 9 .ÈCPU time of the linear algebra for a single, successful time step with the fourth-order accurate Kaps-Rentrop method. A successful time step is one that meets a given integration accuracy. The CPU time is normalized to the CPU time for the 13 isotope reaction network with MA28 package and the Kaps-Rentrop method. Otherwise, the format is the same as the format used in Fig. 8 . The sparse-matrix packages are more efficient in execution speed than the dense-matrix packages when there are more than about 60 isotopes in the reaction network. The relative cost of evaluating the nuclear reaction rates (solid black line) is smaller with the Kaps-Rentrop method since there are more linear algebra operations per time step. Linear algebra packages that do not treat decomposition and back-substitution separation lose efficiency with higher order integration methods. network forms the x-axis. The CPU time, normalized to the CPU time for the 13 isotope reaction network with the MA28 package and the Euler method, forms the y-axis. Each of the linear algebra packages is assigned a di †erent symbol and color. The relative cost of evaluating the nuclear reaction rates is shown by the solid black line.
Recall from°3 that a single time step taken with the Ðrst-order Euler method (which has no assessment of the accuracy of the time step) requires one matrix decomposition and one back-substitution. The cost of evaluating the Jacobian matrix and the right-hand side are not included in Figure 8 , since attention is focused on the performance of the linear algebra packages. The relative cost of including formation of the right-hand side and Jacobian matrix is discussed below. Figure 8 shows that all of the dense solvers (LAPACK, LUDCMP, LEQS, and GIFT) are more efficient in execution speed than the sparse solvers (MA28, UMFPACK, and Y12M) when there are less than about 60 isotopes in the reaction network. In this case, however, evaluation of the nuclear reaction rates dominates the total cost of a single time step. Each nuclear reaction rate is a sum of exponential and power functions, which are much more expensive to evaluate than the additions and multiplications done by the linear algebra. When there are more than about 60 isotopes in the reaction network, the sparse-matrix solvers are more efficient in execution speed than the dense-matrix solvers for a single time stepÈby more than an order of magnitude for the 489 isotope reaction network. Any of the sparsematrix packages requires much less memory storage than any of the dense-matrix packages for any network size, since the matrices associated with nuclear reaction networks have a large fraction of zero matrix elements.
Some care must be given to interpreting the results for the BiCG matrix package. The overall efficiency of any iterative method is sensitive to the spectral properties of the coefficient matrix, the initial guess, and stringency of the convergence criteria. In Figure 8 , a tridiagonal preconditioner was used and the initial guess for the solution was always set to zero. Using only the diagonal of the matrix, or a solution from the previous set of staged linear equations, increased the number of iterations and hence would increase the CPU time shown in Figure 8 .
The GIFT generated routines (one set of routines for each reaction network) are particularly efficient on the smaller reaction networks when used with the Ðrst-order Euler method. They execute about 25 times faster than any of the other linear algebra packages on the 13 isotope reaction network and about 3 times faster than any others on the 47 isotope reaction network, and are about as fast on the 200 isotope reaction network as the sparse-matrix packages MA28, UMFPACK, and Y12M. There is no data point for the GIFT package operating on the 489 isotope reaction network because GIFT generated so much FORTRAN code (4.9 ] 105 lines in the up-arrow conÐguration, 5.0 ] 107 lines in the down-arrow conÐguration) that the routines could not easily be compiled on any of the machines used in this survey.
The CPU time required by the linear algebra for a single, successful time step with the fourth-orderÈaccurate KapsRentrop method is shown in Figure 9 . The CPU time, normalized to the CPU time for the 13 isotope reaction network with the MA28 package and the Kaps-Rentrop method, forms the y-axis. Otherwise, the format of Figure 9 is the same as the format of Figure 8 . A successful time step is deÐned as a time step that meets or exceeds a speciÐed integration accuracy. Recall from°3 that a single, successful time step taken with the fourth-order Kaps-Rentrop method nominally requires one matrix decomposition and four back-substitutions.
As in Figure 8 , the dense-matrix solvers are more efficient in execution speed than the sparse-matrix solvers for less than about 60 isotopes in the reaction network. For more than 60 isotopes in the reaction network, the sparse-matrix solvers are faster (by 2 orders of magnitude for the 489 isotope reaction network) than the dense-matrix solvers for a single time step.
In contrast to Figure 8 , Figure 9 shows that the relative cost of evaluating the nuclear reaction rates (Fig. 9 solid black curve) is smaller, since the Kaps-Rentrop method has a larger amount of linear algebra per step than the Euler method. The absolute cost of evaluating the nuclear reaction rates is, of course, the same for any time integration method. Figure 9 shows that the relative cost of evaluating the nuclear reaction rates is about the same as the relative cost of performing the linear algebra for less than about 50 isotopes in the reaction network. For more than 50 isotopes in the reaction network, the relative cost of evaluating the nuclear reaction rates is small (less than 1% for the 489 isotope reaction network). a The machine architecture, compiler options, and column layout are the same as in Table 1. FIG. 10.ÈMinimum CPU time of the linear algebra for a single, successful time step with the variable-order Bader-DeuÑhard method. The CPU time is normalized to the CPU time for the 13 isotope reaction network with MA28 package and the Bader-DeuÑhard method. The format is the same as in Fig. 8 . The relative cost of evaluating the nuclear reactions is insigniÐcant since the Bader-DeuÑhard method has a comparatively large number of linear algebra operations associated with it. If the Bader-DeuÑhard method takes accurate time steps that are comparatively large, however, then the method will be more efficient globally.
Higher order integration routines, such as the KapsRentrop method, typically require the solutions to a staged set of linear equations depends on depends on
). These higher order integration routines will reward matrix packages that Ðrst decompose the matrix (the expensive part) and then solve as many staged sets of linear equations by back-substitution (the inexpensive part) as necessary. Matrix packages that must decompose the matrix for every staged set of linear equations will be penalized under higher order integration methods. This explains why the relative performance of the LEQS and the GIFT packages are degraded in Figure 9 as compared to Figure 8 . Both of these dense-matrix packages, which rely on Gaussian elimination to bring the matrix into upper triangular form, must solve each staged set of linear equations a priori. The fourth-order Kaps-Rentrop method nominally requires only three more back-substitutions than the Ðrst-order Euler method, but this gets turned into three additional decompositions with the LEQS and GIFT matrix packages. Thus, instead of being about 25 times faster than any of the other linear algebra packages on the 13 isotope reaction network (Fig. 8) , the GIFT-generated routines are now about six times faster (Fig. 9) . Instead of being three times faster on the 47 isotope network, the GIFT routines are now no faster than any other matrix package. All of the sparse-matrix packages are faster than the GIFT routines when there are more than 100 isotopes in the reaction network and the Kaps-Rentrop method is used. Similar efficiency losses occur for the Gaussian elimination package LEQS.
The minimum CPU time required for a single, successful time step with the variable-order Bader-DeuÑhard method is shown in Figure 10 . The CPU time is normalized to the CPU time for the 13 isotope reaction network with the MA28 package and the Bader-DeuÑhard method. Normalization is performed to decrease, but not eliminate, the dependence on machine architecture and compiler options. The format of Figure 10 is the same as the format in Figure  8 . It bears repeating that a successful time step is deÐned as a time step that meets or exceeds a speciÐed integration accuracy. Recall from°3 that a single, successful time step taken with the variable-order Bader-DeuÑhard method requires a minimum of two matrix decompositions and 10 back-substitutions per time step. This minimum requirement can increase at a rate of one decomposition and m back-substitutions for every increase in the order k. The cost of increasing the order is compensated for by taking a corresponding larger (but accurate) time step, and the controls for achieving this goal are part of the Bader-DeuÑhard method.
As in Figures 8 and 9 , the crossover point where the sparse, matrix packages become more efficient than the dense-matrix packages is about 60 isotopes in the reaction network. The sparse-matrix packages, of course, require far less storage than the dense-matrix packages for any network size. In contrast to Figures 8 and 9, Figure 10Ïs relative cost of evaluating the nuclear reactions is insigniÐ-cant, since the Bader-DeuÑhard method has much more linear algebra associated with it.
As a higher order integration method, the BaderDeuÑhard method rewards those matrix packages that break the solution of into a matrix decomposition A3 AE x \ b phase and a back-substitution phase. The reward is nearly the same size as for the Kaps-Rentrop method (four backsubstitutions for every matrix decomposition), since the Bader-DeuÑhard method has a minimum of Ðve backsubstitutions per matrix decomposition per successful time step. Accordingly, the relative efficiency loss of the LEQS and the GIFT packages is about the same in Figure 10 as it is in Figure 9 (both compared to Fig. 8) . However, the FIG. 11 .ÈCPU time required by the linear algebra for a single, successful time step across the three time integration methods. The CPU time for each time integration method is normalized to the CPU time required for the Ðrst-order Euler method. Each of the integration methods has been assigned a di †erent symbol and a color, and this Ðgure applies to the linear algebra packages LAPACK, LUDCMP, MA28, UMFPACK, and Y12M. These matrix packages decompose the matrix once, and back-substitute for as many staged sets of linear equations as needed. The cost of using the Kaps-Rentrop or the minimal Bader-DeuÑhard method with these linear algebra packages is about 10% and 2.5 times more, respectively, than using the Euler method for more than about 50 isotopes. Since the Euler method provides no estimate of the accuracy of a time step, either of the higher order integration methods is worth the extra cost. minimum cost per time step of the Bader-DeuÑhard method is at least twice as large as the cost per step of the KapsRentrop method or the Euler method. In order to be more efficient globally, the Bader-DeuÑhard method must be able to take accurate time steps that are at least twice as large.
The slopes in Figures 8È10 indicate that the LAPACK and LUDCMP dense-matrix packages approach the expected scaling relation CPU time DN3.0, where N is the number of isotopes in the reaction network. The LEQS package has a smaller scaling exponent that approaches 2.8. This exponent is smaller because the LEQS package takes some advantage of zero matrix elements. More erratic scaling behavior is shown by the GIFT package, but appears to be approaching an exponent of 2.7. The sparsematrix packages MA28, UMFPACK, and Y12M have scaling exponents that are near 1.8, 1.5, and 1.7, respectively. Thus, the UMFPACK sparse-matrix package will consume a smaller amount of CPU than MA28 or Y12M for a sufficiently large number of isotopes. Figures 8È10 suggest that the crossover point where the UMFPACK package is more efficient has already been reached for the 489 isotope reaction network.
Placing neutrons, protons, and a-particles Ðrst in the softwired networks puts the Jacobian matrix in the up-arrow conÐguration, while placing the neutrons, protons, and aparticles last in the isotope list puts the Jacobian matrix in the down-arrow conÐguration. While the choice of uparrow or down-arrow conÐgurations makes no di †erent physically, placing the Jacobian matrix in the up-arrow conÐguration dramatically increases the amount of Ðll-in that occurs during the matrix decomposition phase for the dense-matrix packages LAPCK, LUDCMP, and LEQS. The much larger amount of Ðll-in results in CPU times that are about eight times longer for the 47 isotope reaction network and about 200 times longer for the 489 isotope reaction network. Thus, the neutrons, protons, and aparticles should always be placed last in the isotope list with these dense-matrix packages. The opposite conclusion holds for the GIFT package. Typically GIFT generates 8È100 times more FORTRAN code when the Jacobian matrices are placed in the down-arrow conÐguration. For example, GIFT generated about 4.9 ] 105 lines of code for the 489 isotope network in the up-arrow conÐguration and 5.0 ] 107 lines of FORTRAN when the 489 isotope network was placed in the down-arrow conÐguration. Whether the Jacobian matrix is placed in the up-arrow or down-arrow conÐguration makes less than 1% di †erence in execution speed with the MA28, UMFPACK, or Y12M sparse-matrix packages, since each employs algorithms to minimize the amount of Ðll-in during the elimination phase. Hence, either orientation may be used with these packages for the direct solution of sparse linear equations.
Cost per T ime Step, across T ime Integration Methods
Figures 8È10 compare the execution efficiency of the various matrix packages for each of the three time integration methods. Figures 11 and 12 show the situation from an orthogonal direction by comparing the execution efficiency of the time integration methods for a given matrix package. While Figures 11 and 12 duplicate some of the information contained in Figures 8È10, they provide additional insights by presenting the information from another viewpoint.
The CPU time consumed by the linear algebra for a single, successful time step using the three integration methods is shown in Figure 11 . The number of isotopes in the reaction network forms the abscissa, and the CPU time FIG. 12 .ÈCPU time required by the linear algebra for a single, successful time step across the three time integration methods. The CPU time for each time integration method is normalized to the CPU time required for the Ðrst-order Euler method, and the format is the same as in Fig. 11 . This Ðgure applies to the LEQS and GIFT dense-matrix packages, both of which must decompose the matrix for every staged set of linear equations. The nominal 4 backsubstitutions associated with the Kaps-Rentrop method requires 4 decompositions with these matrix packages, and thus the Kaps-Rentrop method is 4 times less efficient than the Euler method with these matrix packages. Similarly, the minimal Bader-DeuÑhard method is 11 times less efficient than the Euler method with these matrix packages.
normalized to the CPU time for the Ðrst-order Euler method forms the oridinate. Each of the integration methods is assigned a di †erent symbol and a color, as indicated in the legend. Figure 11 applies to the LAPACK, LUDCMP, MA28, UMFPACK, and Y12M matrix packages, all of which Ðrst decompose the matrix and then solve as many staged sets of linear equations as necessary through back-substitution. The execution speed per time step of the fourth-order Kaps-Rentrop method is within 80% of the execution speed per time step of the Ðrst-order FIG. 13 .ÈEvolution of the abundance levels during hydrostatic helium burning. Time is on the x-axis, and the mass fraction of an isotope is given on the y-axis. An initially pure helium composition (solid red line) in the 13 isotope reaction network is exposed to a temperature of 3 ] 109 K and a density of 2 ] 108 g cm~3 for 1 s. Each abundance curve is colored according to the legend at the right of the Ðgure. The Ðnal ashes are mainly 52Fe with a small admixture of 56Ni. The time points where the solution was calculated by this integration are shown as the open gray circles on the 12C mass fraction.
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Euler method for the 13 isotope reaction network and within 60% for the 19 isotope reaction network. For the larger reaction networks used in this survey, the cost of using the Kaps-Rentrop method with these linear algebra packages is only about 10% more per time step than using the Euler method. Since the Euler method provides no estimate of the accuracy of a time step, while the Kaps-Rentrop method does, the small additional cost per step incurred by using the Kaps-Rentrop method is well worth the e †ort. The minimum execution speed per time step of the variableorder Bader-DeuÑhard method is about four times slower than the Ðrst-order Euler method for the 13 isotope reaction network and about 3.4 times slower for the 19 isotope reaction network. The Bader-DeuÑhard method approaches an asymptotic limit of 2.5 times slower per time step than the Euler method, because the Bader-DeuÑhard method must complete a minimum of two matrix decompositions per successful time step. The Bader-DeuÑhard also returns an estimate of the time step accuracy, but the minimum cost per time step of this estimate is larger than with the KapsRentrop method. The CPU time consumed by the LEQS and GIFT matrix packages for a single, successful time step is shown in Figure  12 . The legend and format of this Ðgure is the same as in Figure 11 . The point made previously about using two matrix packages with higher-order integration routines is illustrated quite well by Figure 12 . These two dense-matrix packages must, as all Gaussian elimination packages must, decompose the matrix for every staged set of linear equations that need to be solved. That is, not all the right-hand sides are known in advance. The nominal four backsubstitutions associated with the Kaps-Rentrop method require four decompositions with these matrix packages, and thus the Kaps-Rentrop method is four times slower than the Euler method with these matrix packages in Figure  12 . For similar reasons, the Bader-DeuÑhard method is 11 times less efficient than the Euler method with these matrix packages. Figures 11 and 12 strongly suggest that if higher order integration methods are to be used (which they should, because they provide time-step accuracy estimates), then one should also use a matrix package that permits the efficient solution to a staged set of linear equations.
T otal Cost across Many T ime Steps
In the two previous sections the analysis of the time integration methods and linear algebra packages concentrated on the relative costs per time step. In this section the analysis will focus on a test case where many time steps are required and the total cost of the evolution is analyzed.
Many cases were examined during the course of this survey : hydrostatic hydrogen to hydrostatic silicon burning, explosive hydrogen to explosive silicon burning, postprocessing of exploding white dwarfs and massive stars, and incorporation of the nuclear reaction networks into serial and parallel versions of the Center on Astrophysical Thermonuclear Flashes three-dimensional hydrodynamic program, FLASH. Only the results from hydrostatic helium burning will be reported in this paper. This test vehicle was chosen because it is simple yet broad enough to cover a wide range of stellar phenomena, and it is representative of the results found for the other cases.
An initially pure helium composition at a constant temperature of 3 ] 109 K and a constant density of 2 ] 108 g cm~3 was evolved for 1 s. These conditions can occur in multidimensional models of X-ray bursts. Evolution of the abundance levels for the 19 isotope network is shown in Figure 13 . The time is given on the x-axis, and the mass fraction of an isotope is given on the y-axis. Some of the FIG. 14.ÈTotal CPU time consumed by the fourth-order Kaps-Rentrop method for the hydrostatic helium-burning test case with the 19 isotope reaction network. The integration accuracy q forms the x-axis, and the CPU time normalized to the CPU time for the q \ 10~2, integration forms the y scale \ 10~2 y-axis. Each colored curve corresponds to a constant abundance level which is used in scaling the error estimates. The cost of the Kaps-Rentrop method y scale increases linearly (on logarithmic scales) with the integration accuracy for all choices of the scale factor y scale .
abundances are labeled and colored according to the legend given to the right of the Ðgure. The time points where the solution was calculated by this integration are shown as the open circles on the 12C mass fraction (gray solid curve).
Starting from a pure helium composition (red curve) the Ðnal products, for the chosen thermodynamic conditions, are chieÑy 56Ni (purple curve).
T otal Cost across Integration Methods
The total CPU time consumed by the fourth-order KapsRentrop method in integrating the hydrostatic heliumburning test case is shown in Figure 14 . The integration accuracy q forms the x-axis, and the CPU time normalized to the CPU time for the q \ 10~2, integration y scale \ 10~2 forms the y-axis. Each colored curve in Figure 14 corresponds to a constant abundance level used to scale the y scale error estimates. When an abundance is greater than a y scale , relative error is calculated, while for abundances smaller than the absolute error is calculated (Press et al. y scale , 1996) . In essence, only abundances greater than can y scale exert control on the size of the time step. The cost of the Kaps-Rentrop method increases linearly (on the logarithmic scales of Figure 14 ) with the integration accuracy for all choices of the scale factor At a constant integration y scale . accuracy, the CPU time increase is nearly proportional to the scale factor. When the scale factor is smaller than about 10~9, the total CPU time becomes nearly independent of the scale factor.
The total CPU time consumed by the variable-order Bader-Rentrop method in integrating the hydrostatic helium-burning test case is shown in Figure 15 . Again, the CPU time is normalized to the CPU time for the q \ 10~2, integration, and the format of the Ðgure is the y scale \ 10~2 same as in Figure 14 . The cost of the Bader-DeuÑhard method increases linearly (on logarithmic scales) with the integration accuracy for scale factors less than about 10~6. The slope of the curves in Figure 15 , however, is much smaller than the slope for the curves for the Kaps-Rentrop method. When the scale factor is smaller than about 10~9, the total CPU time used by the Bader-DeuÑhard method becomes nearly independent of the scale factor.
The Ðrst-order Euler method is excluded from these global efficiency tests, since this method provides no estimates on the accuracy of a given time step. One can, of course, use some heuristics in order to integrate a given reaction network. Such heuristics are typically based upon limiting the change in any abundance that is above some level to less than some speciÐed value (say, 10%). While nuclear reaction networks can be integrated in this manner, and commonly are, one has no formal estimate of how accurate the integration steps are.
The total CPU time consumed by the fourth-order KapsRentrop method relative to the variable-order BaderDeuÑhard for the hydrostatic helium-burning test case is shown in Figure 16 . The format of the Ðgure is the same format used in Figure 14 . For modest accuracy and scaling choices (q D 10~4, the two integration y scale D 10~4), methods have comparable efficiencies. For more restrictive accuracy and scaling requirements, the Bader-DeuÑhard method is more than an order of magnitude more efficient. Thus, even though this method is at least a factor of 2 times more expensive per time step, it can take large enough time steps to become more efficient globally. The decline in the curves in Figure 16 for Figures 14È16 indicate that the variable-order BaderDeuÑhard method is generally as efficient as, and often much more efficient than, the fourth-order Kaps-Rentrop method when the hydrostatic helium-burning test case is evolved with the 19 isotope network. As the number of isotopes increases, the Bader-DeuÑhard method becomes even more efficient compared with the Kaps-Rentrop method. FIG. 17 .ÈTotal CPU time consumed by the variable-order Bader-DeuÑhard method for the hydrostatic helium-burning test case. The total CPU time is normalized to the total CPU time for the 13 isotope reaction network with the MA28 package ; otherwise the format is the same as in Fig. 8 . The MA28 sparse-matrix package is generally more efficient than the other matrix packages for this test case, and similar efficiencies were found for other test cases. 
. T otal Cost across L inear Algebra Packages
The total CPU time consumed by the Bader-DeuÑhard method in evolving the hydrostatic helium-burning test case is shown in Figure 17 . All seven nuclear reaction networks executed the test case with an integration accuracy of q \ 10~5 and a constant scaling factor of and y scale \ 10~6, the number of isotopes in the reaction network forms the x-axis. Each of the linear algebra packages is assigned a di †erent symbol and color, as indicated by the legend. The total CPU time is normalized to the total CPU time for the 13 isotope reaction network with the MA28 package on the y-axis. Normalization minimizes, but does not completely eliminate, the dependence on machine architecture and compiler options. The absolute CPU time consumed, on average, by one particular machine and one particular set of compiler options is given in Table 4 .
When there are less than about 60 isotopes in the reaction network, the LAPACK, LUDCMP, GIFT, MA28, UMFPACK, and Y12M all have comparable efficiencies. When there are more than about 100 isotopes in the network, Figure 17 shows that the MA28, UMFPACK, and Y12M packages integrate the hydrostatic helium-burning test case faster than the other matrix packages used in this survey. The BiCG matrix package performed the worst in this test case because convergence stagnated, which required a large number of iterations to Ðnally reach convergence. Modifying the initial guess at each time step and using a pentadiagonal preconditioner were tried, but neither of these modiÐcations signiÐcantly improved the rate of convergence. The LEQS matrix package also performed poorly in this test case, since each back-substitution must become a matrix decomposition with the staged set of linear equations that appear in high-order integration methods. For the same reason, the GIFT package did not perform well when there were more than 60 isotopes in the reaction network, even though the GIFT matrix package did perform slightly better than any other matrix package for the 13 isotope reaction network. Figure 17 indicates that the MA28 sparse-matrix package is generally more efficient than the other matrix packages when evolving the hydrostatic helium-burning test case. Similar efficiencies were found for other burning scenarios, such as explosive carbon burning and multidimensional models of X-ray bursts.
SUMMARY AND SUGGESTIONS
The execution speed of three semi-implicit time integration methods operating with eight linear algebra packages have been examined on seven nuclear reaction networks. The results of this survey (the Ðgures and tables) permit a few pragmatic suggestions to be made.
The Ðrst-order Euler method for integrating nuclear reaction networks should be abandoned, since the method provides no time step accuracy estimates. Abundance sets calculated using the Ðrst-order Euler method should be viewed with caution, unless perhaps the abundance levels are demonstrated to be robust with respect to the size of the time steps.
Higher order integration routines that depend on the solution to a staged set of linear equations, such as the fourth-order Kaps-Rentrop method and the variable-order Bader-DeuÑhard method examined in this paper, should be coupled with a matrix package that splits the solution of into a matrix decomposition phase and a back-A3 AE x \ b substitution phase. Matrix packages that rely on Gaussian elimination, such as LEQS or GIFT, should be avoided with higher order integration methods, since neither operates efficiently when there are more than 50 isotopes.
If the execution speed of small reaction networks (fewer than about 60 isotopes) is an overriding concern, then the variable-order Bader-DeuÑhard time integration method coupled with routines generated from the GIFT matrix package or LAPACK with vendor-optimized BLAS routines is a good choice. If the amount of computer memory required is a concern for any size reaction network, then using any of the sparse-matrix packages (MA28, UMFPACK, Y12M, or BiCG) will reduce the storage required by 70%È90%. When a balance between accuracy, overall efficiency, and ease of use is desirable, the variableorder Bader-DeuÑhard time integration method coupled with the MA28 sparse-matrix package is a very good choice. For reaction networks that contain more isotopes than do the ones used in this survey, replacing the MA28 sparse-matrix package with the UMFPACK sparse-matrix package may improve the overall efficiency.
These suggestions are enthusiastically endorsed whether the nuclear reaction networks are run in stand-alone mode, in stellar evolution programs, in postprocessing the thermodynamic histories of stellar models, or in multidimensional hydrodynamic programs. In particular, by invoking a full ordinary di †erential equation integrator inside of a multidimensional hydrodynamics program that employs operator splitting, one is assured of the accuracy of the reaction network integrations. In addition, any explicit subcycling of the reaction networks with the hydrodynamics is avoided since the integrators will automatically "" subcycle ÏÏ to integrate to the desired time point with the requested accuracy.
In multidimensional hydrodynamic programs with nuclear burning, the reaction network must be integrated in thousands to millions of zones. The reaction network integrations should be performed in vector or parallel mode. Some of the time integration methods and linear algebra packages discussed in this survey are difficult to execute efficiently on vector or parallel architectures. Some of the linear algebra packages, such as GIFT, can here achieve impressive speed increases on vector architectures (E. 1999, private communication) . Some of the integraMu ller tion methods and packages, such as the Bader-DeuÑhard method and the MA28 sparse-matrix package, can achieve a decent speed increase on parallel machines with efficient processor communication software. A key point in getting maximum performance out of putting each zoneÏs reaction network on a separate processor is to get maximum performance out of the serial software. This is one reason that this survey focused on the efficiency of the time integration methods and linear algebra packages on serial architectures.
Finally, the results of this survey apply only to the case of nuclear reaction networks. The choice of an integration method for sti † equations, and particularly the choice of a linear algebra package, is highly dependent on the problem type and the nonzero pattern of the matrices. This work is supported by the Department of Energy under grant B341495 to the Center on Astrophysical Thermonuclear Flashes at the University of Chicago. The author thanks David Arnett, Rob Ho †man, Stan Woosley, and Jim Truran for many conversations over the last decade on nuclear reaction networks, and particularly Rob Ho †man for keeping the authorÏs nuclear reaction rate database current. The author also thanks the anonymous referee and Raph Hix for prompt, constructive reviews. The various time integration methods and linear algebra packages used in this survey may be obtained by contacting the author.
