Computational social science has caused a shift of research paradigm in social science in general and communication in particular. The special issue brings together a community of active researchers to introduce computational social science for AsiaPacific communication research. The special issue outlines major computational methods closely related to communication research and demonstrates how computational methods can be applied to address theoretical and practical questions in AsiaPacific societies. The advantages and limitations of computational methods have been conceptually discussed and/or empirically illustrated. Finally, the special issue provides a guideline of conducting computational research for communication researchers in Asia-Pacific societies and beyond.
opportunities are deeply rooted in the linguistic, cultural, and political diversity in AsiaPacific societies. To fill the gap, the current special issue brings together a community of active researchers to introduce CSS for Asia-Pacific communication research. In this introduction, we will first outline what are major computational methods closely related to communication research. Then we will discuss what are the advantages and limitations of computational methods to communication research in general and to Asia-Pacific communication research in particular. We will further discuss how communication researchers can adopt computational methods in their own research. Finally, we will provide a brief summary of all the papers included in the special issue.
Computational methods for communication research: what are they?
Communication research deals with the study of communication phenomena as a social process, which is concerned with Who Says What to Whom in Which Channel with What effects. As an emerging paradigm of social science, the CSS paradigm can inform empirical research in all 5Ws domains of communication research. The CSS paradigm is of particular relevance in the following areas: user analytics in audience research, text mining in content analysis, and experiment research in effects research.
User analytics
User analytics focuses on unraveling and understanding behavioral patterns with digital traces on social media. Such behavioral patterns can be about how users will use social media in certain ways, while it can be about how users make behavioral responses to social stimuli (e.g. campaign messages, advertising messages) accessible on social media. Moreover, user analytics aims to uncover psychological and social factors associated with the formation, maintenance, and change of behavioral patterns on social media. User analytics in computational communication research differs from traditional audience analysis in terms of its emphasis on dynamic and structural perspectives.
With the increasing proliferation of behavioral options available on social and mobile media, time and timing in human behavior have moved from the background to the foreground, which calls for a dynamic perspective in the empirical examination of behavioral patterns in user analytics. The dynamic perspective explicitly puts human behaviors under a temporal lens and contextualizes human behaviors from their historical occurrences. It enables researchers to detect intricate temporal regularities, such as circadian rhythm and weekly cycle, underlying human behaviors. Moreover, it empowers researchers to re-conceptualize the unfolding of human behaviors as a sequential process. The sequence conceptualization of human behaviors offers innovative ways to 'understand emergence and change as well as stability, and they incorporate understandings of causality as constituted through chains of events rather than through abstract correlations' (Langley, Smallman, Tsoukas, & Van de Ven, 2013, p. 10) .
Users on social media are empowered to connect and communicate with one another via multitudinous behaviors (e.g. befriending other users, retweeting others' messages, commenting on others messages), which facilitates their networking and interaction at an unprecedented scale. The networking and interactive features on social media call for a structural perspective in the empirical examination of behavioral patterns in user analytics. The structural perspective, arguing for the inter-connection among individuals as building blocks of social systems, has gained increasing prominence in CSS. By contextualizing a user from the network of other users, the structural perspective can offer new insights on users' behavioral patterns that are difficult, if not impossible, to capture in traditional attribute-based audience analysis.
User analytics with a structural perspective enables empirical examination of topological characteristics of social and communication networks induced by users' behavioral interactions on social media. Moreover, the structural perspective can help researchers reveal and explain the differences on users' structural positions in such networks, understand how users' behavioral decisions (e.g. diffusion, participation, and engagement) are influenced by their local network positions in addition to personal characteristics, and discover how behavioral interactions between dyads or triads of users can lead to the formation of a network with certain global-level topology.
Text mining
Content produced in communication processes is social artifacts that carry important information about its creators and audiences. Content analysis, a mainstream research method in the toolkit of communication researchers, has been widely adopted to analyze social artifacts in an objective, systematic, and quantitative way. In the past, only social artifacts produced by professional organizations (e.g. mass media and commercial companies) and elite social groups (e.g. political leaders) are well archived, which has been the major data source for content analysis in communication research. With the increasing popularity of social media in the past decades, ordinary users are entitled to produce and share messages at an unprecedented scale. Most of the user-generated content are well documented on various social media platforms, which has triggered the curiosity of communication researchers to understand what has been said on various topics by different groups of users there. However, the large-scale, unstructured and streaming nature of user-generated content on social media requires an innovative and efficient way to detect latent semantic patterns (e.g. topics, themes, and sentiment) underlying manifest content.
Text mining, theoretically and technically rooted in linguistics and computer science, has offered a viable approach to extract hidden concepts from a large collection of texts and detect semantic relations among extracted concepts. Text mining has gained a great deal of attention from communication researchers in recent years because of the tremendous amount of text data available on social media, the improved efficiency and easeof-use of analytical algorithms and tools, and the emergence of powerful and affordable computational infrastructures (van Atteveldt & Peng, 2018) .
Text mining includes a class of methods and techniques that can be generally grouped into two approaches: unsupervised approach and supervised approach. Unsupervised text mining aims to find latent structure out of unlabeled text data, which does not require any prior inputs from researchers. The most common unsupervised text mining techniques include cluster analysis and topic modeling. Supervised text mining requires an adequate amount of manual effort in developing labeled training dataset. The training dataset will then be used to infer a function or learn a classifier in order to perform predictions on unlabeled data. Supervised text mining techniques include but are not limited to logistic regression, naïve Bayes, support vector machine, artificial neural networks, and random forests.
The unsupervised approach outperforms the supervised approach in terms of its generality. As the unsupervised approach requires very limited input from manual coding, it can be applied to any text data in any domains of interest. Nevertheless, the supervised approach is tuned to the training data and thus needs retraining if it is to be applied in other contexts. The unsupervised approach falls behind the supervised approach in terms of its accuracy. The supervised approach is likely to produce more accurate classification result than the unsupervised approach given the quality of the training data is adequately sound, while the validity and interpretability of the results from unsupervised text mining have become a shared concern in empirical applications.
Digital filed experiment
Experiments have proven to be the most powerful method to test causal relationships in scientific research. Many experimental studies were run in offline settings where a group of 'unusual' subjects (i.e. college students) is recruited to perform certain 'unusual' tasks (i.e. experimental stimulus) in an 'unusual' environment (i.e. artificial laboratories) (Salganik, 2018) . The 'unusualness' in offline lab experiments seriously constrains the external validity of the causal conclusions drawn from them. The development of social and mobile media in the past decades has drastically changed how experiments can be designed and implemented in social science in general and communication research in particular. Among all the changes, three are arguably the most disruptive ones: (1) the recruitment of sizable and heterogenous research participants, (2) enhanced measurements of subjects' responses to experimental stimuli, and (3) enriched strategies in running online experiments.
Social media platforms like Facebook and crowdsourced marketplace like Amazon Mechanical Turk create an online labor pool (Golder & Macy, 2014) where researchers can recruit fairly sizeable number of participants. It is not unusual now to run an experiment with thousands of online participants. Some online experiments (e.g. Bond et al., 2012; Kramer, Guillory, & Hancock, 2014 ) recruited millions of participants, which was completely unimaginable in prior research. More importantly, in comparison with the college student participants in most offline lab experiments, participants recruited in online platforms can have greater heterogeneity in their demographic characteristics (e.g. age, gender, race, cultural background, etc.) and other key variables relevant to specific researcher contexts, which can allow researchers to explicitly control the 'unobserved heterogeneity' (Hutchinson, Kamakura, & Lynch, 2000) and improve the external validity of experimental research.
Digital traces on social and mobile media significantly enhance the measurements of subjects' responses to experimental controls in online experiments. In offline lab experiments, self-reported measures have been widely adopted to observe the effects of experimental stimuli. On social media, user-generated content and user-initiated behaviors (e.g. liking, commenting) can be creatively employed to observe users' cognitive, emotional, and behavioral reactions to experimental stimuli. Moreover, the advancement of wireless and mobile technologies, ranging from smartphones to wireless sensors, has enabled researchers to recruit and track participants in a natural environment and to collect their real-time, continuous biological, behavioral, and environmental data (Kaplan & Stone, 2013) . These data have the potential to contribute to our understanding of how the causal effects in an experiment can evolve over time and how the causal effects can be conditioned or confounded by natural environments.
The virtual space offers enriched strategies to run online experiments. Salganik (2018) provided a detailed discussion of these strategies as well as their pros and cons. Researchers can run online experiments by leveraging existing platforms (e.g. Facebook, Twitter), which is the most cost-effective and low-risk strategy. Second, researchers, with adequate funding and technical support, can develop customized platforms or products to run online experiments. Third, researchers can collaborate with IT companies that can enable them to run experiments that researchers cannot do by themselves.
Computational methods for communication research: advantages and limitations
have very limited control over the representativeness of the research subjects involved in the found data. It is an empirical question whether users who generate digital traces on the Internet can represent a population of a society. The 'found' nature of the data also imply that researchers need to be very cautious about measurement validity of the variables constructed from the found data.
The second limitation is caused by the behavioral nature of the data. Most of digital traces on the Internet are about human behavior or the artefacts of human behavior. They provide very limited information about psychological traits underlying human behaviors, such as attitude, affect, and motivation. Although computational algorithms have been developed to infer psychological traits from behavioral traces, it calls for rigorous assessment of the measurement validity of derived psychological traits based on certain ground truth.
Last but not least, it has become an increasingly eminent issue in CSS research on how to achieve a balance between the protection of users' privacy on media platforms, the protection of the commercial interest of media platforms, and the protection of researchers' right. There is no doubt that users' privacy and the commercial interest of media platforms should be well respected and adequately protected. However, they should not hurt real public research. To find such a balance is not an easy task, which requires a deliberative and constructive discussion among all stakeholders, including the general public, scholars, IT companies, and government agencies.
Computational methods for communication research: why Asia-Pacific?
Asia-Pacific societies have the largest population in the world. However, human communication in certain Asia-Pacific societies, such as Cambodia, Myanmar, and Bangladesh, has been under-studied mostly because of the unavailability of research datasets with sound quality. With the increasing penetration of social and mobile media in these societies, it is possible for researchers to utilize user-generated digital traces to explore the uniqueness and commonness of human communication in these societies. For instances, social and communication relations among users in these under-studied societies can be analyzed with user analytics methods, public attention and public sentiment towards various social issues in these under-studied societies can be mined with text mining approach, and the persuasiveness of health or political campaigns can be empirically tested with online experiments in these under-studied societies. These studies can advance our factual knowledge about human communication in these societies.
Asia-Pacific societies vary substantially in the cultural, linguistic, political and economic systems, which imply both opportunities and challenges in introducing computational methods for communication research in Asia-Pacific region. Such variations mean more heterogeneity in online expressions, in behavioral patterns, and in the backgrounds of research subjects. When such variations are properly handled, they can substantially enhance the external validity of empirical findings and expand the boundaries of existing communication theories.
Nevertheless, cultural and linguistic diversities in Asia-Pacific societies imply technical challenges in applying computational methods in Asia-Pacific communication research. Most of the text mining algorithms are developed with English and other western languages as the testbed. To apply them to non-western languages requires a huge amount of revisions, customization, or tests of the original algorithms. To correctly interpret the outcomes of text mining algorithms also requires a domain knowledge about local social and cultural systems.
Computational methods for communication research: how to do?
Successful application of computational methods in communication research requires a well-planned research design, deliberate data gathering, sophisticated data analytics, and critical evaluation. Sound application of computational methods in communication research also hinges on interdisciplinary collaborations between communication scholars and their peers in other disciplines.
Research design
There are two types of research designs in social science -deductive and inductive -, both of which are applicable in CSS research. The overarching research questions in empirical studies determine which design is more appropriate, what kind of data to be collected, and what statistical models to be estimated. Sometimes the inductive approach is more useful and straightforward in big data research, whereas the deductive approach can play better roles in online surveys and experiments. In some instances, the deductive and inductive designs can be well integrated in one study. Salganik (2018) provided a summary of various design strategies in CSS research. Here we focus on two issues that are of particular importance in computational communication research: conceptualization and causal inference.
Conceptualization is the foremost procedure in both inductive and deductive research designs. In online experiments, the conceptualization procedure is similar to conventional research designs. However, it requires much effort in CSS studies with behavioral data. For instance, the following relationships on Facebook and Twitter might be conceptualized in different ways. On Facebook, the following relationship represents a virtual representation of friendship. Users are willing to engage with their 'friends' in various aspects. However, the following relationship is likely to represent a relationship of information seeking on Twitter where users follow other users for informational purposes. It is of vital importance for researchers to understand if the behavioral data collected from social media platforms can really measure what theoretical variables are conceptualized to be.
Due to cultural diversity in Asia-Pacific societies, researchers need to pay special attention to conceptualization of emerging phenomenon on social media platforms. The same or similar functions on social media could be perceived differently by ordinary users with different cultural background. For example, swearing comments on Chinese social media may not necessarily be associated with incivility, even in political contexts. Some previously well-known swearwords are considered appropriate and acceptable in online conversations of Chinese social media. Mutual following relationships on Chinese Weibo may be a more valid indicator of social capital than friendship. Privacy and self-disclosure behavior on social media platforms are also found to be culturally specific (Liang, Shen, & Fu, 2017) .
Causal inference is a common goal purused by many, if not all, empirical studies. Generally, it is quite difficult to make such causal inferences in CSS research with behavioral data than online experiments. In online experiments, researchers have greater flexibility to develop valid instruments to measure the causes and consequences. The popularity of social media platforms provides new opportunities for online experiments. On one hand, researchers could conduct digital field experiments in a real-world context, which can improve the external validity of controlled lab experiments. On the other hand, it is straightforward to incorporate big data analytics into online field experiments. Muise and Pan in this special issue have provided a detail discussion on these issues.
Although causal inference in CSS research with behavioral data is not an easy task, some solutions have been developed and employed to make causal inference using observational behavioral data. First, benefiting from the always-on data streams online, natural experimental design is possible by finding random (or as if random) events (Salganik, 2018) . A commonly used technique is an interrupted time series design (e.g. Hobbs & Roberts, 2018) . Second, other causal inferences techniques are also useful for big data analysis too, such as matching, instrumental variables, and panel designs. These solutions, which have been rarely employed in existing communication studies, offer great potential for communication researchers to make casual inferences within the CSS paradigm.
Data gathering
In some Asia-Pacific societies (e.g. China, Cambodia, and Myanmar), systematic data collection using surveys or other conventional methods are usually difficult. Computational methods provide new opportunities to collect big data and conduct digital field experiments. Data can be collected both passively (data archives) and actively (digital field experiments). Interested readers can refer to Zhu et al. in the special issue for detailed description of four major ways in collecting passive data and refer to Muise and Pan in the special issue for a detailed description of collecting data in field experiments.
Data analytics & evaluation
There are unique technical challenges in big data analytics, such as data storage, retrieving, and parallel computing. However, these technical challenges are less relevant to communication scholars. Usually, it is not the primary research objective of communication researchers to develop new algorithms or models. Instead, it is critically important for communication scholars to consider the selection, interpretation, evaluation of computational models.
Computational models could be existing statistical models in social sciences, such as time series analysis, regression models, and social network analysis. Computational models can also be recently developed models in computer science, such as natural language processing and machine learning models, which are quite new to communication scholars but have been proven very useful in communication studies.
Two strategies are available to incorporate computational methods in communication studies. The first strategy is to use computational methods to develop new measurements of theoretical concepts in communication research. For example, text mining and machine learning have been used to classify communication documents into different categories, whose rationale is similar to the traditional content analysis. Beyond classification, some innovative measures could be developed, such as information similarity and redundancy , 2019 . Moreover, social network analysis provides a set of network metrics, such as centrality, clustering, modularity, for communication studies.
The second strategy is to use computational methods for analyzing relationships among theoretical variables. Computational methods could provide unique models for communication studies to test existing theories and propose new theories. For example, social network analysis provides a set of statistical models to test network formation and network effects. Exponential random graph models are very popular in explaining the formation of communication networks (e.g. Peng, Liu, Wu, & Liu, 2016) . Stochastic actor-oriented models are also used to test the coevolution of network and behaviors (e.g. Liang, 2014) . Although text mining is heavily used for constructing new measures, formal explanatory models have been developed for hypothesis testing. The structured topic modeling has been incorporating covariates in predicting topic prevalence. Fong and Grimmer (2016) developed a new method to test text effect by combing text mining and experimental design. Combining text mining with social network models can produce some unexpected findings (e.g. Liang, 2014) .
Interpretation of the modeling outputs is more challenging than the model selection. It requires researchers to understand both their research questions and the rationale of the selected models. It is a central question to consider whether the outputs produced by computational models provide supporting or falsifying evidence for research questions proposed in a study. For example, cosine similarity between documents in text mining can provide empirical support for the similarity between documents under study, while they cannot provide any evidence about the similarity between frames or opinions mined from the documents.
As discussed earlier, computational methods have inherent disadvantages that must be handled carefully and cautiously. First, passively collected data online are not representative of a population in a society. It is usually inappropriate to use this kind of data for descriptive purposes. However, it still possible to collected simple random samples on Twitter and Weibo. Even when drawing a random sample is unlikely, the heterogeneity included in big data observations can be maximized. In order to investigate the censorship in China, King, Pan, and Roberts (2013) collected the data from various websites systematically. The diversity of the data can also help researchers to infer population by matching or weighting the data properly. In addition, non-probability samples are usually good enough for causal inferences in specific research designs (e.g. digital field experiments), which are less vulnerable to the sampling bias.
Second, cross-validation and robustness check are important practices in the assessment the outputs of computational models. There are different data sources and equivalent computational models that can be employed to address a research question. It is very important to empirically assess if the outputs of a CSS study are not methodological artefact caused by the data and the model employed in a study. To minimize such cherrypicking bias in CSS research, it is critically important to cross-validate the outputs with out-of-sample data and empirically evaluate if the outputs are robust across multiple equivalent models and across different sources of data.
Interdisciplinary research
As CSS research involves many techniques developed in computer science and many other disciplines, it is always desirable to form an interdisciplinary team in order to conduct a sound CSS study. A common collaboration scenario between computer scientists and communication scholars is that communication scholars produce research ideas and computer scientists help collect and analyze the data. However, this way of collaboration is not mutually beneficial and usually unnecessary. Most communication studies only involve minimal computing skills. There are many commercial and user-friendly software that can collect social media data automatically. If computational algorithms are really needed, such as machine learning and clustering algorithms, most standard algorithms have been well incorporated into standard statistics or data mining packages in R or Python. It is much more convenient for communication scholars to learn some basic skills to use the software or packages than seeking help from their colleagues in other disciplines.
Besides the technical issues, there are fundamental differences between communication or other social science disciplines and computer science. Social questions are not necessarily social science questions. It is similar to that engineering questions are not necessarily science questions. For example, monitoring online public opinion is a social question that is important for policymakers. However, monitoring public opinion per se might not be sufficient to be a social science question. In communication studies, monitoring is the very first step of data collection and measurement. The more critical and challenging steps in the next is to connect public opinion with other theoretically meaningful variables, such as demographics, media use, and participation. In this case, monitoring is akin to an engineering question: its aim is to solve some concrete problems.
It does not mean that there is no meaningful way to collaborate with scholars in other disciplines (e.g. computer science). First, both computer scientists and communication researchers need to learn from one another about their research traditions and major research paradigms. They need to understand each other's strength, uniqueness, and needs. Second, we need to understand that both engineering and science questions are important for society. For computational communication studies, its primary purpose is to answer more fundamental and theoretical questions, which usually involves advanced engineering questions. In this process, communication scholars can contribute to the design of the whole study, while computer scientists can play an important role in solving relevant engineering questions.
Summary of the special issue
The special issue covers the major CSS approaches that are of particular relevance to AsiaPacific communication research. Zhu et al. argue that user analytics is not a single method but rather a set of diverse methods for studies of use and effects of various media. Based on a review of user analytics research history evolving from TV ratings data to online user logs, the authors discuss what data sources, measures, and analyses can be used for what types of user analytics questions. To help explain the strengths and weaknesses of user analytics, they compare it with both traditional method (e.g. survey) and other computational methods (content mining and online experiment). A case study of Chinese blog users is presented to further illustrate how to apply user analytics for both theoretical and practical purposes.
Muise and Pan discuss the opportunities and challenges of online field experiments for communication studies in Asia. Communication studies in Asian societies face both conceptual and methodological obstacles. Macro-level data are lacking and micro-level data collection is difficult. The popularity of social media and other information communication technologies provides new research opportunities facilitated by CSS methods. Online field experiment is one such promising approach to studying psychological states and behavioral responses of individuals, organizations, and governments. It can uncover previously unobservable phenomenon like censorship and make causal inference possible. In the paper, the authors also outline some methodological considerations in the design of online field experiments: ethical and legal considerations, construct validity, randomization and spillover effect, statistical significance, and external validity. The paper provides a useful guideline for communication scholars interested in online field experiments.
Using Twitter data collected from Australia and Korea, Ackland, O'Neil, and Park compare the patterns of news consumption and engagement across political affiliations and cultures. The paper demonstrates how CSS methods and global social media data could advance cross-national comparative studies. Moreover, it illustrates how basic statistics, such as correspondence analysis and information entropy, can be effectively and innovatively applied to computational communication research. Jaidka, Ahmed, Skoric, and Hilbert compare election prediction models using Twitter data in three Asian countries: Malaysia, India, and Pakistan. Although cross-country comparative studies are common in communication studies, it is rare to compare different approaches at the same time. The study adopts a systematically comparative design to address a popular research question: election prediction using social media data. Methodologically, it combines text mining (sentiment analysis in particular) with social network analysis and integrates them into a prediction framework (machine learning).
Kobayashi, Ogawa, Suzuki, and Yamamoto show how social scientists and computer scientist can work together meaningfully to address a social science question. The study combines big data with survey data to test the generalizability of a well-known communication problem -news audience fragmentation -in Japan. Instead of using unsupervised machine learning to classify users' political ideologies, the study collects self-reported political ideologies through an online survey, which is used as the ground truth to train machinelearning models. In addition, both structural and semantic features are included in the model.
To conclude, communication researchers in Asia-Pacific societies should and can embrace CSS as an emerging research paradigm in social science. This special issue shows that computational thinking and methods can offer communication researchers enriched opportunities to explore and can stimulate communication researchers to think outside the box. This special issue also shows that it is not beyond the reach of communication researchers to incorporate computational thinking and methods in their own research. This special issue also reminds communication researchers in Asia-Pacific societies that some old-school principles in social science research (e.g. measurement validity, causal inference, unit of analysis) still rule in the age of CSS.
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