Abstract. We give a possible extension for shears and overshears in the case of two non commutative (quaternionic) variables in relation with the associated vector fields and flows. We present a possible definition of volume preserving automorphisms, even though there is no quaternionic volume form on H 2 . Using this, we determine a class of quaternionic automorphisms for which the Andersen-Lempert theory applies. Finally, we exhibit an example of a quaternionic automorphism, which is not in the closure of the set of finite compositions of volume preserving quaternionic shears.
Introduction
Complex holomorphic shears and overshears represent the major tools for the description of the groups of automorphisms of C n with n > 1. In this paper, we give a possible extension for shears and overshears in the case of two non-commutative variables. In particular, we investigate what are the minimal conditions to define good generalizations of the complex holomorphic shears and overshears in relation with the associated vector fields and flows in the non commutative (mainly quaternionic) setting. To this end, we restrict our research to mappings represented by convergent quaternionic power series.
Complex analytic shears are simple automorphisms with volume 1. Since there does not exist a quaternionic volume form on H n , and since the automorphisms with convergent power series as components are not necessarily regular in the sense of [7] , the class of quaternionic automorphisms with volume 1 is not defined.
We present an alternative definition of partial derivative, divergence and rotor for the quaternionic setting, and determine the subclasses of vector fields with divergence or rotor. Then, we define automorphisms with volume to be deformations of identity with f d (z 1 , . . . , z n ) ∈ H d [z 1 , . . . , z n ] for any d, which converges absolutely.
The set of all such functions -which turns out to be a right or left H-modulewill be denoted by H[z 1 , . . . , z n ]. Actually, we can restrict our considerations to the case in which any f d (z 1 , . . . , z n ) is a sum of monomials of degree d in the variables z 1 , . . . , z n whose coefficients a 0 , . . . , a d−1 (using the same notation as in (2.1)) are all in RP 3 = S 3 /{−1, 1}, which can be identified with {x = x 0 + x 1 i + x 2 j + x 3 k, x = 1, x 0 > 0 or x 0 = 0, x 1 > 0 or x 0 , x 1 = 0, x 2 > 0 or x = k}. This fact guarantees formal uniqueness of the expansion in the right H module H[z 1 , . . . , z n ]. We assume the formal uniqueness of power series expansion of the functions considered, namely, two such functions are the same iff the corresponding power series coincide. Furthermore H[z 1 , . . . , z n ] can be considered as a ring with respect to standard (pointwise) sum and (non commutative) multiplication.
We remark that H[z 1 , . . . , z n ] contains, as a particular case, the right submodule of slice-regular functions SR as introduced in [7] . Another interesting subclass of functions in H[z 1 , . . . , z n ] (which also contains slice-regular functions) is the one whose elements are functions as in (2.2) In general, there is no standard way of introducing a notion of (partial) derivative for quaternionic functions (see for instance [6, 7] ).
We introduce new differential operators ∂ z j on H[z 1 , . . . , z n ], which can be interpreted as new partial derivatives for a convergent power series as in (2.2) with respect to each of the variables z 1 , . . . , z n . Definition 2.1. If f is a convergent power series of variables z 1 , . . . , z n , for a given j ∈ N, 1 ≤ j ≤ n and (sufficiently small) h ∈ H , we say that ∂ z j f (z 1 , . . . , z n )[h] is to be defined by the position
or equivalently
All the operators ∂ z j are additive and right-H-linear. Furthemore, the Leibniz rule holds.
In practice, each of the operators ∂ z j acts by replacing a prescribed variable in each monomial of f d with h ∈ H as in the following example
The following result, whose proof is somehow redundant, motivates the introduction of the differential operators
Remark 2.3. One can also define the (differential) operator
which coincides with the corresponding (Cullen) derivative, when f is a slice-regular functon. In short, the operator ∂ z j replaces each z j with 1. However, a result like the one in Lemma 2.2 doesn't hold when considering ∂ instead of ∂. Indeed,
then we define the derivative of the composition as
We introduce a new notation and write 
Bidegree full functions (in two variables
It is clear that S p,q (z, w) = S q,p (w, z). If z and w commute, then S p,q (z, w) = p+q p z p w q . We also have this important identity
Proving that monomials of bidegree (p, q) are not just formally (right) linearly independent, but (right) linearly independent as functions, is a nontrivial problem. However, we can prove this fact for some cases.
Proposition 2.4. Consider a polynomial of bidegree (p, q) with p + q = d and either
. If P p,q (z, w) ≡ 0 then necessarily a α p,q = 0 for any α p,q .
Proof. The cases p = 0 or q = 0 are trivial. If q = 1 then we can use a simpler notation and write
If P p,1 (z, w) ≡ 0, then in particular P p,1 (z, w) = 0 for z = x + Iy and w = J ∈ S an imaginary unit orthogonal to I such that {I, J, IJ} is an orthonormal basis of R 3 . In particular, this choice of J implies that zw = wz. Hence
for any choice of x, y ∈ R or z ∈ C I := {z = x + Iy | x, y ∈ R} ≃ C. Since for any n it turns out that a n = u n + v n J with u n , v n ∈ C I , then d n=0z n z d−n a n = 0 splits into two independent conditions (on C I ), namely
the Identity Principle for complex polynomials, we conclude, that u n = 0 and v n = 0 for any n and so a n = 0 for n = 0, . . . , d.
Definition 2.5. We define
We say that H BF [z, w] is the right module of bidegree full (in short BF) polynomials in the variables z, w. Similarly, we define the right module of bidegree full functions to consist of converging power series of the form
The following result shows that bidegree full polynomials form an interesting class of polynomials.
Lemma 2.6. For any real number µ and any d ∈ N, the polynomial (z − µw)
Proof. Indeed, from direct calculations, it follows that
The second statement follows from the fact (proved in [1] by induction on d with an argument which applies to our setting) that the polynomials {x
basis of real polynomials of order less or equal to d and consequently polynomials
Notice, furthermore, that
Remark 2.7. As a consequence of Lemma 2.6, from any convergent quaternionic power series in the variable u of the form
(which actually is a slice-regular function of u) one gets a bidegree full function by replacing u with z − µw, namely
this function is not a slice-regular function in the variables z and w. 
Generalizations of bidegree full functions. The generators z
n a n , a n ∈ H.
These functions have the geometric property of leaving invariant quaternionic parallel affine subsets along the direction (µ, 1) as explained in the next Definition 2.8. Given µ ∈ H, we say that a quaternionic function f of the variables z, w is (µ, 1)-right-invariant if
for any z, w and any s ∈ H. 
Quaternionic Vector Fields in two variables
In this section, using the definition of∂, we develop some analytic tools such as divergence, rotor, and flow for quaternionic vector fields in two variables. We show that there is a large class of vector fields with good analyticity properties.
Definition 3.1. Given f, g ∈ H[z, w], the mapping X(z, w) = (f (z, w), g(z, w)) is called a vector field in H 2 , in short we write X ∈ VH. The subset of vector fields
In particular, we say, that a vector field X = (f, g) is bidegree full (in short BF) if the functions f, g are bidegree full functions and use the notation X ∈ VH BF . We assume from now on that the vector fields and functions are all defined on H 2 .
Next we introduce the following Definition 3.2. Given the vector field X(z, w) = (f (z, w), g(z, w)), we define the differential) operator
and we say that the vector field
if there exists a function -which will be denoted by divX(z, w) -such that 
is not left linear in h.
One of the main reasons for the introduction of the operators ∂ z , ∂ w and Div is the following
Proof. To simplify the notation write divX(z, w) = ∆(z, w). Let f (z, w) = f p,q (z, w), g(z, w) = g p,q (z, w) and ∆(z, w) = ∆ p,q (z, w) be the decompositions of f, g and ∆ with respect to the bidegrees. Then DivX(z, w)[h] = h∆(z, w), iff
for p, q ≥ 0. We have two more equations, which always hold, namely,
Since divergence is left linear in h, all the terms in the derivative coming from the second sum for f p+1,q (similarly for the first sum for g p,q+1 ) should cancel out. Since the terms in the expression ∂ z f p+1,q (z, w)[h] are formally linearly independent, the only possibility is, that such a term is cancelled out by a term in
. Consider a monomial from the second sum whose associated word is of the form 0α 2 = 0α
has a monomial of the form w · (z, w)
2 , so it can be cancelled out only by a term in ∂ w (z, w)
Since there is another zero, the above derivative contains also a term w · (z, w)
, and this one can be cancelled only by a term from ∂ z (z, w)
The sequences α 2 andα 2 differ only by a transposition. So, if both α 2 andα 2 with |α| = |α 2 | = p + 1 contain at least one 1 (which is the case) and one 0, they differ by a sequence of transpositions and therefore A α 2 = Aα 2 . So, there exist A such that
provided q ≥ 2 (and p + 1 ≥ 1). Analogously, there exist B such that
and
since by (2.5) we have
thus ∆ p,q is BF and div(S p,q (z, w), −S p−1,q+1 (z, w)) = 0 for all p ≥ 1, q ≥ 0. If divergence is 0, then also A = B and (f p+1,q (z, w), g p,q+1 (z, w)) = (S p+1,q (z, w), −S p,q+1 (z, w))A.
We have three remaining cases to check separately, p = 0, q = 0 and q = 1. In the first case, we have a degree q + 1 vector field X(z, w) = (f 1,q (z, w), g 0,q+1 (z, w) ),
Since there is only one element in the second component, it follows that B = −A α for all α and so the vector field is of the form
with divergence equal to w q (A q + B). Again, if divergence is 0, then A q = −B and the vector field is of the form
The second is the case of vector fields of the form X(z, w) = (f p+1,0 (z, w), g p,1 (z, w)) and is treated similarly as the first case. In the third case we have vector fields of the form X(z, w) = (f p+1,1 (z, w), g p,2 (z, w)) and because the case p = 0 is already proved we assume p > 0. Then there is only one A α 2 = A and so B β 2 + A = 0, therefore the vector fields are of the form
Since there are two zeroes in β 1 and one zero in α 1 , we can apply the same transposition argument as above, but to the word of the form 1α 1 = 1α 
If divergence is 0, then the vector field is of the form (f p+1,1 , g p,2 )(z, w) = (zS p,1 (z, w) + wS p,0 (z, w), −zS p−1,2 (z, w) − wS p,1 (z, w))A = (S p+1,1 (z, w), −S p,2 (z, w))A, so it is BF.
An immediate consequence of the proof is the following Corollary 3.5. Let X(z, w) ∈ VH 1 be a vector field with divergence. Then it has a form
and its divergence is divX(z, w) = p,q≥0 S p,q (z, w)(a p,q − b p,q ). Definition 3.6. Given the vector field X(z, w) = (f (z, w), g(z, w)), we define the differential) operator
and we say that the vector field X has rotor if RotX(z, w)[h] is left h linear, in other words if there exists a function -which will be denoted by rotX(z, w) -such that
RotX(z, w)[h] = h rotX(z, w).
Since Rot(f, g) = Div(−g, f ), we immediately have the following Theorem 3.7. Let X(z, w) = (f (z, w), g(z, w)) ∈ VH 1 be a vector field with rotor. Then rotX(z, w) is BF. If rotX(z, w) = 0, then X is BF and has the form X(z, w) = p,q≥1
where C ∈ H is an arbitrary constant. Then
Proof. By definition (2.3) of derivatives ∂ z and ∂ w we have
If D = H 2 × R, we say that a vector field X is complete.
Whenever it is clear from the context which vector field we are referring to, we omit the superscript X. = ((ze tzw )(ze tzw )(e −tzw w), −(ze tzw )(e −tzw w)(e −tzw w))
Because DivX(z, w)[h] = hzw − zwh, the vector field X does not have divergence.
Quaternionic Determinants and applications to Vector Fields of Shear and Overshear Automprphisms
This chapter is mainly devoted to the study of special classes of vector fields which are generalizations of the two vector fields from example (3.9). We focus, in particular, on the geometric properties of the divergence of the flows of these vector fields.
If A is an invertible real matrix a b c d ∈ GL(n, R) and f ∈ H(H), we consider the vector field
If π 2 : H 2 → H is the projection onto the second coordinate, one can write X(z, w) =
Notice that if d = 0, the vector field is of the form (0, g(z)) and if c = 0 is of the form (g(w), 0) for a suitable g ∈ H(H). In both cases, the vector field X has divergence 0.
Assume now that c = 0. Then
If c = 0, we may assume that c = −1. If we write d = µ, the vector field X can be written in a form X(z, w) = (µ, 1)f (z − µw) for some other slice-regular functionf . Notice that the vector field X is in the kernel of the functional Λ(z, w) = z − µw, i.e. Λ(X) = 0.
If π 1 : H 2 → H is the projection onto the first coordinate, consider the vector field
It has divergence
Similarly s before, Λ(Y ) = 0 for Λ(z, w) = z − µw.
Definition 4.1. Let π 1 , π 2 denote the projections of H 2 on the first and second coordinate respectively. We define the following two classes of vector fields:
The classes SV R and OV R are called shear and overshear vector fields respectively.
The space of all shears SV R can also be described as
For each p, q there exists a vector field Y p,q with divY p,q (z, w) = S p,q (z, w) and it is a sum of overshear vector fields.
Proof. Since S p,q (z, w) = p+q n=0 (z − nw) p+q r n , r n ∈ R by formula (2.6), the vector field is
Passing from a real to a quaternionic matrix, we have to point out that there is no canonical way to define the determinant of such a matrix. We consider only 2 × 2 matrices but we refer the reader to [3] and [8] for further references on general linear groups and determinants. There are several possibilities of introducing a generalization of the standard notion of determinant according to the properties one is looking at. For example, the real determinant det R and the complex determinant det C of a quaternionic matrix are defined when a quaternionic matrix is considered as the corresponding real or complex matrix obtained via the identification of H with R 4 or with C 2 respectivelyIf
we define the Cayley determinant of A to be
If b = a and c = d, the rank of the matrix is 1 and the determinant is ac − ca, which is 0 iff a and c commute. Another interesting definition is Dieudonné determinant det D . The Dieudonné determinant is defined as a mapping from M(2, H) to a quotient Q of the multiplicative subgroup H * of H to its quotient by a commutator subgroup,
The group Q is isomorphic to R + , because the commutator subgroup consists precisely of all quaternionic units. For example, the representative of det D A in Q is defined as
The quaternionic determinants det D , det R and det C satisfy the three following axioms: the determinant is 0 if and only if the matrix is singular, the determinant of a product of matrices is a product of determinants and a particular Gaussian elimination is allowed.
It is important to observe that the operator ⋄ as in (2.4) is not a product and therefore in general, no matter which definition of the determinant we adopt, the determinant of a composed mapping introduced by using ⋄ is not necessarily a product of determinants.
Therefore the following two groups of transformations
SL(2, H), and GL(2, H)
can be properly and correctly defined.
Definition 4.4. Let π 1 , π 2 denote the projections of H 2 on the first and second coordinate respectively. We define the following two classes of vector fields:
The classes SV H and OV H are called generalized shear and generalized overshear vector fields respectively.
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Example 4.5. Consider the matrix
Since the entries commute, the formula for the inverse A −1 is the same as in the commutative case and so the conjugation by such A defines a OV H vector field in the same manner as in (4.1). Unfortunately these vector fields do not have divergence. In fact, from the previous computation we have
where a :=μ(1 + |µ| 2 )
since µah + bh = h. The term in the brackets is not necessarily 0 since the chain rule does not apply and µ is not real. For example, a suitable choice of f gives Y (z, w) = (µ, 1)(μz + w)(z − µw) and then
so Y does not have divergence. Similarly, the vector field of the form X(z, w) = (µ, 1)f (z − µw) does not have divergence and actually DivX(z,
. This is 0 if and only if µ commutes with w and z, i.e. µ ∈ R.
The generalized shear and overshear vector fields, however, are complete. Indeed, Lemma 4.6. Let X be a vector field with a (real) flow Φ X . Let A ∈ GL(2, H) and consider the conjugate of X i.e.
Proof. Since in the flow the time t is real, the derivation with respect to t commutes with multiplication by a quaternionic matrix and so
Example 4.7. The vector fields
are obtained from vector fields in the example (3.9) by conjugation by suitable matrices, and therefore have the flows
is called a generalized shear. A generalized shear is a shear if v 1 , v 2 ∈ R, Λ is represented by a real matrix, and f is slice-regular. We denote the class of generalized shears as S H and the class of shears as S R .
Analogously, a mapping of the form
f ∈ H, is called a generalized overshear. A generalized overshear is an overshear if v 1 , v 2 ∈ R, Λ is represented by a real matrix, and f is slice-regular. We denote the class of generalized overshears as O H and the class of overshears as O R .
For each fixed t the flows of (generalized) shear or overshear vector fields are (generalized) shears or overshears. 
We would like to calculate the Jacobian, i.e. the Dieudonné determinant of the above matrix and see if it is -as in the complex or real case -proportional to h 1 h 2 with constant factor 1. We may assume that |h 1 | = |h 2 | = 1 because of real linearity. Since Gaussian elimination of rows by using left multiplication is allowed and µ is real, we have (by a slight abuse of notation we write det D also for the representative in the quotient)
The last two terms do not cancel out in general, but they do if h 1 = h 2 . Therefore we could say that for |h| = 1 the determinant det D DF j (z, w)[h, h] = 1, which means, that shears could be considered in a way as volume preserving maps. However, this property is no longer preserved if we compose two shears or if µ is not real.
For instance, let f (u) = u 2 and consider F µ as above. Recall that det D A = 1 precisely when its representative has modulus 1. Even if we simplify the calculation by inserting h = 1, we get
The number in the bracket is purely imaginary and so the only possibility for such a number to have modulus 1, is, that the term in the bracket vanishes for all z and w. This is iff µ ∈ R. where divY (z, w) = f (z − µw). Therefore we can say that overshears form a class of automorphisms which resemble the property of having volume and the quantity V resembles the volume at Φ Y (z, w, t).
Andersen-Lempert theorem for automorphisms with volume
As shown in the previous section any notion of volume and of volume-preserving maps are not well-defined in general if one uses a definition which involves the notion of the determinat. Therefore we prefer to use another approach and, as for the case automorphisms of C n , we consider the volume-preserving automorphisms to be those which are perturbations of the identity by vector fields with divergence. Examples in the previous sections show the remarkable fact that
Similar conclusions hold for overshears and generalized overshears.
Example 5.2. In the complex case for every automorphism F (z, w) = (z, w) + h.o.t., there is vector field X defined by the flow Φ(z, w, t) = F (tz, tw)/t. If F is volume preserving, then divX = 0. The same holds for a composition of two automorphisms F and G and a corresponding associated flow. This no longer holds true in the quaternionic case. After composing the shears F (z, w) = (z, w + z 2 ) and G(z, w) = (z + w 2 , w), one can define as corresponding flow the mapping Φ(z, w, t) = F • G(tz, tw)/t = (z, w) + t(w 2 , z 2 ) + t 2 (0, zw 2 + w 2 z) + t 3 (0, w 4 ).
The equation d/dt(Φ(z, e, t)) = X(Φ(z, w, t), t) defines the time-dependent vector field X(z, w, t) = ∞ 0 X n (z, w)t n . If the vector field X is supposed to have divergence, then
