Application of Super-Resolution Image Reconstruction to Digital Holography by unknown
Hindawi Publishing Corporation
EURASIP Journal on Applied Signal Processing
Volume 2006, Article ID 90358, Pages 1–7
DOI 10.1155/ASP/2006/90358
Application of Super-resolution Image Reconstruction to
Digital Holography
Shuqun Zhang
Department of Computer Science, College of Staten Island, City University of New York, 2800 Victory Boulevard,
Staten Island, NY 10314, USA
Received 1 December 2004; Revised 10 April 2005; Accepted 18 April 2005
We describe a new application of super-resolution image reconstruction to digital holography which is a technique for three-
dimensional information recording and reconstruction. Digital holography has suﬀered from the low resolution of CCD sensors,
which significantly limits the size of objects that can be recorded. The existing solution to this problem is to use optics to bandlimit
the object to be recorded, which can cause the loss of details. Here super-resolution image reconstruction is proposed to be applied
in enhancing the spatial resolution of digital holograms. By introducing a global camera translation before sampling, a high-
resolution hologram can be reconstructed from a set of undersampled hologram images. This permits the recording of larger
objects and reduces the distance between the object and the hologram. Practical results from real and simulated holograms are
presented to demonstrate the feasibility of the proposed technique.
Copyright © 2006 Hindawi Publishing Corporation. All rights reserved.
1. INTRODUCTION
Due to the physical limitations and cost of imaging sensors,
it is diﬃcult to obtain high-resolution images in many ap-
plications. The low-resolution images are often degraded by
noise, blurring, and aliasing eﬀects. Super-resolution image
reconstruction has been demonstrated to be very eﬀective in
removing these eﬀects by combining several low-resolution
images to yield a single high-resolution image. Numerous
algorithms for image resolution enhancement have been
published since Tsai and Huang [1] first proposed their
frequency-domain super-resolution approach. They diﬀer in
the observation model, reconstruction method, algorithm
domain, and computational cost [2–10]. Most of the super-
resolution methods use the observation model where the
observed low-resolution images result from warping, blur-
ring, and subsampling operations performed on the high-
resolution image. They work in the spatial domain using
maximum a posteriori (MAP) or project onto convex set
(POCS) reconstruction technique, and are usually computa-
tionally expensive. A complete and comprehensive overview
of super-resolution algorithms can be seen in [11, 12]. On the
other hand, super-resolution techniques have been success-
fully used in many applications including medical imaging,
remote sensing, satellite imaging, high-definition television,
surveillance systems, forensic science, video frame freezing,
and printing. This paper explores a new application of super
resolution image reconstruction in digital holography, and
analyzes and evaluates the corresponding super-resolution
algorithm in the context of digital holography. To my knowl-
edge, this is the first time super-resolution is applied in en-
hancing the spatial resolution of digital holograms to over-
come the problems caused by low-resolution sensor in digital
holography.
Holography is a widely used technique for recording and
reconstructing three-dimensional (3D) information of an
object. In classical holography, photographic films are used
to record holographic patterns and the reconstruction is per-
formed optically. Recent advances in charge-coupled device
(CCD) and computer technology have permitted replacing
holographic films with CCD arrays and optical reconstruc-
tion with computer-driven numerical reconstruction. Digi-
tal holography is thus referred to as the technique that uses a
CCD camera to record holographic patterns and performs
the reconstruction numerically using a computer [13]. In
comparison with classical optical holography, digital holog-
raphy has the major advantage that it eliminates the need of
wet chemical development processing andmechanical focus-
ing and, thus, leads to much faster and flexible holographic
processing. In addition, both the intensity and phase of the
object can be retrieved from digital holograms. Accordingly,
digital holography has been successfully applied in 3D infor-
mation processing, microscopy, particle analysis, deforma-
tion studies, and surface contouring.







Figure 1: Digital holography.
Digital holography has been limited to record small ob-
jects only. This is due to the low spatial resolution of com-
mercially available CCD arrays. Although the CCD resolu-
tion increases constantly, it is still lower than photographic
material by at least one order of magnitude. In order to ob-
tain a good reconstructed image quality and measurement
accuracy, the sampling theorem has to be satisfied during the
digital recording of holograms. The low resolution of CCD
limits the angle between the object and reference beams in
holography to only a few degrees in order to meet the sam-
pling requirement [14]. The hologram will be undersampled
if the recording angle is larger than the maximum acceptable
angle. As a result, only small objects can be recorded and the
objects must be placed far away from the CCD camera. In
order to record a larger object, additional optical lens sys-
tem is normally needed to reduce the object size [15]. Optical
bandlimiting may be highly undesirable in some applications
since the object details will be lost. To overcome the above-
mentioned problem, super-resolution image reconstruction
is proposed here to increase the resolution of holograms and
eliminate the aliasing eﬀects caused by undersampling. By
doing so, larger objects can be recorded and the distance be-
tween the object and the hologram can be shortened.
The principle of digital holography and the problems
caused by low resolution of imaging sensors are briefly de-
scribed next. Then the super-resolution algorithm used for
hologram resolution enhancement and the obtained results
are presented.
2. DIGITAL HOLOGRAPHY AND
ITS RESOLUTION PROBLEM
Holography has been widely used for 3D information record-
ing and reconstruction. It records 3D objects in two-
dimensional (2D) interference images and retrieves the
intensity and phase of the objects from the recorded holo-
grams. Figure 1 shows the principle of digital holography. In
the recording phase, the object is illuminated by laser and
the diﬀracted object wave is interfered with a reference plane
wave. There should be a small incidence angle θ between the
reference wave and the object wave in order to retrieve the
object wave in the later reconstruction phase. The resulting
interference pattern is captured by a CCD array and then
stored in an image processing system. Let R and O be the ref-
erence and object waves at the CCD plane, respectively. The
intensity I recorded by the CCD is given by
I = |R+O|2 = |R|2 + |O|2 + R∗O + RO∗, (1)
where the asterisk denotes the complex conjugation. I is sam-
pled by the CCD camera to produce a 2D numerical ar-
ray I(m,n). In the reconstruction phase, the object wave
is retrieved numerically in a compute by multiplying the
recorded hologram image with the reference wave R. The re-
constructed wavefront in the hologram plane is obtained as
U = RI = R|R|2 + R|O|2 + |R|2O + R2O∗ . (2)
The first two terms of (2) create a zero-order diﬀraction, the
third term produces a virtual image located at the initial po-
sition of the object, and the fourth produces a real image of
the object on the other side of the hologram. The complex
amplitude of the object wave can be calculated by the Fresnel

































where Δx, Δy, and Δξ, Δη are the pixel sizes in the holo-
gram plane and in the reconstructed image plane, respec-
tively. z is the distance between these two planes, λ is the laser
wavelength, and M × N is the size of the hologram. The fast
Fourier transform (FFT) algorithm is usually used to calcu-
late (3) since it can be considered as a discrete Fourier trans-
form.
The sampling theorem has to be met during the digi-
tal recording of holograms in order to obtain a good re-
constructed image quality and measurement accuracy. The
maximum spatial frequency to be recorded is limited by the
resolution of CCD. For oﬀ-axis digital holography, the angle
θ between the reference and object waves must not exceed a
maximum value given by






which normally is just a few degrees even with small ob-
jects [14]. If θ > θmax, the sampling theorem is not ful-
filled and the hologram is undersampled. Figure 2 gives an
example to show the eﬀect of aliasing caused by hologram
undersampling. Figure 2(a) is the object to be recorded and
Figure 2(b) is the recorded hologram with Nyquist sampling.
From Figure 2(b), we can reconstruct the object perfectly as
shown in Figure 2(d), where, the real and the virtual image of
the object are separated. If we downsample Figure 2(b) by a
factor of 2 in each axis to obtain an undersampled hologram
as shown in Figure 2(c), the reconstructed object image from




Figure 2: Demonstration of aliasing due to undersampling: (a) a binary object “HOLO;” (b) recorded hologram with Nyquist sampling; (c)
undersampled hologram; (d) reconstructed image from (b); and (e) reconstructed object image from (c).
If we need to record a larger object, it must be placed far
away from the camera due to the limitation of recording an-
gle. This will degrade the quality of the hologram and may
lose object details. Therefore it is highly desired to enhance
the resolution of holograms to widen the angle for record-
ing larger objects. To increase the resolution of images, the
simplest method is to use interpolation. But interpolation
methods are suboptimal and result in poor performance.
Super-resolution has been demonstrated to have much bet-
ter performance than interpolation, and thus is proposed
here for enhancing the spatial resolution of holograms. We
can capture several undersampled holograms and then use a
super-resolution algorithm to reconstruct a high-resolution
hologram such that the reconstructed high-resolution holo-
gram can meet the Nyquist sampling rate.
3. HIGH-RESOLUTION HOLOGRAM
RECONSTRUCTION
Super-resolution algorithms first need to have a suitable ob-
servation model to relate the original high-resolution im-
age with the observed low-resolution images, and then em-
ploy some reconstruction technique worked in either the
spatial or frequency domain. It is common to model each
low-resolution image as a noisy, downsampled version of
the shifted and blurred high-resolution image. Irani and
Peleg [3] proposed an iterative back-projection method
to reconstruct the high-resolution image by minimizing
the error between the observed low-resolution images and
the predicted low-resolution images that were obtained
by projecting the high-resolution image estimate through
the observation model. Hardie et al. [4] extended the
back-projection method by employing a gradient descent
and a conjugate gradient technique for minimizing regu-
larized cost function, where, the subpixel motion was es-
timated using gradient method based on Taylor expan-
sion. Cheeseman et al. [5] have developed a Bayesian esti-
mation method with a prior knowledge of pixel neighbor
correlation to improve the super-resolution algorithm. The
success of super-resolution reconstruction largely depends
on accurate motion estimation between low-resolution im-
ages. However, motion estimation with fractional pixel ac-
curacy could be a diﬃcult problem. Recently, some super-
resolution algorithms have been developed to incorporate
inaccurate subpixel registration. Ng et al. [6, 7] consid-
ered the registration error by proposing a regularized to-
tal least squares method to minimize the error. Poletto and
Nicolosi [8] proposed a super-resolution method that is
insensitive to high uncertainties in the subpixel displace-
ments in which images were subsequently acquired shifted
by a fraction of a pixel with respect to each other. Lee and
Kang [9] used channel adaptive regularization technique
to minimize the eﬀect of the registration error. Although
most super-resolution methods can achieve good perfor-
mance in reconstruction, they are usually computationally
expensive. The time-consuming characteristics of iterative









Figure 3: Super-resolution model.
super-resolution algorithms could exclude themselves from
many practical applications. Nguyen et al. [10] proposed
an eﬃcient block circulant preconditioning technique to ac-
celerate the convergence in reconstruction iteration. Elad
and Hel-Or [2] demonstrated that fast noniterative calcu-
lation of image reconstruction is possible if blur is space-
invariant, warps are pure translations, and additive noise is
white.
For hologram image resolution enhancement, we can as-
sume the observation model to be pure translational motion,
universal space-invariant blur and decimation considering
that holograms are typically captured inside a clean room
and we can mount the CCD camera on a translational stage.
Therefore, the fast noniterative super-resolution algorithm in
[2] is well suited for enhancing hologram’s resolution in real-
time. The algorithm is briefly described below and the details
can be seen in [2].
Assume we capture P frames of low-resolution hologram
images with a translating CCD camera and they are denoted
as Yk for k = 1, 2, . . . ,P. LetH be the original high-resolution
hologram sampled at the Nyquist rate that we wish to es-
timate from those P low-resolution holograms. Then Ykis
related to the required super-resolution image H through
translation, blur, decimation, and additive noise, which can
be represented using a matrix notation as
Yk = DBSkH +Vk, 1 ≤ k ≤ P, (5)
where Sk is the matrix representing the translation per-
formed on the hologram H , B is the space-invariant blur
matrix representing the camera’s PSF, D is the decimation
operator resulting in Yk, and Vk is the Gaussian noise with
zero-mean and auto correlation matrix Wk = E[VkVTk ].
Figure 3 illustrates the above super-resolution model. It
shows the formation process of low-resolution images from
a high-resolution image, where a square box (solid, dashed,
or gray) represents a low-resolution detector. These boxes
demonstrate how the high-resolution pixels contribute to
a low-resolution pixel. The decimation matrix D generates
smaller size (3×3) low-resolution images from a large (6×6)
high-resolution image. The blur matrix B is implemented by
summing the high-resolution pixels within the span of low-
resolution detector (box). The translation matrix Sk is indi-
cated by the relative motion from the solid box to the dashed
or the gray box.
In order to estimate H based on the captured holograms
Yk, we need to know D, B, Sk, and Wk. Sk can be read from
the translational stage or obtained through motion estima-
tion. The camera blur matrix B can also be estimated or
simplified to some simple known blur function. D is the
resolution ratio to obtain. The noise is assumed Gaussian
and mutually independent for diﬀerent images. Based on the
above assumptions, it is shown in [2] that the maximum-

























where μ is a turning parameter. The algorithm can be further
changed for fast noniterative calculation.
The procedure of using super-resolution for digital holo-
gram enhancement is as follows. The interference pattern
at the CCD plane is captured several times by a translat-
ing CCD camera. Each time the CCD camera is shifted to
a diﬀerent position so that a relative shift can be intro-
duced between each frame acquisition. These shifted holo-
grams are then processed using the above-described algo-
rithm to obtain a high-resolution hologram. Finally, the 3D
object is reconstructed from the resolution enhanced holo-
gram.
4. RESULTS
Both simulated and real hologram images were used to
demonstrate the feasibility of the proposed method. As in
[2], the unknown PSF was assumed to be a 2D separa-
ble kernel constructed from the 1D blur [0.25, 0.5, 0.25].
The low-resolution hologram images were created from a
known high-resolution hologram, and so motion vectors
were known. The iteration algorithm in (7) was implemented
and used for testing where μ = 0.1.
The synthetic 400 × 400 hologram in Figure 2(b) was
downsampled to create four 200 × 200 undersampled
low-resolution holograms by a factor of 2 at each axis.




Figure 4: Results for simulated holograms: (a) super-resolution enhanced high-resolution hologram; (b) reconstructed object image from
(a); (c) bilinearly interpolated hologram; and (d) reconstructed object image from (c).
decimation without shifting the high-resolution hologram,
and the rest three low-resolution holograms were ob-
tained by shifting the high-resolution hologram horizon-
tally, vertically, and diagonally, respectively, by one pixel be-
fore decimation. One of the undersampled hologram used
has been shown in Figure 2(c). A high-resolution recon-
structed hologram was obtained, as shown in Figure 4(a),
after applying the super-resolution algorithm to these four
undersampled holograms. The corresponding reconstructed
object from Figure 4(a) is shown in Figure 4(b). It is seen
that aliasing has been eliminated. For comparison, Figures
4(c) and 4(d) provide the bilinearly interpolated hologram
and the corresponding reconstructed object image, respec-
tively.
Next a real 1024 × 1024 hologram shown in Figure 5(a)
was used to test the super-resolution reconstruction for
digital holography. This hologram was perfectly sampled.
Figure 5(b) shows its holographical reconstruction, which
gives the object recorded. Again, four undersampled low-re-
solution hologram images were created from the high-re-
solution hologram using the same parameters as the syn-
thetic hologram. Figure 5(c) shows one of the downsam-
pled holograms. Figure 5(d) is the object reconstruction re-
sult when this undersampled hologram was directly used. It
is seen that the object is totally blurred. The result of using bi-
linear interpolation for resolution enhancement is presented
in Figure 5(e). Figure 5(f) is the corresponding reconstructed
object image, which shows that bilinear interpolation-based
enhancement fails to retrieve the object. The high-resolution
hologram using the super-resolution reconstruction was ob-
tained as shown in Figure 5(g), and the corresponding recon-
structed object is given in Figure 5(h). It yields much better
performance than the interpolation method.
5. CONCLUSIONS
Low resolution of imaging sensors has been one of the main
problems in digital holography, which produces undersam-
pled holograms in recording relatively larger objects. Super-
resolution image reconstruction has been successfully ap-
plied to enhance the resolution of digital holograms by com-
bining several shifted undersampled holograms. This makes
the recording of large objects using short object-to-hologram
distance become possible. The eﬀectiveness of the proposed
method has been verified by practical results from real and
simulated holograms. The intension of this paper is to study
the feasibility of using super-resolution in digital hologra-
phy and provide the preliminary results, but not to find the
best super-resolution algorithm for it. It is noted that the re-
constructed high-resolution hologram is not identical to the
original high-resolution hologram. This is not a big problem
for 3D visualization, but it may limit the application in mea-
surement where precision is a concern. Further investigation
is thus required before it can be applied in practice.





Figure 5: Results for real holograms: (a) original hologram meeting sampling rate (courtesy of Oystein Skotheim and Vegard L. Tuft,
Norwegian University of Science and Technology, Norway); (b) reconstructed object image from (a); (c) one of the undersampled holograms;
(d) reconstructed object image from (c); (e) bilinearly interpolated hologram; (f) reconstructed object image from (e); (g) super-resolution
enhanced high-resolution hologram; and (h) reconstructed object image from (g).
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