With the fast development of information acquisition, there is a rapid growth of multimodality data, e.g., text, audio, image and even video, in fields of health care, multimedia retrieval and scientific research. Confronted with the challenges of clustering, classification or regression with multi-modality information, it is essential to effectively measure the distance or similarity between objects described with heterogeneous features. Metric learning, aimed at finding a task-oriented distance function, is a hot topic in machine learning. However, most existing algorithms lack efficiency for highdimensional multi-modality tasks. In this work, we develop an effective and efficient metric learning algorithm for multi-modality data, i.e., Efficient Multi-modal Geometric Mean Metric Learning (EMGMML). The proposed algorithm learns a distinctive distance metric for each view by minimizing the distance between similar pairs while maximizing the distance between dissimilar pairs. To avoid overfitting, the optimization objective is regularized by symmetrized LogDet divergence. EMGMML is very efficient in that there is a closed-form solution for each distance metric. Experiment results show that the proposed algorithm outperforms the state-of-the-art metric learning methods in terms of both accuracy and efficiency.
Introduction
Multi-modality data are booming with the ubiquitous usage of digital devices and social network. In multi-media retrieval, there exists a large variety of data, e.g., text, audio, image, video, etc., on the website. In biometric recognition, a person can be identified by retina, face, iris, signature, fingerprint, or palmprint [1, 2, 3, 4, 5] . For 5 face recognition, a face image may be captured by cell phones, near-infrared cameras or depth cameras [6, 7, 8, 9, 10, 11, 12, 13 ]. An object is usually described by different modalities with complementary information in many computer vision and pattern recognition tasks.
Learning a task-driven metric from massive multi-modality data automatically is 10 meaningful to diverse applications such as computer vision, bioinformatics and information retrieval. Metric learning, which aims to train an appropriate measure from data, has provoked wide interests over the past decade. A large number of approaches have been proposed, most of which intend to learn a Mahalanobis-like metric. Generally, according to the optimality of the solution, metric learning can be categorized 15 into global methods and local methods. Global methods can be regarded as learning a linear geometric transformation over the input space [14, 15, 16, 17] . While the simplicity promotes their wide application, the global metrics still suffer from the curse of dimensionality. Compared with global metrics, local metrics have been shown to be able to flexibly capture geometric variations across different feature spaces [18, 19, 20] . 20 However, a major drawback of local metric learning is that it may lead to overfitting [21] . In addition, they are generally confronted with high computational cost.
Despite the large amount of work on single modality, learning metrics for multiple modalities still remains largely unexploited [22] . Since single metrics ignore consensus & complementarity properties between different modalities, it may fail in 25 multi-modal learning. Under such circumstance, multiple kernel techniques, which map the data to high-dimensional feature spaces with a set of nonlinear kernel matrices, have been introduced to address these issues [7, 23, 24] . To our best knowledge, McFee and Lanckriet [23] first utilized multiple kernel learning technique to integrate heterogeneous modalities into a single, unified similarity space. In their work, an op-timal ensemble of kernel transformations is learned. Unfortunately, it is not applicable to large-scale tasks due to the expensive computational costs. In [24] , Lu et al proposed a weighted kernel embedding technique for metric learning, which is shown to be effective in combining multiple features. Recently, Lu et al [7] exploited statistics information to represent image sets and developed a a localized multi-kernel metric 35 learning (LMKML) method. While state-of-the-art performance has been achieved, it still remains to explore an efficient strategy to improve the speed. Generally speaking, although multiple kernel learning may capture the complex data structure and avoid the curse of dimensionality , the time-consuming process in terms of parameter adjustment limits its scalability in large-scale tasks.
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A distance metric learning algorithm is evaluated in terms of both accuracy and efficiency. Although these aforementioned methods significantly surpass the stateof-the-arts, the high time complexity limits their scalability in practical applications, especially in handling multi-modality data. As time cost as well as the memory requirement dramatically increases when dealing with large-scale data represented with 45 high-dimensional multiple modalities, how to develop an effective and efficient metric learning method has become a hot topic. To solve the problem, online learning techniques have been considered [25, 26] . In [25] , a novel Online Multiple Kernel Similarity (OMKS) learning framework is proposed to learn a flexible proximity function with multiple kernels. In [26] , an online multi-modal distance metric learning (OMDML) 50 scheme is put forward, which aims at learning distinctive metrics in individual modality space and the weights for combining different modalities via a joint formulation.
While online approaches are more scalable compared with the batch processing techniques, they are more likely to suffer from high computational cost in projections in that iteration process involves gradient descent method.
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As the iterative gradient descent or eigenvalue decomposition is used in solving the optimization problem, most of metric learning algorithms are computationally expensive. Remarkably, Zadeh et al [27] developed Geometric Mean Metric Learning (GMML), which formulates metric learning as an unconstrained smooth and strictly convex optimization problem. GMML is very efficient for large-scale tasks in that it 60 admits a closed form solution. Additionally, for multi-modal learning, the common-ness and individuality should be made good use of to improve the discrimination ability of the learned metrics.
In this paper, we develop a novel Efficient Multi-modal Geometric Mean Metric Learning (EMGMML) framework to handle data with multiple modalities, which means multiple visual features extracted from media objects. EMGMML learns the metrics for multiple features in a joint optimization problem by pulling similar pairs close whereas pushing dissimilar pairs away. To explore the complementarities among different modalities, the learned metrics for different modalities are required to be close to a common prior metric by symmetrized LogDet divergence. Meanwhile, to highlight 70 the difference of multi-modalities, we assign a weight to each modality. Specifically, each metric connected with the modality can be solved in a closed form solution. Then, the metric learning problem can be converted into a quadratic programming in terms of weights. Compared with existing metric learning approaches, EMGMML is highly scalable and efficient due to exemption from kernel mapping and solving a semi-definite The remainder of this paper is organized as follows. Section 2 briefly reviews the GMML algorithm in [27] . In Section 3, we introduce our proposed EMGMML 80 algorithm for high-dimensional multi-modal data. Section 4 analyzes experimental results on both qualitative and quantitative point of view. Section 5 concludes our study and gives an outlook for our future work.
Geometric Mean Metric Learning Model
In this section, we review Geometric Mean Metric Learning (GMML) [27] algo-85 rithm.
Formulation
We aim to learn a Mahalanobis distance 
The objective is to minimize the sum of distances between similar points with a matrix A and distances between dissimilar points with A −1
The idea is that increasing the distance d A (x, y) between dissimilar pairs is equivalent to decreasing d A −1 (x, y). The gradients of d A and d A −1 are in opposite directions, which can confirm the rationality of the idea.
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Substituting the distance with traces, we get
We denote two crucial matrices
that are the similarity and dissimilarity matrices, respectively. Utilizing (4), we rewrite
h(A) has some key properties such as geodesic convexity. Here are several concepts of geodesically convex functions.
Geodesic convexity is a generalization of linear convexity for sets and functions to nonlinear Riemannian manifolds [28] . The geodesic curve locally minimizes the Riemannian distances between two points. It connecting A and B on the SPD manifold is defined as
On the entire set of SPD, the definition of geodesically convex functions is given as follows [29] Definition 1. A function f on a geodesically convex subset of a Riemannian manifold is geodesically convex, if for all points A and B in this set, it satisfies
If for t ∈ (0, 1) the above inequality is strict, the function is called strictly geodesi-
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cally convex.
Key properties of h(A) is summarized as follows [27]

Theorem 1. The cost function h in (5) is both strictly convex and strictly geodesically
convex on the SPD manifold.
Solution
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According to the convexity of the objective function, we can obtain its global minimum by setting the gradient as zero
Actually, the sole solution of (6) is the midpoint on the geodesic connecting S −1
and D [30] , namely
Following the above definition, we know that A is SPD.
While GMML obtains a closed-form solution, owing to the inverse matrix calculation, it is still computationally expensive in handling high-dimensional multi-modal tasks. Furthermore, the performance may suffer due to the ignorance of correlation between different modalities. To solve this problem, we propose the framework of 105 EMGMML as follows.
Efficient Multi-modal Geometric Mean Metric Learning Model
In this section, we describe how to learn a geometric mean metric on multi-modality data.
Formulation
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Given a set of samples
, we aim at learning such a weighted Mahalanobis distance
where x p i , x p j ∈ R dp are the ith and jth point on the pth modality, respectively. w p is a weight that determines the importance of the pth modality in distance metric learning. Referring to the GMML algorithm, the objective can be
Rewriting the objective with traces, we turn (8) into
We now define the following two matrices S p and D p to represent similarity and dissimilarity matrices for the pth modality
Therefore, we can get the basic formulation of EMGMML
As the matrix S p may be near-singular or non-invertible, we add a regularizer to the objective [27]
where A 0 is the prior metric and D sld is the symmetrized LogDet divergence
It is noteworthy that another variable is w p . To ensure the distance is positive, we require w p is non-negative. However, as the distance and divergence are both nonnegative, the objective obtains the minimum when each w p equals 0. Since we hope each modality can make their own contributions, most w p should be positive. Thus, we let the sum of w p be a constant. At this point, the objective becomes a linear programming, which may cause most of them are near to zero. To avoid overfitting, we introduce a regularizer term of w p . Ultimately, the regularized version of EMGMML
Let w = [w 1 , w 2 , . . . , w m ] be a m-dimensional vector, then 
Solution
In the following, we develop an efficient optimization approach to solve (14) . An alternative strategy is introduced in the solving procedure. Observing that the only constraint of A p is the positive definiteness, we consider to solve A p at first. For simplicity, we denote the function
The derivative of L with respect to A p is
Setting it to zero leads to
However, if w p = 0 holds for all p = 1, 2, . . . , m, then we can not satisfy the constraint m p=1 w p = 1. Therefore
We can obtain the solution
From the form of geometric mean, we may conclude that A p is SPD. Once the A p is determined, the problem (14) is transformed to a quadratic programming on w p .
Weighted version 115
To generalize the scope of the solution, we propose the weighted EMGMML objective with the optimal w p [30, 27] min
where δ R is the Riemannian distance on SPD matrices
As the w p is fixed and positive, S p and D p are known, the problem (18) is equivalent to the following m tasks:
The unique solution is the weighted geometric mean
Therefore, the regularized form of the solution is
The algorithm is summarized in Algorithm 1.
Algorithm 1
The optimization of EMGMML Input:
: set of similar pairs on each modality, {D p } 
Return the distance matrix for p = 1, 2, . . . , m From the above analysis, we know that as an extended version, EMGMML inherits the advantages of GMML in scalability. It is even more efficient in dealing with multi-modality high-dimensional data.
Overall, our proposed EMGMML framework projects multiple modalities onto distinctive feature subspaces, and then exploits a weighted combination to integrate cor-130 responding metrics. An alternative strategy is used for solving the joint objective of metrics as well as weights, which is showed to be both effective and efficient by empirical results in Section 4.
Experiments
In this section, we empirically analyze the performance of EMGMML. We first 135 describe the datasets and descriptors as well as the evaluation criterion. Then we elaborate the compared methods and parameter setting and tuning. Finally, we compare EMGMML with state-of-the-arts in terms of effectiveness and efficiency on retrieval.
Datasets and Environment
We Referring to early literatures [32], we generate similar pairs by selecting two samples from the same category and dissimilar pairs by picking up two samples from distinct classes. The only difference is that we exploit all the samples from the training 155 set instead of random selection.
Evaluation Criterion
In this paper, we use mean average precision (MAP) to evaluate the performance of image retrieval. MAP is defined on the retrieved ranking list of queries. It is such a measurement of how the retrieved samples relate to the query. Given a query and its R retrieved images, the Average Precision is defined as [33] 
where L is the number of relevant samples in the retrieved set, prec(r) is the precision at the rth position. δ(r) represents whether the rth retrieved image is relevant to the query or not. δ(r) = 1 when they are relevant and 0 otherwise. The MAP is computed 160 as the average AP of all the queries. We set R as the number of each class in the pooling set for small datasets, while we set R as 10 for large datasets like Corel 5k.
Comparison Methods
We compare the proposed algorithm with eight baseline methods.
• DCA. An efficient metric learning scheme which exploits both positive and neg-165 ative constraints [15].
• LRML. A novel metric learning technique that integrates both labeled and unlabelled data into an effective graph regularization framework [16] .
• OASIS. A supervised online dual approach that learns a bilinear similarity measure [34] .
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• EMR. A scalable graph-based manifold ranking algorithm [35] .
• DML-eig. An efficient eigenvalue optimization framework for metric learning [36] .
• OMKS. An efficient online metric learning algorithm which learns a flexible nonlinear proximity function with multiple kernels for improving visual search
• SERAPH. An information-theoretic semi-supervised metric learning approach that does not rely on the manifold assumption [17] .
• GMML. A supervised metric learning method that is based on geometric intuition and has a closed form solution [27] .
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To observe the effect of weights, we add a method called UGMML, which learns an optimal metric with GMML for each modality, and then uniformly combines all metrics. All of the distance metric learning approaches, except EMGMML, UGMML as well as OMKS, are performed on the concatenated feature vectors from different modalities. 
Parameter Setting and Tuning
As for parameters, we only tune several key parameters on validation datasets for the best results and set all the others to default values. For GMML, we set the param- remains relatively stable. For DML-eig, we tune the parameter k in kNN from 1 to the number of the labeled training images per class minus one [36] . As for LRML, we set the regularization parameters γ s , γ d as 1 and vary the parameter k of k-NN in 5-20 [16] . We set the number of the landmarks picked p in EMR as 50. In OMKS, there are three parameters to be tuned, that is, the gaussian kernel parameter γ, discount weight 
Performance Comparisons
We report the MAP values for all the competing methods in Table 2 . Methods with
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'PCA' as their prefixes indicate that we use PCA to reduce the dimension of original feature vectors to 200, and then perform retrieval with the corresponding metric. It can be seen that EMGMML consistently outperforms GMML in retrieval tasks. From top to down are unsupervised, semi-supervised and supervised methods. EMGMML improves the most on Indoor dataset with an increasement about 49.96%. On Corel 800 210 dataset, OMKS performance is equivalent to that of EMGMML, perhaps owing to the capability of non-linear metrics for capturing subtle differences. While UGMML may be inferior to GMML sometimes, for instance, on Corel 800, Indoor and Corel 5k, our EMGMML achieves a great improvement due to the learned reasonable weights. In our method, multiple metrics and weights are jointly performed to achieve the optimality, Figure 4 shows the performance with respect to parameter t and γ on the validation set. In general, when t is relatively smaller and γ is comparatively larger, we obtain better retrieval performance. Actually, when t gets closer to 0, the learned metric for each modality A p approaches S p + λA
0 . When γ is large, the regularization term works and each modality can contribute fully to the learning tasks. Among these should be assigned a large weight. To observe the correlation, we run GMML method 230 with each modality feature and then compare the results with its weight value. Figure   5 shows the learned weights versus the mAP values of each modality with GMML on four datasets. From the plot, we observe that these two variables reveal positive correlation in general. We also utilize the correlation coefficient to examine the relations. Table 3 lists the running time of each metric learning algorithms on datasets. The 240 time is computed for fixed values of parameters tuned. It is clear that our EMGMML runs faster than GMML. Compared with GMML, the speed of EMGMML upgrades about 5 times on small datasets, i.e. Corel 800, Birds, Caltech 10 and so on. In fact, for color images d=2835, d max =768 and m=9. Take these parameters into the time complexity expressions,we get the ratio 5.589, which is consistent with our experimental 245 results. By comparison with UGMML, the quadratic programming only spends a few seconds. OASIS is substantially time-consuming and it takes about 5 hours. Consider-ing its complexity grows rapidly with dimension, we conclude that it is not applicable to deal with high-dimensional data. Although the unsupervised metrics such as EMR reveal their superiority in efficiency due to the lack of training process, it is inferior 250 much far with respect to effectiveness. In addition, it is noteworthy that EMGMML is quite scalable on in handling the large datasets, i.e. Corel 5k. However, the multiple kernel methods OMKS takes a long time, almost 13 hours to converge in an iteration. The experiments above are performed with a set of fixed labeled training data which accounts for 10% in the training set. In the following section, we discuss the influence 255 of different labeling rates for EMGMML as well as GMML, UGMML and BGMML which outputs the best results of multiple modalities with GMML. Figure 6 
Conclusion and Future Work
We have introduced a general framework of multi-modal metric learning based on Geometric Mean Metric Learning to learn a metric for high-dimensional multi-modal data. Traditional metric learning approaches aim to learn a global linear metric, which is not applicable for handing multiple modalities. In this study, we have paid more 280 attention to exploiting the consensus & complementarity properties among different In practical applications, only a small amount of data are labeled while the majority remain unlabeled. Therefore, how to make full use of these massive unlabeled data arouse great attention. Moreover, as the kernel technique has been showed it-290 s advantages in mining complex patterns, we are eager to exploit such technique for metric learning. In future work, we would like to apply geometric mean metric for semi-supervised and multiple kernel sceneries [37].
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