Abstract. In this paper, we study an initial-boundary value problem for a semilinear hyperbolic system with the initial date having a possibly continuous oscillatory spectrum in the half-space R 1+2 + = {x = (t, y 1 , y 2 ) : t > 0, y 2 > 0}. The goal of this paper is to rigorously justify the asymptotic analysis for the reflection of wave trains with such a continuous oscillatory spectrum.
1. Introduction. The study of highly oscillatory waves in hyperbolic problems is an important topic. There is a rich literature devoted to the formal analysis and rigorous justification for the propagation and interaction of highly oscillatory waves (see [8, 10, 16, 17] and references cited there). In most of these works, the general frame in modelling oscillations was furnished by periodic or almost-periodic functions, whose oscillating spectrum is at most countable (see [7, 8, 9] ). However some physical phenomena have continuous infinite directions for the propagation of oscillations (see e.g. [1, 2, 15] ). For a rigorous mathematical theory, this requires to introduce new spaces of solutions, which are Wiener algebras associated to spaces of vector-valued measures with bounded total variation. Based on the theory of these Wiener algebras, recently Lannes [11] studied the propagation of high frequency oscillations with a continuous oscillating spectrum for the Cauchy problem of semilinear hyperbolic systems with constant coefficients in multidimensional spaces. One of his crucial tools is to use the Fourier transformation in the space variables to have an explicit representation of solutions of linearized problems in order to establish a priori estimates in the norms of Wiener algebras.
Here we consider the following initial-boundary value problem for a semilinear hyperbolic system with the initial date having a possibly continuous oscillating The research is supported in part by a key project from the NSFC under grant 10531020 and a joint project from the NSAF under grant 10676020. = {x = (t, y 1 , y 2 ) : t > 0, y 2 > 0} :
where
A j ∂ yj is symmetric hyperbolic in the t-variable with A 1 , A 2 being N × N constant symmetric matrices and satisfying A 1 A 2 = A 2 A 1 , {y 2 = 0} is noncharacteristic for L, i.e., A 2 is nonsingular , F (x, ·) denotes a m-th order polynomial defined on C N with values in C N . The boundary condition Bu ε = 0 is maximal dissipative with respect to the operator L in the sense of Lax-Friedrichs [4, 12] . The initial data u 0 is smooth and oscillatory in its second argument, which produces a high frequency oscillation when ǫ small.
The main goals of this paper are to prove the existence of the exact solution u ε to the problem (1) on a fixed domain independent of ε, and to study the asymptotic behaviour of u ε with respect to ε. Comparing with Lannes' work [11] , there are two novelties in this paper at least: First, due to the problem (1) is only confined in the half space R 1+2 + , we could not use the Fourier transform to have an explicit formula of solutions to the linearized problem of (1), which is a very important point in [11] as mentioned above. Alternatively, we shall use the energy method to study the initial boundary problem (1) as well as the problems for the oscillating profiles of u ε . Second, F is extended to a polynomial from a bilinear mapping, which is the only case studied in [11] . In addition, due to the presence of the boundary {y 2 = 0} in the problem (1), we should study the resonant interaction and reflection of oscillations for the problem (1).
The outline of this paper is as follows: In §2, we recall some preliminaries in the theory of vector valued measures and collect some notations and spaces, which are needed later. In §3, we give the asymptotic expansion for the solution to the problem (1). Finally, in §4, we establish the existence of the exact solution in a domain independent of ε > 0 and a rigorous justification for the asymptotic analysis of the solution to the problem (1).
Preliminaries.
2.1. Some theory of vector-valued measures. Let B be a Banach space. A B−valued Borel measure on R 2 is a countably additive set function λ defined on B(R 2 ), the Borel sets of R 2 , with values in B.
Definition 2.1. 1) To any B−valued Borel measure λ, a positive Borel measure v(λ), called the total variation of λ, is defined as
for all Borel sets E, where the supremum is taken over all finite families E i of disjoint sets in B(R 2 ) with E i ⊂ E.
2) The set function λ is of bounded variation if v(λ)(R 2 ) < ∞. Denote by BV (R 2 , B) the set of all B−valued Borel measures of bounded variation on R 2 . The total variation induces a norm on the space BV (R 2 , B), defined as |λ|
The normed vector space (BV (R 2 , B), |.| BV ) is a Banach space obviously. Next,we shall recall some elementary results on the integration in Banach spaces, some of them can be found in [5] . Let B 1 , B 2 and B 3 be three Banach spaces, and we assume that there is a bilinear mapping (x, y) → x · y from B 1 × B 2 to B 3 , such that ||x · y|| B3 ≤ k||x|| B1 ||y|| B2 for a positive constant k. Let λ be an element of BV (R 2 ; B 2 ).
Definition 2.2. 1) Let f be a simple function defined as
where x i are elements of B 1 and E i are disjoint Borel subsets of R 2 . For any Borel set E of R 2 , we define the integral of f with respect to λ over E by
which is an element of B 3 . It is easy to see this integral is independent of the representation of f.
2) A B 1 −valued function f is called λ−integrable if and only if there exists a sequence f n of simple functions such that f n converges to f almost everywhere with respect to λ and the sequence λ n (E) := E f n (z)λ(dz) converges in B 3 for all E ∈ B(R 2 ). The integral of f over E is defined as
The following result can be easily verified by definitions.
, the space of continuous linear operators from B 2 to B 3 , then the product Tλ defined as
is an element of BV (R 2 , B 3 ).
We are going to define the product and convolution of two vector-valued measures.
) of λ and µ is defined as
The following property (see [3] ) is a Hölder inequality with respect to the norm |.| BV , and will be used when studying Wiener algebras.
We now extend the relevant of the Fourier transform to the set of measures of bounded variation.
Obviously, the Fourier transforms satisfy the following property.
2.2. Some function spaces. Let a(x) be an almost-periodic function defined on
its Fourier transform λ := F x a is a measure of bounded variation,
where δ β is the Dirac measure with mass at β. Its oscillatory spectrum is given by σ(a) =suppλ. Thus, almost-periodic functions are inverse Fourier transforms of bounded variation measures, and their oscillatory spectra are the supports of their Fourier transforms. The Fourier transforms of functions in Wiener algebras are measures of bounded variation, and the supports of such measure can be either countable or continuous. Thus, as in [11] , we will regard the Wiener algebras of functions as a general frame for the study of high frequency oscillations with discrete or continuous spectra. From now on, we write x = (t, y 1 , y 2 ), where t > 0, y 2 > 0 and y 1 ∈ R, and similarly, X = (T, Y ) ∈ R 1+2 . Denote by ξ the dual variable of X. with values in C N whose Fourier transforms with respect to the X variable are in
2) The space A s t denotes the set of functions defined on R
with values in C N whose Fourier transforms with respect to the X variable are in
The norms of the spaces A 
Example 2.1. 1) If a(X) is an almost-periodic function defined by an absolutely convergent series
N , the density function f (X) of support M and density α defined by
, where σ denotes the Lebesgue measure on M. Now, let us list some results on the algebraic property and the embedding theory of the Wiener algebras A s 0 and A s t , which can be obtained as in [11] .
resp.) is complete, and for a m-th order polynomial F (·) defined on C N , there exists a constant C > 0 independent of t such that
N resp.), and one has
3. Formal asymptotic solutions.
3.1. Derivation of profile equations by the WKB method. We consider the following initial-boundary value problem with data oscillating of continuous spectra in the half-space R
for U 0 (y, X) ∈ A s 0 with all notations being the same as in (1) except that F (·) is supposed to be independent of x explicitly for simplicity.
The goal of this subsection is to seek a formal solution of (4) with an expansion of the form
where v j (j ≥ 0) belong to A ε is replaced by X, and coefficients of the different powers of ε are set to be zero for all x, X. Then one gets
is a m-th order polynomial of (v 0 , v 1 , . . . , v k−1 ) for any k ≥ 1.
Before determining v j (j ≥ 0), we first introduce the characteristic variety associated to the problem (4) which plays an important role in the study of geometrical optics. (4) is the set C defined as C := {ξ ∈ R 1+2 : det L(ξ) = 0}. We will also denote by singC the set of singular points of C.
2) Denote by π(ξ) the orthogonal projector on the kernel of L(ξ), ker L(ξ), and by Q(ξ) the partial inverse of L(ξ) defined as Q(ξ)π(ξ) = 0, and Q(ξ)L(ξ) = I − π(ξ).
iβ·X , then annihilating the first term in the expansion of
where the operator Π is defined on almost-periodic functions as
This operator Π defined on almost-periodic function is in fact equal to the Fourier multiplier π(D X ), which will be used to define the operator Π on every function of A s t .
To define Π on A s t , we need to prove that the Fourier multiplier π(D X ) is well defined on A s t . Similarly, one needs to define the Fourier multiplier Q(D X ) on A s t . In order to do this, we first quote the notions of π−regularity and Q−regularity from [11] as follows : Definition 3.2. We will say that f ∈ A s t is π−regularity (Q−regularity, resp.) if π(ξ) (Q(ξ), resp.) is λ-integrable, where λ := F X→ξ f.
Next, we quote some results from [11] concerning the class of Q-regular functions and the Fourier multipliers π(D X ) and Q(D X ) on A s t . Now, let us use the above notions and results to study the equations (6)- (8) . By using 4) of Proposition 3.1, the equation L(∂ X )v 0 = 0 is equivalent to require
The condition (9) is usually called the polarization condition on the oscillations of v 0 .
Frow now on, we will assume that the initial data u 0 (y,
which can be regarded as one compatibility condition in order to have (9) for the leading profile of the approximation solution to (4) . In order to study the equation (7), we first use the following proposition quoted from [11] . 
This result can be regarded as a generalization of the classical Fredholm Alternative Theorem.
By using Proposition 3.2, the equation (7) is therefore equivalent to
and
Combining (9) with (11), we deduce that the leading profile v 0 (x, X) should be the solution of the following initial-boundary value problem :
To formulate the equations of the k-th profile v k (k ≥ 1), by induction we suppose that {v j } 0≤j≤k−1 is determined already, and
with F 0 (.) = 0, then from (8), we get
by using Proposition 3.2.
3.2.
Solvability of the equations for the profiles. The purpose of this subsection is to solve the profiles {v k } k≤M for any fixed M ∈ N from problems (13) and (14) .
As usual, to solve the initial-boundary value problem (13), one needs to impose certain order compatibility conditions on the initial data U 0 (y, X). Let us derive the form of compatibility conditions first.
From (13), we immediately deduce (1) The zero-th order compatibility condition for (13) is
(2) The first order compatibility conditions. From (13), we obtain
by using (10) , which yields the first order compatibility condition for (13) as follows
(3) The k-th order compatibility condition for k ≥ 2. Suppose that we have determined
∂t l | t=0 in a way similar to (16) for any l ≤ k − 1. From the equations in (13), we get
which can be explicitly represented in terms of {U l } 0≤l≤k−1 . Then the k-th order compatibility condition for (13) is
Concerning the existence of the solution to (13), we have the following result:
Suppose that U 0 satisfies the compatibility conditions of (13) up to order s − 1. Then there exists t > 0 such that the problem (13) has a unique solution v 0 ∈ A s t .
For the problem (13), let us construct the first approximate solutionṽ 0 satisfying 
by using that the compatibility conditions of (13) 
The next key step is to obtain the following result for a linear problem corresponding to (21):
has a unique solution f ∈ A s t . Moreover, one has
In order to prove Lemma 3.1, we first give some preliminaries as preparation. 
where C 1 is independent of u, t and η.
The proof of Lemma 3.2 was given similarly in [13, 14] , so we omit it here.
Lemma 3.3. Consider the following problem 
where u − denotes the projection of u on eigen-subspace corresponding to negative eigenvalues of A 2 .
Proof. We first prove the case of s = 0. Let v = e −ηt u, then v satisfies
Multiplying v on the equation of (26) and integrating in [0,
by using the maximal dissipative assumption of the boundary condition ( [12] ). where v − is indicated as before. Obviously, the estimate (27) is equivalent to the case s = 0 in (25).
For the case of s ≥ 1, first, using the localization technique as the proof of Theorem 1 in [6] , we can reduce to the case where B is a constant matrix. Then the tangential derivatives of u, {∂ 
By using Lemma 3.2 and Lemma 3.3, we have
, and the estimate
hold.
Now, we give the proof of Lemma 3.1.
Proof. Let us denote by λ and µ the elements of
defined by λ := F X f, µ := F X g, and γ :
Taking the Fourier transform on equation (22) with respect to X yields
. The theory on functions of bounded variations gives λ(t, y,
where the supremum is taken over
, and A j (j = 1, 2) are diagonal for simplicity.
Using Corollary 3.1, we get
being equivalent to the inequality (23). Now, we continue to prove Theorem 3.2
Proof. Applying Lemma 3.1 to (21) and using the inequality (2), it follows
Taking t small enough, for all ν ≥ 1, we have
Let us now estimate the difference w ν :=ṽ ν+1 0 −ṽ ν 0 , from (21), we know that w ν satisfies the following problem Next, we are going to prove that the exact solution u ǫ of (4) exists on a time interval independent of ǫ, and closes to the approximate solution U ε, a M . Setting V ε = u ε − U ε, a M , then from (4) and (34), we know that V ε satisfies the following problem
To solve (35), one uses the following Picard iteration scheme:
where V ε,0 ≡ 0. Similar to the proof of Theorem 3.1, by noting that the coefficient matrices A 1 and A 2 can be diagonalized simultaneously we obtain there is t > 0 such that the sequence {V ε,ν } ν≥0 is bounded in L ∞ ∩ L 
for a constant C > 0. Thus there is a subsequence of {V ε,ν } ν≥0 converging weakly in L ∞ ∩ L 2 ([0, t] × R 2 ) and its limit V ǫ satisfies the problem (35) by using the Lebesgue dominated convergence theorem. Moreover, from (36) we get + ) for a t 0 ≤ t; moreover, we have
holds.
