Random-walk based algorithms are good choices for solving many classification problems with limited labeled data and a large amount of unlabeled data. However, it is difficult to choose the optimal number of random steps, and the results are very sensitive to the parameter chosen. In this paper, we will discuss how to better identify protein remote homology than any other algorithm using a learned random-walk kernel based on a positive linear combination of random-walk kernels with different random steps, which leads to a convex combination of kernels. The resulting kernel has much better prediction performance than the state-of-the-art profile kernel for protein remote homology identification. On the SCOP benchmark dataset, the overall mean ROC50 score on 54 protein families we obtained using the new kernel is above 0.90, which has almost perfect prediction performance on most of the 54 families and has significant improvement over the best published result; moreover, our approach based on learned randomwalk kernels can effectively identify meaningful protein sequence motifs that are responsible for discriminating the memberships of protein sequences' remote homology in SCOP.
Introduction
Machine learning researchers are often faced with classification problems with limited labeled data and a large amount of unlabeled data. In biological problems, this is almost always the case. It takes long-time tedious human work or expensive biological experiments to label data. Like the protein remote homology problem we will describe here, we often have several positive training cases, many negative training cases, and a lot of unlabeled data for many protein families. Therefore, we need good algorithms that can best take advantage of the unlabeled data. Moreover, classifying biological sequences is an important and challenging problem both in computational biology and machine learning. On the biological side, it helps to identify interesting sequence regions and protein domains that are related to a particular biological function; on the computational side, it motivates many novel and effective new classification approaches specifically for sequence data. Generative models (e.g., profile HMMs [11] , [3] ), discriminative models (e.g., kernel SVMs [9] , [14] , [15] ), and graph-based approach [22] have been applied to solve this problem.
In [9] , [14] , [23] , [15] and [12] , it has been shown that kernel SVMs have better prediction performance on biological sequence data than other methods. Moreover, it was shown in [23] that random-walk kernels ( [19] and [6] ) produced promising results on protein remote homology detection. However, the process of deciding the optimal number of random steps in a random-walk kernel remains as a challenging problem [23] . In this paper, we propose using label information of training data and a positive linear combination of randomwalk kernels to approximate the random-walk kernel with the optimum steps of a random walk, thereby obtaining a convex combination of random-walk kernels with different random-walk steps which achieves the best classification confidence on the labeled training set.
As is described in [12] , kernel SVMs can not only be applied to classify biological sequences, but also they can be used to extract discriminative sequence motifs that explain the classification results. In this paper, we will use SVMs based on learned random-walk kernels to extract protein sequence motifs contributing to discriminating protein sequences' remote homology. Experimental results on the SCOP benchmark dataset show that learned random-walk kernel achieves significant improvement over the best published result and the result given by the random-walk kernel with a fixed number of random steps, and it effectively extracts meaningful protein sequence motifs.
This paper is organized as follows: section 2 gives a brief introduction to SVM classification based on mismatch-string kernels. Section 3 describes our method of learning random-walk kernels, a positive linear combination of random-walk kernels. Section 4 describes protein sequence motif discovery using SVMs based on learned random-walk kernels. Section 5 present experimental results of protein homology detection and motif discovery on the SCOP dataset. Section 6 concludes the paper with a discussion on our proposed method and provides some ideas for future research.
2 SVM for biological sequence classification using mismatch string kernels A SVM ( [21] and [24] ) is a discriminative model proposed especially for classification. Consider a two-class training set, {X, y} and a test set U , where X is a matrix whose i-th column, X i , is the feature vector of data point i in the training set, U is a matrix whose j-th column, U j , is the feature vector of data point j in the test set, and y, a column vector whose i-th component y i is the label of data point i in the labeled set, y i ∈ {−1, 1},
A linear SVM gives a separating hyper-plane that maximizes the margin between the sample data points of the two classes. The dual problem of a soft-margin SVM can be formulated as follows: T [X|U ] , is the dot product between feature vectors of pairwise data points, K tr is the training part of K where K tr = X T X, and, C is the penalty coefficient penalizing margin violations. As the above dual problem is only dependent on dotproducts between feature vectors, we can discard the original feature vectors of data points and calculate a kernel matrix K directly to represent the relationship between the original data points. As is discussed in [21] , any symmetric positive semi-definite matrix can be used as a valid kernel matrix K. Therefore by constructing a kernel, K, we can map every data point, X i , to a highdimensional feature space, in which a SVM can be used to generate a separating hyper-plane.
For biological sequences, a kernel function can be used to map these sequences consisting of characters representing amino acids to a higher dimensional feature space on which a max-margin classifier is trained. All the computations of a SVM are performed on the dot products of the pairwise feature vectors stored in the kernel matrix. For example, suppose A is an alphabet of ℓ symbols (ℓ = 20 for protein sequences), then k-mer string kernel maps every sequence in A to a ℓ k -dimensional feature space in which coordinates are indexed by all possible sub-sequences of length k (kmers). Specifically, the feature map of a k-mer string kernel is given by
where α 1 , α 2 , . . . , α ℓ k is an ordering of all the ℓ k possible k-mers, and Φ α (x) is the number of occurrences of kmer α in sequence x. The corresponding kernel matrix is
The mismatch string kernel extends this idea by accommodating mismatches when counting the number of occurrences of a k-mer in an input sequence. In particular, for any k-mer, α, let N (α,m) be the set of all k-mers that differ from α by at most m mismatches. The kernel mapping and kernel matrix are then defined as follows:
A profile of a protein sequence is a sequence of multinomial distributions. Each position of a protein sequence's profile is a multinomial distribution on 20 amino acids, representing the emission probabilities of the 20 amino acids at each position in that sequence. A Profile Kernel [12] extends the mismatch-string kernel by using additional profile information of each sequence. Instead of treating all k-mers with less than m mismatches similarly as the mismatch-string kernel described above, the profile-kernel examines these k-mers further by looking at the emission probabilities (profiles) at the mismatched positions and only accepts those mismatches that pass a certain threshold. The work-flow for constructing a profile kernel as described in [12] is shown in Fig. 1 . Each sequence has a profile, which is obtained by iteratively aligning each sequence to the sequences in an unlabeled set using PSI-BLAST [1] . Suppose we have a sequence x = x 1 x 2 ...x N of amino acids of length N , then P (x) = {p The work-flow of constructing a profile kernel in [12] .
..x j+k in sequence x is defined as:
where the free parameter σ controls the size of the neighborhood, and p 
where β 1 , . . . , β ℓ k is an ordering of all possible k-mers, and, the coordinate φ β (P (x[j + 1 :
, and 0 otherwise. The profile kernel uses the profile to measure the mismatch information between different letters at each position of each sequence. Therefore, it's more accurate than the mismatch string kernel. In this paper, we will use the profile kernel discussed above as the base kernel in the derivation of the random-walk kernel.
3 Random-walk kernel for biological sequence classification
In this section, we will describe learned random-walk kernels. As is discussed in section 1, we are often faced with classification problems with limited labeled data and a large amount of unlabeled data. These problems are often solved using similarity-propagationbased methods such as the method discussed in [25] . Random-walk based approaches are also examples of similarity-propagation based methods. Our motivation for using a random-walk kernel is its ability to coerce data points in the same cluster to stay closer while making data points in different clusters to stay farther apart by propagating similarity on both labeled data and unlabeled data (see [19] and [23] ). If we view a set of data points as a complete (or sparse) graph, in which the weights between data points are viewed as similarity scores, then we can make use of unlabeled data to help propagate similarity information through the whole graph. For e.g., we have a graph containing two labeled data points, i and j, and two unlabeled data points, s and t, i is highly similar to s, s is highly similar to t, and t is highly similar to j, but i and j are not very similar to each other in the given graph. After two steps of similarity propagation, i and j will become similar in a new similarity graph. When the similarity-propagation process is over, we hope that data points in the same class (having the same label) will stay relatively closer while data points in different classes (having different labels) will stay relatively farther apart (see [19] , [6] and [23] ). However, when the weight matrix connecting data points is not completely consistent with the labels of data points, excessive similarity propagation through the graph will harm the classification, therefore, we use label information to guide the similarity-propagation process on the graph. This motivated us to use the label information of training data to optimize the parameter in a random-walk kernel. A t-step random-walk kernel is generally derived from a transition matrix with a t-step random walk by normalization and symmetrization. Given a base kernel K with positive entries (in this paper, we use profile kernels), the transition matrix P of a one-step random walk is defined as follows: let P ij be the probability P (x i → x j ), then after t steps of a random walk, the transition probability can be calculated as
where D is a diagonal matrix with
Ideally, we want to use P t as the kernel matrix for SVM classification. However, a kernel matrix must be a symmetric positive semi-definite matrix, therefore, we do the following manipulations to derive a kernel matrix from P t . As is described in [23] , let
where, t denotes the exponent, and, T , denotes the transpose. Then, the new kernel corresponding to a t-step random walk is calculated as K =D
, whereD is a diagonal matrix with D ii =L ii . We can see that the derived kernelK relates to the transition matrix after t-steps of a random walk P t as follows:K =D
. A random-walk kernel based on PSI-BLAST Evalues has been tried in [23] for protein remote homology detection. The challenge in random-walk kernels is how to decide the optimal number of random steps. Since random walks exploit both labeled data and unlabeled data to estimate the manifold structure of data, performing too many steps of a random walk can lead to the possibility of nearby clusters joining together, resulting in data points in different classes come closer. On the other hand, if the number of steps is too small, it can lead to a separation of data points in the same class. Our goal is to find the optimum number of steps that is most consistent with the class memberships of the data points. Using the label information of training data to learn the parameters of kernel functions has been successfully adopted by researchers. Related research can be found in [25] , [13] and [16] . Here, we need to learn the parameters of the random-walk kernel that achieves the goal of max-margin classification using the label information of training data. A brute-force solution to this problem results in a non-convex optimization problem, therefore, we propose using a positive linear combination of the base kernel and random-walk kernels from one step to m steps to calculate a new kernel to approximate the kernel with the optimum number of random steps by optimizing the dual objective function of the resulting SVM. We call the resulting kernel "learned random-walk kernel". Since every t-step random-walk kernel has trace n, if the base kernel also has trace n, by restricting the learned kernel to have trace n too, a positive linear combination of the base kernel and the random-walk kernels leads to a convex combination of these kernels, where n is the total number of training data and test data points. The result is the following optimization problem:
whereK 0 is the base kernel for deriving the learned random-walk kernel,K k is the random-walk kernel with a k-step random walk, and, m, is the maximal number of random steps performed. The above optimization problem is a special case of the optimization problem discussed in [13] . We follow the framework as is shown in [13] , and show that the above problem is equivalent to the following quadratically constrained convex optimization problem:
where tr denotes the training part of the corresponding kernel. The optimal values of parameters µ k , k = 0, . . . , m are exactly the dual solution to the above quadratic constrained convex optimization problem. They can be found using the standard optimization software SeDuMi [18] or MOSEK [2] which solve the primal and dual of an optimization problem simultaneously. For huge datasets, we can use SMO-like gradientbased algorithms [20] to solve the above problem. In this work, all the optimization problems were solved using MOSEK. Proof. It's easy to see that all the constraints in equation 3.9 are linear thus convex with respect to α and µ. Let ℓ = 2α T 1 − α T (K tr ⊗ yy T )α, since only K tr appears in ℓ in equation 3.9, K tr is the only part we need from K to solve equation 3.9. ℓ is linear thus convex with respect to µ. The Hessian of ℓ with respect to α is −(K tr ⊗ yy T ), which is negative semi-definite, hence, ℓ is concave with respect to α. And ℓ is continuous with respect to α and µ. Therefore, we have the following equations:
The first equality holds due to the special property of ℓ described above according to [5] . The second and third equalities hold due to the properties of the simplex defined by µ. The last two equalities hold due to the rewriting of the optimization problems in different formats. The last equality shows that the optimization problem in equation 3.9 is equivalent to the optimization problem in equation 3.10.
As is described in [10] , the ideas of random walks and diffusion are closely related. Given a kernel matrix K, we can view it as a similarity matrix and compute the graph laplacian as Q = D−K, where D is a diagonal matrix described in this section. Instead of taking the form of the t-th power of the transition matrix P as in random-walk kernels, a diffusion kernel K dif f use takes a form of the matrix exponential of Q:
where β is a real parameter to control the diffusion, which is analogous to the minus inverse squared variance parameter in Gaussian kernels, I is an identity matrix, N is the integer set, and, v i and λ i are the i-th eigenvalue and eigenvector of K respectively. The first line in the above equation can be interpreted as a random walk with an infinite number of infinitesimally small steps. In this paper, we compute diffusion kernels based on profile kernels, and compare their performance to that of learned random-walk kernels shown in the experimental results section.
The computation of both a random-walk kernel and a diffusion kernel requires the eigen-decomposition of a base kernel, which has a worst-case time complexity O(n 3 ). Computing the learned random-walk kernel described above requires solving in addition, the quadratically constrained convex optimization problem in equation 3.10, which has a worst-case time complexity O(mn 3 tr ) using an interior-point method, where n tr is the number of training data points.
4 Protein sequence motif discovery using learned random-walk kernels To identify sequence motifs making important contributions to discriminating the remote homology membership of a protein sequence x, we calculate the j-th positional contribution to the positive classification of sequence x using the following equation:
]), K is the learned randomwalk kernel, and α is the dual parameter of the SVM based on K. However, the mapping from the base kernel which is a profile kernel to the learned randomwalk kernel is not linear, so there is no closed-form solution to calculate K(i, x[j − r + 1 : j + r − 1]). Instead, we resort to the following algorithm to calculatê K(i, x[j − r + 1 : j + r − 1]), which is an approximation to K(i, x[j − r + 1 : j + r − 1]). Input: sequence profiles P , sequence x, position j, radius r, µ, α, profile kernel matrix K prof , and learned random-walk kernel matrix K. Output:K(·, x[j − r + 1 : j + r − 1]) and σ(x[j]) 1. Use P to compute the contribution to the profilekernel matrix made by x[j −r +1 : j +r −1], denoted by M , which is symmetric and has non-zero entries only in the row and the column corresponding to sequence x.
Cosinely normalize K
prof and M using di-
, and
3.
Compute new learned random-walk kernel matrix K ′ based on new base kernel matrix (K 0 −M ) and input combination coefficient µ.
Replace K withK in equation 4.13 to compute σ(x[j]).
We can use the above algorithm to compute the positional contribution score to positive classification for Kernels Overall Mean ROC 50 the best profile kernel 0.87 diffusion kernel 0.79 2-step random-walk profile kernel 0.86 learned random-walk kernel 0.90 Table 1 : Overall Mean ROC 50 scores over the 54 families corresponding to different kernels.
both positive training and test sequences. Then we can rank the positions by the positional contribution score σ, and the top ranked positions, which occupy above 90% of the total positional contribution score mass, can be regarded as essential regions discriminating the remote homology membership of the considered sequences.
Experiments 5.1 Experimental results on protein remote homology detection
We determine the classification performance of learned random-walk kernel against the best profile kernel and the random-walk kernel with a fixed number of random steps by comparing their ability to detect protein remote homology. We used the benchmark dataset, derived by Jaakkola from the SCOP database for this purpose (see [17] and [9] ). In SCOP, protein sequences are classified into a three-level hierarchy: Fold, Super-family, and Family, starting from the top. Remote homology is simulated by choosing all the members of a family as positive test data, some families in the same super-family of the test data as positive training data, all sequences outside the fold of the test data as either negative training data or negative test data, and sequences that are neither in the training set nor in the test set as unlabeled data. This data splitting scheme has been used in several previous papers (see [9] , [15] , and [23] ). We used the same training and test data split as that used in [15] and [23] . We used version 1.59 of the SCOP dataset (http://astral.berkeley.edu), in which no pair of sequences share more than 95% identity. In the data splits, of most experiments, there are only a few positive test cases but, hundreds, or even thousands of negative test cases. The maximum number of positive test cases is usually below 30, but the maximum number of negative test cases is above 2600. The minimum number of positive test cases is 1, but the minimum number of negative test cases is still above 250. In the experiments with a very limited number of The number of protein families with ROC 50 scores above a particular value for different kernels using the best profile kernels. Kernels ROC 50 score the best profile kernel 0.12 2-step random-walk profile kernel 0.00 learned random-walk kernel 0.46 Since the optimization procedure for calculating the linear combination coefficients for combining randomwalk kernels is highly dependent on labels, we adopted the following approach: prior to training SVM, close homologs of the positive training data in the unlabeled set found by PSI-BLAST with E-value less than 0.05 are added to the positive training set, and are labelled as positive. When training SVM based on randomwalk kernels with a fixed number of random steps, we also used unlabeled data as discussed above. In the experiments, the maximum number of steps of random walks m for the learned random-walk kernel is set to be 6 (when it is set to be a number from 7 to 10, the computational time is longer but the results produced are similar to that by m = 6.). And we used hardmargin SVM to identify protein remote homology (the free parameter C in SVM is set to be infinity, which has been shown very effective for protein classification [23] ). Table 1 gives the overall mean ROC 50 scores over 54 protein families for different kernels. From Table  1 , we see that the diffusion kernel produces much worse performance than the base kernel. The poor performance of the diffusion kernel is probably due to that the free parameter β chosen by cross validation is not optimal. Table 2 shows the ROC 50 scores on the most difficult protein family Glutathione Stransferases, N-terminal domain on which all the previous approaches produce very poor performance while our approach gives very good performance. Figure  2 shows the scatter plot of the ROC 50 scores produced by the leanred random-walk kernel vs. the ROC 50 scores produced by the best profile kernel and the ROC 50 scores produced by the best random-walk kernel with a fixed number of random steps (2 steps). Figure 3 shows the number of protein families out of 54 families above each possible ROC 50 threshold for the learned random-walk kernel and the other two kernels (note that they are not ROC 50 curves but the summaries of all the ROC 50 scores). Figure 4 shows the top 10 largest improvement of ROC 50 scores produced by the learned random-walk kernel over the best profile kernel. Figure  5 shows the top 10 largest improvement of ROC 50 scores produced by the learned random-walk kernel over the best random-walk kernel with a fixed number of random steps. If we use a fixed number of steps of random walks for all the protein families, the random-walk kernel with 2 steps gives the best average ROC 50 score. Figure  6 shows how the performance of learned random-walk kernel and the m-step random-walk kernel varies with m. It clearly shows that the performance of randomwalk kernel with a fixed number of random steps is very sensitive to the step parameter while the learned scores given by the learned random-walk kernel over the best random-walk kernel with a fixed number of steps. The blue bars correspond to the learned random-walk kernel and the red bars correspond to the best randomwalk kernel with a fixed number of steps. random-walk kernel is much more robust. From Table  1 and Figure 2-6 , we see that the learned random-walk kernel has much better performance than other kernels (all the methods produce high mean ROC scores over the 54 families; the ROC scores produced by the learned random-walk kernel, 2-step random-walk kernel and the best profile kernel are, respectively, 0.99, 0.97, 0.98).
To determine whether the improvement given by the learned random-walk kernel is statistically significant, we performed Wilcoxon Matched-Pairs SignedRanks Tests on the differences between paired kernels. The resulting p-value for the ROC 50 score difference between the learned random-walk kernel and the best profile kernel is 3.30 × 10 −3 , and the p-value for the pair between the learned random-walk kernel and the best profile kernel with 2 steps of random walks is 1.27×10 −2 . However, the p-value for the ROC 50 score difference between the best profile kernel with 2 steps of random walks and the best profile kernel is 0.62. Therefore, we can conclude that the improvement given by the learned random-walk kernel is statistically significant.
Experimental results on protein sequence motif discovery
In this subsection, we present the results of motif discovery using the SVMs based on the learned random-walk kernels. We set the radius parameter r in section 4 to 5. Our experimental results show that the important discriminative motifs for a protein sequence often lie in the regions connecting or bordering at common structure motifs such as α-helixes and β-sheets. This completely makes sense in biology. Common structure motifs occur frequently in all kinds of protein sequences, while the regions connecting or bordering at these common motifs represent different ways of assembling these common structures, which should be more important identifiers of remote homology than other regions.
In the following, we will perform a case study for the identification of super-family ConA-like lectins/glucanases. On this super-family, the ROC 50 scores produced by the state-of-the-art profile kernel and the random-walk kernel with 2 random steps are, respectively, 0.63 and 0.74, while the the ROC 50 score produced by the learned random-walk kernel is 0.93. Figure 7 shows the distributions of positional contribution scores to the positive classification of 4 positive training sequences with PDB id 1a8d-1, 3btaa1, 1epwa1, and 1kit-2. This figure shows that a small fraction of positions, which are peaky positions in the figure, have much higher scores, meaning that they are much more important than other positions for the identification of remote homology. Figure 8 shows the distribution of the positional contribution scores to positive classifica- Figure 9 shows the motif of sequence 2nlra annotated by PDB, and Figure 10 shows the motif predicted by the SVM based on the learned random-walk kernel, in which the blue and red positions in Figure 8 are also marked blue and red respectively here. From this figure, we can see that the blue and red regions lie either in the center of a standard structure motif, which may represent a standard motif, or lie in the regions connecting or bordering at standard motifs, which may act as bridge motifs.
Figures 11, 12, 13 and 14 show the results for a positive test sequence with PDB id 1c1l. In details, Figure  11 shows the distribution of the positional contribution scores to positive classification of sequence 1c1l, and the red positions correspond to the top 15 highest positions. Figure 12 shows the ROC 50 scores of predicting the super-family of sequence 1c1l by training SVMs on learned random-walk kernels by respectively removing the subsequence window with radius 5 centered at each position. We can see that the results in Figure 12 are consistent with the positional contribution scores in Figure 11 . Figure 13 shows the motif of this sequence annotated by PDB, and Figure 14 shows the motif predicted by the learned random-walk kernel. The red regions correspond to the red positions in Figure 11 . Again, we see that the red regions represent standard motifs or act as bridge motifs.
Conclusions and discussions
In this paper, we proposed a new approach to approximate the optimal number of steps of random walks in random-walk kernel by calculating a convex combination of random-walk kernels with different numbers of random steps. The experimental results on protein remote homology detection show that the learned random-walk kernel produces strikingly better performance than previous methods including the best approaches to solving this problem. Out of 54 protein families, the best profile kernel produces ROC 50 scores above 0.90 on 30 families. This means that the base kernel (the best profile kernel) has already given good results on more than half of the protein families. In contrast, Figure 2 and 3 show that the learned random-walk kernel gives almost 100% correctness on most of the 54 protein families. Moreover, we applied this approach to identify protein sequence motifs that are responsible for discriminating the remote homology of protein sequences. Our results show that the discriminative sequence motifs often represent an important standard structure motif or act as bridge motifs connecting standard structure motifs.
The proposed approach admits a convex optimization problem so there is no concern of local minima. And it makes the performance of random-walk kernels no longer sensitive to the step parameter. Moreover, it is scalable to large datasets.
The proposed approach can successfully solve the discussed biological problem with limited labeled data because it makes use of a large number of pairwise sequence similarities, unlabeled data, and limited labeled data to derive a new kernel. The new kernel corresponds to new similarity metric for pairwise sequences. In the approach, pairwise sequence similarities contribute to defining the transition probability matrix for the random walks, and the convex optimization procedure make the obtained new kernel well reflect the manifold structure of sequences consistent with the labels of training sequences. That is, in the learned random-walk kernel, the kernel entries for pairwise sequences in the same super-family become large and the kernel entries for pairwise sequences in different superfamilies become small. Our approach here is general and is readily applied to other biological classification problems such as Protein-Protein interaction prediction, Transcription Factor Binding Site prediction and gene function prediction etc. And the learned random-walk kernel here can also be applied to non-biological problems such as document classification, handwritten digit classification and face recognition etc, where we can construct k-step random-walk kernels on texts and images instead of on biological data.
