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ABSTRACT
Atomic Layer Deposition and High Sensitivity-Low Energy Ion Scattering for the Determination
of the Surface Silanol Density on Glass and Unsupervised Exploratory Data Analysis with
Summary Statistics and Other Methods
Tahereh Gholian Avval
Department of Chemistry and Biochemistry, BYU
Doctor of Philosophy
With the increasing importance of hand-held devices with touch displays, the need for flat
panel displays (FPDs) will likely increase in the future. Glass is the most important substrate for
FPD manufacturing, where both its bulk and surface properties are critical for its performance.
Many properties of the glass used in FPDs are controlled by its surface chemistry. Surface
hydroxyls are the most important functional groups on a glass surface, which control processes
that occurs on oxide surfaces, including wetting, adhesion, electrostatic charging and discharge,
and the rate of contamination. In this dissertation, I present a new approach for determining surface
silanol densities on planar surfaces. This methodology consists of tagging surface silanols using
atomic layer deposition (ALD) followed by low energy ion scattering (LEIS) analysis of the tags.
The LEIS signal is limited to the outermost atomic layer, i.e., LEIS is an extremely surface
sensitive technique. Quantification in LEIS is straightforward in the presence of suitable reference
materials. An essential part of any LEIS measurement is the preparation and characterization of
the sample and appropriate reference materials that best represent the samples. My tag-and-count
method was applied to chemically and thermally treated fused silica. In this work, I determined
the silanol density of a fully hydroxylated fused silica surface to be 4.67 OH/nm2. This value agrees
with the literature value for high surface area silica powder. My methodology should be important
in future glass studies.
Surface Science Spectra (SSS) is an important, peer-reviewed database of spectra from
surfaces. Recently, SSS has been expanding to accept spectra from new surface techniques. I
created the first SSS submission form for LEIS spectra (see appendix 5), and used it to create the
first SSS LEIS paper (on CaF2 and Au reference materials, see chapter 3). I also show LEIS
reference spectra for ZnO, and copper in the appendix 1.
The rest of my dissertation focuses on my chemometrics/informatics and data analysis
work. For example, I showed the performance and capabilities of a series of summary statistics as
new tools for unsupervised exploratory data analysis (EDA) (see chapter 4). Unsupervised EDA
is often the first step in understanding complex data sets because it can group, and even classify,
samples according to their spectral similarities and differences. Pattern recognition entropy (PRE)
and other summary statistics are direct methods for analyzing data – they are not factor-based
approaches like principal component analysis (PCA) or multivariate curve resolution (MCR). I
show that, in general, PRE outperforms the other summary statistics, especially in image analysis,
although I recommend a suite of summary statistics be used in exploring complex data sets. In
addition, I introduce the concept of divided spectrum-PRE (DS-PRE) as a new EDA method and
use it to analyze multiple data sets. DS-PRE increases the discrimination power of PRE. I have
also prepared a guide that discusses the vital aspects and considerations for

chemometrics/informatics analyses of XPS data along with specific EDA tools that can be used to
probe XPS data sets, including PRE, PCA, MCR, and cluster analysis (see chapter 5). I emphasize
the importance of an initial evaluation/plotting of raw data, data preprocessing, returning to the
original data after a chemometrics/informatics analysis, and determining the number of abstract
factors to keep in an analysis, including reconstructing the data using PCA. In my thesis, I also
show the analysis of commercial automotive lubricant oils (ALOs) with various chemometrics
techniques (see chapter 6). Using these methods, the ALO samples were readily differentiated
according to their American Petroleum Institute (API) classification and base oil types: mineral,
semi-synthetic, and synthetic.

Keywords: surface hydroxyls, silanols (SiOH), fused silica, glass, atomic layer deposition, ALD,
ZnO, high sensitivity-low energy ion scattering, HS-LEIS, LEIS, CaF2, Au, X-ray photoelectron
spectroscopy, XPS, spectroscopic ellipsometry, SE, summary statistics, pattern recognition
entropy, PRE, divided-spectrum-PRE, DS-PRE, principal component analysis, PCA, multivariate
curve resolution, MCR, hierarchical cluster analysis, HCA.
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Chapter 1: Overview of Glass Surface Chemistry and Characterization,
Thin film Deposition and Surface Characterization Techniques, and
Exploratory Data Analysis (EDA) with various Chemometrics/Informatics
Methods.
1.1 Statement of Attribution
Some of the material used in this chapter was taken from the following sources, which I produced
during my graduate work. It is used here with their permission. 1-3

1.2 Glass Surface Chemistry and Analysis
1.2.1 The Technological Significance of Glass as a Substrate
Glass is widely used as a substrate for electronic devices, and important properties of glass are
controlled by its surface, including its electrostatic charging, adhesion properties, and
contamination rate, which are directly relevant to the performance of a display glass substrate.
Glass surface chemistry also controls the initialization and production of conformal thin films on
the material with techniques like atomic layer deposition (ALD). Accordingly, the investigation of
glass surface chemistry is important. Glass surface chemistry is altered by various production line
treatments; glass substrates undergo multiple chemical treatments before they are suitable for final
flat panel display (FPD) production.4-7
1.2.2 Surface Silanols on Glass and their Importance
Most surface-mediated properties on oxide materials are determined by their surface silanols
(SiOH), which are the most polar and reactive moieties on them. For example, surface hydroxyl
(OH) groups, including surface silanols, are among the most polar and reactive sites on fused silica
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(SiO2) and multicomponent glass surfaces. The nature and concentration of surface silanols
strongly affect the adsorption behavior of species on these surfaces, including thin films. As such,
there is an interest in the quantification and modification of surface silanols to produce oxide
materials with increased functionality and value for a wide variety of applications.8-14 Thus,
methodologies for quantifying surface hydroxyls are important for improving display glass
substrates and addressing production-line challenges. From a wider perspective, glass surface
modification and glass coatings are used to add functionality and value to a wide range of products.
A better knowledge of surface hydroxylation is potentially important for all these applications.
Surface hydroxyl measurements on glass have been an important topic for over fifty years. Highsurface area fused silica, including as a powder or gel, are the most-studied class of these materials
because (i) they are technologically important, being used in catalysis, chemical separations, as
filler materials in polymers, etc. and (ii) their high surface areas make it possible to readily detect
and characterize surface hydroxylation using various characterization techniques, such as infrared
spectroscopy, gravimetric analysis, and temperature-programmed desorption mass spectrometry.8,
12, 15-20

This characterization has been foundational in establishing the hydroxylation properties of

oxide surfaces. Infrared spectroscopy studies on powdered synthetic silica, for example, detect
multiple types of silanols on this surface, including so-called isolated (free silanol groups),
vicinal/bridged silanol groups (two neighboring silanol groups that are hydrogen bonded), and
geminal silanol groups (two silanols attached to one silicon atom (see Figure 1-1)). Each type of
silanol has a different reactivity due to its differing hydrogen-bonding state. 5, 9, 21
Recently, a comprehensive model for the hydroxylation of silica surfaces was proposed based on
the detailed characterization of more than a hundred high-surface area amorphous silica powders
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characterized using techniques such as thermogravimetric analysis, temperature-programmed
desorption mass spectrometry (TPD-MS), Brunauer–Emmett–Teller (BET) surface area
measurements, and infrared spectroscopy.12 According to this work, a fully hydroxylated
amorphous silica surface has a silanol density of 4.6 OH/nm2 (least squares average).12 However,
this degree of hydroxylation changes based on the thermal history of the sample. Commenting on
the silica surface, Hair observed: “Up to approximately 165 °C, only physically adsorbed water is
removed from the surface of the silica. Between 165 °C and about 400 °C hydroxyl groups are
thermally removed from the surface and these can be replaced by re-exposure to water. Above 400
°C, hydroxyl groups continue to be removed from the surface as the temperature of dehydration is
increased. However, as the pretreatment temperature increases, a decreasing number of groups can
be reformed on the surface until, at about 800 °C, re-addition of water is futile and the dehydration
process is irreversible.”22 According to Zhuravlev, “the threshold temperature corresponding to
the completion of dehydration and the beginning of dehydroxylation was found to be 𝑇𝑇𝐵𝐵 = 190 ±

10 °C.”12 Other authors including Zhuravlev have noted that (i) at room temperature, silica

surfaces are typically covered with adsorbed water from the atmosphere, and (ii) heating in vacuo
at ca. 200 °C completely removes these water molecules from the surface.8, 12, 23 Figure 1-2 shows

a schematic of the dehydration and dihydroxylation of a silica surface based on the Zhuravlev
model. On a planar surface in vacuo, it requires ca. 2.5 hrs at this temperature to remove the
physisorbed water.24
1.2.3 Chemical Derivatization of Surface Silanols
Chemical modification/derivatization followed by surface characterization (tag-and-count
approaches) have been used to indirectly quantify surface silanol densities.25-29 In this approach,
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surface moieties are tagged via chemical reactions to better differentiate surface signals from bulk
signals. A surface sensitive technique like XPS is then used to quantify the amount of the
label/heteroatom.25-29 Tagging agents in these studies have included silanes with cyano (-CN) and
trifluoromethyl (-CF3) groups. That is, these reagents introduce heteroatoms onto the surface, i.e.,
atoms that were not originally present in the material are introduced/bonded to the surface. This
approach is advantageous because silane tagging agents react selectively with hydroxyl groups,
and atoms with large cross-sections in XPS, e.g., fluorine, can be introduced.28 While not
necessarily essential, monofunctional silanes are preferred here. Shortcomings of this approach
include the steric limitations of the tags, incomplete reactions, and the effects/reactivity of
physisorbed water.30-33 In Chapter 2, I demonstrate a new tag-and-count methodology for
quantification of silanol groups on planar surfaces. Planar surfaces have extremely low surface
areas, therefore a highly surface sensitive technique is needed to characterize their surface silanols.
In Chapter 2, I tag surface silanols with zinc atoms using ALD. Only one ALD cycle was used in
this process to avoid growing thicker ZnO films. The tagged silanols were then counted using high
sensitivity-low energy ion scattering (HS-LEIS). LEIS selectively detects the topmost atomic layer
of a solid, and it is quantitative when coupled with appropriate reference materials.
1.3 Thin film Deposition and Surface Characterization Techniques
1.3.1 Atomic Layer Deposition (ALD), Theory and Application
ALD is a thin-film deposition technique that is now used in semiconductor microfabrication. It
provides a controlled method for producing specified films down to the sub-nanometer level; ALD
can deposit films with monolayer/Ångstrom precision. ALD is based on the sequential use of
gaseous precursors that react with a surface in a self-limiting manner.34 These precursors are
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purged/evacuated from the system between cycles to avoid parasitic chemical vapor deposition
(CVD). By controlling the number of cycles (exposures to the half reactants), it is possible to grow
materials by ALD in a uniform, conformal manner, and with high precision. The ALD process
benefits from high-quality components, software, and instrumentation.
Semiconducting substrates are used in many ALD processes. Accordingly, they need to be
rigorously clean prior to ALD.35 Si(100) wafers are the most commonly used substrates for
chemical and physical vapor depositions. These wafers must be both carefully cleaned, and
maintained in that clean state, prior to a deposition. It is important for users of silicon wafers and
similar surfaces to be aware of where their substrates come from and to confirm that they have
been chemically treated/cleaned in an appropriate manner to ensure that subsequent processes,
including ALD, will be consistent throughout microfabrication. Cleaning procedures can also
affect/modify the chemistry of surfaces, which can influence ALD film growth processes. The
cleanliness of the substrate is an essential factor in producing reproducible and conformal thin
films by ALD.
ALD is growing in significance in semiconductor manufacturing. As an example of a ‘classic’
ALD reaction, Figure 1-3 shows the deposition of alumina from trimethylaluminum (TMA) and
water. This process begins with a substrate (on the left) that has unreacted surface -OH groups. A
subsequent deposition on it of an -OH reactive reagent, e.g., TMA, then takes place. This reaction
replaces the surface –OH groups with Al-CH3 groups. After purging to remove excess TMA, the
second half reactant, water, is allowed to react with the surface. This process reintroduces –OH
groups onto the surface, which allows the process to be repeated. If done appropriately, this process
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deposits sub-monolayer to monolayer quantities of material onto a surface with each cycle.
Accordingly, ALD is an extremely controlled and conformal coating method.
1.3.2 X-ray Photoelectron Spectroscopy (XPS)
XPS is the most widely used technique for chemically analyzing surfaces.36, 37 Conventional XPS
provides quantitative elemental analysis of the outer 5 – 10 nm of materials as well as oxidation
state information about all of the elements except hydrogen and helium.38 This quantitative and
chemical state information is often obtained through peak fitting and/or analysis of inelastic
backgrounds. XPS finds broad applicability in research in thin films, polymers, ceramics, wetting,
tribology, organic coatings, chemical and biological sensors, catalysts, corrosion, and
electrochemistry.
In conventional XPS, X-rays are generated by the electron bombardment of a metal target
(typically Al or Mg). The photons that are thus generated are directed onto a sample from which
they can eject electrons, including core electrons. For Al anode X-ray sources, only photoelectrons
that come from about the outer 5 – 10 nm of a sample can exit the surface without losing energy,
i.e., without being inelastically scattered. The binding energies, BEs, of the ejected, core electrons
in XPS can be determined using equation 1:
𝐵𝐵𝐵𝐵 = ℎ𝜈𝜈 – 𝐾𝐾𝐾𝐾 – 𝜙𝜙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ,

(1-1)

where ℎ𝜈𝜈 is the photon (X-ray) energy, KE is the kinetic energy of the photoelectron measured by
the spectrometer, and 𝜙𝜙𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the instrument work function, which is usually rather small (<5 eV).

While XPS is an extremely powerful spectroscopy technique in materials characterization, it is not
immune to the reproducibility crisis in the current scientific literature.39, 40 A recent report of a
systematic examination of published XPS data reveals that a significant fraction of the XPS data
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analysis shown in the scientific literature is deeply flawed.41 This report classified mined data
(fitted and unfitted) into four categories: green, yellow, orange, and red. According to this report,
ca. 30% of the data were in the red (deeply flawed) category and another ca. 30% were in the
orange (questionable) category. The red category covers errors that include the extreme truncation
of data, attempts to fit extremely noisy data, incorrect handling of spin-orbit splitting, employing
fit components with significantly different widths when there is no good chemical or physical
reason for doing so, significant errors in the choice of (and placement of) the background, other
completely incorrect peak fitting, and gross mislabeling of chemical states. Spectra in the orange
category often showed similar errors, but of a less severe nature. That is, while it is unlikely that
any data analysis in the red category contributes anything of meaning to the work (and it may very
well detract from it), analyses in the orange category may not be as compromising to the message
of a paper. As a response to the poor XPS data analysis in the literature, a series of guides were
recently published by experts in the surface science community to improve the general knowledge
of XPS users and prevent/reduce future errors.42-52
XPS data and data analysis can be highly precise and quantitative. Some of the essentials to be
considered while performing an XPS data analysis include: (i) visual examination of the data
(survey and narrow scans), (ii) choosing an appropriate background, (iii) making sure to show the
original data, (iv) choosing an appropriate peak shape for fitting the data, (v) choosing and
applying appropriate constraints in a fit, and (vi) showing the sum of the fit components. Showing
the residuals, which are the difference between the sum of the fit components and the raw data,
and the residual standard deviation value (or some other summary statistic) is also recommended.
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1.3.3 Hemispherical Analyzer in XPS
The electrostatic hemispherical analyzer (HSA), also known as the spherical deflection analyzer
(SDA) or concentric hemispherical analyzer (CHA), is the most common analyzer used in XPS
and ISS (see Figure 1-4). In this analyzer, electrons with a specific energy (pass energy) are
allowed to pass through the device and reach the detector. The voltage ratio between the outer and
inner electrodes determines the pass energy in an HSA. HSAs most often operate on a fixed pass
energy, and electrons with different pass energies are scanned via adjustments of voltages in the
retarding lenses that are located below the analyzer. The analyzer resolution is a function of pass
energy.53
1.3.4 Comparison of Electric Potentials in Hemispherical and Cylindrical Analyzers using
Laplace’s Equation
Here, I introduce the most important equation for calculating the potentials between components
in vacuum: Laplace’s equation. After showing this equation, I solve it analytically for two cases
that are relatively simple because of their high symmetry; I will determine the potentials in the
space between two conducting, concentric spheres and between two concentric cylinders. The
resulting solution between two concentric spheres approximates the potential in the HSA. Finally,
I put reasonable values (potentials and dimensions) into the equations I derive. I note that the
potential between two conducting spheres is not the same as the potential between two conducting
cylinders. I stress that while this approach may be instructive, most potentials in a vacuum must
be calculated using numerical methods because of the complex shapes and edge effects of the
components involved. (Of course, I am not the first to solve Laplace’s equation for these systems
– the solutions shown below are very well known.)
Laplace’s equation, which is a partial differential equation, is:
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∇2 𝑉𝑉 = 0,

1-2
𝜕𝜕

𝜕𝜕

𝜕𝜕

where V is the voltage, and ∇, the dell operator, is 𝒊𝒊 𝜕𝜕𝜕𝜕 + 𝒋𝒋 𝜕𝜕𝜕𝜕 + 𝒌𝒌 𝜕𝜕𝜕𝜕 in Cartesian coordinates. Note

that Laplace’s equation is a special case of Poisson’s equation in which the charge density in the

space considered is zero (the case of a vacuum where the beam current is negligible). That is, even
though there is no charge in the space we consider here, there will be voltages on the system
components and chamber walls – Laplace’s equation allows us to calculate the potentials in the
empty space between them.

Laplace’s equation in Cartesian coordinates is often written as:
𝜕𝜕2 𝑉𝑉

𝜕𝜕2 𝑉𝑉

+ 𝜕𝜕𝑦𝑦 2 +
𝜕𝜕𝑥𝑥 2

𝜕𝜕2 𝑉𝑉
𝜕𝜕𝑧𝑧 2
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= 0.

However, in the cases of spherical or cylindrical objects, it is often much more convenient to use
Laplace's equation in spherical or cylindrical coordinates. In the case of spherical coordinates,
Laplace’s equation is as follows:
1 𝜕𝜕

𝑟𝑟 2

𝜕𝜕𝜕𝜕

1

𝜕𝜕

𝜕𝜕𝜕𝜕

1

𝜕𝜕2 𝑉𝑉

�𝑟𝑟 2 𝜕𝜕𝜕𝜕 � + 𝑟𝑟 2 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃 𝜕𝜕𝜕𝜕 �sin 𝜃𝜃 𝜕𝜕𝜕𝜕 � + 𝑟𝑟 2 𝑠𝑠𝑖𝑖𝑖𝑖2 𝜃𝜃 𝜕𝜕𝜑𝜑2 = 0.
𝜕𝜕𝜕𝜕
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In this equation r is the distance from the origin of the point in question, 𝜃𝜃 is the polar angle (it
goes from the +z to the -z axis), and 𝜑𝜑 is the azimuthal angle (it starts at the +x axis and goes
around the x-y plane back to where it started) (see Figure 1-5).

1.3.4.1 Calculation of the Potential Between Two Concentric Spheres
I now consider the solution of Laplace’s equation (Equation 1-2) for two concentric spheres with
radii r1 and r2 and voltages V1 and V2 for the inner and outer spheres, respectively (see Figure 16).
9

Because of the radial symmetry here, the last two terms of Laplace’s equation are zero in spherical
coordinates, which reduces Equation 1-4 to:
𝜕𝜕𝜕𝜕

1 𝜕𝜕

𝑟𝑟 2

�𝑟𝑟 2 𝜕𝜕𝜕𝜕 � = 0,
𝜕𝜕𝜕𝜕

1-5

Multiplying both sides of Equation 1-5 by r2 yields:
𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

�𝑟𝑟 2 𝜕𝜕𝜕𝜕 � = 0.

1-6
𝜕𝜕𝜕𝜕

Note that because the derivative of a constant is zero, 𝑟𝑟 2 𝜕𝜕𝜕𝜕 must be a constant, which I call 𝑐𝑐1:
𝜕𝜕𝜕𝜕

�𝑟𝑟 2 𝜕𝜕𝜕𝜕 � = 𝑐𝑐1 .

1-7

𝑐𝑐

1-8

Rearranging Equation 1-7, and recognizing that V now only depends on r, leads to Equation 1-8:

𝑑𝑑𝑑𝑑 = 𝑟𝑟12 𝑑𝑑𝑑𝑑.

I now solve (integrate) Equation 1-8 between r1 and r2 from the inner radius, r1 to some arbitrary

radius, r. In this integral I use a dummy variable 𝑟𝑟 ′ for the variable 𝑟𝑟 in Equation 1-8, which leads
to the following equations:
𝑉𝑉

𝑟𝑟 𝑐𝑐1

∫𝑉𝑉 𝑑𝑑𝑑𝑑 = ∫𝑟𝑟
1

1

𝑟𝑟 ′2

𝑑𝑑𝑑𝑑′

1

1-9
1

𝑉𝑉 − 𝑉𝑉1 = −𝑐𝑐1 �𝑟𝑟 − 𝑟𝑟 � + 𝑐𝑐2.

1-10

1

There are two constants of integration in Equation 1-10. I solve for them using the boundary

conditions for the problem. Inserting those conditions at the inner radius (r = r1 and V = V1) leads
to Equation 1-11:
1

1

𝑉𝑉1 − 𝑉𝑉1 = −𝑐𝑐1 �𝑟𝑟 − 𝑟𝑟 � + 𝑐𝑐2 ,
1

1-11

1

which shows that 𝑐𝑐2 = 0. Similarly, inserting the boundary conditions at the outer radius gives us:
1

1

𝑉𝑉2 − 𝑉𝑉1 = −𝑐𝑐1 �𝑟𝑟 − 𝑟𝑟 �,
2

1

1-12
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which leads to:
𝑐𝑐1 = −

(𝑉𝑉2 −𝑉𝑉1 )
1
1
𝑟𝑟2 𝑟𝑟1

� − �

.

1-13

Thus, the potential between two conducting spheres as a function of the distance, r, between them
is:
𝑉𝑉(𝑟𝑟) = 𝑉𝑉1 +

(𝑉𝑉2 −𝑉𝑉1 ) 1

1

1-14

� − 𝑟𝑟 �

1
1
� − � 𝑟𝑟
𝑟𝑟2 𝑟𝑟1

1

1.3.4.2 Calculation of the Potential Between Two Coaxial Cylinders
The approach for calculating the potential between two coaxial cylindrical electrodes (see Figure
1-7) is similar to the one taken above. I start with Laplace’s equation in cylindrical coordinates:
1 𝜕𝜕

𝜕𝜕𝜕𝜕

1 𝜕𝜕2 𝑉𝑉

𝜕𝜕2 𝑉𝑉

1-15

�𝑟𝑟 𝜕𝜕𝜕𝜕 � + 𝑟𝑟 2 𝜕𝜕𝜃𝜃2 + 𝜕𝜕𝑧𝑧 2 = 0 .
𝑟𝑟 𝜕𝜕𝜕𝜕

Because of axial symmetry, and our assumption here that the cylinders are infinitely long, Equation
1-15 simplifies to:
1 𝜕𝜕

𝑟𝑟 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

1-16

�𝑟𝑟 𝜕𝜕𝜕𝜕 � = 0.

A derivation similar to the one for concentric spheres then leads to:
𝑟𝑟

𝑉𝑉 − 𝑉𝑉1 = −𝑐𝑐1 ln �𝑟𝑟 � + 𝑐𝑐2 ,

1-17

1

where V is the potential between the two cylinders, V1 is the potential on the inner cylinder, r is

the distance from the shared axis of the cylinders, r1 is the radius of the inner cylinder, and c1 and
c2 are constants of integration. Inserting the boundary conditions at the inner radius (r = r1 and V
= V1) reveals that 𝑐𝑐2 is zero. The other boundary conditions allow us to calculate c1 such that the
final equation for the potential between the two cylinders is:
𝑉𝑉(𝑟𝑟) = 𝑉𝑉1 +

(𝑉𝑉2 −𝑉𝑉1 )
𝑟𝑟
ln( 2 )
𝑟𝑟1

𝑟𝑟

ln(𝑟𝑟 ).
1

1-18
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Notice that in both cases (equations 1-14 and 1-18), V is a non-linear function of r, which has
implications for these geometries in analyzers.
1.3.4.3 Calculating and Comparing the Potentials between Spherical and Cylindrical Energy
Analyzers
In his book chapter on XPS instrumentation and performance,54 Drummond listed the following
radii and voltages for an HSA: r1 = 101.6 mm, r2 = 152.4 mm, V1 = -5.0 V, and V2 = -13.33 V.
These values were inserted into Equation 1-14 to find the potential near the midpoint of the spheres
(r = 127.0 mm), which is -10.0 V. Using these same radii and voltages for the inner and outer
cylinders in Equation 1-18, the voltage at r = 127.0 mm is -9.6 V.
The previous example shows that the potentials between two coaxial cylinders and between two
concentric spheres with the same radii and potentials are not quite the same. Figure 1-8 shows a
plot of the potential across the gap between two concentric spheres and two coaxial cylinders. This
example clearly shows that these potentials are not exactly the same. Spherical and cylindrical
analyzers are common energy analyzers for ions and electrons, but their focusing properties are
obviously somewhat different.
Laplace’s equation is used to find the potentials between components in a vacuum. I have shown
the solutions for Laplace’s equation for two concentric conducting spheres and two coaxial
conducting cylinders. While the potentials are similar for these two cases, they are not the same.
As a final note, which will not be dwelled on further, the spherical analyzer gives an additional
dimension of focusing compared with the cylindrical case.
1.3.5 Near Ambient Pressure – X-ray Photoelectron Spectroscopy (NAP-XPS)
NAP-XPS is a less traditional form of XPS that allows samples to be analyzed at relatively high
pressures, i.e., above 2500 Pa (19 Torr). NAP-XPS can directly analyze moderately volatile
12

liquids, biological samples, porous materials, and/or polymeric materials that outgas significantly.
As part of my graduate work, I analyzed and peak fit NAP-XPS data from various materials that
are challenging, if not impossible, to analyze with conventional XPS. I included these analyses in
a series of articles that were published in Surface Science Spectra (SSS), which is a peer-reviewed
scientific database. While NAP-XPS opens up opportunities for researcher with challenging
samples to do surface analysis, compared to conventional XPS data analysis, peak fitting of NAPXPS data can be somewhat more challenging (and interesting), especially when signals from both
the gas phase and a condensed phase are present in a spectrum. In general, gas phase peaks of a
material are narrower and show up at higher binding energy than condensed phased peaks. My
NAP-XPS SSS publications include the analysis of gaseous materials like carbon dioxide55 and
oxygen,56 liquid materials like dimethyl sulfoxide (DMSO),57 solids and polymeric materials like
a Roman coin58, clinoptilolite, a type of zeolite,59 and polyethylene terephthalate (PET),60 and a
biological sample (cuttlefish bone).61 Three of these articles are included in this thesis as
appendices.
1.3.6 Spectroscopic Ellipsometry (SE)
Transparent and semi-transparent thin film thicknesses are typically measured by optical
techniques like spectroscopic ellipsometry (SE).62,

63

Ellipsometry measures the change in

polarization of light when it is reflected off or transmitted through a material. Figure 1-9 shows
the anatomy of a generic, simplified ellipsometer. On the left, there is a light source, which is
followed by a polarizer that sets the polarization state of the light. This polarization state changes
when the light reflects off a surface. The analyzer (another polarizer) probes the polarization state
of the reflected light. The resulting polarization changes are described by an amplitude ratio
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(𝑡𝑡𝑡𝑡𝑡𝑡Ѱ) and a phase difference, 𝛥𝛥, between the light oriented in the p- and s- directions relative to
the sample surface (parallel and perpendicular to the plane of incidence, respectively). These
changes are expressed in equation 1-19:
𝜌𝜌 =

𝑟𝑟𝑝𝑝
𝑟𝑟𝑠𝑠

= 𝑡𝑡𝑡𝑡𝑡𝑡Ѱ𝑒𝑒 −𝑖𝑖𝑖𝑖 ,

(1-19)

where 𝑟𝑟𝑝𝑝 and 𝑟𝑟𝑠𝑠 represent the complex Fresnel coefficients for the p- and s- polarizations. Ѱ and 𝛥𝛥
are obtained through an ellipsometric measurement. A model is then created, and the Ѱ and 𝛥𝛥

values for this model are generated. SE fitting consists of varying one or more parameters in the
model with the objective of minimizing the difference between the experimental and model
(generated) data.
In SE, one makes measurements at multiple wavelengths. In variable angle spectroscopic
ellipsometry (VASE), one performs SE at different angles on a sample. SE and VASE provide
valuable information about thin films, including their thicknesses, optical constants, void fractions,
anisotropy, and roughness. Especially for thicker films, collecting data at more than one angle
provides additional information about a sample.64 Thus, SE was an essential part of my research

projects – it was part of the multi-instrument approach I took to characterize my materials.
As noted above, to obtain material properties from an ellipsometric measurement, one typically
needs to build a model. Software packages such as CompleteEASE® use fundamental laws, e.g.,
Snell’s law and Fresnel’s equations, which are based on Maxwell’s equations, to predict the
interaction of light with matter in the form of theoretical Ѱ and 𝛥𝛥 values. Again, note that SE

measures one Ѱ and 𝛥𝛥 value at each wavelength. Figure 1-10 shows an example of the Ѱ and 𝛥𝛥

data/spectra obtained in an SE measurement. Again, parameters in a model are adjusted to match
the theoretical and experimental Ѱ and 𝛥𝛥 values. The well-known Cauchy, Sellmeier, Gaussian,
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Lorentzian, Drude, and Tauc-Lorentz models/oscillators all contain adjustable parameters.
Ultimately, the goodness-of-fit is often determined by a figure of merit like the mean squared error
(MSE), although it is also important to visually inspect the predicted and measured Ѱ and 𝛥𝛥 values.

While SE measurements can often be collected in only a few seconds, the corresponding data
analysis often take much longer. To become skilled in spectroscopic ellipsometry data
analysis/fitting, one needs practice modeling data.
I now discuss a very simple type of SE modeling problem, which is foundational. As suggested
above, a first step in analyzing SE data is often to create a model, which is a layered structure that
describes the composition of the surface being analyzed. While one may not know exactly what
one’s material is, one often has some knowledge that can be used as a starting point. That is, in
most cases one has some knowledge of the films that should be present, their nominal thicknesses,
and their optical constants. Tabulated and/or parameterized optical constants are often a very good
starting point for modeling films. However, the optical constants of a film will in general be a little
different (and sometimes quite different) from those that have been reported in the literature. This
is because the density, microstructure, and impurities of a thin film depend on its deposition and
other processing conditions, which in turn affect its optical constants. Dispersion models can be
used to model the optical constants of materials.63 For example, the Cauchy and Sellmeier models
are commonly used to model transparent materials, and various oscillators, e.g., Gaussian,
Lorentzian, Tauc-Lorentz, Cody-Lorentz, and Drude, are used for absorbing materials.
Interpolation models such as the B-spline65 can also be extremely useful. Using parameterized
functions and/or the B-spline are advantageous because they have built-in flexibility (adjustable
parameters) for obtaining a good fit. In general, they reduce the number of parameters required for
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a good fit and are relatively insensitive to noise. In many cases, they are also physical, i.e., they
are Kramers-Kronig (K-K) consistent. After building a model, the software calculates the values
of Ѱ and 𝛥𝛥 that the model predicts and compares them to the experimental values of Ѱ and 𝛥𝛥. The

parameters in the model are then adjusted to best match the modeled and experimental data.
CompleteEASE® employs the Levenberg-Marquardt algorithm66 to do this, which minimizes the
mean squared error (MSE) between the theoretical and experimental values of ψ and Δ. Equation
1-20 shows one embodiment of the MSE. It is expressed in terms of N, C, and S (see Equations 121 – 23), which can be easily obtained from Ѱ and 𝛥𝛥. As noted, to obtain good results, it is often

essential to have good initial guesses for the values one wishes to model, e.g., film thicknesses.
Otherwise, fits can end up in local minima instead of the global minimum and give very wrong
answers (see an illustration of this concept in Figure 1-11). In modeling, one should be careful not
to add more adjustable parameters than are necessary. However, additional complexity sometimes
improves a model substantially, e.g., it may be necessary to include surface roughness, film
anisotropy, thickness nonuniformities, and/or account for backside reflections from the substrate.
Ideally, good modeling will yield physically reasonable results. At a minimum, the values for n
and k should stay positive and, ideally, the optical constants will be K-K consistent. Uniqueness
tests can show whether the parameters in a fit are correlated.67 At the end of the day, one wishes
to have the simplest possible model that can fit the experimental data well.
1

𝑀𝑀𝑀𝑀𝑀𝑀𝑁𝑁𝑁𝑁𝑁𝑁 = �3𝑁𝑁−𝑀𝑀 ∑𝑁𝑁
𝑖𝑖=1[�
𝑁𝑁 =𝑐𝑐𝑐𝑐𝑐𝑐 (2𝛹𝛹)

𝑁𝑁𝐸𝐸𝐸𝐸 −𝑁𝑁𝐺𝐺𝐺𝐺 2
0.001

𝐶𝐶𝐸𝐸𝐸𝐸 −𝐶𝐶𝐺𝐺𝐺𝐺 2

� +�

0.001

� +�

0.001

� ]
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𝐶𝐶 =𝑠𝑠𝑠𝑠𝑠𝑠 (2𝛹𝛹) 𝑐𝑐𝑐𝑐𝑐𝑐 (𝛥𝛥)
𝑆𝑆 =𝑠𝑠𝑠𝑠𝑠𝑠 (2𝛹𝛹) 𝑠𝑠𝑖𝑖𝑖𝑖 (𝛥𝛥)

𝑆𝑆𝐸𝐸𝐸𝐸 −𝑆𝑆𝐺𝐺𝐺𝐺 2

(1-23)
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1.3.7 High Sensitivity-Low Energy Ion Scattering (HS-LEIS)
Ion scattering spectroscopy (ISS) has been known for many years. For example, ISS accessories
are available for many XPS instruments. Here, He+ ions of known energy are reflected off surfaces.
The polarity of the XPS hemispherical analyzer is reversed to be able to detect them. The loss of
energy of these ions gives the masses of the atoms at the surface. However, a disadvantage of this
approach is the rather small solid angle collected by the detector. Accordingly, the signal-to-noise
ratio for the technique is often rather low. Recently, some powerful new instruments have appeared
on the market. Now, the technique is known as high sensitivity-low energy ion scattering (HSLEIS). HS-LEIS is far more sensitive than traditional ISS. That is, while both techniques are based
on the same physical principals, HS-LEIS collects a far larger fraction of the scattered ions. In
addition, it allows the primary ion signal to be rastered over the surface (imaging) and pulsing of
the primary ions, which allows signal from sputtered material to be ignored. As a result of these
advances, there is renewed interest in this technique. Indeed, because it is sensitive to the outermost
atomic layer of surfaces and is quantitative, HS-LEIS, also known as just LEIS, is increasingly
important for catalysis, atomic layer deposition, and surface science in general. Indeed, LEIS has
been used to study and understand catalysts,68, 69 polymer light emitting diodes (PLEDs),70-74
organic photovoltaics (OPV),72, 74, 75 solid oxide fuel cells (SOFCs),68 solar cells,76 display glass
surfaces,7 and other complex, multicomponent materials.77-79
In LEIS, the topmost atomic layer of a surface is detected/probed via a beam of noble gas ions
with low energy, typically 1-10 keV.7 In a more advanced/exotic embodiment of the technique,
alkali metal ions are used as the probe species. In HS-LEIS, the same ions in backscattered form
are detected using a double-toroidal analyzer (DTA). The energy of the backscattered ions changes
from their initial energy based primarily on the laws of classical physics (conservation of energy
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and momentum). Inputs into this equation include the angle of incidence of the ions and the mass
of the element from which the ions backscatter.80, 81 LEIS is sensitive to all the elements except
hydrogen and helium, and it has little or no matrix effect – the energy of a backscattered ion does
not generally depend on the chemical environment of the surface atom it interacts with. Spectral
interpretation in LEIS is usually straightforward7 – spectra often consist of well-separated,
Gaussian peaks. That is, data analysis of LEIS spectra often consists of applying Gaussian peaks
on top of error function backgrounds.82 Quantification in LIES requires appropriate reference
materials. An ideal reference material should be as chemically similar to the sample as possible
and preferably of similar roughness, chemically inert, non-toxic, relatively inexpensive, well
understood, easily cleaned, not prone to contamination, and available in high purity.82
Surface Science Spectra is an important, peer-reviewed database of spectra from surfaces.
Historically, it has focused on XPS, time-of-flight secondary ion mass spectrometry (ToF-SIMS),
and Auger electron spectroscopy (AES). In the past few years, the SSS editorial board has opted
to expand the scope of the journal by including data from other techniques. One of these techniques
is LEIS.
Working with other experts, I developed the SSS submission form for LEIS spectra that includes
the necessary parameters in a LEIS measurement (see appendix 5). Using this template, I submitted
the first LEIS paper to SSS (see chapter 4). It reported the LEIS spectra of CaF2 powder, which
can be used as a reference material, and also the LEIS spectra of Au.82
In Chapter 2, I describe a methodology for tagging and counting surface silanols that uses atomic
layer deposition (ALD) to tag available surface silanols on glass with zinc and LEIS to count the
number of tagged silanols (zinc atoms). This approach was applied to chemically and thermally
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treated fused silica glasses. The reference materials for this work consisted of bare fused silica for
Si and an ALD-grown thick ZnO film for Zn. By tagging and counting the number of surface
silanol groups on fused silica glass using LEIS, we better understand the effects of surface
treatments on it.
1.4 Exploratory Data Analysis (EDA) with various Chemometrics/Informatics Methods.
Modern advances in instrumentation increasingly allow large amount of data to be collected.
Accordingly, there is a great need for methods to summarize, visualize, and understand complex
data sets; data mining and data analysis, including unsupervised exploratory data analysis (EDA)
methods, are developing at a fast pace to address problems in science, engineering, and
technology.83 EDA emphasizes graphical representations based on statistical methods for
analyzing data sets without prior information about the data.84 EDA is often the first step in
understanding large and complex chemical data sets.84-86 EDA techniques can group or classify
samples according to their spectral similarities and differences. Some of the most popular and
important EDA methods are principal component analysis (PCA), multivariate curve resolution
(MCR), and hierarchical cluster analysis (HCA).87-89 The Linford group at BYU has helped
develop summary statistics as EDA tools.
1.4.1 Summary Statistics
A summary statistic is a single value that characterizes a set of numbers, e.g., a vector or a
spectrum.3 Two of the most common summary statistics are the mean and the standard deviation.
Various types of summary statistics are used for summarizing and visualizing complex data sets.90
Summary statistics are often faster and easier to apply, and require less training and understanding
to use than other EDA methods, while often producing answers that are comparable to the more
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complex methods, at least in the initial evaluation of the information. These advantages become
more significant for very large data sets. Again, at the very least, summary statistics provide a
quick view of the structure/clustering of a data set, which can then be very helpful in guiding more
sophisticated analyses. In Chapter 4, I apply a series of summary statistics to a series of real world
data sets, which include the mean, standard deviation (STD), 1-norm, range, sum of squares (SSQ),
X4, and finally pattern recognition entropy (PRE). These data sets were obtained by Fourier
transform infrared spectroscopy (FTIR), X-ray diffraction (XRD), X-ray photoelectron
spectroscopy (XPS), laser direct infrared (LDIR) imaging, and time-of-flight secondary ion mass
spectrometry (ToF-SIMS) imaging.
1.4.2 Pattern Recognition Entropy (PRE)
Claude Shannon related Boltzmann’s statistical concept of entropy to the amount of information
in a signal,91, 92 providing a mathematical description/quantification of it, as follows:
𝑃𝑃𝑃𝑃𝑃𝑃 = − ∑𝑛𝑛𝑖𝑖=1 𝑝𝑝𝑖𝑖 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙2 𝑝𝑝𝑖𝑖 ,

(1-24)

where 𝑝𝑝𝑖𝑖 is the probability of each element, 𝑥𝑥𝑖𝑖 , in a vector (spectrum). That is, in PRE, 𝑝𝑝𝑖𝑖 is

obtained by dividing 𝑥𝑥𝑖𝑖 by the sum of the all the elements in the vector (spectrum). This procedure
is also referred to as the 1-norm. PRE is sensitive to small changes in signals/spectra. PRE is a
summary statistic that works as a shape recognition tool for distinguishing between spectra, i.e., it

treats an entire spectrum (signal) as a probability distribution of information, where the PRE value
is a summary statistic that characterizes the spectrum. The PRE value is higher when there are
more features in a spectrum. We emphasize that, in some sense, PRE entails a significant
compression, and even loss, of information in a spectrum. PRE is also insensitive to the order in
which the information appears in a spectrum. That is, while a spectrum typically contains many
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features, including peaks, noise, a baseline, etc., the PRE value is a single number that is derived
from the spectrum.
1.4.3 Divided Spectrum-Pattern Recognition Entropy (DS-PRE).
A problem with PRE is that it is insensitive to the order of the information (features) in spectra.
That is, in PRE, different spectra with the same values produce the same results.91 DS-PRE is
designed to overcome this shortcoming. In doing so, it increases the discrimination power of PRE.
In DS-PRE, each spectrum is divided into multiple parts, which do not necessarily have to be of
equal length, and then the PRE value of each section (part) is calculated, treating each part as a
complete, unique spectrum in the PRE calculation. If the spectrum is divided in half (or thirds),
the PRE values of the first, second, (and third) parts of the spectrum are designated as PREi, PREii,
(and PREiii), respectively. The original spectrum can then be represented with these two or three
PRE values as a single point in a two- or three-dimensional space.
To illustrate DS-PRE, Figure 1-12 shows three synthetic/artificial spectra with identical PRE
values of 1.000000000001131: ‘A’, ‘B’, and ‘C’, which contain two spikes in different positions.
The remaining data points are zero. However, because 𝑝𝑝𝑖𝑖 cannot be zero in Equation 1-24, which
would be the case for the values that are zero in these spectra, eps (the smallest number in

MATLAB) is added to the data points in each spectrum. Because Spectra A, B, and C have the
same PRE values, they are indistinguishable by standard PRE. In two-dimensional DS-PRE (2DDS-PRE) we divide these spectra into two equal halves and calculate the PRE values of each halfspectrum, which yields two different PRE values: PREi and PREii (see values in Table 1-2). In the
resulting 2D-DS-PRE plot in Figure 1-12, the points labeled ‘A’, ‘B’, and ‘C’ represent the spectra
in the left of the figure with the same colors and labels. This plot reveals that DS-PRE can
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differentiate between spectra that would otherwise be identical in a PRE analysis. The analogous
three-dimensional DS-PRE (3D-DS-PRE) plot of six spectra in Figure 1-13 similarly shows the
ability of DS-PRE to differentiate between spectra that are identical in a standard PRE analysis
(the PRE values of all the spectra (A-F) in Figure 1-13 are the same: 1.000000000001131). In this
3D-DS-PRE example, we divide the spectra into three equal parts and calculate the PRE values
for each of them (the resulting PREi, PREii, and PREiii values are listed in Table 3). This analysis
has taken six spectra with identical PRE values and created six different results. We believe that
DS-PRE will be a valuable tool for EDA, where 2D- and 3D-DS-PRE plots can be used like PCA
scores plots to group similar spectra.
The DS-PRE approach is easier to apply than PCA and MCR, while still creating two- and threedimensional plots that reveal the relationships between spectra/data sets. In other words, DS-PRE
can be useful for visualizing data/spectra. For example, DS-PRE can identify outliers in data sets.
In addition, DS-PRE can significantly reduce the dimensionality of the data. Note that the regions
in DS-PRE can have different sizes, which can be optimized to best separate/discriminate between
the spectra/data. The number of divisions in a spectrum can also be optimized. For example, the
results from DS-PRE may be used as the input for inverse least squares (ILS) and other regression
and clustering methods.3
Table 1-1. PRE values for the first and second halves of the spectra in Figure 1-12 (A, B, and C).

Spectra Labels

PREi coordinates

PREii coordinates

A

1.00

5.64

B

5.64

1.00

C

0.00

0.00
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Table 1-2. PRE values for the first, second, and third thirds of the spectra in Figure 1-13 (A-F).

Spectra Labels

PREi coordinates

PREii coordinates

PREiii coordinates

A

1.00

5.04

5.09

B

5.04

1.00

5.09

C

5.04

5.04

1.00

D

0.00

0.00

5.09

E

0.00

5.04

0.00

F

5.04

0.00

0.00

1.4.4 Principal Component Analysis (PCA)
PCA is the most widely used tool for unsupervised EDA. PCA reduces data dimensionality. PCA
finds a series of orthogonal directions (principal components) that account sequentially for the
variance in the data (spectra). The projections of the spectra (represented as single points in a
hyperspace) on the principal components are called scores, and the contributions of the original
variables to the principal components are called loadings. PCA is important for categorizing,
organizing, and comparing spectra. For additional details on PCA, see Bro and Smilde’s and
Chatterjee et al.’s recent papers on this topic.87, 93 I used PCA to analyze multiple data sets obtained
by various techniques including FTIR, X-ray diffraction (XRD), XPS, laser direct infrared (LDIR)
imaging, ToF-SIMS imaging, and mass spectrometry. These analyses can be found in chapters 5
– 7.
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To illustrate the power of PCA, I now show the work-up of a data set with this method. Figure 114 shows FTIR spectra (five each) of benzene, toluene, aniline and phenol on an arbitrary x-axis.
I exported this data from a NIST database and used it in one of my publications.3, 94, 95 A visual
examination of the raw data in Figure 1-14 shows that the five spectra from a given material are
very similar. However, there are noticeable differences between the FTIR spectra of the different
chemicals.
One of the key steps in performing PCA is to select the appropriate preprocessing. Mean centering
is one of the most common preprocessing methods used in PCA, which often increases the
discrimination/quality of results produced by the technique. I performed PCA in two ways: without
preprocessing the data, and after preprocessing by mean centering. Both of these approaches are
commonly used in PCA.
PCA generally produces a large number of abstract factors that can be used to describe a data set.
These are ordered by the software by the amount of variance that each captures. The question then
is: How many PCs should one keep? That is, the earlier PCs often describe meaningful variation
in the data, while the higher PCs often only describe noise. Scree plots are often used to help
determine the number of PCs to keep. These plots show the amount of variance captured, or the
cumulative amount of variance captured, as a function of the number of PCs. Figure 1-15 shows
the scree plots of the PCA of the FTIR data set after both preprocessing approaches. The scree
plots for the ‘no preprocessing’ analysis reveal that more than 96% of the variance in the data set
is captured by one PC. However, given the differences between the spectra, it seems hard to believe
that one PC can describe these different spectra to this degree. I resolve this concern by noting that
the spectra were not preprocessed. That is, the spectra are ‘plotted’ in a hyperspace, and the first
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PC of the model simply points to the average of the spectra. Accordingly, this PC is largely wasted.
Note that this PC is followed by three others that account for the next ca. 3% of the variance in the
data. Thus, this model without preprocessing does not appear to describe the data set effectively.
Mean centering eliminates the problems with the previous model by centering the cloud of data
points about the origin. This greater effectiveness is underscored by the fact that 60, 22, and 16%
(ca. 99%) of the variance in the data are captured by the first three PCs (see Figure 1-15). Indeed,
in the plot of the log(eigenvalues) vs. the number of PCs, the first three PCs are grouped together
and followed by a break/discontinuity in the plot. Perhaps the next four PCs, which come together,
describe meaningful variation in the data at a low level. I will focus on the first three PCs here.
Figure 1-16 shows the loadings on PCs 1 – 3 in this model and a three-dimensional scores plot of
the data. The loadings in Figure 1-16 are difficult to interpret, e.g., some of the values are negative,
because of the mean centering. The spectra cluster nicely in the scores plot in Figure 1-16; no
overlaps between the spectra from different materials are observed. In summary, PCA with mean
centering effectively clusters the FTIR spectra of a given material, while differentiating between
the spectra of different materials.
1.4.5 Multivariate Curve Resolution (MCR)
MCR is a powerful technique that can provide chemical insight. MCR attempts to solve mixture
analysis problems by finding the pure underlying components/spectra in data sets. MCR relaxes
some of PCA’s constraints, including the requirement that factors be orthogonal. MCR often has
non-negativity constraints on its scores and loadings (factors), which was the case for the analyses
performed here. As a result, the factors in MCR generally have the appearance of real spectra and
are, therefore, easier to interpret. For additional information about MCR, see papers by Chatterjee
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et al., Gallagher et al., and de Juan et al.93, 96, 97 In this document, I show MCR analyses of various
data sets, including hyperspectral images. These analyses can be found in chapters 5 – 7. For
example, in chapter 6, I show an analysis of an XPS data set related to hydrocarbon material
degradation in which I was able to show that MCR can identify intermediates.
I now present an example of an MCR analysis. Figure 1-17 shows the scores and loadings of a
four-component MCR model from the FTIR data in Figure 1-14. The selection of the number of
factors (components) used in an MCR analysis is often guided by PCA. The scree plots in Figure
1-15 predict that at least three factors effectively describe this data set, which is within one factor
of the number used in this analysis. Prior knowledge about a data set is also helpful in determining
the number of factors that describe it. The scores of each spectrum on each factor on the left side
of Figure 1-17 show that, as expected, each factor separates/accounts for one of the chemicals in
this data set. The right side shows the loadings in this model. They closely resemble the real
spectra. Again, note the similarity of the MCR factors in this model to real spectra (there are no
negative values here), which makes them easier to understand/interpret.
1.4.6 Hierarchical Cluster Analysis (HCA)
HCA is an EDA method that organizes/clusters spectra according to their similarities. The
similarities between the samples are calculated/gauged according to their distances in a
multidimensional space. Some common metrics for calculating distances in cluster analysis
include the Euclidean, Mahalanobis, Manhattan, and Ward’s distances/linkage criteria.98 More
similar samples (data points/spectra) form clusters. The organization of spectra into clusters is
represented graphically in a two-dimensional diagram called a dendrogram. All the clustering
presented in this thesis uses Ward’s method/linkage criterion. Ward’s method is based on the
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minimization of the variance as clusters are gradually formed.99 In particular, in this method, a
grand mean value is calculated, and the distance of each individual data point (cluster) is compared
to the grand mean with an error sum of squares function to combine the data points into larger
clusters. I used cluster analysis as an EDA method to analyze lubricant oil samples and XRD,
FTIR, and XPS data sets.
I now show a cluster analysis of the raw data in Figure 1-14 (see Figure 1-18). The dendrogram
here separates the data into four tight clusters. This cluster analysis also suggests that benzene and
toluene are more similar to each other than the other chemicals, which is chemically reasonable.
1.5 Hyperspectral Imaging and Analysis
Hyperspectral imaging is an emerging technology in analytical chemistry and material
characterization that combines imaging with spectroscopy to provide both spatial and spectral
information. In a hyperspectral image, each pixel at a surface corresponds to a spectrum.
Accordingly, the data structure has the form of a parallelepiped/cube (see Figure 1-19).
Hyperspectral imaging has many applications that include food quality,100 biomedicine,101, 102 drug
discovery,103 pharmaceutical product design,104, 105 bioactivity studies,106-108 and proteomics.109
Since each pixel in a hyperspectral image contains/corresponds to a spectrum, hyperspectral
images often contain enormous amount of information, which can make the identification,
analysis, and classification of patterns in them challenging.110 Different data/image
processing/machine learning techniques have been used to extract useful information from these
images for different applications, including medical imaging.110-112 In Chapter 5, I show the
analysis of two hyperspectral images using summary statistics and compare the results to the
analysis of the same hyperspectral images using more advances techniques like PCA and MCR.
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Summary statistics convert the three dimensional data cube into a two dimensional image by
replacing the spectrum at each pixel with a single value (see Figure 1-20). Summary statistics,
especially PRE, very successfully analyzed these images.
1.6 The Importance of Chemometrics/Informatics Methods for Analysis of Large and
Complex XPS data sets
The availability and development of statistical software has encouraged many scientists in
different areas to use mathematical/statistical approaches to analyze their data. Chemometrics,
which takes its name from ‘chemistry’ and ‘metrics’ uses mathematics and statistics, including
multivariate techniques, for the analysis of data in chemistry.83 However, in spite of previous work
in this area,3, 93, 113-115 the capabilities of chemometrics/informatics techniques have been largely
overlooked for many years by the XPS and surface science communities. Nevertheless, I believe
there are important ways in which chemometrics/informatics methods could contribute in surface
analysis. For example, operando, degradation, and imaging studies, which often involve the
collection of large numbers of spectra, are becoming increasingly important in catalysis, material
stability, and surface research, respectively. In material damage studies, damage can be identified
by comparing different scans in an analysis, e.g., by ratioing spectra.52 In Chapter 6, I present a
guide for analyzing large XPS data sets using chemometrics/informatics methods. This guide
provides specific instructions for applying EDA methods to XPS spectra. This guide is presented
through the analysis of two large data sets that reveal significant degradation of the materials
during XPS analysis. The two materials include filter paper (cellulose, a natural polymer
containing C, O, and H) and tartaric acid (a small, symmetric molecule that also contains only C,
O, and H). Therefore, the focus of this guide was on carbon and oxygen containing materials. We
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justify this focus on the C 1s and O 1s XPS narrow scans because they are the most commonly
shown and analyzed in the scientific literature.41 These data sets were analyzed/probed with a
series of common EDA methods that include a summary statistic (PRE), PCA/orthogonal factor
analysis, MCR, and cluster analysis. In this work, I provide guidelines for where to start a
chemometrics/informatics analysis and show tutorials for analyzing and interpreting the plots
generated in advanced chemometrics methods. For the first time, it was shown that MCR can
identify intermediates during a degradation process in an XPS study.
1.7 Preview of this Document
This dissertation includes seven chapters. Chapter 2 describes a new approach for determining
surface silanol densities on planar surfaces. This methodology consists of ALD tagging of surface
silanols followed by LEIS analysis of the tags. This method was applied to chemically and
thermally treated fused silica. In this work, I determined the silanol density of a fully hydroxylated
fused silica surface to be 4.67 OH/nm2. This value agrees with the literature value for high surface
area silica powder. This methodology led my lab to receive funding in this area.
Chapter 3 shows the first use of my SSS LEIS submission form in which I describe/report LEIS
data from CaF2 and Au reference materials. In this paper, I showed an example of LEIS peak fitting
and data analysis. LEIS quantification is often straightforward in the presence of appropriate
reference materials. The spectra are often simple and can be peak fitted using Gaussian peaks on
top of error function backgrounds.
In Chapter 4, I show multiple case studies that compare the performance, including clustering, of
a series of summary statistics in EDA. The summary statistics considered were pattern recognition
entropy (PRE), the mean, standard deviation (STD), 1-norm, range, sum of squares (SSQ), and X4,
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which were compared with PCA, MCR, and/or cluster analysis. Unsupervised EDA is often the
first step in understanding complex data sets. While summary statistics are among the most
efficient and convenient tools for exploring and describing sets of data, they are often overlooked
in EDA. PRE and the other summary statistics are direct methods for analyzing data – they are not
factor-based approaches. The data sets analyzed included hyperspectral images, e.g., a biological
material. In this chapter, I show that, in general, PRE outperforms the other summary statistics,
especially in image analysis, although I recommend a suite of summary statistics for exploring
complex data sets. In addition, I introduced the concept of DS-PRE as a new EDA method and
used it to analyze multiple data sets. DS-PRE increases the discrimination power of PRE.
In Chapter 5, I provide a guide on chemometrics/informatics and data analysis for XPS. In XPS,
large amounts of information (spectra/data) are often collected in degradation, operando, and
imaging

studies.

In

this

guide,

I

discuss

vital

aspects

and

considerations

for

chemometrics/informatics analyses of XPS data along with specific EDA tools that can be used to
probe XPS data sets, including a summary statistic (PRE), PCA, MCR, and cluster analysis. I
include discussions of the importance of an initial evaluation/plotting of the raw data, data
preprocessing, returning to the original data after a chemometrics/informatics analysis, and
determining the number of abstract factors to keep in an analysis, including reconstructing the data
using PCA. This work primarily focuses on two data sets from the extended (degradation) analyses
of cellulose and tartaric acid. Chemometrics/informatics analyses were performed on the C 1s, O
1s, and concatenated (combined C 1s and O 1s) spectra from these data sets. For the first time, it
is shown that MCR components can be fit to provide greater chemical insight in these analyses.
Also, I showed that MCR analysis suggests intermediates in the degradation studies. Cluster
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analysis groups the data in the order in which they were collected, providing a series of average
spectra that represent the changes in the spectra. Overall, I attempted to provide a tutorial with
examples of the application of chemometrics/informatics EDA methods to real XPS data sets and
explained some of the basic considerations and principles associated with these analyses.
In Chapter 6, I employ my chemometrics knowledge to solve a multidisciplinary problem related
to commercial automotive lubricant oils (ALOs). In this study, 350 mass spectra of thirty-five
ALO samples without any sample preparation were obtained using dielectric barrier discharge
ionization time-of-flight mass spectrometry (DBDI-TOFMS) in positive ion mode. Ambient mass
spectrometry is one of the most sensitive analytical methods for real-time and in situ chemical
analysis. With this technique, the chemical fingerprinting of ALOs can be performed quickly and
simply. However, the degree of sample and spectral complexity makes simple analysis and
classification very difficult. Because of my major contribution to this work, I was listed as a cofirst author on this publication. In this chapter I investigated the similarities and differences
between the ALO samples. The data were analyzed using four chemometrics techniques: PCA,
MCR, HCA, and PRE. Using chemometrics analyses, the ALO samples were readily differentiated
according to their American Petroleum Institute (API) classification and base oil types: mineral,
semi-synthetic, and synthetic. This new methodology will aid in the semi-quantitative control
analysis of ALOs, where it offers an improved ability to identify the components in these complex
mixtures.
Some of the interesting and important publications that were produced during my PhD are included
as appendices at the end of this document. Appendix 1 shows and discusses the LEIS analysis of
zinc and copper foils that was published in SSS. Appendices 2 – 4 are the SSS publications on the
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NAP-XPS analyses of gaseous materials including carbon dioxide (CO2) and oxygen (O2), and
dimethyl sulfoxide (DMSO) as a liquid material. Appendix 5 shows a submission form for LEIS
data for Surface Science Spectra (SSS) that I created. For many years, SSS focused on XPS, ToFSIMS, and Auger data. However, there has been recent interest in expanding the techniques that
are covered in this journal. To prepare this submission form, I examined ca. 100 papers on LEIS,
gathering and determining the parameters that should be reported to appropriately and thoroughly
describe a LEIS measurement/data set. In this project, I also worked with the father of modern
high sensitivity-LEIS (Hidde Brongersma).
While the major publications from my graduate work are presented in these six chapters, my time
in graduate school was a fruitful period, which stands out in my academic record. Here I would
like to list the rest of my publications that are not included in this dissertation, which can be found
online:
1. Avval, T. G., Průša, S., Chapman, S. C., Linford, M. R., Šikola, T., & Brongersma, H. H.
(2021). Zinc and copper, by high sensitivity-low energy ion scattering. Surface Science
Spectra, 28(1), 014201.
2. Avval, T. G., Chapman, S. C., Carver, V., Dietrich, P., Thißen, A., & Linford, M. R.
(2021). Cuttlefish bone (cuttlebone), by near-ambient pressure XPS. Surface Science
Spectra, 28(1), 014002.
3. Moeini, B., Avval, T. G., Linford, M. R., Ghalkhani, M., Kaykhaii, M., & Mirzaie, R. A.
(2021). Surface-orientated platinum nanoparticles electrodeposited on a carbon substrate
as a high performance electrocatalyst for glucose oxidation reaction in alkaline
media. Materials Science and Engineering: B, 268, 115147.
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4. Major, G. H., Avval, T. G., Patel, D. I., Shah, D., Roychowdhury, T., Barlow, A. J., ... &
Linford, M. R. (2021). A discussion of approaches for fitting asymmetric signals in X‐ray
photoelectron spectroscopy (XPS), noting the importance of Voigt‐like peak
shapes. Surface and Interface Analysis.
5. Johnson, B. I., Avval, T. G., Turley, R. S., Linford, M. R., & Allred, D. D. (2021).
Oxidation of aluminum thin films protected by ultrathin MgF 2 layers measured using
spectroscopic ellipsometry and X-ray photoelectron spectroscopy. OSA Continuum, 4(3),
879-895.
6. Moeini, B., Ghalkhani, M., G Avval, T., R Linford, M., & Abdullah Mirzaie, R. (2021). A
Nickel Sublayer: An Improvement in the Electrochemical Performance of Platinum-Based
Electrocatalysts as Anodes in Glucose Alkaline Fuel Cells. Iranian Journal of
Catalysis, 11(1), 77-87.
7. Reed, B. P., Cant, D. J., Spencer, S. J., Carmona-Carmona, A. J., Bushell, A., HerreraGómez, A., ... & Shard, A. G. (2020). Versailles Project on Advanced Materials and
Standards interlaboratory study on intensity calibration for x-ray photoelectron
spectroscopy instruments using low-density polyethylene. Journal of Vacuum Science &
Technology A: Vacuum, Surfaces, and Films, 38(6), 063208.
8. Major, G. H., Avval, T. G., Moeini, B., Pinto, G., Shah, D., Jain, V., ... & Linford, M. R.
(2020). Assessment of the frequency and nature of erroneous X-ray photoelectron
spectroscopy analyses in the scientific literature. Journal of Vacuum Science &
Technology A: Vacuum, Surfaces, and Films, 38(6), 061204.
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9. Johnson, Brian I., Tahereh G. Avval, Joshua Wheeler, Hans C. Anderson, Anubhav
Diwan, Kara J. Stowers, Daniel H. Ess, and Matthew R. Linford. "Semiempirical Peak
Fitting Guided by ab Initio Calculations of X- ray Photoelectron Spectroscopy Narrow
Scans of Chemisorbed, Fluorinated Silanes." Langmuir 36, no. 8 (2020): 1878-1886.
10. Avval, T. G., Chapman, S. C., Chapman, J. T., Bahr, S., Dietrich, P., Meyer, M., ... &
Linford, M. R. (2020). Roman coin, by near-ambient pressure XPS. Surface Science
Spectra, 27(1), 014022.
11. Avval, T. G., Grant T. Hodges, Joshua Wheeler, Daniel H. Ess, Bahr, S., Dietrich, P.,
Meyer, M., Thißen, A., & Linford, M. R. (2020). Polyethylene Terephthalate, PET, by
Near-Ambient Pressure XPS. Surface Science Spectra, 27(1), 016350.
12. Avval, T. G., Victoria Carver, Sean C. Chapman, Bahr, S., Dietrich, P., Meyer, M., Thißen,
A., & Linford, M. R. (2020). Clinoptilolite, a type of zeolite, by near ambient pressureXPS. Surface Science Spectra, 27(1), 014007.
13. Avval, T. G., Chatterjee, S., Bahr, S., Dietrich, P., Meyer, M., Thißen, A., & Linford, M.
R. (2019). Carbon dioxide gas, CO2 (g), by near-ambient pressure XPS. Surface Science
Spectra, 26(1), 014022.
14. Avval, T. G., Chatterjee, S., Hodges, G. T., Bahr, S., Dietrich, P., Meyer, M., ... & Linford,
M. R. (2019). Oxygen gas, O2 (g), by near-ambient pressure XPS. Surface Science Spectra,
26(1), 014021.
15. Avval, T. G., Cushman, C. V., Bahr, S., Dietrich, P., Meyer, M., Thißen, A., & Linford,
M. R. (2019). Dimethyl sulfoxide by near-ambient pressure XPS. Surface Science Spectra,
26(1), 014020.
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16. Patel, Dhananjay I., Tuhin Roychowdhury, Varun Jain, Dhruv Shah, Tahereh G. Avval,
Shiladitya Chatterjee, Stephan Bahr et al. "Introduction to near-ambient pressure x-ray
photoelectron spectroscopy characterization of various materials." (2019): 016801.
Conference Proceedings
17. Johnson, B. I., Avval, T. G., Hodges, G. T., Carver, V., Membreno, K., Allred, D. D., &
Linford, M. R. (2019, September). Using ellipsometry and x-ray photoelectron
spectroscopy for real-time monitoring of the oxidation of aluminum mirrors protected by
ultrathin MgF2 layers. In Astronomical Optics: Design, Manufacture, and Test of Space
and Ground Systems II (Vol. 11116, p. 111160O). International Society for Optics and
Photonics. Proceedings of SPIE Optics and Photonics, Aug.11-15, 2019, San Diego, CA.
https://doi.org/10.1117/12.2529893
18. Johnson, B. I., Avval, T. G., Hodges, G., Membreno, K., Allred, D. D., & Linford, M. R.
(2019). Real-Time Monitoring of Aluminum Oxidation Through Wide Band Gap MgF2
Layers for Protection of Space Mirrors.
19. Johnson, B. I., Avval, T. G., Hodges, G., Membreno, K., Allred, D. D., & Linford, M. R.
(2019). “Oxidation of Aluminum Protected by Wide Band Gap MgF2 Layers as Followed
by X-ray Photoelecteron Spectroscopy” Submitted to Proceedings of SVC (Society of
Vaccum Coaters) TechCon 2019 (Long Beach, CA, April 27 - May 02, 2019)
Vacuum Technology and Coating Articles
20. Avval, T. G., Johnson, B. I., & Hilfiker, J. N. (2019). Linford, MR. A Tutorial on
Spectroscopic Ellipsometry (SE), 1. Determination of the Thicknesses of Thin Oxide
Layers on Semiconductor Substrates. Vac. Technol. & Coat., 29-33.
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21. Avval, T. G., Smith, E. F., Fairley, N., & Linford, M. R. Why the Signal-to-Noise (S/N)
Ratio in X-ray Photoelectron Spectroscopy (XPS) Generally Decreases as Binding Energy
Increases. Vac. Technol. & Coat., October 2019.
22. Major, G. H., Avval, T. G., Fairley, N., & Linford, M. R. Why Data Smoothing is
Generally a Bad Idea, Explained from the Perspective of Convolution, and the Fourier
Transform. Vac. Technol. & Coat., December 2019.
23. Avval, T. G., Major, G. H., Moeini, B., Engelhard, M., & Linford, M. R. Plotting XPS
Narrow Scans (and other Data) with MATLAB’s Powerful Plotting Capabilities, 1. Vac.
Technol. & Coat., September 2019.
24. Avval, T. G., Major, G. H., Moeini, B., Engelhard, M., & Linford, M. R Plotting XPS
Narrow Scans (and other Data) with MATLAB's Powerful Plotting Capabilities, 2. An
Introduction to Handle Graphics. Vacuum Technology & Coating, November 2019.
25. Major, G. H.; Shah, D.; Avval, T. G.; Fernandez, V.; Fairley, N.; Linford, M. R., Advanced
Line Shapes in X- Ray Photoelectron Spectroscopy II. The Finite Lorentzian (LF) Line
Shape (with some MATLAB code illustrating the use of the subplot function). Vac.
Technol. & Coat., 2020, 21 (04), 35-40.
26. Major, G. H.; Shah, D.; Avval, T. G.; Fernandez, V.; Fairley, N.; Linford, M. R., Advanced
Line Shapes in X- Ray Photoelectron Spectroscopy III. The LS ‘Square Lorentzian’ Line
Shape. Vac. Technol. & Coat., 2020, (04).
27. Major, G. H.; Patel, D. I.; Avval, T. G.; Barlow, J. A.; Pigram, P.; Fernandez, V.; Fairley,
N.; Linford, M. R., Advanced Line Shapes in X- Ray Photoelectron Spectroscopy IV.

36

Using Complementary Error Function to Fit the Fermi Edge of an XPS Spectrum. Vac.
Technol. & Coat., May 2020.
28. Moeini, B., Avval, T. G., Pinto, G., Hilfiker, J. N., & Linford, M. R. Spectroscopic
Ellipsometry of Transparent Uniaxially Anisotropic Thin Films. Vac. Technol. & Coat.,
November 2020, 21 (11).
29. Avval, T. G., Gamage, W. R., Maehl, S., Fairley, N., Daniel E. Austin., & Linford, M. R.,
Application of Laplace’s Equation in Comparing the Electric Potentials of Hemispherical
and Cylindrical Energy Analyzers. Vac. Technol. & Coat., October 2020.
30. Shah, D., Patel, D. I., Avval, T. G., Allen, N., Johs, B. D., & Linford, M. R. Installation of
an FS-1 in situ Ellipsometer on an Atomic Layer Deposition (ALD) System. Part 1. Vac.
Technol. & Coat., February 2019.
31. Patel, D. I., McKenas, C. G., Shah, D., Avval, T. G., Lockett, M. R., & Linford, M. R.
Multi-Instrument Characterization of Carbon Nanodot Materials: Description of Two
Analytical Techniques (LEIS and FTIR) with Specific Considerations Related to Research
in the Lockett Group at UNC Chapel Hill, Part 2. Vac. Technol. & Coat., May 2019.
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1.8 Figures

Figure 1-1. Different silanols (Si-OH groups) on fused silica: geminal, isolated, and bridged (vicinal and geminal) at a
silica surface.

Figure 1-2. Cartoon showing the chemistry of the silanols on the silica surface after various heat treatments. Figure
inspired by Hair and Zhuravlev. 12, 15
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Figure 1-3. Cartoon representing ALD alumina deposition from trimethylaluminum (Al(CH3)3, TMA) and water
precursors.

𝚫𝚫𝑬𝑬 ∝ α𝟐𝟐

Geometric Aberration
α

Figure 1-4. Schematic of HSA, showing three trajectories of electrons through it. Note that this analyzer has a
spherical (geometric) aberration, which causes non-paraxial electrons to arrive closer to the center of the analyzer.
This geometric aberration causes some asymmetry in XPS peaks. This figure was used with permission from VT&C.2
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Figure 1-5. Representation of spherical coordinates showing the polar angle, θ, the azimuthal angle, φ, and the
distance, r, of a point from the origin, O. This figure was used with permission from VT&C.2

Figure 1-6. Representation of the cross section of two concentric spheres with radii r1 and r2, voltages V1 and V2 on
the spheres, and the empty space between them. This figure was used with permission from VT&C.2
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Figure 1-7. Representation of two infinitely long coaxial cylinders with radii r1 and r2, voltages V1 and V2, and the
empty space between them. This figure was used with permission from VT&C.2

Figure 1-8. Potentials between two coaxial cylinders and two concentric spheres as a function of r (see Equations 13
and 17) for r1 = 5.0 cm, r2 = 10.0, V1= 100.0 V, and V2 = 500.0 V. This figure was used with permission from VT&C.2
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Figure 1-9. Model of a simple ellipsometer.

Figure 1-10. Examples of typical Ѱ and 𝛥𝛥 vs. wavelength spectra/curves obtained from a sample at two angles of
incidence by SE. Figure used with permission from the J.A. Woollam Company (Lincoln, NE) and Vacuum Technology
& Coating.1
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Figure 1-11. Top. Plot of mean squared error (MSE) vs. film thickness (in this case the thickness of an oxide layer). Note the

multiple local minima in this plot and the single global minimum. An incorrect starting point for a fit can lead the minimization
algorithm to make a bad prediction (as in the plot on the bottom left) instead of a good prediction (as in the plot on the bottom
right). Figure used with permission from the J.A. Woollam Company (Lincoln, NE) and Vacuum Technology & Coating.1

43

Spectrum'A'

1

6
A

0

0

50

75

100

25

50

75

C

4

PREii
0

100

Spectrum'C'

1

0

25

Spectrum'B'

1

0

B

5

3
2
1
0

0

25

50

75

0

100

2

4

6

PREi

Figure 1-12. Left. Plots with two spikes in different positions (Spectra ‘A’, ‘B’, and ‘C’). These spectra all have the
same PRE value of 1.000000000001131. Right. two-dimensional DS-PRE plot of Spectra ‘A’, ‘B’, and ‘C’. That is, the
spectra on the left were split in half, the PRE values of these two halves were calculated independently using
Equation 1-24, and the two PRE values for each spectrum were plotted as a single point in a two-dimensional
space. Reprinted (adapted) with permission from https://doi.org/10.1021/acs.jcim.1c00244. Copyright 2022
American Chemical Society. 3
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Figure 1-13. Left. Plots with two spikes in different positions (Spectra ‘A-F’). These spectra all have the same PRE value
of 1.000000000001131. Right. three-dimensional DS-PRE plot of Spectra ‘A-F’. That is, the spectra on the left were
split into three equal parts, the PRE values of each of these three parts were calculated independently using Equation
1-24, and the three PRE values for each spectrum were plotted as a single point in a three-dimensional space.
Reprinted (adapted) with permission from https://doi.org/10.1021/acs.jcim.1c00244. Copyright 2022 American
Chemical Society.3
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Figure 1-14. Twenty replicate FTIR spectra from benzene, toluene, aniline, and phenol exported from a NIST
database.94, 95 These spectra are offset in this figure, but not in the chemometrics analyses. Reprinted (adapted)
with permission from https://doi.org/10.1021/acs.jcim.1c00244. Copyright 2022 American Chemical Society.3
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Figure 1-15. Scree plots of twenty FTIR spectra (see Figure 1-9) after no preprocessing (left) and preprocessing by
mean centering (right). Scree plots are used as guides to determine the number of PCs in a model.
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Figure 1-16. (a) Loadings of PC1 – PC3, and (b) three-dimensional scores plot of the FTIR spectra in Figure 1-9 after
PCA with preprocessing by mean centering.
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Figure 1-17. MCR analysis of the FTIR spectra in Figure 1-9. Left panel: Scores on components 1—4 and right panel
corresponding loadings of the four components in a four-component MCR analysis.
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Figure 1-18.Cluster analysis of the FTIR shown in Figure 1-9,separating the data into four clusters.
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Figure 1-19. Representation of a data parallelepiped/cube from a hyperspectral image.

Figure 1-20. Analysis of hyperspectral images with summary statistics, e.g., PRE.
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Chapter 2: A Tag-and-Count Approach for Quantifying Surface Silanol
Densities on Fused Silica Based on Atomic Layer Deposition and HighSensitivity Low-Energy Ion Scattering.
2.1 Statement of Attribution
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Quantifying Surface Silanol Densities on Fused Silica Based on Atomic Layer Deposition and
High-Sensitivity Low-Energy Ion Scattering.
It will undergo edits prior to publication here, including changes to paragraph breaks and updated
Figure labels.
2.2 Abstract
Surface hydroxyls, e.g., silanols (SiOH), are among the most important and reactive sites on glass
surfaces, playing a critical role in glass surface modification and reactivity. Here we present a tagand-count approach for determining surface silanol density, which consists of tagging surface
silanols with Zn via atomic layer deposition (ALD) followed by detection of the zinc atoms by
high sensitivity – low energy ion scattering (HS-LEIS). In particular, shards of fused silica were
hydroxylated with aqueous hydrofluoric acid (HF) and then heated to 200, 500, 700, or 900 °C.
These heat treatments increasingly condense and remove surface silanols, i.e., these treatments are
a way of tuning the surface silanol density. The samples then underwent one ALD cycle of/reaction
with dimethylzinc (DMZ) or diethylzinc (DEZ) followed by water, and the coverage of Zn on
these surfaces was determined by HS-LEIS. As expected, fused silica surfaces heated to higher
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temperatures showed lower Zn coverages. When fused silica surfaces treated at 200 °C were
exposed to DMZ for two different times, the same submonolayer quantity of Zn by X-ray
photoelectron spectroscopy (XPS) was obtained, which suggests that (i) it is primarily silanol
(SiOH), and not siloxane (Si-O-Si) groups that react with DMZ under these conditions, and (ii)
the reagent is not decomposing on the surface. Surface cleaning/preparation immediately before
HS-LEIS, which included atomic oxygen treatment and annealing, played a critical role in these
efforts. Surfaces treated with DMZ showed slightly higher Zn signals by LEIS, presumably
because of its lower steric hindrance/size compared to DEZ. However, this difference disappeared
in the case of the surfaces treated at 900 °C where the surface silanol concentration should be the
lowest. Using this methodology, a value of 4.67 OH/nm2 was found for fully hydroxylated fused
silica, which is in very good agreement with the literature value. The general methodology
presented here should be useful for understanding glass surface chemistry and the early stages of
ALD film growth.
2.3 Introduction
Flat panel displays (FPDs) are a crucial part of modern technology that has been growing rapidly,
where they are found in cell phones, televisions, computers, etc.1 With the increasing importance
of hand-held devices with touch displays, the need for FPDs will likely increase in the future.2
Thus, market demand will continue to drive innovation in FPD manufacturing, such that they will
become slimmer, stronger, cheaper, and have higher resolution. Glass is the most important
substrate for FPD manufacturing, where both its bulk and surface properties are critical for its
performance. Indeed, many properties of the glass used in FPDs are controlled by its surface
chemistry. For example, static discharge, which is affected by factors that include cleanliness and
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particle adhesion, can result in FPD failure and lower device yield.3-6 These issues are becoming
more important as pixel dimensions decrease.2, 7 Glass surface chemistry is also altered by various
treatments on the production line; glass substrates undergo multiple chemical treatments before
they are suitable for final FPD production.8-11
Surface hydroxyls are the most important functional groups on a glass surface. Indeed, these
moieties play a critical role in any adsorption or surface-mediated processes that occurs on oxide
surfaces, including wetting, adhesion, and the rate of contamination. They also affect electrostatic
charging and discharge on these surfaces. Accordingly, understanding the surface hydroxyl density
and how it changes during industrial processing is fundamental to understanding display glass
surface properties, and possibly improving surface-mediated performance attributes.

4, 12-19

Because of the significant role silanols play in surface glass chemistry, there is interest in their
quantification and modification to produce oxide materials with increased functionality and value
for a wide variety of products.20
The fundamental studies on surface silanols in the literature were performed with various
analytical techniques, including infrared spectroscopy (FTIR), gravimetric analysis, BrunauerEmmett-Teller (BET) surface area measurements, and temperature-programmed desorption mass
spectrometry (TPD-MS). Much of this early work was done on high-surface area silica in powder,
fiber, and gel forms.3, 12, 16, 21-25 For instance, FTIR revealed that there are different types of surface
silanols, including geminal, isolated, and bridged silanols, where each has a different reactivity
due to different degrees of hydrogen bonding.16 Other studies have focused on quantifying the
density of these functional groups at surfaces and reported different values.21, 22, 25 A number of
these attempts were summarized in a review article that proposed the Zhuravlev model that
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describes the degree of hydroxylation on silica surfaces based on a comprehensive study of more
than a hundred silica powder samples.16 According to this model, a fully-hydroxylated, amorphous
silica surface has 4.6 OH groups/nm2. However, this degree of hydroxylation changes based on
the thermal history of the sample. Commenting on the silica surface, Hall observed: “Up to
approximately 165 °C, only physically adsorbed water is removed from the surface of the silica.
Between 165 °C and about 400 °C hydroxyl groups are thermally removed from the surface and
these can be replaced by re-exposure to water. Above 400 °C, hydroxyl groups continue to be
removed from the surface as the temperature of dehydration is increased. However, as the
pretreatment temperature increases, a decreasing number of groups can be reformed on the surface
until, at about 800 °C, re-addition of water is futile and the dehydration process is irreversible.”26
According to Zhuravlev, “the threshold temperature corresponding to the completion of
dehydration and the beginning of dehydroxylation was found to be 𝑇𝑇𝐵𝐵 = 190 ± 10 °C.”16 Other

authors including Zhuravlev have noted that (i) at room temperature, silica surfaces are typically
covered with adsorbed water from the atmosphere, and (ii) heating in vacuo at ca. 200 °C
completely removes these water molecules from the surface.12, 16, 27 On a planar surface in vacuo,
it requires ca. 2.5 hrs at this temperature to remove the physisorbed water.28
While previous studies on high surface area samples (powder) greatly expanded our understanding
of surface hydroxyls, these materials may not fully represent planar surfaces.12, 29, 30 In addition,
some of the traditional techniques used in the aforementioned studies are bulk sensitive and
therefore not applicable to low surface area planar surfaces. Recently, various researchers,
including some of the authors on this paper, have quantified the density of silanols on planar
surfaces using surface sensitive analytical techniques such as time-of-flight secondary ion mass
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spectrometry (ToF-SIMS),12, 31 X-ray photoelectron spectroscopy (XPS), attenuated total internal
reflectance infrared spectroscopy (ATR-IR),32 and sum frequency generation spectroscopy.33-35
Among these methods, SIMS was advantageous because it can detect hydrogen. Nevertheless,
SIMS is limited in its ability to produce quantitative information. While XPS is more quantitative,
it is also less surface sensitive. For example, attempts have been made to peak fit the O 1s envelope
to resolve signal contributions from surface hydroxyls vs. non-bridging and bridging oxygen
atoms,36, 37 which is probably not fully reliable due to the relatively small chemical shifts in the O
1s spectrum for these different types of oxygen and/or the large amount of bulk oxygen compared
to surface oxygen.38 Indeed, the SIMS and XPS signals appear to be averages over a few atomic
layers. In contrast, low energy ion scattering (LEIS) is the only surface analytical tool with the
ability to selectively detect and quantify the outermost atomic layer of a material.39,40 For this
reason, LEIS is becoming increasingly important in catalysis and other areas of surface science.41
High sensitivity LEIS (HS-LEIS) refers to LEIS performed on modern instrumentation, which has
significantly increased the signal-to-noise ratios of measurements.39, 42-45
Chemical derivatization followed by surface characterization (tag-and-count) is an approach for
indirectly quantifying surface silanols. Here, surface moieties are tagged via chemical reactions to
better differentiate surface signals from bulk signals. Surface sensitive techniques like XPS are
then used to quantify the amount of label/heteroatom.4, 6, 38, 46, 47 Tagging agents in these studies
have included silanes with cyano and CF3 groups. That is, these reagents introduce heteroatoms
onto the surface, i.e., atoms that were not originally present in the material are introduced/bonded
to the surface. Silane tagging agents react selectively with hydroxyl groups, and fluorinated silanes
generally introduce/tag surfaces with multiple fluorine atoms, which has a high cross-section in
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XPS.38 Shortcomings of this approach include the steric limitations of the tags, incomplete
reactions, and the effects/reactivity of physisorbed water.48-51
In the present work, we propose a tag-and-count approach that consists of coupling atomic layer
deposition (ALD) with LEIS to quantify the density of surface silanols on fused silica glasses.
Initially, we altered/fixed the density of surface silanols on these samples using chemical and
thermal treatments, which provided different surfaces with different silanol concentrations. The
chemical modification of surface silanols with ALD precursors of different sizes was then
employed. ALD is a process by which surface layers are added to a substrate in a highly controlled
manner via the alternating deposition of precursors.52 For example, a common, reliable, and muchstudied ALD reaction/system is the deposition of Al2O3 from trimethylaluminum (TMA) and
water.52-56 In a similar fashion, zinc oxide (ZnO) thin films can be prepared from water and either
zinc acetate, dimethylzinc (DMZ), or diethylzinc (DEZ).57 Both DMZ and DEZ are extremely
reactive precoursors.58 (We see it as slightly ironic that DEZ is used as a source of ethyl groups in
organic chemistry, but for zinc in ALD.) In an ALD process, the early stages of film formation,
termed the transient regime, may be nonlinear, involving three-dimensional growth that depends
on substrate reactivity, i.e., the growth in this regime is highly dependent on the functional groups
at the surface.59, 60 In this work, dehydrated, fused silica surfaces with different densities of silanol
groups were tagged with Al and Zn. Two zinc precursors with different sizes (DMZ and DEZ)
were used to probe steric effects. The Al-tagged surfaces were characterized by XPS and
spectroscopic ellipsometry (SE), and the Zn-tagged surfaces were characterized with XPS and
LEIS. Different sample cleaning procedures were investigated in the LEIS analyses. Fused silica
surfaces that had been treated with DMZ for different lengths of time were also studied. That the
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same amount of Zn was obtained at different exposure times suggests that DMZ is neither reacting
with surface siloxanes nor decomposing on the surface. We believe that our approach will be useful
as a general methodology for tagging and counting surface silanols on inorganic surfaces. In
addition, it could be used to study the initial stages of ALD growth more extensively, and for ALD
in general. To the best of our knowledge, this is the first report of tagging a silanol-containing
surface with ALD and counting the resulting atoms with LEIS.

2.4 Experimental
2.4.1 Reagents.
Fused silica slides (GE 124, Type-I silica) were purchased from Structure Probe Incorporated (SPI
Supplies, Westchester, PA). HF, ACS grade, was purchased from EMD. The ALD precursors,
(TMA, DMZ and DEZ) were purchased from Strem Chemicals (Newburyport, MA, USA). The
water used in the ALD process was HPLC grade.
2.4.2 Sample preparation.
Samples for this study included chemically and thermally treated fused silica slides. For their
chemical treatments, fused silica surfaces were immersed in 0.1 M HF in a 50 mL perfluorocarbon
container at room temperature for 10 min. Immediately after chemical treatment, the solution
contents of the container were exchanged five times with deionized water to quench the reaction,
after which the sample was extracted with tweezers, rinsed under a spray of deionized water for
ca. 1 min, and finally blown dry with nitrogen. Prior to chemical treatment, the back sides of the
slides were roughened with a sand blaster, which was done to mark one side of the samples and
also to suppress backside reflections in subsequent spectroscopic ellipsometry (SE)
67

measurements.36 Immediately after chemical or thermal treatment, all samples were placed in
clean, airtight glass vials with UHV-foil-lined caps to preserve them until they could be analyzed.
For example, HF-treated pieces of fused silica were stored in this way 1 – 2 h prior to heat
treatments, which were performed at 200, 500, 700 and 900 °C. After the heat treatments, which
were in air, but before ALD tagging, four pieces of silica treated at the four different temperatures
were dehydrated in the ALD system at 200 °C for 2.5 h. They then underwent one complete ALD
cycle to tag the surface silanols, which consisted of a single dose of TMA, DMZ, or DEZ, followed
by a dose of water.
2.4.3 Reference preparation.
Quantification in LEIS is straightforward with appropriate reference materials. The reference
samples for this study were as-received fused silica for silicon and a thick film of ZnO on fused
silica deposited by ALD for zinc. To prepare the zinc reference, a fused silica slide was treated
with HF (0.1 M for 10 min). It was then dehydrated in the ALD chamber for 2.5 h at 200 °C. A ca.
20 nm ZnO film was then deposited from 150 ALD cycles of DMZ and water. The DMZ dose
time, N2(g) purge time, water dose time, and N2(g) purge time for one ALD cycle in this
deposition were 21.0 ms, 10.0 s, 15.5 ms, 10.0 s, respectively. The same procedure was employed
to prepare a thick ZnO film from DEZ. However, this film produced a lower Zn signal in LEIS
compared to the film made by DMZ, presumably because of greater steric hindrance in the ethyl
ligands – the quality of the ZnO prepared by DEZ does not appear to be as high as that made with
DMZ. The experimental process for tagging samples and preparing thicker ALD films is
summarized in Table 2-1.
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Table 2-1. Experimental process parameters for the ALD depositions.

Sample Type

Reagent

Dose Time (ms)

Purge Time (s)

All

TMA

21.0

15.0

H2O

15.5

15.0

Tagged/Single

DEZ

50.0

50.0

cycle

H2O

50.0

50.0

Reference/Multiple

DEZ

21.0

10.0

cycles

H2O

15.5

10.0

Tagged/Single

DMZ

50.0

50.0

cycle

H2O

50.0

50.0

Reference/Multiple

DMZ

21.0

10.0

cycles

H2O

15.5

10.0

2.4.4 Instrumentation
2.4.4.1 Atomic layer deposition (ALD).
ALD was performed with a Kurt J. Lesker (Jefferson Hills, PA) ALD-150LX™ system. For the
Al depositions, the TMA reagent was at room temperature, and the depositions were performed at
200 °C. For the Zn depositions, the temperature of the precursors was 110 °C, and the depositions
were also performed at 200 °C.
2.4.4.2 X-ray photoelectron spectroscopy (XPS).
XPS of the alumina-on-silica samples was performed with a Surface Science SSX-100 X-ray
photoelectron spectrometer (serviced by Service Physics, Bend, OR) with a monochromatic Al Kα
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source, a hemispherical analyzer, and a take-off angle of 35°. Survey scans were recorded with a
spot size of 800×800 μm2 and a resolution of 4 (nominal pass energy of 150 eV). In addition to a
fine nickel mesh directly above the sample, an electron flood gun was employed for charge
compensation. The narrow scans collected here are the average of 20 individual scans. The same
measurement was performed at three different spots on each sample. XPS peaks were referenced
to the C 1s hydrocarbon signal (taken to be at 285.0 eV).61 While the C 1s peak is a less than ideal
reference, it is often helpful in identifying peaks. XPS of the ZnO-on-silica samples was performed
on a SPECS system equipped with a Phoibos 150 spectrometer with a microchannel plate detector
with a 2D CCD camera. Non-monochromatized Mg Kα radiation with 300 W emission power
(12.5 kV cathode-anode voltage) and normal emission geometry (emission angle 0°) were
employed for all measurements. A survey spectrum was measured in high magnification mode
using a pass energy of 100 eV by integration of 2 sweeps with 0.1 s dwell time and 1 eV energy
step. Zn 2p, Zn LMM, O 1s, C 1s, and Si 2p detail spectra were acquired in high magnification
mode using a pass energy of 20 eV integrating up to 30 (Zn LMM), 20 (Zn 2p) or 10 (all other
peaks) sweeps with 0.1 s dwell time, and 0.1 eV energy steps.
2.4.4.3 Ellipsometry.
Thicknesses of alumina ALD films and native oxide layers were determined by spectroscopic
ellipsometry (SE) on coated and uncoated witness silicon shards and fused silica substrates. The
backsides of the fused silica substrates were roughened by sandblasting to decrease/eliminate
backside reflections, which complicate ellipsometric measurements.36 These ex situ SE
measurements were performed with an M-2000DI ellipsometer (J.A. Woollam, Lincoln, NE)
before and after depositions, i.e., on the bare and coated substrates. To obtain the optical constants
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for the substrate, hydroxylated fused silica samples treated at 200, 500, 700, or 900 °C were
modeled with a Sellmeier model (the starting point for this model was a Sellmeier model for fused
silica glass in the instrument software, where the Sellmeier parameters in this model were fit). All
of these samples produced essentially identical results. The optical constants for alumina were
obtained from the instrument software. They were based on a Cody-Lorentz model.
In situ ellipsometry was performed with a four-wavelength instrument (FS-1® ellipsometer,
FilmSense, Lincoln, Nebraska) installed on the ALD system. In situ ellipsometry data of ZnO films
grown from 150 ALD cycles of DMZ or DEZ (and water) precursors were fitted using a model
with layers for the silicon substrate (Si-temp, which accounted for the variation in the optical
constants of silicon with temperature), the native oxide layer (the thickness of which was obtained
from ex situ ellipsometry prior to the ALD deposition), and a Cauchy layer for the ZnO films. The
only parameters in this model were the thicknesses of the ZnO films and the two Cauchy
parameters describing their indices of refraction. Tabulated optical constants for ZnO show that it
(i) has essentially no absorption and (ii) exhibits normal dispersion at the wavelengths of our in
situ ellipsometer, which justifies the use of a Cauchy model for this material. The two Cauchy
parameters and 20 thicknesses of the growing film were simultaneously fit in a multi-sample
analysis (MSA), where these data points primarily came from the end of the deposition. The
refractive index values for samples made with both precursors (DMZ and DEZ) are reported in
Table 2-2. The very similar index of refraction values for these materials suggests that they are
essentially the same.
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Table 2-2. n(λ) values at the four wavelengths used in the FS-1® ellipsometer for ZnO films grown via ALD using DEZ
and DMZ precursors.

λ(nm)

n(λ), DEZ

n(λ), DMZ

466.08

2.003

2.003

524.31

1.947

1.941

598.9

1.897

1.887

636.79

1.878

1.866

2.4.4.4 Low energy ion scattering (LEIS).
Scattering experiments were performed with a high sensitivity Qtac100 (IonTof GmbH, Germany)
instrument. Focused primary beams of He and Ne ions were scanned over a selected area of 2 × 2
mm2. The ions scattered at 145° were collected over the full azimuth. The incident ion beam was
perpendicular to the surface plane for all presented results. The primary kinetic energy for He was
3.0 keV. The surface charging of fused silica, and the DMZ and DEZ samples, was compensated
by an electron flood gun. The experimental conditions and sample surface preparation were
optimized during preliminary experiments on a separate set of samples. While 4.0 keV Ne
scattering gives a good Zn signal, 3.0 keV He can monitor the Zn signal as well as the other lighter
elements in the system (Si, O), and also detect carbon contamination. Accordingly, 3 keV He ions
were used in this study. The samples were mounted on a sample holder connected to a heating
element below it. A thermocouple was pressed onto the surface to be analysed with a molybdenum
spring. Each sample was measured at the following conditions: as received samples at RT, after
atomic oxygen treatment for 30 min, and after annealing at 270 °C for 5 min. A 20 min treatment
with atomic oxygen removes most of the organic surface contamination. The atomic oxygen
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treatment was performed with a microwave atom plasma cracker source (MPS-ECR, SPECS
GmbH), configured for neutral atom operation, operated at distance 100 mm from the sample
surface at 30 mA and 32% MFC (the O2 flow rate 0.22 sccm). The ion fluence for the 3.0 keV He
spectra shown herein was 5×1014 ions/cm2, and the pressure during annealing was initially kept
below 5×10-7 mbar and below 4×10-8 mbar at temperatures above 150 °C. All measurements were
performed on the roughened (sandblasted) sides of the samples because it was easier to focus the
laser, i.e., position/align the samples in the instrument. The rough side of the samples faced down
in the ALD chamber. However, both XPS and LEIS confirmed that the amount of material
deposited was the same whether the sample faced up or down during ALD.
2.4.5 Data analysis.
The areas of the Al 2p63 and Si 2p XPS signals were measured over linear backgrounds with
CasaXPS (Casa Software Ltd.,Version 2.3.18PR1.0)64 and ratioed. Linear backgrounds are often
appropriate in XPS peak fitting when there is no rise in the background. This situation often occurs
with wide band gap materials.65 Ex situ SE data were fit using the CompleteEase® software
package (J.A. Woollam, Lincoln, NE), and in situ four-wavelength data were fit with the FS-1 data
analysis software (FilmSense, Lincoln, Nebraska).
2.5 Results and Discussion
2.5.1 Tagging/ALD on chemically and thermally treated fused silica surfaces with alumina
(TMA and water).
To understand whether ALD reagents can tag surface silanol groups, and the effects of the initial
surface state on subsequent ALD growth, fully hydroxylated fused silica surfaces were heated to
200, 500, 700, or 900 °C for 2.5 h to create a set of surfaces with different surface silanol densities.
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This tagging/ALD was performed with TMA and water to grow single or multiple layers of
alumina. Figure 2-1 shows the Al 2p/Si 2p XPS area ratios for fused silica after a single ALD cycle
of TMA and water. Here we see a steady decrease in the amount of deposited Al with increasing
temperature at which the silica surface was treated – the Al 2p/Si 2p ratio is at its lowest point at
900 °C where the surface should have been most depleted in silanols.
To understand the effect of initial surface silanol density on the growth of thicker ALD films,
alumina films were next deposited via 5, 15, 30 and 50 ALD cycles of TMA and water on fused
silica surfaces that had undergone the same preparation/heat treatments. In addition to XPS, these
samples were characterized by SE to determine the thicknesses of the Al2O3 layers. A simple twolayer SE model was employed here, which consisted of a fused silica glass layer (the substrate)
and an alumina layer on top of it. The thickness of the alumina layer was the only fit parameter in
the model. It would be difficult to justify a more complex model because of the known correlation
between film thickness and optical constants for very thin transparent films.66 The results from this
analysis agree with those from XPS (see Figure 2-2a). They show that the higher temperature
pretreatments consistently lead to somewhat thinner films even after many ALD cycles; they reveal
that the initial surface chemistry has a direct impact/influence on subsequent ALD film growth.
Similar effects have previously been reported.67-69 Note that the Al 2p/Si 2p ratio in Figure 2-2a
does not increase linearly as a function of the number of ALD cycles because XPS is most sensitive
to the outermost layer of the material. In contrast, the alumina thicknesses reported in Figure 2-2b
do increase linearly with the ALD cycle number
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2.5.2 Tagging and counting surface silanols with ZnO.
While the XPS and SE results in Figures 1 and 2 suggest that we can control the surface silanol
density and affect subsequent film growth, neither XPS nor SE is ideally suited for surface silanol
quantification. SE is a model-based approach that often provides results that are more precise than
accurate. For example, as a result of the imperfect model used here, the SE results for three of the
surfaces treated with one ALD cycle of TMA and water showed slightly negative thicknesses.
These results were omitted from Figure 2-2b because they are obviously unphysical. As noted
above, quantitative surface hydroxyl measurements with XPS are similarly challenging because
(i) XPS quantitation is often based on ratios of elements, (ii) XPS does not directly detect
hydrogen, (iii) oxygen only shows a limited range of chemical shifts, and (iv) XPS probes fairly
deeply into materials (ca. 10 nm).
HS-LEIS is a highly surface sensitive technique that is both precise and accurate. LEIS signals
primarily come from the outermost atomic layer of a material, it is most often based on the
scattering of incident noble gas ions from surfaces, and it is largely described by classical physics
(conservation of energy and momentum). Thus, atoms with similar masses yield signals with
similar energies in LEIS. In the case at hand, Si and Al (atomic masses of 28 and 27 amu,
respectively) give substantially overlapping LEIS signals. While some of us recently showed that
these two signals can be quantified by peak fitting,11 a better scenario for tagging and counting
surface silanols would be for the tag atom to have a substantially higher mass than the others in
the material. This would separate its signal from the others and also give it a low background.
Accordingly, we propose here a tag-and-count method based on reacting DMZ or DEZ with
surface silanols to tag them with heavier zinc atoms (masses of the stable isotopes: 64 – 70 amu)
that can be well detected by LEIS. Even though these reagents are relatively small, their different
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sizes provide an opportunity to study steric effects in these reactions (DMZ has two methyl groups
vs. DEZ, which has two larger ethyl groups). Here, we describe the growth of thick ZnO films by
ALD using both precursors, describe the necessary sample cleaning, report the tagging of heated
fused silica surfaces with DMZ and DEZ, and finally calculate the density of surface silanols on
different fused silica samples.
2.5.3 Growth of thick ZnO films by ALD.
Thick ZnO films were deposited from DMZ and DEZ precursors. That is, ca. 25 nm ZnO films
were deposited on silicon shards as described in Section 2.3 and Table 2-1. The rate of deposition
for these two precursors (DMZ and DEZ) was determined from both in situ and ex situ
ellipsometry, where ex situ SE was performed before and after ALD. The ellipsometric models for
this work included the native oxide layer on silicon. For the in situ measurements, the native oxide
layer was first determined by ex situ SE. The in situ model accounted for the temperature of the
silicon substrate (200 ºC) during the deposition, i.e., the change in the optical constants of the
material with the change in temperature. For the in situ measurements, the optical constants of the
ZnO film were described with a Cauchy model, which was obtained in a multi-sample analysis
(MSA) of twenty measurements taken at different film thicknesses, starting at 10 nm. This
approach avoided fit parameter correlation. This procedure was applied to films made with both
precursors. Figure 2-3 shows the ZnO film thicknesses as a function of cycle number obtained
from in situ ellipsometry. Here we see that under the same deposition conditions, DMZ
consistently results in slightly thicker films, i.e., the rate of deposition is higher for DMZ compared
to DEZ. This difference in thickness is attributed to less steric hindrance in DMZ, i.e., as noted,
DEZ has two ethyl groups while DMZ has two methyl groups, which are smaller. That is, DMZ
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appears to be able to react a little more than DEZ with hydroxyl-terminated surfaces. Thus, when
tagging surface silanols, one would expect more accurate results with DMZ.
2.5.4 Surface cleaning prior to LEIS.
Hydrocarbons, including adventitious surface contamination, result in a loss of signal in LEIS.
(The hydrogen on them leads to forward scattering of the noble gas ions.) Since our LEIS analysis
is done ex situ (at a different location than the sample preparation) some contamination during
sample transportation is unavoidable. Also, it is known that, depending on the precise reaction
conditions, carbon and hydrogen from unreacted methyl and ethyl groups of the DMZ and DEZ
precursors, respectively, is incorporated into ZnO films.70 Therefore, sample cleaning is an
essential part of most LEIS measurements, including here, and various cleaning methods were
tested in this study. First, the surfaces were cleaned with atomic oxygen (AO) for 10 – 30 min.
Surprisingly, the LEIS signals for Zn after these treatments were not fully reproducible and often
decreased after reaching a maximum. This is unusual for LEIS. It appeared that, for Zn, the AO
treatment does more than just remove organic contamination. Indeed, two oxides are known for
zinc: ZnO and ZnO2. ZnO is a very stable compound (m.p. 1975 °C), while ZnO2 is stable at room
temperature, but decomposes around 230 °C.71 ZnO2 can be synthesized through the reaction of a
compound like ZnCl2 with hydrogen peroxide (H2O2).71 Since AO is even more reactive than
H2O2, it is likely that AO converts ZnO to ZnO2. In LEIS, the second oxygen atom in ZnO2 will
also contribute to the shielding of the Zn, which explains the reduced Zn signal after long AO
treatment. To obtain a well-defined oxidation state for the zinc (ZnO), the samples were heated to
270 °C after exposure to AO. This treatment increases the Zn signal, which then has a stable, welldefined value. XPS (in situ, vacuum was not broken between analysis) of the AO treated surfaces
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confirmed that the AO cleaning procedure oxidized the Zn atoms to ZnO2, as evidenced by a +0.5
eV shift of the Zn 2p peak.70,

71

This shift is also shown in the XPS Handbook of Physical

Electronics.72
2.5.5 Silanol tagging with ZnO.
Surface silanols were tagged with two precursors of different sizes: DMZ and DEZ (see Table 21 for experimental details). In particular, Figure 2-4 shows LEIS spectra from eight different
samples that were treated at four different temperatures, tagged with DMZ or DEZ, and measured
by LEIS with 3 keV He+ ions. In these results, surfaces that were treated at higher temperatures,
which should have fewer silanols, show less zinc. In addition, samples that were prepared with
DMZ consistently show slightly higher zinc signals than the ones prepared with DEZ (see Figure
2-4c). For steric reasons, DMZ should be both the more reactive precursor and also the one that is
more able to react with ‘hard to access’ groups on surface (see Section 3.2 and Figure 2-3). The
consistency between the results for DMZ and DEZ in Figure 2-4 confirms these results.
2.5.6 Determination of surface silanol density on planar fused silica.
The original goal of this project was to develop a straightforward method for the quantification of
surface hydroxyls on planar surfaces. In previous work, such calculations were done by including
the widely accepted literature value of 4.6 OH/nm2 for a fully hydroxylated fused silica surface.16
Our approach eliminates the need for such a value, enabling us to directly measure the surface
silanol density. Here, the zinc coverage of each sample is obtained from the ratio of the zinc signal
from the sample, 𝒁𝒁𝒏𝒏𝒊𝒊 , to that of a reference sample (a film of ZnO grown by ALD), 𝒁𝒁𝒁𝒁𝒓𝒓𝒓𝒓𝒓𝒓 , multiplied
by the ZnO areal density, 𝛔𝛔𝐙𝐙𝐙𝐙𝐙𝐙 , as follows:
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𝐙𝐙𝐙𝐙
𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚
𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺�
= 𝐙𝐙𝐙𝐙 𝐢𝐢 ∗ 𝛔𝛔𝐙𝐙𝐙𝐙𝐙𝐙 ( 𝐧𝐧𝐧𝐧𝟐𝟐 ),
𝟐𝟐
𝒏𝒏𝒏𝒏
𝐫𝐫𝐫𝐫𝐫𝐫

(2-1)

where 𝛔𝛔𝐙𝐙𝐙𝐙𝐙𝐙 (11.98 ZnO unit/nm2) was derived from the literature value of the density of the
material (5.606 g/cm3).70, 73 The raw (and processed) zinc signals used in these calculations are
provided in Table 2-3. Figure 1-5 shows the results of these calculations for fused silica surfaces
tagged with DMZ and DEZ. The literature value of 4.6 OH/nm2 is indicated in the figure as a
reference. The values obtained from DMZ and DEZ on fused silica treated at 200 ºC (4.67 and
4.30 OH/nm2, respectively) lie around the literature value. In other words, especially for the
smaller probe (DMZ), there is excellent agreement between the literature value and the one
obtained with our methodology. Finally, as expected, steric hindrance appeared to play a minimal
role for the samples treated at 900 ºC, i.e., the two probes yielded essentially identical results (0.61
and 0.60 for DMZ and DEZ, respectively). That is, the surface silanols here are expected to be
well-separated from each other.
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Table 2-3. LEIS peak areas from 3 keV He measurements for Si, O, and Zn of fused silica samples heated to the
temperatures indicated in the table and then treated with one ALD cycle of DMZ or DEZ, fractional surface coverages
(ϑ) of SiO2 and ZnO, and the number of Si and Zn (SiOH) atoms/nm2 on these surfaces. Prior to LEIS analysis, all
samples were treated with 30 min of AO followed by annealing at 270 °C. The zinc and silicon signals for ZnO and
silica standards were 1627 and 586, respectively.

Sample

Si Raw Area

O Raw Area

Zn Raw Area

ϑ SiO2

ϑ ZnO

Si/nm2

Zn/nm2
(SiOH/nm2)

DMZ 200 °C

460

520

817

0.61

0.39

4.79

4.67

DMZ 500 °C

566

557

370

0.81

0.19

6.37

2.27

DMZ 700 °C

531

550

227

0.87

0.13

6.81

1.60

DMZ 900 °C

595

527

89

0.95

0.05

7.46

0.61

DEZ 200 °C

486

525

756

0.64

0.36

5.04

4.30

DEZ 500 °C

569

541

308

0.84

0.16

6.58

1.95

DEZ 700 °C

582

546

170

0.90

0.10

7.11

1.14

DEZ 900 °C

597

550

88

0.95

0.05

7.46

0.60

2.5.7 What at the fused silica surface is reacting with DMZ and DEZ?
ALD reagents like DMZ are extremely reactive – it has been observed that such reagents should
be capable of reacting with both surface silanols (SiOH moieties) and siloxanes (Si-O-Si groups).74
Indeed, there appears to be a thermodynamic (enthalpic) driving force for both of these reactions
because of the weak Zn-C bonds in DMZ and the stronger bonds that are expected to form from
its reaction with either SiOH or Si-O-Si groups. However, a thermodynamic driving force does
always imply good kinetics for a reaction. Hydroxylated fused silica surfaces that had been
thermally treated at 200 ºC were exposed to a single cycle of DMZ for either 30 ms or 50 ms. The
resulting Zn 2p/Si 2p XPS narrow scan ratios for these surfaces were 0.2115 and 0.2186,
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respectively. These essentially identical results are consistent with a selective tagging of the
surface silanols. That is, if DMZ were reacting with surface siloxanes, a longer exposure of a silica
surface to this reagent should increase the Zn surface concentration, especially since, as shown in
Table 2-2, DMZ tags less than half the surface (61% of the tagged 200 ºC surface is SiO2). Thus,
because, for the 200 ºC surface, (i) there appear to be many available siloxane (Si-O-Si) groups
after tagging with DMZ, (ii) the surface density of Zn atoms produced by tagging with DMZ is
essentially the same as the density of silanols on a fully hydroxylated fused silica surface, and (iii)
the degree of zinc tagging decreases when the fused silica surface is heated to higher temperatures
(a lower degree of tagging implies a larger number of available surface siloxanes), we believe it is
reasonable to conclude that, for kinetic reasons, DMZ is a selective tagging agent for surface
silanols on fused silica under the conditions described in this work and that it is not decomposing
on our surfaces.
2.6 Conclusion
Here we have presented a tag-and-count approach that couples ALD and HS-LEIS to determine
the density of surface silanols on planar surfaces like glass. DMZ and DEZ were used to tag surface
silanols with zinc by ALD. Zinc as a tagging agent provides effective discrimination in LEIS
between the surface silanols and the remaining atoms at the top layer of the material. In addition,
DMZ as the smaller tagging agent provides more accurate results compared to DEZ. Using this
methodology, we showed that a fully hydroxylated fused silica contains 4.67 OH/nm2 which is in
good agreement with the reported value in the literature for high surface area silica materials. We
believe the approach here can be applied to determine surface hydroxyl densities on other
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materials, providing an opportunity to study surface chemistry in general and the early stages of
ALD film growth in particular.
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2.8 Figures
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Figure 2-1. XPS Al 2p/Si 2p ratios obtained after a single dose of TMA and water on HF-treated silica surfaces
heated for 2.5 h at the temperature indicated in the figure. The error bars are the standard deviations of three
measurements at three different spots on each sample.
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Figure 2-2. (a) XPS Al 2p/Si 2p ratios and (b) the thickness of the alumina layer obtained by SE on fused silica
surfaces previously treated at various temperatures (see figure legend) after multiple cycles of TMA and water.
Unphysical results (negative thicknesses) for samples prepared with 1 ALD cycle were omitted from Figure 2b.
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Figure 2-3. Thicknesses of ZnO ALD films grown from DMZ and DEZ precursors as a function of ALD cycle number, as
measured by in situ ellipsometry. Linear fits to the results with intercepts of zero are given in the plot.
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Figure 2-4. LEIS spectra of fused silica surfaces treated with single doses of (a) DMZ and water and (b) DEZ and
water. (c) Comparison of the zinc signals for the fused silica samples treated at 200 °C in (a) and (b) and tagged
with DMZ or DEZ. All the samples were cleaned with AO, and then heated to 270 °C prior to measurement with 3
keV He.
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Figure 2-5. Densities of surface silanols on fused silica surfaces treated at different temperatures and tagged with
DMZ or DEZ, as calculated with Equation 1. The dashed horizontal line corresponds to the literature value for a fully
hydroxylated silica surface, and the other lines are merely guides to the eye.
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Chapter 3: Calcium Fluoride and Gold Reference by High Sensitivity-Low
Energy Ion Scattering
3.1 Statement of Attribution
This document was originally published as Tahereh G Avval, Cody V Cushman, Philipp Brüner,
Thomas Grehl, Hidde H Brongersma, Matthew R Linford. Calcium Fluoride and Gold Reference by
High Sensitivity-Low Energy Ion Scattering. Surface Science Spectra 26, 024201 (2019);
https://doi.org/10.1116/1.5115065.1 Here, the texts are reproduced with the permission from AIP
publishing.
Some information fields are omitted from this document to improve its readability in this format. We
refer readers to the original document for complete sample, instrument information, and spectral
features.

3.2 Abstract
Information about the outermost atomic layer of a material is critically important for many
processes and materials, including in catalysis, tribology, wetting, corrosion, and thin film growth.
Low energy ion scattering (LEIS) is an extremely surface sensitive technique that can
quantitatively analyze the outermost atomic layer of a material. Recent developments in LEIS have
resulted in a particularly high sensitivity version of the technique known as high sensitivity LEIS
(HS-LEIS). In LEIS and HS-LEIS, reference and/or standard materials allow straightforward
quantitation of the spectra. In this submission we show the HS-LEIS spectrum of a high purity
calcium fluoride powder. CaF2 is a useful reference material for calcium in LEIS because it is
relatively inexpensive, not hygroscopic, and available in high purity. Due to the applications/uses
of calcium in different areas of science, including in catalysis, polymer light emitting diodes
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(PLEDs), organic photovoltaics (OPV), solid oxide fuel cells (SOFCs), and solar cells, this data
may enable future work in these areas. A reference spectrum for gold is included with this
submission.
Keywords: High sensitivity low energy ion scattering, HS-LEIS, LEIS, calcium fluoride, CaF2,
gold, Au
3.3 Introduction
Low energy ion scattering (LEIS) is arguably the most powerful analytical technique for
understanding the outermost atomic layer of materials. In LEIS, a beam of noble gas ions with 1 –
10 keV of energy probes a surface. A fraction of these ions backscatter with lower energies that
are characteristic of the atoms they strike.2, 3 LEIS is sensitive to all the elements except hydrogen
and helium, and it has little or no matrix effect – the energy of a backscattered ion does not
generally depend on the chemical environment of the surface atom it interacts with. For the most
part, spectral interpretation in LEIS is straightforward4 – spectra often consist of well-separated,
Gaussian peaks. With suitable reference materials, quantitation is generally straightforward. An
ideal reference material should be (i) as chemically similar to the sample as possible and preferably
of similar roughness, (ii) chemically inert, (iii) non-toxic, (iv) relatively inexpensive, (v) well
understood, (vi) easily cleaned and/or not prone to contamination, and (vii) available in high purity.
LEIS has been used to study and understand catalysts,5, 6 polymer light emitting diodes (PLEDs),711

organic photovoltaics (OPV),9, 11, 12 solid oxide fuel cells (SOFCs),5 solar cells,13 display glass

surfaces,4 and other complex, multicomponent materials.14-16
In most ways, calcium fluoride, CaF2, meets the qualifications listed above as a good LEIS
reference material for calcium and for fluorine. It is quite chemically inert, rather inexpensive, not
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hygroscopic, and available as a high purity powder. It also enjoys low toxicity, although it should
be emphasized that it can react with acids to form HF, which is very toxic, so care should be taken
not to store it with or expose it to acids. Powders are advantageous as reference materials in LEIS
because if bulk impurities segregate to the surface, they will be dispersed over a large surface area.
Thus their low concentrations will have little effect on the final results. Calcium fluoride has
previously been used as a LEIS reference material to study display glass surfaces.4 Other reference
materials for calcium include the metal itself, which is the appropriate reference for a metallic
calcium sample.7-9, 11, 13, 14, 16-18 In most cases LEIS spectral interpretation of calcium-containing
surfaces is more complicated because of its high reionization probability and the chemical
reactivity of calcium.5
In this contribution we provide the LEIS spectrum of a high purity powder sample of calcium
fluoride, CaF2. The measurement was performed with 4He+ primary ions at 3 keV using a modern,
high sensitivity LEIS instrument (Qtac100, IONTOF GmbH, Münster, Germany). Measurements
of CaF2 were performed at different ion fluences and also after cleaning the sample with atomic
oxygen (AO), created as the downstream product of an oxygen plasma, for 10 and 20 minutes. The
chamber pressure was 4E-5 mbar during this cleaning process. The AO treatment is an effective
way to remove possible organic impurities (hydrocarbons, etc.) and graphitic carbon. There was
no difference between the spectra obtained without cleaning and after the different exposures to
AO. Accordingly, we report the LEIS characterization of CaF2 after 10 minutes of AO exposure
and for 1E14 He ions/cm2 fluence.
Significant signals for both calcium and fluorine were detected with reasonable peak widths
(FWHM): 78 and 61 eV, respectively. No post processing of the data was done. Unfortunately, we
95

were not able to use this spectrum to extract sensitivity factors because in powders often only
specific crystallographic faces are exposed. This can be a result of thermodynamics (minimization
of surface energy) and/or preparation conditions. For example, it is known from LEIS that the
Al/O ratio of the outer surface of Al2O3 , including α- and γ-Al2O3, is not 2:3.18 Thus it is likely
that the ratio of Ca to F atoms in the outermost atomic layer of CaF2, and thus in LEIS, is different
from 1:2. For other surface analysis techniques, such as XPS, where an average of several/many
atomic layers is probed, Ca:F is 1:2.
The CaF2 measurements included herein show two main peaks at 1989 and 1288 eV representing
calcium and fluorine, respectively, as well as a small peak at 1100 eV that corresponds to oxygen.
The oxygen may have resulted from the AO treatment – replacement of some F atoms by O or
oxidation of some residual organic contamination.
For the peak fitting (see Figure 3-2), sloped error functions were used to describe the background,
and the peaks were represented as Gaussians. The formula for this background function, as written
in Microsoft Excel is as follows:
f(E) = (a1 + b1*E) * (1-erf(E, E0)) + (a2 + b2*E) * erf(E, E0)

(3-3-1)

where a1 and a2 are offsets, b1 and b2 are slopes, and erf represents the error function. The
FWHMs that are reported in the Spectral Features Table were obtained from the Gaussian fit
components, and the areas are the numerical integrals of the peaks, i.e., the sum of the differences
between the experimental data and the error function background multiplied by the width between
each pair of data points in eV.
Pure polycrystalline Au was used as a reference for determining instrumental sensitivity because
it shows a relatively strong signal and is also easy to clean. For cleaning of the Au sample, we used
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an Ar+ source mounted at 59° relative to the surface normal with 500 eV energy ions and 3E15
ions/cm2 primary ion fluence.
SPECTRAL FEATURES TABLE
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Figure 3-1. LEIS spectra of CaF2 measured with 4He as primary ions.
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Figure 3-2. Fitting the Calcium fluoride LEIS spectrum using Gaussian peaks on top of slopped error function.

Publish in Surface Science Spectra: Yes ☐ No ☐
Accession #

024201

Host Material

CaF2

Technique

HS-LEIS

Spectral Region

survey
100

Instrument

Qtac 100, IONTOF GmbH

Primary Beam Energy

3000 eV

Primary Ion Species

4He

Primary Ion Fluence

1E14 Ion/cm2

Analysis Field of View

2 mm x 2 mm

Scattering Angle

145˚

Electrostatic Analyzer

3000 eV

Pass Energy
Analyzer Energy

1.5 %

Resolution
Total Signal

133 s

Accumulation Time
Total Elapsed Time

133 s

Effective Detector

250 eV

Width

101

300

F05999_0

Au

250

Yeild(cts/nC)

200

150

100

50

0
500

1000

1500

2000

2500

3000

Energy(eV)

Figure 3-3. LEIS spectrum of gold (Au).
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Chapter 4: The Often-Overlooked Power of Summary Statistics in
Exploratory Data Analysis. Comparison of Pattern Recognition Entropy
(PRE) to other Summary Statistics and Introduction of Divided-SpectrumPRE (DS-PRE).
4.1 Statement of Attribution
This document was originally published as Tahereh G. Avval, Behnam Moeini, Victoria Carver, Neal
Fairley, Emily F. Smith, Jonas Baltrusaitis, Vincent Fernandez, Bonnie. J. Tyler, Neal Gallagher, and
Matthew R. Linford, The Often-Overlooked Power of Summary Statistics in Exploratory Data
Analysis: Comparison of Pattern Recognition Entropy (PRE) to Other Summary Statistics and
Introduction of Divided Spectrum-PRE (DS-PRE), J. Chem. Inf. Model. 2021, 61, 9, 4173–4189.1
Reprinted (adapted) with permission from https://doi.org/10.1021/acs.jcim.1c00244. Copyright 2022
American Chemical Society.

4.2 Abstract:
Unsupervised exploratory data analysis (EDA) is often the first step in understanding complex
data sets. While summary statistics are among the most efficient and convenient tools for exploring
and describing sets of data, they are often overlooked in EDA. In this paper, we show multiple
case studies that compare the performance, including clustering, of a series of summary statistics
in EDA. The summary statistics considered here are pattern recognition entropy (PRE), the mean,
standard deviation (STD), 1-norm, range, sum of squares (SSQ), and X4, which are compared with
principal component analysis (PCA), multivariate curve resolution (MCR), and/or cluster analysis.
PRE and the other summary statistics are direct methods for analyzing data – they are not factor106

based approaches. To quantify the performance of summary statistics we use the concept of the
‘critical pair’, which is employed in chromatography. The data analyzed here come from different
analytical methods. Hyperspectral images, including one of a biological material, are also
analyzed. In general, PRE outperforms the other summary statistics, especially in image analysis,
although a suite of summary statistics is useful in exploring complex data sets. While PRE results
were generally comparable to those from PCA and MCR, PRE is easier to apply. For example,
there is no need to determine the number of factors that describe a data set. Finally, we introduce
the concept of divided spectrum-PRE (DS-PRE) as a new EDA method. DS-PRE increases the
discrimination power of PRE. We also show that DS-PRE can be used to provide the inputs for
the k-nearest neighbor (kNN) algorithm. We recommend PRE and DS-PRE as rapid new tools for
unsupervised EDA.
4.3 Introduction
As automation, hyperspectral imaging, and specialized methods, such as depth profiling,
increasingly allow large amounts of data to be collected, it is important to have fast and convenient
statistical tools that can identify trends and changes in it.2-4 Such spectral changes or differences
may be a result of lateral heterogeneity in a sample surface, evolution of a sample during operando
studies, or sample or instrument instability/introduction of artifacts during an analysis.
Unsupervised exploratory data analysis (EDA) is often the first step in understanding complex
data sets because it can group, and even classify, samples according to their spectral similarities
and differences. Some of the most popular and important EDA methods are principal component
analysis (PCA), multivariate curve resolution (MCR), and hierarchical cluster analysis (HCA).5, 6
The first two of these methods are based on a reduction in the dimensionality of a data set.4
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However, conceptual challenges associated with PCA, especially for the uninitiated, include
interpreting negative scores and loadings in some analyses and determining the number of
principal components (factors) in a model. Accordingly, some researchers are favoring MCR.
Nevertheless, while MCR produces more intuitive results than PCA (it is often performed with
non-negativity constraints), it too does not directly indicate the number of factors to keep.
Accordingly, these tools generally require some measure of training to be used successfully.
Nevertheless, PCA, MCR, and HCA have been very widely used to reveal the structures of data
sets.7-16
Many researchers are faced with the problem of how to best summarize, visualize, and understand
their complex data sets. Here we show how various summary statistics, including pattern
recognition entropy (PRE), can be used to effectively identify trends and patterns in data. A
summary statistic is a single number that characterizes a data set or spectrum.17 Two extremely
common summary statistics are the mean and the standard deviation. To the best of our knowledge,
summary statistics, including PRE, have not been widely used for EDA. We believe that this is
unfortunate. Summary statistics are often faster and easier to apply, and require less training to
understand and use, than techniques like PCA, while often producing answers that are comparable
to, and sometimes even better than the more complex methods, at least in the initial evaluation of
the information. These advantages become more significant for very large data sets. Again, at the
very least, summary statistics provide a quick view of the structure/clustering of a data set, which
can then be very helpful in guiding more sophisticated analyses.
PRE is based on Shannon’s statistical concept of entropy.18 In both statistical thermodynamics and
digital communications, entropy is a measure of the disorder/chaos/number of available states in
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a system. That is, information is defined as the distribution of the probabilities of a series of events
in a message in its context. However, PRE is fundamentally different from previous uses of
Shannon’s entropy.19-25 It is a pattern recognition tool and a useful summary statistic that reflects
the shape, pattern, and complexity of a spectrum.26 For example, a larger PRE value corresponds
to a more complex spectrum with a larger number of peaks, while a more sparse spectrum will
yield a lower PRE value.18 PRE has successfully identified transitions in depth profiles of organic
and inorganic materials in surface analysis. It has been used in an algorithm for selecting
information-rich mass chromatograms from liquid chromatography-mass spectrometry data.27, 28
It has helped identify autologous blood doping in athletes from high-speed capillary
electrophoresis results.29 It has also been used in a chemometrics study of automotive lubricant
oils analyzed by dielectric barrier discharge ionization time-of-flight mass spectrometry
(DBDI−TOFMS).30 The reordered spectrum is a convenient way of visualizing and comparing the
relationships between PRE values and their corresponding spectra.18
Here we expand on previous studies that have focused on PRE by applying other summary
statistics to a series of real-world data sets. These results are then compared to those from PRE,
PCA, MCR, and/or cluster analysis. The summary statistics used here include the mean, standard
deviation (STD), 1-norm, range, sum of squares (SSQ), X4, and finally PRE. The data sets analyzed
in this work were obtained by Fourier transform infrared spectroscopy (FTIR), X-ray diffraction
(XRD), X-ray photoelectron spectroscopy (XPS), laser direct infrared (LDIR) imaging, and timeof-flight secondary ion mass spectrometry (ToF-SIMS) imaging. For the first time, we report the
PRE analysis of hyperspectral images, including one of a biological material (proteins adsorbed
on microspheres).31,

32

In a hyperspectral image, each pixel corresponds to a spectrum.
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Accordingly, the data structure has the form of a parallelepiped/cube, and hyperspectral images
often contain both spatial and spectral information. Hyperspectral imaging has various applications
that include food quality,33 biomedicine,34, 35 drug discovery,36 pharmaceutical product design,37,
38

bioactivity studies,39-41 and proteomics.42 Since each pixel contains/corresponds to a spectrum,

hyperspectral images often contain enormous amount of information, which makes the
identification, analysis, and classification of patterns in them very important.

43

Different

data/image processing/machine learning techniques have been used to extract useful information
from these images for different applications, including medical imaging. 43-45
To best illustrate the capabilities of summary statistics and other EDA methods, the data sets in
this study were chosen to be different from each other. In particular, we analyzed a data set that
includes replicate analyses, spectra with differences in their noise levels/backgrounds, a series of
spectra with two continuously changing signals, data from related samples, and multicomponent
hyperspectral images. In all cases, PRE and the other summary statistics identified variation in the
spectra at a level comparable to PCA. However, the data analyzed with the summary statistics
required much less preprocessing and analysis of the data, e.g., there was no need to determine the
number of factors. In general, PRE is more effective than the other summary statistics in that it
typically provides results that are similar to those of PCA. However, we also show cases where
the other summary statistics outperform PRE. Because they are so easy to calculate, we
recommend that a panel of summary statistics be considered in EDA. Accordingly, the objective
of this work is to provide evidence that PRE and other summary statistics are useful tools for EDA.
In addition, we introduce here divided spectrum-pattern recognition entropy (DS-PRE). DS-PRE
consists of dividing spectra into regions, taking the PRE values of those individual regions, and
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plotting the resulting PRE values in a manner analogous to two- or three-dimensional scores plots
in PCA. DS-PRE was designed to overcome PRE’s lack of sensitivity to the order of information
in a spectrum.17 DS-PRE effectively categorizes and segregates spectra in EDA. Finally, new
tutorial information about PRE and DS-PRE is provided.
4.4 Theory
4.4.1 Mean. The mean, 𝑥𝑥, for a series of n numbers, 𝑥𝑥𝑖𝑖 , is defined as:
𝑥𝑥 =

∑𝑛𝑛
𝑖𝑖=1 𝑥𝑥𝑖𝑖
𝑛𝑛

.

(4-4-1)

4.4.2 Multidimensional Vectors. A series of n numbers (x1, x2, x3, …, xn), such as the values in
a spectrum, can be considered to be a vector in a space with n dimensions (a hyperspace if n > 3).
4.4.3 Standard Deviation (STD). The standard deviation, 𝜎𝜎, is a measure of the spread (deviation

from the mean) in a series of numbers. It is calculated as follows:
𝜎𝜎 = �

2
∑𝑛𝑛
𝑖𝑖=1(𝑥𝑥𝑖𝑖 −𝑥𝑥)

𝑛𝑛

.

(4-4-2)

4.4.4 1-norm. The 1-norm is the sum of the absolute values of a vector’s elements. A general

definition for the 1-norm of a vector, v, that has n elements is:
�|𝑣𝑣|� = ∑𝑛𝑛𝑖𝑖=1 |𝑣𝑣𝑖𝑖 |.
(4-4-3)

The normalization employed in the PCA in this work consists of division of the value of each data
point in a data set, 𝑣𝑣𝑖𝑖 , by the sum of the values of the data points �|𝑣𝑣|�, i.e., the 1-norm. Obviously,
for positive values, the 1-norm and the mean only differ by a constant factor.
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4.4.5 Range. The range is the difference between the maximum and minimum values in a data set.
It is another measure of the spread of a series of numbers:
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 .

(4-4-4)

Note that the range only considers two data points in a spectrum, i.e., it will be limited in its ability
to provide insight into a data set.
4.4.6 Sum of Squares (SSQ). The SSQ is very similar to the STD. It is another measure of the
spread in a series of numbers from the mean:
𝑆𝑆𝑆𝑆𝑆𝑆 = ∑𝑛𝑛𝑖𝑖=1(𝑥𝑥𝑖𝑖 − 𝑥𝑥)2 .

(4-4-5)

This summary statistic is proportional to the variance.
4.4.7 X4. This summary statistic calculates the average of the fourth power of the z-scores of the
elements in spectra, where the z-score is defined as follows:
𝑧𝑧𝑖𝑖 =

𝑥𝑥𝑖𝑖 −𝜇𝜇
𝜎𝜎

,

(4-4-6)

and 𝜇𝜇 is the average of the data set, and 𝜎𝜎 is its standard deviation. This summary statistic can be
generated from a single line of MATLAB code, as follows: 46, 47

>> x4 = mean(normalize(x).^4)
where x is the data matrix.
4.4.8 Pattern Recognition Entropy (PRE). Shannon related Boltzmann’s statistical concept of
entropy

to

the

amount

of

information

in

a

signal,

providing

a

mathematical

description/quantification for it, as follows:
𝑃𝑃𝑃𝑃𝑃𝑃 = − ∑𝑛𝑛𝑖𝑖=1 𝑝𝑝𝑖𝑖 ∗ log 2 𝑝𝑝𝑖𝑖 ,

(4-4-7)

where 𝑝𝑝𝑖𝑖 is the probability of each element, 𝑥𝑥𝑖𝑖 , in a vector (spectrum). That is, in PRE, 𝑝𝑝𝑖𝑖 is

obtained by dividing 𝑥𝑥𝑖𝑖 by the sum of the all the elements in the vector (spectrum). This procedure
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is also referred to as the 1-norm. Our previous papers on PRE contain additional details about its
use, including how it acts on different data sets.27 PRE cannot handle zero values in a spectrum,
so our MATLAB code adds a very small number (eps, 2.2204e-16) to the data points prior to
normalization. According to the MATLAB documentation, “eps returns the distance from 1.0 to
the next larger double-precision number, that is, 2-52”.
PRE is sensitive to small changes in signals. For example, Figure 4-1 shows how the PRE value
of a spectrum changes as a single point in that spectrum changes. Here, one of the data points in a
discrete Gaussian signal is increased at different points along the function: at the top of the
function, at the bottom of the function, and at two points in between. The results on the right show
how the PRE value of the entire spectrum changes in a substantial way as a function of where this
point is and how much it deviates from the original curve. However, it is clear from Figure 4-1
that the sensitivity of PRE depends on where in the plot we change a value. That is, based on the
initial derivatives/changes of the curves/series of PRE values, we see that we have higher
sensitivity with regards to changes in the baseline than at other points on the peak. To help explain
this, we consider a simplified, two-point, model spectrum where the first point has an intensity of
unity (I1=1) and the second point has an intensity of zero (I2=0). Based on the definition of PRE,
it is obvious that changing the value of I1 does not change the PRE value of this pair of points.
However, increasing the value of I2 will change this PRE value. As an additional example, we
calculated the PRE values of a vector with three values (0.5, 0.5, and 1). With and without adding
eps to the three components of this vector, the PRE values were 1.500000000000000. Next, a
1x100 vector was created with these three values and 97 zeros. The PRE values of this new vector,
where eps, 2*eps, or 4*eps was added to every value in the vector, were 1.500000000001120,
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1.500000000002197, and 1.500000000004308, respectively. These results show that (i) when the
values in the vector are very large compared to eps, eps has essentially no impact on the PRE
value, and (ii) even when a rather large number of zeros is present, the impact of eps is minimal
when some of the values in the vector are large compared to eps.
4.4.9 Divided spectrum PRE (DS-PRE). In PRE, different spectra with the same values produce
the same results – PRE is insensitive to the order of the values in a vector. 18 For example, the three
mock spectra in Figure 4-2 have the same PRE values (they are all 1.000000000001131). DS-PRE
was designed to overcome PRE’s lack of sensitivity to the order of information in a spectrum. In
DS-PRE, we divide each spectrum into multiple parts, which do not necessarily have to be of equal
length, and then calculate the PRE value of each section (part), treating each part as a complete,
unique spectrum in the PRE calculation. If we divide the spectrum in half (or thirds), we designate
the PRE values of the first, second, (and third) parts of the spectrum as PREi, PREii, (and PREiii),
respectively. We can then represent the spectrum with these two or three PRE values as a single
point in a two- or three-dimensional space.
Figure 4-2 shows three synthetic/artificial spectra: ‘A’, ‘B’, and ‘C’, which contain two spikes in
different positions. The remaining data points are zero. However, because 𝑝𝑝𝑖𝑖 cannot be zero in

Equation 4-7, eps is added to all the data points in each spectrum. As noted, Spectra A, B, and C
have the same PRE values, so they are indistinguishable by standard PRE. In two-dimensional DS-

PRE (2D-DS-PRE) we divide these spectra into two equal halves and calculate the PRE values of
each half-spectrum, which yields two different PRE values: PREi and PREii (see values in Table
4-1). In the 2D-DS-PRE plot on the right in Figure 4-2, the single points labeled ‘A’, ‘B’, and ‘C’
represent the spectra in the left panel with the same colors and labels. This plot reveals that DS114

PRE can differentiate between spectra that would otherwise be identical in a PRE analysis. The
analogous three-dimensional DS-PRE (3D-DS-PRE) plot of six spectra in Figure 4-3 similarly
shows the ability of DS-PRE to differentiate between spectra that are identical in a standard PRE
analysis (the PRE values of all the spectra (A-F) in Figure 4-3 are the same: 1.000000000001131).
In this 3D-DS-PRE example, we divide the spectra into three equal parts and calculate the PRE
values for each of them (the resulting PREi, PREii, and PREiii values are listed in Table 4-2). This
analysis has taken six spectra with identical PRE values and created six different results. We
believe that DS-PRE will be a valuable tool for EDA, where 2D- and 3D-DS-PRE plots can be
used like PCA scores plots to group similar spectra.

Table 4-1. PRE values for the first and second halves of the spectra in Figure 4-2 (A, B, and C).

Spectra Labels

PREi coordinates

PREii coordinates

A

1.00

5.64

B

5.64

1.00

C

0.00

0.00
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Table 4-2. PRE values for the first, second, and third thirds of the spectra in Figure 4-3 (A-F).

PREii

PREiii

Spectra Labels

PREi coordinates

coordinates

coordinates

A

1.00

5.04

5.09

B

5.04

1.00

5.09

C

5.04

5.04

1.00

D

0.00

0.00

5.09

E

0.00

5.04

0.00

F

5.04

0.00

0.00

4.4.10 Principal component analysis (PCA). PCA is the most widely used tool for unsupervised
EDA. PCA reduces data dimensionality. PCA finds a series of orthogonal directions (principal
components) that account sequentially for the variance in the data. The projections of the spectra
(represented as single points in a hyperspace) on the principal components are called scores, and
the contributions of the original variables to the principal components are called loadings. PCA is
important for categorizing, organizing, and comparing spectra. For additional details, see Bro and
Smilde’s recent review of this tool.5
4.4.11 Multivariate curve resolution (MCR). MCR attempts to solve mixture analysis problems
by finding their pure underlying components/spectra. MCR relaxes some of PCA’s constraints,
including the requirement that factors be orthogonal. MCR often has non-negativity constraints on
its scores and loadings (factors), which was the case for the analyses performed herein. As a result,
the factors in MCR generally have the appearance of real spectra and are, therefore, easier to
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interpret.26, 48, 49 The initial estimates for the factors were obtained with a purity-like algorithm
called “DISTSLCT”. Non-negative least squares was the only constraint. In general, the number
of PCs in a PCA model was used to guide the number of components for the subsequent MCR
model.

4.4.12 Critical pair method for quantifying separations. To quantify the degree of separation
afforded by some of the different summary statistics, the difference between the average values of
a summary statistic of adjacent clusters is divided by the sum of their standard deviations (see
Equation 4-8). We define two clusters as separated when the absolute value of the difference
between their averages divided by the sum of their standard deviations is greater than three. We
will refer to the pair of peaks/clusters that is least separated in each analysis as the ‘critical pair’.
This terminology is borrowed from chromatography.50, 51
(4-8)

|(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖+1 )|/(𝜎𝜎𝑖𝑖 + 𝜎𝜎𝑖𝑖+1 )

4.5 Experimental

(a) Data organization. The spectra studied in this work were organized column-wise into data
matrices, which means that each column of the data set contains one spectrum.
(b) Preprocessing. As it is commonly done, multiple preprocessing methods were considered
for our PCA. 8, 52-55 That is, PCA was performed with no preprocessing, preprocessing with
normalization, and/or preprocessing by normalization and mean centering. The
normalization in this work was with the 1-norm (division of each element of a data set by
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the sum of the values in the data set). MCR was performed without any preprocessing since
the spectra were acquired under the same conditions.
(c) The computer programs used here to analyze data sets with summary statistics were written
in the MATLAB computing environment (Version R2018b, Release No. 8.6.0.267246, The
MathWorks Inc., 1 Apple Hill Drive, Natick, MA). The computer used for this work was
an Intel Corei7-4770 CPU@3.40 GHz with 8.0 GB of RAM on a 64-bit Windows 10
Enterprise Edition operating system. PCA, and MCR were performed using the PLS
Toolbox, version 8.7, and MIA Toolbox, version 3.0.9 from Eigenvector Research, Inc.,
Wenatchee, WA, in the MATLAB programming environment.
The following data sets were analyzed.
(d) FTIR spectra of solutions of benzene, toluene, phenol, and aniline (10% in CCl4 for 38001300 cm-1, 10% in CS2 for 1300-650 cm-1, and 10% in CCl4 for 650-250 cm-1). These
spectra were downloaded from the National Institute of Standards and Technology (NIST)
webbook.56 This collection of infrared spectra was originally edited and published by the
Coblentz Society.57 Each file appears to contain five replicate scans that are treated as
independent spectra in this study. Since the ranges and energy spacings of the spectra were
different for the different materials, we selected the same number of data points from each
spectrum and used an arbitrary x-scale (see this raw data in Figure 4-4a). In particular, we
selected 679 data points in a wavenumber range of ca. 440-3800 cm-1 for phenol and
aniline, and in a range of ca. 440-3400 cm-1 for toluene and benzene. Thus, similar
vibrational features/spectral regions are included in all the spectra.
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(e) Eighteen XRD spectra of minerals with an ideal chemistry of Ca3Al2(SiO4)3 (Grossular),
which were sourced from different locations and/or owners. These spectra were exported
from the RRUFF Project website, which is an integrated database of Raman spectra, X-ray
diffraction spectra, and chemistry data for minerals.58
(f) Eighty-one XPS F 1s narrow scans of an ionic liquid ([C8C1 imidazolium] [Tf2N]), (Tf2N
= Bis-trifluoro-sulphonyl-imide). The ionic liquid sample was analyzed using a Kratos
AXIS ULTRA instrument with a monochromated Al Kα X-ray source. Spectra were
acquired with the Kratos VISION II software. The ionic liquid (ca. 50 microliters) was
dispensed directly onto a piece of stainless steel, which was at ground potential. No charge
neutralization was employed because ionic liquids in their liquid form are conductors. A
single area was repeatedly and continuously analyzed near the center of the sample. Wide
(survey) scans,59 which were followed by high resolution spectra of the photoelectron
peaks from the detected elements (F 1s, O 1s, C 1s, N 1s, S 2p, and valence band), were
acquired repeatedly. Spectra were converted to VMS format for further analysis (CasaXPS,
version 2.3.19 PR1.0 or later). For additional details, see the Supporting Information and
Emily Smith’s thesis.60
(g) Ninety-one C1s narrow scans from three samples of molybdenum oxide that had been
synthesized by different methods. Two of these samples were synthesized on stainless steel
using room temperature electrochemical methods and were nearly amorphous. The third
material was a crystalline sample synthesized by spray coating an aqueous salt precursor
solution.61 XPS analysis was performed using a Kratos Nova instrument with a
monochromated Al Kα source (1487 eV). A pass energy of 80 eV was used to acquire
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survey spectra, and a pass energy of 20 eV was used to acquire Mo 3d, O 1s and C 1s
narrow scans. Additional details are available in the Supporting Information.
(h) Laser direct infrared (LDIR) hyperspectral image of an Excedrin tablet. Excedrin is a
mixture of aspirin, acetaminophen, caffeine, and microcrystalline cellulose. This tablet was
imaged with a tunable laser (800 to 1800 cm-1) over a ca. 2 × 2 mm2 area. This data (a
single hyperspectral image with 45344 spectra and 250 data points per spectrum arranged

in an 45344 x 250 array, and image size of 218 x 208) was acquired using an Agilent 8700
LDIR imaging system. Prior to this analysis, the spectra in this image were
unfolded/metricized. Unfolding changes the data structure from three to two dimensions.62,
63

For this image analysis, the 1-norm was applied to the unfolded image, and the value of

the 1-norm for each spectrum was assigned to the corresponding pixel. In the case of
images, the 1-norm is equivalent to the total signal count in a pixel.64, 65
(i) ToF-SIMS image of two different proteins (hemoglobin and bovine serum albumin (BSA))
coated on two different types of fluorescent microspheres. These spheres were deposited
onto a clean silicon wafer and air dried. The sample was imaged with an IONTOF IV
(IONTOF, Münster, Germany) spectrometer using a Bi3+ primary ion beam. This data has
previously been analyzed and discussed in the literature. 66 The data set here consists of 91
peaks (integrated regions) in 16384 mass spectra (a 128 x 128 image).
4.6 Results and Discussion
The different data sets analyzed here were chosen to illustrate and challenge PRE, the other
summary statistics, PCA, MCR, and/or cluster analysis, and to introduce DS-PRE. In general, the
data sets go from simpler to more complex.
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4.6.1 FTIR of four small molecules in solution. Figure 4-4 shows the summary statistics and
PCA analysis of the replicate FTIR spectra of phenol, benzene, toluene, and aniline. We first notice
in the raw data/spectra that the five replicate scans for each analyte are very similar to each other
(see Figure 4-4a). Figure 4-4b-h shows the results of applying the different summary statistics to
this data set. Using the ‘critical pair’ method, Table 4-3 shows that all of the summary statistics,
except X4, are able to separate (group) all of the analytes, but not with equal efficiency. Ranking
the summary statistics on their ability to separate critical pairs we find: SSQ>1-norm,
mean>STD>PRE>Range>X4. No preprocessing was performed in any of these analyses, except
that PRE requires normalization as part of its algorithm. Because the summary statistics require
little or no preprocessing, we were interested to see how PCA would perform on unpreprocessed
data (see Figure 4-4i). However, as shown in the two-dimensional scores plot (see Figure 4-4i),
PCA without preprocessing only separates the data into three groups. Similar PCA results were
obtained when the data were preprocessed by normalization (see Figure 4-4j). More extensive
preprocessing (normalization and mean centering) led to the separation of the data into four groups
(see Figure 4-4k). For the first two approaches, PC1 captures 96.43 % and 96.08 % of the variance
in the data, respectively. This type of result is often seen in PCA analyses of data that are not mean
centered. In effect, the first PC is ‘wasted’ in these analyses as it simply points towards the cloud
of data points. With increased preprocessing (normalization and mean centering), PC1 and PC2
capture 54.4 % and 27.0 % of the variance in the data respectively. A two-component MCR model
after no preprocessing shows results similar to Figure 4-4k (See Figure S1a in the Supporting
Information). Based on our prior knowledge of the data, a four-component MCR model was also
considered. The four resulting loadings are essentially the same as the four pure component
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spectra. The scores on these loadings strongly favor the corresponding analytes (See Figure S1bc in Supporting Information). Thus, in an initial analysis, most of the summary statistics
differentiate between the spectra as well or better than PCA and MCR, especially when no or
minimal preprocessing is applied to the data. The fact that multiple summary statistics
outperformed PRE (see Table 4-3), suggests that a suite of summary statistics may often be
advantageous for EDA. We again note that multiple preprocessing approaches needed to be
considered for PCA.

Table 4-3. Results of the critical pair (least separated cluster) method applied to adjacent clusters for the FTIR data
set shown/analyzed in Figure 4-4. The critical pair for each summary statistic is bolded. The labels below the names
of the summary statistics give the order of the clusters. For example, ‘PABT’ indicates that the order of the clusters
was: phenol, aniline, benzene, and toluene.

Formula for Separation
of Adjacent Peaks

Mean

STD

1-Norm

Range

SSQ

X4

PRE

(PABT)

(BTAP)

(PABT)

(PABT)

(PABT)

(BAPT)

(PATB)

(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚1 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2 )/(𝜎𝜎1 + 𝜎𝜎2 )

169.5

44.4

169.5

38.0

209.7

2.0

66.2

(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚3 )/(𝜎𝜎2 + 𝜎𝜎3 )

271.0

57.0

271.0

8.6

375.9

8.3

85.0

(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚3 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚4 )/(𝜎𝜎3 + 𝜎𝜎4 )

175.1

48.6

175.1

82.0

303.5

11.3

16.2

205.2

50.0

205.2

42.9

296.4

7.2

55.8

Average Values

Figure 4-5a-b shows two- and three-dimensional DS-PRE plots of this data set. These plots reveal
a good separation between the four different chemicals. The two-dimensional DS-PRE plot shows
tight clusters for the chemicals, which are fully separated on PREi, and partially separated on PREii.
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Because of their chemical similarity, it seems reasonable that the ‘Benzene’ and ‘Toluene’ clusters
would be closest together here. The three-dimensional DS-PRE plot (Figure 4-5b) shows an even
better separation of the spectra. These results were then used as input for a k-Nearest Neighbor
(kNN) classification. Here, we removed the fifth spectrum from each group (P5, B5, T5, and A5),
where the removed spectra are shown with different colors in Figure 4-5b. The kNN method was
then used to classify each of the removed spectra. For k=1 and k=3, this algorithm correctly
classified the left-out spectra using Euclidian distances.
4.6.2 XRD of Ca3Al2(SiO4)3 (Grossular). Eighteen XRD spectra of the same material were next
analyzed with summary statistics, PCA, and HCA. All of these diffraction patterns should be
similar. Indeed, it is difficult to see trends in the results from the summary statistics (see Figure 46a-g), except PRE (see Figure 4-6g), which suggests that there is a significant difference between
the first fifteen spectra and the last three. PCA with no preprocessing shows no obvious pattern or
groupings in the data (see Figure 4-6h). However, PCA after some preprocessing (normalization)
suggests that the last three spectra are different from the first fifteen (see Figure 4-6i). Further
preprocessing (normalization and mean centering) yields essentially the same results (data not
shown). Consistent with the PRE results, analysis of the individual spectra shows that the last three
spectra have very low noise levels compared to the others (Figure 4-6j-k shows a representative
spectrum from each group). The reordered spectra (see Figure 4-6l) are consistent with the
significantly different PRE values for spectra 1-15 and 16-18. HCA was next applied to this data
set. The dendrogram in Figure 4-7 shows similar results to PCA after no preprocessing and
preprocessing by normalization. In summary none of the summary statistics, except PRE, is able
to differentiate between the spectra in this data set. PRE is obviously quite sensitive to the noise
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levels of spectra. These differences are also apparent in PCA and HCA when some preprocessing
is applied to the data.
4.6.3 F 1s XPS narrow scans of an ionic liquid. Figure 4-8a shows 81 XPS F 1s spectra of an
ionic liquid that were taken sequentially. These spectra suggest that the sample is being damaged.
The two peaks in these spectra have been attributed to inorganic fluoride (A) and fluorocarbon
fluorine (B).60 Figure 4-8b shows the area ratio of the A and B peaks in each narrow scan. This
ratio increases monotonically, although the ‘knee’ in the data suggests that there may be a
transition in the data/material around Spectrum 20. Figure 4-8c-i shows the analysis of this data
using summary statistics. The mean, STD, 1-norm, range, and PRE all show monotonic changes
in the data, which are consistent with the changes in Figure 4-8b, where PRE, STD, and the range
show the clearest trends. The SSQ and X4 summary statistics do not appear to be successful in
representing the data. Figure 4-8j is the two-dimensional DS-PRE analysis of this data set, where
the split point (the division between the data sets) was between peaks A and B. Consistent with
the trend in Figure 4-8b, this result suggests two regimes for the data: an initial trend in the first
ca. 15-20 scans, and another trend in the data thereafter. Figure 4-9a-c show the three-dimensional
PCA scores plots for this data set after preprocessing in different ways. These results again indicate
that the first ca. 15-20 spectra are different from those that follow. For example, in Figures 4-9bc, the first ca. 15-20 spectra form a ‘tail’, while the remaining spectra form a tighter
band/trajectory. The same general trend is seen in the MCR results (Figure 4-9d). Here,
Component 3 captures the variation in the first ca. 15-20 spectra (note that the position of the main
peak in this component is at a slightly lower binding energy than the main peaks in the other
components), and Component 1 mostly corresponds to a denoised version of the final spectrum in
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the data set (note also that the scores on the other two components have essentially gone to zero
by the end of the experiment) (see Figure 4-9e-f). In conclusion, while some of the summary
statistics (STD, range, and PRE) showed consistent changes in the spectra, the ratio of peak A to
peak B (Figure 4-8b), the DS-PRE (Figure 4-8j), and the PCA and MCR results (Figure 4-9) more
fully revealed the underlying structure in the data, i.e. its dual nature.
4.6.4 C 1s XPS narrow scans of three molybdenum oxide samples. Three thin films of
molybdenum oxide were prepared in three different ways (see Experimental). C 1s XPS narrow
scans of these samples were repeatedly acquired. Figure 4-10a shows these narrow scans, where
scans 1 – 13 (red), 14 – 52 (black), and 53 – 91 (green) came from the first, second, and third
samples, respectively. Obviously, the spectra from the first two samples (red and black) are quite
similar to each other and different from the ‘green’ narrow scans. Summary statistics were used to
analyze these narrow scans. In every case, except PRE, the results from the different groups (values
of the summary statistics) overlap with each other (see the result of the ‘critical pair’ method in
Table 4-4). That is, PRE is the only summary statistic that can cleanly separate this data; it is the
only method with a critical pair value greater than 3. Figure 4-10i shows the average spectrum of
each group of spectra in Figure 4-10a in a reordered fashion. These results are consistent with the
PRE values. That is, the most ‘spike-like’ reordered spectrum (the average of spectra 1 – 13)
corresponds to the data set with the lowest PRE values, while the most ‘horizontal line-like’
reordered spectrum (the average of spectra 53 – 91) corresponds to the data set with the highest
PRE values. PCA was performed on this data set after no preprocessing, and after preprocessing
by normalization, and normalization and mean centering. Note that the PCA results are
significantly influenced by the type of preprocessing. Both PCA after no preprocessing and after
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normalization (Figure 4-10j-k) show three distinct clusters. In contrast, PCA after normalization
and mean centering leads to elongated clusters that may be more challenging to interpret. However,
as suggested in the DS-PRE analysis discussed below (see Figure 4-11), this separation of the data
may be based on actual differences between the spectra. Similar to Figure 4-10j, MCR of this data
set (with no preprocessing based on a two-component model that captures 99.9% of the variance
in the data) shows three distinct clusters (see Figure S3 in Supporting Information).

Table 4-4. Results of the critical pair method applied to the three groups of spectra (Spectra 1 – 13 (Sample 1), 14 –
52 (Sample 2), and 53 – 91 (Sample 3)) in the C 1s XPS data set shown/analyzed in Figure 4-10. The critical pair for
each summary statistic is bolded. For example, ‘mean1’ refers to the average (mean) of the spectra in Group 1. The
order of the clusters for all the summary statistics was Sample 1, Sample 2, and Sample 3.

Formula for Separation
of Adjacent Peaks

Mean

STD

1-Norm

Range

SSQ

X4

PRE

(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚1 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2 )/(𝜎𝜎1 + 𝜎𝜎2 )

0.6

7.9

0.6

6.2

1.5

0.9

10.6

(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚3 )/(𝜎𝜎2 + 𝜎𝜎3 )

0.5

2.5

0.5

2.0

1.2

1.4

51.6

0.6

5.2

0.6

4.1

1.4

1.1

31.1

Average Values

DS-PRE provides even more separation between the scans from the different samples than PRE
alone. The 2D- and 3D-DS-PRE plots in Figure 4-11 are similar to the PCA results in Figure 410l in the sense that they show one tighter cluster and two elongated clusters. It is significant that
in the 2D-DS-PRE plot (Figure 4-11d), the data points/spectra in the elongated clusters change in
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a monotonic fashion. For example, Spectra 1 – 5 are the first five data points/spectra on the left in
their cluster and datapoints/Spectra 14 – 17 are, consecutively, the first four data points/spectra in
their cluster (compare to Figure 4-10l). The 3D-DS-PRE plot (Figure 4-11b) suggests the presence
of two outliers/spectra on the edge of the tighter green cluster in the plot. Indeed, these spectra
(Spectra 53 and 54) are noticeably different from the other spectra in the cluster, including the
average of Spectra (55 – 91) (see Figure 4-11e).
4.6.5 LDIR hyperspectral image of Excedrin. Figure 4-12 shows an analysis using summary
statistics of a laser direct infrared (LDIR) hyperspectral image of the inside of a tablet of a common
analgesic (Excedrin). Note that the formulations for such tablets are often complex, containing
both active (the drug) and inactive (various excipients) ingredients. Of all the summary statistics,
PRE, STD, and the range yield images that seem to best reveal the chemical nature of the complex
mixture, where PRE shows the best contrast. The X4 analysis of the image does not show any
contrast. PRE suggests that there are at least five different chemical components in this material
(note the different colors in the false-color map in Figure 4-12). To confirm these results, spectra
corresponding to each color were plotted together. The average spectrum of each group is shown
in Figure 4-12 (see Supporting Information Figure S4 for all the spectra). The substantial
differences between these spectra indicate that the different colored regions in this image do indeed
correspond to different chemical components. An advantage of PRE, compared to PCA, is that the
spectra are kept in their original form. That is, spectra in PRE only undergo minimal preprocessing
(normalization). In addition, the scores and loadings in PCA can be fairly abstract, which can make
them difficult to interpret.
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PCA and MCR were also performed on this data set. Figure 4-13 shows the scores on the first
three PCs of the PCA of this data set (image) after no preprocessing, preprocessing by
normalization, and preprocessing by normalization and mean centering. As expected, in the case
of no preprocessing, PC1 captures the majority of the variance in the data set (95.52%), but it does
not strongly separate the spectra into components. PC2 does a better job of this. Some
separation/discrimination is also present on PC3. For preprocessing by normalization only, PC1
still captures the majority of the variance (95.43%), as expected, but it does a better job separating
the components of the sample, although PC2 is more effective in this regard. After preprocessing
with normalization and mean centering, PC1 captures 44.37% of variance in the data, where it
successfully differentiates between the spectra of this data set. PC2 and PC3 show some ability to
differentiate between the spectra here, but not as much as PC1. Scores plots for the higher PCs
(PC4 – 6) and their corresponding scree plot are shown in the Supporting Information (Figures S5
and S63). They continue to show some discrimination between the spectra. Thus, among the
summary statistics, PRE is best able to distinguish between the different spectra in this
hyperspectral image. Overall, this discrimination is comparable to what is found with PCA.
However, again, PRE is much easier to apply than PCA, which makes PRE a favorable option for
these types of analyses, especially for an initial analysis of data. Figure 4-14 shows the MCR
analysis of this image with five components and their loadings. The loadings are different, which
suggests that they correspond to different chemical components. It is significant that these five
components rather closely resemble the five spectra in Figure 4-12 obtained by PRE. In other
words, MCR and PRE appear to yield similar results, which suggests that PRE might be a good
tool for obtaining the initial guesses needed by the MCR algorithm.
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4.6.6 ToF-SIMS image of different proteins adsorbed on microspheres. Figure 4-15 shows the
analysis of this image with summary statistics. All of the summary statistics except X4 differentiate
between the spheres and the silicon substrate and show the pattern of the spheres on the silicon
wafer. However, the PRE image further suggests that four of the spheres are different from the
others (see circled spheres in Figure 4-15g). Tyler et al.65 showed that these four sphere are coated
with hemoglobin and the others with BSA. Her study contains a detailed chemometrics analysis
of this data set.
4.7 Conclusions
Summary statistics are convenient and efficient statistical tools in unsupervised EDA. They often
facilitate the straightforward visualization of data sets and regularly reveal the structure of data,
including clusters. The case studies presented here compare and reveal the performance of various
summary statistics, including PRE, in EDA. PRE is a recent application of Claude Shannon’s
information theory to data analysis and chemometrics. Like PCA and MCR, PRE is a highly
sensitive pattern recognition tool and summary statistic that reflects the underlying shapes and
complexity of data sets/spectra. In this work, results from summary statistics are compared to those
obtained with PCA and/or MCR. Multiple preprocessing approaches were considered in the PCA
analysis. For the first time, PRE was applied to hyperspectral images. Here, its performance was
comparable to that of PCA and MCR in revealing chemically/spectrally different regions of the
images. Although PRE by itself is often able to reveal the structure in a data set, there were cases
in which other summary statistics performed better. Accordingly, it may be useful to analyze a
data set with more than one summary statistic, and perhaps even with a suite of them in EDA. DSPRE increases the discrimination capacity of PRE. For example, it revealed outliers in data sets.
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This capability of DS-PRE may be useful in cleaning up large data sets. The values generated by
DS-PRE can also be used as input for the kNN classification algorithm.
The goal of this work was not to convince the reader that PRE is a better tool for EDA than PCA,
MCR, or cluster analysis. The primary goal of this work was to demonstrate the performance and
advantages of PRE in comparison with these other methods. We have shown that PRE is a faster,
easier to apply EDA tool. Essentially no preprocessing is involved. In addition, it often produces
results that are essentially equivalent to those of the factor-based methods (PCA and MCR).
Because it can be applied so quickly, we see PRE as an important tool for the initial analysis of
many data sets. In addition, we believe that both PRE and DS-PRE have important predictive
abilities. That is, the PRE and DS-PRE values for a data set may be used to identify and/or cluster
spectra. We believe that summary statistics can be important in materials research and informatics
in general.
Data and Software Availability
Data sets (d), (e), and (f) are provided in the Supporting Information. Data set (g) may be available
from VF upon request. Data set (h) is available online at https://eigenvector.com/resources/datasets/ to be downloaded free of charge. Data set (i) may be available from BJT upon request. The
MATLAB code used for calculating summary statistics is available in the Supporting Information.
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As indicated in the text, additional experimental information and figures/graphs are in the
Supporting Information. Figure S1 shows the MCR analysis of the FTIR data in Figure 4-4 using
four components. Figure S2 includes one- and two-dimensional plots showing scores on PC1 vs.
PC2, PC1, and PC2 after (a) no preprocessing, and preprocessing by (b) normalization and (c)
normalization and mean centering of the FTIR data in Figure 5-4. Figure S3 shows the scores on
component 2 vs. component 1 from an MCR analysis of the C 1s XPS data in Figure 4-10 after no
preprocessing. Figure S4 shows the overlaid spectra obtained from pixels with the same colors in
the PRE image/analysis of the LDIR hyperspectral image of Excedrin in Figure 4-12. Figure S5
shows the scores images of PC4, PC5, and PC6 from the PCA of the LDIR hyperspectral image
of Excedrin in Figure 4-12 after different preprocessing approaches. Figure S6 shows the scree
plot and plot of cumulative variance captured for the PCA analysis of the LDIR hyperspectral
image in Figure 4-12. Figure S7 contains an analysis of the LDIR hyperspectral image of Excedrin
in Figure 4-12 using summary statistics with color bars (this figure is the same as Figure 4-12a-g
in the main text, except it has color bars).
The data sets for FTIR (Figure 4-4), XRD (Figure 4-6), XPS (F 1s, Figure 4-8), and XPS (C 1s,
Figure 4-10) are provided in data.xlsx
The FTIR raw data, as downloaded from NIST, with specified ranges of the data is provided in
IR.xlsx
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Figure 4-1. Plot showing the sensitivity of PRE to small changes in a spectrum. In each case, the discrete Gaussian
spectrum on the left is changed at a single point to a series of values indicated by the colored dots above the point in
question. The plot on the right shows the PRE values of the Gaussian with one altered point. The x-axis on the right
corresponds to the height of a given point above its original place in the function on the left.
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Figure 4-2. Left. Plots with two spikes in different positions (Spectra ‘A’, ‘B’, and ‘C’). These spectra all have the same
PRE value of 1.000000000001131. Right. two-dimensional DS-PRE plot of Spectra ‘A’, ‘B’, and ‘C’. That is, the spectra
on the left were split in half, the PRE values of these two halves were calculated independently using Equation 4-7,
and the two PRE values for each spectrum were plotted as a single point in a two-dimensional space.
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Figure 4-3. Left. Plots with two spikes in different positions (Spectra ‘A-F’). These spectra all have the same PRE
value of 1.000000000001131. Right. three-dimensional DS-PRE plot of Spectra ‘A-F’. That is, the spectra on the left
were split into three equal parts, the PRE values of each of these three parts were calculated independently using
Equation 4-7, and the three PRE values for each spectrum were plotted as a single point in a three-dimensional
space.
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Figure 4-4. (a) Replicate FTIR spectra of phenol (P1-5), benzene (B1-5), toluene (T1-5), and aniline (A1-5), (b-h)
Analyses of these FTIR spectra with summary statistics, and two-dimensional plots showing scores on PC1 vs. PC2
after (i) no preprocessing and preprocessing by (j) normalization and (k) normalization and mean centering.
Another view of this PCA is shown in Supporting Information Figure S2.
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Figure 4-5. (a) Two-dimensional (2D) and (b) Three-dimensional (3D) DS-PRE plots of the FTIR data in Figure 4-4.
The 3D-DS-PRE plot was used to predict the class of the fifth spectrum from each group of spectra (P5, B5, T5, and
A5) using the kNN algorithm. Nearest neighbors were determined using the Euclidian distance.
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Figure 4-6. Analysis of 18 XRD spectra with summary statistics (a-g), plots of scores on PC1 vs. PC2 after no
preprocessing (h) and preprocessing by normalization (i), representative spectra with noisy (j) and low-noise (k)
backgrounds, and the reordered spectra (l), which show a significant difference between the noisy and low-noise
spectra.
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Figure 4-7. HCA analysis of 18 XRD spectra of Grossular after (a) no preprocessing, and (b) preprocessing by
normalization. See the summary statistics and PCA analysis of this data set in Figure 4-6.
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Figure 4-8. (a) F1s XPS narrow scans. (b) Changes in the area ratios of peaks A and B vs. the scan number. (c-i)
Summary statistic analyses of this data set. (j) Two-dimensional DS-PRE plot/analysis of the data.

139

Figure 4-9. PCA and MCR analyses of 81 F 1s XPS spectra. Three-dimensional scores plots after (a) no preprocessing,
(b) preprocessing by normalization, and (c) preprocessing by normalization and mean centering in PCA analyses,
and (d) no preprocessing in an MCR analysis. (e) MCR scores on Components 1-3, (f) MCR loadings on Components
1-3.

140

Figure 4-10. (a) C 1s XPS narrow scans from three different samples of molybdenum oxide shown in different colors.
(b-h) Analyses of these C 1s XPS narrow scans with summary statistics (i) the reordered spectra of the average
spectrum from each sample (group). The PC2 vs PC1 scores plot from PCA after (j) no preprocessing, (k)
preprocessing with normalization, and (l) preprocessing with normalization and mean centering.
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Figure 4-11. (a) 2D- and (b) 3D-DS-PRE plots for C 1s XPS narrow scans of three different samples of molybdenum
oxide (see also Figure 4-10) shown in different colors, (c) Spectra 1, 6 and 13 from the first sample (spectra 1 - 13),
(d) Spectra 14, 34 and 52 from the second sample (spectra 14 - 52), and (e) Spectra 53, 54, 91 and the average
spectrum of 55-90 from the third sample (spectra 53 - 91).
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Figure 4-12. (a-g) Analysis of an LDIR hyperspectral image of Excedrin using summary statistics. The x and y axis
labels here are pixel numbers. (h) The average spectra from pixels with the same color showing similar chemistry
from the PRE image. Here, five spectra corresponding to each color in the PRE image were chosen, and the average
spectrum of each group is shown in part (h). These images are shown in the Supporting Information with color bars
(see Figure S7).
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Figure 4-13. Image of scores on PC1, PC2, and PC3 from a PCA of an LDIR hyperspectral image of Excedrin after (a)
no preprocessing, (b) preprocessing with normalization, and (c) preprocessing with normalization and mean
centering. The x- and y-axes units here are microns.
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Figure 4-14. (a) MCR image and (b) corresponding MCR loadings of an LDIR hyperspectral image of Excedrin.

Figure 4-15. (a-f) Summary statistics analysis of a ToF-SIMS image of different proteins adsorbed on two different
fluorescent microspheres on a silicon substrate.
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Chapter 5: Practical Guides for X-ray Photoelectron Spectroscopy (XPS):
Using Chemometrics/Informatics Methods to Elucidate the Structures of
XPS Data Sets
5.1 Statement of Attribution
This document was originally submitted to Applied Surface Science Journal as of June 2022.
Tahereh G. Avval, Hyrum Haack, Neal Gallagher, David Morgan, Pascal Bargiela, Neal Fairley,
Vincent Fernandez, Matthew R. Linford, Practical Guides for X-ray Photoelectron Spectroscopy
(XPS): Using Chemometrics/Informatics Methods to Elucidate the Structures of XPS Data Sets.
It will undergo edits prior to publication here, including changes to paragraph breaks and updated
Figure labels.
5.2 Abstract
Chemometrics/informatics and data analysis in general are increasingly important topics in X-ray
photoelectron spectroscopy (XPS) because of the large amount of information (spectra/data) that
is often collected in degradation, operando, and imaging studies. In this guide, we discuss vital
aspects and considerations for chemometrics/informatics analyses of XPS data and specific
exploratory data analysis (EDA) tools that can be used to probe XPS data sets, including a
summary statistic (pattern recognition entropy (PRE)), principal component analysis (PCA),
multivariate curve resolution (MCR), and cluster analysis. Discussions of the importance of an
initial evaluation/plotting of the raw data, data preprocessing, returning to the original data after a
chemometrics/informatics analysis, and determining the number of abstract factors to keep in an
analysis, including reconstructing the data using PCA, are included. This work primarily focuses
on two data sets from the extended (degradation) analyses of cellulose and tartaric acid.
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Chemometrics/informatics analyses were performed on the C 1s, O 1s, and concatenated
(combined C 1s and O 1s) spectra from these data sets. PCA identifies both an outlier and a break
in the cellulose data set. For the first time, it is shown that MCR components can be fit to provide
greater chemical insight in these analyses. Also, MCR of the tartaric acid data set suggests
intermediates in the degradation of this material. Cluster analysis groups the data in the order in
which they were collected, providing a series of average spectra that represent the changes in the
spectra.
5.3 Introduction
X-ray photoelectron spectroscopy (XPS) is the most widely used and important method for
chemically analyzing surfaces.1-4 In XPS, a beam of X-rays, which is directed onto a surface,
generates photoelectrons via the photoelectric effect. The kinetic energies of these photoelectrons
are measured, converted into binding energies, and used to identify the elements present at a
sample surface. Relatively small ‘chemical shifts’ in the resulting peak positions (typically 1 – 4
eV, but sometimes as large as 10 eV) reveal the chemical (oxidation) states of the elements.5 While
the X-rays used in XPS can penetrate ca. 1 micron into a material, the photoelectrons they generate
can only escape in an unattenuated fashion from the upper ca. 5 – 10 nm of it. Accordingly, XPS
is a surface sensitive spectroscopy. Furthermore, while sample damage is often minimal in XPS,
e.g., for many inorganic materials, it does occur in some cases. This damage is often caused more
by photoelectrons than the X-rays themselves. Because XPS peak widths and chemical shifts are
of similar magnitudes, peak fitting is often necessary in XPS data analysis. For quite a few years,
XPS experts have expressed concern over the quality of some of the XPS peak fitting in the
scientific literature. In response to this issue, which is part of the larger problem of reproducibility
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in science,6, 7 a group of experts has recently produced a series of guides that cover multiple aspects
of XPS.4, 8-17 These guides follow many efforts by XPS experts to educate the broader community,
including through ISO and ASTM standards. This particular guide here is part of a second series
of guides that covers additional topics related to XPS, and also other surface analytical techniques.
Materials containing carbon and oxygen (and hydrogen) have been extensively analyzed by XPS.
Indeed, Beamson and Briggs’ classic work on organic polymers suggests that a large subset of the
organic polymers of interest in XPS are those that contain only carbon, hydrogen, and oxygen.18
Such materials include the acrylates, methacrylates, polyethylene glycol/oxide, polypropylene
glycol/oxide, polyethyleneterephthalate, polyether ether ketone, and the naturally occurring
polymers lignin and cellulose. All are of practical and theoretical importance, and there are
multiple examples of their characterization in the literature by XPS,19-21 including by near ambient
pressure XPS.22-26 These polymers are dominated by a series of functional groups that contain
increasing numbers of carbon-oxygen bonds, including reduced carbon (no carbon-oxygen bonds),
C-O (alcohol, ether, and epoxide), C=O (carbonyl) and O-C-O (acetal), C(O)O (carboxyl and
ester), and O-C(O)O (carbonate) groups.5 While both the C 1s and O 1s narrow scans are important
for understanding these polymers, the C 1s narrow scan is usually more informative because (i)
the chemical shifts exhibited by carbon in its different oxidation states occur over ca. 10 eV, which
is quite a bit more than for oxygen, and (ii) organic polymers generally contain more carbon atoms
than oxygen atoms, i.e., the C 1s narrow scan often represents a larger fraction of the atoms in the
material. As a results of this first point, the C 1s spectrum is often easier to fit/interpret. The large
spread in binding energies for carbon is, no doubt, a reflection of its lower electronegativity
compared to oxygen. That is, carbon may be bonded to elements that are more electronegative than
153

it is, e.g., nitrogen, oxygen, chlorine, and fluorine, to those that have roughly the same
electronegativity, e.g., hydrogen and sulfur, and to those that are more electropositive, e.g., silicon
and germanium, while there is only one element that is more electronegative than oxygen. Sulfur,
which has about the same electronegativity as carbon, also shows a wide range of chemical shifts.
In addition to polymers, some small organic molecules have sufficiently low volatilities that they
can be analyzed by conventional XPS. Such molecules are often held together by multiple
hydrogen bonds. More volatile organic molecules may be analyzed by near ambient pressure
(NAP)-XPS.22
Organic materials are sometimes degraded in XPS analyses. This damage usually occurs gradually,
over multiple scans. Damage can be identified by comparing different scans in an analysis, e.g.,
by ratioing spectra.17 In describing the damage caused by X-rays and photoelectrons during XPS,
Baer et al. noted that, in general, sample damage takes place in an approximately linear fashion at
the beginning of an analysis, but non-linearly at later times.27 Because it undergoes rapid damage
during XPS analysis, polyvinyl chloride (PVC) is often used as a standard in damage studies.27-30
Even though clean cellulosic filter paper is damaged during XPS, it has been proposed as an in
situ reference for analysis of organics and polymeric materials.31 Indeed, cellulosic filter paper
stays relatively clean in and out of vacuum, and, more importantly, its C 1s envelope is different
from adventitious carbon contamination. Related studies show damage to polymers when they are
irradiated with energetic electrons or photons, where these conditions appear to lead to an increase
in sp2 carbon/sample graphitization and cross-linking.32,

33

Large numbers of spectra may be

needed to understand sample damage. These large data sets may be difficult to interpret and
visualize by conventional methods.
154

Chemometrics/informatics methods have been used for years to analyze large and complex data
sets. However, in spite of previous work in this area,34-38 this capability has been overlooked by
much of the XPS community. Informatics techniques can be used as an alternative to or in
combination with conventional peak fitting because they reduce the dimensionality of large and
complex data sets and may extract hidden features in the data. Fundamentally, multivariate
methods work in XPS data analysis because of the high degree of correlation between the spectra
in many data sets. Multivariate/chemometrics methods may not have been significantly adopted
and employed by XPS practitioners because of the general unfamiliarity of many scientists with
chemometrics/informatics methods. However, chemometrics/informatics methods are particularly
relevant to XPS because of the trend to collect increasingly large data sets, e.g., in degradation
studies, operando studies, and imaging. Thus, methods are needed to more efficiently analyze and
visualize these data sets. The first extensive use of chemometrics algorithms, such as PCA, MCR,
and image classification, in degradation studies was done on a PVC/polymethymethacrylate
(PMMA) blend. 33, 39 The time-of-flight secondary ion mass spectrometry (ToF-SIMS) community
appears to have recognized the importance of chemometrics methods to a somewhat greater extent
than the XPS community.34, 39-45 In addition to providing a wide variety of analysis methodologies,
chemometrics/informatics can guide experimental design to ensure the best opportunity for
maximizing interpretability of experimental results.
In this paper, we present a guide for analyzing large XPS data sets using informatics methods. It
provides specific instructions for applying multiple exploratory data analysis (EDA) methods to
XPS spectra. This guide is presented through the analysis of two data sets from filter paper
(cellulose, a natural polymer containing C, O, and H) and tartaric acid (a small, symmetric
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molecule that also contains only C, O, and H). We focus here on carbon and oxygen containing
materials because the C 1s and O 1s XPS narrow scans are the most commonly shown and analyzed
in the scientific literature. Both data sets reveal significant degradation of the materials during XPS
analyses. These data sets were analyzed/probed with a series of common EDA methods that
include a summary statistic (pattern recognition entropy, PRE), principal component analysis
(PCA)/orthogonal factor analysis, multivariate curve resolution (MCR), and cluster analysis. This
work also compares the raw spectra, identifies anomalies in the data sets, covers and discusses
methods for determining the number of abstract factors to keep (that best describe a data set),
discusses preprocessing, shows XPS peak fitting of MCR components (to the best of our
knowledge this is the first time this has been done), identifies intermediates revealed in an MCR
analysis (to the best of our knowledge this is also the first time this has been done), shows the
evolution of data using cluster analysis, and compares results from multiple EDA methods. The
chemometrics/informatics methods employed in this study have been reviewed and discussed
many times in the literature.37, 38, 46-51 Accordingly, only a modest attempt to explain them is made
here. In addition, while the particular EDA methods employed here are, for the most part, widely
used and effective, other methods should be considered – we do not claim to cover all possible
EDA methods in this guide.
5.4 Experimental
The following XPS data sets were analyzed.
5.4.1 Cellulose. C 1s and O 1s XPS narrow scans (60 of them) of a cellulose sample were collected
repeatedly with a Kratos AXIS Ultra instrument with an Al K alpha monochromatic source at 300
W. The pass energy for these measurements was 10 eV. The instrumental resolution determined
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from the Fermi edge of silver yielded a resolution of 0.5 eV with a step size of 0.1 eV. The region
analyzed was about 150 x 350 microns (FOV2 slot). Acquisition of each spectrum took about 10
minutes. The total analysis time was 36 hours.
5.4.2 Tartaric acid. C 1s and O 1s XPS narrow scans (101 of them) of a tartaric acid sample were
collected repeatedly with a Thermo Fisher Scientific K-alpha+ spectrometer. Samples were
mounted by pressing into a well on a Thermo K-Alpha copper powder sample exchangeable top
plate. Data were recorded using a micro-focused monochromatic Al K alpha X-ray source (6 mA
x 12 kV, 72 W) using the 400-micron spot option which forms an ellipse of approximately 600 x
400 microns. Data was recorded at pass energies of 150 eV for survey scans and 40 eV for high
resolution/narrow scans with 1 eV and 0.1 eV step sizes, respectively. A total of 2 scans each for
the C1s and O1s regions were acquired, totalling approximately 50 seconds per iteration. Charge
compensation was achieved using a combination of both low energy electrons and argon ions with
the flood source operating at the following conditions: Beam = 0.2 V, Emission = 100 mA, and
Extractor = 40 V.
5.4.3 Data organization. The spectra analyzed herein were organized row-wise into data matrices,
where each row of the data set contained one spectrum/scan. The concatenated data set consisted
of C 1s and O 1s narrow scans joined/kinked together.
5.4.4 Computer/software. The computer programs used here to analyze the data sets with
summary statistics were written in the MATLAB computing environment (Version R2018b,
Release No. 8.6.0.267246, The MathWorks Inc., 1 Apple Hill Drive, Natick, MA). The computer
used for this work was an Intel Corei7-4770 CPU@3.40 GHz with 8.0 GB of RAM on a 64-bit
Windows 10 Enterprise Edition operating system. PCA, and MCR were performed using the PLS
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Toolbox, version 8.7, and MIA Toolbox, version 3.0.9 from Eigenvector Research, Inc.,
Wenatchee, WA, in the MATLAB programming environment. Curve fitting was performed in
CasaXPS 2.3.25. PCA abstract factors used in Figures 5-13, 5-14 and 5-15 were computed using
Iterative SVD52 implemented in CasaXPS.
5.5 Results and Discussion
We now show the informatics/chemometrics analyses of two data sets, as presented in a series of
subsections. These subsections cover important concepts/steps that should be followed in
performing informatics/chemometrics analyses, including gathering all the information you have
about your samples, examining the raw data, preprocessing the data, deciding where to begin a
chemometrics/informatics analysis, identifying outliers or other unexpected features in data sets,
returning to the original data to confirm chemometrics/informatics results, and determining the
number of factors to keep by using scree plots or reconstructing the data from abstract factors. A
summary statistic (PRE), PCA, MCR, and cluster analysis are applied to the two data sets.
5.5.1 Gather/Use All the Information You Have About Your Samples.
All of the information that is available about a sample should be considered in a
chemometrics/informatics analysis of it. For example, the material may have been characterized
by other analytical techniques, or other information is known about the sample. Most of this paper
is about analyses of two data sets obtained from samples of cellulose and tartaric acid. The
structures of these polymers/molecules are shown in Figure 5-1. In both cases, these structures
suggest that two types of chemically different carbon are in these species. That is, for cellulose,
we expect carbon in +1 (C-O) and +2 (O-C-O) oxidation states, while for tartaric acid, we expect
carbon in +1 (C-O) and +3 (C(O)O) oxidation states.5 Thus, if additional (more than two) signals
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are present in the XPS spectra of these materials, they must come from impurities or (in the case
of cellulose) additives.
5.5.2 Examine (Plot) the Raw Data
Especially among the uninitiated, there is a temptation to begin chemometrics/informatics analysis
by entering data into a software package and immediately performing advanced
analyses/calculations. The results of these efforts may be complicated-looking graphs. This
approach may be fine if one understands a data set well. However, for EDA, it is generally better
to begin by studying the raw data itself. Sometimes, simply plotting and examining a data set may
provide enough information about it to answer the questions at hand – chemometrics/informatics
analyses are not needed for every data set. For example, in industry, one may simply be looking
for an answer to a question, like whether a known impurity is present in a material or whether the
current sample is similar to previous ones (whether it meets spec) – in these cases, probing a data
set to its limits may be a waste of resources. However, the larger or more complicated a data set
is, the more likely it is that advanced statistical methods will be necessary to fully understand it.
It can be very useful to first overlay all the data in a data set together. Such plots often reveal the
structure of the data. Perhaps the most important question answered by these plots is whether the
sample/spectra are changing – if the overlaid spectra look like a single spectrum, then no changes
in the spectra are occurring and the analysis may be over. Figure 5-2 presents overlay plots of the
C 1s and O 1s narrow scans from the cellulose and tartaric acid data sets. These plots show
significant changes in the data. They also suggest that there is a rather significant break or
discontinuity in the cellulose O 1s data set. Such changes in XPS spectra are often an indication
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of sample degradation or charging. These plots provide good motivation for additional
chemometrics/informatics analysis of these spectra.
Overlay plots do not naturally reveal the order in which spectra are collected, and an overlay plot
may be confusing or hide features of a data set when large number of spectra are overlaid/plotted
in it. It is challenging to interpret the large number of spectra plotted together in the panels in
Figure 5-2. Waterfall plots show spectra in a side-by-side, sequential fashion. For example, the
waterfall plots in Figure 5-3a-c for cellulose show a decrease in the C-O peak, an increase in the
reduced carbon peak, and a decrease in the O 1s signal. Because of the more three-dimensional
nature of waterfall plots, it can be advantageous to view them from different angles. For example,
Figure 5-3 shows ‘high binding energy’ and ‘low binding energy’ perspectives/views of the
cellulose and tartaric acid C 1s data sets. Both views are useful for understanding the changes
taking place in the data. These plots again suggest that there is a break/discontinuity in the cellulose
data, which will be discussed below. The waterfall plots of the tartaric acid data similarly show an
increase in the reduced carbon peak and a decrease in the O 1s signal (see Figure 5-3d-f). We
emphasize again that not every data set needs a thorough chemometrics/informatics analysis. In
some cases, overlay or waterfall plots may provide a sufficient amount of information about a data
set to conclude an analysis.
Unlike Auger spectra in Auger electron spectroscopy (AES), which are often shown as derivative
spectra because of the high background in this technique (differentiation removes a constant
signal/offset in a spectrum), photoemission spectra are not generally differentiated. However, one
may wish to consider this possibility. Figure 5-4 shows the first and last (60th) C 1s and O 1s
narrow scans of the cellulose data set and their derivatives. It reveals considerable differences
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between the 1st and 60th C 1s narrow scans in both their differentiated and undifferentiated forms.
However, with the exception of the peak magnitude, which changes considerably, the changes in
the O 1s spectra are more subtle. Nevertheless, the O 1s peak position and peak shape do change
to some degree, where the shift in peak position is nicely revealed by the shift in zero-crossings of
the derivative curves. That is, derivative spectra reveal changes in peak positions. However,
differentiation (especially with finite differences) can increase the noise in a spectrum. SavitzkyGolay (SG) smoothing and differentiation filters,

53-57

which act via a numerical convolution,

reduce this problem. (An SG filter was used to create Figure 5-4.) Another possibility for
differentiating spectra is to first fit the data with a high-order polynomial and to then differentiate
the polynomial. This approach, which has been used to calculate the so-called D parameter of
carbon Auger peaks,58 yields noise-free derivative spectra.
5.5.3 Data Preprocessing
‘Data preprocessing’, or just ‘preprocessing’, refers to any mathematical treatment of a data set
prior to a chemometrics/informatics analysis. The objective of data preprocessing is to suppress
signal that is not of interest and bring signal of interest to the forefront. For example, data might
be preprocessed to remove artifacts and/or to enhance visualization. Accordingly, appropriate
preprocessing depends on the analysis objective and how the signal manifests itself. Some sort of
preprocessing is applied before most chemometrics/informatics analyses. The tools used to analyze
multivariate measurements, such as XPS depth profiles, are often focused on maximizing the
capture of sum-of-squares (SSQ) or minimizing model residual SSQ. For example, principal
components analysis (PCA) is designed to find factors (loadings) that maximize the capture of
SSQ while partial least squares regression is used to find a factor (regression vector) that minimizes
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the estimation error for a predictand. Good practice in data preprocessing uses knowledge of the
science of the measurements and mathematics of the preprocessing techniques to focus the SSQ
on the signal of interest. Some of the more common ways to preprocess XPS and ToF-SIMS
spectra are now described.59, 60
i)

No preprocessing is often employed when spectra are collected under very
similar/identical conditions, e.g., in a depth profile, image, operando, or damage study.
No preprocessing may also be useful when determining the number of principal
components (PCs) with which to represent a data set (see Section 5), and when using
an abstract factor-based approach to denoise/smooth spectra. However, because PCA
is essentially a rotation of a coordinate system, where the spectra act as single points in
a hyperspace, when no preprocessing is performed, the first PC can account for a
disproportionately large amount of the variance in the data set, and the chemical
variation in the data set may not be well correlated with the scores (projections) on this
PC (and the next PC).

ii)

Spectra are often normalized using the so-called ‘1-norm’, which consists of dividing
each data point in a spectrum by the sum of the data points in that spectrum.
Normalization is often used to account for different data acquisition times or
conditions. For example, two high-quality (low noise) XPS spectra taken with different
acquisition times may contain the same information, but have significantly different
numbers of counts. Normalization would put them on equal footing/reveal their
equivalence.

Other

normalization

chemometrics/informatics analyses.
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methods

are

also

used

prior

to

iii)

Baselining is used to remove baseline signal that is not of interest. An important part
of XPS peak fitting is defining the baseline/background of the narrow scan under
analysis, where peak areas used for quantitation in XPS are almost always taken as the
area between the peak envelope and a background. The three most common
backgrounds used in XPS data analysis are the linear, Shirley, and Tougaard
backgrounds.9, 61

iv)

Variable selection can be used to remove regions of noise or measurement artifacts
from spectra. For example, it is common in ToF-SIMS data analysis to select and
integrate a series of peaks in a set of spectra, where the resulting peak areas are used to
represent the entire spectra. These peak areas may in turn be preprocessed. XPS often
uses a similar approach of selecting and integrating a subset of the peaks from a sample
(some of the narrow scans or regions in a survey scan) to represent a spectrum.

v)

Mean centering is often employed before PCA. In mean centering, the mean of all the
values in the spectra at each x-axis value, e.g., binding energy in the case of XPS, is
subtracted from each value. In essence, mean centering moves the center of the data
points (spectra) to the origin. Mean centering often allows one to see the variation
between spectra more easily. Not mean centering in PCA typically focuses the major
variance on what is common to a data cloud, e.g., PC 1 points in the general direction
of the mean of the spectra, whereas (again) mean-centering moves the average of the
data points (spectra) to the origin, which allows the analysis to focus better on the
differences between the data points. Disadvantages of mean centering and autoscaling
(see below) are that they (i) remove information from a data set, and (ii) distort data in
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the sense that mean centered spectra often show negative peaks that are more difficult
to interpret than the peaks in traditional spectra.
vi)

Autoscaling consists of mean centering each column of data points and then dividing
each column of data points by its standard deviation. Autoscaling gives all the variables
in a data set equal statistical weight (the same variance of unity). It is useful when data
from different techniques are combined in an analysis. For example, one might wish to
compare surfaces/thin films based on their advancing water contact angles,
ellipsometric film thicknesses, and XPS, ToF-SIMS, and/or LEIS spectra. Autoscaling
would allow the information from these different techniques to be more fairly
combined. Otherwise, a chemometrics analysis that minimizes SSQ may essentially
ignore variables with small averages in favor of those with large averages. Autoscaling
is not generally recommended for XPS narrow scans because it will put the signal and
noise on equal footing. Autoscaling is similarly problematic in ToF-SIMS when
applied to whole spectra. That is, autoscaling is generally more appropriate for data
sets that consist of integrated peak areas and specific measurements, while mean
centering is generally more appropriate when complete XPS or ToF-SIMS spectra are
analyzed.37

vii)

Poisson scaling consists of dividing each instance of a variable by the square root of its
mean. It is often appropriate for pulse-counted data. As shown in Figure 5-5, Poisson
scaling can accentuate smaller features in a spectrum. Poisson scaling, autoscaling, and
variance scaling are forms of variable weighting, which can be used to suppress large
peaks that have a large SSQ and allow smaller peaks to have an influence on the model.
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Care must be taken here to avoid dividing by zero (or a very small number) so as to not
add SSQ due to noise. To avoid this, a small offset is often added to the weighting
before division.
viii)

Concatenation consists of joining together/combining multiple data sets. While most
data analysis in surface analysis and analytical chemistry does not employ concatenated
data, the concatenation of spectra can be very helpful in chemometrics/informatics
analyses. For example, concatenation ensures that the variation in coupled spectra is
simultaneously considered, i.e., that a group of related narrow scans are considered as
a unit. In this study, we perform different chemometrics/informatics analyses on the C
1s, O 1s, and concatenated C 1s and O 1s spectra from two data sets. However, one
must be cautious in concatenating XPS spectra. Because different narrow scans come
from photoelectrons with different kinetic energies, they sample different depths in a
material. Accordingly, it is generally better to concatenate similar binding energy
spectra. The C 1s and O 1s narrow scans are relatively close together in binding energy.

ix)

Spectral differentiation is another form of data preprocessing (see Figure 5-4 and
accompanying text). We do not strongly recommend it for XPS spectra – we only
mention it here as a possibility.

x)

XPS data may be smoothed, which can be useful for revealing the structure of noisy
series of spectra. However, as discussed below, smoothing of XPS spectra is, in
general, discouraged.
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xi)

Finally, it is not uncommon for multiple forms of preprocessing to be applied to data
sets. For example, concatenated data might be normalized and mean centered prior to
PCA.

xii)

Where to start an informatics analysis, and the initial identification of outliers or
unexpected features in data sets.

5.5.4 Where to Start an Informatics Analysis, and the Initial Identification of Outliers or
Unexpected Features in Datasets
A summary statistic is a single number that characterizes a spectrum. Summary statistic analyses
are quite easy to perform and can be helpful in identifying trends in data/spectra. Accordingly, we
recommend that a summary statistic be applied early in a data analysis. Common examples of
summary statistics include the mean, standard deviation, and range. Some of us recently showed
the usefulness of the PRE summary statistic (a form of Shannon’s entropy) in understanding series
of XPS spectra, and also for probing data from other techniques, including ToF-SIMS.37, 62 38, 49,
63, 64

PRE often clusters and reveals trends in data; its results are often similar to those in PCA

scores plots. Figure 5-6 shows the PRE analyses of the C 1s and O 1s spectra from the cellulose
and tartaric acid data sets. Two bits of information can be obtained from Figure 5-6. The first is
that the PRE values change, which suggests that the spectra are also changing (in three of the four
subplots in Figure 5-6 these changes are basically monotonic) – if the PRE values of the spectra
were not changing, it would suggest that the spectra were the same. Of course, this comes as no
surprise (see Figures 5-2 – 4). Second, in the case of the cellulose spectra, and as suggested above,
PRE reveals an abrupt change in the cellulose C 1s and O 1s spectra, where this discontinuity
occurs between spectra 51 and 52. No evidence for a gap or jump is present in either the raw
spectra (Figures 5-2 – 4) or the PRE analyses (Figure 5-6c-d) of the tartaric acid spectra.
Supporting Information Figure S1 shows other summary statistic analyses of these data.
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Of course, as single numbers, summary statistics are fundamentally limited in the amount of
insight they can provide about a spectrum. Accordingly, we next recommend that a wholespectrum analysis be performed. The most common, and probably most important, of these EDA
methods is PCA. In essence, PCA is the rotation of the coordinate system in which the spectra
(represented as single points in a hyperspace) are ‘plotted’. The new axes/principal components
(PCs) created by this rotation are orthogonal to each other and account for decreasing amounts of
variation in a data set. The projections of the data points (spectra) on the new axes (PCs) are called
scores, and the axes/PCs are also referred to as loadings – the loadings are the contributions of the
old axes to the new axes (PCs). Figure 5-7 shows the two-dimensional PCA scores plots of the C
1s, O 1s, and concatenated C 1s and O 1s spectra of the cellulose and tartaric acid data sets, which
were preprocessed by mean centering. In all cases, the data points/spectra fall along trajectories in
the scores plots, which suggest steady changes in the spectra. These types of trajectories are often
observed in PCA analyses. As can be seen in the x- and y-labels of these plots, most of the variance
in these data sets is captured by these first two PCs. We will discuss below more thorough methods
for determining the number of abstract factors to keep in a chemometrics/informatics analysis. The
breaks in the trajectories of the data points/spectra in the PCA of the cellulose data set (Figure 57a-c) take place at the same point as the breaks in the PRE analysis in Figure 5-6a-b. This
discontinuity in the data was confusing to us. Accordingly, we enquired further about this data set.
We were informed that, after scan 51, a different analysis had been performed on this cellulose
sample, after which the remainder of the data for this analysis were collected. That is, the cellulose
received additional irradiation between scans 51 and 52. As was the case in its PRE analysis, no
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break or discontinuity is present in the tartaric acid data set (Figure 5-7d-f). Rather, continuous
trajectories were observed, which, again, suggest steady changes in the spectra.
Outliers are observed in many data sets. An outlier is a spectrum or data point (or other form of
information) that is incorrect and/or inconsistent with the rest of the data, where it may result in
inaccurate interpretation or analysis. Of course, strong justification must be present before outliers
can be removed from data sets. In addition, for transparency, the authors of a study should report
if one or more outliers has been removed, providing a justification for their action. Outliers in XPS
may appear for various reasons. For example, some XPS practitioners begin data acquisition in a
depth profile before the sputter source is turned on, which will probably result in the first few scans
being different from those that follow. The first spectra in a series of spectra may be different from
those that follow them if the electronics of an instrument are not warmed up. Desorption of powder
materials may occur during their analysis. Sample charging also affects XPS spectra.65, 66 (Some
of these effects may not necessarily produce outliers, but rather slow changes in the data.) Outlier
identification is an early step in an informatics analysis. Outliers are often apparent in PCA and
MCR scores plots, cluster analyses, and summary statistics analyses. In the C 1s, O 1s, and
concatenated C 1s and O 1s scores plots (Figure 5-7a-c) of cellulose, the first points (corresponding
to the first narrow scans collected) are either fairly far from the next points and/or inconsistent
with the trajectories of the points that follow them. These results suggest that the first C 1s and O
1s scans of the cellulose data set may be outliers. These effects are even more pronounced in the
3D PCA scores plot of this data in Figure 5-8, i.e., the plot of the scores on the first three PCs.
(This result raises an interesting issue about factor-based analyses like PCA and MCR, which is
that even though most of the variation in a data set may be captured by a few PCs, the higher PCs
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sometimes contain useful, and even important, information about a sample.) Finally, additional
information may be added to PCA scores plots. Figure 5-9 shows a plot of the PCA of the
concatenated C 1s and O 1s narrow scans of the cellulose data set, where the elapsed time of the
analysis has been added to the plot via the color of the data points. This type of plot allows
additional information/another dimension to be rather easily added to a graph.
5.5.5 Return to the Original Data after an Informatics Analysis to Confirm Findings
In general, one should go back to the original data when a chemometrics analysis suggests that a
spectrum is an outlier or that other unusual feature is present in a data set. That is, chemometrics
results should always be checked against the raw data. With regards to the outlier (Spectrum 1) in
the cellulose data set suggested in Figures 5-7 – 9, Figure 5-10 shows the raw concatenated C 1s
and O 1s data for the first three narrow scans of this data set. Included in this plot are enlarged
views of the tips of the peaks. While, overall, one might argue that the first three scans are not
terribly different from each other, Figure 5-10 suggests that Spectrum 1 is indeed different from
Spectra 2 and 3. These results underscore the ability of chemometrics/informatics methods to
differentiate between spectra, even when the differences between them are fairly subtle. Indeed,
these differences might have been missed otherwise.
5.5.6 Determining the Number of Abstract Factors to Keep in a Model
One of the challenges associated with PCA and MCR is determining the ‘right’ number of abstract
factors to keep, i.e., the number that appropriately describes/captures the relevant variance in a
data set. If too few abstract factors are kept, important variation/information in the data set will be
omitted. If too many are kept, unnecessary noise will be included in the model. While there is no
simple formula or approach for determining the appropriate number of abstract factors to keep,
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there are accepted tools, e.g., scree plots, that can be used for this purpose. Scree plots are plots of
the variance captured by the series of PCs. In general, the amount of variance captured per PC
decreases as higher and higher PCs are considered. For example, Figure 5-11 shows scree plots
obtained from the PCA analysis of the cellulose data set after mean centering. The top row of plots
in this figure of the cumulative variance captured by the PCs shows that for all three data sets (the
C 1s, O 1s, and concatenated C 1s and O 1s data sets) the first two PCs capture more than 99% of
the variance in the data. The bottom row of scree plots in Figure 5-11 shows the log of the
eigenvalues (a measure of the amount of variance captured per PC) as a function of the principal
component number. In these types of plots, one typically looks for a discontinuity in the plot (a
‘knee’) where the slope of the results (as viewed from right to left) changes. This point in the plot
is often taken as the number of PCs that describe a data set. Accordingly, these plots suggest that
five PCs more fully describe the cellulose data sets. That is, while two-PC (two abstract factor)
models may, in many cases, adequately describe the cellulose data sets because of the high amount
of variance they capture, higher PCs appear to contain some relevant information about them.
These results are typical of PCA of many data sets. The scree plots for the tartaric acid data sets in
Figure 5-12 show that the first two PCs account, on average, for a lower fraction of the variance
in the data sets, and that a total of 4 – 5 PCs probably describe these data sets.
Cross-validation methods are also commonly used to determine the number of PCs to keep in PCA.
Cross-validation

is

a

procedure

in

which

subsets

of

data

are

left

out

during

the calibration process and then used as a test set to provide an estimate of prediction error.
Typically, each subset is left out at a test set once during a round robin but other methods such
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as with random subsets are also used. Although overfitting is not necessarily a problem during
EDA it can be quite problematic for models used for process monitoring and control.
A more graphical approach for finding the number of abstract factors that describe a data set is to
first perform PCA on the data and to then reconstruct the spectra from increasing numbers of PCs.
Both the reconstructed spectra and the loadings (abstract factors) are examined here. In general,
the number of abstract factors to keep is determined by the point at which the reconstructed spectra
no longer change substantially when they are reconstructed from additional abstract factors, and
also when the loadings cease to show chemically meaningful structure. In general, one should not
preprocess the data (spectra) before doing this. For example, if one were to mean center or
autoscale the spectra, one would create spectra with both positive and negative peaks – it is easier
to recognize when spectra have been adequately reconstructed when they look like real spectra.
Figure 5-13 shows a series of reconstructions of the first spectrum of the tartaric acid C 1s data set
from an increasing number of abstract factors. The high RSD values and the presence of significant
structure in the residuals of the reconstructions from one (Figure 5-13a) and two (Figure 5-13b)
abstract factors suggest that the spectrum is inadequately described by one or two PCs.
Reconstructing the spectrum from three or more abstract factors yields spectra that no longer
change significantly. However, the residuals in Figure 5-13c still show some structure, which
mostly disappears when the spectrum is reconstructed from four abstract factors. The loadings of
these factors in Figure 5-14 suggest that abstract factors 1 – 4 have meaningful structure and that
four abstract factors (PCs) adequately describe this data set. Nevertheless, like scree plots and
cross-validation, this is an inexact approach. There appears to still be a small amount of
structure/information in abstract factors 5 (Figure 5-14e) and 6 (Figure 5-14f). Nevertheless, these
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factors are becoming noisier, which also suggests that they are contributing less useful information
to the analysis. Again, there are cases in which important information in a data set is captured by
relatively high PCs.
This paragraph contains four comments/observations about the reconstruction of data from abstract
factors. First, this approach should be applied to different spectra in a data set. Figure 5-15 shows
the reconstruction of the 50th C 1s spectrum in the tartaric acid data set. Fortuitously, this spectrum
is very well described by the first abstract factor. Thus, if this analysis were only performed on
this spectrum, one might conclude that only one, or perhaps two, abstract factors are necessary to
describe this data set. Second, with the exception of the first abstract factor, the abstract factors in
Figure 5-14 are hard to interpret chemically because of the negative peaks in them. These negative
features are a result of the forced orthogonality of the PCs in PCA. MCR, which is discussed next,
generally yields factors that look like real spectra and are, therefore, easier to interpret. Third, the
spectra in this PCA analysis/reconstruction were aligned to the maximum of the O 1s signal. If this
had not been done, more abstract factors may have been required to describe the data set. Finally,
preprocessing can influence the number of abstract factors that describe a data set. For example,
mean centering a data set removes the average from it – one might expect that it would take one
abstract factor (PC) less to describe such a data set. Thus, one would generally expect that the
number of abstract factors that are predicted by PCA to describe a data set would be within about
plus or minus one of the number needed to describe the data set using a technique like MCR.
Finally, there are other reasons for reconstructing data from abstract factors. For example, one can
denoise/smooth a spectrum by reconstructing it from a limited number of abstract factors. This
removal of noise is illustrated in Figure 5-13 – compare the noise levels on the spectra
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reconstructed from three and four abstract factors to the original spectrum (the spectrum
reconstructed from all the abstract factors). Other approaches for smoothing spectra include
Savitzky-Golay smooths,55 Fourier analysis,53,

67

and high-order polynomial smooths. For

example, in the Fourier approach, the higher frequency components of a Fourier transform are
excluded before the data are back transformed. This approach also allows specific frequency
components to be excluded/removed from the spectra. However, we discourage people from
smoothing their XPS spectra prior to fitting/analyzing it because this form of preprocessing can
distort the data. Nevertheless, series of spectra with high noise levels may benefit from denoising
because high levels of noise obscure the underlying structure of the data, which only becomes
apparent when it is denoised. That is, smoothing may help determine the number of fit
components/synthetic peaks to include in a fit. However, if at all possible, one should endeavor to
collect high quality data, and not attempt to ‘fix’ poor quality/noisy results with
chemometrics/informatics. Subtle features in data sets are best revealed (and believed by others)
when data are of high quality. As an aside, a related error, which is sometimes seen in the scientific
literature,68 is for only the fit components or the sum of the fit components of a fit, and not the
original data, to be shown. Unfortunately, such a representation of the results provides the reader
with no information about the quality of either the original data or the fit to it. The original XPS
data should always be shown with any fit of it.
Finally, Jackson50 studied a variety of methods that are used to determine the number of abstract
factors that describe a data set and concluded that 'no one method is good for all data sets’.
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5.5.7 MCR of the Cellulose Dataset
MCR has become popular among chemometricians as it offers various advantages over PCA. For
example, because of the non-negativity constraints that are usually applied in MCR, MCR loadings
have the appearance of real spectra, making them easier to interpret, while PCA loadings often
have negative peaks (see, for example, Figure 5-14). In addition, because MCR loadings are not
forced to be orthogonal to each other, as they are in PCA, MCR loadings often reveal the
‘true’/more representative underlying spectra of data sets. Figure 5-16 shows scores and loadings
plots for two-component MCR models of the C 1s, O 1s, and concatenated C 1s and O 1s data of
the cellulose data set. In all three cases, more than 99% of the variance in the data sets is captured
by two components. In each case, the scores on one of the components rises monotonically, while
the scores on the other falls monotonically. Accordingly, one might expect that the first and last
scans of the data sets would basically be the same as the MCR components, which is confirmed in
the last row of Figure 5-16. In other words, MCR makes the interesting prediction that the cellulose
spectra are essentially linear combinations of the first and last spectra in this data set. Chemically,
this implies that there are two chemical states for the material: an undamaged state and a damaged
one. As we will see below, it is not always the case that series of spectra can be conveniently
described with only two components.
The following are additional conclusions/considerations from the MCR analyses of the cellulose
data set in Figure 5-16.
i.

The break in the cellulose data between spectra 51 and 52, which was apparent in the
summary statistic (Figure 5-6a-b) and PCA (Figures 5-7 – 9) analyses, is also obvious in
the MCR scores plots for all three models (the C 1s, O 1s, and concatenated C 1s and O 1s
models) (see Figure 5-16a-c).
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ii.

While the PCA analyses in Figures 5-7a-c, 5-8 and 5-9 suggest that Spectrum 1 is an outlier
in the C 1s, O 1s, and concatenated data sets, this effect was only observed in the MCR
model of the O 1s spectra (see Figure 5-16b), where spectrum 2 has the highest and lowest
scores on components one and two, respectively. It is not entirely clear why this effect is
only apparent in Figure 5-16b. Nevertheless, these somewhat different results from PCA
and MCR underscore the importance of using multiple informatics methods to analyze data
sets. The different mathematics of these methods probe data sets differently.

iii.

Preprocessing usually affects informatics analyses. For example, the outlier in the cellulose
data set became apparent when the data were mean centered in the PCA analysis (Figures
5-7 – 9), but not when no preprocessing was applied (see Supporting Information Figure
S2). No preprocessing was applied to the cellulose data set prior to MCR. However, unless
special considerations were applied to the analysis, it would be incorrect to mean center
spectra prior to MCR because of its non-negativity constraints.

iv.

In Figure 5-16, we obtain loadings with very similar shapes from the C 1s, O 1s, and
concatenated data sets, which suggests that all of the analyses are revealing/exposing the
same chemical variation/evolution in the data.

v.

The relative concentrations of the different chemical components of a material are more
obvious/better preserved in the loadings obtained from the concatenated data set; the
loadings of the concatenated data set are closer to the real spectra (see Figure 5-16). MCR
results from concatenated data can be easier to interpret – concatenation forces the relative
areas of the peaks/different signals to be constant.
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vi.

MCR of concatenated narrow scans may be helpful in interpreting narrow scans. For
example, a more easily interpreted narrow scan, e.g., the C 1s, may be paired/concatenated
with a less easily interpreted one, e.g., the O 1s. Variations/trends in the more easily
interpreted narrow scan may then be used to understand, e.g., fit, the less easily interpreted
narrow scan.

vii.

Differentiated spectra may be concatenated with undifferentiated spectra. In this case,
MCR’s non-negativity constraints would be relaxed for the differentiated spectra in the
concatenated spectra.

PCA is often applied before MCR to get a sense for the number of abstract factors to keep in the
subsequent MCR analysis. When spectra are not preprocessed in PCA, e.g., mean centered, an
extra abstract factor may be necessary to describe them because the first PC simply points in the
direction of the average of the spectra.
5.5.8 Peak Fitting MCR Factors (Cellulose Data set)
We believe we now show for the first time that chemical information can be extracted from MCR
factors of XPS data sets by peak fitting. Such fits can help us understand the chemical changes that
are taking place in a material. In this section, we focus on fitting C 1s narrow scans. Compared to
some other narrow scans, C 1s narrow scans often contain more useful chemical information that
can be extracted by peak fitting because (i) C 1s spectra are often fairly simple because they exhibit
neither spin-orbit splitting (we are dealing with an s orbital) nor multiplet splitting (as do some
metals in some oxidation states), and the baselines in them are often relatively straightforward
(most carbon-containing materials are insulators), and (ii) the range of chemical shifts for carbon
is large (in contrast, oxygen shows much less chemical shifting, which often makes it harder to
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peak fit in a meaningful fashion). Figure 5-17 shows both the fits of the two MCR components of
the cellulose C 1s spectra used in Figure 5-16, and the fits of the first and last C 1s narrow scans
in this data set. The protocol used in these fits was determined as follows. First, the spectra and
MCR components were fit with four synthetic peaks (Voigt functions with a mixing parameter, m,
that varies from 0 - 100)

69

that represent the following chemical states: C-C/C-H (peak 1), C-O

(peak 2), O-C-O (peak 3), and carboxyl carbon/C(O)O (peak 4),70 where these peaks were
constrained to have equal widths, their Gaussian contributions/contents were optimized such that
all four peaks in a fit had the same value of the mixing parameter, and the position of the highest
binding energy peak was constrained to be at least 1.2 eV above the previous peak. This last
constraint was only necessary in the fits of the first two narrow scans in the data set. These same
chemical states of carbon were used in a recent XPS study of cellulose.31 A universal polymer
Tougaard background was used for all the fits.71 No other constraints were applied. These fits
indicate that significant changes take place during the XPS analysis of cellulose, e.g., the first and
last narrow scans (and also the two MCR components) are very different. However, as expected
from the results in Figure 5-16 for cellulose, MCR components 1 and 2 are very similar to the first
and last C 1s narrow scans in the data set, respectively. These results are consistent with significant
sample degradation during the analysis. For example, an obvious change in the spectra is the
decrease in intensity of the C-O peak and the concomitant increase in intensity of the C-C/C-H
peak, which suggests carbonization of the material.

The protocol used to fit the C 1s narrow scans and MCR components in Figure 5-17 was applied
to all the spectra in the cellulose data set. Figure 5-18 shows the percent areas of the four synthetic
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peaks used in these fits plotted as a function of sample irradiation time (not scan number as in
Figures 5-6 and 5-16). This plot clearly shows the break in the data that is apparent in Figures 5-6
and 5-16; this plot indicates that the latter data points (after the break) are an extension of the
earlier ones. Figure 5-18 also shows the total C/O area ratio for cellulose as a function of X-ray
exposure. The increase in this ratio indicates sample damage, and it is also consistent with the
increase in the area of peak 1 and decrease in areas of peaks 2 and 3 in Figure 5-18. Over the course
of this damage, peak 4 (the carboxyl signal – there should not be any carboxyl functionality in
pure cellulose – see Figure 5-1) increases and then begins to decrease, suggesting it is an
intermediate. Sample damage is expected to randomize and/or introduce new chemical states into
a material. Therefore, the best synthetic peak for the data may change. In particular, a more random
material is often better described by a more Gaussian fit component. We optimized the mixing
parameter, m, in all the fits. However, there was no clear trend in the results, e.g., the average value
of m for these scans was 10., the standard deviation here was 11, and, in general, for each fit, the
plot of the error in the fit vs. m was flat (at a minimum value) from m = 0 to m = 20 – 40. Even
though m did not change/show a trend in these fits, we still believe it is a good idea to check for
this possibility.
While MCR can be extremely useful in decomposing series of spectra, MCR components may
contain artifacts. For example, component 1 (see Figure 5-17a) contains a small carboxyl peak that
is not in the first spectrum in the data set. A more subtle example of an artifact is on the right side
of component 1. Here, as indicated in the residuals, component 1 is not well fit with the first
synthetic peak. Nevertheless, in spite of these artifacts, MCR is an extremely powerful tool for
understanding series of spectra. However, the possibility of artifacts in an MCR analysis
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underscores the importance of utilizing all the information available in an analysis, i.e., from both
the raw data and (ideally) multiple informatics analyses of it – an artifact created by one
chemometrics/informatics

analysis

may not

be

present

in

the

results

of

another

chemometrics/informatics tool.
5.5.9 Identification of More Complicated Factors (Intermediates) in the Tartaric Acid Data
set
As noted above, PCA of the mean-centered C 1s data set of tartaric acid suggested that a minimum
of four abstract factors is necessary to describe this data. Figure 5-19 shows the results of MCR
models of the tartaric acid data set with three, four, five, and six factors. That is, another way to
determine the number of abstract factors that describe a data set (in addition to those mentioned in
Section 6) is to create models with successively larger numbers of factors in them, evaluating the
chemical reasonableness of the models. The MCR models with 3 – 6 factors depicted in Figure 519 all capture more than 99% of the variance in the data, which is definitely a positive sign. The
loadings of the three-factor model (Figure 5-19a-b) are smooth and appear to be chemically
reasonable. The scores on these components suggest that there is an initial state (described by
component 3), an intermediate state (described by component 1, which grows in and then
disappears), and a final state (described by component 2) for this material. However, the scores
here are somewhat unreasonable because those corresponding to the initial and final states do not
change in a monotonic fashion. These results suggest that a model with more components should
be considered. Figure 5-19c-d shows the four component MCR model of the tartaric acid C 1s data
set. Again, the loadings (Figure 5-19d) are smooth and chemically reasonable. The corresponding
scores plot indicates that there are two initial states (components 3 and 4), one intermediate state
(component 1), and one final state (component 2). However, as before, the initial and final states
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do not change in an entirely monotonic fashion. These results again prompted us to consider a
model with more factors.
Both the five and six component models of the tartaric acid data set are satisfactory in many ways.
First, all of the initial and final states in the models change in a monotonic fashion. In addition,
both models have scores and loadings that are not overly noisy, although we would be
uncomfortable with any more noise in the results than that in the six-component model because
noisy loadings suggest that we are fitting/adding noise in a model. The five-component model
decomposes the spectra into two initial states (components 4 and 5), two intermediate states
(components 1 and 2), and one final state (component 3). These results raise the interesting
possibility that component 3 is also an intermediate state. Obviously, more scans would need to be
acquired to confirm or reject this hypothesis. The reduced carbon signal in the loadings increases
from the initial states through the intermediate states to the final state, suggesting a carbonization
of the material. The six-component model presents a particularly interesting view of the evolution
and degradation of tartaric acid. The C 1s spectrum of pure tartaric acid should contain two equalarea, chemically shifted signals corresponding to the two chemically different carbons in the
molecule. However, in addition to the two expected signals, the initial states in the six-component
model (components 5 and 6) show reduced carbon, and these components do not have the two
main signals in exactly the expected 1:1 ratio. That is, these initial states suggest the presence of
adventitious carbon contamination. Component 4 then grows in as the initial states (components 5
and 6) disappear. Interestingly, component 4 contains the two equal-area signals expected from
tartaric acid, with little reduced carbon. That is, these results suggest that the X-ray beam and
photoelectrons ‘clean’ the surface of adventitious carbon. Thereafter, two intermediate states
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(components 1 and 2) and a final one (component 3) appear. Again, the final state (component 3)
may actually be an intermediate. We believe that this analysis is the first time these types of
intermediate states have been shown/suggested in an XPS degradation study. MCR is a powerful
tool for these types of analyses. However, this begs the question, how do we actually know that
the degradation of this material involves multiple intermediates? First, intermediates are present
in many complex chemical reactions, and the degradation of tartaric acid is probably complex.
Second, in the five-component MCR model, when component 1 has grown in (around scan 22), it
should mostly describe the data (the score on the other components are low at that point). As shown
in Supporting Information Figure S3, component 1 and scan 22 are indeed very similar, i.e., the
model appears to be representing the data at this point, which suggests it has some validity. In
summary, these results suggest the interesting possibility that MCR can be used to uncover the
underlying chemistry, including intermediates, in complex XPS data sets.
To better understand their chemistry, we peak fit the MCR factors in the six-component model in
Figure 5-19h. To find an appropriate protocol for this fitting, the raw spectra in the data set were
first fit. This protocol consisted of three synthetic peaks with equal widths representing the C-C/CH (peak 1), C-OH (peak 2), and COOH (peak 3). No other constraints were applied to these fits.
The optimal m values for these fits ranged between 0.6 and 0.8, and the average spacings between
the first two peaks and the last two peaks were 1.72 ± 0.04 eV and 2.33 ± 0.09 eV, respectively.
These results prompted us to fit the loadings with three synthetic peaks of equal widths, spacings

of 1.72 and 2.33 eV, and an m value of 0.7. Very good fits were obtained with this protocol (see
Figure 5-20). There is little evidence of sample charging in these fits, i.e., the first peak stayed at
a relatively constant position of 285.0 ± 0.2 eV, where the shifts in the peak positions were not
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monotonic. Figure 5-21 is a plot of the areas of the three synthetic peaks used to fit the six MCR
components. It shows that (after the initial, apparent cleaning of the material) the amount of
reduced carbon increases monotonically from the earlier to the later components, while, overall,
the areas of the two oxygen containing peaks decrease somewhat. These results suggest that, as
was the case with cellulose, X-ray exposure and photoelectrons graphitize tartaric acid.
5.5.10 Cluster Analysis
Cluster analysis is another widely used EDA method. Cluster analysis groups similar
samples/spectra according to their distances in a multidimensional space. The resulting groupings
are often shown as a dendrogram. Figure 5-22a shows the cluster analysis/dendrogram of the
tartaric acid C 1s data set that grouped the data into five classes. (The number of clusters/classes
in a cluster analysis can be chosen by the user.) The spectra naturally clustered in the same
consecutive order that they appear in in the data set. In other words, the series of clusters reflects
the evolution/changes that are taking place in the data set. Figure 5-22b shows the average
spectrum for each of the five clusters. As in the MCR analysis (Figure 5-19h), these spectra
indicate that the sample is graphitizing with X-ray exposure (the reduced carbon peak grows in).
It is good to verify these types of trends/conclusions with different chemometrics/informatics
model – cluster analysis confirms the other results in this work. Cluster analysis was also
performed on the O 1s and concatenated data sets. As with the C 1s data, the clustering took place
consecutively. However, different spectra were assigned to different clusters, i.e., the groupings
were not the same. Cluster analysis has advantages and disadvantages. It is relatively easy to apply
and conceptually simpler than some other informatics methods. Indeed, it can be a very good
starting point for an EDA. It can be useful for identifying outliers, which might appear as a cluster
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that only contains one sample (or a few samples) and that is significantly different from the other
clusters. However, cluster analysis does not generally provide as much insight or information as
MCR or PCA. For example, although the cluster analysis in Figure 5-22 groups the data in a
reasonable way, it does not reveal or suggest the presence of intermediates, as the MCR analysis
does. Cluster analysis could lead to additional multivariate analyses and/or XPS peak fitting. For
example, one might perform MCR or PCA on the spectra in a specific cluster. In addition, the
average spectra in Figure 5-22b could be peak fit.
5.6 Conclusions
XPS is the most common and important technique for chemically analyzing surfaces, and it has
been extensively used for chemically analyzing carbon- and oxygen-containing materials. Some
organic materials degrade under X-ray exposure, and series of XPS spectra taken of a material at
a given spot may reveal this degradation. The resulting XPS data sets may be large, which can
make their analysis challenging. Multiple chemometrics/informatics methods including summary
statistics, PCA, MCR, and cluster analysis can be used to analyze complex data sets. Indeed, it is
often advantageous to apply more than one chemometrics/informatics tool to a data set. In this
guide, we demonstrate the use of chemometrics/informatics EDA tools by analyzing XPS data sets
of cellulose and tartaric acid from sample damage studies. The first step in an informatics analysis
is to gather and consider whatever information one has about one’s material. A logical next step is
to plot the raw data in different ways. A less conventional method of plotting the data may be with
(first and even second) derivative spectra. Summary statistics are a quick method of analyzing a
data set, where PRE is often sensitive to the underlying structure of data sets. PCA is another ‘first
technique’ that should be applied in chemometrics/informatics analyses. Considerations for PCA
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include the number of PCs (abstract factors) to keep in an analysis, different preprocessing
methods, and different ways of plotting/representing the results, including by adding extra
information to scores plots. One should not overlook the importance of going back to the original
data after an informatics analysis to relate predicted data structures or outliers to the raw data.
Scree plots and reconstruction of the data from abstract factors were shown as methods for
determining the number of abstract factors that describe a data set. We strongly recommend MCR
as an EDA method for uncovering the underlying structure of complex XPS data sets. MCR
analysis of the cellulose data suggested that two states, representing the damaged and undamaged
material, describe the data well. These loadings closely resembled the first and last scans of the
data set. Concatenation of data can be useful in MCR (and PCA) analysis – by linking two or more
spectra to become a single spectrum, the ratios of the peaks in each spectrum are ‘locked’, which
can lead to more meaningful results. MCR factors of XPS narrow scans may be peak fit to better
reveal their underlying chemistry. The protocol for peak fitting MCR factors may be based on fits
of the raw data. The C/O area ratios from the C 1s and O 1s narrow scans in the cellulose data set
correlated with the increase in reduced carbon in the material and were consistent with the
proposed graphitization of the material. The degradation of tartaric acid appeared to be more
complex. Models based on 2 – 4 abstract factors were not entirely chemically reasonable – five or
six abstract factors appeared to best describe the data, where these models raised the possibility of
a contaminated surface state, a cleaned surface state, and multiple intermediates. We believe this
is the first time the evolution of an XPS data set has been revealed in this way. These data also
show that the sample is graphitizing with X-ray exposure. The MCR loadings of the six-abstract
factor model were peak fit. Finally, we showed cluster analysis of the tartaric acid data set. The
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average spectra of each cluster can also be used to follow/understand the trends/changes in this
data set.
We have not mentioned or discussed here all the possible EDA methods that might be applied to
XPS data sets. There are many. Rather, the purpose of this article has been to give the reader an
introduction to some of the more common EDA methods that might be used in XPS spectral
analysis. We emphasize again that the current trend to collect increasingly large data sets in
degradation, operando, and imagining studies should make chemometrics/informatics techniques
increasingly relevant in XPS. We have provided examples of the application of
chemometrics/informatics EDA methods to real data sets and explained some of the basic
considerations and principals associated with these analyses. The reader who wishes to enter this
area will probably want to read other tutorial papers and books on chemometrics/informatics and
may also wish to attend a short course or take a class on this subject. ‘Hands-on’ short courses and
classes that provide the students with sample data sets that they fit/work up themselves can be
particularly helpful.

5.7 Figures
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Figure 5-1. Structures of cellulose (top) and tartaric acid (bottom).
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Figure 5-2. Overlay plots of 60 (a) C 1s and (b) O 1s narrow scans from an XPS analysis of cellulose and 101 (c) C 1s
and (d) O 1s narrow scans from an XPS analysis of tartaric acid. Arrows show the general direction of early time to
late time in data collection.
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Figure 5-3. Waterfall plots of the C 1s and O 1s narrow scans in the cellulose (a – c) and tartaric acid (d – f) data
sets. Two different views of the C 1s data sets (a – b and d – e) and one view of the O 1s data sets (c and f) are
shown. The cellulose and tartaric acid data sets contain 60 and 101 spectra, respectively.

188

Figure 5-4. The first and the last (60th) undifferentiated (a and c) and differentiated/derivative (b and d) C 1s and O
1s narrow scans of the cellulose data set.
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Figure 5-5. Raw C 1s spectrum of sucrose (red/bottom), and the same spectrum preprocessed by Poisson scaling
(green/top).
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Figure 5-6. PRE analysis of 60 C 1s (a) and O 1s (b) narrow scans from an XPS analysis of cellulose, and 101 C 1s (c)
and O 1s (d) narrow scans from an XPS analysis of tartaric acid. No preprocessing was applied to the data before
these analyses.
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Figure 5-7. Two-dimensional PCA scores plots of the C 1s (a and d), O 1s (b and e), and concatenated C 1s and O 1s (c
and f) spectra of the cellulose (first column) and tartaric acid (second column) data sets after preprocessing by mean
centering.
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Figure 5-8. Three-dimensional PCA scores plots of the (a) C 1s, (b) O 1s, and (c) concatenated C 1s and O 1s spectra
of the cellulose data set after preprocessing by mean centering.
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Figure 5-9. Two-dimensional PCA scores plots of the concatenated C 1s and O 1s narrow scans of the cellulose data
set with the elapsed time shown as the color of the data points
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Figure 5-10. First, second, and third concatenated C 1s and O 1s spectra of the cellulose data set.

Figure 5-11. Scree plots from the PCA analyses of the cellulose data sets after mean centering.
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Figure 5-12. Scree plots from the PCA analyses of the tartaric acid data sets after mean centering.
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Figure 5-13. Reconstruction of the first, unpreprocessed, C 1s spectrum of tartaric acid using (a) one, (b) two, (c)
three, (d) four, (e) five, (f) six, (g) twelve, and (h) all the PCs (abstract factors).
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Figure 5-14. The first six loadings from a PCA analysis of the C 1s tartaric acid data set in which no preprocessing
was performed on the data. These abstract factors were used to regenerate the spectra in Figures 5-12 and 6-14.
The binding energy scale was adjusted to align the O 1s spectra peak maxima in all the spectra.
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Figure 5-15. Reconstruction of the 50th C 1s spectrum of tartaric acid using (a) one, (b) two, (c) three, (d) four, (e)
five, (f) six, (g) twelve, and (h) all abstract factors.
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Figure 5-16. MCR of the 60 XPS spectra in the cellulose data set. (a-c) Scores plots, (d-f) Loadings on Components 12, and (g-i) Plot of the first and last scans from the C 1s (a, d, and g), O 1s (b, e, and h), and concatenated C 1s and O
1s (c, f, and i) data sets.
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Figure 5-17. Peak fitting of the two MCR components used to describe the cellulose data set and the first and last
spectra of this data set. See the text for the fitting protocol. The abstract factors here were multipled by a factor of
103.
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Figure 5-18. Areas (as percentages of the total area) of the four synthetic peaks in the peak fits to the C 1s narrow
scans in the cellulose data set (see the text for the fitting protocol).
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Figure 5-19. MCR analyses with different numbers of components of the C 1s narrow scans of the tartaric acid data
sets. MCR scores (left) and loadings (right) from models with three (a-b), four (c-d), five (e-f), and six (g-h)
components.
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Figure 5-20. Peak fits of the MCR loadings of the six-component MCR analysis of the tartaric acid C 1s data set in
Figure 6-19h.
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Figure 5-21. Percent areas of the synthetic peaks used to fit the MCR components of the tartaric acid data set in
Figure 5-20.
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Figure 5-22. (a) The resulting dendrogram from the Cluster analysis of tartaric acid C 1s data set, and (b) the average
spectrum of each class in the dendrogram.
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Chapter 6: Direct Dielectric Barrier Discharge Ionization Promotes Rapid
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6.2 Abstract
Petroleomics, which is the characterization, separation, and quantification of the components of
petroleum and crude oil, is an emerging area of study. However, the repertoire of analytical
methods available to understand commercial automotive lubricant oils (ALOs) is very limited.
Ambient mass spectrometry is one of the most sensitive analytical methods for real-time and in
situ chemical analysis. With this technique, the chemical fingerprinting of ALOs can be performed
quickly and simply using dielectric barrier discharge ionization time-of-flight mass spectrometry
(DBDI-TOFMS). In this study, the mass spectra of thirty-five samples were obtained without any
sample preparation in positive ion mode, and no carryover was observed. To elucidate the
similarities and differences between the ALO samples, the data generated from these spectra were
analyzed using four chemometric techniques: principal component analysis (PCA), multivariate
curve resolution (MCR), hierarchical cluster analysis (HCA), and Pattern Recognition Entropy
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(PRE). The ALO samples were readily differentiated according to their American Petroleum
Institute (API) classification and base oil types: mineral, semi-synthetic, and synthetic. The
development of this new methodology will aid in the semi-quantitative control analysis of ALOs
and offers an improved ability to identify the components therein.
Keywords: base oil, plasma ionization, lubricating oil, chemometrics
6.3 Introduction
Lubricants are essential for the global transportation industry. They are generally required
whenever two moving surfaces are in contact. Accordingly, the global market for lubricants is
experiencing rapid growth for all types of lubricants in the automotive, aerospace, marine,
construction, and manufacturing industries.2 With the expansion of these important markets comes
the need for broader oversight; the American Petroleum Institute (API), the Association of
European Constructors of Automobiles (ACEA), the Japan Automobile Standard Organization
(JASO), the Brazilian National Agency of Petroleum, Natural Gas and Biofuels (ANP), and other
key lubricant quality assurance entities have established and implemented lubricant quality
regulations and monitoring and inspection systems.3 Two of the most prominent standards to
ensure that oils properly meet engine performance requirements are the API Engine Oil Licensing
Certification System (EOLCS) and International Lubricants Standardization and Approval
Committee (ILSAC) oil specifications. Currently, the newest oil performance specifications are
API SN Plus and ILSAC GF-6. Finished automotive lubricant oil (ALO) formulations consist of
a base oil, i.e., a mineral, semi-synthetic, or synthetic oil, with additives that improve the properties
of the formulation to meet its specific purpose.4 To produce desired performance, base oils are
frequently blended, additives of different proportions are integrated, and more polar synthetic base
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oils are added to less polar oils.5 Such formulation practices are regulated by country: for example,
in Brazil, mineral ALOs cannot be composed of more than 10% synthetic base oils and conversely,
semi-synthetic ALOs must be composed of at least 10% synthetic base oils. The development of
lubricant formulations is a complex process that requires extensive chemical and physical analysis
and engine testing to produce an oil of a given viscosity that meets performance requirements.6
The Society of Automotive Engineers (SAE) also classifies oils by their viscosities at high and
low temperatures. Multi-viscous ALOs meet both high-temperature and low-temperature
performance requirements.6 In doing so, multi-viscous oils improve engine efficiency, fuel
economy, and battery life while minimizing lubricant consumption. Given the complexity of ALO
formulations, their complete characterization is a time intensive task that requires the use of many
analytical techniques.7
Choosing an ALO is complicated by insufficient information in labels and the wide variety of
brands, viscosities, and types of ALOs. The development of new techniques to ascertain the
chemical composition of such oils and ensure all performance and safety parameters are met is of
great interest. To date, ALO characterization has been performed via physicochemical,8,
chromatographic,8,

10

9

mass spectrometry,11,12 infrared spectroscopy,13,14,15,16,17 and nuclear

magnetic resonance analysis.17 Furthermore, quantitative multi-method approaches using several
analysis techniques have been adopted to determine complete ALO profiles and as quality control
standards. Nevertheless, there exists a need to develop new analysis techniques to make clearer
and more precise distinctions among these complex samples as newer and even more complex
formulations arise.
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Ambient desorption/ionization (ADI) mass spectrometry is a promising technique for the analysis
of ALOs because of its specificity, sensitivity, cost-effectiveness, simple sample preparation, and
ease of implementation.17 There are a wide variety of plasma-based ADI techniques, including
direct analysis in real time (DART), flowing atmospheric-pressure afterglow (FAPA), lowtemperature plasma probe (LTP), and dielectric barrier discharge ionization (DBDI). There have
been numerous applications of ADI techniques to petroleum samples, including analysis of
paraffinic fractions, condensed aromatic standards and crude oils,18,

19

antioxidants and other

additives in lubricant oils,19, 20 crude oil,21 and crude oils and paraffinic samples.22 However, to the
best of our knowledge, there has been no detailed analysis or fingerprinting of commercial
lubricant oils using ADI techniques.
The DBDI source used in the current study is described by Klute as being capable of stable
operation at atmospheric pressure with different discharge gases, consuming little power, easily
set up in a simple and miniaturized form, and producing various radicals and ionic species that
enable molecular dissociation, excitation, and ionization of the analytical targets. To better
understand the differences between the wide variety of ALOs, we report a direct and simple
characterization and fingerprinting using DBDI-TOFMS of 35 commercial ALOs with differing
base oils, and SAE and API classifications. This analytical technique allows high mass accuracy
and high mass resolving power without previous sample preparation, enabling the detection of
differences in the chemical composition of each sample in positive-ion mode. Four chemometric
techniques including principal component analysis (PCA), multivariate curve resolution (MCR),
hierarchical cluster analysis (HCA), and pattern recognition entropy (PRE) were used to explore
the differences and similarities among the ALO samples.
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6.4 Experimental
6.4.1 Samples
The ALO samples were purchased at retail stores (supermarkets, auto parts stores, and
wholesalers) in the city of Goiânia (Goiás - Brazil). A total of 35 samples were analyzed from 5
different brands and with varying SAE viscosity grades for the Otto engine cycle. Table 6-1 shows
the samples studied with their respective brands, SAE viscosity grades, base oil type, and API
classification. Among the 9 synthetic, 13 semi-synthetic, and 13 mineral oils analyzed, 18 were
classified as API SN and 11 were classified as API SL. The remaining 6 oil samples were classified
as SF, SJ, and SM according to the API classifications. Although API SF oils are now obsolete, at
the time this study was performed, API SF oils were still available. Although now less commonly
used, API SJ oil, along with API SF oil, were included in this study to demonstrate the separation
between them and the API SL, SM, and SN samples. All samples were stored in the lab at a
constant temperature of 25 ± 1 °C.
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Table 6-1. Samples used in this study and their respective SAE viscosity grades, base oil types, and API classifications.

Brand

SAE

Base oil API

Grade

type

Classification

A1

5W20

Semi

SN

A2

5W30

Semi

A3

5W30

A4

Brand

SAE

Base oil API

Grade

type

Classification

C1

5W30

Synt

SN

SN

C2

5W40

Synt

SN

Synt

SN

C3

10W30

Min

SM

5W40

Synt

SN

C4

10W40

Semi

SN

A5

10W30

Semi

SN

C5

15W40

Min

SL

A6

10W40

Semi

SN

C6

15W40

Semi

SN

A7

15W40

Semi

SL

C7

20W40

Min

SF

A8

20W50

Min

SJ

C8

20W50

Min

SJ

B1

5W30

Min

SL

C9

25W50

Min

SL

B2

5W30

Semi

SN

D1

5W30

Synt

SN

B3

5W30

Synt

SN

D2

5W40

Synt

SN

B4

5W40

Synt

SN

D3

10W40

Semi

SN

B5

10W30

Semi

SL

D4

15W40

Min

SL

B6

10W40

Synt

SM

D5

15W40

Semi

SN

B7

15W40

Semi

SL

D6

20W50

Min

SL

B8

15W50

Semi

SL

D7

25W60

Min

SL

B9

20W50

Min

SJ

E1

15W40

Min

SN

B10

20W50

Min

SL

*Synt = synthetic; Semi = semi-synthetic, and Min = mineral
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6.4.2 Instrumental
6.4.2.1 Dielectric Barrier Discharge Ionization – Time-of-Flight Mass Spectrometry (DBDITOFMS)
Mass spectrometric analyses were performed with a MicrOTOF II time of flight mass spectrometer
(Bruker Daltonics, Billerica, MA, USA). The MicrOTOF Control 3.0 software was used for data
acquisition and the DataAnalysis 4.0 software was used to process the resulting spectra. The
standard electrospray ionization (ESI) source and the cover of the mass spectrometer were
removed to allow for sample injection. Ambient sample ionization was performed with a dielectric
barrier discharge ionization (DBDI) source constructed at ISAS in Dortmund, Germany.23 The
glass capillary used in this study for DBDI had an outer diameter of 1.5 mm and an inner diameter
of 1.0 mm, and the anode and cathode were separated by approximately 10 mm. The capillary tube
was mounted with gas tight seals and attached to a Swagelok T connector in a 3D-printed housing
of a polylactic acid (PLA) filament (see Figure 6-1a). Additional information on capillary DBDI
and the apparatus are provided by Klute.24
Ultra-high purity helium gas was used as the plasma gas (Airgas, Radnor, PA, USA). The helium
gas flow rate was 100 mL/min, controlled by an MKS 1170A mass flow controller and an MKS
246C read/power supply (MKS Instruments, Andover, MA, USA). The HV-generator that
provided a 3.5 kV square wave at a frequency of 20 kHz was constructed by the Franzke group at
ISAS in Dortmund.
A 5 µL aliquot of lubricant oil was placed on the bottom of a new, clear, inverted glass vial and
exposed to the plasma produced by the DBDI, which was positioned horizontally ca. 2 mm in front
of the atmospheric mass spectrometer inlet. To avoid electric shock, it was necessary to use nonconductive tools. Hence, the vial was attached to a piece of ceramic connected to an x, y, z, θ stage.
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An x, y, z, θ position controller was used to put the DBDI above the vial and at an angle of 25°
relative to the base of the vial. The DBDI capillary tip was positioned ca. 2 mm above the vial and
ca. 7 mm away from the mass spectrometer inlet. The operating parameters of the mass
spectrometer are presented in Table S1 in Supporting Information. Figure 6-1b shows the
arrangement of the sample, the DBDI, and the inlet of the mass spectrometer.
The parameters for the sample position in relation to the DBD and the mass spectrometer were
chosen to optimize the intensity of the signal. Spectra were acquired in positive ion mode for 60 s
operating in high-resolution mode (200,000) with a mass range of 100 to 700 m/z. Blank readings
were done under the same conditions without a sample. Ten replicate trials were performed for
each sample using new vials.
6.4.3 Multivariate Data Analysis
6.4.3.1 Principal Component Analysis (PCA), Multivariant Curve Resolution (MCR),
Hierarchical Clustering Analysis (HCA), and Pattern Recognition Entropy (PRE)
For the chemometrics analyses, a data matrix was constructed with rows representing automotive
lubricant samples and columns representing the centroid intensities of each species in the mass
spectra of their replicates. The mass list was reduced by binning to 0.05 amu resolution. The
computer programs used to produce this data matrix were written in the MATLAB computing
environment (Version R2018b, Release No. 8.6.0.267246, The MathWorks Inc., 1 Apple Hill
Drive, Natick, MA, USA). The computer used for this work was an Intel® Core™i7-4770
CPU@3.40 GHz with 8.0 GB of RAM on a 64-bit Windows 10 Enterprise Edition operating
system. PCA, HCA, and MCR were performed using the PLS Toolbox, version 8.6 from
Eigenvector Research, Inc., Wenatchee, WA, USA in the MATLAB programming environment.
PRE was performed in MATLAB using custom written code.
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Preprocessing of data in chemometrics analyses is (i) generally necessary and (ii) dependent on
the type of data.25 In this study, the data matrix was preprocessed using normalization (the ‘1Norm’) and Poisson scaling prior to the application of PCA, MCR, and HCA. Additionally, meancentering was applied to the data matrix before PCA. Normalization and mean centering are widely
used preprocessing methods for PCA. We used Poisson scaling because of the randomized nature
of the noise in the pulse-counted data.26
PCA is an unsupervised analysis method that reduces data dimensionality and compresses it, often
with both removal of noise and little loss of relevant information. From a high dimensional variable
data set, PCA creates new uncorrelated and orthogonal variables, which are called principal
components (PCs). The projections of the data points on the PCs are called scores, which
correspond to new coordinates for each sample in the new space defined by the PCs. As such, a
scores plot in PCA can be useful for identifying patterns and similarities between samples, i.e., the
shorter the distance between two or more samples in a PCA analysis, the greater their similarity,
and vice versa. Hence, similar samples generally group together in PCA. The new directions (PCs)
in PCA are also referred to as loadings. These contain the contributions of the original axes of the
data to the new axes (PCs). Loadings provide chemical insight in PCA.
HCA is an exploratory method that organizes samples in groups according to their similarities.
The similarities between the samples are calculated according to their distances in a
multidimensional space.27 More similar samples (data points) form clusters. The organization of
samples in clusters is represented graphically in a two-dimensional diagram called a dendrogram.
Like PCA, MCR is a data reduction/compression tool. However, MCR often retains more chemical
and physical meaning/intuition about samples than PCA, and MCR results are often easier to
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interpret, because it does not require its factors to be orthogonal. (The orthogonality in PCA often
results in negative scores and loadings that can be difficult for the uninitiated to interpret.) Thus,
MCR factors often closely resemble real spectra.27,28
Pattern Recognition Entropy (PRE) is an application of the mathematical quantification of
information to data analysis and chemometrics, as first described in Claude Shannon’s information
theory, unlike PCA and MCR, PRE is a summary statistic that reflects the underlying shape and
complexity of the spectra of interest.29 In PRE analyses, spectra are normalized (by the 1-Norm)
so that they can be considered to be probability distributions. The PRE values for a spectrum are
then calculated using Shannon’s formula to describe entropy (H) in a data stream:
𝐻𝐻 (𝑥𝑥𝑖𝑖 ) = − ∑𝑛𝑛𝑖𝑖=1 𝑝𝑝(𝑥𝑥𝑖𝑖 ) ∗ log 2 𝑝𝑝(𝑥𝑥𝑖𝑖 )

(6-1)

where xi represents each data point and p(xi) represents the probability of each data point. As noted,
these probabilities are pseudoprobabilities, rather than actual probabilities, and ‘H’ is replaced with
‘PRE’ to avoid confusion with thermodynamic enthalpy (H). In previous studies, PRE has been
developed and applied to XPS, time-of-flight secondary ion mass spectrometry (ToF-SIMS),30 and

liquid chromatography-mass spectrometry (LC-MS) data.31,32,33
6.5 Results and Discussion
6.5.1 ALO Analysis by DBDI-TOFMS
Background mass peaks are a common feature in spectra from atmospheric pressure ionization
sources. They result from trace volatile compounds in the laboratory air. Blank readings were taken
every day of analysis and between sample types. Their intensities were relatively low, and they
were not a significant interference in the oil analysis. To demonstrate the absence of carryover,
which is the interference from one sample to another by contamination of the sample
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inlet/ionization system, several tests were performed by alternating samples of different viscosities
with blanks. Figure 6-2 shows the results of the carryover test in which measurements of the blanks
were alternated with samples of the D1 (low viscosity) and E1 (medium viscosity) lubricants.
As demonstrated by the chronogram (Figure 6-2), the samples, as measured between blanks, are
reasonably reproducible and show minimal carryover. For example, although the mass compound
m/z 170.122 (green) can be observed after a few seconds in two of the blank readings, these signals
are of such low intensity compared to the intensities of the fragments in the samples that they are
deemed insignificant. Sample readings were replicated 10 times with a minimum of 5 minutes
between runs to ensure that possible sample remnants were ionized/volatilized and the inlet system
was free of all previous sample material.
In Figure 6-3, we show three mass spectra obtained in the analysis of lubricant oils of different
brands, base oil types, API classifications, and viscosity grades (low, medium, and high viscosity).
The spectra do not show significant peaks at masses greater than m/z 500. We also present in Figure
6-3 the 35 DBDI-TOFMS spectra from the profile of the ALOs. The values of the seven highest
intensity mass peaks, the base peaks, and the largest masses observed are listed in Table 6-2. As a
general trend, the C samples showed mass peaks with higher m/z values and a comparatively wider
range of base peaks per specimen, and the D samples contained mass peaks of lower masses with
higher intensities. The smallest base peak was in D4 (ca. 130 Da), and the largest base peak (ca.
296 Da) was in A1, A2, C2, and D5. Most samples contained the same base peak (ca. 170 Da),
and mineral-based oils demonstrated the greatest variability in base peaks. 57% of the samples
showed the same five, high intensity, principal mass peaks, and 90% of the B samples showed the
same high intensity principal peaks. The mass spectra obtained from the obsolete classified
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samples contained different high intensity principal mass peaks than the mass spectra obtained
from the other samples. Because of both the complexity and the similarity between many of the
samples, chemometrics analyses (PCA, MCR, HCA, and PRE) were applied to differentiate
between them.

Table 6-2. Values of the seven highest intensity mass peaks, the base peaks, and the largest masses observed in the
DBDI-TOFMS spectra of the ALOs.

Sample SAE

Base

API Seven highest intensity mass peaks

Largest

Base

oil

masses

peak

type

observe
d

A1

5W20

Semi

SN

151

169

170

184

186

195

296

480

296/170

A2

5W30

Semi

SN

151

170

184

195

210

220

296

440

296

A3

5W30

Synt

SN

168

169

170

184

220

296

297

460

170

A4

5W40

Synt

SN

169

170

171

184

186

220

296

480

170

A5

10W3

Semi

SN

168

169

170

184

186

220

296

500

170

Semi

SN

169

170

184

186

220

296

297

480

170

Semi

SL

145

157

159

169

171

173

175

600

157

0
A6

10W4
0

A7

15W4
0
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A8

20W5

Min

SJ

157

159

171

173

175

187

189

620

173

0
B1

5W30

Min

SL

168

169

170

171

184

186

296

480

171

B2

5W30

Semi

SN

168

169

170

171

184

186

296

480

170

B3

5W30

Synt

SN

168

169

170

171

184

186

191

430

170

B4

5W40

Synt

SN

168

169

170

184

186

191

219

540

168/169

B5

10W3

Semi

SL

168

169

170

184

185

186

219

440

169

Synt

SM

168

169

170

171

184

186

219

480

184/170

Semi

SL

168

169

170

171

184

186

219

480

170

Semi

SL

127

168

169

170

184

186

219

540

170

Min

SJ

146

167

170

172

205

219

220

620

170

Min

SL

168

169

170

171

184

185

186

500

170

0
B6

10W4
0

B7

15W4
0

B8

15W5
0

B9

20W5
0

B10

20W5
0

C1

5W30

Synt

SN

169

170

171

184

186

220

296

440

170

C2

5W40

Synt

SN

170

195

210

220

296

297

355

490

296

224

C3

10W3

Min

SM

168

169

170

171

184

186

296

500

170

Semi

SN

168

169

170

171

184

186

225

440

170

Min

SL

157

159

161

173

175

177

189

620

175

Semi

SN

168

169

170

171

184

186

225

560

170

Min

SF

155

159

173

175

187

189

201

580

173

Min

SJ

175

177

179

189

191

205

219

610

175

Min

SL

159

161

170

173

175

187

189

550

170

0
C4

10W4
0

C5

15W4
0

C6

15W4
0

C7

20W4
0

C8

20W5
0

C9

25W5
0

D1

5W30

Synt

SN

130

169

170

173

184

227

241

560

170

D2

5W40

Synt

SN

169

170

171

184

186

220

296

500

170

D3

10W4

Semi

SN

130

146

168

169

170

172

296

480

170

Min

SL

130

157

159

170

172

175

187

540

130

Semi

SN

168

169

170

184

186

296

297

510

296

0
D4

15W4
0

D5

15W4
0

225

D6

20W5

Min

SL

130

159

172

173

175

187

189

520

172

Min

SL

130

159

161

172

173

175

189

540

172

Min

SN

130

146

157

170

172

191

193

540

172

0
D7

25W6
0

E1

15W4
0

*Synt = synthetic; Semi = semi-synthetic, and Min = mineral

6.5.2 PCA, MCR and HCA
PCA establishes new variables, called principle components, as linear combinations of the original
variables, allowing the visualization of samples in new, lower-dimensional spaces and the
evaluation of the variables that contribute most to the classification of the samples. This
dimensionality reduction/data compression is possible using PCA because chemical datasets are
often highly correlated/redundant.33 The multivariate analysis techniques of PCA, MCR, and HCA
were used here to find/verify the similarities and differences in peak areas extracted from the
spectra. Plots in 3D space aided the visualization of the results.
Prior to the PCA performed in this study, the 350 spectra (35 samples with 10 replicates
per sample) were assembled row-wise in a data matrix and preprocessed using the 1-norm, Poisson
scaling, and mean-centering. The blank samples were excluded from the analysis because of their
high day-to-day variability and significant signals and backgrounds, but they are shown in
Supporting Information Figure S1. Supporting Information Figure S2 shows the scree plot from
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the PCA analysis, i.e., the plot of the eigenvalues vs. component numbers, which suggests a model
of three or four PCs. Supporting Information Table S2 lists the loadings of PCs 1 – 3 in this
analysis. Ultimately, a three PC model was chosen because only one of the four brands showed
meaningful scores on PC4. These PCs accounted for 53.3% of the variance in the dataset. Figure
6-4 shows the resulting plots of the scores on PC1 vs. PC2 vs. PC3 for all the samples and the
Hotelling T2 vs. Q residuals. As expected, the three very different spectra shown in Figure 6-3
separate well in this analysis (see Supporting Information Figure S10). While the Hotelling T2 vs.
Q residuals plot (Figure 6-4b) suggests that some of the ‘A’ samples are outliers, the scores plots
of only the ‘A’ samples (based on the same model) suggest reasonable clustering for the different
types of oil within this brand. Accordingly, no outliers were removed from this dataset. Most of
the ‘B’ samples are separated from the other samples in the scores plot in Figure 6-4a. That is, all
of the brand B samples, except the B9 (SJ) classified oil samples (10 replicates) within the B brand,
cluster together and show more positive scores on PC1 than the other samples, i.e., the separation
is along PC1. MCR and HCA were also performed on this dataset, after preprocessing it with the
1-norm and Poisson scaling, which further confirmed the separation/distinctiveness of the brand
‘B’ samples. The loadings on PC1 reveal that the brand B samples are richer in species
corresponding to m/z 168.06, 169.08, 170.09, 171.09, 185.07, and 186.09 (these are the six largest
positive mass peaks in the loadings on PC1, see Supporting Information). These masses are
consistent with those in Table 6-2 for the brand B samples, (Table 6-2 lists the most prominent
mass peaks observed in the spectra of each sample).
Chemometrics is perhaps most important when it can be used to predict material properties from
spectra or other measurements. Accordingly, the PCA of the oil samples (see Figure 6-4) opened
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the possibility of predicting their properties, including their viscosity and oil type (synthetic, semisynthetic, or mineral). The scores plots in Figure 6-5 are colored according to the SAEW viscosity
classifications of the oils. While there may be some segregation of the samples based on this
variable, e.g., the 15, 20, and 25 weight samples cluster towards one corner of the PC1 vs. PC2
plot, the overall separation does not appear to be strong.
Similarly, there appears to be a partial separation between the samples based on the type of base
oil (see Figure 6-6). For example, most of the synthetic oil samples have positive scores on PC3,
while most of the mineral ones have negative scores. The semi-synthetic oil samples did not show
any strong separation on this PC. The differentiation of the ALO samples by base oil type, which
can be performed using DBDI-TOFMS, is an important step in their characterization in the
commercial sector because the prices of the oils depend on their composition.
We next used the three-PC model developed for all the data to examine the varieties of oils within
the individual brands (Figures 6-7a to 6-7d show PCA scores plots on PCs 1 to 3 of the brand A
to D samples, respectively). The results of these attempts ranged from quite successful to
unsuccessful. For example, Figure 6-7d shows quite an effective separation of the brand D
samples, although one of the clusters in this scores plot contains three of the varieties. Figures 67c and 6-7a show some successful separation according to the different classifications, but Figure
6-7b shows little separation.
All of the SL samples and those of a lower classification, except the brand B samples, showed a
mass peak at m/z 175. The SL samples, except the B samples, also showed a high intensity mass
peak at m/z 159. The m/z 159 and 175 peaks were not significant contributors to the loadings in
the three PC model. For the SF samples, either the m/z 155 or 201 peak was one of the seven
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highest intensity mass peaks. The mass peak m/z 130 was a high intensity mass peak unique to D
and E sample brands. These findings underscore the utility of DBDI-TOFMS in obtaining a large
number of peaks of different masses and intensities, which aids in the quick and inexpensive
differentiation of ALOs.
We next examined the different samples within a brand based on their oil type and viscosity. Figure
6-8 shows the scores plot of the three-PC model for each brand (A to D), which is color-coded
based on the type of oil. Acceptable separations are observed for brands C and D, while this
separation is less effective for brand A and poor for brand B (the synthetic oil is somewhat
separated in this latter plot from the other oils). The synthetic and mineral oils in brand A tend to
have positive and negative scores on PCs 1 and 3, respectively, see Supporting Information Figure
S3 and Supporting Information Table S2. However, the semi-synthetic samples of brand A have a
wide range of scores on both PCs (see Supporting Information Figure S3 and Supporting
Information Table S2). These results also seem reasonable – one would expect the synthetic and
mineral oils to be most different, with the semi-synthetic oils having properties in between them.
Among all the brands, the best separation based on oil type was observed in brand D in which the
synthetic samples showed higher scores on PC2 (and to some degree on PCs 1 and 3) than the
other two types, see Supporting Information Figure S3 and Supporting Information Table S2.
Supporting Information Figures S4 to S7 show scores plots for A to D samples according to sample
viscosity and also color coded for viscosity. Here there appear to be only weak correlations
between the scores and sample viscosity.
HCA was also performed on all the data. This analysis similarly showed that the brand B samples
separated from the others (see Supporting Information Figure S8). As with PCA, the data points
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(spectra) from the other brands were mixed together. HCA was also performed on the individual
brands. The resulting dendrograms show that HCA seems to be able to separate samples with
different API values fairly well. For example, in brand A, all 10 replicates of each sample are
tightly clustered, the SN API samples are close together, and the SJ and SL API samples are
clustered close to each other. By HCA, brand B shows a very tight cluster for the SJ samples that
are well separated from the other brand B samples. Brands C and D show the same clustering for
each of the 10 replicates. MCR was only performed on all the spectra together. Here, MCR
Component 1 had a hard time separating any sample, while MCR Components 2 and 3 suggested
that brand B is different from the other brands (see Supporting Information Figures S3 and S9).
Overall, PCA, HCA, and MCR were similar in their ability to separate the different samples.
PRE values were also calculated of all 350 spectra of all brands. The average PRE values and
standard deviations for each brand are reported in Table 6-3. Similar to what was observed with
PCA, MCR and HCA, the average PRE values for the brand B samples are noticeably lower than
those of the other brands, although there is some overlap with the standard deviations of the brand
A and C samples. Only Sample E has PRE results that do not overlap with the averages and
standard deviations of the other samples. Table 6-4 summarizes the results for the separation of
each brand and type of base oil by the PCA, MCR, HCA, and PRE.

Table 6-3. Averages and standard deviations of the PRE values of the lubricant oil brands.

Lubricant oil Brand
PRE

Values

A

B

and 7.72 ± 0.34 7.09 ± 0.52

Standard Deviations
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C

D

7.77 ± 0.30

7.93 ± 0.29

E
8.28 ± 0.05

Table 6-4. MAT results for the separation of each brand and type of base oil with the spectra of the ALOs samples.

MAT

Brands

Base oil type

A

B

C

D

E

Min

Semi

Synt

PCA

NS

S

NS

NS

NS

S

NS

S

MCR

NS

S

NS

NS

NS

S

NS

S

HCA

NS

S

NS

NS

NS

S

NS

S

PRE

NS

S

NS

NS

NS

NS

NS

NS

*S: separated; NS: not separated.

6.6 Conclusion
The elucidation of the complexity of engine lubricant oils is challenging to petroleomics and
tribology researchers, where the separation of lubricants based on the composition of their base oil
types and API classifications is important for their regulation and quality control. As shown in this
work, DBDI-TOFMS offers soft ionization of oil samples without sample preparation, allowing
formulations of ALOs of different brands and classifications to be fingerprinted. Chemometrics
tools, including PCA, MCR, HCA, and PRE, were applied to the data. Results were promising, as
it was possible to separate one of the brands of lubricating oils from the others and to find
characteristic mass patterns for certain brands, viscosities, and some API classifications such as
SL and SF, which is an obsolete classification that can no longer be marketed. The results obtained
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herein are expected to be useful for the determination of ALOs, as well as their routine testing,
authentication, quality control, and the elucidation of their complex matrices.
6.7 Figures

Figure 6-1. (a) Dielectric barrier discharge ionization source (DBDI) and (b) the arrangement of the sample, the
DBDI, and the inlet of the mass spectrometer.
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Figure 6-2. Results of the carryover test in which measurements of blanks were alternated with samples of D1 (low
viscosity) lubricant and E1 (medium viscosity) lubricant. The selected m/z for the D1 sample were 130.937 (blue),
170.122 (green), and 296.282 (purple). The selected m/z for the E1 sample were 130.937 (blue), 170.122 (green),
172.984 (orange), and 296.282 (purple).
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Figure 6-3. Mass spectra of the of the 35 samples of automotive lubricating oils analysis by DBDI-TOFMS, being
synthetic low viscosity (C1), semi-synthetic medium viscosity (B5), and mineral high viscosity (A8).
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Figure 6-4. Plots of (a) Hotelling T2 vs. Q residuals and (b) Scores on PC1 vs. PC2 from PCA of the ALO dataset.

Figure 6-5. (a) 2D and (b) 3D scores plots (same model as used in Figure 6-4), but color coded to identify samples
according to their viscosities
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Figure 6-6. Scores plots (same model as used in Figure 6-5), but color coded to identify samples according to their
types (synthetic, semi-synthetic, or mineral).
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Figure 6-7. (a) 3D scores plot of brand A, (b) 3D scores plot of brand B, (c) 3D scores plot of brand C, and (d) 3D scores
plot of brand D determined from the mass spectra for the ALOs samples according to the different classifications.

236

Figure 6-8.Scores plot of the three PC model for each brand, which is color-coded based on the type of oil for (a) A
brand samples, (b) B brand samples, (c) C Brand samples, and (d) D brand samples.

6.8 References
(1) Zuppa Neto, T. d. O.; Avval, T. G.; Morais, P. A. d. O.; Ellis, W. C.; Chapman, S. C.; de Oliveira,
A. E.; Linford, M. R.; Farnsworth, P. B.; Antoniosi Filho, N. R. Direct Dielectric Barrier Discharge
237

Ionization Promotes Rapid and Simple Lubricant Oil Fingerprinting. Journal of the American
Society for Mass Spectrometry 2020, 31 (7), 1525-1535. DOI: 10.1021/jasms.0c00071.
(2) Mang, T. DOI: https://doi.org/10.1002/9783527610341.ch1.
(3) Srivastava, S. P. Developments in lubricant technology; John Wiley & Sons, 2014.
(4) Rizvi, S. Q. Lubricant chemistry, technology, selection, and design. ASTM International,
Conshohocken 2009.
(5) Hope, K. PAO Contributions to Energy Efficiency in 0W-20 Passenger Car Engine Oils.
Lubricants 2018, 6 (3). DOI: 10.3390/lubricants6030073.
(6) Mortier, R. M.; Orszulik, S. T.; Fox, M. F. Chemistry and technology of lubricants; Springer,
2010.
(7) Barrère, C.; Hubert-Roux, M.; Afonso, C.; Racaud, A. Rapid analysis of lubricants by
atmospheric solid analysis probe-ion mobility mass spectrometry. J Mass Spectrom 2014, 49 (8),
709-715. DOI: 10.1002/jms.3404 From NLM.
(8) Yang, C.; Yang, Z.; Zhang, G.; Hollebone, B.; Landriault, M.; Wang, Z.; Lambert, P.; Brown, C. E.
Characterization and differentiation of chemical fingerprints of virgin and used lubricating oils for
identification of contamination or adulteration sources. Fuel 2016, 163, 271-281. DOI:
https://doi.org/10.1016/j.fuel.2015.09.070.
(9) Mao, D.; Weghe, H. V. D.; Lookman, R.; Vanermen, G.; Brucker, N. D.; Diels, L. Resolving the
unresolved complex mixture in motor oils using high-performance liquid chromatography
followed by comprehensive two-dimensional gas chromatography. Fuel 2009, 88 (2), 312-318.
DOI: https://doi.org/10.1016/j.fuel.2008.08.021.
(10) Wang, F. C.-Y.; Zhang, L. Chemical Composition of Group II Lubricant Oil Studied by HighResolution Gas Chromatography and Comprehensive Two-Dimensional Gas Chromatography.
Energy & Fuels 2007, 21 (6), 3477-3483. DOI: 10.1021/ef700407c.
(11) Rodgers, R. P.; McKenna, A. M. Petroleum analysis. Analytical Chemistry 2011, 83 (12), 46654687.
(12) Da Costa, C.; Reynolds, J. C.; Whitmarsh, S.; Lynch, T.; Creaser, C. S. The quantitative surface
analysis of an antioxidant additive in a lubricant oil matrix by desorption electrospray ionization
mass spectrometry. Rapid Commun Mass Spectrom 2013, 27 (21), 2420-2424. DOI:
10.1002/rcm.6690 PubMed.
(13) Bassbasi, M.; Hafid, A.; Platikanov, S.; Tauler, R.; Oussama, A. Study of motor oil adulteration
by infrared spectroscopy and chemometrics methods. Fuel 2013, 104, 798-804. DOI:
https://doi.org/10.1016/j.fuel.2012.05.058.
(14) Zamora, D.; Blanco, M.; Bautista, M.; Mulero, R.; Mir, M. An analytical method for lubricant
quality control by NIR spectroscopy. Talanta 2012, 89, 478-483.
(15) Guan, L.; Feng, X. L.; Xiong, G.; Xie, J. A. Application of dielectric spectroscopy for engine
lubricating oil degradation monitoring. Sensors and Actuators A: Physical 2011, 168 (1), 22-29.
DOI: https://doi.org/10.1016/j.sna.2011.03.033.
(16) Braga, J. AA d. S. Junior and IS Martins. Fuel 2014, 120, 171-178.
(17) Laurentino Alves, J. C.; Poppi, R. J. Determining the presence of naphthenic and vegetable
oils in paraffin-based lubricant oils using near infrared spectroscopy and support vector
238

machines. Analytical Methods 2013, 5 (22), 6457-6464, 10.1039/C3AY40325D. DOI:
10.1039/C3AY40325D.
(18) Tose, L. V.; Murgu, M.; Vaz, B. G.; Romão, W. Application of Atmospheric Solids Analysis
Probe Mass Spectrometry (ASAP-MS) in Petroleomics: Analysis of Condensed Aromatics
Standards, Crude Oil, and Paraffinic Fraction. Journal of The American Society for Mass
Spectrometry 2017, 28 (11), 2401-2407. DOI: 10.1007/s13361-017-1764-2.
(19) Da Costa, C.; Whitmarsh, S.; Lynch, T.; Creaser, C. S. The qualitative and quantitative analysis
of lubricant oil additives by direct analysis in real time-mass spectrometry. International Journal
of Mass Spectrometry 2016, 405, 24-31. DOI: https://doi.org/10.1016/j.ijms.2016.05.011.
(20) Kassler, A.; Pittenauer, E.; Doerr, N.; Allmaier, G. Electrospray ionization and atmospheric
pressure matrix-assisted laser desorption/ionization mass spectrometry of antioxidants applied
in lubricants. Rapid Commun Mass Spectrom 2009, 23 (24), 3917-3927. DOI: 10.1002/rcm.4326
From NLM.
(21) Benassi, M.; Berisha, A.; Romão, W.; Babayev, E.; Römpp, A.; Spengler, B. Petroleum crude
oil analysis using low-temperature plasma mass spectrometry. Rapid Commun Mass Spectrom
2013, 27 (7), 825-834. DOI: 10.1002/rcm.6518 From NLM.
(22) Romão, W.; Tose, L. V.; Vaz, B. G.; Sama, S. G.; Lobinski, R.; Giusti, P.; Carrier, H.; Bouyssiere,
B. Petroleomics by Direct Analysis in Real Time-Mass Spectrometry. J Am Soc Mass Spectrom
2016, 27 (1), 182-185. DOI: 10.1007/s13361-015-1266-z From NLM.
(23) Klute, F. D.; Brandt, S.; Vogel, P.; Biskup, B.; Reininger, C.; Horvatic, V.; Vadla, C.; Farnsworth,
P. B.; Franzke, J. Systematic Comparison between Half and Full Dielectric Barrier Discharges Based
on the Low Temperature Plasma Probe (LTP) and Dielectric Barrier Discharge for Soft Ionization
(DBDI)
Configurations.
Anal
Chem
2017,
89
(17),
9368-9374.
DOI:
10.1021/acs.analchem.7b02174 From NLM.
(24) Klute, F. D.; Michels, A.; Schütz, A.; Vadla, C.; Horvatic, V.; Franzke, J. Capillary Dielectric
Barrier Discharge: Transition from Soft Ionization to Dissociative Plasma. Analytical Chemistry
2016, 88 (9), 4701-4705. DOI: 10.1021/acs.analchem.5b04605.
(25) Gerretzen, J.; Szymańska, E.; Jansen, J. J.; Bart, J.; van Manen, H.-J.; van den Heuvel, E. R.;
Buydens, L. M. Simple and effective way for data preprocessing selection based on design of
experiments. Analytical chemistry 2015, 87 (24), 12096-12103.
(26) Keenan, M. R.; Kotula, P. G. Optimal scaling of TOF-SIMS spectrum-images prior to
multivariate statistical analysis. Applied Surface Science 2004, 231, 240-244.
(27) Lee, I.; Yang, J. Common clustering algorithms. 2009.
(28) Ruckebusch, C.; Blanchet, L. Multivariate curve resolution: a review of advanced and tailored
applications and challenges. Analytica chimica acta 2013, 765, 28-36.
(29) Shannon, C. E. A Mathematical Theory of Communication. Bell System Technical Journal
1948, 27 (3), 379-423, https://doi.org/10.1002/j.1538-7305.1948.tb01338.x. DOI:
https://doi.org/10.1002/j.1538-7305.1948.tb01338.x (acccessed 2022/06/19).
(30) Chatterjee, S.; Singh, B.; Diwan, A.; Lee, Z. R.; Engelhard, M. H.; Terry, J.; Tolley, H. D.;
Gallagher, N. B.; Linford, M. R. A perspective on two chemometrics tools: PCA and MCR, and
introduction of a new one: Pattern recognition entropy (PRE), as applied to XPS and ToF-SIMS
239

depth profiles of organic and inorganic materials. Applied Surface Science 2018, 433, 994-1017.
DOI: https://doi.org/10.1016/j.apsusc.2017.09.210.
(31) Chatterjee, S.; Major, G. H.; Paull, B.; Rodriguez, E. S.; Kaykhaii, M.; Linford, M. R. Using
pattern recognition entropy to select mass chromatograms to prepare total ion current
chromatograms from raw liquid chromatography–mass spectrometry data. Journal of
Chromatography A 2018, 1558, 21-28. DOI: https://doi.org/10.1016/j.chroma.2018.04.042.
(32) Chatterjee, S.; Chapman, S. C.; Lunt, B. M.; Linford, M. R. Using Cross-Correlation with
Pattern Recognition Entropy to Obtain Reduced Total Ion Current Chromatograms from Raw
Liquid Chromatography-Mass Spectrometry Data. Bulletin of the Chemical Society of Japan 2018,
91 (12), 1775-1780. DOI: 10.1246/bcsj.20180230 (acccessed 2020/11/10).
(33) Li, Y.; Qu, H.; Cheng, Y. An entropy-based method for noise reduction of liquid
chromatography–mass spectrometry data. Analytica Chimica Acta 2008, 612 (1), 19-22. DOI:
https://doi.org/10.1016/j.aca.2008.02.014.

240

Appendix 1: Zinc, by High Sensitivity - Low Energy Ion Scattering (HSLEIS)
A1.1 Statement of Attribution
This document was originally published as Tahereh G Avval, Stanislav Průša, Sean C Chapman,
Matthew R Linford, Tomáš Šikola, Hidde H Brongersma. Zinc, by High Sensitivity - Low Energy
Ion

Scattering

(HS-LEIS).

Surface

Science

Spectra

28,

014201

(2021);

https://doi.org/10.1116/6.0000953.1 Here, the texts are reproduced with the permission from AIP
publishing.
Some information fields are omitted from this document to improve its readability in this format. We
refer readers to the original document for complete sample, instrument information, and spectral
features.

A1.2 Abstract
Low energy ion scattering (LEIS) is an extremely surface sensitive technique that can
quantitatively analyze the outermost atomic layer of a material. In LEIS and HS-LEIS,
straightforward quantitation is available using reference and/or standard materials. Here we
present the HS-LEIS spectra of zinc obtained with 3 keV 4He+ and 4 keV 20Ne+ projectile ions.
Zinc is an important material with a wide range of applications. Thus, these spectra should be
useful standards/references for future applications. A high purity zinc foil was used for these
measurements after removal of the oxide layer. As reference for the instrumental sensitivity, the
spectra for Cu from a high purity foil are also included with this submission. Atomic sensitivity
(ASF) and relative sensitivity factors (RSF) for Zn and Cu are reported.
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Keywords: High-sensitivity Low Energy Ion Scattering, HS-LEIS, LEIS, ISS, zinc, Zn, copper,
Cu.
A1.3 Introduction
Low energy ion scattering (LEIS) is a highly sensitive surface analytical techniques that enables
the identification and quantitation of the atoms in the outermost layer of a material. LEIS is usually
performed by directing low energy noble gas ions (typically 1-10 keV) at a sample. The ions that
backscatter have an energy indicative of the masses of the surface elements from which they have
rebounded.2, 3 Spectra obtained via LEIS are generally devoid of matrix effects, clearly defined,
and therefore easy to interpret qualitatively.3 However, quantitation in LEIS is complicated by
surface contamination, charge exchange processes between the projectile and surface atoms and
specific arrangements of the surface at the atomic scale.4 Since the theory that is available to
quantify measured signals and determine surface composition is inadequate, precise quantitation
can only be done with the help of well-defined references.4, 5
Here, we present the LEIS characterization of zinc to be used as a reference in future studies. Pure
metallic zinc was isolated in 1746 by the German chemist, Andreas Marggraf, although it was first
produced in India and China a few centuries before. The pure metal is blueish-silver and brittle at
room temperature. Zinc is vital to human physiology; the dysregulation of such can result in the
impairment of wound healing, the immune system, and some sensory systems.6, 7 Zinc is also an
important component in energy storage technologies. Zinc-based battery systems are relatively
inexpensive and provide high energy density.8,

9

Given their unique chemical and physical

properties, zinc oxide and zinc sulfide are used in a wide range of products (from semiconductors
to sunscreens). Zinc-based samples should be handled with reasonable care in UHV systems
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because Zn has a high vapor pressure at temperatures close to 500 K. Thus, annealing of Zn
samples at higher temperatures should be restricted to a UHV system that is dedicated to Zn
research, i.e., annealing significantly contaminates a vacuum system. The characterization of
metallic zinc has been undertaken using x-ray photoelectron spectroscopy,10-13 Low-Energy Ion
Scattering (LEIS or ISS),14 Auger electron spectroscopy,13 transmission electron microscopy,
scanning electron microscopy,12 and x-ray diffraction.15
In this contribution, we present the HS-LEIS spectra of zinc from high purity Zn foil (99.99+%),
and copper from high purity Cu foil (99.99%) used for chemical vapor deposition (CVD) of
graphene. The zinc sample was first cleaned by mechanical polishing and chemical etching with
dilute HCl (5%, 5 min.). This procedure reduces the oxide layer. The final “clean” zinc surface
was obtained by mechanically scratching the same sample with a piece of stainless steel. As Zn is
a soft metal, there was no visible (LEIS) metallic contamination from this procedure. Other
methods were tried, but they were less effective. It is important to minimize the time between the
mechanical treatment and introduction to the UHV system. From this point of view, the Low
energy ion scattering (LEIS) is a highly sensitive surface analytical techniques that enables the
identification and quantitation of the atoms in the outermost layer of a material. LEIS is usually
performed by directing low energy noble gas ions (typically 1-10 keV) at a sample. The ions that
backscatter have an energy indicative of the masses of the surface elements from which they have
rebounded.2, 3 Spectra obtained via LEIS are generally devoid of matrix effects, clearly defined,
and therefore easy to interpret qualitatively.3 However, quantitation in LEIS is complicated by
surface contamination, charge exchange processes between the projectile and surface atoms and
specific arrangements of the surface at the atomic scale.4 Since the theory that is available to
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quantify measured signals and determine surface composition is inadequate, precise quantitation
can only be done with the help of well-defined references.4, 5
HS-LEIS measurements on both surfaces were performed with 4He+ at 3.0 keV and Ne+ at 4.0 keV
as primary ions. While 4.0 keV is a low energy for Ne scattering, above this value reionization
become significant, which makes quantification less well-defined. No post processing of the data
was done. There is a single binary collision peak for Zn and Cu in the 3.0 keV 4He+ spectra,
followed by a low background down to about 700 eV. The low backgrounds are explained by the
high energy threshold for reionization of already neutralized He projectiles. This threshold is above
2000 eV for both elements.16 Particles sputtered from the surfaces during the measurements lift
the background at energies below 600 eV.
The scattering of Ne projectiles with a primary energy of 4.0 keV by Zn and Cu offers much better
mass resolution than the scattering of lighter He projectiles. Thus the binary collision peaks for Zn
and Cu are isotopically broadened. This effect is especially manifested by the many isotopes of Zn
(masses: 64, 66, 67, 68 and 70). In addition, between 1300 eV and 1650 eV there is a low
background, which results from Ne+ ions colliding with two Zn (or Cu) atoms. The dips across the
Zn and Cu peak (spectra) have a periodicity of 36 eV and are artefacts of the measurement (see for
example 01688_02, no smoothing applied). The maximum kinetic energy of the scattered ion is
reached for symmetric collisions15 (Ne+ ions scattered by two collisions of about 72.5°, resulting
in a 145° total scattering angle). The low energy signals between 250 eV and the left base of the
Zn and Cu binary collision peaks are different for Zn and Cu. The high background in the Zn
spectrum (< 1000 eV) is a result of the difficulty of cleaning zinc. That is, traces of oxygen on the
Zn surface will facilitate the creation of Zn ions, which will be sputtered by Ne+. A small peak
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around 500 eV is visible in the Cu spectrum obtained via Ne scattering, which may be a product
of Ne projectiles that leave the surface in a doubly charged state. This peak is not due to K or Ca
because these elements are not observed in the 3 keV He+ spectrum. Alternatively, because of the
lower sensitivity of He+ compared to Ne+, the peak may be due to trace K/Ca. This contribution is
less visible in the Zn spectrum where the background is more intense.
In the Spectral Features Table, we present the atomic sensitivity factors (ASFs) and relative
sensitivity factors (RSFs). The ASF for an element i is:

=
ASFi Yi / ( Q ⋅ Ni ) ,
(A1-7-1)
where, for convenience, Y is taken in counts, Q in nC, and Ni in 1014 atoms/cm2. The RSFs are the
ASFs normalized to the ASF of Cu:
RSFi = ASFi / ASFCu

(A1-7-2)
For Zn and Cu, the atomic surface concentrations in the outer atomic layer are estimated as:17
N i = ( ρi N Av / M i ) ,
23

(A1-7-3)
where ρi is the bulk density (g/cm3 ), NAv is Avogadro`s number, and Mi is the molar mass (g/mol).
Thus NZn = 15.81x1014 atoms/cm2 and NCu = 19.32x1014 atoms/cm2.
The ASF values reported here for Cu are somewhat higher than that reported in the previous work.4
Such fluctuations are normal in LEIS, which is why it is important to determine the Cu reference
signal in every LEIS measurement to determine the current instrumental sensitivity.
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A1.4 Specimen Description (Accession # 01688)
Host Material: Zinc
CAS Registry #: 7440-66-6
Host Material Characteristics: homogeneous; solid; polycrystalline; conductor; metal; Other
Chemical Name: Zinc
Source: GoodFellow
Host Composition: Zinc
Form: High purity foil
Structure: hcp
History & Significance: Zinc is vital to human physiology, and important in the semiconductor
industry and for energy storage.
As Received Condition: High purity foil (99.99+%), 1 mm thick.
Analyzed Region: Random regions of the material were analyzed.
Ex Situ Preparation/Mounting: Mechanical polishing and chemical etching with dilute HCl (5%,
5 min.), followed by mechanical scratching with a sharp stainless steel edge. The sample was
mounted on a conducting holder.
In Situ Preparation: Sputtering with 5 keV Ne+, fluence of 5x1016 ions/cm2, 1x1 mm2.
Charge Control: none
Temp. During Analysis: ~300K
Pressure During Analysis: 5.3x10-7 Pa
Partial Pressure of Reactive Gases During Analysis: 1.2x10-8 Pa
Preanalysis Beam Exposure: none
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Reference Sample for Quantification (ACCESSION # 01689)
Reference Material: Copper
CAS Registry #: 7440-50-8
Reference Material Characteristics: homogeneous; solid; polycrystalline; conductor; metal; Chemical Name: Copper
Source: MTI Corporation
Homogeneity: homogeneous
Form: solid
Specific Surface Area: N/A m2/g
Comment: High purity Cu foil (99.99%), 0.025 mm thick.
Ex Situ Preparation/mounting: None/on conducting sample holder.
In Situ Preparation: Sputtering with 5 keV Ne+, fluence of 5x1016 ions/cm2, 1x1 mm2.
Charge Control: none
Temp. During Analysis: ~300 K
Pressure During Analysis: 5.5x10-7 Pa
Partial Pressure of Reactive Gases During Analysis: 2.1x10-8 Pa
INSTRUMENT DESCRIPTION
Manufacturer and Model: IONTOF GmbH, Münster, Germany, Qtac100
Analyzer Type: Double Toroidal
Detector:
Number of Detector Elements: continuous
INSTRUMENT PARAMETERS COMMON TO ALL SPECTRA
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■Spectrometer
Analyzer Mode: constant pass energy
Energy Dependence of Detection: constant
Charge Compensation Energy: not used eV
Time of Flight Filter Used : no
Time of Flight Filter Comment : N/A
■Ion Sources
1 of 2
Purpose of this Ion Source: analysis beam
Ion Source

Manufacturer and Model: IONTOF GmbH, electron impact ion source
Energy: 3000 eV
Current: 2.4x10-6 mA
Current Measurement Method: Faraday cup
Species: 4He+
Spot Size (unrastered): 70 m
Raster Size: 750x750 m2
Incident Angle: 0 ˚
Polar Angle: N/A ˚
Azimuthal Angle: 0-360 ˚
Scattering Angle: 145 ˚
Ion Source 2 of 2
Purpose of this Ion Source: analysis beam
Manufacturer and Model: IONTOF GmbH, electron impact ion source
248

Energy: 4000 eV
Current: 2.0x10-6mA
Current Measurement Method: Faraday cup
Spot Size (unrastered): 70 m
Raster Size: 750 x 750 m2
Incident Angle: 0 ˚
Polar Angle: N/A ˚
Azimuthal Angle: 0-360 ˚
Scattering Angle: 145 ˚
Comment: The Qtac instrument used in this work has a single ion source, which is used for 3.0
keV 4He+ and 4.0 keV Ne analysis and sputtering with 5.0 keV 20Ne+.
DATA ANALYSIS METHOD
Energy Scale Correction: No correction
Peak Shape and Background Method: Peak energies, peak widths (FWHMs), and peak areas were
obtained above LEIS backgrounds (error functions5) with CASAXPS (Casa Software Ltd.,
Version 2.3.18PR1.0).
Quantitation Method: none
Sensitivity Factor (source): Relative sensitivity factors of Zn to polycrystalline Cu are: 1.05 for 3
keV 4He and 0.76 for 4 keV 20Ne.Species: 20Ne+
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A1.5 Figures

Figure A1-1.HS-LEIS spectrum of high purity Zn foil (99.99+%) using 4He+ as primary ions .

Publish in Surface Science Spectra: Yes ☒ No ☐
Accession #
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Figure A1-2. HS-LEIS spectrum of a high purity Cu poly foil using 4He+ as primary ions.

Publish in Surface Science Spectra: Yes ☒ No ☐
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Figure A1-3. HS-LEIS spectrum of high purity Zn foil (99.99+%) using 20Ne+ as primary ions .
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Figure A1-4. HS-LEIS spectrum of a high purity Cu poly foil using 20Ne+ as primary ions.
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Appendix 2: Carbon Dioxide Gas, CO2(g), by Near-Ambient Pressure XPS
A2.1 Statement of Attribution
This document was originally published as Tahereh G. Avval; Shiladitya Chatterjee; Bahr, S.; Dietrich,
P.; Meyer, M.; Thißen, A.; Linford, M. R. Carbon Dioxide Gas, CO2(g), by Near-Ambient Pressure
XPS. Surface Science Spectra 26, 014020 (2019); doi: 10.1116/1.5053099.1 Here, the texts are
reproduced with the permission from AIP publishing.
Some information fields are omitted from this document to improve its readability in this format. We
refer readers to the original document for complete sample, instrument information, and spectral
features.

A2.2 Abstract
Near ambient pressure – X-ray photoelectron spectroscopy (NAP-XPS) is a less traditional form of
XPS that allows samples to be analyzed at relatively high pressures, i.e., at greater than 2500 Pa. With
NAP-XPS, XPS can probe moderately volatile liquids, biological samples, porous materials, and/or
polymeric materials that outgas significantly. In this submission, we show the survey, O 1s, C 1s,
valence band, O KLL Auger, and C KLL Auger NAP-XPS spectra of gaseous carbon dioxide, CO2, a
material that would be difficult to analyze by conventional XPS. A small N 1s signal from N2(g) is
also observed in the survey spectrum. The C 1s and O 1s signals in the narrow scans are fit to GaussianLorentzian sum (GLS) and asymmetric Lorentzian (LA) functions. Better fits are obtained with the LA
synthetic line shape. Since it is likely that CO2(g) will be present in other NAP-XPS analyses, these
data should serve as a useful reference for other researchers.

Keywords: Near-ambient pressure X-ray photoelectron spectroscopy, NAP-XPS, XPS, carbon
dioxide, CO2(g)
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A2.3 Introduction
Carbon dioxide, CO2, is a colorless, odorless gas that is present in the earth’s atmosphere at trace
levels. It is produced by combustion (oxidation) of carbon-containing materials, e.g., the oxidation
of methanol,2, 3 fermentation, and animal respiration. CO2 is a major greenhouse gas because of its
ability to absorb radiant energy. CO2 conversation into fuels in the presence of metal catalysts is
important for the Carbon dioxide, CO2, is a colorless, odorless gas that is present in the earth’s
atmosphere at trace levels. It is produced by combustion (oxidation) of carbon-containing
materials, e.g., the oxidation of methanol,2, 3 fermentation, and animal respiration. CO2 is a major
greenhouse gas because of its ability to absorb radiant energy. CO2 conversation into fuels in the
presence of metal catalysts is important for the reduction of environmental pollution,4 and near
ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) is well suited for understanding
surface reactions of metallic catalysts during CO2 hydrogenation.5, 6

CO2 has previously been

characterized in the solid state, as a pure ultrathin film,7, 8 and in combination with water and
methanol by conventional XPS.9 In this submission we present the NAP-XPS characterization of
carbon dioxide, CO2. Because CO2 has both theoretical and industrial importance, it is likely that
its spectrum will end up superimposed on that of other materials in NAP-XPS analyses – we expect
the spectra reported here to be useful references. Data were collected with the SPECS EnviroESCA
instrument.10-13 This document is part of a series of submissions on NAP-XPS that is being
submitted to Surface Science Spectra. This set of articles and the NAP-XPS technique have
previously been introduced in this journal.14
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This submission contains the survey, O 1s, C 1s, valence band, O KLL Auger, and C KLL Auger
NAP-XPS spectra of gas phase CO2. A small N 1s signal from N2(g) is also present in the survey
spectrum. The O 1s narrow scan shows a main peak at a binding energy of ca. 537 eV from CO2.
The other two small peaks/groups of peaks at binding energies of ca. 550 and 554 eV are shakeup peaks (the C 1s narrow scan that is described below shows similar shake-up signals).15 The C
Auger signal in the survey spectrum is barely discernable. This may be a combination of the fact
that this signal is generally much smaller than C 1s signal and also that there may be greater
attenuation of the signal at higher binding energy (lower kinetic energy where the C Auger signal
appears) than at lower binding energy (higher kinetic energy where the C 1s signal appears). The
C 1s narrow scan primarily shows one signal, which is attributed to carbon in CO2(g). This signal
appears at relatively high binding energy because the carbon in CO2 is chemically shifted to a
rather high oxidation state through four carbon-oxygen bonds,16 and also because gas phase
photoelectron signals generally appear at higher binding energies than those from condensed
phases. The valence band of CO2(g) is also presented. It has previously been shown and discussed
in the Literature.15, 17-19 No energy correction was applied to the spectra presented here, which are
referenced to the Fermi level of the instrument.
The O 1s and C 1s signals here are fit to Gaussian-Lorentzian sum (GLS)20 and asymmetric
Lorentzian (LA)21 functions above flat, linear baselines. These baselines are typical for NAP-XPS
spectra because of a lack of inelastically scattered electrons from gas phase materials. These peaks
are better fit with LA synthetic line shapes, which suggests that they have a significant amount of
Lorentzian character. For the O 1s fit, the GLS had a Lorentzian contribution of 20%, while the
LA function had α, β, and m values of 1.7, 2.7, and 0, respectively. The α and β parameters in the
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LA function are exponents that determine the degree of asymmetry on the lower and higher binding
energy sides of the synthetic peak, respectively. The parameter m is a measure of the Gaussian
contribution to the LA function vis-à-vis the convolution of a Gaussian with the asymmetric
Lorentzian portion of the LA function, i.e., the LA function allows an asymmetric Voigt function
to be created. For the C 1s fit, the GLS had a Lorentzian contribution of 20%, while the LA function
had α, β, and m values of 1.5, 2.2, and 0, respectively.
A2.4 Specimen Description (Accession #01486)
Host Material: Carbon dioxide, CO2(g)
CAS Registry #:

7732-18-5

Host Material Characteristics: homogeneous; gas; amorphous; inorganic compound; Other
Chemical Name: Carbon dioxide, CO2(g)
Source: Messer Griesheim GmbH
Host Composition: Carbon dioxide, CO2(g)
Form: Gas
Structure: CO2, O=C=O
History & Significance: CO2 is an important product of the combustion (oxidation) of organic
materials, and an important greenhouse gas.
As Received Condition: Compressed gas cylinder
Analyzed Region:
Ex Situ Preparation/Mounting: N/A
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In Situ Preparation: N/A
Charge Control: 2 mbar CO2
Temp. During Analysis: 300K
Pressure During Analysis: 200 Pa
Pre-analysis Beam Exposure: 30s.
INSTRUMENT DESCRIPTION

Manufacturer and Model: SPECS EnviroESCA
Analyzer Type: spherical sector
Detector: other 1D delay line detector (1D-DLD)
Number of Detector Elements: 25
INSTRUMENT PARAMETERS COMMON TO ALL SPECTRA
■Spectrometer

Analyzer Mode: constant pass energy
Throughput (T=EN): N=0
Excitation Source Window: silicon nitride
Excitation Source: Al Kα monochromatic
Source Energy: 1486.6 eV
Source Strength: 42 W
Source Beam Size: 250 µm x 250 µm
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Signal Mode: multichannel direct
■Geometry

Incident Angle: 55 ˚
Source-to-Analyzer Angle: 55 ˚
Emission Angle: 0 ˚
Specimen Azimuthal Angle: 0 ˚
Acceptance Angle from Analyzer Axis: 22 ˚
Analyzer Angular Acceptance Width: 44 ˚
DATA ANALYSIS METHOD

Energy Scale Correction: No correction
Recommended Energy Scale Shift: 0
Peak Shape and Background Method:

Gaussian-Lorentzian sum (GLS) and also

asymmetric Lorentzians (LA) functions were used for peak fitting on top of linear backgrounds.
All peak fitting was with CasaXPS (Casa Software Ltd., Version 2.3.18PR1.0).
Quantitation Method: Elemental compositions were calculated using standard SPECS
software.
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Appendix 3: Oxygen Gas, O2(g), by Near-Ambient Pressure XPS
A3.1 Statement of Attribution
This document was originally published as Tahereh G. Avval; Shiladitya Chatterjee; Grant T. Hodges;
Bahr, S.; Dietrich, P.; Meyer, M.; Thißen, A.; Linford, M. R. Oxygen Gas, O2(g), by Near-Ambient
Pressure XPS. Surface Science Spectra 26, 014021 (2019); doi: 10.1116/1.5100962.22 Here, the texts
reproduced with the permission from AIP publishing.
Some information fields are omitted from this document to improve its readability in this format. We
refer readers to the original document for complete sample, instrument information, and spectral
features.

A3.2 Abstract
Near ambient pressure – X-ray photoelectron spectroscopy (NAP-XPS) is a less traditional form
of XPS that allows samples to be analyzed at relatively high pressures, i.e., greater than 2500 Pa.
With NAP-XPS, XPS can probe moderately volatile liquids, biological samples, porous materials,
and/or polymeric materials that outgas significantly. In this submission, we show the survey, O 1s,
valence band, and O KLL Auger NAP-XPS spectra of oxygen gas, O2, a material that would be
difficult to analyze by conventional XPS. A small N 1s signal from N2(g) is also observed in the
survey spectrum. The O 1s narrow scan is fit to Gaussian-Lorentzian sum (GLS) functions. The
Lorentzian character of this synthetic line shape was varied to obtain the best fit. Since it is likely
that O2(g) will be present in other NAP-XPS analyses, these data should serve as a useful reference
for other researchers.
Keywords: Near-ambient pressure X-ray photoelectron spectroscopy, NAP-XPS, XPS, Oxygen,
O2(g)
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A3.3 Introduction
Oxygen was discovered independently in the 1770’s by Swedish pharmacist Carl Wilhelm Scheele
and Joseph Priestly.23 Oxygen is a highly reactive element that combines with most of the elements
and is found in a vast number of organic compounds. In its standard state, oxygen gas is a diatomic
molecule, O2. An enormous number of studies mention oxygen. For example, reflectance
spectroscopy contributed to the discovery of molecular O2 on Ganymede, Jupiter’s largest moon.24
An XPS study of O2/Pt (111) demonstrated four absorption phases for O2: a physisorbed phase at
25 K, two chemisorbed molecular phases at 90 K and 135 K, and an atomic phase above 150 K.25
The separation between the O Oxygen was discovered independently in the 1770’s by Swedish
pharmacist Carl Wilhelm Scheele and Joseph Priestly.23 Oxygen is a highly reactive element that
combines with most of the elements and is found in a vast number of organic compounds. In its
standard state, oxygen gas is a diatomic molecule, O2. An enormous number of studies mention
oxygen. For example, reflectance spectroscopy contributed to the discovery of molecular O2 on
Ganymede, Jupiter’s largest moon.24 An XPS study of O2/Pt (111) demonstrated four absorption
phases for O2: a physisorbed phase at 25 K, two chemisorbed molecular phases at 90 K and 135
K, and an atomic phase above 150 K.25 The separation between the O 1s and O 2s signals is a
useful parameter called the OVP (oxygen valence parameter), which is frequently used for
understanding structures of oxygen-containing polymers.26
In this submission we present the NAP-XPS characterization of oxygen gas, O2(g). Because O2
has both theoretical and industrial importance and also because oxygen in the air is ubiquitous, it
is likely that its spectrum will appear in other NAP-XPS analyses – we expect the spectra reported
here to be useful references. Data were collected with the SPECS EnviroESCA instrument.
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10-13

This document is part of a series of submissions on NAP-XPS that is being submitted to Surface
Science Spectra. This set of articles and the NAP-XPS technique have previously been introduced
in this journal.14 We are also reporting the gas phase NAP-XPS spectra of CO2(g)1, N2(g)27,
H2O(g)28, and Ar(g)29.
This submission contains the survey, O 1s, O KLL Auger, and valence band NAP-XPS spectra of
gas phase O2. A small N 1s signal from N2(g), presumably from N2(g) that was previously in the
chamber, is also present in the survey spectrum. The O 1s narrow scan shows a main peak (O-1)
at a binding energy of ca. 539 eV and another smaller peak (O-2) at a binding energy of ca. 540
eV. The O2 molecule is paramagnetic so it shows two O 1s peaks with 1 eV splitting and an area
ratio of almost 2:1. These results are in accord with previous measurements by Seigbahn et al.30
The other two small peaks/groups of peaks at higher binding energies (ca. 550 and 554 eV) are
shake-up signals.15 The peaks in the valence band spectrum were labeled according to the work of
Siegbahn et al., also the Auger signal was in agreement with their measurements.31
The split O 1s peaks here were fit to Gaussian-Lorentzian sum (GLS)20 synthetic signals with 30%
Lorentzian character above a linear baseline. Flat baselines are commonly observed in NAP-XPS
analyses of gaseous materials.1 The shake up signals in the O 1s region were fit to pure Gaussian
synthetic peaks. No energy correction was applied to the spectra shown here and the spectra were
referenced to the Fermi level. The valence band of O2(g) is also presented.
A3.4 Specimen Description (Accession #01539)
Host Material: Oxygen, O2(g)
CAS Registry #:

7782-44-7

Host Material Characteristics: homogeneous; gas; amorphous; inorganic compound; Other
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Chemical Name: Oxygen, O2(g)
Source: Messer Griesheim GmbH
Host Composition: Oxygen, O2(g)
Form: Gas
Structure: O2, O=O
History & Significance: Oxygen (O2) makes up 20.95% of Earth’s atmosphere and is one of
the fundamental elements for maintaining life. Because of this, the discovery of oxygen has been
called “the greatest discovery of all time”.23
As Received Condition: Compressed gas cylinder
Analyzed Region:
Ex Situ Preparation/Mounting: N/A
In Situ Preparation: N/A
Charge Control: Residual gas
Temp. During Analysis: 300K
Pressure During Analysis: 200 Pa
Pre-analysis Beam Exposure: 30s.
INSTRUMENT DESCRIPTION

Manufacturer and Model: SPECS EnviroESCA
Analyzer Type: spherical sector
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Detector: other 1D delay line detector (1D-DLD)
Number of Detector Elements: 25
INSTRUMENT PARAMETERS COMMON TO ALL SPECTRA
■Spectrometer

Analyzer Mode: constant pass energy
Throughput (T=EN): N=0
Excitation Source Window: silicon nitride
Excitation Source: Al Ka monochromatic
Source Energy: 1486.6 eV
Source Strength: 42 W
Source Beam Size: 250 µm x 250 µm
Signal Mode: multichannel direct
■Geometry

Incident Angle: 55 ˚
Source-to-Analyzer Angle: 55 ˚
Emission Angle: 0 ˚
Specimen Azimuthal Angle: 0 ˚
Acceptance Angle from Analyzer Axis: 22 ˚
Analyzer Angular Acceptance Width: 44 ˚
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■Ion Gun

Manufacturer and Model:
Energy: eV
Current: Enter ion beam current. Choose current unit.
Current Measurement Method: Choose an item.
Sputtering Species: Enter sputtering species.
Spot Size (unrastered): Enter ion beam spot size (unrastered). µm
Raster Size: Enter ion beam raster size X value. µm x Enter ion beam raster size Y value. µm
Incident Angle: Enter ion beam incident angle. ˚
Polar Angle: Enter ion beam polar angle. ˚
Azimuthal Angle: Enter ion beam azimuthal angle. ˚
Comment: No ion gun was used.
DATA ANALYSIS METHOD

Energy Scale Correction: No correction. The spectra were not referenced to the vacuum level
because this document is intended as a reference for future NAP-XPS work on liquids and solids.
Recommended Energy Scale Shift: 0
Peak Shape and Background Method: Guassian-Lorentzian sum (GLS) functions were
used for all peak fitting on top of linear backgrounds. All peak fitting was with CasaXPS (Casa
Software Ltd., Version 2.3.18PR1.0).
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Quantitation Method: N/A
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Appendix 4: Dimethyl Sulfoxide, DMSO, by Near-Ambient Pressure XPS
A4.1 Statement of Attribution
This document was originally published as Tahereh G. Avval; Cody V. Cushman; Bahr, S.; Dietrich,
P.; Meyer, M.; Thißen, A.; Linford, M. R. Dimethyl Sulfoxide, DMSO, by Near-Ambient Pressure
XPS. Surface Science Spectra 26, 014020 (2019); doi: 10.1116/1.5053099.32 Here, the texts are
reproduced with the permission from AIP publishing.
Some information fields are omitted from this document to improve its readability in this format. We
refer readers to the original document for complete sample, instrument information, and spectral
features.

A4.2 Abstract
Near ambient pressure – X-ray photoelectron spectroscopy (NAP-XPS) is a less traditional form
of XPS that allows samples to be analyzed at relatively high pressures, i.e., at greater than 2500
Pa. With NAP-XPS, XPS can probe moderately volatile liquids, biological samples, porous
materials, and/or polymeric materials that outgas significantly. In this submission we show survey,
O 1s, C 1s, S 2p, and S 2s NAP-XPS spectra from dimethyl sulfoxide, DMSO, a widely-used
organic solvent that is miscible with water. The sample was analyzed directly in its native, liquid
state at room temperature. In general, both liquid and gas phase peaks are observed in the narrow
scans. Due to the importance of DMSO in both chemistry and biology, it is likely that it will appear
in future NAP-XPS analyses. Accordingly, these data may serve as a reference for future work.
Keywords: Near-ambient pressure X-ray photoelectron spectroscopy, NAP-XPS, XPS, Dimethyl
sulfoxide, DMSO, Organic solvent
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A4.3 Introduction
Dimethyl sulfoxide, DMSO is a widely used polar aprotic organic solvent. It has a relatively low
vapor pressure. It is miscible with many organic solvents, and also with water. It has numerous
applications. For example, DMSO has been used as a stabilizing ligand for Pd-based catalysts for
oxidation reactions,33 and as a rinsing agent for electronics.34 A DMSO-water mixture can be
employed for preservation of biological samples.35, 36 In this submission we present the NAP-XPS
characterization of DMSO. DMSO is a relatively simple organic molecule that consists of two
identical methyl groups (one type of carbon) bonded to a central sulfur atom, which is oxidized,
i.e., (CH3)2SO. This document is part of a series of submissions on NAP-XPS that is being
submitted to Surface Science Spectra. This set of articles and the NAP-XPS technique have
previously been introduced in this journal.14 Data were collected with the SPECS EnviroESCA
instrument.11-13, 37 The survey spectrum of DMSO shows C 1s, O 1s, S 2s, and S 2p signals from
the organic liquid, as well as an N 1s signal from nitrogen gas (N2) in the analysis chamber. The
O 1s narrow scan shows a main peak at 531.5 eV from liquid DMSO and a shoulder to it at ca.
532.5 eV from gas phase DMSO. Gas phase signals are generally narrower and come at higher
binding energies than liquid phase (condensed phase) signals in NAP-XPS. The final pair of peaks
at around 540 eV are from oxygen gas, O2(g).25 The C 1s, S 2s, and S 2p narrow scans are also
presented in this submission. The C 1s envelope consists of a main peak at ca. 285 eV, which is
assigned to the liquid material, with a shoulder on it at higher energy, which is assigned to gas
phase DMSO. The S 2p narrow scan was fitted with two pairs of spin-orbit peaks, where each pair
was constrained to have a 2:1 area ratio and the separation between the 2p3/2 and 2p1/2 peaks was
1.18 eV. The binding energy difference between these sets of peaks is 1.4 eV, and each set of peaks
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(spin-orbit components) had equal FWHMs of 0.91 and 0.74 eV for the liquid and gas phase
materials, respectively. The synthetic peaks used in this fitting were Gaussian-Lorentzian sum
functions, and a linear background was employed.20 Linear backgrounds are often appropriate for
insulating (large band gap) materials.38 The best fit to the data was obtained with GaussianLorentzian sum functions with G:L ratios of 100:0, i.e., pure Gaussians worked best for this fitting.
The atomic concentrations reported for the survey scan excluding the contribution from N2 (the N
1s signal) (see Spectral Features Table).
A4.4 Specimen Description (Accession #01521)
Host Material: Dimethyl sulfoxide, DMSO
CAS Registry #:

7732-18-5

Host Material Characteristics: homogeneous; liquid; amorphous; organic compound; Other
Chemical Name: Dimethyl sulfoxide, DMSO
Source: Sigma-Aldrich
Host Composition: C2H6SO
Form: Liquid
Structure: (CH3)2SO
History & Significance: DMSO is a widely used organic solvent. It has numerous applications
in organic chemistry, biochemistry, and biology.
As Received Condition: Liquid
Analyzed Region: A region of the surface of the liquid.
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Ex Situ Preparation/Mounting: DMSO was measured directly from 2 – 3 mL of the neat liquid
in a watch glass, which was put on an O-ring on the sample platter.
In Situ Preparation: None
Charge Control: Residual gas at 450 pa, which was a mixture of DMSO vapor, N2 from
venting, and residual air in the chamber.
Temp. During Analysis: 300K
Pressure During Analysis: 450 Pa
Pre-analysis Beam Exposure: 30 s.
INSTRUMENT DESCRIPTION

Manufacturer and Model: SPECS EnviroESCA
Analyzer Type: spherical sector
Detector: other , delay line detector (1D-DLD)
Number of Detector Elements: 25
INSTRUMENT PARAMETERS COMMON TO ALL SPECTRA
■Spectrometer

Analyzer Mode: constant pass energy
Throughput (T=EN): N=0
Excitation Source Window: silicon nitride
Excitation Source: Al Ka monochromatic
Source Energy: 1486.6 eV

276

Source Strength: 42 W
Source Beam Size: 250 µm x 250 µm
Signal Mode: multichannel direct
■Geometry

Incident Angle: 55 ˚
Source-to-Analyzer Angle: 55 ˚
Emission Angle: 0 ˚
Specimen Azimuthal Angle: 0 ˚
Acceptance Angle from Analyzer Axis: 22 ˚
Analyzer Angular Acceptance Width: 44 ˚
DATA ANALYSIS METHOD

Energy Scale Correction: No correction
Recommended Energy Scale Shift: 0
Peak Shape and Background Method: Guassian-Lorentzian sum functions were used for
peak fitting on top of a linear background. All peak fitting was with CasaXPS (Casa Software Ltd.,
Version 2.3.18PR1.0).
Quantitation Method: Elemental compositions were calculated using standard SPECS
software.
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Appendix 5 : LEIS SSS Submission Form Template.
A5.1 Statement of Attribution
This template is now available on the Surface Science Spectra (SSS) website under the name of
‘LEIS blank template’. In addition to this template, authors can access the LEIS template
instruction for using the template.
A5.2 LEIS Blank Template

Click here to enter title.
Click here to enter author(s).
Click here to enter affiliation(s).
Enter
Accession Number

(Received day Month year; accepted day Month year; published day Month year)

Accession#:

Click here to enter abstract.
Keywords:

Technique:

Click here to enter keywords.

item.

Host Material:

A5.3 Introduction

material.

SPECIMEN DESCRIPTION (ACCESSION # Enter Accession Number.)

Major Elements in Spectra:

Enter major elements in
spectra.

Host Material: Enter host material.
CAS Registry #: Choose an item.
Material

Characteristics:

Enter host

Instrument: Enter
instrument
manufacturer and
model.

Enter introduction.

Host

Choose an

Minor Elements in Spectra:

Choose

a

homogeneity.Choose

a

phase.Choose a crystallinity. Choose an electrical characteristic.Choose a
material family.Choose a special material class.
Chemical Name: Enter chemical name.

Enter minor elements in
spectra or ‘none’ if not
applicable.
Published Spectra: Enter
number of published
spectra.
Spectral Category:

an item.
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Choose

Source: Enter source.
Host Composition: Enter host composition.
Form: Enter specimen form.
Structure: Enter structural formula.
History & Significance: Enter history & significance.
As Received Condition: Enter as received condition.
Analyzed Region: Enter analyzed region.
Ex Situ Preparation/Mounting: Enter ex situ preparation/mounting.
In Situ Preparation: Enter in situ preparation.
Charge Control: Enter charge control procedure.
Temp. During Analysis: Enter in situ preparation. K
Pressure During Analysis: Enter maximum chamber pressure during analysis. Pa
Partial Pressure of Reactive Gases During Analysis: Enter partial pressure of reactive gases
during analysis. Pa
Preanalysis Beam Exposure: Enter preanalysis beam exposure.
A5.4 Reference Sample for Quantification
Chemical Name: Enter chemical name.
Source: Enter source.
Homogeneity: Enter homogeneity.
Form: Enter form.
Specific Surface Area: Enter specific surface area. m2/g
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Comment: Enter reference sample comment.
Ex Situ Preparation/mounting: Enter ex situ preparation.
In Situ Preparation: Enter in situ preparation.
Charge Control: Enter charge control procedure.
Temp. During Analysis: Enter in situ preparation. K
Pressure During Analysis: Enter maximum chamber pressure during analysis. Pa
Partial Pressure of Reactive Gases During Analysis: Enter partial pressure of reactive gases
during analysis. Pa
A5.5 Instrument Description
Manufacturer and Model: Enter instrument manufacture
Choose an item.
Analyzer Type: Choose an item.
Detector: Choose an item.
Number of Detector Elements: Enter number of detector elements.
A5.6 Instrument Parameters Common to all Spectra
Spectrometer
Analyzer Mode: Choose an item.
Energy Dependence of Detection: Choose an item.
Charge Compensation Energy: Enter charge compensation energy value. eV
Time of Flight Filter Used: Choose an item.
Time of Flight Filter Comment: Enter time of flight filter comment
Ion Sources
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Ion Source 1 of Enter number of ion sources used.
Purpose of this Ion Source: Choose an item.
Manufacturer and Model: Enter ion gun manufacturer and model.
Energy: Enter ion beam energy. eV
Current: Enter ion beam current. Choose current unit.
Current Measurement Method: Choose an item.
Species: Choose an item.
Spot Size (unrastered): Enter primary beam spot size. m
Raster Size: Enter primary beam raster size. m
Incident Angle: Enter ion beam incident angle. ˚
Polar Angle: Enter ion beam polar angle. ˚
Azimuthal Angle: Enter ion beam azimuthal angle. ˚
Scattering Angle: Enter scattering angle. ˚
Comment: Enter primary ion beam comment.
A5.7 Data Aanalysis Method
Energy Scale Correction: Enter energy scale correction.
Peak Shape and Background Method: Enter peak shape and background method.
Quantitation Method: Enter quantitation method.
Sensitivity Factor (source): Enter sensitivity factor.
A5.8 Acknowledgment
Acknowledge grants and other people who have contributed to the work (other than authors) here.
Any funding information provided in your Acknowledgements should also be listed in your
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manuscript details in the submission system. Under “Manuscript Information”, please click on
"Publication Charges and Funding". Enter any funding sources in the "Funding Sources" section.
Please be concise. Acknowledgements text should be styled as AckText. Acknowledgement title
should be styled as AckHead.
Author Declarations
Conflicts of Interest (required)
If there are conflicts to report, a statement to that effect must be included. If there are no conflicts
to report, the statement "The authors have no conflicts to disclose" must be included. For more
information, see author instructions for SSS
Ethics Approval (if applicable)
Research articles containing experiments on animals and/or human subjects must include a
statement that the authors obtained ethics approval. For more information, see author instructions
for SSS
Author Contributions (if applicable)
Statements about author contributions can be added here if needed.
A5.9 Data Availability Statement
Manuscripts are required to include a data availability statement. This statement should be placed
between Acknowledgements and References. Since you are using this manuscript template, the
appropriate statement likely is: “The data that supports the findings of this study are available
within the article and its supplementary material.” To confirm, you can review the instructions and
templates, using the following link: https://publishing.aip.org/resources/researchers/openscience/research-data-policy.
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A5.10 References
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…

Comment #

Insert spectrum here

Publish in Surface Science Spectra: Yes ☐ No ☐
Accession #

Click or tap here to enter text.

Host Material

Enter host material.

Technique

Choose an item.

Spectral Region

Enter spectral region.

Instrument

Enter instrument manufacturer and model.

Primary Beam Energy

Enter source energy eV

Primary Ion Species

Choose an item.
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Primary Ion Fluence

Enter primary ion fluence value ion/cm2

Analysis Field of View

Enter analysis field of view X value. x mm Enter analysis
field of view Y value. mm
Choose an item.

Analyzer Type
Scattering Angle
Analyzer

Choose an item.

Analyzer Resolution
Total Signal Accumulation

Enter scattering angle.˚

Enter analyzer constant value. Choose an item.
Enter analyzer resolution. Choose an item.
Enter total signal accumulation time. s

Time
Total Elapsed Time

Enter total elapsed time. s

Number of Scans

Enter number of scans.

Effective Detector Width

Enter effective detector width. eV

☐ No ☐
■ Accession #: Click or tap here

Insert reference spectrum here(optional)

Publish in SSS: Yes

to enter text.
■ Host Material:

material.

Enter host

Choose an item.
■ Spectral Region: Enter spectral
region.
Instrument: Enter instrument
■ Technique:

manufacturer and model.
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Primary Beam Energy: Enter
primary beam energy. eV
Primary Ion Species: Enter
primary ion species.
Primary Ion Fluence: Enter
primary ion fluence value
ion/cm2

Analysis Field of View:Enter
analysis field of view X value.
mm x Enter analysis field of
view X value. mm
Analyzer Type: Choose an item.
Scattering Angle Enter scattering
angle. ˚
Analyzer Choose an item. Enter
analyzer constant value. Choose
an item.
Analyzer Resolution: Enter
analyzer resolution Choose an
item.
Total Signal Accumulation Time:

Enter total signal accumulation
time. s
Total Elapsed Time: Enter total
elapsed time. s
Number of Scans: Enter number
of scans.
Effective Detector Width: Enter
effective detector width. eV
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