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ABSTRACT 
The quality of service has become a 
vital issue for service providers, but 
their analysis has been oriented to 
the configuration in the intercon-
nectivity devices mainly. The article 
presents the data analysis from a 
series of simulations for a NGN with 
MPLS cores, which together are 
configured QoS mechanisms with 
specific configurations within the core 
network. Additionally we present 
the data analysis from experimental 
setup laboratory similar characteris-
tics to the simulated pattern.
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RESUMEN
La calidad de servicio se ha conver-
tido en un tema de vital importancia 
para sus proveedores, pero su análisis 
ha estado orientado principalmente 
a la configuración en los dispositivos 
de interconectividad. El artículo 
presenta el análisis de los datos ob-
tenidos en una serie de simulaciones 
realizadas en el núcleo de una red 
NGN con tecnología MPLS, donde de 
manera conjunta se han configurado 
mecanismos de calidad de servicio con 
configuraciones específicas dentro de 
la red de núcleo. Adicionalmente se 
presentan los análisis de los datos ob-
tenidos en un montaje experimental 
de laboratorio de similares caracte-
rísticas al esquema simulado.
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Con la evolución de las redes de da-
tos tradicionales a redes de próxima 
generación ofrecer calidad de servicio 
se ha convertido en un tema crucial, 
debido a que múltiples aplicaciones, 
con diferentes características de 
funcionamiento, compiten por el uso 
del ancho de banda de los enlaces 
al interior de la red de núcleo. Esta 
situación lleva a que en determinado 
momento las aplicaciones no funcio-
nen de manera adecuada y causen 
insatisfacción al usuario.
Múltiples autores1-4 abordan el tema 
de ofrecer calidad de servicio desde 
la perspectiva de la configuración en 
el dispositivo de interconectividad, 
que conecta la red corporativa a la 
red del proveedor de servicios. Este 
acercamiento es válido pero también 
se puede hacer teniendo en cuenta la 
configuración que se haga al interior 
en la red de núcleo del proveedor de 
servicios. 
Con base en lo anterior, dentro de la 
red de próxima generación se define 
una capa virtual que se encarga de 
garantizar la calidad de servicio, di-
cha capa está relacionada con la capa 
de servicio y con la red de transporte 
de la red NGN. 
Ahora bien, esta capa de QoS se pue-
de subdividir en tres estratos, donde 
cada estrato tiene unas funciones 
específicas que se relacionan estre-
chamente con la capa de servicio y con 
la red de transporte. En la Figura 1 
se puede apreciar la función genérica 
de cada estrato.
En lo referente al estrato de infraes-
tructura, es aquí donde se realizan los 
procesos necesarios para garantizar 
calidad de servicio a las aplicaciones, 
una parte de estos procesos es encar-
gada a los dispositivos de interconec-
tividad mediante la utilización de 
esquemas de encolamiento, paralelo 
a esto está la configuración que se 
haya realizado al interior de la red 
de núcleo del operador, que para el 
desarrollo del artículo se trata de 
una red basada en tecnología MPLS.
En el estrato de verificación se reali-
zan los procesos para comprobar si se 
está garantizando calidad de servicio 
a las aplicaciones, esto es ejecutado 
basándose en las recomendaciones de 
la ITU-T Y.15405 y Y.15416 como tam-
bién en el Reporte Técnico TR-126.7 
En el estrato de contratación se gene-
ran los acuerdos de nivel de servicio 
entre el usuario y el proveedor y es 
aquí donde se define a qué se com-
promete el proveedor con respecto 
a la calidad de servicio y qué se 
compromete el usuario a entregar al 
proveedor.
Con base en lo revisado anteriormen-
te, el artículo busca analizar qué algo-
ritmo de encolamiento presenta mejor 
desempeño si se tiene en cuenta una 
configuración específica en la red de 
núcleo, es decir, se va a analizar la re-
lación entre los dos primeros estratos 
visualizados en la Figura 1.
Figura 1. Estratificación del nivel de QoS en 
una red NGN.
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El artículo está desarrollado de la 
siguiente manera. Se describe el con-
tenido de las recomendaciones Y.1540 
y Y.1541; posteriormente se revela el 
escenario de simulación y se analizan 
los resultados entregados, luego se 
reseña la implementación en el la-
boratorio y finalmente se presentan 
las conclusiones, trabajo posterior y 
bibliografía utilizada.
RECOMENDACIONES Y.1540 Y 
Y.1541
La Recomendación Y.1540 define los 
parámetros que se utilizan para espe-
cificar y evaluar la calidad de funcio-
namiento en cuanto a velocidad, exac-
titud, seguridad de funcionamiento y 
disponibilidad de la transferencia de 
paquetes en una red IP. Los paráme-
tros definidos se aplican al servicio IP 
de extremo a extremo, punto a punto, 
y a tramos de la red que proporcionan, 
o contribuyen, a la prestación de ese 
servicio. La norma define principal-
mente cuatro parámetros:5,9
• IPTD (IP Packet Transfer De-
lay ) : Hace referencia al tiempo 
que tarda el paquete en pasar 
por un componente de la red, esta 
entidad puede ser un host, un 
enrutador o una sección de red. 
Este  es uno de los parámetros 
principales y críticos para todas 
las aplicaciones que utilicen una 
red convergente.
• IPDV (IP Packet Delay Varia-
tion): Hace referencia al jitter o 
al tiempo esperado de llegada de 
cada paquete.
• IPLR (IP Packet Loss Ratio): 
Se refiere a la rata de pérdida 
de paquetes, la cual se obtiene 
entre el total de paquetes per-
didos sobre el total de paquetes 
transmitidos en un flujo de datos 
determinado.
• IPER (IP Packet Error Ratio): 
Hace alusión a la tasa de paque-
tes con errores, la cual se obtiene 
entre el total de paquetes con 
errores sobre el total de paquetes 
sin errores transmitidos en un 
flujo de datos determinado
Por su parte, la recomendación 
Y.1541especifica los valores de ca-
lidad de funcionamiento para cada 
uno de los parámetros definidos en 
la recomendación Y.1540; para esto 
en la recomendación se establece 
un número de clases de calidad de 
servicio  para generar comunicación 
entre los usuarios y los proveedores 
de servicios. Los valores instalados 
para cada clase y cada parámetro se 
pueden apreciar en la Tabla 1.
Tabla 1. Parámetros de calidad de funcionamiento que determinan la QoS en NGN.
Parámetro de calidad  
de funcionamiento de red
Clases de QoS
Clase 0 Clase 1 Clase 2 Clase 3 Clase 4 Clase 5 *
IPTD 100ms 400ms 100ms 400ms 1s U
IPDV 50ms 50ms U U U U
IPLR 1x10-3 1x10-3 1x10-3 1x10-3 1x10-3 U
IPER 1 x 10-4 U
*Clase no especificada.
“U” significa no especificado o sin límites
Tomado de ITU-T Rec.Y.1541.6
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Cada clase tiene un tipo de aplicacio-
nes o servicios específicos:
Clase 0-1: Aplicaciones en tiempo 
real, sensibles al retardo y de in-
teracción alta. Por ejemplo VoIP, 
videoconferencia,  difusión de audio.
Clase 2-3: Aplicaciones de datos 
transaccionales interactivos, por 
ejemplo: navegación, señalización.
Clase 4: Aplicaciones que soportan 
pérdidas y no hay problema con el re-
tardo, como por ejemplo: videostrea-
ming, transferencia de archivos, etc.
Cabe anotar que según el tipo de apli-
cación o servicio, el administrador de 
la red la puede enmarcar en una clase 
específica,  para así garantizar el 
desempeño adecuado de la aplicación. 
Con base en estas dos recomendacio-
nes se definirá qué parámetros se van 
a analizar en las simulaciones y de 
acuerdo con los valores obtenidos de 
cada parámetro se puede verificar si 
se le está garantizando a la aplicación 
calidad de servicio.
Adicionalmente a estas dos recomen-
daciones figura el reporte técnico TR-
1267 en el cual se plantea cómo medir 
de manera objetiva la calidad de la 
experiencia para servicios triple-play; 
este reporte técnico es de vital impor-
tancia para que los proveedores de 
servicio verifiquen la satisfacción del 
usuario por los servicios prestados.
TOPOLOGÍA EN LA RED  
DE NÚCLEO
En la Figura 2 se puede apreciar el 
esquema de red que se implementó 
para realizar las simulaciones. Como 
tecnología en la red de núcleo  se 
utilizó MPLS,15 esto debido a que es 
una tecnología madura implementa-
da en la mayoría de los proveedores 
de servicio.
Se utilizó como herramienta de si-
mulación OPNET Modeler 14.58 para 
Figura 2.   Esquema de red implementado para realizar las prue-
bas comparativas entre los diferentes algoritmos de encolamiento.
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realizar las pruebas y posteriormente 
el análisis de los resultados.
No es del interés del artículo analizar 
tiempos de convergencia de los proto-
colos de enrutamiento,10,11 impacto de 
información de control13,14 y aspectos 
de implementación de los mismos,15 
como también analizar lo referente 
a aspectos de señalización de las 
aplicaciones y tamaño de la red, ya 
que lo que se busca es analizar qué 
mecanismo de encolamiento  es el 
más eficiente cuando se presenta 
congestión en los enlaces en condi-
ciones predefinidas. La eficiencia  del 
mecanismo de QoS se observa en el 
análisis de los parámetros como IPTD 
e IPDV revisando que permanezcan 
entre los valores definidos por la re-
comendación Y.1541 para las clases a 
las cuales pertenezcan las aplicacio-
nes que estén siendo utilizadas en la 
simulación.
El esquema de red está conformado 
por tres enrutadores encargados de 
cumplir funciones de etiquetamiento 
de las tramas y su respectivo enruta-
miento, los enlaces WAN son de una 
velocidad de 1544Kbps.
Cada red LAN está compuesta por 
diez estaciones, en las cuales se 
configuraron las aplicaciones ftp, 
http, VoIP y video conferencia, cada 
aplicación se estructuró con una 
distribución constante y las caracte-
rísticas del tráfico generado por cada 
una de ellas se pueden apreciar en la 
Tabla 2. La razón para escoger una 
distribución constante obedece a la 
necesidad de cargar el enlace a su 
máxima capacidad para así realizar 
las simulaciones con enlaces con-
gestionados donde el retardo de las 
aplicaciones, sin configurar ningún 
mecanismo de QoS, se sale de los 
límites de la recomendación Y.1541.
Para ftp se trabajó con un tamaño 
de archivo de 700Kbytes, el códec 
utilizado para VoIP fue G.711 y el 
tiempo de simulación promedio fue 
de 10 minutos para cada caso.
El objetivo en las simulaciones era 
brindar mayor prioridad a la aplica-
ción de VoIP y videoconferencia, ya 
que actualmente son las aplicaciones 
que mayor demanda tienen en los 
proveedores de servicio y que se con-
virtieron en aplicaciones críticas para 
los usuarios en este tipo de redes. 
Para tal fin, el tráfico de cada aplica-
ción fue marcado como se aprecia en 
la Tabla 3 para identificarlo y asignar 
las prioridades respectivas.
Adicionalmente con la aplicación de 
videoconferencia se busca emular un 
posible canal de televisión sobre IP 
(IPTV), esto con el fin de analizar qué 
puede ocurrir en las redes de núcleo 
cuando dicho servicio sea ofrecido a 
los usuarios.
Tabla 2. Características del tráfico generado por las aplicaciones.
Aplicación Cantidad de usuarios 
usando la aplicación





Número de repeticiones 
durante el tiempo  
de simulación
Voz 10 50 15 Ilimitadas
FTP 10 50 30 Ilimitadas
HTTP 10 30 30 Ilimitadas
Video conferencia 10 45 60 Ilimitadas
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Los parámetros de la recomendación 
Y.1541 a analizar en el desempeño 
de la aplicación de voz fueron IPTD 
(IP Packet Transfer Delay) que para 
la herramienta de simulación es el 
Packet End-to-End Delay e IPDV 
(IP Packet Delay Variation) que 
para la herramienta de simulación 
es el Packet Delay Variation. Para 
las otras aplicaciones no se hizo de 
manera detallada el análisis de di-
chos parámetros debido a que estos, 
son afectados por el esquema de en-
colamiento configurado, en el cual a 
la voz se le brindó mayor prioridad 
por ser en la actualidad una aplica-
ción crítica para los proveedores de 
servicio.
Se analizaron las siguientes confi-
guraciones con referencia a los LSP 
(Label Switch Path) dinámicos que se 
crearon en el esquema de la Figura 2.
– Configuración 1: Entre los en-
rutadores R1 y R2 se crearon un 
LSP de ida y otro de regreso, con 
un ancho de banda de 1544Kbps, 
a cada aplicación se le asignó un 
trunk con un ancho de banda igual 
al ancho de banda del LSP.
– Configuración 2: Entre los 
enrutadores R1 y R2 se creó un 
LSP por aplicación (4 LSPs de 
ida y 4 LSPs de regreso) y a cada 
LSP se le asignó un trunk para la 
aplicación que iba a transportar, 
el ancho de banda del LSP y trunk 
configurado fue de 1544Kbps.
– Configuración 3: Entre los enru-
tadores R1 y R2 se configuraron 2 
LSPs de ida y 2 LSPs de regreso. 
En este esquema el tráfico se 
dividió, asignando para un LSP 
el tráfico de voz y videoconferen-
cia y en el otro el tráfico de ftp y 
http. Cada aplicación utilizó un 
trunk con un ancho de banda de 
1544Kbps.
Para hacer claridad sobre las configu-
raciones 1,2 y 3, OPNET Modeler  al 
trabajar con MPLS se debe configurar 
el atributo FEC (Forwarding Equiva-
lence Class), el cual clasifica y agrupa 
los paquetes que van a ser enviados 
de la misma manera, está clasifica-
ción se hace por protocolo, dirección 
IP o tipo de servicio. A cada FEC se 
le asigna un trunk, el cual tiene un 
ancho de banda determinado.
ANÁLISIS DE RESULTADOS 
PARA LA RED MPLS
Para cada configuración los mecanis-
mos de encolamiento analizados fue-
ron: WFQ (Weighted Fair Queueing), 
CB-WFQ (Class-Based Weighted Fair 
Queueing), DWFQ (Class-based Dis-
tributed Weighted Fair Queueing, CQ 
(Custom Queueing),  y PQ (Priority 
Queueing).
Al realizar simulaciones se observó 
que los mecanismos de encolamiento 
PQ y CQ fueron los que obtuvieron 
valores más bajos para  los paráme-
tros IPTD e IPDV. En la Figura 3 se 
Tabla 3. Marcación del tráfico de las aplicaciones.
Aplicación Tipo de Servicio (ToS) DSCP
Voz Interactive Voice             (6) EF
Video conferencia Interactive Multimedia    (5) AF41
http Background                      (1) AF21
ftp Best Effort                        (0) AF11
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puede apreciar la comparación entre 
todos los mecanismos de encolamien-
to para la configuración 1, en cuanto 
al parámetro IPTD para la aplicación 
de voz.
Como se puede apreciar en la Figura 
3, los mecanismos que presentan 
menor valor promedio para el pará-
metro IPTD son PQ y CQ. Con base 
en esto solo se analizó el desempeño 
y resultados de los mecanismos CQ 
o PQ para las configuraciones plan-
teadas, con el fin de establecer cuál 
de los dos es el más eficiente para 
mantener entre valores admisibles 
los parámetros IPTD y IPDV para la 
aplicación de voz.
En la Figura 4 se puede apreciar  la 
relación de los LSPs y trunk para 
cada una de las configuraciones ana-
lizadas.
Cabe anotar que a la aplicación de voz 
se le asignó mayor prioridad  que a 
la aplicación de videoconferencia, ya 
que este servicio se ha convertido en 
crítico para los proveedores y es el que 
se ve más afectado cuando se empieza 
a congestionar el enlace.
En la Tabla 4 se pueden apreciar los 
datos obtenidos de las simulaciones 
de los algoritmos de encolamiento 
para cada configuración en la red de 
núcleo propuesta.
Si se analizan los datos presentados 
en la Tabla 4, la configuración 1 es la 
que entrega el valor IPTD más aproxi-
mado a lo planteado en la recomenda-
ción Y.1541. El que este parámetro 
Figura 3.   Parámetro IPTD para los esquemas de encolamiento simulados.
Figura 4.  Configuraciones de LSP y trunk si-
muladas. (a)Configuración 1, (b) Configuración 





esté por fuera del límite indica que 
se debe aumentar el ancho de banda 
en el enlace ya que con solo aplicar 
mecanismos de calidad de servicio no 
es suficiente para garantizar el buen 
funcionamiento de las aplicaciones.
En las otras configuraciones (2 y 3) 
el valor para IPTD es mayor debido a 
que cuanto más LSP´s un enrutador 
tenga configurados, éste debe invertir 
más tiempo de procesamiento en lo 
referente al etiquetamiento y elección 
del LSP a utilizar.
Para un proveedor de servicios es re-
comendable al menos separar el tipo 
de tráfico por  LSPs, es decir, voz y 
video en un LSP y otro para tráfico no 
critico, pero no se recomienda asignar 
un LSP a cada aplicación ya que la 
carga en los enrutadores aumentaría 
y posiblemente no sería la manera 
más eficiente de garantizar QoS en 
caso de que los enlaces presenten 
congestión.
Adicionalmente la configuración que 
se realice en el  enrutador referente 
a los parámetros de CQ puede influir 
notablemente en el desempeño  de las 
otras aplicaciones, ya que lo que se 
debe garantizar es que los paráme-
tros de la recomendación Y.1541 se 
cumplan para todas las aplicaciones. 
Esta es una labor compleja donde el 
administrador de la red debe tener 
muy claro la topología de su red y las 
aplicaciones a las cuales se les va a 
asignar prioridad en su envío.
MONTAJE EXPERIMENTAL DE 
LABORATORIO
Con el fin de verificar los datos ob-
tenidos en las simulaciones en el la-
boratorio se implementó el esquema 
que se aprecia en la Figura 5, el cual 
Tabla 4. Resultados obtenidos para los parámetros IPTD e IPDV en  las tres configuraciones 
propuestas en la red de núcleo.
Tipo de encolamiento Configuración 1 Configuración 2 Configuración 3
Parámetro (mseg) IPTD IPDV IPTD IPDV IPTD IPDV
WFQ 1530,63 333,70 1422,71 318,65 1.464,41 176,02
CB-WFQ 1175,90 421,50 1422,71 318,65 2.563,88 805,76
DWFQ 1430,06 716,84 1931,44 442,94 2.100,15 616,93
PQ 262,36 5,91 246,17 5,45 249,10 5,63
CQ 102,66 1,11 104,73 1,18 103,49 1,12
Figura 5.  Montaje experimental de laboratorio.
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está conformado por dos enrutadores 
Cisco de la serie 1841 y uno de la 
serie 3800.
Para los enlaces seriales se trabajó 
con conexiones back-to-back, con una 
velocidad de 512Kbps, esto con el fin 
de que se presente congestión en los 
enlaces. Con base en los resultados 
obtenidos en las simulaciones se con-
figuró el mecanismo de encolamiento 
CQ y se trabajó con la configuración 1.
Para realizar las medidas de los 
parámetros IPTD e IPDV, se utilizó 
la herramienta D-ITG (Distributed 
Internet Traffic Generator) versión 
2.6.1d16 la cual es una herramienta de 
dominio público que permite inyectar 
tráfico a la red y posteriormente ob-
tener las medidas de los parámetros 
IPTD e IPDV.
La herramienta funciona al utilizar 
la aplicación en el lado emisor (ITG-
Send.exe) y otra en el lado receptor 
(ITGRecv.exe), después de ejecutar 
la aplicación en el lado emisor, ésta 
genera un archivo log, el cual se deco-
difica con la aplicación ITGDec.exe y 
permite obtener de manera tabulada 
los parámetros de interés a medir. Es 
claro anotar que los tiempos obteni-
dos para los parámetros son tiempo 
Round Trip Time, por lo tanto el 
resultado del parámetro se obtiene al 
dividir por 2 cada resultado obtenido.
Los resultados obtenidos por el D-ITG 
para la voz utilizando el mecanismo 
de encolamiento CQ y teniendo im-
plementada la configuración 1 en la 
red de núcleo se pueden apreciar en 
la Tabla 5.
Analizando los datos se aprecia que 
el parámetro IPTD es obtenido me-
diante el Average Delay y el IPDV lo 
es por el Average Jitter, los cuales se 
encuentran entre los límites estable-
cidos en la recomendación Y,1541. 
Pero se presenta una situación con 
respecto a los paquetes descartados 
(Packets dropped); dicho valor está 
por fuera de los límites establecidos 
en la recomendación Y.1541 y se 
debe a que la cola de despacho en el 
enrutador se llena muy rápido y dado 
el bajo ancho de banda configurado 
en el enlace, el enrutador empieza a 
descartar paquetes. Esta operación 
de descarte de paquetes puede afec-
tar la calidad de servicio ofrecida a 
la aplicación de voz. Para verificar si 
la calidad de la llamada se ha degra-
dado, se recomienda utilizar MOS o 
la técnica documentada en el reporte 
técnico TR-126.
CONCLUSIONES
Al ofrecer QoS de servicio en una red 
convergente se debe tener en cuenta 
las configuraciones que se realicen 
tanto en los dispositivos de interco-
nectividad,  como las configuraciones 
hechas al interior de la red de núcleo.
Ahora, en cuanto a la tecnología utili-
zada en el núcleo en las redes NGN se 
Tabla 5. Resultados para la aplicación de voz 
utilizando D-ITG.
Parámetro Valor
Total Time (s) 600.439176
Total packets 51712
Minimum delay (s) 0,007245
Maximum delay (s) 0,527324
Average delay (s) 0,173118
Average jitter (s) 0.016027
Delay standar deviation (s) 0.066309
Bytes received 3309568
Average bitrate 44.107989 Kbits/s
Average packet rate 86.148417 pkt/s
Packets dropped 8287 (13.81%)
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emplea MPLS que es una tecnología 
bastante madura que ha permitido 
mejorar el desempeño en los enlaces y 
que funciona de manera más eficiente 
que el IP tradicional. En MPLS el 
hecho de discriminar el tráfico me-
diante FECs y asignar dicho tráfico 
a un trunk hace que mejore el envío 
desempeño en el envío de paquetes ya 
que cada trunk se comporta, por así 
decirlo, en un enlace virtual extremo 
a extremo.
Cuando las redes de los proveedores 
de servicio tienen una carga baja o 
hasta media, MPLS funciona eficien-
temente sin configurar ningún tipo de 
QoS. Pero  si  se presenta congestión 
se debe revisar el proceso de confi-
guración de la red en lo referente a 
la creación de los LSPs, marcado de 
tráfico y asignación de trunks, ya que 
con esta elección se puede afectar el 
desempeño tanto de los enrutadores 
como el de las aplicaciones.
Con base en los datos obtenidos se 
recomienda utilizar LSPs por tráfico 
específico o agrupando clases de tráfi-
co para lograr minimizar los tiempos 
de los paquetes en las colas de salida 
de los enrutadores, esto también se ve 
reflejado en la referencia del dispo-
sitivo de interconectividad ya que si 
una red es demasiado compleja se re-
quiere de un equipo de características 
óptimas que permita el tratamiento 
y etiquetamiento de las tramas a 
transportar en el core MPLS.
Adicionalmente se debe ser muy 
cuidadoso en la configuración del 
mecanismo CQ ya que si se elabora 
de manera inapropiada o sin realizar 
análisis de tráfico y aplicaciones res-
pectivos, podría en determinado mo-
mento hacer que aplicaciones de más 
baja prioridad funcionen de manera 
inapropiada y causar insatisfacción 
con el usuario. 
La herramienta utilizada en las 
mediciones realizadas en el labo-
ratorio, es una herramienta que en 
determinado momento se convertirá 
en pieza clave para los proveedores 
de servicio, ya que será instrumento 
muy útil para estar monitoreando el 
funcionamiento y desempeño de las 
aplicaciones. Y apoyándose en  los 
procedimientos descritos en el reporte 
técnico TR-126 puede verificarse la 
satisfacción del usuario en lo refe-
rente a la calidad de experiencia y así 
tomar los correctivos necesarios en 
caso de que las aplicaciones no estén 
funcionando adecuadamente.
TRABAJO POSTERIOR
Para profundizar mucho más en los 
análisis de desempeño de los meca-
nismos de calidad de servicio se van a 
implementar simulaciones que confi-
guran de manera específica mecanis-
mos de evasión de la congestión, con 
el fin de verificar qué tanto pueden 
influir las diferentes configuraciones 
en los mecanismos de calidad de ser-
vicio, y por ende en las aplicaciones 
ofrecidas al usuario final.
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