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Abstract
Experimental setups are finite in space and hardly ever in homogeneous con-
ditions. This is very different from the ideal settings of the thermodynamic
limit often adopted in condensed matter theories. Therefore, close to phase
transitions, where typically long range correlations build up, it is important to
correctly take into account the way in which boundaries and inhomogeneities
affect the critical behaviour. This can be achieved by means of the finite-size
(FSS) and trap-size (TSS) scaling theories, which generally apply to continuous
phase transitions, where one can define a diverging length scale. FSS and TSS
are reviewed in the first part of this work, together with some general properties
of systems close to phase transitions.
We then numerically study the TSS properties of the continuous finite-
temperature phase transition of the Bose-Hubbard model (BH) in two and three
dimension. This quantum model realistically describes experiments with ultra-
cold bosonic gases trapped in optical lattices. In three dimensions, the BH
exhibits a standard normal-to-superfluid transition. In two dimensions, the
transition becomes of the Berezinski-Kosterlitz-Thouless type, characterised by
logarithmic corrections to scaling. We perform thorough FSS analyses of quan-
tum Monte Carlo data in homogeneous conditions to extract the value critical
temperature. In two dimensions, this requires devising a matching method in
which the FSS behaviour of the 2D BH is matched to the classical 2D XY model,
whose transition belongs to the same universality class. We subsequently verify
the validity of the TSS ansatz by simulating the trapped systems at the critical
temperature. We find that the TSS theory is general and universal once one
takes into account the effective way in which the trapping potential couples to
the critical modes of the system.
In the last part of this Thesis, we extend the FSS and TSS to discontinu-
ous (or first order) quantum phase trnasitions. Discontinuous transitions do not
develop a diverging length scale in the thermodynamic limit, but are rather char-
acterised by the coexistence of domains of different phases at the transition. The
typical size of single-phase domains induce a behaviour that closely resembles
finite size scaling. We find that the scaling variable that parametrises the scal-
ing behaviour at discontinuous transitions is the ratio of the perturbation energy
driving the transition to the finite-size energy gap. We further find that inho-
mogeneous systems exibiting first order transitions can be treated heuristically
in analogy with the TSS behaviour at continuous transitions. These findings are
confirmed numerically on the quantum Ising and quantum Potts chains, which
are simulated using density matrix renormalisation group techniques.
v
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Chapter 1
Introduction
The scientific understanding of physical phenomena is paramount to technolog-
ical progress. In this regards, the study of condensed matter was particularly
prolific in giving birth to inventions that have become part of our every day
life. We can mention, for instance, transistors and diodes, which stemmed from
semiconductor physics, and hard drives and levitating trains, made possible by
the understanding of the magnetic properties of matter. For some specialised
applications, the use of superconductors is also gradually becoming common
place.
Within this “big picture”, this Ph.D. thesis focuses on the properties of many
body quantum systems at or near phase transitions. The renewed interest in
these kind of systems and phenomena stems from a wide range of possible appli-
cations in the fields of quantum simulation , quantum computing and metrology,
just to name a few [1, 2]. This interest is further supported by the advancements
in the experimental manipulation of ultra-cold gases, in which atomic vapours
can be cooled down to a few nano-kelvin above absolute zero, where the quan-
tum properties of matter cannot be neglected. These experiments are extremely
clean and robust against external perturbation, and the degree of control that
can now be obtained is such that the theoretician’s toy models have actually
turned into fairly faithful descriptions of the experimentalists’ setups. Indeed,
the introduction of optical lattices in cold-atom experiments was an important
leap towards the realisation of paradigmatic models of condensed matter physics
such as the Ising and Bose-Hubbard models.
At the change of one or more external parameter (i.e., experimental knobs),
many of the systems realised in experiments are known to undergo phase tran-
sitions. Phase transitions are a pervasive phenomenon that can be found in
extremely high energy physics, e.g., in quantum chromodynamics, all the way
down to the extremely low energy physics of quantum magnets at zero temper-
ature (the latter being much closer to the setting of this work). Two fascinating
properties take place at or close to phase transitions: scaling and universality.
The property of scaling concerns the long range correlations that develop suf-
ficiently close to a transition, and which ideally become infinite range at the
transition point. More formally, close to a phase transition, the system becomes
invariant under the scaling symmetry r → r/b [3]. This is reflected in the power-
law behaviour of some quantities as functions of some “distance” τ ∼ t− tc from
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the transition point tc. For instance, the specific heat of a critical system is
C(τ) ∼ A±|τ |−α.
where A± are constant which depend on the sign of τ , and α is an exponent
that only depends on the system’s own features. The property of universality
states that the particular critical behaviour of a system only depends on some
general characteristics, such as spatial dimensionality, symmetries and range of
interactions. In relation to the scaling property, universality implies that systems
with the same general characteristics share the same values critical exponents
such as α and of the universal ratios A+/A− from the equation above. Such
systems are then said to belong to the same universality class.
This thesis deals with the behaviour of finite systems close to and at phase
transitions. In fact, phase transitions are most often studied in the ideal limits
of infinite size and homogeneity, far from what is the actual situation in the
laboratories. By studying phase transitions in these more realistic conditions,
we hope to bring the agreement between theory and experiments from a mostly
qualitative level to a quantitative one. Both concepts of scaling and universality
are key to the development of this work, and will be discussed extensively in the
following chapters, in the framework of the renormalisation group theory, and
supported by numerical evidence on selected systems.
The outline of this thesis is the following. The next chapter is devoted to a
quick overview on cold-atom experiments, their theoretical treatment and some
applications. In Chapter 3, the theory of phase transitions is reviewed, with
an emphasis on the scaling properties of systems near criticality, in particular
finite-size (FSS) and trap-size scaling (TSS). Chapter 4 applies the concepts of
FSS and TSS to continuous transitions, focussing on the Bose-Hubbard (BH)
model in two and three dimensions. For completeness, some elements on the
theory of Bose-Einstein condensation and some well known results on the BH
model are recalled. Chapter 5 deals with first-order (discontinuous) quantum
transitions. We develop a theory of FSS and TSS at discontinuous transitions
and, after briefly reviewing their main properties, we apply them to the Ising
and Potts quantum chains. The last chapter draws the conclusions of the present
work and lays out the future prospects. Some technical details of the numerical
techniques used throughout the work are reported in the appendices.
The original research presented in this thesis was published in leading peer
reviewed journals [4–8]. To keep the presentation organic and focussed, part of
my scientific production is not included in this thesis. In particular, the subjects
of the publications [9, 10] were out of scope within this thesis, but nevertheless
constitute part of my Ph.D. work.
Chapter 2
Cold atoms in optical lattices
In this thesis, we develop some theories that describe what happens in finite and
possibly inhomogeneous quantum systems when they undergo a phase transition.
Phase transitions can either take place at zero temperature, in which case they
are of quantum nature, or at finite temperature, and of thermal (classical) type.
The most immediate field of application for the results we are going to present
in the following chapters is that of cold atomic gases, especially when they are
subjected to an optical lattice and a confining potential. The goal of this chapter
is thus to introduce the reader to some experimental techniques used in quantum
optics to cool and trap atoms. These concepts not only justify the endeavour of
theoretically studying the properties of trapped condensed matter systems—the
main goal of this work—but also shows that some of the results presented in the
following chapters can be readily applied to real world systems.
Originally, quantum optics dealt primarily with systems that could be well
understood by neglecting collective phenomena and using single particle approx-
imations. It was not until the 1990s that the field shifted to include the many
body physics. The development of cooling and trapping techniques were in-
strumental for this shift, and were worth the 1997 Nobel Prize to S. Chu [11],
C. Cohen-Tannoudji [12] and W.D. Phyllips [13]. The addition of evaporative
cooling on top of laser cooling techniques allowed in 1995 the production first
Bose-Einstein condensate in a dilute atomic vapour, which led to the award of
the 2001 Nobel Prize to E. A. Cornell, C. E. Wiemann and W. Ketterle [14–17].
From this point on, quantum optics has become an important tool to investigate
many body phenomena of condensed matter systems. A notable example is the
direct observation of the superfluid to Mott insulator phase transition [18] (we
will deal with this transition in Sec. 4.2). In more recent years, experimentalist
gained the ability to create optical lattices [19–22], to trap the ultra-cool atoms
in regular geometries and in different spatial dimensions, as well as the ability
to detect and manipulate single atoms in lattice cells [23–25].
Following the lines of Ref. [13], we now give a brief introduction to the ex-
perimental techniques involved in the investigation of ultra-cold atoms. For a
more comprehensive review, refer to [26].
3
4 Cold atoms in optical lattices
2.1 Laser cooling
Atomic clouds in thermal equilibrium are made up of atoms that move with
random velocities: the spread of the velocity distribution, ∆v, has a Maxwell-
Boltzmann form, and depends on temperature via ∆v ∼ 2kBT/m, with kB the
Boltzmann constant and m the mass of a particle. The most basic principle of
laser cooling is momentum transfer between the target atoms and the photons
of the cooling laser beam. Let us consider an atom of momentum p, and assume
that we can model it as a two-level system (|0〉 and |1〉, separated by the energy
∆E = E1 − E0). The absorption of a resonant photon of energy ∆E = hν and
momentum k = hν/c anti-parallel to p excites the atom |0〉 → |1〉, and reduces
its momentum to p′ = p − k. The atom relaxes back to the lower state by
isotropically emitting a photon of the same energy. The random direction of the
emission means that, on average, the recoil does not contribute to the atom’s
momentum, which is thus slowed down by a factor of k/m.[13, 27] (To have an
idea of the magnitude of the effect, each absorbed photon changes the velocity
of Na atoms by 3 cm/s [11]). After many absorption-emission cycles, the atoms
may slow down to very low velocities, i.e., cool down to very low temperatures.
In practice, one must take into account other atomic transitions close to the
one selected for the cooling procedure, which may block the absorption process
before significant cooling is achieved, as well as the Doppler shift of the resonance
with the atom’s velocity. An elegant solution to these problems came with
so called Zeeman cooling, which consists in embedding the atomic beam in a
spatially varying magnetic field, whose purpose is twofold: first, it splits the
hyperfine levels that can black out the cooling transition; second, it compensates
for the Doppler shift, so that the cooling beam remains resonant with the atoms
(see, e.g., [28]).
Subsequent refinements of the technique led to Doppler cooling, in which the
sample is placed between two counter-propagating laser beams that are detuned
slightly below an atomic resonance. Due to the Doppler shift, the atoms see a
smaller detuning with the laser beams that oppose their motion, thus reducing
the atoms’ momenta along the laser axis. At its inception, it was believed that
cooling would not proceed below the so called Doppler limit kT ∼ ~Γ, where Γ
is the rate of spontaneous emission [29–31]. However, evidence was found that
this limit is violated [32], and that the final temperature is extremely sensitive
to the magnitude of applied and background magnetic fields as well as to the
laser beams’ polarisation. The reason for this violation was later identified in
the interplay of the fine structure of the transitions used for cooling and the
interference of the polarisation patterns of the pairs of counter-propagating laser
beams [33].
A notable side-effect of Doppler cooling is that the atoms undergo a Browni-
nan motion inside the laser beams, and, once sufficiently cooled, their mean free
path between consecutive scatterings with the lasers’ photons is much smaller
than the typical waist of the lasers. The atoms then persist inside the beams for
relatively long times, although they are not, strictly speaking, being trapped.
Due to the similarity with the behaviour of viscous fluids, the atoms trapped in
this way are said to form an optical molasses.[34]
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2.2 Trapping of cooled particles
Once the atoms are cooled, they must be held in a limited region of space for
further manipulation, analysis and detection.
Magnetic trapping. One way to accomplish this is to make use of atoms
with a non-vanishing magnetic moment mF , the so called magnetic trapping
(F = J + I is the total atomic angular momentum, i.e., the sum of the total
electronic and nuclear angular momenta). The energy of the quantum states of
these atoms vary with the intensity B of an applied magnetic field according to
∆E(B) = −µB gF mF ·B, (2.1)
and hence increases or decreases with B (gF is the Landé g-factor and µB Bohr’s
magneton). In particular, the states whose energy increases with B will tend to
move towards lower magnetic fields. A spatially varying magnetic field configu-
ration with a local minimum will thus trap the atoms.
A wanted feature of the trapping magnetic field configuration is that its
value at the minimum be non-zero. A non-vanishing field, in fact, produces a
well defined quantisation axis along which the magnetic moments of the atoms
align, thus enhancing the trapping and limiting losses due to atoms transitioning
to untrapped levels. This can be achieved, e.g., by using the so called Ioffe-
Pritchard trap [35–37], which creates a harmonic trapping configuration with a
non-vanishing field at the centre.
Optical trapping. In the absence of spontaneous magnetic moments, one can
make use of the induced polarisation of atoms in the electric field of a laser beam.
[38, 39] Assuming a two-level (|0〉 and |1〉) approximation, the electric field of
the laser induces a polarisation of the atoms. The atoms then resent of a force
Fdip(r) = −∇U(r), Udip(r) ∝ Γ∆I(r), (2.2)
where Γ is the decay rate of the excited state |1〉 and ∆ ≡ ω − ω0 is the detun-
ing with respect to the natural frequency ω0 of the transition. For red (blue)
detuning (∆ ≶ 0), the atoms thus seek higher (lower) intensities of the field.
This approximation is valid as long as the absorption rate Γsc is much smaller
than the decay rate Γ of the excited state, so that we can safely assume that the
excited state never saturates. To minimise the scattering rate,
Γsc ∝
( Γ
∆
)2
I(r), (2.3)
optical dipole traps usually operate in the regime of high laser intensity and large
detuning.
It is common for lasers to feature Gaussian intensity profiles [39]. Assuming
propagation along the z direction and calling r the radial coordinate originating
in the centre of the beam, the intensity profile is well described by
I(r, z) = 2P
piw2(z)e
−2r2/w2(z), (2.4)
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Figure 2.1: Tipical configuration diagram of a magneto-optical trap. The loops
represent the coils that generate the magnetic field, the arrows represent laser
beams. The shaded area denotes the trapping region.
where P is the total power of the laser and w(z) = w0
√
1 + z2/z2R is the waist of
the beam (i.e., the 1/e2 width), which broadens along the propagation direction
due to Rayleigh beam divergence (zR is the characteristic length of the broad-
ening and is typically several order of magnitude larger than w0). The resulting
trapping potential is well approximated by a harmonic profile
Vt(r, z) ≈ −Vtrap
[
1− 2(r/w0)2 − (z/zR)2
]
, (2.5)
with Vtrap linearly proportional to the laser power (typical values for V0 are in
the range of 104−106 Hz, i.e., 10−6−10−4 K, to be compared with temperatures
of a few hundreds nK or less achieved with laser cooling). The typical waist size
ranges in the hundreds of nanometers, and the Rayleigh length is one to two
orders of magnitude larger.
Magneto-optical trapping. An enhanced trapping technique, which is nowa-
days standard in most experiments, is magneto-optical trapping (MOT), and
somewhat combines the ideas of optical molasses and magnetic trapping [40],
and is thus able to simultaneously trap and cool atoms [41, 42]. For clarity, let
us first consider an atomic species with a spin |S = 0,ms = 0〉 ground state and a
|S = 1,ms = 0,±1〉 excited state. The set-up is embedded in a spatially varying
magnetic field which induces the Zeeman splitting of the |S = 1〉 levels, accord-
ing to Eq. (2.1): in one dimension, let B = Bzˆ. As in the Doppler cooling setup,
the sample is illuminated by two counter propagating beams, with the addition
of them being oppositely circularly polarized as σ± for the beam propagating
in the positive and negative z direction, respectively. Due to the Zeeman shift,
atoms in the z ≷ 0 region are more likely to absorb σ∓ photons, thus feeling a
net force towards the z = 0 position and, at the same time, cooling. This setup
can be easily extended to three dimensions by using appropriate magnetic field
configurations and adding further pairs of counter-propagating beams along each
spatial axis, as shown in Fig. 2.1.
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Many magnetic field configurations featuring local minima have been devel-
oped [13] giving rise to effective trapping potentials that follow the general form
V (r) = vp|r|p, (2.6)
where r is a vector originating from the centre of the trap, v is the strength of
the potential and p is a positive integer exponent that determines the power of
the trap. Notably, some experiments can confine atoms in toroidal traps [43] or
traps that closely resemble hard wall boxes (as in Ref. [44], were p = 13 ± 2 is
achieved). The particular shape 2.6 of the potential is going to be central to our
discussion on the effect of trapping on critical system in Sec. 3.6.
2.3 Evaporative cooling
The availability of efficient trapping techniques and the degree of tunability of the
trap’s depth allowed the introduction of a simple, yet powerful cooling technique:
evaporative cooling. [45] In an elementary picture, evaporative cooling consist
in lowering the confining potential strength and let the most energetic atoms
escape the trap. The escaping atoms carry away a considerable share of energy,
so that by ramping up again the trapping potential, the remaining atoms form
a cooler ensemble, down to the few nK regime or lower. Of course, the trade off
is lower atomic densities in the trap after the ramp-up.
The necessary condition to efficient evaporative cooling is that the thermali-
sation time (i.e., the inverse of the elastic scattering rate) be much shorter than
the lifetime of the sample (governed by inelastic processes). The ratio of these
two time scales sets the ultimate limit to evaporative cooling in the pico-Kelvin
range, although technical difficulties make reaching this limit a challenge.
Thanks to evaporative cooling, the ultra-cold atoms obtained by laser cooling
can be further cooled and the degenerate quantum gas regime has become acces-
sible. Evaporative cooling was indeed instrumental in realising the Bose-Einstein
condensation. [14, 17]
2.4 Optical lattices
One of the latest and—from the point of view of this thesis—most revolutionary
advancement in cold-atom experiments is the introduction of optical lattices.
Optical lattices consist of periodic potential wells that allow to trap atoms
in regular patterns. The most simple example is the potential generated by a
standing wave due to two counter-propagating laser beams. The superposition
of two the two beams (with electric field E(z, t) = E0e±ikzz propagating in the
positive and negative z direction, respectively) produces a standing wave
E(z, t)tot = 2E0eiωt cos(kz), (2.7)
resulting in a field intensity
I(z, t) = 4E20 cos2(kz) (2.8)
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Figure 2.2: Optical lattice laser configurations used to obtain (a) a two-
dimensional square lattice of cigar-shaped traps and (b) a three-dimensional
cubic lattice. (Image from [39]).
with lattice spacing λ/2 (λ = 2pi/k the wavelength of the laser). For the typ-
ical Gaussian beams, cf. Eq. 2.4, the atoms are then subjected to a potential
landscape
V (r, z) ≈ −V0e−2r2/w2(z) cos2(kz) ≈ V0 2r
2
w2(z) cos
2(kz). (2.9)
Note that the depth V0 of the potential is four times larger than the one generated
by a single beam and that the optical lattice structure is embedded in an optical
trap that can be well approximated by a harmonic profile. The lattice sites’
potential wells can be as high as 105 Hz (10−5 K), separated by lattice spacings
of a few hundred nanometres. The lattice spacing should be compared with the
range of the inter-atomic interaction, which is typically of a few nanometres.
An infinite unperturbed lattice induces a band structure in the energy levels
(k) of single-particles hopping from site to site. The eigenfunctions are Bloch
functions, ψn,q(r), in which the index n is the band number and q is a quasi-
momentum that belongs to the first Brillouin zone of the lattice [39]. The Bloch
functions are plain waves multiplied by a function with the same periodicity of
the underlying Bravais lattice.
Changing the number of beam pairs it is possible to generate different lattice
configurations and change their spatial dimensionality. Two orthogonal laser
pairs, for instance, generate a two-dimensional lattice of almost one dimensional
cigar-shaped sites while three orthogonal pairs generate a cubic lattice, as shown
in Fig. 2.2. Furthermore, if a pair of beams is not aligned head-on, but rather
at an angle, one can generate different interference patterns, resulting in larger
periodicities [20]. The use of advanced setups with more than two beams gives
rise to different tiling patterns in 2D (e.g., triangular or hexagonal lattices) [46].
The introduction of a phase eiφt between two counter-propagating beams leads
to a moving lattice that can be used to impart a momentum to the atoms. Setups
to create rotating optical lattices also exist [47].
The ability to trap atoms in optical lattices has multiple interests. From
an experimental point of view, the sub-wavelength trapping of atoms in deep
potential wells causes a sharp narrowing of the Doppler width of fluorescence
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spectra [48], with applications in precision spectroscopy (this stemmed the initial
interest in optical lattices). The other advantage comes from the condensed
matter point of view, and it is of greater interest with respect to the subject of
this thesis. For decades, in fact, theoreticians studied toy models on lattices as a
way to approximate the behaviour of continuous theories: this is indeed the case
for the Ising, Heisenberg and Bose-Hubbard models. Several decades after their
inception, these models are now physically realised in the laboratories [2, 49].
Cold atom experiments featuring optical lattices represent an extremely clean
and controlled environment, where the atoms’ interactions can be accurately
tuned and the theory of quantum phase transitions can be thoroughly checked,
as we are going to review and extend in the next chapters.
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Chapter 3
Scaling phenomena at phase
transitions
In this chapter we review the main features of phase transitions and their de-
scription in the formalism of field theory (FT) and the renormalisation group
(RG). A particular attention is going to be devoted to the scaling properties of
critical systems in homogeneous and inhomogeneous conditions.
3.1 What is a phase transition?
Upon changing the value of one or more external parameters, called control
parameters, some many-body systems experience a qualitative change of their
physical properties [3, 50–52]. Typical control parameters are temperature, pres-
sure or the intensity of an applied external magnetic field. The change of physical
properties is often flagged by the emergence of a non-vanishing value of a par-
ticular observable to which the control parameter is coupled, commonly called
the order parameter of the system. At the same time, particular behaviours of
the correlation functions arise, often accompanied by a change of the symme-
try properties of the system and by the breaking of ergodicity [52]. When this
happens, we say that the system has changed its phase.
3.1.1 Analyticity properties of the free energy
Let us consider a system described by a Hamiltonian
H(g), (3.1)
which may depend on some parameter g. For classical systems, we label by s
the microscopic configurations of the system, bearing an energy E(s) = H(s; g).
In the case of quantum systems, classical configurations translate into quantum
states |s〉, and the energy of the system is the quantum expectation value of
the Hamiltonian operator, E(|s〉) = 〈s| Hˆ |s〉. The equilibrium properties of the
system can be calculated by means of a weighted average over microscopic states,
each contributing with a weight given by the well known Boltzmann factor
ws = e−βE(s), (3.2)
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where β = 1/kBT (we will henceforth set the Boltzmann constant to kB = 1).
The thermodynamic expectation value of an observable O is then
〈O(g, β)〉 = 1Z[H]
∑
s∈S
O(s)e−βH(s;g), (classical) (3.3)
where S is the ensemble of all possible states accessible to the system. In the case
of quantum systems, the summation becomes a trace over the quantum states
belonging to the Hilbert space H of the Hamiltonian Hˆ, seen as a quantum
operator,
〈O(g, β)〉 = 1Z[H] Tr|s〉∈H 〈s| Oˆe
−βHˆ(s;g) |s〉 . (quantum) (3.4)
The normalisation
Z[H] =
∑
{s}
e−βH(s;g) (3.5)
is the (classical or quantum) partition faction of the system. It is linked to the
free energy functional F [H] through the relation
F [H] = V f [H] = − 1
β
lnZ[H], (3.6)
where V is the volume of the system and we introduced the notation for the free
energy density. For particular values of the temperature T or of the parameter
g, which may act as control parameters, the free energy density may develop a
point of non-analyticity. This is precisely what we call a phase transition.
For finite systems, the free energy is always analytic, and no “real” phase
transition can occur, according to the previous definition. A proper phase tran-
sition can only arise in the thermodynamic limit (TDL). The limit consists in
growing the system size to infinity while keeping its density constant, and then
sending the control parameter to its critical value
(TDL) ≡ lim
g→gc
lim
N,V→∞
∣∣∣∣
N/V=const.
, (3.7)
where N is the number of particles in the system. Note that, in general, the
limits do not commute, and inverting their order may lead to very different
behaviours. The emergence of a critical behaviour from a finite system is going
to be dealt with at length in Sec. 3.5.
Physically, phase transitions are the result of the competition between a
process that tends to order the system and fluctuations, thermal (classical) or
quantum in nature, that tend to disorder it. For concreteness, let us take as an
example the case of magnetic systems exhibiting a ferromagnetic-paramagnetic
transition: as the temperature, which acts as a control parameter, is lowered
below the Curie point, TC , the magnetisation, acting as an order parameters,
continuously changes from zero to a non-zero value. This defines the ferromag-
netic phase. For T > TC , instead, thermal fluctuations dominate the physics,
randomising the orientation of the magnetic moments of the atoms that make
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Figure 3.1: Free energy landscape of a magnet above (left) and below (right) its
transition temperature. The positions of the minima pinpoint the equilibrium
value of the magnetisation.
up the material. This is the paramagnetic phase: the magnetisation is zero and
the system’s correlation functions decay exponentially fast, as
Γ(r) ∼ e−r/ξ. (3.8)
The correlation length ξ is finite in this phase, and it is of the same order of
magnitude as the smallest length scales of the system. This is, for instance,
the spacing of the crystalline lattice in a metal. (The correlation length can
be defined in multiple ways, but for systems with short range local interac-
tions, they are all of the same order of magnitude). In the disordered phase,
the system is ergodic, in the sense that, given enough time, it will explore the
entire phase space available. Below TC , instead, the ferromagnetic interaction
between neighbouring atoms wins over the fluctuations, and large domains with
magnetic moments aligned parallel to one another appear, resulting in a macro-
scopic magnetisation. As a consequence of the ordering, the system becomes
correlated over macroscopic length scales, i.e., ξ becomes large compared to the
small length scales.
It is important to underline that the critical behaviour that arises at phase
transitions only involves the long distance properties of the system. Short length
scale properties are not relevant to this end.
3.1.2 Spontaneous symmetry breaking and loss of ergodicity
The orientation of the non-vanishing magnetisation in the ferromagnetic phase
introduces a privileged direction in space1, thus reducing the symmetries of the
system. In the presence of particular symmetries, a single equilibrium point in
the disordered phase may split into equivalent equilibrium points in the ordered
phase, connected to one-another by symmetry transformations, as shown in Fig.
3.1. In this case, at the phase transition, the system will choose what equilibrium
state to assume among the equivalent ones available—typically through the push
of a small perturbation—leading to the phenomenon of spontaneous symmetry
breaking. This is for instance the case of Z2 symmetric magnets in which the
1By space we mean the physical space, but more in general it can also be the space defined
by the internal degrees of freedom of the system.
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states with magnetisation ±m∗ are equivalent (see Fig. 3.1). Transitioning be-
tween two equivalent states of the ordered phase may be hindered by an energy
barrier that can be much higher than the energy scale of the fluctuations, so
that once the system has chosen an ordered state, it is bound to remain in that
state for an exponentially long time. When the time required to change from
one equilibrium state to an equivalent one diverges, then we say that ergodicity
breaks down.
3.2 Quantum phase transitions
When systems reach very low temperatures, their quantum properties start to
dominate their physics. Phase transition in quantum systems are different from
classical transitions in that they only depend on ground state properties. For
this reason, one can strictly talk about quantum phase transitions only at T = 0,
when the ground state is the only populated quantum state. Accordingly, the
free energy reduces to the ground state energy.
For some value of the control parameter g = gc, the low lying levels of
the Hamiltonian 3.1 may come close to each other (avoided level crossing) or
even cross (level crossing), as depicted in Fig. 3.2. The energy gap ∆(g) =
E1(g)−E0(g) between the ground state energy and the first excited level provides
the energy scale at which the behaviour of the system undergoes a qualitative
change [53]. Close to gc, the system exhibits scaling properties: for instance, the
gap shrinks close to the critical point with the power law
∆(g) ∼ |g − gc|zν . (3.9)
The exponents z and ν are critical expoents: the exponent z is linked to the relax-
ation dynamics of the system, while ν is related to the spatial correlations. Both
will find a more precise meaning in the next section, within the renormalisation
group framework.
When considering quantum systems that exhibit a phase transition at T = 0,
two possible scenarios can take place when the temperature is raised to non-zero
values: either the singular behaviour is limited to T = 0, or the phase transition
persists for T > 0 as a line of classical transitions. The dynamics of the system
depends on the temperature T , which represents an energy scale that must be
E(g)
g
E(g)
g
Figure 3.2: Schematic representation of the two lowest lying energy levels of a
quantum system. The levels may lead to a level crossing (left) or get very close
to one another, in an avoided level crossing (right).
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Figure 3.3: Finite temperature quantum critical region of a quantum system
exhibiting a quantum critical point (QCP) at T = 0.
compared with the natural scale of the system, namely, its gap ∆. The possible
scenarios are pictured in Fig. 3.3.
Away from the critical point, the smallest energy scale is linked to the long
range properties of the system, and determine the local relaxation dynamics.
When T < ∆, the system behaves in a classical way, and it is characterised by
long equilibration times. On the other hand, for ∆ < T , the system resents of
the presence of the quantum critical point even at non-zero temperatures, and
the temperature is the only energy scale governing the dynamical aspects of the
systems.
Eventual finite temperature transitions lie in the ∆ > T regions of the di-
agram and are of classical nature: thermal excitations can arbitrarily populate
the critical modes of the system, so that classical statistical physics applies. De-
spite the classical origin of the fluctuation that drive the transition, quantities
such as the order parameters may be intrinsically quantum. Zero temperature
transitions, on the other hand, are purely quantum in nature: despite the com-
plete absence of thermal fluctuations, the system is still affected by quantum
fluctuations which originate in the Heisenberg uncertainty principle [54].
3.3 Order of phase transitions
Phase transitions can be divided in two subgroups depending on the continuity
properties of the order parameter at the transition. If the first derivatives of
the free energy with respect to its parameters are discontinuous at the transition
point, we talk about discontinuous transitions [see Fig. 3.4-(top right)]. If instead
they are continuous, and the non analytic point comes from a discontinuity in
derivatives of higher order, the transition is said to be continuous [see Fig. 3.4-
(bottom right)]. According to a scheme due to Ehrenfest [55], transitions have
historically been classified by the order of the first discontinuous derivative of
the free energy, so that discontinuous transitions are also called first order, and
continuous transition are typically of second order, but sometimes of higher order
(the latter is going to be the case in Sec. 4.4). Whereas the discontinuous or first
order nomenclature is unambiguous, this is not true for continuous transitions,
and we will henceforth use the term continuous exclusively.
Discontinuous transitions are characterised by the coexistence of two or more
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Figure 3.4: Typical free energy landscapes and continuity properties of the
derivatives of the free energy density at discontinuous (top) and continuous (bot-
tom) transitions.
phases at the critical point (ice cubes in a glass of water are a paradigmatic case
of this situation). The coexistence of multiple phases often leads to hysteresis
effects, since the equilibrium phase at one side of the transition may remain
metastable on the other side. This is also reflected in the free energy landscape,
when expressed in terms of the order parameter [52], which typically features an
absolute minimum on one side of the transition that remains a relative minimum
on the other side, with the appearance of new absolute minima in a discontinuous
fashion, as shown in the top left panel of Fig. 3.4. The coexistence of different
phases bounds the correlation length of systems exhibiting discontinuous transi-
tions to remain finite in the thermodynamic limit.
At continuous transitions, on the other hand, the correlation length diverges
at the TDL. The fluctuations of the system are correlated across the whole
system, which must then be in a single phase. From the free energy point of
view, the energy minimum on one side of the transition smoothly splits into
multiple minima on the other side, as shown in the bottom left panel of Fig.
3.4. Physically, the properties of the system on either side of the transition
must coincide at the critical point. Examples of continuous transitions can be
found, for instance, in the ferromagnetic-paramagnetic transition of the Ising
model, where the magnetisation profile closely resembles the one sketched in
Fig. 3.4-(bottom right).
3.4 The renormalisation group idea
As explained in the previous section, the correlation length of systems at contin-
uous phase transitions diverges, inducing the development of correlations over
all length scales. (We postpone the issue of discontinuous phase transition until
Sec. 3.5.2, and to Ch. 5 for the problem of quantum discontinuous transitions).
At continuous trnasitions, the system becomes symmetric under scaling trans-
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formations whose effect is that all lengths are rescaled according to
x 7→ x′ = x/b, (3.10)
with b a positive value [3, 53]. Within the theory of critical phenomena, this
property is commonly known as scaling hypothesis. It is not a symmetry of the
Hamiltonian, but rather one that arises only at the critical point. The physical
idea behind the scaling symmetry is that, given a picture of our system at the
critical point, we cannot tell whether it portraits a small detail or a sizeable
portion of the system, and looking at the picture from close up or far away, it
always looks the same. Some systems possess a natural ultraviolet cutoff (such
as the lattice spacing a in lattice models); in these cases, the scale invariance
holds only at length scales much larger than a.
3.4.1 RG flow and fixed points
We mentioned in Sec. 3.1.1 that the critical behaviour at phase transitions is
encoded in the long distance (or, equivalently, low energy) properties of a sys-
tem. The fundamental idea behind the renormalisation group is then to make
use of the scaling hypothesis to discard the features of the system taking place
over length scales shorter than 1/Λ for Λ→∞ (Λ being some large momentum
cutoff) and let the long distance critical properties emerge. The rescaling of the
coordinates (3.10) can be implemented in many different, yet equivalent, ways.
For instance, one may use blocking or decimation techniques in lattice models,
or integrate over large momenta (momentum shell integration) in continuous
models. We shall call R a generic transformation that implements the scaling
symmetry, and which therefore depends on the scaling parameter b. It is impor-
tant to point out that b is just a parameter of the transformation, and physical
results must not depend on it.
Fixed points
Let us consider a generic HamiltonianH, which depends on a—possibly infinte—
set of coupling parametersK = {K0,K1, . . .}. We absorb the temperature factor
that appears in the partition function (3.5) in the definition of the couplings, so
that Z = ∑s e−H(s). The action of R on the Hamiltonian changes the values
of the parameters K and, possibly, the variables on which the states s of the
system depend on (e.g., spin or field normalisations). The repeated action of R
on H defines the so-called RG flow of the Hamiltonian parameters, described by
the RG equations,
K′ = R(K). (3.11)
This process transforms the original Hamiltonian in a succession of simplified
effective Hamiltonians that all share the same long distance correlation proper-
ties.
The critical properties arising at phase transitions are linked to the existence
of a Hamiltonian H∗ (i.e., a set of parameters K∗) that is a fixed point (FP)
solutions of the RG equations,
R[H∗] = H∗. (3.12)
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Starting from a Hamiltonian with K shifted slightly away from the fixed point
values K∗, the transformation, R makes the parameters flow towards a fixed
point or away from it, and one says that the fixed point is stable or unstable,
respectively. The set of all the Hamiltonians that flow towards the same stable
fixed point H∗ defines the critical domain of the fixed point, to which it cor-
responds a universality class: all the Hamiltonians in the same critical domain
share the same critical behaviour.
Linearised transformation and scaling fields
Under the assumptions that there exists a fixed pointK∗ and that R be differen-
tiable at the fixed point, we may linearise the transformation in a neighbourhood
of K∗ [50],
Ka −K∗a = Tab(Kb −K∗b ) +O
(
(K−K∗)2
)
, (3.13)
where2
Tab =
∂[R(K)]a
∂Kb
∣∣∣∣
K∗
. (3.14)
is the linearised transformation operator, which, in full generality, may or may
not be symmetric. Let us diagonalise T and call λ(i) and e(i) its eigenvalues
and left eigenvectors respectively. From these quantities we define the scaling
variables (also called scaling operators or scaling fields),
u(i) ≡ e(i)a (Ka −K∗a), (3.15)
which are analytic functions of the K variables and transform multiplicatively
under the transformation T , i.e.,
u′(i) = e(i)a (K ′a −K∗a) = e(i)a Tab(Kb −K∗b ) = λ(i)ui = byiui. (3.16)
In the last equality, we wrote explicitly the dependence of the transformation on
the scaling parameter b, and we defined the RG eigenvalues yi.
The RG eigenvalues are important in determining which scaling variables are
important for the phase transition and the relative critical behaviour. Applying
R to the scaling variable ui away from its critical value u∗i , if yi > 0, the value
of ui will grow indefinitely. This means that ui must be accurately tuned to the
critical value in order to reach the critical point. For this reason, the variables
with yi > 0 are called relevant scaling variables. Oppositely, if yi < 0, no
matter what is the initial value, ui will always flow towards ui = 0, and are
thus uninfluential to the achievement of criticality: they are called irrelevant
scaling variables. Despite this, one must keep in mind that they are important
to determine scaling corrections to the leading asymptotic critical behaviour,
which is one of the main issues studied of this work. The case in between is
more subtle: if yi = 0 exactly, one cannot discern the relevance of the respective
scaling variable from the linearised theory, and for this reason they are called
marginal scaling variables. Marginal variables are often the source of logarithmic
corrections to the critical behaviour and can be challenging to study, as we
will experience first hand in Sec. 4.4. The RG eigenvalues are linked to the
2As customary, we understand an implicit summation over repeated indices.
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critical exponents that characterise the physical behaviour of a system at a phase
transition.
The critical exponents depend on the fixed point, and are universal quantities
shared by all representatives of a same universality class. They further depend
on the spatial dimensionality d in which the model is studied, and so does the
relevance or irrelevance of a scaling variable.
Scaling behaviour
All the quantities that depend on the specific form of the Hamiltonian change
under the action of R. In particular, this is true for the free energy density,
defined in Eq. (3.6). An RG transformation generally modifies f as
f(K) = freg(K) + b−dfsing(K′), (3.17)
where freg is an analytic function, fsing is singular, and we wrote explicitly the
extensive nature of the free energy density. The regular part of the free energy
finds its origin in the integration over non-critical short distance fluctuations
(the ones that we want to discard in the RG process). For this reason, we can
discard it and keep only the singular part, fsing. Sufficiently close to the fixed
point, where it is sensible to use the linearised theory, one can write fsing in
terms of the scaling fields, which then transforms as3
fsing({ui}) ∼ b−dfsing({byiu′i}). (3.18)
In the previous equation, the leading critical behaviour is due to the relevant
scaling variables only, the marginal and irrelevant ones only providing sublead-
ing corrections. However, we must keep in mind that we cannot iterate the RG
transformation too many times, because to do so would make the relevant vari-
ables escape out of the region where the linearised theory makes sense. We can
then decide to apply the transformation n times, where n is chosen so that
|bny1u1| = u˜1 (3.19)
and u˜1 is an arbitrary constant that assures us that we are still within the domain
of validity of the linearised transformation.
At this point, by eliminating the transformation parameter b, we can factor
out the leading scaling behaviour for the free energy density,
fsing({ui}) = |u1|−d/y1 f˜sing
(
1, {u−yi/y11 ui}i>1
)
. (3.20)
In the previous equation we set u˜1 = 1 and f˜sing is a scaling function, which
depends only on dimensionless combinations of the scaling variables. Scaling
functions have the remarkable property of being universal.
Similar conditions apply to observables and correlation functions. In general,
for an observable O, the scaling behaviour
O({ui}) ∼ |u1|−yO/y1O˜({uiu−yi/y11 }) (3.21)
3We indicate with {ui} the set of all scaling variables, ordered from the most relevant to
the most irrelevant.
20 Scaling phenomena at phase transitions
is expected, where O˜ is a new scaling function that is universal apart from a
normalisation of its arguments and a multiplicative pre-factor. The exponent yO
is the scaling dimension of the observable, i.e., its dimension in units of energy
or inverse length. The scaling dimension classifies the behaviour of observables
in relation to the dilation group in a similar fashion as to what the angular
momentum does for rotations. By comparison with Eq. (3.18), we read that the
scaling dimension of the free energy density is d.
One can explicitly write down the impact of irrelevant variables on the scaling
behaviour as
O({ui}) ∼ |u1|−yO/y1O˜({uiu−yi/y11 }yi>0)
(
1 +O(u−ω/y11 )
)
, (3.22)
where ω is the modulus of the RG eigenvalue of the least irrelevant scaling
variable (the one with the least negative RG eigenvalue).
3.4.2 Statistical mechanics and quantum field theory
The framework outlined above is not easy to implement for a general Hamilto-
nian, and the explicit construction of the RG transformation, such as in the case
of the one-dimensional Ising model [50], is a notable exception, rather than the
norm. The RG theory becomes an exceptionally powerful tool for the study of
phase trnasitions when coupled with perturbation expansions in quantum field
theory (QFT).
The relation between a statistical system and QFT comes from the expression
for the partition function (3.5), in which the statistical weight e−βH closely
resembles the quantum evolution operator eiHt/~ with the inverse temperature
taking the role of an imaginary time variable. This similarity suggests to rewrite
the partition function as a Euclidean Feynman path integral
Z[H, β] =
∫
[dφ(x)] exp
{
−
∫ β
0
dτ
∫
ddxH[φ(x)]
}
, (3.23)
in which the Hamiltonian H is written in terms of fields φ in continuous space
and the notation
∫
[dφ(x)] indicates the integration over all possible field config-
urations. All the techniques available in QFT, and in particular perturbation
theory for the calculation of correlation functions, are then readily translated to
the statistical system. This is particularly true when the statistical system can
be cast in the form of a quadratic Hamiltonian (i.e., a free particles system),
plus a small perturbation.
For many systems, including those relevant for this thesis, one can construct
a sensible perturbation framework by means of the so-called Landau-Ginzburg-
Wilson construction [52, 56]. The idea is to trade off the (possibly discrete)
model’s Hamiltonian for an effective field theory that, in the spirit of univer-
sality, captures its essential properties, and hence the critical behaviour. The
prescription requires one to write the most generic QFT with fields φi(x) that
share the same symmetry properties of the initial model’s degrees of freedom, and
with all the possible quartic interactions terms that do not violate the system’s
3.4 The renormalisation group idea 21
symmetries. The resulting Hamiltonian is of the type
H(φ) =
∫
ddx
{
1
2
∑
i
(∂µφi(x))2 +
1
2
∑
i
riφi(x)2
+ 14!
∑
ijkl
uijkl φi(x)φj(x)φk(x)φl(x)
}
. (3.24)
This φ4 theory can then be studied perturbatively by expanding it around a
quadratic free field theory (first line of the previous equation). It must be noted
that, when φ represent bosonic fields, the quartic interaction terms generally
become irrelevant in dimensions d ≥ 4. This property is related to the existence
of the Gaussian fixed-point, which is the stable fixed point of the free field the-
ory. Correspondingly, in d > 4 the critical exponents attain values which can
be largely deduced by simple dimensional analysis considerations, and which
coincide in d = 4 with the ones derived from mean field theory [50].
In d < 4, treating the quartic terms of Eq. (3.24) as a perturbation is, from
the point of view of RG theory, an expansion in a neighbourhood of the Gaussian
FP. The perturbative study has been carried out for a variety of different models,
obtaining the position and stability properties of their fixed points, as well as
estimates for the values of the RG eigenvalues and related critical exponents. A
full review of the techniques leading to these results would take the discussion
out of the main focus of this thesis. We point the interested reader to the manual
[52] for a complete account of RG and QFT theory. An extended presentation of
the results available for a large variety of models of interest in condensed matter
physics is given by the review [56].
3.4.3 Quantum to classical mapping
Equation (3.23) suggests the existence of a connection between quantum systems
in d dimensions and classical systems in D = d + 1 dimensions, that goes by
the name of quantum-to-classical mapping [53, 57]. The mapping states that
the equilibrium state of a quantum system in d dimensions at temperature T
is equivalent to a finite temperature classical system in d + 1 dimensions with
periodic boundaries along the additional dimension. The additional dimension
is exactly the imaginary time τ we introduced above, and runs for an extension
Lτ = β. It must be underlined that the temperature of the equivalent classical
model, K, has nothing to do with the temperature T of the quantum model. The
role of K is to translate quantum fluctuations into fictitious thermal fluctuations
in the enlarged space of the classical theory [54].
In general, quantum systems are mapped into anisotropic classical systems.
In fact, under a RG transformation, the spatial coordinates of the d-dimensional
domain scale as in Eq. (3.10), whereas the imaginary time coordinate scales as
τ → b−zτ , where z is the dynamical exponent of the model (cf. Eq. (3.9)).
Accordingly, the scaling (3.18) of the free energy density changes to
fsing({ui}) = b−(d+z)fsing({byiu′i}). (3.25)
For z 6= 1, the classical model corresponding to the quantum system is strongly
anisotropic.[58] This happens, for instance, in the z = 2 superfluid-to-Mott in-
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sulator chemical potential-driven transitions of the Hubbard and Bose-Hubbard
models [53].
3.5 Finite-size scaling
The singular behaviour that characterises phase transitions is only present at
the TDL. Instead, for systems of finite linear size L, so that the volume grows as
V ∼ Ld, the free energy is analytic for any value of the control parameter, and
the discontinuities of the derivatives of the free energy appear rounded. Close
to the transition point, the low energy and large scale properties of the system
tend towards recovering the singular behaviour, exhibiting the so-called finite
size scaling (FSS). This happens in the form of a sharpening of discontinuities
according to scaling laws that we are goign to determine.
Let g be the control parameter of the transition and ξ be the correlation
length of the critical fluctuations (cf. Eq. (3.8)). At continuous phase trnasitions,
as g moves closer to its critical value gc, ξ grows up to the point that it becomes
comparable with L. It is precisely at this point that we expect that the finite
size of the system will have a significant impact on the critical behaviour. More
formally, we talk about FSS when taking the finite-size scaling limit
FSS limit = lim
g→gc
lim
L→∞
∣∣∣∣
ξ/L=const.
(3.26)
Note that this limit is different from the definition (3.7) of the TDL.
Within the framework of the renormalisation group, one can take into ac-
count the distortion of the critical behaviour due to the finite size of the system.
Understanding the finite size properties of critical systems is essential to correctly
interpret experimental or numerical data extracted from systems of modest size
[59].
For the homogeneity of the scaling functions, the critical behaviour may only
depend on dimensionless ratios of the length scales of the system. These are
the UV cutoff a, the correlation length ξ, and L. Since we are interested in the
long distance behaviour, we can anticipate that a drops out, and we are left with
the ratio ξ/L. The finite size L can be viewed as a new relevant variable of the
theory, uL. Let the new variable, of scaling dimension yL = 1, be related to the
size of the system by uL ∼ L−1. Simlarly to how we obtained Eq. (3.20), we get
fsing(L, {ui}) = L−df˜sing
({Lyiui}i>1) . (3.27)
The FSS scaling function in the equation above is again universal, although, in
general, it depends on the choice of boundary conditions. The previous scaling
form readily generalises to any observable O that exhibits a critical behaviour,
i.e., those observables whose leading contribution is singular in the TDL. In fact,
we may write the FSS ansatz for any such observable as
O(L, {ui}) ∼ L−yOO˜({Lyiui}), (3.28)
where yO is the scaling dimension of O. FSS in the previous form has got practi-
cal application in the study of numerical and experimental data from systems of
limited size, and allows to measure the critical exponents and critical parameters,
as we are going to do in Secs. 4.3 and 4.4 in the Bose-Hubbard model.
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3.5.1 FSS at classical and quantum transitions
We now specify the scaling form (3.27) for typical cases in both the classical
and quantum scenarios. The scaling variables that parametrise the model can
be categorised in terms of their transformation properties with respect to the
symmetry group of the system. For concreteness, we assume the existence of a
parity-like symmetry: this divides scaling variables according to their transfor-
mation properties into even and odd ones. The quantum field theory associated
with the transition can be written as a polynomial of some field φ(x). Under
the assumptions above, the scaling variables are then related to the coefficients
of the polynomial, with even (odd) variables multiplying even (odd) powers of
the fields. For classical systems, we consider transitions driven by two relevant
scaling variables of opposite parity: an even one, ut, that can be associated with
temperature, and an odd one, uh, that can be seen as an external magnetic field
in spin systems. A prototypical system displaying these features is the classical
Ising model, which can be cast in the form
HIsing =
∫
ddx
{1
2(∂µφ)
2 + 12utφ
2 + uhφ+
1
4!uφ
4
}
. (3.29)
Using standard notations [50], the RG eigenvalues yt and yh are related to the
critical indices by
yt =
1
ν
, yh =
1
2(d+ 2− η). (classical) (3.30)
The exponent ν is the correlation length critical exponent, such that ξ ∼ |ut|−ν .
The two point correlator G(r) = 〈φ(0)φ(r)〉 decays as G(r) ∼ rd−2+η, and η
is the so-called anomalous dimension, related to the way in which the field φ
renormalises. The singular part of the free energy density then follows the FSS
ansatz
fsing = L−df˜sing(utLyt , uhLyh , {uiLyi}), (classical) (3.31)
where {ui} represent the irrelevant scaling variables of the model, which give
rise to correction to scaling.
In the case of quantum systems [58], the temperature enters the theory
through the extension Lτ of the imaginary time dimensions [cf. Eq. (3.23)] and
scales with the RG exponent yt = z. To avoid confusion, let us rename the lead-
ing even perturbation uµ, which takes the place of ut in Eq. (3.29) and transforms
with the RG eigenvalue yµ = 1/ν. The exponent of uh changes in agreement
with the prescription of the quantum-to-classical mapping, which prescribes that
d becomes D = d+ z. Finally, we obtain
yt = z, yµ =
1
ν
, yh =
1
2(d+ z + 2− η). (quantum) (3.32)
The correlation length scales as ξ ∼ |uµ|ν , and the gap between the lowest lying
levels closes as ∆ ∼ |uµ|zν . Using the previous values of the RG eigenvalues, the
FSS ansatz for quantum systems then is
fsing = L−(d+z)f˜sing(uµLyµ , uhLyh , {uiLyi}). (quantum) (3.33)
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3.5.2 FSS at discontinuous transitions
At first-order transitions, in the TDL, the correlation length does not diverge as
g → gc, in contrast with the scenario at continuous transitions. The singulari-
ties of the free energy are due to phase coexistence [60] and lead to jumps of the
thermodynamic functions. However, in the FSS limit (recall, g → gc keeping L/ξ
constant), phase coexistence takes place in the form of domains of the different
phases, and the typical size of the domains grows as a function of L in a way that
very sensitively depends on the choice of the boundary conditions (the domain
size is sometimes called single-phase correlation length [61] or persistence length).
The length scale introduced by the domain size leads to a phenomenology that
may resemble the one at continuous transitions. Let us for instance consider
classical first-order transitions of systems that are finite along all directions with
periodic boundary conditions (PBC). In this case, the smoothing of the singu-
larities of the free energy exhibits a scaling proportional to the volume of the
system. However, the smoothing becomes exponentially depressed if the system
is infinite along a direction, as in the case of a cylinder geometry [61]. Changing
the boundary conditions further changes the scaling behaviour.
The fixed points that determine the critical behaviour at first-order transi-
tions are the so-called discontinuity fixed points. The existence of a discontinuity
of the first-order derivative of the free energy density imposes some necessary
conditions on the nature of the RG flow towards them. First, there must be a
relevant scaling variable such that its RG eigenvalue is equal to the spatial di-
mensionality d [62]. Furthermore, phase coexistence at the fixed point requires
that this eigenvalue be degenerate as many times as the number of the coexisting
phases [60, 63]. For instance, in Ising-like spin systems in hypercubic (V = Ld)
domains with PBC, one can apply the results (3.28) valid at continuous tran-
sitions using these extremal values of the RG exponents. More in general, it
is important to note that the finite size of the system only enters the scaling
ansätze through the dimensionless ratio of the energy of the perturbation driv-
ing the transition, EP (L), to the natural energy scale of the system, i.e., the
temperature [61], so that the scaling variable that parametrises the FSS is
uE = EP (L, T )/T, (3.34)
and, for what we just said, EP depends on L through the volume Ld.
Let us now relax the hypothesis of a finite system along all directions and
consider instead a cylindrical geometry with PBC. The volume of the system is
V = Ld−1⊥ L‖, in which L‖ is stretched to infinity. In this quasi-one-dimensional
geometry [64], if the fundamental degrees of freedom are discrete, e.g., in Z2 sym-
metric spin systems, the single phase domain boundaries tend slice the cylinder
approximately orthogonally to the infinite dimension. The phase boundaries
form a “gas” of domain walls, and each contributes with a surface term to the
free energy. This is equal to σLd−1⊥ , where σ is the surface tension and L
d−1
⊥ is
the cross-sectional area of the cylinder. The linear density of phase boundaries,
i.e., the inverse of the single phase correlation length, is approximately given by
the Boltzmann weight of the surface free energy, ξ−1‖ ∼ exp{−σLd−1⊥ /T}. The
scaling variable (3.34) becomes
uE = EP (L⊥, T )ξ‖/T, (3.35)
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and EP now depends on L⊥ through the cross-sectional area. Thanks to the
quantum-to-classical mapping, the cylindrical geometry can be exploited to treat
quantum systems at zero temperature. Note however that for continuous degrees
of freedom, the boundary wall gas treatment no longer works, because the sys-
tem may relax over longer length scales, giving rise to the typical spin-wave or
kinked behaviour. Lastly, we cannot stress enough the importance of boundary
conditions when dealing with the critical behaviour at discontinuous transitions.
We will see in Ch. 5 that this point is central to the treatment of FSS at quantum
discontinuous transitions.
3.6 Scaling in inhomogeneous conditions:
trap-size scaling
As with finite size, the presence of a spatial inhomogeneity distorts the critical
behaviour, and can be described by the trap-size scaling theory (TSS) [65, 66].
So far, we only considered homogeneous systems. However, some sort of spatial
inhomogeneity is present in most experiments, as we discussed at some length
in Chapter 2. We now review the TSS theory in the setting of classical contin-
uous phase transitions. The extension to quantum systems is immediate from
the discussion of the previous sections, whereas the TSS theory at first order
phase transitions, and in particular at discontinuous quantum transitions, was
developed in Refs. [8] and its discussion is deferred to Sec. 5.4.
Working in the language of quantum field theory, we consider an external
potential U , generically coupled to a function Φ[φ(r)] of the order parameter
field, such that
HU = H + U(r)Φ(r), (3.36)
where
U(r) = vp|r|p ≡
( |r|
`
)p
. (3.37)
Here p is a positive power and ` is the length scale introduced by the potential, or
trap size. Hard wall boundaries are recovered by taking either the limit `→∞
or p→∞: in both cases, TSS must reduce to the standard FSS.
The main idea is to treat the trap size as a new relevant scaling field uv of
RG dimension yv ≡ 1/θ to be determined (θ is called the trap exponent). We
extend the scaling law for the free energy to include the dependence on uv and,
since the system is no longer homogeneous, on the spatial coordinate x,
fsing(uv, ut, uh,x) = b−dfsing(byvuv, bytut, byhuh, b−1x), (3.38)
with the exponents given in Eq. (3.30). For shallow (v → 0) traps, uv ∼ v. The
TSS limit is defined as
r, `→∞ keeping ζ = r/`θ = const. (FSS limit) (3.39)
As we shall see, θ < 1, and the TSS is observed at finite x/lθ ≈ 1. At very short
range, where x `θ, the trapping potential is very shallow and a homogeneous-
like behaviour may be observed.
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` L` L ` ≈ L
TSS FSS + TSS FSS
Figure 3.5: Schematic diagram of the different regimes one can encounter when
a system is subjected to both a trapping potential and a hard-wall box.
To determine the exponent θ, we consider the field theory that describes
the critical modes of the system and study the way in which the potential U(r)
couples to them. The perturbation reads
PU =
∫
ddx vp|r|pΦ(r), (3.40)
and from this expression, assuming that Φ has RG dimension yΦ, we can read
off the value of θ by simple power counting:
p(yv − 1) + yΦ = d, ⇒ θ = p
d− yΦ + p. (3.41)
Similarly to FSS, we can fix bθuv = 1 in Eq. (3.38) and obtain the trap size scaling
of physical quantities. Using the same notations of Eq. (3.28), for v ∼ `−1 → 0,
the TSS ansatz for a generic observable O is
O(`,x;T, µ, h) ∼ `−θyOO˜(x`−θ; {ui`−θyi}), (3.42)
and O˜ is a universal scaling function. Note that, as expected, θ → 1 for p→∞,
and in this limit we recover the FSS in a box of linear size L ≈ 2`.
It can happen, as in the case of numerical simulations, that the trapping
potential is itself embedded in a hard-walled box. In this case, three possible
situations may arise, as shown graphically in Fig. 3.5. If the box size L is much
smaller than the trap size, then the system resides entirely in the shallow part
of the potential, which can be neglected. In this case, standard FSS is sufficient.
At the opposite extreme, if `  L, the walls of the trap are already too steep
for the system to notice the presence of the box, and TSS applies. In particle
system, for instance, the density profile is usually such that the particle density
is completely depleted long before the hard-wall can be reached. The third case
requires a lot more care, and takes place when ` ≈ L: in this case, both the
trap and the hard-walled box will contribute to distorting the critical behaviour
of the system [67]. The TSS scaling ansatz must be modified accordingly, to
account for both corrections. The singular part of the free energy becomes
fsing(ut, uh, uv, uL,x) = b−dfsing(bytut, byhuh, byvuv, b−1uL, b−1x)
= L−dfsing(`ytθut, `yhθuh, L`−θ,x`−θ), (3.43)
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where in the second equality we used bL = 1. The generic observables will
depend on both L and ` via
O(`, L;T, µ, h) ∼ L−yOO˜({ui`−θyi}). (3.44)
The TSS framework has been successfully tested on many different classical
and quantum models and transitions. We are going to test its predictions on the
Bose-Hubbard model in the next chapter, and we will further extend its reach
by adapting it to first-order quantum transitions in Ch. 5.
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Chapter 4
Scaling effects at continuous
transitions: bosonic quantum
gases
We are now going to apply the tools of the previous chapter to study the thermal
continuous phase transitions exhibited by bosonic quantum gases. After review-
ing the basic principles of Bose-Einstein condensation (BEC), we will focus on
the Bose-Hubbard model, a simplified model that closely reproduces the physics
of ultra-cold bosonic gases loaded in optical lattices.
4.1 Bose-Einstein condensation
The theoretical discovery of the phenomenon of BEC [68–70], concerns the sta-
tistical properties of gases of free bosonic quantum particles. Despite the absence
of interactions at the Hamiltonian level, free quantum particles are correlated
through the overlap of their quantum wave functions.
Let us consider a gas of identical bosons described by the single particle
Hamiltonian H, whose levels are labelled by α. Let α be the energy of level α
and nα be the occupation number of such state within the many body system; the
index α = 0 will indicate ground state quantities. Thanks to the tensor product
structure of the Fock space [71], we can then write the partition function in the
grand canonical ensemble as
Z =
∏
α
∑
nα
e−βnα(α−µ) =
∏
α
1
1− e−β(α−µ) , (4.1)
with µ the chemical potential of the gas, i.e., the energy cost to add an extra
particle to the system. In the second equality, we summed the geometric series,
under the convergence requirement that
α − µ > 0. (4.2)
By differentiating the free energy F = −T lnZ with respect to µ, we obtain the
average particle density,
N
V
= − 1
V
∂F
∂µ
= 1
V
∑
α
1
eβ(α−µ) − 1 =
1
V
∑
α
nα(T, µ). (4.3)
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The occupation numbers of the different levels, nα, monotonically increase with
increasing µ for any T 6= 0, and we see that the constraint µ < 0 is equivalent
to requiring that nα > 0 for every α.
At T = 0, all the particles fall in the ground state of the many body system.
The many body ground state, of energy 0, is simply the fully symmetrised prod-
uct of the single particle ground states. Indeed, thanks to the bosonic statistics,
the population n0 of the ground state can be arbitrarily large. A macroscopically
large population of the ground state is precisely what we call a Bose-Einstein
condensate. Increasing the temperature, the condensate persists until the critical
temperature Tc. The latter can be determined as follows [51]. Consider the sys-
tem at fixed density in the thermodynamic limit:1 a decrease of the temperature
must be counterbalanced by an increase of the chemical potential; however, µ
cannot grow indefinitely, as it must also satisfy the inequality (4.2). The critical
temperature is then defined as the temperature at which µ = 0, i.e., Eq. (4.2)
becomes an equality. At lower temperatures, the only way for Eq. (4.3) to be
satisfied is that a particle excess start accumulating in the ground state, or, in
other words, the onset of condensation.
Periodic box and harmonic potential
Let us quote the results of explicit calculations in the case of a gas of structureless
bosons confined in a finite box and of one confined by a harmonic potential.
In the case of a periodic hypercube of side L, the Hamiltonian of the system
is a free particle one,
H = p
2
2m, (4.4)
with quantised momenta along each direction:
p = 2pi~
L
(nx, ny, nz), ni ∈ Z. (4.5)
It follows that the single particle ground state is the state with zero momentum,
p = (0, 0, 0), of energy 0 = 0. Within the semi-classical approximation [51],
which prescribes that T  (2pi~/L)2/2m, the summations in Eq. (4.3) can be
replaced by momentum integrations2 and we can take the limit µ → 0 = 0 to
obtain the particle density
N − n0
V
= ζ(3/2)
(
mT
2pi~
)3/2
, (4.6)
with ζ(z) the Riemann Zeta-function. The condition that n0 = 0 defines the
critical temperature
Tc =
2pi~2
mζ(3/2)2/3
(
N
V
)2/3
. (4.7)
1This is a delicate point: we take the TDL first, and then µ → 0. The two limits do not
commute, cf. [72].
2In the integration to calculate N , one must take care of separating the contribution of n0,
which becomes singular for µ→ 0.
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In the low temperature phase, T < T0, the condensate fraction increases with
decreasing temperature as
n0
N
= 1−
(
T
Tc
)3/2
, (4.8)
and the derivative of the specific heat CV = ∂E/∂T (E = −3F/2), i.e., a second
derivative of the free energy, exhibits a jump at the transition point equal to
∆
[
∂CV
∂T
]
T=Tc
= − 2716piζ
2(3/2)N
Tc
≈ −3.66N
Tc
. (4.9)
For the case of the Harmonic oscillator [73, 74], we add to the Hamiltonian
(4.4) a trapping potential
V (r) = 12m(ω
2
xx
2 + ω2yy2 + ω2zz2), (4.10)
and the energy levels are
(nx, ny, nz) =
(
nx +
1
2
)
~ωx +
(
ny +
1
2
)
~ωy +
(
nz +
1
2
)
~ωz, (4.11)
with ni ∈ N. The ground state wave function of the single particle Hamiltonian
is a Gaussian along each axis. The harmonic potential introduces a length scale
in the form of the width of the Gaussians,
ai =
√
~/mωi. (4.12)
We define ωho = (ωxωyωz)1/3, the geometric average of the oscillator frequencies,
and a global trap length scale aho =
√
~/mωho. In analogy with the calculations
for the hypercubic box, in the semi-classical approximation, we set µ = 0 =
~(ωx + ωy + ωz)/2 and obtain
N − n0 = ζ(3)
(
T
~ωho
)3
, (4.13)
and the condition that the occupation of the ground state vanish leads to
Tc = ~ωho
(
N
ζ(3)
)1/3
. (4.14)
The condensate fraction in the low temperature phase behaves as
n0
N
= 1−
(
T
Tc
)3
. (4.15)
Note that for harmonically confined system, the condensation is not in the zero-
momentum state, but rather on the lowest mode of the oscillator. Two important
comments are now in place. First, observe that Eq. (4.13) does not depend on the
volume and that the critical temperature (4.14) diverges in the thermodynamic
limit: this is, of course, not acceptable. The problem resides in the way in which
we are taking the TDL, defined in Eq. 3.7, which must be modified to account
32 Scaling at continuous transitions
for the presence of the trap. The indication of how to achieve this comes from
the requirement that the critical temperature be an intensive quantity; we then
infer that the appropriate thermodynamic limit is
N →∞, ωho → 0, Nωho = const. (4.16)
The second consideration deals with the spatial distribution of a trapped
condensate. The length scales ai (Eq. (4.12) above) do not depend on either
temperature or the number of particles in the condensate. This length scale must
be compared with the density profile of the non-condensed thermal fraction of
the gas that is mixed with the BEC at any non-zero temperature. The thermal
cloud, too, follows a Gaussian profile, but with a width given by
RT = aho
√
T/~ωho, (4.17)
which is much larger than the oscillator length of the condensed fraction. The
resulting particle density distribution is the sum of the two contributions: a
sharp peak due to the condensate fraction around the centre of the trap, su-
perimposed to the broader thermal distribution of the non-condensed fraction.
This crucial observation was used in the first experiments on BEC on cold atom
systems as a signature of the onset of condensation [14, 15]. Furthermore, under
the assumption of thermal equilibrium between the condensate and the thermal
fractions, fitting the tails of the distribution sufficiently away from its centre
allows a measure of the temperature of the gas. Measuring the density distribu-
tion some time after the trapping potential has been turned off can be directly
related to the momentum distribution of the cloud. This, too, exhibits a sharp
peak, corresponding to the p = 0 ground state, superimposed to the broad mo-
mentum distribution of the thermal fraction. All the results we quoted above are
obtained in a semi-classical approximation and in the assumption that interparti-
cle interactions be negligible; the presence of interactions changes quantitatively,
but not qualitatively, the picture we described. It is important to note that the
presence of a trapping potential translates the BEC, an intrinsically phase space
phenomenon, to the real space.
Since we are going to deal with quantum gases in two dimensions in Sec.
4.4, one last remark is in place. Homogeneous systems in two dimensions or less
cannot exhibit the spontaneous breaking of a continuous symmetry at any finite
temperature, as stated by the Mermin-Wagner-Hohenberg-Coleman (MWHC)
theorem [75–77]. This problem is essentially related to divergences in the density
of states ρ() at small momenta [73]. In particular, the momentum distribution
function diverges as 1/p2, and therefore leads to logarithmic divergences in 2D
and 1/p divergences in 1D. The presence of a harmonic trap acts as an infrared
regulator, changing the density of states [72] from ρ() ∼ (D−2)/2 to ρ() ∼ D−1,
allowing convergence in two dimensions. The critical temperature for trapped
2D systems is
Tc = ~ωho
(
N
ζ(2)
)1/2
, (2D), (4.18)
with ωho =
√
ωxωy.
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4.1.1 BEC and superfluidity
The onset of BEC is a genuinely quantum behaviour that takes place on macro-
scopic scales. The macroscopic occupation of the many-body ground state of a
bosonic gas below the critical temperature is reflected [39, 72] in the properties
of the one-body density matrix
G(1)(x,x′) = 〈x′|ρ1|x〉 ≡
〈
ψ†(x)ψ(x′)
〉
, (4.19)
normalised so that Tr ρ1 = N , the particle number. The density matrix can be
diagonalised and has got positive eigenvalues ni, and relative eigenfunctions φi,
which represent the occupation numbers of the single particle levels. Condensa-
tion is flagged by the presence of exactly one eigenvalue, n0, of extensive mag-
nitude, representing the number of particles in the ground state of the system,
while all the other eigenvalues are suppressed in the TDL [78]. A consequence
of this property is that
lim
|x−x′|→∞
G(1)(x,x′) = n0
V
> 0, (4.20)
i.e., the emergence of large distance correlations that go by the name of off-
diagonal long-range order (LRO). An equivalent definition of LRO is that the
integral
I =
∫
ddr G(1)(0, r) (4.21)
diverges extensively as n0, up to correction terms that are depressed in the TLD.
This must be compared with the non-condensed phase, in which G(1)(x,x′) ∼
e−r/ξ at large r ≡ |x − x′|, and therefore the integral (4.21) converges. In two
dimensions there cannot be LRO, due to the MWHC theorem, and the limit
(4.20) vanishes for any finite temperature. However, correlations may decay
sufficiently slowly at large distance, as |x−x′|−η with η < d, so that the integral
(4.21) diverges, albeit more slowly than the volume in the TDL. In this case, we
say that the system exhibits quasi long-range order (QLRO).
The BEC is closely related to the phenomenon of superfluidity, the property
of some substances to exhibit perfectly non-dissipative flow. Superfluidity can be
phenomenologically described by the introduction of a complex order parameter
ψ(x) = |ψ(x)|eiφ(x), (4.22)
with the square modulus equal to the superfluid density ns and the phase related
to the superfluid velocity vs ∝ ∇φ(x) (from which follows the irrotationality
of the superflow). The order parameter ψ is invariant under a global U(1)
symmetry in which φ(x) 7→ φ(x) +α. In three dimensions or more, superfluidity
can then be interpreted as the spontaneous breaking of this symmetry, flagged
by a non-vanishing expectation value of the phase φ, which ceases to depend on
the coordinate due to the coherence properties of the superfluid.
One can connect the superfluid order parameter with the condensate wave
function ψ0(x), suitably normalised so that its square modulus is equal to n0.
However, this naive identification misses some important points, such as the
non-equivalence of the condensate density n0/V with the superfluid density ns.
Furthermore, this identification fails altogether in low-dimensional systems.
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What is missing in this reasoning is a more precise definition of superfluidity.
This was provided in Refs. [79] with the introduction of the helicity modulus. Its
theoretical definition considers the response of a system to a twist in periodic
boundary conditions, such that the wave function of the many-body system
Ψ(x) acquires a phase Θ at the boundary: for a hypercubic system of size L,
Ψ(x) 7→ Ψ(x + eiL)eiΘ = ΨΘ(x), where ei is a unit vector along an axis of the
hypercube. The twist carries an energy cost that results in a free energy density
increase
∆F (Θ)
Ld
= 12Υ
(Θ
L
)2
+O(Θ4), (4.23)
where M is the mass of the superfluid and
Υ ≡ ~
2
M
ns(T ) (4.24)
≡ lim
Θ→0
L2−d
∂2f(Θ)
∂Θ2 (4.25)
is the helicity modulus, which is proportional to the superfluid density. A non-
zero helicity modulus (or superfluid density) is a necessary and sufficient condi-
tion to have BEC [80] in 3D or quasi-condensation in 2D. However, note that
Eq. (4.23) must be modified in 2D, hence Eq. (4.25) ceases to be valid in two or
less dimensions (see Sec. 4.4).
4.2 The Bose-Hubbard model
The Bose-Hubbard (BH) model is an archetypal model of condensed matter the-
ory, and represents the bosonic version of the [Fermi-]Hubbard model [81]. The
BH model provides a quite faithful representation [49] of the behaviour of cold
bosonic gases in an optical lattices. Let us start off with a Hamiltonian for
bosons in 3D continuum space,
H =
∫
d3xψ†(x)
[
−∇
2
2m + Vlat(x) + Vcon(x)
]
ψ(x)
+ 12
4pias~2
m
∫
d3xψ†(x)ψ†(x)ψ(x)ψ(x) (4.26)
and derive the BH model on a lattice [49, 82]. In the previous equation, ψ(x) is
a bosonic field, m is the mass of the bosons,
Vlat(x) =
∑
i
vi sin2(kxi), (4.27)
is a periodic lattice potential of amplitude vi and lattice spacing λ/2, with λ =
2pi/k, and Vcon is a confining potential. The second line of the Hamiltonian
describes the two-body interaction of the atoms, with as the s-wave scattering
length. It is assumed that three-body (or more) interactions and scatterings
with higher angular momenta can be safely neglected.
We can rewrite the bosonic field in the base of the Wannier functions, linked
to the Bloch base by a Fourier transform [39]. The Wannier base is better suited
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to describe particles localised in the lattice wells, and is expected to be a good
approximation of the eigenfunctions of the system, as long as the interactions
and the trapping potential are sufficiently weak. The bosonic field is expanded
as
ψ(x) =
∑
i
biw(x− xi). (4.28)
with {wi(xi)} a Wannier base of the lowest band, and xi the coordinate of the i-
th site of the lattice. The operator bi annihilates a boson at site i and follows the
bosonic canonical commutation relation [bi, b
†
j ] = δij . We indicate with ni = b
†
ibi
the occupation number of site i. Equation (4.26) then becomes the Bose-Hubbard
Hamiltonian
HBH =− J
∑
〈ij〉
(
b†ibj + b
†
jbi
)
− µ
∑
i
ni +
1
2U
∑
i
ni(ni − 1)
+
∑
i
niVt(xi), (4.29)
where 〈ij〉 indicates nearest neighbour sites and the sums run over all sites of
the lattice. We define the hopping matrix
Jij =
∫
ddxw∗(x− xi)
[
− ~
2
2m∇
2 + Vlat(x)
]
w(x− xj), (4.30)
from which we obtain the hopping parameter J = J〈ij〉 and the chemical potential
µ = Jii. Due to the rapid decay of the Wannier functions w(xi) away from the
lattice site i on which they are centred, we can neglect the hopping amplitudes
between sites that are not nearest neighbour. The parameter U is an on-site
repulsion, given by
U = 4pias~2
∫
d3x
|w(x)|4
m
, (4.31)
and the trapping potential is given by
Vt(x) =
∫
ddxVcon(x)|w(x− xi)|2 ≈ Vcon(xi). (4.32)
The Hamiltonian (4.29) enjoys a global U(1) symmetry, such that b 7→ beiα
(b† 7→ b†e−iα) leaves the model unchanged. This symmetry is related to the
conservation of the total particle number N = ∑i ni, which in fact commutes
with HBH.
Zero temperature phase diagram
Let us for the time being neglect the trapping potential Vt in HBH, and consider
the homogeneous systems at T = 0. In the grand canonical picture we are using,
the chemical potential µ increases or decreases the average number of particles.
By taking the limit for J  U , the hopping term proportional to J dominates
the physics, and we thus expect the ground state to be made of bosons delocalised
throughout the lattice. On the other hand, for U  J , the diagonal terms of the
Hamiltonian dominate, and we expect the particles to be localised on the lattice
sites. Indeed, for J/U = 0, the Hamiltonian becomes diagonal and the energy is
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Figure 4.1: Schematic phase diagram of the three-dimensional homogeneous
Bose-Hubbard model at T = 0. The dark-green thick lines are continuous tran-
sitions. The red dashed lines mark the constant density transitions.
given by (µ, V ) = −µnx + Unx(nx − 1)/2. Minimising with respect to nx, one
finds the equilibrium value n(µ) = dµ/Ue. The filling of each site thus increases
by one unit at integer values of the reduced chemical potential µ/U , as shown in
Fig. 4.1. Each phase at constant n so defined is called a Mott insulating phase.
Mott insulating phases are gapped phases in which the number of particle in the
lattice is commensurate with the number of sites, so that in each site there is
the same integer number of particles. For this reason, the hopping of particles
from one site to the next is inhibited at very low energies, as are all transport
phenomena, hence the name insulator. Mott phases are thus incompressible, as
the compressibility
κ = ∂N
∂µ
= −∂
2f
∂µ2
(4.33)
vanishes for s ≤ µ/U < s+ 1, with s an integer.
Thanks to the presence of an energy gap, the Mott phases protrude out to
small non-zero J/U . A simple mean field (MF) calculations (cf. Appendix A),
in fact, shows that the superfluid phase present at large J/U leaves the place
to a series of Mott insulating lobes at small J/U , as shown in Fig. 4.1. For
J/U > 0, the properties of the Mott phases listed above remain true, but small
local fluctuation may take place, with the creation of particle-hole pairs of bosons
on adjacent lattice sites [53].
The phase boundary between the Mott insulating lobes and the superfluid
domain is a continuous quantum phase transition. However, the transition line
can be crossed in two non-equivalent ways [83]. If the transition is driven by
the chemical potential, the average filling changes along the transition. This is
the case everywhere along the phase boundary except for the very tip of each
Mott lobe (cf. Fig. 4.1). Physically, moving out of a Mott domain by increasing
(decreasing) the chemical potential, particle (hole) excitations are created over
the background of particles at commensurate filling. These excitations are delo-
calised and Bose-condense, leading to the superfluid phase. Crossing the phase
boundary at constant µ—hence constant n—through the tip of the Mott lobe
by growing J leads to quite different physics. In fact, a large value of J makes
the creation of particle-hole pairs favourable, whereupon bosons have sufficient
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energy to hop around the lattice, overcoming the on-site repulsion of neighbour-
ing particles. The different physics yields a different critical behaviour of this
transition, which is in fact a multicritical point.
The two different transitions can be described within a quantum field theory
with action
S =12
∫
ddxdτ
[
−|∇ψ(x, τ)|2 − |∂τψ(x, τ)|2 + 2g ψ∗(x, τ)∂τψ(x, τ)
]
+ r
∫
ddxdτ |ψ(x, τ)|2 + u
∫
ddxdτ |ψ(x, τ)|4, (4.34)
with ψ the complex valued bosonic field and u, r and g independent of the co-
ordinates. Above, we defined r such that the phase boundary is at r = 0, i.e.,
r ∼ µ− µc.
The case g = r = 0 yields the multicritical point that describes the fixed-
density transition; it corresponds to the (d + 1)-dimensional XY [U(1)] fixed
point. Note that g = 0 makes the theory relativistic, hence the dynamic exponent
is z = 1. The lower and upper critical dimensions are, respectively dl = 1 and
du = 3.
The chemical potential driven transition, instead, corresponds to the model
above with r = 0, g 6= 0, which can be viewed as an effective theory for the
excess of particles or holes that trigger the transition. It is characterised by a
dynamical exponent z = 2 and upper critical dimension du = 2. In dimension
d = 2 − , the relevant fixed point is at u∗ = 2, and in one dimension it is
possible to exactly map the bosonic model in a fermionic one [53].
Hard-core limit and finite temperature phase diagram
Over the remaining part of this chapter, we will concentrate on the BH model in
the hard-core limit. This corresponds to taking the limit U →∞ in Eq. (4.29),
obtaining, in homogeneous conditions, the Hamiltonian
HBH = −J2
∑
〈ij〉
(
b†ibj + b
†
jbi
)
− µ
∑
i
ni. (hard-core) (4.35)
In the equation above, the occupation number ni is limited to be either zero or
one, which can also be seen as a modified commutation relation,
[bi, b
†
j ] = δij(1− 2ni). (4.36)
We have changed the normalisation of the hopping term to factor out a 1/2
factor, as it is customary for spin models. This is because the hard-core BH
model can be mapped exactly on the XX model (i.e., the XY model with equal
hopping amplitude along x and y). The transformation reads
σxi = b
†
i + bi,
σyi = i(b
†
i + bi), (4.37)
σzi = 1− 2b†ibi,
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Figure 4.2: Finite temperature phase diagram of the BH model in the hard-core
limit.
where the σa are the Pauli matrices satisfying the canonical anti-commutation
{σai , σbj} = 2δabδij12. The transformation yields3 the XX Hamiltonian
HXX = −12
∑
i
(σxi σxj + σ
y
i σ
y
j ) + µ
∑
i
σzi , (4.38)
which has the notable property of being exactly solvable in one dimension via a
Jordan-Wigner transformation [53].
Using the hoping parameter J as a unit of energy, the hard-core BH model
has only one parameter, the chemical potential µ. Note that the hard-core
conditions (4.36) makes the model symmetric under particle-hole exchange, i.e.,
ni 7→ 1 − ni and µ 7→ −µ. The phase diagram in dimension two and three
is sketched in Fig. 4.2: at T = 0, it consists of a superfluid phase for small
|µ| with a quantum phase transition to a Mott n = 1 and a vacuum phase at
sufficiently large positive and negative chemical potential, respectively. At finite
temperature, the superfluid phase persists until the thermal fluctuations become
dominant and randomise the system, thus taking it into a normal fluid phase.
The phase diagram reflects the particle-hole symmetry of the model.
We will study the scaling properties of the finite temperature transition of
the model (4.35) in d = 3 and d = 2 dimensions. The transition belongs to the
XY universality class in the same dimensionality, corresponding to the classical
XY model
HXY = −J
∑
〈xy〉
Re ψ¯xψy, (4.39)
where ψx ∈ U(1). The relevant parameters at the transition are the temperature
T and the chemical potential µ. The critical properties of the model are described
by the Landau-Ginzburg-Wilson φ4 quantum field theory with the Hamiltonian
HLGW =
∫
ddx
1
2 |∇φ(x)|
2 + r2 |φ(x)|
2 + u4! |φ(x)|
4, (4.40)
with φ the complex field that describes the critical modes and r and u coupling
constants. The critical exponents have been calculated with very high precision
using a combination of field theoretical [84, 85], high and low temperature ex-
pansions and Monte Carlo methods [86, 87]. The upper critical dimension for
this model is du = 4, while the lower critical dimension is dl = 2. Therefore,
3Modulo discarding constant terms and a global rescaling.
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both in three and in two dimensions, the critical behaviour is non-trivial. In
particular, in 2D, the presence of a marginal perturbation makes the study of
the transition particularly challenging.
4.3 Homogeneous scaling behaviour
in three dimensions
In this section and the next, we are going to examine the finite-size scaling
behaviour of the hard-core BH model in two and three dimensions. We are
going to use extensively the results of Ch. 3 and quantum Monte Carlo (QMC)
simulations. Within the stochastic series expansion framework [88], we simulated
the BH model using the directed operator-loop algorithm [89, 90]. More details
on the specific implementation of the QMC can be found in Refs. [91, 92]. A
brief description of the algorithm and some considerations on its performances
is reported in Appendix B
Besides checking the correctness of the FSS scaling ansätze, the main goal
is the determination of the critical temperature at some particular values of
the chemical potential. A precise estimate of the critical temperature will be
essential to carry out the scaling analyses of the BH model in the presence of a
trapping potential in Sec. 4.5.
We start by the model (4.35) in three dimensions [5]. For the analysis that we
present below, we performed quantum Monte Carlo (QMC) simulations of the
model (4.35) with µ = 0 in a 3D homogeneous hypercube with periodic bound-
aries, with lattice sizes4 up to L = 32. We use simulations of approximately
4× 106 Monte Carlo steps. The QMC data are correlated, and a naive analysis
would greatly underestimate the statistical errors. For this reasons, the data are
decorrelated by applying the blocking method; the errors are calculated through
a jackknife analysis.
The FSS analysis is performed on two observables: the the helicity modulus
Υ and the second moment correlation length ξ. The helicity modulus was in-
troduced in Eq. (4.23). In our QMC simulations it is simply related [93] to the
linear winding number W through the relation
Υ = 1
dLd−2
d∑
i=0
W 2i . (4.41)
The definition of ξ requires the introduction of the the two-points Green function
Gb(x,y),
Gb(x,y) = 〈b†x by〉. (4.42)
The homogeneous system with periodic boundary conditions is translational in-
variant, therefore, Gb only depends on the separation r = x − y between the
two points. We can thus restrict the study to Gb(r) ≡ Gb(r,0). We denote the
4In Ref. [10], we simulated the hard-core BH model with two bosonic species coupled via
density-density interactions. In that occasion, we simulated systems up to L = 64 with a
completely rewritten codebase. The results reported in this section coincide with those of Ref.
[10] when the interaction is turned off.
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Figure 4.3: Raw QMC data for the rescaled helicity modulus RΥ. The curves
at constant L cross each other close to the transition temperature Tc. The
horizontal solid line marks the universal asymptotic value R∗Υ of Eq. (4.46).
lattice Fourier transform of Gb(r) with G˜b(p), and define the second moment
correlation length ξ as [94]
ξ2 ≡ 14 sin2(pi/L)
G˜b(0)− G˜b(pmin)
G˜b(pmin)
, (4.43)
where pmin = (2pi/L, 0, 0) is a momentum whose modulus corresponds to the
minimal momentum quantum.
The quantities RΥ = ΥL and Rξ = ξ/L are dimensionless and RG invariants.
According to Eq. (3.22) and (3.28), for small τ ≡ T/Tc − 1, they follow the
universal scaling relation [94]
R = f(τL1/ν) + L−ωfω(τL1/ν), (4.44)
where we used the notation R to generically indicate RΥ or Rξ. Both quantities
increase with decreasing temperature. In particular, RΥ can be used as the
order parameter of the transition. The form of the scaling ansatz (4.44) implies
that the finite size curves of RΥ and Rξ for different lattice sizes cross each other
close to the transition temperature, as shown in Fig. 4.3. Close to the asymptotic
regime, Eq. 4.44 can be expanded as a Taylor series about τ = 0, obtaining
R = R∗ +
n∑
i=1
aiτ
iLi/ν + L−ω
m∑
j=0
bjτ
jLj/ν . (4.45)
The universal asymptotic values for the helicity modulus and the correlation
length have been precisely determined on the XY model [87], and read
R∗Υ = 0.516(1), R∗ξ = 0.5924(4). (4.46)
The critical exponents are also known: the currently best estimates for the
correlation length exponent ν and for the leading corrections to scaling ω are
ν = 0.6717(1), ω = 0.785(20). (4.47)
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4.3.1 Crossing analyses
One can undertake multiple strategies to extract the critical parameters from the
QMC data. Consider the expansion (4.45) at the lowest orders, i.e., n = 1 and
m = 0, and two different lattice sizes, L1 = L and L2 = kL. By imposing that
there be a crossing of the two curves, we easily see that the crossing temperature
must drift towards Tc as L−(1/ν+ω). In the same way, the crossing value of
R attains its asymptotic value with an approach of O(L−ω). Notice how the
determination of the crossing point between R(L1) and R(L2) requires no a
priori knowledge of either the universal asymptotic constant R∗ nor any of the
critical exponents. The advantages of using this kind of analysis are thus twofold:
• In a fully unbiased way, one can determine the crossing points RX(L1, L2)
and TX(L1, L2) and fit for Tc, R∗ and the critical exponents ν and ω. How-
ever, this would require the fitting of exponents, and thus requires extreme
care and thorough stability checks of the results.
• If instead one is sure of the universality class of the model, as in the case at
hand, one can impose some or all of the universal values available, and fit
the data for the remaining quantities. In particular, the knowledge of the
exponents allows a sound extrapolation of the critical temperature and/or
the asymptotic constant. This technique was used in Ref. [10].
4.3.2 Global fit of the FSS behaviour
However, analyses based on the crossing points between curves of RG invariant
quantities do not leverage on the statistical information the data provide as a
whole. Better results can be obtained by globally fitting all the data available to
the first few terms of the expansion (4.45). Since we are interested in the critical
temperature, we fixed to their known universal value the other parameters of
the fit, namely R∗, ν and ω. To determine the optimal number of terms to use
in the expansion (4.45), namely, the values of m and n, we fitted the data for
RΥ and Rξ, and progressively added more terms to the series, looking for the
stabilisation of the fit parameters and for when the residuals start degrade. In
FSS analyses, one must assess the presence of residual corrections to scaling, that
might lead to wrong fit results and extrapolations. We did this by repeating the
fit to Eq. (4.45) while discarding the data for the smaller lattice sizes L < Lmin
and progressively increasing Lmin.
For the fit ofRΥ data, we found optimal to use n = 1 andm = 0. The analysis
of Rξ, on the other hand, requires higher order corrections O(L−2ω). The FSS
ansatz (4.45) is expected to be valid in a window of temperatures sufficiently
close to the critical temperature. The window narrows down for increasing L,
due to the increase in the steepness of the curves relative to fixed-L data when
L increases (cf. Fig. 4.3), which is a consequence of the FSS behaviour (4.44)
itself. In our analysis, we determined the fitting window in a self-consistent way,
by only retaining the data points satisfying the condition
|R/R∗ − 1| ≤ 0.1. (4.48)
The limit of 10% deviation from the asymptotic value in the formula above was
set by requiring that the residual χ2 of the fits be acceptable.
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Table 4.1: Estimates of Tc with corresponding statistical error. A superscript
(Υ) or (ξ) indicates which observable provided the estimate.
Lmin T
(Υ)
c χ
2(Υ)
/dof [dof] T
(ξ)
c χ
2(ξ)
/dof [dof]
5 1.007984(4) 8.5[31] 1.007980(6) 2.9[39]
6 1.008001(4) 2.4[27] 1.007975(6) 2.1[34]
8 1.008008(5) 1.8[23] 1.007972(8) 2.1[29]
10 1.008011(5) 1.8[19] 1.00798(1) 2.2[24]
12 1.008015(6) 1.8[15] 1.00798(1) 2.2[19]
16 1.008021(7) 1.7[11] 1.00800(2) 2.8[14]
20 1.008027(9) 1.9[7] 1.00799(5) 1.6[7]
24 1.00801(1) 1.2[3]
Tc
Lmin
RΥ
Rξ
1.0079
1.00795
1.008
1.00805
1.0081
5 10 15 20 25
Figure 4.4: Estimates of Tc obtained from the FSS analysis of RΥ and Rξ,
considering the data with L ≥ Lmin.
The results of the fits on RΥ and Rξ obtained by progressively discarding
the data for smaller lattices are reported in Table 4.1 and plotted in Fig. 4.4.
Note that the reduced χ2 of the fits are significantly different from the optimal
value of one: this is to be expected because of the arbitrariness introduced
by truncating the scaling ansatz (4.44) and limiting the fitting window, and
despite our best efforts to give an objective justification to both procedures. One
could overcome this difficulty by sampling extremely finely the critical region.
However, the cross-checks of systematics we used in this analysis and, most
importantly, the availability of two estimates of the critical temperature from
two different observables, justify the procedure. Indeed, the analyses on both
observables converge to a common value, as shown in Fig. 4.4. The final estimate
for the critical temperature of the 3D hard-core BH model at µ = 0 is
T (µ=0)c = 1.00801(4). (4.49)
We consider the value of Tc extracted from the fit on RΥ to be more reliable,
due to the reduced noise that affects this observable and to the stability of the
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Figure 4.5: Scaling plot of the helicity modulus at the critical temperature Tc =
1.00801. Data from [10].
fit results. The results from Rξ are nevertheless a valuable cross-check, and we
use them to better estimate the error on Tc.
At this point, it must be pointed out that the global fitting procedure intro-
duces a systematic error, due to the finite precision of the values of R∗, ν and
ω that take part in it. The entity of this effect can be evaluated by a standard
bootstrap analysis. The systematic error introduced is not negligible, yet it de-
creases for increasing lattice size. For the fits on RΥ (resp. Rξ) and lattice sizes
L ≥ 10, it weights in at about 1.5–0.8× 10−5 (resp. 0.5–0.3× 10−5). The quoted
error ∆Tc = 4× 10−5 accounts for all of these effects.
Using the full information of the known properties of the universality class
of the BH model, together with the global fitting procedure and with our thor-
ough stability checking, allows us to obtain a precise estimate of the critical
temperature while using only data for relatively small lattice sizes. Indeed, Fig.
4.5 shows that data [10] for the helicity modulus rescaled using the value of
Tc reported above, nearly perfectly collapse onto a common scaling curve, thus
supporting our estimate of the critical temperature (4.49). The quoted value of
Tc agrees with the previous estimates of Ref. [95] and Ref. [96], which reported
respectively Tc = 1.008(3) and Tc = 1.00835(25).
For what follows, we are going to also need the value of the critical temper-
ature at µ = −2, which was measured in Ref. [94]:
T (µ=−2)c = 0.7410(1). (4.50)
By the symmetry of the phase diagram (cf. Fig. 4.2), we conclude that this also
coincides with the critical temperature at µ = 2.
4.4 Homogeneous scaling in two dimensions:
the Berezinskii-Kosterlitz-Thouless transition
In 2D—two being the lower critical dimension of the theory—the Bose-Hubbard
model exhibits a dramatically different critical behaviour, which falls in the 2D
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XY universality class. The finite temperature normal-to-superfluid transition is
said to be of the Berezinskii-Kosterlitz-Thouless (BKT) type [97, 98] (see also
[3, 99, 100]).
The BKT transition is a continuous transition (an infinite-order transition
according to Ehrenfest classification) and it has been the subject of a considerable
amount of literature [101–106], both theoretical and numerical, due to the various
models of interest that belong to the 2D XY universality class. It is characterised
by the emergence of quasi-long-range order (QLRO) in the low temperature
phase and by the absence of a well defined order parameter. This is a consequence
of the MWHC theorem and it is in contrast with the ‘true’ long-range order in
the 3D BH model of the previous section. Indeed, in 2D, the two-point function
Gb(r) of the superfluid does not attain a constant in the r →∞ limit, but rather
decay algebraically (cf. definition of QLRO in Sec. 4.1.1), as [56]
Gb(r) ∼ (ln r)
1/8
rη(T )
[
1 +O
( ln ln r
ln r
)]
, (4.51)
with η a temperature-dependent anomalous dimension such that η → 1/4 for
T → Tc. This remarkable property is due to the presence of a continuous line
of Gaussian critical points that extends from Tc all the way to T = 0, and
parametrised by the temperature itself. The logarithmic corrections are the re-
sult of a marginal RG perturbation and, despite the decay of Gb, the correlation
length of the low temperature phase is nevertheless infinite. The infinite corre-
lation length reflects the massless spin-wave nature of the critical excitations in
the low temperature phase [50]. On the normal fluid side of the transition, the
correlation length vanishes exponentially as
ξ ∼ ec/
√
τ , (4.52)
with τ ≡ T/Tc − 1. This behaviour of the correlation function can be formally
associated to the critical exponent ν =∞.
In the remaining of this section, we present a detailed FSS analysis of the
hard-core BH model in 2D at µ = 0, corresponding to the half-filling case
〈n〉 = 1/2 [4]. The analysis is based on QMC data on a square lattice with
periodic boundary conditions of side up to L = 256 and unity aspect-ratio.
The observables considered are the 2D analogues of those introduced for the
three-dimensional model in Eqs. (4.41, 4.43), together with the respective di-
mensionless RG invariants RΥ ≡ Υ and Rξ = ξ/L. A characteristic feature of
the BKT transition is a universal jump of the helicity modulus across the tran-
sition in the TDL [107]. In fact, RΥ is zero in the normal fluid phase, and jumps
discontinuously at the transition to the value R∗Υ ≈ 2/pi [105].
The RG flow close to the BKT transition can be studied in the context of
the sine-Gordon Lagrangian
LSG = 12(∂µφ)
∗ + α
a2β2
[1− cos(βφ)], (4.53)
onto which the 2D XY model can be mapped [3, 52, 106] (in the equation above,
a is an ultra-violet cut-off). The sine-Gordon model can be interpreted [101]
as representing the electrostatic interactions of a two-dimensional Coulomb gas
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of charges with fugacity Z ≡ eµ/T = α/2β2 at temperature T = 2piβ−2 (µ
being the chemical potential for the charges). This interpretation is intimately
linked to the dynamics of vortices in the 2D XY model [3]. The RG flow can be
parametrised by two non-linear universal scaling fields
v = v(L/Λ, Q), (4.54)
Q = α1(T − Tc) + α2(T − Tc)2 + . . . , (4.55)
and all the non-universal details are moved to the model-dependent scale Λ and
the αi in the expansion of Q. The RG invariant quantities R obey the relation
R(L, T ) = R[v(L/Λ, Q), Q], (4.56)
with R a universal scaling function independent of the details of the specific
model.
At the critical temperature, corresponding to Q = 0, one can expand the
scaling field v in terms of L/Λ, obtaining [101, 106]
v(L/Λ, 0) = 1
w
+O
( lnw
w3
)
, w ≡ ln LΛ +
1
2 ln ln
L
Λ . (4.57)
At criticality, the scaling function R can then be expanded in powers of v,
yielding
R(L, Tc) = R∗ + CRw−1 +O(w−2), (4.58)
with the observable-dependent universal constants R∗ and CR that can be de-
rived from spin-wave calculations [4, 105]
R∗Υ = 0.6365081789, CΥ = 0.31889945, (4.59)
R∗ξ = 0.7506912222, Cξ = 0.21243137. (4.60)
Fitting the data with an expansion of Eq. (4.58) in the variables L and T is
an extremely difficult task, due to the series of nested logarithms that appear
in v(L/Λ, Q), and make extrapolations to infinite L unreliable. Furthermore,
due to the analiticity of the scaling function (4.56) across the transition, the
observables do not show any sign of criticality (see Fig. 4.6), in sharp contrast
with the three-dimensional scenario.
A method proposed in Ref. [108] (and later used in [96]) makes use of the
scaling ansatz
RΥ −R∗Υ =
1
ln(L/Λ)R˜
[
(T − Tc) ln2(L/Λ)
]
(4.61)
to extract the critical temperature, by minimising a cost function S(Tc,Λ) that
quantifies the quality of the collapse of the data on the scaling function R˜. Refer-
ence [108] reports a critical temperature Tc = 0.342(2), whereas Ref. [96] quotes
0.3425(5). However, notice that the ansatz (4.61) only takes into account the
leading logarithms, in contrast with the expected pattern of nested logarithms of
Eq. (4.57). Despite neglecting the scaling corrections, the procedure optimises
the collapse of the data on the scaling function R˜ above. In the presence of
slowly decaying corrections—as in the case of the logarithmic corrections at the
BKT transition—doing so may result in underestimating the scaling corrections,
or, namely, to have data collapse onto the same scaling curve “better than they
should”.
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Figure 4.6: Raw data for the helicity modulus of the 2D hard-core BH model
close to the BKT phase transition. Our estimate of the critical temperature and
the relative error are marked by the dashed line and the shaded area.
4.4.1 Matching of the FSS behaviour
We propose a matching procedure that generalises the one introduced in Ref.
[102, 103]: the idea is to leverage on the universality properties of the function
R in Eq. (4.56). There exist at least one model, which belongs to the 2D XY
universality class and undergoes a BKT transition, for which an exact solution
is available and the critical parameters are known analytically: this is the six-
vertex model (6VM) [109]. A one-to-one relationship can be established between
the 6VM and another model on a lattice, the body-centred solid-on-solid model
(BCSOS) [110]. The authors of Ref. [103] exploited this mapping to match the
RG flows of the BCSOS and the 2D XY models, thus providing precise estimates
for the critical temperature TXYc of the latter model. In a similar fashion, our
goal is to extract the critical parameters for the 2D hard-core BH model by
matching the universal critical scaling curves.
In general, at the critical temperature, which corresponds to Q = 0, equation
(4.56) reduces to
R(L, Tc) = R[v(L/Λ, 0), 0] = Rc(L/Λ). (4.62)
If one knows the critical parameters of a reference model—in our case, the clas-
sical XY model—one can simulate it and extract the critical scaling fuction
RXY (L, TXYc ) = Rc(L/ΛXY ). (4.63)
At the same time, one can compute the invariant observables in the target model,
for which the critical parameters are unknown (the 2D BH model, in our case)
for many different values of L and T , so as to determine the function
R(L, T ) = R[v(L/Λ, Q), Q]. (4.64)
(We omit the superscript for the target model to avoid notation cluttering). In
practice, we simulate the BH model for different temperatures and for lattice
sizes up to L = 256 (see fig. 4.6), and interpolate the data to obtain the function
above.
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Due to universality, up to a non-universal rescaling of all lengths, R must
coincide with RXY at the critical temperature. More precisely, it must hold
RXY (λL, TXYc ) = Rc(L) = R(L, Tc), (4.65)
where we oﬄoaded the non-universal length rescaling factors in a single param-
eter λ = ΛXY /Λ (from interpolations of XY data, ΛXY ≈ 0.3 [4]). We can use
the relation above to match the two models by fitting the scaling curves of the
respective observables, thus extracting the values of λ and of the sought after
Tc.
The great advantage of this method is that it completely bypasses the prob-
lem of the logarithmic corrections, which are automatically taken into account
by the reference critical scaling function RXY . The remaining corrections to
scaling decay much faster with increasing L. They originate from the presence
of irrelevant operators, and can be computed in the spin-wave theory. For RΥ,
we expect corrections O(L−2) up to logarithmic factors. For Rξ, instead, the
analytic background affects the scaling corrections [56], which are O(L−(2−η)).
However, we know the critical curve of the reference model only to finite preci-
sion, which inevitably introduces a systematic error in our procedure.
The critical temperature of the 2D XY model is known with high precision
and reads [103]
βXYc =
1
TXYc
= 1.1199(1), TXYc = 0.89294(8). (4.66)
The critical scaling function for RXYΥ and RXYξ can thus be computed5 by means
of classical Monte Carlo techniques, and are reported, to O(w−5, L−6) in Ref. [4].
As in the analysis of the 3D BH model, the data for RΥ provide a more reliable
result. For this reason, in what follows, we shall concentrate on this observable,
and use Rξ as a cross-check.
Two-point matching
The most elementary implementation of the matching method we just outlined
involves only two lattice sizes at once, and we may call it two-point matching. In
our case, we use as lattice sizes L and 2L. We built an interpolator of the QMC
data at constant L, and cast the relation (4.65) in the form of the two-equation
system {
RΥ(L, T ) = RXYΥ (λ(L)L) ,
RΥ(2L, T ) = RXYΥ (2λ(L)L) .
(4.67)
For each L, we solve the system numerically for an effective critical temperature
T˜ (L) and an effective scaling factor λ˜(L).
Of course, the interpolator RΥ(L, T ) comes with an error ∆RΥ(L, T ), which
must be propagated to T˜ and λ˜. We looked for the solution of the system
4.67, shifting one at the time the interpolators for L and 2L by ±∆RΥ, and
so obtaining new values T˜±L and λ
±
L . The errors coming from each of the two
5Credit is due to M. Hasenbusch for providing the Monte Carlo data for the 2D XY model
at Tc.
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Table 4.2: Results for T˜ (L) and λ˜(L) as obtained by solving Eq. (4.67). We also
report Tc as obtained by linear fits to T˜ (L) = Tc + c/L2 of the data satisfying
L ≥ Lmin, and the corresponding χ2/dof, where dof is the number of degrees of
freedom of the fit.
L T˜ (L) λ˜(L) Lmin Tc χ2/dof
4 0.34344(4) 1.457(3) 4 0.34384(3) 0.8
6 0.34380(7) 1.499(8) 6 0.34381(3) 0.4
8 0.34379(6) 1.501(9) 8 0.34382(3) 0.5
12 0.34378(6) 1.50(1) 12 0.34383(4) 0.5
16 0.34381(6) 1.51(2) 16 0.34384(5) 0.6
24 0.34378(9) 1.50(3) 24 0.34389(7) 0.5
32 0.34381(6) 1.51(3) 32 0.34390(9) 0.6
48 0.34376(11) 1.48(6) 48 0.34397(15) 0.8
64 0.34399(11) 1.61(7) 64 0.34378(22) 0.1
96 0.34385(15) 1.6(1)
128 0.34387(24) 1.5(2)
interpolators can then be propagated: for instance, the error on T˜ due to the
error on RΥ(L, T ) is ∆T˜L = |T˜+ − T˜−|, and analogously one can calculate the
propagation of the error due to RΥ(2L, T ). The errors due to the two curves can
be summed in quadrature to yield the final error on the solution of the system,
∆T˜ (L) ≡
√
(∆T˜L)2 + (∆T˜2L)2, (4.68)
with an analogous relation valid for ∆λ˜. The results of this procedure are re-
ported in Tab. 4.2, and are expected to be affected by subleading O(L−2) cor-
rections to scaling. To keep them under control, we extrapolated the results for
T˜ (L) to the formula
T˜ (L) = Tc + cL−2, (4.69)
progressively discarding the results for small L. The results of these extrapola-
tions are, too, reported in Tab. 4.2. The results for Tc appear very stable, and
the relatively low values of the reduced χ2 suggests that the O(L−2) corrections
can be neglected with respect to error bars of our estimates.
Global matching
An alterantive implementation of the matching method, which we can call global
matching, uses the data for every lattice size available. As usual, residual scaling
corrections must be checked by repeating the procedure while discarding the
smallest lattices. We define a χ2-like cost function
A(1)(T, λ) =
∑
i
[
RΥ(Li, T )−RXYΥ (λLi)
∆RΥ(Li, T )
]2
, (4.70)
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Table 4.3: Estimates of Tc and λ obtained by minimizing the functions (4.70)
(superscript 1) and (4.71) (superscript 2), varying the value Lmin of the minimal
system size allowed in the fits. We also report s(i) ≡ A(i)min/dof, where Amin is
the minimum of the function A(i).
Lmin T
(1)
c λ(1) s(1) T
(2)
c λ(2) s(2)
4 0.34374(3) 1.484(5) 8.8 0.34387(2) 1.532(7) 1.5
6 0.34380(1) 1.502(2) 0.6 0.34382(2) 1.510(6) 0.5
8 0.34381(1) 1.504(2) 0.5 0.34382(2) 1.508(8) 0.6
12 0.34381(1) 1.504(4) 0.6 0.34385(4) 1.527(14) 0.6
16 0.34382(2) 1.509(6) 0.5 0.34385(4) 1.53(2) 0.6
32 0.34384(3) 1.517(14) 0.7 0.34393(8) 1.59(6) 0.7
64 0.34389(6) 1.55(4) 0.9 0.34370(25) 1.4(2) 1.0
96 0.34373(21) 1.42(17) 1.6
128 0.34374(15) 1.41(12) 0.8
where the sum runs over the lattice sizes and, as in the two-point matching,
RΥ(L, T ) and ∆RΥ(L, T ) are interpolators of the QMC data. To account for
subleading corrections, we also considered the function
A(2)(T, λ, c) =
∑
i
[
RΥ(Li, T )−RXYΥ (λLi)− cL−2i
∆RΥ(Li, T )
]2
. (4.71)
The best estimates of the parameters Tc, λ and c are obtained by numerically
minimising the two equations above. The results are reported in Tab. 4.3, and
indicative errors are determined from the covariance matrix of the parameters
at the point of minimum of the functions A(i). Note that these errors fail to
take into account all the statistical correlations of the quantities involved in the
minimisation. The residual scaling corrections are checked by discarding the
data for the smaller lattices; from the fitting results, these seem to be negligible.
The estimates for Tc and λ look stable and in agreement with the two-point
matching. They indicate that the critical temperature is very close to T = 0.3438
and λ ≈ 1.5.
Generalised matching
We can generalise the matching method not just to the critical scaling function
Rc, but to its derivatives as well. Let us focus on RΥ as a function of L and T ,
and define S(L, T ) ≡ ∂RΥ/∂T . An expansion around the critical temperature
yields
RΥ(L, T ) ≈ RΥ(L, Tc) + (T − Tc)S(L, Tc), (4.72)
≈ RXYΥ (L, Tc) + (T − Tc)S(L, Tc) + cL−2, (4.73)
where in the second equation we used the matching relation (4.65) and wrote
down explicitly the subleading corrective term. The derivative of RΥ can be
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Table 4.4: Estimates of Tc and λ obtained by fitting the data to Eq. (4.73)
(superscript 1) and to Eq. (4.76) (superscript 2), varying the value Lmin of the
minimal system size allowed in the analyses.
Lmin T
(1)
c λ(1) T
(2)
c λ(2)
6 0.34384(2) 1.52(1) 0.34384(2) 1.52(1)
8 0.34385(2) 1.52(1) 0.34384(2) 1.52(1)
12 0.34386(3) 1.53(2) 0.34385(3) 1.53(2)
16 0.34386(3) 1.53(2) 0.34386(3) 1.53(2)
24 0.34386(3) 1.54(2) 0.34386(5) 1.53(3)
estimated directly from the QMC simulation via
S(L, T ) = 1
T 2
[〈RΥH〉 − 〈RΥ〉 〈H〉], (4.74)
where H is the QMC estimator for the system’s energy. Within errors, S(L, T )
appear to be independent of temperature for T ≈ 0.3438, where we expect to
find Tc. This is in agreement with RG results that predict that S(L, Tc) ∼ lnL.
We therefore expand the derivative at the critical temperature as
Sc(L) ≡ S(L, Tc) = w
n∑
k=0
αkw
−k + cTL−2, (4.75)
with w given in Eq. (4.57) and Λ = ΛXY /λ. The reference curves RXYΥ and RXYξ
both agree with ΛXY ≈ 0.3 within approximately 10% [4]. We therefore fix this
value and leave λ as a free parameter. Using an interpolator with n = 3 in the
equation above, which we verified to be the ideal value, we extract the estimates
of Tc, λ and c by fitting the data to Eq. (4.73). Instead of interpolating the data
with Eq. (4.75) and then using the interpolations to fit to Eq. (4.73), one can
also unify the process and insert the interpolating expansion directly into the
fitting expression, which becomes
RΥ(L, T ) = RXYΥ (L, Tc) + cL−2 + (T − Tc)
[
α0w + α1 + α2w−1 + cTL−2
]
.
(4.76)
The results of the fit to Eq. (4.73) and to the equation above are reported in Tab.
4.4. Again, the results look stable and we are not sensible to residual corrections
within our errors.
4.4.2 Control of systematics and final estimate of Tc
The reference critical curve RXYΥ , obtained from the classical 2D XY model, is
not known analytically, but rather the result of Monte Carlo analyses and of the
interpolation and extrapolation of numerical data. These were taken at a critical
temperature TXYc which, itself, is known only to finite precision. As such, RXYΥ
is affected by statistical, interpolation and systematic errors. The first two are
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negligible with respect to the errors coming from the fits. The systematic error,
which comes from the uncertainty on TXYc , instead, does affect significantly the
results on the BH model.
To quantify the systematic error, we introduce the unknown “true” critical
scaling curves and the exact critical temperatures for both the XY and BH mod-
els. We indicate these ideal quantities with a tilde sign and we mark explicitly
the quantities that belong to the BH model:
R˜XYΥ (L) ≡ RXYΥ (T˜XYc , L), R˜BHΥ (L) ≡ RBHΥ (T˜BHc , L). (4.77)
The difference between the reference curve RXYΥ we used in the fits and the exact
one, R˜XYΥ , can be written as
R˜XYY (L) ≈ RXYY (TXYc , L) + σS˜XY (L) (4.78)
where S˜XY ≡ ∂RXYΥ /∂T computed at T˜XYc , and σ ≡ T˜XYc − TXYc , comparable
with the uncertainty ∆TXYc = 8× 10−5 on the critical temperature of the refer-
ence model (4.66). Analogously, we can expand the scaling functions of the BH
model about the “true” critical scaling function:
RBHΥ (T, L) ≈ R˜BHΥ (L) + (T − T˜BHc )S˜BH(L). (4.79)
The matching relation (4.65) is easily extended to the derivatives S˜XY and S˜BH ,
S˜XY (λL) = kS˜BH(L), (4.80)
and the non-universal constant k can be calculated by simulating the classical
XY model at a temperature slightly off TXYc . Using both matching relation
(4.65) and the previous relation, Eq. (4.79) becomes
RBHΥ (T, L) ≈ R˜XYΥ (λL) +
1
k
(T − T˜BHc )S˜XY (λL) (4.81)
= RXYΥ (λL) +
[1
k
(T − T˜BHc ) + σ
]
S˜XY (λL), (4.82)
and in the second equality we inserted Eq. (4.78).
In the two-point, global, and generalised matching procedures we introduced
above, the best match between RBHΥ (T, L) and RXYΥ (λL) is provided by the
temperature that makes the coefficient of S˜XY (λL) vanish in the equation above.
Therefore, the estimates of TBHc correspond to
TBHc = T˜BHc − kσ, (4.83)
from which we can read that the systematic error on the estimate is
∆Tc ≈ |kσ| . 7× 10−5. (4.84)
Assuming that statistical and systematic errors are independent, and considering
the stability and agreement of the three matching analyses, we give the following
final estimate for the critical temperature of the 2D hard-core BH model at zero
chemical potential,
Tc = 0.34385(9), (µ = 0). (4.85)
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Figure 4.7: Data for the helicity modulus RΥ at T = 0.3438 ≈ Tc plotted against
w−1 (cf. Eq. (4.57)). The solid curve is the reference finite-size scaling curve of
the XY model, RXYΥ (L/λ), with λ = 1.5. The dashed line is the leading scaling
behaviour (4.58) with the universal constants (4.59).
In Fig. 4.7 we plot the QMC data for the observable RΥ at T = 0.3438 ≈ Tc.
The data perfectly match the reference curve of the classical 2D XY model when
the lengths are rescaled by λ = 1.5 as prescribed by Eq. (4.65). On the other
hand, the data appear quite far from the leading asymptotic behaviour (4.58),
which, from the figure, appears to become a reasonable approximation of the
complete reference curve only for w−1 . 0.05, i.e., for lattice sizes in excess of
2×107. Figure 4.8-top compares the QMC data for Rξ to the reference FSS curve
for the same observable, RXYξ (L). At first sight, it might seem that the matching
is poor. However, the difference of the data with the reference curve, plotted in
the bottom panel of Fig. 4.8, fits to the expected O(L−7/4) scaling corrections,
as it is especially evident in the inset of the panel. It must be underlined that
these plots of Rξ are completely determined by the fits on RΥ, and there are
no free parameters. In fact, the rescaling factor λ must be the same for every
observable, as it only depends on the universal properties of the two systems
being matched. Note that, notwithstanding the sizeable subleading corrections,
the reference curve lies very close to its leading asymptotic approximation. This
suggests that, if one is able to simulate data for large enough lattices, so that
the subleading O(L−7/4) scaling corrections become negligible, a direct fit of the
data to the asymptotic scaling curve should suffice to extract a sensible estimate
of the critical parameters.
As a final note, we compare our result for the critical temperature of the 2D
hard-core BH model at µ = 0 with previous estimates reported in the literature.
Previuos studies quoted Tc = 0.3425(5) [96], Tc = 0.3423(3) [108], Tc = 0.353(3)
[111], and Tc = 0.350(4) [112]. These estimates exhibit significant deviations
from our result (4.85), which we ascribe to the incomplete accounting of the
pattern of logarithmic corrections.
For comparison, we analyse our data with a technique similar to the one
used in the references above. The asymptotic scaling function (4.58) is often
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Figure 4.8: (Top) Plot of Rξ data of the 2D BH model at T = 0.3438 ≈ Tc. Con-
tinuous curve marks the reference finite-size scaling curve from the XY model,
while the dashed line is the asymptotic leading behaviour (4.58) with the univer-
sal constants (4.60). (Bottom) The distance between the reference curve and the
BH data, plotted against the expected leading scaling behaviour. The dashed
line is a linear fit of the data satisfying L ≥ 24 to the leading O(L−7/4) correction
(also shown enlarged in the inset); the dot-dashed line is a fit of the data with
L ≥ 8 to Rξ(L) = aL−7/4 + bL−2 + cL−4.
approximated by
RΥ(L, Tc) =
2
pi
[
1 + 12
1
ln(L/Λ)
]
. (4.86)
We determined the critical temperature by matching our data, suitably interpo-
lated, to the approximate scaling function above. This is achieved by defining
a cost function B(T,Λ) similar to A(1) of Eq. (4.70), but where we substitute
the complete scaling function RXTΥ with the approximate expression (4.86). The
resulting minimisation procedure provides results that are affected by slowly
decaying logarithmic corrections, that make the extrapolation to the TDL an
extremely delicate task. Indeed, as shown in Fig. 4.9, the results obtained by
this approximate matching might induce one to extrapolate the data to the
wrong value of Tc = 0.3435(1), which is more than three error bars off our re-
sult (4.85). An attempt to reconcile the results obtained by this approximate
method with our best estimate is to try to extrapolate the data with the ex-
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Figure 4.9: Determination of the critical temperature Tc of the 2D BH model
by matching its critical behaviour to the approximated asymptotic expression
(4.86). The procedure was repeated, progressively discarding the data for
L < Lmin. The inset shows the same results, plotted against k = 1/ ln2(Lmin/Λ),
since the expected corrections to scaling are O(k). The parameter Λ was esti-
mated from the same matching procedure: Λ ≈ 0.25. The dashed line and
relative error band represent our estimate, Tc = 0.34385(9) (Eq. 4.85).
pected scaling corrections. These are O[1/ ln2(L/Λ)] and we feed back the value
of Λ from the approximate matching procedure itself. In our analysis, Λ ≈ 0.25,
and in the inset of Fig. 4.9 we plot the estimates of the critical temperature
versus 1/ ln2(Lmin/Λ). Extrapolating the apparent behaviour of the data in this
figure, however, is affected not only by the uncertainties on Tc(Lmin), but also
those on Λ. The control on the extrapolation is thus less then desirable: in the
best case, it would yield a Tc in agreement with our estimate (4.85), but with
a much larger error bar; however we expect that it would most often lead to a
wrong value of Tc. Indeed, the extrapolation of the data as rescaled in the inset
of Fig. 4.9 would lead to an estimate of roughly Tc ≈ 0.3440. The systematics
involved in neglecting the full series of slow logarithmic corrections, as well those
originating in using a value for Λ obtained from the same fit, make this estimate
very unreliable.
4.5 Trapped behaviour
We saw in Ch. 2 that trapping potentials constitute a necessary ingredient in
most experiments with ultra-cold atomic gases. We also outlined the drawbacks
of the presence of a spatial inhomogeneity when dealing with the critical be-
haviours of these kind of systems, and how the trap-size scaling (TSS) theory
can help reconcile the diverging length scales at phase transition with a confined
inhomogeneous environment in Sec. 3.6.
We are now going to include the trapping potential term
Ht =
∑
i
niVt(xi), (4.87)
in the BH model Hamiltonian (4.35), and study the modified critical behaviour
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in detail, in both two and three spatial dimensions. We consider, in particular,
trapping potentials of the form
Vt(r) = vp|r|p, (4.88)
where the parameter v tunes the strength of the potential, p is a positive integer
(usually p = 2) and r ≡ |r| is the distance from the centre of the trap.
The coupling of Vt with the particle density quite naturally suggests to in-
terpret the trapping potential as inducing an effective space dependent chemical
potential
µeff(x) = µ− V (x). (4.89)
The numerical analysis we propose is such that the system, at the centre of the
trap, is exactly at the critical point. In other words, we simulate the system
at the critical temperature Tc(µ) corresponding to the homogeneous system at
the same chemical potential, which is also the effective chemical potential at the
centre of the trap.
4.5.1 Local density approximation
A technique used by theoreticians and experimentalists alike in the description
of inhomogeneous systems is the local density approximation (LDA). In gen-
eral terms, let us consider a system described by the Hamiltonian H(g), with
g some parameters. In homogeneous conditions, its observables are functions
of g, Ohomo(g). In inhomogeneous conditions, the parameters g(x) acquire a
dependence on the spatial coordinates x of the system, as is the case, for in-
stance, with the effective chemical potential (4.89) above. At the same time, the
properties of the system will also depend on space, so that, in general, we can
write observables as O(x). The LDA then prescribes to calculate the latter as if
the system were homogeneous, but considering the local value of the parameters,
i.e.,
O(x) ≈ Ohomo[g(x)]. (LDA) (4.90)
LDA presumes quasi-homogeneity: the length scale over which the inhomo-
geneities vary,
λ−1V ∼ |∇xVt(x)|, (4.91)
must be much larger than any dynamical length scale. However, at second or-
der phase transitions, close to criticality, the correlation length of the critical
fluctuations tends to diverge, and will ultimately become comparable or greater
than λV . When this happens, the LDA breaks down, and one cannot use the
available knowledge on a homogeneous system to infer the behaviour of its in-
homogeneous counterpart. In particular, the LDA is not suited to study the
critical behaviour of systems close to phase transitions. Furthermore, since it is
an inherently homogeneous method, it cannot capture any new physics due to
the inhomogeneities.
For these reasons, we are now going to apply the trap-size scaling (TSS)
theory to the BH model in two and three dimensions.
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4.5.2 Trap-size scaling in the BH model
The TSS theory we recalled in Sec. 3.6 can be applied to the BH model in a
straight forward way. However, due to the deep differences in the nature of the
transition in two and three dimensions, the TSS relations must be separately
specialised to either case.
Due to the inhomogeneity of the system, the lattice’s symmetry is broken
and the observables must be suitably redefined. The spherical symmetry of
the potential (4.88) suggests to replace the definition of the two-point function
Gb(x,y) in Eq. (4.42) with
Gt(r) = Gb(0, r) ≡ 〈b†0br〉, (4.92)
the correlation function with the centre of the trap. From this definition we
obtain the inhomogeneous susceptibility,
χt ≡
∑
x
Gt(x), (4.93)
and the second-moment correlation length in a trap
ξt ≡ 16χt
∑
x
|x|2Gt(r). (4.94)
Note that we cannot define an equivalent of the helicity modulus for the inho-
mogeneous system: its definition relies on periodic boundary conditions, which
cannot be reconciled with the form potential (4.88). For the same reason, the
QMC simulations must embed the trapping potential in a hard-wall box. We
always use a hypercubic box of odd linear size L, so that the centre of the trap
falls exactly on a site.
Following TSS theory, the trapping potential (4.88) can be included in the φ4
field theory that describes the critical modes of the 3D BH model. The potential
Vt couples to the particle density n; the corresponding operator in the field
theoretical description is the energy density operator |φ2|, and the perturbation
thus reads
PV =
∫
ddx vp|x|p|φ(r)|2. (4.95)
From this expression, recalling [52] that the scaling dimension of the operator |φ|2
is yφ2 = d− 1/ν, we can read out the scaling dimension yv of v, now interpreted
as a scaling variable:
p(yv + 1) + yφ2 = d, (4.96)
and, using θ ≡ 1/yv, we obtain
θ(p) = pν1 + pν . (4.97)
For the typical case of parabolic (p = 2) trapping potentials, and using the
exponent ν = 0.6717(1) (cf. Eq. (4.47)), we obtain the value
θ2 ≡ θ(2) = 0.57327(4). (4.98)
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Figure 4.10: Phase diagram with superimposed effective chemical potential tra-
jectories, i.e., the µeff(r) values encountered when moving away from the centre of
the trap. Both trajectories start at criticality. The dotted one effectively brings
the system to a normal-fluid region. The dashed trajectory passes through the
superfluid domain and crosses the phase boundary to the normal-fluid region at
a distance rbd from the centre of the trap.
TSS in the 3D Bose-Hubbard model
In three dimensions, the expected TSS behaviour of the correlation function with
the centre of the trap is given by
Gt(r; τ, `) ≈ `−(1+η)θGµ(r`−θ, τ`θ/ν). (4.99)
For what concerns the correlation length and the susceptibility, their respective
TSS scaling ansätze read [94]
χt(τ, `) ≈ `(2−η)θXµ(τ`θ/ν), (4.100)
ξt(τ, `) ≈ `θΞµ(τ`θ/ν). (4.101)
The functions Gµ, Xµ and Ξµ are universal, but they do in principle have a
dependence on the value of the chemical potential. The TSS scaling behaviour
of ξt and χt can be used to extract the critical parameters from measurements
on trapped systems, should these not be available, e.g., from measurements
on the homogeneous system. This is always the case in experiments, where
the trapping potential is necessary to confine the sample in place. The scaling
ansätze (4.99)-(4.101) are valid as long as the trapping potential is the only
perturbation affecting the system. In practice, in QMC simulations of trapped
systems, this is true as long as one is able to simulate lattices of size L  `θ,
which effectively reproduce the infinite volume limit.
Reference [94] provides evidence in support of the scaling behaviours (4.99)-
(4.101). The authors simulated the harmonically trapped 3D hard-core BH
model at µ = −2; the system was simulated for various trap sizes ` up to ` = 14
at the critical temperature T (µ=−2)c = 0.7410(1). The lattice sizes simulated
were large enough for FSS effects to be negligible. Asymptoticity was checked
by keeping ` fixed and increasing L until the measured values of the observables
saturated: at this point, any remaining finite-size effect is negligible with respect
to the error bars. Figure 4.11 shows the data for the correlation function Gt(x, `),
which collapse on the scaling curve G−2(r`−θ2 , τ = 0). The trap exponent that
correctly explains the TSS behaviour of the model is the one corresponding to
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Figure 4.11: TSS of the correlation function with the centre of the trap in the
3D hard-core BH model at µ = −2. The dashed line marks the expected scaling
function in homogeneous conditions, G(r) ∼ r−(1+η). Image from [94].
the harmonic potential, θ2 ≡ θ(p = 2), as expected from the theory and Eq.
(4.97). TSS effects become dominant for r`−θ & 1 and, at very short distances,
the homogeneous critical behaviour G(r) ∼ r−(1+η) is expected to be valid.
When a trapping potential is added in the critical BH model at µ = −2,
it effectively pushes the system in the normal-fluid phase (see dotted arrow in
Fig. 4.10), where correlations drop down exponentially fast. On the opposite
side of the phase diagram, i.e., for µ > 0, the effective chemical potential brings
the system into the superfluid phase, as shown by the dashed arrow in Fig.
4.10. Consequently, it becomes very difficult to remove finite-size effects in QMC
simulations, because the system becomes strongly correlated and the effect of the
hard-walled box remains sizeable even for L/lθ as large as 8. In this case, one
must incorporate finite-size and trap-size (FTSS) effects into a single scaling
ansatz that takes into account both effects, as described at the end of Sec. 3.6.
In FTSS theory, equations (4.100) and (4.100) become
χt(τ, `, L) = L2−ηX(τ`θ/ν , L`−θ), (4.102)
ξt(τ, `, L) = LΞ(τ`θ/ν , L`−θ). (4.103)
Figure 4.12-(a) and (b) show that the scaling ansätze above lead to the
collapse of the data for the trapped BH model simulated at µ = 2, although very
large scaling corrections are present. Again, the value θ = θ2 is used, confirming
the general theory.
At µ > 0, sufficiently far from the centre of the trap, the effective chemical
potential crosses again the phase boundary from the superfluid to the normal
fluid phases. Thanks to the symmetry of the phase diagram, if the system is at
µ = µ¯, the effective phase crossing takes place when µeff = −µ¯, at a distance
rbd = (2µ¯)1/p` (4.104)
from the centre of the trap. When this happens, the system is no longer in a
homogeneous phase, and a shell of normal fluid is expected to form around a
superfluid core, as one can infer from simple LDA considerations.
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Figure 4.12: Scaling behaviour of the trapped BH model at µ = 2, accounting
for both finite size and trap size scaling at the same time [cf. Eqs. (4.102)-
(4.103)]. (a) Scaling of the correlation length. (b) Scaling of the susceptibility.
(c) Evidence of break-down of the scaling behaviour in the susceptibility when
the simulated system reaches sizes L > Lbd (cf. (4.105)).
We expect that FTSS breaks down when the system is not in a single phase,
and in fact, Fig. 4.12-(c) shows that, for sufficiently large L/`θ, the data depart
the scaling curve. The lattice size for which this happens can be inferred by the
geometrical consideration that L be so large that the furthest point in the box
from the centre of the trap is larger than rbd. The furthest point is given by the
semi-diagonal of the cube, of length rmax =
√
3L/2. Requiring that rmax = rbd
yields
Lbd =
4`√
3
. (4.105)
Since we need to simulate systems of odd size L, it is difficult to pinpoint the
exact value of L/` at which the scaling breakdown happens. However, from
our data, it always looks to be at L/` ≈ 2, in good agreement with the value
4/
√
3 ≈ 2.3.
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Figure 4.13: Correlation function with the centre of the trap in harmonically
trapped 3D hard-core BH model. (Top) Data rescaled using the trap exponent
θ4. (Bottom) Data rescaled using the exponent θ2. Only θ = θ4 induces a perfect
collapse of the data. The dashed lines in both panels represent the homogeneous
scaling G(r) ∼ r−(1+η).
Anomalous TSS in the 3D and 2D Bose-Hubbard at µ = 0
We saw that simulation data of the 3D harmonically trapped BH model support
the TSS theory at positive and negative chemical potential. However, we still
have to discuss the case µ = 0. If we apply TSS to data taken at µ = 0, with the
exponent θ2 predicted by the theory, we find that it does not correctly account
for the modified critical behaviour induced by the harmonic potential. This is
shown in Fig. 4.13-(bottom), for data relative to the correlation function with
the centre of the trap, which fail to collapse onto a single scaling curve.
To understand this apparent failure of TSS theory, we need to go back to the
phase diagram of the BH model in Fig. 4.11. According to the general arguments
we put forward, turning on the trap at µ = 0 should bring the system into the
normal fluid phase, i.e., it should be phenomenologically identical to the µ < 0
case. Borrowing from LDA methods, the trapping potential, coupled to the
particle density, affects the system through the effective chemical potential µeff
4.5 Trapped behaviour 61
introduced in Eq. (4.89). Let us call Tc(µ) the critical temperature as a function
of µ, i.e., the equation of the phase boundary in the phase diagram (4.11). We
argue that we can then define the local distance τeff(µ, r) between the actual
temperature and the local critical temperature of the system,
τeff(µ, r) ≡ Tc(µ)− Tc[µeff(r)], (4.106)
which can be used as a local control parameter to understand the critical be-
haviour of the trapped system. It must be stressed that the definition of τeff is
just a practical mathematical tool, with no direct physical meaning; in partic-
ular, the system is at equilibrium at the critical temperature, and T does not
vary throughout the system.
The argument of the potential, r/`, tends to zero in the TSS limit (recall,
r, `→∞ keeping r`−θ ≡ ζ fixed). In fact, it can be rewritten as r/` = ζ`θ−1 → 0
for any θ < 1. Therefore, in the TSS limit, we must look at the way in which the
potential couples to the critical modes of the system at the short length scales.
Keeping this in mind, we can expand Eq. (4.106) around the centre of the trap,
obtaining
τeff(µ, r) ≈ ∂Tc
∂µ
(µ)V (r)− 12
∂2Tc
∂µ2
(µ)V 2(r). (4.107)
This expression provides an effective control parameter: for any µ 6= 0, the first
term of the expansion dominates, and the trapping potential enters linearly in the
physics of the transition. However, at the particular value µ = 0, particle-hole
symmetry implies that the first derivative of Tc(µ) vanishes, and the second term
of the expansion becomes dominant. Therefore, at µ = 0, the potential couples
quadratically to the critical modes, and we expect that TSS theory still holds, but
the correct exponent to use in this case is θ4, namely, the exponent that would
correspond to a quartic (p = 4) poential. The data for the correlation function
measured in simulations at different ` shown in Fig. 4.13-(top) do indeed collapse
onto the universal scaling curve expected by TSS theory when the exponent θ4
is used.
Note that, albeit we derived the correct coupling of the trap with the system
using an LDA-like reasoning, the result is to be considered exact. In fact, LDA
was only used to deduce that the relevant perturbation to be inserted in the
quantum field theory to calculate the critical exponent is V 2, and not V , but
the calculation itself uses no approximation whatsoever.
A further proof of the correctness of this approach comes from the 2D hard-
core Bose-Hubbard model. From the theoretical standpoint, TSS at the BKT
transition was studied in Ref. [106]. The scaling ansatz is modified to reflect
the presence of the irrelevant operators, which produce the characteristic loga-
rithmic behaviour. Formally, the trap exponent θ at the BKT transition can be
obtained by substituting ν =∞ in Eq. (4.97). This calculation yields θ = 1, and
one would then be inclined to think that TSS trivially becomes FSS in the 2D XY
universality class. However, a more detailed study of the RG flow towards the
BKT fixed point revealed a more complex scenario, with multiplicative logarith-
mic factors elevated to a power that depends on the properties of the trapping
potential, i.e., a highly non-trivial TSS. In particular, Ref. [106] reports that the
correlation function (4.99) at the critical point is expected to scale with the trap
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Figure 4.14: Rescaled data of the two-point correlation function with the cen-
tre of the trap. (Top) Data rescaled with scaling ansatz (4.108) using κ = 1,
relative to harmonic potentials. (Bottom) Same data rescaled with κ = 1/2,
corresponding to quartic trapping potentials.
size ` according to
Gt(r) = `−1/4(ln `)1/8+κ/4G
[
r(ln `)κ
`
]
, (4.108)
and the correlation length grows as
ξt ∼ `(ln `)−κ, (4.109)
where κ was determined numerically in the classical 2D XY model and agrees
with
κ = 2
p
. (4.110)
For the case at hand of a harmonic trapping potential, Eq. (4.110) mandates
that we rescale our data with the ansatz (4.108) using κ = 1. As in the 3D
case, Fig. 4.14-(top) shows that this naive application of TSS theory does not
work in the 2D BH model at µ = 0. The argument we put forward in the
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three-dimensional case, again, allows to correctly take into account the effective
coupling between the trapping potential and the critical modes of the system,
which, at the tip of the superfluid lobe, is given by V 2(r, `). Indeed, Fig. 4.14-
(bottom) shows that using κ = 1/2, namely, the value of κ expected for quartic
potentials, correctly leads to the collapse of the data relative to the different trap
sizes onto a single universal curve.
The results we obtained on the hard-core BH model in two and three di-
mensions confirm the universality of TSS theory. Indeed, TSS is shown to only
depend on the homogeneous universality class of the system (2D and 3D XY
universality class for the 2D and 3D BH model, respectively) and on the way in
which the trapping potential couples to the critical models of the system. Most
often, the potential couples to the energy density operator of the field theory
that describes the critical modes in the same way as V couples to the particle
density in the Hamiltonian (4.29). This is the case whenever the first term, pro-
portional to V , dominates the expansion of the effective control parameter τeff in
Eq. (4.107), namely, for any µ 6= 0 in the hard-core BH model in two and three
dimensions. However, when the second order term becomes dominant in the
expansion of τeff , the critical modes are effected by the trap through the square
of the potential, and the trap critical exponent must be varied accordingly from
θ(p) to θ(2p). This “anomalous” TSS applies to both the 2D (BKT) and 3D XY
universality classes, which proves the complete generality of the reasoning.
4.5.3 Experimental relevance
The TSS theory is relevant for the experimental studies of phase transitions
in cold gases experiments and, in general, for any system undergoing a phase
transition in an inhomogeneous environment.
Although our numerical studies focussed on the hard-core limit of the BH
model, on the basis of universality, we expect the results to hold true for soft-
core bosons in a trap. In particular, an accurate quantitative study of trap
effects close to criticality from the experimental standpoint would represent a
major improvement over the qualitative or semi-quantitative techniques used
nowadays.
Two open issues that we wish to address more in detail are the experimental
determination of the critical parameters and the direct observation of the trap
critical behaviour. An observable commonly used to extract the critical tem-
perature of the normal-to-superfluid transition in cold gases experiments is the
momentum density distribution [113]
n(k) =
∑
x,y
eik(x−y)Gb(x,y), (4.111)
namely, the Fourier transform of the two-point function Gb(x). This quantity
is readily measurable by time of flight imaging6 (TOF) of the expanding atomic
cloud some time after turning off the trapping potential. A pronounced peak
appears around k = 0 when the system is in the superfluid phase, although the
width of the peak is broadened by the finite duration of the free expansion in
6In TOF imaging, Eq. 4.111 contains a modulation term due to the band structure induced
by the optical lattice [113].
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TOF [114]. Methods based on the visibility [115] and shape [116] of the peak have
been devised to determine the position of the critical point (visibility methods are
critiqued in [113]). Alternative methods are based on the local compressibility
κ(r) = −dn(r)/dV (r) [117] and on deviations of the density profiles from the
LDA behaviour [116].
As discussed, TSS is most prominent in the central region of the trap, and in
particular, in the correlations of the centre of the trap with points at a distance
r ≈ `θ from it. However, the momentum density distribution is an integrated
quantity that accounts for the correlations between any two points in the trapped
lattice. For this reason, the dominant contribution in n(k) comes from the non-
critical regions of the trap, while the critical behaviour is suppressed by a factor
of the order of the system’s volume.
It was suggested in Ref. [94] that TSS could be used to analyse the results of
measurements of quantities such as correlation lengths and susceptibilities. Re-
peating these measurements by varying the amplitude of the trapping potential
(which can be done over approximately two orders of magnitude, cf. 2.2) could
lead to precise measurements of the critical parameters.
TSS could be observed experimentally by analysing the connected density-
density correlator [118] with the centre of the trap
Gn(r) ≡ 〈n0nr〉 − 〈n0〉〈nr〉. (4.112)
The density of cold-atom systems can be measured with very high resolution
by in situ imaging [23–25]. The correlator 4.112, in the presence of external
trapping, is expected to exhibit TSS in the form
Gn(r, τ) = `−2θ(3−1/ν)Gn(r`−θ, τ`θ/ν) (4.113)
for 3D BH systems. The large exponent 2θ(3− 1/ν) ≈ 1.73 induces a strong `-
dependence on the correlator, that could therefore be accessible in experiments,
if sufficiently accurate results on the density profile are available.
Chapter 5
First order quantum phase
transitions
This chapter is devoted to the study of the effects of finite size and inhomogene-
ity on the behaviour of systems that undergo a discontinuous (or first order)
quantum phase transition (FOQT).
The basic principles of finite-size scaling at first order classical transitions
were reviewed in Sec. 3.5.2. Thanks to the quantum-to-classical mapping (cf.
Sec. 3.4.3), we can reasonably expect that also quantum systems undergoing
FOQTs exhibit some kind of FSS behaviour. We are now going to formulate the
theory of FSS at FOQT, which we will then apply to two quantum models that
exhibit FOQTs, namely, the ferromagnetic Ising chain in transverse and parallel
field and the quantum Potts chain with q > 4 states.
At FOQTs, the infinite volume ground state energy approaches the energy of
some excited state or multiplet of states as the control parameter g is varied.
At some particular value gc of the control parameter, the two or more low lying
states become degenerate and cross each other. The different nature of the
ground states at the two sides of the transition makes the physical properties of
the system change abruptly. The change in the physical properties of the system
is reflected in the discontinuities of quantities such as the local energy density or
the local magnetisation, both of which can be expressed as suitable first order
derivatives of the free energy density.
The level crossing mechanism can only take place in the infinite volume limit;
for finite systems, residual matrix elements lift the degeneracy between the two
or more states involved in the crossing, resulting in an avoided level crossing.
Consistently, discontinuous quantities do not exhibit jumps in finite-size systems,
but rather smoothly cross over between the values they attain asymptotically
away from either side of the transition point. The absence of discontinuities at
finite L, and the rounded behaviour of the observables across the transition, may
make identifying the order of a transition a quite difficult task, if only data for
modest size systems is available and the nature of the transition is not known a
priori.
As already mentioned, the correlation lengths do not diverge in the TDL at
discontinuous transitions. In the absence of a diverging length scale, the system
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does not acquire scale invariance, so that one is not formally entitled to define
a rigorous RG theory. However, in the FSS limit there is a divergent length
scale, the typical size of the domains of a single phase (cf. Sec. 3.5.2). This
length scale leads to a phenomenology that closely resembles finite-size scaling
at continuous transitions. The particular way in which FSS is realised strongly
depends on boundary conditions. We will see below that the simple change of
boundary conditions can make the FSS behaviour change from a power law to
an exponential dependence on the system size L.
5.1 Finite-size scaling at FOQT
Finite-size scaling at classical discontinuous conditions is parametrised by the di-
mensionless ratio of the energy of the perturbation driving the transition, EP (L),
to the natural energy scale of the system, which, in the classical scenario, corre-
sponds to the thermal energy scale (cf. Eq. (3.34) on page 24). This property can
be extended to FOQTs, as reported in Ref. [6]. Labelling with Ei the i-th energy
level above the ground state, the natural energy scale of a quantum system close
to a FOQT is its gap
∆(L) ≡ E1 − E0, (5.1)
which, in general, depends on the size of the system and, crucially, on the bound-
ary conditions. Therefore, the scaling variable expected to parametrise FSS at
FOQTs is
κ = EP (L)∆(L) . (5.2)
For concreteness, let us consider a FOQT driven by an external magnetic field
h which couples extensively to the order parameter. The magnetic field induces
a magnetisation m(L, h), which depends on the field strength and on the size of
the system. The finite-size energy gap ∆(L, h) also carries a dependence on h,
and both ∆ and m may further depend on the boundary conditions applied to
the system. Without loss of generality, let the transition take place at h = 0 and
assume that the order parameter, which can be identified in the magnetisation
density m(h) be an odd function of h, so that it jumps across the transition from
−m0 to m0. The problem presents two energy scales: the first is provided by the
gap between the ground state energy and the first excited level at the transition
point, ∆(L, h = 0) ≡ ∆L. The second is the perturbation energy EP (L, h) due
to the external field h. If the field is coupled extensively to the system, this
must scale as EP ∼ hLd. Then, according to Eq. (5.2), if there is to be a critical
scaling behaviour, this should be governed by the dimensionless ratio of the two
energy scales of the problem through the variable
κ ∼ hLd/∆L, (5.3)
where the dependence of the scaling variable on the system size, geometry and
boundary conditions is mediated through the L-dependence of the gap.
On dimensional grounds, and requiring that the asymptotic behaviour be
compatible with the FSS limit, we can predict that the gap must scale as
∆(L, h) ≈ ∆Lf∆(κ), (5.4)
5.2 Homogeneous scaling in the Ising quantum chain 67
where f∆ is a scaling function. By definition, f∆(0) = 1 at the transition point
κ = 0, and for large external field, EP (h) will be the dominant contribution
to the energy of the system, so that f∆(κ) ∼ |κ| for κ → ±∞. Similarly, the
magnetisation will scale as
m(L, h) ≈ m0fm(κ), (5.5)
where fm is another scaling function. For κ→ ±∞, the magnetisation saturates
to ±m0 and fm(κ) → ±1 accordingly. Apart from a rescaling of the scaling
variable κ, the functions f∆ and fm are expected be shared among the different
representatives of the same universality class.
We are now going to verify the predictions of this theory on two one dimen-
sional quantum models: the Ising and the q > 4 Potts quantum spin chains.
Both are archetypal examples of systems undergoing discontinuous quantum
phase transitions, and both enjoy the availability of some exact results, which
make them ideal theoretical laboratories to test the FSS we derived above.
5.2 Homogeneous scaling in the Ising quantum chain
5.2.1 The quantum Ising model
The quantum Ising chain is a one-dimensional lattice model, described by the
Hamiltonian
HI = −J
L−1∑
x=−L
σ(1)x σ
(1)
x+1 − g
L−1∑
x=−L
σ(3)x − h
L−1∑
x=−L
σ(1)x , (5.6)
where the σ(j)x are the usual Pauli matrices representing a quantum spin at
site x of the chain. The first term is a nearest-neighbour interaction between
adjacent spins, the second and the third terms are transverse and parallel fields,
respectively, that compete with the interaction term to order or disorder the
system. In the following, we set J = 1, so that it acts as the unit of all energies.
Besides the usual periodic (PBC) and open (OBC) boundary conditions, we will
use a mixed configuration obtained by adding to HI the boundary term
HIb = J(σ(1)−L/2 − σ
(1)
L/2), (5.7)
which correspond to forcing fixed and opposite magnetisation (FOBC) at either
side of the chain. This system is related to the two-dimensional classical Ising
model on the square lattice [109] by the quantum-to-classical mapping [53].
In the absence of parallel fields, i.e., h = 0, the Ising chain is known to
undergo a continuous quantum phase transition at g = 1 [53, 119], which belongs
to the 2D Ising universality class. The order parameter of the transition is the
magnetisation, which, in its local form, is given by the expression
m(x) = 〈σ(1)x 〉, (5.8)
where the angle brackets indicate the quantum expectation value on the ground
state of the system. We consider chains with an odd number of sites (2L + 1,
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indexed so that x = 0 is the central site) and, to avoid boundary effects, we
shall use as the order parameter the local magnetisation measured at the centre
of the chain, m0 = m(0). The Hamiltonian HI with h = 0 is invariant under
the SU(2) symmetry group, and for large g the ground state is paramagnetic
and SU(2)-symmetric. For sufficiently small g, the system spontaneously breaks
this symmetry to a ferromagnetic, Z2-symmetric (i.e., parity invariant) phase.
The magnetisation varies continuously from zero in the paramagnetic phase to
a non-zero g-dependent value in the ferromagnetic phase. Indeed, we have,
m0(g) = (1− g2)1/8 (5.9)
for any g < 1, and m0 = 0 for any g ≥ 1. The finite-L value of the gap at the
transition depends sensitively [120] on the choice of boundary conditions. For
PBC and OBC, the gap closes exponentially,
∆L ≡ ∆(L, h = 0) =
2g
L (1− g2), (OBC)
2gL
[
(1−g2)
piL
]1/2
, (PBC)
(5.10)
with exponentially depressed subleading corrections O(g2L). With these choices
of boundary conditions, the higher excited states are further apart and do not
intervene in the level crossing at the transition. For example,
∆2 ≡ E2 − E0 = 2c′(1− g) +O(L−2) (5.11)
with c′ = 2 for OBC and c′ = 4 for PBC, so that ∆2 attains a finite limit in
infinite chains. By changing the boundary conditions, the finite-L behaviour of
the gap changes dramatically. In fact it closes as a power law
∆L = c
g
1− g
pi2
L2
+O(L−3), (ABC and FOBC) (5.12)
with c = 1 in the case of anti-periodic boundaries (ABC) and c = 3 for FOBC.
With these types of boundary conditions, an infinite number of levels collapse
at the critical point, and thus take part in the physics of the phase transition.
In the ferromagnetic phase (g < 1), the quantum Ising chain undergoes
a discontinuous transition driven by the parallel field h, which is an even (or
magnetic-like) coupling with respect to the Z2 symmetry of the ferromagnetic
phase. The transition joins the two oppositely magnetised states, which are
connected by the Z2 parity symmetry m→ −m and h→ −h. Indeed, at h = 0,
the magnetisation jumps discontinuously between the values
m± = lim
h→0±
lim
L→∞
= ±m0(g). (5.13)
In the case of OBC or PBC, the jump is the result of the crossing of the two lowest
lying energy states |+〉 and |−〉, to which the two values of the magnetisation
correspond, respectively. The situation is instead more complicated with ABC
and FOBC, where an infinite number of states intervene at the transition, and
the low energy excitation spectrum is characterised by kink states.
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5.2.2 Effective two-level theory of FSS
Since FOQTs involve the crossing of two or more low lying energy levels of the
system, whenever the number of levels participating in the transition is finite
and small, one may attempt to formulate an effective theory to describe the
properties of the transition. An effective theory may, for instance, allow to gain
insights on the particular form of the scaling functions as f∆ and fm.
A limiting case of physical interest is when only the two lowest states inter-
vene. This is usually the case when the finite size low energy landscape comprises
a ground state and a nearby non-degenerate first excited state, with a wide gap
separating all the higher excited states. We saw in Eqs. (5.10)-(5.11) that this is
the case for the quantum Ising chain with OBC or PBC, but due to its simplicity,
it can have a wider application. This approximation is related to the well known
Landau-Zener problem in quantum mechanics [121, 122]. The subspace of the
two lowest lying levels can be described by an effective Hamiltonian [6]
Heff =
(
+ β δeiφ
δe−iφ − β
)
, (5.14)
written in terms of eigenstates {|±〉} of the magnetisation operatorM such that
〈±|M |±〉 = ±m0. (5.15)
In the Hamiltonian (5.14), β ∝ hLd represents the energy shift due to the ex-
ternal field and we assumed parity symmetry; relaxing this hypothesis, we could
include two separate parameters β± to parametrise asymmetric energy shifts at
each side of the transition. The parameter δ is the small, L-dependent matrix
element between the two states, responsible for keeping the gap open at finite L,
and it must vanish for L→∞. The phase φ has no physical consequences, but
it is required in order to write the most general Hermitian effective Hamiltonian.
The gap of the effective theory is easily obtained by diagonalising Heff ,
E1 − E0 = 2δ
√
1 + (β/δ)2, (5.16)
and must be compared with Eq. 5.4, providing the identifications
2δ ↔ ∆L, κ ≡ β
δ
↔ 2m0hL
d
∆L
, (5.17)
thus yielding the scaling function
f∆(κ) =
√
1 + κ2. (5.18)
Furthermore, the eigenvectors {|i〉}i=0,1 relative to the eigenvalues E0,1, ex-
pressed in terms of the basis {|±〉}, allow to calculate the magnetisation, ob-
taining the scaling function
fm(κ) =
κ2 + κ
√
1 + κ2
1 + κ2 + κ
√
1 + κ2
. (5.19)
The scaling functions are expected to be universal within the region of param-
eters where the FOQT takes place, apart from a normalisation of the scaling
variable and an overall normalisation.
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Figure 5.1: FSS plots of the gap ∆(l, h) (top) and the central magnetisation
m(l, h) (bottom) for the quantum Ising chain with OBC at g = 0.5 and g = 0.9.
Both quantities are normalised with their respective value at h = 0 and the
scaling variable κ is reported in eq. (5.21). The dashed lines are the scaling curves
(5.18) and (5.19) for the FSS of the gap and the magnetisation, respectively, as
evinced from the two-level theory.
5.2.3 Numerical results for the homogeneous Ising chain
We are now going to provide evidence that the scaling theory formulated in Sec.
5.1 is predictive, and we are going to test its results on numerical data for the
quantum Ising chain in the ferromagnetic (g < 1) regime. The data are obtained
via density matrix renormalisation group simulations of the Hamiltonian (5.6),
for various values of the parallel field h and a few different values of g. We check
the FSS behaviour of the gap ∆(L, h) and of the magnetisation at the centre of
the chain m0(L, h), Eq. (5.8), both in the case of OBC and FOBC. For these
quantities, exact results at the critical field h = 0 were given in Eqs. (5.10), (5.12)
and (5.9), and their availability allows to write the scaling variable explicitly. In
the case of OBC, the scaling variable κ, defined in Eq. (5.3) is characterised by
the exponential decay of the gap with respect to increasing the system size L
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Figure 5.2: FSS plots of the gap ∆(L, h) (top) and the central magnetisation
m(L, h) (bottom) for the quantum Ising chain with FOBC at g = 1/2 and
g = 3/4. Both quantities are normalised with their respective value at h = 0.
(see Eq. (5.10)), and reads
κ ∝ hL/∆L = hL2gL(1− g2) , (5.20)
with a proportionality constant yet to determine. However, we can try to go
beyond the simple heuristics used in deriving Eq. (5.3), and instead make use of
the observation that only the two lowest lying levels are expected to intervene
at the transition. Thanks to the finite limit of the gap ∆2(L) (Eq. (5.11)) for
infinite OBC chains, we are entitled to apply the two-level theory set forth in the
previous section, which predicts that the proportionality constant be the zero
field magnetisation (5.9). We thus find
κ = 2m0L∆L
= 2(1− g
2)1/8hL
2gL(1− g2) = hL(1− g
2)−7/8g−L, (5.21)
and in the second equality we substituted—to leading order—the asymptotically
exact results for the gap and the magnetisation.
The scaling ansätze for the gap, Eq. (5.4) and for the magnetisation, Eq.
(5.5) are nicely supported by the data plotted in Fig. 5.1. Not only does the
two-level effective theory predicts the correct proportionality factor between κ
and the field h, but also provides the exact expression for the scaling functions,
Eqs. (5.18) and (5.19), which are in perfect agreement with the data. The scaling
functions f∆ and fm appear to be universal with respect to changing the strength
of the transverse field g, and in fact the data relative to different values of g all
collapse onto the same scaling curve predicted by the two-level theory.
In Fig. 5.2 we show the FSS plots of the gap and the magnetisation for the
Ising chain with FOBC. With these boundary conditions, an infinite number
of levels are involved in the crossing at the critical point, related to the kink
structure of the elementary excitations. For this reason, the use of few-level
effective models is no longer justified. However, in analogy with the OBC case we
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just discussed, we can guess that m0 is still the proportionality constant between
κ and hL/∆L. Making use of the exact results for the zero-field magnetisation
(5.9) and the gap (5.12) in the presence of FOBC, we obtain the scaling variable
κ = 2m0L∆L
= 2(1− g
2)1/8hL
3 g1−g
pi2
L2
. (5.22)
The data in Fig. 5.2 support this prediction and the scaling functions, although
unknown in closed form, show universality with respect to the strength of the
field g.
Note that changing the boundary condition led to a completely different
dependence of the scaling variable on the finite size of the system. The behaviour
changed from an exponential one with OBC to a power law κ ∼ L3 with FOBC.
We claim that this sensitivity to boundary condition is a peculiar and defining
feature of discontinuous transitions, and even more so in the quantum case.
5.3 Homogeneous scaling in the quantum Potts chain
5.3.1 The quantum Potts model
The quantum Potts chain is the quantum version of the classical Potts model
[123] in two dimensions. The latter, whose Hamiltonian is
Hclass.P = −
∑
〈ij〉
δ(si, sj), (5.23)
is the generalisation of the Ising model to q-component spins which take the
values sj = 1, . . . , q. The quantum Potts model was constructed starting from
the transfer matrix [124, 125] of the classical model, and is described by the
Hamiltonian [126]
HP = −Jq
L−1∑
x=−L
q−1∑
k=1
ΩkxΩ
q−k
x+1 − g
L∑
x=−L
q−1∑
k=1
Mkx , (5.24)
with Jq ≡ J/q a nearest-neighbour hopping amplitude and g a coupling that
plays the role of a transverse field term. The model has only got one relevant
parameter, the ratio Jq/g, and we henceforth set Jq = 1 and use g as the control
parameter. The operators Ω and M are q × q matrices defined as
Ω = diag(1, ω, ω2, . . . , ωq−1), ω = e2ipi/q, (5.25)
and
M =

0 1
1
1 0
 , (5.26)
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which generalise the Pauli matrices to q-component spins1. These matrices com-
mute on different sites and satisfy the algebra [127, 128]
Ωki Ωli = Ωk+li , Mki M li = Mk+li , (5.27)
Ωqi = M
q
i = I, (5.28)
Mki Ωli = ωklΩliMki . (5.29)
The quantum state at each site j can be expressed in terms of a basis B =
{|k〉}k=1,...,q, which naturally gives rise to the definition of a local magnetisation
m(L, g, x) = 〈E0|Mx |E0〉 , (5.30)
where the magnetisation operator measures the overlap of the ground state |E0〉
with respect to a reference state. We use the state |s〉 = |1〉 as reference, and
the explicit expression for the magnetisation operator is
Mx = qδ(sx, 1)− 1
q − 1 , δ(sx, 1) =
1
q
q∑
k=1
Ωkx. (5.31)
Similarly to the quantum Ising chain, to which the model reduces for q = 2, the
quantum Potts chain exhibits a quantum phase transition from a ferromagnetic
state at small values of g to a paramagnetic state for large g. The classical Potts
model in the two dimensional square lattice is equivalent to the 6-vertex ice model
[129, 130], for which a wealth of exact results are available [109] and which can
be translated to the quantum context. The most notable to our discussion is that
the transition is continuous for q ≤ 4, but becomes discontinuous for q > 4, with
the jumps of the discontinuous quantities that become ever more pronounced as
q is increased. Notice that the FOQT of the Potts model with q > 4 is driven by
the thermal-like field g, as opposed to the magnetic-like discontinuous transition
of the ferromagnetic quantum Ising chain.
We mention that the Hamiltonian HP can be alternatively written as
HP = −
L−1∑
x=−L
q−1∑
k=1
MkxM
q−k
x+1 − g
L∑
x=−L
Rx, (5.32)
where R = diag(q−1,−1, . . . ,−1) andM was defined in Eq. (5.26). This form of
the Hamiltonian is obtained by rotating the basis B via a unitary transformation
(see Ref. [128]). The Hamiltonian, as written in the new basis, is real, and it is
thus very convenient for numerical computations.
In addition to the Hamiltonian (5.24), we apply the boundary term
HBCP = −
h−L q−1∑
k=1
Ω−L + hL
q−1∑
k=1
ΩL
 , (5.33)
which allows to set various types of boundary conditions by suitably choosing
the values of h±L. Fixing h−L = hL = 1 corresponds to fixed and parallel
boundaries (FPBC), which explicitly break the symmetry and induce a non-
vanishing magnetisation. The FPBC can in fact be viewed as the addition of
1All the empty entries in Eq. (5.26) are understood to be zero.
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two frozen spins in the state |s〉 = |1〉 at either side of the chain. Turning off
HBCP , namely setting h−L = hL = 0, corresponds instead to open boundary
conditions (OBC), which favour the disordered state |s〉 = q−1/2∑q−1k=1 |k〉 (the
|k〉 being the basis states).
The quantum Potts chain has the notable property of becoming self-dual
[127] in the limit of infinite chain length. In fact, it satisfies the relation
gHP (1/g) = HP (g), (5.34)
which immediately yields the position of the quantum critical point at
g ≡ gc = 1. (5.35)
A particular choice of fixed-open boundary conditions, which we call self-dual
boundary conditions (SDBC), make the relation (5.34) persist at any finite L.
Referring to Eq. (5.33), SDBC correspond to setting h−L = 1 and hL = 0 or vice
versa. The resulting self-dual Hamiltonian reads
HSDBCP = −
L−1∑
j=−L
q−1∑
k=1
ΩkjΩ
q−k
j+1 − g
L−1∑
j=−L
q−1∑
k=1
Mkj −
q−1∑
k=1
Ω−L. (5.36)
We can verify directly the self-duality property by introducing the transforma-
tions {
M˜k−L = Ω
q−k
−L , M˜
k
j 6=−L = Ωkj−1Ω
q−k
j ,
Ω˜kj =
∏
i≥jM
q−k
i ,
(5.37)
in which the tilded operators verify the same algebra (5.27)-(5.29) of the original
operators. The anti-transformations reads{
Mkj 6=L = Ω˜kj Ω˜
q−k
j+1 , M
k
L = Ω˜
q−k
L ,
Ωkj =
∏
i≤j M˜
q−k
i ,
(5.38)
and, when used upon Eq. (5.36), yields
H˜SDBCP = −
L∑
j=−L
q−1∑
k=1
M˜kj − g
L∑
j=−L
q−1∑
k=1
Ω˜kj Ω˜
q−k
j+1 − g
q−1∑
k=1
Ω˜kL, (5.39)
which is the same Hamiltonian as Eq. (5.36) except for the duality relation (5.34)
and a trivial spatial inversion j → 2L+ 1− j.
5.3.2 Effective theories for q = 3, 4
In this short digression, we show that the effective theory of Sec. 5.2.2 can be
generalised to more than two levels. This generalisation is straight forward in
principle, but may be hindered by the presence of non vanishing matrix elements
within the multiplet, whose exact structure is in unknown a priori. We present
the extension to q levels [7], in the hypothesis that, on one side of the transition,
the ground state is non-degenerate, and on the other side, it is q − 1 times
degenerate. This situation is faithful to the low energy spectrum of the q-states
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Potts chain with OBC in its ferromagnetic phase (g < 1), when the chain is
subjected to an additional parallel field described by the Hamiltonian term
HP‖ = −h‖
L∑
j=−L
q∑
k=1
Ωkj . (5.40)
The parallel field h‖ induces a magnetisation along the |k〉 = |1〉 direction, thus
breaking the permutation symmetry among the q states. This leads to a line of
field-driven FOQTs extending along the whole g < 1 region.
In these conditions, the effective Hamiltonian takes the form of a q×q matrix,
Hq =

− β −δ · · · −δ
−δ + βq−1 · · · −δ
...
... . . .
...
−δ −δ · · · + βq−1
 . (5.41)
For the simpler case of q = 3, one can again explicitly calculate the difference
between the ground state energy and the excited levels,
E1 − E0
3δ =
√
1− w + 94w
2 ≡ g(w), (5.42)
E2 − E0
3δ =
1
2 +
3
4w +
1
2g(w), (5.43)
where w = β/(3δ). The identification with the scaling ansatz (5.4) imply that
3δ ↔ ∆L, w ↔ κ, (5.44)
and
f∆(κ) =
{
g(κ), κ > 0,
1
2 +
3
4κ+
1
2g(κ). κ < 0.
(5.45)
Similarly, the magnetisation can be calculated by measuring the operator
Mq = qδ(n, 1)− 1
q − 1 (5.46)
on the eigenstate |E0〉, yielding
fm(κ) =
(
3
2g(κ)− 12 + 94κ
)2 − 1(
3
2g(κ)− 12 + 94κ
)2
+ 2
. (5.47)
The functions f∆ and fm are expected to be the asymptotic scaling functions
for the gap and the magnetisation.
The same procedure in the q = 4 case yields
E1 − E0
∆L
=
√
9− 3w + w2 ≡ g(w), (5.48)
E2 − E0
∆L
= E3 − E0∆L =
3
2 +
1
2w +
1
2g(w), (5.49)
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where ∆L = 4δ3 and w = β/δ ≡ κ. The scaling function for the gap then is
f∆(κ) =
{
g(κ), κ > 0,
3
2 +
1
2w +
1
2g(w). κ < 0,
(5.50)
and the scaling function for the magnetisation is
fm(κ) =
4Q2(κ)−Q(κ)
3Q2(κ) + 9 , (5.51)
where
Q(κ) = −1 + 23κ−
2
3g(κ). (5.52)
The results for q > 4 can only be computed numerically.
5.3.3 Numerical results for the homogeneous Potts chain
In the case of the quantum Potts chain, we consider the both open and self-dual
boundary conditions. We implemented the model (5.32) with q = 10 using the
DMRG technique. The particular choice of q is a compromise between having a
sufficiently strong discontinuous transition (recall that the discontinuity becomes
stronger for increasing q > 4) and having numerical computations that take a
reasonable time to execute and of which we can safely control systematics. In
fact, the DMRG algorithm requires that one solves eigenproblems of size m2q2,
where m is the number of states kept in the DMRG basis. We used up to
m = 200 states in our computations, which led to a worst case truncation error
of order 10−9 (the truncation error is the sum of the discarded eigenvalues of
the reduced density matrix). The structure of the levels, with many degenerate
multiplets in the lowest energy states, further slows down the eigensolves and
can lead to stability issues of the results. For a more comprehensive discussion
of the DMRG implementation of the Potts model, see Ref. [7].
In addition to the gap and the magnetisation already studied in the Ising
model, we further consider the local energy density
e(L, g, x) = 〈Ex〉 , Ex = δ(sx, sx+1) = 1
q
q∑
k=1
. (5.53)
Similarly to the case of the magnetisation, we consider the energy density mea-
sured on the central site of the chain, to mitigate boundary effects. At the phase
transition, this quantity exhibits a jump ∆e ≡ e+ − e−, which is the quantum
analogue of the latent heat at classical discontinuous transitions. The values of
e± ≡ lim
g→g±c
e0(g) (5.54)
can be calculated by extrapolating the finite-size numerical results for quantum
Potts chains at g = gc = 1 with suitable boundary conditions. The limit for
L → ∞ is taken by means of extrapolating polynomials in inverse powers of L,
which well describe the data. The values of e± rapidly converge to their asymp-
totic value, and in fact, the leading contribution in the extrapolation polynomial
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appears to be O(L−2). Imposing OBC favours the paramagnetic state, corre-
sponding to g → 1+: the magnetisation is zero and the energy density in the
central link of the chain extrapolates to
e+ = 0.3745(5). (5.55)
On the other hand, using fixed and parallel boundaries (FPBC), the symmetry
of the system is explicitly broken, and the ferromagnetic phase is favoured, cor-
responding to the limit g → 1−. The extrapolated value of energy density, in
this case, is
e− = 0.8061(1), (5.56)
and the magnetisation tends to
m0 = 0.8572(1). (5.57)
The last result is in agreement, within the error, with the exact value [131]
m0 = 0.857108 . . ., thus validating the extrapolation method. The knowledge
of these quantities is important because they constitute the limits for large κ of
the scaling functions fm and fe that describe the FSS behaviour of m and e,
respectively.
In Fig. 5.3-(top) we show the data for the gap of the Potts model with OBC.
For g ≥ 1 the gap attains a finite value with O(L−1) corrections in the large L
limit. In the region g < 1, instead, the gap closes exponentially fast, as ecL, for
some g−dependent value of c. The persistence of a finite gap at g = 1 does not
contradict the general picture of a level crossing at the critical point. Indeed,
the limit limg→1 limL→∞∆(L, g) does not formally exist, as it can be seen from
the very different behaviours of the gap at either side of the transition. The
finite gap at g = 1 is also not surprising because the open boundary conditions
favour the disordered phase, i.e., the one associated with larger values of g. The
bottom panel of Fig. 5.3 shows the FSS plot of the gap, normalised to the value
at the critical point. The energy of the perturbation driving the transition can
be quantified in EP (g) = (g − gc)L, where we take into account that g couples
to all the Potts spins in the chain. According to the general theory of FSS at
FOQTs, the scaling variable is then
κ = (g − 1)L∆L ∼ L (5.58)
Since we do not have an exact expression for ∆L ≡ ∆(L, g = 1) for the Potts
chain with OBC, we feed back the numerical results at g = 1 into the scaling
variable. As the image show, the data collapse onto a single curve, with correc-
tions that are expected to be O(L−1), as they originate in the large-L behaviour
of the critical gap.
By changing the boundary conditions and applying SDBC, the scaling be-
haviour changes considerably. In the SDBC case we observe that the gap closes
as L−1 at gc, in contrast with the finite limit with OBC. It remain instead finite
for any g 6= 1, as shown in Fig. 5.4-(top). Note that the duality condition (5.34)
implies that the gap must also satisfy the relation
g∆L(1/g) = ∆L(g). (5.59)
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Figure 5.3: Gap of the q = 10 quantum Potts chain with OBC. (Top) DMRG
data for the gap at various values of L and g. (Bottom) FSS plot of the gap
normalised to its value at the critical point, with κ given in Eq. 5.58.
The scaling variable is given by
κ = (g − 1)L∆L ∼ L
2, (5.60)
which has a different large-L behaviour with respect to Eq. (5.58), further sup-
porting our claim that FOQTs are extremely sensitive to boundary conditions.
In Fig. 5.4-(bottom) we show the FSS plot of the gap of the Potts chain with
SDBC. The data show a collapse on a common scaling curve f∆(κ). The relation
(5.59) mandates that f∆ be even in its argument and, since away from κ = 0 the
system is gapped, it also implies that f∆(κ) must diverge for κ → ±∞. Since
the gap closes as L−1 and κ ∼ L2, f∆ must diverge as |κ|. The data are in
agreement with the scaling function
f∆(κ) =
√
1 + cκ2, (5.61)
which respects the constraints given above. The scaling corrections for the ap-
proach of Eq. (5.61) are O(L−1).
In Fig. 5.5 we present numerical results for the magnetisation. According to
the general theory, it is expected to scale as
m(L, g) = m0fm(κ), (5.62)
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Figure 5.4: Gap of the q = 10 quantum Potts chain with SDBC. (Top) DMRG
data for various values of L and g. (Bottom) FSS plot of the gap normalised to
its value at the critical point, with κ given in Eq. 5.60. The dotted line is the
scaling function (5.61) with the parameter value c ≈ 2.7 extrapolated from the
fits to the data with L > 15.
with the limits fm(κ)→ 0 and fm(κ)→ 1 for κ→ ±∞, respectively, in order to
reconcile with the values of the magnetisation in the two phases in the infinite L
limit. The data in the bottom panel of Fig. 5.5 appear to be slowly converging
towards a scaling curve with the properties of the fm(κ) presented above, thus
confirming the arguments. Note also that the magnetisation profile of the chains
in the presence of SDBC, plotted in the top panel of Fig. 5.5 appear to converge
towards a scaling curve when the coordinate is rescaled with the length of the
chain.
The FSS of the energy density at the central link of the chain is plotted in
Fig. 5.6. The data appear consistent with the general behaviour
ec(κ) = fe(κ), (5.63)
with the scaling function that satisfies the limits fe(κ) → e± for κ → ±∞, so
that one recovers the jump of the energy density at the transition. These limits
are nicely reproduced in the data, albeit with large scaling corrections. The data
also suggest that fe(0) = 0.
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Figure 5.5: Magnetisation in the q = 10 quantum Potts chain with SDBC. (Top)
Local magnetisation profile along the chain at criticality, with the coordinate
rescaled with the total length of the chain (here sites are numbered from 1 to L).
(Bottom) FSS plot of the magnetisation. The dashed line indicates the value
m0, given in Eq. (5.57).
To conclude this section, we mention that one can think about different ways
of coupling the driving external perturbation to the system. For instance, in the
case of a localised external field, which is coupled only to a single site of the
system, the relevant scaling variable is still expected to be given by Eq. (5.2).
However, since we are relaxing the hypothesis of an extensive coupling between
the driving field and the system, the perturbation energy no longer scales as Ld
but is instead a constant, EP ∼ hj , so that κ ∼ h/∆L.
We reiterate the important role of boundary conditions at FOQTs. We saw
that a change in boundary conditions leads to different L-dependences of the
scaling variable κ that parametrises the FSS. In the Potts model, κ grows lin-
early with L in the case of OBC, but the dependence becomes quadratic with
SDBC. The sensitivity to boundary conditions is even more pronounced in the
quantum Ising model, where we saw that κ ∼ L3 for FOBC, whereas it depends
exponentially on L, as g−L in the case of OBC.
5.4 FOQTs in the presence of inhomogeneities 81
e c
(L
,g
)
κ
SDBC
L = 9
L = 15
L = 19
L = 25
L = 29
L = 35
0.4
0.6
0.8
-0.6 -0.3 0 0.3 0.6
Figure 5.6: FSS plot of of the local energy density for the q = 10 Potts chain
with SDBC. The dashed lines mark e± given in Eqs. (5.55) and (5.56), as well
as the midpoint (e+ + e−)/2.
5.4 FOQTs in the presence of inhomogeneities
The problem of spatial inhomogeneities at FOQTs cannot be undertaken with
the TSS theory as it was formulated in Sec. 3.6; in fact, such theory cannot be
formally established at all at FOQTs, due to the lack of a diverging correlation
length. Instead, we are going to proceed in analogy with TSS theory at contin-
uous transitions, and use the quantum-to-classical mapping in the process. The
resulting theory for the scaling at FOQTs in inhomogeneous conditions is not
rigorous, and must be checked a posteriori. We mention that a similar problem
was recently studied in classical systems undergoing discontinuous transitions
in the presence of temperature gradients [132]. We focus on one dimensional
systems such as the ones we presented in Secs. 5.2.1 and 5.3.1 for which some
exact results are available; the extension systems in dimension higher than one
is straightforward. The external field we consider is of the form
h(x) = sgn(x)
∣∣∣∣x`
∣∣∣∣p , (5.64)
with the extra constraint that the field attains its critical value at x = 0 [here
h(0) = 0, but one may readily redefine h(x) and the Hamiltonian so that the
inhomogeneous field can always be brought to the form (5.64)]. A particularly
interesting case is p = 1, as any inhomogeneous field profile can be locally ap-
proximated to be linear on a sufficiently short length scale, and provided it has
got a non vanishing first derivative with respect to the spatial coordinate.
The inhomogeneous field (5.64) introduces the new length scale ` into the
system. In analogy with TSS, we expect that, close to the transition point, this
length scale determines the physics, entering the scaling functions by rescaling
the lengths with x/`θ. To compute the value of the exponent θ, one needs to know
the scaling dimension of the operator to which the perturbation field h(x) couples
(cf. Sec. 3.6). However, the critical fluctuations of FOQTs are not associated with
a sound field theory from which one can compute the scaling dimensions of the
different operators. We thus need an alternative, heuristic way to determine θ.
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To lay out the reasoning, let us momentarily return to the homogeneous case.
One can introduce critical exponents that effectively describe the behaviour of
the system. The gap between the two lowest lying states is expected to vanish at
the transition in the infinite volume limit. Similarly to the picture at continuous
transitions, we may associate the closing of the gap with the dynamic exponent
z, so that ∆L ∼ L−z. In the same way, the energy associated with the presence
of a uniform (extensive) and homogeneous external field scales with the volume
of the system, or, borrowing from the notation of the Sec. 5.1, EP (h, L) ∼ hLd.
Therefore, the scaling variable (5.2) that parametrises FSS scales as
κ ≡ EP (h, L)∆L ∼ hL
d+z, (5.65)
which hints that we can associate the scaling dimension
yh = d+ z (5.66)
to the operator coupled to the external field. In light of the quantum-to-classical
mapping, this result is not surprising: we saw that discontinuous classical tran-
sitions are characterised by extremal values of the critical exponents. The map-
ping prescribes that we extend the quantum theory to a classical one in d + 1
dimensions, assigning to the extra dimension the scaling dimension z.
In the FSS limit, we can use the previous relation to trade the scaling in L
for a scaling in h. In fact, keeping κ fixed, we have that L ∼ h−1/yy , so that the
dimensionless ratio x/L can be written as
x
L
∼ xh1/yh . (5.67)
When the inhomogeneous potential h(x) is turned on, it is natural to assume
that it is going to replace the homogeneous field h in the equation above. The
result of substituting h(x) is
xh1/yh 7→ x
(
x
`
)p/yh
≡
(
x
`θ
)1+p/yh
, (5.68)
where, in the second equality, we imposed that the expression be homogeneous
and dimensionless with the introduction of the exponent θ. By construction, its
value is
θ(p) = p
p+ yh
(5.69)
and correctly reduces to one in the limit p→∞.
The introduction of the exponent θ allows to define the equivalent of the TSS
limit at continuous transitions for for inhomogeneous FOQTs. This is the limit
x→ 0 and `→∞, x
`θ
= const. (5.70)
We expect a cross-over region around x = 0 (where, by construction, the external
field attains its critical value) which extends approximately `θ on either side,
where the physics is controlled by a new length scale
ξ ∼ `θ, (5.71)
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which, by comparison with Eq. 5.70, acts as a correlation length.
The inhomogeneous scaling of global observables is expected to scale with
this new length scale. For instance, with the hypotheses on the shape of the
potential (5.64) listed above, the gap is supposed to scale as
∆` ≡ ∆(`) ∼ ξ−z = `−zθ. (5.72)
In the same way, local observables will bear a dependence on the spatial coor-
dinate which is to be rescaled by factors of `θ: for the magnetisation we expect,
m(x) ≈ m0fm(x/`θ), (5.73)
while the energy density is expected to behave as
e(x) ≈ fe(x/`θ). (5.74)
The factor m0 above is a non-universal constant which can be identified in the
asymptotic value of the magnetisation in the homogeneous ordered phase. The
funcion fe(z) must reconcile with the values e± of the energy density in the two
phases at either side of the transition in the limit z → ±∞.
In conclusion of this section, we point out that θ < 1 for any p, just as in FSS
at continuous transitions. For this reasons, the dimensionless ratio x/` tends to
vanish in the limit of `→∞, suggesting that the scaling behaviour is completely
determined by the short distance properties of the external field h(x). Lastly,
we stress once more that the one presented here is a heuristic derivation of the
scaling behaviour in inhomogeneous conditions at FOQTs, and not a formal one.
As such, we are now going to introduce models on which to test it a posteriori.
We are now going to turn on the inhomogeneous field of Eq. (5.64) and put
the theory we just set out to test on the Ising and Potts quantum chain models.
5.4.1 Inhomogeneous Ising chain
In the Ising model, we activate an inhomogeneous parallel field of the form
HP = −
L−1∑
x=−L
h(x)σ(1)x , (5.75)
with h(x) = sgn(x)|x/`|p and ` the characteristic length scale over which the
field h(x) changes. Since the homogeneous Ising chain undergoes a FOQT at
h = 0, the inhomogeneous field translate this field dependent phase transition
into a space dependent one. As ` is increased, the field h(x) steeply changes sign
around x = 0, until, in the limit `→∞, it becomes a sharp jump from h = −1
for x < 0 to h = 1 for x > 0. At finite `, for large x in the positive and negative
direction, we expect the system to become magnetised, and the value of the
magnetisation to be the same that was found in the homogeneous system, i.e.,
±m(0) ≡ m0 reported in Eq. (5.9). In the limit p → ∞, instead, the field h(x)
diverges to ±∞ at x = ±` and vanishes for |x| < `, so that the system becomes
an homogeneous chain with fixed and opposite boundary conditions (FOBC).
The low energy spectrum of the homogeneous quantum Ising chain with FOBC
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Figure 5.7: Magnetisation of the inhomogeneous quantum Ising chain with a
linear field (p = 1). (Top) Magnetisation profile at g = 3/4 for various values
of ` and corresponding values of the local equilibrium approximation (LEA).
(Middle) Scaling plot of the magnetisation profiles at g = 0.5, 0.75 and 0.9, nor-
malised to the asymptotic value of the magnetisation in the homogeneous system,
m0(g). (Bottom) Scaling plot of the two-point correlator of the magnetisation at
g = 0.5, 0.75 and 0.9. The correlation function agrees with the prediction of Eq.
(5.82). In the scaling plots, the coordinates are rescaled with the length scale in-
duced by the inhomogeneous field `θ, with θ = 1/4 predicted by the theory. The
multiplicative normalisation ng ≈ 1, 0.75, 0.57 for g = 0.5, 0.75, 0.9, respectively,
make the scaling functions at different g collapse onto one another.
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is characterised by kink states, with opposite magnetisation at either end of the
chain, and an energy of order O(L−2) above the ground state. The kink states
are also expected to be relevant in the presence of slowly varying inhomogeneous
fields.
The general scaling theory for FOQTs in the presence of inhomogeneities
predicts that the two oppositely magnetised ends of the chain join at the centre,
giving rise to a crossover region where the physics is governed by the length
scale ξ ∼ `θ. We compute various observables on the inhomogeneous quantum
Ising chain by means of the DMRG algorithm. The inhomogeneous field gives
rise to a kink structure of the ground state, with the magnetisation changing
sign at the opposite ends of the chain. This structure of the ground state is
also present when we impose FOBC on the homogeneous chain, and in fact,
we already observed that the inhomogeneous field reduces to FOBC for p→∞.
The value of θ can thus be calculated by using the exact results for the finite-size
gap in the presence of FOBC. The FSS behaviour of the gap for the boundary
conditions giving rise to kinked ground states (FOBC and ABC) was reported
in Eq. (5.12) and goes as ∆ ∼ L−2 with the system size L, whence z = 2 and,
through Eq. (5.66), yh = 3. Therefore, we find
θ = p
p+ yh
=
{
1/4 (p = 1),
2/5 (p = 2).
(5.76)
In the numerical computations, the inhomogeneous system must be bound, and
to study the effect of h(x), one must make sure that the presence of hard bound-
aries (in our case FOBC) be completely negligible. To do this, we embedded
the inhomogeneous chain of typical length scale ` into a system of size 2L + 1
with L sufficiently large. However, to make the finiteness of the chain negligi-
ble, one only needs L to be much larger than `θ, so that the required ratio L/`
decreases with increasing `. This observation is important in order to be able to
compute the results for large values of ` and verify the theoretical predictions in
the asymptotic regime. We verify that the length of the chains we simulate is
sufficiently large to make finite-size effects negligible by computing the observ-
ables for a given ` at multiple values of L and verifying that the results remain
stable (see for instance the data for ` = 10 and L = 27 and 49 in Fig. 5.8-(top)).
Numerical calculations of the gap in inhomogeneous systems suggests that
∆` ∼ `−1/2 for p = 1 and ∆` ∼ `−4/5 for p = 2, confirming the prediction (5.72).
In the top panels of Figs. 5.7 and 5.8, we show the typical magnetisation profiles
for p = 1 and p = 2 inhomogeneous fields, respectively. The magnetisation
changes sign at positive and negative coordinates, passing through the crossover
region anticipated above, which becomes sharper as ` increases. The plots also
show the data obtained in the local equilibrium approximation (LEA), analogous
to the aforementioned LDA. These are obtained by computing the magnetisation
on the homogeneous system at the local parameters, i.e., at values of the field
h = h(x/`) constant throughout the chain for some values of x/`. We can observe
that LEA correctly captures the behaviour of the system sufficiently far from
the centre of the chain, where the critical correlations make this approximation
scheme fail.
The middle panel of Fig. 5.7 and the bottom panel of Fig. 5.8 show the data
for the magnetisation rescaled according to the ansatz (5.73). The coordinate
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Figure 5.8: Magnetisation of the inhomogeneous quantum Ising chain with a
parabolic field (p = 2). (Top) Magnetisation profile at g = 1/2 for various values
of `. (Bottom) Scaling plot of the magnetisation normalised to the asymptotic
value m0. The coordinate x is rescaled with the length scale induced by the
inhomogeneous field `θ, with θ = 2/5 predicted by the theory.
is rescaled as x/` and the normalisation is given by the value m0 of the mag-
netisation at the critical point h = 0 of the homogeneous system. The plots of
the rescaled data lead to the collapse onto a single scaling curve, fm(x`−θ). In
particular, Fig. 5.7-(middle) shows the scaling function for several values of g: a
further multiplicative rescaling of the coordinate x 7→ ngx`−θ brings the curves
for different g to collapse onto one another. We computed the magnetisation for
g = 0.5, 0.75 and 0.9 and used the scaling curve for g = 0.5 as a reference. The
collapse is achieved by using ng=0.75 ≈ 0.75 and ng=0.9 ≈ 0.57, and shows the
universality of the scaling function fm with respect to the value of g.
We also studied the two-point function of the magnetisation, namely, the
correlator
G(x, y) =
〈
σ(1)x σ
(1)
y
〉
, (5.77)
which is expected to scale under inhomogeneous condition by a joint rescaling
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of its two coordinates, with a normalisation given by the square magnetisation,
G(x, y) ≈ m20fmm(x/`θ, y/`θ). (5.78)
The numerical data for G(0, x) are shown in Fig. 5.7-(bottom) for different values
of `, and confirm the prediction (5.78) above. Furthermore, we can use the
hypothesis that the low energy spectrum be characterised by kink states to relate
the scaling function fmm with fm. Let us indicate with |x¯〉 the state with a kink
at the site x¯ of the chain and p(x1, x2) the probability to find a kink between
positions x1 and x2 in the ground state, which we assume by hypothesis to be
composed of a superposition of kink states. Since the state |x¯〉 has, by definition,
magnetisation −m0 for any x < x¯ and m0 for x > x¯, the magnetisation of the
ground state can be put in the form
m(x) = m0[p(x,∞)− p(−∞, x)] = m0[1− 2p(−∞, x)], (5.79)
from which, dividing by m0 and substituting x 7→ x`−θ, we can read out the
expression for the scaling function fm(x`−θ). Similarly, we can compute the
two-point correlation function in terms of the probability p(x, y). Assuming
that x < y, the correlator receives two positive contributions: one if the kink is
found x¯ < x and one if x¯ > y. It instead receives a negative contribution if the
kink is found between x and y. Wrapping up,
G(x, y)
m20
= p(−∞, x) + p(y,∞)− p(x, y) (5.80)
= 1− 2 [p(−∞, x)− p(−∞, y)] = 1 + |fm(x)− fm(y)|, (5.81)
and in the last equality with added the absolute value sign to drop the condition
that x > y. Considering the correlator with the centre of the chain, we predict,
on the basis of the analysis above, that
G(0, x) = m20
(
1−
∣∣∣∣m(x)m0
∣∣∣∣) , (5.82)
which is again confirmed by the data plotted in Fig. 5.7-(bottom). As a corollary,
the issue of the universality with respect to g of the correlator scaling function
fmm is oﬄoaded to the scaling function fm of the magnetisation.
5.4.2 Inhomogeneous Potts chain
To test the effect of inhomogeneities on the quantum Potts chain, we set g to its
critical value and consider the Hamiltonian HP , Eq. (5.24), with an additional
coordinate dependent transverse field
HPh = −
L∑
x=−L
h(x)
q−1∑
k=1
Mkx , (5.83)
where h(x) is of the form (5.64) and vanishes at the centre of the chain. In this
way, the total transverse field is
g(x) = gc + h(x), (5.84)
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Figure 5.9: Local magnetisation of the q = 10 quantum Potts model in the pres-
ence of a linear transverse field gradient plotted against x/` (Top) and against
x/`θ (Bottom). The inset of the bottom panel enlarges the x/`θ > 0 portion
of the data, in semi-logarithmic scale, showing that the data collapse over 8 or-
ders of magnitude. The dashed lines are the homogeneous magnetisation value
m0 ≈ 0.8571.
and at the centre of the chain the system finds itself subjected to the critical
field. We modified the DMRG code used for the q = 10 quantum Potts chain in
the homogeneous case (see Sec. 5.3.3) to include the inhomogeneous Hamiltonian
term HPh. Since the field (5.84) must remain positive throughout the chain, the
size of the system cannot grow indefinitely for any given `, and it must actually
be L ≤ `. In the limit p → ∞, the transverse field reduces to the self-dual
boundary conditions (SDBC), which we apply to the chain in our numerical
simulation.
The presence of the inhomogeneous field tends to magnetise one end of the
chain and to force a vanishing magnetisation on the opposite end, similarly to
what happens in the homogeneous model with SDBC. The common structure of
the ground state in the homogeneous chain with SDBC and in the inhomogeneous
chain, leads us to expect that the value of the exponent θ can be derived by
making use of the properties of the homogeneous system with SDBC. In these
conditions, the gap was seen to shrink as ∼ L−1 with the system size, whence
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Figure 5.10: Scaling plot of the two-point connected correlator of the magnetisa-
tion in the q = 10 quantum Potts model with a linear transverse field gradient.
z = 1. The general argument (5.66) for the exponent θ then predicts yh = 2 and
θ = p
p+ yh
= 13 , (5.85)
for the linear (p = 1) field gradient that we are going to consider in this study.
The small exponent allows to use small values of L for any given `, as what
matters in order to make the boundary effects negligible is the ratio L/`θ. In
fact, we were able to compute the value of some observables for ` up to 200 using
L ≤ 25. The data for ` = 16, 40, 80, 100 and 200 in the top panels of Figs. 5.9
and 5.11 are each reported for two values of L, and appear superimposed, hence
ruling out residual boundary effects.
We considered the local magnetisation m(x) and energy density e(x), as well
as the magnetisation two-point connected correlator
Gc(x, y) = 〈MxMy〉 − 〈Mx〉 〈My〉 , (5.86)
with Mx given in Eq. (5.31). According to Eq. (5.72), the gap is expected to
close as ∆` ∼ `−1/3, which is confirmed by our data, although with sizeable
corrections that scale with higher powers of `−1/3.
The magnetisation profile of the Potts chain with a linear field gradient is
plotted in Fig. 5.9-(top), with the coordinates rescaled with `. We can observe
that the magnetisation drops as expected from a magnetised state for x < 0 to a
state with vanishing magnetisation for x > 0. The tails of the plot, corresponding
to |x/`| → ∞ show the rapid approach to a limiting curve which can be identified
with the LEA behaviour. However, the region close to the centre of the chain is
characterised by a strong crossover behaviour in which the LEA fails to capture
the physics of the system. The range of validity of the LEA appears to approach
x/` = 0 for large `, but it is expected to break down for magnetisation values
belowm0, the asymptotic value of the magnetisation in the homogeneous system.
The bottom panel of Fig. 5.9 shows the same data of the top panel, plotted with
the rescaled coordinate x`−θ with θ = 1/3 derived above. The data very clearly
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Figure 5.11: Local energy density of the q = 10 quantum Potts model in the pres-
ence of a linear transverse field gradient plotted against x/` (Top) and against
x/`θ (Bottom). The dashed lines are the homogeneous asymptotic values e±
reported in Eqs. (5.56)-(5.55). The dotted line marks the mid point between e+
and e−.
show the collapse to a common scaling curve fm(x`−θ), already for small values
of `. The convergence to fm appears to be faster on the positive side of the
chain, and indeed, we see from the inset of Fig. 5.9-(bottom) that the scaling is
quickly achieved over eight orders of magnitude on the paramagnetic side of the
chain. On the ferromagnetic side, the scaling function is expected to have the
limit fm(z) = m0 for z = x`−θ → −∞. This limit is approached very slowly,
due to expected O(`−1/3) corrections to scaling.
The scaling plot of the two-point magnetisation correlation function with the
centre of the chain, Gc(0, x), is shown in Fig. 5.10. The data appear to collapse
onto a single scaling curve, showing a very fast approach which, as in the case
of the magnetisation, seems to be faster for x`−θ > 0 side of the chain.
The profile of the energy density is presented in Fig. 5.11. The top panel
presents the data for e(x) plotted versus x`−1, and shows a broad crossover
region. The tails of the data show convergence towards an asymptotic curve
that, again, can be linked to LEA behaviours. The LEA is expected to remain
valid wherever e(x) > e− and e(x) < e+, the asymptotic values of the energy
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density in the homogeneous system, given in Eqs. (5.55) and (5.56). The data in
the figure agree with this scenario. The bottom panel of Fig. 5.11 shows the data
for e(x) plotted against the rescaled coordinate x`−θ predicted by the theory.
The data look like they are converging towards a scaling curve, according to the
expected scaling ansatz
e(x) ≈ fe(x`−θ), (5.87)
with the limits
lim
z→±∞ fe(z) = e±, (5.88)
and z = x`−θ. The figure seems to confirm this behaviour, albeit with large
corrections to scaling.
5.5 Summary and relevance to experiments
FOQTs occur in a wide variety of quantum many-body systems, such as quantum
Hall samples [133], itinerant ferromagnets [134, 135], heavy-fermion metals, and
they are relevant in the field of quantum computing.[136–138]
The scaling behaviours proposed in this chapter, both in homogeneous and
inhomogeneous conditions are thus relevant to specific experimental settings in
which the system undergoes FOQTs. We observed that a striking feature of
discontinuous transitions, and in particular FOQTs, is the extreme sensitivity to
boundary conditions, which can change the behaviour of the critical scaling. The
most evident proof of this is the FSS behaviour of quantum Ising chain, which
changes from an exponential dependence on system size to a power-law one. We
also saw that it is possible to predict some scaling behaviours in inhomogeneous
quantum systems that exhibit discontinuous transitions.
The scaling behaviours we predict should be observables in experimental
setups, as they can be probed by using both local (e.g., local magnetisation and
energy density) and global observables (such as the gap). These observables are
accessible in many types of experiments, including experiments with cold atoms
in optical lattices. In particular, loading mixtures of two or more atomic species
onto the same optical lattice is known [10] to give rise to some discontinuous
transitions that could be ideal targets to probe experimentally the theory we
proposed.
Another growing field of application for our theory is the field of quantum
simulation [2]. In principle, quantum simulators can in fact be used to engineer
physical systems that behave according to the Hamiltonians 5.6 or 5.24. In
addition, some algorithms in quantum computing, nowadays an intense field of
research, leverage on the existence of a finite gap in the quantum system that
implements them [136, 137, 139], and tend to fail when the gap closes, i.e., at the
transition point. The insight we gave on how the gap shrinks in the approach to
a FOQT can thus have both theoretical and practical implications in the field
of quantum computing.
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Chapter 6
Conclusions
The problem of understanding the critical behaviour of quantum system is still
an actual one, with many issues yet to solve. This is even more true in light of the
theoretical and technological advancements, that make new systems available to
the experimenter and more sophisticated ideas available to the theoretician.
In this thesis, we built upon the theories that describe the scaling behaviours
of primarily classical systems, often in the infinite volume limit or in finite but
homogeneous conditions. Among these theories, quantum field theories and the
introduction of the renormalisation group deserve a special mention. We then
extended the theories to quantum systems undergoing both quantum or finite-
temperature—hence classical—phase transitions, in the more realistic settings of
finite physical size and spatially inhomogeneous conditions. The theories we put
forward have passed all the checks in the numerical simulations we conducted in
a variety of systems. In particular:
• The theory of trap-size scaling (TSS) predicts a universal scaling behaviour
that only depends on the general features of the inhomogeneous trapping
potential and on the homogeneous universality class of the transition un-
der consideration. We realised that, more generally, TSS depends on the
particular way in which the potential couples with the critical modes of
the system, which may differ from how the potential couples to the Hamil-
tonian degrees of freedom. Indeed, we saw that, for some peculiar points
of the phase diagram of the Bose-Hubbard model, a potential U ∼ r2
that acts on the bosonic particle density results in an effect that can be
described by a coupling U2 ∼ r4 to the critical modes of the system.
• We extended the finite-size scaling (FSS) theory to system undergoing first
order quantum transitions (FOQT). Our fully quantum derivation proceeds
in analogy with what is done for the treatment of classical and quantum
systems undergoing continuous phase transitions, and thus provides a uni-
fied picture that allows the treatment of continuous and discontinuous,
quantum and classical transitions within a common framework.
• In analogy with what was done with systems at continuous transitions, we
successfully formulated a theory that accounts for the scaling behaviour of
inhomogeneous systems at FOQTs.
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Testing these theories resulted in the implementation of various numerical
techniques and in the development of some novel techniques for the analysis of
the simulations’ data.
• The determination of the critical temperature of the Bose-Hubbard model
in two dimensions led to devising a matching method that uses the univer-
sality properties of the scaling functions of renormalisation group invariant
quantities to extract the critical parameters. This method completely by-
passes the need to fit the data to complicated scaling ansätze which include
a succession of nested logarithmic corrections.
• We showed the importance of including the sub-leading corrections to scal-
ing when fitting the data to extract the critical parameters. Data from
simulations of small system sizes is generally affected by large corrections
to the asymptotic scaling. Correctly accounting for these corrections can
turn the deviations from the asymptotic behaviour into usable signal for
the determination of the fitting parameters.
Of course, new answers bring about new questions, and the need to pursue
further studies. In particular, TSS in quantum gases have so far been tested
only in the hard-core limit, and it is important to check the validity when more
than one boson is allowed to occupy the same site of a lattice. Furthermore, the
theories we formulated to describe the critical behaviour at FOQTs have so far
been verified only in one-dimensional quantum systems; it will be interesting to
validate them in higher-dimensional systems. To conclude, most of the claims
we made in this work should be readily accessible to experiments, and we eagerly
await our colleagues in the laboratories to provide us with precise quantitative
measurements, to test our theories in the real word.
Appendix A
Mean field theory
In this appendix we do not aim to provide an exhaustive treatment of mean field
(MF) theory, which can be found in several textbooks. Instead, we provide an
almost step-by-step guide to implement a mean field analysis of the hard-core
Bose-Hubbard model
HBH =− J
∑
〈xy〉
(
b†xby + b†ybx
)
− µ
∑
x
nx (A.1)
where the occupation number nx is bound to assume only the values {0, 1}. We
can rewrite the hopping term of the Hamiltonian as
Hhop = −t
D∑
d=1
∑
x
(a†xax+nˆd + a
†
x+nˆdax), (A.2)
where nˆd represents a displacement by a lattice spacing in the positive d-th
direction.
The mean field approximation consist in rewriting the model’s Hamiltonian
as a sum of decoupled single-site terms. To this end, we introduce the mean
field parameter φ = 〈a〉, which is in general complex valued, and we use the
approximation
a†xay =
[
(a†x − φ∗) + φ∗
] [
(ay − φ) + φ
]
≈ (φa†x + φ∗ay)− |φ|2, (A.3)
where, in the second line, we neglected fluctuations O
(
(a† − φ∗)(a− φ)
)
. A
non-zero value of |φ|2 signals a symmetry-broken superfluid phase. By plugging
the previous approximation into the Hamiltonian, using the form A.2, we obtain
a local Hamiltonian
HMF = −2DJ
[
φ(a†x + ax)− φ2
]
− µnx, (A.4)
which is defined on the Hilbert space of a single lattice site, in the present case
of dimension D = 2, and can therefore be written as a D×D matrix. The U(1)
invariance of HMF allows us to freely choose the phase of φ, which we thus take
real.
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To obtain zero temperature properties, one can exactly diagonalise the Hamil-
tonian matrix HMF and minimise the ground state energy E0(φ) as a function of
the variational parameter φ. This can easily be achieved numerically. Computing
the ground state eigenvector |0〉 gives access to observables by 〈O〉 = 〈0| Oˆ |0〉.
In this way, it is possible for instance to calculate the correlation functions and
the particle density.
Relaxing the hard-core restriction, one can add to the mean field Hamilto-
nian the on-site repulsion term Unx(nx − 1) and impose a cut-off nmax to the
occupation number. The choice of the cut-off must be such that, for the range
of the physical parameters considered, 〈n〉 stays considerably below nmax. The
Hilbert space has then dimension D = nmax and the Hamiltonian can be written
as a square matrix of the same dimension. Soft-core results must be checked a
posteriori by increasing the cut off and verifying their stability.
A further extension of mean field theory [96] allows finite temperatures cal-
culations by minimizing the free energy density
f(φ, β) = − 1
β
lnZ(φ, β); Z(φ, β) =
D∑
i=0
e−βEi , (A.5)
with respect to the variational parameters (Ei indicate the energy levels of the
Hamiltonian A.4). In this way, one can find the finite temperature phase bound-
ary by looking for the smallest value of β for which, at any given physical pa-
rameters U and µ, the mean field φ assume non-zero values.
Appendix B
Quantum Monte Carlo
dynamics
The stochastic-series expansion with directed loops is a quantum Monte Carlo
algorithm which acts on an extended (d + 1)-dimensional configuration space
[89]. The Hamiltonian of the system is written in terms of diagonal and off-
diagonal bond operators. These operators, together with the identity operator,
are inserted along the extra dimension of the configuration space. A MCS is
divided in three phases:
1. diagonal update (DU), in which diagonal and identity operators may be
swapped;
2. off-diagonal update (ODU), during which Nloop loops are built and di-
agonal and off-diagonal operators are exchanged with each other in the
configuration;
3. free-spin flipping (FSF), during which the sites of the d-dimensional lattice
upon which no operator acts are flipped randomly.
The loops are constructed by inserting a discontinuity in one of the world
lines of the configuration. The discontinuity is then propagated stochastically in
the configuration, similarly to a random walk, and in the process, the operators
making up the configuration are changed. When the path traced by this random
walk returns to the starting point, the discontinuity annihilates and a loop is
completed. The loop is constructed so that the changes to the operator configu-
ration that take place along its path are accepted with unit probability upon the
loop’s completion. The number Nloop of loops completed as part of each MCS is
determined during equilibration, by requiring that, on average, every vertex of
the configuration be part of a loop at each MCS. Nloop is kept constant through-
out the simulation; at fixed physical parameters, it may however vary slightly
as the seed of the random number generator is changed. In our simulations, we
coarsely round Nloop so that in all the runs at given physical parameters it takes
the same value. In Fig. B.1-(b) we observe an approximately linear dependence
of Nloop as L increases in the hard-core BH model simulated in a box of volume
L3.
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Figure B.1: Bilograrithmic plots of the integrated self-correlation times τint(L)
(a) and of the loop number Nloop (b).
We estimate the performance of the QMC dynamics for the homogeneous
system by looking at the integrated self-correlation time τint of the critical ob-
servable Υ at the critical temperature 4.49. In general
τint ∝ LdLz, (B.1)
where z is the dynamical exponent of the QMC. From Fig. B.1-(a) we observe
that, in units of MCS, τint is almost constant as L increases.
However, it must be kept in mind that the MCS is not an elementary update,
but is made of one DU, followed byNloop loops and finally one FSF. At the critical
temperature, the computational effort for all the elementary updates (DU, loop,
FSF) scales as the volume of the system. Moreover, the time needed for the
DU and the FSF is negligible compared with the time of the ODU. According
to Eq. B.1 and to the evidence of Fig. B.1, we conclude that the dynamical
exponent is z ≈ 1.
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