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Introduction
In the previously published Management Services Technical Study
No. 6, “Practical Techniques and Policies for Inventory Control,” the
nature and types of inventories and the various reasons for having inven
tories were examined in some detail. The relevant costs in inventory con
trol problems were discussed and formulas and ordering policies were
introduced upon which a comprehensive set of inventory decision rules
might be based. The decision rules included both the problems of how
much to order (economic batch size) and when to order (reorder point
in fixed order quantity system, cycle time in fixed order cycle system). A
number of techniques by which the clerical labor involved in calculating
these parameters might be reduced were illustrated by means of case
studies.
One factor, however, was not considered —a factor so important that
it has become the subject of this separate study. The calculations intro
duced in Technical Study No. 6 made use of some form of estimated
demand. This estimated demand might have been in the form of sales
orders where finished-goods inventories were considered, or of internal
usage requirements where raw-material inventory levels or a production
batch size for a manufactured part were calculated.
The demand figure used will always be an estimate, never a definite
known figure, because the decisions are concerned with what should be
done in a future period. Even if demand in the most recent past period
is used as a parameter, it is still an estimate. In effect, the forecast states
that demand in the next period will be virtually the same as that of the
period just concluded. It must be stressed, however, that the validity of
the order quantities and order points calculated and the total cost calcu
lations upon which the decisions are based depend completely upon the
accuracy of the estimated demand used. The “optimum lot size” formula
will produce an indicated lot size which is much less than optimal if
actual demand proves to be 50 per cent higher or lower than the esti
vii

mated demand on which the calculation was based. The importance of
the demand forecast leads to two obvious conclusions: that every effort
must be made to estimate demand as accurately as possible in the first
place and that it is highly desirable to review demand figures periodically
after the decision rules have been introduced and to revise the calcula
tion of batch sizes and order points if actual demand is found to be sig
nificantly different from the estimate upon which the initial calculations
were based. The latter point has already been considered in Technical
Study No. 6. This study will be concerned with how the accuracy of
demand forecasting can be improved.
It need hardly be emphasized that the importance of accurate demand
forecasting is not restricted to the area of production and inventory
control. Estimated demand, as a basis for future production plans, will
probably be the basis of the company’s employment policy, and an in
accurate forecast may result in unnecessary hirings or layoffs. The pric
ing policy for a new product will depend heavily upon the forecast of
sales for that product. Make-or-buy decisions will depend upon whether
the forecasted internal requirements for the part are such as to provide
an economic production run. Estimates of working capital requirements
and any additional financing plans arising from these requirements de
pend upon the production plan and thus, indirectly, upon the sales fore
cast. Most important, the company’s profit plan and its entire budget
structure are likely to be based upon estimates of sales of all company
products in the coming period. The errors arising from a serious miscal
culation of demand, then, will be very expensive.
The CPA can, however, obtain valuable assistance in making a demand
forecast. The day of the “hunch” is not over; indeed, as shown in a later
section, a manager’s hunch can logically and rationally be combined with
other information to give a more reliable result than either would give
by itself. A number of useful mathematical and statistical techniques
are now available. These techniques are introduced in the textual part
of this study. The case studies which accompany the text will illustrate
a selection of the techniques used in the circumstances described.
This is an area in which the CPA may perform a most valuable service
for his clients. None of the techniques described here requires advanced
mathematical abilities, but because they have mathematical-sounding
titles such as “exponential smoothing” many businessmen will probably
never consider employing them unless they can be explained in straight
forward language. Moreover, though these techniques do not require
viii

unique mathematical ability, they do require a considerable degree of
logical thinking, which may be performed best by someone who has a
working knowledge of the company but is not bound up in its day-to-day
operating problems. This is a role which the CPA may ideally fill. Finally,
when faced with the need to assess a probability distribution for de
mand, it may well be that an experienced manager can provide all the
answers needed if only someone would ask the right questions. A CPA
who has given careful consideration to this study should know what
questions to ask.
This technical study has been prepared by John Heptonstall of Robert
A. Farmer and Associates, Inc., and Henry De Vos, CPA, of the American
Institute of Certified Public Accountants.

ix

Techniques for Forecasting
Product Demand
USING PAST DATA
This section is primarily concerned with techniques of forecasting in
those situations where relevant, historical data is available. This is the
case, for example, when the sales for the next period of an existing
product are being forecast. Further, if a new product is being marketed,
relevant historical data may still be appropriate if the new product
is similar to an existing one and will sell at a similar price in the same
marketing areas. If the new product is a completely new venture, quite
unlike anything previously designed or marketed, then it may be that
no relevant historical data will be available. In that case, the techniques
outlined in this section will be of no value; however, the techniques intro
duced in later sections of this study would be of value.
Where relevant data is available, information concerning past sales
may well be the most valuable indication of what future sales are
likely to be. Great care must be taken in interpreting this data. Only in
the most static companies —those with no spectacular growth, no sea
sonal fluctuation and no sensitivity to any external influences —will it
be adequate simply to set a sales forecast for next month equal to known
sales for last month or the monthly average figure for the preceding
year. In more realistic and dynamic situations, the process by which
past data is converted into a forecast must be carefully chosen and its
validity checked by empirical means before any reliance can be placed
in the forecast itself.
1

The Model of the Market
At this point the symbols used in the remainder of this study and the
market model upon which the illustrations will be based are introduced.
Sales during a given period are denoted by S (t); thus S (3) is the
value of sales during period 3.
The behavior of sales during any period is assumed to have two
components, a long-term average and a random fluctuation around this
average. The foregoing statement is expressed in the equation:
S ( t ) = A ( t ) + R ( t)
In other words, the exact value for sales in any future period cannot
be predicted with any degree of confidence, because the value that the
random factor is likely to take is not known. A reasonable estimate of
the long-term average (A ( t ) ) can be arrived at, however, and in some
cases it is possible to estimate the range of values within which the
random factor (R (t) ) is likely to fall.

The Use of Averages
The most obvious and simple way of using past data as a guide to
predicting the sales for the next period is to average all available data
or the data for a definite number of past periods. The great single
drawback of this method is that the most recent figure is given no more
emphasis than a figure for a period years ago. The method will there
fore be valid only in the highly unrealistic case of a completely static
company and a static market environment.
One of the techniques developed to overcome the weakness of the
simple average as a basis for forecasting is the moving average. In this
method the influence of past data is minimized by considering only the
figures for the most recent periods. If, for example, the period used is
one month, the sales performance a year or more ago is not taken into
consideration. The average is updated every month as the most recent
figure is taken into account and the earliest figure used in the last aver
age is dropped. Assuming that the actual sales for a given period (t) is
Y (t) and that the estimate or sales forecast for a period (t) is M (t),
the equation would be:
M (t) = Y (t-1) + Y (t-2) . .. + Y (t-N )
N
Equation 1

2
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The symbol N is the number of time periods on the basis of which
the average is being computed. It should be noted that it is not pos
sible to begin to use this formula until the required number of periods
of historical data are available.
The sales forecast in period t + 1, which is referred to as M ( t + 1),
may be developed from:

M ( t + 1)

_ Y (t) + .. . Y ( t + 1—N)
N
_ Y (t)
N

+ Y (t-1) . . . + Y (t-N )
N

Y (t-N)
N

_M (t) + Y (t) - Y (t-N)
N
Equation 2

This latter form requires less computation and is suitable for use with
automated calculating devices.
Use of Moving Averages: An Example
The advantages of the moving average method over simple averag
ing may be illustrated by the experiences of the Eskay Service Sta
tions, Incorporated. The first Eskay station was opened by Mr. Paul
J. Hiller in a suburb of Denver, Colorado in July 1964. The organiza
tion concentrated from its earliest days on imaginative advertising
and promotion and reliable service. Sales had increased rapidly. Mr.
Hiller was able to open a second service station in mid-1965, and by
August of 1967 he was arranging to finance a more ambitious develop
ment in the downtown business district. In short, the organization had
grown rapidly and at a sustained rate with evidence that it would
continue to do so.
In these circumstances, a simple average would result in a poor
sales forecast. Such a forecast is not able to respond sufficiently to the
rapid growth trend of sales. The actual sales during the period July
1964 to June 1966 are listed in Table 1, page 5, together with the
forecasts which would have been made for each month on the basis
of (1) simple averages and (2) moving averages using N = 6 months.
(The problems of selecting the best N value are considered later.) The
same information is also shown graphically in Figure 1, next page.
3
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Actual sales
1964
Sales predicted by moving averages
• Sales predicted by straight averaging

Sales
volume
in
thousands

Sales period

1965

ESKAY SERVICE STATIONS

1966

Figure 1
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Table 1

ESKAY SERVICE STATIONS
Sales History 1964-1966

July 1964 ..........
August ......... ....
Sept................ ....
Oct................. ....
Nov................ ....
Dec................ ....
Jan. 1965....... ....
Feb................ ....
March ......... ....
April ........... ....
May ............. ....
June ............. ....
July ............. ....
August ......... ....
Sept................ ....
Oct................. ....
Nov................ ....
Dec................ ....
Jan. 1966 ..... ....
Feb................ ....
March ......... ...
April ........... ....
May ............. ....
June ............. ....

Actual
Sales

Simple
Average

Deviation
from
Simple
Average

2,000
7,000
10,000
12,000
11,000
14,000
13,500
14,500
11,000
14,000
14,500
14,000
15,000
17,000
13,000
16,000
16,500
17,000
17,500
17,000
18,000
16,000
18,000
19,000

2,000
4,500
6,333
7,750
8,400
9,333
9,928
10,500
10,555
10,900
11,227
11,458
11,730
12,107
12,166
12,406
12,644
12,888
13,131
13,325
13,547
13,659
13,847

5,000
5,500
5,666
3,250
5,600
4,166
4,572
500
3,445
3,600
2,773
3,542
5,270
893
3,834
4,094
4,356
4,612
3,869
4,675
2,453
4,341
5,153

Moving
Average

9,333
11,250
12,500
12,666
13,000
13,583
13,583
13,833
14,250
14,583
14,916
15,250
15,750
16,166
16,166
17,000
17,000
17,250

Deviation
from
Moving
Average

4,166
3,250
1,500
1,333
-1,500
417
1,417
3,167
-1,250
1,417
1,584
1,750
1,750
834
1,834
-1,000
1,000
1,750

It will be observed that the forecasts developed on the basis of
simple averages lag considerably behind actual sales to such an extent
that the use of these forecasts for inventory control purposes would
most probably have resulted in repeated stockouts. The moving aver
age forecast is a much better approximation of reality, showing only a
small lag. An even better forecasting performance might possibly
have been obtained by using the moving average method with a dif
ferent N value.
5

Selection of N Values
The different values of N will determine the effect on a forecast.
If the choice of the N value is sufficiently large, the moving average
will be nearly the same as the simple average. In that case, the weight
of the most recent sales figure will be extremely small and, conse
quently, the estimate will not respond to market changes. At the
other extreme, if N is made equal to one, the estimate will depend
entirely upon sales from the most recent time period, and there will
be sensitivity to all real and imagined market trends. A choice must
therefore be made as a compromise between two desires:
1. To predict market changes quickly and accurately.
2. To prevent random market fluctuations from influencing the
estimates.
Experience has shown that the number of periods should be as many
as five, and never more than several hundred.
The CPA can ask two questions that will aid in the selection of the
number of time periods ( N ) to be considered.
1. Can we expect the market to remain reasonably stationary, or will
it be changing dramatically?
2. What is the extent of random fluctuations in the market?
A look at a graphical record of past performance will help to answer
the preceding questions, but only management will be able to predict
the effect of advertising, strikes, legislation, and the various other
non-quantifiable factors that will also determine demand. If the mar
ket has only small random fluctuations, but is susceptible to rapid
changes in demand, a shorter time period should be used. In situations
where a large random behavior is noted, and where there is a lack of
trend evidence, then a large time period should be used. In the most
common case of moderate fluctuations and market changes, an inter
mediate time period of about ten to 14 periods is often appropriate.
In a market for which temporary periods of change can be pre
dicted due to unusual circumstances, such as strikes (even though
the market is stable in the long run), it is usually necessary to use a
greater value for N under normal conditions, but a smaller value dur
ing the time periods in which the unusual behavior is expected. When
6
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stability returns, it is necessary to revert to the larger value again.
To verify that N has been appropriately chosen, a CPA should
apply the moving averages to the sales figures already recorded. (That
is, he will assume that the required figures have not been received for
a certain time period, make the appropriate prediction, and then note
how closely they have approximated real behavior.) This process,
called simulation, is what was done in the Eskay Service Stations situa
tion. A simulation was prepared in which N was equal to ten. The
errors were significantly increased, thereby confirming that N equal
to six was in fact a good choice. Qualitatively we would expect a
small value of N to be valid since Eskay’s sales are seen to be chang
ing rapidly. Simulation supports this thinking and makes it more
explicit. The time span to be used in computing moving averages will
be quite evident. Most managements will want to have estimates of
monthly sales and will present their data on this basis. A stock
investor will need daily or even hourly predictions, while the economic
analyst may only be concerned with yearly figures. All that remains,
then, is to assess whether the moving averages are practicable.
Moving averages are extremely easy to compute, manually or by
machine. (The appendix at the end of this chapter contains a Fortran
computer language program to demonstrate in detail how data proc
essing equipment may be used.) Another advantage of this method
is the flexibility incorporated in the choice of N.
Despite the ease of computation, records must be maintained for at
least N time periods. If the value of N is suddenly increased, more data
will be required. This will require some reprogramming if data proc
essing techniques are being utilized. A much more serious criticism is
the fact that earlier data is not counted at all in making new estimates
and that each of the N most recent entries is counted equally. Expo
nential smoothing is the logical outgrowth of these complaints.

EXPONENTIAL SMOOTHING
Exponential smoothing is a forecasting technique based upon the
moving average method. It differs from the moving average in that the
historic figures used in preparing the forecast are given varying
“weights” instead of being weighed equally. In a moving average
calculation using N = six months, each of the six figures used plays
an equal part in determining the forecast. With exponential smoothing
7

this is not so. The monthly figures are given different emphasis at the
discretion of the forecaster, and the technique consequently offers con
siderably more flexibility in adjusting the method of calculation to the
dynamics of the situation. It is, moreover, a method which is capable
of considerable refinement. The formulas may be adjusted to take into
account the long-term trends and seasonal fluctuations. The basic tech
nique is described first, then the refinements are explained and their
use is illustrated in one of the case studies which appear later.
In this section the forecast for period t is indicated by the expres
sion K (t) to distinguish it from the moving average forecast. The
most important new concept to be introduced is the smoothing con
stant A which controls the relative weighing of the actual sales of the
period used as input. The constant A may take any value between
zero and one.
The basis of this technique is that the forecast for any period t + 1
is based upon the previous forecast for the period t modified by the
knowledge of sales actually recorded in period t. The equation used is:

K ( t + 1) = A * Y (t) + ( 1 — A) K (t)
Equation 3

Y (t) represents actual sales recorded during period t. Thus the
equation may be thought of as:

new forecast + A x (latest actual sales) + 1 —A (previous forecast)

It will be observed that the new forecast K (t + 1) will always lie
between previous period actual sales Y (t) and the previous forecast
K (t). The question of whether K (K + 1) will lie closer to Y (t) or
to K (t), however, depends upon the A constant selected, and the
method may thus be made more or less responsive to change by vary
ing the constant. The larger the A constant used, the closer K (t + 1)
will be to Y (t) until, at the extreme position of A = .99, the forecast
for next month is virtually the actual sales of the current period. A
low A value, on the other hand, reduces the influence of most recent
period sales and exerts a “damping” effect on the forecast.
The method in its basic form is, in fact, quite similar to the moving
8
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average method, despite the different equation used. Reference to the
equation on page 3 reveals that the new forecast in that formula, M
(t + 1), is also the previous forecast M (t) modified by the most
recent actual sales figure. In exponential smoothing, however, we do
not need to keep a record of any past actual sales figures, only of the
most recent sales and last forecast K (t ).
To see exactly how the exponential smoothing method uses past
data to produce a new estimate, the reader should refer to one of the
standard works listed in the bibliography. The basic principle, how
ever, is that in computing K (t + 1) the most recent sales figure Y (t)
is given a weight of A; the next most recent figure Y (t — 1) is given a
weight of A (1 — A); and so on to the most distant (i.e. earliest)
actual sales figure used, Y (t —N ), which takes a weight of A (1 —A )N.
As the smoothing constant A is invariably between 0 and 1 and the
weighting applied to the data used becomes progressively smaller with
the movement toward the earlier periods, this may seem, intuitively,
to be the ideal basis for a forecasting system. The forecaster wishes to
regard the most recent data as most important as it is more representa
tive of the current behavior of the market, but feels that he cannot
entirely disregard previous data if only because of the “random ele
ment,” mentioned earlier in the study, that is likely to be present in
the figure for any one particular period. Actual results tend to support
the intuitive feeling for this method.
The exponential method requires a previous sales forecast figure to
be used in the formula. Yet in a start-up situation, no previous fore
cast figure is available. This start-up situation is called “the initial
condition” and will be given detailed consideration in a later section
of this study. For the present, the reader is asked to accept the state
ment that a workable method is to start with a simple average, and
this is the method used in the Chevalier Furniture Company case,
which follows.
The sales history of the Chevalier Furniture Company of New
Orleans will provide a useful example of exponential smoothing at
work. The company’s sales during the period under consideration,
January 1963 to December 1965, show a considerable amount of fluc
tuation with a relatively consistent seasonal or long-term trend. It is
possible to show how closely a forecast made by the basic exponential
smoothing method might have predicted monthly sales in this period.
The start-up procedure chosen in this instance was the initial fore
cast for the month of June 1963, using as an initial condition the sim9

ple average for the previous five months. The smoothing constant A
was set at 0.25. The initial forecast, therefore, is:
$8,000 + $7,500 + $8,000 + $7,000 + $7,500 = $38,000/5 = $7,600.
The prediction for July 1963, using the equation on page 8, then
becomes:
K (July 1963) = .25 ($7,500) + .75 ($7,600)
= $1,875 + $5,700
= $7,575
Continuing in this manner, the forecast for each month is calculated,
carrying forward in each case only the previous forecast and not the
remote historical data. The forecast for February 1965, for instance, is
$6,906 and the calculation of the forecast for the following month is
thus:
actual sales + 1 - A forecast sales
Feb. 1965
Feb. 1965
= .25 ($7,000) + .75 ($6,906)
= $1,750+ $5,180
= $6,930

K (March 1965) = A

The prediction for December 1963 depends to varying degrees upon
the results of the past eleven months. Making December 1963 equal
K (12), the equation would be:
K (12)
= ¼ Y ( 1 1 ) + ¾ K (1 1 )
= ¼ Y ( 11) + ¾ [¼ Y (10)] + ¾ K (10)
= ¼ Y (11) + ¾ [¼ Y ( 1 0 ) . . . + ( ¾ )5- ¼ Y (6) + ( ¾ )6K (6 )]
Further progression cannot be achieved because K (6) is the first
prediction, that is, the initial condition. Table 2, page 11, gives the
weight that each month contributes to the prediction. The entry
marked with an asterisk (*) is the weight of the initial condition, and
since the months of January through May contribute one-fifth each to
this initial prediction, they each have a contribution to K (12) equal
to one-fifth, multiplied by the total contribution of the initial con
dition.
10
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Table 2

Time Period
November 1963
October 1963
September 1963
August 1963
July 1963
June 1963
*Initial Prediction
K (6 )
May 1963
April 1963
March 1963
February 1963
January 1963

Weight Contribution

Decimal
Value
.250

¼ =
¾ x ¼ = 3/16 =
¾x¾x ¼ = 9/16
¾ x ¾ x ¾ x ¼ = 27/256
¾ x ¾ x ¾ x ¾ x ¼ = 8 1 /1 0 2 4
¾ x ¾ x ¾ x ¾ x ¾ x ¼ = 243/4096
¾ x ¾ x ¾ x ¾ x ¾ x ¾ = 729/20480

.079
.059
.178

⅕ x 729/4096 =
⅕ x 729/4096 =
⅕ x 729/4096 =
⅕ x 729/4096 =
⅕ x 729/4096 =

.036
.036
.036
.036
.036

729/20480
729/20480
729/20480
729/20480
729/20480

.187
.141
.105

The results of these calculations are depicted in full in Table 3, page
12, and Figure 2, page 13. It will be observed that the curve of fore
cast sales conforms reasonably well to the actual sales figures. It does,
however, show a degree of lag, tending to overestimate during the
period of generally falling sales up to June 1964 and underestimate
during the period of rising sales thereafter.

Note on the Selection of the Smoothing Constant
It has already been observed that the weight given to the most
recent sales data will be the smoothing constant A; the weight of the
time period preceding will be A (A — 1), and so forth. The sum total
of all the weights used will be equal to:
A + A ( l — A) + ... + A ( l — A )M+ (1 — A )M+ J = 1
where the prediction is being made for any time period t + M + 1
and M is any number equal to or greater than zero. It should be
observed that if the chosen value of A is large the weight given to
recent data will be greater. In such a case the older data will cease to
11

Table 3

CHEVALIER FURNITURE COMPANY
Sales H istory 1963-1965
Actual
Sales
Y ( t)

Predicted
Sales
K (t)

January .................
February ...............
March ...................
A p ril.......................
May ......................
June 1963..............
July ......................
August ..................
Septem ber.............
October ................
November .............
December .............

8,000
7,500
8,000
7,000
7,500
7,500
6,500
7,000
6,500
7,000
6,000
8,000

—
—
—
—
—
7,600
7,575
7,307
7,230
7,047
7,035
6,776

- 100
-1,075
- 307
- 730
47
-1,035
1,224

January .................
February .............. .
March ..................
A p ril.......................
May .......................
June 1964...............
July .......................
August ...................
September ............
October ................
November ............
December ............

6,000
6,000
5,500
6,000
5,000
5,500
6,000
6,500
6,000
7,000
7,000
7,500

7,082
6,811
6,609
6,331
6,248
5,936
5,827
5,871
6,029
6,022
6,266
6,448

-1,082
- 811
-1,109
- 331
-1,248
- 436
173
629
29
978
734
1,052

January .................
February ...............
March ...................
A p ril.......................
May .......................
June 1965...............
J u ly .........................
August ...................
S eptem ber.............
October .................
November .............
December .............

7,500
7,000
7,500
7,000
7,500
8,000
9,000
8,000
8,500
9,000
8,500
9,000

6,711
6,906

789
94
570
73
445
833
1,749
311
734
1,052
289
716

Date

12

Time
Period
t

6,930

7,073
7,055
7,167
7,251
7,689
7,766
7,948
8,211
8,284

Error

Actual sales
Predicted sales

Sales
volume
in
thousands

1963

1961.
Sales period

CHEVALIER FURNITURE COMPANY
Sales 1963-1965

1965

Figure 2

TECHNIQUES FOR FORECASTING PRODUCT DEMAND

13

have any real influence in the forecast. By the same reasoning, the
higher the A value the more quickly will the initial condition cease to
have any influence. A forecasting system using a larger A value will
respond to a changing market reasonably rapidly, but will also have
a serious weakness; namely, a high sensitivity to the random fluctua
tions in actual sales which was earlier characterized as R (t) in the
simulation model: S (t) = A (t) + R (t). Conversely, the lower the
A value, the greater will be the weight given to the information
gathered concerning the long-run tendency A (t) and the smaller the
effect of the random fluctuations R (t). Thus the selection of the con
stant A is essentially a compromise between the need for rapid re
sponse to genuine changes in the real trend of sales and the danger of
paying undue attention to random results in any one particular period.
The following considerations should be kept in mind when a
smoothing factor is being selected. If the recent demand has been
fairly constant, showing virtually no trend and little random fluctua
tion, then the A value should be a small one: there is little point in
discounting the existing forecast if it is still an accurate reflection of
existing conditions. If the demand is changing rapidly because of the
effect of definite trend factors, but random fluctuations appear to be
small, then a large A factor should be employed to give rapid response.
If, however, the CPA has reason to believe that a large random effect
is present, then the A factor chosen should be reduced accordingly. In
practice, where conditions during the period for which the forecast is
being made are not markedly dissimilar to those in recent periods, the
best way to determine the A factor is by a sensitivity analysis approach
or simulation. Forecasts are made for past periods using differing A
factors, and the weight which gives the best fit of the forecasted sales
to actual sales is selected. An example of this procedure will be found
in the Centurion Cement case in the latter part of this study. A
smoothing constant within the range of 0.1 to 0.3 is normally recom
mended, but is in fact better regarded as a starting point for a sen
sitivity analysis of this kind rather than a figure suitable to all cases.
Estimates can never be exact predictions of market behavior and
there is a cost to any business association with the difference between
actual and estimated sales performance. Consideration of this cost is
known as the ‘cost of error” method, and is an alternative to simula
tion. It is useful when records of the past are not available, but in
practice it is rather complex. Therefore, the emphasis given in this
study will be on the basic principles, for they serve to lend an intuitive
14
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feel to the choice of A. The cost may be broken into two distinct
categories:
1. The cost of a slow response to real changes in the market.
2. The cost of allowing random fluctuations to interfere with estimates.
The emphasis may be on one or the other, depending upon the partic
ular business situation. For example, if inventory must be ordered far
in advance, market trends must be anticipated, but, if inventory is
perishable and may be obtained on short notice, more attention must
be paid to stability. It was already noted that larger values of A cause
market trends to be uncovered more quickly, and, therefore, as A
increases, the cost associated with a slow market response will de-

Figure 3

COST TO FIRM DUE TO SLOW
RESPONSE TO CHANGE IN MARKET

Dollar
value
determined

by

example

0

.2

.4

.6

.8

1.0

Smoothing constant A
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Figure 4

COST TO FIRM DUE TO
DEVIATION FROM ACTUAL PERFORMANCE
BECAUSE OF RANDOM FLUCTUATIONS

Dollar
value
determined
by
example

0

.2

.4

.6

.8

1.0

Smoothing constant A

crease. Figure 3, page 15, shows how the cost changes with different
values of A, but the actual cost in dollars to the company —that is the
scale of the vertical axis —can only be determined by close consid
eration of the details in the example. As depicted in Figure 4, above,
the cost of errors in prediction caused by the random fluctuations of
the market decreases as A is made smaller. Figure 5, page 17, repre
sents a compilation of the sums of Figures 3 and 4, resulting in the
total “cost of error” for each value of A. The best possible choice of
A will be the one that is associated with the least cost, that is, the low
est point of the total cost curve in Figure 5.
The “cost of error” method demonstrates graphically that our pre
vious conclusions were correct. If stability is of primary concern, the

16
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cost as depicted in Figure 4 will be high, the minimal point on curve 5
will be shifted to the left, and the optimal value of A will be small.
If, on the other hand, it is necessary to track market trends quickly,
the cost in Figure 3 will be high and the optimal value of A will be
shifted to the right and made larger.
The initial condition may conveniently be taken as the simple av
erage of the first six or seven sales figures. Considerable confidence
may be placed in this value if the market is known to be extremely
stable, but more often the exponential prediction will only become
accurate after the initial condition has been largely discounted. Where
the sales of a new product are to be estimated, the initial condition
is normally chosen on the basis of known behavior for similar prod
ucts and on the basis of market surveys.

Figure 5

TOTAL COST OF ERROR
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Exponential Smoothing with a Trend Factor
Where there is a definite secular trend in the demand pattern, it
is possible to improve the forecast by using a modified exponential
smoothing formula which includes a trend factor R (t ). The equation
used in this case employs the symbol K t ( t + 1) to indicate the trendadjusted forecast for the period t + 1. The formula starts out with Equa
tion 3, used previously on page 8.

K ( t + 1) = A. Y (t) + (1 —A) K (t)

R (t + l ) = A [ K ( t + l ) - K ( t ) ] + ( l - A ) R ( t )
Equation 4

K, (t + l ) = K ( t + l ) + ( l - A ) R ( t + l )
A
Equation 5

In other words:
expected demand in period t + 1
= new exponential forecast + 1 — A updated trend factor
where:
updated trend factor
= A (new forecast — old forecast) + 1 — A (old trend factor)
Again the start-up period or “initial condition” presents a problem
in that there would not be an “old trend factor” to use in the equa
tion on the first pass. In practice, the trend factor in this first period
is often made equal to zero. The effect is negligible since two or three
periods quickly establish a trend.
The method described here is open to criticism on one point;
namely, that it assumes that the trend factor operating in any period
may adequately be described by the difference between the old and
new averages. In fact, both the “average” figures may themselves have
been unduly influenced by random factors in recent demand, espe
18
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cially if a fairly high A value is being used. Nevertheless, the method
is a useful one and gives useful results in a majority of cases.

Making Allowance for Seasonal Fluctuations
The calculation of forecasts where a seasonal pattern of demand is
present is considerably more complicated than the procedure used
when only a secular factor is present. The basis of the approach used
is that an underlying “deseasonalized” rate of sales is hypothesized
and seasonal factors are developed on the basis of the departure of
actual sales in each period from this hypothetical deseasonalized rate.
This point may best be illustrated by means of the formalized example
depicted in Figure 6, below.
The deseasonalized rate of sales for the years 1968 and 1969 in this
example is $400. The seasonal factor for the months of January
through June would thus be 0.5 and for July through December would
be 1.5.
Where it is believed that a secular trend is present as well as a
Figure 6

Sales period
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seasonal trend, due allowance must obviously be made for both. This
is done by modifying the “deseasonalized” sales figure. For example,
if deseasonalized sales were calculated in March to be $400 and it
is believed that the demand for a product is growing along a secular
trend equal to about $25 per month, the deseasonalized demand level
will be set at $425 for April, $450 for May, and so forth. These con
siderations may also be incorporated in the exponential smoothing
formulas.
The symbol K ( t + T, t — 1) may be used to indicate “the forecast
of demand for the period t + T, using the information available up
to and including period t — 1.” This general expression gives consid
erable flexibility to a forecasting system. (The expression K (9, 6),
for instance, would indicate a forecast for period 9 made in period 7
on the basis of known actual demand up to and including period 6.)
The symbol K (t) is used to denote the “deseasonalized” demand fore
cast for period, R (t) the trend factor as used earlier and F (t) as the
appropriate “seasonalizing” factor. The equation to be used is:
K (t + T, t — 1) = K ( t) + T - R (t) *F (t + T)
Equation 6

In other words, the above formula states that the deseasonalized
sales for period t plus the product of the number of future periods
to be included in the forecast times the trend factor per period is to
be multiplied by the seasonalizing factor for the particular period that
is to be forecasted. Each of the three expressions, K (t), F (t), and
R (t) must be produced by means of a subsidiary formula before it
can be used in Equation 6.
The calculation of K (t) will be performed on the basis of desea
sonalized sales in the previous period, K (t — 1). Deseasonalized sales
for any period may be obtained by dividing actual sales by the ap
propriate seasonal factor, as follows:

K (t)= A

20

Y ( t - 1)
F ( t - 1).
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This equation is an obvious development of Equation 3 and uses the
same smoothing constant A.
To calculate the seasonal factor for the period under forecast,
F (t — T ), the observable seasonal factor in the corresponding period
one whole cycle past must be used. Thus, if the cycle is one whole
year, the same month last year must be observed. This will be ex
pressed as F (t — L ), and is to be understood to mean, for example,
F (t — 12) where the cycle is a yearly one and monthly data is being
used. The seasonal factor for any period may be obtained by dividing
actual sales by deseasonal sales, as represented by the following
equation:
F (t) — B *

Y (t-L )
+ (1 -B ) F (t- L )
K (t-L ).
Equation 8

Where F (t — L) is the previous estimate of the seasonal factor for
current period of the cycle. The smoothing constant in this case is a
new one. The change in seasonal factors will be rapid with the move
ment through the cycle and a fairly large B value of around 0.5 is there
fore usually chosen. Obviously, the seasonal factor for any period
(t + T periods) in the future may now be obtained by using:

F (t + T) = B *

Y (t + T - L )
+ ( 1 - B ) F (t + T - L )
K (t + T - L )

In the calculation of the secular trend factor, R (t), it must be re
membered that the seasonal influences must first be removed before
the trend can be measured. The important quantity, then, will be the
difference between the two deseasonalized forecasts K (t) and
K (t — 1 ), resulting in the following equation:
R (t) = C *K (t) -

( K ( t - 1) ) + ( 1 - C ) R (t - 1)
Equation 9

This equation is an obvious development of Equation 5, except that
once again a new smoothing constant (C ) is developed. The secular
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Table 4

Month
Jan................ .......
Feb............... .......
Mar.............. .......
April ........... .......
M ay............. .......
June............. .......
J u ly ............. .......
August ....... .......
Sept.............. .......
Oct............... .......
Nov.............. .......
Dec............... .......
Jan................ .......

Period

Actual
Demand

Seasonal
Factor

Forecast of
Deseasonalized
Sales

1
2
3
4
5
6
7
8
9
10
11
12
13

Y(t)
100
110
125
130
115
105
110
105
120
135
120
110
—

F(t)
0.87
0.96
1.09
1.13
1.0
0.91
0.96
0.91
1.04
1.17
1.04
0.96
—

K(t)
100.0
104.5
107.5
109.7
111.3
112.4
113.3
113.7
114.2
114.6
114.8
115.0
114.9

( Deseasonalized sales calculated on the basis of A = 0.3)

trend is usually fairly small and stable, and a constant of around 0.1
is often used.
The use of the seasonal adjustment techniques is illustrated in
Table 4, above.
It is assumed that a company produces a single product and that
this product has a six-month demand cycle (two peaks per year). The
company is presently in period 13 —January and wishes to make a
forecast for March —period 15. Demand data for the past twelve pe
riods is available, and seasonal factors have been calculated on the
basis of an average demand of 115 units over the past two cycles.
In order to find the appropriate seasonal factor for the future period
—15, use is made of the factor for the corresponding period one whole
cycle earlier. The cycle is a six-month one, therefore F (t + T — L)
= F (15 — 6) = F (9) indicating that the factor for September
will be used. Using Equation 8 and an arbitrary initial B of 0.5, we
have:
120.0
+ 0.5 (1.04)
114.2
= 0.5 (1 .0 5 )+ 0 .5 (1.04)
= 1.045

F ( t + T ) = F(15) = 0 .5
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Next, the secular trend is calculated, using an initial C of 0.1:
R (t)

0.1 (114.9 - 115.0) + 0.9 (.689)
= 0.1 (-0 .1 ) + 0 .9 (0:689)
= 0.61

These results can now be used in the solution equation, Equation 6:
K (t + T, t - 1) = K (t) + T R (t) F ( t + T)
K(15, 12)
= 114.9 + 2(0.61) (1.045)
= 116.2
In other words, the formula indicates that sales in the period for
which the company is trying to forecast will be approximately 117
(rounded to the nearest whole number). This figure appears to be a
reasonable one but is a little below the corresponding figure one cycle
previously (120). The next step, therefore, might well be to repeat the
calculation using a somewhat larger trend-smoothing factor, perhaps
C = 0.2, and see what effect this may have on the forecast.
A complete smoothing model, using Equations 6 through 10, should
enable the CPA to fit a forecast to most of the demand patterns that
are likely to be found in client operations.

Assessing a Frequency Distribution on the Basis of Historical Data
The techniques which have been examined up to this point —simple
averaging, moving averages and exponential smoothing in its various
forms —are all directed to the production of a “point” forecast: a sin
gle figure which is believed to be the “most likely” demand for the
period for which the forecast is being made. Yet no forecast can be com
pletely accurate. A sales manager who has used the most sophisticated
exponential smoothing technique to develop a sales forecast of 350,000
units of a particular packaged commodity next month may be unwilling
to wager that the demand will be exactly 350,000, neither more nor less.
To repeat an earlier market model, S (t) = A (t) + R (t ), it may be
said that the 350,000 units represent the sales manager’s best estimate
of A ( t ). He has no way of predicting just what R (t ) will be, and has
simply chosen a smoothing constant which will minimize the influence
of previous random variations upon his forecasting procedure.
He can do more than this, however. If he has developed some sort
23

Table 5

Sales: Machines Per Month
Month
January............... ............
February ........................
M arch................. .............
April ................................
M ay..................................
June..................................

No.
0
1
4
3
4
5

Month

No.

Ju ly ..................... ............ 6
August ............... ............ 3
September .......... ............ 3
October .............. ............ 4
November .......... ............ 5
December............ ............ 4

of feel for the likely magnitude of the random effects, the sales man
ager may be quite willing to wager that demand will be within certain
limits, perhaps 350,000 units ± 10 per cent, or between 315,000 and
385,000 units. If he can make a reasonable estimate of the probable
range of demand in this way, he may be well advised to do so, es
pecially where random fluctuations in sales have proved to be a seri
ous forecasting problem. An illustration of a way in which not simply
a range in terms of upper and lower limit figures but an entire proba
bility distribution for demand next period may be estimated follows.
A machinery distributor has been selling a particular machine tool
for one year, and the sales of this product do not show a secular trend
or seasonal pattern but they do reveal considerable fluctuations. The
sales data by months is exemplified in Table 5, above.
The distributor in looking back over the year’s sales decided that,
with the exception of January and February when the new machine
was introduced and was not generally known, there was no reason
why the sales recorded in any one month should have been different
from those of any other month. The variation, therefore, was due to
the random effect previously discussed and symbolized as R (t). The
dealer knew of no reason why the sales in the coming year should be
any different from those in the past year, and did not intend to do any
more or less sales promotion or to otherwise change his pricing policy
or selling methods. He was however, very much interested in obtaining
an idea of the probable distribution of sales for any one month of the
coming year. That information would be extremely helpful in deciding
how many tools to stock. The distributor noted that delivery of new
stocks of this particular tool was slow—i.e., lead time was long—and a
stockout would almost certainly mean a lost sale as a tool made by a
24
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different manufacturer and sold by a rival machinery distributor in
the same town was a close substitute for this particular tool.
The distributor can very readily obtain such a distribution of de
mand for the tool if he is willing to make the assumption that the
probable demand for the tool next period is related to the historical
relative frequency of demand in the past. In simple terms, that is, that
the most likely demand next month will be for four machines because
demand has been for four units more often than for any other number.
In this particular circumstance, there is no reason why the distributor
should not be willing to make such an assumption. He may therefore
rearrange the data given in Table 5, ignoring the January and February
results which he felt to be “nontypical” and arranging the remaining
information as shown in Table 6, below.

Table 6

Units Demanded
in Month

Relative Frequency of
This Demand Level

0
1

0
0
0

2
3
4
5
6

3/10
4/10
2/10
1/10

All that the distributor needs to do now is to convert the relative
frequencies into probabilities so that they add up to 1.0, as in Table 7,
below.

Table 7

Number Demanded

2
3
4
5
6

Probability of This Demand

0
.3
.4
.2
.1
1.0
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Figure 7

Probability
that
D = D

The information given in Table 7 can be graphically portrayed either
in bar-chart form or by fitting an approximate smooth curve to the
data, as shown in Figure 7, above.
Examination of this distribution shows it to have a “reasonable”
shape —not quite symmetrical, but having a single peak with demand
falling away more or less smoothly at each side of it. If two peaks had
been found, as would be the case if demand for 6 units had been ex
perienced in three separate months, then it would be necessary to
draw a reasonably smooth curve with a single peak which approxi
mately fitted the data. There is no reason to believe that, in the long
term, demand for both 4 and 6 units will occur more frequently than
demand for 5 units, and it may well seem more reasonable to draw a
curve with a single peak at 5 units in these circumstances.
The distribution thus obtained can be used in two ways. First, it
can be used to obtain a “point” forecast as before. One possibility is
to take as the point forecast the demand level that occurred most
frequently which, in this case, was four. This, in statistical terms, is
called the “mode” of the distribution. Two other point forecasts are
possible, however: the median and the mean. The median is that de
mand which in effect cuts the probability distribution in half, in that
there are equal probabilities that demand will be above or below that
26
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figure. A little thought will convince the reader that the mode and
median will be the same if the distribution is exactly symmetrical, but
not otherwise. A figure for the median can be arrived at by using a
cumulative distribution of demand, as shown in Table 8, below, and
Figure 8, page 28.
The median value is found by reading across from the .5 probability
mark (the .5 fractile, in statistical term s) to the curve of the distribution,
and then reading down to the demand scale. The demand in this in
stance is found to be 3.4. Clearly, demand for a fraction of a machine
tool is impossible; therefore, the next largest whole unit, which is 4,
must be taken. It will be readily understood, however, that if a demand
for thousands of units per month instead of a very small number were
being considered, then the difference between the mode and median
forecasts would be very significant.
The remaining type of point forecast, the mean, is yet another form
of weighted average. In this case, however, the weights used are the
probabilities assessed for the different possible levels of demand on the
basis of observed relative frequencies (see Table 9, below).
Table 8

Units Demanded

Probability of This
Demand

Probability of This Demand
or Less

1
2
3
4
5
6

0
0
.3
.4
.2
.1

0
0

.3
.7
.9
1.0
Table 9

Number of Units
Demanded
1
2
3
4
5
6

Probability of That
Demand
Product
0
0
0
0
.3
.9
1.6
.4
.2
1.0
.6
.1
Mean (Total) 4.1
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Figure 8

Probability
of this demand
or less

Demand in units

The mean forecasted on this basis of probability distribution is 4.1
units. Again, the fractional unit must be rounded to the next largest
number, namely, 5 units. Once more the difference would be signifi
cant if a large number of sales units was being considered. The reader
should note that the mean of the distribution is sometimes also called
the mathematical expectation of the distribution.
Three different possible point forecasts, or, more correctly, “meas
ures of central tendency,” have been introduced and it is understand
able that one wishes to be advised on which central tendency should
28
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be used. The answer, unfortunately, is that it is not possible to general
ize upon this point. If the distribution is perfectly symmetrical, the
choice is unimportant as all three measures will yield the same answer.
If the distribution is not symmetrical, then different measures will
prove superior under specific circumstances. The most that can be
asserted on this point is that the median is likely to give the best re
sults in the long run under most circumstances. All three share the
same weaknesses of any point forecast, and a forecast which gives
some measure of the spread of a distribution is to be preferred.
The measures of spread in the distribution are the variance and its
derivative, the standard deviation. To obtain them the mean must
first be calculated as in Table 9. In addition, a table similar to Table 10,
below, must be prepared.
The variance of the distribution in Table 10 is 0.890 units. This vari
ance is measured in “squared” units, however, and before use of that
figure can be made, it must be “unsquared” by converting the vari
ance into its standard deviation. This is accomplished by the follow
ing formula: Standard deviation =
variance =
.890 = .94. The
standard deviation has a very useful property: statisticians have found
that in most “reasonable” single-peaked distributions, only ⅓ of the
unit demand figures experienced will differ from the mean of the
distribution by more than one standard deviation in either direction.
Moreover, only about one in 20 will depart from the mean by more
than two standard deviations, and virtually none will depart from the
mean by more than three standard deviations. Through application
of that finding, a more satisfactory forecast can be made. The mean
value of the distribution is 4.1 units. Therefore: a) There is a two to

Table 10

(2)
Probability of
Demand That Demand
(1)

1
2
3
4
5
6

0
0
.3
.4
.2
.1

(3)
Demand
Minus Mean
-4.1
-4.1
-1.1
-0.1
+ 0.9
+ 1.9

(4)
Square of
Column (3)
16.81
16.81
1.21
.01
.81
3.61

(5)
(4 )x (2 )
0
0
.363
.004
.162
.361
.890
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one chance that demand in any period will fall within the range
4.1 ± 0.94, i.e., between 3.16 and 5.04 units. b) There is only a one
in 20 chance that demand in any period will fall outside the range
4.1 ± 1.88, i.e., between 2.22 and 5.98 units. c) There is virtually no
chance that demand in any period will be outside the range 4.1 ± 2.82,
i.e., between 1.28 and 6.92 units. The practical manager would prob
ably interpret these results as meaning that “sales will certainly be
between two and six units, and definitely not less than one nor more
than seven units.”

Making Use of Past Forecasting Performance
Throughout* the earlier sections of this study, it was assumed that
the first forecast presents the greatest problem in introducing a fore
casting system. However, in many instances management has in ex
istence well-established forecasting procedures and a record of past
forecasts is available. In many of those instances, members of the
management team have become experienced forecasters. Even where
the foregoing is to be found, it may be possible to improve future
forecasting performance by making use of the records of past forecasts
as a basis for assessing the “spread” of demand distribution.
The method used here is applicable only to certain circumstances.
The forecaster who is to make the forecast of demand in the coming
period must be the same person who has been making forecasts for
some reasonable length of time, perhaps ten periods, and a record
of his forecast for each of these periods and the subsequent actual
demand in the period must be available. No new factor, such as a
change in the product or methods of promotion or distribution, may
be added in the coming year. Such factors will normally make it more
difficult to forecast demand for the coming period than it would be
in any of the previous periods that shall be considered. Finally, the
forecaster must not have a new source of information available to
him on this occasion which was not available when the previous fore
casts were made. Assuming that these conditions are all satisfied, it is
possible to consider the performance of the forecaster whose past
results are set out in Table 11, page 31.
In each case, the actual demand experienced in the period is divided
by the forecasted demand to give a ratio of actual to forecasted sales.
The resulting ratio can be expressed in a table of relative historical
frequencies of errors in magnitude. These actual/forecast ratios can
30
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Table 11

Period
1
2
3
4
5
6
7
8
9
10

Forecast
100
120
130
100
80
90
110
130
140
120

Actual Demand
105
115
126
108
94
81
102
124
132
122

Actual/Forecast Ratio
1.05
0.96
0.97
1.08
1.18
0.90
0.93
0.95
0.94
1.02

th en be used as a probability distribution of forecast error. In order
to do this, a cum ulative distribution of the forecast errors should be
prep ared as illustrated in Table 12, below. It w ill be observed th at
this table includes the possible values of the actu a l/fo re c a st sales ratio
w hich did not occur as w ell as those w hich did occur. This inform ation
is helpful w hen a distribution curve is p repared as exemplified in
Figure 9, page 32.
Table 12

Cumulative Distribution of Forecast Errors
Magnitude of Error
(Actual/Forecast Ratio)
0.89 or less
0.90
0.91 - 0.92
0.93
0.94
0.95
0.96
0.97
0.98 -1.01
1.02
1.03 -1.04
1.05
1.06 -1.07
1.08
1.09 -1.17
1.18

Frequency

Cumulative
Frequency

0

0
.1

0
.1
.1
.1
.1
.1
0
.1
0
.1
0
.1
0
.1

.1
.1
.2
.3
.4
.5
.6
.6
.7
.7
.8
.8
.9
.9
1.0
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Figure 9

Probability
of this ratio
or less

Actual/Forecast ratio

A smooth curve may then be fitted to the data as shown, taking into
account all of the points and not only those which represent actual/
forecast ratios which actually occurred.
Having obtained the error distribution, the final step is to use it to
convert the point forecast for the coming period into a demand dis
tribution. Assuming that the forecast is that demand will equal 130
units, it will be possible to assume that there is:
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0.1 probability that the actual/forecast ratio will be
0.90 or less
130 x 0.90 = 117
0.2 probability that the actual/forecast ratio will be
0.93 or less
130 x 0.93 = 121
0.3 probability that the actual/forecast ratio will be
0.94 or less
130 x 0.94 = 122
. . . and so forth.
Based on the above assumptions, it is possible to build up the cumula
tive probability distribution for demand shown in Table 13, below,
on the basis of the single point forecast that demand equals 130 units.
Table 13

Demand
118
121
122
125
126
130
134
138
143
156

Probability of This Demand or Less
.2

.3
.4
.5

.6
.7

.8
.9
1.0

This can be readily converted into a simple, noncumulative function
by drawing a graph of the cumulative function and dividing the ver
tical axis into ten equal brackets, each with a probability of 0.1. The
midpoint in each bracket can be used to represent the whole bracket.
This is a reasonable approach to use because the range within each
bracket is very small and no value in the bracket is very far from the
midpoint. The small differences that do exist tend to be self-cancel
ling. Using these midpoints, then, one can now read across from each
midpoint to the curve (cumulative distribution). From the point at
which the horizontal from the bracket midpoint intersects with the
curve, a vertical line is plotted. The demand figure can then be read
from the point at which this vertical reaches the horizontal axis. Each
of the ten demand figures obtained in this manner is equiprobable
and the ten together may be taken as a reasonable approximation of
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Table 14

Demand

Probability of This Demand

117
120
122
123
126
128
132
136
141
147

.1
.1
.1
.1
.1
.1
.1
.1
.1
.1
LOO

Product
11.7
12.0
12.2
12.3
12.6
12.8
13.2
13.6
14.1
14.7
Mean = 129.2

the entire distribution. This process is illustrated in Figure 10, opposite,
and Table 14, above.
Although the process by which this distribution was developed is
one of approximation, it may now be treated as if it were an actual
distribution and any of the operations performed upon the simple,
actual distribution of units demanded per month, developed in the
previous section, can be performed upon it. It is a simple matter to
calculate the mean, variance and standard deviation as before. The
most important advantage of the method illustrated here is that it may
be used in cases where there is a seasonal pattern of demand. In fact,
the actual sales in Table 11, page 31, do reveal a seasonal distribution
with two peaks in periods 3 and 9. It should be noted that it would
not be possible to take the raw data from Table 11 and form it into
a distribution because the various past demand figures would not
have been equally probable in respect to next period’s demand. This
is confirmed by the fact that the forecaster’s period-by-period predic
tions are not all the same but reveal the same seasonal cycle. The use
of the actual/forecast ratio, however, has helped to produce a distri
bution w hich is a very usable approxim ation of the dem and distribution.

DEMAND FORECASTING FOR A NEW PRODUCT
One further situation yet commands consideration —the need to
make a forecast of demand for a new product. In this case there is no
historical data from which relative frequencies may be developed.
Without the benefit of past actual sales or past forecasts to work with,
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Equiprobable
brackets

Demand in units

117 120 122 123 126 128 132

136

Figure 10
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actual/forecast ratios cannot be developed. It would appear that under
those circumstances an enlightened guess, based upon past experience
with somewhat similar products, is the only tool available.
Nevertheless, it may be possible for an experienced forecaster to
arrive at an approximate distribution. He may well have been respon
sible in the past for the introduction of numbers of other new prod
ucts and for forecasting their sales in the first year; he probably re
members how accurate his predictions were. He may, therefore, be
able to form an approximate distribution by asking himself what fore
cast level would seem to be just as likely to be over the true demand as
to underestimate it. The answer will be the median (or .5 fractile) of
his distribution. Having established this, he may next ask himself the
upper and lower limits of a range within which the true demand is as
likely to fall as it is to fall outside the range, with the “outside” values
evenly divided above and below this range bracket. These figures
will be the .25 and .75 probability levels. The highest figure that he
can imagine that demand will ever reach will be the .99 probability
level of his cumulative distribution. Similarly, he may decide what
figure is the rock-bottom minimum, below which he cannot imagine
demand falling, and make that his .01 probability level. It will then
be possible to plot these five points on a graph and to draw a smooth
curve through them, and the resulting curve will provide a useful
approximation of the demand distribution for this product until more
reliable data becomes available. The fact that it is approximate and
subjectively derived should, in the meantime, be ignored. For the
moment this distribution is the best possible and should therefore be
treated as if it were an exact distribution based upon actual sales
data collected over many periods. When actual data is available, that
data will, of course, be used and one of the forecasting systems de
scribed can be put into effect.

USING “EXTERNAL” INFORMATION
The techniques examined thus far are all concerned with the pro
duction of forecasts on the basis of factors which may be called “in
ternal” to the organization: past sales, past forecasting performance
and the forecaster’s judgment about forecast accuracy. There are
many situations, however, in which the forecaster will want to make
use of some “external” source of information in making his forecast.
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This is particularly true when a long-range sales forecast is being
made, and when the period under forecast is not indistinguishable
from past periods so that the recent actual sales figures may not be
considered as equiprobable outcomes for the next period.
The kinds of information used in those circumstances are many. It
is possible that the individuals or organizations who make up the mar
ket for a product will vary their spending patterns in accordance with
some published index such as the “gross national product” or “dis
posable income.” It may be thought that the demand experienced can
be related to some more specific factor bearing directly upon a spe
cific industry. Sales of stereo tape cartridges, for instance, may be
closely related to sales of automobile tape players, and therefore, less
directly, to sales of new automobiles. Demand for centralized air con
ditioners or elevator mechanisms is likely to be related to the index of
new building construction. In each case, some account is taken of the
estimates made by someone “external” to the organization in making
the long-term demand forecast for next year or, perhaps, the next
five years.
The examples given all suggest a “causal” relationship. It is possible
that sales of tape cartridges, for instance, depend upon and are deter
mined by sales of automobile tape players. It must be emphasized,
however, that the relationship need not be a causal one at all, or that
it may be one in which there is no way of knowing the determining
factor. However, some factor with which the demand seems to have
a relationship is sought so that the factor may be used to predict
demand. Where a factor is found which seems to correlate with the
demand, it is referred to by the general term of “correlation analysis.”
In fact, where the analysis is not confined to causal relationships, it
might more properly be called “regression analysis.”
The development of regression forecasting models is an extremely
complex subject and is, most likely, a task for the specialist mathe
matician. It will not be possible to provide more than an introduction
to the method in this study and to show its possible uses. Further in
formation may be obtained readily from the books listed in the bibliog
raphy at the end of this section.
A very simple model is used to illustrate the basic idea of a regres
sion model. (This model will be a linear regression; i.e., the line which
traces the relationship between the variable to be predicted ( dem and)
and the other variable will be a straight line and there will be only
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a single coefficient of regression.) The manager of a restaurant situated
in the terminal building of an airport is trying to forecast his demand
for the coming year in terms of numbers of meals to be provided dur
ing each week. The manager believes that he can see a relationship
between his past sales and the number of scheduled flights using this
airport and he compiles the data shown in Table 15, below.

Table 15
Number of Scheduled
Flights Per Week
680
700
780
720
700
740
800
760

Year
1964 —1st quarter
2nd quarter
3rd quarter
4th quarter
1965 —1st quarter
2nd quarter
3rd quarter
4th quarter

Number of Meals
Supplied
2,400
2,620
2,800
2,650
2,060
2,400
3,100
2,600

The problem, now, is to find the regression line which relates meals
sold to scheduled flights. Any straight line, however, may be described
by the formula: Y = a + b X. Thus, letting Y indicate the number of
meals supplied and X the number of scheduled flights, the problem is
to find the constant, a, and the coefficient, b, for this equation. This
can be done as shown in Table 16, below.

Table 16
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Year
1964 (1)
(2)
(3)
(4)

Y
2,400
2,620
2,800
2,650

X
680
700
780
720

1965 (1)
(2)
(3)
(4)
Totals:
Means:

2,060
2,400
3,100
2,600
20,630
2,579

700
740
800
760
5,880
735

462,400
490,000
608,400
518,400

XY
1,632,000
1,834,000
2,184,000
1,908,000

490,000
547,600
640,000
577,600
4,334,400

1,442,000
1,776,000
2,480,000
1,976,000
15,232,000

X2
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Two new formulas can now be introduced:
b = E (XY) — n (mean of x ) (mean of Y)
E (X2) — n (m ean of X )2
a = (mean of Y) — b (mean of X)
“n” is the number of observations to be used — in this case, 8. The
above equation is solved as follows:
b = 15,232,000 — 8 ( 735) (2,579)
4,334,000 — 8 ( 735)2
= 58,400
= 4.79
12,200
a = 2,579 — 4.79(735)
= — 942
The “a” value, —942, has little significance; it is simply an indication
of the point at which the regression line will cut the vertical (Y) axis,
and indicates that this will be at a point below the X axis. The “b” or
coefficient value is more meaningful and indicates that, within the
range of the data covered by this calculation, every new scheduled
flight may be expected to increase demand by roughly five meals per
week. If it can be determined from an airport’s traffic planning office
that in a particular period some months from now there will be 790
scheduled flights, the forecast of demand will b e:
Y = a + bX
= — 942 + 4.79 ( 790)
= 2,842 meals
A number of ways exist by which the validity of this forecast model
might be tested before use of it is made; they may be found by refer
ring to the texts listed in the bibliography.
This chapter ends with a note of caution. First, there is no evidence
about the relationship between scheduled flights and meals sold out
side the range of scheduled flights used in the calculation. If in some
future period 900 flights are scheduled, will the same relationship still
hold? That is not known, and though there is a temptation to assume
so, great caution should be exercised. Secondly, the relationship
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described here was a very simple one. In most cases the forecasting
model will have more than a single independent variable, and the
relationship will not be a simple linear one. Real-life regression fore
casting models are usually curvilinear and may involve the use of
simultaneous equations. This is a task for the specialist, and is, cer
tainly, outside the scope of this study. The example given, however, is
a sufficient introduction to the nature of regression models and the
terms in which the forecast is made. The mathematics used in the
more complicated models is not simple but may be performed readily
on digital computers, and this branch of forecasting may well become
increasingly important in future years.
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Mathematical Appendix
The relatively simple program below will compute and print the
values of M (t) for a given set of data. With a few modifications, we
could have the computer draw a graphical plot of the estimates and
the actual sales figures to offer easy comparison.

Fortran-Computer Language Program For Moving Averages
INTEGER T, TO
REALM (30), Y (30), N
READ (5,100) NUM, TO, N, M (TO ), (Y (T ),T = 1, NUM)
100 FORMAT (213,2F12.1/6F12.1)
WRITE (6,200)
200 FORMAT ( 1H1,1OX, MOVING AVERAGES' / / / / / )
DO 1 T = TO, NUM
M (T + 1) = M (T ) + (Y (T) - Y ( T - N ) ) / N
1 WRITE (6 ,2 0 1 )T ,M (T )
201 FORMAT (5X, 'M (', 12,') = ' , F12.1)
CALL EXIT
RETURN
END

The program on the following page may be easily extended to com
pute exponentially smoothed estimates corrected by trend and seasonal
factors.
It should be noticed that for both programs the numbers five and
six in the READ and WRITE statements depend on the particular
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system to be used. Similarly, the CALL EXIT and RETURN statements
are applicable only when a monitor program is in use.

Fortran-Computer Language Program For Exponential Smoothing
INTEGER T, TO
REAL K( 100), Y (100), A
READ (5,100) NUM, TO, A,K (T O ), (Y(T ), T = 1, NUM)
100 FORMAT 213, F7.3, F12.1/6F12.1)
WRITE (6, 100)
200 FORMAT ( 1H1,1OX, EXPONENTIAL SMOOTHING' / / / / / )
DO 1 T = TO, NUM
K (T + 1) = A* Y(T) + ( l.- A ) * K (T )
1 WRITE (6,201) T, K (T)
201 FORMAT (5X, 'M (', I2 /) = ' , F12.1)
CALL EXIT
RETURN
END
(Note that CALL EXIT and RETURN should be replaced by STOP
if this program is to be used as a subroutine.)
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The Stadium Catering Company
The Stadium Catering Company was formed in August 1965 by two
juniors at Dartvale College who applied for and were granted the
catering concession at the college’s football stadium. The two stu
dents, Alex Harmann and Dave Lindstrom, quickly organized their
operation and were ready to begin business when the school’s football
season opened during the second week in September 1965. The cater
ing provided by the company consisted of hot dogs and bags of hot
popcorn sold by vendors carrying trays who moved about the stadium
during the games. These vendors were all part-time employees, either
students at the school or teenagers from the town in which Dartvale
College was situated. The company had, in fact, no full-time em
ployees.
The school played usually between six and eight games in its own
stadium during the football season. The stadium was also used by a
nearby National League team for one or more games at the beginning
and end of each season. The Stadium Catering Company could thus
expect to provide food at ten games during the season. During the
spring months the stadium was used for athletic meetings and other
sporting events, but the catering concession for these activities was
awarded to other concessionaires in accordance with school policy.
The seating capacity of the stadium was 12,000 people. Attendance
at any particular game depended upon a number of factors, including
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the recent performance of the school’s team, the amount of interest in
the particular game (some games being considered key events as a
result of long-standing rivalries) and the weather. A key game on a
fine day inevitably attracted a capacity crowd. A less important game
falling on a wet or overcast day might attract only 3,000 to 4,000
people.
The demand for hot dogs and popcorn varied with factors other
than the size of the crowd. The weather conditions during the game
certainly appeared to influence sales, and more of the company’s lines
were sold on cold, dry days than on warm days or on cold, wet ones for
a given size of crowd. A further factor contributing to the demand was
the degree of excitement in the game itself. The company’s vendors
reported that during a particularly hard-fought game their sales would
fall almost to zero, while during a dull, uneventful game there would
be a steady demand for refreshments.
The problem of forecasting demand for the company’s offerings,
then, was a particularly difficult one, but it was very necessary for the
two entrepreneurs to make such a forecast. The supplies required for
the hot dogs and popcorn had to be ordered at least one day before
the game at which they were sold. These supplies were not returnable
to the suppliers if unsold, and could not be kept for sale at the next
home game, usually two weeks later. All unsold frankfurters, rolls and
popcorn were thrown away. On the evening of the Thursday before
each home game, therefore, Alex and Dave met to try to decide what
their sales might be at the game, basing their forecast upon the
weather report and upon the other factors mentioned above which
seemed to exercise some influence upon demand.
The company’s strolling vendors sold their hot dogs at a price of
$.35 each and popcorn at $.25 per bag. The cost of the materials used
was $.18 per hot dog and $.12 per bag of popcorn. Eight vendors were
employed and were paid on a fixed-fee basis of $7.50 per game.
The highest sales volume attained by the company at any one game
was approximately 780 hot dogs and 520 bags of popcorn, which
approached a complete stock-out and gave the company a profit of
$133 after paying its vendors their fees. On two particularly dismal
afternoons, however, sales had fallen to less than 400 and 300 respec
tively. At these low figures the company had suffered losses of over
$50 and had to throw away a considerable quantity of unsold food.
In late August of 1966, Dave and Alex were making plans to oper
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ate the concession again during their senior year. Both were living at
home during the summer vacation in towns not far distant from
Dartvale, and one evening Alex drove to Dave’s house to discuss the
operation of the concession during the coming football season. Alex
opened the discussion by saying:
Alex:

Well, I guess that we are going ahead with the con
cession again this year, but I can’t say that I am full of
enthusiasm. Last season was a lot of really hard work
and worry and we don’t really have a lot to show for
it. W hat did we make altogether —less than a couple
of hundred dollars each?”

Dave:

Just a minute —I’ve got the figures here somewhere.
Here we are. [Dave pulled out a sheet of paper, repro
duced as Table 1, below.] Yes, we made $125 each, and
I’d say that we really earned it.

Alex:

Right. You know, this would be a great little business
if we could send back everything we didn’t sell, and it
would be handy to know one day ahead just how
much we will sell. But as it is, we surely will not make
our fortunes.
Table 1

THE STADIUM CATERING COMPANY
Net Profit
per Game
1st g a m e ........................................................... $ 34
2nd game .........................................................
60
3rd game ......................................................... 101
4th game .........................................................
35
5th game .........................................................
1
6th g am e........................................................... (83)
7th game .........................................................
7
8th game .........................................................
15
9th game ......................................................... 133
10th game ......................................................... (52)
TOTALS ........................................................... $251
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Dave:

Alex, the whole thing depends on knowing how much
stuff to buy; I guess we are just not very good at it.
The trouble is that, even if we know a really important
game is coming up and we expect fair weather, we
still can’t bank on big sales. Just look at these two
games —State and Green. Both were great games,
both filled the stadium, but at one we sold every
frankfurter we had and made ourselves $133, and at
the other we made a miserable $35. It seems as if sales
are just a sort of random number. I wish we could
improve our forecasting, but I don’t see how. If you
have any bright ideas, just let me know.

Alex and Dave went on to discuss the problems of which vendors
would again be available for the coming season and how many new
ones should be recruited. The conversation then turned to the Dartvale
football team and its prospects in the opening game, and business was
not given any further consideration that evening.

Questions
1. Which of the forecasting techniques discussed in this study might
be relevant to this situation? Justify your choice.
2. Try to think of any way in which the calculations required in the
method you have selected might be reduced.
Dave gave considerable thought to the problem of forecasting
demand during the next few days, but failed to come up with any
solution. Finally, he decided to talk to his father, a partner in a wellknown CPA firm in the town. Mr. Lindstrom had attended a graduate
school of business administration after qualifying as a CPA and had
returned to the firm after obtaining his M.B.A. degree. Shortly after
his return from the business school he had played a leading part in
developing the management services activity of the firm, and he now
headed the management advisory services division. Dave knew that
his father kept up-to-date on major new developments in management,
particularly those of a quantitative or quantifiable nature, and won
dered if he might know of any technique which would help Alex and
him in their business venture. That evening he explained the problem
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to his father. Mr. Lindstrom listened for a while and then asked some
questions.
Mr. Lindstrom: I know you have a record of what you sold at each
game last year, Dave, but do you, by any chance,
have a note of what your forecasts were on each of
those occasions?
Dave:

Not as such, but we can easily get to it. Our books
show how much we spent on food on each of those
occasions. We can divide the amount we spent on
frankfurters, say, by what we pay per frankfurter, and
whatever the answer is, that is how many we thought
we could sell. That was our best guess. Why did you
ask that?

Mr. Lindstrom: Well, we may be able to work out some sort of ratio
between your forecasts for each game and the actual
sales which would give you a rough but useful indica
tion of how far out your estimates might be on any
future occasion. You see, Dave, you can never make a
single-value estimate with any great degree of con
fidence. You told me yourself that there seems to be a
random sort of fluctuation in the sales figures, and that
is a useful way of thinking about it. You know that
your “next best” guess is unlikely to be just right. It
might be more useful to be able to say, well, there is
a one in ten chance that we’ll sell 500 and a three in
ten chance that we’ll sell at least 400—something like
that. This sort of approach won’t tell you how many
hot dogs you will sell at the next game but it might
indicate how many to order. Now, if this sounds at all
feasible, why don’t you work out what quantities you
estimated for each game and we’ll take it from there.
[Dave immediately started to work out the required
figures, producing the list shown as Table 2, page 48.]
Mr. Lindstrom: Fine. Now, we can divide actual sales by your forecast
figure for each line and for each game, and we get a
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Table 2

THE STADIUM CATERING COMPANY
Game
1
2
3

4
5
6
7

8
9
10

Hot Dogs
Forecast
600
650
700
600
650
750
600
700
800
750

Sold
500
580
670
450
420
340
440
490
780
400

Popcorn
Forecast
400
450
550
500
550
600
450
450
550
600

Sold
300
350
470
420
380
240
300
330
520
300

series of actual to forecast ratios. [Mr
[Mr.
.M
r. Lindstrom
proceeded to work out the ratios given in Table 3,
page 49.]
At this point we have a choice of combining all of
these figures to give a single error distribution or of
building two separate distributions. If there were an
obvious difference between the two, that is, if you were
obviously much better at forecasting hot dog sales, say,
than popcorn sales, then I should favor keeping them
separate. In this case, though, the errors in both sets
seem to be of similar orders of magnitude, so we will
put them all together.
We now have to make one very important assump
tion: that there was no special set of circumstances in
any of these games that made it particularly hard to
forecast demand and that all these different degrees
of error are equally likely to occur again so far as you
know, presuming that you continue to forecast in the
same way. If you accept this assumption, then we can
go ahead and construct the error distribution. Just a
minute — let me get some squared paper. [Mr. Lind
strom obtained a sheet of graph paper and proceeded
to draw up the distribution reproduced as Figure 1,
page 50.]
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I am going to use the figures for hot dogs only, but
the same principles apply to both. Notice that I have
plotted on the paper every possible value of the actual/
forecast ratio, not just the ones which really did occur.
The “steps” up to the next probability level, however,
are where the next real actual/forecast value occurred.
Obviously, if we have ten historical actual/forecast
ratios and we are working on the assumption that they
are all equally possible outcomes for future forecasts,
then we give each of them a probability of .1.
Having plotted them, we have to try to fit a smooth
curve to the distribution. We don’t draw the curve
through the exact points at which the historical actual/
forecast figures fall. We try to take account of all the
possible values of the actual/forecast ratio, as I have
done here. And what we finish up with is a cumulative
distribution, of course.
Dave:

How do we use that?

Mr. Lindstrom: You are going to continue to make single-figure fore
casts—point forecasts—as before, but having made
them you can now use this curve to get a general idea

Table 3

THE STADIUM CATERING COMPANY
Actual/Forecast Ratios
Game
1
2
3
4
5
6
7
8
9
10

Hot Dogs
0.83
0.89
0.96
0.75
0.65
0.45
0.73
0.70
0.98
0.53

Popcorn
0.75
0.78
0.85
0.84
0.69
0.40
0.75
0.73
0.95
0.50
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Cumulative Probability ( P ) Distribution of Actual/Forecast Ratios

Figure 1
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of how wrong your forecast is going to be. Let’s say
that you forecast sales of 600 hot dogs. There is a 50
per cent chance that actual sales will be only 462 or
less. I get that figure by taking the .5 position on the
vertical probability scale, reading across to the smooth
curve, and then reading down to the horizontal
actual/forecast scale, which gives me .77. So, if you
forecast 600 and your error ratio is .77, you get:
actual = .7 7 (forecast)
= .77 ( 600)
= 462
You can in fact build up a whole probability dis
tribution for any particular forecast, and draw a curve
of that too. And there is a very good reason for doing
so, because once you have a probability distribution
of sales for any particular forecast then you can plug
in your cost and profit figures and work out your ex
pected return for that forecast level. It would be a
tedious job to work out the full distribution for every
level of probability from .01 to .99, of course, but
luckily we don’t have to do that. We can use a very
useful shortcut. W hat we do is to divide the probabil
ity scale into ten equiprobable brackets, each having
a total probability of .10, and then take the midpoint
of each bracket to represent the whole bracket. Let
me show you on the graph here. [See Figure 1 on the
opposite page.]
Now, at each bracket midpoint, that is the points
.05, .15, .25, and so forth, we read across to the curve
and down to the actual/forecast scale, and we have an
approximation of this distribution which is quite ade
quate for our purposes. This is what we get. [At this
point Mr. Lindstrom jotted down the figures repro
duced as Table 4, page 52.]
Now, we are going to convert this approximated
distribution to an expected value, by working out the
cash flow resulting from each level of sales. Again, we
can take a shortcut. We are going to compare the ex
pected cash flow resulting from buying different
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amounts of hot dogs. W hat we are saying now is that
you are not going to buy 600 automatically just be
cause your best single-point estimate is 600. We are
trying to find out what is the optimum number to buy,
given the probable spread of errors in your forecast.
The number of vendors you employ doesn’t depend on
your forecast, if I understand you correctly. You
always use eight boys?
Dave:

Sure, we have eight regulars. We don’t try to match
the number of sellers to the forecast.

Mr. Lindstrom: Then we can leave them out of our calculation. Think
of them as overhead if you like; they don’t alter the
relative cash flows arising from different buying poli
cies. The cash flow is very simple to calculate, then. If
the number of hot dogs you buy is P and the number
you sell is S, the cash flow for any given point will be:
cash flow = 35S-18P.
Now, take any one value of P —say, 550. We can
work out the expected value of your policy using
P = 550 and taking the S values from our probability
distribution. [Mr. Lindstrom proceeded to evolve the
figures given in Table 5, page 53.]
There you are — the expected cash flow on hot dogs
with a forecast of 600 and a purchasing policy of

Table 4

Actual/Forecast Ratio
.48
.57
.64
.69
.74
.79
.84
.88
.93
.99
52

Probability
.1
.1
.1
.1
.1
.1
.1
.1
.1
.1

Indicated
Actual Sales,
Given Forecast = 600
288

342
384
414
444
474
504
528
558
594
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Table 5

(1)
Expected Sales
(from Table 4)
288
342
384
414
444
474
504
528
558
594

(3)
Expected Cash Flow
(2 )x(3)
Probability Using 35S-18P, P= 550
$ 0.2
$ 2
.1
2.1
21
.1
3.5
35
.1
4.6
46
.1
5.6
56
.1
6.7
67
.1
7.7
77
.1
8.6
86
.1
9.6
96
.1
10.9
109
.1
Total $59.5
(2)

P = 550 comes to $59.50. Now you work out the value
for different values of P, find the one that maximizes
the cash flow, and there is your policy. Do the same
thing for popcorn, using the popcorn actual/forecast
ratios, and optimize that as well.
Dave:

But, Dad, if we work out all that for every possible
number of hot dogs we could buy, even if only be
tween 400 and 600, it’s going to take a week!

Mr. Lindstrom: It certainly is. Luckily there is one more shortcut we
can take. You don’t need to work out every possible
value. This is where you can use a “sensitivity” kind
of approach. Take one or two values at random first
and see what cash flows you get, and then decide
where to take the next. See if you can narrow it down.
Suppose you take four different P levels and get the fol
lowing results:
Number bought (P)

Expected cash flow

300
450
550
600

$25
45
59
40
53

Then, there is good reason to assume that there is no
need to try any more values of P below 450. You s till
don’t know which side of the 550 your optimum may
be on, though, so you might want to try P=525 and
P=575, next. Do you get the idea?
Dave:

I certainly do. Dad, I’m impressed. How much are
you going to charge me for all this consulting?

Mr. Lindstrom: Don’t worry, Dave, I’ll send you a bill.
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Cassidy’s Corner Store
Background
One Saturday evening in the summer of 1966, Mr. Michael Cassidy,
sole owner and manager of Cassidy’s Corner Store, inspected the con
tents of four cases of grapefruit that had been in his store for a little
more than a week. The appearance of the fruit was not encouraging.
He decided that by the time he re-opened his store on the following
Monday it would be completely unsaleable so he sadly moved it out
to where his refuse was collected. Sitting in his apartment over the
store later in the evening, Mr. Cassidy thought to himself that all too
frequently he was required to throw away perishable commodities
such as fruit, milk and cream, and even frozen foods on occasion. The
problem was knowing just how much to buy. If he did not order
enough, his customers would go away unsatisfied. He would lose the
profit on the sale and, worse still, he would probably lose another cus
tomer to the Mammoth Mart at the new shopping center just a few
blocks away. If he bought too much and had to throw it away, it
absorbed the profit on a good proportion of the commodity he had
sold. It was all a question of “hitting it just right,” and how could one
do that?
Cassidy’s Corner Store was at the junction of two streets in the resi
dential area of Plantersville, a small town in the northern part of
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Pennsylvania. Plantersville was an industrial township, originally
founded as a railway junction and now the site of four small engineer
ing firms and the local lumber industry. The population in 1966 was
a little under 7,000. A small shopping center with various specialty
shops existed, grouped around High Street, and there were a number
of smaller neighborhood stores, all much like Mr. Cassidy’s, situated
in the residential areas of town. These neighborhood stores sold a
varied mixture of foodstuffs —fresh fruit and vegetables, dry goods,
frozen foods, candy and soft drinks. Two of the stores had been closed
down during the past three years, and the owners of the others, Mr.
Cassidy included, lamented that this kind of business was becoming
more and more unprofitable every day.
A major cause of the trouble the smaller storekeepers were experienc
ing was the development of supermarkets in Plantersville. One such
store, the Shoporama, had been in existence for some years on a site
just off High Street in a low-rental area close to the railway tracks. In
mid-1965 a second, the Mammoth Mart, had opened as major tenant
of a large new shopping center on the main road about three blocks
from Cassidy’s Corner Store. Mr. Cassidy and the other small store
keepers realized that their own trade was suffering very seriously, and
felt that they were being forced into the position of “supplementary”
suppliers. Most local families did the major part of their shopping at
one of the supermarkets once or twice a week. The neighborhood
stores were used increasingly as places to call for things they had for
gotten to buy at the supermarket, or at which they could do a little
extra shopping when they ran short of something in the middle of the
week. This developing pattern increased the small storekeeper’s prob
lems of deciding what and how much to stock. The supermarkets
enjoyed a comparatively predictable demand for most of their lines of
stock. The corner stores, however, used increasingly for casual
“standby” shopping, found that demand for many of their lines
appeared to be almost random, and their inventory problems presented
considerable difficulties.
These problems had been worrying Mr. Cassidy more and more
during recent weeks, as the hot summer weather intensified the spoil
age problem. His profits during the previous year had been very slim
—less than $10,000. Mr. Cassidy enjoyed his life as a storekeeper and
had no wish to close his store and work for someone else for a guar
anteed wage. He believed that it would be possible for stores such as
his to survive in the face of competition from their larger rivals. The
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neighborhood stores had limited overhead costs, were usually run
by the owner and his wife without additional help, and offered a
degree of service and convenience which the supermarkets could not
approach. The pricing policies of the big stores gave them a great
advantage, of course, but Mr. Cassidy felt that his most serious prob
lems were spoilage, the overstocking of some lines so that they re
mained on his shelves for months, and the understocking of other
lines. He wondered what he could do about them and began to think
that, even for so small a business as his, some outside advice might
well be necessary.

Questions
1. What techniques do you think might be of use to Mr. Cassidy?
2. What do you estimate the cost of such techniques to be?

First Meeting with Mr. Van Dalen
One morning during the following week, Mr. Cassidy called at the
office of his CPA, Elmer Van Dalen. Mr. Van Dalen assisted Mr.
Cassidy in the preparation of his tax returns each year, and had de
signed a simple bookkeeping and stock-record system for him some
years previously.
Mr. Van Dalen was a local practitioner whose clients were pre
dominantly in the Plantersville area. He was instrumental in helping
to upgrade the economic conditions in the area and was subject to
numerous calls for advice. His practice was largely that of tax return
preparation and advice, accounting system implementation, and con
structive services extending largely from his involvement in year-end
closings.
Normally, Mr. Van Dalen billed on an hourly basis at $15 per hour.
However, this standard rate was always adjusted on the value of
services rendered concept; closings and bookkeeping services billings
were usually reduced by a 20 per cent hourly factor and tax planning
and constructive services increased by a 20 per cent hourly factor.
Mr. Cassidy was well satisfied with the services Mr. Van Dalen had
performed for him, and placed considerable confidence in the CPA’s
judgment. Thus he seemed to be the obvious person to talk to about
the problems that were troubling Mr. Cassidy. Mr. Van Dalen greeted
his client warmly.
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Mr. Van Dalen: Good to see you, Mike. How are you?
Mr. Cassidy:

Oh, keeping well, but I have one or two problems in
the business that I should like to talk to you about.
I don’t know if it falls into your line of business at
all —you couldn’t really call it an accounting prob
lem. I just don’t know anybody else I can talk to
about it. That’s why I called you.

Mr. Van Dalen:

Well, we try to do more for our clients than fill in the
tax forms and make sure the dollars and cents add
up —in fact, you might be surprised at the range of
problems people bring to us. W hat’s on your mind?

Mr. Cassidy:

I have been wondering how much of any line I
should stock —especially perishables. A lot of things
spoil and I have to throw them away —you know I
can’t afford to do that very often. On the other hand,
I can’t afford to turn customers away —I don’t get
enough of them. This problem is costing me a lot of
money, and I don’t know what to do about it. What
I’m asking is if you know of any system that could
be put into a place as small as mine and that wouldn’t
cost too much.

Mr. Van Dalen:

I don’t know of any system that would solve this one
for you, Mike. With a small business like yours, I’m
not going to suggest putting in an elaborate forecast
ing system for every line you handle. I don’t really
think we are looking for a system at all: what I may
perhaps be able to do is suggest to you a framework
for analyzing your ordering problems. Maybe we
can get some idea of the limits within which your
sales of various lines are likely to fall, and then go
on from there to look at the question of what you
should do about it. Look, give me a couple of days to
think about this; after that, we’ll get together again.”

Mr. Van Dalen Explains His Ideas
Three days later Mr. Cassidy returned to the office. Mr. Van Dalen
welcomed him; then, after exchanging views on a number of local
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matters, the two men began to discuss Mr. Cassidy’s problem.
Mr. Van Dalen:

Mike, I think I know how you should go about this.
Now, I am going to talk about one particular line,
but the principles of what I am going to suggest
would be just as applicable to any of your other lines.
W hat is a line you have spoilage trouble with —dairy
products?

Mr. Cassidy:

Sure, that line gives me problems, but not as many as
produce does. I can order milk when I need it, but
my produce wholesaler only comes around every ten
days or so. I can keep my milk stock pretty small,
but on the produce I have to stick my neck out. Take
grapefruit: I buy it by the case —about 40 fruit to
the case. Usually I buy about eight cases to see me
through until I can reorder. Well, sometimes I run
short a couple of days before I get my new supplies,
and sometimes I have three or four cases left on my
hands after ten days, and have to throw them away.

Mr. Van Dalen:

Let’s use grapefruit as our example, then. Now, I
can’t tell you any way of being able to forecast how
many cases you will be able to sell in the next ten
days, and I don’t think anybody else can. W hat I am
going to do is suggest a way of thinking about the
problem that will give you first a good guess at what
the likeliest figure is and second, probably more im
portant, some idea of how wrong you could be. Then
maybe we can throw in a few costs and prices and
see how you can assess the different possible out
comes of stocking different quantities in terms of
dollars and cents. Does that make sense to you?

Mr. Cassidy:

Sure, that sounds like a real help. Tell me more.

Mr. Van Dalen:

The basic idea is to think in terms of probabilities.
You know what I mean when I say that the probabil
ity of a tossed coin coming down heads is one-half
or a 50-50 chance. We would call that a probability
of .5. Anything which is certain, such as the chance
that it will be either a head or a tail, we call a proba59

Table 1

Number of
Cases Sold
less than 3
3
4
5
6
7
8
9
10
less than 10

Number of Periods in Which
This Number of Cases Sold
0
2
4
7
11
5
4
2
1
0
Total 36

Relative
Frequency
0
2/36
4/36
4/36
11/36
5/36
4/36
2/36
1/36
0

bility of 1.0, and anything which is pretty certain to
be impossible we give a probability of zero. So, we
can indicate the probability of any event by giving it
a figure somewhere between zero and one.
Now, when we come to talk about the probability
of something as uncertain as the number of cases of
grapefruit that you will sell next week, you may say
it is impossible to put a figure to it and, technically,
you are right. But you do have to make a decision,
and I feel that you can make a very useful working
approximation if you will base your probability for
various levels of demand on the number of times
you have sold that number in one period in the past.
In other words, if you have sold six cases in a ten-day
period more often than you have sold nine cases, you
should give six a higher probability. We can go a
step further and say that the probability you give to
each possible number of sales will be based on the
number of times you have experienced that demand
relative to the number of times you have sold all
other possible numbers of cases. Let me illustrate
this. Say that in the past year you have had 36 time
periods of ten days each and that you had these
results. [Mr. Van Dalen then sketched the informa
tion given as Table 1, above.]
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Now, if you just convert these “relative frequency”
fractions to decimals, we arrive at their probabilities.
Once we have the probabilities, we can work out
what we call the mean of this set of probabilities. A
mean is just a weighted average, using the various
probabilities we have calculated for the different
numbers as the weights. Take a look at these figures
[see Table 2, below].
The mean of your probability distribution is
around six cases, and this would be one possible spot
forecast you could use. But we want to go a step
further and look at the possible spread of sales. Just
what are the highest and lowest sales you should con
sider as practical possibilities? We can get a feel for
this by working out what is called the standard
deviation.
[At this point Mr. Van Dalen explained the idea of
variance and standard deviation to Mr. Cassidy, and
performed the calculation reproduced as Table 3,
page 62].
The variance here is 2.76, and the standard devia
tion is the square root of the variance, which is about
1.65. Now, this is the measure we are going to use to
get a feel for the spread of the possible sales. We can
say that there is a good chance that, in about two
Table 2

(1)
Number of Cases Sold
less than 3
3
4
5
6
7
8
9
10
more than 10

(2 )

Probabilities

( 1) x (2 )

0

.06
.11
.19
.14
.11
.06
.03

.18
.44
.95
1.80
.98
.88
.54
.30

Totals 1.00

6.07

.30
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Table 3

(1)
(2)
Number of
Cases Sold Probability
3
4
5
6
7
8
9
10

.06
.11
.19
.30
.14
.11
.06
.03

(3)

(4)

Deviation

( Deviation)2

( 2 ) x (4)

9.42
4.28
1.14
0.005
0.86
3.72
8.58
15.44

0.57
0.47
0.22
0.002
0.12
0.41
0.51
0.46
2.76

3-6.07 = —3.07
4-6.07 = —2.07
5-6.07 = —1.07
6-6.07 = —0.07
7-6.07 = +0.93
8-6.07 = +1.93
9-6.07 = +2.93
10-6.07 = +3.93
(number sold
minus m ean)

periods out of three, your sales are going to be within
the range of 6.07 ± 1.65 cases. Rounded off, that
means between, say, 4½ and 7½ cases. We can also
say that only in about one period in 20 will your sales
be outside the range 6.07 ± 3.3, say between 216
and 916 cases.
Mr. Cassidy:

Well, I guess that is very interesting, but I’m not
sure it helps me too much. Even 416 to 716 cases is
quite a range. I guess all I can say on the strength of
this is that eight cases is too much to order, but what
is the best number? Five? Six? Seven?

Mr. VanDalen:

Hold on, Mike, I haven’t finished yet. Let’s start
putting some cash values into the calculation. How
much do you pay for the cases of fruit, and how
much do you sell them for?

Mr. Cassidy:

Well, the price varies according to the season, of
course, but right now I am paying $3 a case. I sell
them in small quantities, three or four at a time, but
I suppose it works out to about $5 a case.

Mr. Van Dalen:

Right —what we will do now is use our probability
assessments to work out the results of stocking five,
six, or seven cases —or any other number —in terms
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of your cash flow. Let us say, first of all, that you buy
five cases. We can then say how much your cash
flow will be at various levels of demand [See Table 4,
page 64].
Obviously, if you only stock five cases, then you
can only sell five cases, no matter what the demand
may be —that is, no matter how many you could
have sold if you had had them. Right? Well, you
can do a similar calculation for every other possible
policy, such as buying six cases, buying seven cases,
and so forth. Let us just confine ourselves to those
three possibilities in the interest of simplicity. We can
put the results into a table [See Table 5, page 64].
Now, on the basis of this table it would be very
simple to decide how many to stock if you knew how
many cases your customers were going to demand but,
unfortunately, you don’t. So, what we have to do is
add in the probabilities we worked out earlier. We
will use these probabilities as weights again, as we did
when we worked out the mean. This is how it will look
[See Table 6, page 65].
Now, all we have to do is add across all the column
entries in each row and we have the expected return,
in terms of cash flow, for each possible stock policy,
like this :
Stock 5: $0+0.55 +1.90+3.00 +1.40 +1.10+0.60+0.30
Total = $8.85
Stock 6: $0.18+0.22+1.33+3.60+1.68+1.32+0.72+0.36
Total = $9.05
Stock 7: $0.36+0.11+0.76+2.70+1.96+1.54+0.84+0.42
Total = $7.75
Now, we can compare the totals and it is imme
diately obvious that of the three policies we have
considered here, the best one, given probabilities we
are using, is to stock six units. You can confirm this
by doing the same calculation for the other possible
policies, stocking less than five or more than seven,
but in view of the standard deviation figure we calcu
lated, it is very unlikely that any stock policy outside
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Table 4

No. of Cases
Demanded

No. of Cases
Bought

3
4
5
6
7
8
9
10

5
5
5
5
5
5
5
5

Out

Cash Flow
In

Net

(3x5)
(4x5)
(5x5)
(5x5)
(5x5)
(5x5)
(5x5)
(5x5)

(5x3)
(5x3)
(5x3)
(5x3)
(5x3)
(5x3)
(5x3)
(5x3)

0
5
10
10
10
10
10
10

Table 5

Number of Cases Demanded

Policy: Number
of Cases Stocked

5
6
7

4
5
3
$ 0 $ 5 $10
$ -3 $ 2 $ 7
$ -6 $ -1 $ 4

6
$10
$12
$ 9

7
8
$10 $10
$12 $12
$14 $14

9
$10
$12
$14

10
$10
$12
$14

the five through seven range is optimal. Does all this
make sense, Mike?
Mr. Cassidy:

It certainly does. This is rather a lot to absorb at one
sitting, and I want to go away and look over these
figures and let the idea sink in. But it looks at the
moment as if this may be just what I need. I suppose
that I do this same sort of calculation for every item
in stock?

Mr. Van Dalen:

That’s up to you, Mike. All this has a cost in terms of
your time. You might want to decide which lines you
are most worried about and concentrate on those
first. But the same general principle applies to all of
them.

Mr. Cassidy:

Elmer, you’ve certainly given me something to think
about. I shall probably have problems when I start
trying to apply this, and I’ll be back to see you again.
But I think you have done a real service here. I’ll be
seeing you.
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Number of
Cases
Stocked
12x.30
3.60
9 x .3 0
2.70

$—6 x .06—1 x .1 1
4 x .l9
$-0.36
—0.11
0.76

7

10x.30
3.00

.30

6

1.33

1 0 x .l9
1.90

.19

5

$ - .3 x .062 x .1
$-0.18

7 x .19
0.22

5 x .11
0.55

$0x.06
$0
1

.11

.06

4

6

5

Probability:

3
.14

1 4 x .14
1.96

1 2 x .l4
1.68

1 0 x .14
1.40

7

8

.11

9

1 4 x .11
1.54

1 2 x .11
1.32

1 0 x .11
1.10

Number of Cases Demanded

1 4 x .06
0.84

1 2 x .06
0.72

10x.06
0.60

.06

1 4 x .03
0.42

1 2 x .03
0.36

10x.03
0.30

.03

10

Table 6
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The Centurion Cement Company
One day in May 1967, the president and chief executive of The
Centurion Cement Company, Romney Robinson, sent for the com
pany’s production control and sales managers, John Jennings and Paul
Madden. The controller, Robert Blumberg, was already present in Mr.
Robinson’s office where the two executives had been discussing the
March production reports which had arrived that morning from the
company’s four plant managers. The following dialogue is extracted
from the subsequent meeting.
Mr. Robinson:

I called you in because I want to talk about these
latest production reports. John, you have seen them,
but I don’t know if Paul has. I’m very unhappy about
our production levels. Not one plant operated at
more than 82 per cent capacity last month, and Pine
Bend was down to 75 per cent. You all know as well
as I do that we are not making much money at that
level of output: I don’t even know if Pine Bend is
covering its costs at that level. Bob?

Mr. Blumberg: We’re just about breaking even. We reckon that all four
plants start making some profit at 80 per cent capacity.
Mr. Robinson:
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That’s what I thought. Now, how did we get ourselves
into this situation? Here we are only four months into
the current production plan and we are running well
below the volumes we planned for. That production
plan was based on your sales forecast, Paul, and you
forecast sales at about 5 per cent above this period

THE CENTURION CEMENT COMPANY

last year. W hat happened, and where do we go from
here?
Mr. Madden:

Sales so far this year have been lagging behind last
year’s figures and are much lower than what we fore
cast. I’m sure this is a short-term thing. The best guide
we have to our future sales is new building construc
tion, and that is what we base our forecasts on. There
are two definite trends: new construction is increas
ing, and an increasing proportion of that new con
struction is using concrete instead of other forms of
construction. In the long run our sales have to follow
these trends, and I still think that my forecast of sales
for the year won’t be far off. But we do have short
term fluctuations around these trends. We don’t fully
understand them and we certainly can’t always see
them coming. For the past couple of months we have
been in one of these downward fluctuations. We kept
production up to plan in February and built up some
stock, but last month John decided to cut the schedules.

Mr. Jennings:

Yes, I didn’t have much choice. The storage capacity
in the plants is pretty limited as you know, and by the
first week in March we didn’t have any more room.
I always try to keep production at a steady level and
use what storage room I have to absorb the fluctua
tions in demand, but I am now in the situation of hav
ing no flexibility left.

Mr. Madden:

I have been talking to John about the possibility of
renting some storage space somewhere and building up
more stock, but he doesn’t think it is practicable. I’m
worried that if we cut production back too far now
we may have trouble filling orders later in the year.

Mr. Blumberg: I’m afraid John is correct. The cost of transportation is
a critical factor in our costing, right? Any double han
dling and any additional transport cost will just about
wipe out our profit margin. Now, the chances are that
we could find warehouse space somewhere but cer
tainly not bulk storage silos. That means bagging all
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the excess. That means even greater handling costs,
and we might have some difficulty selling it even when
demand does turn up. You know as well as I do, Paul,
that we are selling more in bulk and less in bags all
the time. I certainly hope that you are right about
this being a short-term slack period and that your
forecast for the year is correct —it will make an awful
mess of our profit planning and cash flow budgeting
if you are wrong.
Mr. Robinson:

Yes, and there is something else worrying me even
more than that. We spent a lot of time on the pro
posals for modernizing South Willow and putting in
a new kiln there. We have to make a decision to go
ahead pretty soon if we want the new capacity to be
available in 1968. The question is whether we really
want that new capacity? How good is the demand
forecast that we are using in that study? Paul, I want
you to do some serious thinking about the way we do
our sales forecasting. You will probably want to put
somebody on it full time, and I want you to give it
top priority. See me as soon as you have something to
talk a b o u t. . . .

Background
The Centurion Cement Company operated four cement plants in
the states of Pennsylvania and Ohio. The company had been founded
in the first decade of the twentieth century and had operated profit
ably throughout its existence except for two periods of recession, in
the mid-1930’s and early 1940’s. In common with most companies in
the industry, the management of Centurion had laid the blame for
the recessions on overcapacity in the industry. Rising demand for con
crete in the late 1940’s and middle 1950’s had led the management of
Centurion to increase the company’s productive capacity considerably:
two of the four plants had been built at this time and one of the two
existing ones had been extensively modernized. Nevertheless, manage
ment was still very conscious of the dangers of surplus capacity in the
industry, and suspected that this was in fact already appearing in
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some areas. There was not yet any indication of overcapacity in the
Pennsylvania —Ohio area, however.
The production of cement is characterized by the use of large-scale
capital equipment and by relatively small labor requirements. Fuel
costs for the heating of the kilns is an important item, and large kilns
offer better fuel economy than smaller ones—a factor which has led to
the building of large plants and a rapid increase in industry capacity.
The raw materials, basically limestone and silica, are inexpensive and
readily available, and material costs are, therefore, not of prime im
portance in this industry.
The cost of transportation of the finished cement is a very important
factor and has, in the past, been a major determinant of the structure
of this industry. The high delivery cost in relation to the value or, in
other words, the high bulk to value ratio of the product has been a
major factor in keeping the industry fairly local in character. The area
which may be supplied by any particular plant is limited by the trans
portation cost, and, although a number of large companies do exist in
the industry, they remain multi-plant operations. The average size of
cement plant has been increasing, however. Increases in scale produce
large incremental increases in efficiency which may be used to offset
transportation costs so that a large plant may supply an area of larger
radius than a smaller plant. Thus the industry is expanding and, there
fore, capital budgeting and long-range planning decisions concerning
future plant capacity are of vital importance to continued profitability.

The Forecasting Process in The Centurion Cement Company
Responsibility for sales forecasting in The Centurion Cement Com
pany was vested in the company sales manager, Paul Madden. The
function was in fact performed by Mike Hovewood, one of five sec
tion supervisors reporting to Mr. Madden. Two types of forecasting
were performed, long-term and “year ahead.” The long-term forecast
ing was used primarily in support of plans for the construction of new
production facilities and the repair or modernization and extension of
existing facilities. The planning horizon for projects in this group was
five years. In preparing forecasts of this kind, Mr. Hovewood
attempted to make use of recent trends in the company’s sales and to
project forward any trend which could be identified. His other basic
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Table 1

Total Annual Cement Sales
Year

Shipments

1957
1958
1959
1960
1961
1962
1963
1964
1965
1966

4.2 million barrels
4.6 million barrels
5.1 million barrels
5.8 million barrels
5.5 million barrels
5.9 million barrels
6.2 million barrels
6.4 million barrels
6.5 million barrels
6.8 million barrels

source of data was the record of expenditure on new industrial plants
and building facilities published by the U. S. Department of Com
merce. The procedure may best be illustrated by means of the long
term forecast made in connection with the proposed new facilities at
the South Willow plant which were under active consideration at the
time of this case. Table 1, above, depicts The Centurion Cement Com
pany’s sales during the previous ten years.
There had thus been a general upward trend in the company’s
sales, interrupted only in 1961, and Mr. Hovewood assumed that this
trend was likely to continue into 1967. The growth pattern was closely
tied to the upward trend in industrial building and new road con
struction in the areas served by Centurion. No estimate of new build
ing construction during 1967 was available to Mr. Hovewood, but the
published figures for the past seven years indicated a growth rate of
between 0 and 10 per cent per annum, with an average of 6 per cent
and median of almost 5 per cent. In Hovewood’s words:
“All the indications seemed to be that our sales would continue to
increase during 1967 though it was difficult to say by how much. In
the absence of any other evidence, I decided that the best forecast
was that the growth rate we had experienced in the previous year
would continue. 1966 sales had been 4.6 per cent up on 1965, so I pre
dicted a 5 per cent increase in 1967. Mr. Madden saw no reason to
disagree, and that was the figure used in our planning this year.”
Madden and Hovewood realized that, even if the sales of cement
for the year should prove to be exactly what they had forecast, there
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would be considerable variation in deliveries from month to month,
depending upon the weather, the starting and completion dates of
major construction projects, transportation problems, and so forth. The
company’s operating procedures required the sales department to pro
vide the production control department with a monthly production
request, however. Three weeks’ lead time was required, so that the
sales department’s June requirements had to be announced to produc
tion by the end of the first week of May. The method used for this
short-term forecasting was to anticipate a fairly high monthly figure
during the opening months of the year. This figure was usually slightly
more than the average monthly demand expected over the year. Then,
if sales in the early months proved, to be lower than forecast and in
ventory began to accumulate, the forecast for subsequent months
would be adjusted downwards. The estimated total sales forecast for
1967, on the basis of a 5 per cent increase over 1966 totals, was 7.14
million barrels, giving a monthly usage of:
7,140,000
— 595,000 barrels
12
This figure was rounded to 600,000 and this was the production re
quirement submitted for the months of January and February 1967.
Actual demand proved to be considerably below this figure, with the
result shown in Table 2, below.
By the end of February the stock of unsold cement on hand was
approaching the limit the company was able to store, and production
was asked to take emergency action to reduce the production schedule
for March, which had been based upon the sales department’s request
of three weeks previous. The April production request, then being
Table 2

Opening
Inventory

Production

Deliveries

Closing
Inventory

480
510
505
515

390
480
525
510

(in thousands of barrels)
Ja n u ary ...............................
February ...........................
M a rc h .................................
April ...................................
May ...................................

270
390
480
525
510

600
600
550
500
475
(scheduled)
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prepared, was reduced to 500,000 barrels, representing only 76 per
cent of capacity. Mr. Madden had again reduced his May production
request to 475,000 barrels, at which level most of the company’s plants
would be operating below their break-even points.

Reviewing the Forecasting System
Immediately after the meeting with the company president, Madden
returned to his office and called in Mr. Hovewood. He related to
Hovewood the discussion which had taken place and Mr. Robinson’s
directive, and the two men started to examine ways in which the com
pany’s sales forecasting might be improved. During this session Mr.
Madden said:
“Mike, I still think that our forecast for total sales for the year is a
sound one. I’m sure this is a very temporary slowdown: the bad
weather in the first three months this year slowed up a lot of construc
tion jobs, and I’m sure that things will now start to pick up. But I am
very worried about our short-term forecasting. Sales so far have aver
aged 503,000 barrels a month. If we had put in production requests
for 525,000 or thereabouts, all the plants would have been left at or
above breakeven and we would have had a manageable inventory
build-up. By running at 600,000 we have built up so much stuff that
the plants are going to be working below the break-even point for the
next two months, at least until we move some of it. We have to
do better than this; we need a new forecasting system and we need
it fast.”
Mike Hovewood had read in a management journal that techniques
based upon the use of moving averages were available for forecasting
use, and suggested using a moving average to forecast the company’s
monthly cement sales. Mr. Madden agreed and suggested that an effec
tive way to test the usefulness of the method might be to take the
known monthly sales data for 1966 and to see how closely a forecast
based upon moving averages might have followed actual sales during
the period. A six-month average was chosen, and the actual sales were
recorded on a graph and compared with the forecast produced by this
method. The results are portrayed in the diagram shown as Figure 1
and analyzed in Table 3, both on page 73. Mr. Hovewood later said:
“We plotted these forecasts on the sales chart and it did not look
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Table 3

Actual
Demand

Period
January 1966........................................
February 1966 ....................................
March 1966 ..........................................
April 1966 ............................................
May 1966 ............................................
June 1966 ............................................
July 1966..............................................
August 1966 ........................................
September 1966 ..................................
October 1966 ......................................
November 1966 ..................................
December 1966 ..................................

Forecast
on Six-Month
Moving-Average Basis

535
510
530
525
565
540
585
595
590
620
600
590

544
542
537
535
532
536
534
543
557
569
583
589

Figure 1
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Sales
volume

--------Actual sales
--------Forecast sales

Sales period 1966
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very promising. All we seemed to have done was smooth out the fluc
tuations in sales, which was no help; as a basis for our production
requests the forecast was pretty useless. We would have produced too
much in January through March and been out of stock in October and
November. The problem seemed to be that we needed a forecasting
procedure which would respond more quickly to changes in demand
as each month’s actual sales figures became available. The six-month
moving average gave us a picture of the general trend of sales, but for
forecasting purposes we needed less smoothing and more sensitivity.
We experimented with a three-month moving average but found this
also unsatisfactory. Finally we realized that we would have to get help
from somebody who knew more than we did about forecasting meth
ods, so Paul approached the president, Mr. Robinson, about bringing
in a consultant.”
On May 30, Madden had a further interview with Mr. Robinson.
After describing the progress he and Hovewood had made, Madden
suggested that to develop better short-term forecasting the company
would require more sophisticated mathematical techniques and that
the advice of a consultant with previous experience in this area would
be invaluable. The president readily agreed with this suggestion and
instructed Mr. Madden to approach a local CPA firm, Raymond
Godsall Associates, which had a well-regarded management services
department and to set up a meeting with a representative of the firm
as early as possible.

Questions
1. As the consultant in this case, what would you do first? Why?
2. W hat forecasting techniques would you consider, and which
would you try first?
3. On the basis of what criteria would you decide which technique
to recommend?

A First Meeting with the Consultants
Mr. David Winslow, senior partner in the management services
department of Raymond Godsall Associates, visited the Centurion
Company during the first week of June. Present at the meeting held
on this occasion were Madden, Hovewood and the production control
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manager, Mr. Jennings, together with Winslow and one of his asso
ciates, Clarke Hoffner. Mr. Madden outlined the problem and the
work done up to that time, and produced graphs of company sales in
recent years. After some general discussion, Mr. Jennings asked
Winslow if the problems being encountered in Centurion were com
parable to any he had worked on in other companies, and if he had
any idea what techniques might be useful to them. Mr. Winslow
replied:
“Well, this is basically similar to many of the short-term forecasting
problems we have seen. I think you were going in the right direction
when you started looking at moving averages, although, as you dis
covered, simple moving averages react very slowly to changes in the
unknown quantity you are trying to forecast. There is a serious timelag, and things can go very wrong during this lag. I think the answer
is going to be one of the exponential smoothing techniques. These
techniques are essentially moving averages combined with a weighting
factor which gives more weight to the more recent data and, therefore,
produces a faster reaction to change.
“We’ll have to spend some time pushing figures before we can place
confidence in just which smoothing technique to use, however. We
have to decide whether we want simple smoothing or a more compli
cated technique using trend factors and seasonal factors, and we have
to decide what weights to use. You have some pretty abrupt changes in
sales from month to month here, and I think we’ll need to use a fairly
high weight. Most probably we shall have to develop a number of
different schemes and compare them with actual data for past periods,
just to see where we get the best fit. I’m going to let Clarke stay with
you for a while and start working out some forecasting procedures.
I suggest that we get together again as soon as he has something to
show us.”

Developing New Forecasting Techniques
Clarke Hoffner began working with the Centurion Company on the
day following the meeting. His first action was to obtain from Mike
Hovewood graphs of the monthly sales totals over the past three years,
and he spent some time looking over them trying to develop a feeling
for any patterns and trends which might exist: the management serv
ices department considered that time spent in this way often saved
considerable effort which might have been wasted in using inappropri
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ate smoothing techniques. After close examination of the data, Mr.
Hoffner decided that there was no marked seasonal pattern to the
company’s sales, even though severe weather conditions had resulted
in unusually low sales during January and February in two recent
years, and that he would not use a smoothing formula which included
a seasonal adjustment factor. The existence of a general upward trend
made it desirable to experiment with a trend-factor formula although
the marked fluctuations around the trend line made Hoffner wonder
whether a simple formula with no trend factor might provide more
accurate forecasts. Finally, he decided to use the last full year of 1966
plus the first four months of 1967 as the basis for his evaluations and
to prepare forecasts on the basis of both simple and trend-adjusting
formulas and with differing weighting factors. The forecasts would be
compared with the actual sales data recorded in 1966, and, as an addi
tional control, with the simple six-month moving average forecast
prepared earlier by Mr. Hovewood.
The initial set of forecasts used the straight-forward smoothing for
mula without trend adjustment, and employed a weighting factor
(applied to the most recent month’s actual sales data) of 0.3. The
formula used was:
forecast for
next period = A (new actual sales) + 1 — A (previous forecast)
where A = weighting factor.
The results produced using this method and a weight of A = 0.3
were as shown in Table 4, page 78 and Figure 2, page 77.
It became apparent from visual inspection alone that the exponen
tial smoothing formula provided a better fit to the actual data. In no
less than 15 months out of 16 the exponential forecast was as close to
the actual sales figure or closer than was the forecast made on a movingaverage basis.
Mr. Hoffner’s next move was to see what the effect of changing the
weighting factor might be. The forecast based upon a weight of
A = 0.3, although providing a better fit to the actual data than did the
simple moving average, revealed a certain time lag in reacting to
changes in the direction of actual sales. Mr. Hoffner wished to see if a
different weighting factor might provide a more immediate response,
and proceeded to recalculate a series of forecasts using the same for
mula but substituting weights of A = .2 and .4, with the results shown
in Table 5, page 79. The moving-average forecast was omitted in the
interest of clarity.
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Sales
volume

Actual sales
Forecast using six-month moving average
Forecast using exponential smoothing A = .3

1966
Sales period

THE CENTURION CEMENT COMPANY
Initial Set of Sales Forecasts

1967

Figure 2
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Table 4

Actual
Sales

Period

Forecast
Forecast
Using Six-Month Using Exponential
Moving Average Smoothing, A = 0.3

(thousands of barrels)
January 1966 .................
February .......................
March .............................
April ...............................
May ...............................
June ...............................
July ...............................
August ...........................
September .....................
October .........................
November .....................
December .....................
January 1967 .................
February .......................
M a rc h .............................
April ...............................

535
510
530
525
565
540
585
595
590
620
600
590
480
510
505
515

544
542
537
535
532
536
534
543
557
569
583
589
597
579
565
551

544
542
532
531
530
541
541
555
568
575
589
592
591
558
544
533

Table 5 and Figure 3, pages 79 to 80, show that the highest weight,
A == .4, gave the fastest reaction time and provided the closest fit to
the sales actually recorded during the period. Mr. Hoffner believed that
this was probably the optimum smoothing constant to use, but, in view
of the existence of a general long-term upward trend in sales, he decided
that he should introduce a trend factor into his forecasting procedure
and see if any improvement resulted. The formula he now used was of
the general form:
forecast for next new smoothed
period
= average

(1 — A) new trend
A
factor

where:
new trend
factor

(new smoothed average—old smoothed average)
+ (1 — A ) old trend factor

The “old trend factor” is in every case the trend factor derived for
the previous period. The only problem comes in the first or “start-up”
period when a previous trend factor is not available, the usual solu
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tion being to start with: old trend factor = zero. This is acceptable
practice in most cases, as a meaningful trend factor establishes itself
in two or three periods.
Assuming that the forecast for December 1965 was 560, using the
data in Table 6 and starting the trend-factor analysis in January 1966,
the following equation is developed:
R ( t ) = A [ K ( t ) - K ( t - 1)] + ( 1 - A ) R ( t - 1)
= 0.3 (5 4 5 -5 6 0 ) + 0 .7 (0)
= -4 .5
This R (t) then becomes the old trend factor, R (t—1), for the next
calculation, for February:
R (t) = A [K (t) - K ( t - 1)] + ( 1 - A ) R ( t - 1)
= 0.3 ( 541 - 545) + 0.7 (-4 .5 )
= -1 .5
Two sets of forecasts using trend factors were calculated, one using
A = .3 and one using A = .4. The results in Table 6, page 81, were
Table 5

Period

Actual

Forecasts
Using Exponential Smoothing
A = .2

January 1966 .............. ............
February .................... ............
M a rc h .......................... ............
April ............................ ............
May ............................ ............
June ............................ ............
J u ly .............................. ............
August ........................ ............
September .................. ............
October ...................... ............
November ................... ............
December .................. ............
January 1967 .............. ............
February .................... ............
M a rc h .......................... ............
April ............................ ............

535
510
530
525
565
540
585
595
590
620
600
590
480
510
505
515

544
542
536
535
533
539
539
548
557
564
575
580
582
562
552
543

A = .3
544
542
532
531
530
541
541
555
568
575
589
592
591
558
544
533

A = .4
545
541
529
529
527
542
541
559
573
580
596
598
595
549
533
522
79
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Actual sales
Exponential. A = .2
Exponential. A = .3
Exponential. A = .4

Sales
volume

1966
Sales period

THE CENTURION CEMENT COMPANY
Forecasts Using Different W eighting Factors

1967

Figure 3

THE CENTURION CEMENT COMPANY

Table 6

Period
January 1966 .............. ............
February .................... ............
March ........................ ............
April ............................ ............
May ............................ ............
June ............................ ............
July ............................ ............
August ........................ ............
September .................. ............
October ...................... ............
November .................. ............
December .................. ............
January 1967 .............. ............
February .................... ............
March .......................... ............
April ............................ ............

Actual
535
510
530
525
565
540
585
595
590
620
600
590
480
510
505
515

Exponential Smoothing Forecasts
A = .4
545
541
529
529
527
542
541
559
573
580
596
598
595
549
533
522
A = .4
No trend
factor

A = .3
544
543
531
524
518
532
542
556
579
593
606
614
608
569
529
512
A = .3

A = .4
545
543
531
521
522
538
547
562
586
596
610
616
607
545
509
498
A = .4

W ith
trend factor

obtained and are shown superimposed upon the forecasts produced by
a simple formula using A = .4 and no trend factor. They are shown in
graph form in Figure 4, page 82.
Mr. Hoffner decided that no further calculations were required and
began to compare the forecasts he had obtained from the various
methods. He wondered which would prove most satisfactory for the
Centurion Company and how he should go about presenting his
recommendations to management.

Questions
1. Do you believe that a forecasting system of the type Mr. Hoffner
has used, based upon exponential smoothing, will provide a complete
solution to the Centurion Company’s forecasting problems? A partial
solution? Or no solution at all? Why?
2. If exponential smoothing appears to be of at least some value to
the company, which system and which smoothing constant would
81
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Actual sales
Smoothed, A = .4
Smoothed, A = .3, with trend factor
Smoothed, A = .4, with trend factor

Sales
volume

1966
Sales period

THE CENTURION CEMENT COMPANY
Sales Forecasts

1967

Figure 4
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you suggest? How significant are the differences between the various
sets of results Mr. Hoffner has obtained?
3. How would you present your conclusions to the management
of the Centurion Company? If you would recommend the use of one
of the exponential smoothing methods, what reservations would you
make?

Mr. Hoffner Presents His Conclusions
On July 10, 1967, Winslow and Hoffner met with Robinson, Jennings
and Madden to present the results of the enquiry. After some exchange
of pleasantries, Mr. Robinson introduced the forecasting problem.
Mr. Robinson: Well Dave, I guess you wouldn’t have set up this
meeting unless you had something to say to us, and
I am looking forward to hearing what it is. The past
few months have been quite a headache and have cer
tainly convinced me that we need to do something
about our forecasting. Now, what have you got for us?
Mr. Winslow:

We do think that some changes are needed, and we
think that we have some useful suggestions to make.
I want to stress that forecasting demand is a difficult
task. There is no single magical formula that is going
to solve all of your forecasting problems for all time.
I think we can point out a useful approach, but it is
going to be a continuing task to keep your system up
to date. Now, Clarke Hoffner has been doing most of
the work on this and I’m going to ask him to tell you
what he has found, then I’ll probably make a few
comments myself afterwards.

Mr. Hoffner:

Let me say first that your forecasting problem is really
two separate problems. You have a need to make
long-term demand forecasts as a guide to future pro
duction programs and capital investment decisions
and you have a more immediate short-term problem
of scheduling production from month to month. The
work I have been doing has been on the short-term
problem. This doesn’t mean that the long-term fore
casting is any less important —it certainly is not. But
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your long-range forecasting is in good shape already
—the approach Mr. Madden and Mike Hovewood
have been using is basically a sound one. The real
problems have been in the monthly production sched
uling. You have very large fluctuations from month to
month in this company, and your limited capacity to
stockpile your product intensifies the effect of this.
This means that however good your long-term plan
ning is and however accurate your projections of total
demand for the year, your sales in any one month bear
little or no relation to average monthly sales. Taking
expected sales for the year and dividing by 12 isn’t
much of a basis for scheduling production in your op
eration, and this is where your problems in the past
few months have come from.
I want to say that Paul and Mike Hovewood were
thinking along the correct lines before I joined them.
They realized that what they needed was something
that would produce a forecast for the coming month
which would reflect all the information available
about sales during the past few months, and yet
smooth out some of the worst of the fluctuations.
They were thinking in terms of a moving average sys
tem. That alone would have been useful; however,
the big drop in sales in January compared with De
cember would have caused problems for any forecast
ing system. With a moving average system you would
have started to reduce schedules in February and
avoided some of the big inventory build-up you have
had. There is a system called exponential smoothing,
which is really just a modification of the moving av
erage system, that gives more weight to the more
recent figures and makes your forecast respond more
quickly to changes in demand, and that is what I
suggest that you use.
Mr. Hoffner then explained how exponential smoothing works, and
outlined the possible refinements upon the basic system, including the
use of seasonal adjustments and trend factors. He went on to say what
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methods he had used, and produced the results he had obtained, set out
in tabular form and in graphs in which the forecasts produced were
compared with actual sales over a 16-month period. [See Figures 1
through 4.] Then he continued.
Mr. Hoffner:

I spent some time examining the effects of a trend
factor in this situation, but I finally decided against
it. The fluctuations you have here are large in size
compared with the overall trend. A method which
makes use of a trend factor certainly gives a better
response to changes in actual demand when those
changes are all in the same direction, either all up or
all down, but it tends to reduce the quickness of re
sponse when you have a sudden change in direction
as you have had here more than once in the period I
have been examining. The forecasts using trend fac
tors would have given you pretty serious over-pro
duction in December and January and then pulled
the schedules down with a bang; we might have intro
duced additional instability by using them. So, I think
a straight-forward system giving you more of a
smoothing effect would be the better system, and that
is what I would recommend. There really isn’t too
much difference between the forecasts I got using
smoothing constants of A = .3 and A = .4, but the .4
set does give you a little better response without get
ting to the point of instability, so that is the factor
that I would suggest.

Mr. Robinson: How would that have worked out this year? Would
we have avoided the stock build-up and the need to
cut back our production to the break-even point?
Mr. Hoffner:

Well, you would certainly have minimized the effects.
You would have had less build-up and it would not
have been necessary to reduce production right down
to 500,000 barrels as you did in April. I thought you
might ask me this, so I worked out a few figures; here
they are. [Mr. Hoffner then produced the two exhibits
shown as Table 7 and Table 8, pages 86 and 87.]

Mr. Robinson:

That is pretty impressive. This system certainly re85

Table 7

Actual Sales and Production, January - May 1967
(in thousands of barrels)

Inventory
Production Difference Accumulation

Month

Sales

January ................ ..............
February .............. ..............
March .................... ..............
April ...................... ..............

480
600
510
600
505
550
515
500
( schedules)

120
90
45
-1 5

120
210
255
240

acted to the January sales figures faster. Now, what
are the limitations of this method? There must be
some.
Mr. Winslow:
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Let me come in again on that point. I think Clarke has
done a good job here and I agree completely with his
conclusions —so far as your short-term forecasting is
concerned. But 1 do want to sound a few words of
warning.
First of all, this system does nothing for your long
term problems. Exponential smoothing techniques do
not make any allowance for changes in the company’s
environment —that is, in the external factors which
determine your long-term pattern of sales. Paul and
Mike are perfectly correct to base their long-term
projections on whatever information they can get
about what is going on outside, such as the size of
planned new building construction, and I hope they
will continue to do so.
Secondly, we have outlined the system that we
think is right for you at this time, but that does not
mean that it will be right for you indefinitely. If
circumstances change, you will need to reconsider the
system. In particular, if you start to experience a really
sharp long-term growth trend, say 10 per cent a year
or more, then we should definitely think about using
a trend factor in the calculations.
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And finally, remember that even the best exponen
tial smoothing system is only a point forecast system,
and it shares all the weakness of any point forecast
system. It will produce a single figure forecast, and we
do not pretend that we expect that forecast to be ex
actly correct. In a situation such as this where you
have such a large degree of fluctuation from month
to month, I think it would be a very good idea to look
at your past records and get as much of an idea as you
can about the possible range of fluctuation in any one
month. Also, that should be in your mind when you
interpret the forecasts this system is going to produce
for you.
Mr. Robinson: Well Dave, you indicated in your proposal that the
first stage of this engagement would be to determine
an apparent forecasting formula. Considering both
the pros and cons that you cited, I think I want to go
ahead and use it. It certainly indicates that I can make
better decisions based on the recommendation than I
could before.
As you know, I indicated that I wanted to see the
results of the first stage before I would agree to the
second. It appears that the first $600 of this engage
ment was well spent. When can you go ahead with
the second stage so that Madden and Hovewood can
be trained to update the system when the conditions
you mentioned become apparent?
Mr. Winslow:

Well, Clarke has another job that he should get to
which will last about a month. As he has finished the
Table 8

Effect of Smoothed Forecast ( Smoothing Constant A = .4)
Month
January ...................................
February .................................
March .....................................
April .........................................
M a y ...........................................

Sales
480
510
505
515

Production
595
549
533
522
519

Difference

Inventory

115
39
28
7

115
154
182
189
87

first part, I would like to use him. Would you have any
problems with the delay?
Mr. Robinson: I doubt it. In fact it might be the best time, especially
since Paul will be going on vacation next week.
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