State space models are considered for observations which have non-Gaussian distributions. We obtain accurate approximations to the loglikelihood for such models by Monte Carlo simulation. Devices are introduced which improve the accuracy of the approximations and which increase computational efficiency. The loglikelihood function is maximised numerically to obtain estimates of the unknown hyperparameters. Standard errors of the estimates due to simulation are calculated. Details are given for the important special cases where the observations come from an exponential family distribution and where the observation equation is linear but the observation errors are non-Gaussian. The techniques are illustrated with a series for which the observations have a Poisson distribution and a series for which the observation errors have a ^-distribution.
INTRODUCTION
The classical linear Gaussian state space model can be written as y^Z^ + e,, e,~N(0,H t 
+ R t ri t , ri t~N {O,Q t ),
for t = 1,..., n, where y t is a p x 1 vector of observations, a, is an unobserved mxl state vector, R t is a selection matrix composed of r columns of the identity matrix I m and where the variance matrices H, and Q t are nonsingular. We assume that elements of the matrices H t , Q t , Z, and T t may depend on an unknown parameter vector \\i. Estimation of ijf for this model is a routine affair. The likelihood function is calculated by applying the Kalman filter and this is maximised numerically; see Harvey (1989, § 4.2) . In this paper we consider the case where the linear Gaussian observation model (1) is replaced by a general observation conditional density p (y\a, i/O, where y = (y' lt ..., y' n )' and a = (ai,..., a^)'; however, the state transition equation (2) is retained in its original linear Gaussian form. Important special cases are where the observations come from an exponential family distribution and where the observation vector y t is generated by a linear equation of form (1) but the density of the observation error e, is non-Gaussian. We shall give solutions for both cases. Our approach is to estimate the loglikelihood by Monte Carlo simulation and then to maximise the estimate with respect to \J/ numerically.
To improve the accuracy of the simulation we employ standard simulation techniques of importance sampling, antithetic variables and control variables. Application of these techniques turns out to be highly successful in achieving computational efficiency.
State space models for non-Gaussian exponential family observations were first considered by West, Harrison & Migon (1985) . The book by West & Harrison (1989) discussed further aspects of this work. These models were also investigated by Fahrmeir (1992) and in the references therein. Non-Gaussian state space models of small size were considered from the standpoint of direct numerical integration by Kitagawa (1987) . However, the problem of estimating parameters was treated only marginally by these authors.
A different approach was used by Fruhwirth-Schnatter (1994) . She performed an approximate Bayesian analysis, and also calculated an approximation to the likelihood, by using numerical integration during the filtering process. At each time point she approximated the prior of the state vector by a normal density and carried out a numerical integration of dimensionality equal to that of the observation vector. However, while this approach is capable of providing a computable approximation for quite large models, it is impossible to know how errors will build up in sequential approximations of this kind without comparing the results with accurate estimates of the exact solution, which is what we offer in this paper.
There is a huge literature on Bayesian inference via simulation for models with intractable likelihoods using Monte Carlo Markov chain methods; see Smith & Roberts (1993) together with accompanying papers and published discussion and Gilks, Richardson & Spiegelhalter (1996) for extensive reviews of the field. Shephard & Pitt (1997) , together with authors to whom they refer, have designed Monte Carlo Markov chain techniques for the non-Gaussian model considered in this paper, and they make a detailed study of the problems encountered. We claim that, for the specific problem we are concerned with, our methods require substantially smaller simulation sizes than are usual with Monte Carlo Markov chain methods. Moreover, our methods are straightforward to implement.
As well as performing Monte Carlo Markov chain analysis, Shephard & Pitt (1997, § 4) give a method of estimating the likelihood based on simulation, importance sampling and antithetic variables. Our solution can be regarded as an improvement on theirs in three respects: we develop a more elegant formula for the likelihood, we provide two antithetic variables compared with their one, and we use a control variable, whereas they do not. All respects lead to improvements in computational efficiency.
In § 2 we develop the simulation techniques we need. After introducing basic ideas, we provide in § 21 a new and elegant form of the likelihood by approximating the nonGaussian model by a linear Gaussian model and then obtaining the likelihood of the original model as an adjustment to the known likelihood of the approximating model. Section 2-2 considers how to use the approximating model efficiently for importance sampling and § 2-3 shows how to estimate the loglikelihood by simulation plus bias correction. In § 2-4 we develop two antithetic variables, one of which is aimed at balancing the sample for location while the other is aimed at balancing for scale. Section 2-5 constructs a control variable by means of a short Taylor series for the log of a density ratio. In § 3 we consider the estimation of unknown parameters from the simulation estimate of the loglikelihood, and we derive an estimate of the asymptotic variance matrix of errors in these estimates due to simulation only.
We turn to applications in § 4 and provide basic theory for exponential family observations together with details for the Poisson distribution and an illustration based on real data. In § 5 we give the basic theory for linear observation equations with non-Gaussian errors; as special cases we consider error densities with the ^-distribution and with the general error distribution and illustrate by using the t-distribution to analyse a real series. Section 6 presents a brief discussion. Our main conclusion is that parameters can be successfully estimated by the methods of this paper using simulation samples of small size.
MONTE CARLO LIKELIHOOD

Simulation and importance sampling
Denote the signal Z, <%, by 9 t . By focusing on 9 t in place of the full state vector a,, we can make substantial computational gains. Let 9 = (9[, ..., 9' n )' and denote the marginal densities of y and 9, their joint density and the conditional density of y given 9 for given \p by p(y|iA), p(9\ip), p(y, 9\\p) and p(y\9, \J/), respectively. The likelihood function L{\j/) is then, in an obvious notation, r r 9.
In principle, L(\p) could be estimated by simulation by choosing N independent draws 9 a \ ..., 9 (N) from the distribution with density p{9\\//) and estimating L{\f/) by the mean of the resulting values of p (y \ 9 (t) , \J/), for i = 1,..., N. In practice, however, this would be grossly inefficient and standard simulation techniques of importance sampling, antithetic variables and control variables are needed to increase computational efficiency; see, for example, Chapter 5 of Ripley (1987) for a discussion of these techniques.
To use importance sampling let p\9\y,i>) be an arbitrary conditional density, which is > 0 everywhere, of 9 given y and \J/. Then (3) can be rewritten as where E denotes expectation with respect to the importance density p\9 \ y, ij/). Given TV independent draws 0 (O from density p\9\y, ij/), L{\\i) is estimated by To achieve efficiency, p\91 y, \\i) is chosen to be as close as can be managed to p (9 \ y, if/) within the class of conditional densities that are feasible and efficient for drawing simulation samples. The reason for this choice is that, if p\9 \ y, ij/) is exactly equal to p{91 y, \p), then a sample of only N = 1 is required, as is easily shown.
Valid expressions analogous to (3) to (5) can be obtained by replacing 9 by a or by r\ = (n[,..., n' n )' in those expressions. When, as is predominantly the case, the dimensionality of n is lower than that of a it is more efficient to use n rather than a; this is the version used by Shephard & Pitt (1997) . However, the dimensionality of 9, is equal to that of the observation y, so it is preferable to base the treatment on 9; this is the version we shall use in this paper.
A new and elegant form of the likelihood will now be developed by first calculating the likelihood L g {\j/) for an approximating linear Gaussian model by routine Kalman filtering and then computing the true likelihood L[\j/) as an adjustment to this. The approximating model is obtained by assuming that the observations y t are generated by the linear equation (1) but allowing e,, for t = 1,..., n, to have greater flexibility than in (1) by postulating that e, ~ N(fi,, H t ), where fi, and H t are to be determined later on efficiency grounds.
From now on for notational simplicity we shall suppress dependency on if/ of densities and quantities derived from them. The justification for this is that all densities in the paper depend on if/ so there is no need to emphasise this in the formulae. However, since we treat L(i/0 as a function of if/ we shall continue to indicate its dependence on \p. For the original non-Gaussian model we shall denote marginal, joint and conditional densities by p(.), p{.,.) and p(.\.), respectively. Where densities differ in the approximating Gaussian model we shall denote them by g{.), g(.,.) and g{.\.), respectively. Thus the marginal density of 9 t is p(6 t ) in both models but the density of y t given 9 t is p(y t \ 6 t ) in the original model and g{y t \9 t ) in the approximating model.
The likelihood for the non-Gaussian model is
The likelihood for the approximating Gaussian model is
Substituting for p{9) from (7) into (6) gives where E s denotes expectation with respect to the Gaussian density g(6 \ y). This is the new and elegant form of the likelihood that we referred to. Comparing (8) with (4) we see that (8) is simpler. Moreover, it has the advantage over (4) that it only requires simulation to estimate the departure of the likelihood from the Gaussian likelihood, rather than the likelihood itself. For the important case where y, is univariate, 9 t has dimensionality one and form (8) is therefore easy to manage. We suggest that g(9 \ y) be employed as the importance density for the simulation. The Gaussian simulation smoother of de Jong & Shephard (1995) can then be used to generate simulation samples. Similar efficient simulation algorithms are not available for nonGaussian importance densities.
2-2. Selection of approximating model
We now consider how to choose /x, and H t , for t = 1,..., n, in the approximating linear Gaussian model so as to achieve efficiency in the simulations. Let 9 = E g (9) be the smoothed value of 9 that is obtained when Kahnan filtering and smoothing is applied on the assumption that the approximating model is correct. Under the simulation smoother, simulated values of 9 t are normally distributed about mean 9 t . This, together with examination of (8), suggests that we should choose the JU/S and H t 's so that p(y\9) and g(y\9) are as close as possible in the neighbourhood of 9. Let
where the suppression of dependence on y is justified on the ground that from now on the y,'s are treated as constants. Our suggestion is to choose /*, and H t so that dl(9)/d9 = 0 and (11) and (12) to obtain new values of /z,, H t . Note that full state smoothing is not required, only smoothing with respect to 6 t which requires less computing; see Koopman (1993) for algorithmic details. Convergence is quick, requiring around 5 to 15 iterations in the cases considered by us. The solution does not need to be accurate. This outcome is identical to that resulting from Shephard & Pitt's (1997) idea of approximating log p(y\ 9) by a three-term Taylor series in 9, although we have approached the problem from a different viewpoint.
It is worth noting here that a solution to (11) and (12) with positive definite H t always exists for exponential family observations, as we shall see later. For other distributions it is not known if a positive definite solution always exists, although we obtain valid solutions for observations whose errors have t-distributions or general error distributions, as we shall see. 
2-3. Monte Carlo loglikelihood estimation and bias correction
Our provisional Monte Carlo estimate of L{\p) based only on importance sampling is
where w = iV" 1 EjL 1 w,. It follows from (8) that L 2 (\p) is an unbiased estimator of L{\p). It is more convenient to work with log L{\p) rather than L[\j/) as the numbers involved are more manageable. Taking logs in (14) gives (15) However £(logw)=t=log/i w , where n w = £,(w,), so (15) 
2/VwÂ similar correction for bias was made by Shephard & Pitt (1997) . The estimated asymptotic variance of log £3(1^) is 2-4. Antithetic variables We use two different antithetic variables. Suppose 9 is a draw from density g{9 \ y) using the simulation smoother of de Jon § & Shephard (1995) with /x, and H t chosen as in § 2-2. The first antithetic variable #, = 29, -9,, for t = 1,..., n, gives an equiprobable sample since 6, is normally distributed about 9, and d~t -9 t = -{6, -9 t ). We say that the samples 9 (t) and B (t) , for i = 1,..., N, are balanced for location. We gain efficiency from the use of this antithetic variable in two ways: first, we obtain two samples 9 {t) and & (i) for one run of the simulation smoother; secondly, we have introduced negative correlation between the resulting values w, and w,. Shephard & Pitt (1997) use a single antithetic variable analogous to this but based on the state vector. Moreover, it requires an extra run of the simulation smoother.
For the second antithetic variable we assume that y t , and hence 9 t , is univariate, though no doubt an extension to the multivariate case could be worked out. The simulation smoother is derived from a vector u which is a draw from an N(0, /") distribution. Let 9 be a draw from density g(9 \ y) produced by the simulation smoother. Then 9 emerges as a nonsingular linear transformation of u of the form 9 = 9 + Au, where var(#) =V= AA'. Define For a given value of c, let q = pr(xl < c) = F(c), say, and let c = F~1 (l -q) . Then, as c varies, c ~ £ 2 (n)-It is easily shown that c and b = (9 -9)1 c^ are independent by transforming from 9 -9 to u, noting that c = u'u and transforming to polar coordinates. It follows that, if we define 9 = 9 + (c/c)*(9-9), then 9 has the same distribution as 9. Moreover, when \9, -9,\ is large, \9, -9,\ is small and vice versa. A sample consisting of pairs of draws 9 = 9 {i) and 9 = 9 W , for i = 1,..., N, with these properties is said to be balanced for scale. The values for c can be determined either by Fisher's approximation, which states that {2x 2 (n)}*~IV{(2n -1)*, 1} approximately or, preferably, by using exact routines for the chi-squared distribution function and its inverse. Denote the value of w, calculated from 9 (i) by w t .
We found in experimental calculations that the reductions in variance of estimates of log L(i{/) due to the use of antithetic variables balanced for scale is almost as great as those due to antithetic variables balanced for location. Although the derivation of the scale variables looks more complicated than for the location variables, in terms of computing time the cost of both is trivial compared with that required for a run of the simulation smoother.
In practice, location balancing and scale balancing are used simultaneously. We get four values of w(6) for each run of the simulation smoother. Let $ (i) be the scale-balanced variable which is antithetic to £J <0 and let vfc (i) be the value of w, calculated from this. Then take w* = S(w, + #,• + w, + w),
for i = 1,..., N, and estimate log JJtp) by \ogL 4 (\p) which is given by (16) with w, replaced by wf.
2-5. Control variables based on Taylor series
A control variable is a variable that can be calculated from the simulation sample and whose mean is exactly known. We now show that a short Taylor series expansion of w(6) in terms of 6, where w(6) is defined by (13), provides an appropriate control variable.
Confining ourselves to univariate y t , let /(0) = log w(6>) as before and put
In a similar way, put
We then have
Wr "» = w {/»» + 4/;/;" + 3(/ t ") 2 + 6/ t "(/;) 2 + (/;) 4 }.
We use these derivatives to construct a Taylor series for w(6) about 9. As a result of the choice of fi, and H t for the importance density, the values of /,' and /," at 6 = 6 are zero for t = 1,..., n. Denote the values of w, V" and l' t " at 6 = 6 by w, l' t " and /,"", respectively. The required Taylor series as far as terms in (6, -6 t ) 4 is therefore 
Our estimate of log L^) using control variable a, is log£ 5 (i^) given by (16) with w, replaced by wj. In § 3 we will discuss iterative maximum likelihood estimation of \p. The Taylor expansion provides an approximate likelihood function without any simulation which can be used to provide starting values for the iteration. From (18) and (19) we infer that £,{w(0)}-w{l + £>,)}.
Thus the approximate loglikelihood is given by which is maximised numerically to obtain the starting value for \f/.
(21)
2-6. Monte Carlo likelihood estimation step by step
For convenience we collect together at this point the steps required for the calculation of our final estimate log£ 5 (i/r). We estimate that both antithetic variables and control variables are used. (11) and (12). 2. Calculate log L s {if/) using the Kalman filter. 3. Take g(y\ 0) as the importance density and draw simulation samples 0 (O from g{d\y) using the simulation smoother, for i = 1,..., N. 4. For each i calculate wj by (20) and compute log£ 5 (i/f) by formula (16) with w, replaced by w].
Identify a Gaussian density g(y\0), intended to approximate p(y\9) based on y t ~ N(9 t + m, H t ), where & and H t are the iterative solution of equations
ESTIMATING PARAMETERS AND SIMULATION STANDARD ERRORS
Any convenient and effective numerical method may be used to maximise the quantities with respect to the parameter vector xp. It is important to emphasise that exactly the same random numbers should be used within the simulation smoother to calculate 0
(1) ,..., 9 (N) for all values of rj/, so as to ensure stability in the numerical process. For example, if different random numbers were used to calculate log £#) at neighbouring values of ip and an attempt was made to calculate a gradient, the result would be wildly unstable.
To compute standard errors, due solely to simulation, of estimates of elements of \j/ obtained by maximising log £(t/0, where log£(i/f), stands for any of our previous estimates of log L(i/0, let ij/ be this maximising value and let ij/ be the value that would have been obtained by maximising the true log L(i/0 if this had been known. 
where q = JV" 1 Ef =1 ? (i) . The square roots of the diagonal elements of (23) may be compared with the square roots of the diagonal elements of £ to give relative standard errors due to simulation. Knowledge of the standard errors helps the investigator in two ways: first, for given N it enables him to assess the accuracy of the simulation; secondly, it helps him decide how much larger N should be to achieve preassigned accuracy. Finally, it is obvious heuristically from the way MSE^) is estimated that \\i -\ji = O p (iV~*), which implies that ip converges in probability to $ as N-* oo.
APPLICATION TO EXPONENTIAL FAMILY DISTRIBUTIONS
Basic theory
Perhaps the most important application of the theory in this paper is to cases where the observations y t come from exponential family distributions. In the present context the general form of the density of y, given the state vector a, is p(y t \e t ) = exp{0 r 'y r -b t (d t ) +/,(*)}, (24) with 9 t = Z t oc t , for t = 1,..., n.
In order to find the approximating model for this case, we define
Equations (11) and (12) give the solution
H t = (B,y\ ^ = y t -e t -{S t y\y t -b t ),
which always exists since it is well known that b t is the variance matrix of y, for 0 t = 6, and is therefore positive definite. The solution is implemented numerically by applying Kalman filtering and smoothing to the Gaussian model for the quasi-observation y? = e, + t t , z t~N {0,H t ),
which will give new values for 6 t , for t = 1,..., n. The process is repeated until the subsequent 0/ s converge. The value of 9 t does not need to be accurate for the purpose in hand and about five iterations should suffice. It is interesting that the same iterative process leads to the posterior mode of a given y, as is shown in an unpublished London School of Economics report by J. Durbin and S. J. Koopman 'Filtering, smoothing and estimation for time series models when the observations come from exponential family distributions'.
Antithetic variables and control variables are calculated by the methods of § § 2-3 and 2-4.
4-2. Application to Poisson data
We illustrate the theory by applying it to a case where the observations are assumed to have Poisson distributions. The data are monthly numbers of light goods vehicle (van) drivers killed in road accidents from 1969 to 1983 in Great Britain and are given on p. 519 of Harvey (1989) . The 192 observations are counts with low means, so a Poisson density is indicated. The model we adopt for the state equation (2) is a basic structural time series model with monthly seasonals, but without a slope term for the trend; see Harvey (1989, p. 172 ) for a general discussion of the basic structural time series model. An intervention parameter X is introduced at the February 1982 time point to measure the effect of the seat belt legislation introduced the previous month. The signal is
where the trend p t is generated by
x t is an indicator variable for the post legislation period and the seasonal y t is generated by £%,-, = co,,
)=o with number of seasonals s = 12. The disturbances r\ t and w t are mutually independent Gaussian while noise terms with variances a^ and o^,, respectively. The number of elements in the state vector is 13. We take \J/ = (log a,, log<r ffl )'.
The log density of y, given 6 t is
logp(y t \d t ) = 0',y t -exp(O t )-logy t \. The solution (25) for this case is
H t = exp(-6 t ), n t = y t -O t -exp(-0 r ){y, -exp(0,)}. Iteration is performed by applying Kalman filtering and smoothing on quasiobservations y* = d t + exp(-9 t ){y, -exp(0 r )} (t = 1,..., n)
A.
using model (26) until convergence. The importance density is based on the final estimate 0. Antithetic variables are given in § 2-4. The control variables are based on (19) with /;-= /;"'= -exp(0) (t=l,...,n). Table 1 reports Monte Carlo estimates of the loglikelihood based on different values for N and different uses of antithetic and control variables. The effectiveness of the antithetic variables as discussed in § 2-4 is pronounced. For example, if N = 200 and no control variable is used, the reduction of the simulation variance of the loglikelihood estimate due to the use of antithetic variables is 95% with only 6% increase in computing time. The antithetic variable for location is more efficient than for scale but, since the effects are comparable and complementary, both should be used. The control variable is not as effective as the antithetic variables but it has a distinct effect and is so cheap computationally that it is worth using in addition to them. To verify this, note that for N = 200 the increase in computer time due to the use of the control variable was 5-7%. Had this time been used to increase the number of simulations the reduction in simulation variance would have been 7-2%. In fact, the reduction due to the control variable is 270%, which is significantly greater. The estimated parameters are given in Table 2 . Likelihood maximisation is done via an efficient variable metric quasi-Newton method. The standard deviation a a is estimated to be zero in all cases. The parameter estimates for log cr, only change marginally as N increases. We see that acceptable accuracy can be achieved using relatively low values of N. The simulation standard errors are small compared to the usual standard errors. For example, in the case of N = 200, the simulation standard error is 7% of the estimated standard error of log*,, which implies that the simulation variance is only 0-5% of the usual variance.
APPLICATION TO LINEAR OBSERVATION EQUATIONS WITH NON-GAUSSIAN ERRORS
5-1. Basic theory Another important application is to Linear observation equations of the form y t = 8, + e, for t = 1,..., n, with 6 t = Z t a t , where the state equation (2) is unchanged but where the error e, has a non-Gaussian density p(e t ). From the fact that p{y t \8,) = p{y t -8 t ) = p(e t ), equations (11) and (12) 
8£ t «, = * <9 2 logp(e,)
de, de' t where e t = E{z t \ y) is obtained from Kalman filtering and smoothing. We now consider two special cases, the t-distribution and the general error distribution.
5-2. t-distribution
The log density of the t-distribution with v > 2 degrees of freedom, which need not be an integer, with var(e,) = of, for any v, is given by
where fl < v )= r(iv) ' fc,=(v We want to approximate this by the Gaussian log density where we have written hj for H t because e, is a scalar. Equations (30) and (31) Given a new value of e, during the iterative process, if 1 -k,£? > 0 these equations are easily solved for /x, and of. If 1 -k t sf < 0, for some t, ad hoc methods are needed. For example one could keep hf unchanged, set /i, = -e, and proceed to the next iteration.
However, it seems unlikely that solutions exist with v close to 2 since k, is then large. For this reason, we suggest restricting v to values ^4. It should be noted that by using the methods of this paper the number of degrees of freedom v can be estimated by maximum likelihood just like any other parameter. In this way a value can be chosen which best fits a particular dataset subject to v $s 4.
General error distribution
The log density of the general error distribution is given by log p(e,) = log b(tc) -log a, -C(K) Some details are given about the distribution by Box & Tiao (1973, § 3.2.1) , from which it follows that var(e,) = of, for all K. Note that when K = 2 the density (35) is the normal density. Equations (30) and (31) give
where <5 t = 1 for e, ^ 0, and <5, = -1 for e, < 0. This distribution has the advantage over the t-distribution that the value of hj from (37) is always positive. The value of K can be treated as a parameter and can be fitted to a particular dataset by the methods of this paper with K bounded above one.
5-4. Application to heavy-tailed data
We illustrate the methods by applying them to quarterly electricity demand of other final users, in logs, for 1961 -1986 (Harvey, 1989 . It is evident from the graph of the data in Harvey (1989, p. 97 ) that the series has changing trend and seasonal. We model it by the basic structural model
and the seasonal y, is generated by (29) with s = 4. The disturbances r\ t , ( t and a>, are mutually independent Gaussian white noise terms with variances a\, a\ and a^, respectively. Analysis of observation errors revealed a large outlier at 1974, quarter 1. We therefore decided to include in the model an outlier intervention variable at this point. With e, ~ N(0, a]), the parameter vector is \p = (log a c , log a n , log <T ? , log a a )'. We used the STAMP package of Koopman et al. (1995) to obtain the maximum likelihood estimates loga c = -3-95, log^,= -4-02, log <? c =-6-77, log^-4-52.
The normality x\ test-statistic for the one-step-ahead prediction errors is large which implies that the Gaussian assumption is not valid (Harvey, 1989, eqn (5.4.12) ). We therefore replace the Gaussian distribution for e, by a t-distribution and add log(v -2) to the parameter vector >j/. Note that the number of unknown parameters is five, so this example provides a good test of the methodology. The log density is given by (32) and the approximating model is obtained as described in § 5-2. Antithetic variables are used as set out in § 2-4 and the control variable is (19) with Table 3 gives estimates of the loglikelihood, following the same layout as Table 1 . For N = 200 the reduction of the simulation variance of the loglikelihood due to the use of antithetic variables alone is 95%, which is the same as in the Poisson case, whereas the time is increased by 23%, which is substantially higher than the 6% we found for the Poisson example. The reason for this is the use of the ad hoc method for dealing with the case 1 -k,ef < 0 referred to below (34). On the other hand the total time required is only 13% of that required for the Poisson case; this is due to the smaller state vector used for the t-density example.
Parameter estimates are given in Table 4 . Apart from the estimate of log(v -2) the values change only slightly with N. It is obvious that relatively high standard errors of log(v -2) are to be expected since the f-density varies slowly with v. For N = 200 the estimate of log(v -2) is 2-38, which corresponds to v = 12-8. As with the Poisson case the simulation standard errors are small compared to the usual standard errors. For example, for N = 200 the average simulation standard error relative to the usual five standard errors of the parameters is 6-7%. This is about the same as for the Poisson case. Time is measured in seconds on a Pentium 166 PC. SE, standard error; sim.SE, simulation standard error.
DISCUSSION
Our new form of the likelihood makes a significant contribution to computational efficiency since it reduces the dimensionality of the calculations to the dimensionality of the observation vector, which in the important special case of univariate observations is one. The new scale-balancing antithetic variable is by itself almost as effective as the known location-balancing variable. The location and scale balancing variables together are so efficient that the extra variance reduction provided by the new control variable is small. Nevertheless, the control variable is so cheap computationally relative to the cost of extra simulation samples that it is worthwhile using in practical applications.
The methods developed in the paper are very efficient. For example, for the two real examples we found that quite good accuracy in the estimation of the loglikelihood could be achieved from a simulation sample of size 100 or 200. Since no more than 15 loglikelihood evaluations were needed for estimation of parameters, starting from non-simulated starting values, this means that overall a simulation sample size of only a few thousand is needed to achieve sufficiently accurate estimates. Computing times, such as 73 seconds for N = 200 in Table 4 , are surprisingly low.
