Abstract. Estimation of the distribution function under sampling on two occasions with a simple random sampling design on each occasion is investigated. Composite regression and ratio type estimators are considered, using values of the study variable as auxiliary information obtained on the first occasion. The optimal estimator, in the sense of minimal variance, is also obtained. A simulation study, based on the real population data, is performed and the proposed estimators are compared by a simple estimator for a distribution function.
Introduction
Consider a finite population U = {1, . . . , N }. Let y be the study variable, defined on the population U and taking values {y 1 , . . . , y N }. The values of the variable y are not known. We are interested in the estimation of the finite population distribution function of the study variable y
where for any given number z (−∞ < z < ∞), the set A z = {l ∈ U : y l ≤ z}, and ♯A z denotes the number of elements in the set A z (see [1, 2] ). Such a function F y (z) may be of considerable interest when y is a measure of income and the population units are individuals or households. In sample surveys, supplementary information is often used in the estimation stage to increase the precision of estimators of the population mean or total. Since F (z) is simply a population proportion for any given value of z, usual methods for estimating the means such as the ratio and regression estimators taking advantage of auxiliary information can be used. Recently, several estimators of the population distribution function have been proposed, using auxiliary information in the estimation stage (see [3] [4] [5] [6] [7] ). Most of the studies related to a distribution function have been developed by assuming simple random sampling or a stratified simple random sampling design.
When the investigation deals with variables such as income, sometimes the same population is sampled repeatedly on several occasions and the same study variable is measured on each occasion. Repeated sampling of population is a quite common sampling procedure in the official statistics.
Cochran (see [8, chapter 12] ) considered sampling on two occasions, using random sampling at each of the occasions. He has found that current estimates might be improved by using the first occasion data. Some problems of estimator construction for sampling on two occasions have been discussed (see [8] [9] [10] ). In all the studies, the parameter estimated is a mean.
In this paper, we investigate sampling on two occasions, concentrating on the estimators of the distribution function. The aim of this paper is, first, to obtain some estimators of the distribution function under sampling on two occasions: the ratio and regression estimators; second, to obtain optimal composite estimators in the sense of minimizing the variance of the estimators; third, to investigate how the sample matching fraction influences precision of the distribution function estimates using a sampling scheme on two occasions, and, finally, to illustrate the theoretical results by simulation study.
Estimation of the distribution function using a scheme of two occasions
Suppose we have a finite population U = {1, . . . , N } of size N , which is assumed to retain its composition over two-time periods. Let us denote the study variable on the second occasion by y, and the same variable on the first occasion by x with the values y i , and x i . Denote by n ′ the sample size on the first occasion.
On the second occasion, two independent samples are drawn, one being matched with the sample of the first occasion and the other unmatched. The matched sample is a subsample of size m, drawn from the previously selected n ′ units, and the unmatched sample of size u is drawn from N − n ′ remaining units. Thus, the total sample on the current occasion consists of n = m + u units.
So, we have a two-phase sampling scheme. The first-phase sample s ′ of size n ′ is drawn according to a certain sampling design with p(s ′ ), i.e., the probability of s ′ being chosen. The corresponding first and second order inclusion probabilities are π
Given s ′ , on the second occasion, a matched sample s m of size m is drawn from s ′ according to a certain sampling design, such that p(s m |s ′ ) is the conditional probability of choosing s m . The corresponding first and second order inclusion probabilities are π i|s ′ , π ij|s ′ .
The unmatched sample s u of size u is drawn from U \ s ′ = s ′c in accordance with a certain sampling design, such that p(s u |s ′c ) is the conditional probability of choosing s u .
The corresponding first and second order inclusion probabilities are π i|s ′c , π ij|s ′c . The whole sample on the current occasion is s = s m ∪ s u . We are interested in estimation of the finite population distribution function using a two occasion scheme, when a simple random sampling design is used at each of the occasions.
Simple estimator
Let us define an indicator variable h(z) with the values
Then the distribution function of the study variable y can be expressed as:
The whole second phase sample s consists of two samples s m and s u , for sampling on two occasions each of them being a two-phase sample:
Under two-phase sampling, Särndal et al. (see [2, chapter 9] ) have shown, that the usual Horvitz-Thompson type estimator of the population total cannot always be used in practice, because the inclusion probabilities, associated with the second-phase sample, should be known for each first-phase sample. The use of π * estimators is a possible alternative, proposed by Särndal et al. (see [2, chapter 9] ), for the problem of estimation of the population total. Using this idea, Rueda et al. (see [11] ) have presented the quantities
where π
. Using the samples s u and s m , the following unbiased π * estimator of the distribution function (1) can be constructed
for any sampling designs on both occasions. Let us introduce new notation:
The coefficients d 1i , d 2i do not depend on i for design of a simple random sample on each occasions, for a two-occasion sampling scheme
Under the new notation, introduced before, the estimator of distribution function (3) can be expressed as
Assume that s ′ is a simple random sample from the population U and its complement s ′c is also a simple random sample from the population U. s m is a simple random sample from s ′ and s u is a simple random sample from s ′c . Then the first and second stage inclusion probabilities are calculated as follows:
,
and the coefficients d 1 and d 2 are:
In the case of simple random sampling, on each of the two occasions the estimator (4) of the distribution function can be rewritten as
where
In the case of simple random sampling, on each of the two occasions, the resulting sample of size n = m + u is also simple random sample. The variance Var( F y (z)) of the distribution function F y (z) estimator F y (z) (5) is expressed:
Remark 1.
We use the unbiased variance estimator Var( F y (z)) of the distribution function estimator (5) by replacing s 2 h(z) in variance expression (6) with
Regression type estimator
In sample surveys, auxiliary information is often used at the estimation stage to increase the accuracy of estimators. Using sampling on two occasions we can construct distribution function estimators with x i values from the first occasion sample as auxiliary information. Let us define a new indicator variable g(z) with the values
Then the distribution function F x (z) can be expressed as:
Using the first occasion sample s ′ and the matched sample s m , we can form a regression type estimator of the distribution function
with
and b is some constant. A second estimator F yu (z) of the distribution function F y (z) can be obtained from the unmatched sample s u . It was already introduced in (5) .
By a linear combination of F reg ym (z) and F yu (z) we obtain a new type of composite regression estimator
where ω is a constant (0 < ω < 1). The variance of the term t 
Since the values of indicator variables h(z) and g(z) are not known in the population as usual, we cannot calculate the coefficient b opt , so we need to estimate it from a sample. The coefficient b opt can be estimated by
h(z) m has been defined in (5) . In the case of simple random sampling on each of two occasions, estimator (9) of the distribution function F y (z), using a two-occasion scheme, can be expressed:
h(z) m and h(z) u have been defined earlier by equalities (5). 
Proof. The variance of the composite regression type estimator (9) equals
The known approximation of the Var( t reg h(z)m ) (see [2] ) is
and
Replacing π values in (14), (15) by the corresponding values, obtained for a simple random sampling design on each of the two occasions, we obtain an expression of approximate variance (13) of the distribution function estimator (12). (13) by the estimates below
In the
and in the Cov( t
We use a constant ω, in the expression of regression type estimator (12) of the distribution function F y (z). Its optimal value ω opt can be found in the sense of minimal variance (13).
Proposition 2.
In the case of simple random sampling on each of the two occasions, the optimal value ω opt in (12) is expressed:
on the two-occasion sampling scheme.
Proof. Differentiating Var(F reg y (z) in (14) with respect to the coefficient ω and equating the derivative to zero, we get the optimal value ω opt of the coefficient ω.
Replacing the coefficient ω by the coefficient ω opt in the distribution function estimator F reg y (z) given by (12), we obtain an optimal composite regression type estimator of the distribution function. In the case of simple random sampling on each of the two occasions: 
Proof. By inserting the optimal value ω opt (18) of ω into the expression of approximate variance (13), we obtain (20).
Remark 3.
The coefficient w opt depends on unknown variances and the covariance, and we estimate it by
We use the approximate minimal variance estimator Var( F reg y (z)) min of the composite optimal regression type distribution function estimator (19) replacing Var 1 , Var 2 , and Cov in AVar( t reg h(z)m ) min of (20) by the corresponding estimators Var 1 , Var 2 , and Cov.
Ratio type estimator
A particular case within the regression type estimator is the ratio type estimator. Distribution function estimators of the regression type and ratio type differ in the choice coefficient b in (8) .
Using the first occasion sample s ′ and the matched sample s m , we can form a ratio type estimator of the distribution function
A second estimator F yu (z) (5) of the distribution function F y (z) can be obtained from the unmatched sample s u . By linear combination of F r ym (z) and F yu (z), we obtain a new composite ratio type estimator
where λ is a constant (0 < λ < 1).
In the case of simple random sampling on each of the two occasions, the ratio type estimator (23) of the distribution function F y (z), using the two-occasion scheme is expressed:
, λ is a constant (0 < λ < 1), and g(z) n ′ , h(z) u have been introduced in (12). 
and s 2 h(z) are given in (13) and (6) . Proof. The variance of the composite ratio type estimator (23) equals
The approximation of Var( t r h(z)m ) is given: (16) Using the same ideas as for obtaining a composite optimal regression type estimator of the distribution function, we obtain a composite optimal ratio type estimator of the distribution function. In the case of simple random sampling for each of the two occasions:
. 
The coefficient λ opt depends on unknown variances and covariance, and we have to estimate it by
Finally, we use the minimal variance estimator Var( F r y (z)) min of the composite optimal ratio type estimator (29) 
Simulation study
In this section, we present a simulation study for the comparison of the performance of several distribution function estimators using the scheme of two-occasion sampling, with simple random sampling on each of the two occasions.
We study real household data of Statistics Lithuania. The study population consists of N = 2 932 households. The data are available for two occasions. The variables of interest, y and x, are the total household gross income; the values x i (the first occasion) refer to the population in 2005, the values y i (the second occasion) refer to the population in 2006. The correlation coefficient between the variables x and y in the household population is ̺(x, y) = 0.86. It means a strong linear relationship. To construct the estimator F y (z), we have chosen the following points z k :
where K q is the q-level quantile of the study variable y in the household population.
We have selected B = 10 000 samples of size n ′ = 200 on the first occasion under simple random sampling, with different matching fractions on the second occasion: For each estimator, we have calculated estimates of the distribution function of the study variable y at the points K 0.10 , K 0.25 , K 0.50 , K 0.75 , and K 0.90 . Thus, for each estimator we have 10 000 estimates of F y (z) for z=K 0.10 , K 0.25 , K 0.50 , K 0.75 , and K 0.90 . For these estimates we have calculated a relative bias, relative root mean square errors, and a relative efficiency of the estimators. For each estimator θ y (z) we define the relative bias as
the relative root mean square error as
where θ
is the i-th estimate at the point z, calculated for the estimator θ y (z), the relative efficiency with
where RMSE( F y (z)) is the relative root mean square error defined for the simple estimator F y (z). For each estimator also we define efficiency E( θ y (z)), the ratio of the RMSE( F y (z)) and RMSE( θ y (z)) with the corresponding formulae based variances. Table 1 illustrates the relative bias of proposed estimators of the population distribution function. For non-optimal estimators of a distribution function, the relative bias is decreasing when the q level of the population quantile is increasing. The simple and regression type estimators, F y (z) and F reg y (z), respectively, in all cases behave in a similar way, but in most cases F reg y (z) has the lowest relative bias. The regression type estimator F reg y (z) is less biased than the ratio type estimator F r y (z), especially for a low q level of the population quantile and for a low matching fraction m/n. The optimal ratio and regression type estimators, F r yopt (z) and F reg yopt (z), respectively, have the highest bias in most cases. Table 2 shows a relative root mean square error of estimators for the real household population and several matching fractions on the second occasion. As to the efficiency, measured by the relative root mean square error, the regression type estimator F reg y (z) is more efficient than the ratio type estimator F r y (z), especially for a low q level of the population quantile and a low matching fraction. This is probably due to the specificity of variables g(z) and h(z). In most cases, a simple estimator F y (z) of the population distribution function has a high relative root mean square error especially for a low matching fraction and a high q level of the population quantile. The estimators F as usual more efficient than F r y (z) and F reg y (z), respectively, in most cases. Optimal estimators mostly have a higher bias shown before. That is a reason why sometimes the efficiency is decreasing, compared with other estimators. The relative efficiency of a simple estimator is higher for the lowest q level of the population quantile with a lowest and highest matching fraction. The relative efficiency of the optimal distribution function estimators at the median are highest with any sampling fractions.
The efficiency, ratio of the RMSE with the corresponding formulae based variances Var( F (z) ) of the population distribution function, using a two-occasion scheme, is presented in Table 4 . Efficiency of proposed optimal estimators using ratio of RMSE with the corresponding formulae based variance is grows up comparable with relative efficiency. Average estimates of the variances of the proposed optimal ratio and regression estimators are smaller than the empirical variances. The Taylor series expansion of the ratio and regression estimators are used for the expressions of approximate variances. If higher order terms of Taylor expansion would be taken into expression of the approximate variances of these estimators, one can expect to improve the accuracy of the approximation of the variances.
Conclusions
We have proposed composite regression and ratio type estimators for a distribution function, as well as optimal estimators, in the sense of minimizing the variance for a twooccasion sampling scheme with a simple random sampling design on each occasion. Simulation has been studied on the real population of Lithuanian households of Statistics Lithuania. The simulation results show that the proposed composite estimators using auxiliary information can be used for improving the accuracy of distribution function estimates. The efficiency of the estimators proposed depends on the matching fraction and on the level of quantiles for two-occasion sampling.
