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Dispatchesextinction — the quantitative reduction
of an organism below a certain
threshold making it non-functional in
the community — and secondary
extinction — the loss of a species
triggered by the primary extinction of an
ecologically linked species. Unravelling
these microbial ecology dynamics,
together with the investigation of their
effects, is of crucial relevance in the effort
to preserve our ancestral microbiome and
defend the biodiversity that co-evolved
with our body before westernization.REFERENCES
1. The Human Microbiome Project Consortium
(2012). Structure, function and diversity of the
healthy human microbiome. Nature 486,
207–214.
2. Zaneveld, J., Turnbaugh, P.J., Lozupone, C.,
Ley, R.E., Hamady, M., Gordon, J.I., and
Knight, R. (2008). Host-bacterial coevolution
and the search for new drug targets. Curr.
Opin. Chem. Biol. 12, 109–114.
3. Rampelli, S., Schnorr, S.L., Consolandi, C.,
Turroni, S., Severgnini, M., Peano, C., Brigidi,
P., Crittenden, A.N., Henry, A.G., and Candela,
M. (2015). Metagenome sequencing of the
Hadza hunter-1 gatherer gut microbiota. Curr.
Biol. 25, 1682–1693.
4. De Filippo, C., Cavalieri, D., Di Paola, M.,
Ramazzotti, M., Poullet, J.B., Massart, S.,
Collini, S., Pieraccini, G., and Lionetti, P.
(2010). Impact of diet in shaping gutmicrobiota
revealed by a comparative study in childrenCfrom Europe and rural Africa. Proc. Natl. Acad.
Sci. USA 107, 14691–14696.
5. Yatsunenko, T., Rey, F.E., Manary, M.J.,
Trehan, I., Dominguez-Bello, M.G., Contreras,
M., Magris, M., Hidalgo, G., Baldassano, R.N.,
Anokhin, A.P., et al. (2012). Human gut
microbiome viewed across age and
geography. Nature 486, 222–227.
6. Clemente, J.C., Pehrsson, E.C., Blaser, M.J.,
Sandhu, K., Gao, Z., Wang, B., Magris, M.,
Hidalgo, G., Contreras, M., Noya-Alarco´n, O´.,
et al. (2015). The microbiome of uncontacted
Amerindians. Sci. Adv. 1, e1500183.
7. Martı´nez, I., Stegen, J.C., Maldonado-Go´mez,
M.X., Eren, A.M., Siba, P.M., Greenhill, A.R.,
and Walter, J. (2015). The gut microbiota of
rural Papua New Guineans: composition,
diversity patterns, and ecological processes.
Cell Rep. 11, 527–538.
8. Hamady, M., and Knight, R. (2009). Microbial
community profiling for human microbiome
projects: Tools, techniques, and challenges.
Genome Res. 19, 1141–1152.
9. Schnorr, S.L., Candela, M., Rampelli, S.,
Centanni, M., Consolandi, C., Basaglia, G.,
Turroni, S., Biagi, E., Peano, C., Severgnini, M.,
et al. (2014). Gut microbiome of the Hadza
hunter-gatherers. Nat. Commun. 5, 3654.
10. Segata, N., Boernigen, D., Tickle, T.L.,
Morgan, X.C., Garrett, W.S., and Huttenhower,
C. (2013). Computational meta’omics for
microbial community studies. Mol. Syst. Biol.
9, 666.
11. Obregon-Tito, A.J., Tito, R.Y., Metcalf, J.,
Sankaranarayanan, K., Clemente, J.C., Ursell,
L.K., Xu, Z.Z., Van Treuren, W., Knight, R.,
Gaffney, P.M., et al. (2015). Subsistence
strategies in traditional societies distinguish
gut microbiomes. Nat. Commun. 6, 6505.urrent Biology 25, R600–R620, July 20, 2015 ª12. Sommer, M.O., and Dantas, G. (2011).
Antibiotics and the resistant microbiome. Curr.
Opin. Microbiol. 14, 556–563.
13. David, L.A., Maurice, C.F., Carmody, R.N.,
Gootenberg, D.B., Button, J.E., Wolfe, B.E.,
Ling, A.V., Devlin, A.S., Varma, Y., Fischbach,
M.A., et al. (2014). Diet rapidly and
reproducibly alters the human gutmicrobiome.
Nature 505, 559–563.
14. Minot, S., Sinha, R., Chen, J., Li, H., Keilbaugh,
S.A., Wu, G.D., Lewis, J.D., and Bushman,
F.D. (2011). The human gut virome: inter-
individual variation and dynamic response to
diet. Genome Res. 21, 1616–1625.
15. Rinke, C., Schwientek, P., Sczyrba, A.,
Ivanova, N.N., Anderson, I.J., Cheng, J.-F.,
Darling, A., Malfatti, S., Swan, B.K., Gies, E.A.,
et al. (2013). Insights into the phylogeny and
coding potential of microbial dark matter.
Nature 499, 431–437.
16. Blaser, M.J., and Falkow, S. (2009). What are
the consequences of the disappearing human
microbiota? Nat. Rev. Microbiol. 7, 887–894.
17. O’Keefe, S.J., Li, J.V., Lahti, L., Ou, J.,
Carbonero, F., Mohammed, K., Posma, J.M.,
Kinross, J., Wahl, E., Ruder, E., et al. (2015).
Fat, fibre and cancer risk in African Americans
and rural Africans. Nat. Commun. 6, 6342.
18. Segata, N., Bo¨rnigen, D., Morgan, X.C., and
Huttenhower, C. (2013). PhyloPhlAn is a new
method for improved phylogenetic and
taxonomic placement of microbes. Nat.
Commun. 4, 2304.
19. Asnicar, F., Weingart, G., Tickle, T.,
Huttenhower, C., and Segata, N. (2015).
Compact graphical representation of
phylogenetic data and metadata with
GraPhlAn. PeerJ. 3, e1029.Evolution: Sex Limits AdaptationPatrik Nosil
Department of Animal and Plant Sciences, University of Sheffield, Sheffield, S10 2TN, UK
Correspondence: p.nosil@sheffield.ac.uk
http://dx.doi.org/10.1016/j.cub.2015.06.019
Evolution is affected by survival of individuals and by mate choice, but how sexual selection affects
adaptation remains unclear. A new study finds that sexual selection can limit adaptation by causing
male-induced harm to females and thus opposing natural selection.Darwin realized that evolutionary change
is affected not only by the survival of
individuals and natural selection, but also
by their reproductive success under
sexual selection [1,2]. Over the years, it
has become clear that both processes act
regularly and that natural selection is themechanism creating adaptation to the
environment [3]. In contrast, there are still
debates about the role of sexual selection
in adaptation. On the one hand, if healthy
individuals in good condition have high
reproductive success, then sexual
selection might align with naturalselection and promote adaptation [1,4,5].
On the other hand, sexual selection may
reduce survival through the evolution of
costly and exaggerated sexual traits [6],
or via mating systems where the sexes
harm each other [7,8]. In these scenarios,
sexual selection opposes natural2015 Elsevier Ltd All rights reserved R613
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Figure 1. Natural and sexual selection.
(A) A mating pair of Drosophila serrata, the species used to test if sexual selection opposes natural
selection by Chenoweth et al. [9]. Photo credit: Antoine Morin. (B) Schematic representation of the
hypotheses tested by Chenoweth et al. [9] (below x-axis) and the general results observed in their
experiment (above bars).
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(Figure 1). These ideas are reasonable,
but experiments are needed to test them.
A paper by Chenoweth et al. [9] in this
issue of Current Biology now shows that
sexual selection opposes natural
selection.
Two main approaches have been
taken prior to the study by Chenoweth
et al. [9]: first, some have manipulated the
opportunity for mate choice and sexualR614 Current Biology 25, R600–R620, July 20selection and then measured the
consequences for population level mean
fitness [10,11]; second, other experiments
have assayed the effects on male sexual
fitness of deleterious mutations [5,12].
Both approaches have yielded useful
insights by suggesting costs of sexual
selection, but there are nonetheless
shortcomings that call for further work [9].
For example, measuring mean fitness
integrates genetic effects across the, 2015 ª2015 Elsevier Ltd All rights reservedgenome such that genomic regions
with opposing effects on natural versus
sexual selection cancel each other out,
underestimating the gross cost of sexual
selection. The other class of experiments
examining individualmutations can isolate
effects of individual alleles, but many of
these new mutations are deleterious and
thus unlikely to be involved in adaptation
to the ecological environment, and
inferences are restricted to one or a few
loci. Thus, further experiments are
required to test how multiple loci
potentially involved in adaptation are
affected by sexual selection.
The new study by Chenoweth et al.
[9] provides such an experiment in
Drosophila serrata. The authors obtain
genomic data from an evolution
experiment that manipulated natural and
sexual selection during the early stages of
adaptation to a new environment. The
study thus extends previous work by
examining numerous loci and naturally
occurring standing genetic variation,
which is more likely to be involved in
adaptation than are individual deleterious
mutations. Specifically, the study
examined evolution at >1400 single
nucleotide polymorphisms (SNPs) across
the genome in fly populations evolved
under three treatments: natural selection
alone, sexual selection alone, or both.
The authors found that sexual
selection affected many of the same
genomic regions (i.e., SNPs) as natural
selection, aligning with it as often as
opposing it (Figure 1B). However, they
found that treatment effects in their
experiment, although predictable, were
not necessarily straightforward. The
reason for this was that roughly half of the
SNPs affected by selection were affected
by an interaction between natural and
sexual selection — the effects of one
form of selection were dependent on the
other. For these SNPs affected by the
interaction, sexual selection on its own
(i.e., in the absence of natural selection)
often caused the SNP to change in
frequency in the same direction as
occurred under natural selection alone.
Thus, sexual selection in isolation
from natural selection would not limit
adaptation. Strikingly, the situation was
reversed when sexual selection occurred
in conjunction with natural selection:
here, the effects of sexual selection
were almost exclusively in opposition to
Current Biology
Dispatchesthose of natural selection, reducing or
even reversing the direction of genetic
response relative to that expected under
natural selection. In short, the study
reports an antagonism between natural
and sexual selection that could limit
adaptation when both forms of selection
occur together. How can these results be
explained?
The authors went towards explaining
the observed pattern by investigating
the mechanisms that cause antagonism
between natural and sexual selection at
the genomic level [9]. Using behavioral
experiments, they identified a role for
the combination of male mate preference
and male-induced harm to females, a
hypothesis explored at the phenotypic
level in a previous study by Long et al. [8].
Specifically, Chenoweth et al. [9]
showed that males preferentially
courted and mated with high-fitness
females that would be favored by natural
selection. The harm to females
associated with this ‘over the top’ male
attention eliminated the female fitness
advantage. Thus, females carrying
otherwise adaptive alleles suffer greater
harm from males due to increased
sexual attractiveness. This process
can prevent the otherwise adaptive
alleles from rising to high frequency in
the population, thereby limiting
adaptation.
Beyond increasing our understanding
of adaptation, the results have
implications on how genetic variation
in sexually selected traits is maintained
in the face of strong directional
selection, which depletes variation.
This issue, called ‘the lek paradox’,
can be resolved if there is a trade-off
between reproductive success and
survival, as seen by Chenoweth et al. [9]
and in some studies of natural
populations [13].
Despite these advances, no study is
without issues that call for further work.
For example, effective population sizes
were not followed by Chenoweth et al.
[9]. Consequently, random evolution due
to genetic drift could not be explicitly
estimated. Although the consistent
results among independent replicates
observed in the experiment make
chance explanations for evolution
less likely, it is still possible that
population sizes could have differed
systematically among treatmentsC(natural selection, sexual selection,
or both) such that drift was stronger
in some treatments than in others,
which might partially explain the
differences among them. Additionally,
the approach of sequencing pools
of individuals makes it difficult to
estimate correlations among loci
(‘linkage disequilibrium’), such that the
independence of responses at different
loci in the experiment is unknown. This
leads to the more general point that
determining the role of selection acting
directly on a genomic region — as
opposed to effects of indirect selection
on correlated regions — remains one of
the largest challenges in understanding
selection’s role in shaping genomic
variation [14,15].
The study by Chenoweth et al. [9] is
part of a wave of recent studies combining
genomic and experimental approaches to
address questions in evolutionary biology.
For example, ‘evolve-and-sequence’
studies of experimental evolution in the
lab are flourishing [16]. Moreover,
experiments even in natural or semi-
natural conditions are emerging. For
example, studies in plants, insects and
marine invertebrates have combined
commongarden, transplant, ormesocosm
experiments with next-generation
sequencing to test the number, size,
distribution, and types of genomic regions
affected by selection [15,17–19]. We
clearly are witnessing the birth of
‘experimental genomics’. Despite the
promise of this approach, careful study
designs are required to yield strong
inferences.
Finally, while genomic approaches
have now examined the consequences
of selection, no study preceding that of
Chenoweth et al. [9] partitioned the
contributions of natural and sexual
selection during adaptation. Thus, this
study represents some of the strongest
evidence to date that sexual selection
can impede adaptation and further
provides a potential explanation why:
males prefer, but harm, attractive,
high-fitness females such that
otherwise adaptive alleles have trouble
rising to high frequency. Why some
other studies have found that sexual
selection aids [20], rather than hampers,
adaptation is a major outstanding
question, but the results of Chenoweth
et al. [9] point to differences amongurrent Biology 25, R600–R620, July 20, 2015 ªspecies’ mating systems as a potential
explanation for the different results.REFERENCES
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Understanding the identity of segments and the evolution of their appendages is a prime concern of
arthropod evolution studies. This has been challenging for long extinct stem-groups. Now, Cambrian
fossils offer insights that will help further evolutionary considerations.For well over half a billion years
arthropods have been, and are still, the
planet’s dominant animal life-form. One
reason for their evolutionary success is
their versatility that has resulted in a
segmental ground pattern evolving all
manner of adaptive traits, such as a huge
variety of limbs and modifications of the
exoskeleton [1]. Such rich diversification
offers a special challenge when it comes
to comparative studies, not least with
respect to the arthropod head. This was
explicitly recognized in 1975 by the
Canadian entomologist Jacob Rempel,
who published a now famous — or for
some infamous — paper titled ‘‘The
Evolution of the Insect Head: The Endless
Dispute’’ [2]. In it, Rempel reviewed the
then current theories, and some of the
personal quirks of their advocates, listing
thirteen divergent opinions about which
parts of the arthropod head correspond
to which segments of the arthropod
ground pattern. Disagreements were
compounded by differences of opinion
about how many segments made a head.
Today, we tend to think we are in a more
secure position now that such analyses
no longer have to rely on morphological
and embryological criteria. Today,
developmental genetics and geneexpression studies inform us that the
heads of mandibulate arthropods
(crustaceans, insects, millipedes and
centipedes) comprise six segments: the
ocular, antennal and antennular or
intercalary segments followed by three
segments providing modified limbs
serving as mouth parts [3]. But how can a
mandibulate head compare with that of a
spider or scorpion? Indeed, what is the
‘head’ of a spider? The answer is that
‘heads’ are a distraction, because it is the
segmental match-ups that inform us
about homologies across the front
ends of arthropods. While these
correspondences can nowadays be
resolved by molecular biology [3,4], for
palaeontologists trying to resolve
homologies of head organization across
stem-group arthropods Rempel’s
‘‘Endless Dispute’’ is very much alive
and kicking. Ascribing correspondence
of parts of the head across fossil
species is important because if wrongly
identified, structures will be incorrectly
coded for cladistics and lead to false
phylogenetic relationships. Now a new
study in Current Biology by Javier
Ortega-Herna´ndez [5] identifies for the
first time features that confidently
define the most rostral head segment infossil arthropods, an iconic group
that hallmarks the expansion of
metazoan life in the lower and middle
Cambrian.
Deducing homologous structures
across the diversity of ancient arthropods
has been problematic, as illustrated by
a couple of examples. Take for instance
the Cambrian’s pre-eminent predators,
such as the well-known Anomalocaris,
a member of a group called ‘Radiodonta’
comprising arthropods that had not
yet evolved segmental sclerites or
articulating appendages. What in
radiodontans might correspond to the
bivalved head shields or any other
anterior structure of early euarthropods
that had evolved arthrodization and
jointed appendages [6]? One favoured
homology is that an unpaired dorsal
structure (the ‘H element’) extending to
in front of the eyes, and flanked by
two lateral plates or ‘P elements’,
corresponds to the bivalved shield of
stem euarthropods [7], which today is a
familiar structure for those who enjoy
shrimp. But what other structures would
allow the designation of the H and P
elements as belonging to the most
anterior head segment when
segmentation in radiodontans is not
