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In this paper, we study the Casimir effect in the classical geometry of two parallel conducting
plates, separated by a distance L, due to the presence of a minimal length λ arising from a back-
ground independent (polymer) quantization scheme. To this end, we polymer-quantize the classical
Klein-Gordon Hamiltonian for a massive scalar field confined between the plates and obtain the
energy spectrum. The minimal length scale of the theory introduces a natural cutoff for the mo-
menta in the plane parallel to the plates and a maximum number of discrete modes between the
plates. The zero-point energy is calculated by summing over the modes, and by assuming λ  L,
we expressed it as an expansion in powers of 1/N , being N = L/λ the number of points between
the plates. Closed analytical expressions are obtained for the Casimir energy in the cases of small
and large scalar mass limits.
I. INTRODUCTION
One of the most important challenges of modern the-
oretical physics is the search for a quantum theory of
gravity (QTG). Theoretically, the major problem is that
the introduction of gravity into quantum field theories
appears to spoil their renormalizability, and from the ex-
perimental side, the greatest difficulty is the lack of ex-
perimentally accessible phenomena that could shed light
on a possible route to QTG. Because of these limitations,
at present what physicists do is to look for quantum grav-
ity effects through high-sensitivity measurements.
Polymer quantization (PQ) is a background indepen-
dent quantization scheme inspired by Loop Quantum
Gravity (LQG) [1] which has been used to explore math-
ematical and physical implications of theories such as
quantum gravity. PQ may be viewed as a separate devel-
opment in its own right, and is applicable to any classical
theory whether or not it contains gravity. In short, its
central feature is that the momentum operator p is not
realized directly as in Schro¨dinger quantum mechanics
because of a built-in notion of discreteness, but arises
indirectly through the translation operator Uλ = e
i pλ~ ,
being λ a fundamental length scale of the theory. No-
ticeably, while various approaches to QTG (such as LQG,
String Theory and Non-Commutative Geometries) sug-
gest the existence of a minimum measurable length [2–4],
in PQ a length scale is required for its construction.
PQ has been used to study quantum gravitational ef-
fects upon simple quantum systems, such as the harmonic
oscillator [5], the particle in a box [6], the diffraction
in time [7], the tunneling phenomena [8], the Coulomb
potential [9, 10], the quantum bouncer [11] and within
statistical thermodynamics [12], just to name a few. It
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has also been applied to the scalar field theory [13–16]
and the electromagnetic field [17]. In this work we de-
velop the area of polymer quantum field theory further
by computing the Casimir pressure between two parallel
conducting plates in a polymer scenario.
In its simple manifestation, the Casimir effect is a
quantum force of attraction between two parallel un-
charged conducting plates [18]. More generally, it refers
to the stress on bounding surfaces when a quantum
field is confined to a finite volume of space [19]. The
boundaries can be material media, interfaces between two
phases of the vacuum, or topologies of space-time. In any
case, the modes of the quantum fields are restricted, giv-
ing rise to a macroscopically measurable force. For a
review see, for example, Refs. [20, 21]. The experimen-
tal accessibility to micrometer-size physics has motivated
the theoretical study of the CE in different scenarios, in-
cluding Lorentz-breaking extensions of the QED [22–24],
Lorentz-violating scalar [25, 26] and fermionic [27] field
theory, topological phases of matter [28–30], string the-
ory [31–33] and theories with minimal length based on
Generalized Uncertainty Principles (GUPs) [34–36].
One of the most commonly used procedures for ob-
taining the vacuum energy is direct evaluation of infinite
sums over eigenvalues of zero-point field modes. These
sums, which happen to be formally divergent, may be reg-
ularized by a variety of techniques, e.g., momentum cut-
off or dimensional regularization [20, 21]. An important
feature about the boundary conditions is that in quan-
tum models with minimal length there is a finite number
of modes. So there is a natural cutoff and the Casimir
energy does not need to be regularized, as opposed to
the standard quantum field theory calculations. In other
words, the minimal length acts as a regulator in the ul-
traviolet. Unlike the GUP scenarios, where String The-
ory predicts that it is impossible to improve the spatial
resolution below the characteristic length of the string
(and hence yields to modified position-momentum un-
certainty relation to account for it) [37–40], in PQ the
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2minimal length is built-in by construction. Accordingly,
the minimal length of the polymer theory must manifest
in the Casimir effect. In this work, we aim to provide ad-
ditional theoretical predictions about the quantum vac-
uum in polymer scalar field theory; in particular, we fo-
cus on the evaluation of the Casimir stress upon parallel
uncharged conducting plates.
The outline of this paper is as follows. We begin in Sec.
II by reviewing the polymer quantization scheme. In Sec.
III we discuss a confined polymer-quantized scalar field
between two parallel conducting plates. Next we evaluate
the Casimir energy by summing over the modes for the
massless (Sec. IV A) and the massive (Sec. IV B) cases in
Sec. IV. As a nature of validation, we show that the ex-
pressions for the Casimir energy reduce to the well-known
results in the conventional scalar field. Details of techni-
cal computations are relegated to the Appendix. Finally
in Sec. V, we summarize the main results of the paper
and discuss how they compare with those obtained in
alternative theories for quantum gravity, such as GUPs.
II. POLYMER QUANTIZATION
As noted above, the central difference between
Schro¨dinger and polymer quantization is the choice of
Hilbert space. In polymer representation, the corre-
sponding Hilbert spaceHpoly is the Cauchy completion of
the set of linear combination of some basis states {|xµ〉},
with inner product
〈xµ|xν〉 = lim
T→∞
1
2T
∫ T
−T
e−i
p
~ (xµ−xν) dp = δµν , (1)
where the right-hand side is the generalization of the Kro-
necker delta to an uncountable index set. Plane waves
are normalizable in this inner product. The kinematical
Hilbert space can be written as Hpoly = L2 (Rd, dµd),
with dµd corresponding to the Haar measure, and Rd the
real line endowed with the discrete topology.
The state of a polymer system can be expressed as
|ψ〉 =
+∞∑
µ=−∞
ψµ |xµ〉 , (2)
where |xµ〉 are eigenstates of the position operator
x |xµ〉 = xµ |xµ〉 , (3)
and the ψµ’s are expansion coefficients. Note that the
spectrum of the position operator {xµ} consists of a
countable selection of points from the real line R, which
is analogous to the graph covering 3-manifolds in LQG.
The central feature here is that the momentum opera-
tor p is not realized directly as in Schro¨dinger representa-
tion because of built-in notion of discreteness, but arise
indirectly through translation operator Uλ = e
i pλ~ . Here,
λ is a fundamental length scale of the theory. Hence,
for the representation of the Heisenberg-Weyl algebra we
choose the position operator x and the translation oper-
ator Uλ instead of the momentum operator. The action
of the translation operator on position eigenstates is
Uλ |xµ〉 = |xµ − λ〉 ; (4)
that is, Uλ converts a position eigenstate with eigen-
value xµ into an eigenstate with eigenvalue xµ − λ.
These operators definitions give the basic commutator
[x, Uλ] = −λUλ, and Uλ defines a one-parameter family
of unitary operators on Hpoly, where its adjoint is given
by U†λ = U−λ. Mathematically, polymer and Schro¨dinger
quantizations are inequivalent because Uλ is discontinu-
ous with respect to λ given that |xµ〉 and |xµ − λ〉 are
always orthogonal, no matter how small is λ [6].
However, inspired by the techniques used in Lattice
Gauge Theories and LQG, by introducing a fixed length
scale λ it is possible to define an effective momentum
operator as follows
pλ =
~
2iλ
(
Uλ − U†λ
)
, (5)
which corresponds to the approximation pλ  ~. Prac-
tical calculations in polymer quantum mechanics involve
the mapping p→ pλ in any momentum-dependent oper-
ator. In L2(R, dx), the λ→ 0 limit would give the usual
momentum −i~∂x and momentum-squared −~2∂2x oper-
ators. In Hpoly = L2 (Rd, dµd) this limit does not exist
because λ is regarded as a fundamental length scale. This
is analogous to the quantum-classical transition through
~ → 0 limit, where ~ is a nonzero fundamental constant
of quantum theory [41, 42].
Regularizing the kinetic energy operator K =
p2/2m, the polymer representation of the classical non-
relativistic Hamiltonian H = K + V is then [1]
Hλ =
~2
2mλ2
(
2− Uλ − U†λ
)
+ V (x) , (6)
where the potential term is arbitrary but assumed to be
regular so that V can be defined by pointwise multipli-
cation, 〈xµ |V |ψ〉 = V (xµ) 〈xµ|ψ〉.
The dynamics of the system will be determined by
the equation i~∂t |ψ〉 = Hλ |ψ〉, which decomposes the
polymer Hilbert space Hpoly, into an infinite superse-
lected finite-dimensional subspaces, each with support
on a regular lattice γ = γ (λ, x0) with the same space
between points λ, where γ (λ, x0) = {nλ+ x0|n ∈ Z},
and x0 ∈ [0, λ). This way of choosing x0 fixes the su-
perselected sector, restricting the dynamics to a lattice
γ (λ, x0) and work on separable Hilbert space Hx0poly con-
sisting of wave functions which are nonzero only on the
lattice.
The energy eigenvalue equation Hλ |ψ〉 = Eλ |ψ〉 be-
comes a difference equation for the coefficients ψµ =
〈xµ|ψ〉 in the coordinate representation:
ψµ+1 + ψµ−1 = 2
{
1− mλ
2
~2
[Eλ − V (xµ)]
}
ψµ. (7)
3On the other hand, in the momentum representation, it
is generically a differential equation for ψ (p) = 〈p|ψ〉 :
~2
mλ2
[
1− cos
(
pλ
~
)]
ψ (p) = [Eλ − V (−i~∂p)]ψ (p) ,
(8)
where we have used that 〈p|x|ψ〉 = i~∂pψ (p) and
〈p|Uλ|ψ〉 = eipλ/~ ψ (p).
Working on γ (λ, x0) restricts momentum wave func-
tions ψ (p) to periodic functions of period 2pi~/λ with
the inner product formula (1) reducing to:
〈xµ|xν〉 = 〈xµ|
(
λ
2pi~
∫ pi~/λ
−pi~/λ
|p 〉〈 p| dp
)
|xν〉 = δµν , (9)
and p ∈ (−pi~/λ, pi~/λ). Note that the identity operator
(readed from (9)) on such subspace serves to define the
inner product on Hx0poly in the momentum representation.
There are several examples of systems that have been
treated with polymer quantization. These are simple
quantum mechanical systems, such as the harmonic os-
cillator [5], the particle in a box [6], the diffraction in
time [7], the tunneling through potential barriers [8], the
Coulomb potential [9, 10] and the quantum bouncer [11].
Using these results, the authors in Ref. [12] have studied
the statistical thermodynamics of such systems.
PQ has also been used to study a simple quantum cos-
mological model known as polymer quantum cosmology
[6]. The main idea behind this model is that the phase
space of cosmological spacetimes that are homogeneous
and isotropic (and for which the homogeneous spatial
slices have flat intrinsic geometry, i.e. the Friedmann-
Robertson-Walker cosmology), can be polymer-quantized
following the theory described above. After some appro-
priate considerations and with the correct choice of polar-
ization, this yield to a polymer Wheeler-DeWitt equation
[6].
III. CONFINED POLYMER SCALAR FIELD
We now turn to the study of the three-dimensional
Klein-Gordon equation in polymer representation.
To this end, we restrict our analysis to an or-
thorhombic primitive Bravais lattice γ(~λ,~r0) =
{~r0 + qλx~ex + tλy~ey + nλz~ez | (q, t, n) ∈ Z}, where λx,
λy and λz are the three independent lattice parame-
ters [43], and ~r0 is a vector in the primitive cell (i.e.
|~r0| < min(λx, λy, λz)) which fixes the superselected sec-
tor. For the sake of simplicity here we take ~r0 = ~0, al-
though the following analysis is also valid for an arbitrary
vector ~r0.
Just as we did to derive the polymer representation
of the Schro¨dinger (6) and the Wheeler-DeWitt equa-
tions [6], the regularization of the classical Klein-Gordon
Hamitonian H2 = (~p c)2 + (mc2)2 produces
H2~λ = ~
2c2
∑
i=x,y,z
1
λ2i
(
2− Uλi − U†λi
)
+ (mc2)2, (10)
where Uλi = e
ipiλi/~ is the translation operator along
the ~ei-direction. The problem now consists in solving
the eigenvalue equation H2~λ |ψ〉 = E2~λ |ψ〉 for our Casimir
system, which consists in two parallel conducting plates
separated by a distance L along a given direction, say
the ~ez-direction. The minimum length scale in the ~ez-
direction requires L = Nλz, with N ∈ Z.
We assume that the scalar field satisfies Dirichlet
boundary conditions on the plates, located at z = 0 and
z = L, having lattice positions n = 0 and n = N . Due to
the translational invariance in the directions parallel to
the plates, that is in the transverse x and y directions,
we can work in a mixed coordinate-momentum represen-
tation ψn(px, py) = 〈px, py, zn|ψ〉. This allow us to write
the following difference equation for the function ψn:
E2~λ ψn =
~2c2
λ2z
(2ψn − ψn+1 − ψn−1) , (11)
where we have defined
E2~λ = E2~λ−(mc2)2−~2c2
(
4
λ2x
sin2
pxλx
2~
+
4
λ2y
sin2
pyλy
2~
)
,
(12)
with px ∈ (−pi~/λx, pi~/λx) and py ∈ (−pi~/λy, pi~/λy).
Now we have to solve the second order difference equa-
tion (11) subject to the boundary conditions ψn=0 = 0
and ψn=N = 0. To this end, and following [44], we pro-
pose the solution of Eq. (11) to be
ψn = α1 r
n
1 + α2 r
n
2 , (13)
where αi are constant coefficients and ri are the roots of
the characteristic equation:
r2 − (2− κ2) r + 1 = 0, (14)
whose solutions are
r± = 1− (κ2/2)± (1/2)
√
κ2 (κ2 − 4), (15)
where κ = E~λλz/~c. This expression gives us a relation
between energy E~λ and 2~c/λz. If |E~λ| > 2~c/λz, then
the roots r± are real numbers (including the degenerate
case), but incompatible with the boundary conditions,
therefore they yield the trivial solution ψn = 0. This
result implies that the minimum length imposes a cutoff
on the energy, and hence, energies beyond the maximum
are unphysical. The only physical solutions are those for
which |E~λ| < 2~c/λz, in which case the roots (15) are
complex. In this case, the solution can be written as
ψn = β1 cos(nθ) + β2 sin(nθ), (16)
4which is a parametrization of (13) in polar coordinates,
with
cos θ =
1√
2
2− κ2√
κ4 − 4κ2 + 2 . (17)
Imposing the boundary conditions ψn=0 = 0 and ψn=N =
0 in (16) yields the condition Nθ = spi, with s ∈ Z. The
solution to the difference equation (11) turns out to be
ψn,s = N sin
(
npi
s
N
)
, 0 < s < N, (18)
where N is a normalization factor
N =
[
N∑
s=0
sin2
(npis
N
)]−1/2
=
√
2
N
. (19)
The corresponding energy spectrum (which can be ob-
tained by substituting the eigenfunction (18) into the
difference equation (11)) is found to be bounded:
E~λ,s =
2~c
λz
sin
( pis
2N
)
, (20)
which resembles the tight binding model of a particle in
a periodic potential with periodic boundary conditions
[43]. Inserting this result in Eq. (12) we obtain the full
energy spectrum for a polymer scalar field confined be-
tween two parallel conducting plates:
E~λ,s =
[
(mc2)2 + ~2c2
(
4
λ2x
sin2
pxλx
2~
+
4
λ2y
sin2
pyλy
2~
+
4
λ2z
sin2
pis
2N
)]1/2
. (21)
IV. THE CASIMIR EFFECT
In this section we will compute the Casimir energy and
stress (per unit area) associated with a polymer scalar
field confined between two parallel conducting plates sep-
arated by a distance L along the z direction. In gen-
eral, the lattice parameters λi can be different, specially
in solid-state systems. Nevertheless, from a quantum
gravity point of view, there is no evidence of a pre-
ferred spatial direction, and hence we can safely take
λx = λy = λz ≡ λ.
There are many ways in which the Casimir effect can
be computed. Perhaps the most obvious procedure is
to compute the zero-point energy in the presence of the
plates. This is precisely the method we shall employ
in this paper. On the one hand, we will consider the
polymer scalar field interacting with the plates at z = 0
and z = L. On the other hand, we must consider con-
tributions from the field inside and outside the plates as
well [45]. To do this, we introduce two auxiliary plates at
z = L1 and z = −L2, such that L1  L. In the following,
we consider the massless and massive cases separately.
A. Massless case
The zero-point energy of a massless polymer scalar field
inside the cavity will be given according to (21) by
E(L) = ~c
λ
∫
D
d2~k
(2pi)2
N−1∑
n=1
[
sin2
kxλ
2
+ sin2
kyλ
2
+ sin2
npi
2N
]1/2
, (22)
where ~k = kx~ex + ky~ey = ~p/~ is the wave-vector parallel
to the plates and D is the rectangular domain defined as
D ≡
{
(kx, ky) ∈ R2 : −pi
λ
≤ kx ≤ pi
λ
;−pi
λ
≤ ky ≤ pi
λ
}
.
(23)
We observe that in the limit λ/L→ 0, Eq. (22) correctly
reduces to the zero-point energy of a massless scalar field
[20, 21] and the rectangular domain D opens to the whole
R2 [6, 7], as it should be.
In order to evaluate the integrals appearing in Eq.
(22), it is convenient to employ the Schwinger proper-
time representation for the square root [20]:
E(L) = ~c
2Γ(− 12 )
∫
D
d2~k
(2pi)2
N−1∑
n=1
∫ ∞
0
dx x−3/2
×exp
{
−4x
λ2
(
sin2
kxλ
2
+ sin2
kyλ
2
+ sin2
npi
2N
)}
(24)
where we have used the Euler representation for the
gamma function. We next carry out the integration over
the momentum ~k. The result is simple and with a change
of variables it can be cast into the form
E(L) = ~c
2L3Γ(− 12 )
N−1∑
n=1
∫ ∞
0
dx x−3/2e−4x(N sin
npi
2N )
2
×
[
N I0
(
2xN2
)
e−2xN
2
]2
, (25)
where I0(x) is the zeroth-order modified Bessel function
of the first kind and N = L/λ is the number of points
between the plates. The integral and summation in Eq.
(25) cannot be calculated explicitly, therefore we will con-
sider their asymptotic limits. This can be done safely
since up to date there is not experimental evidence of
a fundamental length scale, and therefore we should as-
sume λ to be small as compared with any other relevant
physical length in the problem (the separation L between
the plates, for instance). Let us proceed along this way.
Taking the asymptotic behavior of the integrand in Eq.
(25) for N  1 and keeping terms up to order 1/N2 we
5obtain
E(L) ≈ ~c
2L3Γ(− 12 )
N−1∑
n=1
∫ ∞
0
dx x−3/2e−xn
2pi2
× 1
4pix
(
1 + x
n4pi4
12N2
)(
1 +
1
8xN2
)
, (26)
where we have used that I0(z) ∼ ez√2piz
(
1 + 18z
)
for z  1
and sin z ≈ z − z33! for z  1 [46]. For the sake of sim-
plicity, we write the energy per unit area in the simplest
form
E(L) = − pi
2
1440
~c
L3
(
A1 +
A2 +A3
N2
)
, (27)
where
A1 = − 180
pi3Γ(− 12 )
N−1∑
n=1
∫ ∞
0
dx x−5/2e−xn
2pi2 , (28)
A2 = − 15pi
Γ(− 12 )
N−1∑
n=1
n4
∫ ∞
0
dx x−3/2e−xn
2pi2 , (29)
A3 = − 45
2pi3Γ(− 12 )
N−1∑
n=1
∫ ∞
0
dx x−7/2e−xn
2pi2 . (30)
These expressions can be further simplified. Making use
of the following integral representation of the gamma
function [46] ∫ ∞
0
xs−1e−αxdx =
Γ(s)
αs
, (31)
we get
A1 = 120
N−1∑
n=1
n3, A2 =
15
6
A3 = −15pi2
N−1∑
n=1
n5. (32)
The problem has been reduced now to the evaluation of
these partial sums. Before embarking us in such technical
problem, let us verify the continuous limit. To this end,
we take the number of points between the plates very
large but keeping fixed its distance, i.e. N → ∞ and
Nλ→ L. In this case the upper limit in the summations
of Eq. (32) opens to infinity and the apparently non
convergent sums can be resolved by means of the ana-
lytic continuation of the Riemann zeta function ζ(s). By
direct calculation we find that, in the continuous limit,
A1 = 120 ζ(−3) = 1, A2 = −15pi2 ζ(−5) = 5pi2/84 and
A3 = −6pi2 ζ(−5) = pi2/42. Inserting these results into
Eq. (27) we can see that only the first term survives to
the limit N →∞ (due to the 1/N expansion), which im-
plies that the energy per unit area (27) correctly reduces
to the continuous result for a massless scalar field [20].
Now let’s go back to the evaluation of the partial sums
in Eq. (32). To this end, we begin by discussing how the
definition of the Riemann zeta function,
ζ(s) =
∞∑
n=1
1
ns
, (33)
which is an absolutely convergent serie in the region
Re(s) > 0, can be extended to the case Re(s) < 0 by
purely real-variable methods. Of course, we know in ad-
vance that the ζ function can be extended to this region
(with a pole at s = 1) by analytic continuation; nev-
ertheless real-variable methods allow us to approximate
the partial sums appearing in Eq. (32) by a polynomial
in 1/N . See Ref. [47] for a detailed discussion.
To put this problem on the table, let’s notice that the
summations in Eq. (32) do not make sense if we stay
within the traditional way to evaluate infinite series. For
example, it is well known that
∑N−1
n=1 n
3 = 14N
2(N − 1)2
and
∑N−1
n=1 n
5 = 112N
2(N − 1)2(2N2 − 2N − 1). Accord-
ingly the limit N → ∞ produces infinities, which are
indeed inconsistent with the finite results obtained via
the analytic continuation of the Riemann ζ function (33).
This problem can be resolved with real-variable methods
by replacing the abruptly truncated sums
∑N−1
n=1 n
s with
smoothed sums
∑∞
n=1 n
sη(n/N), where η(x) : R+ → R is
a twice continuously differentiable cutoff function satis-
fying η(x)→ 1 pointwise as x→ 0 (a condition required
to fulfill the limit N → ∞) and is uniformly bounded
[47]. This program produces an expansion of the sum
in powers of 1/N , which is treated as a small parame-
ter. Performing a 1/N expansion gets more and more
accurate in the large N limit. Remarkably, the dom-
inated convergence theorem guarantees that smoothing
does not affect the asymptotic value of the sum (i.e. the
zeroth order term of the expansion), which is absolutely
convergent. Higher order terms are to be understood as
correction terms. In general, smoothing is a conceptual
bridge between zeta function regularization, with its re-
liance on complex analysis, and Ramanujan summation,
with its shortcut to the Euler-Maclaurin formula [47].
The most famous smoothed sum is perhaps the Cesa`ro
summation, which corresponds to the cutoff function
ηC(x) = (1 − x)+. This correctly gives the well-known
result 1/2 of the Grandis series. In physics, an exponen-
tial cutoff is often much more useful since it decays more
rapidly than the Cesa`ro sum. In fact, the Cesa`ro cutoff
function corresponds to the leading term of the exponen-
tial cutoff ηE(x) = e
−x when it is Taylor expanded. In
this paper we shall use the exponential cutoff function to
evaluate the partial sums of Eq. (32). Even more, since
we have computed the Casimir energy up to order 1/N2,
we will Taylor expand the cutoff function ηE(n/N) up to
order 1/N2 in the following approximations. Applying
the above discussed program we obtain
N−1∑
n=1
ns=
∞∑
n=1
ns ηE(n/N)≈
∞∑
n=1
ns
[
1− n
N
+
n2
2N2
+O(N−3)
]
= ζ(−s)− ζ(−s− 1)
N
+
ζ(−s− 2)
2N2
+O(N−3),
(34)
where ζ(−s) is the Riemann ζ function (33) analytically
continued to negative arguments. This result implies that
6the coefficients (32) become
A1 = 1− 5
21N2
, A2 =
15
6
A3 =
pi2
672
(
40− 21
N2
)
, (35)
where we have used that ζ(−2s) = 0 for s ∈ Z+. Substi-
tuting these results into Eq. (27) and keeping terms up
to order 1/N2 we obtain
E(L) = − pi
2
1440
~c
L3
[
1 +
1
N2
(
pi2
12
− 5
21
)]
. (36)
The first term in Eq. (36) is the usual Casimir energy
for a massless scalar field, while the second term is the
correction given by the presence of the minimal length of
the polymer theory. We note that it is attractive.
Now, using the result of Eq. (36) we can obtain the
total energy of the system. For the scalar field inside the
region between the plate at z = L and the auxiliary plate
at z = L1 the same construction can be adopted, and the
energy density is given by Eq. (36) with the replacement
L→ L1−L. For the slab of width L2, between the plate
at z = 0 and the auxiliary plate at z = −L2, the energy
density is also given by Eq. (36) with L→ L2. The total
energy of the system will be then
ET(L) = E(L) + E(L1 − L) + E(L2). (37)
The total Casimir pressure upon the plate at z = L is
given by PT(L) = − 12λ [ET(L+ λ)− ET(L− λ)]. Since
we are interested in variations with respect to L, the last
term in Eq. (37) does not contribute to the pressure.
Keeping terms up to order 1/N2 we obtain
PT(L) = P(L) + P(L1 − L), (38)
where
P(L) = − pi
2
480
~c
L4
[
1 +
5λ2
9L2
(
pi2
4
− 37
7
)]
. (39)
For a finite value of L1, Eq. (38) gives the pressure upon
the plate at z = L when placed between the plates at
z = 0 and z = L1, i.e. we have a Casimir piston. In order
to obtain the Casimir force for our initial configuration
we take the limit L1  L, such that PT(L) = P(L).
In Fig. 1 we plot the Casimir pressure P (in units of
P0 = − pi2480 ~cL4 , which is the usual attractive pressure for
a massless scalar field) as a function of the plate’s sepa-
ration L for different values of λ (here, both L and λ are
measured in the same units of length). As we can see,
the Casimir pressure for a massless scalar polymer field
tends asymptotically to the usual Casimir pressure as λ
approaches to zero, as expected.
We can make some considerations about the possibility
of observing this effect. Clearly, if λ is of the order of
the Planck length ∼ 10−35m (although no known data
substantiate this conjecture), no observation is possible.
However, current experiments on the Casimir force can
set an upper bound on the minimal length of the polymer
λ=0.15μmλ=0.10μmλ=0.05μm
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
L[μm]
P
/P 0
FIG. 1: Casimir pressure for a massless polymer scalar
field (in units of the usual Casimir pressure P0) as
function of L for different values of the minimal length
of the polymer theory.
theory. The authors in Ref. [48] measured the Casimir
force between parallel plates, with the distance L between
the surfaces in the range 0.5 − 3µm and a precision of
15%. Using this result, the upper bound obtained for
the minimal length scale is λ = 1.5 × 10−7m, which is
far from the one expected if we think λ as arising from a
more fundamental physical theory. Indeed, this bound is
comparable with the one obtained by using the diffraction
in time [7], the polymer bouncer [11] and by means of
polymer Bose-Einstein condensate [49].
B. Massive case
It is simple but not straightforward to extend the dis-
cussion of Sec. IV A to include the mass m for the scalar
field. The zero-point energy inside the cavity now be-
comes
E(m,L) = c
2
∫
D
d2~k
(2pi)2
N−1∑
n=1
[
(mc)
2
+
(
2~
λ
)2
×
(
sin2
kxλ
2
+ sin2
kyλ
2
+ sin2
npi
2N
)]1/2
,
(40)
where D is the rectangular domain defined in Eq. (23).
The calculation proceeds just as in the massless case: we
first introduce the Schwinger proper time representation
for the square root and integrate x. Now, we evaluate the
momentum integral and take the asymptotic behavior of
the integrand for N  1. Retaining terms up to order
1/N2 we find that the energy density per unit area, in
place of Eq. (27), is
E(m,L) = − pi
2
1440
~c
L3
(
B1 +
B2 +B3
N2
)
, (41)
7where
B1(N, δ) = 120
N−1∑
n=1
(
n2 + δ2
)3/2
, (42)
B2(N, δ) = −15pi2
N−1∑
n=1
n4
(
n2 + δ2
)1/2
, (43)
B3(N, δ) = −6pi2
N−1∑
n=1
(
n2 + δ2
)5/2
, (44)
and δ ≡ 2L/λC. Here, λC = h/mc is the Compton length
of the massive field. Note that in the limit δ → 0 the
Casimir energy (41) correctly reduces to that of the mass-
less case since the B-coefficients (42)-(44) reduce to the
A-coefficients given by Eq. (32). Now we have to eval-
uate these partial sums. Accordingly, we will follow the
same program introduced in the previous section. In the
present case, we conveniently introduce the following ex-
ponential cutoff function
ηE(n/N, δ/N) = exp
{
−
√
n2 + δ2
N
}
, (45)
which reduces to the one employed in the massless case
for δ = 0, as expected. Therefore, the partial sums ap-
pearing in the B-coefficients may be evaluated by expo-
nential function regularization, with the cutoff function
of Eq. (45). We will first consider the unregulated series
Q(s, δ) =
N−1∑
n=1
(
n2 + δ2
)s
(46)
appearing in the coefficients B1 and B3 with s = 3/2 and
s = 5/2, respectively. The regularized sum then reads
Q(s, δ) =
∞∑
n=1
(
n2 + δ2
)s
ηE(n/N, δ/N). (47)
By Taylor expanding the regulator and keeping terms up
to order 1/N2 we find that the partial sum (51) can be
approximated as
Q(s, δ) ' Z(−s, δ)− 1
N
Z(−s− 1/2, δ)
+
1
2N2
Z(−s− 1, δ) +O(N−3), (48)
where each of these terms can be regarded as particular
values of the Epstein-Hurwitz zeta function:
Z(s, δ) =
∞∑
n=1
(
n2 + δ2
)−s
, Re(s) > 1/2 , (49)
which admits, however, an analytic continuation to
Re(s) < 1/2. As shown in Ref. [50], the meromorphic
function in the whole complex plane
Z(s, δ) = − 1
2δ2s
+
√
pi
2δ2s−1Γ(s)
×
{
Γ (s− 1/2)+4
∞∑
n=1
(pinδ)s−1/2Ks−1/2(2pinδ)
}
,
(50)
provides the analytic continuation of the Epstein-
Hurwitz zeta function (49). Here, Kn is the n-th order
modified Bessel function of second type [46].
Now let us consider the unregulated series
R(s, δ) =
N−1∑
n=1
n4
(
n2 + δ2
)s
, (51)
which occurs in the coefficient B2 with s = 1/2. In a
similar fashion, the regularized sum
R(s, δ) =
N−1∑
n=1
n4
(
n2 + δ2
)s
ηE(n/N, δ/N), (52)
can be approximated (by Taylor expanding the regulator)
up to order 1/N2 as
R(s, δ) 'W (−s, δ)− 1
N
W (−s− 1/2, δ)
+
1
2N2
W (−s− 1, δ) +O(N−3), (53)
where we have defined the function
W (s, δ) =
∞∑
n=1
n4
(
n2 + δ2
)−s
, (54)
which is absolutely convergent in the region Re(s) > 0.
As usual, it can be extended to the region Re(s) < 0 by
analytic continuation. Details of technical computations
are relegated to Appendix A. Here we just present the
final result. The function
W (s, δ) =
3
√
pi
8δ2s−5Γ(s)
{
Γ(s− 5/2) + 8
3
∞∑
n=1
(npiδ)
s−5/2
× {2 [(npiδ)2 + (s− 3)s+ 2]Ks−5/2(2npiδ)
+(npiδ)(1− 2s)Ks−3/2(2npiδ)
}}
(55)
is what provides the analytic continuation of (54) to the
whole complex plane.
With the help of the results of Eqs. (50) and (55), we
can directly compute the functions Q(3/2, δ), R(1/2, δ)
and Q(5/2, δ), appearing in the B-coefficients. Substi-
tuting these functions in Eq. (41) we obtain an explicit
expression for the energy density per unit area (up to
order 1/N2). For simplicity, we write the energy density
as the sum of three terms:
E(m,L) = EC +KL+ EP(m,L). (56)
8In this expression,
EC = pi
2
15
~c
λ3C
[
5
(
1− 2λ
λC
)
− (10 + pi2)λ
2
λ2C
]
(57)
is a constant term (independent of L) which arises from
the first term in Eq. (50). Since we are interested in
variations of the energy with respect to L, this constant
term does not have physical significance, so it will be
dropped.
On the other hand, the first term in the curly brackets
of Eqs. (50) and (55) produces the second term (∼ KL)
in the energy density (56), where
K = −pi
2
4
~c
λ4C
[
2 Γ(−2)− (10− 3pi2) Γ(−3)λ
2
λ2C
]
(58)
is a constant with units of pressure. As we shall see, al-
though this term contributes to the energy density inside
the cavity, it cancels out with the contributions outside
the plates.
The last term in the energy density,
EP(m,L) = 15δ4E0(L)
∞∑
n=1
{[
12 + (piδ/N)2
]K2(2npiδ)
(npiδ)2
+(piδ/N)2
[
(npiδ)2 +
21
4
− 15
pi2
]
K3(2npiδ)
(npiδ)3
}
,
(59)
gives the physically relevant energy density per unit area.
This becomes clear when we write the total energy den-
sity of the system, i.e.
ET(m,L) = E(m,L) + E(m,L1 − L) + E(m,L2), (60)
where the first term is the energy density from the field
inside the plates, and the second and third terms are
the contributions from the field outside the plates. By
putting (56) into (60) it turns out that the total energy
density acquires constant terms and as such they do not
have physical significance. As it should be, the terms
proportional to L cancel out, i.e. KL+K (L1−L) = KL1,
and neither they will contribute to the pressure. This
leaves us with
ET(m,L) = EP(m,L) + EP(m,L1 − L) (61)
as the physically relevant contribution to the energy den-
sity. In particular, in the limit in which L1  L, the last
term in Eq. (61) is strongly suppressed with respect to
the first one, and thus we get ET(m,L) = EP(m,L) as
the Casimir energy of the system. In the following we
concentrate in the evaluation of the Casimir energy.
The summations in Eq. (59) can not be calculated
explicitly, therefore we will consider its asymptotic limits.
For small δ, which implies mL  h/2c, it is possible to
use the expansion [46]
(x/2)νKν(x) ∼ 1
2
Γ(ν) +O(x2), ν > 0, x 1 (62)
and the definition of the Riemann zeta function (33) to
obtain, up to second order in δ:
ET(m,L) ' E0(L)
[
1 +
1
N2
(
pi2
12
− 5
21
)
− 15δ2
+
3
4
(
5
3
− pi
2
4
)
δ2
N2
]
. (63)
In this expression we identify the first two terms with
the Casimir energy for a massless polymer scalar field,
which is the result given by Eq. (36). The third term
(∝ δ2) corresponds to the usual small correction term
due to the mass of the field. The last term, where
the mass of the field and the minimal length of the
theory occur, is even a smaller correction term. The
Casimir pressure between the plates is given by PT =
− 12λ [ET(m,L+ λ)− ET(m,L− λ)]. Keeping terms up
to order 1/N2 we obtain
PT(m,L) = − pi
2
480
~c
L4
[
1 +
5λ2
9L2
(
pi2
4
− 37
7
)
+
20L2
λ2C
+
15λ2
λ2C
(
1 +
pi2
20
)]
, (64)
which reduces to the massless result given by Eq. (39)
when λC →∞.
On the other hand, if we take δ  1 in Eq. (59),
which implies mL  h/2c, the asymptotic expansion of
the modified Bessel function [46]
Kν(x) ∼
√
pi
2x
e−x, ν > 0, x 1 (65)
together with the definition of the polylogarithm function
Lis(z) =
∞∑
k=1
zk
ks
(66)
gives
ET(m,L) = 90δ3/2E0(L)
{
Li5/2(µ) +
pi2δ2
12N2
[
Li5/2(µ)
+ piδ Li3/2(µ) +
1
piδ
(
21
4
− 15
pi4
)
Li7/2(µ)
]}
,
(67)
where µ = e−2piδ. The leading contribution for δ  1 is
then
ET(m,L) = −~c
16
(
2
λCL
)3/2
e−4piL/λC
{
1 +
pi2λ2
3λ2C
×
[
1 +
2piL
λC
+
(
21
4
− 15
pi4
)
λC
2piL
]}
. (68)
This expression implies that the energy coming from the
lower modes is dominated by m and does not depend on
L so strongly, as in the previous case (δ  1).
9V. SUMMARY AND CONCLUSIONS
In this paper we have analyzed the Casimir effect as-
sociated with a polymer-quantized scalar field confined
between two parallel conducting plates separated by a
distance L along a given direction. An important feature
about the boundary conditions is that in quantum mod-
els with a minimal length, such as the polymer theory,
there is a finite number of modes allowed between the
plates, nmax = N = L/λ. Also, the wavelength cannot
take arbitrary values but has a minimum value λ. This
in turn implies that the momenta in the plane parallel
to the plates have a maximum value given by pi~/λ. So
there are natural cutoff values and the Casimir energy
does not need to be regularized, as opposed to standard
quantum field theory calculations. The zero-point energy
was calculated by summing over the modes. The expres-
sion for the Casimir energy density inside the plates was
found to be
E(m,L) =
nmax∑
n=1
∫
D⊆R2
Eλ,n(~k)
d2~k
(2pi)2
, (69)
where D is the rectangular domain defined by Eq. (23),
and Eλ,n(~k) is the energy spectrum for a massive polymer
scalar field confined between the plates. The finite size
of the region D as well as the truncated sum are direct
consequences of the minimal length of the theory. Of
course, in the limit λ/L→ 0, nmax →∞ and D → R2. To
evaluate this expression, we have safely assumed λ L,
since there is no evidence of the spatial discreteness. This
allowed us to express the Casimir energy as an expansion
in powers of 1/N . We have computed the leading order
correction in 1/N to the Casimir energy in order to show
analytical results. In order to consider the contributions
from the field inside and outside the plates, we introduce
two auxiliary plates at z = −L2 and z = L1  L, such
that the total energy of the system has the form E(m,L)+
E(m,L1 − L) + E(m,L2). At the end of the calculations
we take the limit L1  L, which is the one that leaves us
with the stress (per unit area) between the plates at z = 0
and z = L. The Casimir pressure for a massless polymer
scalar field is shown in Fig. 1. Using the experimental
results reported in Ref. [48], we have obtained an upper
bound for the minimum length, i.e. λ ∼ 10−7m, which is
far from the one expected if we think λ as arising from a
more fundamental quantum theory of gravity.
We have also computed the Casimir energy and pres-
sure for a massive polymer scalar field. In order to obtain
analytical results, we first considered the small mass limit
(mL  h/2c). In this case the correction term due to
the polymer length scale is of the same sign than the con-
tinuous case. In other words, the Casimir pressure P is
larger than P0 = − pi2480 ~cL4 , which is the usual pressure for
a massless scalar field satisfying the Klein-Gordon equa-
tion [20, 21]. In the large mass limit (mL  h/2c), we
found that the Casimir energy is dominated by the mass
and does not depend on L so strongly as in the previous
case.
Now we close by discussing two scenarios where the
Casimir effect has been studied for i) a Lorentz-violating
scalar field and ii) theories with minimal length (within
GUPs), and which can be compared with the results of
the present study.
On the one hand, in Refs. [25, 26], the Casimir effect
was studied for a Lorentz-violating scalar field theory.
There, the authors introduced a theoretical model for the
Klein-Gordon field which incorporates Lorentz symmetry
violation through a fixed four-vector λuµ. After imposing
the appropriate boundary conditions to the field at the
plates, they computed the Casimir energy by summing
over the modes and obtain analytical expressions (un-
der the assumption λ  1). When uµ is timelike, they
found that the influence of the Lorentz-symmetry break-
ing parameter upon the Casimir energy consists only of
a multiplicative factor. The case for a spacelike uµ is
more complex. When uµ points in the direction per-
pendicular to the plates, the Casimir energy acquires a
complicated dependence on λ. It is worth mentioning
that the summation over the modes allowed between the
plates and the integrals over the transverse momenta are
performed as usual, up to infinity and in the whole R2,
respectively. So they used the Abel-Plana formula to
regularize the vacuum energy. Note that in the model
of Refs. [25, 26], the Lorentz-breaking term is inspired
in the so-called Standard Model Extension [51], which
is an effective field theory which incorporates Lorentz-
breaking but gauge-invariant terms, while in the present
study, Lorentz symmetry is naturally broken due to the
spatial discreteness of the polymer theory. Therefore,
these studies have deep different physical origins.
On the other hand, the Casimir effect has been studied
in minimal length theories based on a Generalized Un-
certainty Principle [34–36]. There, the minimal length is
implemented by adding corrections to the usual position-
momentum commutation relation in this way: [xi, pj ] =
i~[f(p2)δij + g(p2)pipj ], where the functions f(p2) and
g(p2) are not completely arbitrary. Different choices
of these functions leads to different quantum theories
or GUPs. As an example, take f(p2) = 1 + βp2 and
g(p2) = 0. This yields to the modified uncertainty rela-
tion ∆x∆p ≥ ~2 [1 + β(∆p)2 + γ] with β, γ > 0. Clearly,
there is a finite minimal uncertainty ∆x0 = ~
√
β, which
is regarded as the fundamental length of the theory. This
case has some resemblance with the one presented in this
work in the sense that the number of discrete modes al-
lowed between the plates and the momentum parallel to
the plates, acquire natural cutoff values due to the mini-
mal uncertainty ∆x0. Despite this, theories arising from
the GUPs are still continuous models. In our case, the
spatial discreteness produces difference equations (in co-
ordinate representation) instead of differential equations,
and the minimum length scale is uniquely defined.
10
Acknowledgments
A.M.R. acknowledges support from DGAPA-UNAM
project IA101320. C.A.E. is supported by UNAM-
DGAPA postdoctoral fellowship and the project PAPIIT
IN111518. We also are indebted to the reviewer for
his/her valuable comments and suggestions to improve
the quality of the paper.
Appendix A: Analytic continuation of W (s, δ)
The analytic continuation of the function W (s, δ) can
be done in the following way. Using the integral repre-
sentation of the gamma function (31) we get
W (s, δ) =
1
Γ(s)
∫ ∞
0
ts−1e−tδ
2 d2S(t)
dt2
dt, (A1)
where S(t) is the analytic function
S(t) =
∞∑
n=1
e−tn
2
. (A2)
Integrating by parts twice one finds
W (s, δ) =
1
Γ(s)
∫ ∞
0
[
δ4ts−1 − 2δ2(s− 1)ts−2
+(s− 1)(s− 2)ts−3
]
e−tδ
2
S(t) dt. (A3)
To move forward, we use the identity
S(t) = −1
2
+
1
2
√
pi
t
+
√
pi
t
S
(
pi2/t
)
, (A4)
which can be directly derived from the definition (A2).
Inserting the identity (A4) into the integral in (A3) and
after performing simple exponential integrals we get
W (s, δ) =
3
√
pi
8Γ(s)
δ5−2sΓ(s− 5/2) +
√
pi
Γ(s)
∫ ∞
0
t−1/2e−tδ
2
×[δ4ts−1− 2δ2(s− 1)ts−2+(s− 1)(s− 2)ts−3]
× S (pi2/t) dt. (A5)
Substituting the function S
(
pi2/t
)
from its definition
(A2) and using the following integral representation of
the modified Bessel function
∫ ∞
0
xν−1e−
a
x−bxdx = 2
(a
b
)ν/2
Kν
(
2
√
ab
)
, (A6)
we finally obtain
W (s, δ) =
3
√
pi
8δ2s−5Γ(s)
{
Γ(s− 5/2) + 8
3
∞∑
n=1
(npiδ)
s−5/2
× {2 [(npiδ)2 + (s− 3)s+ 2]Ks−5/2(2npiδ)
+npiδ(1− 2s)Ks−3/2(2npiδ)
}}
, (A7)
which does in fact provide the analytic continuation of
the function (54).
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