




Large biological molecules are
frequently represented by a single
three-dimensional structure, but in
reality, under physiological conditions,
they are dynamic entities in constant
motion. One important theoretical
technique for analyzing both motions
and energetics and the roles they
play in macromolecular structure and
function is a form of simulation
termed molecular dynamics.
The field of organic chemistry has
been extraordinarily successful in
using the structures of small organic
molecules to rationalize their stability,
reactivity, and product distributions.
But in biology, the situation for
proteins, nucleic acids and other large
biomolecules is complicated by two
issues. Firstly, there are so many
interactions contributing to the
stability of a macromolecule that it is
usually impractical to attempt to
assess the relative favorability of a
structure by inspection. Secondly, in
addition to structure, motion is
important for biological function;
methods to examine the important
motions accessible at room
temperature are needed.
Molecular dynamics addresses
both of these issues through use of
detailed physical models that
describe the energy of any molecular
conformation, coupled with methods
to integrate the appropriate
equations of motion (such as
Newton’s equations) to produce a
movie showing the molecule in
motion (see Fig. 1). The resulting
computer models respond
appropriately when manipulated —
pushing on a deformable portion of
the molecule causes it to change
shape more, whereas pushing with
equal force on stiff portions results in
less motion. These models for large
biological molecules have been
under continuous development,
testing and application since the
1970s and are now standard tools in a
number of research areas.
Potential energy models
To simulate the detailed behavior of
a large biomolecule in aqueous
solvent, one must first define the
parameters governing the interactions
and forces between its component
parts. The best physical models
available to describe molecules use
quantum mechanics to determine the
behavior of every electron in the
system but are currently unable to
deal with systems as large as proteins,
particularly in solvent. Rather,
empirical molecular mechanics
models are used, in which
interactions and forces are computed
at the level of the atom, rather than
the electron. These so-called
‘potential energy functions’ include
mathematical terms that describe two
types of interaction between atoms.
‘Through bond’ interactions (bond
lengths, bond angles, torsion angles
and planar centers) are governed by
the rules of covalent geometry.
‘Through space’ or long-range
interactions generally include a van
der Waals-type term (for interatomic
repulsion at very short distances and
attraction due to dispersion
interactions) and an electrostatic term
(accounting for attractions and
repulsions between charged and polar
atoms, and for hydrogen bonds). The
hydrophobic effect may appear to be
missing from the potential energy
function, but it is included implicitly
because, to the best of our
knowledge, this essential ‘force’ is a
result of the forces described above
for a system with explicit solvent.
To produce parameters
appropriate for simulations, these
potential energy functions are fitted
to the results of experiments and to
high-level quantum mechanical
calculations of the behavior of small-
molecule building blocks of
Magazine R525
Figure 1
A computer-simulated time-lapse image (in the
manner of Edgerton) of a portion of a protein.
Oxygen atoms are red, carbon atoms green,
nitrogen atoms blue, sulfur atoms yellow, and
hydrogen atoms capable of participating in
hydrogen bonds are white. Solvent water
molecules (red and white V-shaped
molecules) exhibit the largest motions, while
protein groups undergo smaller overall
motions on a short time scale. © Bruce Tidor
macromolecules (for example, the
bases, ribose and phosphate groups
for nucleic acids). The potential
energy function has two distinct
roles. It determines which molecular
conformations are explored during
the computer simulation, and it is
used to examine the relative
strengths of various interactions
when the simulation is analyzed.
Building a simulation
A simulation often begins with a
high-resolution structure from an
X-ray crystallography or nuclear
magnetic resonance (NMR) study.
The coordinates of missing atoms
(such as hydrogens) are built,
protonation states are assigned, and
solvent beyond that included in the
structure determination is added.
The structure is mildly biased
towards the potential energy
function, usually by a constrained
energy minimization in which only
atoms with large forces move. This is
necessary to remove strain that can
result from the structure being
originally refined using different
biases, or from its being an average of
many structures but not a stable
structure itself. Then molecular
dynamics is initiated.
The general procedure involves
a large number of time steps (each
time step being like one frame of a
movie). At each step the energy of
the system and the forces on each
atom are computed from the current
atomic positions and the potential
energy function; these forces and
the current velocities of the atoms
are used to compute new positions
and velocities (for the next time
step). The procedure is carried out
repeatedly for many time steps. The
velocities of the atoms correspond to
the kinetic energy of the system,
which is directly related to the
temperature. A variety of
computational procedures exist for
assigning initial velocities and for
maintaining some constant
conditions such as temperature and
pressure or temperature and
volume.
The initial portion of the
simulation is an equilibration period
that is generally discarded. The
remaining ‘production dynamics’
period is used for detailed analysis.
Current technology limits simulation
times to tens of nanoseconds (of the
order of 10–8 seconds). This time-
scale is sufficient to learn much
about the motional fluctuations and
correlations for the native structure,
but special methods are required to
cause slow processes (such as protein
unfolding) to occur in the available
time window.
Even tiny systems contain many
atoms. A microliter of water is
composed of roughly 1020 atoms. For
macromolecular simulations to be
feasible with current computers
requires that only very small volumes
be studied (typically up to 104
atoms), and that appropriate methods
are employed to ensure that the
simulated atoms behave as though
they were embedded in a much
larger volume of the solvent.
Much of the current excitement
surrounding molecular dynamics
simulations results from
developments to ensure that the
necessary approximations are as
realistic as possible. These include a
new generation of parameters for use
in potential energy functions that
appear to be of unprecedented
accuracy, and methods to deal
efficiently with long-range
interactions that would otherwise be
truncated at the boundary of the
simulation system (see yellow box).
Uses in biology
Molecular dynamics simulations and
the closely related methods of
‘Monte Carlo simulation’ have found
widespread use in structure
determination, refinement and
prediction; studies of the pathways
by which processes occur, such as
local or global folding and unfolding,
enzyme catalysis, molecular
transport, conformational change and
signal transduction; and in structure-
based design studies, such as protein
engineering and rational drug design. 
One of the most ambitious
applications of molecular dynamics
simulations is in the study of protein
folding and unfolding. (In general,
the unfolding process is simulated
because it is easier, and the trajectory
is examined ‘back-to-front’ for
discussions of folding.) Protein
unfolding is generally induced
computationally by running the
simulations at ‘high temperature’ or
‘low pH’, or by using a biasing
potential that forces the protein to
unfold (for example, through
progressively increasing the radius of
gyration). Such simulations have
presented detailed mechanistic
models for protein unfolding that
agree remarkably well with available
experimental results.
Other techniques have been
developed to allow the elucidation of
pathways for less extensive structural
changes than global unfolding. These
have been particularly useful in the
study of conformational changes and
are expected to be important in
studies of signal transduction.
Molecular dynamics has been
used extensively to increase the
efficiency of structure determination
and refinement by gently adjusting
structural models so that they agree
more closely with the NMR or X-ray
data. The potential energy function
is modified for computational
efficiency, to reduce the importance
of the terms for long-range
interactions, and to incorporate
experimental data. In this manner,
the forces that drive the dynamics
move the structure into closer
agreement with the experimental
observations without violating
chemical reasonableness. Other
procedures exist to achieve similar
goals, but molecular dynamics is
particularly efficient at this task.
An especially elegant and
important use of molecular dynamics
simulations is in the study of modified
ligands and mutant proteins. When
the mutation has caused a minor
change, a simulation can be used to
progressively transform a wild-type
residue and its interactions into those
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of the mutant. The rest of the
molecule is guided by the potential
energy function and adjusts to the
modification, resulting in a structure
that has changed to accommodate the
mutation. The method is not
guaranteed to find the best structure
for the whole molecule. Nevertheless,
because point mutations generally
only involve local structural
modification, the method has proven
quite useful. A further benefit of the
simulations in this situation is that
they can be analyzed to understand
the energetic interactions responsible
for both the structural changes and
certain functional changes, such as
thermodynamic stability or free
energy of binding to a partner.
A  complex application of mutant
structure prediction is in homology
modeling, where one proposes the
structure of a protein based on that
of a related protein, which
sometimes involves many mutations,
including insertions and deletions.
Molecular potential energy functions
and both mechanical and dynamical
calculations have been fruitfully
applied to this problem.
Outlook
Originally the province of theorists
only, molecular dynamics
simulations are now accessible to a
broad range of scientists. Advances
in methodology, coupled with the
development of fast and relatively
inexpensive computer workstations,
have increased the efficiency,
accuracy, reliability, and
applicability of these methods.
Crossing important research
frontiers in biology demands
understanding molecular function in
mechanistic terms through
structures, motions, and energetics.
The new paradigm of genome
science will also make extensive use
of structural models to interpret
sequence data. The creative
application of molecular dynamics
techniques will undoubtedly make
substantial contributions to these
studies.
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Improved models and parameter sets
A new generation of parameter sets for use
in potential energy functions has been
released by a number of research groups.
Improvements include the use of higher-
accuracy quantum mechanical calculations,
development of more detailed models, new
methods for assigning the partial atomic
charges used to compute the electrostatic
and hydrogen-bonding interactions, and
efforts to achieve balance between
solvent—solvent, solvent—solute, and
solute—solute interactions. Further
improvements in the models are expected.
One particularly important feature to be
included is explicit polarizability, to account
for changes in molecular charge
distributions that occur, especially in the
neighborhood of large charges (such as
phosphate groups and ions).
Multiple time scales
Accurate simulations require that only small
atomic motions occur between time steps
for the integration of the equations of
motion. Although some of the most
interesting motions of macromolecules are
relatively slow (helices bending and
twisting slightly, conformational change,
and local unfolding), they are facilitated by
very rapid movements (particularly bond
vibrations involving hydrogen, but also
other bond and angle vibrations and
torsional rotations). This requires either
that the fast (high-frequency) motion be
eliminated or that a small time step be
employed to accurately integrate over the
fast motions (requiring a very large number
of time steps to investigate the more
interesting, slower motions). A new
methodology allows multiple time steps to
be used, so fast degrees of freedom are
integrated using a small time step while
slower degrees of freedom use a larger
time step. This allows accurate simulations
to be run much more efficiently.
Particle mesh Ewald method
Computation of the long-range interactions
for a simulation is expensive in terms of
computer time. Although the van der Waals
forces become small, and can probably be
ignored, beyond a reasonably short
distance, this is not the case for the
electrostatic interactions. Ewald summation
provides a mechanism for computing all
electrostatic interactions in a periodic
system. The development of the particle
mesh method makes this computationally
efficient. Such simulations have been
shown to give remarkably good agreement
with crystal and solution structures.
Fast multipole algorithm
An alternative scheme for efficiently
computing electrostatic interactions is the
fast multipole algorithm, in which
appropriate mathematical descriptions of
charge distributions are used to
approximate their interactions to within the
desired level of accuracy. When applied
systematically, the computer time required
scales efficiently with the number of atoms.
This algorithm can be applied to periodic
or non-periodic systems.
Global optimization
New techniques from several different
laboratories have produced improved
methods to find the best energy structure
(called the global optimum). This is
challenging because there are usually many
structures with very good energy separated
from one another by poor energy structures
(the so-called multiple minimum problem).
These methods generally effect some type
of smoothing on the potential energy
surface that flattens all minima, leaving the
global minimum more prominent. These
methods have connections to sophisticated
ideas from physics (such as the diffusion
equation or quantum mechanical annealing
using a Gaussian wave packet).
Recent improvements in simulation techniques
