Investigated here is the space-time estimation or statistical interpolation of a global variable based on a few observations. Estimation of a global data is essentially a problem of optimally estimating spherical harmonic expansion coe cients. The optimal estimation technique used here is similar to that in Kim et al. (1996b) . An important exception is that cyclostationary empirical orthogonal functions (CSEOFs) are used to build an estimation technique instead of regular empirical orthogonal functions (EOFs). The use of CSEOFs is motivated by the fact that many climatic variables are (approximately) cyclostationary. That is, statistics of a climatic variable varies periodically with a distinct nested periodicity. The developed technique was applied to estimating the global eld of monthly surface temperature anomalies which is a notable example of cyclostationary process. The CSEOFs, an essential ingredient for formulating a cyclostationary estimation technique, account for the monthly variation of the surface temperature statistics, namely much larger variance in the winter than in the summer. Further, cyclostationary statistics contain information on how di erent months are correlated. This allows one to use all twelve months' measurements thereby optimizing the estimation technique both in space and time. As the test results indicate, estimation error is much reduced when using the cyclostationary technique.
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Introduction
Optimal estimation techniques, in many di erent forms, are a widely used tool notably in climatology and geosciences. A need for optimal estimation naturally arises for various reasons. In many circumstances observational data is a scarce resource. Thus, one may need to use limited resources to estimate certain derived quantities of observational data such as mean or variance to the best accuracy possible. Looking back on the history of data acquisition sampling locations are tremendously biased toward the convenience and necessity of mankind. Such data obviously is not optimal for scienti c studies. A transform of a dataset into a di erent form retaining as much pertinent information as possible may take the form of an optimal estimation problem. It is also often the case that a dataset contains information that is not desired. In an intimate example of a general circulation model (GCM) simulation of greenhouse warming, the dataset may include, in addition to a greenhouse warming signal, internal variability generated by the model itself. Extracting a signal embedded in the background variability is not an easy matter and may call for an optimal estimation technique. Slightly di erent techniques called the data assimilation and the data initialization may also be categorized as optimal estimation problems. See Daley (1993) for a detailed discussion of di erent estimation techniques.
While there are many di erent forms of estimation techniques, only a few of them were addressed above. These estimation problems are sometimes referred to as the statistical or optimal interpolation because they, although in di erent forms, share the common goal of minimizing estimation error in the statistical sense. Namely, good estimators may be optimal in the sense of statistically minimum estimation error. The idea was rst taken up by Gandin (1993) who laid a theoretical foundation on optimally estimating the averages of meteorological elds. A similar attempt was made by Shen et al. (1994) who used a realistic spatial covariance statistics of the surface temperature eld. The idea was then generalized in the work of Kim et al. (1996b) in which spherical harmonic coe cients were estimated based on a sparse network of observational data.
The mechanism of optimal weighting is di erential weighting of two samples depending upon their correlation. If two samples are correlated there is common information which may not be used twice because of the redundancy. The so-called linear estimation technique hinges on the spatio-temporal covariance statistics of the estimation eld. Namely, the covariance statistics of the eld variable provides a means of making an optimal use of observational data in estimating a desired quantity. In this sense, empirical orthogonal functions (EOFs) are an essential ingredient. The spatio-temporal covariance structure of an estimation variable is decomposed into frequency-dependent EOF basis functions because EOFs are eigenfunctions of the covariance matrix. The technique boils down to optimally weighting observational data in space and time, the optimal weights being determined from the knowledge of the spatio-temporal covariance structure of the estimation variable.
In the earlier studies addressed above, the covariance statistics of an estimation eld is assumed stationary. Such an assumption is not very accurate because many eld variables in climatology and geosciences are cyclostationary. That is, many variables exhibit strong nested (monthly, daily, etc.) periodic uctuation of their statistics because the cyclic nature of weather, climate and geophysical processes impart a cyclic mean and correlation structure into these variables. For instance, Fig. 1 shows the monthly variance of the global average surface temperature anomaly eld in comparison with the total variance of the monthly data. There is signi cant variation of variance from one month to another. Formally, a cyclostationary process is de ned as
(1) where T(t) is any climatic variable, is the mean, K(t; t 0 ) is the covariance, and d is the period of the nested uctuations.
Developed in this study is a new interpolation technique for cyclostationary processes. Considering the periodic nature of the statistics of an estimated variable it should be ben-e cial to employ cyclostionary empirical orthogonal functions (CSEOFs) in the estimation problem. Typically in a stationary approach covariance functions and hence EOFs are averaged within the whole frequency band for use in an estimation problem, because frequency-dependent EOFs are cumbersome to use and usually yield a problem that is computationally unmanageable or ine cient (e.g., Shen et al. 1994; Kim et al. 1996b) . Similarly in a cyclostationary approach CSEOFs may be averaged within the outer frequency band (outside the nested period) yielding so-called Bloch functions (Kim et al. 1996a; Kim and North 1996) . While frequency-averaged EOFs provide only spatial correlation structure, Bloch functions, as we shall see, provide spatio-temporal correlation structure within the nested period.
That we know the spatio-temporal correlation structure of an estimated variable has two signi cant consequences in the development of an estimation technique. For one thing, one can use all the information within the nested period in estimating at a particular time. In case of the monthly temperature eld, for example, all twelve months' data may be used in estimating, say, the global mean at a particular month. This should be very bene cial when observational data is very scant. The temporal structure of Bloch functions, of course, dictates how each observation in time involves in the estimation. The other consequence is that an estimation technique can be optimized in time as well as in space. Namely, observational data is optimally weighted both in space and time to yield the least estimation error statistically.
In the following section an estimation algorithm based on Bloch functions will be derived. After that it will be applied to temporal and spatial interpolation problems. The tests are speci cally designed to elucidate the bene t of the cyclostationary approach over the stationary one. The last example addresses a generic spatio-temporal interpolation of a global eld (e.g., Parrish and Derber 1992) . Due to the similarity in nature this example alludes to the possibility of applying the developed technique to four-dimensional data assimilation or data initialization techniques. In the examples, we will exclusively use the surface temperature anomaly eld to demonstrate the usefulness of the developed technique. It should be born in mind that the surface temperature eld is used only as a convenient example. The cyclostationary estimation technique is not limited to it.
Methods a. Optimal interpolation on a spectral domain
Let us consider estimating a global data b T(r; t) from arbitrarily located samples T(r i ; t), i = 1; : : :; N sp , where N sp is the total number of observational data on the surface of the earth at a speci ed time. A spectral representation of T(r; t) is
where Y n (r) is the spherical harmonic function, and the index n, representing the order and rank of a spherical harmonic function, runs from unity to the mode number of truncation N. A similar representation of the estimate b
Then, estimation error is given by
Note that spherical harmonic functions were chosen here as a natural basis of spherical coordinate system. Other complete sets of basis functions may be chosen if a di erent domain geometry is considered. The derivation of an optimal estimator should be similar to that outlined below for the spherical earth.
Typically one may determine b
T n (t) such that 2 (r; t) is minimized in the global average sense. Namely, @ Z 2 (r; t) d
where is the whole sphere. Note that
where n (t) is the error in estimating the expansion coe cient T n (t). Thus, (5) is equivalent to minimizing 2 n (t) for each mode.
b. Weighted estimator for spherical harmonic coe cients
As argued above, let us now consider the problem of estimating spherical harmonic coe cients:
D T(r; t) T(r 0 ; t 0 ) E = X n n B n (r; t) B n (r 0 ; t 0 );
where B n (r; t) = B n (r; t + d) (9) is called the Bloch function with the nested periodicity d (Kim et al. 1996a; Kim and North 1996) . These Bloch functions represent orthogonal modes in space and time of uctuations of the variable to be considered. Earlier study by Kim et al. (1996b) uses EOFs which, under the stationarity assumption, do not resolve the temporal structure of uctuations. Since the statistics of T(r; t) depends upon a particular time in the nested cycle it is natural to assume a time-dependent estimator. In line with Kim et al. (1996b) , a linear estimation problem may be written aŝ
where N sp and N tm are respectively the number of spatial and temporal sampling points.
There are several things to be noted. First, ft k g spans the whole nested cycle of the cyclostationary process to be considered: e.g., t k , k = 1; : : :; 12, represent January to December for the monthly surface temperature anomaly eld. This particular cycle, of course, may include time t at which T lm is desired. The summation in (10) is in time as well as in space. Since di erent months are correlated all the months have something to contribute to T lm (t). Of course, Bloch functions allow optimal contribution to be determined for each month. The weights are restrained to be X j;k w jk = 4 ;
in consistence with other quadrature methods such as Gaussian quadrature scheme. Without such a constaint estimation aliasing can grow without a bound (Kim et al. 1996b ).
Finally, time dependency of the spatial sampling points fr j g is implied in (10). Namely, the number and location of spatial sampling points may vary with time. In the following discussion let us speci cally use the monthly surface temperature anomaly eld for which the nested periodicity is 12 months and the time index, k, runs from 1 (January) to 12 (December). 
Using (8) 
where 2 lm is the variance of T lm (t).
Time Interpolation Example
For a stationary process EOFs provide the spatial correlation information so that the samples are optimally weighted spatially. As stated earlier, Bloch functions describe the spatio-temporal correlation structure of an estimation variable. Obviously, Bloch functions are more appropriate for statistical interpolation in space and time. To elucidate the advantage of using CSEOFs over regular EOFs let us rst consider an interpolation problem in time. The spatial part of the problem is neglected by considering only one gauge on the surface of the earth. A focus here is the role of Bloch functions in optimal weighting in time. It is demonstrated by conducting an optimal interpolation in time.
The synthetic time series employed here is cyclostationary. That is, covariance structure of the time series changes in time with a certain nested periodicity. The Bloch functions of the time series are given by B(t) : 
where B(t) = fB 1 (t); B 2 (t); B 3 (t)g are Bloch functions (Fig. 2) . The nested period is chosen to be one year so that t is in unit of years. These Bloch functions, then, represent the intraannual modes (for this speci c case of one-year nested periodicity) of the variation of covariance statistics. Speci cally, the rst Bloch function is almost uniform throughout the year (stationarity) and explains about 50% of the total variance. The second Bloch function represents the winter ampli cation of the variability. The third Bloch function is almost 90 degrees out of phase with the second one and may represent the residual variance not explained by the rst two modes. The coe cient (also called the principal component) time series of Bloch functions are random variables and are independent of each other. Then, a particular realization of each time series can be obtained by using a random number generator. After the coe cient time series are obtained, actual realization of time series at a particular time of the year can be obtained by linearly superposing the three Bloch functions in (21). The coe cients of the linear combination are the standard deviations of the Bloch functions. In this experiment 100-yr time series at time t = 0:0 and 0:5 were generated. Then, time series at t = 0:15 and 0:35 were interpolated from the two time series above using an optimal estimation technique (18) and a linear interpolator. In the linear interpolation weights are determined inversely proportional to the distance between an interpolation point and the sampling points. Figure 3 shows the time series of estimation error. It is clear that the optimal estimation technique results in estimates much more accurate than those of the linear estimator. While the respective optimal weights are (0:86; 0:14) for t = 0:15 and (0:28; 0:72) for t = 0:35 and are not much di erent from (0:7; 0:3) and (0:3; 0:7) of the linear estimator, the estimation error variance is much reduced when an optimal technique is employed. This example illustrates one of the advantages of using CSEOFs in a space-time interpolation. Let us now turn to more realistic space-time interpolation problems.
Example of Interpolating Space-Time Data
Discussed here is the performance of the cyclostationary estimation technique in com-parison with the stationary approach. Performance of the two techniques is tested by estimating monthly spherical harmonic expansion coe cients based on a small number of observational data. An optimal estimator using stationary EOFs was applied elsewhere to estimating the spherical harmonic coe cients of the annually averaged surface temperature eld and was found to excell the Gaussian quadrature scheme and the uniform weighting scheme (Kim et al. 1996b ). Thus, comparisons will be made here between the stationary approach and the cyclostationary one to establish if and how much the use of CSEOFs will improve the estimates of spherical harmonic expansion coe cients.
The observational data used here is the 100-yr (1894-1993) United Kingdom dataset (Jones et al. 1986a, b; Woodru et al. 1987 ). The 5 5 gridded surface temperature anomaly data was preprocessed to ll in the missing data and truncate in terms of spherical harmonics at triangular order 11. The manner the dataset was processed is the same as in Kim et al. (1996b) . We consider this nal product as the observational data in the following discussion. Figure 4 shows the covariance kernel of the globally averaged surface temperature eld. There is a strong seasonality in the noise statistics with much larger variability in the winter than in the summer. Figure 5 depicts Bloch functions. The rst Bloch function represents an almost stationary mode with uniform amplitude throughout the year. It explains about two-thirds of the total variance. The rest of the Bloch functions serve as normal modes of primarily the nonstationary component of the cyclostationary statistics. Speci cally the second Bloch function represents a seasonal asymmetry with strong ampli cation in the winter. The second and the third modes explain about 20% of the total variance. Thus, the dataset has moderate amount of nonstationary component. Tables 1 and 2 show the percent sampling error squared and the theoretical estimates in parentheses for each spherical harmonic coe cient, T lm . Here, l and m are the order and rank of spherical harmonics. We focus on the spatial part of interpolation and produce diagnostics in January and July to avoid any temporal interpolation. Four di erent sam-pling network con gurations have been used: 4 4 uniform, 6 4 uniform, 16 nonuniform, and 24 nonuniform stations. Location of nonuniform stations varies each month for that is a more general con guration of observational site. Percent sampling error squared, a measure of the accuracy of an estimation technique, is de ned as 2 lm =( 2 lm + 2 lm ) 100%. When 2 is much bigger than 2 , the percent sampling error squared approaches 100%, while it becomes zero if 2 is much smaller than 2 .
As shown in the tables, the cyclostationary estimation technique is clearly superior to the stationary approach. For most modes, percent sampling error squared is smaller for the cyclostionary approach. Figures 6-8 show time series of selected harmonic components. The theoretical error estimates are also consistently smaller for the cyclostationary estimation technique. Note again that this example does not involve any temporal interpolation. The improvement basically comes from the fact that Bloch functions contain information on how each month is correlated with others. Thus, all the months participate to a varying degree in the estimation of a particular month. This indeed is the essence of a four-dimensional assimilation technique addressed in Parrish and Derber (1992) .
The improvement of estimation performance is consistently more pronounced in July (see also Figs. 6 and 7) . This may indicate that the knowledge of temporal correlation with di erent months is of greater relevance when variability is small and as a consequence yields greater improvement. There is no big di erence between uniform and nonuniform con gurations of stations as a comparison between Tables 1 and 2 indicates. For such sparse stations as considered here network con gurations do not a ect the performance of the estimator signi cantly (Kim et al. 1996b ).
For a denser network the advantage of the cyclostationary approach over the stationary one diminishes. For example, two approaches yield almost the same performance for the case of 60 nonuniform stations. Therefore, a stationary estimation technique may be used when there are more than about 60 samples. The computational burden of solving a much larger matrix equation (18) is not justi ed for the same performance. The dimension of the resulting matrix equation for the cyclostationary approach is 12 times larger than the stationary one for this particular example.
Finally, it is emphasized that the example purposely avoids any temporal interpolation to examine if a cyclostationary approach leads to any improvement in the spatial estimation. As suggested in the previous section, much greater improvement is expected than is shown in the tables when CSEOFs are used in the spatio-temporal interpolation.
Interpolation of Global Surface Temperature Field
Suppose that the global eld needs to be interpolated from a limited number of observations. Such needs may arise in particular in the course of data assimilation or data initialization. One way to reconstruct the global data is to estimate the spectral expansion coe cients from a limited number of data. It is often referred to as the spectral statistical interpolation. If the spectral coe cients are determined such that the estimation error at individual station is minimized, then the reconstructed eld may be exactly the same as the observation at the sampling points. The reconstructed eld over a sizable gap in the observation may, however, be very much biased. Thus, we are interested in minimizing the estimation error in the global average sense. As derived earlier optimal estimation of a global eld with minimum global average error variance is equivalent to optimally estimating the spherical harmonic coe cients of the data. The last example deals with the optimal interpolation of a global surface temperature eld based on 24 irregularly spaced, monthly observations on the surface of the earth. Figure 9 shows the observed and estimated January and July surface temperature anomaly elds in 1993. The datasets were truncated at triangular order 6 for easy comparisons of large scale features. A comparison shows that the cyclostationary estimation technique produces better estimates. The weighted global averages of error squared (( ) 2 ) for January and July are (0:146; 0:086) for the cyclostationary approach and (0:211; 0:090) for the stationary approach, respectively. The January global average error variance is reduced by about 30% by accounting for the cyclostationarity of the dataset. Of course, any rigorous statement of estimation improvement can only be made in the statistical sense not for individual estimate.
A distinctive performance of the two approaches should be much clearer when temporal interpolation is conducted. Figure 10 shows the observed and estimated February and August surface temperature anomaly elds in 1993. The February and August elds were obtained from spatially 24 bimonthly (Jan., Mar., etc.) observations in the cyclostationary approach. In the stationary approach February eld was linearly interpolated from the January and March estimates. The August estimate was similarly obtained. As shown in the gure the cyclostationary approach yields much better estimates. The global average error variances of the February and August elds are (0:418; 0:158) for the cyclostationary approach and (1:403; 0:170) for the stationary approach, respectively. The February error variance was reduced by about 70% when using the cyclostationary estimation technique. The August estimate was not improved much. Again, the improvement dictated in the tables is meaningful only when a large number of ensembles is averaged.
Summary and Concluding Remarks
A cyclostationary estimation technique was developed as an optimal spatio-temporal interpolation tool. As in Kim et al. (1996b) , the estimator takes the form of a weighted sum of observations, the weights being determined such that the ensemble average of meansquare error is minimized. One important di erence of the cyclostationary approach from the stationary one is the consideration of periodic variation of background statistics in the form of Bloch functions. Temporal correlation structure of background uctuations is included in Bloch functions. Thus weights are optimized in time as well as in space in the cyclostationary approach.
Test results indicate that the developed cyclostationary estimation technique is superior to the stationary one especially when the gauge network is very sparse. For spatially sparse gauges, estimation can be much improved by making use of observations at other times. Information necessary to resolve asynchronous samples comes from Bloch functions. When observational network is dense enough (> 60) there is almost no gain by using the cyclostationary technique. In such cases, the increased computational burden prohibits the use of a cyclostationary approach.
The cyclostationary approach is very pertinent when temporal interpolation is conducted. By using Bloch functions the weights are optimized in time such that the temporal interpolation error is minimized in the statistical sense. A simple test indicates that the cyclostationary technique yileds much better estimates than a simple linear interpolator.
Although the surface temperature elds were taken as an illustrative example, the technique certainly is not limited to them. The technique can be applied to almost any climatic data for which EOF representation is meaningful. One of the expected uses of this spatio-temporal interpolation algorithm is with satellite measurements. Satellite measurements are typically not concurrent and spatially uniform so that spatio-temporal interpolation is often unavoidable. The cyclostationary estimation technique may also nd applications in the initialization problem or the four-dimensional assimilation technique, which are slightly di erent forms of estimation problem than is consider here (Daley 1992 , Kalnay et al. 1996 . The limited test results here indicate that the estimation technique based on CSEOFs is useful and is worth exploring further. 100-yr (1894-1993) United Kingdom dataset. Two optimal techniques based respectively on stationary and cyclostationary approaches were applied to estimating spherical harmonic coe cients of January and July data. Two sparse stations used were 16 and 24 nonuniform stations.
