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Abstract. Let n be a positive integer. In this paper we provide a general theory to
produce full orbit sequences in the affine n-dimensional space over a finite field. For
n = 1 our construction covers the case of the Inversive Congruential Generators (ICG).
In addition, for n > 1 we show that the sequences produced using our construction
are easier to compute than ICG sequences. Furthermore, we prove that they have the
same discrepancy bounds as the ones constructed using the ICG.
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1. Introduction
In recent years there has been a great interest in the construction of discrete dynamical
systems with given properties (see for example [6, 7, 14, 19, 20, 21, 22]) both for appli-
cations (see for example [1, 2, 4, 5, 12, 17, 18, 26, 27]) and for the purely mathematical
interest that these objects have (see for example [4, 8, 9, 10, 11, 13]). This paper deals
with the problem of finding discrete dynamical systems which can be new candidates for
pseudorandom number generation.
Let us denote the set of natural numbers by N. Given a finite set S, a sequence
{am}m∈N of elements in S is said to have full orbit if for any s ∈ S there exists m ∈ N
such that am = s.
Let q be a prime power, Fq be the finite field of cardinality q, and n be a positive
integer. In this paper we produce maps ψ : Fnq → Fnq such that
• the sequences {ψm(0)}m∈N have full orbit (whenever this property is verified, we
say that the map ψ is transitive),
• the sequences constructed from ψ have nice discrepancy bounds, analogous to
those constructed from an Inversive Congruential Generator (ICG),
• they are very inexpensive to iterate: if n > 1 they are asymptotically less expen-
sive than an ICG for the same bitrate.
In addition, such maps can be described using quotients of degree one polynomials.
From a purely theoretical point of view related to the full orbit property, one of the
reasons why such constructions are interesting is that one cannot build transitive affine
maps (i.e. of the form x 7→ Ax + b, with A an invertible n × n matrix and b an n-
dimensional vector) unless either n = 1 and q is prime, or n = 2 and q = 2 (see Theorem
2.7).
For n = 1 our construction covers the well-studied case of the ICG, for which we obtain
easy proofs of classical facts (see for example Remark 3.5). In fact, we fit the theory of
∗ Corresponding author.
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full orbit sequences in a much wider context, where tools from projective geometry can be
used to establish properties of the sequences produced with our method (see for example
Proposition 4.1).
Let us now summarise the results of the paper. The main tool we use to construct full
orbit sequences is the notion of fractional jump of projective maps, which is described in
Section 2. With such a notion we are able to produce maps in the affine space which can be
guaranteed to be transitive when they are fractional jumps of transitive projective maps.
In Section 3 we characterise transitive projective maps using the notion of projective
primitivity for polynomials (see Definition 3.1). In Section 4 we show that whenever our
sequences come from the iterations of transitive projective automorphisms, they behave
quite uniformly with respect to proper projective subspaces (i.e. not many consecutive
element in the sequence can lie in a proper subspace of the projective space). This fact
(and in particular Proposition 4.1) will allow us in Section 5 to give an explicit description
of the fractional jump of a transitive projective map, finally leading to the new explicit
constructions of full orbit sequences promised earlier. In turn, such a description and the
theory developed in Section 3 allow us to prove the discrepancy bounds of Theorem 6.1 in
Section 6. In Section 7 we show the computational advantage of our approach compared
to the classical ICG one. Finally, we include some conclusions which summarise the
results of the paper.
Notation. Let us denote the set of natural numbers by N, and the ring of integers by
Z. For a commutative ring with unity R, let us denote by R∗ the group of invertible
elements of R.
We denote by Fq the finite field of cardinality q, which will be fixed throughout the
paper, and by Fq an algebraic closure of Fq. Given an integer n ≥ 1, we often denote the
n-dimensional affine space Fnq by An. The n-dimensional projective space over the finite
field Fq is denoted by Pn. Also, we denote by Gr(d, n) the set of d-dimensional projective
subspaces of Pn.
We denote by Fq[x1, ..., xn] the ring of polynomials in n variables with coefficients in
Fq. For a polynomial a ∈ Fq[x1, ..., xn] we denote by deg a its total degree, which we will
simply call its degree. Also, for b ∈ Fq[x1, . . . , xn] we let V (b) denote the set of points
x ∈ An such that b(x) = 0.
We denote by GLn(Fq) the general linear group over the field Fq, i.e. the group of n×n
invertible matrices with entries in Fq, and by PGLn+1(Fq) the group of automorphisms of
Pn. Recall that PGLn+1(Fq) can be identified with the quotient group GLn+1(Fq)/F∗qId,
where F∗qId is just the subgroup of nonzero scalar multiples of the identity matrix Id.
Given a matrix M ∈ GLn+1(Fq), we denote by [M ] its class in PGLn+1(Fq).
Let X be either An or Pn. We will say that a map f : X → X is transitive, or
equivalently that it acts transitively on X, if for any x, y ∈ X there exists an integer i ≥ 0
such that y = f i(x). Equivalently, f is transitive if and only if for any x ∈ X the sequence
{fm(x)}m∈N has full orbit, that is {fm(x) : m ∈ N} = X. A map f : An → An is said to
be affine if there exist A ∈ GLn(Fq) and b ∈ Fnq such that f(x) = Ax+ b for any x ∈ An.
Let G be a group acting on a set S. The orbit of an element s ∈ S will be denoted by
O(s). For any element g ∈ G, let us denote by o(g) the order of g in G.
We write f  g or f = O(g) to mean that for some positive constant C it holds that
|f | ≤ Cg. The notation f δ g or f = Oδ(g) means the same, but now the constant
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C may depend on the parameter δ. For any real vector h = (h1, . . . , hn), we write
‖h‖∞ = max{|hj | : j ∈ {1, . . . , n}}. Finally, for any prime p and any z ∈ Z we write
ep(z) = exp(2piiz/p).
2. Fractional jumps
Fix the standard projective coordinates X0, . . . , Xn on Pn, and the canonical decom-
position
(2.1) Pn = U ∪H,
where
U = {[X0 : . . . : Xn] ∈ Pn : Xn 6= 0} ,
H = {[X0 : . . . : Xn] ∈ Pn : Xn = 0} .
There is a natural isomorphism of the affine n-dimensional space into U given by
(2.2) pi : An ∼−→ U, (x1, . . . , xn) 7→ [x1 : . . . : xn : 1],
Let now Ψ be an automorphism of Pn. We give the following definitions:
Definition 2.1. For P ∈ U , the fractional jump index of Ψ at P is
JP = min
{
k ≥ 1 : Ψk(P ) ∈ U} .
Remark 2.2. The fractional jump index JP is always finite, as it is bounded by the order
of Ψ in PGLn+1(Fq).
Definition 2.3. The fractional jump of Ψ is the map
ψ : An → An, x 7→ pi−1ΨJpi(x)pi(x).
Roughly speaking, the purpose of defining this new map is to avoid the points which
are mapped outside U via Ψ. This is done simply by iterating Ψ until Ψ(pi(x)) ends up
again in U . In this definition, pi is simply used to obtain the final map defined over An
instead of U . A priori, one of the issues here is that a global description of the map might
be difficult to compute, as in principle it depends on each of the x ∈ An. It is interesting
to see that this does not happen in the case in which Ψ is transitive on Pn: in fact, we will
show in Section 5 that there always exists a set of indices I, a disjoint covering {Ui}i∈I
of An, and a family
{
f (i)
}
i∈I of rational maps of degree 1 on A
n such that
i) |I| ≤ n+ 1,
ii) f (i) is well-defined on Ui for every i ∈ I,
iii) ψ(x) = f (i)(x) if x ∈ Ui.
That is, ψ can be written as a multivariate linear fractional transformation on each Ui.
In addition, for any fixed i ∈ {1, . . . n+ 1}, all the denominator of the f (i)’s will be equal.
Example 2.4. Let n = 1. For a ∈ F∗q and b ∈ Fq and
Ψ([X0 : X1]) = [bX0 + aX1 : X0]
we get the case of the inversive congruential generator. In fact, the fractional jump index
of Ψ is given by
JP =
1, if P 6= [0, 1],2, if P = [0, 1],
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and Ψ2([0, 1]) = [b, 1]. Therefore, the fractional jump ψ of Ψ is defined on the covering
{U1, U2}, where U1 = A1 \ {0} and U2 = {0}, by
ψ(x) =
ax + b, if x 6= 0,b, if x = 0.
The inversive sequence is then given by {ψm(0)}m∈N, which has full orbit under suitable
assumptions on a and b (see for example [2, Lemma FN]).
Remark 2.5. Let Ψ be an automorphism of Pn and let ψ be its fractional jump. It is
immediate to see that if Ψ acts transitively on Pn then ψ acts transitively on An.
For the case of n = 1, the next proposition shows that the notion of transitivity for Ψ
and its fractional jump ψ are actually equivalent, under the additional assumption that
Ψ sends a point of U to a point of H (which is equivalent to ask that the induced map
on A1 is not affine).
Proposition 2.6. Let Ψ be an automorphism of P1 and let ψ be its fractional jump.
Assume that Ψ sends a point of U to the point at infinity. Then, Ψ acts transitively on
P1 if and only if ψ acts transitively on A1.
Proof. As already stated in Remark 2.5, if Ψ is transitive on P1 then ψ is obviously tran-
sitive on A1. Conversely, assume that ψ is transitive on A1. Consider the decomposition
P1 = U ∪H of P1 as in (2.1). Since n = 1, we have H = {P0}, for P0 = [1 : 0]. Since there
exists P1 ∈ U such that Ψ(P1) = P0, we have that Ψ2(P1) = Ψ(P0) ∈ U , as otherwise the
point P0 would have two preimages under Ψ, which is not possible as Ψ is an automor-
phism, and so in particular a bijection. We have to prove that given P,Q ∈ P1 there exists
an integer i ≥ 0 such that Q = Ψi(P ). Assume that P and Q are distinct, as otherwise
we can simply set i = 0. We distinguish two cases: either P,Q ∈ U , or one of the two,
say P , is equal to P0 and Q ∈ U . In the first case, the claim follows by transitivity of ψ.
In the second case, reduce to the previous case by considering Ψ(P0), Q ∈ U . 
One can actually prove that affine transformations of An are never transitive, unless
restrictive conditions on q and n apply. Actually, the result that follows will not be used
in the rest of the paper but provides additional motivation for the study of fractional
jumps of projective maps and for completeness we include its proof.
Theorem 2.7. There is no affine transitive transformation of An unless n = 1 and q is
prime, or q = 2 and n = 2, with explicit examples in both cases.
Proof. For convenience of notation, in this proof we will identify the points of An with
columns vectors in Fnq . Let us first deal with the pathological cases. For n = 1 it is trivial
to observe that x 7→ x+ 1 has full orbit if and only if q is prime. For n = 2 and q = 2, we
get by direct check that the map
ϕ
(
x1
x2
)
=
(
1 1
0 1
)
·
(
x1
x2
)
+
(
1
1
)
,
(
x1
x2
)
∈ F22,
has full orbit.
Let ϕ be an affine transformation of the n-dimensional affine space over Fq. Then, by
definition there exist A ∈ GLn(Fq) and b ∈ Fnq such that
ϕ(x) = Ax+ b, x ∈ Fnq .
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Assume by contradiction that ϕ is transitive, so that the order o(ϕ) of ϕ is qn. Denote
by p the characteristic of Fq. We firstly prove that the order o(A) of A in GLn(Fq) is
qn/p. Then, we will show how this will lead to a contradiction.
Let j be the smallest integer such that
ϕj(x) = x+ c, for all x ∈ Fnq ,
for some c ∈ Fnq . As
(2.3) ϕj(x) = Ajx+
j−1∑
i=0
Aib, x ∈ Fnq ,
we get o(A) = j. If c = 0, then o(ϕ) = j = o(A) ≤ qn− 1, so that ϕ cannot be transitive.
We then have c 6= 0. By (2.3), we get ϕjp = Id, therefore o(ϕ) | jp. We now prove that
o(ϕ) = jp. Write o(ϕ) = js+ r, with r < j. Then, we have
ϕjs+r(x) = ϕr(x) + sc
= Arx+ v, x ∈ Fnq ,
for a suitable v ∈ Fnq . Since ϕjs+r = Id, we get that Arx + v = x for all x ∈ Fnq , and
so we must have r = 0 and v = 0. It follows that ϕjs(x) = x + sc = x for all x ∈ Fnq ,
which gives p | s, as c 6= 0, so that we get p ≤ s, and then o(ϕ) = js ≥ jp. Therefore we
conclude that o(ϕ) = jp. As ϕ is assumed to be transitive, we have that jp = qn, and so
o(A) = j = qn/p. Essentially, what we have proved up to now is that, if such a transitive
affine map ϕ(x) = Ax+ b exists, then it must have the property that o(A) = qn/p.
Let µA(T ) ∈ Fq[T ] be the minimal polynomial of A. By the fact that o(A) = qn/p we
get
µA(T ) | T qn/p − 1 = (T − 1)qn/p.
Then, µA(T ) = (T − 1)d, for some d ≤ n, as the degree of the minimal polynomial is less
than or equal to the degree of the characteristic polynomial by Cayley-Hamilton. From
basic ring theory, one gets that the order of A in GLn(Fq) is equal to the order of the
class T of T in the quotient ring (Fq[T ]/(µA(T )))∗ = (Fq[T ]/((T − 1)d))∗. Let us now
assume qn/p2 ≥ n. In this case we have
T
qn/p2
= (T − 1)qn/p2 + 1 = 1,
as qn/p2 ≥ n ≥ d. Therefore, o(A) = o(T ) ≤ qn/p2 < qn/p from which the contradiction
follows.
Therefore we can restrict to the case qn/p2 < n. It is easy to see that this inequality
forces q = p: in fact if q = pk and k ≥ 2, then qn/p2 = pkn−2 ≥ p2n−2 ≥ 4n−1 ≥ n.
Therefore, the only uncovered cases are in correspondence with the solutions of pn−2 < n,
which consist only of the following: n = 3 and p = 2, or n = 1 and p any prime, or n = 2
and p any prime. For n = 3 and p = 2 an exhaustive computation shows that there is no
transitive affine map. Also, we already know that in the case n = 1 and p any prime we
have such a transitive map, as this is one of the pathological cases. For the case n = 2
we argue as follows. Let
ϕ(x) = Ax+ b
be such a transitive affine map. Clearly A ∈ GL2(Fp) must be different from the identity
matrix, as otherwise ϕ cannot have full orbit. So the minimal polynomial of A is different
from T −1. On the other hand, the minimal polynomial of A must divide (T −1)d. Since
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n = 2, we have that d = 2. In GL2(Fp) having minimal polynomial (T − 1)2 forces a
matrix to be conjugate to a single Jordan block of size 2 with eigenvalue 1, hence there
exists C ∈ GL2(Fp) such that
CAC−1 =
(
1 1
0 1
)
Let us now consider again the map ϕ. Clearly, ϕ is transitive if and only if the map
ϕ˜ = CϕC−1 is. For any x ∈ F2p we have that ϕ˜(x) = C(AC−1x+ b). Therefore the map
ϕ˜ can be written as
ϕ˜
(
x1
x2
)
=
(
1 1
0 1
)
·
(
x1
x2
)
+
(
r
s
)
.
for some r, s ∈ Fp. We will now prove that ϕ˜p
(
r
s
)
=
(
r
s
)
so that ϕ cannot be transitive,
as starting form c :=
(
r
s
)
only visits p points.
ϕ˜p
(
r
s
)
=
p∑
i=0
(
1 1
0 1
)i
c
= c+
p∑
i=1
(
1 i
0 1
)
·
(
r
s
)
= c+
p∑
i=1
(
r + is
s
)
= c+
(
s
∑p
i=1 i
0
)
But now the sum
∑p
i=1 i is different from zero if and only if p = 2. Therefore, such a
transitive map could exist only for p = n = 2. Since we already provided such an example
of transitive map, the proof of the theorem is now concluded.

3. Transitive actions via projective primitivity
In this section we characterise transitive projective automorphisms.
Definition 3.1. A polynomial χ(T ) ∈ Fq[T ] of degree m is said to be projectively prim-
itive if the two following conditions are satisfied:
i) χ(T ) is irreducible over Fq,
ii) for any root α of χ(T ) in Fqm ∼= Fq[T ]/(χ(T )) the class α of α in the quotient
group G = F∗qm/F∗q generates G.
Remark 3.2. Note that if a polynomial χ(T ) ∈ Fq[T ] of degree m is primitive, i.e. it
is irreducible and any of its roots in Fqm ∼= Fq[T ]/(χ(T )) generates the multiplicative
group F∗qm , then it is obviously projectively primitive. The class of projectively primitive
polynomials is in general larger than then the class of primitive polynomials: for example
take the polynomial χ(T ) = T 3 + T + 1 ∈ F5[T ]. One can check that this polynomial
is irreducible but is not primitive. In fact, let α be a root of χ(T ). Since α62 = 1 ∈
F5[T ]/(χ(T )) ∼= F53 , and therefore o(α) 6= 53−1 = 124, we have that χ(T ) is not primitive.
On the other hand G = F∗53/F
∗
5 has prime cardinality equal to |G| = (53−1)/(5−1) = 31
and α 6= 1 ∈ G. It follows immediately that α has to be a generator of G.
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Remark 3.3. Let M,M ′ ∈ GLn+1(Fq) be such that [M ] = [M ′] in PGLn+1(Fq), and let
χM (T ), χM ′(T ) ∈ Fq[T ] be their characteristic polynomials. It is immediate to see that
χM (T ) is projectively primitive if and only if χM ′(T ) is projectively primitive.
We are now ready to give a full characterisation of transitive projective automorphisms
on Pn.
Theorem 3.4. Let Ψ be an automorphism of Pn. Write Ψ = [M ] ∈ PGLn+1(Fq) for
some M ∈ GLn+1(Fq). Then, Ψ acts transitively on Pn if and only if the characteristic
polynomial χM (T ) ∈ Fq[T ] of M is projectively primitive.
Proof. For simplicity of notation, set N = |Pn| = (qn+1−1)/(q−1). Assume that χM (T )
is projectively primitive. Now we prove that for any P ∈ Pn we have that Ψk(P ) 6= P
for k ∈ {1, . . . , N − 1}. Suppose by contradiction that there exists P0 ∈ Pn such that
Ψk(P0) = P0 for some k ∈ {1, . . . , N − 1}. Let v0 ∈ Fn+1q \ {0} be a representative of P0.
Then, there exists λ ∈ F∗q such that
Mkv0 = λv0.
This means that v0 is an eigenvector for the eigenvalue λ of M
k, which implies that
λ = αk for some root α of χM (T ) in Fqn+1 . But now, the class αk of αk in G = F∗qn+1/F
∗
q
is λ = 1, contradicting the hypothesis that α generates G.
Conversely, assume that Ψ is transitive, so that for any P ∈ Pn we have that Ψk(P ) 6= P
for k ∈ {1, . . . , N − 1}. Let α be a root of χM (x) in its splitting field and h be a positive
integer such that Fqh ∼= Fq(α). Clearly 1 ≤ h ≤ n + 1. We also have that α 6= 0 as
detM 6= 0, and α /∈ F∗q as otherwise Mv0 = αv0 for some eigenvector v0 ∈ Fn+1q \ {0} for
the eigenvalue α, so that Ψ(P0) = P0 for P0 the class of v0 in Pn, in contradiction with
the fact that Ψ is transitive. Let d be the order of the class α of α in F∗qh/F
∗
q . Then, there
exists λ ∈ F∗q such that αd = λ. Now, αd is an eigenvalue of Md, and so Mdv1 = λv1
for some eigenvector v1 ∈ Fn+1q \ {0} for the eigenvalue αd. Thus, Ψd(P1) = P1 for
P1 the class of v1 in Pn, and so d = N by the transitivity of Ψ. Therefore we have
(qn+1−1)/(q−1) = N = d ≤ (qh−1)/(q−1). Now, since h ≤ n+1, this forces h = n+1,
so that χM is irreducible, which together with d = N gives projective primitivity for χM ,
as we wanted. 
Remark 3.5. When n = 1, our approach gives immediately the criterion to get maximal
period for inversive congruential generators, see for example [2, Lemma FN]. To see
this, set Ψ and ψ as in Example 2.4, so that {ψm(0)}m∈N is an inversive sequence. By
Proposition 2.6, transitivity of Ψ and ψ are equivalent. If χ(T ) = T 2−aT−b is irreducible,
then ψ acts transitively on A1 if and only if the class α of a root α of χ(T ) in G = F∗q2/F
∗
q
generates G, which is itself equivalent to the fact that αq−1 has order q+ 1 in F∗q2 (which
is in fact the condition given in [2, Lemma FN]).
4. Subspace Uniformity
In this section we show that sequences associated to iterations of transitive projective
maps behave “uniformly” with respect to subspaces, i.e. not too many consecutive points
can lie in the same projective subspace of Pn.
More precisely, we have the following:
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Proposition 4.1. Let Ψ be a transitive automorphism of Pn. For any P ∈ Pn and any d ∈
{1, . . . , n− 1} there is no W ∈ Gr(d, n) such that Ψi(P ) ∈W for all i ∈ {0, . . . , d+ 1}.
Proof. Suppose by contradiction that there exists a projective subspace W of dimension
d such that there exists P ∈ Pn such that Ψi(P ) ∈ W for all i ∈ {0, . . . , d+ 1}. Let
W ′ be the subspace of Fn+1q whose projectification is W , and let v ∈ Fn+1q \ {0} be a
representative for P . Let also M ∈ GLn+1(Fq) be a representative for Ψ. Consider now
the smallest integer h such that Mhv is linearly dependent on {M iv : i ∈ {0, . . . h− 1}}
over Fq. Since M iv is contained in W ′ for any i ∈ {0, . . . d + 1}, and W ′ has dimension
d+ 1, then we have that h is at most d+ 1. Therefore, Mhv can be rewritten in terms of
lower powers of M , which in turn forces the span of {M iv : i ∈ {0, . . . , h − 1}} over Fq
to be an invariant space for M . It follows that the characteristic polynomial of M has a
non-trivial factor of degree less than or equal to d. Since d ≤ n, we have the claim, as by
Theorem 3.4 the characteristic polynomial of M has to be irreducible. 
Remark 4.2. This result is optimal with respect to d, as for any set S of d+ 2 points of
Pn there always exists a W ∈ Gr(d+ 1, n) containing S.
Fix the canonical decomposition Pn = U ∪H as in (2.1).
Corollary 4.3. Let Ψ be a transitive automorphism of Pn. For any P ∈ U the fractional
jump index JP of Ψ at P is bounded by n+ 1.
Proof. Assume by contradiction JP ≥ n+2. Then, setting P ′ = Ψ(P ) we get Ψi(P ′) ∈ H
for all i ∈ {0, . . . , n}. But we have H ∈ Gr(n − 1, n), and so this violates Proposition
4.1. 
5. Explicit description of fractional jumps
Let Ψ be an automorphism of Pn. In this section we will give an explicit description
of the fractional jump ψ of Ψ.
First of all, fix homogeneous coordinates X0, . . . , Xn on Pn, fix the canonical decom-
position Pn = U ∪H as in (2.1) and the map pi as in (2.2), and write Ψ ∈ PGLn+1(Fq)
as
Ψ = [F0 : . . . : Fn],
where each Fj is an homogeneous polynomial of degree 1 in Fq[X0, . . . , Xn]. Fix now
affine coordinates x1, . . . , xn on An, and for each j ∈ {1, . . . , n} set
(5.1) fj(x1, . . . , xn) =
Fj−1(x1, . . . , xn, 1)
Fn(x1, . . . , xn, 1)
.
Let K = Fq(x1, . . . , xn) be the field of rational functions on An. Then, (5.1) defines
elements fj ∈ K for j ∈ {1, . . . , n}, and fΨ = (f1, . . . , fn) ∈ Kn. In turn this process
defines a map
(5.2) ı : PGLn+1(Fq)→ Kn, Ψ 7→ fΨ.
It is easy to see that this map is well defined and for any element f = (f1, . . . , fn) in the
image of ı all the denominators of the fj ’s are equal. It also holds that ı(Ψ◦Φ) = ı(Ψ)◦ı(Φ),
where the composition in Kn is defined in the obvious way, i.e. just plugging in the
components of ı(Φ) in the variables of ı(Ψ).
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Let us go back to fΨ = (f1, . . . , fn) ∈ Kn for a fixed automorphism Ψ. For any i ≥ 1,
let us define f (i) = ı(Ψi). For each f (i) and for each j ∈ {1, . . . , n}, write the j-th
component of f (i) as
f
(i)
j =
a
(i)
j
b
(i)
j
, for a
(i)
j , b
(i)
j ∈ Fq[x1, . . . , xn].
As we already observed, for fixed i ≥ 1 all the b(i)j ’s are equal, so we can set b(i) = b(i)1 .
Define now
V0 = An,
Vi =
i⋂
k=1
V (b(k)), for i ≥ 1.
These sets will be the main ingredient in the definition of the covering mentioned in
Section 2. The following result characterises the Vi’s in terms of the position of a bunch
of iterates of Ψ.
Lemma 5.1. Let x ∈ An, and P = pi(x) ∈ U . Then, x ∈ Vi if and only if Ψk(P ) ∈ H
for k ∈ {1, . . . , i}.
Proof. By definition, x ∈ Vi if and only if x ∈ V (b(k)) for every k ∈ {1, . . . , i}, which
means b(k)(x) = 0 for every k ∈ {1, . . . , i}. Now, b(k)(x) = 0 if and only if the last
component of Ψk(P ) is zero, which is equivalent to the condition Ψk(P ) ∈ H. 
Definition 5.2. Define the absolute fractional jump index J of Ψ to be the quantity
J = max {JP : P ∈ U} .
When Ψ is transitive, Corollary 4.3 ensures that J ≤ n + 1. We will now show that
the absolute jump index equals the number of non empty Vi’s.
Proposition 5.3. We have that
min {i ∈ N : Vi = ∅} = J.
Proof. Set i0 = min {i ∈ N : Vi = ∅}. In order to show that i0 ≤ J, it is enough to prove
that VJ = ∅. Assume that there exists x ∈ VJ. Then, if P = pi(x), we have by Lemma
5.1 that Ψj(P ) ∈ H for j ∈ {1, . . . , J}, and so the jump index JP must be strictly greater
than J, a contradiction.
Conversely, in order to show that J ≤ i0, it is enough to prove that VJ−1 6= ∅. To do
so, take P0 ∈ U for which JP0 = J. Then Ψk(P0) ∈ H for any k ∈ {1, . . . J − 1}. Let
x0 = pi
−1(P0). Then, by Lemma 5.1 we have x0 ∈ VJ−1. 
Define now
Ui = Vi−1 \ Vi, for i ∈ {1, . . . , J} .
Thus, for I = {1, . . . , J}, the family {Ui}i∈I is a disjoint covering of An and each f (i)
is a rational map of degree 1 on An. Also, we observe that by construction f (i) is well
defined on Ui, so that the fractional jump is defined as
ψ(x) = f (i)(x), if x ∈ Ui.
To clarify this contruction, we now give an explicit description of a fractional jump
over A2.
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Example 5.4. Let q = 101 and n = 2. Consider the automorphism of P2 defined by
Ψ([X0 : X1 : X2]) = [F0 : F1 : F2]
= [X0 + 2X2 : 3X1 + 4X2 : 4X0 + 2X1 + 3X2].
Notice that
M =

1 0 2
0 3 4
4 2 3

is a representative of Ψ in GL3(F101). The characteristic polynomial χM (T ) ∈ F101[T ] of
M is given by
χM (T ) = T
3 − 7T 2 − T + 23,
which is irreducible over F101. Now, as
qn+1 − 1
q − 1 =
1013 − 1
101− 1
= 10303
is prime, any irreducible polynomial of degree 3 in F101[T ] is projectively primitive. By
Theorem 3.4 we have that Ψ is transitive on Pn. Since n = 2 and Ψ is transitive, by
Proposition 5.3 and the definition of the Ui’s we know that the fractional jump of Ψ will
be defined using at most U1, U2, U3.
As in (5.1), we consider rational functions
f1(x1, x2) =
x1 + 2
4x1 + 2x2 + 3
,
f2(x1, x2) =
3x2 + 4
4x1 + 2x2 + 3
.
in F101(x1, x2), and set f = (f1, f2) ∈ F101(x1, x2)2. Given the definition of f , we have
V1 = V (4x1 + 2x2 + 3),
U1 = A2 \ V1.
Let now f (1) = f and f (2) = f ◦ f = (f (2)1 , f (2)2 ) ∈ F101(x1, x2)2, where
f
(2)
1 (x1, x2) = f1(f1(x1, x2), f2(x1, x2))
=
9x1 + 4x2 + 8
16x1 + 12x2 + 25
,
f
(2)
2 (x1, x2) = f2(f1(x1, x2), f2(x1, x2))
=
16x1 + 17x2 + 24
16x1 + 12x2 + 25
.
Define
V2 = V1 ∩ V (16x1 + 12x2 + 25) = {(64, 22)} ,
U2 = V1 \ V2.
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Finally, let f (3) = f ◦ f ◦ f = (f (3)1 , f (3)2 ) ∈ F101(x1, x2)2, where
f
(3)
1 (x1, x2) = f1(f
(2)
1 (x1, x2), f
(2)
2 (x1, x2))
=
41x1 + 28x2 − 43
15x1 − 15x2 − 47 ,
f
(3)
2 (x1, x2) = f2(f
(2)
1 (x1, x2), f
(2)
2 (x1, x2))
=
11x1 − 2x2 − 30
15x1 − 15x2 − 47 ,
and U3 = V2 = {(64, 22)}, since V3 = V2 ∩ V (15x1 − 15x2 − 47) = ∅.
By construction, A2 = U1∪U2∪U3, and therefore we are ready to describe the fractional
jump ψ of Ψ as
ψ(x1, x2) =

f (1)(x1, x2), if (x1, x2) ∈ U1,
f (2)(x1, x2), if (x1, x2) ∈ U2,
f (3)(x1, x2), if (x1, x2) ∈ U3.
Notice that f (3)(64, 22) = (63, 78), and so ψ(x1, x2) = (63, 78) if (x1, x2) ∈ U3 =
{(64, 22)}.
6. The discrepancy of fractional jump sequences
In the context of pseudorandom number generation, it is of interest to say something
about the distribution of a sequence. A statistic that is of particular interest is the
discrepancy of a sequence, of which we recall the definition below. The goal of this
section is to show that for sequences generated by fractional jumps one can prove the
same discrepancy bounds as for the sequences generated by the ICG. For simplicity, we
let q = p be prime. We assume the set Fp ∼= Z/pZ to be represented by {0, 1, . . . , p−1} ⊆ Z
as in [25]. For x ∈ Fp we then write xp for the corresponding element in 1pZ ⊆ R.
For a sequence
Γ = {(γm,0, . . . , γm,s−1)}N−1m=0
of N points in [0, 1)s, for s ∈ N, the discrepancy of Γ is defined by
DΓ = sup
B⊆[0,1)s
∣∣∣∣TΓ(B)N − |B|
∣∣∣∣,
where the supremum is taken over boxes B of the form
B = [α1, β1)× · · · × [αs, βs) ⊆ [0, 1)s,
and TΓ(B) denotes the number of points of Γ which lie inside B.
For a sequence {um}m∈N of points in Fp the main interest lies in bounding the discrep-
ancy of the sequence (um
p
,
um+1
p
, . . . ,
um+s−1
p
)N−1
m=0
for s ≥ 1. In the case of a sequence generated by an ICG such a bound was given in [25].
The goal of this section is to extend the results in [25] to give discrepancy bounds for
full orbit sequences generated by fractional jumps also in the case where the dimension n
satisfies n > 1.
Given a fractional jump ψ : Fnp → Fnp and an initial value x ∈ Fnp we define the sequence
{um(x)}m∈N of points in Fnp by setting u0(x) = x and
um(x) = ψ
m(x), for m ≥ 1.
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We also define the snake sequence {vm(x)}m≥1 of points in Fp by setting
(vkn+1(x), vkn+2(x), . . . , v(k+1)n(x)) = uk(x), for k ∈ N.
Let Ds,ψ(N ;x) denote the discrepancy of the sequence(vm+1
p
,
vm+2
p
, . . . ,
vm+s
p
)N−1
m=0
and let Dns,ψ(N ;x) denote the discrepancy of the sequence(um
p
,
um+1
p
, . . . ,
um+s−1
p
)N−1
m=0
.
Note that in the first case the individual points of the sequence lie in Fsp, while in the
second case the points of the sequence lie in Fnsp .
Our main result for the discrepancy Ds,ψ(N ;x) is a direct generalization of [25, The-
orem 4], which deals with the discrepancy of a sequence generated by an ICG. We also
provide the analogous bounds for the n-dimensional discrepancy Dns,ψ(N ;x).
Theorem 6.1. Let Ψ be a transitive automorphism of Pn and let ψ be its fractional jump.
Then for any integer s ≥ 1 and any real ∆ > 0, for all but O(∆pn) initial values x ∈ Fnp
it holds that
Ds,ψ(N ;x)s,n (∆−2/3N−1/3 + p−1/4∆−1)(logN)s log p
and
Dns,ψ(N ;x)s,n (∆−2/3N−1/3 + p−1/4∆−1)(logN)sn log p
for all N with 1 ≤ N ≤ pn.
The proof of Theorem 6.1 follows the same lines as the proof of [25, Theorem 4], but
with Lemma 6.6 below extending [25, Lemma 1] to n > 1.
In the proofs we will make use of the Koksma–Szu¨sz inequality as well as the Bombieri–
Weil bound.
Theorem 6.2 ([3, Theorem 1.21]). For any integer H ≥ 1, the discrepancy DΓ of the
sequence Γ = (γm,0, . . . , γm,s−1)N−1m=0 satisfies
DΓ  1
H
+
1
N
∑
0<‖h‖∞≤H
1
ρ(h)
∣∣∣∣N−1∑
m=0
exp
(
2pii
s−1∑
j=0
hjγm,j
)∣∣∣∣,
where ρ(h) =
∏s−1
j=0 max{|hj |, 1} for h = (h0, . . . , hs−1) ∈ Zs.
Theorem 6.3 ([16, Theorem 2]). Let f/g be a rational function over Fp with deg(f) >
deg(g). Suppose that f/g is not of the form hp − h, where h is a rational function over
Fp. Then ∣∣∣∣ ∑
x∈Fp:
g(x) 6=0
ep
(
f(x)
g(x)
) ∣∣∣∣ ≤ (deg(f) + v − 1)p1/2,
where v is the number of distinct roots of g in Fp.
We will also need to use the explicit description of ψ given in Section 5 to describe
powers of ψ, which is done in the next lemma.
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Lemma 6.4. Let Ψ be a transitive automorphism of Pn and let ψ be its fractional jump.
Then there are polynomials a
(i)
j , b
(i) ∈ Fp[x1, . . . , xn] of degree less or equal than 1, for
i ∈ {1, . . . , p− 1} and j ∈ {1, . . . , n}, with b(i) not identically a constant, and such that
ψij(x) =
a
(i)
j (x)
b(i)(x)
, for x 6∈
i⋃
k=1
V (b(k)),
where ψij(x) denotes the j-th component of ψ
i(x).
Proof. The functions a
(i)
j , b
(i) are defined as in Section 5. Indeed, recall that there is a
set U1 and there is a rational map
f (1) =
(a(1)1
b(1)
, . . . ,
a
(1)
n
b(1)
)
of degree 1 such that
ψ(x) = f (1)(x), for x ∈ U1 = Fnp \ V (b(1)).
For i ∈ {1, . . . , p − 1} and j ∈ {1, . . . , n}, define the maps a(i)j , b(i) by iterating the map
f (1), that is
f (i) = (f (1))i =
(
a
(i)
1
b(i)
, . . . ,
a
(i)
n
b(i)
)
, i ∈ {1, . . . , p− 1}.
Let us notice that in Section 5 the function f (i) was used to describe the map ψ on the
set Ui. In this section we are instead using f
(i) to describe the i’th iterate of ψ on the set
U1∩ψ−1(U1)∩· · ·∩ψ−i+1(U1). In particular, Section 5 made use of f (i) for i ∈ {1, . . . , n},
but here we instead use f (i) on the range i ∈ {1, . . . , p− 1}.
To see that b(i) isn’t identically a constant for i ∈ {1, . . . , p− 1} we need to show that
f (i) = ı(Ψi), where ı is the map in (5.2), is not affine. Let M ∈ GLn+1(Fp) be such
that Ψ = [M ] ∈ PGLn+1(Fp). Suppose by contradiction that ı(Ψi) is affine for some
i ∈ {1, . . . , p− 1}. Since M has irreducible characteristic polynomial by Theorem 3.4,
we have that Fp[M ] is a field and in turn that Fp[M i] is a proper subfield, therefore the
minimal polynomial of M i is irreducible. Now, since ı(Ψi) is assumed to be affine, we
have that Ψi(H) = H, which in turn forces M i to fix a proper subspace of Fn+1p . This
directly implies that the (irreducible) minimal polynomial of M i cannot be equal to the
characteristic polynomial of M i, and therefore it must have degree d < n+ 1.
We know, again by Theorem 3.4, that [M ] is a generator for the quotient group
Fp[M ]∗/F∗p as Ψ is transitive, but [1] = [M i](p
d−1)/(p−1) = [M ]i(p
d−1)/(p−1), so (pn+1 −
1)/(p−1) | i(pd−1)/(p−1) which forces i ≥ (pn+1−1)/(pd−1) ≥ p, a contradiction. 
We are now ready to prove the technical heart of the argument.
Lemma 6.5. Let Ψ be a transitive automorphism of Pn and let ψ be its fractional jump.
Then for any integers j0, s ≥ 1, d ≤ (p− 1)n− s and h ∈ Fsp \ {0} it holds that∣∣∣ ∑
x∈Fnp
ep
( s−1∑
j=0
hj(vj0+d+j(x)− vj0+j(x))
)∣∣∣ ≤ 3(s+ d
n
+ 1
)
pn−1 + 4
( s
n
+ 1
)
pn−1/2.
Proof. Observe first that the result is trivial for s ≥ p1/2n, so assume that s ≤ p1/2n.
Let r = min{j : hj 6= 0}, s′ = s − r and h′j = hj+r for j ∈ {0, . . . , s′ − 1}. Let
m = b(j0 + r)/nc. Since ψ is a bijection, we can make the substitution x′ = ψm(x) and
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sum over x′ ∈ Fnp in place of summing over x ∈ Fnp . Then, we get vi(x′) = vmn+i(x), and
so
∑
x∈Fnp
ep
( s−1∑
j=0
hj(vj0+d+j(x)− vj0+j(x))
)
=
∑
x′∈Fnp
ep
( s′−1∑
j=0
h′j(vj1+d+j(x
′)− vj1+j(x′))
)
=
∑
x∈Fnp
ep
( s′−1∑
j=0
h′j(vj1+d+j(x)− vj1+j(x))
)
,
for some j1 with 1 ≤ j1 ≤ n, where in the last equality we have simply relabeled the
summation index x′ to x, which we do for simplicity of notation. Notice that in this way
we have that h′0 6= 0, which was the entire point of shifting the sum.
As d ≤ (p − 1)n − s we have j1 + j ≤ j1 + d + j ≤ pn − 1 < pn. This means that
vj1+d+j = ψ
i
k(x) for some i < p and some k ∈ {1, . . . , n}. An analogous statement also
holds for vj1+j , i.e. vj1+j = ψ
i′
k′(x) for some i
′ < p and some k′ ∈ {1, . . . , n}. We can
therefore apply Lemma 6.4 to write
vin+j(x) = ψ
i
j(x) =
a
(i)
j (x)
b(i)(x)
, x 6∈
i⋃
k=1
V (b(k)),
for i ∈ {1, . . . , ⌊n+d+s−1n ⌋}, j ∈ {1, . . . , n}, and for i = 0 we clearly have
vj(x) = xj ,
for j ∈ {1, . . . , n}.
Since we want to estimate the sum∣∣∣ ∑
x∈Fnp
ep
( s′−1∑
j=0
h′j(vj0+d+j(x)− vj0+j(x))
)∣∣∣,
we consider for fixed x˜ = (x1, . . . , xj1−1, xj1+1, . . . , xn) ∈ Fn−1q the inner sum
G(xj1 ; x˜) =
s′−1∑
j=0
h′j(vj1+d+j(x)− vj1+j(x))
as a function of the variable xj1 . Since we want to apply Theorem 6.3 to G for fixed x˜
(and considered as a univariate polynomial in xj1) we first need to give a nice description
of G outside a certain set. We can do that outside of the set
E =
b(n+d+s−1)/nc⋃
i=1
V (b(i)).
In fact, one may write
G(xj1 ; x˜) =
a(xj1 ; x˜)
b(xj1 ; x˜)
=
a˜(xj1 ; x˜)
b(xj1 ; x˜)
− h′0xj1 + c(x˜),
where a, a˜, b are polynomials and c(x˜) is constant with respect to xj1 .
In order to apply Theorem 6.3 to the sum over xj1 , we need to check that the conditions
of the theorem are verified apart from a small set F of x˜’s, whose size we can estimate.
To begin with we check that deg(a) = deg(b) + 1. This follows immediately if either
deg(a˜) ≤ deg(b), or if deg(a˜) = deg(b)+1 and the leading coefficient in a˜/b doesn’t cancel
the term −h′0xj1 .
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By considering the possible powers of ψ that can appear in the definition of G, we see
that
b(xj1 ; x˜) =
∏
i∈I
b(i)(x),
with the product taken over a set I of i satisfying
(6.1) i ∈
[
j1
n
− 1, j1 + s
′ − 1
n
)
∪
[
j1 + d
n
− 1, j1 + d+ s
′ − 1
n
)
⊆ [0, p)
and such that the coefficient of xj1 is nonzero in b
(i).
Since a˜/b was defined by a linear sum of rational functions of degree 1, it follows that
deg(a˜) ≤ deg(b) + 1. If deg(a˜) = deg(b) + 1, the coefficient of the highest order term
in a is of the form a constant times
∏
i∈J b
(i)(x) for some set J of i satisfying (6.1) and
such that b(i) doesn’t depend on xj1 . Think of this coefficient as a polynomial in x˜. In
particular, there are no more than 2
(
s′
n + 1
)
values of x˜ satisfying (6.1), and therefore
the coefficient is equal to h′0 for at most 2
(
s′
n + 1
)
pn−2 values of x˜. We can therefore
define a set F ⊆ Fn−1p with
|F | ≤ 2
(s′
n
+ 1
)
pn−2,
and such that deg(a) = deg(b) + 1 for x˜ 6∈ F .
Finally, for x˜ 6∈ F we want to check that G is not of the form hp − h for some rational
function h over Fp. Assume therefore that in fact a/b = hp−h for some rational function
h = h1/h2, where h1 and h2 are coprime. Then h
p
2a = h
p
1b− h1bhp−12 , and so in particular
hp2|b. Note that
deg(b) ≤ 2(s′/n+ 1) < p
since we initially assumed that s ≤ p1/2n, and so h2 must be constant. This gives
a = b(c1h
p
1 − c2h1) for some constants c1, c2. But then deg(a)− deg(b) is a multiple of p,
contradicting deg(a) = deg(b) + 1.
Combining all of this we may apply Theorem 6.3 to the sum over xj1 to conclude that
whenever x˜ 6∈ F it holds that
∣∣∣∣∑
xj1
ep
(a(xj1 ; x˜)
b(xj1 ; x˜)
)∣∣∣∣ ≤ 4( sn + 1)p1/2,
where the sum is taken over values xj1 where b 6= 0. For x˜ ∈ F we have the trivial bound∣∣∣∣∑
xj1
ep
(a(xj1 ; x˜)
b(xj1 ; x˜)
)∣∣∣∣ ≤ p.
Finally, these bounds together with the union bound
|E| ≤
b(n+d+s−1)/nc∑
i=0
|V (b(i))| ≤
(
s+ d
n
+ 1
)
pn−1
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and the triangle inequality give∣∣∣ ∑
x∈Fnp
ep(G(xj1 ; x˜))
∣∣∣ ≤ |E|+ ∣∣∣∑
x 6∈E
ep
(a(xj1 ; x˜)
b(xj1 ; x˜)
)∣∣∣
≤ |E|+ p|F |+
∣∣∣∑
x˜ 6∈F
∑
xj1 :
x 6∈E
ep
(a(xj1 ; x˜)
b(xj1 ; x˜)
)∣∣∣
≤
(s+ d
n
+ 1
)
pn−1 + 2p
( s
n
+ 1
)
pn−2 + 4
( s
n
+ 1
)
p1/2pn−1
≤ 3
(s+ d
n
+ 1
)
pn−1 + 4
( s
n
+ 1
)
pn−1/2.

We now need an additional ancillary result, which will be used in the proof of the main
theorem.
Lemma 6.6. Let Ψ be a transitive automorphism of Pn and let ψ be its fractional jump.
Then for any integers j0, s ≥ 1 and K with 1 ≤ K ≤ pn, and any h ∈ Fsp \ {0} one has
∑
x∈Fnp
∣∣∣∣K−1∑
k=0
ep
( s−1∑
j=0
hjvj0+j+k(x)
)∣∣∣∣2 s,n Kpn +K2pn−1/2.
Proof. We divide into the two cases K ≤ p1/2 and K > p1/2. In the first case we have
∑
x∈Fnp
∣∣∣∣K−1∑
k=0
ep
( s−1∑
j=0
hjvj0+j+k(x)
)∣∣∣∣2 = ∑
x∈Fnp
K−1∑
m,l=0
ep
( s−1∑
j=0
hj(vj0+j+m(x)− vj0+j+l(x))
)
≤ Kpn + 2
K−1∑
d=1
K−1−d∑
m=0
∣∣∣∣ ∑
x∈Fnp
ep
( s−1∑
j=0
hj(vj0+m+j+d(x)− vj0+m+j(x))
)∣∣∣∣,
where we have split into the cases m = l and m 6= l. Applying Lemma 6.5 to the innermost
sum when d ≤ (p − 1)n − s, and applying the trivial bound for the Os,n(1) remaining
values of d then gives that this is
s,n Kpn +
K−1∑
d=1
(K − d)
(
d
n
pn−1 + (s/n+ 1)pn−1/2
)
+ pn
s,n Kpn +K3pn−1 +K2pn−1/2.
As the middle term never dominates for the considered range of K, we are done in this
case.
In the second case, split the sum over k into at most K/M + 1 intervals of length
M = p1/2. On each interval we bound the sum as in the first case, and so by Cauchy–
Schwarz it follows that
∑
x∈Fnp
∣∣∣∣K−1∑
k=0
ep
( s−1∑
j=0
hjvj0+j+k(x)
)∣∣∣∣2 s,n (K2M2 + 1
)
(Mpn +M3pn−1 +M2pn−1/2)
s,n K2pn−1/2.

We are now ready to prove the main theorem.
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Proof of Theorem 6.1. Apply Theorem 6.2 with H = bN/2c to get
(6.2) Ds,ψ(N ;x) 1
N
+
1
N
∑
0<‖h‖∞≤N/2
1
ρ(h)
∣∣∣∣N−1∑
m=0
ep
( s−1∑
j=0
hjvm+j(x)
)∣∣∣∣.
Let k ≥ 1 be an integer. Observe that if k > N − 1, we have that∣∣∣∣N−1∑
m=0
ep
( s−1∑
j=0
hjvm+j(x)
)
−
N−1∑
m=0
ep
( s−1∑
j=0
hjvm+j+k(x)
)∣∣∣∣ ≤ 2N ≤ 2k,
if k ≤ N − 1, since the two sums in m overlap in all but 2k terms, we have that∣∣∣∣N−1∑
m=0
ep
( s−1∑
j=0
hjvm+j(x)
)
−
N−1∑
m=0
ep
( s−1∑
j=0
hjvm+j+k(x)
)∣∣∣∣
=
∣∣∣∣ k−1∑
m=0
ep
( s−1∑
j=0
hjvm+j(x)
)
−
N−1∑
m=N−k
ep
( s−1∑
j=0
hjvm+j+k(x)
)∣∣∣∣
≤ 2k.
Therefore, for any integer K ≥ 1 it holds that
K
∣∣∣∣N−1∑
m=0
ep
( s−1∑
j=0
hjvm+j(x)
)∣∣∣∣ ≤ ∣∣∣∣K−1∑
k=0
N−1∑
m=0
ep
( s−1∑
j=0
hjvm+j+k(x)
)∣∣∣∣+ K∑
k=0
2k
≤
N−1∑
m=0
∣∣∣∣K−1∑
k=0
ep
( s−1∑
j=0
hjvm+j+k(x)
)∣∣∣∣+O(K2).
Combining this with (6.2), and noting that
∑
0<‖h‖∞≤H
1
ρ(h)  (logH)s, then gives
(6.3) Ds,ψ(N ;x) K
N
(logN)s +
1
N
R(N,K, x)
where
(6.4) R(N,K, x) =
1
K
∑
0<‖h‖∞≤N/2
1
ρ(h)
N−1∑
m=0
∣∣∣∣K−1∑
k=0
ep
( s−1∑
j=0
hjvm+j+k(x)
)∣∣∣∣.
We now average over initial values x. By Cauchy–Schwarz one has∑
x∈Fnp
∣∣∣∣K−1∑
k=0
ep
( s−1∑
j=0
hjvm+j+k(x)
)∣∣∣∣
2 ≤ pn ∑
x∈Fnp
∣∣∣∣K−1∑
k=0
ep
( s−1∑
j=0
hjvm+j+k(x)
)∣∣∣∣2.
Inserting this and the bound from Lemma 6.6 into (6.4) gives
(6.5)
∑
x∈Fnp
R(N,K, x)s,n Npn(K−1/2 + p−1/4)(logN)s.
Now, let Nj = 2
j and Kj =
⌈
∆−2/3N2/3j
⌉
for j ∈ {0, 1, . . . , dlog2 pne}. Let Ωj ⊆ Fnp
be the set of x for which
R(Nj ,Kj , x) ≥ Cs,n∆−1Nj(K−1/2j + p−1/4)(logNj)s log pn,
where Cs,n is the implied constant in (6.5). By (6.5) we must have that |Ωj | ≤ ∆pn/ log pn.
Setting Ω = ∪jΩj we then have |Ω| ≤ ∆pn, and for x 6∈ Ω it holds that
(6.6) R(Nj ,Kj , x) ≤ Cs,n∆−1Nj(K−1/2j + p−1/4)(logNj)s log pn
for all j ≤ dlog2 pne.
18 FEDERICO AMADIO GUIDI, SOFIA LINDQVIST, AND GIACOMO MICHELI
Given N such that 1 ≤ N ≤ pn, take ν ∈ N such that Nν−1 ≤ N < Nν . By (6.3) we
have
Ds,ψ(N ;x) Kν
Nν
(logNν)
s +
1
Nν
R(Nν ,Kν , x),
and so for x 6∈ Ω it holds that
Ds,ψ(N ;x) (∆−2/3N−1/3 + p−1/4∆−1)(logN)s log pn
by (6.6), completing the first bound in the theorem.
For Dns,ψ(N ;x) we also apply Theorem 6.2 with H = dN/2e to get
Dns,ψ(N ;x)
1
N
+
1
N
∑
0<‖h‖∞≤N/2
1
ρ(h)
∣∣∣N−1∑
m=0
ep
( s−1∑
j=0
hj · um+j(x)
)∣∣∣,
where now h = (h0, . . . ,hs−1) and hj = (hj,1, . . . , hj,n) for j ∈ {0, . . . , s− 1}. Observe
that
s−1∑
j=0
hj · um+j(x) =
s−1∑
j=0
n∑
i=1
hj,iv(m+j)n+i(x) =
sn−1∑
k=0
h′jvmn+k(x),
where h′k = hj,i if k = nj + i, 0 ≤ i ≤ s− 1. We may therefore bound all sums exactly as
before, with the only difference being that sn replaces s. 
7. The computational complexity of fractional jump sequences
Let Ψ be a transitive automorphism of Pn, and let ψ be its fractional jump. We
now want to establish the computational complexity of computing the m-th term of the
sequence {ψm(0)}m∈N. In particular in this section we will show that computing a term
in our sequence is less expensive than computing a term of a classical inversive sequence
of the same bit size.
Fix notations as in Section 5. For simplicity, let us restrict to the case in which q is
prime. Let us first deal with the regime in which q is large (which is the regime in which
we got the discrepancy bounds in Section 6), so that most of the computations will be
performed for points in U1. If one chooses Ψ in such a way that the coefficients of the
Fj ’s are small (this is possible for example by taking Ψ as the companion matrix of a
projectively primitive polynomial with small coefficients), so that also the coefficients of
the f
(1)
j ’s are small, the multiplications for such coefficients cost essentially the same as
sums. Therefore the computational cost of computing the m-th term of the sequence
(given the (m − 1)-th term) is reduced to the cost of computing n multiplications in Fq
and one inversion in Fq (as all the denominators of the f (1)j ’s are equal). Let M(q) (resp.
I(q)) denote the cost of one multiplication (resp. inversion) in Fq. The total cost of bit
operations involved to compute a single term in the sequence is then
Cnew(q, n) = nM(q) + I(q).
Using the fast Fourier transform for multiplications [24] and the extended Euclidean
algorithm for inversion [23] one gets
M(q) = O(log(q) log log(q) log log log(q)),
I(q) = O(M(q) log log(q)).
Let us compare this complexity with the complexity of computing the m-th term of an
inversive sequence of the form xm = a/xm−1 +b over Fp. The correct analogue is obtained
when qn has roughly the same bit size as p. If one chooses a, b small, one obtains that the
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complexity of computing xm is essentially the complexity of computing only one inversion
modulo p, which is
Cold(p) = O(log(p)[log log(p)]2 log log log(p)).
Now, since q, n are chosen in such a way that qn has roughly the same bit size as p, we
can write Cold(q, n) = Cold(p). It is easy to see that up to a positive constant we have
Cnew(q, n)
Cold(q, n)
≤ 1
log log q
+
1
n
,
which goes to zero as n and q grow.
It is also interesting to see that with our construction we have the freedom to choose
q relatively small and n large (so that again one gets qn ∼ p). In this case one can
see that Cnew(q, n)/Cold(q, n) goes to zero as ([log(n)]2 log log(n))−1. If one tries to do
something similar with an ICG (i.e. reducing the characteristic but keeping the size of
the field large), one would anyway have to compute an inversion in Fqn which costs O(n2)
Fq-operations, see [15, Table 2.8], while in our case we would only need to invert one
element and multiply n elements in Fq, which costs (n+ 1) Fq-operations.
8. Conclusion and further research
Using the theory of projective maps, we provided a general construction for full orbit
sequences over An. Our theory generalises the standard construction for the inversive
congruential generators. Let us summarise the properties of fractional jump sequences
obtained in this paper:
• We completely characterise the full orbit condition for such sequences (Theorem
3.4).
• In dimension 1 they cover the theory of ICG sequences.
• In dimension greater than 1, they are automatically full orbit whenever (qn+1 −
1)/(q−1) is a prime number, which is something that can never occur in the case
of ICG sequences, as 2 always divides q + 1 when q is odd.
• In any dimension, they enjoy the same discrepancy bound as the one of the ICG,
so they appear to be a good source of pseudorandomness both when one desires
a one dimensional sequence of pseudorandom elements or if one desires a stream
of n-dimensional pseudorandom points (Theorem 6.1).
• They are very inexpensive to compute: for n > 1 computations are asymptoti-
cally quicker than the ones of an ICG sequence, as described in Section 7. The
moral reason for this is that at each step the ICG generates a 1-dimensional pseu-
dorandom point with exactly one inversion in Fq, on the other hand at each step
our construction generates an n-dimensional point of Fq (again, using only one
inversion).
Some research questions arising are the following.
(1) As our bound on the discrepancy holds for any transitive non-affine fractional
jump sequence, can one build special fractional jump sequences having strictly
better discrepancy bounds with respect to the one of the ICG?
(2) What happens if one replaces the finite field with a finite ring? Can we extend
the fractional jump construction to this case?
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(3) Can the notion of fractional jump be extended to more general objects such as
quasi-projective varieties and produce competitive behaviours as in the projective
space setting?
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