We used the function lm() in R (R Core Team, 2013) for building simple linear models of L2 ratios predicting lexical diversity measures. Linear models require the following assumptions to be met: 1) Linearity: We assume that a linear relationship holds between our measure of lexical diversity (LDT scaled) and our measure of language contact (L2 ratio). That this assumption is generally met can be seen in Figure A . The only significant divergence from linearity is caused by three points of the language Nuer (nus) of South Sudan. Since all three outliers stem from the same language, this seems to be an idiosyncrasy rather than a general nonlinear trend.
. Linearity assumption. Linear relationship between LDT and ratio of L2 speakers. The linear model for all lexical diversity measures (black lines) and their 95% confidence intervals (transparent grey) generally overlap with a local smoother of the type "Loess" (red dashed line) which is highly sensitive to non-linearities in the data.
2) Normality: Another model assumption is that the errors (residuals) are approximately normally distributed. This assumption can be checked with reference to Figure B . 
Mixed-effects model
We used the package lme4 (Bates, Maechler, & Bolker, 2012) in R (R Core Team, 2013) for linear mixed-effects modeling. The mixed-effects model requires the same assumptions as the simple linear model to be met or at least approximated (Baayen, 2008; Jaeger, Graff, Croft, & Pontillo, 2011; Winter, 2013) .
1) Linearity:
We assume that a linear relationship holds between our measures of lexical diversity and our measure of language contact (L2 ratio). This assumption is the same as for the simple linear model. That it is met was shown in Figure A. 2) Normality: In Equation (11) Note, that the 95% confidence interval just falls above and below the zero line, which suggests heteroscedasticity, albeit very minor. Note, that Jaeger et al. (2011: 293) would also recommend checking residual plots for subgroups of families and regions. However, due to data sparsity this will not be informative in our case.
