Coloring planar Toeplitz graphs and the stable set polytope  by Euler, Reinhardt
Discrete Mathematics 276 (2004) 183–200
www.elsevier.com/locate/disc
Coloring planar Toeplitz graphs and the stable set
polytope
Reinhardt Euler
Faculte des Sciences, B.P. 809, 20 Avenue Le Gorgeu, 29285 Brest Cedex, France
Dedicated to Rainer Burkard on his 60th birthday
Abstract
Cliques and odd cycles are well known to induce facet-de.ning inequalities for the stable set
polytope. In graph coloring cliques are a class of n-critical graphs whereas odd cycles represent
the class of 3-critical graphs. In the .rst part of this paper we generalize both notions to (Kn \
e)-cycles, a new class of n-critical graphs, and discuss some implications for the class of in.nite
planar Toeplitz graphs. More precisely, we show that any in.nite Toeplitz graph decomposes
into a .nite number of connected and isomorphic components. Similar to the bipartite case,
in.nite planar Toeplitz graphs can be characterized by a simple condition on their de.ning 0–1
sequence. We then address the problem of coloring such graphs. Whereas they can always be
4-colored by a greedy-like algorithm, we are able to fully characterize the subclass of 3-chromatic
such graphs. As a corollary, we obtain a K5onig-type characterization of this class by means of
(K4 \ e)-cycles. In the second part, we turn to polyhedral theory and show that (Kn \ e)-cycles
give rise to a new class of facet-de.ning inequalities for the stable set polytope. Then we show
how Haj8os’ construction can be used to further generalize (Kn \ e)-cycles thereby providing a
very large class of n-critical graphs which are still facet-inducing for the associated stable set
polytope.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Given a .nite graph G = (V; E) and a set of colors C = {1; : : : ; n} an n-coloring of
G is a function f :V → C such that f(u) = f(v) for all edges uv of G. Every color
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class f−1{i} forms a stable set, i.e. a subset of vertices no two of which are joined
by an edge. An n-coloring thus represents a partition of V (or V (G)) into n stable
sets. The minimum number n for which G has an n-coloring is called the chromatic
number (G) of G, and G is called (G)-chromatic. Finally, we call a connected graph
G n-critical, if (G) = n but (G \ e) = (n− 1) for any edge e of G. This de.nition
of criticality allows to establish a close relationship with a number of concepts from
polyhedral theory such as “-criticality” (due to [4]) or “bipartite subgraphs” that
might now be generalized to “n-colorable subgraphs” and whose associated polytopes
are an interesting new subject in its own: we just mention at this place that an n-critical
graph G = (V; E) gives rise to an inequality of the form
∑
e∈E xe6 |E| − 1, which is
valid for the (n− 1)-colorable subgraph polytope and which can be lifted to a global
facet-de.ning inequality.
Now let T=(V; E) be a symmetric and simple graph with V=N or V={1; : : : ; n}. We
call T Toeplitz if its adjacency matrix is Toeplitz, i.e. identical on all its diagonals.
A Toeplitz graph is, therefore, uniquely de.ned by a 0–1 sequence. If the 1’s in
that sequence are placed at positions 1 + i1; : : : ; 1 + im; : : : ; two vertices x; y of T are
connected by an edge iK |x− y| ∈ I = {i1; : : : ; im; : : :}. This also allows to study in.nite
Toeplitz graphs over V = Z (leading to (integer) distance graphs) with respect to
their colorability and speci.c properties of the de.ning sets I , as has been done by
Eggleton et al. [6,7], Walther [22], Chen et al. [3], Deuber and Zhu [5] or Kemnitz
and Marangio [16].
In [10], in.nite bipartite Toeplitz graphs have been fully characterized in terms of
bases and circuits, i.e. maximal 0–1 sequences de.ning a bipartite graph and minimal
ones inducing an odd cycle. The main result can be resumed as follows:
For ∈N consider the in.nite 0–1 sequence
B = (0 : : : 0︸ ︷︷ ︸

10 : : : 0︸ ︷︷ ︸
2
10 : : : 0︸ ︷︷ ︸
2
10 : : : 0︸ ︷︷ ︸
2
: : :)
and let T denote the associated Toeplitz graph. In addition, consider the in.nite 0–1
sequence
C = (0 : : : 0︸ ︷︷ ︸
il
1 0:::::01︸ ︷︷ ︸
2l(k−i)+l
0:::::0︸ ︷︷ ︸
(i−1)l
0::::)
for l; k ∈N and i∈{1; : : : ; k}. We call such a sequence an odd T-cycle. Finally, let us
say that an in.nite sequence A dominates another such sequence B, if Ai¿Bi for all
i∈N. Then the following holds:
Theorem 1 (Euler et al. [10]). An in8nite 0–1 sequence S induces a bipartite Toeplitz
graph i: S does not dominate an odd T-cycle i: S is dominated by one of the
sequences B, where ∈{1; 2; 4; 8; : : :}.
Recognizing the bipartiteness of TS thus reduces to a domination test w.r.t. the B
that can be resumed as follows: if the 1-entries of S are at positions 1+i1; 1+i2; : : : ; 1+
im; : : : ; .rst determine the highest power of 2, say 2r , that divides i1 and second, verify
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whether ij=2r is odd for all the remaining j: if this is the case our sequence S is
dominated by B2
r
and if not it dominates an odd T -cycle. The procedure is eMcient
in the sense that every 1-entry is treated once; in case that the number of such entries
equals m its time complexity is O(m).
The related problem for .nite Toeplitz graphs has been treated in [8] which contains
a complete solution (including an eMcient recognition algorithm) for the special case
of two 1-entries, together with some partial results for the case of three 1-entries.
It is also shown that the in.nite clutter of circuits induces an in.nite perfect graph.
Refs. [21,2] contain results on the connectivity of .nite symmetric Toeplitz graphs and
.nite circulant digraphs, respectively, and in [23] a necessary and suMcient condition
for the hamiltonicity of a .nite circulant digraph is given, whose adjacency matrix
has two non-zero stripes, together with a polynomial recognition algorithm. Results on
connectivity and hamiltonicity of .nite Toeplitz graphs are presented in [13]. We also
point to some results on .nite planar Toeplitz graphs as presented in [25] which have
been very valuable for our study. Recently, and inspired by our work, Heuberger [14]
obtained results on planarity and colorability of (symmetric) circulant graphs, a special
class of .nite Toeplitz graphs.
In this paper, we will focus on a particular relationship between graph coloring and
polyhedral combinatorics. Good introductions into the .elds are [15,18]. The key idea
is a common generalization of cliques and odd cycles to the more general notion of
“(Kn\e)-cycles”; recall that in graph coloring cliques are n-critical graphs, whereas
odd cycles represent the class of 3-critical graphs. In polyhedral combinatorics both
concepts are well known to induce facet-de.ning inequalities for the stable set polytope
(cf. [19,18]). It turns out that (Kn \ e)-cycles again share the properties of n-criticality
and of being facet-inducing. In a separate paper [9] we have further explored this
relationship by studying Haj8os’ construction [12]; to make this paper self-contained
and up to date we will outline these results in Section 6.
The class of graphs the .rst part of our study is based on are in8nite planar Toeplitz
graphs (or, equivalently, planar distance graphs). We start with a characterization
of the connectivity of general in.nite Toeplitz graphs. Our result is similar to those
obtained in [21,2], and turns out to be quite useful for the following section, which
will be on a complete characterization of in.nite planar Toeplitz graphs similar to that
for the bipartite case. We then turn to coloring such graphs. As already pointed out in
[22,3] these graphs can always be 4-colored by a greedy-like algorithm. In particular,
we will be able to fully identify the subclass of 3-colorable such graphs by a condition
on their de.ning 0–1 sequence. As a corollary, we obtain their characterization by
excluding (K4 \ e)-cycles, a result that, for our class of graphs, generalizes K5onig’s
characterization of bipartite graphs. Moreover, a simple calculation will allow us to
produce a corresponding 3-coloring. We mention at this place that when .nishing our
paper we got to know the results of Chen et al. [3]: their approach, however, appears
to be diKerent and does not involve planar graphs. We also learned that (K4 \ e)-cycles
have been studied independently in the context of perfect graphs, e.g. by Seb5o [20].
Finally, let us recall (cf. [11]) that 3-colorability is NP-complete for planar graphs
having no vertex degree exceeding 4: in our case this degree may vary between 3
and 6 (see Fig. 1 for an example). Since the property of an in.nite graph of being
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Fig. 1. The case i = 1; j = 4.
k-colorable is shared by any of its .nite subgraphs, our results also have some impact
on 8nite graph coloring.
2. A connectivity result
Let S be an arbitrary in.nite 0–1 sequence with 1-entries (a .nite number of these
will be suMcient for our purpose) at positions 1 + i1; 1 + i2; : : : ; 1 + im, and let Tm =
T (i1; : : : ; im) denote the associated Toeplitz graph. Moreover, let  = gcd(i1; i2; : : : ; im)
so that ij = j for j = 1; : : : ; m. Then the following holds.
Theorem 2. Tm decomposes into exactly  connected and isomorphic components.
To prove this theorem we .rst show that
(a) Tm decomposes into  isomorphic subgraphs. For let Vi = {i; i + ; i + 2; : : :}
for i = 0; : : : ;  − 1. Now observe that, in Tm, there cannot be an edge joining two
vertices from two distinct such sets, for if this were the case, |i + p − (j + q)|,
which is not a multiple of , would have to be equal to one of i1; : : : ; im, which are
all multiples of . Furthermore, two vertices in, say Vi, are joined by an edge if
|i + p − (i + q)| ∈ {i1; : : : ; im}; but this is equivalent to |p − q| ∈ {1; : : : ; m}, and
thus the corresponding vertices in all the other Vj’s are also joined by an edge.
We still have to show that
(b) If =1 then Tm is connected. We proceed by induction on m: for m=1 observe
that i1 = 1 leads to a single path. So suppose that our assumption is true for m¿ 1;
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we consider the Toeplitz graph Tm+1 induced by i1; : : : ; im+1. If =gcd(i1; : : : ; im) = 1,
adding edges to a connected graph preserves connectedness and we are done. So let
¿ 1. By the .rst part of this proof, Tm decomposes into  subgraphs that are all
isomorphic to T (1; : : : ; m), which again by the induction hypothesis, is connected.
Moreover, the  vertices 1+ im+1; 1+ 2im+1; : : : ; 1+ im+1 are all in distinct of the sets
V0; : : : ; V−1: for suppose there are p; q∈{1; : : : ; } with p¡q; 1+pim+1 ≡ mod  and
1+qim+1 ≡ mod . But then (q−p)im+1 ≡ 0mod  and together with gcd(; im+1)=1
we have the contradiction that  divides (q− p), a number smaller than .
As an example, just recall the bipartite case mentioned above. The graph T de-
composes into  connected and isomorphic components, which are complete bipartite
graphs of in.nite order. The result presented in [21] for a .nite Toeplitz graph T says
that T decomposes into at least  components. Since any .nite Toeplitz graph can
be embedded into an in.nite one Theorem 2 might be used as follows to completely
settle the connectivity problem for the .nite case: regroup the ¿ many components
into  many subgraphs and study these with respect to the given n.
3. A characterization theorem
When does an in.nite sequence S de.ne a planar Toeplitz graph? As a .rst step
towards a complete answer we have
Lemma 1. Let S be an in8nite 0–1 sequence with 1-entries at positions 1 + i, 1 + j
and 1+i+j, respectively, such that i¡ j and gcd(i; j)=1. Then S de8nes a connected
planar Toeplitz graph TS .
To show this we consider any set K of i+ j consecutive elements in N, the vertex
set of TS , i.e. K={k; k+1; : : : ; k+ i+j−1}. Any element in K is connected to exactly
two other elements in K within TS : for p∈K1 = {k; k + 1; : : : ; k + i − 1}, K2 = {k +
i; : : : ; k+j−1} and K3={k+j; : : : ; k+i+j−1} these neighbors are, respectively, (p+i)
and (p+j); (p− i) and (p+ i); (p− i) and (p−j). Consequently, the induced subgraph
is a collection of cycles. We claim that it is just one cycle. We start to traverse the
cycle with node k and into the direction of its neighbor k+ i: we then have to continue
with node k+2i and so forth until k+ #i is larger than k+ j, in which case we have to
subtract j and restart to add a multiple of i. This means that if at iteration t the vertex r
of the cycle is revisited, r=r+%i−&j with %+&= t and %; &¿ 0. But the .rst revisited
vertex is k. Therefore, k=k+%i−&j implying %i=&j. Since gcd(i; j)=1 and t6 i+ j
we get that %= j; &= i and thus t = i+ j implying that all the vertices of K belong to
our cycle.
A plane embedding of TS can now be obtained as follows: start with the cycle
induced by K = {1; 2; : : : ; i + j}; add the vertex i + j + 1 which has to be connected
to the vertices 1; 1 + i and 1 + j; these latter vertices are in turn consecutive on the
cycle and, therefore, a new cycle is induced by the set {2; : : : ; i + j + 1}, and so on
(cf. Fig. 1).
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Observation 1. TS is not a bipartite graph: either (j− i) is odd and S dominates the
odd T-cycle induced by 1+ i and 1+ j, or i is odd, and S dominates the odd T-cycle
induced by 1 + j and 1 + i + j.
Our next result is on the opposite case. It makes use of Kuratowski’s characterization
of planar graphs, which we just recall: a graph is planar iK it does not contain K3;3 or
K5 as a minor.
Lemma 2. If S is an in8nite 0–1 sequence with 1-entries at positions 1+ i, 1+ j and
1+ k, respectively, such that i¡ j¡k; gcd(i; j; k)=1 but k = (i+ j), then S induces
a non-planar Toeplitz graph.
For a proof let K = {1; 2; : : : ; i + j}, call an edge xy of TS black if |x − y| = k
and consider T (i; j), i.e. TS with all black edges deleted. As indicated in the proof
of Lemma 1, the subgraph G1 of T (i; j), which is induced by K , is the union of t
disjoint cycles, where t = gcd(i; j). Now let C be the cycle containing vertex 1 and
C1 be the graph made by C, the vertex 1 + i+ j and the two edges (1 + i)(1 + i+ j)
and (1+ j)(1 + i+ j). Finally, call D the chain obtained from C by deleting the three
consecutive vertices 1 + i; 1 and 1 + j. Delete from TS all vertices of C1 and call the
resulting graph G2.
We claim that G2 is connected. To show this observe that the subgraph of TS induced
by the in.nite sequence {i+ j+1; i+ j+2; : : :} is isomorphic to TS and thus connected
by Theorem 2. If t=1 we are done. If t ¿ 1 any cycle C′ of G1 has at least one black
edge with one vertex in C′, the other in {i + j + 1; i + j + 2; : : :}, which proves our
claim.
We now contract G2 to a single vertex v and the chain D to a single vertex w: the
graph H thus obtained is a minor of TS (since D and G2 are connected). The vertex
set of H is {1; 1 + i; 1 + j; 1 + i+ j; v; w}. We know that 1(1 + i); 1(1 + j); (1 + i)(1 +
i+ j); (1+ j)(1+ i+ j); (1+ i)w and (1+ j)w are edges of H . As 1+ i+ k ¿ 1+ i+ j,
1 + i+ k is a vertex of G2; therefore, (1 + i)v is an edge of H and so are (1 + j)v as
well as (1 + i + j)v.
Now if k ¿ i+ j or t ¿ 1 there is no black edge with both vertices in C1. As each
vertex of C1 is incident to a black edge this implies that 1v and vw are edges of H .
But if we delete (1 + i)v and (1 + j)v from H we obtain K3;3.
If, however, k ¡ i+ j and t = 1; 1 + i+ j − k is a vertex of D; hence (1 + i+ j)w
is an edge of H . Note also that i+ j− 1 is a vertex of D and with i+ j− 1+ k being
a vertex of G2 it follows that vw is an edge of H . But if we now contract in H the
vertices 1 and 1 + i we get K5.
Altogether we obtain
Theorem 3. An in8nite 0–1 sequence S de8nes a planar Toeplitz graph i: S is dom-
inated by a 0–1 sequence with 1-entries at positions 1 + i, 1 + j and 1 + i + j i:
S does not dominate such a sequence whose third 1-entry is at position 1 + k with
k = (i + j).
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This result indicates that planarity is a very restrictive property of in.nite Toeplitz
graphs. Also observe that the recognition problem can be solved in constant time for
these sequences.
4. Coloring innite planar Toeplitz graphs
Let us come back to the example from the previous section, i.e. the Toeplitz graph TS
as represented in Fig. 1. Obviously, TS can be 3-colored: vertices 1; 4; 7; : : : ; 3m+1; : : :
are colored black, 2; 5; 8; : : : ; 3m+2; : : : are colored red and 3; 6; 9; : : : ; 3m; : : : are colored
green for m=0; 1; 2; : : : : The question arises how to describe the whole class of in.nite
0–1 sequences de.ning a 3-colorable planar Toeplitz graph?
Theorem 4. Let S be an in8nite 0–1 sequence with 1-entries at positions 1 + i; 1 + j
and 1+ i+ j, respectively, and i¡ j. Moreover, let 3r be the highest power of 3 that
divides i, and let j − i ≡ 0mod 3r+1. Then S de8nes a planar Toeplitz graph which
is 3-colorable.
First of all, the condition j − i ≡ 0mod 3r+1 implies that j = p ∗ 3r with p not a
multiple of 3, and the same holds for i + j. Now consider the in.nite 0–1 sequence
B3
r ;3r+1 de.ned as follows:
B3
r ;3r+1 = (0 : : : 0︸ ︷︷ ︸
3r
1 : : : 1︸ ︷︷ ︸
3r+1
0 : : : 0︸ ︷︷ ︸
2∗3r−1
1 : : : 1︸ ︷︷ ︸
3r+1
0 : : : 0︸ ︷︷ ︸
2∗3r−1
: : :)
and whose 1-entries are at positions 1 + i with
i∈ I = {3r ; : : : ; 2 ∗ 3r ; 4 ∗ 3r ; : : : ; 5 ∗ 3r ; 7 ∗ 3r ; : : : ; 8 ∗ 3r ; : : :}:
Obviously, our sequence S is dominated by B3
r ;3r+1, which in turn induces a 3-colorable
Toeplitz graph TB: just color the vertices 1; : : : ; 3r black, the second block of 3r vertices
red and the third block of 3r vertices green, and so on, which leads to the following
partition of N:
B= {1; : : : ; 3r ; 1 + 3 ∗ 3r ; : : : ; 4 ∗ 3r ; : : : ; 1 + 3m ∗ 3r ; : : : ; (3m+ 1) ∗ 3r ; : : :};
R= {1 + 3r ; : : : ; 2 ∗ 3r ; 1 + 4 ∗ 3r ; : : : ; 5 ∗ 3r ; : : : ; 1 + (3m+ 1) ∗ 3r ;
: : : ; (3m+ 2) ∗ 3r ; : : :};
G = {1 + 2 ∗ 3r ; : : : ; 3 ∗ 3r ; 1 + 5 ∗ 3r ; : : : ; 6 ∗ 3r ; : : : ; 1 + (3m+ 2)3r ;
: : : ; (3m+ 3)3r ; : : :}:
Moreover, it is clear that |x−y| ∈ I for any pair of vertices x; y∈B; R; G, respectively.
In [22,3] it is shown that any in.nite Toeplitz graph Tm=T (i1; : : : ; im) can be colored
with m+1 colors. Hence planar such graphs are 4-colorable. The previous result leads
to the following re.nement; in view of Theorem 2 we may assume that gcd(i; j) = 1.
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Algorithm (Coloring TS = T (i; j; i + j)).
Step 1: If 3 divides (j− i), color the vertices 1; 4; 7; : : : with color 1; 2; 5; 8; : : : with
color 2 and 3; 6; 9; : : : with color 3, and terminate. Else go to Steps 2 and 3.
Step 2: Color the vertices 1; 1 + 2i; 1 + 4i : : : with color 1, and vertices 1 + i; 1 +
3i; 1 + 5i; : : : with color 2 as long as these numbers do not exceed j; if this is the
case subtract j and continue. If (i+ j) is even, the cycle induced by {1; : : : (i+ j)} is
2-colored; if (i + j) is odd, color the last vertex with color 3.
Step 3: Any vertex k ¿ i+j is connected to exactly 3 vertices from {(k−1); : : : ; 1},
namely k − i; k − j and k − (i+ j); color the vertices k = i+ j+ 1; i+ j+ 2; i+ j+ 3
and so on (in this order) with one of the colors not yet used by their neighbors.
It is straightforward to see that this algorithm provides a 3- or 4-coloring for the
corresponding Toeplitz graph. It is eMcient in the sense that every vertex is considered
once.
What can be said when j − i is not a multiple of 3r+1? In this case, we have
Lemma 3. Let S be as in Theorem 4 but (j− i) incongruent to 0 modulo 3r+1. Then
S de8nes a planar Toeplitz graph which is not 3-colorable.
For a proof (cf. [3]) let gcd(i; j) = 1 and suppose on the contrary that TS is
3-colorable. Then the vertices 1 + pi; 1 + pj with p ≡ qmod 3 and q∈{0; 1; 2} must
get the same color. In other words, the corresponding 3-coloring is given by the sets
Vq+1 = {1+pi; 1+pj :p ≡ qmod 3} and q∈{0; 1; 2}. Now since 1+ ij is an element
of just one of these, i ≡ jmod 3, a contradiction.
How can we describe a class of 4-critical graphs which prevent TS from being
3-colorable in that case? For an answer we introduce the notion of a (Kn \ e)-cycle:
Denition 1. Let (Kn \ e) be the complete graph on n vertices with one edge removed,
and let a and b denote the vertices of degree n − 2, which we call the distinguished
vertices. A collection (K1; K2; : : : ; Km) of such (Kn \ e)’s is called a (Kn \ e)-cycle C,
if Ki and Ki+1 have one of their distinguished vertices in common, i.e. bi = ai+1 for
i = 1; : : : ; m− 1, and possibly n− 3 of its neighbors; .nally, a1 and bm are connected
by an edge.
The motivation for this de.nition is the following: if n − 1 colors are available
and if a1 is colored black, then b1; b2; : : : ; bm must be colored black, too, and the edge
connecting a1 to bm makes this coloring infeasible. Figs. 2 and 3 display some possible
(K4 \ e)-cycles. (As J. Zaks pointed out to me the third graph of Fig. 2 has already
played a role in [17,24].)
In fact, these (Kn \ e)-cycles generalize the classical notion of odd cycles: two con-
secutive edges (a (K3 \ e)!) play the same role as a single (Kn \ e). At the same time
they generalize cliques (m= 1); in particular, we have
Observation 2. A (Kn \ e)-cycle C is contractible to Kn.
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Fig. 2. Some (K4 \ e)-cycles.
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Fig. 3. The cases j ≡ 0mod 3 and 2mod 3 for r0 = 0.
To see this consider the last (Kn \ e) in C, say Km, and contract all those of its
vertices that do not belong to another (Kn \ e) together with its two distinguished
vertices to one single vertex, which now represents the second distinguished vertex of
Km−1. Repeated contraction obviously leads to Kn. This observation is also conformal
with Hadwiger’s conjecture saying that a graph is k-colorable if it does not have a
Kk+1 minor, for any positive integer k.
Since C \ e can be 3-colored for any edge e in C, we also have
Observation 3. A (Kn \ e)-cycle C de8nes an n-critical graph.
We are now ready to show
Theorem 5. Let S be as in Theorem 4 but (j − i) incongruent to 0 modulo 3r+1.
Then TS contains a (K4 \ e)-cycle as a subgraph.
For a proof we pose i + j = mi + r0; 06 r06 (i − 1). As before we suppose that
gcd(i; j) = 1, which reduces the hypothesis on (j − i) to: (j − i) incongruent to 0
modulo 3. We .rst consider the case r0 = 0, i.e. j=(m− 1)i. But then i=1 and since
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1
1+j1+i
1+2i+j
1+i+j
1+i+2j
1+2i-r0+j
= 1+(m-1)i+r0
1+mi = 1+i-r  +j0
1+i-r0
1+r  +i+j0
0
Fig. 4. The subgraph of TS induced by the .rst 2(i + j) elements.
j ≡ 1mod 3 leads to a contradiction we are left with the 2 cases j ≡ 0mod 3 and
j ≡ 2mod 3 that we illustrate in Fig. 3. Observe that it is suMcient to consider the
subgraph induced by the .rst 2(i + j) = 2m vertices; the induced (K4 \ e)-cycles are
drawn in heavy lines.
Now suppose that r0¿ 1 and let us de.ne P := {p: p6 r0} and : Q={q: i¿ q¿r0}.
The motivation for this is the following: on the cycle C induced by the .rst i + j
vertices an element p of P has as successors p + i; p + 2i; : : : ; p + mi, and then
p+mi−j=(p+i−r0), whereas for an element q of Q these are q+i; q+2i; : : : ; q+(m−1)i
and then q+ (m− 1)i− j= (q− r0). Also observe that 1∈P, that |P|= r0; |Q|= i− r0
and that the last element on C ∩ Q is 1 + r0. Fig. 4 illustrates this situation.
It is now rather straightforward (but technical) to describe a (K4 \ e)-cycle within
TS for each of the three cases m ≡ rmod 3, r ∈{0; 1; 2}. This .nishes the proof of
Theorem 5.
As an immediate consequence, we get the following extension of K5onig’s character-
ization of bipartite graphs.
Corollary. An in8nite planar Toeplitz graph is 3-colorable i: it does not contain a
(K4 \ e)-cycle as a subgraph.
Fig. 5 resumes our results in terms of the chromatic number of a graph.
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Fig. 5. Chromatic number for in.nite planar Toeplitz graphs.
5. A new class of facet-dening inequalities for the stable set polytope
In this section, we consider general and simple graphs G = (V; E) (i.e. .nite, undi-
rected, without loops and multiple edges) with V as node- and E as edge-set. A
subgraph of G is complete, if its nodes are pairwise adjacent, and a maximal complete
subgraph of G is called a clique. The stable-set-polytope P(G) of G is the convex hull
of the incidence vectors of all stable sets in G. A linear inequality
∑
v∈V cvxv6 c0
is valid for P(G), if it holds for all x∈P(G). A valid inequality de8nes a facet of
P(G), iK it is satis.ed at equality by |V | aMnely independent incidence vectors of
stable sets in G. We may suppose that all coeMcients are non-negative integers and
that the greatest common divisor of the cv; v∈V , is 1. It is well known that there
is a unique and minimal system of such facet-de.ning inequalities fully describing
P(G). Odd cycles and cliques are well known (cf. [19,18]) to induce particular classes
of such inequalities, and since (Kn \ e)-cycles properly generalize these notions the
question arises whether they also induce (more general) facet-de.ning inequalities for
P(G). The answer is in the aMrmative, and we are now going to present this new
class of inequalities.
Let C = (V; E) be a (Kn \ e)-cycle on K1; K2; : : : ; Km with distinguished vertices
a1; a2; : : : ; am+1 (where am+1 = bm). For any distinguished vertex v∈V let cv = 1; for
any non-distinguished vertex v let cv be the number of (Kn \ e)s that contain v; .nally,
let c0=m (see Fig. 6 for a (K4\e)-cycle and its associated inequality; the distinguished
vertices are colored black, the coeMcients of the other vertices are as indicated; just
observe that this inequality cannot be obtained by “lifting” from an odd cycle).
Theorem 6. The inequality (∗)∑v∈V cvxv6 c0 de8nes a facet of P(C).
(i) To show the validity of (∗) take the 2m clique inequalities given by C and the one
associated with the edge {a1; bm}. Summing up produces 2
∑
v∈V cvxv6 2m + 1;
dividing by 2 and rounding down the right-hand side yields (∗).
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Fig. 6. A (K4 \ e)-cycle with corresponding inequality
∑
v∈V cvxv6 14.
(ii) We will now show that between a1 and bm there exist n− 2 paths W1; : : : ; W(n−2)
that are
• alternating w.r.t. the distinguished and non-distinguished vertices,
• pairwise disjoint w.r.t. the non-distinguished vertices.
For W1 we start with a1=w1 and choose a vertex w2 among its neighbors within the
.rst (Kn \e); let w3 be the second distinguished vertex of the last (Kn \e) that contains
w2. Observe, that all those (Kn \ e)s that contain such a vertex, are consecutive on C:
therefore, in the next (Kn \ e) there is a non-distinguished vertex w4 not contained in
the previous ones. We continue this way until we reach bm. For W2 we proceed the
same way neglecting all the non-distinguished vertices used by W1 and so forth until
we have determined W1; : : : ; W(n−2).
(iii) We assume now that (∗∗)
∑
v∈V dvxv6d0 de.nes a facet of P(C) such that
F =
{
x∈P(C):
∑
v∈V
cvxv = c0
}
⊆ H =
{
x∈P(C):
∑
v∈V
dvxv = d0
}
:
We will show that cv = dv for all v∈V and some ¿ 0. For this we de.ne
B= {a1; a2; : : : ; am}; B′ = {a2; a3; : : : ; am+1};
which both are maximal stable sets in C. Consider now the path W1, its last non-
distinguished vertex w and B together with B(w), the set of neighbors of w within B:
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since the incidence vector of B is in F and thus in H , that of Bw = B∪ {w} \ B(w) is
also in F and thus in H implying
dw =
∑
v∈B(w)
dv: (1)
We next consider the second last non-distinguished vertex on W1 and do the same
w.r.t. Bw and so on, until we reach the .rst non-distinguished vertex w2 on W1 for
which we obtain
dw2 =
p∑
i=1
dai ; (2)
where K1; K2; : : : ; Kp are those (Kn\e)s that contain w2. Just note that we have succes-
sively transformed B into a stable set UB that only consists of non-distinguished vertices.
We now take W1, its .rst non-distinguished vertex w2 and the set B′, whose incidence
vector is also in H to show that
dw2 =
p+1∑
i=2
dai : (3)
Eqs. (2) and (3) now yield: da1 = dap+1 . We continue this way to obtain that the
distinguished vertices on W1 all have the same coeMcient, say , in (∗∗). Clearly, this
holds for all paths W1; : : : ; W(n−2) and since they have the vertices a1 and am+1 in
common, we conclude that all distinguished vertices in C have that same coeMcient 
in (∗∗). At the same time we get that any non-distinguished vertex v has a coeMcient
cv in (∗∗) (cf. Eq. (1)), so that, altogether, the inequality (∗)
∑
v∈V cvxv6 c0 is shown
to be facet-de.ning for P(C).
For the sake of completeness, we would like to remark that a common generalization
of clique- and odd cycle inequalities had already been obtained by Chv8atal [4] via the
notion of -critical graphs; the coeMcients of the resulting inequality, however, are
restricted to be 0 or 1.
To conclude this section we just indicate that (Kn \ e)-cycles are suitable to cover a
certain class of lifted odd cycles; see Fig. 7 for an example with n= 4.
6. Haj*os’ construction and further generalizations
Let us return to n-critical graphs and recall that there is just one 2-critical graph, K2,
and that odd cycles are well known to constitute the class of 3-critical graphs. Few is
known for n exceeding 3, and it is one of our aims to explicitly describe a large class
of n-critical graphs for n¿ 3. For this, we will need the notion of a homomorphism of
a graph G into a graph H , which is a mapping ’ :V (G) → V (H) such that ’(x)’(y)
is an edge of H if xy is an edge of G. Just observe that an n-coloring of G may be
considered as a homomorphism of G into the complete graph Kn. The basic tool to
be used is Hajos’ construction (cf. [12,15]): call a graph Hajos-n-constructible if it
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Fig. 7. A (K4 \ e)-cycle with lifted coeMcients.
x 1 = x2
y 2
y1u
v
after operation (a) and identification of u and v
Fig. 8. Haj8os’ construction for G1 = G2 = K4.
can be obtained from complete graphs Kn by repeated application of the following two
operations (see Fig. 8 for an illustration):
(a) Let G1 and G2 be already obtained disjoint graphs with edges x1y1 and x2y2.
Remove x1y1 and x2y2, identify x1 and x2, and join y1 and y2 by a new edge.
(b) Identify independent vertices (i.e. apply a homomorphism).
We call any such application (part (b) may be empty) a Hajos step. As shown by
Haj8os in 1961 this construction allows a characterization of n-chromatic graphs in the
following way.
Theorem 7 (Haj8os [12]). A graph has chromatic number at least n if and only if it
contains a Hajos-n-constructible subgraph. Every n-critical graph is Hajos-
n-constructible.
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Fig. 9. Re.nement of operation (b).
In the following, we will outline how to generate a very general class H= {H1; H2;
: : : ; Hm; : : :} of n-critical graphs by repeatedly applying Haj8os’ construction to the initial
graph H1 =G1 =Kn and by using Kn as G2 throughout. In order to avoid redundancies
we will slightly re.ne part (b). As already done with respect to (Kn\e)-cycles, we will
describe the consequences for the associated stable set polytopes. We have skipped all
the proofs; the reader is referred to [9] for further details.
Our re.nement is as follows:
(b*) Identify at most (n− 3) vertices of Kn \ {x2; y2} with neighbors of x1 that induce
a complete subgraph of Hi.
Fig. 9 illustrates this re.nement: Kn \ {x2; y2} now splits up into an overlap with
vertices of Hi, say A, and a set of new vertices, say B, which is supposed to be
non-empty. We do not know whether all n-critical graphs can be constructed this way,
but we certainly properly generalize the notion of (Kn \ e)-cycles: just observe that we
get such a (Kn\e)-cycle, if we start with an arbitrary edge in H1 and then systematically
choose x1 to be y2 and y1 as before. Also observe that for n=3 we do not get anything
but odd cycles.
One can show the following.
Theorem 8 (Euler [9]). The graph Hm is n-critical for all m∈N.
To come back to polyhedral aspects we may ask, whether and how these graphs Hm
are facet-inducing for the associated stable set polytope. For this we introduce a proce-
dure that adjusts the coeMcients of the linear inequality supposed to be facet-de.ning
at each Haj8os step:
Procedure “Facet-extension”:
Step 1: Choose any edge x1y1 in Hm.
Step 2: Determine wm+10 := w
m(Hm \ x1y1), the maximum wm-weight of a stable set
in Hm \ x1y1, and set m := wm+10 − wm0 , the increase in weight caused by the deletion
of x1y1.
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Step 3: For all new vertices v∈ (B ∪ {y2}) set wm+1(v) := m and for all vertices
v∈A modify the current coeMcient wm(v) to wm+1(v) := wm(v) + m.
Fig. 10 illustrates a series of 4-critical graphs together with the coeMcients of their
associated inequality.
Now if we consider any sequence (wm; wm0 )m∈N as generated by procedure “facet-
extension” we are able to show
Theorem 9 (Euler [9]). The inequality (wm)Tx6wm0 de8nes a facet of P(Hm) for all
m∈N.
In contrast to Theorem 6 the proof is “direct”, i.e. by exhibiting a set of |Vm| linearly
independent incidence vectors of stable sets all having total weight wm0 .
To conclude this section we just remark that if part (b) is completely omitted,
n-criticality of Hm implies “-criticality” (in the sense of [4]), in which case the
induced facet-de.ning inequality has all coeMcients 0 or 1.
7. Conclusion
We are not sure at this moment, whether we really grasp all of the n-critical graphs
by our “general” construction. (How about the automatic generation of all such graphs
for small n?) Fig. 11 illustrates a class of 4-critical graphs (k = 2 corresponds to the
well-known graph of Gr5otzsch (cf. [1])), that are interesting for further study in this
direction.
Not surprisingly, such a graph is also facet-inducing for the associated stable set
polytope: the corresponding inequality is
(k + 1)
(
2k+1∑
i=1
xi
)
+ k

(2k+1)′∑
i=1′
xi

+ k2x2k+26 2k2 + k
and one may ask the general question: is any n-critical graph facet-inducing?
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Fig. 11. Another in.nite class of 4-critical graphs.
Finally, a promising direction of research could be the generalization of Haj8os’
construction to hypergraphs and beyond, the study of hypergraph coloring in relation
to polyhedral combinatorics.
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