Abstract. The aim of this study is to evaluate the impact of the bandlike sampling of spacebome scaUerometers on the ability of scaUerometer winds to successfully force the mean flow and seasonal cycle of an ocean model in the context of equatorial and tropical dynamics. The equatorial ocean is simulated with a four-layer, primitive equation, reduced gravity model of the Indian Ocean. The variable wind stress used in this study is derived from one year (1988) of 6-hour analyses of the lo-m wind vector over the Indian Ocean performed at the European Centre for Medium-Range Weather Forecasts (ECMWF). It is applied as a forcing at every grid point of the model to drive a reference circulation. Scatterometer winds are simulated from ECMWF winds, using the nominal configurations and orbital parameters of the European Remote Sensing I (ERS-l) and NASA Scatterometer (NSCAT) missions. The model is forced in real time under swaths with the raw scaUerometer winds of ERS-l and NSCAT, with a persistence condition (i.e., the wind is kept constant until the next passage of the satellite provides a new value). The circulation obtained for each of the scatterometer experiments is compared with the reference circulation. The seasonal circulation of the Indian Ocean with NSCAT winds is very similar to the reference. The perturbations introduced by the bandlike sampling and the persistence condition have an impact similar to that of a small uncorrelated noise added to the reference forcing. The persistence condition for ERS-l does not give results which are as good as those obtained for NSCAT.
Introduction
An optimistic view of ongoing scatterometer-related satellite missions and those planned for the next decade suggests that a continuous flow of scatterometer winds should be available over this period. The European Remote Sensing 1 (ERS-l) mission started in July 1991. its follow-up mission. ERS-2. has been approved by the European Community. and the NASA scatterometer (NSCAT) will be part of the Japanese mission Advanced Earth Observing Satellite (ADEOS) (launch planned in 1995). Space borne scatterometers thus appear to be the most attractive tool to provide wind forcing for ocean models. in particular in the southern hemisphere where atmospheric models are less constrained by observations. It is therefore of considerable importance to investigate the various wind forcings that can be obtained from raw scatterometer data.
However. satellite data have very peculiar sampling characteristics which are related to the definition of the missions.
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Furthermore, spacebome scatterometer measurements will only provide an irregular coverage of the oceans because of the limited swath width and the nadir gap, Seve~ attempts have been made to provide regular wind fields directly from Seasat winds. Legler and O'Brien [1985] used spatial and temporal averaging to interpolate scatterometer data in the pps, which produced smooth wind fields that retained only the large-scale feattRs. More recently. Kelly and CanlSO [l~] proposed an objective mapping technique to generate high-resolution wind maps from scatterometer data. They showed that. for the NASA scatterometer. the method would produce a wind map every 12 homs in which the sparia1 resolution preserves-the small-scale fea11U'es of the original scatterometer data over half of the mapped region but which is less accurate over the other half of the domain. Nevertheless. this objective mapping technique still provides a wind field with an in'egular resolution.
In the context of basin scale ocean modeling it would be interesting to quantify the impact of the patchy resolution peculiar to wind fields derived from scatterometer data on the model solutions.
In a recent study using scatterometer wind data simula1ed from daily analyses of ECMWF, Barnier et al. [1991] show that within the framework of quasi-geostrophic (QG), midlatitude ocean models, scatterometer winds from NSCA T (and to a lesser degree from ERS-l) would be appropriate to The model used is the reduced gravity, multilayered, primitive equation model developed by Jensen [1990] . Three layers of constant density are dynamically active above an infinitely deep, motionless layer. The layer stratification, details of which are shown in Table I , is that given by Jensen [1991] for the Indian Ocean. The evolution of the ftow in each active layer is governed by an equation for vertically integrated transport and by an equation for the conservation of volume which includes entrainment to prevent surfacina of the first isopycnal in the event of very strong upwelling [Jensen, 1991] . These equations are numerically (finite differences) integrated on a C grid with a resolution (the distance between two consecutive grid points) of one-twelfth of a degree. The model domain uses a realistic geometry of the Indian Ocean, from 29.33°S to 26.00"N and from 31.000E to 119.33°E (Figure 1 ). The coastlines and islands are determined from the 200 m isobath in the ETOPOS data set from the National Geophysical Data Center, and several shallow banks are therefore treated as islands. The southern boundforce an ocean model. However, they stressed that their results are dependent upon the numerical model used (midlatitude, quasi-geostrophic) and upon the original wind field from which scatterometer winds were simulated (i.e., daily analyses from ECMWF). They conclude that more modelina studies are required before their results can be generalized.
The present study extends the investigation of Barnier et of. [1991] . Here a similar study is conducted but using a quite different model and a denser time sampling of the wind (6 hours instead of 1 day). The aim is to investigate the ability of raw scatterometer winds to successfully force a primitive equation, reduced gravity model of the Indian Ocean, and an evaluation is made of the impact of the sampling of scatterometer winds on the simulated mean and seasonal circulations in the context of equatorial and tropical ocean dynamics.
We compare the results of several experiments where the model is forced by a simulated scatterometer wind field (i.e., degraded by bandlike sampling) with a reference experiment where the wind is known at every model point at every time step in order to evaluate the effectiveness of scatterometer winds to drive our equatorial ocean model. 
The Wind FordDI
The wind stress that is used in the present study is derived from ECMWF analyses over the Indian Ocean. The original data set lives the wind vector at 10 m above the ocean swface, U 1°' on a grid of 1.125° longitude by 1.125° latitude, every 6 hours for a I-year period (1988) . The wind stress is obtained from the wind by a simple bulk aerodynamic formula:
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(1) wherep4 = 1.2kgm-3istheairdensity,andCD = 10-3 is the draa coefficient.
The 1988 ECMWF data set fairly well reproduces the space-time variability of the wind over the Indian Ocean. The monthly means of this data set are quite consistent with the climatologies known from FSU winds [Legler et al., 1989; Hellerman and Rosenstein, 1983 ; Hastenrath and Lamb, I979J. The general picture of the seasonal signal given by the ECMWF monthly means (the reversal of the monsoons as the dominant feature in the northern hemisphere and the strengthening of the trade winds in the southern hemisphere in June) generally follows the discussion of the climatology by Hellerman and Rosenstein [1983J as given by Woodberry et al. [1989J and will not be described here.
The projection of the wind stress derived from the EC-MWF data set onto the model grid is referred to as the "true" wind stress throughout this study and is used to drive the experiments that yield the reference model solutions and to simulate the scatterometer winds that will force the other numerical experiments. The 6-hour samplina allows a more realistic simulation of scatterometer winds than a daily sampling. Since we have only I year of data, it is assumed that the wind repeats itself every year so the model can be run for several years. For this reason. we tapered the data set to make it periodic.
Method of Analylil
We ran and compared several numerical experiments which only differed with respect to the samplinl of the wind forcing. The characteristics of all the experiments are summarized in Table 2 .
The model is not started from rest. For the spin-uP. the initial state is the circulation obtained after a 100year integration of the model driven by the monthly mean climatology of the Florida State University (FSU) winds. Then, the model is forced over a period of S years with the "true" wind stress defined at every model grid point. The seasonal cycle of the ocean circulation is already quite well established at the end of this period and the model spin-up is considered to be completed. The last day of this simulation is used as the initial state for aU the other numerical experiments that are referenced in this study.
Next, we carried out a "reference" experiment (referred to as ECM, see Table 2 ), which was a continuation of the spin-up (the forcing being the "true" wind stress). for another S-year period. This numerical experiment, which reproduces what is known of the upper circulation of the Indian Ocean rather well and which compares favorably with other similar numerical studies (see section 3.1), provides the reference model solution that aU the other experiments will attempt to match.
We also performed a sensitivity experiment (referred to as RAN, see Table 2 ), identical to the reference experiment except that a random uncorrelated noise is added to the wind stress, in order to evaluate the sensitivity of the nonlinear model to a noise in the forcing. The sensitivity of the model to this change in the forcing is presented in section 3. The comparison between ECM and RAN provides a standard of the effect of error against which the differences resultina from the sampling by ERS-I or NSCAT can be evaluated.
Finally, we ran two scatterometer experiments where we used the patchy fields (or raw fields) of ERS-I (experiment ERS, see Table 2 ) and NSCAT (experiment scr, see Table  2 ) to force the model in real time under the swath. Those experiments are compared with ECM in section 4.
For every experiment referenced in Table 2 the model variables (velocities and depth of every layer) are saved every 6 days over the S years of integration. Our experience of the model suggests that this sampling is sufficient to investigate the seasonal cycle of the Indian Ocean circulation. The results are analyzed from these data sets. The instantaneous fields are compared to the ones in the reference ruo, as well as to time series of the vertically averaged ti'ansport at the various sections shown in Figure I , fields of mean kinetic" energy (mke) and mean eddy kinetic: encray (eke), and local time-mean squared differences of the surface layer depth h, defined as
where hEcM(i, j, I) and hx(i, j, I) are the instantaneous value (at time I) of the upper layer depth at model point (i. J') for experiments ECM and any other particular run (X -RAN, ERS, or SCf), rcspectively. The overbar denotes a time averaae over the S-year period of the integration. O'l.x<i, j) is a local measure of the variability of the model variable h with respect to the wind forcing.
I\-l:.I'I.N MUUhL foUKl:ED WITH SCA'n'EROMETER WINDS 3. Reference Experiments a This section presents the reference and sensitivity experiments. We limit our investigation to the variables and model» response functions which are relevant in illustrating and II quantifying the impact of the scatterometer wind sampling .0 on the simulated ocean circulations. Therefore the circulation produced by the Indian Ocean model is not commented I upon extensively. 3.1. Reference Experiment ECM I Plate la shows the instantaneous upper layer circulation" for August IS in the last.year of integration. The upper layer depth and the major currents are in good agreement with the II known climatologies [Wyrtki, 1971; Cutler and Swallow, . 1984J and with various numerical studies [Woodberry et al., a 1989; Kindle, 1991J . The location of the major currents such as the broad south equatorial current (SEC) between lOOS and 200S, the south equatorial countercurrent (SECC) near 50S, the northward East Mrican coastal current (EACC), and the coastal currents to the east of Madagascar are accUrate and the velocities have correct amplitudes. Over a a seasonal cycle, model results show reversal of the Somali current (SC); the formation of the Great Whirl and the » Socotra Eddy during the onset of the summer monsoon are II strong seasonal features consistent with previous numerical '0 studies of the Somali current system [Luther and O'Brien, I 1989; Jensen, 1990J . Without going into the details here, this experiment fairly well reproduces what we know of the seasonal circulation of the upper Indian Ocean.
I
Plate Ib shows contour maps of 5-year mean kinetic 'I energy values in the surface layer. The western intensifica-'I tion of the flow corresponds to the largest values and» strongest zonal gradients of mke. The major zonal currents also yield significant mke values: South of the equator the » SECC extends eastward from the African coast to 9OOE, while along 15°S the SEC, which extends across the basin, is rather broad in the central basin and then intensifies and narrows as it passes around the Nazareth bank (OOOE, 12°S).
Plate Ic shows contour maps of 5-year mean eddy kinetic energy values in the surface layer. The largest values are .
found along the coast of Africa, as expected from the very » large variability of the EACC and the Somali current system IS associated with the alternation of the monsoons [Luther and ,. O'Brien, 1985; Jensen, 1990, 199IJ, and also The model integration is perfonned over a period of 5 years with a wind forcing built by the addition of a normally a distributed, small uncorrelated noi$e (maximum amplitude a of 1.2 X 10-3 Nm-2) to each component of the "true" wind stress (i.e., the noise level is 0.5% to 1.0% of the amplitude of the maximum stress). The comparison of this experiment (RAN in Table 2 ) with ECM quantifies the errors induced in the control experiment by adding a small perturbation to the forcing.
The circulation is nearly identical in the two experiments, RAN and ECM, except for phase differences in the instantaneous mesoscale eddy field.
The pattern of the time-mean squared differences UK. RAN(i, j) The smoothed (30-day running average) time series of the seasonal cycle of the transport at every section are practically identical in ECM and RAN (Plate 3) except for a decorrelation in the eddy field inherent to nonlinear flow dynamics (section 8 in Plate 3, for example, in the Somali current). Mean values of the transport are not significantly changed (generally less than 2%) as shown in Table 3 (third a column). The mean transport across the Somali current t (section 8) shows the largest discrepancy (7%) when com-& I pared with the reference. However, in absolute value, this difference is not significant (0.36 Sv) compared to the value of the seasonal transport which is over 20 Sv during the summer monsoon (section 8 in Plate 3).
The last two columns in Table 3 , which compare the total .1 and the low-frequency rms between ECM and the other » experiments, show that the high-frequency signal generally accounts for more than 75% of the standard deviation between the experiments. This high-frequency signal can be considered as a "noise," since a 3O-day running average on the transport time series successfully smoothed out most of it with no change in the mean. In the case of the sensitivity experiment RAN which is discussed here, the low-frequency rms difference is always small except in the Somali current (section 8 in Plate 3) and in the equatorial wave guide (section 14 in Plate 3), where a strong seasonal current z reversal is observed. .1 Scatterometer winds are simulated by sampling the true a wind described in section 2.2 with the characteristics of ERS-l (35-day period, antennas on one side of the satellite), and ADEOS (the NSCAT carrier, 4 I-day period with a 3-day subcycle, antennas on both sides of the satellite). Real scatterometer data are in fact instantaneous values averaged over 50 x 50 km2 cells, and the 6-hour time sampling of ECMWF analyses will enable a more realistic simulation of scatterometer winds than the daily winds used by Hornier et al. [1991) . The swaths of ERS-I and NSCAT for four consecutive 6-hour periods are shown in Figure 2 . They illustrate the bandlike sampling of scatterometer winds. NSCA T is able to provide at least one value of the wind vector over the entire Indian Ocean in less than 4 days because of the 3-day subcycle. Given the constancy of the winds in this area, one Mean values are oS-year time averaael. The total rms dift"ereoces are ca1cuIated from instantaneous values or the transport. The low~ency rms differences are obtained from ~sport time series smoothed by a »day nmning ave,.. Low-mquency time series are plotted in Figure 8 . statistics are in Sverdrups; I Sv = 106 m3 s-l.
.Discrepancies in mean transport are between experiments ECM and RAN, scr, and ERS. tTransport rIDS differences are between experiments ECM and RAN, scr, and ERS.
might expect a rather good representation of the seasonal cycle of the monsoons from scatterometer data. The coverage on the model domain by ERS-I is less dense. After 5 days, there are significant data gaps (more than 10% of the total domain), and to obtain a complete coverage of the Indian Ocean requires almost IS days. The raw scatterometer winds are simulated as follows: For every 6-hour period of the annual cycle a map of the wind field is constructed. The value of the wind vector is that of the true wind (section 2.2) at grid points located under the swath (the dark bands in Figure 2 ). No value is specified at grid points located outside the swath since they will not be used in the model forcing.
For scatterometer experiments the model is forced in real time under the swath with a condition of persistence: At every point of the domain where a passage of the satellite provides a wind stress value, forcing equal to that value is maintained until another passage provides a new value (this introduces a small lag in the simulation). Therefore forcing is changed at every point at varying intervals depending on whether or not the point is located in an area where there is an overlap of two swaths corresponding to two different 6-hour periods. Forcing is therefore renewed everywhere every 3 or 4 days in the case of NSCA T and renewed for about 90% of the domain every 5 days for ERS-I. Consequently, the raw forcing has discontinuities aloDi the sides of the swath.
(shown in Plate 2a) between ECM and RAN (uI,RAN). One may indeed consider that Ul,RAN is an estimate of the error in the h field due to the addition of a small perturbation to the wind and thus represents the minimum error that should be found in every scatterometer experiment. Therefore the difference uI,scr -utRAN is an estimate of the error in the h field, which is induced in scr by the scatterometer sampling. This quantity is shown in Plate 2b, The errors appear to be significant aloni the western boundary, in the equatorial wave guide, and at midlatitudes in the southern hemisphere (IOOS to 300S) off Australia. south of Madagascar, and in the SEC south of Nazareth Bank.
The changes in the distribution of the kinetic energy (mke and eke, not shown) tend to follow those observed in the mean squared difference, and are the greatest in western boundary currents (along the coasts of Madagascar, Tanzania, and Arabia). However, the amplitude of the changes in the energy fields remains small compared with the energy levels (10%) and are equivalent to those, found between ECM and RAN, that are induced by a small noise in the forcing.
TlDle series of the vertically averaged transport across various sections show quite different variability according to geographical position, an illustration of the inhomogeneous dynamics which characterize the ocean. Every experiment reproduces this aspect of the dynamics rather well. All 20 sections shown in Figure I have been snldied. and the results synthetized in the six sections shown in Aate 3. The flow tbrouah section I exh1"bits a. strong seasonal variability, well reproduced in scr. nevertheless, with a bias close to +2 Sv. The annual mean westward transport here is thus underestimated by almost 1_7 Sv (Table 3 , second and third column), indicating a divergence from the reference solution in this area. Only section II shows a transport in scr that is significantly different from those observed in ERS and RAN. In the other sections, no systematic differences are noted in the phase or amplitude in the seasonal transport between scr and ECM. Most differences can generally be attributed to dccorrelation at shorter timescales peculiar to flows driven by nonlinear dynamics (section 8, for example, is across the Somali current).
Discrepancies in the annual mean transport between ECM The results of this experiment (SCT in Table 2 ) are analyzed relative to the reference experiment ECM. Between the two experiments there is a good day-to-day agreement of the instantaneous h and velocity fields. For example, the flow pattern on August 15 in SCT (not shown) strongly resembles that of the same day in ECM (shown iñ ate la). All important large-scale and mesoscale feab1res of the circulation are reproduced. Discrepancies in relation to the reference show up in the phase more than in the amplitude of the mesoscale transient features, as shown by computer animations.
It is interesting to see how the mean squared difference of h between ECM and SCT (ul.scr) differs from the one 14,195
and scr (Table 3) are always larger than those observed with the sensitivity experiment RAN, but generally remain below 10% of the total transport, with the exception of section I and section 8. The transport in the Somali current (section 8) is characterized by strong seasonal variations (Plate 3), and the absolute change of the mean (0.87 Sv) is still small compared to the 20 Sv carried during the summer monsoon. Here the transport shows similar statistics (total and low-frequency rms differences in Table 3 ) for every experiment.
Oearly, these results indicate that the scanerometer winds contain enough information on the large-scale wind to reproduce the seasonal circulation of the Indian Ocean, with small but significant discrepancies localized mainly in the southeastern basin. The impact on model circulation of the bandlike undersampling of the scatterometer winds and the use of a persistence condition to force the model appear to be somehow equivalent to the impact of a small uncorrelated noise added to the "true" wind forcing.
Model Simulations Using ERS.l Raw Scatterometer Wind F on:ing
The results of this experiment (ERS in Table 2 ) are analyzed with regard to experiments ECM, RAN, and SCT .
The instantaneous circulation reproduces the important features of the seasonal circulation shown by the other experiments. For instance, the flow for August 15 (not shown) resembles the flows shown in Plate la. The distribution of mean and eddy kinetic energy (not shown) indicates that flow statistics, which are still close to the reference, have changed somewhat in the sense of an increase of the energy of the m~or currents (the EACC, the SC, and the SEC) and along the coast of Indonesia. This is also observed in the mean squared difference of the upper layer depth h betWeen ECM and ERS, Ul.ERS' the difference of which, with Ul.RAN' is shown in Plate 2c. ERS-l scatterometer winds do not cause more differences in the flow than NSCA T winds in areas where nonlinear dynamics prevail (the EACC current system and the Somali current system), as also illustrated by the transport through section 8 in Plate 3 and Table 3 ). However, it is clear from Plate 2 and the time series of Plate 3 that ERS-l is not as effective as NSCA T in reproducing the reference circulation in the Arabian sea, the equatorial band, and in the southern subtropical gyre; large di:fferences in the h field spread alonaljOS from Australia up to M..nRgaCt:.-V in the SEC. The flow in the SEC is stronger (by 10%) in experiment ERS, as shown by the transport time series across section 2 (Plate 3 and Table 3 ). It appean from the transport time series (Plate 3) that ERs..l considerably amplifies the en-on ainady observed with NSCAT. £noors in the annual mean flow and the low-&equency variability are increased everywhere in ERS (Table 3) .
ERS-l winds provide enough information to roughly simulate a seasonal cycle that is consistent with the reference simulation in equatorial regions. However, significant local and global differences are present, generated by the bandlike undersampling of the wind field and probably amplified by the persistence condition applied to the forcing. The major modifications of the flow arise &om an enhanced circulation in the southern subtropical gyre.
S. Conclusion
In this study we have investigated the ability of simulated raw scatterometer winds to successfully force a primitive equation, reduced gravity model of the Indian Ocean, and have evaluated the impact of the banded scatterometer sampling in the context of equatorial and tropical dynamics. This work is a follow-up to a similar study by Bam;~r ~t 01.
[l99lJ conducted in the context of midlatitude quasigeostrophic dynamics. Our conclusions generalize Barni~r ~t 01. [1991J, namely, scatterometer winds from the NSCAT mission (and to a lesser degree from the ERS-l mission) are appropriate to force ocean circulation models. Problems related to sampling could possibly be ignored, although we would recommend applying simple analyses, such as objective interpolation, to the data in order to overcome such problems. In the present study we only tested the raw simulated scatterometer winds and did not investigate the impact of an objective interpolation. This was done by Barnier et al. [1991] , who demonstrated that a simple objective analysis significantly improves the adequacy of scatterometer winds to drive an ocean model and that the complexity of the interpolation technique is panly determined by the results obtained when the model is forced in real time with raw winds.
The Indian Ocean circUlation obtained with NSCA T winds is very similar to the reference circulation. Perturbations introduced by the bandlike sampling and the persistence condition are at the level of a small correlated noise. NSCA T sampling yields better results for the Indian Ocean model than those obtained with the QG model, because the persistence of the winds in intertropical regions is longer than the 3-day subcycle. NSCAT winds contain enough information despite the bandlike sampling to fairly well reproduce the circulation of the Indian Ocean, even features driven by local winds are well reproduced. For the purpose of basinscale ocean modeling it is quite probable that very simple interpolation techniques, which would fill the gaps in NSCA T coverage, combined with a real time forcing under the swaths would provide an improved wind forcing.
As in QG calculations, the persistence condition for ERS-l does not give results as good as those obtained for NSCAT. In areas where the winds are not renewed frequently, too much importance is given to the strong winds of the summer monsoon. In its 35-day repeat cycle, ERS-l is lackina a short-period subcycle which would enable a significantly dense coverage of an ocean basin on the timescale of a few days and which would certainly improve the simUlations. ERS-l winds were least adequate in simulatina the circulation of the southern subtropical gyre, a region where dynamics are dominantly driven by the wind stress curl. Our results confirm that using ERS-l winds will be more challenging and that a sophisticated interpolation will probably be necessary to provide a decent wind stress (vector and curl) for large-scale ocean models.
The accuracy of the raw scatterometer winds provided by ERS-l and NSCA T, more than the bandlike sampling, will therefore determine to a large extent the possible uses of the data. The complexity of interpolation techniques aimed at producing gridded wind fields from spacebome scatterometer data will be conditioned by the bandlike sampling and also by the quality of the real scatterometer data. Our studies suggest that it might be necessary to give greater attention to
