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QUICKSILVER SOLUTIONS
OF A Q-DIFFERENCE FIRST PAINLEVE´ EQUATION
NALINI JOSHI
Abstract. In this paper, we present new, unstable solutions, which we call quicksilver solu-
tions, of a q-difference Painleve´ equation in the limit as the independent variable approaches
infinity. The specific equation we consider in this paper is a discrete version of the first Painleve´
equation (qPI), whose phase space (space of initial values) is a rational surface of type A
(1)
7 .
We describe four families of almost stationary behaviours, but focus on the most complicated
case, which is the vanishing solution. We derive this solution’s formal power series expansion,
describe the growth of its coefficients and show that, while the series is divergent, there exist
true analytic solutions asymptotic to such a series in a certain q-domain. The method, while
demonstrated for qPI, is also applicable to other q-difference Painleve´ equations.
1. Introduction
We consider asymptotic behaviours of almost stationary solutions of the q-difference first
Painleve´ equation (derived by Ramani et al. [20])
qPI : wn+1 wn−1 =
1
wn
−
1
ξ w2n
(1.1)
as ξ →∞, where ξ = ξ0 q
n, wn = w(ξ), wn+1 = w(q ξ), wn−1 = w(ξ/q) (with q 6= 0, 1). (See §1.1
for further details on notation.) In the continuum limit, qPI becomes the first Painleve´ equation
PI: ytt = 6 y
2 − t (see §1.2). In this paper, we identify new unstable solutions that vanish in the
limit |ξ| → ∞, which we call “quicksilver solutions”.
The six classical Painleve´ equations (denoted PI–PVI) were discovered by Painleve´ and co-
workers in their search for second-order ordinary differential equations with solutions that can be
globally continued in the complex plane [18, 9, 10]. There has been significant interest in these
equations due to their role as physical models in a wide range of applications. Their solutions are
regarded as modern non-linear special functions [3] and certain critical solutions have attracted
a great deal of attention as universal models in quantum gravity [11] and random matrix theory
[5].
More recently, considerable attention has been directed at discrete versions of the Painleve´
equations. These discrete versions arise in orthogonal polynomial theory [23] and in studies of
quantum gravity [7]. Many discrete Painleve´ equations were discovered by using the singularity
confinement property [19], which was regarded as a discrete manifestation of the property used by
Painleve´ and his colleagues in the context of ordinary differential equations. For each continuous
Painleve´ equation, there are now known to be many integrable second-order discrete versions.
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By showing how to obtain discrete Painleve´ equations as mappings on rational surfaces ob-
tained from a nine-point blow-up of the complex projective plane, Sakai [22] resolved and clas-
sified these equations. qPI is identified in Sakai’s classification as an equation associated with a
rational surface of type A
(1)
7 . The iteration of the equation occurs as a mapping of points on the
rational surface and, therefore, the latter is referred to as the initial value space of the equation.
In §1.2, we show how the other q-discrete versions of PI given in the literature are related to
Equation (1.1).
Although the equations are now classified and relations between them understood, no analytic
information about any generic solution of a q-difference version of any Painleve´ equation has yet
been found. Nishioka [16] has proved that qPI cannot have any solutions that are expressible
in terms of solutions of first-order difference equations and therefore that its solutions cannot
be expressed in terms of well known basic or q-special functions that satisfy linear difference
equations. The current paper investigates the analytic properties of the higher transcendental
solutions of qPI for the first time.
Our investigation is analogous to the asymptotic study of the solutions of the first Painleve´
equation in the limit as |t| → ∞, which began a century ago [2]. Whilst the general solution of PI
is meromorphic, with poles distributed across the complex plane, it is well known that there exist
solutions that appear to have no poles near infinity in a sector of angular width 4π/5. These
are one-free-parameter families of solutions asymptotic to (t/6)1/2
(
1 + O(t−3/4(1+ǫ))
)
in such
sectors, called tronque´e solutions1. Within these families, there exist five unique solutions called
tri-tronque´e solutions, which are asymptotically free of poles in a sector of width 8π/5. Only one
of these is real on the real line and this solution was shown to have no poles whatsoever on the
real positive semi-axis in [14]. Another distinguishing feature of such solutions is that they arise
in neighbourhoods of singularities, i.e., points where the gradient vanishes, of the leading-order
conserved quantity [6].
The solutions we describe in this paper share comparable properties, but differ in one signifi-
cant respect. For q ∈ C, solutions are iterated on q-spirals in the ξ-plane. (We assume that q is
complex, but note that when q is real, these spirals are replaced by semi-infinite real intervals.)
Whilst its region of asymptotic validity is not sectorial in the traditional sense, it is a region
with boundaries given by arcs of spirals, such as shown in Figure 1.1. Because the solution’s
asymptotic behaviour is given by a power series expansion in such a region, it is bounded and
free of poles there. So far, these properties are analogous to those of the truncated solutions in
the continuous case.
However, a major difference with the continuous case arises when we consider how these
asymptotic behaviours are related to the singularities of the invariant of the leading order au-
tonomous equation. Consider qPI to leading-order:
wn+1 wn wn−1 = 1 (1.2)
This equation has an invariant given by
K(x, y) =
x2 y2 + x y + x+ y
x y
(1.3)
i.e., K(wn+1, wn) − K(wn, wn−1) = 0 when wn satisfies Equation (1.2). The only finite points
where the gradient of K(x, y) vanishes is given by x = y = ω where ω3 = 1. Three of the
solutions we find lie in the neighbourhood of these singularities of K(x, y), but the fourth one is
very different.
That remaining, vanishing, solution is asymptotically close to a base point (wn, wn−1) =
(1/ξ, 0), where the flow of the qPI vector field becomes undefined (i.e., the definition of wn+1
1The name arises because the lines of poles of such solutions are truncated in these sectors.
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Figure 1.1. An example of a sectorial region bounded by arcs of spirals
becomes 0/0). It, therefore, has the most complicated behaviour and we focus on the properties
of this solution in this paper. This solution is unstable under perturbations in the initial-value
space. Due to its mercurial, unstable nature and distinguished role in the space of initial values,
we named it a quicksilver solution. We deduce an asymptotic series expansion for this behaviour
and show that the series is divergent. Nevertheless, we are able to prove that a continuous
solution exists, which is asymptotic to the series. We call such a solution a “true solution” in
this paper.
Such proofs are well developed for ordinary differential equations [13] and for classes of differ-
ence equations [12] for which the equation can be expanded in a power series in the independent
variable n in the limit of interest. This is not the case for qPI, even after transforming to a new
variable n = log ξ/ log q in which the iterates appear in standard form. This is due to the fact
that the term ξ = ξ0 q
n, which appears explicitly in qPI, cannot be expanded in a power series
in n as n→∞ with |q| > 1.
Other common techniques in the literature rely on Borel transforms to sum asymptotic series.
However, to our knowledge, the application of this technique to non-autonomous q-difference
equations, and therefore corresponding results for existence of true solutions that are asymptotic
to a divergent series, remains restricted to linear q-difference equations (see references in Ramis
et. al [21]).
We overcome these restrictions by using an idea of Cotton [4], adapted to the setting of q-
difference equations. In the following, we use the phrase “almost invariant solution” to mean
solutions that approach a steady-state as |ξ| → ∞. The plan of the paper is as follows. In §2, we
derive formal series expansions of almost invariant solutions, which satisfy qPI in the asymptotic
limit |ξ| → ∞. We focus on the vanishing solution and describe the growth of coefficients of its
formal series expansion as the summation index approaches infinity. In §3, we prove the existence
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of true solutions asymptotic to such series. The paper ends with a conclusion in §4. Details of
the proofs in §§2 and 3 are provided in the appendices.
1.1. Notation. Several notations are used throughout the paper to denote the same function:
w = w(ξ) = w(ξ0 q
n) = wn, w = w(q ξ) = w(ξ0 q
n+1) = wn+1, w = w(ξ/q) = w(ξ0 q
n−1) =
wn−1. Upper and lower bars may also be used to denote iteration of functions of other variables,
where there is no ambiguity.
1.2. Different Versions of qPI. There are different versions of the q-discrete first Painleve´
equation with rational surface of type A
(1)
7 in the literature. Historically, the first one was
derived as a limiting case of the q-discrete third Painleve´ equation or qPIII (associated with
rational surface A
(1)
5 ) by Ramani et al [20]. In this derivation, the equation is given as
yn+1 yn−1 =
z
yn
+
µ
y2n
(1.4)
where z = ζ0λ
n/2 and µ is constant. Under the identification ν = λ1/2, x = νn, g(x) = yn, and
ζ0 = α, µ = β, this equation becomes
gn+1 gn−1 =
αx
gn
+
β
g2n
(1.5)
where gn = g(x), gn+1 = g(ν x), gn−1 = g(x/ν). The continuum limit of Equation (1.4) is given
by yn = 1 + ǫ
2 y(t), z = 4λn/2, µ = −3, λ = 1− ǫ5/8, t = −ǫ n, which leads to ytt = 6 y
2 − t.
Another version is
fn+1 fn−1 = −
s
fn
+
s
f2n
(1.6)
where s is an exponential function of n and fn = f(s). This equation is due to Sakai [22] and
studied in [16, 17]. It can be transformed to Equation (1.5), by taking a new dependent variable:
fn = vn/ρn, which leads to
vn+1 vn−1 = ρn+1 ρn ρn−1
(
−
s
vn
+
sρn
v2n
)
(1.7)
This becomes Equation (1.5), when we take ρn = − β/(αx) and s = α
4 x4/β3, with vn = v(s) =
g(x) = gn.
We take a further transformation, useful for studying the asymptotic limit x→∞, by using
gn = x
1/3 un ⇒ un+1 un−1 =
α
un
+
β
x4/3 u2n
(1.8)
Defining wn = w(ξ) = un/α
1/3, ξ = − γ x4/3, where γ = α4/3/β, and renaming ν4/3 = q, we
arrive at Equation (1.1), which is the subject of this paper.
2. Asymptotic Expansions of Almost Invariant Solutions
In this section, we consider solutions of qPI whose leading order behaviour as |ξ| → ∞ is
independent of n. Detailed proofs of major results in this section can be found in Appendix A.
The assumption of stationarity (to leading order) is equivalent to w ∼ w and w ∼ w as |ξ| → ∞.
To leading order, stationarity in Equation (1.1) implies that w(w3 − 1) = O(1/ξ). Therefore,
we obtain either w3 = 1 + O(1/ξ) or w = O(1/ξ). These two cases are considered in separate
subsections below. As remarked in the Introduction, we focus more on the details of the second
case in this paper.
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2.1. Non-zero Asymptotic Behaviour. For the case w3 ∼ 1, we obtain the following result.
Lemma 2.1. Equation (1.1) has a formal power series solution
w(ξ) =
∞∑
n=0
an
ξn
, (2.1)
where
a30 = 1, (2.2a)
a1 (q + 1 + q
−1) = − 1, (2.2b)
n∑
m=0
n−m∑
j=0
m∑
l=0
aj an−m−j al am−lq
(n−m−2 j) = an, n ≥ 2. (2.2c)
Proof. Multiply Equation (1.1) by w2 and use Lemma A.1. 
Remark 2.2. Let ω be a cubic root of unity, ω3 = 1. Equation (1.1) is invariant under the
discrete rotation w 7→ ωw, with ξ 7→ ξ/ω. Hence, we restrict our attention to the case a0 = 1
without loss of generality.
Remark 2.3. The recursion relation (2.2c) can be rearranged to yield a formula for the n-th
coefficient an. Doing so yields
an
(
qn + 1 + q−n
)
= −
n−1∑
l=1
al an−l (q
(2l−n) + 1)
−
n−1∑
m=1
n−m∑
j=0
m∑
l=0
aj an−m−j al am−l q
(n−m−2 j) (2.3)
Note that the recursion relation (2.3) is symmetric under q 7→ 1/q.
2.2. Vanishing Asymptotic Behaviour. For the case w ≪ 1 as ξ → ∞, we obtain the
following result.
Lemma 2.4. Equation (1.1) has a formal power series solution
w(ξ) =
∞∑
n=1
bn
ξn
, (2.4)
where
b1 = 1 (2.5a)
b2 = 0 (2.5b)
b3 = 0 (2.5c)
bn =
n−2∑
r=2
r−1∑
k=1
n−r−1∑
m=1
bk br−k bm bn−r−mq
(r−2 k), n ≥ 4 (2.5d)
Proof. Multiply Equation (1.1) by w2 and use Lemma A.1. Note that the first term in the
product ww2 w is given by b41/ξ
4. Hence Equations (2.5a-2.5c) follow. Equation (2.5d) follows
from the remaining terms in the convolution. 
The following two results about the coefficients bn are proved in Appendix A.
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Corollary 2.5. b3 p+2 = 0 and b3 p+3 = 0 for all integers p ≥ 0.
The recursion relation for the non-zero coefficients dp = b3 p+1 is given by Equation (A.2) in
Appendix A. The first few values of dp are
d1 = 1 (2.6a)
d2 = q
3 + 2 +
1
q3
(2.6b)
d3 = q
9 + 2 q6 + 5 q3 + 6 +
5
q3
+
2
q6
+
1
q9
(2.6c)
d4 = q
18 + 2 q15 + 5 q12 + 10 q9 + 16 q6 + 23 q3 + 26 +
23
q3
+
16
q6
+
10
q9
+
5
q12
+
2
q15
+
1
q18
(2.6d)
Lemma 2.6. For |q| > e2, the solution of the recurrence relation (2.5d) has the asymptotic
behaviour
b3 p+1 =
p→∞
O
(
|q|3 p (p−1)/2
p−1∏
k=0
(
1 + q−3k
)2)
. (2.7)
This lemma shows that the coefficients of the asymptotic expansion (2.4) grow as a quadratic
function of its index. The series is, therefore, divergent. We provide a direct proof of this lemma
in Appendix A. It should be noted that the bound on |q| can be improved to |q| > 1. The
assumption |q| > e2 is made here to obtain simpler explicit estimates in the proof.
Remark 2.7. Note that an estimate of the growth of the coefficients could also have been ob-
tained from an application of the main theorem in Zhang [25]. The latter requires properties
of the linearisation of qPI (considered in the next section) and shows that the rescaled series∑
bn|q|
− 3n (n+1)/2/ξn converges. In the terminology of that paper, the formal series (2.4) lies
in the space of q-Gevrey series of order 3. However, the result of Lemma 2.6 provides a sharper
estimate of growth of the coefficients bn because when n = 3p+1, the q-Gevrey estimate becomes
|q|27 (p+1/3) (p+2/3)/2, which is a weaker upper bound.
Remark 2.8. In the case |q| < 1, our arguments would have led to b3 p+1 = O
(
|q|−3 p (p−1)/2
∏p−1
k=0
(
1+
q3k
)2)
.
3. True Solutions
In this section, we prove that there exist continuous solutions of Equation (1.1) in a non-empty
region of the ξ-plane, which are asymptotic to the formal series expansion (2.4) deduced in the
previous section. Recall that we refer to such solutions as “true solutions”. Also, note that we
assume |q| > 1.
As noted in §1, for q ∈ C, the typical region of asymptotic validity for q-difference equations
is no longer a sector, but regions bounded by q-spirals in the complex plane. Let D0 be a disk
in C whose points are at a distance at least r0 > 0 away from the origin. Define D to be a union
of open sets Dn = q
nD0. There is a finite collection of sectors Sk =
{
ξ ∈ C
∣∣ r0 < 1/|ξ| ≤
rk, αk ≤ arg ξ ≤ βk
}
in C∗ such that each Dn is contained in one of the Sk. Let S = ∪Sk.
There are two main steps in the proof. First, given S, a standard use of the Borel-Ritt theorem
[8, 13] provides a function W (ξ) such that
(1) W (ξ) is analytic in S;
(2) W (ξ) ∼
∑∞
n=1 bn/ξ
n, as ξ →∞ in S.
Second, we show that there exists a true solution of qPI asymptotic to (2.4) by using a contraction
mapping argument. Proofs of the following results are provided in Appendix B.
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Lemma 3.1. Under the change of variables to wn = Wn + vn, Equation (1.1) becomes
vn+1 +
(
2
Wn+1
Wn
−
1
W 2n Wn−1
)
vn +
Wn+1
Wn−1
vn−1 = R2(vn, vn−1, t) (3.1)
where t = 1/ξ and R2 is holomorphic in the domain
D =
{
(x, y, t) ∈ C3
∣∣∣ |t| < ǫ0, ‖(x, y)‖ ≤ δ0}.
for some positive real numbers ǫ0 and δ0. Moreover,
R2(0, 0, t) = O
(
|t|N
)
, ∀N ∈ N,
∂R2
∂x
(0, 0, t) = 0,
∂R2
∂y
(0, 0, t) = 0.
Letting v = (x, y), define the norm ‖v‖ = max{|x|, |y|} and let ∇R2 = (∂xR2, ∂yR2). Then
there exist strictly positive real numbers δ0, ǫ0, C1, C2, C3, and C4 such that
‖R2(x, y, t)‖ ≤ C1 ‖v‖
2 + C2|t|
‖∇R2‖ ≤ C3 ‖v‖+ C4 |t|
if ‖v‖ < δ0 and |t| < ǫ0.
In the next lemma, we find solutions of the linear homogeneous part of Equation (3.1).
Lemma 3.2. Let Pn be a solution of the linear homogeneous difference equation
Pn+1 +
(
2
Wn+1
Wn
−
1
W 2n Wn−1
)
Pn +
Wn+1
Wn−1
Pn−1 = 0 (3.2)
Then, there exist two solutions P±(ξ) of this equation with the following asymptotic behaviours
valid as n→∞
P+(ξ) ∼
n∏
j=n0
1
W 2j Wj−1
∼ c+ q
3n(n−5/3)/2 (3.3a)
P−(ξ) ∼
n∏
j=n0
Wj+1W
2
j ∼ c− q
− 3n(n+5/3)/2 (3.3b)
for some constant initial point n0 and constants c±.
Remark 3.3. Since the functions P± satisfy a linear homogeneous equation (3.2), we assume
c± = 1 without loss of generality.
Remark 3.4. The Newton polygon of (3.2) is an equilateral triangle with its base on the interval
[0, 2] and remaining sides of slope 3 and −3 respectively. See the definition of Newton polygons
and associated theory of asymptotic behaviour of solutions in §2.2 of [21].
Remark 3.5. The two solutions P± are distinguished by their size in the limit as n → ∞
only in certain regions of the ξ-plane. The boundaries of these Stokes-like regions are given by
|P±/P∓| = O(1). Letting ξ = ξ0 q
n, and writing ξ/ξ0 = r e
i θ, we find n = ln(ξ/ξ0)/ ln q and
so the boundaries are given by (ln r)2 = θ2. An example of such (anti-) Stokes-like boundaries
(assuming − π < θ ≤ π) is shown in Figure 3.1. We denote the region where |P+/P−| ≫ 1 by
E and work henceforth in the intersection S ∩ E, which we denote once more by the symbol S.
Lemma 3.6. Any solution v of Equation (3.1) satisfies the summation equation
vn = α0 Pn + Pn
n∑
j=n0+1
Wj Wj−1
Pj Pj−1
j∑
k=n0+1
PkR2(vk, vk−1, tk)
Wk+1Wk
. (3.4)
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r = eθ
r = e−θ
Figure 3.1. A Stokes boundary where |P+/P−| = O(1), shown in the ξ-plane
with ξ = r ei θ, where −π < θ ≤ π. (See Remark 3.5.) The exterior E of the
combined spirals shown here represents the region where |P+| ≫ |P−|.
where Pn is a solution of the linear homogeneous equation (3.2) and α0, n0 are constants. If
we use the convention that the summation is zero when the upper bound is less than the lower
bound, then α0 = vn0/Pn0 .
Corollary 3.7. The proof of the above result also gives the equivalent summation equation:
vn = β0 Pn − Pn
n0−1∑
j=n
Wj Wj−1
Pj Pj−1
j−1∑
k=k0
PkR2(vk, vk−1, tk)
Wk+1Wk
(3.5)
where k0 and n0 are constants, with β0 = vn0/Pn0 .
An application of the contraction mapping theorem to the summation equation (3.5) gives a
desired true solution, along a semi-infinite spiral path T , as shown by the following result.
Lemma 3.8. Suppose constants δ0, ǫ0, C1, C2, C3, and C4 are as found in Lemma 3.1. Let
0 < δ < δ0, 0 < ǫ < ǫ0, t0 be complex numbers, with |t| < ǫ, for every t ∈ T , where t0 ∈ D0 a
disk in C, n0 = − ln(|t0|)/ ln(|q|) > 2, and T = t0 q
− (n0+R
+), satisfying |q|
(
C1δ
2 +C2ǫ
)
< δ and
|q|
(
C3 δ+C4 ǫ
)
< 1, with 1/t ∈ S as defined in Remark 3.5. Then there exists a solution v(t) of
Equation (3.1), which is defined for all t ∈ T and satisfies ‖v(t)‖ ≤ δ for all t ∈ T .
Remark 3.9. Similar conclusions hold when the path T is replaced by a curve t0 q
− τ+i σ(τ),
where τ ∈ [n0,∞), σ : [n0,∞) 7→ R is continuously differentiable with bounded derivative and
the curve stays sufficiently far away from the origin with 1/t ∈ S.
Remark 3.10. The linear equation (3.2) is the linear part of the perturbation equation of a
solution w of qPI that has leading-order behaviour 1/ξ. That is, the generic perturbations of the
solution found in Lemma 3.8 will involve linear combinations of P±. Since one of these grows
exponentially fast in ξ, it follows that the solution of Lemma 3.8 is unstable.
4. Conclusion
In this paper, we deduced asymptotic expansions of four families of solutions w(ξ) of qPI (1.1)
that are stationary to leading-order in the limit ξ → ∞. In three of these cases, the solution
satisfies wn ∼ ω, where ω
3 = 1, whilst in the remaining case it satisfies wn ∼ 1/ξ, as ξ → ∞.
The cases when the solutions approach a cube root of unity correspond to singularities of the
invariant K (see Equation (1.3)), while the vanishing case plays an altogether different role in
the space of initial values.
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The forward iterate wn+1, given by
wn+1 =
wn − 1/ξ
wn−1 w2n
remains well defined as wn → ω and wn−1 → ω. However, when wn → 1/ξ and wn−1 ∼ q/ξ,
wn+1 approaches 0/0. That is, the solution approaches a base point, where the dynamics of the
flow defined by qPI become ambiguous. The flow around an isolated such point could have been
resolved by standard techniques from algebraic geometry, however, in this case, two base points
(one from the forward iteration and one from backward iteration) coalesce in the asymptotic
limit, creating a more complicated flow near the origin.
Because of this feature, we focused on the vanishing behaviour in this paper. We showed that
the corresponding asymptotic series is divergent by deducing the behaviour of its coefficients
as the summation index becomes large. Furthermore, we proved that for initial values on each
sufficiently large smooth path in S, there exists a true vanishing solution, unstable in initial-
value space, which is asymptotic to the formal power series. Its instability, and existence near a
coalescing pair of base points, led us to allocate the solution a distinguished name, i.e. quicksilver
solution, in the sense of being quickly changeable and difficult to hold or contain.
Appendix A. Proofs of Results in §2
In the derivation of the recursion relations in §2, we use the following standard result on
products of formal series.
Lemma A.1. Suppose F =
∑∞
k=k0
Fk/ξ
k and G =
∑∞
m=m0
Gm/ξ
m, where k0 and m0 are
non-negative integers. Then the product F G has the series expansion
F G =
∞∑
n=k0+m0
Hn
ξn
where Hk =
∑n−m0
k=k0
Fk Gn−k.
A.1. Proof of Corollary 2.5.
Proof. We prove the result by induction. The case p = 0 is already true. Now consider p ≥ 1.
Assume b3 i+2 = 0 and b3 i+3 = 0 for all integers 0 ≤ i ≤ p − 1 and consider the inductive step
i = p. Denote each of the convolution sums in Equation (2.5d) respectively by
Ar =
r−1∑
k=1
bk br−kq
(r−2 k) (A.1a)
Bn−r =
n−r−1∑
m=1
bm bn−r−m (A.1b)
Note that we have bn =
∑n−2
r=2 Ar Bn−r.
Consider the case n = 3 p + 2. For a term bk br−k of Ar to be non-zero, there must exist
integers j and l, such that k = 3 j + 1 (satisfying 1 ≤ 3 j + 1 ≤ r − 1) and r − k = 3 l + 1
(satisfying 2 ≤ 3 (j + l) + 2 ≤ n− 2). Adding these two equations, we obtain r = 3 (j + l) + 2,
in which case we obtain n− r = 3(p− j − l).
Applying the same reasoning to the sum Bn−r, there must exist integers a and b, such that
m = 3 a+ 1 and n− r −m = 3 b + 1 (satisfying 1 ≤ (3 a+ 1) ≤ n− r − 1). Summing these we
obtain n− r = 3 (a+ b) + 2. This cannot hold simultaneously with n− r being a multiple of 3.
So we have a contradiction. A similar contradiction arises when n = 3 p+ 3.
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Therefore, when n is either 3 p+ 2 or 3p+ 3, for any value of r s.t. 2 ≤ r ≤ n− 2, a non-zero
term occurring in Ar cannot multiply a non-zero term in Bn−r . This completes the inductive
step. 
A.2. Proof of Lemma 2.6.
Proof. Note that since b1 is positive, if q is real and positive, then all subsequent bn are also
positive. Let dp := b3p+1. Then the recursion relation (2.5d) can be rewritten as
dp =
p−1∑
i=0
i∑
j=0
p−1−i∑
l=1
dj di−j dl dp−1−i−l q
3 (i−2j) (A.2)
(Here we redefined m = 3 l+1, k = 3 j+1, r = 3 i+2, in order to have non-zero bm, bk, bn−r−m
and br−k.) Note that this is symmetric under q 7→ 1/q. Define
cp := dp q
− 3 p (p−1)/2.
Notice that c0 = 1 and that because d1 = b4 = 1, we also have c1 = 1. The recursion relation
(2.5d) becomes
cp =
p−1∑
i=0
i∑
j=0
p−1−i∑
l=0
cj ci−j cl cp−1−i−l q
3
(
D(i,j,l,p)−p (p−1)
)
/2 (A.3)
where D(i, j, l, p) := j (j−1)+(i−j) (i−j−1)+2 (i−2j)+ l(l−1)+(p−1−i− l) (p−1−i−l−1).
This is a quadratic function of i and j. For later reference, we note that
1 ≤ j ≤ p− 2 ⇒ D(p− 1, j, 0, p)− p(p− 1) ≤ −2 p (A.4a)
1 ≤ l ≤ p− 2 ⇒ D(0, 0, l, p)− p(p− 1) ≤ − 4p+ 6 (A.4b)
0 ≤ l ≤ p− 1− i, 0 ≤ j ≤ i, 1 ≤ i ≤ p− 2
⇒ D(i, j, l, p)− p(p− 1) ≤ −2p+ 2 (A.4c)
These are proved by showing that the function is convex with a local minimum in the middle of
each respective interval of indices.
We rewrite Equation (A.3) as
cp = cp−1
(
1 + 2 q−3(p−1) + q−6(p−1)
)
+
p−2∑
j=1
cj cp−1−j q
3
(
D(p−1,j,0,p)−p (p−1)
)
/2 +
p−2∑
l=1
cl cp−1−l q
3
(
D(0,0,l,p)−p (p−1)
)
/2
+
p−2∑
i=1
i∑
j=0
p−1−i∑
l=0
cj ci−j cl cp−1−i−lq
3
(
D(i,j,l,p)−p (p−1)
)
/2
(A.5)
which suggests the transformation
cp = fp
p−1∏
k=0
(
1 + q−3k
)2
= fp (−1; r)p
2
(A.6)
where r = q−3 and we have used the notation for the q-shifted factorial
(a; q)n =
{
(1− a) (1 − a q) . . . (1− a qn−1) n = 1, 2, . . .
1 n = 0
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Notice that f1 = 1/4 and |f3| < 6/5. Below we use an abbreviation for numbers that are similar
to q-binomial coefficients
B
n
k =
(
(−1; r)n
(−1; r)k (−1; r)n−k
)2
As for usual binomial coefficients, for each fixed n, Bnk has a local maximum at the half-way
point k = ⌊n/2⌋. So we get
B
n
k ≥
{
B
n
1 =
(
1
2 (1 + r
n−1)
)2
for k ≥ 1
B
n
0 = 1 for k ≥ 0
(A.7)
The transformation (A.6) gives
fp = fp−1
+
1
(1 + q−3(p−1))2
{
p−2∑
j=1
fj fp−1−j
B
p−1
j
q3
(
D(p−1,j,0,p)−p (p−1)
)
/2
+
p−2∑
l=1
fl fp−1−l
B
p−1
l
q3
(
D(0,0,l,p)−p (p−1)
)
/2
+
p−2∑
i=1
i∑
j=0
p−1−i∑
l=0
fj fi−j
B
i
j
fl fp−1−i−l
B
p−1−i
l
q3
(
D(i,j,l,p)−p (p−1)
)
/2
B
p−1
i
}
(A.8)
Assume |q| ≥ e2. We now prove inductively that the sequence {fp}, for p ≥ 2, is upper bounded
by a constant φ, where φ is a real root of the quartic 65−φ+
3
2e
−4φ2+ 32e
−4 φ4, given approximately
by φ ∼ 1.33685.
Suppose that |fk| ≤ φ for k = 1, . . . , p − 1. Using the estimates (A.4), along with (A.7), we
find the upper bound
|fp| − |fp−1| ≤ |fp − fp−1| ≤ 8φ
2 (p− 2)
(
|q|−3(p−2) + |q|−3 (2p−3)
)
+ 8φ2 p(p− 1)(2p− 3)|q|−3 (p−1)∣∣ (1 + q−3(p−1))2(1 + q−3(p−2))2 ∣∣
≤
3
2
φ2 |q|−2(p−2)
(
1 + |q|−5 (p−7/5)
)
+ 2φ2∣∣ (1 + q−3(p−1))2(1 + q−3(p−2))2 ∣∣
where we have used the fact that 8(p− 2)|q|−(p−2) < 8 e−2 < 3/2, 64 p(p− 1)(2p− 3)|q|−(p−2) <
1152 e−6 < 3 for p ≥ 3. We sum this inequality over p and use
p∑
k=3
|q|−2(k−2)
(
1 + |q|−5 (k−7/5)
)∣∣ (1 + q−3(k−1))2(1 + q−3(k−2))2 ∣∣ ≤
p∑
k=3
|q|−2(k−2)
(
1 + |q|−2 (k−2)
)
(1− |q|−2(k−1))4
≤
1
log |q|
∫ q−2
0
1 + x
(1− x2)4
dx
=
1
6 log |q|
(
(1 + 3 |q|−2)
(1 − |q|−2)3
− 1
)
≤
2 |q|−2
log |q|
Similarly,
p∑
k=3
|q|−2(k−2)∣∣ (1 + q−3(k−1))2(1 + q−3(k−2))2 ∣∣ ≤ |q|
−2
2 log |q|
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Therefore we get
|fp| ≤ |f3|+
3
2
e−4φ2 +
3
2
e−4 φ4 ≤
6
5
+
3
2
e−4φ2 +
3
2
e−4 φ4 = φ
which completes the proof. 
Appendix B. Proofs of Results in §3
B.1. Proof of Lemma 3.1.
Proof. Under the transformation w = W (ξ) + v(ξ), Equation (1.1) becomes
v = R(v, v, t) (B.1)
where t = 1/ξ and
R(v, v, t) =
W + v − t
(W + v) (W + v)2
−W
Note that the function R(x, y, t) satisfies
R(0, 0, t) = O
(
|t|N
)
, ∀N ∈ N
∂R
∂x
(0, 0, t) =
W
W
(
1
W W W
− 2
)
∂R
∂y
(0, 0, t) = −
W
W
Rewrite Equation (B.1) as
v +
(
2
W
W
−
1
W 2W
)
v +
W
W
v = R2(v, v, t) (B.2)
where
R2(v, v, t) = R(v, v, t)−
W
W
(
1
W W W
− 2
)
v +
W
W
v (B.3)
has a Taylor expansion that starts with an arbitrarily small constant term and quadratic terms
in v, v, for (v, v, t) ∈ D, for some non-zero ǫ0 and δ0. The estimates for R2 follow from this
fact. 
B.2. Proof of Lemma 3.2.
Proof. Because we have W ∼ 1/ξ, as |ξ| → ∞, the largest coefficient in Equation 3.2 is
1/(W 2W ). We use this term as the starting point of two recursive processes as follows
P ∼
P
W 2W
+O(P, P )
⇒ P+(ξ) ∼
n∏
j=n0
1
W 2j Wj−1
and
P ∼ P W 2W +O(P, P )
⇒ P−(ξ) ∼
n∏
j=n0
Wj+1W
2
j
We get the remaining results in Equations (3.3) by applying the asymptotic methods provided
in Chapter 5 [1] for irregular-singular-type limits of linear difference equations. In particular,
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the transformation of variables: P± = q±3n
2/2R± leads to the leading order results: R+ ∼
ρ+ q
−5n/2, R− ∼ ρ− q
−5n/2 for some constants ρ±. Applying standard theorems [12], we get
true solutions with these behaviours, which we continue to denote by P±. 
B.3. Proof of Lemma 3.6.
Proof. Multiplying Equation (B.2) by P , a solution of Equation (3.2), we get
P v
W W
−
P v
W W
−
P v
W W
+
P v
W W
=
P R2
W W
Since the left side is an exact difference, we integrate (i.e., sum) to get
P v
W W
−
P v
W W
=
n−1∑
k=k0
PkR2(vk, vk−1, tk)
Wk+1Wk
+
(
P v
W W
−
P v
W W
) ∣∣∣
n=k0
(B.4)
Notice that we could equally well have summed in the other direction, to get
P v
W W
−
P v
W W
= −
m0−1∑
k=n
PkR2(vk, vk−1, tk)
Wk+1Wk
+
(
P v
W W
−
P v
W W
) ∣∣∣
n=m0
(B.5)
Multiplying by W W and dividing by P P , we again get an exact difference on the left, which
we integrate to obtain Equation (3.4). 
B.4. Proof of Lemma 3.8.
Proof. Let D be the set of all (v, t) ∈ C2 × C where v = (x, y), such that ‖v‖ ≤ δ0, |t| < ǫ0.
Also let V denote the set of all continuous functions v : T → C2 such that (x, y, t) ∈ D for every
t ∈ T and t 7→ R2(x(t), y(t), t) is bounded on T .
We let n0 run to infinity in the summation equation (3.5) and get
v+n = −P
+
n
∞∑
j=n
Wj Wj−1
P+j P
+
j−1
j−1∑
k=k0
P+k R2(vk, vk−1, tk)
Wk+1Wk
(B.6)
where P+ is as identified in Lemma 3.2. Recall that in S, we have |P+| ≫ |P−|. Here, note that
the functions P+k /(Wk+1Wk) in the inner sum (in k) are largest at the upper limit k = j − 1 of
this sum. But the functions Wj Wj−1/(P
+
j P
+
j−1) in the outer sum are much much smaller, so
that the product of the inner and outer sums is asymptotic to |q|−3 j
2/2+5j/2.
Let the right side denote the action of an operator F acting on each v ∈ V . Let V be the
space of all continuous functions v : T → C2 such that ‖v‖ ≤ δ for all t ∈ T . Then V is a
complete metric space with d(v, w) := supt∈T ‖v(t)− w(t)‖ and we get
|F(v)(ξ)| ≤
∞∑
m=2
|q|−3m(m−5/3)/2 (C1 δ
2 + C2 ǫ) ≤ δ (B.7)
∣∣∣F(v(1))(ξ)−F(v(2))(ξ)∣∣∣ ≤ ∞∑
m=2
|q|−3m(m−5/3)/2 (C3 δ + C4 ǫ)‖v
(1)
n0+m − v
(2)
n0+m‖ (B.8)
for every v, v(1), v(2) ∈ V and t ∈ T . It follows that F(V ) ⊂ V and that F is a contraction with
contraction factor that is bounded above by |q|
(
C3 δ + C4 ǫ
)
< 1, which completes the proof of
the lemma. 
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