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Properties of a Luttinger Liquid with Boundaries
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We use bosonization methods to calculate the exact finite-temperature single-electron Green’s
function of a spinful Luttinger liquid confined by open boundaries. The corresponding local spectral
density is constructed and analyzed in detail. The interplay between boundary, finite-size and
thermal effects are shown to dramatically influence the low-energy properties of the system. In
particular, the well-known zero-temperature critical behavior in the bulk always crosses over to
a boundary dominated regime in the vicinity of the Fermi level. Thermal fluctuations cause an
enhanced depletion of spectral weight for small energies ω, with the spectral density scaling as ω2
for ω much less than the temperature. Consequences for photoemission experiments are discussed.
71.10.Pm, 71.27.+a
I. INTRODUCTION
In the last decade there has been an enormous interest in metallic phases of matter which are not Fermi liquids.
A paradigm for these is the Luttinger liquid, describing the low-energy, long-wave length limit of gapless electron
systems in one dimension (1D)1,2. The Luttinger liquid satisfies Luttinger’s theorem, but the interaction wipes out
the quasi-particle pole of the electron propagator, with the disjoint Fermi surface (consisting of two Fermi “points”
±kF ) supporting only collective charge- and spin density excitations. These excitations are dynamically independent,
effectively leading to a spatial separation of the charge and spin of an electron added to the system. As a result,
spectral properties and dynamical correlations are quite different from those of a Fermi liquid3.
The generic low-energy properties of a gapless interacting 1D electron system are well understood1,3 in terms
of universal power-laws of correlation functions and spectral functions. The behavior of such so-called Luttinger
liquids is coded in the Tomonaga-Luttinger model4, much in the same way as the normal state of 3D interacting
electrons is patterned on the free Fermi gas (Landau Fermi liquid theory). However, it is only in the last few years
that laboratory technology has advanced to the point that the notion of a Luttinger liquid can be confronted with
experiments. Indeed, the ability to manufacture true 1D quantum wires5,6, as well as the development of high-precision
spectroscopic techniques for probing quasi-1D materials7, have provided strong impetus for investigating Luttinger
liquid physics in realistic contexts. Added motivation comes from the realization that the edge excitations of the
fractional quantum Hall effect can be described in terms of a chiral Luttinger liquid8. Also, some of the “non-Fermi
liquid scenarios” for the normal state properties of the cuprate superconductors draw heavily from Luttinger liquid
theory, suggesting possible extensions to higher dimensions9.
Whereas Luttinger liquid theory has been successfully used to predict fractional quantum Hall edge state
transport10,11,12, its applicability to the more traditional realm of quasi-1D materials remains controversial. This
class of materials contains organic conductors such as tetrathiafulvalene-tetracyanoquinodimethane (TTF-TCNQ)
and the tetramethyltetraselenafulvalene (TMTSF)2X Bechgaard salts with X = ClO4, PF6, etc. All available infor-
mation suggests that the physics of these compounds is dominated by strong electron correlations and pronounced
one-dimensionality3,13. Yet, data from NMR14 and photoemission spectroscopy7 interpreted within a conventional
Luttinger liquid framework seem to imply single-electron correlations governed by an exponent much larger than can
be provided from any realistic lattice Hamiltonian (of which the Tomonaga-Luttinger model would be the effective
low-energy continuum theory). This poses a major problem for the modeling of these materials, and its resolution
remains a challenge for the theorist.
One of the basic quantities to consider in this context is the single-particle spectral density, as this is the object
that determines the outcome of a photoemission experiment. Surprisingly, the full calculation of the spectral den-
sity of an ideal, infinite volume Luttinger liquid was only recently performed15, expanding upon earlier results by
Suzumura16. In the present paper we go a step further and investigate the local, finite-temperature spectral density of
a Luttinger liquid confined by open boundaries (simulating a reflecting barrier or edge potential). As photoemission
spectroscopy measurements are highly sensitive to boundary effects (with the photoelectrons traveling only a short
distance, of the order of a few lattice spacings from the surface of the sample), it is crucial to incorporate an analysis
of nontrivial boundary conditions. Also, spectroscopy on high-mobility quantum wires doped with artificial impurities
1
(“antidots”)17 may soon be within experimental reach, adding yet another reason to study this problem: at sufficiently
low temperatures a potential scatterer is expected to act essentially as a reflecting barrier10.
In the present paper we calculate the exact finite-temperature single-electron Green’s function and the associated
local spectral density of a confined spinful Luttinger liquid. The combined effects of boundaries and finite volume
will be shown to strongly modify the well-known bulk Luttinger liquid spectral density. In particular, the presence
of boundaries causes a novel scaling behavior for energies close to the Fermi level, which produce a depletion of
spectral weight significantly larger than that for a bulk system, as we have reported for a semi-infinite system at
zero temperature before18. In addition, thermal fluctuations deplete the levels further and give rise to a universal ω2
scaling of the spectral density for sufficiently small frequencies ω, which is analogous to the temperature effects in
“bulk” systems19. Particular attention is given to the nontrivial zero mode contribution to the correlation function
from fluctuations in the spin and charge quantum numbers, which turn out to violate the spin-charge separation (i.e.
the partition function cannot be split into separate spin and charge factors). Interestingly, the confined system is
sensitive to the ratio between the effective velocities for the collective charge- and spin excitations (which in turn
depend on the effective electron-electron coupling): As the velocity ratio locks into a rational value the spectrum
separates into distinct peaks of equal spacing. The spacing between the peaks becomes dense for irrational values of
the velocity ratios, leading to a quasi-continuous spectrum for large ω. This hints at a resonant interference between
standing waves of charge and spin for special values of the electron-electron coupling.
The paper is organized as follows: In the next section we introduce an extended version of the Tomonaga-Luttinger
model and review its bosonization in the presence of open boundaries. In Sec. III the full finite-temperature Green’s
function in a bounded domain is derived, and the resulting local spectral density is extracted and analyzed in Sec. IV.
Section V contains a brief discussion of possible consequences for photoemission experiments, as well as some con-
cluding remarks.
II. 1D ELECTRONS IN THE PRESENCE OF OPEN BOUNDARIES: BOSONIZATION
As our model we take an extension of the Tomonaga-Luttinger Hamiltonian4, which describes spinful Fermions in
one-dimension with a (repulsive) local interaction. All electron-electron interactions must conserve spin and charge,
so that we use the most general gapless Hamiltonian density that is invariant under the corresponding SU(2) and
U(1) symmetries,
H = vF
[
ψ†L,σi
d
dx
ψL,σ − ψ†R,σi
d
dx
ψR,σ
]
+ g2⊥J
σ
LJ
−σ
R + g2‖J
σ
LJ
σ
R + g4⊥(J
σ
LJ
−σ
L + J
σ
RJ
−σ
R ) + g4‖(J
σ
LJ
σ
L + J
σ
RJ
σ
R) (1)
+ g1⊥ψ
†
L,σψR,σψ
†
R,−σψL,−σ,
where we have used the traditional “g-ology” scheme to index the couplings20. The chiral Fermion currents are defined
as JσL/R ≡: ψ†L/R,σψL/R,σ :, and ψL/R,σ(x) are the left/right moving components of the electron field Ψσ(x) expanded
about the Fermi points ±kF ,
Ψσ(x) = e
−ikFxψL,σ(x) + e
ikF xψR,σ(x). (2)
This expansion is valid as long as the lattice spacing is much smaller than all length scales we want to consider.
Therefore, the energy range around the Fermi-surface is limited to a region where a linear approximation of the
spectrum is justified. This is often conveniently illustrated by a cut-off parameter, but more accurately one should
take higher order operators in the Hamiltonian into account which result in corrections to the linear spectrum which
are of higher orders in |k − kF |. These perturbations have non-universal coefficients which depend on the detailed
interactions of the underlying lattice Hamiltonian. The appropriate value of the cut-off parameter (i.e. the range of
validity) is then determined by the momentum scale at which those corrections become so large that the perturbation
series no longer converges. Generically we can only roughly estimate the range of validity to be about one order of
magnitude less than the band-width.
The first term in Eq. (1) is that of free relativistic fermions, while g2 and g4 describe forward electron-electron
scattering. We have also explicitly included a backward scattering term g1⊥. The coupling constants depend on the
microscopic parameters of the underlying lattice model and vF is the Fermi velocity. Normal ordering is carried out
w.r.t. the filled Dirac sea, and we sum over repeated spin indices.
Eq. (1) defines a “standard model” for low-energy electrons in a 1D metallic phase, and is easily derived from the
Hubbard Hamiltonian
2
HH = −t
∑
i
(
c†i,σci+1,σ + c
†
i+1,σci,σ
)
+ U
∑
i
ni,↑ni,↓ , U > 0. (3)
In the weak coupling limit U ≪ t, we can treat U as a perturbation, and the tight-binding band ǫ(k) = −2t cosak
may be linearized around the Fermi points ±kF = ±neπ/2a, ne being the electron density and a the lattice spacing.
The electron operators are replaced by the chiral fields ψL/R,σ(x) in the continuum limit
cn,σ/
√
a ≈ e−ikFnaψL,σ(na) + eikFnaψR,σ(na) , (4)
As a result, the Hubbard model gets mapped onto the Hamiltonian density in Eq. (1) with coupling constants
g1⊥ = g2⊥ = 2g4⊥ = Ua and g2‖ = g4‖ = 0. The Umklapp term e
−i4kFxψ†L,σψR,σψ
†
L,−σψR,−σ + h.c. is also generated,
but does not contribute away from half-filling (ne 6= 1, kF 6= π/2a) due to rapid phase oscillations. For this case we
are left with the theory in (1), with vF = 2at sin(kF a). It is important to emphasize that the Hamiltonian in (1)
faithfully represents the low-energy sector of the Hubbard model also for strong on-site repulsion U21. However, when
U is not small, the procedure above fails to identify the proper values of the model parameters, and instead these
have to be inferred from the exact Bethe Ansatz solution of the Hubbard model21,22.
The Hamiltonian (1) is conveniently bosonized23 by introducing charge and spin currents and the corresponding
bosons φc and φs with conjugate momenta Πc and Πs, respectively
J
c/s
L ≡
1√
2
(
J↑L ± J↓L
)
=
1√
4π
(
∂xφc/s +Πc/s
)
, (5a)
J
c/s
R ≡
1√
2
(
J↑R ± J↓R
)
=
1√
4π
(
∂xφc/s −Πc/s
)
. (5b)
The resulting theory describes separate spin and charge excitations moving with velocities (to lowest order in the
coupling constants)
vc = vF +
g4‖
π
+
g4⊥
π
vs = vF +
g4‖
π
− g4⊥
π
, (6)
where vc > vs for repulsive interactions g4⊥ > 0. The Hamiltonian becomes
H =
∑
ν=s,c
{vν
2
[
(∂xφν)
2 +Π2ν
]
+
gν
4π
[
(∂xφν)
2 −Π2ν
]}
+ g1⊥ const. cos
√
8πφs, (7)
where gc = g2‖ + g2⊥ and gs = g2‖ − g2⊥. The charge interaction gc can be absorbed into the free Hamiltonian by a
simple rescaling of the charge boson, but the spin interactions gs and g1⊥ obey Kosterlitz-Thouless renormalization
group equations24 with flow lines along hyperbolas g2s − g21⊥ = const. (to lowest order). For gs > −|g1⊥| the spin
sector develops a gap in the low energy, long wave-length limit, but for gs < −|g1⊥| the system flows to a stable fixed
point g∗s = −
√
g2s − g21⊥, g∗1⊥ = 0. For gs = −|g1⊥| the interaction corresponds to one single marginally irrelevant
operator, so that g∗s = g
∗
1⊥ = 0. If the flow to a stable fixed point occurs, we can rescale the bosons by a canonical
transformation to obtain a free theory (ν = s, c)
φν → Kνφν , Πν → Πν/Kν , (8)
where to first order in the coupling constants
K2s = 1− g∗s/2πvs, K2c = 1− gc/2πvc. (9)
This yields the Hamiltonian
H =
∑
ν=s,c
v¯ν
2
[
(∂xφν)
2 +Π2ν
]
(10)
where v¯ν = (vν +
gν
2pi )K
2
ν , i.e. v¯ν = vν to first order in the coupling constants so we will omit the ‘bar’ in the following.
The chiral components of the electron field can now be expressed in terms of free boson fields and their duals by
using Eq. (5) and the formula25
ψL/R,σ(x) =
ησ√
2πα
exp
(
∓2πi
∫
JσL/R(x)dx
)
, (11)
3
where ησ obeys the anticommutation relation {η↑, η↓} = 0, with η2σ = 1. The presence of ησ in (11) guarantees that
operators with different spin σ obey anticommutation relations.
Using the duality relation Πν ≡ ∂vνtφν = ∂xφ˜ν , we thus obtain, using Eqs. (5) and (8)
ψL/R,σ(x) ∝ ησ
∏
ν=c,s
exp
[
iǫν,σ
√
π
2
(
∓Kνφν(x) −K−1ν φ˜ν(x)
)]
, (12)
with ǫν,σ = 1 unless ν = s and σ =↓ when it is equal to −1. Note that we have obtained the bosonization formula
(12) with no assumption about boundary conditions.
We now apply the formalism above to a system of length L with open boundary conditions and thus require the
electron field Ψσ(x) to vanish at x = 0 and at x = L. From Eq. (2) we see that this implies
ψL,σ(0, t) = −ψR,σ(0, t) (13a)
ψL,σ(L, t) = −ei2kFLψR,σ(L, t) . (13b)
Considering Eq. (12) this gives us fixed boundary conditions on the boson fields φν , which in turn determine the mode
expansion.
To calculate the mode expansion for the boson we find it most convenient to consider the classical Euler-Lagrange
equation with fixed boundary conditions at x = 0, L
φν(0, t) = C0 , φν(L, t) = CL, (14)
and then performing a canonical quantization. We therefore consider the classical Lagrangian density corresponding
to the Hamiltonian (10)
L =
∑
ν=s,c
vν
2
[
(∂vνtφ)
2 − (∂xφ)2
]
(15)
where ∂vνt ≡ 1vν ∂t. The resulting Euler-Lagrange equations can be expressed in terms of ∂± = ∂x ± ∂vνt,
(∂2vν t − ∂2x)φν = ∂+∂−φν = 0 , (16)
and it follows that the two solutions can be written in terms of left- and right moving bosons, φν,L(x + vνt) and
φν,R(x− vνt). We use the combination φν(x, t) = φν,L(x+ vνt) + φν,R(x− vνt) and its dual field φ˜ν(x, t) = φν,L(x+
vνt)− φν,R(x− vνt), related by
∂xφν = ∂vνtφ˜ν , ∂xφ˜ν = ∂vνtφν . (17)
The classical solution with the boundary condition (14) is obtained in a straightforward way, and after canonically
quantizing we find the mode expansion for the quantum fields according to the boundary condition (13)
φν(x, t) = φν,0 + Qˆν
x
L
+
∞∑
n=1
1√
nπ
sin
nπx
L
(
−ie−inpivνtL aνn + h.c.
)
, (18a)
φ˜ν(x, t) = φ˜ν,0 + Qˆν
vνt
L
+
∞∑
n=1
1√
nπ
cos
nπx
L
(
e−i
npivνt
L aνn + h.c.
)
. (18b)
The non-zero commutation relations among the mode operators are [aνn, a
ν
n
†] = 1 and [φ˜ν,0, Qˆν ] = i, while φν,0 are
c-numbers. This result (18) obtained from the classical solution automatically contains the correct zero modes, in
particular the total charge and spin operators Qˆν , which were first postulated by Haldane for a periodic system
1. The
resulting energy spectrum from Eq. (10) is
H =
∑
ν=s,c
(
vν
2L
Qˆ2ν +
∞∑
n=1
πvνn
L
aνn
†aνn
)
. (19)
From Eqs. (18) we can read off the mode expansions for left-moving bosons
4
φν,L(x, t) ≡ 1
2
[
φν(x, t) + φ˜ν(x, t)
]
=
1
2
(
φν,0 + φ˜ν,0
)
+ Qˆν
x+ vνt
2L
+
∞∑
n=1
1√
nπ
[
e−i
npi(x+vνt)
L aνn + h.c.
]
. (20)
The right-moving boson field can be related to the left-moving one by
φν,R(x, t) ≡ 1
2
[
φν(x, t)− φ˜ν(x, t)
]
= −φν,L(−x, t) + φν,0. (21)
The boundary conditions (13) on the fermions provide us with the quantization condition for the eigenvalues of
the operators Qˆν (using special commutation relations of φν and φ˜ν at the boundary
26 that follow from the mode
expansion (18))
KcQc =
√
π
2
(
n+ 1 +
2kFL
π
)
, (22a)
KsQs =
√
π
2
m , (22b)
where m and n are either both odd or both even integers. Therefore, the quantum numbers for the total spin m and
the total charge n are not independent, which is to be expected because we can only insert and remove real electrons,
i.e. we cannot change the total charge and the total magnetization independently. In this sense these degrees of
freedom do not obey spin-charge separation and the partition function does not factorize. It is interesting to note
the formal similarity to a spinless periodic system, which is also described by two channels (left and right moving)
and where a similar condition holds for the total current and charge quantum numbers1. As we will see later, the
zero modes indeed give a contribution to the Green’s function which does not factorize, while all dynamical degrees
of freedom in Eq. (19) remain spin-charge separated.
The constants φc,0 =
√
pi
2K
−1
c and φs,0 = 0 are also determined by the boundary condition (modulo the intrinsic
periodicity of the boson
√
2πK−1ν ). Hence, we obtain from Eqs. (12) and (21)
ψR,σ(x, t) = −ψL,σ(−x, t) . (23)
which allows us to write the full theory in terms of left-movers only. This concludes our analysis of bosonization in
the presence of open boundaries. For an alternative approach - exploiting the path integral formulation - see Ref. 27.
III. GREEN’S FUNCTIONS
Using the formalism above, the exact single electron Green’s function for a confined Luttinger liquid with open
boundaries can now be calculated. With the decomposition in Eq. (2) and using Eq. (23), we have〈
Ψ†σ(x, t)Ψσ(y, 0)
〉
= eikF (x−y)G(x, y, t) + e−ikF (x−y)G(−x,−y, t)
− eikF (x+y)G(x,−y, t) − e−ikF (x+y)G(−x, y, t), (24)
where the chiral Green’s function G(x, y, t) ≡
〈
ψ†L,σ(x, t)ψL,σ(y, 0)
〉
is derived in Appendix A. The result is a product
of the spin and charge contributions Fs,c and a factor H from the zero modes
G(x, y, t) ∝ H(x, y, t)
∏
ν=c,s
(Fν(vνt+ x− y))−
(Kν+K
−1
ν )
2
8 (Fν(vνt− x+ y))−
(Kν−K
−1
ν )
2
8 (25)
×
( |Fν(2x)||Fν(2y)|
Fν(vνt+ x+ y)Fν(vνt− x− y)
)K−2ν −K2ν
8
.
The contribution H from the zero modes is given by (see Appendix A)
H(x, y, t) =
ϑ2(uc + τckFL|τc)ϑ3(us|τs) + ϑ3(uc + τckFL|τc)ϑ2(us|τs)
ϑ2(τckFL|τc)ϑ3(0|τs) + ϑ3(τckFL|τc)ϑ2(0|τs) e
i2uc
kF L
pi (26)
5
where the Theta functions, ϑk(u|τ), are defined in sections 8.18-8.19 in28 and
uν = −π
2
(
vνK
−2
ν t+ x− y
L
)
τν = i
vνβ
K2νL
. (27)
The expression for H does not contain any poles, but may still influence the spectral properties significantly in
mesoscopic systems29,30. It is also interestingly to note that the contribution from the zero modes cannot be written
as a product of independent spin and charge contributions, which is expected since the quantum numbers n and m
in Eq. (22) are not independent.
The factors Fν from the spin and charge bosonic modes can also be written in terms of the Theta functions (see
sections 8.18-8.19 in28)
Fν(z) = i
2L
απ
sin
πz
2L
∞∏
k=1

1 +
(
sin piz2L
sinh k pivνβ2L
)2 = ϑ1( piz2L |i vνβ2L )
ϑ1(−ipiα2L |i vνβ2L )
. (28)
Here x and y denote the distance from the left boundary (x = 0) and the argument z carries an implicit cut-off z− iα.
The parameters vν and Kν are defined in (6) and (9) respectively.
We can immediately verify that the full Green’s function is anti-periodic under translation by the inverse temperature
t → t + iβ as it should be. It is also interesting to note that the factor from the zero modes is periodic under the
change of the Fermi-level kF by π/L, which results in periodic oscillations of the spectral properties of the system
as the chemical potential is changed. This is a manifestation of Coulomb-blockade oscillations, i.e. resonances can be
observed if the system is of “mesoscopic” size30. It is important to emphasize that the zero mode contribution H in
Eq. (26) is obtained by using a grand canonical ensemble when taking the averages, thus allowing for fluctuations in
the magnetization m and in the particle number n. By fixing these quantum numbers (i.e. using an idealized “closed”
system) or by letting the system size tend to infinity, the zero mode contribution collapses to a constant phase. This
provides a vivid example of how different statistical ensembles may lead to different results on mesoscopic scales and
downwards, where quantum coherence effects become important31.
We see in Eq. (25) that we recover the universal power-laws, which give the expected branch cuts in the Green’s
function3. In addition, we get a contribution from the boundary, which is entirely contained in the last factor of
Eq. (25) and gives an additional analytic structure. This factor does not contribute in non-interacting systems
(Kc = Ks = 1), so that in this case the presence of the boundary is seen only by the addition of the two last “Friedel”
terms in Eq. (24) compared to the bulk case. In contrast, with interaction (Ks, Kc < 1), the boundary influences also
the chiral Green’s function. This is expected, since only with interactions can effects from electron scattering off the
boundary propagate to other parts of the system, thus influencing also the chiral pieces of the full Green’s function.
The zero-temperature limit T → 0 is readily obtained by letting β →∞ in Eqs. (26) and (28)
G(x, y, t) ∝ ei(2n0−1)uc
∏
ν=c,s
(
2L
π
sin
π(vνt+ x− y)
2L
)− (Kν+K−1ν )28 (2L
π
sin
π(vνt− x+ y)
2L
)− (Kν−K−1ν )28
×
(
sin pixL sin
piy
L
sin pi(x+y+vνt)2L sin
pi(x+y−vνt)
2L
)K−2ν −K2ν
8
(29)
where n0 = (kFL/π mod 1) effectively measures the difference between the Fermi-vector and the highest occupied
level (which are not necessarily the same in a system with discrete energy levels). The phase ei(2n0−1)uc comes
from the zero modes and does influence the time correlations. For special values of n0 this phase may have a different
dependence on uν . When this phase is neglected, Eq. (29) agrees with the results in Ref. 32, obtained via bosonization
according to the “Haldane prescription”1. It is also in agreement with results18, obtained by conformally mapping
the semi-infinite complex plane onto a finite strip.
Using the Poisson summation formula, we can obtain the limits of the Theta functions ϑ1(z|iγ) ≈
2γ−1/2e−z
2/piγe−pi/4γ sinh zγ and ϑ2(z|iγ) ≈ ϑ3(z|iγ) ≈ γ−1/2e−z
2/piγ as γ → 0. Hence, by letting L→∞ in Eqs. (26)
and (28), we obtain the finite temperature chiral Green’s function of a semi-infinite system with open boundary
G(x, y, t) ∝
∏
ν=c,s
(
vνβ
π
sinh
π(vνt+ x− y)
vνβ
)− (Kν+K−1ν )28 (vνβ
π
sinh
π(vνt− x+ y)
vνβ
)− (Kν−K−1ν )28
6
×
(
sinh pi2xvνβ sinh
pi2y
vνβ
sinh pi(x+y+vνt)vνβ sinh
pi(x+y−vνt)
vνβ
)K−2ν −K2ν
8
. (30)
Finally, the T → 0 limit for a semi-infinite system is obtained by letting β →∞ in Eq. (30) (or L→∞ in Eq. (29)):
G(x, y, t) ∝
∏
ν=c,s
(vνt+ x− y)−
(Kν+K
−1
ν )
2
8 (vνt− x+ y)−
(Kν−K
−1
ν )
2
8
(
4xy
[(x+ y)2 − v2νt2]
)K−2ν −K2ν
8
. (31)
We note that in the limit xy ≫ |(x − y)2 − v2νt2| the last factor in equation (31) goes to unity and we recover the
known zero-temperature bulk correlation function3 (as we also do in the non-interacting case Kc = Ks = 1). In the
limit of equal time, t = 0, this gives the asymptotic correlator
G(x, y, t = 0) ∝ 1
(x− y)2∆ (32)
with the equal-time bulk exponent ∆ = (K2c +K
2
s +K
−2
c +K
−2
s )/8. In contrast, when one of the points is close to
the boundary compared to the relative distance x≫ y one finds
G(x, y, t = 0) ∝ 1
(x− y)2∆⊥ , (33)
with ∆⊥ = (3K
−2
c + 3K
−2
s + K
2
c + K
2
s )/16. This is to be compared to the asymptotic long-time behavior of the
autocorrelation function in the limit t≫ x, y, which behaves as
G(x, x, t) ∝ 1
t2∆‖
(34)
with ∆‖ = (K
−2
c +K
−2
s )/4. As expected from scale invariance, we thus recover the scaling law ∆⊥ = (∆ +∆‖)/2.
It may be worth pointing out that the dynamic (t 6= 0) asymptotic large distance correlator in Eq. (33) is not
governed by the single exponent ∆⊥, as one may naively have expected from the analogy with classical critical
phenomena33. Instead it remains a product of separate charge- and spin correlators with exponents (3K−2c +K
2
c )/16
and (3K−2s +K
2
s )/16, respectively. This is not in conflict with scale invariance since the theory is built out of two
distinct sectors, each with its own effective velocity. More importantly, the behavior in Eq. (34) reveals that the
asymptotic low-energy behavior of a Luttinger liquid with an open boundary belongs to a different universality class
than that of the bulk theory. We shall elaborate on this in the next section when we discuss the local density of states.
IV. LOCAL SPECTRAL DENSITY
To understand the physical implications of the boundary correlations we study the local spectral density N(ω, r),
given in terms of the single electron Green’s function in (24)
N(ω, r) =
1
2π
∫ ∞
−∞
eiωt
〈{
Ψ†σ(r, 0),Ψσ(r, t)
}〉
dt, (35)
where ω is measured relative to the Fermi energy and r is the distance from the boundary.
At T = 0 and without the boundary, the integral in (35) can be done exactly15 and one finds that the spectral
density scales at the Fermi level as N(ω) ∝ ωαbulk , where the exponent in the bulk is given by
αbulk = (K
2
c +K
−2
c +K
2
s +K
−2
s )/4− 1. (36)
However, the boundary clearly influences this scaling behavior, and by inspection of Eq. (31) for a semi-infinite
system at T = 0, simple power counting reveals that there must be a crossover to a boundary dominated regime for
rω < vc, vs with a novel exponent
αbound = (K
−2
c +K
−2
s )/2− 1 . (37)
Interestingly, the boundary exponent αbound therefore always dominates for sufficiently small ω. It is also interesting to
note that the last two terms in equation (24) make a contribution which oscillates at twice the Fermi wave-vector and
7
drops off with the distance from the boundary proportional to ei2kF rr−(K
−2
c +K
−2
s )/2. This contribution is reminiscent
of a Friedel oscillation, although it can probably not be observed directly, since experimental measurements of the
density of states (in particular photoemission) effectively averages over several lattice sites. We therefore ignore those
“Friedel” terms in the following calculations and make the replacement〈{
Ψ†σ(r, 0),Ψσ(r, t)
}〉→ G(r, r,−t) +G(−r,−r,−t) +G(r, r, t) +G(−r,−r, t) , (38)
in Eq. (35). Using our exact results for G(x, y, t) in the previous section allows us to fully explore the physically
relevant piece of the local spectral density.
A. The zero temperature and infinite length limit
For T → 0 and a semi-infinite system, L→∞, it is readily derived from (31), (35) and (38) that
N(ω, T = 0, r) =
2
απ2
v−acc v
−as
s
∫ ∞
0
dt cos γ(t)
[
cosωt− 1
] ( t
α
)−as−ac ∣∣∣∣∣1−
(
vct
2r
)2∣∣∣∣∣
−bc/2 ∣∣∣∣∣1−
(
vst
2r
)2∣∣∣∣∣
−bs/2
(39)
where
γ(t) =


pi
2 (as + ac) 0 < t <
2r
vc
pi
2 (as + ac + bc)
2r
vc
< t < 2rvs
pi
2 (as + ac + bs + bc)
2r
vs
< t <∞
(40)
and
aν =
K2ν +K
−2
ν
4
, bν =
K−2ν −K2ν
4
. (41)
To cure the original divergences in (39) we have subtracted an infinite constant by renormalizing the static spectral
density to zero for any given r, i.e. N(ω = 0, T = 0, r) = 0.
Let us study the two limiting cases r → α (boundary regime, with α the short-distance cutoff) and r → ∞ (bulk
regime). Both limits are easily obtained from Eq. (39) by using the integral (3.823 in28)∫ ∞
0
dx(cosx− 1)x−k = π
Γ(k)
1
2 cos pi2k
1 < k < 3. (42)
with Γ(k) the Gamma function. This gives
N(ω) =


ααbulkv−acc v
−as
s
piΓ(1+αbulk)
ωαbulk r →∞
ααboundv−ac−bcc v
−as−bs
s
piΓ(1+αbound)
ωαbound r → α
(43)
where αbulk = as + ac − 1 and αbound = as + ac + bs + bc − 1. In the bulk limit r →∞ this result is in full agreement
with previous calculations15,16, but in the boundary limit r → α we observe completely different exponents. By
substituting ωt by x in the integral in Eq. (39) we see that apart from a prefactor measuring the distance to the
boundary, the spectral density depends only on the scaling variable rω. This implies that the condition for boundary
behavior is rωvc ≪ 1, i.e. regardless of the value of r there will always be a region in ω around the Fermi-energy where
the spectral density is determined by the boundary exponent αbound. Actually, the scaling behavior of the spectral
density splits into three distinct regions in ω where different exponents govern the leading scaling.
As an example, let us choose parameters adapted to a description of the large-U Hubbard chain away from half-
filling (cf. Sec. II and Ref. 3). In this case the SU(2)-invariance forces Ks = 1, and it is known from Bethe ansatz
calculations that K2c → 1/2 when U → ∞21,22. Therefore, the spin channel is not affected by the boundary (since
bs = 0), and the local spectral density N(ω, r) in Eq. (39) splits into two asymptotic sectors only: The boundary
regime for ω ≪ vcr and the bulk regime for ω ≫ vcr . From these numbers, the well known result N(ω) ∝ |ω|1/8 follows
immediately for the bulk regime, as can be seen from Eq. (43). In the presence of the boundary, however, we cross over
to the boundary exponent αbound = 1/2 for ω < vc/r. The results in Fig. (1) clearly show the crossover from boundary
behavior for rω/vc < 1 with exponent αbound = 1/2 to bulk behavior for rω/vc > 1 with exponent αbulk = 1/8 (the
corresponding power-laws are superimposed). In the figure, the distance from the boundary, r, is held constant, thus
setting the scale. The observed oscillations in Fig. (1) are an intriguing secondary effect, which vanish asymptotically
as sin(2ωr/vc)(ωr)
bc/2−1. It is important to emphasize that they are not due to the “Friedel” terms in equation (24)
which have been neglected. Instead, they originate from the integrable singularity of the integrand in Eq. (39) at
t = 2rvc , which is only present in the boundary case.
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B. The finite temperature and infinite length limit
We now consider the effect of finite temperatures on a semi-infinite system with a boundary. In general, by turning
on temperature one induces a different behavior for small ω: Both in bulk and boundary regimes (defined as above)
the spectral density crosses over to ω2 scaling when ω < 2π/β. This is due to thermal fluctuations which produce
exponential damping of the density correlations for unequal times. The formal expression for N(ω, β, r) for this case,
with β = 1/kBT and kB = 1 is given by
N(ω, β, r) =
2
απ2
v−acc v
−as
s
∫ ∞
0
dt cos γ(t)

cosωt
(
sinh piβ t
pi
βα
)−as−ac ∣∣∣∣∣
sinh pivcβ (2r + vct) sinh
pi
vcβ
(2r − vct)
sinh2 2pirvcβ
∣∣∣∣∣
−bc/2
×
∣∣∣∣∣
sinh pivsβ (2r + vst) sinh
pi
vsβ
(2r − vst)
sinh2 2pirvsβ
∣∣∣∣∣
−bs/2
−
(
t
α
)−as−ac ∣∣∣∣∣1−
(
vct
2r
)2∣∣∣∣∣
−bc/2 ∣∣∣∣∣1−
(
vst
2r
)2∣∣∣∣∣
−bs/2

 , (44)
where γ(t) is given in Eq. (40). We have subtracted the same infinite constant as in Eq. (39), thereby, as before,
renormalizing the zero-temperature static spectral density to zero for any given r, i.e. N(ω = 0, T = 0, r) = 0.
Substituting ωt by x in the integration of Eq. (44) as above reveals that N(ω, β, r) can be expressed as a function
of two scaling variables rω and ωβ (up to the same r−dependent prefactor as for zero temperature). By inspection
we recover the T = 0 result when ωβ2pi ≫ 1, but for small ω a new behavior sets in. Independently of whether we are
in the boundary or bulk region, N(ω, β, r)−N(0, β, r) will be proportional to ω2 for small ωβ
N(ω, β, r) −N(0, β, r) ∝
∫ ∞
0
dt(cosωt− 1)
(
sinh
π
β
t
)−k
= −2β
π
∫ ∞
0
dx (sinhx)
−k
sin2
ωβ
2π
x
ωβ small−→ −ω2 1
2
(
β
π
)3 ∫ ∞
0
dx (sinhx)
−k
x2 (45)
where the last integral converges if 0 < k < 3 (in our case k = αn + 1 where αn is the boundary or bulk exponent).
In conclusion, the spectral properties are unaffected for energies well above the temperature ω ≫ 2piβ , as expected.
However, the spectral density will exhibit a ω2 behavior for ω < 2piβ before the cross-over to the T = 0 behavior occurs,
as can be seen in Fig. (2) where we again have considered the large-U Hubbard model away from half-filling. This is
in complete agreement with the recent work by Nakamura and Suzumura19 where the analogous effect was reported
for an infinite “bulk” system. Effectively, Fig. (2) contains all information about both the bulk and the boundary
case, since we are free to adjust the distance from the boundary r to any value and this only changes the scale on
which we measure the energies and temperatures. Therefore, we observe a cross-over from the quadratic behavior
directly to bulk behavior if ωβ2pi > 1, while an intermediate boundary region can be observed for
ωβ
2pi
<∼ 1. As we can
see in Fig. (2), the spectral density can look very flat around the Fermi-level in either case, and the sharp cusp which
has been predicted for T=0 may not at all be visible in experiments.
It is interesting to note that the boundary exponent also shows up in the temperature dependence of the static
spectral density N(ω = 0, β, r). This is expected since the static density samples all times, with the asymptotic
large-time behavior governed by the boundary exponent. As can be obtained from (44),
N(ω = 0, β, r) =
2
π2
(πα)as+ac−1v−acc v
−as
s
×
{
β−αbound (2pirvc )
bc(2pirvs )
bsC(αbound + 1)
2pir
vsβ
≪ 1
β−αbulkC(αbulk + 1)
2pir
vcβ
≫ 1 (46)
where
C(k) = cos
π
2
k
∫ ∞
0
dx
(
sinh−k x− x−k
)
(47)
which is convergent for 1 < k < 3. With parameters again chosen to describe the large-U Hubbard chain (away from
half-filling), the boundary dominated regime opens up for 0 < 2pirvcβ
<∼ 1, as depicted in Fig. (3).
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C. The zero temperature and finite length limit
We now turn to a confined system with open boundaries at both ends. At this point we want to emphasize that
there is a distinction between effects that arise from a non-trivial boundary condition (as discussed in Sec. IVA) and
effects from a finite system size (which may or may not have trivial boundary conditions).
A confined system with open boundary conditions is technically more difficult to analyze, since the function Fν(z)
in Eq. (28) is periodic in z with twice the system size 2L. Because of the non-integer exponents in Eq. (29), we need
to carefully keep track of the overall phase as we integrate around the various branch-cuts. However, we can simplify
things by explicitly using the short distance cutoff z → z − iα, which allows us to make a Taylor expansion of the
factors in Eq. (29),
(
i sin
πz
2L
)γ
=
(
ei
piz
2L
2
)γ ∞∑
n=0
cn(γ)e
−inpizL (48)
with
cn(γ) = (−1)n Γ(γ + 1)
Γ(n+ 1)Γ(γ − n+ 1) =
Γ(n− γ)
Γ(−γ)Γ(n+ 1) . (49)
An immediate consequence of the periodicity is that ω gets discretized, which is consistent with the appearance of
discrete energy levels for a finite system. The integral over the exponentials in the expansion (48) will give delta-
functions at those special values of ω and we can try to extract an effective behavior in the prefactors, i.e. the
coefficients cn. For a single channel case we can verify by inspection that the asymptotic behavior of the prefactor in
Eq. (49) gives the expected power-law for large n, i.e. the semi-infinite length result can be recovered.
However, for two channels and arbitrary values of ω we need to make a more careful analysis. By using the
multiplication formula
∞∑
k=0
akx
k ·
∞∑
k=0
bkx
k =
∞∑
k=0
ckx
k cn =
n∑
k=0
akbn−k (50)
we derive from (29), (35), (38), and (48)
N(ω, r) =
1
απ
(πα
L
)as+ac (
2 sin
πr
L
)bs+bc ∞∑
n=0
∞∑
m=0
fn(ac, bc, r)fm(as, bs, r)
×
[
δ
(
ω − πvc(ac + bc)
2L
− πvs(as + bs)
2L
− nπvc
L
−mπvs
L
)
(51)
+δ
(
ω +
πvc(ac + bc)
2L
+
πvs(as + bs)
2L
+ n
πvc
L
+m
πvs
L
)]
,
where
fn(k1, k2, r) =
n∑
p=0
cn−p(−k1)
p∑
q=0
cq(−k2/2)cp−q(−k2/2) cos
[
(p− 2q)2πr
L
]
. (52)
To understand the role of the delta-functions in (51) it is convenient to represent the argument of the delta function
in a two-dimensional parameter space, coordinatized by the pair of summation indices (n,m) in (51), as shown in
Fig. (4). The line connecting (ω, 0) and (0, ω) indicates where the argument of the delta-function vanishes, and hence
selects the terms to be included in the double sum in (51). The points are the allowed values of ω and the ratio vs/vc
determines the relative distances between the points in the x- and y-directions. This ratio plays a crucial role, because
when vs/vc is a rational number we have a resonance situation and the spectra will consist of peaks with constant
spacing. On the other hand, for vs/vc irrational, N(ω, r) is still discrete for small ω but approaches a continuous
function for large ω, since the number of points close to the line increases with increasing ω. Moreover, if the spin-wave
velocity vs is significantly smaller than vc the spectrum may appear continuous, but the discrete charge peaks may
still be resolvable. (As vs → 0 the charge excitations are described by yet another exponent34.)
When the (experimental) energy resolution ∆ω is larger than the spacing between the peaks, it is appropriate to
convert the infinite sums in Eq. (51) into integrations over continuous variables. The resulting double integrals can
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actually be done exactly in the extreme boundary case as well as in the extreme bulk case, and the semi-infinite length
results are recovered in both scenarios. Even for the intermediate case it appears that the coefficients (49) under the
double sum closely reproduce the power-laws of the semi-infinite case if some smearing is taking into account. This
is in strong contrast to the exponents that describe the momentum distribution, which are known to be strongly
influenced by finite size effects as well as boundary effects18.
In conclusion, the main difference between a semi-infinite and a finite system is therefore the appearance of a
discretized spectrum, with possible beatings of charge and spin excitations. This effect can only be observed in very
small (mesoscopic) systems or with a very high experimental resolution, since the smeared spectral weight appears to
follow the same frequency dependence. The effect of the boundary remains dominant for small frequencies in either
case.
D. The finite temperature and finite length limit
The most general case is to consider both finite temperature and a confined system (finite length). The periodicity
of the Green’s function (25) is unchanged, but we expect that the coefficients in front of the delta-functions will acquire
temperature dependent corrections similar to the ones discussed in Sec. IVB. We can make a similar Taylor-expansion
as in the previous section by using Eq. (50) to expand the temperature dependent factor in Eq. (28) to the power of γ
∞∏
k=1

1 +
(
sin piz2L
sinh k pivνβ2L
)2
γ
=
∞∏
k=1
∞∑
n=0
dn(γ, z)e
−knβ pivνL (53)
where
dn(γ, z) = (−1)n
n∑
p=0
cn−p(−2γ)
p∑
q=0
cq(γ)cp−q(γ)e
i(p−2q) pizL , (54)
and the coefficients cn are defined in Eq. (49). This can be written as
∞∏
k=1

1 +
(
sin piz2L
sinh k pivνβ2L
)2
γ
= 1 +
∞∑
m=1
m∑
n=0
gn,m(γ)
(
ein
piz
L + e−in
piz
L
)
e−mβ
pivν
L (55)
where gn,m(γ) is a highly nontrivial but well-behaved function composed of the coefficients cn(γ). The zero mode
term H also makes a non-trivial contribution which will be discussed elsewhere30.
The integration over the exponentials in Eq. (55) gives us again delta functions. However, there is no shift or
smearing of the peaks in the spectra due to temperature, only the height of the existing peaks are modified, i.e. the
points where the delta-functions contribute are at the same values of ω as indicated in Fig. (4). In the extreme
boundary case we can derive an explicit (but complicated) expression for the spectral density and we observe that the
temperature has a negligible effect for large ω as expected. We conjecture quadratic behavior of the coefficients for
small ω, which is supported by preliminary numerical evidence, i.e. we observe a similar effect to the one discussed in
section IVB. Thus, we are left with the analogous conclusion from the previous section that finite size effects always
result in a discrete level spacing of delta-functions, but do not alter the (smeared) dependence on frequency. We
therefore recover the same cross-over from ω2-behavior to boundary or bulk behavior as discussed in Sec. IVB.
V. DISCUSSION
In conclusion, we have derived an exact closed-form expression for the single-electron Green’s function of a spinful
Luttinger liquid at finite temperature and confined to a finite interval by open boundaries. By analyzing the cor-
responding spectral density we have obtained detailed information about the interplay between boundary, finite-size
and temperature effects in an interacting electron system. Most importantly, we find that the scaling of the zero-
temperature spectral density with frequency ω close to the Fermi level is always governed by a coupling-dependent
boundary exponent significantly larger than the bulk exponent. In other words, the asymptotic low-energy behavior
of a Luttinger liquid with an open boundary belongs to a different universality class than that of the bulk theory.
Thermal fluctuations at finite temperature T > 0 destroy this behavior and open up a new regime for ω less than the
temperature where the spectral density exhibits quadratic scaling in ω. Not surprisingly, the same effect is present in
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a bulk system for this frequency range19, implying that the boundary plays no decisive role in the process. In the case
of a finite interval confined by two open boundaries, our results reveal a discretized spectrum with delta-functions
at the allowed energy levels. It is interesting to observe the dependence of spacing of the energy levels on the ratio
vc/vs between the effective velocities vc and vs of the charge- and spin excitations, respectively: For vc/vs a rational
number, the spectrum consists of well-separated peaks which, for sufficiently large ω, coalesce to a quasi-continuum
if vc/vs is shifted to an irrational number. Although this effect can not be observed experimentally, it nonetheless
suggests a resonance phenomenon with the collective charge and spin excitations showing interference effects at special
values of the electron-electron coupling. However, despite the appearance of a discrete spectrum we find that finite
size does not influence the ω dependence of the integrated (i.e. smeared) spectral density significantly, so that the
same boundary and finite temperature effects as for a semi-infinite can be observed.
Let us close by briefly discussing the possible relevance of our results to experiments, in particular the photoemission
studies on the Bechgaard salts7 referred to in the introduction. These materials are composed of molecular chains
which become conducting above some characteristic temperature Tc, and are expected to show Luttinger liquid
behavior provided the temperature is high enough to mask the weak inter-chain coupling. However, as mentioned in
the introduction, high-precision photoemission experiments indicate a scaling of spectral weight with frequency that is
inconsistent with standard theory of a bulk Luttinger liquid: The effective exponent α for scaling of the photoemission
intensity is roughly 1.25 (Ref. 7) as also seen in independent NMR experiments on the same materials14, whereas the
largest realistic value obtainable from a bulk Luttinger liquid description is α = 0.125, corresponding to the large-U
Hubbard chain3. Attempts to include long-range Coulomb repulsion, which can be shown to increase α21, fails due
to the instability against an insulating phase at α = 9/1635, so other explanations must be invoked. As the typical
escape depth of photoelectrons in the UV range is only 5 - 10 A˚, the experiments are extremely surface sensitive,
suggesting that 1D boundary effects may play a role for the observed scaling behavior.
Consider first the case where one probes electrons that escape from a crystal face perpendicular to the 1D molecular
chains. The photoemission intensity I(ω, β) is then proportional to the local spectral density N(ω, β, r), integrated
over the escape depth of the photoelectrons, and weighted by the Fermi-Dirac distribution fFD(βω)
I(ω, β) ∝
∫
dr fFD(βω)N(ω, β, r) . (56)
In a boundary dominated region, I(ω) is seen to be dramatically reduced compared to the a bulk regime, considering
our results in Eq. (43). With a typical escape depth of a few lattice spacings, the condition for boundary behavior
rω/vc < 1 may apply over an energy range of several hundred meV (since vc > aEF , with a the lattice spacing and
with EF ≈ 0.5− 1 eV, depending on the particular material36).
In the recent photoemission experiments on (TMTSF)2PF6 (Ref. 7), the chains are always in the plane of the
cleaved surface37, and it is less clear to what extent 1D boundary effects contribute. However, in the likely case that
the cleaving of the surface introduces defects in neighboring chains, effectively breaking these into smaller segments,
we may model the breaks by open boundaries and apply our results. Unfortunately, the actual defect concentration
remains unknown, and it is therefore difficult to make a quantitative prediction from our results. This is an important
issue that in principle should be possible to resolve via STM techniques. To explore the size of the boundary effects
experimentally, it would also be of great interest to do photoemission experiments on cleaved surfaces that are
perpendicular to the chains that could then be compared to the results from cleaved surfaces parallel to the chains.
As discussed in18, the finite-energy resolution of the photon lines effectively introduces an averaging over the “true”
spectrum
I(ω)obs ≡ 1√
2π∆
∫
e−(ω−x)
2/2∆2I(x) dx (57)
which completely wipes out the power-law singularities in either the bulk- or boundary case. This “smearing” results
in a similar effect as the thermal fluctuations, which also wipe out the sharp cusp from the power-laws as shown
in Fig. (2), but have to be taken into account separately. With an experimental resolution of ∆ = 20meV and
at a temperature T = 50K (experimental values according to7), and assuming boundary dominated behavior for
N(ω, β, r), the observed intensity in the vicinity of the Fermi level indeed appears to be depleted with an exponent
of one or larger as shown in Fig. (5). (This should be compared to the large-U Hubbard exponent αbulk = 1/8
of the bulk spectral function without temperature or averaging effects). In experiments the condition for boundary
behavior ω < vc/r will be satisfied over an energy range ω ∼ EF /r around the Fermi-level, where r is the distance
from the boundary in units of the lattice spacing. This means that if the broken chains close to the cleaved surface
have an average impurity density of a few percent, boundary effects could be observed over a region of up to 100meV
around the Fermi energy. Experiments indeed suggest a scaling I(ω)obs ∝ ωαobs with αobs > 1, extending, however,
over a larger energy range. Thus, some additional mechanism (inter-chain coupling or electron-phonon coupling38)
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most likely have to be invoked to fully explain the data. Yet, a complete modeling of photoelectron spectroscopy on
quasi-1D organic metals must certainly incorporate the boundary and temperature effects predicted in the present
paper.
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APPENDIX A: CALCULATION OF THE CHIRAL GREEN’S FUNCTION
Here we extend the calculations of Ref. 30 to the case of spinful Fermions with open boundaries. To calculate the
chiral fermionic Green’s function, we find it useful to treat the contributions from the zero modes and the dynamic
bosonic modes separately. Hence we write φν,L in Eq. (20) as a sum of the zero modes and the harmonic oscillator
terms
φν,L =
1
2
(
φν,0 + φ˜ν,0
)
+ Qˆν
x+ vνt
2L
+ Sν,L, (A1)
where the bosonic operators are contained in the sum
Sν,L =
∞∑
n=1
1√
nπ
[
e−i
npi(x+vνt)
L aνn + h.c.
]
. (A2)
We now insert this mode expansion into the bosonization formula (12) for ψL, and use the definition of G(x, y, t) ≡〈
ψ†L,σ(x, t)ψL,σ(y, 0)
〉
to find
G(x, y, t) ∝ H(x, y, t)
∏
ν=c,s
exp
[
− iπ
4L
(vνt+ x− y)
]
× exp
[π
2
(Kν +K
−1
ν )
2Bν,L(x, t; y, 0)
]
exp
[π
2
(Kν −K−1ν )2Bν,L(−x, t;−y, 0)
]
× exp
[π
4
(K−2ν −K2ν )
(
2Bν,L(x, t;−y, 0) + 2Bν,L(−x, t; y, 0) (A3)
−Bν,L(x, t;−x, t)−Bν,L(−x, t;x, t)−Bν,L(y, 0;−y, 0)−Bν,L(−y, 0; y, 0)
)]
.
Here we used the identity eAeB =: eA+B : e
〈
AB+A
2+B2
2
〉
for the bosonic operators Sν,L and we have defined the
bosonic Green’s function
Bν,L(x, t;x
′, t′) =
〈
Sν,L(x, t)Sν,L(x
′, t′)− 1
2
[Sν,L(x, t)Sν,L(x, t) + Sν,L(x
′, t′)Sν,L(x
′, t′)]
〉
. (A4)
The contribution from the zero modes is
H(x, y, t) =
〈 ∏
ν=c,s
exp iuν
√
2
π
KνQˆν
〉
(A5)
where uν = − pi2L
(
vνK
−2
ν t+ x− y
)
. This factor cannot be written as a product of spin and charge expectation values
separately, because the quantum numbers n and m in Eq. (22) are connected by the condition that both are even
or both are odd. However, since we know the quantization condition (22) and the energy spectrum (19) for the zero
modes, we can directly sum over all eigenvalues m,n. The factor H can then be expressed in terms of the elliptic
theta functions (see sections 8.18-8.19 in28)
H(x, y, t) =
ϑ2(uc + τckFL|τc)ϑ3(us|τs) + ϑ3(uc + τckFL|τc)ϑ2(us|τs)
ϑ2(τckFL|τc)ϑ3(0|τs) + ϑ3(τckFL|τc)ϑ2(0|τs) e
i2uc
kF L
pi , (A6)
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where τν = i
vνβ
K2νL
.
To calculate the bosonic Green’s function Bν,L, we insert the expression (A2) for Sν,L(x, t) into Eq. (A4), which
gives
Bν,L =
∞∑
n=1
1
4πn
[(
e−2piin
vνt+x−(vνt
′+x′)
2L − 1
)
(1 +mνn) +
(
e2piin
vνt+x−(vνt
′+x′)
2L − 1
)
mνn
]
, (A7)
where mνn are the Bose-Einstein distributions
mνn =
〈
aνn
†aνn
〉
=
1
eβ
nvνpi
L − 1 . (A8)
We define a = e−2pii
vνt+x−(vνt
′+x′)
2L and b = eβ
vνpi
L , which allows us to write
1
1− (b−1)n =
∞∑
k=0
(b−n)k =
∞∑
k=0
(b−k)n. (A9)
The bosonic Green’s function can then be written as
Bν,L =
∞∑
n=1
1
4πn
[
(an − 1)
∞∑
k=0
(
b−k
)n
+
(
a−n − 1) b−n ∞∑
k=0
(
b−k
)n]
=
∞∑
k=0
∞∑
n=1
1
4πn
[ (
ab−k
)n − (b−k)n + (a−1b−1−k)n − (b−1−k)n ] (A10)
=
∞∑
n=1
1
4πn
(an − 1) +
∞∑
k=1
∞∑
n=1
1
4πn
[ (
ab−k
)n − (b−k)n + (a−1b−k)n − (b−k)n ] .
We now can use the formula
∞∑
k=1
zk
k
= − ln(1− z), |z| < 1 (A11)
and we need to use the high momentum cut-off α in the first two terms of Eq. (A10)
∞∑
n=1
1
n
(an − 1) −→
∞∑
n=1
1
n
(an − 1) cn, c = e−α piL , α→ 0. (A12)
This yields
Bν,L = − 1
4π
ln
[
1− ac
1− c
∞∏
k=1
(1− ab−k)(1− a−1b−k)
(1 − b−k)(1 − b−k)
]
= − 1
4π
ln

 (ac)1/2−iαpi
2L
(
(ac)−1/2 − (ac)1/2
2i
) ∞∏
k=1

1 +
(
a−1/2−a1/2
2i
)2
(
bk/2−b−k/2
2
)2



 . (A13)
Inserting a and b defined above gives us
Bν,L(x, t;x
′, t′) =
i
4
(
vνt+ x− vνt′ − x′
2L
)
− 1
4π
ln
[
Fν(vνt+ x− vνt′ − x′)
]
(A14)
where
Fν(z) = i
2L
απ
sin
πz
2L
∞∏
k=1

1 +
(
sin piz2L
sinh k pivνβ2L
)2 = ϑ1( piz2L |i vνβ2L )
ϑ1(−ipiα2L |i vνβ2L )
. (A15)
The first term in (A14) cancels with the phase in the zero mode part of (A3), resulting in Eq. (25).
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FIG. 1. The spectral density as a function of rω in arbitrary units (from Ref. 18). The corresponding power-laws for
αbulk = 1/8 and αbound = 1/2 are also shown. The distance from the boundary r is held constant and just fixes the scale.
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FIG. 2. The spectral density as a function of rω in arbitrary units for different temperatures r/β. For ω ≪ 1/β we have
parabolic behavior which crosses over to the T = 0 behavior for ω ≫ 1/β.
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FIG. 3. The spectral density at ω = 0 as a function of 2pir
vcβ
in arbitrary units. The corresponding power-laws for αbulk = 1/8
and αbound = 1/2 are also shown. The distance r to the boundary is held fixed and sets the scales.
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FIG. 4. Illustration of the allowed values of ω (points) and the zeros of the argument of the delta-functions (line) in Eq. (51).
The coordinates n and m are the summation indices. The line moves outward as ω increases and a delta-function appears in
the spectral density at values of ω where the line crosses a point with coefficients as given in Eq. (51).
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FIG. 5. The predicted intensity Iobs in arbitrary units as a function of ω for boundary and bulk cases (i.e. for power-laws with
αbound = 1/2 and αbulk = 1/8, respectively). The corresponding three-dimensional case (α = 0) is also shown. Temperature
(T = 50K) and finite resolution (∆ = 20meV ) effects have been taken into account.
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