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Summary. In this lecture note, we study free bounary problems for the Navier-
Stokes equations with and without surface tension. The local wellposedness, the
global wellposedness, and asymptotics of solutions as time goes to infinity are stud-
ied in the Lp in time and Lq in space framework. The tool in proving the local
well-posedness is the maximal Lp-Lq regularity for the Stokes equations with non-
homogeneous free boundary conditions. The approach here of proving the maximal
Lp-Lq regularity is based on the R bounded solution operators of the generalized
resolvent problem for the Stokes equations with non-homogeneous free boundary
conditions and the Weis operator valued Fourier multiplier.
The key issue of proving the global well-posedness for the strong solutions is
the decay properties of Stokes semigroup, which are derived by spectral analysis
of the Stokes operator in the bulk space and the Laplace-Beltrami operator on the
boundary. In this lecture note, we study the following two cases: (1) a bounded
domain with surface tension and (2) an exterior domain without surface tension. In
particular, in studying the exterior domain case, it is essential to choose different
exponents p and q. Because, in the unbounded domain case, we can obtain only
polynomial decay in suitable Lq norms in space, and so to guarantee the integrability
of Lp norm of solutions in time, it is necessary to have freedom to choose an exponent
with respect to time variable.
1 Introduction
1.1 Free boundary problem for the Navier-Stokes equations
In this chapter, we study free boundary problem for the Navier-Stokes equa-
tions and R bounded solution operators and Lp-Lq maximal regularity theo-
⋆ Partially supported by JSPS Grant-in-aid for Scientific Research (A) 17H01097
and Top Global University Project.
Adjunct faculty member in the Department of Mechanical Engineering and Ma-
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rem for the Stokes equations with free boundary conditions. Typical problems
are (P1) the motion of an isolated liquid mass and (P2) the motion of a viscous
incompressible fluid contained in an ocean of infinite extent.
The mathematical problem is to find a time dependent domain Ωt, t being
time variable, in the N -dimensional Euclidean space RN , the velocity vector
field, v(x, t) = ⊤(v1(x, t), . . . , vN (x, t)), where ⊤M denotes the transposedM ,
and the pressure field p = p(x, t) satisfying the Navier-Stokes equations in Ωt:
∂tv + (v · ∇)v −Div (µD(v) − pI) = 0 in
⋃
0<t<T
Ωt × {t},
div v = 0 in
⋃
0<t<T
Ωt × {t},
(µD(v) − pI)nt = σH(Γt)nt on
⋃
0<t<T
Γt × {t},
Vn = v · nt on
⋃
0<t<T
Γt × {t},
v|t=0 = v0 in Ω0, Ωt|t=0 = Ω0,
(1)
where Γt is the boundary of Ωt and nt is the unit outer normal to Γt. As
for the remaining notation in (1), ∂t = ∂/∂t, v0 =
⊤(v01, . . . , v0N ) is a given
initial velocity field, D(v) = ∇v+⊤∇v the doubled deformation tensor with
(i, j)th component Dij(v) = ∂ivj + ∂jvi, ∂i = ∂/∂xi, I the N × N identity
matrix, H(Γt) the N−1 times mean curvature of Γt given by H(Γt)nt = ∆Γtx
(x ∈ Γt), where ∆Γt is the Laplace-Beltrami operator on Γt, Vn the velocity of
the evolution of free surface Γt in the direction of nt, and µ and σ are positive
constants representing the viscous coefficient and the coefficient of the surface
tension, respectively. Moreover, for any matrix fieldK with (i, j)th component
Kij , the quantity DivK is an N -vector with i
th component
∑N
j=1 ∂jKij , and
for any vector of functions w = ⊤(w1, . . . , wN ), we set divw =
∑N
j=1 ∂jwj
and (w · ∇)w is an N -vector with ith component ∑Nj=1 wj∂jwi. The domain
Ω0 = Ω is given, Γ denotes the boundary of Ω, and n the unit outer normal to
Γ . For simplicity, we assume that the mass density equals one in this chapter.
Since Ωt is unknown, we transform Ωt to some fixed domain Ω, and the
system of linearized equations of the nonlinear equations on Ω has the follow-
ing forms: 
∂tu−Div (µD(u)− pI) = f in ΩT ,
divu = g = div g in ΩT ,
∂tη+ < a | ∇′Γ η > −n · u = d on Γ T ,
(µD(u)− pI)n− σ((∆Γ + b)η)n = h on Γ T ,
(u, η)|t=0 = (u0, η0) in Ω × Γ.
(2)
Here, η is a unknown scalar function obtained by linearization of kinetic equa-
tion Vn = v · nt, Γ is the boundary of Ω, ∇′Γ η denotes the tangential deriva-
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tive of η on Γ , a and b are given funtions defined on Γ , and f , g, g, d, h,
u0 and η0 are prescribed functions. Moreover, we set Ω
T = Ω × (0, T ) and
Γ T = Γ × (0, T ).
The main topics for Eq. (2) is to prove the maximal Lp-Lq regularity and
the decay properties of solutions. To prove these properties, we consider the
corresponding resolvent problem:
λu−Div (µD(u) − pI) = f in Ω,
divu = g = div g in Ω,
λη+ < a | ∇′Γ η > −n · u = d on Γ ,
(µD(u) − pI)n− σ((∆Γ + b)η)n = h on Γ .
(3)
The main issue of Eq. (3) is to prove the existence of R bounded solution
operators, which, combined with the Weis operator valued Fourier multiplier
theorem [81], yields the maximal Lp-Lq regularity for Eq. (1). Moreover, using
some spectral analysis of solutions to Eq. (3), we derive decay properties of
solutions to Eq. (2).
This chapter is organized as follows. In the rest of Sect. 1 we derive the
boundary condition in Eq. (1) in view of the conservation of mass and mo-
mentum. Moreover, we derive the consevation of angular momentum. To end
Sect. 1, we give a short history of mathematical studies of Eq. (1), and further
notation used throughout this chapter. In Sect. 2, we give the definition of
uniformly Ck domains (k ≥ 2), the weak Dirichlet problem, and the Laplace-
Beltrami operators. The weak Dirichlet problem is used to define the reduced
Stokes equations obtained by eliminating the pressure term and the Laplace-
Beltrami operator plays an essential role to describe the surface tension. In
Sect. 3, we explain some transformation of Ωt to a fixed domain and derive
the system of nonlinear equations on this fixed domain. In Sect. 4, we state
the maximal Lp-Lq regularity theorems for the linearized equations (2) and
also the existence theorem of R-bounded solution operator for the resolvent
problem (3). Moreover, using the R bounded solution operator and the Weis
operator valued Fourier multiplier theorem, we prove the maximal Lp-Lq reg-
ularity theorem. In Sect. 5, we prove the existence of R-bounded solution
operators by dividing the studies into the following subsections: Subsec. 5.1
is devoted to a model problem in RN , Subsec. 5.2 perturbed problem in RN ,
Subsec. 5.3 a model problem in RN+ , and Subsec. 5.4 a problem in a bent half
space. And then, in the rest of subsections, putting together the results ob-
tained in previous subsections and using the partition of unity, we prove the
existence of R-bounded solution operators and also we prove the uniqueness
of solutions. Since the pressure term is non-local, it does not fit the usual
localization argument using in the parameter elliptic problem, and so accord-
ing to an idea due to Grubb-Solonnikov [23], we consider the reduced Stokes
equation which is defined in Subsec 4.3. In Sect. 6, we prove the local well-
posedness of Eq. (1). Where, we use the Hanzawa transform to transform Eq.
(1) to nonlinear equations on a fixed domain. Thus, one of main difficulties is
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to treat the nonlinear term of the form < u | ∇′Γ ρ > on the boundary which
arises from the kinetic equation Vn = v ·nt. If we assume that the initial data
of both u and ρ are small, then this term is harmless. But, if we want to avoid
the smallness condition on the initial velocity field u0 = u|t=0, we approxi-
mate initial data u0 by a family of functions {uκ} such that ‖uκ−u0‖Lq ∼ κa
and ‖uκ‖H2q ∼ κ−b as κ → 0 with some positive constants a and b. In Sect.
7, we prove the global well-posedness of Eq. (1) under the assumption that
the initial domain Ωt|t=0 = Ω is closed to a ball and initial data are small.
We use the Hanzawa transform whose center is the barycenter of Ωt which is
crucial and the result is, roughly speaking, that the barycenter converges to
some point ξ∞ and the shape of domain becomes a ball with the center at ξ∞
when time goes infinity. In the final section, Sect. 8, we consider Eq. (1) in the
case where σ = 0, that is the surface tension is not taken into account, and
we prove the global well-posedness of Eq. (1) in the case where Ω = Ωt|t=0
is an exterior domain in RN (N ≥ 3). Since we consider the without surface
tension case, we can not represent the free surface by using some representing
function like Hanzawa transform, because we can not obtain enough regular-
ity of such functions. Thus, we use the local Lagrange transform to transform
Γt to Γt|t=0 = Γ , which is identity on the outside of some large ball.
1.2 Derivation of boundary conditions.
We drive the boundary conditions which guarantee the conservation of mass
and the conservation of momentum. For a while, the mass density ρ is assumed
to be a function of (x, t). Let φt : Ω → RN be a smooth injective map with
suitable regularity for each time t ≥ 0 such that φt(y)|t=0 = y, and let
Ωt = {x = φt(y) | y ∈ Ω}.
Let ρ and v satisfy the Navier-Stokes equations:
∂tρ+ div (ρv) = 0 in
⋃
0<t<T
Ωt × {t}, (4)
ρ(∂tv + v · ∇v) −DivS(v, p) = 0 in
⋃
0<t<T
Ωt × {t}. (5)
We say that Eq. (4) is the equation of mass and Eq. (5) the equation of
momentum. Let
S(v, p) = µD(v) + (ν − µ)div vI− pI, (6)
which denotes the stress tensor, where µ and ν are positive constants describ-
ing the first and second viscosity coefficients, respectively. If we assume that ρ
is a positive constant, then by (4) div v = 0, which, combined with (6), leads
to S(v, p) = µD(v) − pI. This is the situation of Eq. (1).
Let
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S(v, p) =
S1(v, p)...
SN (v, p)
 .
Where Si(v, p) are N row vectors of functions whose j-th component is
µDij(v) + (ν − µ)div vδij − pδij , δij being the Kronecker delta symbols, that
is, δii = 1 and δij = 0 (i 6= j). Then, Eq. (5) is written componentwise as
ρ(∂tvi +
N∑
j=1
vj∂jvi)− divSi(v, p)
= ρ(∂tvi +
N∑
j=1
vj∂jvi)− µ∆vi − ν∂idiv v + ∂ip = 0 (i = 1, . . . , N),
where ∆vi =
N∑
j=1
∂2vi
∂x2j
.
To drive boundary conditions that preserve the conservation of mass and
the conservation of momentum, we use the following theorem.
Theorem 1.1 (Reynolds transport theorem) Let y = φ−1t (x) be the in-
verse map of x = φt(y). Let J = J(y, t) be the Jacobian of the transformation:
x = φt(y) and w(x, t) = (∂tφt)(φ
−1
t (x)). Then,
∂
∂t
J(y, t) = (div xw(x, t))J(y, t).
Remark 1. Reynolds transport theorem will be proved in (86) of Subsec. 2.8
below.
Let f = f(x, t) be a function defined on Ωt, and then
d
dt
∫
Ωt
f(x, t) dx =
∫
Ωt
∂tf(x, t) + div (f(x, t)w(x, t)) dx. (7)
In fact, by Reynolds transport theorem,
d
dt
∫
Ωt
f(x, t) dx =
d
dt
∫
Ω
f(φt(y), t)J(y, t) dy
=
∫
Ω
{(∂tf + (∇f) · ∂tφt)J + f∂tJ} dy =
∫
Ωt
(∂tf + div (fw)) dx.
We first consider the conservation of mass:
d
dt
∫
Ωt
ρ dx = 0. (8)
By (7) and the equation of mass, Eq. (4),
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d
dt
∫
Ωt
ρ dx =
∫
Ωt
∂tρ+ div (ρw) dx =
∫
Ωt
div (ρ(w − v)) dx
=
∫
Γt
ρ(w − v) · nt dω,
where dω is the area element on Γt. Thus, in order that the mass conservation
(8) holds, it is sufficient to assume that
ρ(w − v) · nt = 0. (9)
Since ρ is the mass density, we may assume that ρ > 0, and so, we have
w · nt = v · nt on Γt. (10)
Let VΓt = w · nt, which represents the velocity of the evolution of the free
surface Γt in the nt direction, and then (10) is written as
VΓt = v · nt on Γt (11)
for t ∈ (0, T ). This is called a kinematic condition, or non-slip condition.
Let us assume that Γt is represented by F (x, t) = 0 for x ∈ Γt locally. Since
Γt = {x = φt(y) | y ∈ Γ} for t ∈ (0, T ), we have F (φt(y), t) = 0 for y ∈ Γ .
Differentiation of this formula with respect to t yields that
∂tF + (∂tφt) · ∇xF = ∂tF +w · ∇F = 0.
Since nt = ∇xF/|∇xF |, it follows from (10) that w · ∇xF = v · ∇xF on Γt,
and so
∂tF + v · ∇F = 0 on
⋃
0<t<T
Γt × {t}. (12)
This expresses the fact that the free surface Γt consists for all t > 0 of the
same fluid particles, which do not leave it and are not incident on it from
inside Ωt.
Secondly, we consider the conservation of momentum:
d
dt
∫
Ωt
ρvi dx = 0 (i = 1, . . . , N). (13)
As ∂tρ+ div (ρv) = 0 (cf. (4)), Eq. (5) is rewritten as
∂t(ρvi) + div (ρviv) − divSi(v, p) = 0.
And then, by (7)
d
dt
∫
Ωt
ρvi dx =
∫
Ωt
∂t(ρvi) + div (ρviw) dx
=
∫
Ωt
div (ρvi(w − v)) + divSi(v, p) dx
=
∫
Γt
ρvi(w − v) · nt dω +
∫
Γt
Si(v, p) · nt dω.
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Thus, by (9),
d
dt
∫
Ωt
ρvi dx =
∫
Γt
Si(v, p) · nt dω.
To obtain (13), it suffices to assume that∫
Γt
Si(v, p) · nt dω = 0. (i = 1, . . . , N).
Let H(Γt) and ∆Γt be the N − 1 times mean curvature of Γt and the
Laplace-Beltrami operator on Γt. We know that
H(Γt)nt = ∆Γtx (x ∈ Γt). (14)
In this lecture note, our boundary conditions are
S(v, p)nt = σH(Γt)nt, VΓt = v · nt on Γt (15)
for t ∈ (0, T ). Where, S(v, p)nt = ⊤(S1(v, p) · nt, . . . ,SN (v, p) · nt), and by
(15) Si(v, p) · nt = σ∆Γtxi for i = 1, . . . , N . In particular,∫
Γt
Si(v, p) · nt dω =
∫
Γt
∆Γtxi dω = 0.
Thus, the conservation of momentum (13) holds.
We will show two more identities. By (4), (5), and (15), we have
d
dt
∫
Ωt
ρ(xivj − xjvi) dx = 0, (16)
d
dt
∫
Ωt
ρxi dx =
∫
Ωt
ρvi dx. (17)
The formula (16) is called the conservation of angular momentum. In fact, by
(7)
d
dt
∫
Ωt
ρ(xivj − xjvi) dx
=
∫
Ωt
{∂t(ρ(xivj − xjvi)) + div (ρ(xivj − xjvi)w)} dx
=
∫
Ωt
{(∂tρ)(xivj − xjvi) + xiρ∂tvj − xjρ∂tvi + div (ρ(xivj − xjvi)w)} dx
=
∫
Ωt
{−(div (ρv))(xivj − xjvi)− ρ(xiv · ∇vj − xjv · ∇vi)
+ xidivSj(v, p)− xjdivSi(v, p) + div (ρ(xivj − xjvi)w)} dx
=
∫
Ωt
[div {ρ(xivj − xjvi)(w − v)} + div (xiSj(v, p))− div (xjSi(v, p))
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+
N∑
k=1
(δikSjk(v, p)− δjkSik(v, p)] dx,
where Sjk(v, p) = Djk(v) + ((ν − µ)div v − p)δjk. By (10), we have∫
Ωt
div {ρ(xivj − xjvi)(w − v)} dx =
∫
Γt
ρ(xivj − xjvi)(w − v) · nt dω = 0.
By (14) and (15), we have∫
Ωt
div (xiSj(v, p)) − div (xjSi(v, p)) dx
=
∫
Γt
{xiSj(v, p) · nt − xjSi(v, p) · nt} dω
= σ
∫
Γt
{xi∆Γtxj − xj∆Γtxi} dω
= −σ
∫
Γt
∇Γtxi · ∇Γtxj −∇Γtxj · ∇Γtxi} dω = 0.
Since Sij(v, p) = Sji(v, p), we have∫
Ωt
{
N∑
k=1
(δikSjk(v, p)− δjkSik(v, p)) dx = 0.
Thus, we have (16).
Analogously, by (7), (4), and (10), we have
d
dt
∫
Ωt
ρxi dx =
∫
Ωt
{∂t(ρxi) + div (ρxiw)} dx
=
∫
Ωt
{(∂tρ)xi + div (ρxiw)} dx =
∫
Ωt
{−(div (ρv))xi + div (ρxiw)} dx
=
∫
Ωt
{div (xiρ(w − v)) + ρvi} dx =
∫
Γt
ρxi(w − v) · nt dω +
∫
Ωt
ρvi dx
=
∫
Ωt
ρvi dx.
Thus, we have (17).
Finally, assuming that ρ = 1 and adding the initial conditions:
v|t=0 = v0 in Ω, Ωt|t=0 = Ω, (18)
we have the set of equations in Eq. (1).
R-boundedness, Maximal Regularity and Free Boundary Problem 9
1.3 Short history
The problems (P1) and (P2) have been studied by many mathematicians. In
case of (P1), the initial domain,Ω, is bounded. In the case that σ > 0, the local
in time unique existence theorem was proved by Solonnikov [65, 68, 69, 70,
71, 72], and Padula and Solonnikov [37] in the L2 Sobolev-Slobodetskii space,
by Schweizer [44] in the semigroup setting, by Moglilevski˘ı and Solonnikov
[31, 32, 71] in the Ho¨lder spaces. In the case that σ = 0, the local in time unique
existence theorem was proved by Solonnikov [67] and Mucha and Zaja¸czkowski
[33] in the Lp Sobolev-Slobodetskii space, and by Shibata and Shimizu [57, 58]
in the Lp in time and Lq in space setting.
The global in time unique existence theorem was proved, in the case that
σ = 0, by Solonnikov [67] in the Lp Sobolev-Slobodetskii space, and by Shibata
and Shimizu [57, 58] in the Lp in time and Lq in space under the assumption
that the initial velocities are small and orthogonal to the rigid space, {u |
D(u) = 0}, and, in the case that σ > 0, was proved by Solonnikov [66] in the
L2 Sobolev-Slobodetskii space, by Padula and Solonnikov [36] in the Ho¨lder
spaces, and by Shibata [51] in the Lp in time and Lq in space setting under
the assumptions that the initial domain, Ω, is sufficiently close to a ball and
the initial velocities are small and orthogonal to the rigid space.
In case of (P2), the initial domain, Ω, is a perturbed layer given by Ω =
{x ∈ RN | −b < xN < η(x′), x′ = (x1, . . . , xN ) ∈ RN−1}. The local in time
unique existence theorem was proved by Beale [7, 8], Allain [3] and Tani [77]
in the L2 Sobolev-Slobodetskii space when σ > 0 and by Abels [1] in the Lp
Sobolev-Slobodetskii space when σ = 0. The global in time unique existence
theorem for small initial velocities was proved in the L2 Sobolev-Slobodetskii
space by Beale [7, 8] and Tani and Tanaka [78] in the case that σ > 0 and by
Saito [41] in the Lp in time and Lq in space setting in the case that σ = 0. The
decay rate was studied by Beale and Nishida [9] (cf. also [26] for the detailed
proof), Lynn and Sylvester [29], Hataya [25] and Hataya-Kawashima [27] in
the L2 framework with polynomial decay, and by Saito [41] with exponential
decay.
Recently, the local well-posedness in general unbounded domains was
proved by Shibata [48] and [61] under the assumption that the initial domain
is uniformly C3 and the weak Dirichlet problem is uniquely solvable in the
initial domain. To transform Eq.(1) to the problem in the reference domain,
in [48] the Lagrange transform was used and in [61] the Hanzawa transform
was used. In this lecture note, the latter method will be explained. Moreover,
in the case that Ωt = {x ∈ RN | xN < η(x′, t) x′ = (x1, . . . , xN−1) ∈ RN−1},
which is corresponding to the ocean problem without bottom physically, the
global in time unique existence theorem for Eq. (1) was proved by Saito and
Shibata [42, 43], and in the case that Ω is an exterior domain in RN (N ≥ 3),
the local and global in time unique existence theorems were proved by Shibata
[50, 52, 53]. In such unbounded domains case, we can only show that the Lq
space norm of solutions of the Stokes equations with free boundary conditions
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decay polynomially, and so we have to choose different exponents p and q
to guarantee the Lp integrability on time interval (0,∞). This is one of the
reasons why the maximal Lp-Lq regularity theory with freedom of choice of p
and q is necessary in the study of the free boundary problems. In Sect. 8 be-
low, it is explained how to prove the global in time unique existence theorem
by combining the decay properties of the lower order terms and the maximal
Lp-Lq regularity of the highest order terms. Finally, the author is honored
to refer the readers to the lecture note written by Solonnikov, who is a pio-
neer of the study of free boundary problems of the Navier- Stokes equations,
and Denisova [73], where it is given an overview of studies achieved by Solon-
nikov and his followers about the free boundary problems of the Navier-Stokes
equations in a bounded domain and related topics,
We remark that the two phase fluid flows separated by sharp interface
problem has been studied by Abels [2], Denisova and Solonnikov [15, 17, 18,
19], Giga and Takahashi [22, 75], Nouri and Poupaud [35], Pruess, Simonett
et al. [28, 38, 39, 40, 64], Shibata and Shimizu [56], Shimizu [62, 63], Tanaka
[76] and references therein.
1.4 Further Notation
This section is ended by explaining further notation used in this lecture note.
We denote the sets of all complex numbers, real numbers, integers, and natural
numbers by C, R, Z, and N, respectively. Let N0 = N ∪ {0}. For any multi-
index α = (α1, . . . , αN ) ∈ NN0 we set ∂αx h = ∂α11 · · · ∂αNN h with ∂i = ∂/∂xi.
For any scalor function f , we write
∇f = (∂1f, . . . , ∂Nf), ∇¯f = (f, ∂1f, . . . , ∂Nf),
∇nf = (∂αx f | |α| = n), ∇¯nf = (∂αx f | |α| ≤ n) (n ≥ 2),
where ∂0xf = f . For any m-vector of function f =
⊤(f1, . . . , fm), we write
∇f = (∇f1, . . . ,∇fm), ∇¯f = (∇¯f1, . . . , ∇¯fm),
∇nf = (∇nf1, . . . ,∇nfm), ∇¯nf = (∇¯nf1, . . . , ∇¯nfm).
For any N -vector of functions, u = ⊤(u1, . . . , uN), sometime ∇u is regarded
as an N ×N matrix of functions whose (i, j)th component is ∂iuj , that is
∇u =

∂1u1 ∂2u1 · · · ∂Nu1
∂1u2 ∂2u2 · · · ∂Nu2
...
...
. . .
...
∂1uN ∂2uN · · · ∂NuN
 .
For anym-vector V = (v1, . . . , vm) and n-vectorW = (w1, . . . , wn), V ⊗W de-
notes an (m,n) matrix whose (i, j)th component is ViWj . For any (mn,N) ma-
trix A = (Aij,k | i = 1, . . . ,m, j = 1, . . . , n, k = 1, . . . , N), AV ⊗W denotes an
N column vector whose ith component is the quantity:
∑m
j=1
∑n
j=1 Ajk,ivjwk.
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For any N vector a, ai denotes the i
th component of a and for an N ×N
matrix A, Aij denotes the (i, j)
th component of A, and moreover, the N ×N
matrix whose (i, j)th component is Kij is written as (Kij). Let δij be the
Kronecker delta symbol, that is δii = 1 and δij = 0 for i 6= j. In particular,
I = (δij) is the N×N identity matrix. Let a·b =< a,b >=
∑N
j=1 ajbj for any
N -vectors a and b. For any N -vector a, let Π0a = aτ := a− < a,n > n. For
any two N×N matrices A and B, we write A : B = trAB :=∑Ni,j=1AijBji.
Given 1 < q <∞, let q′ = q/(q − 1). For L > 0, let BL = {x ∈ RN | |x| < L}
and SL = {x ∈ RN | |x| = L}. Moreover, for L < M , we set DL,M = {x ∈
RN | L < |x| < M}.
For any domain G in RN , let Lq(G), H
m
q (G), and B
s
q,p(G) be the standard
Lebesgue, Sobolev, and Besov spaces on G, and let ‖ · ‖Lq(G), ‖ · ‖Hmq (G), and
‖ · ‖Bsq,p(G) denote their respective norms. We write Lq(G) as H0q (G), and
Bsq,q(G) as simply W
s
q (G). For a Banach space X with norm ‖ · ‖X and for
1 ≤ p ≤ ∞, Lp((a, b), X) and Hmp ((a, b), X) denote the standard Lebesgue
and Sobolev spaces of X-valued functions defined on an interval (a, b), and
‖ · ‖Lp((a,b),X), ‖ · ‖Hmp ((a,b),X) denote their respective norms. For θ ∈ (0, 1),
Hθp (R, X) denotes the standard X-valued Bessel potential space defined by
Hθp (R, X) = {f ∈ Lp(R, X) | ‖f‖Hθp(R,X) <∞},
‖f‖Hθp(R,X) =
(∫
R
‖F−1[(1 + τ2)θ/2F [f ](τ)](t)‖pX dt
)1/p
,
where F and F−1 denote the Fourier transform and the inverse Fourier trans-
form, respectively. Let Xd = {(f1, . . . , fd) | fi ∈ X (i = 1, . . . , d)}, and write
the norm of Xd as simply ‖ · ‖X , which is defined by ‖f‖X =
∑d
j=1 ‖fj‖X for
f = (f1, . . . , fd) ∈ Xd.
For two Banach spaces X and Y , X + Y = {x + y | x ∈ X, y ∈ Y },
L(X,Y ) denotes the set of all bounded linear operators from X into Y and
L(X,X) is written simply as L(X). For a domain U in C, Hol (U,L(X,Y ))
denotes the set of all L(X,Y )-valued holomorphic functions defined on U .
Let RL(X,Y )({T (λ) | λ ∈ U}) be the R norm of the operator family T (λ) ∈
Hol (U,L(X,Y )). Let
Σǫ0 = {λ ∈ C \ {0} | | argλ| ≤ π − ǫ0}, Σǫ0,λ0 = {λ ∈ Σǫ0 | |λ| ≥ λ0},
C+,λ0 = {λ ∈ C | Reλ ≥ max(0, λ0)}.
Let C∞0 (G) be the set of all C
∞ functions whose supports are compact and
contained in G. Let (u,v)G =
∫
G u · v dx and (u,v)∂G =
∫
∂G u · v ds, where
ds denotes the surface element on ∂G and ∂G is the boundary of G. For
T > 0, G × (0, T ) = {(x, t) | x ∈ G, t ∈ (0, T )} is written simply by GT . Let
RN+ = {x = (x1, . . . , xN ) | xN > 0} and RN0 = {x = (x1, . . . , xN ) | xN = 0}.
The letter C denotes a generic constant and Ca,b,c,··· denotes that the constant
Ca,b,c,··· depends on a, b, c, · · · . The value of C and Ca,b,c,··· may change from
line to line.
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2 Preliminaries
In this section, we study a uniform Ck domain, a uniorm Ck domain whose
inside has a finite covering, the weak Dirichlet problem, Besov spaces on the
boundary, and the Laplace- Beltrami operator on the boundary.
2.1 Definitions of domains
We first introduce the definition of a uniform Ck (k = 2 or 3) domain.
Definition 2.1 Let k ∈ N. We say that Ω is a uniform Ck domain, if there
exist positive constants a1, a2, and A such that the following assertion holds:
For any x0 = (x01, . . . , x0N ) ∈ Γ there exist a coordinate number j and a Ck
function h(x′) defined on B′a1(x
′
0) such that ‖h‖Hk
∞
(B′a1 (x
′
0))
≤ A and
Ω ∩Ba2(x0) = {x ∈ RN | xj > h(x′) (x′ ∈ Ba1(x′0))} ∩Ba2(x0),
Γ ∩Ba2(x0) = {x ∈ RN | xj = h(x′) (x′ ∈ B′a1(x′0))} ∩Ba2(x0).
Here, we have set
y′ = (y1, . . . , yj−1, yj+1, . . . , yN ) (y ∈ {x, x0}),
B′a1(x
′
0) = {x′ ∈ RN−1 | |x′ − x′0| < a1},
Ba2(x0) = {x ∈ RN | |x− x0| < a2}.
The uniform Ck domains are characterized as follows.
Proposition 2.2 Let k = 2 or k = 3. Let Ω be a uniform Ck domain in RN .
Then, for any M1 ∈ (0, 1), there exist constants M2 > 0 and 0 < r0 < 1, at
most countably many N -vector of functions Φj ∈ Ck(RN )N and points x0j ∈ Ω
and x1j ∈ Γ such that the following assertions hold:
(i) The maps: RN ∋ x 7→ Φj(x) ∈ RN are bijections satisfying the following
conditions: ∇Φj = Aj + Bj, ∇(Φj)−1 = Aj,− +Bj,−, where Aj and Aj,−
are N × N constant orthogonal matrices, and Bj and Bj,− are N × N
matrices of Ck−1(RN ) functions defined on RN satisfying the conditions:
‖(Bj, Bj,−)‖L∞(RN ) ≤ M1, and ‖∇(Bj , Bj,−)‖L∞(RN ) ≤ CA, where CA is
a constant depending on constants A, α1 and α2 appearing in Definition
2.1. Moreover, if k = 3, then ‖∇2(Bj , Bj−)‖L∞(RN ) ≤M2.
(ii) Ω =
(⋃∞
j=1 Br0(x
0
j)
)
∪
(⋃∞
j=1(Φj(R
N
+ ) ∩ Br0(x1j ))
)
, Br0(x
0
j ) ⊂ Ω,
Φj(R
N
0 ) ∩Br0(x1j ) = Γ ∩Br0(x1j ).
(iii) There exist C∞ functions ζij and ζ˜
i
j (i = 0, 1, j ∈ N) such that
0 ≤ ζij , ζ˜ij ≤ 1, supp ζij ⊂ supp ζ˜ij ⊂ Br0(xij), ζ˜ij = 1 on supp ζij ,
1∑
i=0
∞∑
j=1
ζij = 1 on Ω,
∞∑
j=1
ζ1j = 1 on Γ , ‖∇ζij‖Hk−1∞ (RN ), ‖∇ζ˜ij‖Hk−1∞ (RN ) ≤M2.
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(iv) Below, for the notational simplicity, we set Bij = Br0(x
i
j). For each j, let
ℓijk (k = 1, . . . ,m
i
j) be numbers for which B
i
j ∩Biℓijk 6= ∅ and B
i
j ∩Bim = ∅
for m 6∈ {ℓijk | k = 1, . . . ,mij}. Then, there exists an L ≥ 2 independent
of M1 such that m
i
j ≤ L.
Proof. Proposition 2.2 was essentially proved by Enomoto-Shibata [20, Ap-
pendix] instead of ‖∇(Bij , Bij,−)‖L∞(RN ) ≤ CA. There, it was proved that
‖∇(Bij , Bij,−)‖L∞(RN ) ≤ CM2,
that is the estimate of ∇(Bij , Bij,−) depends on M1. Since the proof of Propo-
sition 2.2 is almost the same as in [20, Appendix], we shall give an idea how
to improve this point below. Let x0 = (x
′
0, x0N ) ∈ Γ and we assume that
Ω ∩Bβ(x0) = {x ∈ RN | xN > h(x′) (x′ ∈ B′α(x′0))} ∩Bβ(x0),
Γ ∩Bβ(x0) = {x ∈ RN | xN = h(x′) (x′ ∈ B′α(x′0))} ∩Bβ(x0).
We only consider the case where k = 3. In fact, by the same argument,
we can improve the estimate in the case where k = 2. We assume that
h ∈ C3(B′α(x′0)), ‖h‖H3∞(B′α(x′0)) ≤ K, and x0N = h(x′0). Below, C denotes
a generic constant depending on K, α and β but independent of ǫ. Let ρ(y)
be a function in C∞0 (R
N ) such that ρ(y) = 1 for |y′| ≤ 1/2 and |yN | ≤ 1/2
and ρ(y) = 0 for |y′| ≥ 1 or |yN | ≥ 1. Let ρǫ(y) = ρ(y/ǫ). We consider a C∞
diffeomorphism:
xj = Φ
ǫ
j(y) = x0j +
N∑
k=1
tj,kyk +
N∑
k,ℓ=1
sj,kℓykyℓρǫ(y).
Where, tj,k and sj,kℓ are some constants satisfying the conditions (21), (19),
and (20), below. Let
Gǫ(y) = Φ
ǫ
N (y)− h(Φǫ1(y), . . . , ΦǫN−1(y)).
Notice that Gǫ(0) = x0N − h(x′0) = 0. We choose tj,k and sℓ,mnin such a way
that
∂Gǫ
∂yN
(0) = tN,N −
N−1∑
k=1
∂h
∂xk
(x′0)tk,N 6= 0,
∂Gǫ
∂yj
(0) = tN,j −
N−1∑
k=1
∂h
∂xk
(x′0)tk,j = 0;
(19)
∂2Gǫ
∂yℓ∂ym
(0) = sN,ℓm + sN,mℓ −
N−1∑
k=1
∂h
∂xk
(x′0)(sk,ℓm + sk,mℓ)
−
N−1∑
j,k=1
∂2Gǫ
∂xj∂xk
(x′0)tj,ℓtk,m = 0.
(20)
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Moreover, setting
T =

t1,1 t2,1 · · · tN,1
t1,2 t2,2 · · · tN,2
...
...
. . .
...
t1,N t2,N · · · tN,N

we assume that T is an orthogonal matrix, that is
N∑
ℓ=1
tℓ,mtℓ,n = δmn =
{
1 for m = n,
0 for m 6= n. (21)
We write
∂h
∂xj
(x′0) simply by hj and set
Hj =
√√√√1 + N−1∑
ℓ=j
h2ℓ =
√
1 + h2j + h
2
j+1 + · · ·+ h2N−1.
Let
tN,N−j =
hN−j
HN−jHN+1−j
, tN−k,N−j = − hN−khN−j
HN−jHN+1−j
for k = 1, . . . , j − 1, and
tN−j,N−j =
HN+1−j
HN−1
, tk,N−j = 0,
for k = 1, . . . , N − j − 1 and j = 1, . . . , N − 1, and
ti,N = − hi
H1
, tN,N =
1
H1
for i = 1, . . . , N − 1. Then, we see that such tj,k satisfy (19) and (21). In
particular,
∂Gǫ
∂yN
(0) =
1
H1
. (22)
Moreover, assuming the symmetry: sℓ,jk = sℓ,kj , we have
sN,jk =
1
2H2
N−1∑
m,n=1
∂2h
∂xm∂xn
(x′0)tm,jtn,k,
si,jk = − hi
2H21
N−1∑
m,n=1
∂2h
∂xm∂xn
(x′0)tm,jtn,k.
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By successive approximation, we see that there exists a constant ǫ0 > 0 such
that for any ǫ ∈ (0, ǫ0) there exists a function ψǫ ∈ C3(B′ǫ(0)) satisfies the
following conditions:
ψǫ(0) = ∂iψǫ(0) = ∂i∂jψǫ(0) = 0,
‖ψǫ‖L∞(B′ǫ(0)) ≤ Cǫ2, ‖∂iψǫ‖L∞(B′ǫ(0)) ≤ Cǫ,
‖∂i∂jψǫ‖L∞(B′ǫ(0)) ≤ C, ‖∂i∂j∂kψǫ‖L∞(B′ǫ(0)) ≤ Cǫ−1,
Gǫ(y
′, ψǫ(y′)) = 0 for y′ ∈ B′ǫ(0), (23)
where i, j and k run from 1 through N − 1. Notice that
xN − hǫ(x′) = Gǫ(y)
= Gǫ(y
′, ψǫ(y′))
+
∫ 1
0
(∂NGǫ)(y
′, ψǫ(y′) + θ(yN − ψǫ(y′))) dθ(yN − ψǫ(y′))
= ((∂NGǫ)(0) + G˜ǫ(y))(yN − ψǫ(y′)),
(24)
where we have used Gǫ(y
′, ψǫ(y′)) = 0 and
G˜ǫ(y) =
∫ 1
0
∫ 1
0
{
N−1∑
ℓ=1
(∂ℓ∂NGǫ)(τy
′, τ(ψǫ(y′) + θ(yN − ψǫ(y′)))yℓ
+ ∂2NGǫ(τy
′, τ(ψǫ(y′) + θ(yN − ψǫ(y′)))(ψǫ(y′) + θ(yN − ψǫ(y′)))} dθdτ.
Since (∂NGǫ)(0) = 1/H1, choosing ǫ0 > 0 so small that |G˜ǫ(y)| ≤ 1/(2H1) for
|y| ≤ ǫ0, we see that xN − h(x′) ≥ 0 and yN − ψǫ(y′) ≥ 0 are equivalent.
Let ω be a function in C∞0 (R
N−1) such that ω(y′) = 1 for |y′| ≤ 1/2 and
ω(y′) = 0 for |y′| ≥ 1 and set ωǫ(y′) = ψǫ(y′)ω(y′/ǫ). Then, by (23) we have
‖ωǫ‖L∞(RN−1) ≤ Cǫ2, ‖∂iωǫ‖L∞(RN−1) ≤ Cǫ,
‖∂i∂jωǫ‖L∞(RN−1) ≤ C, ‖∂i∂j∂kωǫ‖L∞(RN−1) ≤ Cǫ−1.
(25)
where i, j, and k run from 1 throughN−1. Setting Ψ ǫ(z) = Φǫ(z′, zN+ωǫ(z′)),
that is yN = zN + ωǫ(z
′), and yj = zj for j = 1, . . . , N − 1, we see that there
exists an ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0), the map: z → x = Ψ ǫ(z) is a
diffeomorphism of C3 class from RN onto RN . Since
∂xm
∂zk
= tm,k + bm,k,
∂xm
∂zN
= tm,N + bn,N
where we have set
bm,k =
∑
i,j=1
∂
∂zk
(sm,ijyiyjρǫ(y))
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+ {tm,N +
N∑
i,j=1
∂
∂zk
(sm,ijyiyjρǫ(y))}∂ωǫ
∂zk
(z′),
bn,N =
∑
i,j=1
∂
∂zN
(sm,ijyiyjρǫ(y)),
let A and B be the N ×N matrices whose (m,n)th components are tm,n and
bm,n, respectively. Then, by (25), A is an orthogonal matrix and B satisfies
the estimates:
‖B‖L∞(RN ) ≤ Cǫ, ‖∇B‖L∞(RN ) ≤ C, ‖∇2B‖L∞(RN ) ≤ Cǫ−1.
Moreover, by (24) we have
xN − h(x′) = (1/H1 + G˜ǫ(z′, zN + ωǫ(z′)))(zN + (ω(z′/ǫ)− 1)ψǫ(z′)),
which shows that when |z′| ≤ ǫ/2, xN ≥ h(x′) and zN ≥ 0 are equivalent. We
can construct the sequences of C∞0 (R
N ) functions, {ζij}, {ζ˜ij}, by standard
manner (cf. Enomoto-Shibata [20, Appendix]). This completes the proof of
Proposition 2.2. ⊓⊔
To show the a priori estimates for the Stokes equations with free boundary
condition in a general domain, we need some restriction of the domains. In
this lecture note, we adopt the following conditions.
Definition 2.3 Let k = 2 or 3 and let Ω be a domain in RN . We say that Ω is
a uniformly Ck domain whose inside has a finite covering if Ω is a uniformly
Ck domain in the sense of Definition 2.1 and the following assertion hold:
(v) Let ζij be the partition of unity given in Proposition 2.2 (iii) and set ψ
0 =∑∞
j=1 ζ
0
j . Let O = supp∇ψ0 ∪
(⋃∞
j=1 supp∇ζ1j
)
. Then, there exists a finite
number of subdomains Oj (j = 1, . . . , ι) such that O ⊂
⋃ι
j=1Oj and each Oj
satisfies one of the following conditions:
(a) There exists an R > 0 such that Oj ⊂ ΩR, where ΩR = {x ∈ Ω | |x| < R},
(b) There exist a translation τ , a rotation A, a domain D ⊂ RN−1, a coordi-
nate function a(x′) defined for x′ ∈ D, and a positive constant b such that
0 ≤ a(x′) < b for x ∈ D,
A ◦ τ(Oj) ⊂ {x = (x′, xN ) | x′ ∈ D, a(x′) ≤ xN ≤ b} ⊂ A ◦ τ(Ω),
{x = (x′, xN ) ∈ RN | x′ ∈ D, xN = a(x′)} ⊂ A ◦ τ(Γ ).
Where, for any subset E of RN , A(E) = {Ax | x ∈ E} with some orthog-
onal matrix A and τ(E) = {x+ y | x ∈ E} with some y ∈ RN .
Example 2.4 Let Ω be a domain whose boundary Γ is a Ck hypersurface. If
Ω satisfies one of the following conditions, then Ω is a uniform Ck domain
whose inside has a finite covering.
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(1) Ω is bounded, or Ω is an exterior domain, that is, Ω = RN \O with some
bounded domain O.
(2) Ω = RN+ (half space), or Ω is a perturbed half space, that is, there exists
an R > 0 such that Ω ∩BR = RN+ ∩BR, where BR = {x ∈ RN | |x| > R}.
(3) Ω is a layer L or perturbed layer, that is, there exists an R > 0 such that
Ω ∩BR = L ∩BR. Here L = {x = (x′, xN ) ∈ RN | x′ = (x1, . . . , xN−1) ∈
RN−1, a < xN < b} for some constants a and b for which a < b.
(4) Ω is a tube, that is, there exists a bounded domain D in RN−1 such that
Ω = D × R.
(5) There exist an R > 0 and several orthogonal transforms, Ri (i =
1, . . . ,M), such that Γ ∩BR =
(⋃M
i=1RiRN0
)
∩BR.
(6) There exist an R > 0, half tubes, Ti (i = 1, . . . ,M), and orthogonal
transforms, Ri (i = 1, . . . ,M), such that Ω ∩ BR =
(⋃M
i=1RiTi
)
∩ BR,
where what Ti is a half tube means that Ti = Di×[0,∞) with some bounded
domain Di of R
N−1.
In the following, we write Br0(x
i
j), Φj(R
N
+ ), and Φj(R
N
0 ) simply by B
i
j, Ωj and
Γj , respectively. In view of Proposition 2.2 (ii), we have Ωj∩B1j = Ω∩B1j and
Γj ∩ B1j = Γ ∩ B1j . By the finite intersection property stated in Proposition
2.2 (iv), for any r ∈ [1,∞) there exists a constant Cr,L such that[ ∞∑
j=1
‖f‖rLr(Ω∩Bij)
] 1
r ≤ Cr,L‖f‖Lr(Ω) for any f ∈ Lr(Ω). (26)
Let n ∈ N0, f ∈ Hnq (Ω), and let ηij be functions in C∞0 (Bij) with ‖ηij‖Hn∞(RN ) ≤
c0 for some constant c0 independent of j ∈ N. Since Ω ∩ B1j = Ωj ∩ B1j , by
(26)
∞∑
j=1
‖η0j f‖qHnq (RN ) +
∞∑
j=1
‖η1j f‖qHnq (Ωj) ≤ Cq‖f‖
q
Hnq (Ω)
. (27)
2.2 Besov spaces on Γ
We now define Besov spaces on Γ . Before turning to it, we recall some basic
facts. Let f be a function defined on Γ such that supp f ⊂ Γ ∩B1j ∩B1k. Let
fj = f ◦Φ−1j , and then by Proposition 2.2 (iv), we see that for any s ∈ [−1, 3]
and j, k ∈ N,
‖fj‖W sq (RN0 ) ≤ Cs,q‖fk‖W sq (RN0 ). (28)
In fact, in the case that s = 0, 1, 2, 3, noting W sq = H
s
q , we see that the
inequality (28) follows from the direct calculations. When s = −1, it follows
from duality argument. Finally, in the case that s 6∈ Z, the inequality (28)
follows from real interpolation. LetW sq (Γj) and its norm ‖·‖W sq (Γj) be defined
by
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W sq (Γj) = {f | f ◦ Φj ∈W sq (RN0 )}, ‖f‖W sq (Γj) = ‖f ◦ Φ−1j ‖W sq (RN0 ).
In view of (28), if supp f ⊂ Γ ∩B1j ∩B1k, then
‖f‖W sq (Γj) ≤ Cs,q‖f‖W sq (Γk). (29)
For s ∈ [−1, 3], we now define W sq (Γ ) by
W sq (Γ ) = {f =
∞∑
j=1
fj | supp fj ⊂ Γ ∩B1j , fj ∈W sq (Γj),
‖f‖W sq (Γ ) =
{ ∞∑
j=1
‖fj‖qW sq (Γj)
}1/q
<∞}. (30)
Since each W sq (Γj) is a Banach space, so is W
s
q (Γ ). Given f ∈ W sq (Γ ), we
have
ζ˜jf ∈W sq (Γj),
∞∑
j=1
‖ζ˜jf‖qW sq (Γj) ≤ (c0Cs,q3
N)q‖f‖qW sq (Γ ). (31)
In fact, let f =
∑∞
j=1 fj ∈ W sq (Γ ), where fj satisfy (30). For each j, let
ℓ1jk (k = 1, . . . ,m
1
j) be the numbers given in Proposition 2.2 (iv) for which
B1j ∩B1ℓ1jk 6= ∅ and B
1
j ∩B1m = ∅ for m 6∈ {ℓ1jk | k = 1, . . . ,m1j}, and then
ζ˜jf =
∑
k=1,...,m1j
ζ˜jfℓ1jk
.
Since supp ζ˜jfℓ1j
k
⊂ Γ ∩B1
ℓ1jk
∩B1j , by (29)
‖ζ˜jf‖W sq (Γj) ≤
∑
k=1,2,...,m1j
‖ζ˜jfℓ1jk ‖W sq (Γj) ≤ Cs,q
∑
k=1,2,...,m1j
‖ζ˜jfℓ1jk ‖W sq (Γℓj
k
)
≤ c0Cs,q
∑
k=1,2,...,m1j
‖fℓ1jk ‖W sq (Γℓ1j
k
) <∞,
where c0 is the number appearing in Proposition 2.2. Thus, we have ζ˜jf ∈
W sq (Γj). Since m1j ≤ L with some constant L independent of M1 as follows
from Proposition 2.2, we have
∞∑
j=1
‖ζ˜jf‖qW sq (Γj) ≤
∞∑
j=1
(c0Cs,q)
q(m1j )
q−1 ∑
k=1,...,m1j
‖fℓ1jk ‖
q
W sq (Γℓ1j
k
)
≤ (c0Cs,qL)q
∞∑
n=1
‖fn‖qW sq (Γn),
which yields (31)
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2.3 The weak Dirichlet problem
Let Hˆ1q,0(Ω) be the homogeneous Sobolev space defined by letting
Hˆ1q,0(Ω) = {ϕ ∈ Lq,loc(Ω) | ∇ϕ ∈ Lq(Ω)N , ϕ|Γ = 0}. (32)
Let 1 < q <∞. The variational equation:
(∇u,∇ϕ)Ω = (f ,∇ϕ)Ω for all ϕ ∈ Hˆ1q′,0(Ω) (33)
is called the weak Dirichlet problem, where q′ = q/(q − 1).
Definition 2.5 We say that the weak Dirichlet problem (33) is uniquely solv-
able in Hˆ1q,0(Ω) if for any f ∈ Lq(Ω)N , problem (33) admits a unique solution
u ∈ Hˆ1q,0(Ω) possessing the estimate: ‖∇u‖Lq(Ω) ≤ C‖f‖Lq(Ω).
We define an operator K acting on f ∈ Lq(Ω)N by u = K(f).
Remark 2.6 (1) When q = 2, the weak Dirichlet problem is uniquely solv-
able for any domain Ω, which is easily proved by using the Hilbert space struc-
ture of the space Hˆ12,0(Ω). But, for any q 6= 2, speaking generally, we do not
know whether the weak Dirichlet problem is uniquely solvable.
(2) Given f ∈ Lq(Ω)N and g ∈ W 1−1/qq (Γ ), we consider the weak Dirichlet
problem:
(∇u,∇ϕ)Ω = (f ,∇ϕ)Ω for every ϕ ∈ Hˆ1q′,0(Ω), (34)
subject to u = g on Γ . Let G be an extension of g to Ω such that G = g on
Γ and ‖G‖H1q (Ω) ≤ C‖g‖W 1−1/qq (Γ ) for some constant C > 0. Let v ∈ Hˆ1q,0(Ω)
be a solution of the weak Dirichlet problem:
(∇v,∇ϕ)Ω = (f −∇G,∇ϕ)Ω for every ϕ ∈ Hˆ1q′,0(Ω).
Then, u = G+v ∈ H1q (Ω)+Hˆ1q,0(Ω) is a unique solution of Eq. (34) possessing
the estimate:
‖∇u‖Lq(Ω) ≤ C(‖g‖W 1−1/qq (Γ ) + ‖f‖Lq(Ω))
for some constant C > 0.
Example 2.7 When Ω is a bounded domain, an exterior domain, half space,
a perturbed half space, layer, a perturbed layer, and a tube, then the weak
Dirichlet problem is uniquely solvable for q ∈ (1,∞).
Theorem 2.8 Let 1 < q < ∞. Let Ω be a uniform C2 domain. Given
f ∈ Lq(Ω)N , let u ∈ Hˆ1q,0(Ω) be a unique solution of the weak Dirichlet
problem (33) possessing the estimate: ‖∇u‖Lq(Ω) ≤ C‖f‖Lq(Ω). If we assume
that div f ∈ Lq(Ω) in addition, then ∇2u ∈ Lq(Ω) and
‖∇2u‖Lq(Ω) ≤ CM2,q(‖div f‖Lq(Ω) + ‖f‖Lq(Ω)).
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Proof. This theorem will be proved in Subsec. 2.6, after some preparations
for weak Laplace problem in RN in Subsec.2.4 and weak Dirihle problem in
the half space in Subsec. 2.5 below. ⊓⊔
Remark 2.9 From Theorem 2.8, we know the existence of solutions of the
strong Dirichlet problem:
∆u = div f in Ω, u|Γ = 0. (35)
But, the uniqueness of solutions of Eq.(35) does not hold generally. For ex-
ample, let B1 = {x ∈ RN | |x| > 1} for N ≥ 2, and let f(x) be a function
defined by
f(x) =
{
log |x| when N = 2,
|x|−(N−2) − 1 when N ≥ 3.
Then, f(x) satisfies the homogeneous Dirichlet problem: ∆f = 0 in B1 and
f |∂B1 = 0, where ∂B1 = {x ∈ RN | |x| = 1}.
2.4 The weak Laplace problem in RN
In this subsection, we consider the following weak Laplace problem in RN :
(∇u,∇ϕ)RN = (f ,∇ϕ)RN for any ϕ ∈ Hˆ1q′(RN ). (36)
We shall prove the following theorem.
Theorem 2.10 Let 1 < q < ∞. Then, for any f ∈ Lq(RN )N , the weak
Laplace problem (36) admits a unique solution u ∈ Hˆ1q (RN ) possessing the
estimate: ‖∇u‖Lq(RN ) ≤ C‖f‖Lq(RN ).
Moreover, if we assume that div f ∈ Lq(RN ) in addition, then ∇2u ∈
Lq(R
N )N
2
and
‖∇2u‖Lq(RN ) ≤ C‖div f‖Lq(RN ).
Proof. To prove the theorem, we consider the strong Laplace equation:
∆u = div f in RN . (37)
Let
H1q,div(D) = {f ∈ Lq(D)N | div f ∈ Lq(D)},
where D is any domain in RN . Since C∞0 (R
N )N is dense both in Lq(R
N )N
and H1q,div(R
N ), we may assume that f ∈ C∞0 (RN )N . Let F [f ] = fˆ and F−1
denote the Fourier transfom f and the Fourier inverse transform, respectively.
We then set
u = −F−1
[F [div f ](ξ)
|ξ2|
]
= −F−1
[∑N
j=1 iξjF [fj](ξ)
|ξ|2
]
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for f = ⊤(f1, . . . , fN). By the Fourier multiplier theorem, we have
‖∇u‖Lq(RN ) ≤ C‖f‖Lq(RN ),
‖∇2u‖Lq(RN ) ≤ C‖div f‖Lq(RN ).
(38)
Of course, u satisfies Eq.(37).
We now prove that u satisfies the weak Laplace equation (37). For this
purpose, we use the following lemma.
Lemma 2.11 Let 1 < q <∞ and let
dq(x) =
{
(1 + |x|2)1/2 for N 6= q,
(1 + |x|2)1/2 log(2 + |x|2)1/2 for N = q.
Then, for any ϕ ∈ Hˆ1q (RN ), there exists a constant c for which∥∥∥ϕ− c
dq
∥∥∥
Lq(RN )
≤ C‖∇ϕ‖Lq(RN )
with some constant independent of ϕ and c.
Proof. For a proof, see Galdi [21, Chapter II]. ⊓⊔
To use Lemma 2.11, we use a cut-off function, ψR, of Sobolev’s type defined
as follows: Let ψ be a function in C∞(R) such that ψ(t) = 1 for |t| ≤ 1/2 and
ψ(t) = 0 for |t| ≥ 1, and set
ψR(x) = ψ
( ln ln |x|
ln lnR
)
.
Notice that
|∇ψR(x)| ≤ c
ln lnR
1
|x| ln |x| , supp∇ψR ⊂ DR, (39)
where we have set DR = {x ∈ RN | e
√
lnR ≤ |x| ≤ R}. Noting that f ∈
C∞0 (R
N )N , by (37) for large R > 0 and ϕ ∈ Hˆ1q′(RN ) we have
(f ,∇ϕ)RN = (f ,∇(ϕ − c))RN = −(div f , ϕ− c)RN
= −(ψRdiv f , ϕ− c)RN = −(ψR∆u,ϕ− c)RN
= ((∇ψR) · (∇u), ϕ− c)RN + (ψR∇u,∇ϕ)RN ,
(40)
where c is a constant for which∥∥∥ϕ− c
dq′
∥∥∥
Lq′ (R
N )
≤ C‖∇ϕ‖Lq′(RN ). (41)
By (39) and (41), we have
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|((∇ψR) · (∇u), ϕ− c)RN | ≤ ‖dq′(∇ψR) · (∇u)‖Lq(RN )
∥∥∥ϕ− c
dq′
∥∥∥
Lq′ (R
N )
≤ C
ln lnR
‖∇u‖Lq(DR)‖∇ϕ‖Lq′ (RN ) → 0
(42)
as R→∞. By (40) and (42) we see that u satisfies the weak Dirichlet problem
(36). The uniqueness follows from the existence theorem just proved for the
dual problem. Moreover, if div f ∈ Lq(RN ) in addition, then∇2u ∈ Lq(RN )N2 ,
and so by (38) we complete the proof of Theorem 2.10. ⊓⊔
2.5 The weak Dirichlet problem in the half space case
In this subsection, we consider the following weak Dirichlet problem in RN+ :
(∇u,∇ϕ)RN+ = (f ,∇ϕ)RN+ for any ϕ ∈ Hˆ
1
q′,0(R
N
+ ). (43)
We shall prove the following theorem.
Theorem 2.12 Let 1 < q < ∞. Then, for any f ∈ Lq(RN+ )N , the weak
Dirichlet problem (43) admits a unique solution u ∈ Hˆ1q,0(RN+ ) possessing the
estimate: ‖∇u‖Lq(RN+ ) ≤ C‖f‖Lq(RN+ ).
Moreover, if we assume that div f ∈ Lq(RN+ ) in addition, then ∇2u ∈
Lq(R
N
+ )
N2 and
‖∇2u‖Lq(RN+ ) ≤ C‖div f‖Lq(RN+ ).
Proof. We may assume that f = ⊤(f1, . . . , fN) ∈ C∞0 (RN+ )N in the follow-
ing, because C∞0 (R
N
+ ) is dense both in Lq(R
N
+ )
N and H1q,div(R
N
+ ). We first
consider the strong Dirichlet problem:
∆u = div f in RN+ , u|xN=0 = 0. (44)
For any function, f(x), defined in RN+ , let f
e and fo be the even extension
and the odd extension of f defined by letting
fe(x) =
{
f(x′, xN ) xN > 0,
f(x′,−xN) xN < 0,
fo(x) =
{
f(x′, xN ) xN > 0,
−f(x′,−xN) xN < 0,
(45)
where x′ = (x1, . . . , xN−1) ∈ RN−1 and x = (x′, xN ) ∈ RN .
Noting that (div f)o =
∑N−1
j=1 ∂j(fj)
o + ∂N (fN )
e, we define u by letting
u = −F−1
[F [(div f)o](ξ)
|ξ|2
]
= −F−1
[∑N−1
j−1 iξjF [(fj)o](ξ) + iξNF [(fN )e](ξ)
|ξ|2
]
.
We then have
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‖∇u‖Lq(RN ) ≤ C‖f‖Lq(RN+ ), ‖∇2u‖Lq(RN ) ≤ C‖div f‖Lq(RN+ ), (46)
and moreover u satisfies Eq.(44).
We next prove that u satisfies the weak Dirichlet problem Eq.(43). For
this purpose, instead of lemma 2.11, we use the Hardy type inequality:(∫ ∞
0
(∫ x
0
f(y) dy
)p
x−r−1 dy
)1/p
≤ (p/r)
(∫ ∞
0
(yf(y))py−r−1 dy
)1/p
, (47)
where f ≥ 0, p ≥ 1 and r > 0 (cf. Stein [74, A.4 p.272]). Of course, using
zero extension of f suitably, we can replace the interval (0,∞) by (a, b) for any
0 ≤ a < b < ∞ in (47). Let DR,2R = {x ∈ RN | R ≤ |x| ≤ 2R}. Using (47),
we see that for any ϕ ∈ Hˆ1q′,0(RN+ )
lim
R→∞
R−1‖ϕ‖Lq′(DR,2R) = 0. (48)
In fact, using ϕ|xN=0 = 0, we write ϕ(x′, xN ) =
∫ xN
0
(∂sϕ)(x
′, s) ds. Thus, by
(47) we have∫ b
a
|ϕ(x′, xN )|q′ dxN ≤
( bq′
q′ − 1
)q′ ∫ b
a
|(∂Nϕ)(x′, xN )|q′ dxN
for any 0 < a < b. Let
E1R = {x ∈ RN | |x′| ≤ 2R, R/2 ≤ xN < 2R},
E2R = {x ∈ RN | 0 ≤ xN ≤ 2R, R/2 ≤ |x′| ≤ 2R},
and then DR,2R ⊂ E1R ∪ E2R. Thus, by (47),(∫
DR,2R
|ϕ(x)|q′ dx
)1/q′
≤
( Rq′
q′ − 1
){ ∫
|x′|≤R
∫ 2R
R/2
|∂Nϕ(x)|q′ dxNdx′
+
∫
R/2≤|x′|≤2R
∫ 2R
0
|∂Nϕ(x)|q′ dxNdx′
}1/q′
,
which leads to (48).
Let ω be a function in C∞0 (R
N ) such that ω(x) = 1 for |x| ≤ 1 and
ϕ(x) = 0 for |x| ≥ 2, and we set ωR(x) = ω(x/R). For any ϕ ∈ Hˆ1q′,0(RN+ ) and
for large R > 0, we have
(div f , ϕ)RN+ = (ωRdiv f , ϕ)RN+ = (ωR∆u,ϕ)RN+
= −((∇ωR) · (∇u), ϕ)RN+ − (ωR∇u,∇ϕ)RN+ .
(49)
By (48)
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|((∇ωR) · (∇u), ϕ)RN+ | ≤ R
−1‖∇u‖Lq(DR,2R)‖ϕ‖Lq′ (DR,2R) → 0
as R → ∞. On the other hand, (div f , ϕ)RN+ = −(f ,∇ϕ)RN+ , where we have
used f ∈ C∞0 (RN+ )N . Thus, by (49) we have
(∇u,∇ϕ)RN+ = (f ,∇ϕ)RN+
for any ϕ ∈ Hˆ1q′,0(RN+ ). This shows that u is a solution of the weak Dirichlet
problem. The uniqueness follows from the existence of solutions for the dual
problem, which completes the proof of Theorem 2.12. ⊓⊔
2.6 Regularity of the weak Dirichlet problem
In this subsection, we shall prove Theorem 2.8 in Subsec. 2.3. Let ζij (i =
0, 1, j ∈ N) be cut-off functions given in Proposition 2.2. We first consider the
regularity of ζ0j u. For this purpose, we use the following lemma.
Lemma 2.13 Let Ω be a uniformly C2 domain in RN . Then, there exists a
constant c1 > 0 independent of j ∈ N such that
‖ϕ‖H1q (Ωj∩B1j ) ≤ c1‖∇ϕ‖Lq(Ωj∩B1j ) for any ϕ ∈ Hˆ1q,0(Ωj),
‖ψ‖H1q (Ω∩B1j ) ≤ c1‖∇ψ‖Lq(Ω∩B1j ) for any ψ ∈ Hˆ1q,0(Ω),
‖ϕ− c0j(ϕ)‖H1q (B0j ) ≤ c1‖∇ϕ‖Lq(B0j ) for any ϕ ∈ Hˆ1q (RN ),
‖ψ − c0j(ψ)‖H1q (B0j ) ≤ c1‖∇ψ‖Lq(B0j ) for any ψ ∈ Hˆ1q,0(Ω).
Here, c0j(ϕ) and c
0
j (ψ) are suitable constants depending on ϕ and ψ, respec-
tively.
Proof. For a proof, see Shibata [45, Lemma 3.4, Lemma 3.5]. ⊓⊔
Continuation of Proof of Theorem 2.8. Let c0j = c
0
j(ϕ) be a constant in
Lemma 2.13 such that
‖u− c0j‖Lq(B0j ) ≤ c1‖∇u‖Lq(B0j ). (50)
For any ϕ ∈ Hˆ1q′(RN ), we have
(∇(ζ0j (u − c0j)),∇ϕ)RN
= ((∇ζ0j )(u − c0j),∇ϕ)RN + (∇u,∇(ζ0j ϕ))RN − ((∇u) · (∇ζ0j ), ϕ)RN
= −((∆ζ0j )(u− c0j) + 2(∇ζ0j ) · (∇u) + ζ0j div f , ϕ)RN ,
where we have used (∇u,∇(ζ0j ϕ))RN = (f ,∇(ζ0j ϕ))RN = −(ζ0j div f , ϕ)RN . Let
f = (∆ζ0j )(u − c0j) + 2(∇ζ0j ) · (∇u) + ζ0j div f . Since C∞0 (RN ) ⊂ Hˆ1q (RN ), for
any ϕ ∈ C∞0 (RN ) we have
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(∆(ζ0j (u− c0j)), ϕ)RN = (f, ϕ)RN ,
which yields that
∆(ζ0j (u − c0j)) = f in RN (51)
in the sense of distribution. By Lemma 2.13, f ∈ Lq(RN ) and
‖f‖Lq(RN ) ≤ C(‖div f‖Lq(B0j ) + ‖∇u‖Lq(B0j )). (52)
From (51) it follows that
∂k∂ℓ∆(ζ
0
j (u− c0j)) = ∂k∂ℓf
for any k, ℓ ∈ N. Since both sides are compactly supported distributions, we
can apply the Fourier transform and the inverse Fourier transform. We then
have
∂k∂ℓ(ζ
0
j (u − c0j)) = F−1
[ξkξℓ
|ξ|2 F [f ](ξ)
]
.
By the Fourier multiplier theorem, we have
‖∂k∂ℓ(ζ0j (u− c0j ))‖Lq(RN ) ≤ C‖f‖Lq(RN ).
Since ∂k∂ℓ(ζ
0
j (u− c0j)) = ζ0j ∂k∂ℓu+(∂kζ0j )∂ℓu+(∂ℓζ0j )∂ku+(∂k∂ℓζ0j )(u− c0j),
by (50) and (52) we have ζ0j∇2u ∈ Lq(RN )N and
‖ζ0j∇2u‖Lq(Ω) ≤ CM2(‖div f‖Lq(B0j ) + ‖∇u‖Lq(B0j )). (53)
We next consider ζ1j u. For any ϕ ∈ Hˆ1q′,0(Ωj), we have
(∇(ζ1j u),∇ϕ)ΩJ = (g, ϕ)Ωj , (54)
where we have set g = −(ζ1j div f +2(∇u) · (∇ζ1j ) + (∆ζ1j )u). By Lemma 2.13,
g ∈ Lq(Ωj) and
‖g‖Lq(Ωj) ≤ C(‖div f‖Lq(Ω∩B1j ) + ‖∇u‖Lq(Ω∩B1j )). (55)
We use the symbols given in Proposition 2.2. Let akℓ and bkℓ be the (k, ℓ)
th
component of N × N matrices Aj and Bj given in Proposition 2.2. By the
change of variables: y = Φj(x), the variational equation (54) is transformed
to
N∑
k,ℓ=1
((δkℓ +Akℓ)∂kv, ∂ℓϕ)RN+ = (h, ϕ)RN+ . (56)
Where, we have set
v = ζ1j u ◦ Φj , h = g ◦ Φj , J = det(Aj +Bj) = 1 + J0,
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Akℓ =
N∑
m=1
{aℓmbkm + aℓmJ0(akℓ + bkℓ) + bℓmJ(akm + bkm)}.
By Proposition 2.2 and (55), we have
‖Akℓ‖L∞(RN ) ≤ CM1, ‖∇Akℓ‖L∞(RN ) ≤ CA,
‖h‖Lq(RN+ ) ≤ C(‖div f‖Lq(B1j∩Ω) + ‖∇u‖Lq(B1j∩Ω)),
(57)
where CA is a constant depending a1, a2 and A appearing in Definition 2.1.
Since supp g ⊂ Φ−1(B1j ) ∩Ω, by Lemma 2.13
|(h, ϕ)RN+ | ≤ ‖h‖Lq(B1j∩RN+ )‖ϕ‖Lq′(B1j∩RN+ ) ≤ C‖g‖Lq(B1j∩Ω)‖∇ϕ‖Lq′(RN+ )
for any ϕ ∈ Hˆ1q′,0(RN+ ), where C is a constant independent of j ∈ N. Thus, by
the Hahn-Banach theorem, there exists a h ∈ Lq(RN+ )N such that ‖h‖Lq(RN+ ) ≤
C‖h‖Lq(B1j∩RN+ ) and (h,∇ϕ)RN+ = (h, ϕ)RN+ for any ϕ ∈ Hˆ1q′,0(RN+ ). In partic-
ular, divh = −h ∈ Lq(RN+ ). Thus, the variational problem (56) reads
N∑
k,ℓ=1
((δkℓ +Akℓ)∂kv, ∂ℓϕ)RN+ = (h,∇ϕ)RN+ for any ϕ ∈ Hˆ
1
q′,0(R
N
+ ).
We now prove that if M1 ∈ (0, 1) is small enough, then for any g ∈
Lq(R
N
+ )
N , there exists a unique solution w ∈ Hˆ1q,0(RN+ ) of the variational
problem:
N∑
k,ℓ=1
((δkℓ +Akℓ)∂kw, ∂ℓϕ)RN+ = (g,∇ϕ)RN+ for any ϕ ∈ Hˆ
1
q′,0(R
N
+ ), (58)
possessing the estimate:
‖∇w‖Lq(RN+ ) ≤ C‖g‖Lq(RN+ ). (59)
Morevoer, if div g ∈ Lq(RN+ ), then ∇w ∈ H1q (RN+ )N and
‖∇2w‖Lq(RN+ ) ≤ C‖div g‖Lq(RN+ ) + CA‖g‖Lq(RN+ ). (60)
In fact, we prove the existence of w by the successive approximation. Let
w1 ∈ Hˆ1q,0(RN+ ) be a solution of the weak Dirichlet problem:
(∇w1,∇ϕ)RN+ = (g,∇ϕ)RN+ for any ϕ ∈ Hˆ
1
q′,0(R
N
+ ). (61)
By Theorem 2.12, w1 uniquely exists and satisfies the estimate:
‖∇w1‖Lq(RN+ ) ≤ C‖g‖Lq(RN+ ). (62)
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Moreover, if we assume that div g ∈ Lq(RN+ ) additionally, then ∇2w1 ∈
H1q (R
N
+ )
N and
‖∇2w1‖Lq(RN+ ) ≤ C‖div g‖Lq(RN+ ). (63)
Given wj ∈ Hˆ1q,0(RN+ ), let wj+1 ∈ Hˆ1q,0(RN+ ) be a solution of the weak Dirichlet
problem:
(∇wj+1,∇ϕ)RN+ = (g,∇ϕ)RN+ −
N∑
k,ℓ=1
(Akℓ∂kwj , ∂ℓϕ)RN+ (64)
for any ϕ ∈ Hˆ1q′,0(RN+ ). By Theorem 2.12 and (57), wj+1 exists and satisfies
the estimate:
‖∇wj+1‖Lq(RN+ ) ≤ C(‖g‖Lq(Ω+) +M1‖∇wj‖Lq(RN+ )). (65)
Applying Theorem 2.12 and (57) to the difference wj+1 − wj , we have
‖∇(wj+1 − wj)‖Lq(RN+ ) ≤ CM1‖∇(wj − wj−1)‖Lq(RN+ ). (66)
Choosing CM1 ≤ 1/2 in (66), we see that {wj}∞j=1 is a Cauchy sequence
in Hˆ1q,0(R
N
+ ), and so the limit w ∈ H1q,0(RN+ ) exists and satisfies the weak
Dirichlet problem (58). Moreover, taking the limit in (65), we have
‖∇w‖Lq(RN+ ) ≤ C‖g‖Lq(Ω+) + CM1‖∇w‖Lq(RN+ ).
Since CM1 ≤ 1/2, we have ‖∇w‖Lq(RN+ ) ≤ 2C‖g‖Lq(Ω+). Thus, we have
proved that the weak Dirichlet problem (58) admits at least one solution
w ∈ Hˆ1q,0(Ω+) possessing the estimate (59). The uniqueness follows from the
existence of solutions to the dual problem. Thus, we have proved the unique
existence of solutions of Eq.(58).
We now prove that ∇w ∈ H1q (RN+ )N provided that div g ∈ Lq(RN+ ). By
Theorem 2.12, ∇w1 ∈ H1q (RN+ )N and w1 satisfies the estimate:
‖∇2w1‖Lq(RN+ ) ≤ C‖div g‖H1q (Ω+).
Moreover, if we assume that ∇2wj ∈ Lq(RN+ )N in addition, then applying
Theorem 2.12 to (64) and using (57), we see that ∇2wj+1 ∈ Lq(RN+ )N
2
and
‖∇2wj+1‖Lq(RN+ ) ≤ C‖div g‖Lq(RN+ ) + CM1‖∇
2wj‖Lq(RN+ ) + CA‖∇wj‖Lq(RN+ ).
(67)
And also, applying Theorem 2.12 to the difference wj+1 −wj and using (57),
we have
‖∇2(wj+1 − wj)‖Lq(RN+ )
≤ CM1‖∇2(wj − wj−1)‖Lq(RN+ ) + CA‖∇(wj − wj−1)‖Lq(RN+ ),
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which, combined with (66), leads to
‖∇2(wj+1 − wj)‖Lq(RN+ ) + ‖∇(wj − wj−1)‖Lq(RN+ )
≤ CM1‖∇2(wj − wj−1)‖Lq(RN+ ) + C(CA + 1)M1‖∇(wj−1 − wj−2)‖Lq(RN+ ).
Choosing M1 > 0 so small that CM1 ≤ 1/2 and (CA + 1)M1 ≤ 1/2, then we
have
‖∇2(wj+1 − wj)‖Lq(RN+ ) + ‖∇(wj − wj−1)‖Lq(RN+ ) ≤ (1/2)
j−1L
with L = ‖∇2(w3 − w2)‖Lq(RN+ ) + ‖∇(w2 − w1)‖Lq(RN+ ). From this it follows
that {∇2wj}∞j=1 is a Cauchy sequence in Lq(Ω), which yields that ∇2w ∈
Lq(R
N
+ )
N2 . Moreover, taking the limit in (67) and using (59) gives that
‖∇2w‖Lq(RN+ ) ≤ C‖div g‖Lq(RN+ ) + (1/2)‖∇
2w‖Lq(RN+ ) + CA‖g‖Lq(RN+ ).
which leads to (60).
Applying what we have proved and using the estimate:
‖divh‖Lq(RN+ ) + ‖h‖Lq(RN+ ) ≤ C‖h‖Lq(RN+ ) ≤ C(‖div f‖Lq(B1j ) + ‖∇u‖Lq(B1j ),
which follows from (57), we have ∇v = ∇(ζ1j u ◦ Φj) ∈ H1q (RN+ )N and
‖∇(ζ1j u ◦ Φj)‖H1q (RN+ ) ≤ C(‖div f‖Lq(B1j∩Ω) + ‖∇u‖Lq(B1j∩Ω)).
Since ‖u‖Lq(B1j∩Ω) ≤ c1‖∇u‖Lq(B1j∩Ω) as follows from Lemma 2.13, we have
‖ζ1j∇2u‖Lq(Ω) ≤ C(‖div f‖Lq(B1j∩Ω) + ‖∇u‖Lq(B1j∩Ω)). (68)
Combining (53), (68) and (27) gives
‖∇2u‖Lq(Ω) ≤ C(‖div f‖Lq(Ω) + ‖∇u‖Lq(Ω)) ≤ C(‖div f‖Lq(Ω) + ‖f‖Lq(Ω)),
which completes the proof of Theorem 2.8.
2.7 Laplace-Beltrami operator
In this subsection, we introduce the Laplace-Beltrami operatrs and some im-
portant formulas from differential geometry,
Let Γ be a hypersurface of class C3 in RN . The Γ is parametrized as
p = φ(θ) = ⊤(φ1(θ), . . . , φN (θ)) locally at p ∈ Γ , where θ = (θ1, . . . , θN−1)
runs through a domain Θ ⊂ RN−1. Let
τi = τi(p) =
∂
∂θi
φ(θ) = ∂iφ (i = 1, . . . , N − 1). (69)
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which forms a basis of the tangent space TpΓ of Γ at p. Let n = n(p) denote
the outer unit normal of Γ at p. Notice that
< τi,n >= 0. (70)
Here and in the following, < ·, · > denotes a standard inner product in RN .
To introduce the formula of n, we notice that
det

∂φ1
∂θ1
· · · ∂φ1∂θN−1
∂φ1
∂θk
...
. . .
...
...
∂φN
∂θ1
· · · ∂φN∂θN−1
∂φN
∂θk
 = 0
for any k = 1, . . . , N − 1. Thus, to satisfy (70), n is defined by
n = ⊤
(h1, . . . , hN )
H
(71)
with H =
√∑N
j=1 h
2
i and
Hi =
∂(φ1, . . . , φˆi, . . . , φN )
∂(θ1, . . . , θN−1)
= (−1)N+i det

∂φ1
∂θ1
· · · ∂φ1∂θN−1
...
. . .
...
∂φi−1
∂θ1
· · · ∂φi−1∂θN−1
∂φi+1
∂θ1
· · · ∂φi+1∂θN−1
...
. . .
...
∂φN
∂θ1
· · · ∂φN∂θN−1

.
For example, when N = 3,
n =
∂φ
∂θ1
× ∂φ∂θ2∣∣∣ ∂φ∂θ1 × ∂φ∂θ2 ∣∣∣ = H
−1⊤(h1, h2, h3) h1 =
∂φ2
∂θ1
∂φ3
∂θ2
− ∂φ3
∂θ1
∂φ2
∂θ2
,
h2 =
∂φ3
∂θ1
∂φ1
∂θ2
− ∂φ1
∂θ1
∂φ3
∂θ2
, h3 =
∂φ1
∂θ1
∂φ2
∂θ2
− ∂φ2
∂θ1
∂φ1
∂θ2
, H =
√
h21 + h
2
2 + h
2
3.
Let
gij = gij(p) =< τi, τj > (i, j = 1, . . . , N − 1),
and let G be an (N − 1)× (N − 1) matrix whose (i, j)th components are gij .
The matrix G is called the first fundamental form of Γ . In the following,
we employ Einstein’s summation convention, which means that equal lower
and upper indices are to be summed. Since for any ξ ∈ RN−1 with ξ 6= 0,
< Gξ, ξ >= gijξ
iξj =< ξiτi, ξ
jτj >= |ξiτi|2 > 0, G is a positive symmetric
matrix, and therefore G−1 exists. Let gij be the (i, j)th component of G−1
and let
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τ i = gijτj .
Using gikgkj = gikg
kj = δij , where δ
i
j are the Kronecker delta symbols defined
by δii = 1 and δ
i
j = 0 for i 6= j, we have
< τi, τ
j >=< τ i, τj >= δ
i
j . (72)
In fact, < τi, τ
j >=< τi, g
jkτk >= g
jk < τi, τk >= g
jkgki = δ
j
i . Thus,
{τ j}N−1j=1 is a dual basis of {τi}N−1i=1 . In particular, we have
τ i = gijτj , τi = gijτ
j , (73)
For any a ∈ TpΓ , we write
a = aiτi = aiτ
j
By (72), we have < a, τ i >=< ajτj , τ
i >= aj < τj , τ
i >= ai and < a, τi >=
aj < τ
j , τi >= ai, and so
a =< a, τ i > τi =< a, τi > τ
i. (74)
In particular, by (72) and (73), we have
ai = gija
j , ai = gijaj
with ai =< a, τi > and a
i =< a, τ i >. Notice that {τ1, . . . , τN−1,n} forms a
basis of RN . Namely, for any N vector b ∈ RN we have
b = biτi+ < b,n > n = biτ
i+ < b,n > n
with bi =< b, τ i > and bi =< b, τi >.
We next consider τij = ∂i∂jφ = ∂jτi. Notice that τij = τji. Let
Λkij =< τij , τ
k >, ℓij =< τij ,n > . (75)
and then, we have
τij = Λ
k
ijτk + ℓijn. (76)
Let L be an N − 1 ×N − 1 matrix whose (i, j)th component is ℓij , which is
called the second fundamental form of Γ . Let
H(Γ ) = 1
N − 1tr (G
−1L) =
1
N − 1g
ijℓij . (77)
The H(Γ ) is called the mean curvature of H(Γ ).
Let g = detG. One of the most important formulas in this section is
∂i(
√
ggijτj) =
√
ggijℓijn. (78)
This formula will be proved below.
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The Λkij is called Christoffel symbols. We know the formula:
Λrij =
1
2
grk(∂igjk + ∂jgki − ∂kgij). (79)
In fact,
∂igjk = ∂i < τj , τk >=< τij , τk > + < τj , τki >,
∂jgki = ∂j < τk, τi >=< τjk, τi > + < τk, τij >,
∂kgij = ∂k < τi, τj >=< τki, τj > + < τi, τjk >,
and so we have
∂igjk + ∂jgki − ∂kgij = 2 < τij , τk >,
which implies (79).
We now prove (78) by studying several steps. We first prove
∂kgij = gjrΛ
r
ki + girΛ
r
kj . (80)
In fact, by (76) and < τi,n >= 0,
∂kgij =< τki, τj > + < τi, τkj >=< Λ
r
kiτr, τj > + < τi, Λ
r
kjτr >
= gjrΛ
r
ki + girΛ
r
kj .
We next prove
∂kg
ij = −girΛjrk − gjrΛirk, (81)
In fact, by gijgjℓ = δ
i
ℓ, we have
0 = ∂k(g
ijgjk) = (∂kg
ij)gjℓ + g
ij∂kgjℓ.
Thus, using (80), we have
(∂kg
ij)gjℓ = −gij∂kgjℓ = −gij(gℓrΛrkj + gjrΛrkℓ)
= −gijgℓrΛrkj − δirΛrkℓ = −gijgℓrΛrkj − Λikℓ.
Thus,
∂kg
im = (∂kg
ij)δmj = (∂kg
ij)gjℓg
ℓm = −gℓm(gijgℓrΛrkj + Λikℓ)
= −δmr gijΛrkj − gℓmΛikℓ = −gijΛmkj − gmℓΛikℓ = −giℓΛmkℓ − gmℓΛikℓ.
Thus, setting m = j and ℓ = r, we have (81), because Λmkℓ = Λ
m
ℓk and Λ
i
kℓ =
Λiℓk.
We next prove
∂ig = 2Λ
j
ijg. (82)
Recall that g = detG and the (i, j)th component of G is < τi, τj >. From the
definition of differentiation, we have
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detG(x+ ei∆xi)− detG(x)
∆xi
=
det(G(x) + ∂iG(x)∆xi)− detG(x)
∆xi
+O(∆xi)
=
detG(x)(det(I + ∂iG(x)G
−1(x)∆xi)− 1)
∆xi
+O(∆xi)
= detG(x) tr (∂iG(x)G
−1(x)) +O(∆xi).
Thus, we have
∂ig = detG tr (∂iGG
−1).
Using (76) and < τi,n >= 0, we have
tr (∂iGG
−1) = ∂i(< τj , τk >)gkj = (< τij , τk > + < τj , τik >)gkj
= ((Λrijτr, τk > + < Λ
r
ikτr, τj >)g
kj = (grkΛ
r
ij + grjΛ
r
ik)g
kj
= 2Λjij
Putting these two formulas gives (82).
We next prove
∂i(
√
ggij) = −√ggikΛjik. (83)
In fact, by (81) and (82),
1√
g
∂i(
√
ggij) =
1
2g
(∂ig)g
ij + ∂ig
ij =
1
2g
2Λℓiℓgg
ij − girΛjri − gjrΛiri
= gjrΛℓrℓ − girΛjri − gjrΛℓℓr = −gikΛjik.
Thus, we have (83).
We now prove (78). By (76) and (83),
∂i(
√
ggijτj) = ∂i(
√
ggij)τj +
√
ggij∂iτij
= −√ggikΛjikτj +
√
ggij(Λkijτk + ℓijn)
= −√ggijΛkijτk +
√
ggijΛkijτk +
√
ggijℓijn
=
√
ggijℓijn.
Thus, we have(78).
We now introduce the Laplace-Beltrami operator ∆Γ on Γ , which is
defined by
∆Γ f =
1√
g
∂i(
√
ggij∂jf).
By (83), we have
∆Γ f = g
ij∂i∂jf − gikΛjik∂jf. (84)
By (77) and (78), we have
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∆Γφ = (N − 1)H(Γ )n.
Usually, we put H(Γ ) = (N − 1)H(Γ ), and so we have
∆Γx = H(Γ )n for x ∈ Γ . (85)
One fundamental result for the Laplace-Beltrami operator is the following.
Lemma 2.14 Let 1 < q < ∞. Assume that Ω is a uniform C3 domain and
let Γ be the boundary of Ω. Then, there exists a large number m > 0 such
that for any f ∈ W−1/qq (Γ ), there exists a unique v ∈W 2−1/qq (Γ ) such that v
satisfies the equation
(m−∆Γ )v = f on Γ
and the estimate
‖v‖
W
2−1/q
q (Γ )
≤ C‖f‖
W
−1/q
q (Γ )
for some constant C > 0.
Remark 2.15 (1) Lemma 2.14 was proved by Amann-Hieber-Simonett [6,
Theorem 10.3] in the case where Γ has finite covering, and by Shibata [48,
Theorem 2.2] in the case where Γ is the boundary of a uniform C2 domain.
(2) Let (m−∆Γ )−1 be defined by (m−∆Γ )−1f = v.
2.8 Parametrized surface
Let φt : Ω → RN be a injection map with suitable regularity for each time
t ≥ 0. Let Γ be a C3 hypersurface ⊂ Ω and set
Γt = {x = φt(y) | y ∈ Γ}.
First we prove Theorem 1.1. Let J(t) be the Jacobian of the map x = φ(y).
Let w(x, t) = (∂tφt)(φ
−1(x)). We shall prove that
∂
∂t
J(t) = (div xw(x, t))J(t). (86)
This formula is called a Reynols transport theorem. In fact, in view of the
definition of differentiation, we consider
J(t+∆t)− J(t)
∆t
.
Writing φt =
⊤(x1(y, t), . . . , xN (y, t)), we have J(t) = detX(t) with
X(t) =

∂x1
∂y1
. . . ∂x1∂yN
...
. . .
...
∂xN
∂y1
. . . ∂xN∂yN
 .
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By mean value theorem, we write X(t + ∆t) = X(t) + X ′(t)∆t + O((∆t)2)
with
X ′(t) =

∂2x1
∂y1∂t
. . . ∂
2x1
∂yN∂t
...
. . .
...
∂2xN
∂y1∂t
. . . ∂
2xN
∂yN∂t
 .
Using this symbol, we write
J(t+∆t)− J(t)
∆t
=
detX(t+∆t)− detX(t)
∆t
=
det(X(t) +∆tX ′(t) +O((∆t)2))− detX(t)
∆t
=
detX(t)(det(I+∆tX ′(t)X−1(t) +O((∆t)2))− 1)
∆t
= (detX(t))tr(X ′(t)X−1(t)) +O(∆t).
Since the (i, j)th component of X ′(t)X(t)−1 is
N∑
k=1
∂2xi
∂yk∂t
∂yk
∂xj
=
∂wi
∂xj
,
where w(x) = (∂tφ)(φ
−1(x)) = ⊤(w1, . . . , wN ), we have tr (X ′(t)X−1)(t) =
div xw, which shows (86).
We also prove that
∂
∂t
|Γt| = −
∫
Γt
H(Γt) < nt, φ˙ > dσ, (87)
where |Γt| is the area of Γt, φ˙ = ∂tφ, and dσ is the surface element of Γt. The
formula < nt, φ˙ > denotes the velocity of the evolution of Γt with respect to
nt.
To prove (87), we have to parametrize Γt. Let Γ be parametrized as y =
y(θ) for θ ∈ Θ ⊂ RN−1, and then the first fundamental form of Γt is given by
Gt = (gij(t)) with gij(t) =< τi(t), τj(t) >, where
τi(t) =
∂φt(y(θ))
∂θi
.
Let g(t) = detGt and G
−1
t = (g
ij(t)). Since the surface element of Γt is given
by dσ =
√
gdθ, we have
|Γ (t)| =
∫
Γt
dσ =
∫
Θ
√
g(t) dθ.
Thus,
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d
dt
|Γ (t)| =
∫
Θ
d
dt
√
g(t) dθ =
∫
Θ
g˙
2
√
g
dθ
To find g˙, we calculate (g(t+∆t)− g(t))/∆t as follows:
g(t+∆t)− g(t)
∆t
=
detG(t+∆t)− detG(t)
∆t
=
det(G(t) + ∂tG(t)∆t+O((∆t)
2)− detG(t)
∆t
=
det(G(t)(det(I+ ∂tG(t)G(t)
−1∆t+O((∆t)2))− 1)
∆t
= detG(t))tr(∂tG(t)G(t)
−1) +O(∆t)
Thus, we have
g˙ = g tr (∂tG(t)G(t)
−1) = g(< τ˙i, τj > + < τi, τ˙j >)gji
= g(< τ˙i, τj > g
ji+ < τ˙i, τj > g
ij) = 2ggij < τ˙i, τj >
where we have used gij = gji. Putting these formulas together gives
d
dt
|Γ (t)| =
∫
Θ
√
ggij < τ˙i, τj > dθ
=
∫
Θ
∂i(
√
ggij < φ˙, τj >) dθ −
∫
Θ
< ∂i(
√
ggijτj), φ˙ > dθ
= −
∫
Θ
1√
g
< ∂i(
√
ggij∂jφ), φ˙ >
√
g dθ = −
∫
Γt
< ∆Γtφ, φ˙ > dσ
= −
∫
Γt
H(Γt) < nt, φ˙ > dσ,
where we have used (85). This shows (87)
2.9 Example of mean curvature
Let Γ be a closed hypersurface in R3 defined by |x| = r(ω) for ω ∈ S1 = {ω ∈
R3 | |ω| = 1}. We introduce the polar coordinates:
ω1 = cosϕ sin θ, ω2 = sinϕ sin θ, ω3 = cos θ
for ϕ ∈ [0, 2π) and θ ∈ [0, π). And then, Γ is represented by
x1 = r(ϕ, θ) cosϕ sin θ, x2 = r(ϕ, θ) sinϕ sin θ, x3 = r(ϕ, θ) cos θ.
Let H(Γ ) be the doubled mean curvature of Γ . In the sequel, we will show
the following well-known formula (cf. [65]):
36 Yoshihiro Shibata
H(Γ ) =
1
r sin θ
{ ∂
∂ϕ
( rϕ
sin θ
√
r2 + |∇r|2
)
+
∂
∂θ
( sin θrθ√
r2 + |∇r|2
)}
− 2√
r2 + |∇r|2 ,
(88)
where ∇r = (rθ, r/ sin θ), and so |∇r|2 = r2θ + (rϕ/ sin θ)2.
From the definition, we have
H(Γ ) =
2∑
ij=1
gijℓij ,
where gij is the (i, j)th component of the inverse matrix of the first funda-
mental form and ℓij is the (i, j)
th component of the second fundamental form.
We have to find gij and ℓij . We first find gij . Since
∂x
∂ϕ
= rϕ
cosϕ sin θsinϕ sin θ
cos θ
+ r
− sinϕ sin θcosϕ sin θ
0
 ,
∂x
∂θ
= rθ
cosϕ sin θsinϕ sin θ
cos θ
+ r
cosϕ cos θsinϕ cos θ
− sin θ
 .
(89)
the first fundamental form G is given by G =
(
g11 g12
g12 g22
)
with
g11 =
∂x
∂ϕ
· ∂x
∂ϕ
= r2ϕ + r
2 sin2 θ,
g12 =
∂x
∂ϕ
· ∂x
∂θ
= rϕrθ
g22 =
∂x
∂θ
· ∂x
∂θ
= r2θ + r
2.
And then ,
g = detG = r2 sin2 θ(r2 + r2θ + (rϕ/ sin θ)
2) = r2 sin2 θ(r2 + |∇r|2),
where |∇r|2 = r2θ + (rϕ/ sin θ)2. Thus,
G−1 =
1
g
(
r2θ + r
2 −rϕrθ
−rϕrθ r2ϕ + r2 sin2 θ
)
.
and so
g11 =
r2θ + r
2
g
, g12 = g21 = −rϕrθ
g
, g22 =
r2ϕ + r
2 sin2 θ
g
. (90)
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We next caluculate the second fundamental form of Γ . For this purpose, we
first calculate the unit outer normal n
Γ
to Γ , which is given by
n
Γ
=
1√
g
 rϕr sinϕ− rθr cosϕ sin θ cos θ + r2 cosϕ sin2 θ−rϕr cosϕ− rθr sinϕ sin θ cos θ + r2 sinϕ sin2 θ
rθr sin
2 θ + r2 sin θ cos θ
 . (91)
We next find the second fundamental form. For this, first we calculate the
second derivatives of x as follows:
∂2x
∂ϕ2
= rϕϕ
cosϕ sin θsinϕ sin θ
cos θ
+ 2rϕ
− sinϕ sin θcosϕ sin θ
0
+ r
− cosϕ sin θ− sinϕ sin θ
0
 ;
∂2x
∂ϕ∂θ
= rϕθ
cosϕ sin θsinϕ sin θ
cos θ
+ rϕ
cosϕ cos θsinϕ cos θ
− sin θ
+ rθ
− sinϕ sin θcosϕ sin θ
0
 (92)
+ r
− sinϕ cos θcosϕ cos θ
0
 ;
∂2x
∂θ2
= rθθ
cosϕ sin θsinϕ sin θ
cos θ
+ 2rθ
cosϕ cos θsinϕ cos θ
− sin θ
+ r
− cosϕ sin θ− sinϕ sin θ
− cos θ
 . (93)
Thus, we have
ℓ11 =<
∂2x
∂ϕ2
,n
Γ
>
=
1√
g
(r2rϕϕ sin θ − 2rr2ϕ sin θ + r2rθ sin2 θ cos θ − r3 sin3 θ),
ℓ12 =<
∂2x
∂ϕ∂θ
,n
Γ
>
=
1√
g
(r2rϕθ sin θ − 2rrϕrθ sin θ − r2rϕ cos θ),
ℓ22 =<
∂2x
∂θ2
,n
Γ
>
=
1√
g
(r2rθθ sin θ − 2r2θr sin θ − r3 sin θ).
(94)
We now calculate H(Γ ). Noting that g12 = g21 and ℓ12 = ℓ21, by (90) and
(94), we have
H(Γ ) = g11ℓ11 + 2g
12ℓ12 + g
22ℓ22
=
1
g3/2
{((r2θ + r2)rϕϕ − 2rϕrθrϕθ + r2ϕrθθ − 3rr2ϕ)r2 sin θ
+ (rrθθ − 3r2θ − 2r2)r3 sin3 θ + (rθ + r2)rθr2 sin2 θ cos θ
+ 2r2ϕrθr
2 cos θ}
(95)
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On the other hand, we have
1
r sin θ
∂
∂ϕ
rϕ
sin θ
√
r2 + |∇r|2 =
r2 sin θ((r2 + r2θ)rϕϕ − rr2ϕ − rϕrθrθϕ)
r3 sin3 θ(r2 + |∇r|2)3/2 ;
1
r sin θ
∂
∂θ
sin θrθ√
r2 + |∇r|2 =
1
r3 sin3 θ(r2 + |∇r|2)3/2
× {r2(r2rθθ − r3r2θ) sin3 θ + r2(r2ϕrθθ − rϕrθrθϕ) sin θ
+ r2(r2 + r2θ)rθ sin
2 θ cos θ + 2r2rθr
2
ϕ cos θ}.
Thus, we have
1
r sin θ
{ ∂
∂ϕ
( rϕ
sin θ
√
r2 + |∇r|2
)
+
∂
∂θ
( sin θrθ√
r2 + |∇r|2
)}
− 2√
r2 + |∇r|2
=
B
r3 sin3 θ(r2 + |∇r|2)3/2
with
B = r2 sin θ((r2 + r2θ)rϕϕ − rr2ϕ − rϕrθrθϕ) + r2(r2rθθ − rr2θ) sin3 θ
+ r2(r2ϕrθθ − rϕrθrθϕ) sin θ + r2(r2 + r2θ)rθ sin2 θ cos θ + 2r2rθr2ϕ cos θ
− 2r3 sin3 θ(r2 + r2θ + r2ϕ sin−2 θ)
= r2((r2 + r2θ)rϕϕ + r
2
ϕrθθ − 3rr2ϕ − 2rϕrθrϕθ) sin θ
+ r3 sin3 θ(rrθθ − 3r3θ − 2r2) + r2(r2 + r2θ)rθ sin2 θ cos θ
+ r2rθr
2
ϕ cos θ,
which, combined with (95), leads to (88).
3 Free boundary problem with surface tension
In this section, we consider the case where σ is a positive constant in (1), and
we shall transform Eq. (1) to some problem formulated on a fixed domain by
using the Hanzawa transform.
3.1 Hanzawa transform
As Ωt is unknown, we have to transform Ωt to a fixed domain Ω. In the
following, we assume that the reference domain Ω is a uniform C3 domain.
Let Γ be the boundary of Ω and n the unit outer normal to Γ . We may
assume that n is an N vector of C3 function defined on RN satisfying the
condition: ‖n‖H3
∞
(RN ) <∞. We assume that Γt is given by
Γt = {x = y + ρ(y, t)n+ ξ(t) | y ∈ Γ} (t ∈ (0, T )) (96)
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with an unknown function ρ(x, t), where ξ(t) is a function depending solely
on t. Let Hρ(y, t) be a suitable extension of ρ(y, t) to R
N such that for each
t ∈ (0, T ) ρ(y, t) = Hρ(y, t) for y ∈ Γ and
C1‖Hρ(·, t)‖Hkq (RN ) ≤ ‖ρ(·, t)‖Wk−1/qq (Γ ) ≤ C2‖Hρ(·, t)‖Hkq (RN ),
C1‖∂tHρ(·, t)‖Hℓq(RN ) ≤ ‖∂tρ(·, t)‖W ℓ−1/qq (Γ ) ≤ C2‖∂tHρ(·, t)‖Hℓq(RN )
(97)
with some constants C1 and C2 for k = 1, 2, 3 and ℓ = 1, 2. We then define Ωt
by
Ωt = {x = y + ω(y)Hρ(y, t)n(y) + ξ(t) | y ∈ Ω} (t ∈ (0, T )),
where ω(y) is a C∞ function which equals 1 near Γ and zero far from Γ . For
the notational simplicity, we set Ψρ(y, t) = ω(y)Hρ(y, t)n(y). The transform:
x = y + Ψρ(y, t) + ξ(t) (98)
is called the Hanzawa transform, which was originally introduced by Hanzawa
[24] to treat classical solutions of the Stefan problem. Usually, ξ(t) is also
unknown functions and to prove the local well-posedness, we set ξ(t) = 0.
In the following, we study how to change the equations and boundary
conditions under such transformation. Assume that
sup
t∈(0,T )
‖Ψρ(·, t)‖H1
∞
(RN ) ≤ δ, (99)
where δ is a small positive number determined in such a way that several
conditions stated below will be satisfied. We first choose 0 < δ < 1, and
then the Hanzawa transform (98) is injective for each t ∈ (0, T ). In fact, let
xi = yi + Ψρ(yi, t) + ξ(t) (i = 1, 2). We then have
|x1 − x2| = |y1 + Ψρ(y1, t)− (y2 + Ψρ(y2, t)|
≥ |y1 − y2| − ‖∇Ψρ(·, t)‖L∞(RN )|y1 − y2| ≥ (1 − δ)|y1 − y2|.
Thus, the condition 0 < δ < 1 implies if y1 6= y2 then x1 6= x2, that is, the
Hanzawa transform is injective.
We now set
Ωt = {x = y + Ψρ(y, t) + ξ(t) | y ∈ Ω} (t ∈ (0, T ).
Notice that the Hanzawa transform maps Ω onto Ωt injectively.
3.2 Transformation of equations and the divergence free condition
In this subsection, for the latter use we consider more general transformation:
x = y + Ψ(y, t), where Ψ(y, t) satisfies the condition:
sup
t∈(0,T )
‖Ψ(·, t)‖H1
∞
(RN ) ≤ δ
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with some small δ > 0. Moreover, we assume that ∂tΨ exists.
Let v and p be solutions of Eq.(1), and let
u(y, t) = v(y + Ψ(y, t), t), q(y, t) = p(y + Ψ(y, t), t).
We now show that the first equation in (1) is transformed to
∂tu−Div (µD(u) − qI) = f(u, Ψ) in ΩT , (100)
and the divergence free condition: div v = 0 in (1) is transformed to
divu = g(u, Ψ) = div g(u, Ψ) in ΩT . (101)
Where, f(u, Ψ), g(u, Ψ) and g(u, Ψ) are suitable non-linear functions with
respect to u and ∇Ψ given in (112) and (107), below.
Let ∂x/∂y be the Jacobi matrix of the transformation (98), that is,
∂x
∂y
= I+∇Ψ(y, t) = (δij + ∂Ψj
∂yi
), ∇Ψ =

∂1Ψ1 ∂2Ψ1 . . . ∂NΨ1
∂1Ψ2 ∂2Ψ2 . . . ∂NΨ2
...
...
. . .
...
∂1ΨN ∂2ΨN . . . ∂NΨN

where Ψ(y, t) = ⊤(Ψ1(y, t), . . . , ΨN (y, t)), and ∂iΨj =
∂Ψj
∂yi
. If 0 < δ < 1, then
(∂x
∂y
)−1
= I+
∞∑
k=1
(−∇Ψ(y, t))k
exists, and therefore there exists an N × N matrix V0(k) of C∞ functions
defined on |k| < δ such that V0(0) = 0 and(∂x
∂y
)−1
= I+V0(∇Ψ(y, t)). (102)
Here and in the following, k = (kij) and kij are the variables corresponding
to ∂iΨj .
Let V0ij(k) be the (i, j)
th component of V0(k). We then have
∇x = (I+V0(k))∇y , ∂
∂xi
=
N∑
j=1
(δij + V0ij(k))
∂
∂yj
, (103)
where ∇z = ⊤(∂/∂z, . . . , ∂/∂zN) for z = x and y. By (103), we can write
D(v) as D(v) = D(u) +DD(k)∇u with
D(u)ij =
∂ui
∂yj
+
∂uj
∂yi
,
(DD(k)∇u)ij =
N∑
k=1
(
V0jk(k)
∂ui
∂yk
+ V0ik(k)
∂uj
∂yk
)
.
(104)
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We next consider div v. By (103), we have
div xv =
N∑
j=1
∂vj
∂xj
=
N∑
j,k=1
(δjk + V0jk(k))
∂uj
∂yk
= div yu+V0(k) : ∇u. (105)
Let J be the Jacobian of the transformation (98). Choosing δ > 0 small
enough, we may assume that J = J(k) = 1 + J0(k), where J0(k) is a C
∞
function defined for |k| < σ such that J0(0) = 0.
To obtain another representation formula of div xv, we use the inner prod-
uct (·, ·)Ωt . For any test function ϕ ∈ C∞0 (Ωt), we set ψ(y) = ϕ(x). We then
have
(div xv, ϕ)Ωt = −(v,∇ϕ)Ωt = −(Ju, (I+V0)∇yψ)Ω
= (div ((I+ ⊤V0)Ju), ψ)Ω = (J−1div ((I+ ⊤V0)Ju), ϕ)Ωt ,
which, combined with (105), leads to
div xv = div yu+V0(k) : ∇u = J−1(div yu+ div y(J⊤V0(k)u)). (106)
Recalling that J = 1 + J0(k), we define g(u, Ψ) and g(u, Ψ) by letting
g(u, Ψ) = −(J0(k)div u+ (1 + J0(k))V0(k) : ∇u),
g(u, Ψ) = −(1 + J0(k))⊤V0(k)u,
(107)
and then by (106) we see that the divergence free condition: div v = 0 is
transformed to Eq.(101). In particular, it follows from (106) that
J0divu+ JV0(k) : ∇u = div (J⊤V0(k)u). (108)
To derive Eq. (100), we first observe that
N∑
j=1
∂
∂xj
(µD(v)ij − pδij)
=
N∑
j,k=1
µ(δjk + V0jk)
∂
∂yk
(D(u)ij + (DD(k)∇u)ij)−
N∑
j=1
(δij + V0ij)
∂q
∂yj
,
(109)
where we have used (104). Since
∂
∂t
[vi(y + Ψ(y, t), t)] =
∂vi
∂t
(x, t) +
N∑
j=1
∂Ψj
∂t
∂vi
∂xj
(x, t),
we have
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∂vi
∂t
=
∂ui
∂t
−
N∑
j,k=1
∂Ψj
∂t
(δjk + V0jk)
∂ui
∂yk
,
and therefore,
∂vi
∂t
+
N∑
j=1
vj
∂vi
∂xj
=
∂ui
∂t
+
N∑
j,k=1
(uj − ∂Ψj
∂t
)(δjk + V0jk(k))
∂ui
∂yk
. (110)
Putting (109) and (110) together gives
0 =
(∂ui
∂t
+
N∑
j,k=1
(uj − ∂Ψj
∂t
)(δjk + V0jk(k))
∂ui
∂yk
)
− µ
N∑
j,k=1
(δjk + V0jk(k))
∂
∂yk
(D(u)ij + (DD(k)∇u)ij)
−
N∑
j=1
(δij + V0ij(k))
∂q
∂yj
.
Since (I+∇Ψ)(I+V0) = (∂x/∂y)(∂y/∂x) = I,
N∑
i=1
(δmi + ∂mΨi)(δij + V0ij(k)) = δmj , (111)
and so we have
0 =
N∑
i=1
(δmi + ∂mΨi)
(∂ui
∂t
+
N∑
j,k=1
(uj − ∂Ψi
∂t
)(δjk + V0jk(k))
∂ui
∂yk
)
)
− µ
N∑
i,j,k=1
(δmi + ∂mΨi)(δjk + V0jk(k))
∂
∂yk
(D(u)ij + (DD(k)∇u)ij)
− ∂q
∂ym
.
Thus, changing i to ℓ and m to i in the formula above, we define an N -vector
of functions f(u, Ψ) by letting
f(u, Ψ)|i = −
N∑
j,k=1
(uj − ∂Ψj
∂t
)(δjk + V0jk(k))
∂ui
∂yk
−
N∑
ℓ=1
∂iΨℓ
(∂uℓ
∂t
+
N∑
j,k=1
(uj − ∂Ψj
∂t
)(δjk + V0jk(k))
∂uℓ
∂yk
)
+ µ
( N∑
j=1
∂
∂yj
(DD(k)∇u)ij +
N∑
j,k=1
V0jk(k)
∂
∂yk
(D(u)ij + (DD(k)∇u)ij)
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+
N∑
j,k,ℓ=1
∂iΨℓ(δjk + V0jk(k))
∂
∂yk
(D(u)ℓj + (DD(k)∇u)ℓj)
)
, (112)
where f(u, Ψ)|i denotes the ith complonent of f(u, Ψ). We then see that Eq.
(5) is transformed to Eq.(100).
3.3 Transformation of the boundary conditions
In this subsection, we consider the Hanzawa transform given in Subsec.3.1.
To represent Γ locally, we use the local coordinates near x1ℓ ∈ Γ such that
Ω ∩B1ℓ = {y = Φℓ(p) | p ∈ RN+} ∩B1ℓ ,
Γ ∩B1ℓ = {y = Φℓ(p′, 0) | (p′, 0) ∈ RN0 } ∩B1ℓ .
(113)
Let {ζ1ℓ }ℓ∈N be a partition of unity given in Proposition 2.2. In the following
we use the formula:
f =
∞∑
ℓ=1
ζ1ℓ f in Γ
for any function, f , defined on Γ .
We write ρ = ρ(y(p1, . . . , pN−1, 0), t) in the following. By the chain rule,
we have
∂ρ
∂pi
=
∂
∂pi
Ψρ(Φℓ(p1, . . . , pN−1, 0), t) =
N∑
m=1
∂Ψρ
∂ym
∂Φℓ,m
∂pi
|pN=0, (114)
where we have set Φℓ =
⊤(Φℓ,1, . . . , Φℓ,N), and so, ∂ρ/∂pi is defined in B1ℓ by
letting
∂ρ
∂pi
=
N∑
m=1
∂Ψρ
∂ym
◦ Φℓ ∂Φℓ,m
∂pi
. (115)
We first represent nt. Recall that Γt is given by x = y+ ρ(y, t)n+ ξ(t) for
y ∈ Γ (cf. (96)). Let
nt = a(n+
N−1∑
i=1
biτi) with τi =
∂
∂pi
y =
∂
∂pi
Φℓ(p
′, 0).
These vectors τi (i = 1, . . . , N − 1) form a basis of the tangent space of Γ at
y = y(p1, . . . , yN−1). Since |nt|2 = 1, we have
1 = a2(1 +
N−1∑
i,j=1
gijbibj) with gij = τi · τj (116)
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because τi · n = 0. The vectors ∂x
∂pi
(i = 1, . . . , N − 1) form a basis of the
tangent space of Γt, and so
∂x
∂pi
· nt = 0. Thus, we have
0 = a(n+
N−1∑
j=1
bjτj) · ( ∂y
∂pi
+
∂ρ
∂pi
n+ ρ
∂n
∂pi
). (117)
Since n · ∂y
∂pi
= n · τi = 0, ∂n
∂pi
· n = 0 (because of |n|2 = 1), and ∂y
∂pi
· ∂y
∂pj
=
τi · τj = gij , by (117) we have
∂ρ
∂pi
+
N−1∑
i=1
(gij + ρ
∂n
∂pi
· τj)bj = 0. (118)
Let H be an (N − 1) × (N − 1) matrix whose (i, j)th component is ∂n
∂pi
· τj .
Since n is defined in RN as an N vector of C2 functions with ‖n‖H2
∞
(RN ) <∞,
we can write
∂n
∂pi
· τj =
N∑
m=1
∂n
∂ym
◦ Φℓ ∂Φℓ,m
∂pi
· ∂Φℓ
∂pj
, (119)
and then H is defined in RN and ‖H‖H2
∞
(RN ) ≤ C with some constant
C independent of ℓ ∈ N. Under the assumption (99), we may assume
that the inverse of I + ρHG−1 exists. Let ∇′Γ ρ = (
∂ρ
∂p1
, . . . ,
∂ρ
∂pN−1
) with
∂ρ
∂pi
=
∂
∂pi
ρ(Φℓ(p
′, 0)), and then by (118) we have
b = −(G+ ρH)−1∇′Γρ = −G−1(I+ ρHG−1)−1∇′Γ ρ. (120)
Putting (120) and (116) together gives
a = (1+ < Gb, b >)−1/2
= (1+ < I+ ρHG−1)−1∇′Γρ,G−1(I+ ρHG−1)−1∇′Γ ρ >)−1/2.
Thus, we have
nt = n−
N−1∑
i,j=1
gijτi
∂ρ
∂pj
+VΓ (ρ,∇′Γ ρ) (121)
where we have set
VΓ (ρ,∇′Γ ρ) = − < G−1((I+ ρHG−1)−1 − I)∇′Γ ρ, τ >
+ {(1+ < (I+ ρHG−1)−1∇′Γρ,G−1(I+ ρHG−1)−1∇′Γ ρ >)−1/2 − 1}
× (n− < G−1(I+ ρHG−1)−1∇′Γ ρ, τ >).
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From (115), ∇′Γρ is extended to RN by letting ∇′Γ ρ = (∇Φℓ)∇Ψρ ◦Φℓ := Ξρ,ℓ,
and so VΓ (ρ,∇′Γ ρ) can be extended to B1ℓ by
VΓ (ρ,∇′Γ ρ) = − < G−1((I+ ΨρHG−1)−1 − I)Ξρ,ℓ, τ >
+ {(1+ < (I+ ΨρHG−1)−1Ξρ,ℓ, G−1(I+ ρHG−1)−1Ξρ,ℓ >)−1/2 − 1}
× (n− < G−1(I+ ρHG−1)−1Ξρ,ℓ, τ >),
(122)
where H is an (N − 1) × (N − 1) matrix whose (i, j)th component, Hij , is
given by
Hij =
N∑
m=1
∂n
∂ym
◦ Φℓ ∂Φℓ,m
∂pi
· ∂Φℓ
∂pj
.
Thus, we may write
VΓ (ρ,∇′Γρ) = VΓ,ℓ(k¯)∇¯Ψρ ⊗ ∇¯Ψρ
on B1ℓ with some function VΓ,ℓ(k¯) = VΓ,ℓ(y, k¯) defined on B
1
ℓ ×{k¯ | |k¯| ≤ δ}
with VΓ,ℓ(0) = 0 possessing the estimate
‖(VΓ,ℓ(k¯), ∂k¯VΓ,ℓ(·,k))‖H1
∞
(B1ℓ )
≤ C
with some constant C independent of ℓ. Here and in the following k¯ are the
corresponding variables to ∇¯Ψρ = (Ψρ,∇Ψρ). In view of (121), we have
nt = n−
N−1∑
i,j=1
gijτi
∂ρ
∂yj
+VΓ,ℓ(k¯)∇¯Ψρ ⊗ ∇¯Ψρ on B1ℓ ∩ Γ. (123)
Let
VΓ (k¯) =
∞∑
ℓ=1
ζ1ℓVΓ,ℓ(k¯), (124)
and then we have
‖(VΓ (k¯), ∂k¯VΓ (·,k))‖H1
∞
(Ω) ≤ C (125)
for |k¯| ≤ δ with some constant C > 0.
In view of (115) and (121), the unit outer normal nt is also represented
by
nt = n−
N−1∑
i,j=1
N∑
m=1
gijτi
∂Ψρ
∂ym
◦ Φℓ ∂Φℓ,m
∂pi
+VΓ,ℓ(k¯)∇¯Ψρ ⊗ ∇¯Ψρ
on B1ℓ , and so we may write
nt = n+ V˜Γ,ℓ(∇¯Ψρ)∇¯Ψρ
for some functions V˜Γ,ℓ(k¯) = V˜Γ,ℓ(y, k¯) defined on B
1
ℓ × {k¯ | |k¯| ≤ δ} pos-
sessing the estimate:
46 Yoshihiro Shibata
‖(V˜Γ,ℓ, ∂k¯V˜Γ,ℓ)(·, κ¯))‖H1
∞
(B1
ℓ
) ≤ C for |κ¯| ≤ δ (126)
with some constant C independent of ℓ ∈ N. Thus, setting
V˜Γ (k¯) =
∞∑
ℓ=1
ζ1ℓ V˜Γ,ℓ(k¯), (127)
we have
nt = n+ V˜Γ (∇¯Ψρ)∇¯Ψρ (128)
and
‖(V˜Γ (·, k¯), ∂k¯VΓ (·, k¯))‖H1
∞
(Ω) ≤ C for |κ¯| ≤ δ. (129)
We now consider the kinematic equation: VΓt = v · nt in (1). Since x =
y + ρ(y, t)n+ ξ(t), by (123) we have
VΓt =
∂x
∂t
· nt
=
∞∑
ℓ=1
ζ1ℓ < (∂tρ)n+ ξ
′(t),n−
N−1∑
i,j=1
gijτi
∂ρ
∂pj
+VΓ,ℓ(k¯)∇¯Ψρ ⊗ ∇¯Ψρ >
= ∂tρ+ ξ
′(t) · n+ ∂tρ < n,VΓ (k¯)∇¯Ψρ ⊗ ∇¯Ψρ >
− < ξ′(t) | ∇¯′Γ ρ > + < ξ′(t),VΓ (k¯)∇¯Ψρ ⊗ ∇¯Ψρ > .
Where, for any N -vector function d, we have set
< d | ∇′Γρ >=
N−1∑
i,j=1
gij < τi,d >
∂ρ
∂pj
. (130)
On the other hand,
v · nt =
∞∑
ℓ=1
ζ1ℓ u · (n−
N−1∑
i,j=1
gijτi
∂ρ
∂pj
+VΓ,ℓ(k¯)∇¯Ψρ ⊗ ∇¯Ψρ)
= n · u− < u | ∇′Γ ρ > +u ·VΓ (k¯)∇¯Ψρ ⊗ ∇¯Ψρ.
From the consideration above, the kinematic equation is transformed to the
following equation:
∂tρ+ ξ
′(t) · n− n · u+ < u | ∇′Γρ >= d(u, ρ) on Γ × (0, T ) (131)
with
d(u, ρ) = u ·VΓ (k¯)∇¯Ψρ ⊗ ∇¯Ψρ − ∂tρ < n,VΓ (k¯)∇¯Ψρ ⊗ ∇¯Ψρ >
+ < ξ′(t) | ∇′Γ ρ > − < ξ′(t),VΓ (k¯)∇¯Ψρ ⊗ ∇¯Ψρ > .
(132)
We next consider the boundary condition:
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(µD(v) − pI)nt = σH(Γt)nt (133)
in Eq.(1). It is convenient to divide the formula in (133) into the tangential
part and normal part on Γt as follows:
ΠtµD(v)nt = 0, (134)
< µD(v)nt,nt > −p = σ < H(Γt)nt,nt > . (135)
Where, Πt is defined by Πtd = d− < d,nt > nt for any N vector d.
By (128) we can write
Πtd = Π0d+ < V˜Γ (∇¯Ψρ)∇¯Ψρ,d > n+ < n,d > V˜Γ (∇¯Ψρ)∇¯Ψρ
+ < V˜Γ (∇¯Ψρ)∇¯Ψρ,d > V˜Γ (∇¯Ψρ)∇¯Ψρ, (136)
for any d ∈ RN . Thus, recalling (104), we see that the boundary condition
(135) is transformed to the following formula:
(µD(u)n)τ = h
′(u, Ψρ) on Γ × (0, T ), (137)
where we have set
h′(u, Ψρ) = −µ{Π0DD(k)∇u+ < V˜Γ (k¯)k¯,D(u) +DD(k)∇u > n
+ < n,D(u) +DD(k)∇u > V˜Γ (k¯)k¯
+ < V˜Γ (k¯)k¯,D(u) +DD(k)∇u > V˜Γ,ℓ(k¯)k¯} (138)
with k = ∇Ψρ and k¯ = (Ψρ,∇Ψρ). Here and in the following, for any N -vector
a, we set
aτ = a− < a,n > n.
To consider the transformation of the boundary condition (135), we first
consider the Laplace-Beltrami operator on Γt. From (84), we have
∆Γtf = g
ij
t ∂i∂jf − gijt Λjtik∂jf, (139)
where Λjtik are Christoffel symbols of Γt defined by (75). Recall x = y+ ρn+
ξ(t). The first fundamental form of Γt = (gtij) is given by
gtij =<
∂x
∂xi
,
∂x
∂xj
>= gij + g˜ijρ+
∂ρ
∂pi
∂ρ
∂pj
(140)
with
g˜ij =< τi,
∂n
∂pj
> + < τj ,
∂n
∂pi
> + <
∂n
∂pi
,
∂n
∂pj
> .
In view of (113), we can write τi and ∂jn as
τi =
∂y
∂pi
=
N−1∑
j=1
∂Φℓ(p)
∂pj
,
∂n
∂pj
=
N∑
k=1
∂n
∂yk
∂Φℓk(p)
∂pj
. (141)
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Let H be an (N − 1)× (N − 1) matrix whose (i, j)th components are g˜ij , and
then
Gt = G+ ρH +∇pρ⊗∇pρ = G(I + ρG−1H +G−1∇pρ⊗∇pρ).
Where, ∇pρ = ( ∂ρ∂p1 , . . . ,
∂ρ
∂pN−1
). Choosing δ > 0 small enough in (99), we
know that the inverse of I+ ρG−1H +∇pρ⊗∇pρ exists, and so
G−1t = (I+ ρG
−1H +G−1∇pρ⊗∇pρ))−1G−1 = G−1 − ρG−1HG−1 +O2,
that is,
gijt = g
ij + ρhij +O2,
where hij denotes the (i, j)th component of −G−1HG−1. Here and in the
following, O2 denotes some nonlinear function with respect to ρ and ∇pρ of
the form:
O2 = a0Ψ
2
ρ +
N∑
j=1
ajΨρ
∂Ψρ
∂yj
+
N∑
j,k=1
bjk
∂Ψρ
∂yj
∂Ψρ
∂yk
(142)
with suitable functions aj, and bjk possessing the estimates
|(aj , bjk)| ≤ C, |∇(aj , bjk)| ≤ C(|∇Ψρ|+ |∇2Ψρ|), (143)
provided that (99) holds. Moreover, the Christoffel symbols are given by Λktij =
gkℓt < τtij , τtℓ >, where τti =
∂x
∂i and τtij =
∂2x
∂pi∂pJ
. Since
τtij = τij + ∂i∂j(ρn) = τij + ρ∂i∂jn+ (∂iρ)∂jn+ (∂jρ)∂in+ (∂i∂jρ)n,
we have
< τtij , τtℓ > =< τij , τℓ > +ρ(< ∂i∂jn, τℓ > + < τij , ∂ℓn >)
+ ∂jρ < ∂in, τℓ > +∂iρ < ∂jn, τℓ > .
Thus,
Λktij =< g
kℓ + hkℓρ+O2, < τij , τℓ > +ρ(< ∂i∂jn, τℓ > + < τij , ∂ℓn >)
+ ∂jρ < ∂in, τℓ > +∂iρ < ∂jn, τℓ >
= Λkij + ρg
kℓ(< ∂i∂jn, τℓ > + < τij , ∂ℓn >)
+ ∂jρ g
kℓ < ∂in, τℓ > +∂iρ g
kℓ < ∂jn, τℓ > +O2,
and so we may write
Λktij = Λ
k
ij + ρA
k
ij + ∂iρB
k
j + ∂jρB
k
i +O2 (144)
with
Akij = g
kℓ(< ∂i∂jn, τℓ > + < τij , ∂ℓn >),
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Bkj = g
kℓ < ∂in, τℓ >, B
k
i = g
kℓ < ∂jn, τℓ > .
Combining these formulas with (139) gives
∆Γtf = ∆Γ f +
N−1∑
i,j=1
(hijρ+O2)∂i∂jf +
N−1∑
k=1
(hk +O2)∂kf (145)
with
hk = −
N−1∑
i,j=1
(gijAkijρ+ g
ijBkj ∂iρ+ g
ijBki ∂jρ+ Λ
k
ijh
ijρ).
Thus, we have
H(Γt)nt = ∆Γt(y + ρn)
= ∆Γ y + ρ∆Γn+ n∆Γρ+ g
ij(∂iρ∂jn+ ∂jρ∂in)
+ ρhij∂i∂jy + (ρh
ij∂i∂jρ)n+ h
k∂ky +O2∂i∂jρ+O2,
which, combined with (121) and < n, ∂jn >= 0, leads to
< H(Γt)nt,nt > =< ∆Γ y,n > +ρ < ∆Γn,n > +∆Γρ+ ρh
ij < ∂i∂jy,n >
+ (hijρ+O2)∂i∂jρ− gij < ∆Γ y, τi > ∂jρ+O2.
Noting that ∆Γ y = H(Γ )n, we have
< H(Γt)nt,nt > = ∆Γ ρ+H(Γ ) + ρ < ∆Γn,n >
+ ρhij < ∂i∂jy,n > +(h
ijρ+O2)∂i∂jρ+O2.
Recalling that (142) and (143), we see that there exists a function V′Γ (k¯)
defined on Ω × {k¯ | |k¯| ≤ C} satisfying the estimate:
sup
|k¯|≤δ
‖(V′Γ (·, k¯), ∂k¯V′Γ (·, k¯))‖H1∞(Ω) ≤ C
with some constant C, where ∂k¯ denotes the partial derivatives with respect
to variables k¯, for which
∞∑
ℓ=1
ζ1ℓ (h
ijρ+O2)∂i∂jρ+O2) = V
′
Γ (k¯)k¯⊗ k¯, (146)
where k¯ = (Ψρ,∇Ψρ) and k¯ = (Ψρ,∇Ψρ,∇2Ψρ). Therefore, we have
< H(Γt)nt,nt > = ∆γρ+H(Γ ) + Bρ+V
′
Γ (∇¯Ψρ)∇¯Ψρ ⊗ ∇¯2Ψρ, (147)
where ∇¯2Ψρ = (Ψρ,∇Ψρ,∇2Ψρ) and we have set
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Bρ = {< ∆Γn,n > +
∞∑
ℓ=1
ζ1ℓ (
N−1∑
i,j=1
hij < ∂i∂jy,n >)}ρ. (148)
To turn to Eq. (135), in view of (104), (128), and (127), we write
< n, µD(v)nt > =< n, µD(u)n > + < n, µD(u)VΓ (k¯)k¯ >
+ < n, µ(DD(k)∇u)(n +VΓ (k¯)k¯) > .
(149)
where k = ∇Ψρ and k¯ = (Ψρ,∇Ψρ). Thus, from (147) and (149) it follows that
the boundary condition (135) is transformed to
< n, µD(u)n > −(q+ σH(Γ )) − σ(∆Γ ρ+ Bρ) = hN (u, Ψρ), (150)
where we have set
hN(u, Ψρ) = − < n, µD(u)VΓ (k¯)k¯ >
− < n, µ(DD(k)∇u)(n +VΓ (k¯)k¯) > +σV′Γ (k¯)(k¯, k¯),
(151)
where k = ∇Ψρ, k¯ = ∇¯Ψρ, and k¯ = ∇¯2Ψρ.
3.4 Linearization principle
In this subsection, we give a linearization principle 2 of Eq. (1) for the lo-
cal well-posedness and the global well-posedness. Putting (100), (101), (131),
(137), and (150) together, we see that Eq.(1) is transformed to the equations:
∂tu−Div (µD(u) − qI) = f(u, Ψρ) in ΩT ,
divu = g(u, Ψρ) = div g(u, Ψρ) in Ω
T ,
∂tρ+ ξ
′(t) · n− u · n+ < u | ∇′Γ ρ >= d(u, ρ) on Γ T ,
(µD(u)n)τ = h
′(u, Ψρ) on Γ T ,
< µD(u)n,n > −(q+ σH(Γ ))− σ(∆Γ + B)ρ = hN (u, Ψρ) on Γ T ,
u|t=0 = u0 in Ω, ρ|t=0 = ρ0 on Γ .
(152)
Local Well-posedness:
To prove the local well-posedness, the unique existence of local in time
solutions, we take ξ(t) = 0 and we assume that one of the following conditions
holds:
(a) ‖H(Γ )‖
W
1−1/q
q (Γ )
<∞ or (b) ‖∇H(Γ )‖Lq(Ω) <∞. (153)
2 The linearization principle means how to divide a nonlinear equation into a linear
part and a non-linear part.
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Remark 3.1 For example, in the case where Ω = B′R × R with B′R = {x′ ∈
RN−1 | |x′| < R}, H(Γ ) = R−(N−2) × χR(xN ), where χR(xN ) = 1 for any
xN ∈ R. And then, ∇H(Γ ) = 0.
We introduce the new pressure p defined by letting p = q + σH(Γ ) in the
(a) case. For the reference body Ω, we choose the boundary Γ0 of the initial
domain in such a way that
Γ0 = {x = y + h0(y)n | y ∈ Γ}
and ‖h0‖B3−1/p−1/qq,p (Γ ) is small enough. But, we do not want to have any re-
striction on the size of the initial velocity, u0. Thus, we approximate u0 by
uκ defined by letting
uκ =
1
κ
∫ κ
0
T (s)u˜0 ds,
where u˜0 is a suitable extension of u0 to R
N satisfying the condition:
‖u˜0‖B2(1−1/p)q,p (RN ) ≤ C‖u0‖B2(1−1/p)q,p (Ω), (154)
and T (s) is some analytic semigroup defined on RN satisfying the estimate:
‖T (·)u˜0‖L∞((0,∞),B2(1−1/p)q,p (RN )) ≤ C‖u0‖B2(1−1/p)q,p (Ω),
‖T (·)u˜0‖Lp((0,∞),H2q (RN )) + ‖T (·)u˜0‖H1p((0,∞),Lq(RN )) ≤ C‖u0‖B2(1−1/p)q,p (Ω).
(155)
By (155)
‖uκ‖B2(1−1/p)q,p (Ω) ≤ C‖u0‖B2(1−1/p)q,p (Ω),
‖uκ‖H2q (Ω) ≤ C‖u0‖B2(1−1/p)q,p (Ω)κ
−1/p.
(156)
From Eq. (152), the linearlization principle of Eq. (1) is the following equa-
tions:
∂tu−Div (µD(u) − qI) = f(u, Ψρ) + κb∇H(Γ ) in ΩT
divu = g(u, Ψρ) = div g(u, Ψρ) in Ω
T
∂tρ+ < uκ | ∇′Γ ρ > −u · n = d(u, Ψρ)+ < uσ − u | ∇′Γρ > in Γ T
(µD(u)n)τ = h
′(u, Ψρ) in Γ T
< µD(u)n,n > −q− σ(∆Γ + B)ρ = hN(u, Ψρ) + κaH(Γ ) in Γ T
u|t=0 = u0 in Ω, ρ|t=0 = ρ0 on Γ .
(157)
where we have set
κa =
{
σ in the (a) case,
0 in the (b) case,
κb =
{
0 in the (b) case,
σ in the (a) case.
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Global well-posedness
In this lecture note, we only treat the bounded domain case. The un-
bounded domain case was treated, for example, by Saito and Shibata [42, 43]
in the Lp-Lq framework. Assuming that the reference body Ω0 is very closed
to a ball and initial velocities are sufficiently small, we shall prove the global
wellposedness, the unique existence of global in time solutions. Here, the prob-
lem is formulated and the global well-posedness will be proved in Sect. 7.
Let BR be the ball of radius R centered at the origin and let SR be the
sphere of radius R centered at the origin, that is SR is the boundary of BR.
We assume that
(A.1) |Ω| = |BR| = R
NωN
N
, where |D| denotes the Lebesgue measure of a
Lebesgue measurable set D in RN and ωN is the area of S1.
(A.2)
∫
Ω
x dx = 0.
(A.3) Γ is a normal perturbation of SR given by Γ = {x = y + ρ0(y)n(y) |
y ∈ SR} with a given small function ρ0(y) defined on SR.
Here, n = y/|y| is the unit outer normal to SR. n is extended to RN by
n = R−1y. Let Γt be given by
Γt = {x = y + ρ(y, t)n+ ξ(t) | y ∈ SR}
= {x = y +R−1ρ(y, t)y + ξ(t) | y ∈ SR}
where ρ(y, t) is an unknown function with ρ(y, 0) = ρ0(y) for y ∈ SR. Let ξ(t)
be the barycenter point of the domain Ωt defined by
ξ(t) =
1
|Ω|
∫
Ωt
x dx.
Here, |Ωt| = |Ω| follows eventually from the divergence free condition in Eq.
(1). Notice that ξ(t) is also unknown. It follows from the assumption (A.2)
that ξ(0) = 0. Given a function ρ defined on SR, let Hρ be a suitable extension
of ρ such that Hρ = ρ on SR and the following estimates hold:
C1‖Hρ(·, t)‖Hkq (BR) ≤ ‖ρ(·, t)‖Wk−1/qq (SR) ≤ C2‖Hρ(·, t)‖Hkq (BR),
C1‖∂tHρ(·, t)‖Hℓq(BR) ≤ ‖∂tρ(·, t)‖W ℓ−1/qq (SR) ≤ C2‖∂tHρ(·, t)‖Hℓq(BR)
(158)
with some constants C1 and C2 for k = 1, 2, 3 and ℓ = 1, 2. We define the
Hanzawa transform centered at ξ(t) by
x = hz(y, t) = y + Ψρ(y, t) + ξ(t) for y ∈ BR, (159)
where Ψρ(y, t) = R
−1Hρ(y, t)y, because n = y/|y| for y ∈ SR. And then, the
linearization principle is the following:
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∂tu−Div (µD(u) − qI) = f(u, Ψρ) in BTR ,
divu = g(u, Ψρ) = div g(u, Ψρ) in B
T
R ,
∂tρ− n · Pu = d(u, Ψρ) on STR ,
(µD(u)n)τ = h
′(u, Ψρ) on STR ,
< µD(u)n,n > −q− σBρ = hN (u, Ψρ) on STR ,
(u, ρ)|t=0 = (u0, ρ0) in BR × SR,
(160)
where, BTR = BR × (0, T ), STR = SR × (0, T ), Pu = u−
1
|BR|
∫
BR
u dy,
B = ∆SR +
N − 1
R2
, ∆SR is the Laplace-Beltrami operator on SR. More-
over, f(u, Ψρ), g(u, Ψρ), g(u, Ψρ), h
′(u, Ψh) are the same as in Eq. (157), but
hN (v, Ψρ) and d(v, Ψρ) are slightly different functions from these in Eq. (157)
given latter. And, the last boundary condition in (160) will be given in Subsec.
7.1. When we prove the global wellosedness, we assume that initial velocity,
u0, is small enough, and so u is small. Thus, term:
∑N−1
i,j=1 g
ij < τi,u >
∂ρ
∂pj
in the kinematic equations can be put in the right side.
4 Maximal Lp-Lq regularity
To prove the local and global well-posedness for Eq.(1), in this lecture note
the maximal regularity theorem for the linear part (the left hand side of Eq.
(157) and (160)) plays an essential role. In this section, we study the maximal
Lp-Lq regularity theorem and the generation of analytic semigroup associated
with the Stokes equations with free boundary conditions.
4.1 Statement of maximal regularity theorems
In this subsection, we shall state the maximal Lp-Lq regularity for the follow-
ing three problems:
∂tu−Div (µD(u) − pI) = f , divu = g = div g in ΩT ,
(µD(u) − pI)n = h on Γ T ,
u = u0 in Ω;
(161)

∂tv −Div (µD(v) − qI) = 0, div v = 0 in ΩT ,
∂th− n · v + F1v = d on Γ T ,
(µD(v) − qI)n− (F2h+ σ∆Γh)n = 0 on Γ T ,
(v, h)|t=0 = (0, h0) in Ω × Γ ;
(162)
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∂tw −Div (µD(w) − rI) = 0, divw = 0 in ΩT ,
∂tρ+Aκ · ∇′Γ ρ−w · n+ F1w = d on Γ T ,
(µD(w) − rI)n− (F2ρ+ σ∆Γ ρ)n = 0 on Γ T ,
(w, ρ)|t=0 = (0, 0) in Ω × Γ.
(163)
Here, F1 and F2 are linear operators such that
‖F1v‖W 2−1/qq (Γ ) ≤M0‖v‖H1q (Ω), ‖F2h‖H1q (Ω) ≤ C0‖h‖H2q (Ω) (164)
with some constant M0. If we consider the total problem:
∂tU −Div (µD(U)− P I) = f , divU = g = div g in ΩT ,
∂tH +Aκ · ∇′ΓH − U · n+ F1U = d on Γ T ,
(µD(U)− P I)n− (F2H + σ∆ΓH)n = h on Γ T ,
(U,H)|t=0 = (u0, h0) in Ω × Γ.
(165)
then, U , P and H are given by U = u + v + w and P = p + q + r and
H = h + ρ, where (u, p) is a solution of Eq.(161), (v, q, h) a solution of
Eq.(162) with d = 0, and (w, r, ρ) a solution of Eq.(163) by replacing d by
d+ n · u−F1u−Aκ · ∇′Γh.
We now introduce a solenoidal space Jq(Ω) defined by
Jq(Ω) = {f ∈ Lq(Ω)N | (f ,∇ϕ)Ω = 0 for any ϕ ∈ Hˆ1q′,0(Ω)}. (166)
Before stating the maximal Lp-Lq regularity theorems for the three equa-
tions given above, we introduce the assumptions on µ and Aκ.
Assumption on µ, σ, and Aκ
There exist positive constants m0, m1, m2, m3, a and b for which,
m0 ≤ µ(x), σ(x) ≤ m1, |∇(µ(x), σ(x))| ≤ m1 for any x ∈ Ω,
|Aκ(x)| ≤ m2, |Aκ(x) −Aκ(y)| ≤ m2|x− y|a for any x, y ∈ Γ ,
‖Aκ‖W 2−1/rr (Γ ) ≤ m3κ
−b (κ ∈ (0, 1)). (167)
Where, r is an exponent in (N,∞).
Moreover, in view of (167), for = Bij = Br0(x
i
j) given in Proposition 2.2
we assume that
|µ(x) − µ(x0j )| ≤M1, for x0j ∈ Bij , (168)
|µ(x) − µ(x1j )| ≤M1, |σ(x) − σ(x1j )| ≤M1, |Aκ(x)−Aκ(x1j )| ≤M1 (169)
for any x ∈ B1j . Since H1q (Ω) is usually not dense in Hˆ1q (Ω), it does not
hold that divu = div g implies (u,∇ϕ)Ω = (g,∇ϕ)Ω for all ϕ ∈ Hˆ1q (Ω). Of
course, the opposite direction holds. Thus, finally we introduce the following
definition.
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Definition 4.1 For u, g ∈ Lq(Ω)N , we say that divu = div g in Ω if u−g ∈
Jq(Ω).
To solve the divergence equation divu = g in Ω, it is necessary to assume
that g is given by g = div g for some g, and so we define the space DIq(G) by
DIq(G) = {(g,g) | g ∈ H1q (G), g ∈ Lq(G), g = div g in G},
where G is any domain in RN .
Before stating the main results in this section, we give a definition of the
uniqueness. For Eq. (161), the uniqueness is defined as follows:
• If v and p with
v ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ),
p ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω)),
satisfy the homogeneous equations:
∂tv −Div (µD(v) − pI) = 0, div v = 0 in ΩT ,
(µD(v) − pI)n = 0 on Γ T ,
v|t=0 = 0 on Ω,
(170)
then, v = 0 and p = 0.
For Eq. (162) and (163), the uniqueness is defined as follows:
• If v, p and ρ with
v ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ),
p ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω)),
ρ ∈ Lp((0, T ),W 3−1/qq (Γ )) ∩H1p ((0, T ),W 2−1/qq (Γ ))
satisfy the homogeneous equations:
∂tv −Div (µD(v) − pI) = 0, div v = 0 in ΩT ,
∂tρ+Aκ · ∇′Γ ρ− v · n+ F1v = 0 on Γ T ,
(µD(v) − pI− ((F2 + σ∆Γ )ρ)I)n = 0 on Γ T ,
(v, ρ)|t=0 = (0, 0) on Ω × Γ ,
(171)
then, v = 0, p = 0, and ρ = 0.
Notice that when Aκ = 0, the uniquness is stated in the same manner as in
(171).
We now state the maximal Lp-Lq regularity theorems.
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Theorem 4.2 Let 1 < p, q < ∞ with 2/p + 1/q 6= 1. Assume that Ω is a
uniform C2 domain and that the weak Dirichlet problem is uniquely solvable
for index q. Then, there exists a γ0 > 0 such that the following assertion holds:
Let u0 ∈ B2(1−1/p)q,p (Ω)N be initial data for Eq. (161) and let f , g, g, and h be
functions in the right side of Eq. (161) such that f ∈ Lp((0, T ), Lq(Ω)N ), and
e−γtg ∈ H1p (R, Lq(Ω)N ), e−γtg ∈ Lp(R, H1q (Ω)) ∩H1/2p (R, Lq(Ω)),
e−γth ∈ Lp(R, H1q (Ω)N ) ∩H1/2p (R, Lq(Ω)N ) (172)
for any γ ≥ γ0. Assume that the compatibility condition:
u0 − g|t=0 ∈ Jq(Ω) and divu0 = g|t=0 in Ω, (173)
holds. In addition, we assume that the compatibility condition:
(µD(u0)n)τ = (h|t=0)τ on Γ (174)
holds for 2/p+ 1/q < 1. Then, problem (161) admits solutions u and p with
u ∈ Lp((0, T ), H2q (Ω)N ) ∩H1q ((0, T ), Lq(Ω)N ),
p ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω))
possessing the estimate:
‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω))
≤ CeγT (‖u0‖B2(1−1/p)q,p (Ω) + ‖f‖Lp((0,T ),Lq(Ω)) + ‖e
−γtg‖H1p(R,Lq(Ω))
+ ‖e−γt(g,h)‖Lp(R,H1q (Ω)) + ‖e−γt(g,h)‖H1/2p (R,Lq(Ω)))
for some constant C > 0.
Moreover, if we assume that the weak Dirichlet problem is uniquely solvable
for q′ = q/(q − 1) in addiion, then the uniqueness for Eq. (161) holds.
Theorem 4.3 Let 1 < p, q < ∞. Assume that Ω is a uniform C3 do-
main and that the weak Dirichlet problem is uniquely solvable for q. Let
h0 ∈ B3−1/p−1/qq,p (Γ ) be initial data for Eq. (162) and let d be a function
in the right side of Eq. (162) such that
d ∈ Lp((0, T ),W 2−1/qq (Γ )). (175)
Then, problem (162) admits solutions v, q and h with
v ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ),
q ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω)),
h ∈ Lp((0, T ),W 3−1/qq (Γ )) ∩H1p ((0, T ),W 2−1/qq (Γ ))
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possessing the estimate:
‖v‖Lp((0,T ),H2q (Ω)) + ‖∂tv‖Lp((0,T ),Lq(Ω))
+ ‖h‖
Lp((0,T ),W
3−1/q
q (Γ ))
+ ‖∂th‖Lp((0,T ),W 2−1/qq (Γ ))
≤ CeγT (‖h0‖B3−1/p−1/qq,p (Γ ) + ‖d‖Lp((0,T ),W 2−1/qq (Γ )))
for some constants C > 0 and γ.
Moreover, if we assme that the weak Dirichlet problem is uniquely solvable
for q′ = q/(q − 1) in addition, then the uniqueness for Eq. (162) holds.
Theorem 4.4 Let 1 < p, q <∞. Assume that Ω is a uniform C3 domain and
that the weak Dirichlet problem is uniquely solvable for q. Let d be a function
in the right side of Eq. (163) such that
d ∈ Lp((0, T ),W 2−1/qq (Γ )). (176)
Then, problem (163) admits unique solutions w, r and ρ with
w ∈ Lp((0, T ), H2q (Ω)N ) ∩H1q ((0, T ), Lq(Ω)N ),
r ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω)),
ρ ∈ Lp((0, T ),W 3−1/qq (Γ )) ∩H1p ((0, T ),W 2−1/qq (Γ ))
possessing the estimate:
‖w‖Lp((0,T ),H2q (Ω)) + ‖∂tw‖Lp((0,T ),Lq(Ω))
+ ‖ρ‖
Lp((0,T ),W
3−1/q
q (Γ ))
+ ‖∂tρ‖Lp((0,T ),W 2−1/qq (Γ ))
≤ Ceγκ−bT ‖d‖
Lp((0,T ),W
2−1/q
q (Γ ))
for some constants C > 0 and γ, where κ ∈ (0, 1) and b is the constant
appearing in (167).
Moreover, if we assume that Ω is a uniform C3 domain whose inside has
a finite covering and that the weak Dirichlet problem is uniquely solvable for
q′ = q/(q − 1) in addition, then the uniqueness for Eq. (163) holds.
Remark 4.5 The uniqueness follows from the existence of solutions to the
dual problem in the case of Eq.(161) and Eq.(162). But, the uniqueness for
the Eq.(163) follows from the a priori estimates, because we can not find a
suitable dual problem for Eq.(163). Thus, in addition, we need the assumption
that the inside of Ω has a finite covering.
Applying Theorems 4.2, 4.3, and 4.4, we have the following corollary.
Corollary 4.6 Let 1 < p, q < ∞ with 2/p + 1/q 6= 1. Assume that Ω is a
uniform C3 domain and that the weak Dirichlet problem is uniquely solvable
for q. Let u0 ∈ B2(1−1/p)q,p (Ω)N and h0 ∈ B3−1/p−1/qq,p (Γ ) be initial data for
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Eq.(165) and let f , g, g, d, and h be functions appearing in the right side of
Eq.(165) and satisfying the conditions:
f ∈ Lp((0, T ), Lq(Ω)N ), d ∈ Lp((0, T ),W 2−1/qq (Γ )),
e−γtg ∈ Lp(R, H1q (Ω)) ∩H1/2p (R, Lq(Ω)), e−γtg ∈ H1p (R, Lq(Ω)N ),
e−γth ∈ Lp(R, H1q (Ω)N ) ∩H1/2p (R, Lq(Ω)N ).
for any γ ≥ γ0 with some γ0. Assume that the compatibility conditions (173)
and (174) are satisfied. Then, problem (165) admits solutions U P , and H
with
U ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ),
P ∈ Lp((0, T ), H1q (Ω) +H1q,0(Ω)),
H ∈ Lp((0, T ),W 3−1/qq (Γ )) ∩H1p ((0, T ),W 2−1/qq (Γ ))
possessing the estimate:
‖U‖Lp((0,T ),H2q (Ω)) + ‖∂tU‖Lp((0,T ),Lq(Ω)) + ‖H‖Lp((0,T ),W 3−1/qq (Γ )
+ ‖∂tH‖Lp((0,T ),W 2−1/qq (Γ ))
≤ Ce2γκ−bT {‖u0‖B2(1−1/p)q,p (Ω) + κ
−b‖h0‖B3−1/p−1/qq,p (Γ )
+ ‖f‖Lp((0,T ),Lq(Ω)) + ‖e−γt∂tg‖Lp(R,Lq(Ω)) + ‖e−γt(g,h)‖Lp(R,H1q (Ω))
+ ‖e−γt(g,h)‖
H
1/2
p (R,Lq(Ω))
+ ‖d‖
Lp((0,T ),W
2−1/q
q (Γ ))
}
for any γ ≥ γ0 with some constant C independent of γ and κ, where κ ∈ (0, 1),
and b is the constant appearing in (167).
Proof. As was mentioned after Eq.(165), U , P and H are given by U =
u + v +w, P = p + q + r and H = h + ρ Since u and p are solutions of Eq.
(161), by Theorem 4.2 we have
‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω))
≤ CeγT {‖u0‖B2(1−1/p)q,p (Ω) + ‖f‖Lp((0,T ),Lq(Ω)) + ‖e
−γt∂tg‖Lp(R,Lq(Ω))
+ ‖e−γt(g,h)‖Lp(R,H1q (Ω)) + ‖e−γt(g,h)‖H1/2p (R,Lq(Ω))}.
(177)
Since v, q and h are solutions of Eq. (162) with d = 0, appying Theorem 4.3
with d = 0 yields that
‖v‖Lp((0,T ),H2q (Ω)) + ‖∂tv‖Lp((0,T ),Lq(Ω)) + ‖h‖Lp((0,T ),W 3−1/qq (Γ ))
+ ‖∂th‖Lp((0,T ),W 2−1/qq (Γ )) ≤ Ce
γT ‖h0‖B3−1/p−1/qq,p (Γ ).
(178)
Finally, recalling that w, r and ρ are solutions of Eq. (163) by replacing d by
d+ n · u−F1u−Aκ · ∇′Γh, applying Theorem 4.4 and using the estimate
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‖Aκ · ∇′Γh‖W 2−1/qq (Γ ) ≤ C‖Aκ‖H2r (Ω)‖h‖W 3−1/qq (Γ ),
which follows from the Sobolev imbedding theorem and the assumption: N <
r <∞, we have
‖w‖Lp((0,T ),H2q (Ω)) + ‖∂tw‖Lp((0,T ),Lq(Ω))
+ ‖ρ‖
Lp((0,T ),W
3−1/q
q (Γ ))
+ ‖∂tρ‖Lp((0,T ),W 2−1/qq (Γ ))
≤ Ceγκ−bT (‖h0‖B3−1/p−1/qq,p (Γ )
+ ‖d+ n · u−F1u−Aκ · ∇′Γh‖Lp((0,T ),W 2−1/qq (Γ ))}
≤ Ceγκ−bT {κ−b‖h‖
Lp((0,T ),W
3−1/q
q (Γ )
+ ‖d‖
Lp((0,T ),W
2−1/q
q (Γ ))
+ ‖u‖Lp((0,T ),H2q (Ω))},
which, combined with (177) and (178), leads to the required estimate. This
completes the proof of Corollary 4.6. ⊓⊔
4.2 R bounded solution operators
To prove Theorems 4.2, 4.3, and 4.4, we use R bounded solution operators
associated with the following generalized resolvent problems:{
λu−Div (µD(u) − pI) = f , divu = g = div g in Ω,
(µD(u) − pI)n = h on Γ ; (179)
λv −Div (µD(v) − qI) = f , div v = g = div g in Ω,
λρ− v · n+ F1v = d on Γ ,
(µD(v) − qI)n− (F2ρ+ σ∆Γ ρ)n = h on Γ ;
(180)

λv −Div (µD(v) − qI) = f , div v = g = div g in Ω,
λρ+Aκ · ∇′Γ ρ− v · n+ F1v = d on Γ ,
(µD(v) − qI)n− (F2ρ+ σ∆Γ ρ)n = h on Γ .
(181)
In the following, we consider Eq. (180) and (181) at the same time. For this,
we set A0 = 0, and then Eq. (180) is represented by Eq. (181) with κ = 0.
We make a definition.
Definition 4.7 Let X and Y be two Banach spaces. A family of operators
T ⊂ L(X,Y ) is called R bounded on L(X,Y ), if there exist constants C > 0
and p ∈ [1,∞) such that for each n ∈ N, {Tj}nj=1 ⊂ T , and {fj}nj=1 ⊂ X, we
have
‖
n∑
k=1
rkTkfk‖Lp((0,1),Y ) ≤ C‖
n∑
k=1
rkfk‖Lp((0,1),X).
Here, the Rademacher functions rk, k ∈ N, are given by rk : [0, 1]→ {−1, 1}
t 7→ sign (sin 2kπt). The smallest such C is called R-bound of T on L(X,Y ),
which is denoted by RL(X,Y )T .
60 Yoshihiro Shibata
We introduce the definition of the uniqueness of solutions. For Eq. (179), the
uniqueness is defined as follows:
• Let λ ∈ U ⊂ C. If u and q with
u ∈ H2q (Ω)N , p ∈ H1q (Ω) + Hˆ1q,0(Ω)
satisfy the homogeneous equations:{
λu−Div (µD(u) − pI) = 0, divu = 0 in Ω,
(µD(u)− pI)n = 0 on Γ, (182)
then u = 0 and p = 0.
For Eq. (180) and (181), the uniqueness is defined as follows:
• Let λ ∈ U ⊂ C. If v, q and ρ with
v ∈ H2q (Ω)N , q ∈ H1q (Ω) + Hˆ1q,0(Ω), ρ ∈ W 3−1/qq (Γ )
satisfy the homogeneous equations:
λv −Div (µD(v) − qI) = 0, div v = 0 in Ω,
λρ+Aκ · ∇′Γ ρ− v · n+ F1v = 0 on Γ,
(µD(v) − qI− ((F2 + σ∆Γ )ρ)I)n = 0 on Γ,
(183)
then u = 0, q = 0 and ρ = 0.
We have the following theorems.
Theorem 4.8 Let 1 < q <∞ and 0 < ǫ0 < π/2. Assume that Ω is a uniform
C3 domain and that the weak Dirichlet problem is uniquely solvable for q. Let
A0 = 0 and let Aκ (κ ∈ (0, 1)) be an N − 1 vector of real valued functions
satisfying (167).
(1) (Existence) Let
Xq(Ω) = {F = (f , d,h, g,g) | f ∈ Lq(Ω)N , (g,g) ∈ DIq(Ω),
h ∈ H1q (Ω)N , d ∈ W 2−1/qq (Γ )},
Xq(Ω) = {F = (F1, F2, . . . , F7) | F1, F3, F7 ∈ Lq(Ω)N , F4 ∈ H1q (Ω)N ,
F5 ∈ Lq(Ω), F6 ∈ H1q (Ω), F2 ∈ W 2−1/qq (Γ )},
Λκ,λ0 =
{
Σǫ0,λ0 for κ = 0,
C+,λ0 for κ ∈ (0, 1),
γκ =
{
1 for κ = 0,
κ−b for κ ∈ (0, 1).
Then, there exist a constant λ0 > 0 and operator families A1(λ), P1(λ) and
H1(λ) with
A1(λ) ∈ Hol (Λκ,λ0γκ ,L(Xq(Ω), H2q (Ω)N )),
R-boundedness, Maximal Regularity and Free Boundary Problem 61
P1(λ) ∈ Hol (Λκ,λ0γκ ,L(Xq(Ω), H1q (Ω) + Hˆ1q,0(Ω))),
H1(λ) ∈ Hol (Λκ,λ0γκ ,L(Xq(Ω), H3q (Ω)))
such that for every λ ∈ Λκ,λ0γκ and (f , d,h, g,g) ∈ Xq(Ω), v = A1Fλ and
q = P1(λ)Fλ, and ρ = H1(λ)Fλ are solutions of Eq. (181), where
Fλ = (f , d, λ
1/2h,h, λ1/2g, g, λg).
Moreover, we have
RL(Xq(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2A1(λ)) | λ ∈ Λκ,λ0γκ}) ≤ rb;
RL(Xq(Ω),Lq(Ω)N )({(τ∂τ )ℓ(∇P1(λ)) | λ ∈ Λκ,λ0γκ}) ≤ rb;
RL(Xq(Ω),H3−kq (Ω))({(τ∂τ )ℓ(λkH1(λ)) | λ ∈ Λκ,λ0γκ}) ≤ rb
for ℓ = 0, 1, j = 0, 1, 2, and k = 0, 1 with some constant rb > 0.
(2) (Uniqueness) (i) When κ = 0, if we assume that the weak Dirichlet problem
is uniquely solvable for q′ = q/(q− 1) in addition, then the uniqueness for Eq.
(180) holds.
(ii) When κ ∈ (0, 1), if we assume that Ω is a uniformly C3 domain whose
inside has a finite covering and that the weak Dirichlet problem is uniquely
solvable for q′ = q/(q−1) in addition, then the uniqueness for Eq. (181) holds.
Here and in the following, λ = γ + iτ ∈ C.
Remark 4.9 (1) F1, F2, F3, F4, F5, F6, and F7 are variables corresponding
to f , d, λ1/2h, h, λ1/2g, g, and, λg, respectively.
(2) We define the norms ‖ · ‖Xq(Ω) and ‖ · ‖Xq(Ω) by
‖(f , d,h, g,g)‖Xq(Ω) = ‖(f ,g)‖Lq(Ω) + ‖(g,h)‖H1q (Ω) + ‖d‖W 2−1/qq (Γ );
‖(F1, . . . , F7)‖Xq(Ω) = ‖(F1, F3, F7)‖Lq(Ω) + ‖(F4, F6)‖H1q (Ω)
+ ‖F2‖W 2−1/qq (Γ ).
Theorem 4.10 Let 1 < q <∞ and 0 < ǫ0 < π/2.
(1) (Existence) Assume that Ω is a uniform C2 domain and that the weak
Dirichlet problem is uniquely solvable for q. Let
X˜q(Ω) = {F˜ = (f ,h, g,g) | f ∈ Lq(Ω)N , (g,g) ∈ DIq(Ω), h ∈ H1q (Ω)N},
X˜q(Ω) = {F˜ = (F1, F3, . . . , F7) | F1, F3, F7 ∈ Lq(Ω)N , F3 ∈ Lq(Ω),
F4 ∈ H1q (Ω)N , F6 ∈ H1q (Ω)}.
Then, there exist a constant λ0 > 0 and operator families A2(λ) and P2(λ)
with
A2(λ) ∈ Hol (Σǫ0,λ0 ,L(X˜q(Ω), H2q (Ω)N )),
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P2(λ) ∈ Hol (Σǫ0,λ0 ,L(X˜q(Ω), H1q (Ω) + Hˆ1q,0(Ω))),
such that for every λ ∈ Σǫ0,λ0 and (f ,h, g,g) ∈ X˜q(Ω), u = A2(λ)F˜λ and
p = P2(λ)F˜λ are solutions of Eq. (179), where we have set
F˜λ = (f , λ
1/2h,h, g, λ1/2g, λg).
Moreover, we have
RL(X˜q(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2A2(λ)) | λ ∈ Σǫ0,λ0}) ≤ rb;
RL(X˜q(Ω),Lq(Ω)N )({(τ∂τ )ℓ(∇P2(λ)) | λ ∈ Σǫ0,λ0}) ≤ rb
for ℓ = 0, 1, j = 0, 1, 2 with some constant rb > 0.
(Uniqueness) If we assume that the weak Dirichlet problem is uniquely solvable
for q′ = q/(q − 1) in addition, then the uniqueness for Eq. (179) holds.
4.3 Stokes operator and reduced Stokes operator
Since the pressure term has no time evolution, sometimes it is convenient
to eliminate the pressure terms, for example to formulate the problem in the
semigroup setting. For u ∈ H2q (Ω)N and h ∈ H3q (Ω), we introduce functionals
K0(u) and K(u, h). Let K0(u) ∈ H1q (Ω) + Hˆ1q,0(Ω) be a unique solution of
the weak Dirichlet problems:
(∇K0(u),∇ϕ)Ω = (Div (µD(u)) −∇divu,∇ϕ)Ω (184)
for any ϕ ∈ Hˆ1q′,0(Ω), subject to
K0(u) = µ < D(u)n,n > −divu on Γ.
And, letK(u, h) ∈ H1q (Ω)+Hˆ1q,0(Ω) be a unique solution of the weak Dirichlet
problem:
(∇K(u, h),∇ϕ)Ω = (Div (µD(u))−∇div u,∇ϕ)Ω (185)
for any ϕ ∈ Hˆ1q′,0(Ω), subject to
K(u, h) = µ < D(u)n,n > −(F2h+ σ∆Γh)− divu on Γ.
By Remark 2.6, we know the unique existence of K0(u) andK(u, h) satisfying
the estimates:
‖∇K0(u)‖Lq(Ω) ≤ C‖∇u‖H1q (Ω),
‖∇K(u, h)‖Lq(Ω) ≤ C(‖∇u‖H1q (Ω) + ‖h‖W 3−1/qq (Γ ))
(186)
for some constant depending on C. We consider the reduced Stokes equations:
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λu−Div (µD(u)−K0(u)I) = f in Ω,
(µD(u)−K0(u)I)n = h on Γ ;
(187)

λu−Div (µD(u, h)−K(u, h)I) = f in Ω,
λh+Aκ · ∇′Γh− n · u+ F1u = d on Γ ,
(µD(u) −K(u, h)I)n− (F2h+ σ∆Γh)n = h on Γ .
(188)
Notice that both of the boundary conditions in Eq. (187) and (188) are equiv-
alent to
(µD(u)n)τ = hτ and divu = n · h on Γ. (189)
We now study the equivalence between Eq. (179) and Eq. (187). The equiv-
alence between Eq.(181) and Eq.(188) are similarly studied. We first assume
that Eq. (179) is uniquely solvable. Given f ∈ Lq(Ω)N in the right side of Eq.
(187), let g ∈ H1q (Ω) be a unique solution of the variational equation:
λ(g, ϕ)Ω + (∇g,∇ϕ)Ω = (−f ,∇ϕ)Ω for any ϕ ∈ H1q′,0(Ω) (190)
subject to g = n·h on Γ . The unique existence of g is guaranteed for λ ∈ Σǫ0,λ0
with some large λ0 > 0. From (190) it follows that
(g, ϕ)Ω = (−λ−1(f +∇g),∇ϕ)Ω, (191)
and so (g,g) ∈ DIq with g = λ−1(f + ∇g). Thus, from the assumption we
know that Eq. (179) admits unique existence of solutions u ∈ H2q (Ω)N and
q ∈ H1q (Ω)+Hˆ1q,0(Ω). In view of the first equation in Eq. (179) and Definition
4.1, for any ϕ ∈ Hˆ1q′,0(Ω) we have
(f ,∇ϕ)Ω = (λu−Div (µD(u)− pI),∇ϕ)Ω
= (λu,∇ϕ)Ω − (∇div u,∇ϕ)Ω
− (Div (µD(u))−∇divu,∇ϕ)Ω + (∇p,∇ϕ)Ω
= λ(λ−1(f +∇g),∇ϕ)Ω − (∇g,∇ϕ)Ω + (∇(p −K0(u)),∇ϕ)Ω ,
and so,
(∇(p −K0(u)),∇ϕ)Ω = 0 for any ϕ ∈ Hˆ1q′,0(Ω).
Moreover, by the second equation in Eq. (179) and (190), we
p−K0(u) = −h · n+ divu = −g + g = 0 on Γ .
Thus, the uniqueness implies that p = K0(u), which, combined with Eq. (179),
shows that u satisfy Eq. (187).
Conversely, we assume that Eq. (187) is uniquely solvable. Let f ∈ Lq(Ω)N
and h ∈ H1q (Ω). Let θ ∈ H1q (Ω) + Hˆ1q (Ω) be a unique solution of the weak
Dirichlet problem:
(∇θ,∇ϕ)Ω = (f ,∇ϕ)Ω for any ϕ ∈ Hˆ1q′,0(Ω),
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subject to θ = n · h on Γ . Setting p = θ + q in (179), we then have
λu−Div (µD(u)− qI) = f −∇θ, divu = g = div g in Ω,
(µD(u)− qI)n = h− < h,n > n on Γ.
Let f ′ = f −∇θ and h′ = h− < h,n > n. We then have
h′ · n = 0 on Γ and (f ′,∇ϕ)Ω = 0 for any ϕ ∈ Hˆ1q′,0(Ω). (192)
Given (g,g) ∈ DIq(Ω)N , let K ∈ H1q (Ω) + Hˆ1q,0(Ω) be a solution to the weak
Dirichlet problem:
(∇K,∇ϕ)Ω = (λg −∇g,∇ϕ)Ω for any ϕ ∈ Hˆ1q′,0(Ω), (193)
subject to K = −g on Γ . Let u be a solution of the equations:{
λu− Div (µD(u)−K0(u)I) = f ′ +∇K in Ω,
(µD(u)−K0(u)I)n = h′ + gn on Γ .
(194)
By (184), (192), (193) and (194), for any ϕ ∈ Hˆ1q,0(Ω) we have
(∇K,∇ϕ)Ω = (f ′ +∇K,∇ϕ)Ω
= (λu−Div (µD(u)−K0(u)I),∇ϕ)Ω
= (λu,∇ϕ)Ω − (∇div u,∇ϕ)Ω .
(195)
Since H1q′,0(Ω) ⊂ Hˆ1q′,0(Ω), by (193) and (195) we have
λ(divu− g, ϕ)Ω + (∇(div u− g),∇ϕ)Ω = 0 for any ϕ ∈ H1q′,0(Ω).
Here, we have used the fact that div g = g ∈ H1q (Ω). Recalling that h′ ·n = 0
and putting (194) and the boundary condition of (184) together gives
g = (gn+ h′) · n =< µD(u)n,n > −K0(u) = divu
on Γ . Thus, the uniqueness implies that divu = g in H1q (Ω), which, combined
with (193) and (195), leads to
(g,∇ϕ)Ω = (u,∇ϕ)Ω for any ϕ ∈ Hˆ1q′,0(Ω)
because we may assume that λ 6= 0. Since K = −g on Γ , by (195) we have
λu−Div (µD(u)− (K0(u)−K)I) = f ′, divu = g =div g in Ω,
(µD(u) − (K0(u)−K)I)n = h′ on Γ .
Thus, u and p = K0(u)−K − θ are required solutions of Eq. (179).
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4.4 R-bounded solution operators for the reduced Stokes
equations
In the following theorem, we state the existence of R bounded solution oper-
ators for the reduced Stokes equations (188).
Theorem 4.11 Let 1 < q < ∞ and 0 < ǫ < π/2. Let Λκ,λ0 be the set
defined in Theorem 4.8. Assume that Ω is a uniform C3 domain and the weak
Dirichlet problem is uniquely solvable for q. Let A0 = 0 and Aκ (κ ∈ (0, 1))
be an N − 1 vector of real valued functions satisfying (167). Set
Yq(Ω) = {(f , d,h) | f ∈ Lq(Ω)N , d ∈ W 2−1/qq (Γ ), h ∈ H1q (Ω)N},
Yq(Ω) = {(F1, . . . , F4) | F1, F3 ∈ Lq(Ω)N , F2 ∈W 2−1/qq (Γ )
F4 ∈ H1q (Ω)N}.
(196)
Then, there exist a constant λ∗ ≥ 1 and operator families:
Ar(λ) ∈ Hol (Λκ,λ∗γκ ,L(Yq(Ω), H2q (Ω)N )),
Hr(λ) ∈ Hol (Λκ,λ∗γκ ,L(Yq(Ω), H3q (Ω)))
such that for any λ ∈ Λκ,λ0γκ and (f , d,h) ∈ Yq(Ω),
u = Ar(λ)(f , d, λ1/2h,h), h = Hr(λ)(f , d, λ1/2h,h),
are solutions of (188), and
RL(Yq(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2Ar(λ)) | λ ∈ Λκ,λ∗γκ}) ≤ rb,
RL(Yq(Ω),H3−kq (Ω))({(τ∂τ )ℓ(λkHr(λ)) | λ ∈ Λκ,λ∗γκ}) ≤ rb,
for ℓ = 0, 1, j = 0, 1, 2 and k = 0, 1. Here, rb is a constant depending on m1,
m2, m3, λ0, p, q, and N , but independent of κ ∈ (0, 1), and γκ is the number
defined in Theorem 4.8.
If we assume that Ω is a uniformly C3 domain whose inside has a finite
covering and that the weak Dirichlet problem is uniquely solvable for q′ =
q/(q − 1) in addition, then the uniqueness for Eq. (188) holds.
Remark 2. The norm of space Yq(Ω) is defined by
‖(f , d,h)‖Yq(Ω) = ‖f‖Lq(Ω) + ‖d‖W 2−1/qq (Γ ) + ‖h‖H1q (Ω);
and the norm of space Yq(Ω) is defined by
‖(F1, F2, F3, F4)‖Yq(Ω) = ‖(F1, F3)‖Lq(Ω) + ‖F2‖W 2−1/qq (Γ ) + ‖F4‖W 1q (Ω).
Remark 3. By the equivalence of Eq.(181) and Eq. (188) that was pointed
out in Subsec. 4.3, we see easily that Theorem 4.8 follows immediately from
Theorem 4.11.
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Concerning the existence of R bounded solution operator for Eq. (187), we
have the following theorem.
Theorem 4.12 Let 1 < q <∞ and 0 < ǫ < π/2. Assume that Ω is a uniform
C2 domain and the weak Dirichlet problem is uniquely solvable for q. Set
Y˜q(Ω) = {(f ,h) | f ∈ Lq(Ω)N , h ∈ H1q (Ω)N},
Y˜q(Ω) = {(F1, F3, F4) | F1, F3 ∈ Lq(Ω)N , F4 ∈ H1q (Ω)N}.
(197)
Then, there exist a constant λ∗∗ ≥ 1 and operator family A0r(λ) with
A0r(λ) ∈ Hol (Σσ,λ∗∗ ,L(Y˜q(Ω), H2q (Ω)N ))
such that for any λ ∈ Σσ,λ∗∗ and (f ,h) ∈ Y˜q(Ω), u = A0r(λ)(f , λ1/2h,h) is a
solution of (187), and
RL(Y˜q(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2A0r(λ)) | λ ∈ Σσ,λ∗∗}) ≤ rb
for ℓ = 0, 1 and j = 0, 1, 2. Here, rb is a constant depending on m1, λ0, p, q,
and N .
If we assume that the weak Dirichlet problem is uniquely solvable for q′ =
q/(q − 1) in addition, then the uniqueness for Eq. (187) holds.
Remark 4. Theorem 4.12 was proved by Shibata [46] and can be proved by
the same argument as in the proof of Theorem 4.11. Thus, we may omit its
proof.
4.5 Generation of C0 analytic semigroup
In this subsection, we consider the following two initial-boundary value prob-
lems for the reduced Stokes operator:
∂tu−Div (µD(u)−K0(u)I) = 0 in Ω∞,
(µD(u)−K0(u)I)n = 0 on Γ∞,
u|t=0 = u0 in Ω;
(198)

∂tv −Div (µD(v) −K(v, h)I) = 0 in Ω∞,
∂th− n · v + F1v = 0 on Γ∞,
(µD(v) −K(v, h)I)n− (F2h+ σ∆Γ h)n = 0 on Γ∞,
v|t=0 = v0 in Ω, h|t=0 = h0 on Γ ,
(199)
where we have set Ω∞ = Ω × (0,∞) and Γ∞ = Γ × (0,∞).
Let u and (v, h) be solutions of Eq.(198) and Eq.(199), respectively.
Roughly speaking, if u ∈ Jq(Ω) for any t > 0, then, u and p = K0(u) are
unique solutions of Eq. (161) with g = g = h = 0. And, if v ∈ Jq(Ω) for any
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t > 0, then v, q = K(v, h), and h are unique solutions of (162) with d = 0
and (v, h)|t=0 = (v0, h0).
Let us introduce spaces and operators to describe (198) and (199) in the
semigroup setting. Let
D1q(Ω) = {u ∈ Jq(Ω) ∩H2q (Ω)N | (µD(u)n)τ = 0 on Γ},
A1qu = Div (µ(D(u) −K0(u)I) for u ∈ D1q(Ω);
Hq(Ω) = {(v, h) | v ∈ Jq(Ω), h ∈W 2−1/qq (Γ )},
D2q(Ω) = {(v, h) ∈ Hq(Ω) | v ∈ H2q (Ω)N , h ∈ W 3−1/qq (Γ ),
(µD(v)n)τ = 0 on Γ},
A2q(v, h) = (Div (µD(v) −K(v, h)I),n · v|Γ )
(200)
for (v, h) ∈ D2q(Ω). Since divu = 0 for u ∈ D1q(Ω), by (189) (µD(u)n)τ =
0 is equivalent to (µD(u) − K0(u)I)n = 0. And also, for (v, h) ∈ D2q(Ω),
(µD(v)n)τ = 0 is equivalent to
(µD(v) −K(v, h)I)n− (F2h+ σ∆Γh) = 0.
Using the symbols defined in (200), we see that Eq.(198) and Eq.(199) are
written as
∂tu−A1qu = 0 (t > 0), u|t=0 = u0; (201)
∂tU(t)−A2qU(t) = 0 (t > 0), U(t)|t=0 = U0, (202)
where u(t) ∈ D1q(Ω) for t > 0 and u0 ∈ Jq(Ω), and U(t) = (v, h) ∈ D2q(Ω)
for t > 0 and U0 = (v0, h0) ∈ Hq(Ω). The corresponding resolvent problem
to (201) is that for any f ∈ Jq(Ω) and λ ∈ Σǫ0,λ0 we find u ∈ D1q(Ω) uniquely
solving the equation:
λu−A1qu = f in Ω (203)
possessing the estimate:
|λ|‖u‖Lq(Ω) + ‖u‖H2q (Ω) ≤ C‖f‖Lq(Ω). (204)
And also, the corresponding resolvent problem to (202) is that for any F ∈
Hq(Ω) and λ ∈ Σǫ0,λ0 we find U ∈ D2q(Ω) uniquely solving the equation:
λU −A2qU = F in Ω × Γ (205)
possessing the estimate:
|λ|‖U‖Hq(Ω) + ‖U‖D2q(Ω) ≤ C‖F‖Hq(Ω), (206)
where for U = (v, h) we have set
‖U‖Hq(Ω) = ‖v‖Lq(Ω)+‖h‖W 2−1/qq (Γ ), ‖U‖D2q(Ω) = ‖v‖H2q (Ω)+‖h‖W 3−1/qq (Γ ).
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Since R boundedness implies boundedness as follows from Definition 4.7 with
n = 1, by Theorem 4.12, we know the unique existence of u ∈ D1q(Ω) satisfying
(203) and (204). And also, by Theorem 4.11, we know the unique existence
of U ∈ D2q(Ω) satisfying (205) and (206). Thus, using standard semigroup
theory, we have the following theorem.
Theorem 4.13 Let 1 < q < ∞. Assume that Ω is a uniform C2 domain in
RN and that the weak Dirichlet problem is uniquely solvable for q and q′ =
q/(q− 1). Then, problem (201) generates a C0 analytic semigroup {T1(t)}t≥0
on Jq(Ω) satisfying the estimates:
‖T1(t)u0‖Lq(Ω) + t(‖∂tT1(t)u0‖Lq(Ω) + ‖T1(t)u0‖H2q (Ω)) ≤ Ceγt‖u0‖Lq(Ω),
(207)
‖∂tT1(t)u0‖Lq(Ω) + ‖T1(t)u0‖H2q (Ω) ≤ Ceγt‖u0‖H2q (Ω) (208)
for any t > 0 with some constants C > 0 and γ > 0.
Theorem 4.14 Let 1 < q < ∞. Assume that Ω is a uniform C3 domain in
RN and that the weak Dirichlet problem is uniquely solvable for q and q′ =
q/(q− 1). Then, problem (202) generates a C0 analytic semigroup {T2(t)}t≥0
on Hq(Ω) satisfying the estimates:
‖T2(t)U0‖Hq(Ω) + t(‖∂tT2(t)U0‖Hq(Ω) + ‖T2(t)U0‖D2q(Ω)) ≤ Ceγt‖U0‖Hq(Ω),
(209)
‖∂tT2(t)U0‖Hq(Ω) + ‖T2(t)U0‖D2q(Ω) ≤ Ceγt‖U0‖D2q(Ω) (210)
for any t > 0 with some constants C > 0 and γ > 0.
We now show the following maximal Lp-Lq regularity theorem for Eq.
(198) and Eq.(199).
Theorem 4.15 Let 1 < p, q < ∞. Assume that Ω is a uniform C2 domain
in RN and that the weak Dirichlet problem is uniquely solvable for q and
q′ = q/(q − 1). Let D1q,p(Ω) be a subspace of B2(1−1/p)q,p (Ω)N defined by
D1q,p(Ω) = (Jq(Ω),D1q (Ω))1−1/p,p,
where (·, ·)1−1/p,p denotes a real interpolation functor. Then, there exists a
γ > 0 such that for any initial data u0 ∈ D1q,p(Ω), problem (198) admits a
unique solution u with
e−γtu ∈ H1p ((0,∞), Lq(Ω)N ) ∩ Lp((0,∞), H2q (Ω)N ),
possessing the estimate:
‖e−γt∂tu‖Lp((0,∞),Lq(Ω)) + ‖e−γtu‖Lp((0,∞),H2q (Ω)) ≤ C‖u0‖B2(1−1/p)q,p (Ω).
(211)
Here, for any Banach space X with norm ‖ · ‖X we have set
‖e−γtf‖Lp((a,b),X) =
(∫ b
a
(e−γt‖f(t)‖X)p dt
)1/p
.
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Remark 4.16 Since D1q,p(Ω) ⊂ B2(1−1/p)q,p (Ω), in view of a boundary trace
theorem, we see that for u0 ∈ D1q,p(Ω), we have
u0 ∈ Jq(Ω), (µD(u0)n)τ = 0 on Γ for 2
p
+
1
q
< 1,
u0 ∈ Jq(Ω) for 2
p
+
1
q
> 1,
because D(u0) ∈ B1−2/pq,p (Ω), and so D(u0)|Γ exists for 2p + 1q < 1, but it does
not exist for 2p +
1
q > 1.
Theorem 4.17 Let 1 < p, q < ∞. Assume that Ω is a uniform C3 domain
in RN and that the weak Dirichlet problem is uniquely solvable for q and
q′ = q/(q − 1). Let D2q,p(Ω) be a subspace of B2(1−1/p)q,p (Ω)N ×B3−1/p−1/qq,p (Γ )
defined by
D2q,p(Ω) = (Hq(Ω),D2q (Ω))1−1/p,p.
Then, there exists a γ > 0 such that for any initial data (u0, h0) ∈ D2q,p(Ω),
problem (199) admits a unique solution U = (v, h) with
e−γtU ∈ H1p ((0,∞),Hq(Ω)) ∩ Lp((0,∞),D2q(Ω))
possessing the estimate:
‖e−γt∂tU‖Lp((0,∞),Hq(Ω)) + ‖e−γtU‖Lp((0,∞),D2q(Ω))
≤ C(‖u0‖B2(1−1/p)q,p (Ω) + ‖h0‖B3−1/p−1/qq,p (Γ )).
(212)
Proof of Theorem 4.17. We only prove Theorem 4.17, because Theorem
4.15 can be proved by the same argument. To prove Theorem 4.17, we observe
that (∫ ∞
0
(e−γt‖∂tT2(t)U0‖Hq(Ω))p dt
)1/p
=
( ∞∑
j=−∞
∫ 2j+1
2j
(e−γt‖∂tT2(t)U0‖Hq(Ω))p dt
≤
( ∞∑
j=−∞
(2j+1 − 2j)( sup
t∈(2j ,2j+1)
(e−γt‖∂tT2(t)U0‖Hq(Ω))p
)1/p
.
We now introduce Banach spaces ℓsp for s ∈ R and 1 ≤ p ≤ ∞ which are sets
of all sequences, (aj)j∈Z, such that ‖(aj)j∈Z‖ℓsp <∞, where we have set
‖(aj)j∈Z‖ℓsp =

(∑∞
j=1(2
js|aj |)p
)1/p
for 1 ≤ p <∞,
sup{2js|aj | | j ∈ Z} for p =∞.
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Let
aj = sup
t∈(2j,2j+1)
e−γt‖∂tT2(t)U0‖Hq(Ω),
and then (∫ ∞
0
(e−γt‖∂tT2(t)u0‖Hq(Ω))p dt
)1/p
≤
( ∞∑
j=−∞
(2j/paj)
p
)1/p
= ‖(aj)j∈Z‖ℓ1/pp .
(213)
By real interpolation theory (cf. Bergh and Lo¨fstro¨m [10, 5.6.Theorem]), we
have ℓ
1/p
p = (ℓ1∞, ℓ
0
∞)1−1/p,p. Moreover, by (209) and (210), we have
‖(aj)j∈Z‖ℓ1
∞
≤ C‖U0‖Hq(Ω), ‖(aj)j∈Z‖ℓ0∞ ≤ C‖U0‖Dq(Ω),
and therefore, by real interpolation
‖(aj)j∈Z‖ℓ1/pp = ‖(aj)j∈Z‖(ℓ1∞,ℓ0∞)1−1/p,p ≤ C‖U0‖(Hq(Ω),Dq(Ω))1−1/p,p .
Putting this and (213) together gives
‖e−γt∂tT2(t)U0‖Lp((0,∞),Hq(Ω)) ≤ C‖U0‖Dq,p(Ω).
Analogously, we have
‖e−γtT2(t)U0‖Lp((0,∞),Dq(Ω)) ≤ C‖U0‖Dq,p(Ω).
We now prove the uniqueness. Let U satisfy the homogeneous equation:
∂tU −A2qU = 0 (t > 0), U |t=0 = 0, (214)
and the condition:
e−γtU ∈ H1p ((0,∞),Hq(Ω)) ∩ Lp((0,∞),D2q(Ω)). (215)
Let U0 be the zero extension of U to t < 0. In particular, from (214) it follows
that
∂tU0 −A2qU0 = 0 (t ∈ R). (216)
For any λ ∈ C with Reλ > γ, we set
Uˆ(λ) =
∫ ∞
−∞
e−λtU0(t) dt =
∫ ∞
0
e−λtU(t) dt.
By (215) and Ho¨lder’s inequality, we have
‖Uˆ(λ)‖Dq(Ω) ≤
(∫ ∞
0
e−(Reλ−γ)tp
′
dt
)1/p′
‖e−γtU‖Lp((0,∞),D2q(Ω))
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≤ ((Re λ− γ)p′)−1/p′‖e−γtU‖Lp((0,∞),D2q(Ω)).
Since λUˆ(λ) =
∫∞
0 e
−λt∂tU(t) dt, we also have
‖λUˆ(λ)‖Hq(Ω) ≤ ((Re λ− γ)p′)−1/p
′‖e−γt∂tU‖Lp((0,∞),Hq(Ω)).
Thus, by (216), we have Uˆ(λ) ∈ D2q(Ω) satisfies the homogeneous equation:
λUˆ(λ)−A2qUˆ(λ) = 0 in Ω × Γ .
Since the uniqueness of the resolvent problem holds for λ ∈ Σǫ0,λ0 , we have
Uˆ(λ) = 0 for any λ ∈ C with Reλ > max(λ0, γ). By the Laplace inverse
transform, we have U0(t) = 0 for t ∈ R, that is U(t) = 0 for t > 0, which
shows the uniqueness. This completes the proof of Theorem 4.17. ⊓⊔
4.6 Proof of maximal regularity theorem
We first prove Theorem 4.2 with the help of Theorem 4.10.
Proof of Theorem 4.2. The key tool in the proof of Theorem 4.2 is
the Weis operator valued Fourier multiplier theorem. To state it we need to
make a few definitions. For a Banach space, X , D(R, X) denotes the space of
X-valued C∞(R) functions with compact support D′(R, X) = L(D(R), X) the
space of X-valued distributions. And also, S(R, X) denotes the space of X-
valued rapidly decreasing functions and S ′(R, X) = L(S(R), X) the space of
X-valued tempered distributions. Let Y be another Banach space. Then, given
m ∈ L1,loc(R,L(X,Y )), we define an operator Tm : F−1D(R, X)→ S ′(R, Y )
by letting
Tmφ = F−1[mF [φ]] for all Fφ ∈ D(R, X), (217)
where F and F−1 denote the Fourier transform and its inversion formula,
respectively.
Definition 4.18 A Banach space X is said to be a UMD Banach space, if the
Hilbert transform is bounded on Lp(R, X) for some (and then all) p ∈ (1,∞).
Here, the Hilbert transform H operating on f ∈ S(R, X) is defined by
[Hf ](t) =
1
π
lim
ǫ→0+
∫
|t−s|>ǫ
f(s)
t− s ds (t ∈ R).
Theorem 4.19 (Weis [81]) Let X and Y be two UMD Banach spaces and
1 < p <∞. Let m be a function in C1(R \ {0},L(X,Y )) such that
RL(X,Y )({m(τ) | τ ∈ R \ {0}}) = κ0 <∞,
RL(X,Y )({τm′(τ) | τ ∈ R \ {0}}) = κ1 <∞.
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Then, the operator Tm defined in (217) is extended to a bounded linear oper-
ator from Lp(R, X) into Lp(R, Y ). Moreover, denoting this extension by Tm,
we have
‖Tmf‖Lp(R,Y ) ≤ C(κ0 + κ1)‖f‖Lp(R,X) for all f ∈ Lp(R, X)
with some positive constant C depending on p.
We now construct a solution of Eq. (161). Let f0 be the zero extension of f
outside of (0, T ), that is f0(t) = f(t) for t ∈ (0, T ) and f0(t) = 0 for t 6∈ (0, T ).
Notice that f0, g, g, and h are defined on the whole line R. Thus, we first
consider the equations:
∂tu1 −Div (µD(u1)− q1I) = f0 in Ω × R,
divu1 = g = div g in Ω × R,
(µD(u1)− q1I)n = h in Γ × R.
(218)
Let FL be the Laplace transform with respect to a time variable t defined by
fˆ(λ) = FL[f ](λ) =
∫
R
e−λtf(t) dt
for λ = γ + iτ ∈ C. Obviously,
FL[f ](λ) =
∫
R
e−iτte−γtf(t) dt = F [e−γtf ](τ).
Applying the Laplace transform to Eq. (218) gives
λuˆ1 −Div (µD(uˆ1)− qˆ1I) = fˆ0 in Ω,
div uˆ1 = gˆ = div gˆ in Ω,
(µD(uˆ1)− qˆ1I)n = hˆ in Γ.
(219)
Applying Theorem 4.10, we have uˆ1 = A2(λ)F′λ and qˆ1 = P2(λ)F′λ for λ ∈
Σǫ0,λ0 , where
F′λ = (fˆ0(λ), λ
1/2hˆ(λ), hˆ(λ)λ1/2 gˆ(λ), gˆ(λ), λgˆ(λ)).
Let F−1L be the inverse Laplace transform defined by
F−1L [g](t) =
1
2π
∫
R
eλtg(τ) dτ = eγt
1
2π
∫
R
eiτtg(τ) dτ
for λ = γ + iτ ∈ C. Obviously,
F−1L [g](t) = eγtF−1[g](t), FLF−1L = F−1L FL = I.
Setting
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Λ1/2γ f = F−1L [λ1/2FL[f ]] = eγtF−1[λ1/2F [e−γtf ]],
and using the facts that
λgˆ(λ) = FL[∂tg](λ), λ1/2fˆ(λ) = FL[Λ1/2γ f ] = F [e−γtΛ1/2γ f ]
for f ∈ {g,h} we define u1 and q1 by
u1(·, t) = FL[A2(λ)F′λ] = eγtF−1[A2(λ)F [e−γtF ′(t)](τ)],
q1(·, t) = FL[P2(λ)F′λ] = eγtF−1[P2(λ)F [e−γtF ′(t)](τ)],
with F ′(t) = (f0, Λ
1/2
γ h,h, Λ
1/2
γ g, g, ∂tg), where γ is chosen as γ > λ0, and
so γ + iτ ∈ Σǫ0,λ0 for any τ ∈ R. By Cauchy’s theorem in the theory of one
complex variable, u1 and q1 are independent of choice of γ whenever γ > λ0
and the condition (172) is satisfied for γ > λ0. Noting that
∂tu1 = F−1L [λA1(λ)F′λ] = eγtF−1[λA1(λ)F [e−γtF ′(t)](τ)],
and applying Theorem 4.19, we have
‖e−γt∂tu1‖Lp(R,Lq(Ω)) + ‖e−γtu1‖Lp(R,H2q (Ω)) + ‖e−γt∇q1‖Lp((R,Lq(Ω))
≤ Crb‖e−γtF ′‖Lp(R,Hq(Ω))
≤ Crb{‖e−γtf‖p((0,T ),Lq(Ω)) + ‖e−γtg‖p(R,H1q (Ω)) + ‖e−γtΛ1/2γ g‖p(R,Lq(Ω))
+ ‖e−γt∂tg‖p(R,Lq(Ω)) + ‖e−γth‖p(R,H1q (Ω)) + ‖e−γtΛ1/2γ h‖p(R,Lq(Ω))}.
(220)
We now write solutions u and q of Eq. (161) by u = u1+u2 and q = q1+q2,
where u2 and q2 are solutions of the following equations:
∂tu2 −Div (µD(u2)q2I) = 0, divu2 = 0 in Ω × (0,∞),
(µD(u2)− q2I)n = 0 on Γ × (0,∞),
u2 = u0 − u1|t=0 in Ω.
(221)
Notice that divu2 = 0 in Ω × (0,∞) means that u2 ∈ Jq(Ω) for any t > 0.
By real interpolation theory, we know that
sup
t∈(0,∞)
e−γt‖u1(t)‖B2(1−1/p)q,p (Ω)
≤ C(‖e−γtu1‖Lp((0,∞),H2q (Ω)) + ‖e−γt∂tu1‖Lp((0,∞),Lq(Ω))).
(222)
In fact, this inequality follows from the following theory (cf. Tanabe[p.1][79]):
Let X1 and X2 be two Banach spaces such that X2 is a dense subset of X1,
and then
Lp((0,∞), X2) ∩H1p ((0,∞), X1) ⊂ C([0,∞), (X1, X2)1−1/p,p), (223)
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and
sup
t∈(0,∞)
‖u(t)‖(X1,X2)1−1/p,p ≤ C(‖u‖Lp((0,∞),X2) + ‖∂tu‖Lp((0,∞),X1)). (224)
Since B
2(1−1/p)
q,p (Ω) = (Lp(Ω), H
2
q (Ω))1−1/p,p, we have (222). Thus,
u0 − u1|t=0 ∈ B2(1−1/p)q,p (Ω).
By the compatibility condition (173) and (218), we have
(u0 − u1|t=0,∇ϕ) = (u0 − g|t=0,∇ϕ) = 0 for any ϕ ∈ Hˆ1q′,0(Ω).
Moreover, if 2/p + 1/q < 1, then by the compatibility condition (174) and
(218), we have
(µD(u0 − u1|t=0)n)τ = (µD(u0)n)τ − (h|t=0)τ = 0 on Γ .
Thus, if 2/p+ /q 6= 1, then u0 − u1|t=0 ∈ D1q,p(Ω). Applying Theorem 4.15,
we see that there exists a γ′ > 0 such that Eq. (221) admits unique solutions
u2 with q2 = K0(u2) and
e−γ
′tu2 ∈ H1p ((0,∞), Lq(Ω)N ) ∩ Lp((0,∞), H2q (Ω)N ) (225)
possessing the estimate:
‖e−γ′t∂tu2‖Lp((0,∞),Lq(Ω)) + ‖e−γ
′tu2‖Lp((0,∞),H2q (Ω))
≤ C‖u0 − u1|t=0‖B2(1−1/p)q,p (Ω).
(226)
Thus, setting u = u1 + u2 and q = q1 + K0(u2) and choosing γ0 in such
a way that γ0 > max(λ0, γ
′), by (218), (220), (221), (222), (225) and (226),
we see that u and q are required solutions of Eq. (161). Employing the same
argument as in the proof of the uniqueness of Theorem 4.17, we can show the
uniqueness. This completes the proof of Theorem 4.2. ⊓⊔
Employing the same argument as above, we can show Theorem 4.3, and
so we may omit the proof of Theorem 4.3. Thus, we finally give a
Proof of Theorem 4.4 Let d0 be the zero extension of d outside of
(0, T ), that is d0(t) = d(t) for t ∈ (0, T ) and d0(t) = 0. Employing the same
argument as in the proof of Theorem 4.4 above, we can show the existence of
solutions, w, r and ρ, of the equations:
∂tw −Div (µD(w) − rI) = 0, divu = 0 in Ω × R,
∂tρ+Aκ · ∇′Γ ρ−w · n+ F1w = d0 on Γ × R,
(µD(w) − rI)n− (F2ρ+ σ∆Γ ρ)n = 0 on Γ × R,
(227)
possessing the estimate:
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‖e−γtw‖Lp(R,H2q (Ω)) + ‖e−γt∂tw‖Lp(R,Lq(Ω))
+ ‖e−γtρ‖
Lp(R,W
3−1/q
q (Γ ))
+ ‖e−γt∂tρ‖Lp(R,W 2−1/qq (Γ ))
≤ C‖e−γtd0‖Lp(R,W 2−1/qq (Γ )) ≤ C‖d‖Lq((0,T ),W 2−1/qq (Γ )
(228)
for any γ ≥ λ0κ−b, where we have used (223) and (224). In particular, for any
ǫ > 0 and γ ≥ λ0κ−b, we have
‖e−γtw‖Lp((−∞,−ǫ),H2q (Ω)) + ‖e−γtρ‖Lp((−∞,−ǫ),W 3−1/qq (Γ ))
≤ ‖e−γtw‖Lp(R,H2q (Ω)) + ‖e−γtρ‖Lp(R,W 3−1/qq (Γ )) ≤ C‖d‖Lp((0,T ),W 2−1/qq (Γ )).
By the monotonicity of e−γt, we have
‖e−γtw‖Lp((−∞,−ǫ),H2q (Ω)) + ‖e−γtρ‖Lp((−∞,−ǫ),W 3−1/qq (Γ ))
≥ eγǫ(‖w‖Lp((−∞,−ǫ),H2q (Ω)) + ‖ρ‖Lp((−∞,−ǫ),W 3−1/qq (Γ )))
Putting these inequalities together gives
‖w‖Lp((−∞,−ǫ),H2q (Ω)) + ‖ρ‖Lp((−∞,−ǫ),W 3−1/qq (Γ ))
≤ Ce−γǫ‖d‖
Lp((0,T ),W
2−1/q
q (Γ ))
.
for any γ ≥ λ0κ−b. Thus, letting γ →∞, we have
‖w‖Lp((−∞,−ǫ),H2q (Ω)) + ‖ρ‖Lp((−∞,−ǫ),W 3−1/qq (Γ )) = 0.
Since ǫ > 0 is chosen arbitrarily, we have
‖w‖Lp((−∞,0),H2q (Ω)) + ‖ρ‖Lp((−∞,0),W 3−1/qq (Γ )) = 0,
which shows that w = 0 and ρ = 0 for t < 0, because
w ∈ C(R, B2(1−1/p)q,p (Ω)), ρ ∈ C(R,W 3−1/p−1/qq,p (Γ )).
By the monotonicity of e−γt, we have
‖e−γtw‖Lp(R,H2q (Ω)) + ‖e−γt∂tw‖Lp(R,Lq(Ω))
≥ ‖e−γtw‖Lp((0,T ),H2q (Ω)) + ‖e−γt∂tw‖Lp((0,T ),Lq(Ω))
≥ e−γT (‖w‖Lp((0,T ),H2q (Ω)) + ‖∂tw‖Lp((0,T ),Lq(Ω))).
Similarly, we have
‖e−γtρ‖
Lp(R,W
3−1/q
q (Γ ))
+ ‖e−γt∂tρ‖Lp(R,W 2−1/qq (Γ ))
≥ e−γT (‖ρ‖
Lp((0,T ),W
3−1/q
q (Γ ))
+ ‖∂tρ‖Lp((0,T ),W 2−1/qq (Γ ))).
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Thus, by (228), we have
‖w‖Lp((0,T ),H2q (Ω)) + ‖∂tw‖Lp((0,T ),Lq(Ω))
+ ‖ρ‖
Lp((0,T ),W
3−1/q
q (Γ ))
+ ‖∂tρ‖Lp((0,T ),W 2−1/qq (Γ ))
≤ CeγT ‖d‖
Lp((0,T ),W
2−1/q
q (Γ ))
for any γ ≥ λ0κ−b. This completes the proof of the existence part of Theorem
4.4. Employing the same argument as in the proof of the uniqueness of Theo-
rem 4.17, we can show the uniqueness. This completes the proof of Theorem
4.4. ⊓⊔
5 R bounded solution operators
In this section, we mainly prove Theorem 4.11. The operators F1 and F2 can
be treated by perturbation method, and so the subsections 5.1 – 5.8 below
devote to proving the existence part for Eq. (188) for the following equations:
λu−Div (µD(u, h)−K(u, h)I) = f in Ω,
λh+Aκ · ∇′Γh− n · u = d on Γ,
(µD(u)−K(u, h)I)n− (σ∆Γh)n = h on Γ.
(229)
And then, in Subsec. 5.9, we prove the exsitence part of Theorem 4.11 for Eq.
(188) by using a perturbation method.
The existence part of Theorem 4.12 can be proved in the same manner as
in the proof of the existence part of Theorem 4.11 and also has been proved
by Shibata [46], and so we omit its proof.
Concerning the uniqueness part, we first prove Theorem 4.12 in Subsec.
5.10. Finally, the uniqueness part of Theorem 4.11 will be proved in Subsec.
5.11 by showing a apriori estimates for Eq. (189) under the assumption that
Ω is a uniform C3 domain whose inside has a finite covering.
5.1 Model Problem in RN ; Constant µ case
In this subsection, we assume that µ is a constant satisfying the assumption
(167), that is m0 ≤ µ ≤ m1. Given u ∈ H2q (RN )N , let u = K0(u) be a unique
solution of the weak Laplace problem:
(∇u,∇ϕ)RN = (Div (µD(u)) −∇divu,∇ϕ)RN . (230)
for any ϕ ∈ Hˆ1q′(RN ). In this subsection, we consider the resolvent problem:
λu−Div (µD(u) −K0(u)I) = f in RN , (231)
and prove the following theorem.
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Theorem 5.1 Let 1 < q < ∞, 0 < ǫ < π/2, and λ0 > 0. Then, there exists
an operator family A0(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN )N , H2q (RN )N )) such that for
any λ = γ + iτ ∈ Σǫ,λ0 and f ∈ Lq(RN )N , u = A0(λ)f is a unique solution
of Eq. (231) and
RL(Lq(RN )N ,H2−jq (RN )N )({(τ∂τ )ℓ(λj/2A0(λ)) | λ ∈ Σǫ,λ0}) ≤ rb(λ0) (232)
for ℓ = 0, 1 and j = 0, 1, 2, where rb(λ0) is a constant depending on ǫ, λ0, m0,
m1, q and N , but independent of µ ∈ [m0,m1].
Proof. We first consider the Stokes equations:
λu−Div (µ(D(u) − qI) = f , divu = g = div g in RN . (233)
Since Div (µD(u) − qI) = µ∆u + µ∇divu − ∇q, applying div to (233), we
have
λdiv g − 2µ∆g +∆q = div f ,
and so,
q = 2µg +∆−1(div f − λdiv g).
Combining this with (233) gives
λu− µ∆u = f −∇∆−1div f − µ∇g + λ∇∆−1div g. (234)
We now look for a solution formula for Eq. (231). Let g be a solution of the
variational problem:
(λg, ϕ)RN + (∇g,∇ϕ)RN = (−f ,∇ϕ)RN for any ϕ ∈ Hˆ1q′(RN ),
and then this g is given by g = (λ − ∆)−1div f . According to (191), we set
g = λ−1(f +∇g). Inserting these formulas into (234) gives
λu− µ∆u = f − (µ− 1)∇g = f − (µ− 1)(λ−∆)−1∇div f .
Thus, we have
u = F−1ξ
[ F [f ](ξ)
λ+ µ|ξ|2
]
+ (µ− 1)F−1ξ
[ ξξ · F [f ](ξ)
(λ+ µ|ξ|2)(λ + |ξ|2)
]
,
where F and F−1ξ denote the Fourier transform and its inversion formula
defined by
F [f ](ξ) =
∫
RN
e−ix·ξf(x) dx, F−1ξ [g(ξ)](x) =
1
(2π)N
∫
RN
eix·ξg(ξ) dξ.
Thus, we define an operator family A0(λ) acting on f ∈ Lq(RN )N by
A0(λ)f = F−1ξ
[ F [f ](ξ)
λ+ µ|ξ|2
]
+ (µ− 1)F−1ξ
[ ξξ · F [f ](ξ)
(λ + µ|ξ|2)(λ + |ξ|2)
]
.
To prove the R-boundedness of A0(λ), we use the following lemma.
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Lemma 5.2 Let 0 < ǫ < π/2. Then, for any λ ∈ Σǫ and x ∈ [0,∞), we have
|λ+ x| ≥ (sin ǫ
2
)(|λ| + x). (235)
Proof. Representing λ = |λ|eiθ and using cos θ ≥ cos(π − ǫ) = − cos ǫ for
λ ∈ Σǫ, we have (235). ⊓⊔
Lemma 5.3 Let 1 < q < ∞ and let U be a subset of C. Let m = m(λ, ξ)
be a function defined on U × (RN \ {0}) which is infinitely differentiable with
respect to ξ ∈ RN \ {0} for each λ ∈ U . Assume that for any multi-index
α ∈ NN0 there exists a constant Cα depending on α such that
|∂αξm(λ, ξ)| ≤ Cα|ξ|−|α| (236)
for any (λ, ξ) ∈ U × (RN \ {0}). Set
b(m) = max
|α|≤N+1
Cα.
Let Kλ be an operator defined by
Kλf = F−1ξ [m(λ, ξ)F [f ](ξ)].
Then, the operator family {Kλ | λ ∈ U} is R-bounded on L(Lq(RN )) and
RL(Lq(RN ))({Kλ | λ ∈ U}) ≤ CN,qb(m)
for some constant Cq,N depending solely on q and N .
Proof. Lemma 5.3 was proved by Enomoto and Shibata [20, Theorem 3.3]
and Denk and Schnaubelt [16, Lemma 2.1]. ⊓⊔
By Lemma 5.2, we have∣∣∣∂αξ λj/2ξβλ+ µ|ξ|2 ∣∣∣ ≤ Cα|ξ|−|α|λk/20 ,∣∣∣∂αξ ξℓξmλj/2ξβ(λ+ µ|ξ|2)(λ + |ξ|2) ∣∣∣ ≤ Cα|ξ|−|α|λ−k/20 (ℓ,m = 1, . . . , N)
for any j ∈ N0, k ∈ N0 and β ∈ NN0 such that j + k + |β| = 2 and for any
α ∈ NN0 and (λ, ξ) ∈ Σǫ,λ0 × (RN \ {0}). Thus, by Lemma 5.3, we have (232),
which completes the proof of Theorem 5.1. ⊓⊔
We conclude this subsection by introducing some fundamental properties
of R-bounded operators and Bourgain’s results concerning Fourier multiplier
theorems with scalar multiplieres.
Proposition 5.4 (a) Let X and Y be Banach spaces, and let T and S be
R-bounded families in L(X,Y ). Then, T + S = {T + S | T ∈ T , S ∈ S} is
also an R-bounded family in L(X,Y ) and
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RL(X,Y )(T + S) ≤ RL(X,Y )(T ) +RL(X,Y )(S).
(b) Let X, Y and Z be Banach spaces, and let T and S be R-bounded
families in L(X,Y ) and L(Y, Z), respectively. Then, ST = {ST | T ∈ T , S ∈
S} also an R-bounded family in L(X,Z) and
RL(X,Z)(ST ) ≤ RL(X,Y )(T )RL(Y,Z)(S).
(c) Let 1 < p, q < ∞ and let D be a domain in RN . Let m = m(λ) be a
bounded function defined on a subset U of C and let Mm(λ) be a map defined
by Mm(λ)f = m(λ)f for any f ∈ Lq(D). Then, RL(Lq(D))({Mm(λ) | λ ∈
U}) ≤ CN,q,D‖m‖L∞(U).
(d) Let n = n(τ) be a C1-function defined on R \ {0} that satisfies the
conditions |n(τ)| ≤ γ and |τn′(τ)| ≤ γ with some constant c > 0 for any
τ ∈ R \ {0}. Let Tn be an operator-valued Fourier multiplier defined by Tnf =
F−1(nF [f ]) for any f with F [f ] ∈ D(R, Lq(D)). Then, Tn is extended to a
bounded linear operator from Lp(R, Lq(D)) into itself. Moreover, denoting this
extension also by Tn, we have
‖Tn‖L(Lp(R,Lq(D))) ≤ Cp,q,Dγ.
Proof. The assertions a) and b) follow from [14, p.28, Proposition 3.4], and
the assertions c) and d) follow from [14, p.27, Remarks 3.2] (see also Bourgain
[13]). ⊓⊔
5.2 Perturbed problem in RN
In this subsection, we consider the case where µ(x) is a real valued function
satisfying (167). Let x0 be any point in Ω and let d0 be a positive number
such that Bd0(x0) ⊂ Ω. In view of (167), we assume that
|µ(x) − µ(x0)| ≤ m1M1 for x ∈ Bd0(x0), (237)
where we have set M1 = d0. We assume that M1 ∈ (0, 1) below. Let ϕ be
a function in C∞0 (R
N ) which equals 1 for x ∈ Bd0/2(x0) and 0 outside of
Bd0(x0). Let
µ˜(x) = ϕ(x)µ(x) + (1− ϕ(x))µ(x0). (238)
Let K˜0(u) ∈ Hˆ1q (RN ) be a unique solution of the weak Laplace problem:
(∇u,∇ϕ)RN = (Div (µ˜D(u))−∇div u,∇ϕ)RN for any ϕ ∈ Hˆ1q′(RN ). (239)
We consider the resolvent problem:
λu−Div (µ˜D(u)− K˜0(u)I) = f in RN . (240)
We shall prove the following theorem.
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Theorem 5.5 Let 1 < q <∞ and 0 < ǫ < π/2. Then, there existM1 ∈ (0, 1),
λ0 ≥ 1 and an operator family A˜0(λ) with
A˜0(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN )N , H2q (RN )N ))
such that for any λ ∈ Σǫ,λ0 and f ∈ Lq(RN )N , u = A˜(λ)f is a unique solution
of Eq. (240), and
RL(Lq(RN )N ,H2−jq (RN )N )({(τ∂τ )ℓ(λj/2A˜0(λ)) | λ ∈ Σǫ,λ0}) ≤ r˜b
for ℓ = 0, 1 and j = 0, 1, 2. Where, r˜b is a constant independent of M1 and
λ0.
Proof. Let u = Kx0(u) ∈ Hˆ1q (RN ) be a unique solution of the weak Laplace
equation:
(∇u,∇ϕ)RN = (Div (µ(x0)D(u)−∇divu,∇ϕ)RN (241)
for any ϕ ∈ Hˆ1q′(RN ). We consider the resolvent problem:
λu−Div (µ(x0)D(u) −Kx0(u)I) = f in RN . (242)
Let Bx0(λ) ∈ Hol (Σǫ,1,L(Lp(RN )N , H2q (RN )N )) be a solution operator of Eq.
(242) such that for any λ ∈ Σǫ,1 and f ∈ Lq(RN )N , u = Bx0(λ)f is a unique
solution of Eq.(242) and
RL(Lq(RN )N ,H2−jq (RN )N )({(τ∂τ )ℓ(λj/2Bx0(λ)) | λ ∈ Σǫ,1}) ≤ γ0 (243)
for ℓ = 0, 1 and j = 0, 1, 2, where γ0 is a constant independent of M1 and
∇ϕ. Such an operator is given in Theorem 5.1 with µ = µ(x0) and λ0 = 1.
Inserting the formula: u = Bx0(λ)f into (240) gives
λu−Div (µ˜(x)D(u) − K˜0(u)I) = f −R(λ)f in RN , (244)
where we have set
R(λ)f = Div (µ˜(x)D(Bx0 (λ)f) − µ(x0)D(Bx0(λ)f))
−∇(K˜0(Bx0(λ)f) −Kx0(Bx0(λ)f)).
(245)
We shall estimate R(λ)f . For any ϕ ∈ Hˆ1q′(RN ), by (239) and (241), we have
(∇(K˜0(Bx0(λ)f) −Kx0(Bx0(λ)f)),∇ϕ)RN
= ((Div ((µ˜(x) − µ(x0))D(Bx0(λ)f)),∇ϕ)RN .
Since µ˜(x)− µ(x0) = ϕ(x)(µ(x) − µ(x0)), by (237) and (167), we have
‖Div ((µ˜(x)− µ(x0))D(Bx0(λ)f)‖Lq(RN )
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≤M1‖∇2Bx0(λ)f‖Lq(RN ) + Cm1,∇ϕ‖∇Bx0(λ)f‖Lq(RN ).
Here and in the following, Cm1,∇ϕ denotes a generic constant depending on
m1 and ‖∇ϕ‖L∞(RN ). Thus, we have
‖R(λ)f‖Lq(RN ) ≤ CM1‖∇2Bx0(λ)f‖Lq(RN ) + Cm1,∇ϕ‖∇Bx0(λ)f‖Lq(RN ).
(246)
Here and in the following, C denotes a generic constants independent of M1,
m1, and ‖∇ϕ‖L∞(RN ). Let λ0 be any number ≥ 1 and let n ∈ N, {λk}nk=1 ⊂
(Σǫ,λ0)
n, and {Fk}nk=1 ⊂ (Lq(RN )N )n. By (246), (243) and Proposition 5.4,
we have∫ 1
0
‖
n∑
k=1
rk(u)R(λk)fk‖qLq(RN ) du
≤ 2q−1M q1
∫ 1
0
‖
n∑
k=1
rk(u)∇2Bx0(λk)fk‖qLq(RN ) du
+ 2q−1Cqm1,∇ϕ
∫ 1
0
‖
n∑
k=1
rk(u)∇Bx0(λk)fk‖qLq(RN ) du
≤ 2q−1M q1
∫ 1
0
‖
n∑
k=1
rk(u)∇2Bx0(λk)fk‖qLq(RN ) du
+ 2q−1Cqm1,∇ϕλ
−q/2
0
∫ 1
0
‖
n∑
k=1
rk(u)λ
1/2
k ∇Bx0(λk)fk‖qLq(RN ) du
≤ 2q−1(M q1 + Cqm1,∇ϕλ
−q/2
0 )γ
q
0
∫ 1
0
‖
n∑
k=1
rk(u)fk‖qLq(RN ) du.
ChoosingM1 so small that 2
q−1M q1γ
q
0 ≤ (1/2)(1/q)q and λ0 ≥ 1 so large that
2q−1Cqm1,∇ϕγ
q
0λ
−q/2
0 ≤ (1/2)(1/2)q, we have
RL(Lq(RN )({R(λ) | λ ∈ Σǫ,λ0}) ≤ 1/2.
Analogously, we have
RL(Lq(RN )({τ∂τR(λ) | λ ∈ Σǫ,λ0}) ≤ 1/2.
Thus, (I−R(λ))−1 = I+∑∞j=1R(λ)j exists and
RL(Lq(RN )({(τ∂τ )ℓ(I−R(λ))−1 | λ ∈ Σǫ,λ0}) ≤ 4 for ℓ = 0, 1. (247)
Setting A˜0(λ) = Bx0(λ)(I−R(λ))−1, by (243), (247) and Propsoition 5.4, we
see that A˜0(λ) is a solution operator satisfying the required properties with
r˜b = 4γ0.
To prove the uniqueness of solutions of Eq. (240), let u ∈ H2q (RN )N be a
solution of the homogeneous equatuion:
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λu−Div (µ˜D(u)− K˜0(u)I) = 0 in RN .
And then, u satisfies the non-homogeneous equation:
λu−Div (µ(x0)D(u) −Kx0(u)I) = Ru in RN , (248)
where we have set
Ru = −Div ((µ˜(x)− µ(x0))D(u)) +∇(K˜0(u)−Kx0(u)).
Analogously to the proof of (237), we have
‖Ru‖Lq(RN ) ≤ CM1‖∇2u‖Lq(RN ) + Cm1,∇ϕ‖∇u‖Lq(RN ). (249)
On the other hand, applying Theorem 5.1 to (248) for λ ∈ Σǫ,1, we have
|λ|‖u‖Lq(RN ) + |λ|1/2‖u‖H1q (RN ) + ‖u‖H2q (RN ) ≤ C‖Ru‖Lq(RN ). (250)
Combining (249) and (250) gives
(λ
1/2
0 − CCm1,∇ϕ)‖u‖H1q (RN ) + (1 − CM1)‖u‖H2q (RN ) ≤ 0.
Choosing M1 ∈ (0, 1) so small that 1 − CM1 > 0 and λ0 ≥ 1 so large that
λ
1/2
0 −CCm1,∇ϕ > 0, we have u = 0. This proves the uniqueness, and therefore
we have proved Theorem 5.5 ⊓⊔
5.3 Model Problem in RN+
In this section, we assume that µ, δ, and Aκ (κ ∈ [0, 1)) are constants and an
N − 1 constant vector satisfying the conditions:
m0 ≤ µ, σ ≤ m1, A0 = 0, |Aκ| ≤ m2 (κ ∈ (0, 1)). (251)
Let
RN+ = {(x1, . . . , xN ) ∈ RN | xN > 0},
RN0 = {(x1, . . . , xN ) ∈ RN | xN = 0},
n0 =
⊤(0, . . . , 0,−1).
Given u ∈ H2q (RN+ )N and h ∈ W 3−1/qq (RN0 ), letK(u, h) ∈ H1q (RN+ )+Hˆ1q,0(RN+ )
be a unique solution of the weak Dirichlet problem:
(∇K(u, h),∇ϕ)RN+ = (Div (µD(u))−∇div u,∇ϕ)RN+ (252)
for any ϕ ∈ Hˆ1q′,0(RN ), subject to K(u, h) =< µD(u)n0,n0 > −σ∆′h− divu
on RN0 , where ∆
′h =
∑N−1
j=1 ∂
2h/∂x2j . In this section, we consider the half
space problem:
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λu−Div (µD(u)−K(u, h)I) = f in RN+ ,
λh+Aκ · ∇′h− u · n0 = d on RN0 ,
(µD(u) −K(u, h)I)n0 − σ(∆′h)n0 = h on RN0 ,
(253)
where ∇′ = (∂1, . . . , ∂N−1). The last equations in (253) are equivalent to
(µD(u)n0)τ = hτ and divu = h · n0 on RN0 .
Where, we have set hτ = h− < h,n0 > n0. . We shall show the following
theorem
Theorem 5.6 Let 1 < q <∞, let µ, σ, and Aκ are constants and an N − 1
constant vector satisfying the conditions in (251). Let Λκ,λ0 the set defined in
Theorem 4.8. Let Yq(R
N
+ ) and Yq(RN+ ) be spaces defined by replacing Ω and
Γ by RN+ and R
N
0 in Theorem 4.11. Then, there exist a constant λ0 ≥ 1 and
operator families:
A0(λ) ∈ Hol (Λκ,λ0 ,L(Yq(RN+ ), H2q (RN+ )N )),
H0(λ) ∈ Hol (Λκ,λ0 ,L(Yq(RN+ ), H3q (RN+ )))
(254)
such that for any λ = γ + iτ ∈ Λκ,λ0 and (f , d,h) ∈ Yq(RN+ ),
u = A0(λ)(f , d, λ1/2h,h), h = H0(λ)(f , d, λ1/2h,h),
are unique solutions of (253), and
RL(Yq(RN+ ),H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2A0(λ)) | λ ∈ Λκ,λ0}) ≤ rb,
RL(Yq(RN+ ),H3−kq (RN+ ))({(τ∂τ )
ℓ(λkH0(λ)) | λ ∈ Λκ,λ0}) ≤ rb,
(255)
for ℓ = 0, 1, j = 0, 1, 2 and k = 0, 1. Here, rb is a constant depending on m0,
m1, m2, λ0, q, and N .
Remark 5. In this section, what the constant c depends on m0, m1, m2 means
that the constant c depends on m0, m1, m2, but is independent of µ, σ and
Aκ whenever µ ∈ [m0,m1], σ ∈ [m0,m1], and |Aκ| ≤ m2 for κ ∈ [0, 1).
To prove Theorem 5.6, as an auxiliary problem, we first consider the following
equations: {
λv −Div (µD(v) − θI) = 0, div v = 0 in RN+ ,
(µD(v) − θI)n0 = h on RN0 ,
(256)
and we shall prove the following theorem, which was essentially proved by
Shibata and Shimizu [60].
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Theorem 5.7 Let 1 < q <∞, ǫ ∈ (0, π/2), and λ0 > 0. Let
Y ′q(RN+ ) = {(G1, G2) | G1 ∈ Lq(RN+ )N , G2 ∈ H1q (RN )N},
Hˆ1q (R
N
+ ) = {θ ∈ Lq,loc(RN+ ) | ∇θ ∈ Lq(RN+ )}.
Then, there exists a solution operator V(λ) with
V(λ) ∈ Hol (Σǫ,λ0 ,L(Y ′(RN+ ), H2q (RN+ )N ))
such that for any λ = γ + iτ ∈ Σǫ,λ0 and h ∈ H1q (RN+ )N , v = V(λ)(λ1/2h,h)
are unique solutions of Eq. (256) with some θ ∈ Hˆ1q (RN+ ) and
RL(Y′q(RN+ ),H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2V(λ)) | λ ∈ Σǫ,λ0}) ≤ rb(λ0)
for ℓ = 0, 1, and j = 0, 1, 2. Here, rb(λ0) is a constant depending on m0, m1,
m2, ǫ, λ0, N , and q.
Proof. To prove Theorem 5.7, we start with the solution formulas of Eq.
(256), which were obtained in Shibata and Shimizu [60] essentially, but for
the sake of the completeness of the paper as much as possible and also for the
later use, we will derive them in the following. Applying the partial Fourier
transform with respect to x′ = (x1, . . . , xN−1) to Eq. (253), we have
λvˆj + µ|ξ′|2 − ∂2N vˆj + iξj θˆ = 0,
λvˆN + µ|ξ′|2 − ∂2N vˆN + ∂N θˆ = 0 (xN > 0),
N−1∑
j=1
iξj vˆj + ∂N vˆN = 0 (xN > 0),
µ(∂N vˆj + iξj vˆN ) = gj , 2µ∂N vˆN − θˆ = gN for xN = 0.
(257)
Here, for f = f(x′, xN ), x′ = (x1, . . . , xN−1) ∈ RN−1, xN ∈ (a, b), fˆ denotes
the partial Fourier transform of f with respect to x′ defined by
fˆ(ξ′, xN ) = F ′[f(·, xN )](ξ′) =
∫
RN−1
e−ix
′·ξ′f(x′, xN ) dx′
with ξ′ = (ξ1, . . . , ξN−1) ∈ RN−1 and x′ · ξ′ =
∑N−1
j=1 xjξj , and we have set
gj = −hˆj(ξ′, 0). To obtain solution formula, we set
vˆj = αje
−AxN + βje−BxN , θˆ = ωe−AxN
with A = |ξ′| and B =√λµ−1 + |ξ′|2, and then from (257) we have
µαj(B
2 −A2) + iξiω = 0, µαN (B2 −A2)−Aω = 0, (258)
N−1∑
k=1
iξkαk −AαN = 0,
N−1∑
k=1
iξkβk −BβN = 0, (259)
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µ{(Aαj +Bβj)− iξj(αN + βN )} = gj , (260)
2µ(AαN +BβN ) + ω = gN . (261)
The solution formula of Eq. (253) was given in Shibata and Shimizu [60], but
there is an error in the formula in [60, (4.17)] such as
µ{(Aαj +Bβj) + iξj(αN + βN)} = hˆj(ξ′, 0),
which should read
µ{(Aαj +Bβj)− iξj(αN + βN )} = −hˆj(ξ′, 0)
as (260) above. The formulas obtained in [60] are correct, but we repeat here
how to obtain αj , βj and ω, because this error confuses readers.
We first drive 2 × 2 system of equations with respect to αN and βN .
Multiplying (260) with iξj , summing up the resultant formulas from j = 1
through N − 1 and writing iξ′ ·m′ =∑N−1j=1 iξjmj for mj ∈ {αj , βj , gj} give
Aiξ′ · α′ +Biξ′ · β′ +A2(αN + βN ) = µ−1iξ′ · g′. (262)
By (259),
iξ′ · α′ = AαN , iξ′ · β′ = BβN , (263)
which, combined with (262), leads to
2A2αN + (A
2 +B2)βN = µ
−1iξ′ · g′. (264)
By (258),
ω =
µ(B2 −A2)
A
αN , (265)
which, combined with (261), leads to
(A2 +B2)αN + 2ABβN = µ
−1AgN . (266)
Thus, setting
L =
(
A2 +B2 2A2
2AB A2 +B2
)
(Lopatinski matrix),
we have
L
(
βN
αN
)
=
(
µ−1iξ′ · g′
µ−1AgN
)
.
Since
detL = (A2 +B2)2 − 4A3B = A4 − 4A3B + 2A2B2 +B4 = (B −A)D(A,B)
with
D(A,B) = B3 +AB2 + 3A2B2 → 3A2B −A3,
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we have
L−1 = 1
(B −A)D(A,B)
(
A2 +B2 −2A2
−2AB A2 +B2
)
.
Thus, we have
βN =
1
µ(B −A)D(A,B) ((A
2 +B2)iξ′ · g′ − 2A3gN ),
αN =
−1
µ(B −A)D(A,B) (2ABiξ
′ · g′ − (A2 +B2)AgN )).
(267)
In particular,
vˆN = αNe
−AxN + βNe−BxN = αN (e−AxN − e−BxN ) + (αN + βN )e−BxN .
We have
αN + βN
=
1
(B −A)D(A,B) ((A
2 +B2 − 2AB)iξ′ · g′ + ((A2 +B2)A− 2A3)gN )
=
1
µ(B −A)D(A,B) ((B −A)
2iξ′ · g′ +A(B2 − A2)gN )
=
1
µ(B −A)D(A,B) ((B −A)
2iξ′ · g′ +A(B −A)(A +B)gN )
=
1
µD(A,B)
((B −A)iξ′ · g′ +A(A +B)gN ).
(268)
Setting
M(xN ) = e
−BxN − e−AxN
B −A ,
we have
vˆN =
A
µD(A,B)
M(xN )(2Biξ′ · g′ − (A2 +B2)gN )
+
e−BxN
µD(A,B)
((B −A)iξ′ · g′ +A(A+B)gN ).
(269)
By (265) and (267),
ω =
µ(B2 −A2)
A
αN
=
µ(B2 −A2)
A
−1
µ(B −A)D(A,B) (2ABiξ
′ · g′ − (A2 +B2)AgN ))
= − (A+B)
D(A,B)
(2Biξ′ · g′ − (A2 +B2)gN ))
and so
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θˆ = − (A+B)e
−AxN
D(A,B)
(2Biξ′ · g′ − (A2 +B2)gN )). (270)
By (258),
αj = − iξj
µ(B2 −A2)ω
=
iξj
µ(B2 −A2)
A+B
D(A,B)
(2Biξ′ · g′ − (A2 +B2)gN ))
=
iξj
µ(B −A)D(A,B) (2Biξ
′ · g′ − (A2 +B2)gN ).
(271)
By (260)
βj =
1
µB
gj +
1
B
(iξj(αN + βN)−Aαj).
By (268) and (271)
iξj(αN + βN )−Aαj
=
iξj
µ(B −A)D(A,B){(B −A)
2iξ′ · g′ +A(B −A)(A+B)gN
−A(2Biξ′ · g′ − (A2 +B2)gN )}
=
iξj
µ(B −A)D(A,B){(A
2 − 4AB +B2)iξ′ · g′ + 2AB2gN)},
and therefore
βj =
1
µB
gj+
iξj
µ(B −A)D(A,B)B {(A
2−4AB+B2)iξ′ ·g′+2AB2gN)}. (272)
Combining (271) and (272) gives
vˆj =
e−BxN
µB
gj +
iξje
−AxN
µ(B −A)D(A,B){2Biξ
′ · g′ − (A2 +B2)gN}
+
iξje
−BxN
µ(B −A)D(A,B)B {(A
2 − 4AB +B2)iξ′ · g′ + 2AB2gN)}
=
1
µB
gj + Iiξ
′ · g′ + IIgN ,
with
I =
iξje
−AxN
µ(B −A)D(A,B) 2B +
iξje
−BxN
µ(B −A)D(A,B)B (A
2 − 4AB +B2),
II = − iξje
−AxN
µ(B −A)D(A,B) (A
2 +B2) +
iξje
−BxN
µ(B −A)D(A,B)2AB
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We proceed as follows:
I =
iξj(e
−AxN − e−BxN )
µ(B −A)D(A,B) 2B +
iξje
−BxN
µ(B −A)D(A,B)B (A
2 − 4AB + 3B2)
= −2iξjBM(xN )
µD(A,B)
+
iξj(3B −A)e−BxN
µD(A,B)B
;
II = − iξj(e
−AxN − e−BxN )
µ(B −A)D(A,B) (A
2 +B2)− iξje
−BxN (A2 − 2AB +B2)
µ(B −A)D(A,B)
=
iξj(A
2 +B2)M(xN )
µD(A,B)
− iξje
−BxN (B −A)
µD(A,B)
.
Therefore, we have
vˆj =
e−BxN
µB
gj − iξjM(xN )
µD(A,B)
(2Biξ′ · g′ − (A2 +B2)gN )
+
iξje
−BxN
µD(A,B)B
((3B −A)iξ′ · g′ −B(B −A)gN ).
(273)
To define solution operators for Eq. (253), we make preparations.
Lemma 5.8 Let s ∈ R and 0 < ǫ < π/2. Then, there exists a positive con-
stant c depending on ǫ, m1 and m2 such that
c(|λ|1/2 +A) ≤ ReB ≤ |B| ≤ (µ−1|λ|)1/2 +A, (274)
c(|λ|1/2 +A)3 ≤ |D(A,B)| ≤ 6((µ−1|λ|)1/2 +A)3. (275)
for any λ ∈ Σǫ and µ ∈ [m1,m2].
Proof. The inequality in the left side of (274) follows immediately from
Lemma 5.2. Notice that
D(A,B) = B3 + 3A2B +AB2 −A3 = B(B2 + 2A2) +A(A2 + µ−1λ)−A3
= B(µ−1λ+ 4A2) + µ−1Aλ.
If we consider the angle ofB(µ−1λ+4A2) and−µ−1Aλ, then we see easily that
D(A,B) 6= 0. Thus, studying the following three cases: R1|λ|1/2 ≤ A, R1A ≤
|λ|1/2 and R−11 A ≤ |λ|1/2 ≤ R1A for sufficient large R1 > 0, we can prove the
inequality in the left side of (275). The detailed proof was given in Shibata and
Shimizu [55]. The independence of the constant c of λ ∈ Σǫ and µ ∈ [m0,m1]
follows from the homogeneity:
√
µ−1(m2λ) + (mA)2 = m
√
µ−1λ+A2 and
D(mA,mB) = m3D(A,B) for any m > 0 and the compactness of the interval
[m0,m1]. ⊓⊔
To introduce the key tool of proving the R boundedness in the half space,
we make a definition.
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Definition 5.9 Let V be a domain in C, let Ξ = V × (RN−1 \ {0}), and let
m : Ξ → C; (λ, ξ′) 7→ m(λ, ξ′) be C1 with respect to τ , where λ = γ + iτ ∈ V ,
and C∞ with respect to ξ′ ∈ RN−1 \ {0}.
(1) m(λ, ξ′) is called a multiplier of order s with type 1 on Ξ, if the estimates:
|∂κ′ξ′m(λ, ξ′)| ≤ Cκ′(|λ|1/2 + |ξ′|)s−|κ
′|,
|∂κ′ξ′ (τ∂τm(λ, ξ′))| ≤ Cκ′(|λ|1/2 + |ξ′|)s−|κ
′|
hold for any multi-index κ ∈ NN0 and (λ, ξ′) ∈ Ξ with some constant Cκ′
depending solely on κ′ and V .
(2) m(λ, ξ′) is called a multiplier of order s with type 2 on Ξ, if the estimates:
|∂κ′ξ′m(λ, ξ′)| ≤ Cκ′(|λ|1/2 + |ξ′|)s|ξ′|−|κ
′|,
|∂κ′ξ′ (τ∂τm(λ, ξ′))| ≤ Cκ′(|λ|1/2 + |ξ′|)s|ξ′|−|κ
′|
hold for any multi-index κ ∈ NN0 and (λ, ξ′) ∈ Ξ with some constant Cκ′
depending solely on κ′ and V .
LetMs,i(V ) be the set of all multipliers of order s with type i on Ξ for i = 1, 2.
For m ∈Ms,i(V ), we set M(m,V ) = max|κ′|≤N Cκ′ .
Let F−1ξ′ be the inverse partial Fourier transform defined by
F−1ξ′ [f(ξ′, xN )](x′) =
1
(2π)N−1
∫
RN−1
eix
′·ξ′f(ξ′, xN ) dξ′.
Then, we have the following two lemmata which were proved essentially by
Shibata and Shimizu [60, Lemma 5.4 and Lemma 5.6].
Lemma 5.10 Let 0 < ǫ < π/2, 1 < q < ∞, and λ0 > 0. Given m ∈
M−2,1(Λκ,λ0), we define an operator L(λ) by
[L(λ)g](x) =
∫ ∞
0
F−1ξ′ [m(λ, ξ′)λ1/2e−B(xN+yN )gˆ(ξ′, yN )](x′) dyN .
Then, we have
RL(Lq(RN+ ),H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2∂αxLi(λ)) | λ ∈ Λκ,λ0}) ≤ rb(λ0)
for any ℓ = 0, 1 and j = 0, 1, 2. Where τ denotes the imaginary part of λ, and
rb(λ0) is a constant depending on M(m,Λκ,λ0), ǫ, λ0, N , and q.
Lemma 5.11 Let 0 < ǫ < π/2, 1 < q < ∞, and λ0 > 0. Given m ∈
M−2,2(Λκ,λ0), we define operators Li(λ) (i = 1, . . . , 4) by
[L1(λ)g](x) =
∫ ∞
0
F−1ξ′ [m(λ, ξ′)Ae−B(xN+yN )gˆ(ξ′, yN)](x′) dyN ,
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[L2(λ)g](x) =
∫ ∞
0
F−1ξ′ [m(λ, ξ′)Ae−A(xN+yN )gˆ(ξ′, yN)](x′) dyN ,
[L3(λ)g](x) =
∫ ∞
0
F−1ξ′ [m(λ, ξ′)A2M(xN + yN )gˆ(ξ′, yN )](x′) dyN ,
[L4(λ)g](x) =
∫ ∞
0
F−1ξ′ [m(λ, ξ′)λ1/2AM(xN + yN )gˆ(ξ′, yN)](x′) dyN .
Then, we have
RL(Lq(RN+ ),H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2∂αxLi(λ)) | λ ∈ Λκ,λ0}) ≤ rb(λ0)
for ℓ = 0, 1 and j = 0, 1, 2. Where τ denotes the imaginary part of λ, and
rb(λ0) is a constant depending on M(m,Λκ,λ0), ǫ, λ0, N , and q.
To construct solution operators, we use the following lemma.
Lemma 5.12 Let 0 < ǫ < π/2, 1 < q < ∞ and λ0 > 0. Given multipliers,
n1 ∈ M−2,1(Λκ,λ0), n2 ∈ M−2,2(Λκ,λ0), and n3 ∈ M−1,2(Λκ,λ0), we define
operators Ti(λ) (i = 1, 2, 3) by
T1(λ)h = F−1ξ′ [λ1/2e−BxNn1(λ, ξ′)hˆ(ξ′, 0)](x′),
T2(λ)h = F−1ξ′ [Ae−BxNn2(λ, ξ′)hˆ(ξ′, 0)](x′),
T3(λ)h = F−1ξ′ [AM(xN )n3(λ, ξ′)hˆ(ξ′, 0)](x′).
Let
Zq(RN+ ) = {(G3, G4) | G3 ∈ Lq(RN+ ), G4 ∈ H1q (RN+ )}.
Then, there exist operator families Ti(λ) ∈ Hol (Λκ,λ0 ,L(Y ′q(RN+ ), H2q (RN+ )))
such that for any λ = γ + iτ ∈ Λκ,λ0 and h ∈ H1q (RN+ ), Ti(λ)h =
Ti(λ)(λ1/2h, h) and
RL(Y′q(RN+ ),H2−jq (RN+ ))({(τ∂τ )
ℓ(λj/2Ti(λ)) | λ ∈ Λκ,λ0}) ≤ rb(λ0) (276)
for ℓ = 0, 1, j = 0, 1, 2. Where rb(λ0) is a constant depending on M(ni, Λκ,λ0)
(i = 1, 2, 3), ǫ, λ0, N , and q.
Proof. By Volevich’s trick we write
T1(λ)h
= −
∫ ∞
0
F−1ξ′ [
∂
∂yN
(λ1/2e−B(xN+yN )n1(λ, ξ′)hˆ(ξ′, yN))](x′) dyN
= −
∫ ∞
0
F−1ξ′ [λ1/2e−B(xN+yN )n1(λ, ξ′)∂N hˆ(ξ′, yN )](x′) dyN
+
∫ ∞
0
F−1ξ′ [λ1/2e−B(xN+yN )
λ1/2
µB
n1(λ, ξ
′)λ1/2hˆ(ξ′, yN )](x′) dyN
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−
N−1∑
j=1
∫ ∞
0
F−1ξ′ [Ae−B(xN+yN )
λ1/2
B
iξj
A
n1(λ, ξ
′)F [∂jh(·, yN )]](x′) dyN ,
where we have used the formula:
B =
µ−1λ+A2
µB
=
λ
µB
−
N−1∑
j=1
A
B
iξj
A
iξj .
Let
T1(λ)(G3, G4)
= −
∫ ∞
0
F−1ξ′ [λ1/2e−B(xN+yN )n1(λ, ξ′)F [∂NG4(·, yN )]](x′) dyN
+
∫ ∞
0
F−1ξ′ [λ1/2e−B(xN+yN )
λ1/2
µB
n1(λ, ξ
′)F [G3(·, yN )]](x′) dyN
−
N−1∑
j=1
∫ ∞
0
F−1ξ′ [Ae−B(xN+yN )
λ1/2
B
iξj
A
n1(λ, ξ
′)F [∂jG4(·, yN )]](x′) dyN ,
and then, T1(λ)h = T1(λ)(λ1/2h, h). Moreover, Lemma 5.10 and Lemma 5.11
yield (276) with j = 1, because
n1(λ, ξ
′) ∈M−2,1(Λκ,λ0),
λ1/2
µB
n1(λ, ξ
′) ∈M−2,1(Λκ,λ0),
λ1/2
B
iξj
A
n1(λ, ξ
′) ∈M−2,2(Λκ,λ0).
Analogously, we can prove the existence of T2(λ).
To construct T3(λ), we use the formula:
∂
∂xN
M(xN ) = −e−BxN −AM(xN ),
and then, by Volevich’s trick we have
T3(λ)h
= −
∫ ∞
0
F−1ξ′ [
∂
∂yN
(AM(xN + yN )n3(λ, ξ′)hˆ(ξ′, yN ))](x′) dyN = −I + II
with
I =
∫ ∞
0
F−1ξ′ [AM(xN + yN )n3(λ, ξ′)∂N hˆ(ξ′, yN )](x′) dyN ;
II =
∫ ∞
0
F−1ξ′ [(Ae−B(xN+yN ) +A2M(xN + yN ))n3(λ, ξ′)hˆ(ξ′, yN )](x′) dyN .
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Using the formula:
1 =
B2
B2
=
λ1/2
µB2
λ1/2 +
A
B2
A =
λ1/2
µB2
λ1/2 −
N−1∑
j=1
iξj
B2
iξj ,
we have
I =
∫ ∞
0
F−1ξ′ [λ1/2AM(xN + yN)
λ1/2
µB2
n3(λ, ξ
′)∂N hˆ(ξ′, yN )](x′) dyN
+
∫ ∞
0
F−1ξ′ [A2M(xN + yN )
A
B2
n3(λ, ξ
′)∂N hˆ(ξ′, yN )](x′) dyN ;
II =
∫ ∞
0
F−1ξ′ [(Ae−B(xN+yN ) +A2M(xN + yN))
× λ
1/2
µB2
n3(λ, ξ
′)λ1/2hˆ(ξ′, yN )](x′) dyN
−
N−1∑
j=1
∫ ∞
0
F−1ξ′ [(Ae−B(xN+yN ) +A2M(xN + yN ))
× iξj
B2
n3(λ, ξ
′)F [∂jh(·, yN)]](x′) dyN .
Let
T3(λ)(G3, G4)
= −
∫ ∞
0
F−1ξ′ [λ1/2AM(xN + yN )
λ1/2
µB2
n3(λ, ξ
′)F [∂NG4(·, yN )]](x′) dyN
−
∫ ∞
0
F−1ξ′ [A2M(xN + yN)
A
B2
n3(λ, ξ
′)F [∂NG4(·, yN )]](x′) dyN
+
∫ ∞
0
F−1ξ′ [(Ae−B(xN+yN ) +A2M(xN + yN ))
× λ
1/2
µB2
n3(λ, ξ
′)F [G3(·, yN)]](x′) dyN
−
N−1∑
j=1
∫ ∞
0
F−1ξ′ [(Ae−B(xN+yN ) +A2M(xN + yN ))
× iξj
B2
n3(λ, ξ
′)F [∂jG4(·, yN)]](x′) dyN ,
and then T3(λ)h = T3(λ)(λ1/2h, h). Moreover, Lemma 5.11 yields (276) for
j = 3, because
n3(λ) ∈M−2,2(Λκ,λ0),
λ1/2
µB2
n3(λ, ξ
′) ∈M−2,2(Λκ,λ0),
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iξj
B2
n3(λ, ξ
′) ∈M−2,2(Λκ,λ0).
This completes the proof of Lemma 5.12. ⊓⊔
Continuation of Proof of Theorem 5.7. Let
vj(x) = F−1ξ′ [vˆj(ξ′, xN )](x′),
and then by (269) and (273) we have
vN = F−1ξ′
[ A
µD(A,B)
M(xN )((A2 +B2)hˆN (ξ′, 0)− 2B
N−1∑
ℓ=1
iξℓhˆℓ(ξ
′, 0))
]
(x′)
−F−1ξ′
[ Ae−BxN
µD(A,B)
((B −A)
N−1∑
ℓ=1
iξℓ
A
hˆℓ(ξ
′, 0) + (A+B)hˆN (ξ′, 0))
]
(x′);
vk = −F−1ξ′
[ λ1/2
µ2B3
λ1/2e−BxN hˆk(ξ′, 0)
]
(x′)−F−1ξ′
[ A
µB3
Ae−BxN hˆk(ξ′, 0)
]
(x′)
+ F−1ξ′
[
AM(xN ) iξk
A
1
µD(A,B)
(2B
N−1∑
ℓ=1
iξℓhˆℓ(ξ
′, 0)
− (A2 +B2)hˆN (ξ′, 0))
]
(x′)
−F−1ξ′
[
Ae−BxN
iξk
A
1
µD(A,B)B
((3B −A)
N−1∑
ℓ=1
iξℓhˆℓ(ξ
′, 0)
−B(B −A)hˆN (ξ′, 0))
]
(x′),
for k = 1, . . . , N − 1, where we have used the formula 1
µB
=
λ
µ2B3
+
A2
µB3
to
treat the first term of vˆj in (273). Since
Biξℓ
µD(A,B)
,
A2 +B2
µD(A,B)
,
iξk
A
Biξℓ
µD(A,B)
,
iξk
A
A2 +B2
µD(A,B)
∈M−1,2(Σǫ,λ0),
B −A
µD(A,B)
iξℓ
A
,
A+B
µD(A,B)
,
A
µB3
∈M−2,2(Σǫ,λ0)
iξk
A
(3B −A)iξℓ
µD(A,B)B
,
iξk
A
B(B −A)
µD(A,B)B
∈M−2,2(Σǫ,λ0),
and
λ1/2
µ2B3
∈M−2,1(Σǫ,λ0), by Lemma 5.12 we have Theorem 5.7. ⊓⊔
We next consider the equations:
λw −Div (µD(w) − qI) = 0, divw = 0 in RN+ ,
λh+Aκ · ∇′h−w · n0 = d on RN0 ,
(µD(w) − qI)n0 − σ(∆′h)n0 = 0 on RN0 .
(277)
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We shall prove the following theorem.
Theorem 5.13 Let 1 < q < ∞ and ǫ ∈ (0, π/2). Then, there exist a λ1 > 0
and solution operators W(λ) and Hκ(λ) with
W(λ) ∈ Hol (Λκ,λ1 ,L(H2q (RN+ ), H2q (RN+ )N )),
Hκ(λ) ∈ Hol (Λκ,λ1 ,L(H2q (RN+ ), H3q (RN+ ))),
such that for any λ = γ + iτ ∈ Λκ,λ1 and d ∈ H2q (RN+ ), w = W(λ)d and
h = Hκ(λ)d are unique solutions of Eq. (277) with some q ∈ Hˆ1q (Ω), and
RL(H2q (RN+ ),H2−kq (RN+ )N )({(τ∂τ )
ℓ(λk/2W(λ)) | λ ∈ Λκ,λ1}) ≤ rb(λ1),
RL(H2q (RN+ ),H3−mq (RN+ ))({(τ∂τ )
ℓ(λmHκ(λ)) | λ ∈ Λκ,λ1}) ≤ rb(λ1)
for ℓ = 0, 1, k = 0, 1, 2, and m = 0, 1, where rb(λ1) is a constant depending
on m0, m1, m2, ǫ, λ1, N , and q.
Proof. We start with solution formulas. Applying the partial Fourier trans-
form to Eq. (277), we have the following generalized resolvent problem:
λwˆj + µ|ξ′|2wˆj − µ∂2N wˆj + iξj qˆ = 0 (xN > 0),
λwˆN + µ|ξ′|2wˆN − µ∂2N wˆN + ∂N qˆ = 0 (xN > 0),
N−1∑
j=1
iξjwˆj + ∂N wˆN = 0 (xN > 0),
µ(∂N wˆj(0) + iξjwˆN (0)) = 0, 2µ∂N wˆN − q = −σA2hˆ for xN = 0,
λhˆ+
N−1∑
j=1
iξjAκj hˆ+ wˆN = dˆ for xN = 0. (278)
Where, we have set Aκ = (Aκ1, . . . , AκN−1). Using the solution formulas
given in (269) and (273) with gj = 0 (j = 1, . . . , N − 1), and gN = σA2hˆ, we
have
wˆj =
iξjM(xN )
µD(A,B)
σA2(A2 +B2)hˆ− iξje
−BxN
µD(A,B)
σA2(B −A)hˆ,
wˆN = −AM(xN )
µD(A,B)
σA2(A2 +B2)hˆ+
e−BxN
µD(A,B)
σA3(A+B)hˆ,
qˆ = − (A+B)A
2(A2 +B2)e−AxN
D(A,B)
hˆ
(279)
Inserting the formula of wˆN |xN=0 into the last equation in (278), we have
(λ+ iξ′ ·Aκ)hˆ+ σA
3(A+B)
µD(A,B)
hˆ = dˆ,
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where we have set iξ′ ·Aκ =
∑N−1
j=1 iξjAκj , which implies that
hˆ =
µD(A,B)
Eκ
dˆ (280)
with Eκ = µ(λ+ iξ
′ ·Aκ)D(A,B) + σA3(A+B). Thus, we have the following
solution formulas:
wˆj = iξjM(xN )σA
2(A2 +B2)
Eκ
dˆ− iξje−BxN σA
2(B −A)
Eκ
dˆ,
wˆN = −AM(xN )σA
2(A2 +B2)
Eκ
dˆ+ e−BxN
σA3(A+B)
Eκ
dˆ,
qˆ = −µ(A+B)A
2(A2 +B2)e−AxN
Eκ
dˆ.
(281)
Concerning the estimation for Eκ, we have the following lemma.
Lemma 5.14 (1) Let 0 < ǫ < π/2 and let E0 be the function defined in
(280) with A0 = 0. Then, there exists a λ1 > 0 and c > 0 such that the
estimate:
|E0| ≥ c(|λ|+A)(|λ|1/2 +A)3 (282)
holds for (λ, ξ′) ∈ Σǫ,λ1 × (RN−1 \ {0}).
(2) Let κ ∈ (0, 1) and let Eκ be the function defined in (280). Then, there
exists a λ1 > 0 and c > 0 such that
|Eκ| ≥ c(|λ|+A)(|λ|1/2 +A)3 (283)
holds for (λ, ξ′) ∈ C+,λ1 × (RN−1 \ {0}).
Where, the constant c in (1) and (2) depends on λ1, m0, m1, and m2.
Proof. We first study the case where |λ| ≥ R1A for large R1 > 0. Note that
|λ| ≥ λ1. Since |B| ≤ A + µ−1/2|λ|1/2 and since Λκ,λ1 ⊂ Σǫ, by Lemma 5.8
we have
|Eκ| ≥ µ|λ||D(A,B)| − µ|Aκ||A||D(A,B)| − σA3(A+ µ−1/2|λ|1/2)
≥ cµ|λ|(|λ|1/2 +A)3 − µm2CR−11 |λ|(|λ|1/2 +A)3
− σR−11 |λ|(|λ|1/2 +A)3 − µ−1/2σ|λ|1/2(|λ|1/2 +A)3
≥ (cµ/2)|λ|(|λ|1/2 +A)3 + ((cµ/2)− µm2CR−11
− σR−11 − σ/(µ|λ|)1/2)|λ|(|λ|1/2 +A)3.
Thus, choosingR1 > 0 and λ1 > 0 so large that (cµ/4)−µm2CR−11 −σR−11 ≥ 0
and (cµ/4)− σ/(µλ1)1/2 ≥ 0, we have
|E˜κ| ≥ (cµ/2)|λ|(|λ|1/2 +A)3 ≥ (cµ/4)(|λ|+R1A)(|λ|1/2 +A)3 (284)
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provided that |λ| ≥ R1A and λ ∈ Λκ,λ1 . When κ = 0, we may assume that
m2 = 0 above.
We now consider the case where |λ| ≤ R1A. We assume that λ ∈ Σǫ,λ1 . In
this case, we have A ≥ R−11 |λ|1/2λ1/21 , and so, choosing λ1 large enough, we
have B = A(1 + O(λ1)
−1/2)). In particular, D(A,B) = 4A3(1 + O(λ−1/21 )).
Thus, we have
Eκ = 4µ(λ+ iξ
′ ·Aκ)A3(1 +O(λ−1/21 )) + 2σA4(1 +O(λ−1/21 )).
We first consider the case where κ = 0. Using Lemma 5.2, we have
|E0| ≥ |4µλA3 + 2σA4| − 4µ|λ|A3O(λ−1/21 )− 2σA4O(λ−1/21 )
≥ (sin ǫ)(4µ|λ|A3 + 2σA4)−O(λ−1/21 )(4µ|λ|A3 + 2σA4).
Thus, choosing λ1 > 0 so large that (sin ǫ/2)−O(λ−1/21 ) ≥ 0, we have
|E0| ≥ (sin ǫ/2)(4µ|λ|A3 + 2σA4) ≥ c(|λ|+A)A3
≥ c/23(|λ|+A)(A +R−11 λ1/21 |λ|1/2)3.
This completes the proof of (1).
We next consider the case of κ ∈ (0, 1). Taking the real part gives
ReEκ = 4µ(Reλ)A
3(1 +O(λ
−1/2
1 ))+O(λ
−1/2
1 )(Im λ+Aκ · ξ′)A3
+2σA4(1+O(λ
−1/2
1 )).
Since Reλ ≥ λ1 > 0 and |λ| ≤ R1A, we have
ReEκ ≥ 2σA4 − (4µ(m2 +R1) + 2σ)O(λ−1/21 )A4,
and so, choosing λ1 > 0 so large that σ − (4µ(m2 + R1) + 2σ)O(λ−1/21 ) ≥ 0,
we have
|Eκ| ≥ ReEκ ≥ σA4 ≥ (σ/24)(A+R−11 |λ|)(A +R−11 λ1/21 |λ|1/2)3.
This completes the proof of Lemma 5.14. ⊓⊔
Continuation of Proof of Theorem 5.13. Let wj = F−1ξ′ [wˆj ], q = F−1ξ′ [qˆ]
and η = ϕ(xN )F−1ξ′ [e−AxN hˆ], where ϕ(xN ) ∈ C∞0 (R) equals to 1 for xN ∈
(−1, 1) and 0 for xN 6∈ [−2, 2]. Notice that η|xN=0 = h.
Let wj(x) = F−1ξ′ [wˆj(ξ′, xN )](x′). In view of (281) and Volevich’s trick, we
define Wj(λ) by
Wj(λ)d =
∫ ∞
0
F−1ξ′
[
−(Ae−B(xN+yN ) + A2M(xN + yN ))
iξj
A
σ(A2 +B2)
Eκ
F [∆′d](ξ′, yN)
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+Ae−B(xN+yN )
iξj
A
σB(B −A)
Eκ
F ′[∆′d](ξ′, yN )
]
(x′) dyN
+
∫ ∞
0
F−1ξ′
[
−A2M(xN + yN )σ(A
2 +B2)
Eκ
F ′[∂j∂Nd](ξ′, yN)
+Ae−B(xN+yN )
σA(B −A)
Eκ
F ′[∂j∂Nd](ξ′, yN )
]
(x′) dyN ,
where we have used F ′[∆′d](ξ′, yN ) = −A2dˆ(ξ′, yN). We have Wj(λ)d = wj .
By Lemma 5.14, we see that
A2 +B2
Eκ
,
A2 +B2
Eκ
ξj
A
,
A(B −A)
Eκ
,
B(B −A)
Eκ
ξj
A
belong to M−2,2(Λκ,λ1), and so by Lemma 5.11, we have
RL(H2q (RN+ ),H2−kq (RN+ ))({(τ∂τ )
ℓ(λk/2Wj(λ)) | λ ∈ Λκ,λ1}) ≤ rb(λ1)
for ℓ = 0, 1 and k = 0, 1, 2, where rb(λ1) is a constant depending on m0, m1,
m2 and λ1.
Analogously, we have
RL(H2q (RN+ ),H2−kq (RN+ ))({(τ∂τ )
ℓ(λk/2WN (λ)) | λ ∈ Λκ,λ1}) ≤ rb(λ1)
for ℓ = 0, 1 and k = 0, 1, 2. Thus, our final task is to construct Hκ(λ). In view
of (280), we define Hκ(λ) acting on d ∈ H2q (RN+ ) by
Hκ(λ)d = ϕ(xN )F−1ξ′
[
e−AxN
µD(A,B)
Eκ
dˆ(ξ′, 0)
]
(x′).
Since ϕ(xN ) equals one for xN ∈ (−1, 1), we have Hκ(λ)d|xN=0 = h. Recalling
the definition of hˆ given in (280) and using Volevich’s trick, we have Hκ(λ)d =
ϕ(xN ){Ωκ(λ)d +H2κ(λ)d} with
Ωκ(λ)d =
∫ ∞
0
F−1ξ′
[
Ae−A(xN+yN )
µD(A,B)
Eκ
ϕ(yN )dˆ(ξ
′, yN)
]
(x′) dyN ,
H2κ(λ)d = −
∫ ∞
0
F−1ξ′
[
e−A(xN+yN )
µD(A,B)
Eκ
∂N (ϕ(yN )dˆ(ξ
′, yN ))
]
(x′) dyN .
We use the following lemma.
Lemma 5.15 Let Λ be a domain in C and let 1 < q < ∞. Let ϕ and ψ be
two C∞0 ((−2, 2)) functions. Given m ∈ M0,2(Λ), we define operators L6(λ)
and L7(λ) acting on g ∈ Lq(RN+ ) by
[L6(λ)g](x) = ϕ(xN )
∫ ∞
0
F−1ξ′
[
e−A(xN+yN )m(λ, ξ′)gˆ(ξ′, yN )ψ(yN )
]
dyN ,
98 Yoshihiro Shibata
[L7(λ)g](x) = ϕ(xN )
∫ ∞
0
F−1ξ′
[
Ae−A(xN+yN )m(λ, ξ′)gˆ(ξ′, yN)ψ(yN )
]
dyN .
Then,
RL(Lq(RN+ )({(τ∂τ )
ℓLk(λ) | λ ∈ Λ}) ≤ rb (285)
for ℓ = 0, 1 and k = 6, 7, where rb is a constant depending on M(m,Λ). Here,
M(m,Λ) is the number defined in Definition 5.9.
Proof. Using the assertion for L2(λ) in Lemma 5.11, we can show (285)
immediately for k = 7, and so we show (285) only in the case that k =
6 below. In view of Definition 4.7, for any n ∈ N, we take {λj}nj=1 ⊂ Λ,
{gj}nj=1 ⊂ Lq(RN+ ), and rj(u) (j = 1, . . . , n) are Rademacher functions. For
the notational simplicity, we set
|||L6(λ)g||| = ‖
n∑
j=1
rj(u)L6(λj)gj‖Lq((0,1),Lq(RN ))
=
(∫ 1
0
‖
n∑
j=1
rj(u)L6(λj)gj‖qLq(RN+ ) du
)1/q
.
By the Fubini-Tonelli theorem, we have
|||L6(λ)g|||q =
∫ 1
0
∫ ∞
0
∫
RN−1
|
n∑
j=1
rj(u)L6(λj)gj |q dy′dxN du
=
∫ ∞
0
(∫ 1
0
‖
n∑
j=1
rj(u)L6(λj)gj‖qLq(RN−1) du
)
dxN .
Since
|∂α′ξ′ (e−A(xN+yN )m0(λ, ξ′))| ≤ Cα′ |ξ′|−|α
′|
for any xN ≥ 0, yN ≥ 0, (λ, ξ′) ∈ Λ × (RN−1 \ {0}), and α′ ∈ NN−1, by
Theorem 5.1 we have∫ 1
0
‖
n∑
j=1
rj(u)F−1ξ′
[
e−A(xN+yN )m(λj , ξ′)gˆj(ξ′, yN )
]
(y′)‖qLq(RN−1) du
≤ CN,qM(m,Λ)
∫ 1
0
‖
n∑
j=1
rj(u)gj(·, yN )‖qLq(RN−1) du. (286)
For any xN ≥ 0, by Minkowski’s integral inequality, Lemma 5.3, and Ho¨lder’s
inequality, we have(∫ 1
0
‖
n∑
j=1
rj(u)L6(λj)gj‖qLq(RN−1) du
)1/q
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= |ϕ(xN )|
(∫ 1
0
‖
∫ ∞
0
F−1ξ′ [
n∑
j=1
rj(u)e
−A(xN+yN )m(λj , ξ′)gˆj(ξ′, yN)](y′)
ψ(yN ) dyN‖qLq(RN−1) du
)1/q
≤ |ϕ(xN )|
(∫ 1
0
∫ ∞
0
‖F−1ξ′ [
n∑
j=1
rj(u)e
−A(xN+yN )m(λj , ξ′)gˆj(ξ′, yN )](y′)
ψ(yN )‖Lq(RN−1) dyN
)q
du
)1/q
≤ |ϕ(xN )|
∫ ∞
0
(∫ 1
0
‖F−1ξ′ [
n∑
j=1
rj(u)e
−A(xN+yN )m(λj , ξ′)
gˆj(ξ
′, yN)](y′)‖qLq(RN−1) du
)1/q
|ψ(yN )| dyN
≤ CN,qM(m,Λ)|ϕ(xN )|
∫ ∞
0
(∫ 1
0
‖
n∑
j=1
rj(u)gj(·, yN )‖qLq(RN−1) du
)1/q
× |ψ(yN )| dyN
≤ CN,qM(m,Λ)|ϕ(xN )|
(∫ ∞
0
∫ 1
0
‖
n∑
j=1
rj(u)gj(·, yN )‖qLq(RN−1) du dyN
)1/q
×
(∫ ∞
0
|ψ(yN )|q′ dyN
)1/q′
= Cn,qM(m,Λ)|ϕ(xN )|
(∫ 1
0
‖
n∑
j=1
rj(u)gj(·, yN)‖qLq(RN+ ) du
)1/q
×
(∫ ∞
0
|ψ(yN )|q′ dyN
)1/q′
Putting these inequalities together and using Ho¨lder’s inequality gives∫ 1
0
‖
n∑
j=1
rj(u)L6(λj)gj‖qLq(RN+ ) du
≤ (Cn,qM(m,Λ))q
∫ ∞
0
|ϕ(xN )|qdxN
∫ 1
0
‖
n∑
j=1
rj(u)gj‖qLq(RN+ ) du
×
(∫ ∞
0
|ψ(yN )|q′ dyN
)q/q′
,
and so, we have
‖
n∑
j=1
rjL6(λj)gj‖Lq((0,1),Lq(RN+ ))
100 Yoshihiro Shibata
≤ Cn,qM(m,Λ)‖ϕ‖Lq(R)‖ψ‖Lq′(R)‖
n∑
j=1
rjgj‖Lq((0,1),Lq(RN+ )).
This shows Lemma 5.15. ⊓⊔
Continuation of Proof of Theorem 5.13. For (j, α′, k) ∈ N0×NN−10 ×N0
with j + |α′|+ k ≤ 3 and j = 0, 1, we write
λj∂α
′
x′ ∂
k
NHκ(λ)d =
k∑
n=0
kCn(∂
k−n
N ϕ(xN ))[λ
j∂α
′
x′ ∂
n
NΩκ(λ)d + λ
j∂α
′
x′ ∂
n
NH2κ(λ)d],
and then
λj∂α
′
x′ ∂
n
NΩκ(λ)d
=
∫ ∞
0
F−1ξ′
[
Ae−A(xN+yN )
µλj(iξ′)α
′
(−A)nD(A,B)
(1 +A2)Eκ
ϕ(yN )
F ′[(1−∆′)d](ξ′, yN )
]
(x′) dyN ;
λjH2κ(λ)d =
∫ ∞
0
F−1ξ′
[
e−A(xN+yN )
µλjD(A,B)
Eκ
∂N (ϕ(yN )dˆ(ξ
′, yN))
]
(x′) dyN ;
λj∂α
′
x′ ∂
n
NH2κ(λ)d
=
∫ ∞
0
F−1ξ′
[
e−A(xN+yN )
µλj(iξ′)α
′
(−A)nD(A,B)
(1 +A2)Eκ
∂N (ϕ(yN )dˆ(ξ
′, yN))](x′) dyN
−
N−1∑
k=1
∫ ∞
0
F−1ξ′
[
Ae−A(xN+yN )
µλj(iξ′)α
′
(−A)nD(A,B)
(1 +A2)Eκ
iξj
A
∂N (ϕ(yN )F [∂jd(·, yN )](ξ′)}
]
(x′) dyN
for |α′|+ n ≥ 1. Where, we have used the formula:
1 =
1 +A2
1 +A2
=
1
1 +A2
−
N−1∑
j=1
A
1 +A2
iξj
A
iξj
in the third equality. By Lemma 5.8 and Lemma 5.14, we see that multipliers:
λj(iξ′)α
′
AnD(A,B)
(1 +A2)Eκ
,
λjD(A,B)
Eκ
,
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λj(iξ′)α
′
AnD(A,B)
(1 +A2)Eκ
,
λj(iξ′)α
′
AnD(A,B)
(1 +A2)Eκ
ξj
A
belong to M0,2(Λκ,λ1), because j + |α′| + n ≤ 3 and j = 0, 1. Thus, using
Lemma 5.15, we see that for any n ∈ N, {λj}nj=1 ⊂ Λκ,λ1 , and {dj}nj=1 ⊂
H2q (R
N
+ ), the inequality:
‖
n∑
ℓ=1
rℓ(·)(∂k−nN ϕ)(λℓ)j∂α
′
x′ ∂
n
N (Ωκ(λℓ),H2κ(λℓ))dℓ‖Lq((0,1),Lq(RN ))
≤ C‖
n∑
ℓ=1
rℓ(·)dℓ‖Lq((0,1),H2q (RN+ ))
holds, which leads to
‖
n∑
ℓ=1
rℓ(·)(λℓ)j∂α′x′ ∂kNHκ(λℓ)dℓ‖Lq((0,1),Lq(RN+ ))
≤ C‖
n∑
ℓ=1
rℓ(u)dℓ‖Lq((0,1),H2q (RN+ )).
Here, C is a constant depending on N , q, m0, m1, and m2. This shows that
RL(H2q (RN+ ),H3−kq (RN+ ))({λ
kHκ(λ) | λ ∈ Λκ,λ1}) ≤ rb
for k = 0, 1. Here, rb(λ1) is a constant depending on N , q, m0, m1, and m2,
but independent of µ, σ ∈ [m0,m1] and |Aκ| ≤ m2 for κ ∈ [0, 1). Analogously,
we have
RL(H2q (RN+ ),H3−kq (RN+ ))({τ∂τ (λ
kHκ(λ)) | λ ∈ Λκ,λ1}) ≤ rb(λ1)
for k = 0, 1. This completes the proof of Theorem 5.13. ⊓⊔
Proof of Theorem 5.6. To prove Theorem 5.6, in view of the consideration
in Subsec. 4.3, we first consider the equation:
div v = g in RN+ . (287)
Where, g is a solution of the variational equation:
λ(g, ϕ)RN+ + (∇g,∇ϕ)RN+ = (−f ,∇ϕ)RN+ for any ϕ ∈ H
1
q′,0(R
N
+ ), (288)
subject to g = ρ on Γ . We have the following theorem.
Lemma 5.16 Let 1 < q <∞, 0 < ǫ < π/2, and λ0 > 0. Let
Y ′′q (R
N
+ ) = {(f , ρ) | f ∈ Lq(RN+ )N , ρ ∈ H1q (RN+ )},
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Y ′′q (RN+ ) = {(F1, G3, G4) | F1 ∈ Lq(RN+ )N , G3 ∈ Lq(RN+ ), G4 ∈ H1q (RN+ )}.
Let g be a solution of the variational problem (288). Then, there exists
an operator family B0(λ) ∈ Hol (Σǫ,λ0 ,L(Y ′′q (RN+ ), H2q (RN+ )N )) such that for
any λ ∈ Σ and (f , ρ) ∈ Y ′′q (RN+ ), problem (287) admits a solution v =
B0(λ)(f , λ1/2ρ, ρ), and
RL(Y′′q (RN+ ),H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2B0(λ)) | λ ∈ Σǫ,λ0}) ≤ rb(λ0)
for ℓ = 0, 1 and j = 0, 1, 2, where rb(λ0) is a constant depending on ǫ, λ0, N ,
and q.
Proof. This lemma was proved in Shibata [49, Lemma 9.3.10], but for the
sake of completeness of this lecture note as much as possible, we give a proof.
Let g1 be a solution of the equation:
(λ−∆)g1 = div f in RN+ , g1|xN=0 = 0,
and let g2 be a solution of the equation:
(λ−∆)g2 = 0 in RN+ , g2|xN=0 = ρ.
And then, g = g1 + g2 is a solution of Eq. (288). To construct g1 and g2, we
use the even extension, fe, and odd extension, fo, of a function, f introduced
in (45). Let f = ⊤(f1, . . . , fN). Notice that (div f)o =
∑N−1
j=1 ∂jf
o
j + ∂Nf
e
N .
We define g1 by letting
g1 = F−1ξ
[F [(div f)o](ξ)
λ+ |ξ|2
]
= F−1ξ
[∑N−1
k=1 iξkF [fok ](ξ) + iξNF [feN ](ξ)
λ+ |ξ|2
]
.
And also, the g2 is defined by
g2(x) = F−1ξ′ [e−B0xN ρˆ(ξ′, 0)](x′) =
∂h
∂xN
, (289)
where we have set B0 =
√
λ+ |ξ′|2 and h(x) = −F−1ξ′ [B−10 e−B0xN ρˆ(ξ′, 0)](x′).
By Volevich’s trick, we have
h(x) =
∫ ∞
0
F−1ξ′ [B−10 e−B0(xN+yN )(̂∂Nρ)(ξ′, yN )](x′) dyN
−
∫ ∞
0
F−1ξ′ [e−B0(xN+yN )ρˆ(ξ′, yN )](x′) dyN
=
∫ ∞
0
F−1ξ′ [
λ1/2
B30
λ1/2e−B0(xN+yN )(̂∂Nρ)(ξ′, yN )](x′) dyN
+
∫ ∞
0
F−1ξ′ [
A
B30
Ae−B0(xN+yN )(̂∂Nρ)(ξ′, yN )](x′) dyN
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−
∫ ∞
0
F−1ξ′ [
1
B20
λ1/2e−B0(xN+yN ) ̂(λ1/2ρ)(ξ′, yN)](x′) dyN
+
N−1∑
j=1
∫ ∞
0
F−1ξ′ [
1
B20
iξj
A
Ae−B0(xN+yN ) (̂∂jρ)(ξ′, yN)](x′) dyN .
Let Zq(RN+ ) be the same space as in Lemma 5.12. We then define an operator
H(λ) acting on (G3, G4) ∈ Zq(RN+ ) by setting
H(λ)(G3, G4) =
∫ ∞
0
F−1ξ′ [
λ1/2
B30
λ1/2e−B0(xN+yN )∂̂NG4(ξ′, yN)](x′) dyN
+
∫ ∞
0
F−1ξ′ [
A
B30
Ae−B0(xN+yN )∂̂NG4(ξ′, yN)](x′) dyN
−
∫ ∞
0
F−1ξ′ [
1
B20
λ1/2e−B0(xN+yN )Ĝ3(ξ′, yN )](x′) dyN
+
N−1∑
j=1
∫ ∞
0
F−1ξ′ [
1
B20
iξj
A
Ae−B0(xN+yN )∂̂jG4(ξ′, yN )](x′) dyN .
By Lemma 5.10 and Lemma 5.11, we see that
H(λ) ∈ Hol (Σǫ,L(Y ′q(RN+ ), H2q (RN+ ))), h = H(λ)(λ1/2ρ, ρ),
RL(Y′q(RN+ ),H2−jq (RN+ ))({(τ∂τ )
ℓ(λj/2H(λ)) | λ ∈ Σǫ,λ0}) ≤ rb(λ)
(290)
for ℓ = 0, 1 and j = 0, 1, 2. Moreover, we have
(λ−∆)H(λ)(G3 , G4) = 0 in RN+ . (291)
Let v1 be an N vector of functions defined by
v1 = −F−1ξ
[ iξF [g1](ξ)
|ξ|2
]
= −F−1ξ
[ξ(∑N−1k=1 ξkF [fok ](ξ) + ξNF [feN ](ξ))
(λ+ |ξ|2)|ξ|2
]
.
We see that div v1 = g1 in R
N
+ . Moreover, by Lemma 5.2 and Lemma 5.3,
there exists an operator family B10(λ) ∈ Hol (Σǫ,L(Lq(RN+ ), H2q (RN+ )N )) such
that v1 = B10(λ)f and
RL(Lq(RN+ )N ,H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2B10(λ)) | λ ∈ Σǫ,λ0}) ≤ rb(λ0)
for ℓ = 0, 1, j = 0, 1, 2, and λ0 > 0, where rb(λ0) is a constant depending on
ǫ, λ0, N and q.
Let
v2j = F−1ξ
[ξjξNF [he](ξ)
|ξ|2
]
= −F−1ξ
[ iξjF [go2 ](ξ)
|ξ|2
]
(j = 1, . . . , N)
104 Yoshihiro Shibata
and let v2 =
⊤(v21, . . . , v2N ), and then by (289) we have div v2 = g2 in
RN+ . Thus, we define an operator B20(λ) = (B201(λ), . . . ,B20N (λ)) acting on
(G3, G4) ∈ Zq(RN+ ) by
B20j(λ)(G3, G4) = F−1ξ
[ξjξNF [H(λ)(G3, G4)e](ξ)
|ξ|2
]
.
By (291), we have v2 = B20(λ)(λ1/2ρ, ρ). Noting that ∂Nfe = (∂Nf)o and
∂k∂Nf
e = (∂k∂Nf)
0 (k − 1, . . . , N − 1), we have
λB20j(λ)(G3, G4) = F−1ξ
[ξjξNF [λH(λ)(G3, G4)e](ξ)
|ξ|2
]
,
λ1/2∇B20j(λ)(G3, G4) = F−1ξ
[ξjξF [λ1/2(∂NH(λ)(G3, G4))o](ξ)
|ξ|2
]
,
∂k∇B20j(λ)(G3, G4) = F−1ξ
[ξjξF [λ1/2(∂k∂NH(λ)(G3, G4))o](ξ)
|ξ|2
]
,
Moreover, since ∂2NH(λ)(λ)(G3, G4) = −(λ −
∑N−1
j=1 ∂
2
j )H(λ)(λ)(G3 , G4) as
follows from (291), we have
∂2NB20(λ)(G3, G4) = F−1ξ
[ ξ2N
|ξ|2F [((λ−∆
′)H(λ)(G3, G4))e](ξ)
]
.
Thus, by (290) and the Fourier multiplier theorem, we see that
RL(Y′q(RN+ ),H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2B20(λ)) | λ ∈ Σǫ,λ0}) ≤ rb(λ0)
for ℓ = 0, 1, j = 0, 1, 2, and λ0 > 0, where rb(λ0) is a constant depending
on ǫ, λ0, N , and q. Since v = v1 + v2 is a solution of Eq. (287), setting
B0(λ)(F1, G3, G4) = B10(λ)F1 + B20(λ)(G3, G4), we see that B0(λ) is the re-
quired operator, which completes the proof of Lemma 5.16. ⊓⊔
We now prove Theorem 5.6. Let (f , d,h) ∈ Yq(RN+ ). Let g be a solution of
Eq. (288) with ρ = n0 · h, and let u, q and h be solutions of the equations:
λu−Div (µD(u) − qI) = f , divu = g = div g in RN+ ,
λh+Aκ · ∇′Γh− u · n0 = d on RN0 ,
(µD(u)− qI− σ(∆′h)I)n0 = h on RN0 .
(292)
Then, according to what pointed out in Subsec. 4.3, u and h are solutions
of Eq. (253). Thus, we shall look for u, q and h below. In view of (190)
and (191), applying Lemma 5.16 with ρ = n0 · h, we define u0 by u0 =
B0(f , λ1/2n0 ·h,n0 ·h). Notice that divu0 = g = div g0 with g = λ−1(f+∇g).
We then look for w0, q, and h satisfying the equations:
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λw0 −Div (µD(w0)− qI) = f − f0, divw0 = 0 in RN+ ,
λh+Aκ · ∇′h−w0 · n0 = d+ d0 on RN0 ,
(µD(w0)− qI)n0 − σ(∆′h)n0 = h− h0 on RN0 ,
(293)
where we have set
f0 = λu0 −Div (µD(u0)), d0 = u0 · n0, h0 = µD(u0)n0.
To solve Eq. (293), we first consider the equations:{
λU1 −Div (µD(U1)− P1I) = F, divU1 = 0 in RN+ ,
∂N (U1 · n0) = 0, P1 = 0 on RN0 .
(294)
For F = ⊤(F1, . . . , FN ) ∈ Lq(RN+ )N , let F˜ = ⊤(F e1 , . . . , F eN−1, F oN ). Let B1(λ)
and P1(λ) be operators acting on F ∈ Lq(RN+ )N defined by
B1(λ)F = F−1ξ
[F [F˜](ξ) − ξξ · F [F˜](ξ)|ξ|−2
λ+ µ|ξ|2
]
,
P1(λ)F = F−1ξ
[ξ · F [F˜](ξ)
|ξ|2
]
.
As was seen in Shibata and Shimizu [60, p.587] or [55, Proof of Theorem 4.3],
U1 = B1(λ)F and P1 = P1(λ)F satisfy Eq. (294). Moreover, employing the
same argument as in Sect. 5.1, by Lemma 5.2 and Lemma 5.3, we see that
B1(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN+ )N , H2q (RN+ )N )),
P1(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN+ )N , Hˆ1q (RN+ )))
for any ǫ ∈ (0, π/2) and λ0 > 0, and moreover
RL(Lq(RN+ )N ,H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2B1(λ)) | λ ∈ Σǫ,λ0}) ≤ rb(λ0)
for ℓ = 0, 1 and j = 0, 1, 2, where rb(λ0) is a constant depending on ǫ, λ0, m0,
and m1. In particular, we set
u1 = B1(λ)(f − f0), q1 = P1(λ)(f − f0). (295)
We now let u = u0 + u1 +U2 and q = q1 + P2, and then
λU2 −Div (µD(U2)− P2I) = 0, divU2 = 0 in RN+ ,
λh+Aκ · ∇′h−U2 · n0 = d+ d2 on RN0 ,
(µD(U2)− P2I)n0 − σ(∆′h)n0 = h− h2 on RN0 ,
(296)
where we have set
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d2 = n0 · (u0 + u1), h2 = µD(u0 + u1).
Thus, for H ∈ H1q (RN+ )N we consider the equations:{
λU2 −Div (µD(U2)− P2I) = 0, divU2 = 0 in RN+ ,
(µD(U2)− P2I)n0 = H on RN0 ,
(297)
and then by Theorem 5.7, we see that U2 = V(λ)(λ1/2H,H) is a unique
solutions of Eq. (297) with some P2 ∈ Hˆ1q (RN+ ). In particular, we set u2 =
V(λ)(λ1/2(h− h2), (h− h2)).
We finally let u = u0 + u1 + u2 + u3 and q = q1 + q2 + q3, and then u3,
q3 and h are solutions of the equations:
λu3 −Div (µD(u3)− q3I) = 0, divu3 = 0 in RN+ ,
λh+Aκ · ∇′h− u3 · n0 = d+ d3 on RN0 ,
(µD(u3)− q3I)n0 − σ(∆′h)n0 = 0 on RN0 ,
(298)
where d3 = n0 · (u0 + u1 + u2). Setting W(λ) = ⊤(W1(λ), . . . ,WN (λ)), by
Theorem 5.13, we see that u3 = W(λ)(d + d3) and h = Hκ(λ)(d + d3) are
unique solutions of Eq. (298) with some q3 ∈ Hˆ1q (RN+ ). Since the composition
of two R-bounded operators is also R bounded as follows from Proposition
5.4, we see easily that given ǫ ∈ (0, π/2), there exist λ1 > 0 and operator
families A0(λ) and H0(λ) satisfying (254) such that u = A0(λ)(f , d, λ1/2h,h)
and h = H0(λ)(f , d, λ1/2h,h) are unique solutions of Eq. (253), and moreover
the estimate (255) holds. This completes the proof of Theorem 5.6.
5.4 Problem in a bent half space
Let Φ : RN → RN : x→ y = Φ(x) be a bijection of C1 class and let Φ−1 be its
inverse map. We assume that ∇Φ and ∇Φ−1 have the forms: ∇Φ = A+B(x)
and ∇Φ−1 = A−1+B−1(y), where A and A−1 are N×N orthogonal matrices
with constant coefficients and B(x) and B−1(y) are matrices of functions in
C2(RN ) such that
‖(B,B−1)‖L∞(RN ) ≤M1, ‖∇(B,B−1)‖L∞(RN ) ≤ CA,
‖∇2(B,B−1)‖L∞(RN ) ≤M2.
(299)
Here, CA is a constant depending on constants A, a1, a2 appearing in Defi-
nition 2.1. We choose M1 > 0 small enough and M2 large enough eventually,
and so we may assume that 0 < M1 ≤ 1 ≤ CA ≤ M2. Let Ω+ = Φ(RN+ ) and
Γ+ = Φ(R
N
0 ). In the sequel, aij and bij(x) denote the (i, j)
th element of A−1
and (B−1 ◦ Φ)(x).
Let n+ be the unit outer normal to Γ+. Setting Φ
−1 = ⊤(Φ−1,1, . . . , Φ−1.N),
we see that Γ+ is represented by Φ−,N (y) = 0, which yields that
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n+(x) = − (∇Φ−1,N ) ◦ Φ(x)|∇Φ−1,N ) ◦ Φ(x)| = −
⊤(aN1 + bN1(x), . . . , aNN + bNN (x))
(
∑N
j=1(aNj + bNj(x))
2)1/2
.
(300)
Obviously, n+ is defined on R
N and n+ denotes the unit outer normal to Γ+
for y = Φ(x′, 0) ∈ Γ+. By (299), writing
n+ = −⊤(aN1, . . . , aNN) + b+(x), (301)
we see that b+ is an N -vector defined on R
N , which satisfies the estimates:
‖b+‖L∞(RN ) ≤ CNM1, ‖∇b+‖L∞(RN ) ≤ CNCA, ‖∇2b+‖L∞(RN ) ≤ CM2 .
(302)
We next give the Laplace-Beltrami operator on Γ+. Let
g+ij(x) =
∂Φ
∂xi
(x) · ∂Φ
∂xj
(x) =
N∑
k=1
(aik + bik(x))(ajk + bjk(x)) = δij + g˜ij(x)
with g˜ij =
∑N
k=1(aikbjk(x) + ajkbik(x) + bik(x)bjk(x)). Since Γ+ is given
by yN = Φ(x
′, 0), letting G(x) be an N × N matrix whose (i, j)th element
are gij(x), we see that G(x
′, 0) is the 1st fundamental matrix of Γ+. Let
g+ :=
√
detG and let gij+ (x) denote the (i, j)
th component of the inverse
matrix, G−1, of G. By (299), we can write
g+ = 1 + g˜+, g
ij
+ (x) = δij + g˜
ij
+ (x)
with
‖(g˜+, g˜ij+ )‖L∞(RN ) ≤ CNM1, ‖∇(g˜+, g˜ij+ )‖L∞(RN ) ≤ CNCA,
‖∇2(g˜+, g˜ij+ )‖L∞(RN ) ≤ CM2 .
(303)
The Laplace-Beltrami operator ∆Γ+ is given by
(∆Γ+f)(y) =
N−1∑
i,j=1
1
g+(x′, 0)
∂
∂xi
{g+(x′, 0)gij+ (x′, 0)
∂
∂xj
f(Φ(x′, 0))}
= ∆′f(Φ(x′, 0)) +D+f
(304)
for y = Φ(x′, 0) ∈ Γ+. Where,
(D+f)(y) =
N−1∑
i,j=1
g˜ij(x)
∂2f ◦ Φ
∂xi∂xj
(x) +
N−1∑
j=1
gj(x)
∂f ◦ Φ
∂xj
(x) for y = Φ(x)
with
gj(x) =
1
g+(x)
N−1∑
i=1
∂
∂xi
(g+(x)g
ij(x)).
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By (303)
‖D+f‖H1q (RN+ ) ≤ CNM1‖∇
3f‖Lq(RN+ ) + CM2‖f‖H2q (RN+ ). (305)
We now formulate problem treated in this section. Let y0 be any point of
Γ+ and let d0 be a positive number such that
|µ(y)− µ(x0)|, |σ(y)− σ(y0)| ≤ m1M1, for any y ∈ Ω+ ∩Bd0(y0);
|Aκ(y)−Aκ(y0)| ≤ m2M1 for any y ∈ Γ+ ∩Bd0(y0).
(306)
In addition, µ, σ, and Aκ satisfy the following conditions:
m0 ≤ µ(y), σ(y) ≤ m1, |∇µ(y)|, |∇σ(y)| ≤ m1 for any y ∈ Ω+,
|Aκ(y)| ≤ m2 for any y ∈ Γ+, ‖Aκ‖W 2−1/qr (Ω+) ≤ m3κ
−b (307)
for any κ ∈ (0, 1). In view of (167) and (307), to have (306) for given M1 ∈
(0, 1) it suffices to choose d0 > 0 in such a way that d0 ≤ M1 and da0 ≤ M1.
We assume that N < r < ∞ according to (167) and let A0 = 0. Let ϕ(y) be
a function in C∞0 (R
N ) which equals 1 for y ∈ Bd0/2(y0) and 0 in the outside
of Bd0(y0). We assume that ‖∇ϕ‖H1
∞
(RN ) ≤M2. Let
µy0(y) = ϕ(y)µ(y) + (1− ϕ(y))µ(y0),
σy0(y) = ϕ(y)σ(y) + (1− ϕ(y))σ(y0),
Aκ,y0(y) = ϕ(y)Aκ(y) + (1− ϕ(y))Aκ(y0).
In the following, C denotes a generic constant depending on m0, m1, m2, m3,
N , ǫ and q, and CM2 denotes a generic constant depending on M2, m0, m1,
m2, m3, N , ǫ and q.
Given v ∈ H2q (Ω+)N and h ∈ H3q (Ω+), let Kb(v, h) be a unique solution
of the weak Dirichlet problem:
(∇Kb(v, h),∇ϕ)Ω+ = (Div (µy0D(v)) −∇div v,∇ϕ)Ω+ (308)
for any ϕ ∈ Hˆ1q′,0(Ω+) subject to
Kb(v, h) =< µy0D(v)n+,n+ > −σy0∆Γ+h− div v on Γ+.
We then consider the following equations:
λv −Div (µy0D(v) −Kb(v, h)I) = g in Ω+,
λh+Aκ,y0 · ∇Γ+h− v · n+ = gd on Γ+,
(µy0D(v) −Kb(v, h)I)n+ − σy0(∆Γ+h)n+ = gb on Γ+.
(309)
The following theorem is a main result in this section.
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Theorem 5.17 Let 1 < q < ∞ and 0 < ǫ < π/2. Let γκ be the number
defined in Theorem 4.8. Then, there exist M1 ∈ (0, 1), λ˜0 ≥ 1 and operator
families Ab(λ) and Hb(λ) with
Ab(λ) ∈ Hol (Λκ,λ˜0γκ ,L(Yq(Ω+), H2q (Ω+)N )),
Hb(λ) ∈ Hol (Λκ,λ˜0γκ ,L(Yq(Ω+), H3q (Ω+)))
such that for any λ = γ + iτ ∈ Λκ,λ˜0γκ and (g, gd,gb) ∈ Yq(Ω+),
u = Ab(λ)(g, gd, λ1/2gb,gb), h = Hb(λ)(g, gd, λ1/2gb,gb)
are unique solutions of Eq. (309), and
RL(Yq(Ω+),H2−jq (Ω+)N )({(τ∂τ )ℓ(λj/2Ab(λ)) | λ ∈ Λκ,λ˜0γκ}) ≤ rb,
RL(Yq(Ω+),H3−kq (Ω+))({(τ∂τ )ℓ(λkHb(λ)) | λ ∈ Λκ,λ˜0γκ}) ≤ rb,
(310)
for ℓ = 0, 1, j = 0, 1, 2, and k = 0, 1. Where, rb is a constant depeding on m0,
m1, m2, N , q, and ǫ, but independent of M1 and M2, and moreover, λ˜0 is a
constant depending on M2.
Below, we shall prove Theorem 5.17. By the change of variables y = Φ(x), we
transform Eq. (309) to a problem in the half-space. Let
y0 = Φ(x0), µ˜(x) = ϕ(Φ(x))µ(Φ(x)), σ˜(x) = ϕ(Φ(x))σ(Φ(x)),
A˜κ(x) = ϕ(Φ(x))Aκ(Φ(x)).
Notice that
µy0(Φ(x)) = µ(y0) + µ˜(x)− µ˜(x0), σy0(Φ(x)) = σ(y0) + σ˜(x) − σ˜(x0),
Aκ(Φ(x
′, 0)) = Aκ(y0) + A˜κ(x) − A˜κ(x0).
We may assume that m1, m2, m3 ≤ M2. Recalling that ‖∇ϕ‖H1
∞
(RN ) ≤ M2,
by (306) and (307) we have
|µ˜(x) − µ˜(x0)| ≤ m1M1, |σ˜(x) − σ˜(x0)| ≤ m1M1,
‖(µ˜, σ˜)‖L∞(RN ) ≤ m1, ‖∇(µ˜, σ˜)‖L∞(RN ) ≤ CM2 ,
|A˜κ(x)− A˜κ(x0)| ≤ m2M1, ‖A˜κ‖L∞(RN0 ) ≤ m2,
‖∇A˜κ‖W 1−1/qq (RN0 ) ≤ CM2κ
−b for κ ∈ (0, 1).
(311)
Since x = Φ−1(y), we have
∂
∂yj
=
N∑
k=1
(akj + bkj(x))
∂
∂xk
(312)
where (∇Φ−1)(Φ(x)) = (aij + bij(x)). Let
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g := det∇Φ, g˜ = g− 1.
By (299),
‖g˜‖L∞(RN ) ≤ CNM1, ‖∇g˜‖L∞(RN ) ≤ CNCA, ‖∇2g˜‖L∞(RN ) ≤ CM2 .
(313)
By the change of variables: y = Φ(x), the weak Dirichlet problem:
(∇u,∇ϕ)Ω+ = (k,∇ϕ)Ω+ for any ϕ ∈ Hˆ1q′,0(Ω+),
subject to u = k on Γ+, is transformed to the following variational problem:
(∇v,∇ψ)RN+ + (B
0∇v,∇ψ)RN+ = (h,∇ψ)RN+ for any ψ ∈ Hˆ
1
q′,0(R
N
+ ), (314)
subject to v = h, where h = g(A−1 +B−1 ◦Φ)k ◦Φ and h = k ◦Φ. Moreover,
B0 is an N ×N matrix whose (ℓ,m)th component, B0ℓm, is given by
B0ℓm = g˜δℓm + g
N∑
j=1
(aℓjbmj(x) + amjbℓj(x) + bℓjbmj(x)).
By (299), we have
‖B0ℓm‖L∞(RN ) ≤ CNM1, ‖∇B0ℓm‖L∞(RN ) ≤ CNCA,
‖∇2B0ℓm‖L∞(RN ) ≤ CM2 .
(315)
Lemma 5.18 Let 1 < q < ∞. Then, there exist an M1 ∈ (0, 1) and an
operator K1 with
K1 ∈ L(Lq(RN+ )N , H1q (RN+ ) + Hˆ1q,0(RN+ ))
such that for any f ∈ Lq(RN+ )Nand f ∈ H1q (RN+ ), v = K1(f , f) is a unique
solution of the variational problem:
(∇v,∇ψ)RN+ + (B
0∇v,∇ψ)RN+ = (f ,∇ψ)RN+ for any ψ ∈ Hˆ
1
q′,0(R
N
+ ), (316)
subject to v = f on RN0 , which possesses the estimate:
‖∇v‖Lq(RN+ ) ≤ CM2(‖f‖Lq(RN+ ) + ‖f‖H1q(RN+ )). (317)
Proof. We know the unique existence theorem of the variational problem:
(∇v,∇ψ)RN+ = (f ,∇ψ)RN+ for any ψ ∈ Hˆ
1
q′,0(R
N
+ ),
subject to v = f on RN+ . Thus, choosing M1 > 0 small enough in (315) and
using the Banach fixed point theorem, we can easily prove the lemma. ⊓⊔
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Using the change of the unknown functions: u = A−1v ◦ Φ as well as the
change of variable: y = Φ(x), we will derive the problem in RN+ from (309).
Noting that A = ⊤A−1, by (312) we have
Dij(v) =
N∑
k,ℓ=1
akiaℓjDkℓ(u) + b
d
ij : ∇u (318)
with bdij : ∇u =
∑N
k,ℓ=1 akjbℓiDkℓ(u). Setting b+(x) =
⊤(b+1, . . . , b+N) in
(301), by (301) we have
< D(v)n+,n+ >=< D(u)n0,n0 > +B1 : ∇u (319)
where we have set
B1 : ∇u = −2
N∑
i,j=1
ajib+iDjN (u) +
N∑
i,j,k,ℓ=1
akiaℓjb+ib+jDkℓ(u)
+
N∑
i,j=1
(bdij : ∇u)(aNi + b+i)(aNj + b+j).
By (299), we have
‖B1 : ∇u‖Lq(RN+ ) ≤ CNM1‖∇u‖Lq(RN+ ),
‖B1 : ∇u‖H1q (RN+ ) ≤ CN{M1‖∇
2u‖Lq(RN+ ) + CA‖u‖H1q (RN+ )}.
(320)
And also,
div v = divu+ B2 : ∇u with B2 : ∇u =
M∑
ℓ,k=1
(
N∑
j=1
bkjaℓj)
∂uℓ
∂xk
. (321)
By (299), we have
‖B2 : ∇u‖Lq(RN+ ) ≤ CNM1‖∇u‖Lq(RN+ ),
‖B2 : ∇u‖H1q (RN+ ) ≤ CN{M1‖∇
2u‖Lq(RN+ ) + CA‖u‖H1q (RN+ )}.
(322)
By (318), we have
A−1Div (µy0D(v)) = Div (µ(y0)D(u)) +R1 : u (323)
with R1 : u = ⊤(R1 : u|1, . . . ,R1 : u|N ), and
R1 : u|s
=
N∑
k=1
∂
∂xk
{(µ˜(x) − µ˜(x0))Dsk(u)} +
N∑
i,j,k=1
asiakj
∂
∂xk
(µ˜(x)bdij : ∇u)
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+
N∑
j,k,ℓ,m=1
aℓjbkj
∂
∂xk
(µ˜Dsℓ(u)) +
N∑
i,j,k=1
asibkj
∂
∂xk
(µ˜bdij : ∇u).
By (299) and (311),
‖R1 : u‖Lq(RN+ ) ≤ CNm1M1‖∇
2u‖Lq(RN+ ) + CM2‖u‖H1q (RN+ ). (324)
And also, by (318)
(A−1 +B−1 ◦ Φ−1)Div (µy0D(v)) = Div (µ(y0)D(u)) +R2 : u
with R2 : u = (R2 : u|1, . . . ,R2 : u|N ) and
R2 : u|s = R1 : u|s
+
N∑
i,j,k=1
bsi(akj + bkj)
∂
∂xk
[µ˜(x){
N∑
ℓ,m=1
aℓiamjDℓm(u) + b
d
ij : ∇u}].
By (299)
‖R2 : u‖Lq(RN+ ) ≤ CNm1M1‖∇
2u‖Lq(RN+ ) + CM2‖u‖H1q (RN+ ). (325)
And also, we have
(A−1 +B−1 ◦ Φ−1)(∇div v) ◦ Φ = ∇divu+R3 : u
with R3 : u = (R3 : u|1, . . . ,R3 : u|N ) and
R3 : u|s = ∂
∂xs
(B2 : ∇u)
+
N∑
k=1
{
N∑
i=1
(asibki + bsi(aki + bki))} ∂
∂xk
(divu+ B2 : ∇u).
By (299)
‖R3 : u‖Lq(RN+ ) ≤ CNm1(M1‖∇
2u‖Lq(RN+ ) + CA‖u‖H1q (RN+ )). (326)
Let
f(u) := g(A−1 +B−1 ◦ Φ)(Div (µy0D(v)) −∇div v) ◦ Φ,
and then
f(u) = Div (µ(y0)D(u)) −∇divu+R4 : u
with R4 : u = (R4 : u|1, . . .R4 : u|N ) and
R4 : u|s = g˜(Div (µ(y0)D(u)) −∇divu) + gR2 : u− gR3 : u.
By (299), (311), (313), (324), (325), and (326),
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‖R4 : u‖Lq(RN+ ) ≤ CN (m1 + 1)M1‖∇
2u‖Lq(RN+ ) + CM2‖u‖H1q (RN+ ). (327)
In view of (304), (319) and (321), setting
ρ = h ◦ Φ,
f(u, ρ) =< (µ˜(x)− µ˜(x0))D(u)n0,n0 > +µ˜B1 : ∇u
− (σ˜(x)− σ˜(x0))∆′ρ− σ˜(x)D+ρ− B2 : ∇u,
we have
< µy0D(v)n+,n+ > −σy0∆Γ+h− div v
=< µ(y0)D(u)n0,n0 > −σ(y0)∆′ρ− divu+ f(u, ρ).
Thus, K1(u, ρ) = Kb(v, h) ◦ Φ satisfies the variational equation:
(∇K1(u, ρ),∇ψ)RN+ + (B
0∇K1(u, ρ),∇ψ)RN+
= (Div (µ(y0)D(u)) −∇divu+R4 : u,∇ψ)RN+
for any ψ ∈ Hˆ1q′,0(RN+ ), subject to
K1(u, ρ) =< µ(y0)D(u)n0,n0 > −σ(y0)∆′ρ− divu+ f(u, ρ) on RN0 .
Let K˜(u, ρ) ∈ H1q (RN+ )+Hˆ1q,0(RN+ ) be a unique solution of the weak Dirich-
let problem:
(∇K˜(u, ρ),∇ψ)RN+ = (Div (µ(y0)D(u)) −∇divu,∇ψ)RN+
for any ψ ∈ Hˆ1q′,0(RN+ ) subject to
K˜(u, ρ) =< µ(y0)D(u)n0,n0 > −σ(y0)∆′ρ− divu on RN0 .
Setting K1(u, ρ) = K˜(u, ρ) +K2(u, ρ), we then see that K2(u, ρ) satisfies the
variational equation:
(∇K2(u, ρ),∇ψ)RN+ +(B
0∇K2(u, ρ),∇ψ)RN+ = (R
4 : u−B0∇K˜(u, ρ),∇ψ)RN+
for any ϕ ∈ Hˆ1q′,0(RN+ ), subject to K2(u, ρ) = f(u, ρ) on RN0 . In view of
Lemma 5.18, we have
K2(u, ρ) = K1(R4 : u− B0∇K˜(u, ρ), f(u, ρ)).
By Lemma 5.18, (315), (320), (322), (305), and (327), we have
‖∇K2(u, ρ)‖Lq(RN+ )
≤ CN (1 +m1)M1(‖∇2u‖Lq(RN+ ) + ‖∇
3ρ‖Lq(RN+ ))
+ CM2(‖u‖H1q (RN+ ) + ‖ρ‖H2q (RN+ )).
(328)
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Since
A−1∇Kb(v, h)|s =
N∑
i,k=1
asi(aki + bki)
∂
∂xk
K1(u, ρ)
=
∂
∂xs
K˜(u, ρ) +
N∑
k=1
(
N∑
i=1
asibki)
∂
∂xk
K˜(u, ρ)
+
N∑
k=1
(δks +
N∑
i=1
asibki)
∂
∂xk
K2(u, ρ),
by (323) we see that the first equation of Eq.(309) is transformed to
λu−Div (µ(y0)D(u)− K˜(u, ρ)I) +R5(u, ρ) = h in RN+ ,
where h = A−1g ◦ Φ, R5(u, ρ) = (R5(u, ρ)|1, . . . ,R5(u, ρ)|N ), and
R5(u, ρ)|s = −R1 : u|s +
N∑
k=1
(
N∑
i=1
asibki)
∂
∂xk
K˜(u, ρ)
+
N∑
k=1
(δks +
N∑
i=1
asibki)
∂
∂xk
K2(u, ρ).
By (301), we have
v · n+ = −(⊤A−1u) · ⊤(aN1, . . . , aNN ) + (⊤A−1u) · b+
= u · n0 + u · (A−1b+),
and so the second equation of Eq.(309) is transformed to
λρ+Aκ(y0) · ∇′ρ− u · n0 +R6κ(u, ρ) = hd
with hd = gd ◦ Φ and
R60(u, ρ) = −u · (A−1b+) for κ = 0,
R6κ(u, ρ) = (A˜κ(x)− A˜κ(x0))∇′ρ− u · (A−1b+) for κ ∈ (0, 1).
By (301) and (318), we have A−1µy0D(v)n+ = µ(y0)D(u)n0 +R71(u), where
R71(u) is an N - vector of functions whose sth component, R71(u)|s, is defined
by
R71(u)|s = −(µ˜(x) − µ˜(x0))DsN (u)
+ (µ(y0) + µ˜(x)− µ˜(x0))
N∑
i,j=1
(aijb+jDsi(u) + asib
d
ij : ∇u(−aNj + b+j)).
By (301),
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A−1Kb(v, h)n+ = K˜(u, ρ)n0 + K˜(u, ρ)A−1b+ +K2(u, ρ)(n0 +A−1b+).
By (304),
A−1σy0(∆Γ+h)n+ = σ(y0)(∆′ρ)n0 + (σ˜(x) − σ˜(x0))(∆′ρ)n0
+ σ˜(x){(∆′ρ)(A−1b+) + (D+ρ)(n0 +A−1b+)}.
Putting formulas above together yields that the third equation of Eq.(309) is
transformed to the equation:
(µ(y0)D(u) − K˜(u, ρ)I)n0 − σ(y0)(∆′ρ)n0 +R7(u, ρ) = hb on RN0 ,
where hb = A−1gb ◦ Φ, and
R7(u, ρ) = R71(u, ρ)− K˜(u, ρ)(A−1b+)−K2(u, ρ)(n0 +A−1b+)
− (σ˜(x)− σ˜(x0))(∆′ρ)n0 − σ˜(x){(∆′ρ)(A−1b+) + (D+ρ)(n0 +A−1b+)}.
Summing up, we have seen that Eq.(309) is transformed to the following
equations:
λu−Div (µ(y0)D(u) − K˜(u, ρ)I) +R5(u, ρ) = h in RN+ ,
λρ+Aκ(y0) · ∇′ρ− u · n0 +R6κ(u, ρ) = hd on RN0 ,
(µ(y0)D(u) − K˜(u, ρ)I)n0 − σ(y0)(∆′ρ)n0 +R7(u, ρ) = hb on RN0 ,
(329)
where h = A−1g ◦ Φ, hd = gd ◦ Φ, hd = A−1gd ◦ Φ, and R5(u, ρ), R6κ(u, ρ)
and R7(u, ρ) are linear in u and ρ and satisfy the estimates:
‖R5(u, ρ)‖Lq(RN+ ) ≤ CM1(‖∇
2u‖Lq(RN+ ) + ‖∇
3ρ‖Lq(RN+ ))
+ CM2(‖u‖H1q (RN+ ) + ‖ρ‖H2q (RN+ )),
‖R60(u, ρ)‖W 2−1/qq (RN0 ) ≤ CM1‖∇
2u‖Lq(RN+ ) + CM2‖u‖H1q (RN+ ),
‖R6κ(u, ρ)‖W 2−1/qq (RN0 ) ≤ CM1(‖∇
2u‖Lq(RN+ ) + ‖∇
3ρ‖Lq(RN+ ))
+ CM2(‖u‖H1q (RN+ ) + κ
−b‖ρ‖H2q (RN+ )),
‖R7(u, ρ)‖Lq(RN+ ) ≤ CM1(‖∇u‖Lq(RN+ ) + ‖∇
2ρ‖Lq(RN+ ))
+ CM2(‖u‖Lq(RN+ ) + ‖ρ‖H1q (RN+ )),
‖R7(u, ρ)‖H1q (RN+ ) ≤ CM1(‖∇
2u‖Lq(RN+ ) + ‖∇
3ρ‖Lq(RN+ ))
+ CM2(‖u‖H1q (RN+ ) + ‖ρ‖H2q (RN+ )).
(330)
Here and in the following, C denotes a generic constant depending on N , q,
m1, and m2 and CM2 a generic constant depending on N , q, m1, m2, m3 and
M2. By Theorem 5.6, there exists a large numbger λ0 and operator families
A0(λ) and H0(λ) with
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A0(λ) ∈ Hol (Λκ,λ0 ,L(Y(RN+ ), H2q (RN+ )N )),
H0(λ) ∈ Hol (Λκ,λ0 ,L(Y(RN+ ), H3q (RN+ )))
such that for any λ ∈ Λκ,λ0 and (f , d,h) ∈ Yq(RN+ ), u and ρ with
u = A0(λ)Fλ(f , d,h), ρ = H0(λ)Fλ(f , d,h),
where Fλ(f , d,h) = (f , d, λ
1/2h,h), are unique solutions of the equations:
λu−Div (µ(y0)D(u)− K˜(u, ρ)I) = f in RN+ ,
λρ+Aκ(y0) · ∇′ρ− u · n0 = d on RN0 ,
(µ(y0)D(u)− K˜(u, ρ)I)n0 − σ(y0)(∆′ρ)n0 = h, on RN0 ,
and
RL(Y(RN+ ),H2−jq (RN+ )N )({(τ∂τ )
s(λj/2A0(λ)) | λ ∈ Λκ,λ0}) ≤ rb,
RL(Y(RN+ ),H3−kq (RN+ ))({(τ∂τ )
s(λkH0(λ)) | λ ∈ Λκ,λ0}) ≤ rb
for s = 0, 1, j = 0, 1, 2, and k = 0, 1. Where, rb is a constant depending on ǫ,
N , m1, and m2.
Let u = A0(λ)Fλ(h, hd,hb) and ρ = H0(λ)Fλ(h, hd,hb) in (329). Then,
Eq.(329) is rewritten as
λu−Div (µ(y0)D(u)− K˜(u, ρ)I) +R5(u, ρ)
= h+R8(λ)Fλ(h, hd,hb) in RN+ ,
λρ+Aκ · ∇′ρ− u · n0 +R6κ(u, ρ)
= hd +R8d(λ)Fλ(h, hd,hb) in RN+ ,
(µ(y0)D(u) − K˜(u, ρ)I)n0 − σ(y0)(∆′ρ)n0 +R7(u, ρ)
= hb +R8b(λ)Fλ(h, hd,hb) on RN0 ,
(331)
where we have set
R8(λ)(F1, F2, F3, F4)
= R5(A0(λ)(F1, F2, F3, F4),H0(λ)(F1, F2, F3, F4)),
R8d(λ)(F1, F2, F3, F4)
= R6κ(A0(λ)(F1, F2, F3, F4),H0(λ)(F1, F2, F3, F4)),
R8b(λ)(F1, F2, F3, F4)
= R7(A0(λ)(F1, F2, F3, F4),H0(λ)(F1, F2, F3, F4)).
Let
R9(λ)F = (R8(λ)F,R8d(λ)F,R8b (λ)F )
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for F = (F1, F2, F3, F4) ∈ Yq(RN+ ). Notice that
R9(λ)F = (R8(λ)F,R8d(λ)F, λ1/2R8b(λ)F,R8b (λ)F ) ∈ Yq(RN+ ),
for F = (F1, F2, F3, F4) ∈ Yq(RN+ ) and that the right side of Eq.(331) is
written as (h, hd,hb) + F
9(λ)Fλ(h, hd,hb). By (330), (302), Proposition 5.4,
and Theorem 5.6, we have
RL(Yq(RN+ ))({(τ∂τ )
ℓ(FλR9(λ)) | λ ∈ Λκ,λ1}) ≤ CM1 + CM2(λ−1/21 + λ−11 γκ)
(332)
for any λ1 ≥ λ0. Here and in the following, C denotes a generic constant de-
pending onN , ǫ,m1,m2, and CA, and CM2 denotes a generic constant depend-
ing on N , ǫ, m1, m2, m3, CA, andM2. ChoosingM1 so small that CM1 ≤ 1/4
and choosing λ1 > 0 so large that CM2λ
−1/2
1 ≤ 1/8 and CM2λ−11 γκ ≤ 1/8, by
(332) we have
RL(Yq(RN+ ))({(τ∂τ )
ℓ(FλR9(λ)) | λ ∈ Λκ,λ1}) ≤ 1/2 (333)
for ℓ = 0, 1. Since γκ ≥ 1 and we may assume that CM2 ≥ 1, if λ1 ≥ 64C2M2γκ,
then CM2λ
−1/2
1 ≤ 1/8 and CM2λ−11 γκ ≤ 1/8.
Recall that for F = (F1, F2, F3, F4) ∈ Yq(RN+ ) and (h, hd,hb) ∈ Yq(RN+ ),
‖(F1, F2, F3, F4)‖Yq(RN+ ) = ‖(F1, F3)‖Lq(RN+ ) + ‖F2‖W 2−1/qq (RN0 ) + ‖F4‖H1q (RN+ ),
‖(h, hd,hb)‖Xq(RN+ ) = ‖h‖Lq(RN+ ) + ‖hd‖W 2−1/qq (RN0 ) + ‖hb‖H1q (RN+ )
(334)
(cf. Remark 2, where Ω should be replaced by RN+ ). By (333) we have
‖Fλ(R9(λ)Fλ(h, hd,hb))‖Yq(RN+ ) ≤ (1/2)‖Fλ(h, hd,hb)‖Yq(RN+ ). (335)
In view of (334), when λ 6= 0, ‖Fλ(h, hd,hb)‖Yq(RN+ ) is an equivalent norm
to ‖(h, hd,hb)‖Xq(RN+ ). Thus, by (335) (I+R9(λ)Fλ)−1 =
∑∞
j=1(−R9(λ)Fλ)j
exists in L(Xq(RN+ )). Setting
u = A0(λ)Fλ(I+R9(λ)Fλ)−1(h, hd,hb),
ρ = H0(λ)Fλ(I+R9(λ)Fλ)−1(h, hd,hb),
(336)
by (331) we see that u and ρ are solutions of Eq.(329). In view of (331),
(I+ FλR9(λ))−1 =
∑∞
j=0(−FλR9(λ))j exists in L(Yq(RN+ )), and
RL(Yq(RN+ ))({(τ∂τ )
ℓ(I+ FλR9(λ))−1 | λ ∈ Λκ,λ1}) ≤ 4 (337)
for ℓ = 0, 1. Since
Fλ(I+R9(λ)Fλ)−1 = Fλ
∞∑
j=0
(−R9(λ)Fλ)j = (
∞∑
j=0
(−FλR9(λ))j)Fλ
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= (I+ FλR9(λ))−1Fλ,
defining operators A1(λ) and H1(λ) acting on F = (F1, F2, F3, F4) ∈ Yq(RN+ )
by
A1(λ)F = A0(λ)(I + FλR9(λ))−1F, H1(λ)F1 = H0(λ)(I + FλR9(λ))−1F,
by (336) u = A1(λ)Fλ(h, hd,hb) and ρ = H1(λ)Fλ(h, hd,hb) are solutions of
Eq.(329). Moreover, by (337) and Theorem 5.6
RL(Yq(RN+ ),H2−jq (RN+ )N )({(τ∂τ )
ℓ(λj/2A1(λ)) | λ ∈ Λκ,λ1γκ}) ≤ 4rb,
RL(Yq(RN+ ),H3−kq (RN+ ))({(τ∂τ )
ℓ(λkH1(λ)) | λ ∈ Λκ,λ1γκ}) ≤ 4rb,
(338)
for ℓ = 0, 1, j = 0, 1, 2 and k = 0, 1. Recalling that
v = (⊤A−1u) ◦ Φ−1, h = ρ ◦ Φ−1,
h = A−1g ◦ Φ, hd = gd ◦ Φ, hd = A−1gd ◦ Φ,
we define operators Ab(λ) and Hb(λ) acting on F = (F1, F2, F3, F4) ∈ Yq(Ω+)
by
Ab(F1, F2, F3, F4)
= ⊤A−1[A1(λ)(A−1F1 ◦ Φ, F2 ◦ Φ,A−1F3 ◦ Φ, F4 ◦ Φ)] ◦ Φ−1,
Hb(F1, F2, F3, F4) = [H1(λ)(A−1F1 ◦ Φ, F2 ◦ Φ,A−1F3 ◦ Φ, F4 ◦ Φ)] ◦ Φ−1.
Obviously, given any (g, gd,gb) ∈ Yq(Ω+), u = Ab(λ)Fλ(g, gd,gb) and h =
Hb(λ)Fλ(g, gd,gb) are solutions of Eq.(309). From (299) we have
‖g ◦ Φ−1‖Hℓq(Ω+) ≤ CA‖g‖Hℓq(RN+ ) for ℓ = 0, 1, 2,
‖∇3(g ◦ Φ−1)‖Lq(Ω+) ≤ CA‖∇2g‖H1q (RN+ ) + CM2‖∇g‖Lq(RN+ ),
‖h ◦ Φ‖Hℓq(RN+ ) ≤ CA‖h‖Hℓq(Ω+) for ℓ = 0, 1, 2.
and so, in view of (338) we can choose λ˜0 ≥ λ1 suitably large such that Ab(λ)
and Hb(λ) satisfy the estimates:
RL(Yq(Ω+),H2−jq (Ω+)N )({(τ∂τ )ℓ(λj/2Ab(λ)) | λ ∈ Λκ,λ1γκ}) ≤ Crb,
RL(Yq(RN+ ),H3−kq (RN+ ))({(τ∂τ )
ℓ(λkHb(λ)) | λ ∈ Λκ,λ1γκ}) ≤ Crb,
for ℓ = 0, 1, j = 0, 1, 2 and k = 0, 1, where C and rb are constants independent
of M2. This completes the existence part of Theorem 5.17.
The uniqueness can be proved by showing a priori estimates of solutions
of Eq. (329) with (h, hd,hb) = (0, 0, 0) in the same manner as in the proof of
Theorem 5.5. This completes the proof of Theorem 5.17 without the operators
L1 and L2.
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5.5 Some preparation for the proof of Theorem 4.11
In the following, we use the symbols given in Proposition 2.2 in Subsec. 2.1
and we write Ωj = Φj(R
N
+ ), and Γj = Φj(R
N
0 ) for the sake of simplicity. Recall
that Bij = Br0(x
i
j). In view of the assumptions (167), (168), and (169), we
may assume that
|µ(x) − µ(xij)| ≤M1 for any x ∈ Bij ;
|σ(x) − σ(x1j )| ≤M1 for any x ∈ Γj ∩Bij ;
|Aκ(x)−Aκ(x1j )| ≤M1 for any x ∈ Γj ∩Bij ; (339)
m0 ≤ µ(x), σ(x) ≤ m1, |∇µ(x)|, |∇σ(x)| ≤ m1 for any x ∈ Ω,
|Aκ(x)| ≤ m2 for any x ∈ Γ , ‖Aκ‖W 2−1/qr (Γ ) ≤ m3κ
−b (340)
for any κ ∈ (0, 1). Here, m0, m1, m2, m3, b and r are constants given in (167).
We next prepare some propositions used to construct a parametrix.
Proposition 5.19 Let X be a Banach space and X∗ its dual space, while
‖ · ‖X , ‖ · ‖X∗ , and < ·, · > denote the norm of X, the norm of X∗, and the
duality pairing between of X and X∗, respectively. Let n ∈ N, l = 1, . . . , n,
and {al}nl=1 ⊂ C, and let {f lj}∞j=1 be sequences in X∗ and {glj}∞j=1, {hj}∞j=1 be
sequences of positive numbers. Assume that there exist maps Nj : X → [0,∞)
such that
| < f lj, ϕ > | ≤M3gljNj(ϕ) (l = 1, . . . , n),
∣∣∣〈 n∑
l=1
alf
l
j , ϕ
〉∣∣∣ ≤M3hjNj(ϕ)
for any ϕ ∈ X with some positive constant M3 independent of j ∈ N and
l = 1, . . . , n. If
∞∑
j=1
(
glj
)q
<∞,
∞∑
j=1
(hj)
q
<∞,
∞∑
j=1
(Nj(ϕ))q
′ ≤ (M4‖ϕ‖X)q
′
with 1 < q < ∞ and q′ = q/(q − 1) for some positive constant M4, then the
infinite sum f l =
∑∞
j=1 f
l
j exists in the strong topology of X
∗ and
‖f l‖X∗ ≤M3M4
( ∞∑
j=1
(
glj
)q)1/q
,
∥∥∥ n∑
l=1
alf
l
∥∥∥
X∗
≤M3M4
( ∞∑
j=1
(
hj
)q)1/q
.
(341)
Proof. For a proof, see Proposition 9.5.2 in Shibata [49]. ⊓⊔
The following propositions are used to define the infinite sum ofR-bounded
operator families defined on RN and Ωj .
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Proposition 5.20 Let 1 < q < ∞, i = 0, 1, and n ∈ N0. Set H0j = RN
and H1j = Ωj. Let ηij be a function in C∞0 (Bij) such that ‖ηij‖Hn∞(RN ) ≤ c1
for any j ∈ N with some constant c1 independent of j ∈ N. Let fj (j ∈ N)
be elements in Hnq (Hij) such that
∑∞
j=1 ‖fj‖qHnq (Hij) < ∞. Then,
∑∞
j=1 η
i
jfj
converges some f ∈ Hnq (Ω) strongly in Hnq (Ω), and
‖f‖Hnq (Ω) ≤ Cq{
∞∑
j=1
‖fj‖qHnq (Hij)}
1/q.
Proof. For a proof, see Proposition 9.5.3 in Shibata [49]. ⊓⊔
Proposition 5.21 Let 1 < q <∞ and n = 2, 3. Then we have the following
assertions.
(1) There exist extension maps Tnj : W
n−1/q
q (Γj) → Hnq (Ωj) such that for
any h ∈ Wn−1/qq (Γj), Tnj h = h on Γj and ‖Tnj h‖Hnq (Ωj) ≤ C‖h‖Wn−1/qq (Γj)
with some constant C > 0 independent of j ∈ N.
(2) There exists an extension map TnΓ : W
n−1/q
q (Γ )→ Hnq (Ω) such that for
h ∈ Wn−1/qq (Γ ), TnΓh = h on Γ and ‖TnΓh‖Hnq (Ω) ≤ C‖h‖Wn−1/qq (Γ ) with
some constant C > 0.
Proof. For a proof, see Proposition 9.5.4 in Shibata [49]. ⊓⊔
Proposition 5.22 Let 1 < q <∞ and n = 2, 3 and let ηj ∈ C∞0 (B1j ) (j ∈ N)
with ‖ηj‖Hn
∞
(RN ) ≤ c2 for some constant c2 independent of j ∈ N. Then, we
have the following two assertions:
(1) Let fj (j ∈ N) be functions in Wn−1/qq (Γj) satisfying the condition:∑∞
j=1 ‖fj‖qWn−1/qq (Γj) < ∞, and then the infinite sum
∑∞
j=1 ηjfj converges
to some f ∈Wn−1/qq (Γ ) strongly in Wn−1/qq (Γ ) and
‖f‖
W
n−1/q
q (Γ )
≤ Cq{
∞∑
j=1
‖fj‖q
W
n−1/q
q (Γj)
}1/q.
(2) For any h ∈Wn−1/qq (Γ ),
∞∑
j=1
‖ηjh‖q
W
n−1/q
q (Γj)
≤ C‖h‖q
W
n−1/q
q (Γ )
.
Proof. For a proof, see Proposition 9.5.5 in Shibata [49]. ⊓⊔
5.6 Parametrix of solutions of Eq. (187)
In this subsection, we construct a parametrix for Eq. (229). Let {ζij}j∈N and
{ζ˜ij}j∈N (i = 0, 1) be sequences of C∞0 functions given in Proposition 2.2, and
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let (f , d,h) ∈ Yq(Ω) (cf. (196)). Recall that Ωj = Φj(RN+ ) and Γj = Φj(RN0 ).
Let
µij(x) = ζ˜
i
j(x)µ(x) + (1− ζ˜ij(x))µ(xij),
σj(x) = ζ˜
1
j (x)σ(x) + (1− ζ˜1j (x))σ(x1j ),
Aκ,j(x) = ζ˜
1
j (x)Aκ(x) + (1− ζ˜1j (x))Aκ(x1j ).
Notice that
ζijµ = ζ
i
jµ
i
j , ζ
1
j σ = ζ
1
j σj , ζ
1
jAκ = ζ
1
jAκ,j,
because ζ˜1j = 1 on supp ζ
1
j . We consider the equations:
λu0j −Div (µ0jD(u0j )−K0j(u0j)I) = ζ˜0j f in RN ; (342)
λu1j −Div (µ1jD(u1j )−K1j(u1j , hj)I) = ζ˜1j f in Ωj ,
λhj +Aκ,j · ∇Γjhj − nj · uj = ζ˜1j d on Γj ,
(µ1jD(u
1
j )−K1j(u1j , hj)I)nj − σj(∆Γjhj)nj = ζ˜1j h on Γj .
(343)
Here, for u ∈ H2q (RN )N , K0j(u) ∈ Hˆ1q (RN ) denotes a unique solution of the
weak Laplace equation:
(∇K0j(u),∇ϕ)RN = (Div (µ0jD(u)) −∇divu,∇ϕ)RN (344)
for any ϕ ∈ Hˆ1q′(RN ). And, for u ∈ H2q (Ωj) and h ∈ H3q (Ωj), K1j(u, hj) ∈
H1q (Ωj) + Hˆ
1
q,0(Ωj) denotes a unique solution of the weak Dirichlet problem:
(∇K1j(u, h),∇ϕ)Ωj = (Div (µ1jD(u))−∇divu,∇ϕ)Ωj (345)
for any ϕ ∈ Hˆ1q′,0(Ωj), subject to
K1j(u, h) =< µ
1
jD(u)nj ,nj > −divu− σj∆Γjh on Γj .
Moreover, we denote the unit outer normal to Γj by nj , which is defined on
RN and satisfies the estimate:
‖nj‖L∞(RN ) ≤ C, ‖∇nj‖L∞(RN ) ≤ CA, ‖∇2nj‖L∞(RN ) ≤ CM2 .
Let ∇Γj = (∂1, . . . , ∂N−1) with ∂j = ∂/∂xj for y = Φj(x′, 0) ∈ Γj and let ∆Γj
be the Laplace-Beltrami operator on Γj , which have the form:
∆Γjf = ∆
′f +DΓjf on Φ−1j (Γj),
where ∆′f =
∑N−1
j=1 ∂
2
j f and DΓjf =
∑N−1
k.ℓ=1 a
j
kℓ∂k∂ℓf +
∑N−1
k=1 a
j
k∂kf , and
ajkℓ and a
j
k satisfy the following estimates:
‖ajkℓ‖L∞(RN ) ≤ CM1, ‖(∂1ajkℓ, . . . , ∂N−1ajkℓ, ajk)‖L∞(RN ) ≤ CA,
122 Yoshihiro Shibata
‖(∂1ajkℓ, . . . , ∂N−1ajkℓ, ajk)‖H1∞(RN ) ≤ CM2 .
Notice that nj = n and ∆Γj = ∆Γ on Γj ∩ B1j = Γ ∩ B1j . We know the
existence of K0j(u
0
j ) ∈ Hˆ1q (RN ) possessing the estimate:
‖∇K0j(u0j )‖Lq(RN ) ≤ C‖∇u0j‖H1q (RN ). (346)
Let ρ be a function in C∞0 (Br0) such that
∫
RN
ρ dx = 1. Below, this ρ is fixed.
Since K0j(u
0
j ) + c also satisfy the variational equation (344) for any constant
c, we may assume that ∫
B0j
K0j(u
0
j)ρ(x − x0j ) dx = 0. (347)
Moreover, choosing M1 ∈ (0, 1) suitably small, we have the unique existence
of solutions K1j(u
1
j , hj) ∈ H1q (Ωj) + Hˆ1q,0(Ωj) of Eq.(345) possessing the esti-
mates:
‖∇K1j(u1j , hj)‖Lq(Ωj) ≤ C(‖∇u1j‖H1q (Ωj) + ‖hj‖W 3−1/qq (Γj)). (348)
Let Yq(Ωj) and Yq(Ωj) be the spaces defined in (196) replacing Ω by Ωj . By
Theorem 5.1 and Theorem 5.17, there exist constantsM1 ∈ (0, 1) and λ0 ≥ 1,
which are independent of j ∈ N, and operator families
S0j(λ) ∈ Hol (Σǫ,λ0 ,L(Lq(RN )N , H2q (RN )N )),
S1j(λ) ∈ Hol (Λκ,λ0γκ ,L(Yq(Ωj), H2q (Ωj)N )),
Hj(λ) ∈ Hol (Λκ,λ0γκ ,L(Yq(Ωj), H3q (Ωj)))
such that for each j ∈ N, Eq.(342) admits a unique solution u0j = S0j(λ)ζ˜0j f
and Eq.(343) admits unique solutions u1j = S1j(λ)ζ˜1jFλ(f , d,h) and hj =
Hj(λ)ζ˜1jFλ(f , d,h), where Fλ(f , d,h) = (f , d, λ1/2h,h), and ζ˜1j Fλ(f , d,h) =
(ζ˜1j f , ζ˜
1
j d, λ
1/2ζ˜1jh, ζ˜
1
j h). Moreover, there exists a number rb > 0 independent
of M1, M2, and j ∈ N such that
RL(Lq(RN )N ,H2−kq (RN )N )({(τ∂τ )ℓ(λk/2S0j(λ)) | λ ∈ Σǫ,λ0}) ≤ rb,
RL(Yq(Ωj),H2−kq (Ωj)N )({(τ∂τ )ℓ(λk/2S1j(λ)) | λ ∈ Λǫ,λ0γκ}) ≤ rb,
RL(Yq(Ωj),H3−nq (Ωj))({(τ∂τ )ℓ(λnHj(λ)) | λ ∈ Λκ,λ0γκ}) ≤ rb,
(349)
for ℓ = 0, 1, j ∈ N, k = 0, 1, 2, and n = 0, 1. Notice that λ0γκ ≥ λ0.
By (349), we have
|λ|‖u0j‖Lq(RN ) + |λ|1/2‖u0j‖H1q (RN ) + ‖u0j‖H2q (RN ) ≤ rb‖ζ0j f‖Lq(RN ),
|λ|‖u1j‖Lq(Ωj) + |λ|1/2‖u1j‖H1q (Ωj) + ‖u1j‖H2q (Ωj)
+ |λ|‖hj‖H2q (Ωj) + ‖hj‖H3q (Ωj)
≤ rb(‖ζ˜1j f‖Lq(Ωj) + ‖ζ˜1j d‖W 2−1/qq (Γj) + |λ|
1/2‖h‖Lq(Ωj) + ‖h‖H1q (Ωj))
(350)
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for λ ∈ Σκ,λ0γκ . Let
u =
1∑
i=0
∞∑
j=1
ζiju
i
j , h =
∞∑
j=1
ζ1j hj . (351)
Then, by (342), (343), (350), Proposition 5.20, and Proposition 5.22, we have
u ∈ H2q (Ω)N , h ∈ H3q (Ω), and
|λ|‖u‖Lq(Ω) + |λ|1/2‖u‖H1q (Ω) + ‖u‖H2q (Ω) + |λ|‖h‖H2q (Ω) + ‖h‖H3q (Ω)
≤ Cqrb(‖f‖Lq(Ω) + ‖d‖W 2−1/qq (Γ ) + |λ|
1/2‖h‖Lq(Ω) + ‖h‖H1q (Ω)}
for λ ∈ Λκ,λ0γκ .
Moreover, we have
λu−Div (µD(u) −K(u, h)I) = f − V 1(λ)(f , d,h) in Ω,
λh+Aκ · ∇′Γh− u · n = d− V 2κ (λ)(f , d,h) on Γ ,
(µD(u)−K(u, h)I− (σ∆Γh)I)n = h− V 3(λ)(f , d,h) on Γ ,
(352)
where we have set
V 1(λ)(f , d,h) = V 11 (λ)(f , d,h) + V
1
2 (λ)(f , d,h),
V 11 (λ)(f , d,h) =
1∑
i=0
∞∑
j=1
[Div (µ(D(ζiju
i
j)− ζijD(uij)))
+ Div (ζijµ
i
jD(u
i
j))− ζijDiv (µijD(uij))],
V 12 (λ)(f , d,h) = ∇K(u, h)−
∞∑
j=1
ζ0j∇K0j(u0j)−
∞∑
j=1
ζ1j∇K1j(u1j , hj),
V 2κ (λ)(f , d,h) =
∞∑
j=1
Aκ(x) · ((∇′Γ ζ1j )hj),
V 3(λ)(f , d,h) = V 31 (λ)(f , d,h) − V 32 (λ)(f , d,h) − V 33 (λ)(f , d,h),
V 31 (λ)(f , d,h) =
∞∑
j=1
µ(D(ζ1j u
1
j )− ζ1jD(u1j ))n,
V 32 (λ)(f , d,h) = {
∞∑
j=1
ζ1jK1j(u
1
j , hj)−K(u, h)}n,
V 33 (λ)(f , d,h) =
∞∑
j=1
σ(∆Γj (ζ
1
j h
1
j)− ζ1j∆Γjh1j).
For F = (F1, F2, F3, F4) ∈ Yq(Ω), we define operators Ap(λ) and Bp(λ)
acting on F by
124 Yoshihiro Shibata
Ap(λ)F =
∞∑
j=1
ζ0j S0j (λ)ζ˜0j F1 +
∞∑
j=1
ζ1j S1j(λ)ζ˜1j F,
Bp(λ)F =
∞∑
j=1
ζ1jHj(λ)ζ˜1j F.
(353)
Then, by Proposition 5.20 and (349), we have u = Ap(λ)Fλ(f , d,h), h =
Hp(λ)Fλ(f , d,h), and
Ap(λ) ∈ Hol (Λκ,λ1 ,L(Yq(Ω), H2q (Ω)N )),
Bp(λ) ∈ Hol (Λκ,λ1 ,L(Yq(Ω), H3q (Ω))),
RL(Yq(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2Ap(λ)) | λ ∈ Λκ,λ1})
≤ (C + CM2λ−1/21 )rb,
RL(Yq(Ω),H3−kq (Ω))({(τ∂τ )ℓ(λkBp(λ)) | λ ∈ Λκ,λ1})
≤ (C + CM2λ−11 )rb
(354)
for ℓ = 0, 1, j = 0, 1, 2, and k = 0, 1 for any λ1 ≥ λ0γκ.
5.7 Estimates of the remainder terms
For F = (F1, F2, F3, F4) ∈ Yq(Ω), let
V1(λ)F = V11 (λ)F + V12 (λ)F,
V11 (λ)F =
∞∑
j=1
[Div (µ(D(ζ0j S0j(λ)ζ˜0j F1)− ζ0jD(S0j(λ)ζ˜0j F1)))
+ Div (ζ0j µ
0
jD(S0j(λ)ζ˜0j F1))− ζ0jDiv (µ0jD(S0j(λ)ζ˜0j F1))]
+
∞∑
j=1
[Div (µ(D(ζ1j S1j(λ)ζ˜1j F )− ζ1jD(S1j(λ)ζ˜1j F )))
+ Div (ζ1j µ
1
jD(S1j(λ)ζ˜1j F ))− ζ1jDiv (µ1jD(S1j(λ)ζ˜1j F ))],
V12 (λ)F = ∇K(Ap(λ)F,Bp(λ)F ) −
∞∑
j=1
ζ0j∇K0j(S0j(λ)ζ˜0j F1)
−
∞∑
j=1
ζ1j∇K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F ),
V2κ(λ)F =
∞∑
j=1
Aκ(x) · ((∇′Γ ζ1j )Hj(λ)ζ˜1j F ),
V3(λ)F = V31 (λ)F + V32 (λ)F + V33 (λ)F,
R-boundedness, Maximal Regularity and Free Boundary Problem 125
V31 (λ)F =
∞∑
j=1
µ(D(ζ1j S1j(λ)ζ˜1j F )− ζ1jD(ζ1j S1j(λ)ζ˜1j F ))n
V32 (λ)F = {
∞∑
j=1
ζ1jK1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F )−K(Ap(λ)F,Bp(λ)F )}n,
V33 (λ)F =
∞∑
j=1
σ(∆Γj (ζ
1
jHj(λ)ζ˜1j F )− ζ1j∆Γj (Hj(λ)ζ˜1j F ))
Notice that V2κ(λ)F = 0 for κ = 0.
Let
V (λ)(f , d,h) = (V 1(λ)(f , d,h), V 2(λ)(f , d,h), V 3(λ)(f , d,h)),
V(λ)F = (V1(λ)F,V2κ(λ)F,V3(λ)F ).
Since u0j = S0j(λ)ζ˜0j f , u1j = S1j(λ)ζ˜1jFλ(f , d,h), and hj = Hj(λ)ζ1jFλ(˜f , d,h),
we have
V (λ)(f , d,h) = V(λ)Fλ(f , d,h). (355)
In what follows, we shall prove that
RL(Yq(Ω))({(τ∂τ )ℓ(FλV(λ)) | λ ∈ Λκ,λ˜0})
≤ Cqrb(ǫ+ CM2,ǫ(λ˜−10 γκ + λ˜−1/20 ))
(356)
for ℓ = 0, 1 and λ˜0 ≥ λ0γκ, where γκ is the number given in Theorem 4.8.
To prove (356), we use Proposition 2.2, Proposition 5.4, Propositions 5.19–
5.22, (304), (305), (339), (340), (27) and (349). In the following, λ˜0 is any
number such that λ˜0 ≥ λ0γκ. We start with the following estimate of V11 (λ):
RL(Yq(Ω),Lq(Ω)N )({(τ∂τ )ℓV11 (λ) | λ ∈ Σκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0 (357)
for ℓ = 0, 1. In fact, since Dℓ,m(ζ
i
ju)− ζijDℓm(u) = (∂ℓζij)um + (∂mζij)uℓ, and
div (ζiju) − ζijdivu =
∑N
k=1(∂kζ
i
j)uk, for any n ∈ N, {λℓ}nℓ=1 ⊂ Λnκ,λ˜0 , and
{Fℓ = (F1ℓ, F2ℓ, F3ℓ, F4ℓ)}nℓ=1 ⊂ Yq(Ω)n, we have∫ 1
0
‖
n∑
ℓ=1
rℓ(u)V11 (λℓ)Fℓ‖qLq(Ω) du
≤ CqqM q2
∞∑
j=1
{
∫ 1
0
‖
n∑
ℓ=1
rℓ(u)S0j(λℓ)ζ˜0j F1ℓ‖qH1q (RN ) du
+
∫ 1
0
‖
n∑
ℓ=1
rℓ(u)S1j(λℓ)ζ˜
1
j Fℓ‖qH1q (Ωj) du}
≤ CqqM q2 λ˜−q/20
∞∑
j=1
{
∫ 1
0
‖
n∑
ℓ=1
rℓ(u)λ
1/2
ℓ S0j(λℓ)ζ˜0j F1ℓ‖qH1q (RN ) du
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+
∫ 1
0
‖
n∑
ℓ=1
rℓ(u)λ
1/2
ℓ S1j(λℓ)ζ˜
1
j Fℓ‖qH1q (Ωj) du}
≤ CqqM q2 λ˜−q/20 rqb
∞∑
j=1
{
∫ 1
0
‖
n∑
ℓ=1
rℓ(u)ζ˜
0
j F1ℓ‖qLq(RN ) du
+
∫ 1
0
‖
n∑
ℓ=1
rℓ(u)ζ˜
1
j Fℓ‖qYq(Ωj) du}
≤ C2qq M q2 λ˜−q/20 rqb
∫ 1
0
‖
n∑
ℓ=1
rℓ(u)Fℓ‖qLq(Ω) du.
This shows that
RL(Yq(Ω),Lq(Ω)N )({V11 (λ) | λ ∈ Σκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0 .
Analogously, we can show that
RL(Yq(Ω),Lq(Ω)N )({τ∂τV11 (λ) | λ ∈ Σκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0 ,
and therefore we have (357).
For r ∈ (N,∞) and q ∈ (1,∞), by the extension of functions defined on
Γj to Ωj and Sobolev’s imbedding theorem, we have
‖ab‖
W
2−1/q
q (Γj)
≤ Cq,r,K‖a‖H2q (Ωj)‖b‖W 2−1/qq (Γj)
for any a ∈ H2r (Ω) and b ∈W 2−1/qq (Γj). Applying this inequality, we have
‖Aκ · ((∇′Γ ζ1j )Hj(λ)ζ˜1j F )‖W 2−1/qq (Γj) ≤ Cq, rM2m3κ
−b‖Hj(λ)ζ˜1j F‖H2q (Ωj)
for κ ∈ (0, 1). Thus, employing the same argument as in the proof of (357),
we have
RL(Yq(Ω),W 2−1/qq (Γ ))({(τ∂τ )
ℓV2κ(λ) | λ ∈ Λκ,λ˜0}) ≤ CM2rbλ˜−10 κ−b
for ℓ = 0, 1 and κ ∈ (0, 1).
Employing the same argument as in the proof of (357), we also have
RL(Yq(Ω),Lq(Γ )N )({(τ∂τ )ℓ(λ1/2V3m(λ)) | λ ∈ Λκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0 ,
RL(Yq(Ω),H1q (Γ )N )({(τ∂τ )ℓV3m(λ) | λ ∈ Λκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0 ,
for ℓ = 0, 1, m = 1 and 3. Noting that µζ1j = µ
1
jζ
1
j and σζ
1
j = σ
1
j ζ
1
j , we have
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∞∑
j=1
ζ1jK1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F )−K(Ap(λ)F,Bp(λ)F )
=
∞∑
j=1
µ < ζ1jD(S1j(λ)ζ˜1j F )−D(ζ1j S1j(λ)ζ˜1j F ),n >
−
∞∑
j=1
{ζ1j div S1j(λ)ζ˜1j F − div (ζ1j S1j(λ)ζ˜1j F )}
−
∞∑
j=1
σ{ζ1j∆Γj (Hj(λ)ζ˜1j F )−∆Γj (ζ1jHj(λ)ζ˜1j F )}
(358)
on Γ , where we have used ∆Γ = ∆Γj and n = nj on Γj ∩B1j . Employing the
same argument as in the proof of (357), we have
RL(Yq(Ω),Lq(Γ )N )({(τ∂τ )ℓ(λ1/2V32 (λ)) | λ ∈ Λκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0 ;
RL(Yq(Ω),H1q (Γ )N )({(τ∂τ )ℓV32 (λ) | λ ∈ Λκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0
for ℓ = 0, 1.
The final task is to prove that
RL(Yq(Ω),Lq(Γ )N )({(τ∂τ )ℓV12 (λ) | λ ∈ Λκ,λ˜0}) ≤ Cq,r(ǫ+CM2,ǫλ˜
−1/2
0 )rb (359)
for ℓ = 0, 1. For this purpose, we use Lemma 2.13 and the following lemma.
Lemma 5.23 Let 1 < q < ∞. For u ∈ H2q (RN ), let K0j(u) be a unique
solution of the weak Laplace equation (344) satisfying (347). Then, we have
‖K0j(u)‖Lq(B0j ) ≤ C‖∇u‖Lq(RN ). (360)
Proof. Let ρ be the same function in (347). Let ψ be any function in C∞0 (B
0
j )
and we set
ψ˜(x) = ψ(x)− ρ(x− x0j )
∫
RN
ψ(y) dy.
Then,
ψ˜ ∈ C∞0 (B0j ),
∫
RN
ψ˜ dx = 0, ‖ψ˜‖Lq′ (B0j ) ≤ Cq′‖ψ‖q′ (B0j ). (361)
Moreover,
ψ˜ ∈ Hˆ1q (RN )∗ = Hˆ−1q′ (RN ), ‖ψ˜‖Hˆ−1
q′
(RN ) ≤ Cq′‖ψ‖Lq′(RN ). (362)
In fact, by Lemma 2.13, for any ϕ ∈ Hˆ1q′ (RN ), there exists a constant ej for
which
‖ϕ− ej‖Lq(B0j ) ≤ cq‖∇ϕ‖Lq(B0j ).
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Thus, by (361), we have
|(ψ˜, ϕ)RN | = |(ψ˜, ϕ− ej)RN | ≤ ‖ψ˜‖Lq′(B0j )‖ϕ− ej‖Lq(B0j )
≤ Cq‖ψ˜‖
q′ (B
0
j )
‖∇ϕ‖Lq(B0j ),
which yields (362). Let Ψ be a function in Hˆ1q′(R
N ) such that∇Ψ ∈ H1q′(RN )N ,
(∇Ψ,∇θ)RN = (ψ˜, θ)RN for any θ ∈ Hˆ1q (RN ),
‖∇Ψ‖H1
q′
(RN ) ≤ C(‖ψ˜‖Lq′(RN ) + ‖ψ˜‖Hˆ−1
q′
(RN )).
(363)
By (361) and (362), we have
‖∇Ψ‖H1
q′
(RN ) ≤ Cq′‖ψ‖Lq′(RN ). (364)
By (347), (363), and the divergence theorem of Gauß, we have
(K0j(u), ψ)RN = (K0j(u), ψ˜)RN = (∇K0j(u),∇Ψ)RN
= (Div (µ0jD(u)) −∇divu,∇Ψ)RN = −(µ0jD(u),∇2Ψ)RN + (divu, ∆Ψ)RN ,
and therefore by (364)
|(K0j(u), ψ)RN | ≤ C‖∇u‖Lq(RN )‖ψ‖Lq′(RN ),
which proves (360). This completes the proof of Lemma 5.23. ⊓⊔
Lemma 5.24 Let 1 < q < ∞. For u ∈ H2q (Ωj) and h ∈ H3q (Ωj), let
K1j(u, h) ∈ H1q (Ωq) + Hˆ1q,0(Ωj) be a unique solution of the weak Dirichlet
problem (345). Then, we have
‖K1j(u, h)‖Lq(Ωj∩B1j ) ≤ C(‖∇u‖Lq(Ωj) + ‖h‖H2q (Ωj)
+ ‖∇2u‖1/qLq(Ωj)‖∇u‖
1−1/q
Lq(Ωj)
+ ‖h‖1/qH3q (Ωj)‖h‖
1−1/q
H2(Ωj)
).
Here, the constant C depends on q and CA.
Remark 6. By Young’s inequality, we have
‖K1j(u, h)‖Lq(Ωj∩B1j ) ≤ ǫ(‖∇2u‖Lq(Ωj) + ‖h‖H3q (Ωj))
+ Cǫ(‖∇u‖Lq(Ωj) + ‖h‖H2q (Ωj))
(365)
for any ǫ ∈ (0, 1) with some constant Cǫ,q depending on ǫ and q.
Proof. For a proof, see Lemma 3.4 in Shibata [45]. ⊓⊔
To prove (359), we divide V12 (λ) into two parts as V12 (λ) = ∇V121(λ) +
V122(λ), where
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V121(λ)F = K(Ap(λ)F,Bp(λ)F )−
∞∑
j=1
ζ0jK0j(S0j(λ)ζ˜0j F1)
−
∞∑
j=1
ζ1jK1j(S1j(λ)ζ˜0j F,Hj(λ)ζ˜1j F ),
V122(λ)F =
∞∑
j=1
(∇ζ0j )K0j(S0j(λ)ζ˜0j F1)
+
∞∑
j=1
∇(ζ1j )K1j(S1j(λ)ζ˜0j F,Hj(λ)ζ˜1j F ).
By (185), (344), and (345), for any ϕ ∈ Hˆ1q′0(Ω) we have (∇V121F,∇ϕ)Ω =
I − II, where
I = (Div (µD(Ap(λ)F )) −∇div (Ap(λ)F ),∇ϕ)Ω ,
II =
∞∑
j=1
((∇ζ0j )K0j(S0j(λ)ζ˜0j F1),∇(ϕ − ej))Ω
+
∞∑
j=1
((∇ζ1j )K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F ),∇ϕ)Ω
+
∞∑
j=1
(∇K0j(S0j(λ)ζ˜0j F1),∇(ζ0j (ϕ− ej)))Ω
+
∞∑
j=1
(∇K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F ),∇(ζ1j ϕ))Ω
−
∞∑
j=1
((∇ζ0j )∇K0j(S0j(λ)ζ˜0j F1), ϕ− ej)Ω
−
∞∑
j=1
((∇ζ1j )∇K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F ), ϕ)Ω .
Here and in the following, ej = c
0
j(ϕ) are constants given in Lemma 2.13. By
the definition (353), we have
I =
∞∑
j=1
(Div (µD(ζ0j S0j(λ)ζ˜0j F1))−∇div (ζ0j S0j(λ)ζ˜0j F1),∇ϕ)RN
+
∞∑
j=1
(Div (µD(ζ1j S1j(λ)ζ˜1j F ))−∇div (ζ1j S1j(λ)ζ˜1j F ),∇ϕ)Ω
=
∞∑
j=1
(ζ0jDiv (µ
0
jD(S0j(λ)ζ˜0j F1))− ζ0j∇div (S0j(λ)ζ˜0j F1),∇ϕ)RN
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+
∞∑
j=1
(ζ1jDiv (µ
1
jD(S1j(λ)ζ˜1j F ))− ζ1j∇div (S1j(λ)ζ˜1j F ),∇ϕ)Ω + III,
where
III =
∞∑
j=1
(Div (µD(ζ0j S0j(λ)ζ˜0j F1))− ζ0jDiv (µD(S0j(λ)ζ˜0j F1)),∇ϕ)RN
−
∞∑
j=1
(∇div (ζ0j S0j(λ)ζ˜0j F1)− ζ0j∇div (S0j(λ)ζ˜0j F1),∇ϕ)Ω
+
∞∑
j=1
(Div (µD(ζ1j S1j(λ)ζ˜1j F ))− ζ1jDiv (µD(S1j(λ)ζ˜1j F )),∇ϕ)RN
−
∞∑
j=1
(∇div (ζ1j S1j(λ)ζ˜1j F )− ζ1j∇div (S1j(λ)ζ˜1j F ),∇ϕ)Ω . (366)
Since ζ0j (ϕ − ej) ∈ Hˆ1q′,0(RN ), and ζ1j ϕ ∈ Hˆ1q′,0(Ωj), by (344) and (345), we
have
II =
∞∑
j=1
(ζ0jDiv (µ
0
jD(S0j(λ)ζ˜0j F1))− ζ0j∇div (S0j(λ)ζ˜0j F1),∇ϕ)RN
+
∞∑
j=1
(ζ1jDiv (µ
1
jD(S1j(λ)ζ˜1j F ))− ζ1j∇div (S1j(λ)ζ˜1j F ),∇ϕ)Ω + IV,
where we have set
IV =
∞∑
j=1
{
2(K0j(S0j(λ)ζ˜0j F1)(∇ζ0j ),∇ϕ)Ω + (K0j(S0j(λ)ζ˜0j F1)(∆ζ0j ), ϕ− ej)Ω
− (µ0jD(S0j(λ)ζ˜0j F1) : (∇2ζ0j ), ϕ− ej)Ω − (µ0jD(S0j(λ)ζ˜0j F1)(∇ζ0j ),∇ϕ)Ω
+ (div (S0j(λ)ζ˜0j F1)(∆ζ0j ), ϕ− ej)Ω + (div (S0j(λ)ζ˜0j F1)(∇ζ0j ),∇ϕ)Ω
+ 2(K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F )(∇ζ1j ),∇ϕ)Ω
+ (K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F )(∆ζ1j ), ϕ)Ω
− (µ1jD(S1j(λ)ζ˜1j F1) : (∇2ζ1j ), ϕ)Ω − (µ1jD(S1j(λ)ζ˜1j F1)(∇ζ1j ),∇ϕ)Ω
+ (div (S1j(λ)ζ˜1j F1)(∆ζ1j ), ϕ)Ω + (div (S1j(λ)ζ˜1j F1)(∇ζ1j ),∇ϕ)Ω
}
.
Thus, we have
(∇V121(λ)F,∇ϕ)Ω = III + IV. (367)
We let define operators L(λ) andM(λ) acting on F ∈ Yq(Ω) by the following
formulas:
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L(λ)F =
∞∑
j=1
(Div (µD(ζ0j S0j(λ)ζ˜0j F1)) − ζ0jDiv (µD(S0j(λ)ζ˜0j F1))
−
∞∑
j=1
(∇div (ζ0j S0j(λ)ζ˜0j F1)− ζ0j∇div (S0j(λ)ζ˜0j F1))
+
∞∑
j=1
(Div (µD(ζ1j S1j(λ)ζ˜1j F ))− ζ1jDiv (µD(S1j(λ)ζ˜1j F ))
−
∞∑
j=1
(∇div (ζ1j S1j(λ)ζ˜1j F )− ζ1j∇div (S1j(λ)ζ˜1j F ))
+ 2
∞∑
j=1
(∇ζ0j )K0j(S0j(λ)ζ˜0j F1) + 2
∞∑
j=1
(∇ζ1j )K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F )
−
∞∑
j=1
µ0jD(S0j(λ)ζ˜0j F1)(∇ζ0j ) +
∞∑
j=1
div (S0j(λ)ζ˜0j F1)(∇ζ0j )
−
∞∑
j=1
µ1jD(S1j(λ)ζ˜1j F )(∇ζ1j ) +
∞∑
j=1
div (S1j(λ)ζ˜1j F1)(∇ζ1j );
<<M(λ)F, ϕ >>= −
∞∑
j=1
(µ0jD(S0j(λ)ζ˜0j F1) : (∇2ζ0j ), ϕ− ej)Ω
+
∞∑
j=1
(div (S0j(λ)ζ˜0j F1)(∆ζ0j ), ϕ− ej)Ω
+
∞∑
j=1
(K0j(S0j(λ)ζ˜0j F1)(∆ζ0j ), ϕ− ej)Ω
−
∞∑
j=1
(µ1jD(S1j(λ)ζ˜1j F ) : (∇2ζ1j ), ϕ)Ω +
∞∑
j=1
(div (S1j(λ)ζ˜1j F )(∆ζ1j ), ϕ)Ω
+
∞∑
j=1
(K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F )(∆ζ1j ), ϕ)Ω .
Here and in the following, Wˆ−1q,0 (Ω) denotes the dual space of Hˆ
1
q′,0(Ω), and
<< ·, · >> denotes the duality between Wˆ−1q,0 (Ω) and Hˆ1q′,0(Ω).
Moreover, by (185) and (345), for x ∈ Γ we have
V121(λ)F =< µD(Ap(λ)F )n,n > −σ∆ΓBp(λ)F − divAp(λ)F
−
∞∑
j=1
ζ1j {< (µ(x1j )D(S1j(λ)ζ˜1j F )nj ,nj > −σ(x1j )∆ΓjHj(λ)ζ˜1j F
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− div S1j(λ)ζ˜1j F}
=
∞∑
j=1
< µD(ζ1j S1j(λ)ζ˜1j F )n,n > −
∞∑
j=1
σ∆Γ (ζ
1
jHj(λ)ζ˜1j F )
−
∞∑
j=1
div (ζ1j S1j(λ)ζ˜1j F )
−
∞∑
j=1
ζ1j {< µ(x1j )D(S1j(λ)ζ˜1j F )nj ,nj > −σ(x1j )∆ΓjHj(λ)ζ˜1j F
− div S1j(λ)ζ˜1j F}.
Thus, we define an operator Lb(λ) acting on F ∈ Yq(Ω) by letting
Lb(λ)F =
∞∑
j=1
[< µ(x)(D(ζ1j S1j(λ)ζ˜1j F )− ζ1jD(S1j(λ)ζ˜1j F ))n,n >
− σ(∆Γ (ζ1jHj(λ)ζ˜1j F )− ζ1j∆ΓHj(λ)ζ˜1j F )− (∇ζ1j )S1j(λ)ζ˜1j F ],
and then, V121(λ)F = Lb(λ)F on Γ .
We now prove the R boundedness of operator families L(λ), M(λ) and
Lb(λ). We first prove that
RL(Yq(Ω),Wˆ−1q,0 (Ω))({(τ∂τ )
ℓM(λ) | λ ∈ Λκ,λ˜0}) ≤ (ǫ+ Cq,ǫλ˜
−1/2
0 )rb (368)
for ℓ = 0, 1. In fact, if we set
<<M0j(λ)F, ϕ >> = −(µ(x0j )D(S0j(λ)ζ˜0j F1) : (∇2ζ0j ), ϕ− ej)Ω
+ (div (S0j(λ)ζ˜0j F1)(∆ζ0j ), ϕ− ej)Ω
+ (K0j(S0j(λ)ζ˜0j F1)(∆ζ0j ), ϕ− ej)Ω ,
<<M1j(λ)F, ϕ >> = −(µ(x1j )D(S1j(λ)ζ˜1j F ) : (∇2ζ1j ), ϕ)Ω
+ (div (S1j(λ)ζ˜1j F )(∆ζ1j ), ϕ)Ω
+ (K1j(S1j(λ)ζ˜1j F,Hj(λ)ζ˜1j F )(∆ζ1j ), ϕ)Ω ,
then, by Lemma 2.13, Lemma 5.23 and (365), we have
| <<M0j(λ)F, ϕ >> | ≤ CM2‖∇S0j(λ)ζ˜0j F‖Lq(RN )‖∇ϕ‖Lq′(B0j ),
| <<M1j(λ)F, ϕ >> | ≤ {ǫ(‖S1j ζ˜1jF‖H2q (Ωj) + ‖Hj(λ)ζ˜1j F‖H3q (Ωj))
+ Cǫ,M2(‖S1j ζ˜1j F‖H1q (Ωj) + ‖Hj(λ)ζ˜1j F‖H2q (Ωj))}‖∇ϕ‖Lq(B1j∩Ω).
By (26), we have
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∞∑
j=1
‖∇ϕ‖q′
Lq′ (B
0
j )
+
∞∑
j=1
‖∇ϕ‖q′
Lq′(B
1
j∩Ω)
≤ Cq′‖∇ϕ‖q
′
Lq′ (Ω)
for any ϕ ∈ Hˆ1q′,0(Ω). By (349), (26), and Proposition (5.22), we have
∞∑
j=1
‖∇S0j(λ)ζ˜0j F1‖qLq(RN ) +
∞∑
j=1
(‖S1j(λ)ζ˜1j F‖qH2q (Ωj) + ‖Hj(λ)ζ˜
1
j F‖qH3q (Ωj))
≤ rqb (
∞∑
j=1
‖ζ˜0jF1‖qLq(RN ) +
∞∑
j=1
‖ζ˜1jF‖qYq(Ωj)) ≤ r
q
bCq‖F‖qYq(Ω) <∞.
Thus, by Proposition 5.19, M(λ)F =∑∞j=1M0j(λ)F +∑∞j=1M1j(λ)F exists
in Wˆ−1q,0 (Ω) for any F ∈ Yq(Ω) and
‖M(λ)F‖q
Wˆ−1q,0 (Ω)
≤ CqM2
∞∑
j=1
‖∇S0j(λ)ζ˜0j F1‖qLq(RN ) + ǫq
∞∑
j=1
‖S1j(λ)ζ˜1j F‖qH2q (Ωj)
+ ǫq
∞∑
j=1
‖Hj(λ)ζ˜1j F‖qH3q (Ωj) + C
q
ǫ,M2
∞∑
j=1
‖S1j(λ)ζ˜1j F‖qH1q (Ωj)
+ Cqǫ,M2
∞∑
j=1
‖Hj(λ)ζ˜1j F‖qH1q (Ωj).
Analogously, by Proposition 5.19 we have
‖
n∑
ℓ=1
rℓ(u)M(λℓ)Fℓ‖qWˆ−1q,0 (Ω) ≤ C
q
M2
∞∑
j=1
‖
n∑
ℓ=1
rℓ(u)∇S0j(λℓ)ζ˜0j F1ℓ‖qLq(RN )
+ ǫq
∞∑
j=1
{‖
n∑
ℓ=1
rℓ(u)S1j(λℓ)ζ˜1j Fℓ‖qH2q (Ωj) +
n∑
ℓ=1
rℓ(u)Hj(λℓ)ζ˜1j Fℓ‖qH3q (Ωj)}
+ Cqǫ,M2
∞∑
j=1
{‖
n∑
ℓ=1
rℓ(u)S1j(λℓ)ζ˜1j Fℓ‖qH1q (Ωj) + ‖
n∑
ℓ=1
rℓ(u)Hj(λℓ)ζ˜1j Fℓ‖qH1q (Ωj)}.
Noting that Ω ∩B1j = Ωj ∩B1j , by (349), (27), Proposition 5.22, and Propo-
sition (5.4), we have∫ 1
0
‖
n∑
ℓ=1
rℓ(u)M(λℓ)Fℓ‖qWˆ−1q,0 (Ω) du
≤ CqM2 λ˜
−q/2
0 r
q
b
∫ 1
0
∞∑
j=1
‖
n∑
ℓ=1
rℓ(u)ζ˜
0
jF1ℓ‖qLq(RN ) du
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+ ǫqrqb
∫ 1
0
∞∑
j=1
‖
n∑
ℓ=1
rℓ(u)ζ˜
1
j Fℓ‖qYq(Ωj) du
+ Cqǫ,M2 λ˜
−q/2
0 r
q
b
∫ 1
0
∞∑
j=1
‖
n∑
ℓ=1
rℓ(u)ζ˜
1
j Fℓ‖qYq(Ωj) du
≤ Cq(ǫq + Cqǫ,M2 λ˜
−q/2
0 )r
q
b
∫ 1
0
‖
n∑
ℓ=1
rℓ(u)Fℓ‖qYq(Ω) du,
which shows (368). Analogously, we can prove
RL(Yq(Ω),Lq(Ω)N )({(τ∂τ )ℓL(λ) | λ ∈ Λκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0 ,
RL(Yq(Ω),H1q (Ω)N )({(τ∂τ )ℓLb(λ) | λ ∈ Λκ,λ˜0}) ≤ CM2rbλ˜
−1/2
0
(369)
for ℓ = 0, 1.
We now use the following lemma.
Lemma 5.25 Let 1 < q < ∞. Then, there exists a linear map E from
Wˆ−1q,0 (Ω) into Lq(Ω)
N such that for any F ∈ Wˆ−1q,0 (Ω), ‖E(F )‖Lq(Ω) ≤
C‖F‖Wˆ−1q,0 (Ω) and
< F,ϕ >= (E(F ),∇ϕ)Ω for all ϕ ∈ Hˆ1q′,0(Ω).
Proof. The lemma follows from the Hahn-Banach theorem by indentifying
Hˆ1q′,0(Ω) with a closed subspace of Lq′(Ω)
N via the mapping: ϕ 7→ ∇ϕ. ⊓⊔
Applying Lemma 5.25 and using (367) and (368), we have
(∇V121(λ)F,∇ϕ)Ω = (L(λ)F + E(M(λ)F ),∇ϕ)Ω for all ϕ ∈ Hˆ1q′,0(Ω),
(370)
subject to V121(λ)F = Lb(λ)F on Γ , and
RL(Yq(Ω),Lq(Ω)N )({(τ∂τ )ℓE ◦M(λ) | λ ∈ Σσ,λ˜0}) ≤ C(ǫ+Cq,ǫλ˜
−1/2
0 )rb, (371)
where E ◦ M(λ) denotes a bounded linear operator family acting on F by
E ◦ M(λ)F = E(M(λ)F ). By Remark 2.6, we have V121(λ)F = Lb(λ)F +
K(L(λ)F + E(M(λ)F ) − ∇Lb(λ)F ), and so by (369) and (371), we see that
∇V121(λ) ∈ Hol (Σσ,λ˜0 ,L(Yq(Ω), Lq(Ω)N )) and
RL(Yq(Ω),Lq(Ω)N )({(τ∂τ )ℓ∇V121(λ) | λ ∈ Σσ,λ˜0})
≤ Cq(ǫ + CM2,ǫλ˜−1/20 )rb for ℓ = 0, 1.
(372)
Finally, by Lemma 5.23, (365), (27), and Proposition 5.19, we have
V122(λ) ∈ Hol (Σσ,λ˜0 ,L(Yq(Ω), Lq(Ω)N )),
RL(Yq(Ω),Lq(Ω)N )({(τ∂τ )ℓV121(λ) | λ ∈ Σσ,λ˜0}) ≤ Cq(ǫ+ Cǫλ˜
−1/2
0 )rb
for ℓ = 0, 1, which, combined with (372) and the formula: V12 (λ) = ∇V121(λ)+
V222(λ), leads to (359).
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5.8 Proof of Theorem 4.11, Existence part for Eq. (229)
Choosing ǫ so small that Cq,rrbǫ ≤ 1/4, and λ˜0 so large that
CqrbCM2,ǫ(λ˜
−1
0 γκ + λ˜
−1/2
0 ) ≤ 1/4 (373)
in (356), we have
RL(Yq(Ω))({(τ∂τ )ℓFλV(λ) | λ ∈ Λκ,λ˜0}) ≤ 1/2 (374)
for ℓ = 0, 1. Let λ∗ be a large number for which λ∗ ≥ (8CqrbCM2,ǫ)2, and then
setting λ˜0 = λ∗γκ, we have (373). By (373), (I−FλV(λ))−1 =
∑∞
j=1(FλV(λ))j
exists in Hol (Λκ,λ˜0 ,L(Yq(Ω))) and
RL(Yq(Ω))({(τ∂τ )ℓ(I− FλV(λ))−1 | λ ∈ Λκ,λ˜0}) ≤ 4 (375)
for ℓ = 0, 1. Moreover, by (355) and (374)
‖FλV (λ)(f , d,h)‖Yq(Ω) ≤ (1/2)‖Fλ(f , d,h)‖Yq(Ω). (376)
Since ‖Fλ(f , d,h)‖Yq(Ω) gives an equivalent norm in Yq(Ω) for λ 6= 0, by (376)
(I − V (λ))−1 = ∑∞j=0 V (λ)j exists in L(Yq(Ω)). Since u = Ap(λ)Fλ(f , d,h)
and h = Bp(λ)Fλ(f , d,h) satisfy Eq. (352), setting
v = Ap(λ)Fλ(I− V (λ))−1(f , d,h), ρ = Bp(λ)(λ)Fλ(I− V (λ))−1(f , d,h),
we see that v ∈ H2q (Ω)N , ρ ∈ H3q (Ω) and v and ρ satisfy the equations:
λv −Div (µD(v) −K(v, ρ)I) = f in Ω,
λρ+Aκ · ∇′Γ ρ− v · n = d on Γ ,
(µD(v) −K(v, ρ)I− (σ∆Γ ρ)I)n = h on Γ ,
(377)
Moreover, by (355) we have Fλ(I − V (λ))−1 = (I − FλV(λ))−1Fλ. Thus,
setting
Ar(λ) = Ap(λ)(I − FλV(λ))−1, Hr(λ) = Bp(λ)(I − FλV(λ))−1
we see that v = Ar(λ)Fλ(f , d,h) and ρ = Hr(λ)Fλ(f , d,h) are solutions of
Eq.(377). Since we may assume that λ∗γκ ≥ λ1 in (354), by (354) and (375),
we have
RL(Yq(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2Ar(λ)) | λ ∈ Λκ,λ∗γκ}) ≤ Cqrb,
RL(Yq(Ω),H3−kq (Ω))({(τ∂τ )ℓ(λkHr(λ)) | λ ∈ Λκ,λ∗γκ}) ≤ Cqrb,
(378)
for ℓ = 0, 1, j = 0, 1, 2 and k = 0, 1. This completes the proof of the existence
part of Theorem 4.11 for Eq. (229).
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5.9 A proof of the existence part of Theorem 4.11
We now prove the existence of R-bounded solution operators of Eq. (188). Let
Ar(λ) and Hr(λ) be the operators constructed in the previous subsection. Let
(f , d,h) ∈ Yq(Ω). Let u = Ar(λ)Fλ(f , d,h) and h = Hr(λ)Fλ(f , d,h), where,
F(f , d,h) = (f , d, λ1/2h,h) ∈ Yq(Ω) for (f , d,h) ∈ Yq(Ω). Then u and h
satisfy the equations:
λu−Div (µD(u, h)−K(u, h)I) = f in Ω,
λh+Aκ · ∇′Γh− n · u+ F1u = d+ F1u on Γ ,
(µD(u) −K(u, h)I)n− (F2h+ σ∆Γh)n = h− (F2h)n on Γ .
(379)
Let
VR1(λ)(f , d,h) = −F1Ar(λ)Fλ(f , d,h), VR1(λ)F = −F1Ar(λ)F,
VR2(λ)(f , d,h) = F2Hr(λ)Fλ(f , d,h), VR2(λ)F = F2Hr(λ)F
with Fλ(f , d,h) = (f , d, λ
1/2h,h) and F = (F1, F2, F3, F4) ∈ Yq(Ω). Notice
that
F1u = −VR1(λ)(f , d,h) = −VR1(λ)Fλ(f , d,h),
F2h = VR2(λ)(f , d,h) = VR2(λ)Fλ(f , d,h).
Let VR(λ) = (0, VR1(λ), VR2(λ)) and VR(λ) = (0,VR1(λ),VR2(λ)), and then
VR(λ) = VR(λ)Fλ. (380)
By (380) and (164), we have
RL(Yq(Ω))({(τ∂τ )ℓFλVR(λ) | λ ∈ Λκ,λ2) ≤M0(λ−1/22 + λ−12 )rb (ℓ = 0, 1)
for any λ2 > λ∗γκ. Choosing λ1 so large, we have
RL(Yq(Ω))({(τ∂τ )ℓFλVR(λ) | λ ∈ Λκ,λ2) ≤ 1/2 (ℓ = 0, 1). (381)
By (380) and (381),
‖FλVR(λ)(f , d,h)‖Yq(Ω) ≤ (1/2)‖Fλ(f , d,h)‖Yq(Ω).
Since ‖Fλ(f , d,h)‖Yq(Ω) gives an equivalent norm in Yq(Ω) for λ 6= 0, by (376)
(I−VR(λ))−1 =
∑∞
j=0 VR(λ)
j exists in L(Yq(Ω)). Since u = Ar(λ)Fλ(f , d,h)
and h = Hr(λ)Fλ(f , d,h) satisfy Eq. (379), setting
v = Ar(λ)Fλ(I− VR(λ))−1(f , d,h), ρ = Hr(λ)(λ)Fλ(I− VR(λ))−1(f , d,h),
we see that v ∈ H2q (Ω)N , ρ ∈ H3q (Ω) and v and ρ satisfy the equations:
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λv −Div (µD(v) −K(v, ρ)I) = f in Ω,
λρ+Aκ · ∇′Γρ− v · n+ F1v = d on Γ ,
(µD(v) −K(v, ρ)I− ((F2ρ+ σ∆Γ )ρ)I)n = h on Γ ,
(382)
Moreover, by (380) we have Fλ(I − VR(λ))−1 = (I − FλVR(λ))−1Fλ. Thus,
setting
A˜r(λ) = Ar(λ)(I − FλV(λ))−1, H˜r(λ) = Hr(λ)(I − FλV(λ))−1
we see that v = A˜r(λ)Fλ(f , d,h) and ρ = H˜r(λ)Fλ(f , d,h) are solutions of
Eq.(382). And, by (380) and (381), there exists a large number λ∗∗ ≥ λ∗ for
which
RL(Yq(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2A˜r(λ)) | λ ∈ Λκ,λ∗∗γκ}) ≤ Cqrb,
RL(Yq(Ω),H3−kq (Ω))({(τ∂τ )ℓ(λkH˜r(λ)) | λ ∈ Λκ,λ∗∗γκ}) ≤ Cqrb,
for ℓ = 0, 1, j = 0, 1, 2 and k = 0, 1. This completes the proof of the existence
part of Theorem 4.11.
5.10 Uniqueness
In this subsection, we shall prove the uniqueness part of Theorem 4.12. The
uniqueness part of Theorem 4.11 will be proved in the next subsection.
Let u ∈ H2q (Ω)N satisfy the homogeneous equations:
λu−Div (µD(u)−K0(u)I) = 0 in Ω, (µD(u)−K0(u)I)n = 0 on Γ . (383)
We shall prove that u = 0 below. Let λ0 be a large positive number such that
for any λ ∈ Σǫ,λ0 the existence part of Theorem 4.12 holds for q′ = q/(q− 1).
Let Jq(Ω) be a solenoidal space defined in (166) and let g be any element in
Jq′(Ω). Let v ∈ H2q′(Ω)N be a solution of the equations:
λ¯v−Div (µD(v)−K0(v)I) = g in Ω, (µD(v)−K0(v)I)n = 0 on Γ . (384)
We first observe that v ∈ Jq′(Ω). In fact, for any ϕ ∈ Hˆ1q,0(Ω), we have
0 = (g,∇ϕ)Ω = λ¯(v,∇ϕ)Ω − (Div (µD(v)),∇ϕ)Ω + (∇K0(v),∇ϕ)Ω
= λ¯(v,∇ϕ)Ω − (∇div v,∇ϕ)Ω . (385)
Since H1q,0(Ω) ⊂ Hˆ1q,0(Ω), for any ϕ ∈ H1q,0(Ω), we have
0 = λ¯(div v, ϕ)Ω + (∇div v,∇ϕ)Ω . (386)
Choosing λ0 > 0 larger if necessary, we have the uniquness of the resolvent
problem (386) for the weak Dirichlet operator, and so div v = 0. Putting
this and (385) together gives (v,∇ϕ)Ω = 0 for any ϕ ∈ Hˆ1q,0(Ω), that is
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v ∈ Jq′(Ω). Analogously, we see that u ∈ Jq(Ω), because u satisifies Eq.
(383).
Since K0(v) ∈ H1q′(Ω) + Hˆ1q′,0(Ω), we write K0(v) = A1 + A2 with A1 ∈
H1q′(Ω) and A2 ∈ Hˆ1q′,0(Ω). Since u ∈ Jq(Ω), we see that divu = 0 in Ω. Thus,
by the definition of the solenoidal space Jq(Ω) and the divergence theorem of
Gauss
(u,∇K0(v))Ω = (u,∇A1)Ω + (u,∇A2)Ω = (u · n, A1)Γ − (div u, A1)Ω
= (u · n,K0(v))Γ ,
where we have used K0(v) = A1 on Γ . Analogously, we have
(∇K0(u),v)Ω = (K0(u),v · n)Γ .
Thus, by the divergence theorem of Gauss we have
(u,g)Ω = (u, λ¯v)− (u,Div (µD(v) −K0(v)I))Ω
= λ(u,v) − (u, (µD(v) −K0(v))n)Γ + (µ
2
D(u),D(v))Ω
= λ(u,v) +
1
2
(µD(u),D(v))Ω .
Analogously, we have
0 = (λu− Div (µD(u)−K0(u)I),v)Ω − (u,Div (µD(v) −K0(v)I))Ω
= λ(u,v) +
1
2
(µD(u),D(v))Ω .
Combining these two equalities yields that
(u,g)Ω = 0 for any g ∈ Jq′(Ω). (387)
For any f ∈ C∞0 (Ω)N , let ψ ∈ Hˆ1q′,0(Ω) be a solution to the variational
equation (f ,∇ϕ)Ω = (∇ψ,∇ϕ)Ω for any ϕ ∈ Hˆ1q,0(Ω). Let g = f − ∇ψ, and
then g ∈ Jq′(Ω) and (u,∇ψ)Ω = 0, because u ∈ Jq(Ω). Thus, by (387),
(u, f)Ω = (u,g)Ω = 0, which, combined with the arbitrariness of the choice of
f , leads to u = 0. This completes the proof of the uniqueness part of Theorem
4.12.
5.11 A priori estimate
In this subsection, we prove a priori estimates of solutions of Eq. (188), from
which the uniqueness part of Theorem 4.11 follows immediately. In the previ-
ous subsection, we used the dual problem for Eq. (187) to prove the unique-
ness, but in the present case, it is not clear what is a suitable dual problem
for Eq. (188) to prove the uniqueness. This is the reason why we consider the
a priori estimates.
R-boundedness, Maximal Regularity and Free Boundary Problem 139
To prove the a priori estimates, we need a slight restriction of the domain
Ω. Namely, in this subsection, we assume thatΩ is a uniform C3 domain whose
inside has a finite covering (cf. Definition 2.3), which is used to estimate the
local norm of K(u, h).
The following theorem is the main result of this section.
Theorem 5.26 Let 1 < q < ∞. Let Ω be a uniformly C3 domain whose
inside has a finite covering. Then, there exists a λ0 > 0 such that for any
λ ∈ Λσ,λ0γκ and (u, h) ∈ H2q (Ω)N ×H3q (Ω) satisfying Eq. (188), we have
|λ|‖u‖Lq(Ω) + |λ|1/2‖u‖H1q (Ω) + ‖u‖H2q (Ω) + |λ|‖h‖H2q (Ω) + ‖h‖H3q (Ω)
≤ C{‖f‖Lq(Ω) + ‖d‖W 2−1/qq (Γ ) + |λ|
1/2‖h‖Lq(Ω) + ‖h‖H1q (Ω)}.
(388)
Corollary 5.27 Let 1 < q <∞. Let Ω be a uniformly C3 domain whose in-
side has a finite covering. Then, there exists a λ0 > 0 such that the uniqueness
holds for Eq. (188) for any λ ∈ Λσ,λ0γκ .
In what follows, we shall prove Theorem 5.26. We first consider Eq. (229). Let
u ∈ H2q (Ω)N and h ∈ H3q (Ω) satisfy Eq. (229). We use the same notation as
in Sect. 5.6, Proposition 2.2 and Definition 2.3. Let ψ0 be the function given
in Definition 2.3, that is ψ0 =
∑∞
j=1 ζ
0
j , where ζ
0
j are the functions given in
Proposition 2.2. Notice that suppψ0 ⊂ Ω. Let u0 = ψ0u, and then u0 satisfies
the equations:
λu0 −Div (µD(u0)−K0(u0)I) = f0 in Ω,
(µD(u0)−K0(u0)I)n = 0 on Γ.
(389)
Where, we have set
f0 = ψ0f + ψ0Div (µD(u)) −Div (µD(ψ0u))− (ψ0∇K(u, h)−∇K0(ψ0u)),
and we have used the fact:
K0(u0) =< µD(u
0)n,n > −divu0 = 0 on Γ .
We also let u1j = ζ
1
j u and hj = ζ
1
j h, and then u
1
j and hj satisfy the equations:
λu1j −Div (µ(x1j )D(u1j )−K1j(u1j , h1j)I) = f1j in Ωj ,
λhj +Aκ(x
1
j ) · ∇Γjhj − nj · uj = dj on Γj ,
(µ(x1j )D(u
1
j )−K1j(u1j , h1j)I)nj − σ(x1j )(∆Γjhj)nj = hj on Γj .
(390)
Where, we have set
f1j = ζ
1
j f + ζ
1
jDiv (µ(x)D(u)) −Div (µ(x)D(ζ1j u))
+ Div ((µ(x) − µ(x1j ))D(ζ1j u)) − (ζ1j∇K(u, h)−∇K1j(ζ1j u, ζ1j h));
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dj = ζ
1
j d− ζ1j (Aκ(x) −Aκ(x1j )) · ∇Γjhj
−Aκ(x1j ) · (ζ1j∇Γjh−∇Γj (ζ1j h));
hj = ζ
1
jh− {ζ1j (µ(x) − µ(x1j ))D(u) + µ(x1j )(ζ1jD(u)−D(ζ1j u))}n
+ (ζ1jK(u, h)−K1j(ζ1j u, ζ1j h))n
+ ζ1j (σ(x) − σ(x1j ))(∆Γh)n+ σ(x1j )(ζ1j∆Γh−∆Γ (ζ1j h))n.
Set
Eλ(u, h) = |λ|q‖u‖qLq(Ω) + |λ|q/2‖u‖
q
H1q (Ω)
+ ‖u‖qH2q (Ω)
+ |λ|q‖h‖qH2q (Ω) + ‖h‖
q
H3q (Ω)
.
Employing the similar argument to that in Subsec. 5.7 and using Theorem
4.12 to estimate u0 in addition, for any positive number ω we have
Eλ(u, h) ≤ C{‖f0j ‖qLq(Ω) +
∞∑
j=1
(‖f1j ‖qLq(Ωj) + ‖dj‖
q
W
2−1/q
q (Γj)
+ |λ|q/2‖hj‖qLq(Ωj) + ‖hj‖
q
H1q (Ωj)
)}
≤ C{‖f‖qLq(Ω) + ‖d‖
q
W
2−1/q
q (Γ )
+ |λ|q/2‖h‖Lq(Ω) + ‖h‖qH1q (Ω) + γ
q
κ‖h‖qH2q (Ω)
+ (ωq +M q1 )(‖u‖qH2q (Ω) + ‖h‖
q
H3q (Ω)
+ |λ|q/2‖h‖H1q (Ω)))
+ Cω,M2(‖u‖H1q (Ω) + |λ|q/2‖u‖Lq(Ω) + ‖h‖qH2q (Ω) + |λ|
q/2‖h‖qH1q (Ω))
+ ‖K(u, h)‖qLq(O)}. (391)
Where, Cω,M2 is a constant depending on ω and M2, and we have used the
assumption that
supp∇ψ0 ∪
( ∞⋃
j=1
supp∇ζ1j
)
= O (392)
in Definition 2.3.
To estimate ‖K(u, h)‖Lq(O), we need the following Poincare´s’ type lemma.
Lemma 5.28 Let 1 < q < ∞ and let Ω be a uniformly C2 domain whose
inside has a finite covering. Let O be a set given in (392). Then, we have
‖ϕ‖Lq(O) ≤ Cq,O‖∇ϕ‖Lq(Ω) for any ϕ ∈ Hˆ1q,0(Ω)
with some constant Cq,O depending solely on O and q.
Proof. Let Oi (i = 1, . . . , ι) be the sub-domains given in Definition 2.3,
and then it is sufficient to prove that
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‖ϕ‖Lq(Oi) ≤ C‖∇ϕ‖Lq(Ω) for any ϕ ∈ Hˆq,0(Ω) and i = 1, . . . , ι.
If Oi ⊂ ΩR for some R > 0, since ϕ|Γ = 0, by the usual Poincare´s’ inequality
we have
‖ϕ‖Lq(Oi) ≤ ‖ϕ‖Lq(ΩR) ≤ C‖∇ϕ‖Lq(ΩR) for any ϕ ∈ Hˆ1q,0(Ω).
Let Oi be a subdomain for which the condition (b) in Definition 2.3 holds.
Since the norms for ϕ(A ◦ τ(y)) and ϕ(y) are equivalent, without loss of
generality we may assume that
Oi ⊂ {x = (x′, xN ) ∈ RN | a(x′) < xN < b, x′ ∈ D} ⊂ Ω
{x = (x′, xN ) ∈ RN | xN = a(x′) x′ ∈ D} ⊂ Γ.
Since ϕ ∈ Hˆ1q,0(Ω), we can write
ϕ(x′, xN ) =
∫ xN
a(x′)
(∂sϕ)(x
′, s) ds.
because ϕ(x′, a(x′)) = 0. By Hardy inequality (47), we have(∫ b
a(x′)
|ϕ(x′, xN )|qx−qN dxN
)1/q
≤
(∫ b
a(x′)
(∫ xN
a(x′)
|(∂sϕ)(x′, s)| ds
)q
x−qN dxN
)1/q
≤ q
q − 1
(∫ b
a(x′)
|s∂sϕ(x′, s)|q s−q ds
)1/q
,
and so, by Fubini’s theorem we have(∫
Oi
|ϕ(x)|q dx
)1/q
≤
(∫
D
dx′
∫ b
a(x′)
|ϕ(x′, xN )|q dxN
)1/q
≤
(∫
D
dx′
∫ b
a(x′)
|ϕ(x′, xN )|q x−qN bq dxN
)1/q
≤ qb
q − 1
(∫
D
dx′
∫ b
a(x′)
|∂Nϕ(x)|q dxN
)1/q
≤ bq′‖∇ϕ‖Lq(Ω).
This completes the proof of Lemma 5.28. ⊓⊔
We now prove that for any ω > 0 there exists a constant Cω,M2 depending
on ω and M2 such that
‖K(u, h)‖Lq(O)
≤ ω(‖u‖H2q (Ω) + ‖h‖H3q (Ω)) + Cω,M2(‖u‖H1q (Ω) + ‖h‖H2q (Ω)).
(393)
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For this purpose, we estimate |(K(u, h), ψ)Ω | for any ψ ∈ C∞0 (O). By Lemma
5.28, for any ϕ ∈ Hˆ1q,0(Ω) we have
|(ϕ, ψ)Ω | ≤ ‖ϕ‖Lq(O)‖ψ‖Lq′(O) ≤ Cq,O‖∇ϕ‖Lq(O)‖ψ‖Lq′(O).
Thus, by the Hahn-Banach theorem, there exists a g ∈ Lq′(Ω)N such that
‖g‖Lq′(Ω) ≤ Cq′,O‖ψ‖Lq′ (O) and
(ϕ, ψ)Ω = (∇ϕ,g)Ω (394)
for any ϕ ∈ Hˆ1q,0(Ω). In particular, div g = −ψ, and therefore ‖div g‖Lq′(Ω) ≤
‖ψ‖Lq′(O). By the assumption of the unique existence of solutions of the weak
Dirichlet problem and its regularity theorem, Theorem 2.8 in Subsec. 2.6
below, there exists a Ψ ∈ Hˆ1q′,0(Ω) such that ∇2Ψ ∈ Lq(Ω)N , Ψ satisfies
the weak Dirichlet problem:
(∇Ψ,∇ϕ)Ω = (g,∇ϕ)Ω for any ϕ ∈ Hˆ1q,0(Ω) (395)
and the estimate:
‖∇Ψ‖H1
q′
(Ω) ≤ Cq,O‖ψ‖Lq′(O). (396)
Let L = K(u, h) − {< µD(u)n,n > −σ∆Γh − divu}, where the Laplace-
Beltrami operator ∆Γ is suitably extended in Ω, and then L ∈ Hˆ1q,0(Ω).
Thus, by (394), (395) with ϕ = L and the divergence theorem of Gauß,
|(L,ψ)Ω| = |(∇L,g)Ω| = |(∇Ψ,∇L)Ω|
≤ |(Div (µD(u)) −∇divu,∇Ψ)Ω |
+ |(∇{< µD(u)n,n > −σ∆Γh− divu},∇Ψ)Ω|
≤ CM2{(‖∇u‖Lq(Γ ) + ‖(h,∇h,∇2h)‖Lq(Γ ))‖∇Ψ‖Lq(Γ )
+ (‖∇u‖Lq(Ω) + ‖h‖H2q (Ω))‖∇2Ψ‖Lq(Ω)}.
Using the interpolation inequality: ‖v‖Lq(Γ ) ≤ C‖∇v‖1/qLq(Ω)‖v‖
1−1/q
Lq(Ω)
and
(396), we have
|(L,ψ)Ω| ≤ {ω(‖∇2u‖Lq(Ω) + ‖h‖H3q (Ω))
+ Cω,M2(‖∇u‖Lq(Ω) + ‖h‖H2q (Ω))}‖ψ‖Lq′(O),
which leads to
‖L‖Lq(Ω) ≤ ω(‖∇2u‖Lq(Ω) + ‖h‖H3q (Ω)) + Cω,M2(‖∇u‖Lq(Ω) + ‖h‖H2q (Ω)).
Thus, we have (393).
Putting (391) and (393) together and choosing ω and M1 small enough
and λ0 large enough, we have (388). This completes the proof of Theorem
5.26 for Eq. (229).
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For Eq. (188), using the result we have proved just now, we see that
Eλ(u, h) ≤ C(‖f‖Lq(Ω) + ‖d‖W 2−1/qq (Γ ) + |λ|
1/2‖h‖Lq(Ω) + ‖h‖H1q (Ω) +R)
with
R = ‖F1u‖W 2−1/qq (Γ ) + |λ|
1/2‖F2h‖Lq(Ω) + ‖F2h‖H1q (Ω)).
Since R ≤ C(‖u‖H1q (Ω) + |λ|1/2‖h‖H2q (Ω)) as follows from (164), choosing |λ|
suitably large, R can be absorbed by Eλ(u, h), which completes the proof of
Theorem 5.26.
6 Local well-posedness for arbitrary data in a uniform
C3 domain whose inside has a finite covering
In this section, we shall prove the unique existence of local in time solutions
of Eq. (157). Namely, we shall prove the following theorem.
Theorem 6.1 Let 2 < p < ∞, N < q < ∞, B > 0 and let Ω be a uniform
C3 domain whose inside has a finite covering. Assume that 2/p + N/q < 1
and that the weak Dirichlet problem is uniquely solvable for indices q and
q′ = q/(q − 1). Assume that the mean curvature of Γ satisfies the condition
(153). Let u0 ∈ B2(1−1/p)q,p (Ω)N and ρ0 ∈ W 3−1/p−/qq,p (Γ ) be initial data for
which ‖u0‖B2(1−1/pq,p (Ω) ≤ B holds and the compatibility conditions:
u0 − g(u0, Ψρ|t=0) ∈ Jq(Ω), divu0 = g(u0, Ψρ|t=0) in Ω,
(µD(u0)n)τ = h
′(u0, Ψρ|t=0) on Γ
are satisfied. Then, there exist a time T > 0 and a small number ǫ > 0
depending on R such that if ‖ρ0‖B3−1/p−1/qq,p (Γ ) ≤ ǫ, then problem (157) admits
unique solutions u, q and ρ with
u ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ),
q ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω)),
ρ ∈ Lp((0, T ),W 3−1/qq (Γ )) ∩H1p ((0, T ),W 2−1/qq (Γ ))
possessing the estimate (99) and
Ep,q,T (u, ρ) ≤ CB
for some constant C independent of B. Where, we have set
Ep,q,T (u, ρ) = ‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω))
+ ‖∂tρ‖L∞((0,T ),W 1−1/qq (Γ )) + ‖∂tρ‖Lp((0,T ),W 2−1/qq (Ω))
+ ‖ρ‖
Lp((0,T ),W
3−1/p
q (Ω))
.
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In what follows, we shall prove Theorem 6.1 by the Banach fixed point the-
orem. Since N < q < ∞, by Sobolev’s inequality we have the following esti-
mates:
‖f‖L∞(Ω) ≤ C‖f‖H1q (Ω), ‖fg‖H1q(Ω) ≤ C‖f‖H1q (Ω)‖g‖H1q (Ω),
‖fg‖
W
1−1/q
q (Γ )
≤ C‖f‖
W
1−1/q
q (Γ )
‖g‖
W
1−1/q
q (Γ )
. (397)
Moreover, since 2/p+N/q < 1, we have
‖f‖H1
∞
(Ω) ≤ C‖f‖B2(1−1/p)q,p (Ω), ‖f‖H2∞(Γ ) ≤ C‖f‖B3−1/p−1/qq,p (Γ ). (398)
We define an underlying space UT by letting
UT = {(u, ρ) | u ∈ H1p ((0, T ), Lq(Ω)N ) ∩ Lp((0, T ), H2q (Ω)N ),
ρ ∈ H1p ((0, T ),W 2−1/qq (Γ )) ∩ Lp((0, T ),W 3−1/qq (Γ )),
u|t=0 = u0 in Ω, ρ|t=0 = ρ0 on Γ ,
Ep,q,T (u, ρ) ≤ L, sup
t∈(0,T )
‖ρ(·, t)‖H1
∞
(Γ ) ≤ δ},
where L is a number determined later. Since L is chosen large and ǫ small
eventually, we may assume that 0 < ǫ < 1 < L in the following. Thus, for
example, we will use the inequality: 1 + ǫ+ L < 3L below.
Let (v, h) ∈ UT and let u, q and ρ be solutions of the linear equations:
∂tu−Div (µD(u)− qI) = f(v, Ψh) + κbH(Γ ) in ΩT ,
divu = g(u, Ψh) = div g(v, Ψh) in Ω
T ,
∂tρ+ < uκ | ∇′Γ ρ > −u · n = dκ(v, Ψh) on Γ T ,
(µD(u)n)τ = h
′(v, Ψh) on Γ T ,
< µD(u)n,n > −q− σ(∆Γ ρ+ Bρ) = hN(v, Ψh) + κaH(Γ ) on Γ T ,
(u, ρ)|t=0 = (u0, ρ0) in Ω × Γ.
(399)
Where, the operator B is defined in (148) and we have set
dκ(v, Ψh) = d(v, Ψh)+ < uκ − v | ∇′Γh > .
Let Ψh = ωHhn, where Hh is an extension of h to Ω such that
C1‖Hh(·, t)‖Hkq (Ω) ≤ ‖h(·, t)‖Wk−1/qq (Γ ) ≤ C2‖Hh(·, t)‖Hkq (Ω)
C1‖∂tHh(·, t)‖Hℓq(Ω) ≤ ‖∂th(·, t)‖W ℓ−1/qq (Γ ) ≤ C2‖∂tHh(·, t)‖Hℓq(Ω)
(400)
for k = 1, 2, 3 and ℓ = 1, 2 with some constants C1 and C2. In particular, for
(v, h) ∈ UT , we may assume that
sup
t∈(0,T )
‖Ψh(·, t)‖H1
∞
(RN ) ≤ δ. (401)
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In fact, we can assume that supt∈(0,T ) ‖h(·, t)‖H1∞(Γ ) ≤ δ with smaller δ.
Since (v, h) ∈ UT , we have
Ep,q,T (v, h) ≤ L, (402)
that is
‖∂th‖L∞((0,T ),W 1−1/qq (Γ )) + ‖∂th‖Lp((0,T ),W 2−1/qq (Γ )) + ‖h‖Lp((0,T ),W 3−1/qq (Γ ))
+ ‖∂tv‖Lp((,T ),Lq(Ω)) + ‖v‖Lp((0,T ),H2q (Ω)) ≤ L. (403)
Moreover, we use the assumption:
‖u0‖B2(1−1/p)q,p (Ω) ≤ B, ‖ρ0‖B3−1/p−1/qq,p (Γ ) ≤ ǫ, (404)
where ǫ is a small constant determined later.
To obtain the estimates of u and ρ, we shall use Corollary 4.6. Thus, we
shall estimate the nonlinear functions appearing in the right hand side of
Eq.(399). We start with proving that
‖f(v, Ψh)‖Lp((0,T ),Lq(Ω)) ≤ C{T 1/p(L+B)2 + (ǫ + T 1/p
′
L)L}. (405)
The definition of f(v, Ψh) is given by replacing ξ(t), ρ and u by 0, h and v
(112). Since |V0(k)| ≤ C|k| when |k| ≤ δ, by (401) we have
‖f(v, Ψh)‖Lq(Ω) ≤ C{‖v‖L∞(Ω)‖∇v‖Lq(Ω) + ‖∂tΨh‖L∞(Ω)‖∇v‖Lq(Ω)
+ ‖∇Ψh‖L∞(Ω)‖∂tv‖Lq(Ω) + ‖∇Ψh‖L∞(Ω)‖∇2v‖Lq(Ω)
+ ‖∇2Ψh‖Lq(Ω)‖∇v‖L∞(Ω)}.
By (400) and (397), we have
‖v(·, t)‖L∞(Ω) ≤ C‖v(·, t)‖H1q (Ω),
‖∂tΨh(·, t)‖L∞(Ω) ≤ C‖∂th(·, t)‖W 1−1/qq (Γ ),
‖∇Ψh(·, t)‖L∞(Ω) ≤ C‖h(·, t)‖W 2−1/qq (Γ ),
‖∇v(·, t)‖L∞(Ω) ≤ C‖v(·, t)‖H2q (Ω),
(406)
and so,
‖f(v, Ψh)‖Lp((0,T ),Lq(Ω)) ≤ C{‖v‖2L∞((0,T ),H1q (Ω))T
1/p
+ ‖v‖L∞((0,T ),H1q (Ω))‖∂th‖L∞((0,T ),W 1−1/qq (Γ ))T
1/p (407)
+ ‖h‖
L∞((0,T ),W
2−1/q
q (Γ ))
(‖∂tv‖Lp((0,T ),Lq(Ω)) + ‖v‖Lp((0,T ),H2q (Ω)))}.
Here and in the following, we use the estimate:
‖f‖Lp((0,T ),X) ≤ T 1/p‖f‖L∞((0,T ),X)
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for the lower order term. In what follows, we shall use the following inequali-
ties:
‖v‖
L∞((0,T ),B
2(1−1/p)
q,p (Ω))
≤ C{‖u0‖B2(1−1/p)q,p (Ω)
+ ‖v‖Lp((0,T ),H2q (Ω)) + ‖∂tv‖Lp((0,T ),Lq(Ω))}, (408)
‖h‖
L∞((0,T ),B
3−1/p−1/q
q,p (Γ ))
≤ C{‖ρ0‖B3−1/p−1/qq,p (Γ )
+ ‖h‖
Lp((0,T ),W
3−1/q
q (Γ ))
+ ‖∂th‖Lp((0,T ),W 2−1/qq (Γ ))}, (409)
‖h(·, t)‖
L∞((0,T ),W
2−1/q
q (Γ ))
≤ ‖ρ0‖W 2−1/qq (Γ ) +
∫ T
0
‖∂sh(·, s)‖W 2−1/qq (Γ ) ds
≤ ‖ρ0‖W 2−1/qq (Γ ) + T
1/p′L, (410)
for some constant C independent of T . The inequalities: (408) and (409) will
be proved later. Combining (407) with (408), (410), (403) and (404) gives
(405).
We next consider dκ(u, Ψh). Since ξ(t) = 0, by (132) we have
d(v, Φh) = v ·VΓ (∇¯Ψh)∇¯Ψh ⊗ ∇¯Ψh − ∂th < n,VΓ (∇¯Ψh)∇¯Ψh ⊗ ∇¯Ψh > .
Applying (125), (401) and (397), we have
‖VΓ (∇¯Ψh)∇¯Ψh ⊗ ∇¯Ψh‖W 1−1/qq (Γ ) ≤ C‖h(·, t)‖W 2−1/qq (Γ ),
‖VΓ (∇¯Ψh)∇¯Ψh ⊗ ∇¯Ψh‖W 2−1/qq (Γ )
≤ C‖h(·, t)‖
W
2−1/q
q (Γ )
‖h(·, t)‖
W
3−1/q
q (Γ )
,
and so, by (406) and (397)
‖d(v, Ψh)‖W 1−1/qq (Γ )
≤ C(‖∂th(·, t)‖W 1−1/qq (Γ ) + ‖v(·, t)‖H1q (Ω))‖h(·, t)‖W 2−1/qq (Γ ),
‖d(v, Ψh)‖W 2−1/qq (Γ )
≤ C{(‖∂th(·, t)‖W 2−1/qq (Γ ) + ‖v(·, t)‖H2q (Ω))‖h(·, t)‖W 2−1/qq (Γ )
+ (‖∂th(·, t)‖W 1−1/qq (Γ ) + ‖v(·, t)‖H1q (Ω))‖h(·, t)‖W 2−1/qq (Γ )‖h(·, t)‖W 3−1/qq (Γ )}.
Thus, by (403), (404), (408), and (410), we have
sup
t∈(0,T )
‖d(v, Ψh)‖W 1−1/qq (Γ ) ≤ C(L+B)(ǫ + T
1/p′L),
‖d(v, Ψh)‖Lp((0,T ),W 2−1/qq (Γ )) ≤ C(L+B)L(ǫ + T
1/p′L).
(411)
By (156) and (397), we have
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‖ < uκ − v | ∇′Γh > ‖W 1−1/qq (Γ )
≤ C(‖u0‖B2(1−1/p)q,p (Ω) + ‖v(·, t)‖H1q (Ω))‖h(·, t)‖W 2−1/qq (Γ ),
‖ < uκ − v | ∇′Γh > ‖W 2−1/qq (Γ )
≤ C(‖uκ‖H2q (Ω) + ‖v(·, t)‖H2q (Ω))‖h(·, t)‖W 2−1/qq (Γ )
+ ‖uκ − v(·, t)‖H1q (Ω)‖h(·, t)‖W 3−1/qq (Γ )).
(412)
By (408), (410), (403), and (404), we have
‖ < uκ − v | ∇′Γh > ‖L∞((0,T ),W 1−1/qq (Γ ))
≤ C(B + L)(ǫ+ T 1/p′L).
(413)
By the definition of uκ, we have
uκ − u0 = 1
κ
∫ κ
0
(T (s)u˜0 − u0) ds,
and so, we have
‖uκ − u0‖Lq(Ω) ≤
1
κ
∫ κ
0
(∫ s
0
‖∂sT (r)u˜0‖Lq(Ω) dr
)
ds
≤ Cκ1/p′‖u0‖B2(1−1/p)q,p (Ω).
Let s be a positive number such that 1 < s < 2(1 − 1/p), and then by
interpolation theory and (156) we have
‖uκ − u0‖H1q (Ω) ≤ C‖uκ − u0‖
1−1/s
Lq(Ω)
‖uκ − u0‖1/sW sq (Ω)
≤ Cκ(1−1/s)/p′‖u0‖B2(1−1/p)q,p (Ω).
(414)
Writing v(·, t)− u0 =
∫ t
0 ∂rv(·, r) dr, we have
‖v(·, t)− u0‖Lq(Ω) ≤ LT 1/p
′
.
On the other hand, by (408)
‖v(·, t)− u0‖B2(1−1/p)q,p (Ω) ≤ L+ ‖u0‖B2(1−1/p)q,p (Ω),
and so,
‖v(·, t)− u0‖H1q (Ω) ≤ (L+B)T (1−1/s)/p
′
. (415)
Putting (414) and (415) together gives
sup
t∈(0,T )
‖v(·, t)− uκ‖H1q (Ω) ≤ C(κ(1−1/s)/p
′
+ T (1−1/s)/p
′
)(L+B). (416)
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By (412)
‖ < uκ − v | ∇′Γh > ‖Lp((0,T ),W 2−1/qq (Γ ))
≤ C{(‖uκ‖H2q (Ω)T 1/p + ‖v‖Lp((0,T ),H2q (Ω)))‖h‖L∞((0,T ),W 2−1/qq (Γ ))
+ ‖uκ − v‖L∞((0,T ),H1q (Ω))‖h‖Lp((0,T ),W 3−1/qq (Γ ))}.
Thus, by (156), (403), (404), (410) and (416), we have
‖ < uκ − v | ∇′Γh > ‖Lp((0,T ),W 2−1/qq (Γ ))
≤ C{(Bκ−1/pT 1/p + L)(ǫ+ T 1/p′L)
+ L(L+B)(κ(1−1/s)/p
′
+ T (1−1/s)/p
′
)}
(417)
for some constant s ∈ (1, 2(1− 1/p)). Putting (411), (413), and (417) gives
‖d˜κ(v, Ψh)‖L∞((0,T ),W 1−1/qq (Γ )) ≤ C(L+B)(ǫ + T
1/p′L)
‖d˜κ(v, Ψh)‖Lp((0,T ),W 2−1/qq (Γ )) ≤ C{(L+Bκ
−1/pT 1/p)(ǫ + T 1/p
′
L)
+ L(L+B)(ǫ+ T 1/p
′
L+ κ(1−1/s)/p
′
+ T (1−1/s)/p
′
)}, (418)
where s is a constant ∈ (1, 2(1− 1/p)).
We now estimate g(v, Ψh) and g(v, Ψh), which are defined in (107). In view
of Corollary 4.6, we have to extend g(v, Ψh) and g(v, Ψh) to the whole time
interval R. Before turning to the extension of these functions, we make a few
definitions. Let u˜0 ∈ B2(1−1/p)q,p (RN )N be an extension of u0 ∈ B2(1−1/p)q,p (Ω)N
to RN such that
u0 = u˜0 in Ω, ‖u˜0‖X(RN ) ≤ C‖u0‖X(Ω)
for X ∈ {Hkq , B2(1−1/p)q,p }. Let
Tv(t)u0 = e
−(2−∆)tu˜0 = F−1[e−(|ξ|2+2)tF [u˜0](ξ)], (419)
and then Tv(0)u0 = u0 in Ω and
‖etTv(t)u0‖X(Ω) ≤ C‖u0‖X(Ω),
‖etTv(·)u0‖H1p((0,∞),Lq(Ω)) + ‖etTv(·)u0‖Lp((0,∞),H2q (Ω))
≤ C‖u0‖B2(1−1/p)q,p (Ω). (420)
Let W, P , and Ξ be solutions of the equations:
∂tW + λ0W −Div (µD(W) − P I) = 0, divW = 0 in Ω × (0,∞),
∂tΞ + λ0Ξ −W · n = 0 on Γ × (0,∞),
(µD(W)n − P I)n− (σ∆ΓΞ)n = 0 on Γ × (0,∞),
(W, Ξ)|t=0 = (0, ρ0) in Ω × Γ .
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Since
‖W‖
L∞((0,∞),B2(1−1/p)q,p (Ω))
≤ C(‖W‖Lp((0,∞),H2q (Ω)) + ‖∂tW‖Lp((0,∞),Lq(Ω))),
‖Ξ‖
L∞((0,∞),B3−1/p−1/qq,p (Γ ))
≤ C(‖Ξ‖
Lp((0,∞),W 3−1/qq (Γ )) + ‖∂tΞ‖Lp((0,∞),W 2−1/qq (Γ ))),
as follow from real interpolation (223) and (224). choosing λ0 large enough,
by Theorem 4.3, we know the existence of W and Ξ with
W ∈ Lp((0,∞), H2q (Ω)N ) ∩H1p ((0,∞), Lq(Ω)N ),
Ξ ∈ Lp((0,∞),W 3−1/qq (Γ )) ∩H1p ((0,∞),W 2−1/qq (Γ ))
possessing the estimates:
‖etW‖
L∞((0,∞),B2(1−1/p)q,p (Ω)) + ‖e
tΞ‖
L∞((0,∞),B3−1/p−1/qq,p (Γ ))
+ ‖etW‖Lp((0,∞),H2q (Ω)) + ‖et∂tW‖Lp((0,∞),Lq(Ω))
+ ‖etΞ‖
Lp((0,∞),W 3−1/qq (Γ )) + ‖e
t∂tΞ‖Lp((0,∞),W 2−1/qq (Γ ))
≤ C‖ρ0‖B3−1/p−1/qq,p (Γ ).
Moreover, by the trace theorem and the kinematic equation, we have
‖et∂tΞ‖L∞((0,∞),W 1−1/qq (Γ ))
≤ λ0‖etΞ‖L∞((0,∞),W 1−1/qq (Γ )) + ‖e
tn ·W‖
L∞((0,∞),W 1−1/qq (Γ ))
≤ C‖ρ0‖W 3−1/p−1/qq,p (Γ ).
Setting Th(t)ρ0 = ΨΞ , we have Th(0)ρ0 = Ψρ0 in Ω, and
‖etTh(·)ρ0‖L∞(0,∞),B3−1/pq,p (Ω)) + ‖e
t∂tTh(·)ρ0‖L∞((0,∞),H1q (Ω))
+ ‖etTh(·)ρ0‖Lp((0,∞),H3q (Ω)) + ‖et∂tTh(·)ρ0‖Lp((0,∞),H2q (Ω))
≤ C‖ρ0‖B3−1/p−1/qq,p (Γ ).
(421)
Let ψ(t) ∈ C∞(R) equal one for t > −1 and zero for t < −2. Given a function,
f(t), defined on (0, T ), the extension, eT [f ], of f is defined by letting
eT [f ](t) =

0 for t < 0,
f(t) for 0 < t < T ,
f(2T − t) for T < t < 2T ,
0 for t > 2T .
(422)
Obviously, eT [f ](t) = f(t) for t ∈ (0, T ) and eT [f ](t) = 0 for t 6∈ (0, 2T ).
Moreover, if f |t=0 = 0, then
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∂teT [f ](t) =

0 for t < 0,
(∂tf)(t) for 0 < t < T ,
−(∂tf)(2T − t) for T < t < 2T ,
0 for t > 2T .
(423)
We now define the extensions, E1[v], and E2[Ψh], of v and Ψh to R by letting
E1[v] = eT [v − Tv(t)u0] + ψ(t)Tv(|t|)u0,
E2[Ψh] = eT [Ψh − Th(t)ρ0] + ψ(t)Th(|t|)ρ0.
(424)
Since v|t=0 = Tv(0)u0 = u0 and Ψh|t=0 = Th(0)ρ0, we can differentiate E1[v]
and E2[Ψh] once with respect to t and we can use the formula (423). Obviously,
we have
E1[v] = v, E2[Ψh] = Ψh in ΩT . (425)
Let
g˜(v, Ψh) = −{J0(∇E2[Ψh])div E1[v]
+ (1 + J0(∇E2[Ψh]))V0(∇E2[Ψh]) : ∇E1[v]},
g˜(v, Ψh) = −(1 + J0(∇E2[Ψh]))⊤V0(∇E2[Ψh])E1[v],
(426)
and then, applying the Hanzawa transform: x = y + E2[Ψh] instead of x =
y + Ψh, by (107), (108), and (425), we have
g˜(v, Ψh) = g(v, Ψh), g˜(v, Ψh) = g(v, Ψh) in Ω
T ,
div g˜(v, Ψh) = g˜(v, Ψh) in Ω × R.
(427)
By (421) and (410), we have
sup
t∈R
‖E2[Ψh]‖H1
∞
(Ω) ≤ C( sup
t∈(0,T )
‖Ψh‖H2q (Ω) + ‖T (·)ρ0‖L∞,H2q (Ω))
≤ C(‖ρ0‖W 3−1/p1/qq (Γ ) + T
1/p′L)
Thus, we choose T and ‖ρ‖
W
3−1/p−1/q
q,p (Ω)
so small that
sup
t∈R
‖E2[Ψh]‖H1
∞
(Ω) ≤ δ. (428)
Since V0(0) = 0, we may write g˜(v, Ψh) as
g˜(v, Ψh) = Vg(∇E2[Ψh])∇E2[Ψh]⊗ E1(v) (429)
with some matrix of C1 functions, Vg(k), defined on |k| < δ such that
‖(Vg,V′g)‖L∞(|k|≤δ) ≤ C, where V′g denotes the derivative of Vg with re-
spect to k. We may write the time derivative of g˜(v, Ψh) as
∂tg˜(v, Ψh) = Vg(∇E2[Ψh])∇E2[Ψh]⊗ (∂tE1(v))
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+Vg(∇E2[Ψh])(∂t∇E2[Ψh])⊗ E1(v)
+ (V′g(∇E2[Ψh])∂t∇E2[Ψh])∇E2[Ψh]⊗ E1(v).
and so by (428) we have
‖∂tg˜(v, Ψh)‖Lq(Ω) ≤ C{‖∇E2[Ψh]‖H1q (Ω)‖∂tE1[v]‖Lq(Ω)
+ ‖∂t∇E2[Ψh]‖Lq(Ω)‖E1[v]‖H1q (Ω)}.
(430)
Thus, using (423), (397), (410), (407), (403), (404), (420), and (421), for any
γ ≥ 0, we have
‖e−γt∂tg˜(v, Ψh)‖Lp(R,Lq(Ω))
≤ C(‖Ψh‖L∞((0,T ),H2q (Ω)) + ‖Th(·)Ψρ0‖L∞((0,∞),H2q (Ω)))
× (‖∂tv‖Lp((0,T ),Lq(Ω)) + ‖Tv(·)u0‖H1p((0,∞),Lq(Ω)))
+ T 1/p(‖∂tΨh‖L∞((0,T ),H1q (Ω)) + ‖∂tTh(·)ρ0‖L∞((0,∞),H1q (Ω)))
× (‖v‖L∞((0,T ),H1q (Ω)) + ‖Tv(·)u0‖L∞((0,∞),H1q (Ω)))
≤ C(LT 1/p′ + ǫ+ (L+ ǫ)T 1/p)(L+B).
≤ C(ǫ + L(T 1/p′ + T 1/p))(L+B). (431)
We next prove that
‖e−γtg˜(v, Ψh)‖H1/2p (R,Lq(Ω)) + ‖e
−γtg˜(v, Ψh)‖Lp(R,H1q (Ω))
≤ C(ǫ + T 1/p′L+ T (q−N)/(pq)L1+N/(2q))(L+B)
(432)
for any γ ≥ 0. In the sequel, to estimate ‖fg‖
H
1/2
p (R,Lq(Ω))
, we use the following
two lemmas.
Lemma 6.2 Let 1 < p < ∞, N < q < ∞ and 0 < T ≤ 1. Let
f ∈ H1p (R, H1q (Ω)) and g ∈ H1/qp (R, Lq(Ω)) ∩ Lp(R, H1q (Ω)). If f vanishes
for t 6∈ (0, 2T ), then we have
‖fg‖
H
1/2
p (R,Lq(Ω))
+ ‖fg‖Lp(R,H1q (Ω))
≤ C{‖f‖L∞(R,H1q (Ω)) + T (q−N)/(pq)‖∂tf‖
1−N/(2q))
L∞(R,Lq(Ω))
‖∂tf‖N/(2q)Lp(R,H1q (Ω))}
× (‖g‖
H
1/2
p (R,Lq(Ω))
+ ‖g‖Lp(R,H1q (Ω))).
Proof. For a proof, see Shibata-Shimizu [57, Lemma 2.6]. ⊓⊔
Remark 6.3 We replace ‖f‖L∞(R,H1q (Ω)) by T 1/p
′‖∂tf‖Lp(R,H1q (Ω)) in Lemma
6.2. In fact, since f |t=0 = 0, representing f(t) =
∫ t
0 ∂sf(·, s) ds and applying
Ho¨lder’s inequality, we have
‖f‖L∞(R,H1q (Ω)) ≤ T 1/p
′‖∂tf‖Lp(R,H1q (Ω)).
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Lemma 6.4 Let 1 < p <∞ and N < q <∞. Let
f ∈ L∞(R, H1q (Ω)) ∩H1∞(R, Lq(Ω)),
g ∈ H1/2p (R, Lq(Ω)) ∩ Lp(R, H1q (Ω)).
Then, we have
‖fg‖
H
1/2
p (R,Lq(Ω))
+ ‖fg‖Lp(R,H1q (Ω))
≤ C(‖f‖H1
∞
(R,Lq(Ω)) + ‖f‖L∞(R,H1q (Ω)))(‖g‖H1/2p (R,Lq(Ω)) + ‖g‖Lp(R,H1q (Ω))).
Proof. We can prove the lemma by using the complex interpolation:
H1/2p (R, Lq(Ω)) ∩ Lp(R, H1/2q (Ω))
= (Lp(R, Lq(Ω)), H
1
p (R, Lq(Ω)) ∩ Lp(R, H1q (Ω)))[1/2].
⊓⊔
To estimate ‖∇v‖
H
1/2
p (R,Lq(Ω))
, we use the following lemma.
Lemma 6.5 Let 1 < p, q <∞ and let Ω be a uniform C2 domain. Then,
H1p (R, Lq(Ω)) ∩ Lp(R, H2q (Ω)) ⊂ H1/2p (R, H1q (Ω))
and
‖u‖
H
1/2
p (R,H1q (Ω))
≤ C{‖u‖Lp(R,H2q (Ω)) + ‖∂tu‖Lp(R,Lq(Ω))}.
Remark 6.6 This lemma was mentioned in Shibata-Shimizu [58] in the case
that Ω is bounded and was proved by Shibata [52] in the case that Ω is a
uniform C2 domain.
Since J0(0) = 0 and V0(0) = 0, by (428) we may write
g˜(v, Ψh) = Vg(∇E2[Ψh])∇E2[Ψh]⊗∇E1[v] (433)
with some matrix of C1 functions, Vg(k), defined on |k| < δ such that
‖(Vg, V ′g)‖L∞(|k|≤δ) ≤ C, where V ′g denotes the derivative of Vg with respect
to k. By (397), (400), (428), (424), (421), (410),and (404), we have
‖Vg(∇E2[Ψh])∇E2[Ψh]‖L∞(R,H1q (Ω)) ≤ C‖E2[Ψh]‖L∞(R,H2q (Ω))
≤ C(‖Th(·)ρ0‖L∞(R,H2q (Ω)) + ‖Ψh‖L∞(R,H2q (Ω))) ≤ C(ǫ + T 1/p
′
L);
‖∂t(Vg(∇E2[Ψh])∇E2[Ψh])‖L∞(R,Lq(Ω)) ≤ C‖∂tE2[Ψh]‖L∞(R,H1q (Ω))
≤ C(ǫ + L) ≤ 2CL;
‖∂t(Vg(∇E2[Ψh])∇E2[Ψh])‖Lp(R,H1q (Ω))
≤ C‖(∂t∇¯2E2[Ψh], ∂t∇¯E2[Ψh]⊗ ∇¯2E2[Ψh])‖Lp((R,Lq(Ω))
≤ C(‖∂tE2[Ψh]‖Lp(R,H2q (Ω)) + ‖∂tE2[Ψh]‖L∞(R,H1q (Ω))‖E2[Ψh]‖Lp(R,H3q (Ω))
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≤ C((ǫ + L) + (ǫ + L)2) ≤ 6CL2.
Thus, by Lemma 6.4 and Lemma 6.5 we have
‖e−γtg˜(v, Ψh)‖H1/2p (R,Lq(Ω)) + ‖e
−γtg˜(v, Ψh)‖Lp(R,H1q (Ω))
≤ C(ǫ + T 1/p′L+ T (q−N)/(pq)L1+N/(2q)) (434)
× (‖e−γtE1[v]‖H1p(R,Lq(Ω)) + ‖e−γtE1[v]‖Lp(R,H2q (Ω)))
for any γ ≥ 0, which, combined with (403), (404), and (420), leads to (432).
We finally estimate h′(v, Ψh) and hN(v, h) given in (138) and (151). In
view of (138), we may write h′(v, Ψh) as
h′(v, Ψh) = V′h(∇¯Ψh)∇¯Ψh ⊗∇v (435)
with some matrix of C1 functions, V′h(k¯) = V
′
h(y, k¯), defined on Ω × {k¯ |
|k¯| ≤ δ} possessing the estimate :
sup
|k¯|≤δ
‖(V′h(·, k¯), ∂k¯V′h(·, k¯))‖H1∞(Ω) ≤ C
with some constant C. Where, ∂k¯V
′
h denotes the derivative ofV
′
h with respect
to k¯. We extend h′(v, Ψh) to the whole time interval R by letting
h˜′(v, Ψh) = V′h(∇¯E2[Ψh]))∇¯E2[Ψh]⊗∇E1[v]. (436)
Employing the same argument as in the proof of (432), for any γ > 0 we have
‖e−γth˜′(v, Ψh)‖H1/2p (R,Lq(Ω)) + ‖e
−γth˜′(v, Ψρ)‖Lp(R,H1q (Ω))
≤ C(ǫ + T 1/p′L+ T (q−N)/(pq)L1+N/(2q))(L +B).
(437)
We finally consider hN (v, Ψh). In (151) we may write
− < n, µD(v)VΓ (k¯)k¯ > − < n, µ(DD(k)∇v)(n +VΓ (k¯)k¯) >
= Vh,N (k¯)∇Ψh ⊗∇v
with some matrix of C1 functions, Vh,N (k¯) = Vh,N(y, k¯), defined on Ω×{k |
|k| ≤ δ} such that
sup
|k¯|≤δ
‖(Vh,N(·, k¯), ∂k¯Vh,N (·, k¯))‖H1∞(Ω) ≤ C.
Thus, we may write hN (v, Ψh) as
hN (v, Ψh) = Vh,N (∇¯Ψh)∇Ψh ⊗∇v + σV′Γ (∇¯Ψh)∇¯Ψh ⊗ ∇¯2Ψh, (438)
and so, we can define the extension of hN (v, Ψh) by letting
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h˜N (v, Ψh) = Vh,N(∇¯E2[Ψh])∇¯E2[Ψh]⊗∇E1[v]
+ σV 1Γ (∇¯E2[Ψh])∇¯E2[Ψh]⊗ ∇¯2E2[Ψh].
(439)
Using Lemma 6.2, Lemma 6.4, (420), and (421), we have
‖h˜N (v, Ψh)‖Lp(R,H1q (Ω)) + ‖h˜N(v, Ψh)‖H1/2p (R,Lq(Ω))
≤ C(ǫ + T 1/p′L+ T (q−N)/(pq)L1+N/(2q))
× (‖e−γtE1[v]‖Lp(R,H2q (Ω)) + ‖e−γtE1[v]‖H1p(R,Lq(Ω))
+ ‖e−γt∇¯2E2[Ψh]‖Lp(R,H1q (Ω)) + ‖e−γt∇¯2E2[Ψh]‖H1/2p (R,Lq(Ω))).
By the fact that H1p (R, Lq(Ω)) ⊂ H1/2p (R, Lq(Ω)), we have
‖e−γt∇¯2E2[Ψh]‖H1/2p (R,Lq(Ω)) ≤ ‖e
−γt∇¯2E2[Ψh]‖H1p(R,Lq(Ω)) ≤ C(ǫ+ L).
Therefore, by (420), (421), (403), and (404), we have
‖h˜N (v, Ψh)‖Lp(R,H1q (Ω)) + ‖h˜N(v, Ψh)‖H1/2p (R,Lq(Ω))
≤ C(ǫ + T 1/p′L+ T (q−N)/(pq)L1+N/(2q))(B + L).
(440)
Let
E˜p,q,T (u, ρ) = ‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω))
+ ‖ρ‖
Lp((0,T ),W
3−1/q
q (Γ ))
+ ‖∂tρ‖Lp((0,T ),W 2−1/qq (Γ )).
Notice that
Ep,q,T (u, ρ) = E˜p,q,T (u, ρ) + ‖∂tρ‖L∞((0,T ),H1q (Ω)).
Applying Corollary 4.6 and using the estimates (405), (418), (431), (437),
(440), and (404), we have
E˜p,q,T (u, ρ) ≤ Ceγκ−bTDǫ (441)
with
Dǫ = B + κ
−bǫ+ T 1/p(L+B)2
+ (ǫ + T 1/p
′
L)L+ (L +Bκ−1/pT 1/p)(ǫ+ T 1/p
′
L)
+ L(L+B)(ǫ + T 1/p
′
L+ κ(1−1/s)/p
′
+ T (1−1/s)/p
′
)
+ (ǫ + L(T 1/p
′
+ T 1/p) + T (q−N)/(pq)L1+N/(2q))(L+B)}
for some positive constants γ and C independent of B, ǫ and T . Combining
(408) and (409) with (441) yields that
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‖u‖
L∞((0,T ),B
2(1−1/p)
q,p (Ω))
≤ C(B + E˜p,q,T (u, ρ)),
‖ρ‖
L∞((0,T ),B
3−1/p−1/q
q,p (Γ ))
≤ C(ǫ + E˜p,q,T (u, ρ)).
(442)
Noting that 3− 1/p− 1/q > 2− 1/q, by the kinetic equation in Eq.(399) and
(442) we have
sup
t∈(0,T )
‖∂tρ(·, t)‖W 1−1/qq (Γ )
≤ ‖uκ‖H1q (Ω) sup
t∈(0,T )
‖ρ(·, t)‖
W
2−1/q
q (Γ )
+ C sup
t∈(0,T )
‖u(·, t)‖H1q (Ω) + sup
t∈(0,T )
‖d(·, t)‖
W
1−1/q
q (Γ )
≤ CB(ǫ + E˜p,q,T ) + C(B + E˜p,q,T (u, ρ)) + C(L +B)(ǫ + T 1/p′L). (443)
Since we may assume that 0 < ǫ < 1 and B ≥ 1, combining (441) and (443)
yields that
Ep,q,T (u, ρ) ≤ A1B +A2(L +B)(ǫ+ T 1/p′L) +A3Beγκ−bTDǫ. (444)
for some constantsA1, A2 and A3 independent ofB, ǫ, κ and T . Let κ = ǫ = T ,
and then we have Dǫ = B + ǫ
1−b +D′ǫ with
D′ǫ = ǫ
1/p(L+B)2(ǫ+ ǫ1/p
′
L)L+ (L +B)(ǫ + ǫ1/p
′
L)
+ L(L+B)(ǫ + ǫ1/p
′
L+ 2ǫ(1−1/s)/p
′
)
+ (ǫ + L(ǫ1/p
′
+ ǫ1/p) + ǫ(q−N)/(pq)L1+N/(2q))(L+B)}.
Choosing ǫ ∈ (0, 1) so small that
D′ǫ ≤ B, ǫ1−b ≤ B, γκ−bT = γǫ1−b ≤ 1,
(L+B)(ǫ + T 1/p
′
L) = (L+B)(ǫ + ǫ1/p
′
L) ≤ 2B
by (444), we have Ep,q,T (u, ρ) ≤ A1B + 2A2B + 3A3eB2. Thus, setting L =
A1B + 2A2B + 3A3eB
2, we finally obtain
Ep,q,T (u, ρ) ≤ L. (445)
Let M be a map defined by letting M(v, h) = (u, ρ), and then by (445)
M maps UT into itself. We can also prove that M is a contraction map.
Namely, choosing κ = ǫ = T smaller if necessary, we can show that for any
(vi, hi) ∈ UT (i = 1, 2),
Ep,q,T (M(v1, h1)−M(v2, h2)) ≤ (1/2)Ep,q,T ((v1, ρ1)− (v2, ρ2)).
Thus, by the contraction mapping principle, we have Theorem 6.1, which
completes the proof of Theorem 6.1.
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We finally prove the inequalities (408) and (409). Let E1[v] be the function
given in (424). By (425) and (224), we have
‖v‖
L∞((0,T ),B
2(1−1/p)
q,p (Ω))
≤ ‖E1[v]‖L∞((0,T ),B2(1−1/p)q,p (Ω))
≤ C{‖E1[v]‖Lp((0,∞),H2q (Ω)) + ‖∂tE1[v]‖Lp((0,∞),Lq(Ω))},
which, combined with (420), leads to the inequality (408). Analogously, using
E2[Ψh] given in (424) and (224), we have
‖Ψh‖L∞((0,T ),B3−1/p−1/qq,p (Γ ))
≤ C{‖Ψh‖Lp((0,T ),H3q (Ω)) + ‖∂tΨh‖Lp((0,T ),H2q (Ω))},
which, combined with (421) and (97), leads to the inequality in (409).
7 Global well-posedness in a bounded domain closed to
a ball
In this section, we study the global well-posedness of Eq. (1). As was stated
in Subsec.3.4, we consider the problem in the following setting. Let BR be
the ball of radius R centered at the origin and let SR be a sphere of radius R
centered at the origin. We assume that
(A.1) |Ω| = |BR| = R
NωN
N
, where |D| denotes the Lebesgue measure of a
Lebesgue measurable set D in RN and ωN is the area of S1.
(A.2)
∫
Ω
x dx = 0.
(A.3) Γ is a normal perturbation of SR given by
Γ = {x = y + ρ0(y)n(y) | y ∈ SR}
with a given small function ρ0(y) defined on SR.
Here, n = y/|y| is the unit outer normal to SR. n is extended to RN by
n = R−1y. Let Γt be given by
Γt = {x = y + ρ(y, t)n+ ξ(t) | y ∈ SR}
= {x = y +R−1ρ(y, t)y + ξ(t) | y ∈ SR}
(446)
where ρ(y, t) is an unknown function with ρ(y, 0) = ρ0(y) for y ∈ SR. Let ξ(t)
be the barycenter point of the domain Ωt defined by
ξ(t) =
1
|Ω|
∫
Ωt
x dx.
Here, by (8), we have |Ωt| = |Ω|. Notice that ξ(t) is also unknown. It follows
from the assumption (A.2) that ξ(0) = 0. Moreover, by (17) we have
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ξ′(t) =
1
|Ω|
∫
Ωt
v(x, t) dx. (447)
Given any function ρ defined on SR, let Hρ be a suitable extension of ρ such
that Hρ = ρ on SR and (97) holds. We define the Hanzawa transform centered
at ξ(t) by (159). In the following, we set Ψρ = R
−1Hρy and we assume that
sup
t∈(0,T )
‖Ψρ(·, t)‖H1
∞
(BR) ≤ δ. (448)
We will choose δ so small that several conditions hold. For example, since
|Ψρ(y, t)− Ψρ(y′, t)| ≤ ‖∇Ψρ(·, t)‖L∞(BR)|y − y′|, if 0 < δ < 1/4, then
|hρ(y, t)− hρ(y′, t)| ≥ (1− 2δ)|y − y′| ≥ (1/2)|y − y′| for any y, y′ ∈ BR,
and so the Hanzawa transform is a bijective map from BR onto Ωt with
Ωt = {x = hρ(y, t) | y ∈ BR} for t ∈ (0, T ). (449)
Let v0(x) be an initial data for Eq. (1), and then we set u0(y) = v0(hρ0(y)),
where hρ0(y) = y+R
−1Hρ0y. Notice that hρ0(y) = hρ(y, 0) if ρ|t=0 = ρ0. Let
v and p satisfy Eq. (1) and we set
u(y, t) = v(hρ(y, t), t), q(y, t) = p(hρ(y, t), t)− σ(N − 1)
R
. (450)
We then see from the consideration in Sect. 3 that u, q and ρ satisfy the
following equations:
∂tu−Div (µD(u) − qI) = f(u, Ψρ) in BTR ,
divu = g(u, Hρ) = div g(u, Ψρ) in B
T
R ,
∂tρ− n · Pu = d˜(u, Ψρ) on STR ,
Π0(µD(u)n) = h
′(u, Ψρ) on STR ,
< µD(u)n,n > −q− σBρ = hN (u, Ψρ) on STR ,
(u, ρ)|t=0 = (u0, ρ0) in BR × SR,
(451)
where BTR = BR × (0, T ), STR = SR × (0, T ), n = y/|y| for y ∈ SR,
Pu = u− 1|BR|
∫
BR
u dy, B = ∆SR+
N − 1
R2
, and∆SR is the Laplace-Beltrami
operator on SR. Where, the functions in the right side of (451), f(u, Ψρ),
g(u, Ψρ), g(u, Ψρ), and h
′(u, Ψρ) are nonlinear terms given in (112), (107),
and (138), respectively. And, hN(u, Ψρ) is given in the formula (461) of Sub-
sec. 7.1 below. Since dx = dy + J0(k)dy with
J0(k) = det

∂Ψρ1(y,t)
∂y1
· · · ∂Ψρ1(y,t)∂yN
...
. . .
...
∂ΨρN (y,t)
∂y1
· · · ∂ΨρN (y,t)∂yN

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for Ψρ =
⊤(Ψρ1, . . . , ΨρN ), by (447) we have
ξ′(t) =
1
|BR|
∫
BR
u(y, t) dy +
1
|BR|
∫
BR
u(y, t)J0(k) dy, (452)
where k = ∇Ψρ. Thus, by (131) and (132), we have ∂tρ − n · Pu = d˜(u, Ψρ),
where d˜(u, Ψρ) is given by letting
d˜(u, Ψρ) = d(u, Ψρ)− < u | ∇′Γ ρ > +
1
|Ω|
∫
BR
u(y, t)J0(k) dy, (453)
with d(u, Ψρ) given in (132).
We now state our main result of this section. For this purpose, we make
several definitions. From the assumptions (A.1) and (A.2) it follows that ρ0
should satisfy the following conditions:
RNωN
N
=
∫
Ω
dx =
∫
|ω|=1
∫ R+ρ0(Rω)
0
rN−1 dr dω =
∫
|ω|=1
(R + ρ0(Rω))
N
N
dω,
0 =
∫
Ω
xi dx =
∫
|ω|=1
∫ R+ρ0(Rω)
0
ωir
N dr dω =
∫
|ω|
(R+ ρ0(Rω))
N+1
N + 1
ωi dω
for i = 1, . . . , N , and so, we have the compatibility conditions for ρ0 as follows:
N∑
k=1
NCk
∫
SR
(R−1ρ0(y))k dω = 0,
N+1∑
k=1
N+1Ck
∫
SR
yi(R
−1ρ0(y))k dω = 0
(454)
where NCk =
N !
k!(N−k)! and dω denotes the surface element of SR, because∫
S1
dω = ωN and
∫
S1
ωi dω = 0. Let Rd = {u | D(u) = 0}, and then Rd is a
finite dimensional vector space spanned by constant N -vectors and first order
polynomials xiej − xjei (i, j = 1, . . . , N), where ei are N -vector whose ith
component is 1 and other components are zero. Let Md be the dimension of
Rd and let pℓ = |BR|−1/2eℓ (ℓ = 1, . . . , N), and pℓ (ℓ = N+1, . . . ,Md) be one
of c1R(xiej − xjei) with c1R =
√
(N + 2)/(2R2|BR|). Since (pℓ,pm)BR = δℓ,m
for ℓ, m = 1, . . . ,Md, the set {pℓ}Mdℓ=1 forms a orthogonal basis of Rd with
respect to the L2(BR) inner-product (·, ·)BR .
We know that Bxi = 0 on SR for i = 1, . . . , N . Setting ϕ1 = |SR|−1/2
and ϕℓ = c
2
Rxℓ (ℓ = 2, . . . , N + 1) with c
2
R =
√
N/(RN+1ωN ), we see that
(ϕi, ϕj)SR = δij (i, j = 1, . . . , N +1), and therefore the set {ϕi}N+1i=1 forms an
orthogonal basis of the space {ψ | Bψ = 0 on SR} ∪ C with respect to the
L2(SR) inner-product (·, ·)SR . In this section, we set
Sp,q((a, b)) = {(u, q, ρ) | u ∈ H1p ((a, b), Lq(BR)N ) ∩ Lp((a, b), H2q (BR)N ),
q ∈ Lp((a, b), H1q (SR)),
ρ ∈ H1p ((a, b),W 2−1/qq (SR)) ∩ Lp((a, b),W 3−1/qq (SR))}. (455)
Our main result of this section is the following.
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Theorem 7.1 Let p and q be real numbers such that 2 < p <∞, N < q <∞
and 2/p + N/q < 1. Assume that (A.1), (A.2) and (A.3) hold. Then, there
exists a small number ǫ > 0 such that if initial data u0 ∈ B2(1−1/p)q,p (BR) and
ρ0 ∈ B3−1/p−/qq,p (SR) satisfy the smallness condition:
‖u0‖B2(1−1p)q,p (BR) + ‖ρ0‖B3−1/p−1/qq,p (SR) ≤ ǫ, (456)
the compatibility conditions (454) and
divu0 = g(u0, ρ0) = div g(u0, ρ0) in BR,
(µD(u0)n)τ = g
′(u0, ρ0) on SR,
(457)
and the orthogonal condition:
(v0, ei)Ω = 0, (v0, xiej − xjei)Ω = 0, (458)
for i, j = 1, . . . , N , then problem (451) with T =∞ admits a unique solution
(u, q, ρ) ∈ Sp,q((0,∞)) possessing the estimate:
‖eηt∂tu‖Lp((0,∞),Lq(BR)) + ‖eηtu‖Lp((0,∞),H2q (BR)) + ‖eηt∇q‖Lp((0,∞),Lq(BR))
+ ‖eηt∂tρ‖Lp((0,∞),W 2−1/qq (SR)) + ‖e
ηtρ‖
Lp((0,∞),W 3−1/qq (SR)) ≤ Cǫ
for some positive constants C and η independent of ǫ.
7.1 Derivation of nonlinear term hN(u, Ψρ) in Eq. (451)
In this subsection, we derive the nonlinear term hN (u, Ψρ) in (451). Let ω ∈ S1
be represented by ω = ω(p1, . . . , pN−1) with a local coordinate (p1, . . . , pN−1),
and then for x = (R+ ρ)ω + ξ(t) ∈ Γt, we have
∂x
∂pj
= (R + ρ)τj +
∂ρ
∂pj
ω
where τj =
∂ω
∂pj
. Since τj ·ω = 0, the (i, j)th component of the first fundamental
form Gt of Γt is given by
gtij =
∂x
∂pi
· ∂x
∂pj
= (R+ ρ)2gij +
∂ρ
∂pi
∂ρ
∂pj
,
where gij = τi · τj are the (i, j)th elements of the first fundamental form, G,
of S1, and so
Gt = (R+ ρ)
2(G+ (R + ρ)−2∇pρ⊗∇pρ)
= (R+ ρ)2G(I + (R+ ρ)−2(G−1∇pρ)⊗∇pρ),
where ∇pρ = ⊤(∂ρ/∂p1, . . . , ∂ρ/∂pN−1). Since
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det(I+ a′ ⊗ b′) = 1 + a′ · b′, (I+ a′ ⊗ b′)−1 = I− a
′ ⊗ b′
1 + a′ · b′ (459)
for any N − 1 vectors a′ and b′ ∈ RN−1, we have
G−1t = (R + ρ)
−2
(
I− (R + ρ)
−2(G−1∇pρ)⊗∇pρ
1 + (R + ρ)−2 < G−1∇pρ,∇pρ >
)
G−1
= (R + ρ)−2G−1 +O2.
Here and in the following, O2 denote the same symbol as in (142). Namely,
gijt = (R+ ρ)
−2gij +O2,
componentwise.
We next calculate the Christoffel symbols of Γt. Since
τti = (R + ρ)τi +
∂ρ
∂pi
ω,
τtij = (R + ρ)τij +
∂ρ
∂pj
τi +
∂ρ
∂pi
τj +
∂2ρ
∂pi∂pj
ω,
we have
< τtij , τtℓ > = (R+ ρ)
2 < τij , τℓ > +(R+ ρ)(
∂ρ
∂pℓ
ℓij + giℓ
∂ρ
∂pj
+ gjℓ
∂ρ
∂pi
)
+
∂2ρ
∂pi∂pj
∂ρ
∂pℓ
,
and so
Λktij = g
kℓ
t < τtij , τtℓ >
=< (R + ρ)−2gkℓ +O2, (R + ρ)2 < τij , τℓ >
+ (R+ ρ)(
∂ρ
∂pℓ
ℓij + giℓ
∂ρ
∂pj
+ gjℓ
∂ρ
∂pi
) +
∂2ρ
∂pi∂pj
∂ρ
∂pℓ
>
= Λkij + (R + ρ)
−1(gkℓ
∂ρ
∂pℓ
ℓij + δ
k
i
∂ρ
∂pj
+ δkj
∂ρ
∂pi
+ ((R+ ρ)−2gkℓ
∂ρ
∂pℓ
+O2)
∂2ρ
∂pi∂pj
+O2.
Thus,
∆Γtf = g
ij
t (∂i∂jf − Λktij∂kf)
= (R + ρ)−2gij(∂i∂jf − Λkij∂kf) + (Ak∇2pρ+O2)∂kf
with
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Ak∇pρ = ((R + ρ)−4gkℓgij ∂ρ
∂pℓ
+O2)
∂2ρ
∂pi∂pj
,
and so
H(Γt)nt = ∆Γt [(R+ ρ)ω + ξ(t)]
= (R+ ρ)−2gij(∂i∂j − Λkij∂k)((R + ρ)ω) + (Ak∇2pρ+O2)∂k((R + ρ)ω)
= (R+ ρ)−1gij(∂i∂jω − Λkij∂kω) + (R + ρ)−2gij(∂iρ∂jω + ∂jρ∂iω)
+ (R + ρ)−2gij(∂i∂jρ− Λkij∂kρ)ω + ((Ak∇2pρ+O2)∂kρ)ω
+ (Ak∇2pρ+O2)(R + ρ)∂kω.
Combining this formula with (121), recalling n = ω in this case and using
< ∂iω, ω >= 0 gives
< H(Γt)nt nt >=< H(Γt)nt, ω − gkℓ(∂ℓρ)τk +O2 >
= (R+ ρ)−1 < ∆S1ω, ω > +(R+ ρ)−2∆S1ρ+ (A
k∇2pρ+O2)∂kρ
+ (R + ρ)−1gkℓ∂ℓρ < ∆S1ω, τℓ > +(Am∇2pρ)∂mρ+O2∇2pρ+O2.
Since ∆S1ω = −(N − 1)ω, we have
< H(Γt)nt,nt > = −(R+ ρ)−1(N − 1) + (R+ ρ)−2∆S1ρ
+ (Am∇2pρ)∂mρ+O2∇2pρ+O2.
Since
(R+ ρ)−1 =R−1 − ρR−2 +O(ρ2),
(R+ ρ)−2∆S1ρ = R
−2∆S1ρ+ 2R
−3ρ∆S1ρ+O2∇2pρ,
we have
< H(Γt)nt,nt >
= −N − 1
R
+ Bρ+ 2R−3ρ∆S1ρ+ (Am∇2pρ)∂mρ+O2∇2pρ+O2.
(460)
Replacing the pressure term q by q+ σN−1R , we have
< µD(u)n,n > −q− σBρ = hN (u, Ψρ)
on STR . In view of (146), (149), and (438), hN (u, Ψρ) may be defined by letting
hN (u, Ψρ) = Vh,N (∇¯Ψρ)∇¯Ψρ ⊗∇v + σV˜′Γ (∇¯Ψρ)∇¯Ψρ ⊗ ∇¯2Ψρ, (461)
where Vh,N (k¯) and V˜
′
Γ (k¯) are functions defined on Ω × {k¯ | |k¯| ≤ δ} pos-
sessing the estimate:
sup
|k¯|≤δ
‖(Vh,N(·, k¯), ∂k¯Vh,N (·, k¯))‖H1
∞
(Ω) ≤ C,
sup
|k¯|≤δ
‖(V˜′Γ (·, k¯), ∂k¯V˜′Γ (·, k¯))‖H1∞(Ω) ≤ C,
for some constant C.
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7.2 Local well-posedness
In this subsection, we prove the local well-posedness of Eq. (451).
Theorem 7.2 Let N < q < ∞, 2 < p < ∞ and T > 0. Assume that
2/p + N/q < 1. Then, there exists a constant ǫ > 0 depending on T such
that if initial data u0 ∈ B2(1−1/p)q,p (BR) and ρ0 ∈ B3−1p−1qq,p (SR) satisfy the
smallness condition:
‖u0‖B2(1−1/p)q,p (BR) + ‖ρ0‖B3−1/p−1/qq,p (SR) ≤ ǫ
2 (462)
and the compatibility condition:
divu0 = g(u0, ρ0) in BR, Π0(µD(u0)n) = µh
′(u0, ρ0) on SR, (463)
then problem (451) admits unique solutions (u, q, ρ) ∈ Sp,q((0, T )) possessing
the estimates:
sup
0<t<T
‖Ψρ(·, t)‖H1
∞
(BR) ≤ δ, Ep,q,T (u, ρ) ≤ ǫ.
Here and in the following, for η ∈ R and 0 ≤ a < b ≤ ∞, we set
Ep,q,T (u, ρ) = ‖∂tu‖Lp((0,T ),Lq(BR)) + ‖u‖Lp((0,T ),H2q (BR))
+ ‖∂tρ‖Lp((0,T ),W 2−1/qq (SR)) + ‖ρ‖Lp((0,T ),W 3−1/qq (SR))
+ ‖∂tρ‖L∞((0,T ),W 1−1/qq (SR)).
To prove Theorem 7.2 the key tool is the maximal Lp-Lq regularity for the
following linear equations:
∂tu−Div (µD(u) − qI) = f in BTR,
divu = g = div g in BTR,
∂tρ− n · Pu = d on STR ,
µD(u)− qI)n− σ(Bρ)n = h on STR ,
(u, ρ)|t=0 = (u0, ρ0) in BR × SR.
(464)
Setting F1u = 1|BR|
∫
BR
u dx, and F2ρ = σR−2(N−1)ρ, by Theorem 4.2 and
Theorem 4.3, we have the following theorem.
Theorem 7.3 let 1 < p, q <∞ and 2/p+1/q 6= 0. Let T > 0. Then, there ex-
ists a γ0 > 0 such that the following assertion holds: Let u0 ∈ B2(1−1/p)q,p (BR)N
and ρ0 ∈ B1−1/p−1/qq,p (SR) be initial data for Eq. (464) and let f , g, g, d, h be
given functions in the right side of Eq. (464) with
f ∈ Lp((0, T ), Lq(BR)N ), e−γtg ∈ H1p (R, H1q (BR)) ∩H1/2p (R, Lq(BR)),
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e−γtg ∈ H1p (R, Lq(BR)), d ∈ Lp((0, T ),W 2−1/qq (SR)),
e−γth ∈ H1p (R, H1q (BR)N ) ∩H1/2p (R, Lq(BR)N )
for all γ ≥ γ0. Assume that the compatibility condition: divu0 = g|t=0 in BR
holds. In addition, the compatibility condition: Π0(µD(u0)) = Π0(h|t=0) on
Γ holds provided 2/p+1/q < 1. Then, problem (464) admits unique solutions
(u, q, ρ) ∈ Sp,q((0,∞)) possessing the estimate:
‖∂tu‖Lp((0,T )Lq(BR)) + ‖u‖Lp((0,T ),H2q (BR)) + ‖∂tρ‖Lp((0,T ),W 2−1/qq (SR))
+ ‖ρ‖
Lp((0,T ),W
3−1/q
q (SR))
≤ CeγT (‖u0‖B2(1−1/p)q,p (BR) + ‖ρ0‖B3−1/p−1/qq,p (SR)
+ ‖f‖Lp((0,T ),Lq(BR)) + ‖e−γt(g,h)‖Lp(R,H1q (BR)) + ‖e−γt(g,h)‖H1/2p (R,Lq(BR))
+ ‖e−γt∂tg‖Lp(R,Lq(BR)) + ‖d‖Lp((0,T ),W 2−1/qq (SR)) (465)
for any γ ≥ γ0 with some constant C independent of γ.
Proof of Theorem 7.2. In what follows, using the Banach fixed point
argument, we prove Theorem 7.2. Let Uǫ be the underlying space defined by
Uǫ = {(u, ρ) | u ∈ H1p ((0, T ), Lq(BR)N ) ∩ Lp((0, T ), H2q (BR)N ),
ρ ∈ H1q ((0, T ),W 2−1/qq (SR)) ∩ Lp((0, T ),W 3−1/qq (SR)),
u|t=0 = u0 in BR, ρ|t=0 = ρ0 on SR,
sup
0<t<T
‖Ψρ(·, t)‖H1
∞
(BR) ≤ δ, Ep,q,T (u, ρ) ≤ ǫ}. (466)
We recall that Ψρ = Hρn and Hρ is a suitable extension of ρ to BR such that
Hρ = ρ on SR and (97) holds. Since N < q <∞ and 2/p+N/q < 1, we have
sup
t∈(0,T )
‖f(·, t)‖H1
∞
(BR) ≤ Cp,q sup
t∈(0,T )
‖f(·, t)‖
B
2(1−1/p)
q,p (BR)
,
sup
t∈(0,T )
‖f(·, t)‖H2
∞
(BR) ≤ Cp,q sup
t∈(0,T )
‖f(·, t)‖
B
3−1/p
q,p (BR)
.
(467)
Let (v, h) ∈ Uǫ. We then consider the linear equations:
∂tu−Div (µD(u)− qI) = f(v, Ψh) in BTR ,
divu = g(v, Hh) = div g(v, Ψh) in B
T
R ,
∂tρ− n · Pu = d˜(v, Ψh) on STR ,
(µD(u) − qI)n− σ(Bρ)n = h(v, Ψh) on STR ,
(u, ρ)|t=0 = (u0, ρ0) in BR × SR.
(468)
Noting (408) and (409), we have
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‖v‖
L∞((0,T ),B
2(1−1/p)
q,p (BR))
≤ Cǫ2,
‖ρ‖
L∞((0,T ),B
3−1/p−1/q
q,p (SR))
≤ Cǫ2,
sup
t∈(0,T )
‖Ψh(·, t)‖H1
∞
(BR) ≤ δ,
‖∂tv‖Lp((0,T ),Lq(BR)) + ‖v‖Lp((0,T ),H2q (BR))
+ ‖∂th‖Lp((0,T ),W 2−1/qq (SR)) + ‖h‖Lp((0,T ),W 3−1/qq (SR))
+ ‖∂th‖L∞((0,T ),W 1−1/qq (SR)) ≤ ǫ
2.
(469)
Employing the same argument as in the proof of Theorem 6.1, we have
‖f(v, Ψh)‖Lq(BR) ≤ C{(‖v(·, t)‖H1q (BR) + ‖∂tΨh(·, t)‖H1q (BR))‖v(·, t)‖H1q (BR)
+ ‖Ψh(·, t)‖H2q (BR)(‖∂tv(·, t)‖Lq(BR) + ‖v(·, t)‖H2q (BR))}.
(470)
Putting (470), (408), (409), (466), and (469), we have
‖f(v, Ψh)‖Lp((0,mT ),Lq(BR)) ≤ Cǫ2. (471)
Here and in the following, C denotes a generic constant independent of ǫ.
Moreover, since we choose ǫ > 0 small enough eventually, we may assume
that 0 < ǫ < 1, and so ǫs ≤ ǫ2 for any s ≥ 2.
We next consider d˜(v, Ψh). In view of (452), for (v, h) ∈ Uǫ
ξ′(t) =
1
|BR|
∫
BR
v(y, t) dy +
1
|BR|
∫
BR
v(y, t)J0(k) dy.
Here and in the following, k = ∇Ψh. Thus, noting (469), we have
sup
t∈(0,T )
|ξ′(t)| ≤ sup
t∈(0,T )
‖v(·, t)‖Lq(BR) ≤ Cǫ,
and so by (469) and (158) we have
‖ < ξ′(t) | ∇′Γh > ‖L∞((0,T ),W 1−1/qq (SR))
≤ Cǫ‖h‖
L∞((0,T ),W
2−1/q
q (SR))
≤ Cǫ2,
‖ < ξ′(t) | VΓ (k¯)∇¯Ψh ⊗ ∇¯Ψh > ‖L∞((0,T ),W 1−1/qq (SR))
≤ Cǫ‖h‖2
L∞((0,T ),W
2−1/q
q (SR))
≤ Cǫ3,
‖ < ξ′(t) | ∇′Γh > ‖Lp((0,T ),W 2−1/qq (SR))
≤ Cǫ‖h‖
Lp((0,T ),W
3−1/q
q (SR))
≤ Cǫ2,
‖ < ξ′(t) | VΓ (k¯)∇¯Ψh ⊗ ∇¯Ψh > ‖Lp((0,T ),W 2−1/qq (SR))
≤ Cǫ(1 + ‖h‖
L∞((0,T ),W
2−1/q
q (SR))
)‖h‖
Lp((0,T ),W
3−1/q
q (SR))
≤ Cǫ2(1 + ǫ).
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Estimating the rest of d(v, h) given in (132) defined by replacing u and ρ by
v and h in the similar manner to the proof of (411), we have
‖d(v, Ψh)‖L∞((0,T ),W 1−1/qq (SR)) ≤ Cǫ
2, ‖d(v, Ψh)‖Lp((0,T ),W 2−1/qq (SR)) ≤ Cǫ
2.
Moreover, by (397), (408), (409), and (469), we have
‖ < v | ∇′Γh > ‖L∞((0,T ),W 1−1/qq (SR))
≤ C‖v‖L∞((0,T ),H1q (BR))‖h‖L∞((0,T ),W 2−1/qq (SR)) ≤ Cǫ
2;
‖ < v | ∇′Γh > ‖Lp((0,T ),W 2−1/qq (SR))
≤ C{‖v‖Lp((0,T ),H2q (BR))‖h‖L∞((0,T ),W 2−1/qq (SR))
+ ‖v‖L∞((0,T ),H1q (BR))‖h‖Lp((0,T ),W 3−1/qq (SR))} ≤ Cǫ
2.
And also,∫
BR
|v(y, t)J0(k)| dy ≤ |BR|1/q′‖v(·, t)‖Lq(BR)‖∇Ψh(·, t)‖L∞(BR),
and so by (469) we have∥∥∥∫
BR
vJ0 dy
∥∥∥
L∞((0,T ),W
1−1/q
q (SR))
≤ Cǫ2,∥∥∥∫
BR
vJ0 dy
∥∥∥
Lp((0,T ),W
2−1/q
q (SR))
≤ Cǫ2.
Combining estimates obtained above gives
‖d˜(v, Ψh)‖L∞((0,T ),W 1−1/qq (SR)) ≤ Cǫ
2,
‖d˜(v, Ψh)‖Lp((0,T ),W 2−1/qq (SR)) ≤ Cǫ
2.
(472)
We now consider g(v, Ψh) and g(v, Ψh). Let g˜(v, Ψh) and g˜(v, Ψh) be the
extension of g(v, Ψh) and g(v, Ψh) to the whole time line R given in (429) and
(433), respectively. By (430) we have
‖e−γt∂tg˜(v, Ψh)‖Lp(R,Lq(BR))
≤ C{‖E2[Ψh]‖L∞(R,H2q (BR))‖e−γt∂tE1[v]‖Lp(R,Lq(BR))
+ ‖e−γtE2[Ψh]‖Lp(R,H2q (BR))‖E1[v]‖L∞(R,H1q (BR))},
and so by (420), (421), and (469), we have
‖e−γt∂tg˜(v, Ψh)‖Lp(R,Lq(BR)) ≤ Cǫ2. (473)
Analogously, by (420), (421), Lemma 6.4, Lemma 6.5, (466), (408), and (409),
we have
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‖e−γtg˜(v, Ψh)‖H1/2p (R,Lq(BR)) + ‖e
−γtg˜(v, Ψh)‖Lp(R,H1q (BR)) ≤ Cǫ2. (474)
We next consider h′(v, Ψh). Let h˜′(v, Ψh) be the extension of h′(v, Ψh) to
the whole time line RN given by (436). By Lemma 6.4 and Lemma 6.5, we
have
‖e−γth˜′(v, Ψh)‖H1/2p (R,Lq(BR)) + ‖e
−γth˜′(v, Ψh)‖Lp(R,H1q (Ω))
≤ C(‖∇¯E2[Ψh]‖L∞(R,H1q (BR)) + ‖∂t∇¯E2[Ψh]‖L∞(R,Lq(BR)))
× (‖e−γtE1[v]‖Lp(R,H2q (BR)) + ‖e−γt∂tE1[v]‖Lp(R,Lq(BR))).
Thus, by (420), (421), and (469), we have
‖e−γth˜′(v, Ψh))‖H1/2p (R,Lq(BR)) + ‖e
−γth˜′(v, Ψh)‖Lp(R,H1q (BR)) ≤ Cǫ2. (475)
We finally consider hN (v, Ψh) given in (461). Let h˜N (v, Ψh) be the exten-
sion of hN (v, Ψh) to the whole time interval R given by
h˜N(v, Ψh) = Vh,N (∇¯E2[Ψh])(∇¯E2[Ψh],∇E1[v])
+ σV˜′Γ (∇¯E2[Ψh])(∇¯E2[Ψh], ∇¯2E2[Ψh]).
(476)
By Lemma 6.4 and Lemma 6.5, we have
‖e−γth˜N (v, Ψh)‖H1/2p (R,Lq(BR)) + ‖e
−γth˜N (v, Ψh)‖Lp(R,H1q (BR))
≤ C(‖∂t∇¯E2[Ψh]‖L∞(R,Lq(BR)) + ‖∇¯E2[Ψh]‖L∞(R,H1q (BR)))
× (‖e−γt∂tE1[v]‖Lp(R,Lq(BR)) + ‖e−γtE1[v]‖Lp(R,H2q (BR))
+ ‖e−γt∂tE2[Ψh]‖Lp(R,H2q (BR)) + ‖e−γtE2[Ψh]‖Lp(R,H3q (BR))).
Thus, by (420), (421), and (469), we have
‖e−γth˜(v, Ψh)‖H1/2p ((R,Lq(BR)) + ‖e
−γth˜(v, Ψh)‖Lp((R,H1q (BR)) ≤ Cǫ2. (477)
Applying Theorem 7.3 to Eq. (468) and using (471), (472), (473), (474), (475),
and (477), we have
‖u‖Lp((0,T ),H2q (BR)) + ‖∂tu‖Lp((0,T ),Lq(BR))
+ ‖ρ‖
Lp((0,T ),W
3−1/q
q (SR))
+ ‖∂tρ‖Lp((0,T ),W 2−1/qq (SR)) ≤ Ce
γT ǫ2 (478)
for some positive constants C and γ. Moreover, by the third equation in (468),
we have
‖∂tρ‖L∞((0,T ),W 1−1/qq (SR))
≤ C(‖u‖L∞((0,T ),H1q (BR)) + ‖d˜(v, Ψh)‖L∞((0,T ),W 1−1/qq (SR))),
(479)
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which, combined with (408), (409), and (472), yields
‖∂tρ‖L∞((0,T ),W 1−1/qq (SR)) ≤ C(‖u0‖B2(1−1/p)q,p (BR))
+ ‖u‖Lp((0,T ),H2q (BR)) + ‖∂tu‖Lp((0,T ),Lq(BR)) + Cǫ2).
Combining this inequality with (478) gives
Ep,q,T (u, ρ) ≤ CeγT ǫ2 (480)
for some positive constants C and γ.
Let P be a map defined by P(v, h) = (u, ρ), and then choosing ǫ so small
that CeγT ǫ ≤ 1, by (480) we see that Ep,q,T (P(v, h)) ≤ ǫ, which shows that
P maps Uǫ into itself. Let (vi, hi) (i = 1, 2) be any two elements of Uǫ, and
then we have
Ep,q,T (P(v1, h1)− P(v2, h2)) ≤ CeγT ǫEp,q,T ((v1, h1)− (v2, h2))
for some positive constants C and γ, where we have used Ep,q,T ((vi, ρi)) ≤ ǫ
for i = 1, 2. Choosing ǫ so small that CeγT ǫ ≤ 1/2, we see that P is a
contraction map from Uǫ into itself, and so by the Banach fixed point theorem,
there exists a unique (u, ρ) ∈ Uǫ satisfying P(u, ρ) = (u, ρ). Thus, (u, ρ) is a
required unique soluton of Eq. (451), which completes the proof of Theorem
7.2.
7.3 Decay estimates of solutions for the linearized equations
To prove Theorem 7.1 the key tool is decay properties of solutions of the
Stokes equations:
∂tu−Div (µD(u) − pI) = f in BTR ,
divu = g = div g in BTR ,
∂tρ− n · Pu = d on STR ,
(µD(u)− pI)n− σ(Bρ)n = h on STR ,
(u, ρ)|t=0 = (u0, ρ0) in BR × SR.
(481)
Here and in the following, n = y/|y| ∈ S1. We will prove the following theorem.
Theorem 7.4 Let 1 < p, q <∞ and 2/p+1/q 6= 0. Let {pℓ}Mℓ=1 and {ϕj}N+1j=1
be orthogonal basis of Rd = {u | D(u) = 0} and {ψ | Bψ = 0 on SR} ∪ C,
which are given before Theorem 7.1. Then, there exists an η > 0 such that the
following assertion holds: Let u0 ∈ B2(1−1/p)q,p (BR)N and ρ0 ∈ B3−1/p−1/qq,p (SR)
be initial data for Eq. (481) and let f , g, g, d, h be given functions in the right
side of Eq. (481). Assume that
f ∈ Lp((0, T ), Lq(BR)N ), d ∈ Lp((0, T ),W 2−1/qq (SR)),
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and that there exist g˜η, g˜η and h˜η such that e
ηtg = g˜η, e
ηtg = g˜η, e
ηth = h˜η
for t ∈ (0, T ), div g˜η = g˜η for t ∈ R, and
g˜η ∈ H1p (R, H1q (BR)) ∩H1/2p (R, Lq(BR)), g˜η ∈ H1p (R, Lq(BR)),
h˜η ∈ H1p (R, H1q (BR)N ) ∩H1/2p (R, Lq(BR)N ).
Assume that the compatibility condition: divu0 = g|t=0 in BR holds. In ad-
dition, the compatibility condition: (µD(u0)n)τ = hτ |t=0 on Γ holds pro-
vided 2/p+ 1/q < 1. Then, problem (481) admits unique solutions (u, p, ρ) ∈
Sp,q((0, T )) possessing the estimate:
Ip,q,T (u, ρ; η) ≤ C
{
Jp,q,T (u0, ρ0, f , g,g, d,h; η)
+
M∑
ℓ=1
(∫ T
0
(eηs|(u(·, s),pℓ)BR |)p ds
)1/p
+
N+1∑
j=1
(∫ T
0
(eηs|(ρ(·, s), ϕj)SR |)p ds
)1/p }
(482)
for some constant C independent of η. Here and in the following, we set
Ip,q,T (u, ρ; η) = ‖eηtu‖Lp((0,T ),H2q (BR)) + ‖eηt∂tu‖Lp((0,T ),Lq(BR))
+ ‖eηtρ‖
Lp((0,T ),W
3−1/q
q (SR))
+ ‖eηt∂tρ‖Lp((0,T ),W 2−1/qq (SR));
Jp,q,T (u0, ρ0, f , g,g, d,h; η) = ‖u0‖B2(1−1/p)q,p (BR) + ‖ρ0‖B3−1/p−1/qq,p (SR)
+ ‖eηtf‖Lp((0,T ),Lq(BR)) + ‖eηtd‖Lp((0,T ),W 2−1/qq (SR)) + ‖∂tgη‖Lp(R,Lq(BR))
+ ‖(gη,hη)‖H1/2p (R,Lq(BR)) + ‖(gη,hη)‖Lp(R,H1q (BR))
To prove Theorem 7.3, we first consider the following shifted equations:
∂tu1 + λ1u1 −Div (µD(u1)− p1I) = f in BTR ,
divu1 = g = div g in B
T
R ,
∂tρ1 + λ1ρ1 − n · Pu1 = d on STR ,
(µD(u1)− p1I)n− σ(Bρ1)n = h on STR ,
(u1, ρ1)|t=0 = (u0, ρ0) on BR × SR.
(483)
For the shifted equation (483), we have
Theorem 7.5 Let 1 < p, q < ∞ and T > 0. Assume that 2/p + 1/q 6= 1.
Let λ0 be a constant given in Theorem 4.8. Let u0 ∈ B2(1−1/p)q,p (BR)N and
ρ0 ∈ B1−1/p−1/qq,p (SR) be initial data for Eq. (483) and let f , g, g, d, h be
given functions in the right side of Eq. (483) satisfying the same condition as
in Theorem 7.4. Moreover, there exist g˜0, g˜0 and h˜0 such that g = g˜0, g = g˜0
and h = h˜0 for t ∈ (0, T ), div g˜0 = g˜0 for t ∈ R, and
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g˜0 ∈ H1p (R, H1q (BR)) ∩H1/2p (R, Lq(BR)), g˜0 ∈ H1p (R, Lq(BR)),
h˜0 ∈ H1p (R, H1q (BR)N ) ∩H1/2p (R, Lq(BR)N ).
Assume that the compatibility condition: divu0 = g|t=0 in BR holds. In ad-
dition, the compatibility condition: (µD(u0)n)τ = hτ |t=0 on Γ holds provided
2/p+1/q < 1. Then, for any λ1 > λ0, problem (483) admits unique solutions
(u1, p1, ρ1) ∈ Sp,q((0, T )) possessing the estimate:
Ip,q,T (u1, ρ1; 0) ≤ CJp,q,T (u0, ρ0, f , g,g, d,h; 0)
for some constant C independent of T .
Proof. Let A2(λ), P2(λ) and H2(λ) be operators given in Theorem 4.8. Let
λ1 and λ2 be numbers for which λ1−λ0 > λ2 > 0. Then, for any λ ∈ −λ2+Σǫ
we have λ+ λ1 ∈ λ0 +Σǫ, and so by Theorem 4.8 we have
RL(Xq(Ω),H2−jq (Ω)N )({(τ∂τ )ℓ(λj/2A2(λ+ λ1)) | λ ∈ −λ2 +Σǫ0}) ≤ rb;
RL(Xq(Ω),Lq(Ω)N )({(τ∂τ )ℓ(∇P2(λ+ λ1)) | λ ∈ −λ2 +Σǫ0}) ≤ rb;
RL(Xq(Ω),W 3−kq (Γ ))({(τ∂τ )ℓ(λkH2(λ+ λ1)) | λ ∈ −λ2 +Σǫ0}) ≤ rb.
for ℓ = 0, 1, j = 0, 1, 2, and k = 0, 1. Thus, we can choose γ = 0 in the
argument on Subsec. 4.6, and so we have the theorem. ⊓⊔
For any η > 0, eηtu1, e
ηtp1 and e
ηtρ1 satisfy the equations:
∂t(e
ηtu1) + (λ1 − η)eηtu1 −Div (µD(eηtu1)− eηtp1I) = eηtf
div eηtu1 = e
ηtg = div eηtg
}
in BTR,
∂t(e
ηtρ1) + (λ1 − η)eηtρ1 − n · P (eηtu1) = eηtd
(µD(eηtu1)− eηtp1I)n) − σ(B(eηtρ1))n = eηth
}
on STR ,
(eηtu1, e
ηtρ1)|t=0 = (u0, ρ0) on BR × SR.
Given η > 0, we choose λ1 > 0 in such a way that λ1 −λ0 > η > 0, and then
by Theorem 7.5, we have the following corollary.
Corollary 7.6 Let 1 < p, q < ∞, T > 0 and η > 0. Assume that
2/p+ 1/q 6= 1. Let u0 ∈ B2(1−1/p)q,p (BR)N and ρ0 ∈ B1−1/p−1/qq,p (SR) be initial
data for Eq. (483) and let f , g, g, d, h be given functions in the right side of
Eq. (483) satisfying the same conditions as in Theorem 7.4. Assume that the
compatibility condition: divu0 = g|t=0 in BR holds. In addition, the compat-
ibility condition: (µD(u0)n)τ = hτ |t=0 on Γ holds provided 2/p + 1/q < 1.
Then, there exists a λ1 > 0 such that problem (483) admits unique solutions
(u1, p1, ρ1) ∈ Sp,q((0, T )) possessing the estimate:
Ip,q,T (u1, ρ1; η) ≤ CJp,q,T (u0, ρ0, f , g,g, d,h; η) (484)
for some constant C.
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We consider solutions u, p and ρ of problem (481) of the form: u = u1+v,
p = p1 + q and ρ = ρ1 + h, where u1, p1 and ρ1 are solutions of the shifted
equations (483), and then v, q and h should satisfy the equations:
∂tv −Div (µD(v) − qI) = −λ1u1, div v = 0 in BTR,
∂th− n · Pv = −λ1ρ1 on STR ,
(µD(v) − qI)n− σ(Bh)n = 0 on STR ,
(v, h)|t=0 = (0, 0) on BR × SR.
(485)
Recall the definition of Jq(Ω) given in (166) in Subsec. 4.5, that is
Jq(BR) = {f ∈ Lq(BR)N | (f ,∇ϕ)BR = 0 for any ϕ ∈ Hˆ1q′,0(BR)}.
Recall that
H1q,0(BR) = {ϕ ∈ H1q (BR) | ϕ|SR = 0},
Hˆ1q,0(BR) = {ϕ ∈ Lq,loc(BR) | ∇ϕ ∈ Lq(BR)N , ϕ|SR = 0}.
Since C∞0 (BR) is dense in Hˆ
1
q′,0(BR), the necessary and sufficient condition
in order that u ∈ Jq(BR) is that divu = 0 in BR. Let ψ ∈ H1q,0(BR) be a
solution of the variational equation:
(∇ψ,∇ϕ)BR = (u1,∇ϕ)BR for any ϕ ∈ H1q′,0(BR), (486)
and let w = u1 −∇ψ. Then, w ∈ Jq(BR) and
‖w‖Lq(BR) + ‖ψ‖H1q (BR) ≤ C‖u1‖Lq(BR). (487)
Using w and ψ , we can rewrite the first equation in (485) as follows:
∂tv −Div (µD(v) − (q+ λ1ψ)I) = −λ1w, div v = 0 in BTR.
Thus, in what follows we may assume that
u1 ∈ H1p ((0, T ), Jq(BR)) ∩ Lp((0, T ), H2q (BR)N ). (488)
According to the argument in Subsec. 4.3, we introduce a functional
P (v, h) ∈ H1q (BR) + Hˆ1q,0(BR) that is a unique solution of the weak Dirichlet
problem
(∇P (v, h),∇ϕ)BR = (Div (µD(v)) −∇div v,∇ϕ)BR (489)
for any ϕ ∈ Hˆ1q′,0(BR), subject to
P (v, h) = µ < D(v)n,n > −σ(Bh)− div v on SR. (490)
And then, to handle problem (485) in the semigroup setting, we consider the
initial value problem:
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∂tv −Div (µD(v) − P (v, h)I) = 0 in BR × (0,∞),
∂th− n · Pv = 0 on SR × (0,∞),
(µD(v) − qI)n− σ(Bh)n = 0 on SR × (0,∞),
(v, h)|t=0 = (v0, ρ0) on BR × SR.
(491)
Note that (µD(v)−P (v, h)I)n− σ(Bh)n = 0 on SR× (0,∞) is equivalent to
(D(v)n)τ = 0, div v = 0 on SR × (0,∞). (492)
Defining Hq(BR), Dq(BR) and Aq(v, h) by
Hq(BR) = {(v, h) | v ∈ Jq(BR), h ∈W 2−1/qq (SR)},
Dq(BR) = {(v, h) ∈ Hq(BR) | v ∈ H2q (BR)N , h ∈W 3−1/qq (SR),
(D(v)n)τ = 0 on SR},
Aq(v, h) = (Div (D(v) − P (v, h)I),−n · Pv) for (v, h) ∈ Dq(BR),
(493)
we see that Eq. (491) is formulated by
∂tU = AqU (t > 0), U |t=0 = U0 (494)
with U = (v, h) ∈ Dq(BR) for t > 0 and U0 = (u0, ρ0) ∈ Hq(BR). According
to Theorem 4.14, we see that Aq generates a C0 semigroup {T (t)}t≥0 on
Hq(BR). Moreover, if we define
J˙q(BR) = {f ∈ Jq(BR) | (f ,pℓ)BR = 0 (ℓ = 1, . . . ,M)};
W˙ ℓq (SR) = {g ∈W ℓq (SR) | (g, ϕj)SR = 0 (j = 1, . . . , N + 1)};
H˙q(BR) = {(f , g) | f ∈ J˙q(BR), g ∈ W˙ 2−1/qq (SR)};
‖(f , g)‖Hq = ‖f‖Lq(BR) + ‖g‖W 2−1/qq (SR);
‖(v, h)‖Dq = ‖v‖H2q (BR) + ‖h‖W 3−1/qq (SR),
(495)
then we have
Theorem 7.7 Let 1 < q < ∞. Then, {T (t)}t≥0 is exponentially stable on
H˙q, that is
‖T (t)(f , g)‖Hq ≤ Ce−η1t‖(f , g)‖Hq (496)
for any t > 0 and (f , g) ∈ H˙q(BR) with some positive constants C and η1.
Postponing the proof of Theorem 7.7 to the next section, we continue to prove
Theorem 7.3. Let
u˜1 = u1 −
M∑
ℓ−1
(u1(·, t),pℓ)BRpℓ, ρ˜1 = ρ1 −
N+1∑
j=1
(ρ1(·, t), ϕj)SRϕj ,
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and then (u˜1,pℓ)BR = 0 (ℓ = 1, . . . ,M) and (ρ˜1, ϕj)SR = 0 (j = 1, . . . , N+1).
Moreover, since divpℓ = 0, by (488) we have u˜1 ∈ Lp((0, T ), J˙q(BR)). Let
(v˜, h˜)(·, s) =
∫ s
0
T (s− r)(−λ1u˜1(·, r),−λ1ρ˜1(·, r)) dr,
and then by the Duhamel principle, v˜ and h˜ satisfy the equations:
∂tv˜ −Div (µD(v˜)− P (v˜, h˜)I) = −λ1u˜1, div v˜ = 0 in BTR,
∂th˜− n · P v˜ = −λ1ρ˜1 on STR ,
(µD(v˜)− P (v˜, h˜)I)n− σ(Bh˜)n = 0 on STR ,
(v˜, h˜)|t=0 = (0, 0) on BR × SR.
(497)
By (496),
‖(v˜, h˜)(·, s)‖Hq ≤ C
∫ s
0
e−η1(s−r)‖(u˜1(·, r), ρ˜1(·, r))‖Hq dr
≤ C
(∫ s
0
e−η1(s−r) dr
)1/p′(∫ s
0
e−η1(s−r)‖(u˜1(·, r), ρ˜1(·, r))‖pHq dr
)1/p
.
Choosing η > 0 smaller if necessary, we may assume that 0 < ηp < η1 without
loss of generality. Thus, by the inequality above we have∫ t
0
(eηs‖(v˜, h˜)(·, s)‖Hq )p ds
≤ C
∫ t
0
(∫ s
0
eηspe−η1(s−r)‖(u1(·, r), ρ1(·, r))‖pHq dr
)
ds
=
∫ t
0
(∫ s
0
e−(η1−pη)(s−r)(eηr‖(u1(·, r), ρ1(·, r))‖Hq )p dr
)
ds
=
∫ t
0
(eηr‖(u1(·, r), ρ1(·, r))‖Hq )p
(∫ t
r
e−(η1−pη)(s−r) ds
)
dr
≤ (η1 − pη)−1
∫ T
0
(eηr‖(u1(·, r), ρ1(·, r))‖Hq )p dr,
which, combined with (484), leads to
‖eηs(v˜, h˜)‖Lp((0,t),Hq) ≤ CJp,q,T (u0, ρ0, f , g,g, d,h; η) (498)
for any t ∈ (0, T ). If w˜ and k˜ satisfy the shifted equations:
∂tw˜ + λ1w˜ −Div (µD(w˜)− P (w˜, k˜)I) = f , div w˜ = 0 in BTR,
∂tk˜ + λ1k˜ − n · P w˜ = d on STR ,
(µD(w˜)− P (w˜, k˜)I)n− σ(Bk˜)n = 0 on STR ,
(w˜, k˜)|t=0 = (0, 0) on BR × SR,
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where we have set
f = −λ1u˜1 + λ1v˜, d = −λ1ρ˜1 + λ1h˜,
by (484) and (498), we have
Ip,q,T (w˜, k˜; η) ≤ CJp,q,T (u0, ρ0, f , fd, fd, g,h; η).
But, noting that v˜ and h˜ satisfy Eq.(497), by the uniqueness, we see that
w˜ = v˜ and k˜ = h˜ for t ∈ (0, T ), and so we have
Ip,q,T (v˜, h˜; η) ≤ CJp,q,T (u0, ρ0, f , fd, fd, g,h; η). (499)
Let
v = v˜ − λ1
M∑
ℓ=1
∫ t
0
(u1(·, s),pℓ)BR dspℓ,
h = h˜− λ1
N+1∑
j=1
∫ t
0
(ρ1(·, s), ϕj)SR dsϕj .
In this case,
P (v, h) = P (v˜, h˜) + λ1(N − 1)R−2σ
∫ t
0
(ρ1(·, s), ϕ1)SR dsϕ1.
In fact, letting
C = λ1(N − 1)R−2σ
∫ t
0
(ρ1(·, s), ϕ1)SR dsϕ1
for notational simplicity, we have
(∇(P (v, h) − (P (v˜, h˜) + C)),∇ψ)BR = 0
for any ψ ∈ Hˆ1q′,0(BR), because ∇ϕ1 = 0. Moreover, on SR we have
P (v, h)− (P (v˜, h˜) + C) = 0
because D(pℓ) = 0, divpℓ = 0, and
Bh = Bh˜− (N − 1)R−2λ1
∫ t
0
(ρ1(·, s), ϕ1)SR dsϕ1.
Thus, we have P (v, h) = P (v˜, h˜) + C.
By (497), we have
∂tv −Div (µD(v) − P (v, h)I) = −λ1u1, div v = 0 in BTR ,
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(µD(v) − P (v, h)I)n − σ(Bh)n = 0 on STR .
Recall that pℓ · n|SR = 0 for ℓ = N + 1, . . . ,M . Moreover, recalling that
pℓ = |BR|−1eℓ (ℓ = 1, . . . , N), we have
Ppℓ = |BR|−1
(
eℓ − |BR|−1
∫
BR
eℓ dy
)
= 0,
and therefore,
∂th− n · Pv = ∂th˜− n · P v˜ − λ1
N+1∑
j=1
(ρ1(·, t), ϕj)SR ϕj = −λ1ρ1 on STR .
Summing up, we have proved that v, q = P (v, h), and h satisfy the equations
(485).
By (499), we have
‖eηt∂t(v, h)‖Lp((0,T ),Hq) ≤ CJp,q,T (u0, ρ0, f , fd, fd, g,h; η) (500)
for any t ∈ (0, T ).
To estimate ‖eηt(v, h)‖Lp((0,T ),Dq), we use the following lemma.
Lemma 7.8 Let 1 < q < ∞. Let u ∈ H2q (BR)N ∩ Jq(BR) and ρ ∈
W
3−1/q
q (SR) satisfy the equations:
−Div (µD(u) − P (u, ρ)I) = f in BR,
n · Pu = g on SR,
(µD(u)− P (u, ρ)I)n− σ(Bρ)n = 0 on SR.
(501)
Then, there exists a constant C > 0 such that
‖(u, ρ)‖Dq ≤ C
{
‖(f , g)‖Hq +
M∑
ℓ=1
|(u,pℓ)BR |+
N+1∑
j=1
|(ρ, ϕj)SR |
}
. (502)
Postponing the proof of Lemma 7.8 to the next section, we continue to prove
Theorem 7.3. By (485), v and h satisfy the elliptic equations:
−Div (µD(v) − P (v, h)I) = −λ1u1 − ∂tv, div v = 0 in BR,
n · Pv = λ1ρ1 + ∂th on SR,
(µD(v − P (v, h)I)n− σ(Bh)n = 0 on SR,
and therefore, applying Lemma 7.8 and using (500) yield that
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‖eηtv‖Lp((0,T ),H2q (BR)) + ‖eηth‖Lp((0,T ),W 3−1/qq (SR))
≤ C
{
Jp,q,T (u0, ρ0, f , fd, fd, g,h; η)
+
M∑
ℓ=1
(∫ T
0
(eηs|(v(·, s),pℓ)BR |)p ds
)1/p
+
M∑
j=1
(∫ T
0
(eηs|(h(·, s), ϕj)SR |)p ds
)1/p}
.
(503)
Let u = u1 + v, p = p1 + q and ρ = ρ1 + h. By (483) and (485), u, p and ρ
satisfy the equations (481). Since(∫ T
0
eηs|(v(·, s),pℓ)BR |)p ds
)1/p
≤
(∫ T
0
eηs|(u(·, s),pℓ)BR |)p ds
)1/p
+ CJη,T ,(∫ T
0
eηs|(h(·, s), ϕj)SR |)p ds
)1/p
≤
(∫ T
0
eηs|(ρ(·, s), ϕj)SR |)p ds
)1/p
+ CJη,T ,
(504)
where we have set Jη,T = Jp,q,T (u0, ρ0, f , fd, fd, g,h; η), as follows from (484),
by (500), (503), and (504), we see that u, p and ρ satisfy the inequality (482).
7.4 Exponential stability of continuous analytic semigroup
associated with Eq. (491)
In this subsection, we shall prove Theorem 7.7 stated in the previous subsec-
tion. For this purpose, we consider the equations:
(λI −Aq)U = F (505)
for F = (f , g) ∈ J˙q(BR) and U = (v, h) ∈ Dq(BR) ∩ J˙q(BR), which is the
resolvent problem corresponding to Eq. (494). Here, I is the identity operator,
J˙q(BR) is the space defined in (495), and Dq(BR) and Aq are the domain
and the operator defined in (493). Since R boundedness implies the usual
boundedness of operator families, by Theorem 4.8 and the observation in
Subsec. 4.3, we have the following theorem.
Theorem 7.9 Let 1 < q <∞ and 0 < ǫ0 < π/2. Then, there exists a λ0 > 0
such that for any λ ∈ Σǫ0,λ0 and F ∈ Hq(BR), Eq. (505) admits a unique
solution U ∈ Dq(BR) possessing the estimate:
|λ|‖U‖Hq + ‖U‖Dq ≤ C‖F‖Hq (506)
for some constant C > 0. Here, Hq(BR) is the space defined in (493).
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Our task in this subsection is to prove the following theorem.
Theorem 7.10 Let 1 < q < ∞ and let C+ = {λ ∈ C | Reλ ≥ 0}. Then,
for any λ ∈ C+ and F ∈ H˙q(BR), Eq. (505) admits a unique solution U ∈
Dq(BR) ∩ H˙q(BR) possessing the estimate (506).
In the following, we shall prove Theorem 7.10. We start with the following
lemma.
Lemma 7.11 Let 1 < q <∞, let λ ∈ C \ (−∞, 0) and F = (f , g) ∈ H˙q(BR).
If U = (v, h) ∈ Dq(BR) satisfies Eq. (505), then U = (v, h) belongs to
H˙q(BR).
Proof. First we prove that v ∈ J˙q(BR). By (505), we know that v ∈
Jq(BR) ∩H2q (BR)N satisfies the equations:
λv −Div (µD(v) − P (v, h)I) = f , div v = 0 in BR,
(µD(v) − P (v, q)I)n− σ(Bh)n = 0 on SR.
Since F = (f , g) ∈ H˙q(BR), we know that f ∈ Jq(BR) and (f ,pℓ)BR = 0 for
ℓ = 1, . . . ,M , and so by the divergence theorem of Gauß we have
0 = (f ,pℓ)BR = (λv −Div (µ(D(v) − P (v, h)I),pℓ)BR
= λ(v,pℓ)BR − σ(Bh,n · pℓ)SR +
µ
2
(D(v),D(pℓ))BR − (P (v, h), div pℓ)BR .
We see that
(Bh,n · pℓ)SR = 0 (ℓ = 1, . . . ,M). (507)
In fact, recalling that pℓ = |BR|−1eℓ (ℓ = 1, . . . , N) and n = y/|y| ∈ S1, we
have
(Bh,n · pℓ)SR = R−1|BR|−1(h,Byℓ)SR
= R−3|BR|−1(h, (N − 1 +∆S1)yℓ)SR = 0
for ℓ = 1, . . . , N . Moreover, pℓ · n = 0 for ℓ = N + 1, . . . ,M because pℓ
(ℓ = N +1, . . . ,M) is equal to cij(xiej − xjei) for some i and j and constant
cij , and therefore (Bh,n · pℓ)SR = 0 for ℓ = N + 1, . . . ,M .
Since D(pℓ) = 0 and divpℓ = 0, we have λ(v,pℓ)BR = 0, which, combined
with λ 6= 0, leads to (v,pℓ)BR = 0, that is, v ∈ J˙q(BR) ∩ Dq(BR).
Next, we prove that h ∈ W˙ 3−1/qq (SR). We know that h ∈W 3−1/qq (SR) and
g satisfies the equation:
λh− n · Pv = g on SR.
Since (g, ϕj)SR = 0, by the divergence theorem of Gauß we have
0 = (g, ϕj)SR = λ(h, ϕj)SR − (Pv · n, ϕj)SR
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= λ(h, ϕj)SR −
∫
BR
div ((Pv)ϕj) dx.
Since divPv = div v = 0 and since ∂ℓϕj are constants, we have∫
BR
div ((Pv)ϕj) dx
=
∫
BR
(div (Pv))ϕj dx+
N+1∑
ℓ=1
∫
BR
(
vℓ − |BR|−1
∫
BR
vℓ dy
)
(∂ℓϕj) dx
= 0,
(508)
Thus, λ(h, ϕj)SR = 0, which, combined with λ 6= 0, leads to (h, ϕj)SR = 0.
Therefore, we have h ∈ W˙ 3−1/qq (SR). This completes the proof of Lemma 7.11.
⊓⊔
Combining Theorem 7.9 and Lemma 7.11, we have the following Corollary.
Corollary 7.12 Let 1 < q < ∞ and 0 < ǫ0 < π/2. Then, there exists a
positive constant λ0 such that for any λ ∈ Σǫ0,λ0 and (f , g) ∈ H˙q(BR), Eq.
(505) admits a unique solution (v, h) ∈ Dq ∩H˙q(BR) possessing the estimates
(506).
In view of Corollary 7.12, in order to prove Theorem 7.10 it suffices to
prove the following theorem.
Theorem 7.13 Let 1 < q <∞ and let λ0 be the same positive number as in
Corollary 7.12. Let
Qλ0 = {λ ∈ C | Reλ ≥ 0, |λ| ≤ λ0}.
Then, for any λ ∈ Qλ0 and (f , g) ∈ H˙q(BR), Eq. (505) admits a unique
solution (v, h) ∈ Dq(BR) ∩ H˙q(BR) possessing the estimate:
‖(v, h)‖Dq ≤ C‖(f , g)‖Hq (509)
with some constant C independent of λ ∈ Qλ0 .
Proof. We write D˙q = Dq(BR)∩H˙q(BR) for the sake of simplicity. We first
observe that
AqD˙q ⊂ H˙q(BR). (510)
In fact, for (v, h) ∈ D˙q, we set Aq(v, h) = (f , g), that is Div (µ(D(v) −
P (v, h)I) = f in BR and n · Pv = g on SR. For any ϕ ∈ Hˆ1q′,0(BR), by (489)
and the fact that div v = 0, we have
(f ,∇ϕ)BR = (Div (µD(v) − P (v, h)I),∇ϕ)BR = (∇div v,∇ϕ)BR = 0,
which implies f ∈ Jq(BR).
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Next, we observe that
(f ,pℓ)BR = (Div (µD(v) − P (v, h)I),pℓ)BR
= σ(Bh,n · pℓ)SR −
µ
2
(D(v),D(pℓ))BR + (P (v, h), div pℓ)BR .
Thus, by (507) and the facts that D(pℓ) = 0 and divpℓ = 0, we have
(f ,pℓ)BR = 0, and so, f ∈ J˙q(BR).
Finally, by (508) we have
(g, ϕj)SR = (n · Pv, ϕj)SR =
∫
BR
div ((Pv)ϕj) dx = 0,
which leads to g ∈ W˙ 3−1/qq (SR). This completes the proof of (510).
In view of Corollary 7.12, (λ0I−Aq)−1 exists as a bounded linear operator
from H˙q(BR) onto D˙q, and then, the equation (505) is rewritten as
(f , g) = (λI −Aq)(v, h) = (λ− λ0)(v, h) + (λ0I−Aq)(v, h)
= (I+ (λ− λ0)(λ0I−Aq)−1)(λ0I−Aq)(v, h).
If (I + (λ − λ0)(λ0I − Aq)−1)−1 exists as a bounded linear operator from
H˙q(BR) into itself, then we have
(v, h) = (λ0I−Aq)−1(I+ (λ− λ0)(λ0I−Aq)−1)−1(f , g). (511)
Thus, our task is to prove the existence of the inverse operator (I + (λ −
λ0)(λ0I−Aq)−1)−1. Since H2q (BR)N and W 3−1/qq (SR) are compactly embed-
ded into Lq(BR)
N and W
2−1/q
q (SR), respectively, as follows from the Rellich
compact embedding theorem, (λ0I − Aq)−1 is a compact operator from H˙q
into itself. Thus, in view of Riesz-Schauder theory, in order to prove the exis-
tence of the inverse operator (I+(λ− λ0)(λ0I−Aq)−1)−1 it suffices to prove
that the kernel of the map I+ (λ− λ0)(λ0I−Aq)−1 is trivial. Thus, let (f , g)
be an element in H˙q(BR) such that
(I+ (λ− λ0)(λ0I−Aq)−1)(f , g) = (0, 0). (512)
Our task is to prove that (f , g) = (0, 0). Since (f , g) = −(λ − λ0)(λ0I −
Aq)−1(f , g) ∈ D˙q, we have (λ0I−Aq)(f , g) = −(λ− λ0)(f , g), and so, (f , g) ∈
D˙q satisfies the homogeneous equation:
(λI−Aq)(f , g) = (0, 0). (513)
Namely, (f , g) ∈ D˙q satisfies the homogeneous equations:
λf −Div (µD(f) − P (f , g)I) = 0 in BR,
λg − n · P f = 0 on SR,
(µD(f) − P (f , g)I)n− σ(Bg)n = 0 on SR.
(514)
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First we consider the case where 2 ≤ q <∞. Since (f , g) ∈ D˙q ⊂ D˙2, by (514)
and the divergence theorem of Gauß, we have
0 = (λf −Div (D(f) − P (f , g)I), f)BR
= λ‖f‖2L2(BR) − σ(Bg,n · f)SR +
µ
2
‖D(f)‖2L2(BR) − (P (f , g), div f)BR .
For h ∈ H2q (SR) and g = ⊤(g1, . . . , gN), we have
(Bh, Pg · n)SR = (Bh,g · n)SR , (515)
because recalling n = y/|y| ∈ S1, we have
N∑
j=1
|BR|−1
∫
BR
gℓ dyR
−1(Bh, yℓ)SR
=
N∑
j=1
|BR|−1
∫
BR
gℓ dy R
−1(h,R−2(N − 1 +∆S1)yℓ)SR = 0.
Moreover, div f = 0, because f ∈ J˙q(BR). Thus, noting that λg = P f · n on
SR, we have
λ‖f‖2L2(BR) − σλ¯(Bg, g)SR +
µ
2
‖D(f)‖2L2(BR) = 0. (516)
To treat (Bg, g)SR , we use the following lemma.
Lemma 7.14 Let
H˙22 (SR) = {h ∈ H22 (SR) | (h, 1)SR = 0, (h, xj)SR = 0 (j = 1, . . . , N)}.
Then,
− (Bh, h) ≥ c‖h‖2L2(SR) (517)
for any h ∈ H˙22 (SR) with some constant c > 0.
Postponing the proof of Lemma 7.14, we continue the proof of Theorem 7.10.
Since g ∈ W˙ 3−1/qq (SR) ⊂ H˙22 (SR), taking the real part of (516) we have
0 = Reλ(‖f‖2L2(BR) − σ(Bg, g)SR) +
µ
2
‖D(f)‖2L2(BR)
≥ Reλ(‖f‖2L2(BR) + cσ‖g‖2L2(SR)) +
µ
2
‖D(f)‖2L2(BR),
which, combined with Reλ ≥ 0, leads to D(f) = 0. But, (f ,pℓ)BR = 0
for ℓ = 1, . . . ,M , and so, f = 0. Thus, by the first equation in (514),
∇P (f , g) = 0, and so, P (f , g) = f0 with some constant f0, which, com-
bined with the third equation in (514), leads to Bg = −σ−1f0 on SR. Since
(g, 1)SR = |SR|(g, ϕ1)SR = 0, we have
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−σ−1|SR|f0 = (Bg, 1)SR = (g,∆SR1)SR +R−2(N − 1)(g, 1)SR = 0,
and so, f0 = 0, which implies that Bg = 0 on SR. Recalling that g ∈
W˙
3−1/q
q (SR) ⊂ H˙22 (SR), by Lemma 7.14 g = 0. Thus, we have (f , g) = (0, 0),
and so, the formula (511) holds. Namely, problem (505) admits a unique
solution(v, h) ∈ D˙q possessing the estimate:
‖(v, h)‖Dq ≤ Cλ‖(f , g)‖Hq(BR) (518)
with some constant Cλ depending on λ, when 2 ≤ q <∞ and λ ∈ Qλ0 .
Before considering the case where 1 < q < 2, at this point we give a
Proof of Lemma 7.14. Let {λj}∞j=1 be the set of all eigen-values of the
Laplace-Beltrami operator ∆SR on SR. We may assume that λ1 > λ2 > λ3 >
· · · > λj > · · · → −∞, and then λ1 = 0 and λ2 = −(N−1)R−2. Let Ej be the
eigen-space corresponding to λj , and then the dimension of Ej is finite (cf. Neri
[34, Chapter III, Spherical Harmonics]). Let dj = dimEj , and then d1 = 1
and d2 = N . Especially, E1 = {a | a ∈ C} and E2 = {a1x1 + · · · + aNxN |
ai ∈ C (i = 1, . . . , N)}. Let {ϕij}dij=1 be the orthogonal basis of Ei in L2(SR),
and then for any h ∈ H˙22 (SR) we have
h =
∞∑
i=3
di∑
j=1
aijϕij (aij = (h, ϕij)SR),
because (h, ϕij)SR = 0 for i = 1, 2. Thus, we have
−(Bh, h)SR =
∞∑
i=3
di∑
j=1
|aij |2(−λi − (N − 1)R−1)‖ϕij‖2L2(SR).
Since −λi − (N − 1)R−1 ≥ c with some positive constant c for any i ≥ 3, we
have (517), which completes the proof of Lemma 7.14. ⊓⊔
Next, we consider the case where 1 < q < 2. Let (f , g) ∈ D˙q satisfy the
homogeneous equations (514). First, we prove that
(f ,g)BR = 0 for any g ∈ J˙q′(BR). (519)
Let (u, ρ) ∈ D˙q′ be a solution of the equations:
λ¯u−Div (µD(u) − P (u, ρ)I) = g in BR,
λ¯ρ− n · Pu = 0 on SR,
(µD(u) − P (u, ρ)I)n− σ(Bρ)n = 0 on SR.
(520)
Since λ ∈ Qλ0 , λ¯ ∈ Qλ0 , and moreover 2 < q′ <∞, and so, by the fact proved
above we know the unique existence of (u, ρ) ∈ D˙q′ . By (514), (520) and the
divergence theorem of Gauß, we have
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(f ,g)BR = (f , λ¯u−Div (µD(u) − P (u, ρ)I))BR
= λ(f ,u)BR − (f · n, σBρ)SR +
µ
2
(D(f),D(u))BR − (div f , P (u, ρ))BR .
Noting that P f · n = λg and div f = 0 and using (515), we have
(f ,g)BR = λ(f ,u)BR + σλ{(∇SRg,∇SRρ)SR
−R−2(N − 1)(g, ρ)SR}+
µ
2
(D(f),D(u))BR .
(521)
On the other hand, we have
0 = (λf −Div (µD(f)− P (f , g)I),u)BR
= λ(f ,u)BR − σ(Bg,n · u)SR +
µ
2
(D(f),D(u))BR − (P (f , g), divu)BR .
Noting that Pu · n = λ¯ρ and divu = 0 and using (515), we have
0 = λ(f ,u)BR + σλ{(∇SRg,∇SRρ)SR
−R−2(N − 1)(g, ρ)SR}+
µ
2
(D(f),D(u))BR ,
which, combined with (521), leads to (519).
Next, we prove that (f ,g)BR = 0 for any g ∈ Lq′(BR)N . Given g ∈
Lq′(BR)
N , let ψ ∈ Hˆ1q′,0(BR) be a solution to the variational equation:
(∇ψ,∇ϕ)BR = (g,∇ϕ)BR for any ϕ ∈ Hˆ1q,0(BR).
Let h = g−∇ψ and we decompose g as
g = ∇ψ + h−
M∑
j=1
(h,pℓ)BRpℓ +
M∑
j=1
(h,pℓ)BRpℓ.
Since f ∈ J˙q(BR), we have (f ,g)BR = (f ,h−
∑M
j=1(h,pℓ)pℓ)BR . Since divpℓ =
0, h−∑Mj=1(h,pℓ)pℓ ∈ J˙q′ (BR), and so, by (519) (f ,h−∑Mj=1(h,pℓ)pℓ)BR =
0, which implies that (f ,g)BR = 0 for any g ∈ Lq′(BR). Thus, we have f = 0.
By the first equation in (514), ∇P (f , g) = 0 in BR, which leads to P (f , g) =
f0 with some constant f0. Thus, by the third equation in (514), we have
Bg = −σ−1f0 on SR. Since (g, 1)SR = 0, we have −σ−1f0|SR| = (Bg, 1)SR =
R−2(N − 1)(g, 1)SR = 0, which leads to f0 = 0. Thus, we have Bg = 0 on SR.
By the hypoellipticity of the operator ∆SR , we see that g ∈ H22 (SR), and so,
g ∈ H˙22 (SR), which, combined with Lemma 7.14, leads to g = 0. Thus, the
formula (511) holds, and therefore problem (505) admits a unique solution
(v, h) ∈ D˙q possessing the estimate (518) when 1 < q < 2 and λ ∈ Qλ0 .
Finally, we prove that the constant in the estimate (518) is independent
of λ ∈ Qλ0 . Let λ ∈ Qλ0 and µ ∈ C, and we consider the equation:
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(µI−Aq)(v, h) = (f , g). (522)
We write this equation as follows:
(f , g) = ((µ−λ)I+(λI−Aq))(v, h) = (I+(µ−λ)(λI−Aq)−1)(λI−Aq)(v, h).
Since ‖(µ−λ)(λI−Aq)−1‖L(H˙q(BR)) ≤ |µ−λ|Cλ as follows from (518), where
‖ · ‖L(H˙q(BR)) denotes the operator norm of the bounded linear operator from
H˙q(BR) into itself, choosing µ ∈ C in such a way that |µ − λ|Cλ ≤ 1/2, we
see that the inverse operator (I+ (µ− λ)(λI−Aq)−1)−1 exists as a bounded
linear operator from H˙q(BR) into itself and
‖(I+ (µ− λ)(λI −Aq)−1)−1‖L(H˙q(BR)) ≤ 2.
Thus, (v, h) = (λI−Aq)−1(I+(µ−λ)(λI−Aq)−1)−1(f , g) belongs to D˙q and
solves the equation (522). Moreover,
‖(v, h)‖Dq
≤ ‖(λI−Aq)−1‖L(Hq,Dq)‖(I+ (µ− λ)(λI −Aq)−1‖L(H˙q(BR))‖(f , g)‖Hq
≤ 2Cλ‖(f , g)‖Hq ,
provided that |µ − λ| ≤ (2Cλ)−1, where ‖ · ‖L(H˙q,Dq) denotes the operator
norm of bounded linear operators from H˙q(BR) into Dq(BR). Since Qλ0 is a
compact set, we have (509), which completes the proof of Theorem 7.10. ⊓⊔
Proof of Lemma 7.8. Finally we prove Lemma 7.8. Let
u˜ = u−
M∑
ℓ=1
(u,pℓ)BR pℓ, ρ˜ = ρ−
N+1∑
j=1
(ρ, ϕj)SR ϕj .
Since D(pℓ) = 0, divpℓ = 0, and Bϕj = 0 (j = 2, . . . , N + 1), we have
(∇P (u˜, ρ˜),∇ψ)BR = (µDivD(u)−∇divu,∇ψ)BR = (∇P (u, ρ),∇ψ)BR
for any ψ ∈ Hˆ1q′,0(BR), subject to
P (u˜, ρ˜) =< µD(u)n,n > −σBρ+ σ(N − 1)
R2
(ρ, ϕ1)SRϕ1 − divu on Γ ,
and so, P (u˜, ϕ˜) = P (u, ρ) + σ(N−1)R2 (ρ, ϕ1)SRϕ1. Since ∇ϕ1 = 0, u˜ and ρ˜
satisfy the equations (501). Moreover, (u˜, ρ˜) ∈ H˙q(BR) ∩ Dq(BR), and there-
fore by (510) and Theorem 7.10 with λ = 0, we have ‖(u˜, ρ˜)‖Dq(BR) ≤
C‖(f , g)‖Hq(BR), which, combined with the estimate:
‖(u, ρ)‖Dq(BR) ≤ ‖(u˜, ρ˜)‖Dq(BR) + C
{ M∑
ℓ=1
|(u,pℓ)BR |+
N+1∑
j=1
|(ρ, ϕj)SR |
}
,
leads to (502). This completes the proof of Lemma 7.8.
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7.5 Global Wellposedness, A proof of Theorem 7.1
In this section, we prove Theorem 7.1. Assume that the initial data u0 ∈
B
2−2/p
q,p (BR) and ρ0 ∈W 3−1/p−1/qq,p (SR) satisfy the smallness condition:
‖u0‖H2q (BR) + ‖ρ0‖W 3−1/p−1/qq,p (SR) ≤ ǫ (523)
with small constant ǫ > 0 as well as the compatibility condition (174). For
the notational simplicity, we write
I = ‖u0‖H2q (BR) + ‖ρ0‖W 3−1/p−1/qq,p (SR),
E˜p,q,T (u, ρ; η) = ‖eηtu‖Lp((0,T ),H2q (BR)) + ‖eηt∂tu‖Lp((0,T ),Lq(BR))
+ ‖eηtρ‖
Lp((0,T ),W
3−1/q
q (SR))
+ ‖eηt∂tρ‖Lp((0,T ),W 2−1/qq (SR))
Ep,q,T (u, ρ; η) = E˜p,q,T (u, ρ; η) + ‖eηt∂tρ‖L∞((0,T ),W 1−1/qq (SR)).
Notice that
‖eηtu‖
L∞((0,T ),B
2(1−1/p)
q,p (BR))
+ ‖eηtρ‖
L∞((0,T ),B
3−1/p−1/q
q,p (SR))
≤ C(I + E˜p,q,T (u, ρ; η)),
which follows from (408) and (409). Since we choose ǫ small enough eventually,
we may assume that 0 < I ≤ ǫ < 1. Let T0 be a positive number > 2. In view
of Theorem 7.2, there exists a constant ǫ1 > 0 depending on T0 such that
if I ≤ ǫ1, then for any T ∈ (0, T0] problem (481) admits a unique solution
(u, q, ρ) ∈ Sp,q((0, T )) satisfying the condition :
sup
0<t<T
‖Ψρ(·, t)‖H1
∞
(BR) ≤ δ (524)
where δ ∈ (0, 1/4) is the same constant as in (448). We shall prove that u, q
and ρ can be prolonged beyond T0 provided that ǫ > 0 is small enough. Note
that if we write solutions of Eq. (451) by UT = (uT , qT , ρT ) ∈ Sp,q((0, T )),
then by the uniqueness of local in time solutions, we see that UT = UT ′ in
(0, T ) for any T and T ′ ∈ (0, T0] with T < T ′, and so in what follows we write
(uT , qT , ρT ) simply by (u, q, ρ). Below, it is assumed that 0 < ǫ ≤ ǫ1.
To prove Theorem 7.1, it suffices to prove that the inequality:
Ep,q,T (u, ρ; η) ≤M3(I + Ep,q,T (u, ρ; η)2 + Ep,q,T (u, ρ; η)3) (525)
holds for any T ∈ (0, T0] with some constantM3 > 0 independent of ǫ, T , and
T0, where η is the same positive constant as in Theorem 7.3.
In fact, let r0(ǫ) and r±(ǫ) be three different solutions of the algebraic
equation: x3 + x2 + ǫ−M−13 x = 0 with r0(ǫ) =M3ǫ+O(ǫ2), r+(ǫ) =M−13 +
O(M−23 ) + O(ǫ), and r−(ǫ) = −1−M−13 +O(M−23 ) + O(ǫ) as M3 → ∞ and
ǫ → 0. Since Ep,q,T (u, ρ; η) ≥ 0 > r−(ǫ), by (525) one of the following cases
holds:
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Ep,q,T (u, ρ; η) ≤ r0(ǫ), Ep,q,T (u, ρ; η) ≥ r+(ǫ).
Since we may change M3 larger for (525) to hold if necessary, and since we
choose ǫ1 > 0 relatively small, we may assume that
eǫ1 < M3/2. (526)
By (526), Ep,q,1/η(u, ρ; η) ≤ eǫ1 < M3/2 < r+(ǫ), and therefore,
Ep,q,T (u, ρ; η) ≤ r0(ǫ) for T ∈ (0, 1/η).
But, Ep,q,T (u, ρ; η) is a continuous function with respect to T ∈ (0, T0), which
yields that
Ep,q,T (u, ρ; η) ≤ r0(ǫ) for any T ∈ (0, T0). (527)
Let T ′0 = T0 − 1/2. Thus, choosing ǫ > 0 small enough and employing the
same argument as that in proving Theorem 7.2, we see that there exist unique
solutions (v, p, h) ∈ Sp,q((T ′0, T ′0 + 1)) of the equations:
∂tv −Div (µD(v) − pI) = f(v, Ψh) in BR × (T ′0, T ′0 + 1),
div v = g(v, Ψh) = div g(v, Ψh) in BR × (T ′0, T ′0 + 1),
∂th− ω · Pv = d˜(v, Ψh) on SR × (T ′0, T ′0 + 1),
(µD(v)ω)τ = h
′(v, Ψh) on SR × (T ′0, T ′0 + 1),
< µD(v)ω, ω > −p− σBρ = hN (v, Ψh) on SR × (T ′0, T ′0 + 1),
(v, h)|t=T ′0 = (u(·, T ′0), ρ(·, T ′0)) in BR × SR,
(528)
which satisfies the condition:
sup
T ′0<t<T
′
0+1
‖Ψh(·, t)‖H1
∞
(BR) ≤ δ.
Let
u1 =
{
u (0 < t ≤ T ′0),
v (T ′0 < t < T
′
0 + 1),
q1 =
{
q (0 < t ≤ T ′0),
p (T ′0 < t < T
′
0 + 1),
ρ1 =
{
ρ (0 < t ≤ T ′0),
h (T ′0 < t < T
′
0 + 1),
and then (u1, q1, ρ1) belongs to Sp,q((0, T ′0 + 1)) and satisfies the condition:
sup
0<t<T ′0+1
‖Ψρ1(·, t)‖H1
∞
(BR) ≤ δ,
and Eq. (481) in (0, T ′0 + 1). Since T
′
0 + 1 = T0 + 1/2, we can prolong the
solutions. Repeating this argument, we can prolong u, q and ρ to the time
interval (0,∞).
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Below, we prove (525). Notice that (u, q, ρ) ∈ Sp,q((0, T )) satisfies Eq.(451).
We shall estimate the right side of Eq. (451). In view of (470), we have
‖eηtf(u, Ψρ)‖Lp((0,T ),Lq(BR)) ≤ C(I + Ep,q,T (u, ρ, η))Ep,q,T (u, ρ, η). (529)
Here and in the following, we use the inequality:
Ep,q,T (u, ρ, 0) ≤ Ep,q,T (u, ρ, η).
Employing the same argument as in the proof of (472), we have
‖eηtd˜(u, Ψρ)‖L∞((0,T ),W 1−1/qq (SR)) ≤ C(I + Ep,q,T (u, ρ, η)
2,
‖eηtd˜(u, Ψρ)‖Lp((0,T ),W 2−1/qq (SR)) ≤ C(I + Ep,q,T (u, ρ, η))
2Ep,q,T (u, ρ, η).
(530)
We now consider g(u, Ψρ) and g(u, Ψρ). Let g˜η = g˜(e
ηtu, Ψρ) and g˜η =
g˜(eηtu, Ψρ), where g˜(v, ψh) and g˜(v, Ψh) are the functions defined in (426).
Since eηtu|t=0 = u0, we note that in (424)
E1[eηtu] = eT [eηtu− Tv(t)u0] + ψ(t)Tv(|t|)u0.
Moreover, we may assume that 0 < η < 1, and so the way of estimating g˜η
and g˜η is the same as in Sect. 6. Moreover, by the same reason as in (427),
we have
g˜η = e
ηtg(u, Ψρ), g˜η = e
ηtg(u, Ψρ) for t ∈ (0, T ),
div g˜η = g˜η for t ∈ R. (531)
Using (430), (420), and (421), we have
‖g˜η‖Lp(R,Lq(BR)) ≤ C(I + Ep,q,T (u, ρ, η))Ep,q,T (u, ρ, η). (532)
Employing the same argument as in proving (434) and using Lemma 6.4,
Lemma 6.5, (420), and (421), we have
‖g˜η‖H1/2p (R,Lq(BR)) + ‖g˜η‖Lp(R,H1q (BR))
≤ C(I + Ep,q,T (u, ρ, η))Ep,q,T (u, ρ, η).
(533)
We now consider h′(u, Ψρ). Since h′(v, Ψh) is written like (435), following
(436) we define h˜′η by setting
h′η = v
′
h(∇¯E2[Ψρ])∇¯E2[Ψρ]⊗∇E1[eηtu].
And then, we have eηth′(u, Ψρ) = h˜′η for t ∈ (0, T ). Moreover, using Lemma
6.4, Lemma 6.5, (420), and (421), we have
‖h˜′η‖H1/2p (R,Lq(BR)) + ‖h˜
′
η‖Lp(R,H1q (BR))
≤ C(I + Ep,q,T (u, ρ, η))Ep,q,T (u, ρ, η).
(534)
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We finally consider hN(u, Ψρ), which is given in (461). According to the
formula (461), we define h˜N,η by setting
h˜N,η = Vh,N (∇¯E2[Ψρ])∇¯E2[Ψρ]⊗∇E1[eηtv]
+ σV˜′Γ (∇¯E2[Ψρ])∇¯E2[Ψρ]⊗ ∇¯2E2[eηtΨρ].
We have eηthN (u, Ψρ) = h˜N,η for t ∈ (0, T ). Since Th(t)ρ0|t=0 = Ψρ0 =
eηtΨρ|t=0, we note that in (424)
E2[eηtΨρ] = eT [eηtΨρ − Th(t)ρ0] + ψ(t)Th(|t|)ρ0.
Thus, the way of estimating h˜N is the same as in Sect. 6, and so, noting that
‖∇¯2E2[eηtΨρ]‖H1/2p (R,Lq(BR)) ≤ ‖∇¯
2E2[eηtΨρ]‖H1p(R,Lq(BR)),
by Lemma 6.4, Lemma 6.5, (420), and (421), we have
‖h˜N,η‖H1/2p (R,Lq(BR)) + ‖h˜N,η‖Lp(R,H1q (BR))
≤ C(I + Ep,q,T (u, ρ, η))Ep,q,T (u, ρ, η).
(535)
Thus, applying Theorem 7.4 and using (529), (530), (532), (533), (534), and
(535), we have
E˜p,q,T (u, ρ; η) ≤ C{I + Ep,q,T (u, ρ; η)2 + Ep,q,T (u, ρ; η)3
+
M∑
ℓ=1
(∫ T
0
(eηs|(u(·, s),pℓ)BR |)p ds
)1/p
+
N+1∑
j=1
(∫ T
0
(eηs|(ρ(·, s), ϕj)SR |)p ds
)1/p
}.
(536)
Here, we have used the inequalities:
(I + x)2 ≤ I + x2, (I + x)2x ≤ I + 3x2 + x3
for any 0 < I < 1 and x > 0.
By (479), we have
‖eηt∂tρ‖L∞((0,T ),W 1−1/qq (SR))
≤ C(‖eηtu‖L∞((0,T ),H1q (BR)) + ‖eηtd˜(v, Ψh)‖L∞((0,T ),W 1−1/qq (SR))),
and so, by (530) and (408), we have
‖eηt∂tρ‖L∞((0,T ),W 1−1/qq (SR)) ≤ C(I + E˜p,q,T (u, ρ; η) + Ep,q,T (u, ρ; η)
2),
which, combined with (536), leads to
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Ep,q,T (u, ρ; η) ≤ C{I + Ep,q,T (u, ρ; η)2 + Ep,q,T (u, ρ; η)3
+
M∑
ℓ=1
(∫ T
0
(eηs|(u(·, s),pℓ)BR |)p ds
)1/p
+
N+1∑
j=1
(∫ T
0
(eηs|(ρ(·, s), ϕj)SR |)p ds
)1/p
}.
(537)
Our final task is to prove that
M∑
ℓ=1
(∫ t
0
(eηs|(u(·, s),pℓ)BR |)p ds
)1/p
+
N+1∑
j=1
(∫ t
0
(eηs|(ρ(·, s), ϕj)SR |)p ds
)1/p
≤ C(I + Ep,q,T (u, ρ; η))Ep,q,T (u, ρ; η) (538)
with some constant C > 0 independent of ǫ and T > 0. If we have (538), then
putting (537) and (538) together gives (525).
From now on, we prove (538). Let h−1z (x, t) be the inverse map of the
Hanzawa transform x = hz(y, t) for each t ∈ [0, T ], which is the diffeomor-
phism from BR onto Ωt of H
3
q class for each t ∈ [0, T ]. Let v = u ◦ h−1z and
p = (q+σ(N−1)R−1)◦h−1z , and then v and p satisfy the equations (1). Let J
be the Jacobian of the Hanzawa transform. By (8), we have |Ωt| = |Ω|, which,
combined with (A.1), leads to |Ωt| = |BR|. Since Γt is given by (446), using
the polar coordinates : x− ξ(t) = sω for ω ∈ S1 and s ∈ (0, R+ ρ(Rω, t)), we
have
|BR| = |Ωt| =
∫
Ωt
dx =
∫
|ω|=1
dω
∫ R+ρ(Rω,t)
0
sN−1 ds
=
1
N
∫
|ω|=1
(R + ρ(Rω, t))N dω = |BR|+ 1
N
N∑
j=1
NCjR
1−j
∫
SR
ρ(y, t)j dτ,
which leads to
(ρ, 1)SR = −
N∑
j=2
NCj R
1−j
∫
SR
ρ(y, t)j dτ. (539)
Since ‖ρ(·, t)‖L∞(SR) ≤ ‖Hρ(·, t)‖L∞(BR) ≤ δ as follows from Hρ|SR = ρ on
SR, by (539) and (409) we have(∫ T
0
(eηt|(ρ(·, t), ϕ1)SR |)p dt
)1/p
≤ C sup
0<t<T
‖ρ(·, t)‖
W
2−1/q
q (SR)
‖eηtρ‖Lp((0,T ),Lq(SR))
≤ C(I + Ep,q,T (u, ρ; η))Ep,q,T (u, ρ; η).
(540)
Since ξ(t) = |Ω|−1 ∫
Ωt
x dx and since |Ωt| = |Ω|, we have
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0 =
∫
Ωt
x dx − |Ω|ξ(t) =
∫
Ωt
(x− ξ(t)) dx.
Using the polar coordinates again, we have
0 =
∫
Ωt
(xi − ξi(t)) dx =
∫
|ω|=1
dω
∫ R+ρ(Rω,t)
0
(sωi)s
N−1 ds
=
1
N + 1
∫
|ω|=1
ωi(R + ρ(Rω, t))
N+1 dω
=
RN+1
N + 1
∫
|ω|=1
ωi dω +R
N
∫
|ω|=1
ρ(Rω, t)ωi dω
+
1
N + 1
N+1∑
k=2
N+1Ck R
N+1−k
∫
|ω|=1
ρ(Rω, t)kωi dω
= (ρ, xi)SR +
1
N + 1
N+1∑
k=2
N+1CkR
1−k(ρk, xi)SR .
Recalling that ϕj equals constant ×xj (j = 2, . . . , N + 1), we have(∫ T
0
(eηt|(ρ(·, t), ϕi)SR |)p dt
)1/p
≤ C sup
0<s<T
‖ρ(·, t)‖
W
2−1/q
q (SR)
‖eηtρ‖Lp((0,T ),Lq(SR))
≤ C(I + Ep,q,T (u, ρ; η))Ep,q,T (u, ρ; η).
(541)
By (13) and (16), we have∫
Ωt
v(x, t) dx =
∫
Ω
v0(x) dx, (542)∫
Ωt
(xivj(x, t) − xjvi(x, t)) dx =
∫
Ω
(xiv0j(x) − xjv0i(x)) dx. (543)
Putting (542), (543) and (458) together gives
(v, ei)Ωt = 0, (v, xiej − xjei)Ωt = 0 (544)
for i, j = 1, . . . , N . Since the Jacobian J of the Hanzawa transform has the
form: J = 1 + J0(k), it then follows from (544) that
0 =
∫
BR
u(y, t) · pℓ(y +Hρ(y, t)n(y) + ξ(t))J dy
= (u,pℓ)BR +
∫
BR
u(y, t) · pℓ(y)J0(k) dy
+
∫
BR
u(y, t)p˜ℓ(Hρ(y, t)y + ξ(t))(1 + J0(k)) dy
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where p˜ℓ = 0 for ℓ = 1, . . . , N and p˜ℓ are some matrices of first order poly-
nomials for ℓ = N + 1, . . . ,M . Since ξ(0) = 0 as follows from (A.2) and since
|J0(k)| ≤ C|∇Ψρ(·, t)|, using (447) and (448), we have
|ξ(t)| ≤ 1|BR|
∫ t
0
∫
BR
|u(y, t)|(1 + |J0(k)|) dy
≤ C
( ∫ T
0
e−ηp
′s ds
)1/p′
‖eηtu‖Lp((0,T ),Lq(BR)),
and so, we have(∫ T
0
(eηt|(u(·, t), pℓ)BR |)p dt
)1/p
≤
(∫ T
0
(
eηt|
∫
BR
u(y, t) · pℓ(y)J0(k) dy|
)p
dt
)1/p
+
(∫ T
0
(
eηt|
∫
BR
u(y, t)p˜ℓ(Ψρ(y, t) + ξ(t)) dy|
)p
dt
)1/p
≤ C
(∫ T
0
(eηt‖u(·, t)‖Lq(BR))p dt
)1/p
(‖Ψρ‖L∞((0,T ),L∞(BR)) + sup
t∈(0,T )
|ξ(t)|)
≤ C(I + Ep,q,T (u, ρ; η))Ep,q,T (u, ρ; η).
Putting this and (541) together gives (538). This completes the proof of The-
orem 7.1.
8 Global well-posedness in an exterior domain
In this section, we consider Eq. (1) in the case where σ = 0 and Ω is an
exterior domain in RN whose boundary Γ is a compact C2 hypersurface. The
problem we consider in this section is the following:
∂tv + (v · ∇)v −Div (µD(v) − pI) = 0 in
⋃
0<t<T
Ωt × {t},
div v = 0 in
⋃
0<t<T
Ωt × {t},
(µD(v) − pI)nt = 0 on
⋃
0<t<T
Γt × {t},
Vn = v · nt on
⋃
0<t<T
Γt × {t},
v|t=0 = v0 in Ω0, Ωt|t=0 = Ω0 = Ω
(545)
In this section, we assume that µ is a positive constant. If we use the Hanazawa
transform to transform Ωt to some fixed domain, as was discussed in Sect. 6,
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we have to requireW
3−1/q
q regularity of the height function ρ representing Γt.
However, this regularity is obtained by surface tension, that is the Laplace-
Beltrami operator on Γt. We now consider the case where the surface tension
is not taken into account. Thus, we can not obtain W
3−1/q
q regularity of the
height function. Thus, we can not use the Hanzawa transform in the present
case. Another method is to use the Lagrange transform. However, we can
not expect the exponential decay unlike Sect. 7 for the solutions of the Stokes
equations with free boundary condition, because Ω is unbounded domain. The
decay of the solutions of the Stokes equations with free boundary condition
is only polynomial order, which is not sufficient to controle the term: first
derivatives of
∫ t
0 v(y, s) ds times the second derivatives of v.
To overcome this difficulty, the idea here is to use the Lagrange transform
only near the boundary. Let R be a positive number for which O = RN \Ω ⊂
BR/2. Let κ ∈ C∞0 (B2R) equal one in BR. Let u(y, t) be the velocity field in
the Lagrange coordinates {ξ}. We consider the partial Lagrange transform:
x = Xu(y, t) = y +
∫ t
0
κ(y)u(y, s) ds. (546)
Assume that ∫ T
0
‖κ(·)u(·, s)‖H1
∞
(Ω) ds ≤ δ, (547)
where δ > 0 is a small number that will be chosen in such a way that several
conditions hold. For example, if δ < 1/2, then the map x = Xu is injective
for each t ∈ (0, T ). Let
Ψ(y, t) =
∫ t
0
κ(y)u(y, s) ds
and so Xu(y, t) = y + Ψ(y, t). Let
Ωt = {x = Xu(y, t) | y ∈ Ω}, Γt = {x = Xu(y, t) | y ∈ Γ}.
Let y = X−1u (x, t) be the inverse of the transformation: x = Xu(y, t) given in
(546) and set
v(x, t) = u(X−1u (x, t), t), p(x, t) = q(X
−1
u (x, t), t).
We observe that
Vn =
∂x
∂t
· nt = u(ξ, t) · nt = v(x, t) · nt
on Γt, because κ = 1 on Γt, and so the kinematic equation is autmatically
satisfied. If v and p satisfy Eq.(545), then employing the same argument as
in Subsec.3.2 and using the formula:
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nt =
⊤An
|⊤An| with A =
(∂x
∂y
)−1
= I+ ⊤V0(∇Ψ(y, t)), (548)
which will be seen in the begining of Subsec 8.3 below, and (111), we see that
u(y, t) and q(y, t) satisfy the following equations:
ρ∂tu−Div (µD(u) − qI) = f(u), in ΩT ,
divu = g(u) = div g(u) in ΩT ,
(µD(u) − qI)n = h(u) on Γ T ,
u|t=0 = u0 in Ω.
(549)
Here, u0 = v0, n is the unit outer normal to Γ , and the nonlinear terms in
the right side of Eq. (549) are given as follows:
f(u)|i = −ρ
N∑
j,k=1
(1− κ)uj(δjk + V0jk(k))∂ui
∂yk
− ρ
N∑
ℓ=1
∂Ψℓ
∂yi
(∂uℓ
∂t
+
N∑
j,k=1
(1− κ)uj(δjk + V0jk(k))∂uℓ
∂yk
)
+ µ
( N∑
j=1
∂
∂yj
(DD(k)∇u)ij
+
N∑
j,k=1
V0jk(k)
∂
∂yk
(D(u)ij + (DD(k)∇u)ij)
+
N∑
j,k,ℓ=1
∂Ψℓ
∂yi
(δjk + V0jk(k))
∂
∂yk
(D(u)ℓj + (DD(k)∇u)ℓj)
)
, (550)
g(u) = −(J0(k)div u+ (1 + J0(k))V0(k) : ∇u),
g(u) = −(1 + J0(k))⊤V0(k)u, (551)
h(u) = −µ{D(u)⊤V0(k)n+ (DD(k)∇u)(I + ⊤V0(k))n
+ ⊤(∇Ψ)(D(u) +DD(k)∇u)(I + ⊤V0(k))n}. (552)
where k = ∇ ∫ t0 (κ(y)u(y, s) ds, Ψ = ∫ t0 κ(y)u(y, s) ds, and we have used the
fact that ∂tΨj = κuj .
The main result of this section is the following theorem that showes the
unique existence theorem of global in time solutions of Eq.(549) and asymp-
totics as t→∞.
Theorem 8.1 Let N ≥ 3 and let q1 and q2 be exponents such that
max(N,
2N
N − 2) < q2 <∞, 1/q1 = 1/q2 + 1/N.
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Let b and p be numbers defined by
b =
3N
2q2
+
1
2
, p =
2q2(1 + σ)
q2 −N (553)
with some very small positive number σ. Then, there exists an ǫ > 0 such that
if initial data u0 ∈ B2(1−1/p)q2,p (Ω)N ∩B2(1−1/p)q1/2,p (Ω)N satisfies the compatibility
condition:
divu0 = 0 in Ω, D(u0)n− < D(u0)n,n > n = 0 on Γ ,
and the smallness condition:
‖u0‖B2(1−1/p)q2,p + ‖u0‖B2(1−1/p)q1/2,p ≤ ǫ, (554)
then Eq. (549) admits unique solutions u and q with
u ∈ Lp((0,∞), H2q2(Ω)N ) ∩H1p ((0,∞), Lq2(Ω)N ),
q ∈ Lp((0,∞), H1q2(Ω) + Hˆ1q2,0(Ω)),
(555)
possessing the estimate [u]∞ ≤ Cǫ with
[u]T =
{∫ T
0
(< s >b ‖u(·, s)‖H1
∞
(Ω))
p ds
+
∫ T
0
(< s >
(b− N2q1 ) ‖u(·, s)‖H1q1 (Ω))
p ds+ ( sup
0<s<T
< s >
N
2q1 ‖u(·, s)‖Lq1(Ω))p
+
∫ T
0
(< s >
(b− N2q2 ) (‖u(·, s)‖H2q2 (Ω) + ‖∂tu(·, s)‖Lq2(Ω)))
p ds
}1/p
. (556)
Here, < s >= (1 + s2)
1
2 and C is a constant that is independent of ǫ.
Remark 8.2 Let p′ = p/(p− 1), that is 1/p′ = 1− 1/p. And then,
1
p′
=
(1 + 2σ)q2 +N
2q2(1 + σ)
.
We choose σ > 0 small enough in such a way that the following relations
hold:,
1 < q1 < 2,
N
q1
> b >
1
p′
,
(N
q1
− b
)
p > 1,
(
b− N
2q2
)
p > 1, b ≥ N
2q1
,
b ≥ N
q2
,
( N
2q2
+
1
2
)
p′ < 1, bp′ > 1,
(
b − N
2q2
)
p′ > 1,
N
q2
+
2
p
< 1. (557)
Remark 8.3 The exponent q2 is used to control the nonlinear terms, and so
q2 is chosen in such a way that N < q2 <∞. Let
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1
q1
=
1
N
+
1
q2
,
1
q3
=
1
q1
+
1
q2
. (558)
The exponent q2 is used to control the nonlinear term, and so N < q2 <∞ is
required. And the condition: q2 >
2N
N−2 implies that q1 > 2 and q3 > 1, which
is necessary to prove Theorem 8.1. Thus, we assume that
max(N,
2N
N − 2) < q2 <∞.
Remark 8.4 If we choose δ > 0 in (547), then x = Xu(y, t) becomes a
diffeomorphism with suitable regularity from Ω onto Ωt, and so the original
problem (545) is globally well-posed.
8.1 Maximal Lp-Lq regularity in an exterior domain
In this subsection, we study the maximal Lp-Lq regularity of solutions to the
Stokes equations with free boundary condition:
∂tu−Div (µD(u)− qI) = f , divu = g = div g in ΩT ,
(µD(u)− qI)n = h on Γ T ,
u|t=0 = u0 in Ω.
(559)
Let
Hˆ1q,0(Ω) = {ϕ ∈ Lq,loc(Ω) | ∇ϕ ∈ Lq(Ω)N , ϕ|Γ = 0},
Jq(Ω) = {u ∈ Lq(Ω)N | (u,∇ϕ)Ω = 0 for any ϕ ∈ Hˆ1q′,0(Ω)}.
We start with the following proposition.
Proposition 8.5 Let 1 < q < ∞. If u ∈ H1q (Ω) satisfies divu = 0 in Ω,
then u ∈ Jq(Ω).
To prove Proposition 8.5, we need the following lemma.
Lemma 8.6 Let 1 < q < ∞, m ∈ N0 and let G be a bounded domain whose
boundary ∂G is a hypersurface of Cm+1 class. Let H0q,0(G) = Lq(G) and for
m ≥ 1 let
Hmq,0(G) = {f ∈ Hm(G) | ∂αx f |∂G = 0 for |α| ≤ m− 1}.
Then, there exists a linear operator B : Hmq,0(G) → Hm+1q,0 (G)N having the
following properties:
(1) There exists a ρ ∈ C∞0 (G) such that ρ ≥ 0,
∫
G
ρ dx = 1, and
divB[f ] = f − ρ
∫
Ω
f dx. In particular, if
∫
G
f dx = 0, then divB[f ] = f .
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(2)We have the estimate:
‖B[f ]‖Hk+1q (G) ≤ Cq,k,G‖f‖Hkq (G) (k = 0, . . . ,m).
(3) If f = ∂g/∂xi with some g ∈ Hm+1q,0 (G), then
‖B[f ]‖Hkq (G) ≤ Cq,k,G‖g‖Hkq (G) (k = 0, . . . ,m).
Remark 8.7 (1) Since B[f ] ∈ Hm+1q,0 (G), if the 0 extension of B[f ] to RN is
written simply by B[f ], then B[f ] ∈ Hm+1q (RN )N and suppB[f ] ⊂ G.
(2) Lemma 8.6 was proved by Bogovski [11, 12] (cf. also Galdi [21])
To apply Lemma 8.6, we use the following lemma.
Lemma 8.8 Let 1 < q < ∞ and let 2R < L1 < L2 < L3 < L4 < 5R. Let χ
be a function in C∞(RN ) such that χ(x) = 1 for x ∈ BL2 and χ(x) = 0 for
x 6∈ BL3 . If v ∈ H2q (G)N , G ∈ {RN , Ω,Ω5R}, satisfies div v = 0 in DL1,L4 ,
then (∇χ) · v ∈ H3q,0,a(DL2,L3). Here, we have set
H3q,0,a(DL2,L3) = {f ∈ H˙3q,0(DL2,L3) |
∫
DL2,L3
f(x) dx = 0}.
Here and in the following, we set DL,M = {x ∈ RN | L < |x| < M} for
0 < L < M .
To prove Lemma 8.8, we need the following lemma.
Lemma 8.9 Let 1 < q < ∞ and let 2R < L1 < L2 < L3 < L4 < L5 <
L6 < 5R. Let χ be a function in C
∞(RN ) such that supp∇χ ⊂ DL3,L4 . If
u ∈ H2q (G), G ∈ {RN , Ω,Ω5R}, satisfies divu = 0 in DL1,L6 , then there
exists a v ∈ H2q (RN )N such that suppv ⊂ DL2,L5 , div v = 0 in RN and
(∇χ) · v = (∇χ) · u in RN .
Proof. Let A0, A1, . . ., A5 and B0, B1, . . ., B5 be numbers such that L2 =
A5 < A4 < A3 < A2 < A1 < A0 < L3 < L4 < B0 < B1 < B2 < B3 <
B4 < B5 = L5. Let ϕ ∈ C∞0 (RN ) such that ϕ(x) = 1 for A2 < |x| < B2
and ϕ(x) = 0 for |x| < A3 or |x| > B3. Note that ϕ(x) = 1 on supp∇χ.
Let E = DA4,A1 ∪ DB1,B4 . Since divu = 0 in DL1,L6 and suppϕ ⊂ DA3,B3 ,
we have div (ϕu) = (∇ϕ) · u in DA4,B4 and div (ϕu) = (∇ϕ) · u ∈ H2q,0(E).
Moreover, we have∫
E
(∇ϕ) · u dx =
∫
DA4,B4
(∇ϕ) · u dx =
∫
DA4,B4
div (ϕu) dx
= −
∫
SA4
x
|x| · (ϕu) dτ +
∫
SB4
x
|x| · (ϕu) dτ = 0,
which leads to (∇ϕ)·u ∈ H2q,0,a(E). By Lemm 8.6, v = ϕu−B[(∇ϕ)·u] has the
properties: v ∈ H2q (RN ), suppv ⊂ DA3,B3 , and div v = 0 in RN . Moreover,
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(∇χ) ·u = (∇χ) ·v in RN , because ϕ = 1 on supp∇χ and B[(∇ϕ) ·u] = 0 on
supp∇χ. ⊓⊔
Proof of Lemma 8.8. By Lemma 8.9, there exists a w ∈ H2q (RN )N such
that (∇χ) · v = (∇χ) ·w in RN , suppw ⊂ BL4 and divw = 0 in RN . Then,
the assertion follows from the following observation:∫
DL2,L3
(∇χ) · v dx =
∫
DL2,L3
(∇χ) ·w dx =
∫
BL4
(∇χ) ·w dx
=
∫
BL4
div (χw) dx =
∫
SL4
x
|x| · (χw) dτ = 0,
because χ|SL4 = 0. This completes the proof of Lemma 8.8. ⊓⊔
Proof of Proposition 8.5 We use the Sobolev cut off function. Let
χ(t) ∈ C∞0 ((−1, 1)) equal one for |t| ≤ 1/2, and set
χL(x) = χ
( ln ln |x|
ln lnL
)
.
Notice that
|∇χL(x)| ≤ c
ln lnL
1
|x| ln |x| (560)
and ∇χL(x) vanishes outside of Ω˙L, where Ω˙L = {x ∈ Ω | exp
√
lnL < |x| <
L}. Since u ∈ H1q (Ω) and divu = 0 in Ω, for any ϕ ∈ H1q′,0(Ω) we have
(u,∇ϕ)Ω = lim
L→∞
(χLu,∇ϕ)Ω = − lim
L→∞
(∇χL · u, ϕ)Ω .
Let ϕ0 be the zero extension of ϕ to R
N , that is ϕ0(x) = ϕ(x) for x ∈ Ω and
ϕ0(x) = 0 for x 6∈ Ω. Since ϕ ∈ H1q′,0(Ω), ϕ0 ∈ Hˆ1q′(RN ), where
Hˆ1q (R
N ) = {ψ ∈ Lq′,loc(RN ) | ∇ψ ∈ Lq′(RN )}.
Then, we know (cf. [21]) that there exist constants c 6= 0 and C for which∥∥∥ϕ0 − c
d
∥∥∥
Lq′ (R
N )
≤ C‖∇ϕ0‖Lq′ (RN ) = C‖∇ϕ‖Lq′ (Ω),
where d(x) = (1 + |x|) log(2 + |x|). Noting that supp∇χL ⊂ ΩR, we have
(∇χL · u, ϕ)Ω = c
∫
Ω˙L
(∇χL(x)) · u(x) dx
+
∫
Ω˙L
(d(x)(∇χL)(x) · u(x))ϕ0(x) − c
d(x)
dx.
By Lemma 8.8, we have
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Ω˙L
(∇χL(x)) · u(x) dx = 0.
Moreover, by (560) and Ho¨lder’s inequality, we have∣∣∣∫
Ω˙L
(d(x)(∇χL)(x) · u(x))ϕ0(x)− c
d(x)
dx
∣∣∣
≤
(∫
Ω˙L
(|d(x)(∇χL)(x)||u(x)|)q dx
)1/q∥∥∥ϕ0 − c
d
∥∥∥
Lq′ (R
N )
≤ C
ln lnL
(∫
Ω˙L
|u(x)|q dx
)1/q
‖∇ϕ‖Lq(Ω) → 0 as L→∞.
Therefore, we have (u,∇ϕ)Ω = 0 for any ϕ ∈ Hˆq′,0(Ω), that is u ∈ Jq(Ω).
This completes the proof of Proposition 8.5. ⊓⊔
We next consider the weak Dirichlet problem:
(∇u,∇ϕ)Ω = (f ,∇ϕ)Ω for any ϕ ∈ Hˆ1q′,0(Ω). (561)
Then, we know the following fact.
Proposition 8.10 Let 1 < q < ∞ and let Ω be an exterior domain in RN
(N ≥ 2). Then, the weak Dirichlet problem is uniquely solvable. Namely,
for any f ∈ Lq(Ω)N , problem (561) admits a unique solution u ∈ Hˆ1q,0(Ω)
possessing the estimate: ‖∇u‖Lq(Ω) ≤ C‖f‖Lq(Ω).
Remark 8.11 (1) This proposition was proved by Pruess and Simonett [40,
Section 7.4] and by Shibata [52, Theorem 18] independently.
(2) Let Ω = RN \ S1 and Γ = S1, where S1 denotes the unit sphere in RN .
Let
f(x) =
{
ln |x| N = 2,
|x|−(N−2) − 1 N ≥ 3.
Then, f(x) satisfies the strong Dirichlet problem: ∆f = 0 in Ω and f |Γ = 0.
Moreover, f ∈ H1q,0(Ω) provided that q > N/(N − 1). However, f does not
satisfy the weak Dirichlet problem:
(∇f,∇ϕ)Ω = 0 for any ϕ ∈ Hˆ1q′,0(Ω).
In fact, C∞0 (Ω) is not dense in Hˆ
1
q′,0(Ω) when 1 < q
′ < N . The detailed is
discussed in Shibata [52, Appendix A].
By Theorem 4.2 in Sect. 4, we have the following theorem.
Theorem 8.12 Let 1 < p, q <∞ with 2/p+ 1/q 6= 1 and 0 < T <∞. Let
u0 ∈ B2(1−1/p)q,p (Ω)N , f ∈ Lp((0, T ), Lq(Ω)N ),
g ∈ Lp(R, H1q (Ω)) ∩H1/2p (R, Lq(Ω)), g ∈ H1p (R, Lq(Ω)N ),
h ∈ H1/2p (R, Lq(Ω)N ) ∩ Lp(R, H1q (Ω)N )
(562)
R-boundedness, Maximal Regularity and Free Boundary Problem 197
which satisfy the compatibility condition:
divu0 = g|t=0 in Ω
and, in addition,
(µD(u0)n− h|t=0)τ = 0 on Γ (563)
provided that 2/p+ 1/q < 1. Then, problem (559) admits unique solutions u
and p with
u ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ),
p ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω))
(564)
satisfying the estimates
‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω))
≤ CγeγT
[‖u0‖B2(1−1/p)q,p (Ω) + ‖f‖Lp((0,T ),Lq(Ω) + ‖(g,h)‖Lp(R,H1q (Ω))
+ ‖(g,h)‖
H
1/2
p (R,Lq(Ω))
+ ‖g‖H1p(R,Lq(Ω))
]
(565)
for some positive constants C and γ.
Remark 8.13 In the case where 2/p + 1/q < 1, µD(u0) ∈ B1−2/pq,p (Ω) and
1 − 2/p > 1/q, and so µD(u0)|Γ exists. Since h ∈ H1/2p (R, Lq(Ω)N ) ∩
Lp(R, H
1
q (Ω)
N ), by complex interpolation theory, h ∈ Hθ/2p (R, H1−θq (Ω)N )
for any θ ∈ (0, 1). Since 2/p+ 1/q < 1, we can choose θ in such a way that
1 − θ > 1/q and 1/p < θ/2. Thus, h|t=0 ∈ H1−θq (Ω)N , and so the trace of
h|t=0 to Γ exists.
8.2 Local Well-posedness of Eq. (549)
In this subsection, we prove the local well-posedness of Eq. (549). The follow-
ing theorem is the main result of this subsection.
Theorem 8.14 Let 2 < p <∞, N < q <∞ and S > 0. Let Ω be an exterior
domain in RN (N ≥ 2) whose boundary Γ is a C2 compact hypersurface.
Assume that 2/p + N/q < 1. Then, there exists a time T > 0 depending on
S such that if initial data u0 ∈ B2(1−1/p)q,p (Ω)N satisfies ‖u0‖B2(1−1/p)q,p (Ω) ≤ S
and the compatibility condition:
divu0 = 0 in Ω, (D(u0)n)τ = 0 on Γ , (566)
then problem (545) admits a unique solution (u, q) with
u ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ),
q ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω))
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possessing the estimate:
‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω)) ≤ CS,∫ T
0
‖κ(·)v(·, s)‖H1
∞
(Ω) ds ≤ δ
for some constant C > 0 independent of T and S. Here, δ is the constant
appearing in (547).
Proof. Let T and L be a positive numbers determined late and let
IT = {u ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ) | u|t=0 = u0,
< u >T := ‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω)) ≤ L,∫ T
0
‖κ(·)u(·, s)‖H1
∞
(Ω) ds ≤ δ}.
Since T > 0 is chosen small enough eventually, we may assume that 0 < T ≤ 1.
Given v ∈ IT , let u be a solution of linear equations:
∂tu−Div (µD(u)− qI) = f(v) in ΩT ,
divu = g(v) = div g(v) in ΩT ,
(µD(u)− qI)n = h(v) on Γ T ,
u|t=0 = u0 in Ω.
(567)
Notice that
< v >T≤ L,
∫ T
0
‖κ(·)v(·, s)‖H1
∞
(Ω) ds ≤ δ. (568)
To solve (567), we use Theorem 8.12. To this end, we introduce E [v] = E1[v],
which is the functions defined in (424) of Sect. 6, and eT , which is the extension
map defined by (422). Recall that the following formulas hold:
< E1[v] >∞≤ C(‖u0‖B2(1−1/p)q,p (Ω)+ < v >T ) ≤ C(S + L). (569)
For the sake of simplicity, we may write g(v), g(v) and h(v) given in Eq.
(551) and (552) as
g(v) = v1(
∫ t
0
∇(κv) ds)
∫ t
0
∇(κv) ds ⊗∇v,
g(v) = v2(
∫ t
0
∇(κv) ds)
∫ t
0
∇(κv) ds ⊗ v,
h(v) = v3(
∫ t
0
∇(κv) ds)
∫ t
0
∇(κv) ds ⊗∇v,
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with some matrices of C1 functions v1(k), v2(k), and v3(k) defined for |k| < δ.
Note that v3(k) depends also on x ∈ RN with
sup
|k|≤δ
‖(v3(·,k), ∂kv3(·,k)‖H1
∞
(RN ) ≤ C
with some constant C, because n is defined on RN with n‖H1
∞
(RN ) <∞.
Let eT be the operator defined in (422), and set
g0 = eT [g(v)], g0 = eT [g(v)], h0 = eT [h(v)].
Since
g0(·, t) =

0 t < 0,
[g(v)](·, t) 0 < t < T,
[g(v)](·, 2T − t) T < t < 2T,
0 t > 2T,
g0(·, t) =

0 t < 0,
[g(v)](·, t) 0 < t < T,
[g(v)](·, 2T − t) T < t < 2T,
0 t > 2T,
as follows from g(v) = 0 and g(v) = 0 at t = 0, and since div g(v) = g(v) for
0 < t < T , we have div g0 = g0 for any t ∈ R. Moreover, we have
g0 = eT [v1(
∫ t
0
∇(κv) ds)
∫ t
0
∇(κv) ds ⊗∇E1[v]],
g0 = eT [v2(
∫ t
0
∇(κv) ds)
∫ t
0
∇(κv) ds⊗ E1[v]]
h0 = eT [v3(
∫ t
0
∇(κv) ds)
∫ t
0
∇(κv) ds⊗∇E1[v]],
(570)
because E1[v] = v in (0, T ). Where, E1[v] has been defined in (424).
Let u and q be solutions of the linear equations:
∂tu−Div (µD(u)− qI) = f in ΩT ,
divu = g0 = div g0 in Ω
T ,
(µD(u)− qI)n = h0 on Γ T ,
u|t=0 = u0 in Ω,
(571)
and then u and q are also solutions of the equations (567), because g0 = g(v),
g0 = g(v) and h0 = h(v) for t ∈ (0, T ). In the following, using the Banach
fixed point theorem, we prove that there exists a unique u ∈ IT such that
u = v, which is a required solution of Eq. (549).
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Applying Theorem 8.12 gives that
< u >T ≤ C{‖u0‖B2(1−1/p)q,p (Ω) + ‖f0‖Lp(R,Lq(Ω)) + ‖(g0,h0)‖Lp(R,H1q (Ω))
+ ‖(g0,h0)‖H1/2p (R,Lq(Ω)) + ‖∂tg0‖Lp(R,Lq(Ω))}, (572)
provided that the right hand side in (572) is finite. In the following, C denotes
generic constants independent of T and L. Recalling k = ∇ ∫ t0 (κv) ds and the
definition of f(u)|i given in (550), we have
‖f(v)‖Lq(Ω) ≤ C
{
‖v(·, t)‖L∞(Ω)‖∇v(·, t)‖Lq(Ω)
+
∫ T
0
‖v(·, s)‖H1
∞
(Ω) ds‖(∇2v, ∂tv)‖Lq(Ω)
+
∫ T
0
‖v(·, s)‖H2q (Ω) ds‖∇v(·, t)‖L∞(Ω)
}
. (573)
By Ho¨lder’s inequality, the Sobolev inequality and the assumption: 2/p +
N/q < 1,∫ T
0
‖v(·, s)‖H1
∞
(Ω) ds ≤ C
(∫ T
0
‖v(·, s)‖pH2q (Ω) ds
)1/p
T 1/p
′ ≤ CT 1/p′L,∫ T
0
‖v(·, s)‖H2q (Ω) ds ≤ C
(∫ T
0
‖v(·, s)‖pH2q (Ω) ds
)1/p
T 1/p
′ ≤ CT 1/p′L,
‖v(·, t)‖L∞(Ω) ≤ C‖v(·, t)‖H1q (Ω),
‖∇v(·, t)‖L∞(Ω) ≤ C‖v(·, t)‖B2(1−1/p)q,p (Ω). (574)
Moreover, by (223) and (462), we have
sup
0≤t≤T
‖v(·, t)‖
B
2(1−1/p)
q,p (Ω)
≤ sup
t∈(0,∞)
‖E1[v]‖B2(1−1/p)q,p (Ω) ≤ C(S + L). (575)
By (574) and (575)
sup
0≤t≤T
(‖v(·, t)‖L∞(Ω)‖v(·, t)‖H1q (Ω)) ≤ C sup
0<t<T
‖v(·, t)‖2H1q (Ω)
≤ C sup
0<t<T
‖v(·, t)‖2
B
2(1−1/p)
q,p (Ω)
≤ C(S + L)2, (576)
because 2(1 − 1/p) > 1 as follows from p > 2 and N < q < ∞. Combining
(573), (574) and (576), we have
‖f(v)‖Lp((0,T ),Lq(Ω)) ≤ C(S + L)2(T 1/p
′
+ T 1/p). (577)
We next consider the estimate of g0 and h0. By (422), (568), (569), the
Sobolev inequality and the assumption: N < q <∞, we have
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‖g0(·, t)‖H1q (Ω) ≤ C
∫ T
0
‖v(·, s)‖H2q (Ω) ds‖v(·, t)‖H2q (Ω) for t ∈ (0, T ),
‖g0(·, t)‖H1q (Ω) ≤ C
∫ 2T−t
0
‖v(·, s)‖H2q (Ω) ds‖v(·, 2T − t)‖H2q (Ω)
for t ∈ (T, 2T ), and ‖g0(·, t)‖H1q (Ω) = 0 for t 6∈ [0, 2T ]. Thus,
‖g0(·, t)‖H1q (Ω) ≤ C

0 t < 0,
T 1/p
′
< v >T ‖v(·, t)‖H2q (Ω) 0 < t < T,
T 1/p
′
< v >T ‖v(·, 2T − t)‖H2q (Ω) T < t < 2T,
0 t > 2T,
which, combined with (568), gives that
‖g0‖Lp(R,H1q (Ω)) ≤ CL2T 1/p
′
. (578)
Analogously,
‖h0‖Lp(R,H1q (Ω)) ≤ CL2T 1/p
′
. (579)
Since
‖∂t
∫ t
0
∇(κv) ds‖Lp((0,T ),H1q (Ω)) ≤ C < v >T≤ CL,
‖∂t
∫ t
0
∇(κv) ds‖L∞((0,T ),Lq(Ω)) ≤ C‖v‖L∞((0,T ),H1q (Ω)) ≤ C(S + L)
as follows from (575), applying Lemma 6.2 and Lemma 6.4 to g0 and h0, and
using the formula of g0 and h0 given in (570) and the estimates (568) we have
‖g0‖H1/2p (R,Lq(Ω)) ≤ C(L+ S)
2(T 1/p
′
+ T
q−N
pq ), (580)
‖h0‖H1/2p (R,Lq(Ω)) ≤ C(L+ S)L(T
1/p′ + T
q−N
pq ). (581)
We finally estimate ∂tg0. To this end, we write
∂tg0 = v2(
∫ t
0
∇(κv) ds)
∫ t
0
∇(κv) ds ⊗ ∂tE1[v](·, t)
+ v2(
∫ t
0
∇(κv) ds)∇(κv) ⊗ E1[v](·, t)
+ v′2(
∫ t
0
∇(κv) ds)∇(κv)
∫ t
0
∇(κv) ds ⊗ E1[v](·, t)) for t ∈ (0, T ),
∂tg0 = v2(
∫ 2T−t
0
∇(κv) ds)
∫ 2T−t
0
∇(κv) ds ⊗ ∂tE1[v](·, t)
+ v2(
∫ 2T−t
0
∇(κv) ds)∇(κv) ⊗ E1[v](·, t)
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+ v′2(
∫ 2T−t
0
∇(κv) ds)∇(κv)
∫ 2T−t
0
∇(κv) ds ⊗ E1[v](·, t))
for t ∈ (T, 2T ), and ∂tg0 = 0 for t 6∈ [0, 2T ], where v′2(k) = ∇kv2(k). By
(575),
‖∂tg0‖Lp(R,Lq(Ω)) ≤ C(T
1
p′ + T
1
p )(L + S)2,
which, combined with (572), (577), (578), (579), (580), and (581), leads to
< u >T≤ C(L+ S)2(T
1
p′ + T
1
p + T
q−N
pq ).
Choosing T > 0 so small that
C(L+ S)(T
1
p′ + T
1
p + T
q−N
pq ) ≤ 1/2,
we have < u >T≤ (C +1/2)S+L/2. Thus, choosing L = (2C +1)S, we have
< u >T≤ L. (582)
Moreover, we have∫ T
0
‖κ(·)u(·, s)‖H1
∞
(Ω) ds ≤ Cq‖κ‖H1
∞
(Ω)T
1/p′
(∫ T
0
‖u(·, s)‖pH2q (Ω) ds
)1/p
≤ Cq‖κ‖H1
∞
(Ω)LT
1/p′ ,
and so choosing T > 0 in such a way that Cq‖κ‖H1
∞
(Ω)LT
1/p′ ≤ δ, we have∫ T
0
‖κ(·)u(·, s)‖H1
∞
(Ω) ds ≤ δ.
Thus, u ∈ IT . Let Q be a map defined by Qv = u, and then Q maps IT into
itself.
Given vi ∈ IT (i = 1, 2), considering the equations satisfied by u2 − u1 =
Qv2 −Qv1 and employing the same argument as that in proving (582), we
can show that
< Qv1 −Qv2 >T≤ C(L+ S)(T
1
p′ + T
1
p + T
q−N
pq ) < v1 − v2 >T
holds. Choosing T smaller if necessary, we may assume that C(L+ S)(T
1
p′ +
T
1
p +T
q−N
pq ) ≤ 1/2, and so Q is a contration map on IT . By the Banach fixed
point theorem, there exists a unique u ∈ IT such that Qu = u, which is a
required unique solution of Eq. (545). This completes the proof of Theorem
8.14. ⊓⊔
Employing the similar argument to that in Subsec. 7.2, we can prove the
following theorem, which is used to prove the global well-posedness.
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Theorem 8.15 Let 2 < p <∞, N < q <∞ and T > 0. Let Ω be an exterior
domain in RN (N ≥ 2), whose boundary Γ is a C2 compact hypersurface.
Assume that 2/p + N/q < 1. Then, there exists an ǫ1 > 0 depending on T
such that if initial data u0 ∈ B2(1−1/p)q,p (Ω)N satisfies ‖u0‖B2(1−1/p)q,p (Ω) ≤ ǫ1
and the compatibility condition (566), then problem (545) admits a unique
solution (u, q) with
u ∈ Lp((0, T ), H2q (Ω)N ) ∩H1p ((0, T ), Lq(Ω)N ),
q ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω))
possessing the estimate:
‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω)) ≤ ǫ1,
∫ T
0
‖κ(·)u(·, s)‖H1
∞
(Ω) ≤ δ.
8.3 A new formulation of Eq. (549)
Let T > 0 and let
u ∈ H1p ((0, T ), Lq(Ω)N ) ∩ Lp((0, T ), H2q (Ω)N ),
q ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω))
(583)
be solutions of Eq. (549) satisfying the condition (547). In what follows, we
rewrite Eq. (549) in order that the nonlinear terms have suitable decay prop-
erties.
In the following, we repeat the argument in Subsec: 3.2 and Subsec: 3.3. Let
V0(k) = (V0ij(k)) be the N×N matrix defined in (102) in Subsec. 3.2 and set
∂y
∂x
= I+V0(k) := (aij(t)), where k = {kij | i, j = 1, . . . , N} are the variables
corresponding to
∫ t
0 ∇(κ(y)v(y, s)) ds. And also, let nt = ⊤(nt1, . . . , ntN) and
n = ⊤(n1, . . . , nN) be the unit outer normal to Γt and Γ , respectively. Since
0 = nt · dx =
N∑
j=1
ntjdxj =
N∑
j,k=1
ntj
∂xj
∂yk
dyk,
we see that ⊤
∂x
∂y
nt is parallel to n, that is
⊤ ∂x
∂y
nt = cn for some c ∈ R \ {0},
and so we have nt = c
⊤ ∂y
∂x
n. Since |nt| = 1, we have (548). Thus, by (102)
and (312) we have
∂
∂xi
=
N∑
j=1
aji(t)
∂
∂yj
, nti = d(t)
N∑
j=1
aji(t)nj (584)
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where d(t) = |(I+ ⊤V0(k))n|. Let J be the Jacobian of the partial Lagrange
transform (546) and set
ℓij = δij +
∫ t
0
∂
∂yj
(κ(y)ui(y, s)) ds
where u = ⊤(u1, . . . , uN). Let
aij(t) = δij + a˜ij(t), J(t) = 1 + J˜(t), ℓij(t) = δij + ℓ˜ij(t) (585)
with
a˜ij(t) = bij(
∫ t
0
∇(κ(y)v(y, s)) ds), J˜(t) = K(
∫ t
0
∇(κ(y)v(y, s)) ds),
ℓ˜ij(t) = mij(
∫ t
0
∇(κ(y)v(y, s)) ds) :=
∫ t
0
∂
∂yj
(κ(y)ui(y, t)) ds.
(586)
Here, if we use the symbols defined in Subsec. 3.2, then bij = V0ij andK = J0,
and so bij and K are smooth functions defined on {k | |k| ≤ δ} such that
bij(0) = K(0) = 0.
Let v(x, t) = u(y, t) and p(x, t) = q(y, t), and then v and p are solutions
of Eq. (1) with
Ωt = {x = y +
∫ t
0
κ(y)u(y, s) ds | y ∈ Ω},
Γt = {x = y +
∫ t
0
κ(y)u(y, s) ds | y ∈ Γ}.
By (584),
∂vi
∂xj
+
∂vj
∂xi
= Dij,t(u) := Dij(u) + D˜ij(t)∇u
with
Dij(u) =
∂ui
∂yj
+
∂uj
∂yj
, D˜ij(t)∇u =
N∑
k=1
(a˜kj(t)
∂ui
∂yk
+ a˜ki(t)
∂uj
∂yk
). (587)
By (106) in Subsec. 3.2 we also have an important formula:
div v =
N∑
j=1
∂vj
∂xj
=
N∑
j,k=1
J(t)akj(t)
∂uj
∂yk
=
N∑
j,k=1
∂
∂yk
(J(t)akj(t)uj), (588)
which implies that
N∑
j,k=1
(a˜kj(t) + J˜(t)akj(t))
∂uj
∂yk
=
N∑
j,k=1
∂
∂yk
{(a˜kj(t) + J˜(t)akj(t))uj}. (589)
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And then, Eq. (549) is written as follows:
N∑
i=1
ℓis(t)(∂tui + (1− κ)
N∑
j,k=1
ujakj(t)
∂ui
∂yk
)
−µ
N∑
i,j.k=1
ℓis(t)akj(t)
∂
∂yk
Dij,t(u)− ∂q
∂ys
= 0 in ΩT ,
N∑
j,k=1
J(t)akj(t)
∂uj
∂yk
=
N∑
j,k=1
∂
∂yk
(J(t)akj(t)uj) = 0 in Ω
T ,
µ
N∑
i,j,k=1
ℓis(t)akj(t)Dij,t(u)nk − qns = 0 on Γ T ,
u|t=0 = u0 in Ω,
where s runs from 1 through N . Here, we have used the fact that (ℓij) = A
−1.
In order to get some decay properties of the nonlinear terms, we write∫ t
0
∇(κ(y)u(y, s)) ds =
∫ T
0
∇(κ(y)u(y, s)) ds −
∫ T
t
∇(κ(y)u(y, s)) ds.
In (586), by the Taylor formula we write
aij(t) = aij(T ) +Aij(t), ℓij(t) = ℓij(T ) + Lij(t),
Dij,t(u) = Dij,T (u) +Dij(t)∇u, J(t) = J(T ) + J (t) (590)
with
Aij(t) = −
∫ 1
0
b′ij(
∫ T
0
∇(κ(y)u(y, s)) ds− θ
∫ T
t
∇(κ(y)u(y, s)) ds) dθ
×
∫ T
t
∇(κ(y)u(y, s)) ds
Lij(t) = −
∫ T
t
∂
∂yj
(κ(y)ui(y, s)) ds,
Dij(t)∇u =
N∑
k=1
(Akj(t)∂ui
∂yk
+Aki(t)∂uj
∂yk
),
J (t) = −
∫ 1
0
K ′(
∫ T
0
∇(κ(y)u(y, s)) ds − θ
∫ T
t
∇(κ(y)u(y, s)) ds) dθ
×
∫ T
t
∇(κ(y)u(y, s)) ds,
where b′ij and K
′ are derivatives of bij and K with respect to k. By the
relation:
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N∑
s=1
ℓis(T )asm(T ) = δsi, (591)
the first equation in (590) is rewritten as follows:
∂tum −
N∑
j,k=1
akj(T )
∂
∂yk
(µDmj,T (u)− δmjq) = f˜m(u)
with
f˜m(u) = −
N∑
s=1
asm(T ){
N∑
i=1
Lis(t)∂tui +
N∑
i,j,k=1
(1− κ)ℓis(t)akj(t)uj ∂ui
∂yk
}
+ µ
N∑
s=1
asm(T )
{ N∑
i,j,k=1
ℓis(T )akj(T )
∂
∂yk
(Dij(t)∇u) (592)
+
N∑
i,j,k=1
ℓis(T )Akj(t) ∂
∂yk
Dij,t(u) +
N∑
i,j,k=1
Lis(t)akj(t) ∂
∂yk
Dij,t(u)
}
.
Next, by (588)
d˜ivu = g˜(u) = div g˜(u)
with
d˜ivu =
N∑
j,k=1
J(T )akj(T )
∂uj
∂yk
=
N∑
j,k=1
∂
∂yk
(J(T )akj(T )uj),
g˜(u) =
N∑
j,k=1
(J(T )Akj(t) + J (t)akj(t))∂uj
∂yk
, (593)
g˜k(u) =
N∑
j=1
(J(T )Akj(t) + J (t)akj(t))uj , g˜(u) = ⊤(g˜1(u), . . . , g˜N(u)).
Finally, we consider the boundary condition. Let n˜ be an N -vector defined
on RN such that n˜ = n on Γ and ‖n˜‖H2
∞
(RN ) ≤ C. In what follows, n˜ is simply
written by n = ⊤(n1, . . . , nN ). By (584) and (591)
N∑
j,k=1
akj(T )(µDmj,T (u)− δmjq)nk = h˜m(u)
with
h˜m(u) = −µ
N∑
j,k=1
(akj(T )Dmj(t)∇u+Akj(t)Dmj,t(u))nk
− µ
N∑
i,j,k,s=1
asm(T )Lis(t)akj(t)Dij,t(u)nk.
(594)
R-boundedness, Maximal Regularity and Free Boundary Problem 207
By (588),
N∑
j,k=1
akj(T )
∂
∂yk
(µDmj,T (u)− δmjq)
= J(T )−1
N∑
k=1
∂
∂yk
[
N∑
j=1
{J(T )akj(T )(µDmj,T (u)− δmjq)}].
Thus, letting
Smk(u, q) =
N∑
j=1
J(T )akj(T )(Dmj,T (u)− δmjq), S˜(u, q) = (Sij(u, q)),
f˜(u) = ⊤(f˜1(u), . . . , f˜N(u)), h˜(u) = ⊤(h˜1(u), . . . , h˜N (u)),
and using (588), we see that u and q satisfy the following equations:
∂tu− J(T )−1Div S˜(u, q) = f˜(u) in ΩT ,
d˜ivu = g˜(u) = div g˜(u) in ΩT ,
S˜(u, q)n = J(T )h˜(u) on Γ T ,
u|t=0 = u0 in Ω.
(595)
This is a new formula of Eq. (549) which is satisfied by local in time solutions
u and q of Eq. (549). The corresponding linear equations to Eq. (595) is the
followings: 
∂tu− J(T )−1Div S˜(u, q) = f in ΩT ,
d˜ivu = g = div g in ΩT ,
S˜(u, q)n = h on Γ T ,
u|t=0 = u0 in Ω.
(596)
We call Eq. (596) the slightly perturbed Stokes equations.
8.4 Slightly perturbed Stokes equations
In this subsection we summarize some results obtained by Shibata [53] con-
cerning the slightly perturbed Stokes equations. Let r be an exponent such
that N < r < ∞. Let aij(T ), a˜ij(T ), J(T ) and J˜(T ) be functions defined in
(585) with t = T . We assume that
‖(a˜ij(T ), J˜(T ))‖L∞(Ω) + ‖∇(a˜ij(T ), J˜(T ))‖Lr(Ω) ≤ σ (597)
with some small constant σ > 0. In view of Theorem 8.15, we can choose
σ > 0 small as much as we want if we choose the initial data small. Since
suppκ ⊂ B2R, a˜ij(T ) and J˜(T ) vanish for x 6∈ B2R. In the following, we write
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aij(T ), a˜ij(T ), J(T ) and J˜(T ) simply by aij , a˜ij , J and J˜ , respectively. And
also, we write A = (aij(T )).
To state the compatibility condition for Eq. (596), we modify the equation
slightly. Notice that it follows from (588) with uj = δmjq that
N∑
j,k=1
J−1
∂
∂yk
(Jakjδmjq) =
N∑
j,k=1
akj
∂
∂yk
(δmjq) =
N∑
k=1
akm
∂q
∂yk
= ⊤A∇q|m.
In the following, we set
∇˜q = ⊤A∇, D˜(u) = (Dij,T (u)), n˜ = d−1n ⊤An, n˜i = d−1n
N∑
j=1
aji(T )nj,
with dn = (
∑N
i,j=1 aij(T )ninj)
1/2, where we have set n˜ = ⊤(n˜1, . . . , n˜N ) and
n = ⊤(n1, . . . , nN). Note that |n˜| = 1. And then, we can write
J−1Div S˜(u, q) = J−1Div (JAµD˜(u)) − ∇˜q,
S˜(u, q)n = Jdn(µD˜(u)− qI)n˜.
(598)
And then, Eq. (596) is rewritten as
∂tu− J−1Div (JAµD˜(u)) + ∇˜q = f in ΩT ,
d˜ivu = g = div g in ΩT ,
µD˜(u)n˜− qn˜ = (Jdn)−1h on Γ T ,
u|t=0 = u0 in Ω.
(599)
To obtain the maximal Lp-Lq regularity and some decay properties of
solutions of Eq. (599), we first consider the following generalized resolvent
problem corresponding to Eq. (595):
λu− J−1Div (JAµD˜(u)) + ∇˜q = f in ΩT ,
d˜ivu = g = div g in ΩT ,
µD˜(u)n˜− qn˜ = (Jdn)−1h on Γ T ,
u|t=0 = u0 in Ω.
(600)
The following theorem was proved by Shibata [53].
Theorem 8.16 Let 1 < q ≤ r and 0 < ǫ0 < π/2. Assume that Ω is an
exterior domain whose boundary Γ is a compact C2 hypersurface. Let
X ′′q (Ω) = {(f , g,g,h) | f ,g ∈ Lq(Ω)N , g ∈ H1q (Ω), h ∈ H1q (Ω)N},
X ′′q (Ω) = {(F1, . . . , FN ) | F1, F4, F6 ∈ Lq(Ω)N , F2 ∈ H1q (Ω),
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F3 ∈ Lq(Ω), F5 ∈ H1q (Ω)N}.
Then, there exist a constant λ0 > 0 and operator families As(λ) and Ps(λ)
with
As(λ) ∈ Hol (Σǫ0,λ0 ,L(X ′′q (Ω), H2q (Ω)N )),
Ps(λ) ∈ Hol (Σǫ0,λ0 ,L(X ′′q (Ω), H1q (Ω) + Hˆ1q,0(Ω)))
such that for any λ ∈ Σǫ0,λ0 and (f , g,g,h) ∈ X ′′q (Ω), u = As(λ)Fλ and
q = Ps(λ)Fλ are unique solutions of Eq. (600), where
Fλ = (f , g, λ
1/2g, λg,h, λ1/2h).
Moreover, we have
RL(X ′′q (Ω),H2−jq (Ω)N )({(τ∂τ )
ℓ(λj/2As(λ)) | λ ∈ Σǫ0,λ0}) ≤ rb,
RL(X ′′q (Ω),Lq(Ω)N )({(τ∂τ )ℓ(∇Ps(λ)) | λ ∈ Σǫ0,λ0}) ≤ rb
for ℓ = 0, 1 and j = 0, 1, 2 with some constant rb.
To obtain the decay properties of solutions to Eq. (599), we first consider the
time shifted equations:
∂tu+ λ0u− J−1Div (JAµD˜(u)) + ∇˜q = f in ΩT ,
d˜ivu = g = div g in ΩT ,
µD˜(u)n˜− qn˜ = (Jdn)−1h on Γ T ,
u|t=0 = u0 in Ω.
(601)
Employing the same argument as in Subsec. 4.6, we have the following maxi-
mal Lp-Lq regularity theorem for Eq. (601) with large λ0 > 0.
Theorem 8.17 Let 1 < p, q <∞ and assume that 2/p+N/q 6= 1. Then, there
exist constants σ > 0 and λ0 > 0 such that if (597) holds, then the following
assertion holds: Let u0 ∈ B2(1−1/p)q,p (Ω)N be initial data for Eq. (601) and let
f , g, g, d, h be given functions for Eq. (601) with
f ∈ Lp(R, Lq(Ω)N ), g ∈ H1p (R, H1q (Ω)) ∩H1/2p (R, Lq(BR)),
g ∈ H1p (R, Lq(Ω)N ), h ∈ H1p (R, H1q (Ω)N ) ∩H1/2p (R, Lq(Ω)N ).
Assume that the compatibility conditions:
d˜ivu0 = g|t=0 in Ω.
When 2/p+ 1/q < 1, in addition we assume that
JdnΠ˜0(µD˜(u0)n˜) = Π˜0(h|t=0) on Γ,
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where for any N -vector d we set Π˜0d = d− < d, n˜ > n˜. Then, problem (601)
admits unique solutions u and q with
u ∈ H1p ((0, T ), Lq(Ω)N ) ∩ Lp((0, T ), H2q (Ω)N ),
q ∈ Lp((0, T ), H1q (Ω) + Hˆ1q,0(Ω))
possessing the estimate:
‖u‖Lp((0,T ),H2q (Ω)) + ‖∂tu‖Lp((0,T ),Lq(Ω))
≤ C(‖u0‖B2(1−1/p)q,p (Ω) + ‖f‖Lp(R,Lq(Ω)) + ‖(g,h)‖H1/2p (R,Lq(Ω))
+ ‖(g,h)‖Lp(R,H1q (Ω)) + ‖∂tg‖Lp(R,Lq(Ω)))
for some constant C.
Since ∂t(< t >
b u) =< t >b ∂tu + b < t >
b−1 u, if u and q satisfy Eq.
(601), then < t >b u and < t >b q satisfy the equations:
∂t(< t >
b u) + λ0(< t >
b u)− J(T )−1Div (JAµD˜(< t >b u))
+∇˜(< t >b q) =< t >b f˜ + b < t >b−1 u in ΩT ,
d˜iv < t >b u =< t >b g˜ = div (< t >b g˜) in ΩT ,
µD˜(< t >b u)n˜− < t >b qn˜ =< t >b (Jdn)−1h˜ on Γ T ,
< t >b u|t=0 = u0 in Ω.
Thus, repeated use of Theorem 8.17 yields that
‖ < t >b u‖Lp((0,T ),H2q (Ω)) + ‖ < t >b ∂tu‖Lp((0,T ),Lq(Ω))
≤ C(‖u0‖B2(1−1/p)q,p (Ω) + ‖ < t >
b f‖Lp(R,Lq(Ω))
+ ‖(< t >b g,< t >b h)‖
H
1/2
p (R,Lq(Ω))
+ ‖(< t >b g,< t >b h)‖Lp(R,H1q (Ω))
+ ‖∂t(< t >b g)‖Lp(R,Lq(Ω))), (602)
provided that the right hand side is finite. Where, gb, gb and hb are suitable
extension of < t >b g, < t >b g, and < t >b h to the whole time interval R
such that < t > g = gb, < t >
b g = gb, < t >
b h = hb for t ∈ (0, T ) and
div gb = gb for t ∈ R.
We next consider so called Lp-Lq decay estimate of semigroup associated
with Eq. (599). Thus, we formulate Eq. (599) in the semigroup setting. For this
purpose, we have to eliminate q. We start with the weak Dirichlet problem:
(∇˜u, J∇˜ϕ)Ω = (f , J∇˜ϕ)Ω for any ϕ ∈ Hˆ1q′,0(Ω). (603)
Here,
∇˜ϕ = ⊤(
N∑
k−1
ak1
∂ϕ
∂xk
, . . . ,
N∑
k−1
akN
∂ϕ
∂xk
) = ⊤A∇ϕ.
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Since a˜ij and J˜ vanish outside of B2R, d˜ivu = divu and ∇˜ϕ = ∇ϕ in
RN \B2R. Thus, by Proposition 8.10, we have the following result.
Proposition 8.18 Let 1 < q ≤ r. Then, for any f ∈ Lq(Ω)N problem (603)
admits a unique solution u ∈ Hˆ1q,0(Ω) possessing the estimate:
‖∇u‖Lq(Ω) ≤ C‖f‖Lq(Ω).
We next consider the following slightly perturned Dirichlet problem. Given
u ∈ H2q (Ω)N , let K(u) be a unique solution of the weak Dirichlet problem:
(∇˜K(u), J∇˜ϕ)Ω = (µJ−1Div (JAD˜(u))− ∇˜d˜iv u, J∇˜ϕ)Ω (604)
for any ϕ ∈ Hˆ1q′,0(Ω), subject to
K(u) =< D˜(u)n˜, n˜ > −d˜iv u.
This problem also can be treated by small perturbation of the weak Dirichlet
problem.
We now consider the evolution equations:
∂tu− J−1Div (JAµD˜(u)) + ∇˜K(u) = 0 in Ω × (0,∞),
µD˜(u)n˜−K(u)n˜ = 0 on Γ × (0,∞),
u|t=0 = u0,
(605)
which is corresponding to Eq. (596) with λ0 = 0, f = g = g = h = 0, and
u0 ∈ J˜q(Ω). Where, we have set
J˜q(Ω) = {f ∈ Lq(Ω) | (f , J∇˜ϕ)Ω = 0 for any ϕ ∈ Hˆ1q′,0(Ω)}.
Given f ∈ J˜q(Ω), let u ∈ H2q (Ω)N and q ∈ H1q (Ω) + Hˆ1q,0(Ω) be solutions of
the resolvent equations:{
λu− J−1Div (JAµD˜(u)) + ∇˜K(u) = f , d˜iv u = 0 in Ω,
µD˜(u)n˜ −K(u)n˜ = 0 on Γ .
(606)
Employing the same argument as in Subsec. 4.3, we have q = K(u), and so
by Theorem 8.16 we have u = As(λ)f and
|λ|‖u‖Lq(Ω) + ‖u‖H2q (Ω) ≤ rb‖f‖Lq(Ω)
for any λ ∈ Σǫ0,λ0 . Let
Ds,q(Ω) = {u ∈ J˜q(Ω) ∩H2q (Ω)N | µD˜(u)n˜−K(u)n˜|Γ = 0},
Asu = J−1Div (JAµD˜(u))− ∇˜K(u) for u ∈ Ds,q(Ω).
212 Yoshihiro Shibata
Then, Eq. (605) is written by
u˙−Asu = 0 t > 0, u|t=0 = u0
for u0 ∈ J˜q(Ω). Notice that µD˜(u)n˜ − K(u)n˜|Γ = 0 for u ∈ Ds,q(Ω) is
equivalent to
Π˜0[µD˜(u)n˜] = 0 on Γ . (607)
We then see that the operatorAs generates a C0 analytic semigroup {Ts(t)}t≥0
on J˜q(Ω). Moreover, we have the following theorem.
Theorem 8.19 Assume that N ≥ 3 and that µ is a positive constant. Then,
there exists a σ > 0 such that if the assumption (597) holds, then for any
q ∈ (1, r], there exists a C0 analytic semigroup {Ts(t)}t≥0 associated with Eq.
(605) such that for any u0 ∈ J˜q(Ω), u is a unique solution of Eq. (605) with
u = Ts(t)u0
∈ C0([0,∞), J˜q(Ω)) ∩ C1((0,∞), Lq(Ω)N ) ∩ C0((0,∞),Ds,q(Ω)).
Moreover, for any p ∈ [q,∞) or p = ∞ and for any f ∈ J˜q(Ω) and t > 0
we have the following estimates:
‖Ts(t)f‖Lp(Ω) ≤ Cq,pt−
1
2 (
1
q− 1p )‖f‖Lq(Ω),
‖∇Ts(t)f‖Lp(Ω) ≤ Cq,pt−
1
2− 12 ( 1q− 1p )‖f‖Lq(Ω).
(608)
Remark 8.20 This theorem was proved by Shibata [53].
We finally consider the following equations:
∂tu− J−1Div (JAµD˜(u)) + ∇˜q = f , d˜iv u = 0 in ΩT ,
µD˜(u)n˜− qn˜ = 0 on Γ T ,
u|t=0 = 0 in Ω.
(609)
Let ψ ∈ Hˆ1q,0(Ω) be a solution of the weak Dirichlet problem:
(∇˜ψ, J∇˜ϕ)Ω = (f , J∇˜ϕ)Ω for any ϕ ∈ Hˆ1q′,0(Ω).
Let g = f − ∇˜ψ, and then g ∈ J˜q(Ω) and
‖g‖Lq(Ω) + ‖∇ψ‖Lq(Ω) ≤ C‖f‖Lq(Ω).
Using this decomposition, we can rewrite Eq. (609) as
∂tu− J−1Div (JAµD˜(u)) + ∇˜(q− ψ) = g, d˜iv u = 0 in ΩT ,
µD˜(u)n˜ − (q− ψ)n˜ = 0 on Γ T ,
u|t=0 = 0 in Ω,
R-boundedness, Maximal Regularity and Free Boundary Problem 213
where we have used the formula (598) and ψ|Γ = 0. Since g ∈ J˜q(Ω) for any
t ∈ (0, T ), we see that by Duhamel’s principle, we have
u =
∫ t
0
T (t− s)g(s) ds =
∫ t
0
T (t− s)(f(s) −∇ψ(s)) ds. (610)
Moreover, we have q = K(u) + ψ. This is a solution formula of Eq. (609).
8.5 Estimates for the nonlinear terms
Let f˜(u), g˜(u), g˜(u) and h˜(u) are functions defined in Sect. 8.3. In this sub-
section, we estimate these functions. In the following we write
‖ < t >α w‖Lp((0,T ),X) =
{∫ T
0
(< t >α ‖w(·, t)‖X)p dt
}1/p
1 ≤ p <∞,
‖ < t >α w‖L∞((0,T ),X) = esssup
0<t<T
< t >α ‖w(·, t)‖X p =∞.
Let f˜ = ⊤(f˜1(u), . . . , fN (u)) be the vector of functions given in (592). We first
prove that
‖ < t >b f˜‖Lp((0,T ),Lq1/2(Ω)) + ‖ < t >b f˜‖Lp((0,T ),Lq2(Ω))
≤ C(I + [u]2T ),
(611)
where [u]T is the norm defined in Theorem 8.1 and I = ‖u0‖B2(1−1/p)q2,p (Ω) +‖u0‖B2(1−1/p)
q1/2,p
(Ω)
. Here and in the following, C denotes generic constants in-
dependent of I, [u]T , δ, and T . The value of C may change from line to line.
Since we choose I small enough eventually, we may assume that 0 < I ≤ 1.
Especially, we use the estimates:
I2 ≤ I, I[u]T ≤ 1
2
(I2 + [u]2T ) ≤ I + [u]2T
below.
Since∫ β
α
‖∇(κu(·, s))‖L∞(Ω) ds
≤ C(1 + α)−b+ 1p′
(∫ β
α
(< s >b ‖u(·, s)‖H1
∞
(Ω))
p ds
)1/p
,∫ β
α
‖∇2(κu(·, s))‖Lq(Ω) ds
≤ C(1 + α)−b+ N2q2 + 1p′
(∫ β
α
(< s >
b− N2q2 ‖u(·, s)‖H2q2(Ω))
p ds
)1/p
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for any 0 ≤ α < β ≤ T , where q ∈ [1, q2], we have∫ β
α
‖∇(κu(·, s))‖L∞(Ω) ds ≤ C[u]T (1 + α)−b+
1
p′ ,∫ β
α
‖∇2(κu(·, s))‖Lq(Ω) ds ≤ C[u]T
(612)
for any 0 ≤ α < β ≤ T , where q ∈ [1, q2], because b > N2q2 + 1p′ as follows from
(557). By (408), we have
sup
t∈(0,T )
< t >
b− N2q2 ‖u(·, t)‖
B
2(1−1/p)
q2,p
(Ω)
≤ C(‖u0‖B2(1−1/p)q2,p (Ω)
+ ‖ < t >b− N2q2 u‖Lp((0,T ),H2q2(Ω)) + ‖ < t >
b− N2q2 ∂tu‖Lp((0,T ),Lq2(Ω))}.
(613)
Since 2/p + N/q2 < 1, B
2(1−1/p)
q2,p (Ω) is continuously imbedded into H
1
∞(Ω),
and so by (613)
‖ < t >b− Nq2 u‖L∞((0,T ),H1∞(Ω)) ≤ C(I + [u]T ). (614)
Applying (547), (612) and (613) to the formulas in (585) and (586) and using
the fact that −b+ 1p′ < − N2q2 and −b+ N2q2 ≤ − N2q2 , which follows from (557),
give
‖(aij(t), J(t), ℓij(t),Aij(t),J (t),Lij(t))‖L∞(Ω) ≤ C,
‖(Aij(t),J (t),Lij(t))‖L∞(Ω)
≤ C
∫ T
t
‖∇(κu(·, s))‖L∞(Ω) ds ≤ C[u]T < t >−b+
1
p′≤ C[u]T < t >−
N
2q2 ,
‖∇(aij(t), J(t), ℓij(t),Aij(t),J (t),Lij(t))‖Lq(Ω)
≤ C
∫ T
0
‖∇2(κu(·, s))‖Lq(Ω) ≤ C[u]T ,
‖∂t(aij(t), J(t), ℓij(t),Aij(t),J (t),Lij(t))‖L∞(Ω) ≤ C‖∇(κu(·, t))‖L∞(Ω)
≤ C(I + [u]T ) < t >−b+
N
2q2 ≤ C(I + [u]T ) < t >−
N
2q2 (615)
for any t ∈ (0, T ], where q ∈ [1, q2]. Moreover, we have
(a˜ij , J˜ , ℓ˜ij ,Aij ,J ,Lij)(x, t) = 0 for x 6∈ B2R and t ∈ [0, T ]. (616)
By (615) and (616),
‖asm(T )Lis(t)∂tui(t)‖Lq(Ω) ≤ C[u]T < t >−b+
1
p′ ‖∂tui(t)‖Lq2 (Ω)
for any q ∈ [1, q2]. Since 1p′ < b− N2q2 as follows from (557), we have
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‖ < t >b asm(T )Lis∂tui‖Lp((0,T ),Lq(Ω)) ≤ C(I + [u]2T )
for any q ∈ [1, q2].
Next, by Ho¨lder’s inequality,
< t >b ‖u(·, t) · ∇u(·, t)‖Lq1/2(Ω)
≤< t > N2q1 ‖u(·, t)‖Lq1(Ω) < t >
b− N2q1 ‖∇u(·, t)‖Lq1(Ω)
and so, by (615), we have
‖ < t >b asm(T )ℓisakjuj ∂ui
∂ξk
‖Lp((0,T ),Lq1/2(Ω)) ≤ C[u]2T .
Since
< t >b ‖u · ∇u(·, t)‖Lq2(Ω)
≤< t > N2q2 ‖u(·, t)‖L∞(Ω) < t >b−
N
2q2 ‖∇u(·, t)‖Lq2(Ω),
by (615)
‖ < t >b asm(T )ℓisakjuj ∂ui
∂ξk
‖Lp((0,T ),Lq2(Ω)) ≤ C(I+[u]T )[u]T ≤ C(I+[u]2T ).
Since
∂
∂ξk
(Dij(t)∇u) =
N∑
m=1
(Amj(t) ∂
2ui
∂ξk∂ξm
+Ami(t) ∂
2uj
∂ξk∂ξm
)
+
N∑
m=1
((
∂
∂ξm
Amj(t)) ∂ui
∂ξm
+ (
∂
∂ξk
Ami(t)) ∂uj
∂ξm
),
by (615) and (616),
< t >b ‖ ∂
∂ξk
(Dij(·)∇u)‖Lq(Ω)
≤ C[u]T {< t >b−
N
2q2 ‖∇2u(·t)‖Lq2(Ω)+ < t >b ‖∇u(·, t)‖L∞(Ω)},
(617)
for any q ∈ [1, q2], and therefore
‖ < t >b asm(T )ℓis(T )akj(T ) ∂
∂ξk
(Dij(·)∇u)‖Lp((0,T ),Lq(Ω)) ≤ C[u]2T
for any q ∈ [1, q2]. Since
∂
∂ξk
Dij,T (u) =
N∑
m=1
(amj(T )
∂2ui
∂ξk∂ξm
+ ami(T )
∂2uj
∂ξk∂ξm
)
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+
N∑
m=1
((
∂
∂ξm
amj(T ))
∂ui
∂ξm
+ (
∂
∂ξk
ami(T ))
∂uj
∂ξm
),
by (615) and (616),
< t >b ‖asm(T )ℓis(T )Akj(t) ∂
∂ξk
Dij,T (u)‖Lq(Ω)
≤ C[u]T {< t >b−
N
2q2 ‖∇2u(·t)‖Lq2(Ω)+ < t >b ‖∇u(·, t)‖L∞(Ω)},
and so
‖ < t >b asm(T )ℓis(T )Akj ∂
∂ξk
Dij,T (u)‖Lp((0,T ),Lq(Ω)) ≤ C[u]2T
for any q ∈ [1, q2]. Analogously, we have
‖ < t >b asm(T )Lisakj ∂
∂ξk
Dij,T (u)‖Lp((0,T ),Lq(Ω)) ≤ C[u]2T
for any q ∈ [1, q2]. Summing up, we have obtained (611).
We now consider g˜ and h˜ = ⊤(h˜1(u), . . . , h˜N (u)), which have been defined
in (593) and (594), respectively. To estimate theH
1
2
p norm, we use the following
lemma.
Lemma 8.21 Let f ∈ H1∞(R, L∞(Ω)) and g ∈ H
1
2
p (R, Lq2(Ω)). Assume that
f(x, t) = 0 for (x, t) 6∈ BR × R. Then,
‖fg‖
H
1
2
p (R,Lq(Ω))
≤ Cq‖f‖H1
∞
(R,L∞(Ω))‖g‖
H
1
2
p (R,Lq2 (Ω))
. (618)
for any q ∈ [1, q2] with some constant Cq depending on q and q2.
Proof. To prove the lemma, we use the fact that
H
1
2
p (R, Lq(Ω)) = (Lp(R, Lq(Ω)), H
1
p (R, Lq(Ω)))[ 12 ], (619)
where (·, ·)[1/2] denotes a complex interpolation functor. Let q ∈ [1, q2]. Noting
that f(x, t) = 0 for (x, t) 6∈ BR × R, we have
‖∂t(fg)‖Lq(Ω) ≤ ‖∂tf‖L∞(Ω)‖g‖Lq2(Ω) + ‖f‖L∞(Ω)‖∂tg‖Lq2(Ω),
and therefore
‖∂t(fg)‖Lp(R,Lq(Ω)) ≤ C‖f‖H1∞(R,L∞(Ω))‖g‖H1p(R,Lq2(Ω))
for any q ∈ [1, q2]. Moreover, we easily see that
‖fg‖Lp(R,Lq(Ω)) ≤ C‖f‖L∞(R,L∞(Ω))‖g‖Lp(R,Lq2(Ω)).
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Thus, by (619), we have (618), which completes the proof of Lemma 8.21. ⊓⊔
To use the maximal Lp-Lq estimate, we have to extend g˜, g˜ and h˜ to R
with respect to time variable. For this purpose, we introduce an extension
operator e˜T . Let f be a function defined on (0, T ) such that f |t=T = 0, and
then e˜T is an operator acting on f defined by
[e˜T f ](t) =

0 (t > T ),
f(t) (0 < t < T ),
f(−t) (−T < t < 0),
0 (t < −T ).
(620)
Lemma 8.22 Let 1 < p < ∞, 1 ≤ q ≤ q2, and 0 ≤ a ≤ b. Let
f ∈ H1∞((0, T ), L∞(Ω)) and g ∈ H1p ((0, T ), Lq2(Ω))∩Lp((0, T ), H2q2(Ω)). As-
sume that f |t=T = 0 and f = 0 for (x, t) 6∈ BTR. Let < t >= (1+ t2)1/2. Then,
we have
‖e˜T (< t >a f∇g)‖
H
1
2
p (R,Lq(Ω))
≤ C‖ < t > N2q2 f‖H1
∞
((0,T ),L∞(Ω))
× (‖ < t >b− N2q2 g‖Lp((0,T ),H2q2 (Ω)) + ‖ < t >
b− N2q2 ∂tg‖Lp((0,T ),Lq2(Ω))
+ ‖g|t=0‖B2(1−1/p)q2,p (Ω)).
(621)
Proof. Let f0(t) =< t >
a−b+ N2q2 f(t) and g0(t) =< t >
b− N2q2 g(t), and
then < t >a f∇g = f0∇g0. Let h be a function in B2(1−1/p)q2,p (RN ) such that
h = g|t=0 in Ω and ‖h‖B2(1−1/p)q2,p (Ω) ≤ C‖g|t=0‖B2(1−1/p)q2,p (Ω). Similarly to (419),
we define Tv(t)h by letting Tv(t)h = e
−(2−∆)h.
Recall the operator eT defined in (422) and note that g0|t=0 = g|t=0 =
Tv(t)h|t=0 in Ω. Let
G(t) = eT [g0 − Tv(·)h](t) + Tv(t)h
for t > 0 and let
[ιg](t) =
{
G(t) (t > 0),
G(−t) (t < 0), [ιf ](t) =

0 (t > T ),
f0(t) (0 < t < T ),
f0(−t) (−T < t < 0),
0 (t < −T ).
Since G(t) = g0(t) for 0 < t < T , we have
e˜T [< t >
a f∇g](t) =

0 (t > T )
f0(t)∇g0(t) (0 < t < T )
f0(−t)∇g0(−t) (−T < t < 0)
0 (t < −T )
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=

0 (t > T )
f0(t)∇G(t) (0 < t < T )
f0(−t)∇G(−t) (−T < t < 0)
0 (t < −T )
= [ιf ](t)∇[ιg](t).
By Lemma 8.21,
‖e˜T [< t >a f∇g]‖
H
1
2
p (R,Lq(Ω))
= ‖[ιf ]∇[ιg]‖
H
1
2
p (R,Lq(Ω))
≤ C‖ιf‖H1
∞
(R,Lq(Ω))‖∇(ιg)‖
H
1
2
p (R,Lq2(Ω))
.
Since f0(t)|t=T = 0, we have
‖ιf‖H1
∞
(R,L∞(Ω)) = 2‖f0‖H1∞((0,T ),L∞(Ω)) ≤ ‖ < t >
N
2q2 f‖H1
∞
((0,T ),L∞(Ω)),
because a− b ≤ 0.
To estimate ‖∇(ιg)‖
H
1
2
p (R,Lq2(Ω))
, we use Lemma 6.5. And then, by Lemma
6.5 and (420), we have
‖∇(ιg)‖
H
1
2
p (R,Lq2(Ω))
≤ C(‖ιg‖H1p(R,Lq2(Ω)) + ‖ιg‖Lp(R,H2q2 (Ω)))
≤ C(‖G‖H1p((0,∞),Lq2(Ω)) + ‖G‖Lp((0,∞),H2q2 (Ω)))
≤ C(‖g0 − Tv(·)h‖H1p((0,T ),Lq2(Ω)) + ‖g0 − Tv(·)h‖Lp((0,T ),H2q2 (Ω))
+ ‖Tv(·)h‖H1p((0,T ),Lq2(Ω)) + ‖Tv(·)h‖Lp((0,∞),H2q2 (Ω)))
≤ C(‖ < t >b− N2q2 ∂tg‖Lp((0,T ),Lq2(Ω)) + ‖ < t >
b− N2q2 g‖Lp((0,T ),H2q2 (Ω))
+ ‖g|t=0‖B2(1−1/p)q2,p (Ω)).
This completes the proof of Lemma 8.22. ⊓⊔
Recall the definitions of g˜(u) and h˜m(u) given in (593) and (594). By
Lemma 8.22 and (615)
‖e˜T [< t >a g˜(u)]‖
H
1
2
p (R,Lq(Ω))
≤
N∑
j,k=1
‖ < t > N2q2 (J(T )Akj(·) + Tv(·)akj(·))‖H1
∞
((0,T ),L∞(Ω))
× (‖ < t >b− N2q2 u‖Lp((0,T ),H2q2 (Ω)) + ‖ < t >
b− N2q2 ∂tu‖Lp((0,T ),Lq2(Ω))
+ ‖u0‖B2(1−1/p)q2,p (Ω))
≤ C(I + [u]2T ) (622)
for any a ∈ [0, b] and q ∈ [1, q2]. Analogously, we have
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‖e˜T [< t >a h˜(u)]‖
H
1
2
p (R,Lq(Ω))
≤ C(I + [u]2T ) (623)
for any a ∈ [0, b] and q ∈ [1, q2].
Next, by (615), (616) and (620),
‖e˜T [< t >a g˜(u)]‖Lp(R,H1q (Ω))
≤
N∑
j,k=1
‖ < t > N2q2 (J(T )Akj(·) + J (·)akj(·))‖L∞((0,T ),L∞(Ω))
× ‖ < t >b− N2q2 u‖Lp((0,T ),H2q2(Ω))
+
N∑
j,k=1
‖∇(J(T )Akj(·) + J (·)akj(·))‖L∞((0,T ),Lq(Ω))
× ‖ < t >b u‖Lp((0,T ),H1∞(Ω))
≤ C[u]2T (624)
for any a ∈ [0, b] and q ∈ [1, q2]. Analogously, we have
‖e˜T [< t >b h˜(u)]‖Lp((0,T ),H1q (Ω)) ≤ C[u]2T (625)
for any a ∈ [0, b] and q ∈ [1, q2].
We finally consider g˜ = ⊤(g˜1(u), . . . , g˜N(u)). Let g˜k(u) be functions given
in (593). Since
∂tg˜k(u) =
N∑
j=1
(J(T )∂tAkj(t) + (∂tJ (t))akj(t) + J (t)(∂takj(t))uj
+
N∑
j=1
(J(T )Akj(t) + J (t)akj(t))∂tuj
and since ‖(J(T ), akj(t),J (t))‖L∞(Ω) ≤ C as follows from (615), by (616) we
have
‖e˜T [< t >a ∂tgk(u)]‖Lp(R,Lq(Ω))
≤
N∑
j=1
(‖ < t > N2q2 ∂t(Akj ,J , akj)‖L∞((0,T ),L∞(Ω))
× ‖ < t >b− N2q2 u‖Lp((0,T ),Lq2(Ω))
+ ‖ < t > N2q2 (Akj ,J )‖L∞((0,T ),L∞(Ω))‖ < t >b−
N
2q2 ∂tu‖Lp((0,T ),Lq2(Ω))),
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which, combined with (615), leads to
‖e˜T [< t >a g˜(u)]‖Lp(R,Lq(Ω)) ≤ C(I + [u]2T ) (626)
for any a ∈ [0, b] and q ∈ [1, q2].
8.6 A Proof of Theorem 8.1
The stragety of proving Theorem 8.1 is to prolong local in time solutions to
any time interval, which is the same idea as that in Subsec. 7.5. Let T be
a positive number > 2. Let u and q be solutions of Eq. (549), which satisfy
the regularity condition (555) and the condition (547). Let [·]T be the norm
defined in (556). To prove Theorem 8.1 it suffices to prove that
[u]T ≤ C(I + [u]2T ) (627)
for some constant C > 0, where
I = ‖u0‖B2(1−1/p)q2,p (Ω) + ‖u0‖B2(1−1/p)q1/2,p (Ω).
If we show (627), employing the same argument as that in Subsec. 7.5 and
using Theorem 8.15 concerning the almost global unique existence theorem,
we can show that there exists a small constant ǫ > 0 such that if I ≤ ǫ then
[u]T ≤ Cǫ for some constant C > 0 independent of ǫ, and so we can prolong
u to any time interval beyond (0, T ). Thus, we have Theorem 8.1. In view of
Theorem 8.15, there exists an ǫ1 > 0 such that if ‖u0‖B2(1−1/p)q2,p (Ω) ≤ ǫ1, then
u and q mentioned above surely exist. We assume that 0 < ǫ ≤ ǫ1. Thus,
our task below is to prove (627). In the following, we use the results stated in
Subsec. 8.4 with r = q2 and Subsec. 8.5.
As was seen in Subsec. 8.2, u and q satisfy Eq. (595). To estimate u, we
divide u and q into two parts as u = w+v, and q = r+ p, where w and r are
solutions of the equations:
∂tw + λ0w− J(T )−1Div (JAµD˜(w)) + ∇˜q = f˜ (u) in ΩT ,
d˜ivw = g˜(u) = div g˜(u) in ΩT ,
Jdn(µD˜(w)n˜ − qn˜) = h˜(u) on Γ T ,
w|t=0 = u0 in Ω,
(628)
and v and p are solutions of the equations:
∂tv − J(T )−1Div (JAµD˜(v)) + ∇˜r = −λ0w in ΩT ,
d˜iv v = 0 in ΩT ,
µD˜(v)n˜ − rn˜ = 0 on Γ T ,
v|t=0 = 0 in Ω.
(629)
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Concerning the estimate of w, applying (602) and using estimations: (611),
(622), (623), (624), (625), and (626), we have
‖ < t >b ∂tw‖Lp((0,T ),Lq(Ω)) + ‖ < t >b w‖Lp((0,T ),H2q (Ω)) ≤ C(I + [u]2T )
(630)
for q = q1/2, q1, q2. By Sobolev’s inequality, we have∫ T
0
(< s >b ‖w(·, s)‖H1
∞
(Ω))
p ds ≤
∫ T
0
(< s >b ‖w(·, s)‖H2q2 (Ω))
p ds, (631)
because N < q2 <∞. By (408),
sup
0<t<T
< s >
N
2q1 ‖w(·, t)‖Lq1 (Ω) ≤ C(‖u0‖B2(1−1/q1)q1,p (Ω)
+ ‖ < t > N2q1 ∂tw‖Lp((0,T ),Lq1(Ω)) + ‖ < t >
N
2q1 w‖Lp((0,T ),H2q1 (Ω))).
(632)
Since q1/2 < q1 < q2, we have ‖u0‖B2(1−1/q1)q1,p (Ω) ≤ I. Thus, putting (630),
(631), and (632) together yields that
[w]T ≤ C(I + [u]2T ). (633)
We next consider v. Let ψ be a solution of the weak Dirichlet problem
(∇˜ψ, J∇˜ϕ)Ω = (−λ0w, J∇˜ϕ)Ω for any ϕ ∈ Hˆ1q′,0(Ω).
Let Pw = −λ0w −∇ψ. Since
‖∇ψ‖Lq(Ω) ≤ Cq‖w‖Lq(Ω)
for any q ∈ (1, q2], we have
‖Pw‖Lq(Ω) ≤ Cq‖w‖Lq(Ω) (634)
for any q ∈ (1, q2]. Moreover, by (610), we have
v(·, t) =
∫ t
0
T (t− s)(Pw)(·, s) ds. (635)
Using the estimates (608) and (634) yields that
‖∇jv(·, t)‖Lr(Ω) ≤ Cr,q˜1
∫ t−1
0
(t− s)−
j
2−N2
(
1
q˜1
− 1r
)
‖w(·, s)‖Lq˜1(Ω) ds
+ Cr,q˜2
∫ t
t−1
(t− s)−
j
2−N2
(
1
q˜2
− 1r
)
‖w(·, s)‖Lq˜2 (Ω) ds
(636)
for j = 0, 1, for any t > 1 and for any indices r, q˜1 and q˜2 such that 1 <
q˜1, q˜2 ≤ r ≤ ∞ and q˜1, q˜2 ≤ q2, where ∇0v = v and ∇1v = ∇v.
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Recall that T > 2. In what follows, we prove that(∫ T
2
(< t >b ‖v(·, t)‖H1
∞
(Ω))
p dt
)1/p
≤ C(I + [u]2T ), (637)
sup
2≤t≤T
(< t >
N
2q1 ‖v(·, t)‖Lq1 (Ω) ≤ C(I + [u]2T ), (638)(∫ T
2
(< t >
b− N2q1 ‖v(·, t)‖H1q1 (Ω))
p dt
)1/p
≤ C(I + [u]2T ), (639)(∫ T
2
(< t >
b− N2q2 ‖v(·, t)‖Lq2 (Ω))p dt
)1/p
≤ C(I + [u]2T ). (640)
By (636) with r =∞, q˜1 = q1/2 and q˜2 = q2,
‖v(·, t)‖H1
∞
(Ω) ≤ C
∫ t
0
‖T (t− s)Pw(·, s)‖H1
∞
(Ω) ds
= C(I∞(t) + II∞(t) + III∞(t))
with
I∞(t) =
∫ t/2
0
(t− s)− Nq1 ‖w(·, s)‖Lq1/2(Ω) ds,
II∞(t) =
∫ t−1
t/2
(t− s)− Nq1 ‖w(·, s)‖Lq1/2(Ω) ds,
III∞(t) =
∫ t
t−1
(t− s)− N2q2− 12 ‖w(·, s)‖Lq2(Ω) ds.
Since
I∞(t)
≤ (t/2)− Nq1
(∫ t/2
0
< s >−bp
′
ds
)1/p′(∫ t/2
0
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
≤ C(bp′ − 1)−1/p′(I + [u]2T )t−
N
q1
as follows from the condition: bp′ > 1 in (557), by the condition: (Nq1 − b)p > 1
in (557), we have∫ T
2
(< t >b I∞(t))p dt ≤ C
∫ T
2
< t >
−
(
N
q1
−b
)
p
dt(I + [u]2T )p
≤ C((N
q1
− b)p− 1)−1(I + [u]2T )p.
By Ho¨lder’s inequality,
< t >b II∞(t)
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≤ C
∫ t−1
t/2
(t− s)− Nq1 < s >b ‖w(·, s)‖Lq1/2(Ω) ds
≤ C
(∫ t−1
t/2
(t− s)− Nq1 ds
)1/p′
×
(∫ t−1
t/2
(t− s)− Nq1 (< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
≤ C
(N
q1
− 1
)−1/p′(∫ t−1
t/2
(t− s)− Nq1 (< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
because N/q1 = N/q2 + 1 > 1. By the Fubini-Tonelli theorem and (633),∫ T
2
(< t >b II∞(t))p dt
≤ C
(N
q1
− 1
)− p
p′
∫ T
2
dt
∫ t−1
t/2
(t− s)− Nq1 (< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
≤ C
(N
q1
− 1
)− p
p′
∫ T−1
1
(< s >b ‖w(·, s)‖Lq1/2(Ω))
p ds
∫ 2s
s+1
(t− s)− Nq1 dt
≤ C
(N
q1
− 1
)−p
(I + [u]2T )p.
Since N2q2 +
1
2 < 1 as follows from q2 > N , by Ho¨lder’s inequality,
< t >b III∞(t)
≤ C
∫ t
t−1
(t− s)− N2q2− 12 < s >b ‖w(·, s)‖Lq2 (Ω) ds
≤ C
(∫ t
t−1
(t− s)− N2q2− 12 ds
)1/p′
×
(∫ t
t−1
(t− s)− N2q2− 12 (< s >b ‖w(·, s)‖Lq2(Ω))p ds
)1/p
≤ C
( N
2q2
− 1
2
)−1/p′(∫ t
t−1
(t− s)− N2q2− 12 (< s >b ‖w(·, s)‖Lq2(Ω))p ds
)1/p
.
By the Fubini-Tonelli theorem, we have∫ T
2
(< t >b III∞(t))p dt
≤ C
(
1− N
2q2
)− p
p′
×
∫ T
2
dt
∫ t
t−1
(t− s)− N2q2− 12 (< s >b ‖w(·, s)‖Lq2(Ω))p ds
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≤ C
(
1− N
2q2
)− p
p′
×
∫ T
1
(< s >b ‖w(·, s)‖Lq2(Ω))p ds
∫ s+1
s
(t− s)− N2q2− 12 dt
= C
(
1− N
2q2
)−p
(I + [u]2T )p.
Summing up, we have obtained (637).
Next, we prove (638). By (636) with r = q1, q˜1 = q1/2 and q˜2 = q1,
‖v(·, t)‖Lq1 (Ω) ≤ C(Iq1,∞(t) + IIq1,1(t) + IIIq1,1(t))
with
Iq1,1(t) =
∫ t/2
0
(t− s)− N2q1 ‖w(·, s)‖Lq1/2(Ω) ds,
IIq1,1(t) =
∫ t−1
t/2
(t− s)− N2q1 ‖w(·, s)‖Lq1/2(Ω) ds,
IIIq1,1(t) =
∫ t
t−1
‖w(·, s)‖Lq1(Ω) ds.
By (633)
Iq1,1(t) ≤ (t/2)−
N
2q1
(∫ t/2
0
< s >−bp
′
ds
)1/p′
×
(∫ T
0
(< s >b ‖w(·, s)‖Lq1/2(Ω))
p ds
)1/p
≤ Ct− N2q1 (I + [u]2T ).
Analogously, by Ho¨lder’s inequality and (633),
IIq1,1(t) ≤ C
∫ t−1
t/2
(t− s)− N2q1 < s >−b< s >b ‖w(·, s)‖Lq1/2(Ω) ds
≤ C < t >−b
(∫ t−1
t/2
(t− s)−Np
′
2q1 ds
)1/p′
×
(∫ T
0
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
= C
(
1− Np
′
2q1
)1/p′
< t >
−b− N2q1 +
1
p′ (I + [u]2T )
≤ C
(
1− Np
′
2q1
)1/p′
< t >
− N2q1 (I + [u]2T ),
because b > 1p′ . Finally, by (633),
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IIIq1,1(t) ≤ Ct−b
∫ t
t−1
< s >b ‖w(·, s)‖Lq1/2(Ω) ds
≤ Ct−b
(∫ t
t−1
ds
)1/p′(∫ T
0
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
≤ Ct−b(I + [u]2T ).
Summing up, we have obtained (638).
Next, we prove (639). By (636) with r = q1, q¯1 = q1/2 and q¯2 = q1,
‖v(·, t)‖H1q1 (Ω) ≤ C(Iq1,2(t) + IIq1,2(t) + IIIq1,2(t))
with
Iq1,2(t) =
∫ t/2
0
(t− s)− N2q1 ‖w(·, s)‖Lq1/2(Ω) ds,
IIq1,2(t) =
∫ t−1
t/2
(t− s)− N2q1 ‖w(·, s)‖Lq1/2(Ω) ds,
IIIq1,2(t) =
∫ t
t−1
(t− s)− 12 ‖w(·, s)‖Lq1(Ω) ds.
By (633),
Iq1,2(t) ≤ (t/2)−
N
2q1
(∫ t/2
0
< s >−bp
′
ds
)1/p′
×
(∫ t/2
0
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
≤ Ct− N2q1 (I + [u]2T ),
and so, by the condition: (Nq1 − b)p > 1 in (557)(∫ T
2
(< t >
b− N2q1 Iq1,2(t))
p dt
)1/p
≤ C
(
(
N
q1
− b)p− 1
)−1/p
(I + [u]2T ).
By Ho¨lder’s inequality,
< t >b−
N
2q1 IIq1,2(t)
≤ C < t >− N2q1
∫ t−1
t/2
(t− s)− N2q1 < s >b ‖w(·, s)‖Lq1/2(Ω) ds
≤ C < t >− N2q1
(∫ t−1
t/2
(t− s)−Np
′
2q1 ds
)1/p′
×
(∫ T
0
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
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≤ C(1 + t)−
(
N
q1
− 1
p′
)
(I + [u]2T ).
Since (Nq1 − 1p′ )p > 1 as follows from Nq1 = 1 + Nq2 > 1 = 1p + 1p′ , we have(∫ T
2
(< t >
b− N2q1 IIq1,2(t))
p dt
)1/p
≤ C
(
(
N
q1
− b)p− 1
)−1/p
(I + [u]2T ).
Since
< t >b−
N
2q1 IIIq1,2(t) ≤
∫ t
t−1
(t− s)− 12 < s >b− N2q1 ‖w(·, s)‖Lq1(Ω) ds
≤
(∫ t
t−1
(t− s)− 12 ds
)1/p′
×
(∫ t
t−1
(t− s)− 12 (< s >b ‖w(·, s)‖Lq1(Ω))p ds
)1/p
,
by the Fubini-Tonelli theorem, we have∫ T
2
(< t >b−
N
2q1 IIIq1,2(t))
p dt
≤ 2 pp′
∫ T
2
dt
∫ t
t−1
(t− s)− 12 (< s >b ‖w(·, s)‖Lq1(Ω))p ds
≤ 2 pp′
∫ T
0
(< s >b ‖w(·, s)‖Lq1(Ω))p ds
×
∫ s+1
s
(t− s)− 12 dt = 2p‖ < t >b w‖Lp((0,T ),Lq1(Ω)),
which, combined with (630) with q = q1, leads to(∫ T
2
(< t >b−
N
2q1 IIIq1,2(t))
p dt
)1/p
≤ C(I + [u]2T ).
Summing up, we have obtained (639).
Finally, we prove (640). By (636) with r = q2, q˜1 = q1/2 and q˜2 = q2,
‖v(·, t)‖Lq2 (Ω) ≤ C(Iq2 (t) + IIq2(t) + IIIq2 (t))
with
Iq2(t) =
∫ t/2
0
(t− s)−N2
(
2
q1
− 1q2
)
‖w(·, s)‖Lq1/2(Ω) ds,
IIq2(t) =
∫ t−1
t/2
(t− s)−N2
(
2
q1
− 1q2
)
‖w(·, s)‖Lq1/2(Ω) ds,
IIIq2(t) =
∫ t
t−1
‖w(·, s)‖Lq2(Ω) ds.
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By Ho¨lder’s inequality,
Iq2(t) ≤ (t/2)−
N
2
(
2
q1
− 1q2
)(∫ t/2
0
< s >−bp
′
ds
)1/p′
×
(∫ t/2
0
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
≤ C < t >−N2
(
2
q1
− 1q2
)
(I + [u]2T )
for t ≥ 2. Since
N
2
( 2
q1
− 1
q2
)
−
(
b− N
2q2
)
=
N
q1
− b,
by the condition: (Nq1 − b)p > 1 in (557),(∫ T
2
(< t >b−
N
2q2 Iq2 (t))
p dt
)1/p
≤ C
(∫ T
2
t
−
(
N
q1
−b
)
p
dt
)1/p
(I + [u]2T )
≤ C
(
(
N
q1
− b)p− 1
)−1/p
(I + [u]2T ).
Since
N
2
( 2
q1
− 1
q2
)
=
N
2
( 1
q2
+
2
N
)
=
N
2q2
+ 1 > 1,
by Ho¨lder’s inequality
< t >b−
N
2q2 IIq2 (t)
≤ C
∫ t−1
t/2
(t− s)−
(
N
2q2
+1
)
< s >b−
N
2q2 ‖w(·, s)‖Lq1/2(Ω) ds
≤ C
(∫ t−1
t/2
(t− s)−
(
N
2q2
+1
)
ds
)1/p′
×
(∫ t−1
t/2
(t− s)−
(
N
2q2
+1
)
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
≤ C
( N
2q2
)−1/p′(∫ t−1
t/2
(t− s)−
(
N
2q2
+1
)
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
)1/p
,
and so, by the Fubini-Tonelli theorem and (633)∫ T
2
(< t >
b− N2q2 IIq2 (t))
p dt
≤ C
( N
2q2
)−p/p′ ∫ T
2
dt
∫ t−1
t/2
(t− s)−
(
N
2q2
+1
)
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
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≤ C
( N
2q2
)−p/p′ ∫ T
0
(< s >b ‖w(·, s)‖Lq1/2(Ω))p ds
×
∫ 2s
s+1
(t− s)−
(
N
2q2
+1
)
dt ≤ C
( N
2q2
)−p
(I + [u]2T )p.
Analogously, by Ho¨lder’s inequality
< t >b−
N
2q2 IIIq2(t) ≤ C
∫ t
t−1
< s >b−
N
2q2 ‖w(·, s)‖Lq2(Ω) ds,
≤ C
(∫ t
t−1
ds
)1/p′(∫ t
t−1
(< s >b ‖w(·, s)‖Lq2(Ω))p ds
)1/p
= C
(∫ t
t−1
(< s >b ‖w(·, s)‖Lq2 (Ω))p ds
)1/p
,
and so, by the Fubini-Tonelli theorem and (633)∫ T
2
(< t >
b− N2q2 IIIq2 (t))
p dt ≤ C
∫ T
2
dt
∫ t
t−1
(< s >b ‖w(·, s)‖Lq2(Ω))p ds
≤ C
∫ T
0
(< s >b ‖w(·, s)‖Lq2(Ω))p ds
∫ s+1
s
dt ≤ C(I + [u]2T )p.
Summing up, we have obtained (640).
We next consider the case where t ∈ (0, 2). In view of Theorem 8.16, the
usual maximal Lp-Lq theorem holds for Eq. (629), and so we have
‖v‖Lp((0,2),H2q (Ω)) + ‖∂tv‖Lp((0,2),Lq(Ω))
≤ Cq‖λ0w‖Lp((0,2),Lq(Ω)) ≤ C(I + [u]2T )
(641)
for any q ∈ [q1/2, q2]. Since 2(1−1/p) > N/q2+1 as follows from 2/p+N/q2 <
1, by (??), Sobolev’s inequality, and (641), we have(∫ 2
0
‖v(·, t)‖H1
∞
(Ω) dt
)1/p
≤ C sup
0<t<2
‖v(·, t)‖
B
2(1−1/p)
q2,p
(Ω)
≤ C(‖u0‖B2(1−1/p)q2,p (Ω) + ‖v‖Lp((0,2),H2q2 (Ω)) + ‖∂tv‖Lp((0,2),Lq2(Ω)))
≤ C(I + [u]2T ).
(642)
Moreover, by (408) and (641)
sup
0<t<2
‖v(·, t)‖Lq1 (Ω)
≤ C(‖u0‖B2(1−1/p)q1,p (Ω) + ‖v‖Lp((0,2),H2q1 (Ω)) + ‖∂tv‖Lp((0,2),Lq1(Ω)))
≤ C(I + [u]2T ).
(643)
Combining (637), (638), (639), (640), (641), (642) and (643), we have
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‖ < t >b v‖Lp((0,T ),H1∞(Ω)) + ‖ < t >
N
2q1 v‖L∞((0,T ),Lq1(Ω))
+ ‖ < t >b− N2q1 v‖Lp((0,T ),H1q1 (Ω)) + ‖ < t >
b− N2q2 v‖Lp((0,T ),Lq2(Ω))
≤ C(I + [u]2T ).
(644)
From (629), v satisfies the equations:
∂tv + λ0v − J(T )−1Div (JAµD˜(v)) + ∇˜r = −λ0w + λ0v in ΩT ,
d˜iv v = 0 in ΩT ,
µD˜(v)n˜ − rn˜ = 0 on Γ T ,
v|t=0 = 0 in Ω,
and so by (602) we have
‖ < t >b− N2q2 v‖Lp((0,T ),H2q2 (Ω)) + ‖ < t >
b− N2q2 ∂tv‖Lp((0,T ),Lq2(Ω))
≤ C‖ < t >b− N2q2 (v,w)‖Lp((0,T ),Lq2(Ω)),
which, combined with (644), leads to
[v]T ≤ C(I + [u]2T ). (645)
Since u = w + v, by (633) and (645), we see that u satisfies the inequality
(627), which completes the proof of Theorem 8.1.
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