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QUANTUM DYNAMICS, MINKOWSKI-HILBERT SPACE, AND
A QUANTUM STOCHASTIC DUHAMEL PRINCIPLE
M. F. BROWN
Abstract. In this paper we shall re-visit the well-known Schro¨dinger and
Lindblad dynamics of quantum mechanics. However, these equations shall be
realized as the consequence of a more general, underlying dynamical process.
In both cases we shall see that the evolution of a quantum state Pψ = ̺(0)
may be given the not so well-known pseudo-quadratic form ∂t̺(t) = V⋆̺(t)V
where V is a vector operator in a complex Minkowski space and the pseudo-
adjoint V⋆ is induced by the Minkowski metric η. The interesting thing about
this formalism is that its derivation has very deep roots in a new understanding
of the differential calculus of time. This Minkowski-Hilbert representation of
quantum dynamics is called the Belavkin Formalism; a beautiful, but not well
understood theory of mathematical physics that understands that both deter-
ministic and stochastic dynamics may be ‘unraveled’ into a second-quantized
Minkowski space. Working in such a space provided the author with the
means to construct a QS (quantum stochastic) Duhamel principle and simple
applications to a Schro¨dinger dynamics perturbed by a continual measure-
ment process are considered. What is not known, but presented here, is the
role of the Lorentz transform in quantum measurement and the appearance of
Riemannian geometry in quantum measurement is also discussed.
1. Introduction
Towards the end of the 80’s Viacheslav Belavkin had formulated an irreducible
matrix representation of the quantum Itoˆ algebra of quantum stochastic increments
of an arbitrary quantum system [1, 2, 3] which stems from the Fock space representa-
tion of stochastic calculus discovered by Hudson and Parthasarathy [4]. Belavkin’s
formulation was a theory of non-commutative non-adapted stochastic dynamics,
later allowing Belavkin and the author to develop a theory of Q-adapted quantum
stochastic calculus [5, 6] recovering the Bose-Fermion equivalence of Hudson and
Parthasarathy [7]. Aside from being a very powerful tool for the study of general
stochastic processes the Belavkin Formalism has also introduced an entirely new
way of understanding differential calculus, investigated extensively in [8] and in par-
ticular for deterministic calculus in [9], and its intimate connection with quantum
measurement as shall be discussed here.
To fully understand and appreciate the Belavkin Formalism we shall pay a good
deal of attention to the simple case of deterministic evolution. In doing this we can
arrive at a much deeper understanding of the important physical features of the
theory which run the risk of being overlooked in the more general case of stochastic
evolution. In fact we shall see that the author’s interpretation of the degrees of
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freedom in the matrix representation of differential increments has some interesting
implications about the nature of time. It should, however, be remarked that the
author’s knowledge of the subject comes from years of personal teachings from
Belavkin, the loss of whom is a tragedy.
It is therefore appropriate to begin with the Schro¨dinger equation
(1.1) dψ(t) = −iHψ(t)dt, ψ(0) = ψ
describing, as is well known, the deterministic dynamics of a vector state ψ in a
Hilbert space h; generated of course by a Hamiltonian H . What is not well known is
that this dynamics has a canonical dilation which comes from understanding dt as
an algebraic object. The deterministic increment dt is an element of any quantum
Itoˆ algebra but it may also be regarded as the single basis element of a smaller
algebra called Newton-Leibniz algebra, a one-dimensional subalgebra of quantum
Itoˆ algebra.
1.1. Newton-Leibniz Algebra. Before we can dilate the Schro¨dinger dynamics
(1.1) we must pay a little bit of attention to this Newton-Leibniz algebra. It is
basically a non-unital algebra a ∼= Cdt equipped with the usual algebraic operations
of addition and multiplication, but we find that
(1.2) ab = 0 ∀ a, b ∈ a
due to the nilpotent property of the basis element dt. That means (dt)2 = 0.
Notice that there is nothing new about this. It is assumed in calculus, where the
deterministic derivative of a function f is df(t) = f(t+dt)− f(t), and one can for
example verify that if f(t) = tn then df(t) = ntn−1dt requires that (dt)2 = 0. In
addition to being nilpotent a is also equipped with an involution
(1.3) ⋆ : a = αdt 7→ α∗dt = a⋆
where α∗ is the complex conjugation of the coefficient α in C. In addition to the
Newton-Leibniz algebra being a nilpotent algebra with involution it is also equipped
with a C-linear functional l : a→ C satisfying the conditions
(1.4) l(dt) = 1, l(a⋆) = l(a)∗,
but it may only be called pseudo-positive due to the nilpotent property of a, such
that l(a⋆a) = 0 for all a ∈ a and not just for a = 0. For this reason we may only
refer to l as a pseudo-state.
The following theorem is a special case of that given by Belavkin in [3], but it is
an important thing to understand in its own right. Serving also as a preliminary
to understanding Belavkin’s more general theorem the notations used here are in
accordance with his own, and we shall also see that this is similar in spirit to the
GNS construction representing C∗-algebras as operator sub-algebras in a Hilbert
space.
Theorem 1. Let (a, l) define a Newton-Leibniz algebra. Then, up to isomorphism,
there is a unique irreducible matrix representation of a, denoted π(a), on a pseudo-
Hilbert space k ∼= C2 equipped with the Minkowski metric η, and there is a null
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vector ξ ∈ k, ξ⋆ξ = 0, such that ξ⋆π(a)ξ = l(a), where ξ⋆ = ξ∗η and ξ∗ is the
standard conjugation of row-column transposition and complex conjugation.
Proof. The basic ingredients of this proof are as follows. First we shall add a unit
1 to the algebra a to form the monoid a1 where elements of this group have the
form 1 + a and the action of 1 is defined on a as 1a = a = a1 for all a ∈ a. The
pseudo-state l is also extended onto the unit by the definition l(1) = 0, so that
l(1+ a) = l(a).
The ⋆-involution is also extended onto the unit so that 1⋆ = 1 and for elements
f and g in a1 we define a sesquilinear form
〈f, g〉 := l(fg⋆).
Next we proceed with the introduction of the Kronecker delta δg,f and introduce
a space B of maps κ : a1 → C having finite support, and thus given by the finite
sums κ =
∑
g∈a1 κgδg where κg ∈ C is non-zero for only a finite set of elements
g ∈ a1, and δg = (δg,f )f∈a1 . This space is simply a tool for representing a1, which
is achieved by defining the algebraic operation ε ⋆ κ as
(ε ⋆ κ)f =
∑
gh⋆=f
εgκ
∗
h, f, g, h ∈ a1
which is well-defined in B for all ε, κ ∈ B, so that we have a ⋆-representation of
a1 in B given by δf ⋆ δg = δfg⋆ . In terms of these functions δg we may write the
sesquilinear form as
(δf |δg) := 〈f, g〉 ≡ l(fg⋆)
and then form the equivalence class B/K⋆ where K⋆ =
{
κ⋆ : κ ∈ K} for κ⋆ :=∑
g∈a1 κ
∗
g⋆δg and
K =
{
ε : (ε|κ) ≡
∑
f,g
εf(δf |δg)κ∗g = 0 ∀ κ ∈ B
}
,
which is the space of functions κ for which
∑
g κg = 0 and
∑
g κgl(g) = 0. The
equivalence class B/K⋆ is a vector space k of column vectors |κ) which may be
given the form
(1.5) |κ) =
[
κ∗+
κ∗−
]
:=
[
κ−
κ+
]
, where κ− :=
∑
g
κg and κ+ :=
∑
g
κgl(g).
Then to obtain the Minkowski metric one should note that l(fg⋆) = l(f)+ l(g⋆) so
that the indefinite inner product on k has the form
(1.6) (ε|κ) =
∑
f,g
εf l(f)κ
∗
g +
∑
f,g
εf l(g
⋆)κ∗g ≡ ε+κ+ + ε−κ−.
But also note that the Minkowski metric does not have its usual diagonal form here,
but instead we work with an isomorphism of the usual diagonal form, namely
(1.7) η =
[
0 1
1 0
]
.
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Finally we may define the representation π(a1) on the vectors |δg) as
π(f)|δg) = |δgf⋆) with |δ1) = ξ
having the explicit form
(1.8) π(g) =
[
1 l(g)
0 1
]
≡ I+ l(g)π(dt), ξ =
[
0
1
]
,
with the adjoint induced by the Minkowski metric η as π(g⋆) = η−1π(g)∗η = π(g)⋆,
where the ∗-involution is the usual matrix involution of column-row transposition
and complex conjugation. Indeed ξ⋆π(g)ξ = l(g). 
1.2. Canonical Dilation of Schro¨dinger Dynamics. Having established this
canonical representation of Newton-Leibniz algebra, which underlies all determin-
istic dynamics, we may proceed with the dilation of the Schro¨dinger equation (1.1).
This gives us an equation having the form
(1.9) dψt(ϑ) = Lψt(ϑ)dnt(ϑ), ψ0(ϑ) = ψ ⊗ ξ(ϑ)
where ϑ is an ordered set of n = |ϑ| points {t1 < . . . < tn} and dnt(ϑ) := 1 if
t ∈ ϑ and zero otherwise. Equation (1.9) describes a discrete interaction dynamics,
a sequence of interactions at points t ∈ ϑ, between the quantum system ψ and a
canonical auxiliary system ξ(ϑ). Here, ξ(ϑ) is a product of the vectors ξ(t), t ∈ ϑ,
given by (1.8), and L mediates the interactions between ψ and each ξ(t). The
spontaneous interactions have the explicit form
(1.10) L := −iH ⊗ π(dt), π(dt) =
[
0 1
0 0
]
which is the canonical matrix representation of −iHdt from (1.1) and the appear-
ance of dnt(ϑ) in (1.9) is simply to indicate that there is change in the quantum
system if and only if it interacts with the auxiliary system ξ(ϑ). Now we must
understand what this auxiliary system is.
From the point of view of physics the vector ξ is a very specific thing. It holds
the information about whether an event, described by an interaction, has taken
place or not and underlies Belavkin’s Eventum Mechanics [10]. To illustrate this
we may consider an initial state ψ⊗ ξ that represents a quantum system in a state
ψ composed with a fundamental ‘event triggering’ wave-function ξ. Prior to any
interaction we may identify ξ with the statement: the event is in the future, where
future simply refers to the domain of that which has not happened - potential. Now
we shall consider the change L(ψ ⊗ ξ) arising from the interaction between ψ and
ξ, which operates as
(1.11) L : ψ ⊗
[
0
1
]
7→ −iHψ ⊗
[
1
0
]
.
Notice that this not only generates a differential increment of the quantum system,
ψ 7→ ψ˙ := −iHψ, but the vector ξ is also transformed. It is this transformation
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that serves as an indication that the interaction has taken place and at the most
basic level we have
(1.12) π(dt) :
[
0
1
]
7→
[
1
0
]
.
The transformation π(dt)ξ corresponds to the complimentary statement: the event
is in the past, where past refers to the domain of that which has happened - actual,
and (1.12) describes an underlying mechanism for generating past from future.
The interaction operator generating the change (1.11) is G = I + L, see (1.8).
It is ⋆-unitary such that G−1 = G⋆ and its action on ψ ⊗ ξ may be understood
as entangling the quantum system with the temporal spin ξ. The initial state
ψ ⊗ ξ(t1) ⊗ · · · ⊗ ξ(tn) for the dynamics (1.9) is a composition of the quantum
system with n copies of the temporal spin vector ξ in the future pseudo-state and
each interaction that occurs generates a past component containing a derivative of
the quantum system. The sequential process generated by this mechanism gives
rise to the sequence of differential increments
(1.13) ψ 7→ ψ˙ 7→ ψ¨ 7→ . . . .
Indeed this has been noted by Belavkin and may also have been recognized by
Kolokoltsov [11].
Some may feel that it is unnecessary to complicate the Schro¨dinger dynamics
in such a way, yet this ‘pseudo-Stinespring’ dilation of the Schro¨dinger dynamics
reveals foundations of our conception of time and evolution. In fact, as far as
mathematics is concerned, we can now say that such deterministic evolution is
generated by spontaneous interactions at a boundary between past and future [10,
12]. But here it is emphasized that past and future are now regarded as two
fundamental components of the mechanism that generates evolution, a fundamental
two-point quantization of time, {−,+} [8, 9].
The order on the coordinates in ϑ may be regarded as ultimately induced by
the temporal spin in so far as one event may be called less-than another if it has
happened and the other has not. We consider ϑ as a random variable indicating
potential interactions given as any finite set of points in a connected subset ∆ ⊂ R
equipped with the total order induced from R. To accommodate this we denote by
F ⋆ the embedding
(1.14) F ⋆ : ψ 7→ ψ ⊗ ξ⊗
of ψ ∈ h into H = h⊗F where h is an arbitrary Hilbert space for a quantum system
described by ψ and F = Γ(k) is the pseudo-Fock space over the pseudo-Hilbert space
k of square-integrable vector functions ξ : ∆ → (C2,η), called Minkowski-Hilbert
space [9]. By ξ⊗ we are denoting the maps
(1.15) ξ⊗ : ϑ 7→ ξ⊗(ϑ) = ⊗
t∈ϑ
ξ(t)
which was short-handedly written as ξ(ϑ) in (1.9), but ξ⊗ is more concise. More
details about Minkowski-Fock space may be found in the appendix.
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The solution of (1.9) has the general form
(1.16) ψt = G
⊙
t F
⋆ψ, G⊙t (ϑ) :=
←⊙
x∈ϑ∩[0,t)
G(t),
where t ∈ ∆ and min∆ = 0 has been taken for convenience, and we also suppose
that G(t) = G is not depending on time, for simplicity. The product ⊙ is a semi-
tensor product which preserves the chronology of the interactions [1] and may be
defined as
(1.17) G(y)⊙G(x) :=
(
G(y)⊗ I(x)
)(
I(y)⊗G(x)
)
, y > x.
The operator F ⋆ is an isometry such that FF ⋆ = I in h, corresponding to the
normalization of ξ⊗ given by ‖ξ⊗‖2 := exp{ξ⋆ξ} = 1 (see appendix), and E =
F ⋆F defines a projection of H into h. The solution U(t) = exp{−iHt} of the
Schro¨dinger equation (1.1) is obtained as the projection U(t) = FG⊙t F
⋆ which is a
conditional expectation of the sequential interaction dynamics [9], and notice that
EG⊙t F
⋆ = U(t)F ⋆ is indeed the projection of the sequential interaction dynamics
into the Hilbert space h of the quantum system.
The Schro¨dinger equation for the density operator ̺ = ψψ† ≡ Pψ has the familiar
form
(1.18) d̺(t) = i[̺(t), H ]dt
but now that we have established the form of the canonical dilation we may write
this in the pseudo-quadratic form
(1.19) ∂t̺(t) = V
⋆
(
̺(t)⊗ I)V ≡ V⋆̺(t)V,
as all time-dependence is explicit, where V⋆ = ξ⋆G ≡ (I,−iH) is a row-vector
operator in B(h) ⊗ k(t), V = G⋆ξ is the pseudo-adjoint column, and V⋆V = 0.
B(h) is the algebra of bounded operators in h
Remark. It is worth noting that k is not L2(∆)⊗C2 but is in fact L1(∆)⊕L∞(∆),
which is indeed pseudo-Hilbert space with respect to the Minkowski metric η [3, 9].
2. Quantum Stochastic Differential Equations
The vector operator V⋆ = (I,−iH) may be regarded as a special case of V⋆ =
(I,K) where K need no longer be anti-selfadjoint. However, with respect to the
indices {−,+} of the degrees of freedom in the Minkowski-Hilbert space k one
may write V⋆ = (V−, V+). Then the next question that arises is what happens
when we introduce additional degrees of freedom other than these fundamental
two? For example, let’s consider a Minkowski-Hilbert space K ∼= (Cn+2,η) where
the Minkowski metric now has the form
(2.1) η =
 0 0 10 I 0
1 0 0

and I is the n-dimensional identity operator on Cn. Now we shall consider a dy-
namical equation of the form (1.19) but this time with V⋆ = (V−, V1, . . . , Vn, V+) ≡
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(V−,V•, V+), where V• = (V1, . . . , Vn) and • = {1, 2, . . . , n} is just a suppression of
the additional degrees of freedom. We then find that
(2.2) ∂t̺(t) = V−̺(t)V
†
+ +V•̺(t)V•
∗ + V+̺(t)V
†
− ≡ V⋆̺(t)V,
where V•̺(t)V•∗ =
∑n
i=1 Vi̺(t)V
†
i and V•
∗ is the column vector of operators
[V †i ]i∈• which is not the same is the row vector of operators V
†
• = (V
†
1 , . . . , V
†
n ).
Again we shall take V− = I and we shall also write V+ = K, and in addition to
this we shall denote V• by the symbol L˜ := L∗†. Then (2.2) assumes the form
(2.3) ∂t̺(t) = ̺(t)K
† + L˜̺(t)L˜∗ +K̺(t),
which is the Lindblad equation when K† = iH − 12L∗L on noticing that ̺(t)K† +
K̺(t) = i
[
̺(t), H ]−{̺(t), 12L∗L}, where [A,B] = AB−BA is the usual commutator
and {A,B} = AB +BA is the anti-commutator.
Remark. Although it may look like a typing error it is convenient to use Latin
letters B for operators on the Hilbert space h and Roman letters B for operators
affiliated to another Hilbert space k that shall ultimately be used for studying the
noise - if k is n-dimensional it is because the noise has n-degrees of freedom. In
addition to this it proves useful to denote involution of h by † but have an involution
∗ of the product space h⊗k. The reason for this is that we would like to decompose the
Hermitian involution X of an operator on h⊗ k as X∗ = X˜†, where X˜ is an unusual
involution that is a transposition of column and row structure in B(k) but it does not
transpose the column and row structure in B(h). This will appear naturally in what
follows, but one may wish to return to the above and observe the prior notations of
this section in light of this.
It is all well and good writing down the Lindblad equation but now we must
derive all this from some kind of underlying process as has been done in the case
of the Schro¨dinger dynamics above. Indeed this means understanding the origin of
such additional degrees of freedom collectively indexed by •.
Theorem 1 has, as mentioned, a more general counterpart in [3] where the canon-
ical matrix representation of the remaining three quantum stochastic differential
increments was constructed. We will not go into the details of this here, but what
we will say is this. The dilation of deterministic dynamics gives rise to two ir-
reducible degrees of freedom at the differential level, {−,+}, as we have already
seen, but if there is also stochastic dynamics generated by noise then we have at
least three irreducible degrees of freedom: the past and future degrees of freedom
of deterministic time and at least one additional degree of freedom for the noise,
{−, •,+}.
2.1. Quantum Itoˆ Algebra. This is an algebra
(2.4) a(k) = Cdt+ k∗ ⊗ da+ B(k)⊗ dn+ k⊗ da⋆,
where B(k) is the space of bounded operators on a Hilbert space k. The basis ele-
ments {dt, da, dn, da⋆}, with dt⋆ = dt, dn⋆ = dn, and da⋆ 6= da, are not orthogonal
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but satisfy the H-P multiplication table [4]
(2.5) dadn = da, dndn = dn, dnda⋆ = da⋆, dada⋆ = dt,
with all other products being zero. Notice that the Newton-Leibniz algebra is
indeed a subalgebra Cdt ⊂ a(k). If the Hilbert space k is separable then we may
write the elements a ∈ a(k) in the form
(2.6) a = D−+dt+D
−
i dA
i +Dki dN
i
k +D
k
+dA
⋆
k ≡ Dκι dΛικ,
where κ ∈ {•,+} and ι ∈ {−, •} and we have assumed the Einstein summation
convention, and H-P multiplication table for component increments is
(2.7) dAidNjk = δ
i
kdA
j , dNildN
j
k = δ
i
kdN
j
l , dN
i
ldA
⋆
k = δ
i
kdA
⋆
l , dA
idA⋆k = δ
i
kdt.
The right-hand side of (2.6) is given with respect to the basis of differential incre-
ments in Belavkin’s notation
(2.8) dΛ+− ≡ dt, dΛi− ≡ dAi, dΛik ≡ dNik, dΛ+k ≡ dA⋆k.
of the Belavkin notation, which satisfy the H-P multiplication table in the form
(2.9) dΛακdΛ
ι
β = δ
α
βdΛ
ι
κ
and we may give the product of two elements a = Dκι dΛ
ι
κ and b = F
κ
ι dΛ
ι
κ as
(2.10) ab = DκαdΛ
α
κF
β
ι dΛ
ι
β = D
κ
αF
α
ι dΛ
κ
ι
generalizing the nilpotenet product (1.2) of the deterministic differential calculus.
Notice that the product DκαF
α
ι in (2.10) has the appearance of a matrix product
(DF)κι . This is no accident, the index notation used by Belavkin has its origins in
the differential-calculus matrix-representation which he constructed.
We have already seen the canonical matrix representation for the increment dt,
and here it is the same but given in at least one extra dimension as
π(dt) =
 0 0 10 0 0
0 0 0
 = π(dΛ+−).
The remaining increments of annihilation, counting and creation are respectively
given as
π(dAk) =
 0 〈k| 00 0 0
0 0 0
 , π(dNki ) =
 0 0 00 |i〉〈k| 0
0 0 0
 , π(dA⋆i ) =
 0 0 00 0 |i〉
0 0 0
 ,
with respect to the vectors 〈k| = (δki )i∈• = |k〉∗. In sight of (2.8) we may write
a general QS (quantum stochastic) differential a = Lκι dΛ
ι
κ in its canonical matrix
form, as
(2.11) π(a) =
 0 L−• L−+0 L•• L•+
0 0 0
 ≡ L = Lκι ⊗ π(dΛικ)
generalizing (1.10), and represented on the space K(t) = C⊕ k⊕ C equipped with
the Minkowski metric (2.1) with I as the identity on k, whose degrees of freedom
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are represented by •. It is useful to consider the degrees of freedom of the noise
as the internal degrees of freedom of the external noise index •, particularly when
discussing the external upper-triangular structure of QS differential increments,
which is preserved by the involution L⋆ = η−1L∗η.
The pseudo-state l given in (1.4) is given more generally on the unitilization a1(k)
of the quantum Itoˆ algebra a(k), adding the matrix identity I to the representations
π(a) of the elements a. Although its action on the basis elements dΛκι is zero for
all but dΛ+− = dt it does give us an additional term on the product of two elements
f, g ∈ a1(k) as
(2.12) l(fg⋆) = l(f) + k(f)k(g)∗ + l(g)∗
where k(f) is a row-vector, D−• say, arising from the presence of noise. The matrix
representation of a1(k) is constructed by imposing on l a condition for positivity,
called conditional positivity in [3], and the vector ξ appearing in the presence of
noise now has the external form
(2.13) ξ = (1, 0, 0)⋆
with respect to the three external degrees of freedom {−, •,+} of a QS differen-
tial increment, and the pseudo-state l gives us the deterministic derivative of the
dynamics as l
(
Lκι dΛ
ι
κ
)
= L−+ = ξ
⋆Lξ.
2.2. From Fock Space Operators to Block-Diagonal Minkowski-Fock Space
Operators. We have already seen that Schro¨dinger dynamics dilates to a discrete
interaction dynamics given by (1.9) but notice that the propagator Ut = G
⊙
t in
(1.16) is a block-diagonal operator on H. This means that [Utψ0](ϑ) = Ut(ϑ)ψ0(ϑ).
In addition to this the blocks Ut(ϑ) are upper-triangular. In the case when h = C
the operators Ut(ϑ) are elements of the ⋆-monoid M(ϑ) = a1(t1) ⊗ · · · ⊗ a1(tn),
ϑ = {t1 < . . . < tn}, where each a1(t) is a copy of the unitalization a1 of the
Newton-Leibniz algebra a, and we denote by M = a⊗1 the block-diagonal upper-
triangular ⋆-monoid containing the operators Ut. More generally h 6= C and we
define M = m⊙ where m = 1 + a ⊗ B(h) which is an affine space of more general
operators X having the components Xι1 ι2... ιnκ1κ2...κn(ϑ) ∈ B(h) which are zero for any
(ιi, κi) = (+,−) and if ιi = κi the operator X(ϑ) acts as the identity at the point
ti ∈ ϑ.
When H = h⊗ F is given by the Bigger Minkowski-Fock space F = Γ(K) having
the noise degrees of freedom • so that K(t) = C⊕ k⊕C we may study dilations (or
in fact matrix representations) of general quantum stochastic dynamics. Again we
consider a block-diagonal (externally) upper-triangular monoid M, only this time
it is given by the second quantization M = m⊙ of the monoid m = 1+ a(k)⊗B(h),
where a(k) is a general quantum Itoˆ algebra over the Hilbert space k. To understand
the form of general operators X in M it will prove useful to introduce a very
important operator called the point-derivative ∇ : M→ m⊙M := M˙ and its action
is defined on the operators X as
(2.14)
[
∇(X)
]
(t, ϑ) = X(t ⊔ ϑ) ≡ X˙(t, ϑ)
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resembling the Malliavin derivative [13]where ⊔ denotes the disjoint union, t /∈ ϑ.
Now the operators X may be characterized by the formula
(2.15) X˙(t, ϑ \ t) =
 X(ϑ \ t) X˙−• (t, ϑ \ t) X˙−+(t, ϑ \ t)0 X˙••(t, ϑ \ t) X˙•+(t, ϑ \ t)
0 0 X(ϑ \ t)
 = X(ϑ)
for all t ∈ ϑ, recovering the conditions for the noiseless case in the absence of the •
degree of freedom.
Quantum stochastic calculus is represented in the Hilbert spaceH = h⊗F where
F = Γ(K) is a the Guichardet-Fock space over K = L2(R) ⊗ k (see appendix).
The Hilbert space h is that of an arbitrary quantum system whilst F serves as a
reservoir for the noises that generate the dynamics of the quantum system, and it
is the point-derivative operator that fulfills the analytical requirement of singling
out a single point of noise for the purposes of interaction with the system in h.
Quantum stochastic differential equations describe the infinitesimal change on the
Hilbert space H and transitions of the total system in H are given by operators T
whose action is defined as
(2.16)
[
Tψ
]
(ϑ•) =
∑
ϑ•+⊔ϑ••=ϑ•
∫
T (ϑ•+, ϑ
•
•, ϑ
−
• )ψ(ϑ•)dϑ
−
• ,
where ϑ• = ϑ•• ⊔ ϑ−• and the operator-valued kernels T (ϑ•+, ϑ••, ϑ−• ) are maps from
h ⊗ K⊗(ϑ•) into h ⊗ K⊗(ϑ•). This action is not quite as daunting as it appears
for it has three basic parts. The first is the row-like integral action of T on ψ
which is described by the integration over the chain-variable ϑ−• , the second is
the spontaneous scattering which is given by the purely block-diagonal part of T
whose action has the form [Tψ](ϑ) = T(ϑ)ψ(ϑ), and the final part of the action
is the creation of additional column-like structure which is accounted for by the
chain-variable ϑ•+. The algebra of such operators T on H is general indeed, and
such operators T have unique block-diagonal representations in M given by the
identification
(2.17) T(ϑ)ι1... ιnκ1...κn = T (t1
ι1
κ1 , . . . , tn
ιn
κn)
on the extension T (ϑ) = 1(ϑ−−)T (ϑ
•
+, ϑ
•
•, ϑ
−
• , ϑ
−
+)1(ϑ
+
+)δ∅(ϑ
+
−) with t
ι
κ ∈ ϑικ. We
also define T (ϑ•+, ϑ••, ϑ−• ) =
∫
T (ϑ•+, ϑ••, ϑ−• , ϑ
−
+)dϑ
−
+. For more details on norms
on these algebras one should consult [3], it involves working with a rigged Hilbert
space constructed from the inductive limits of scaled Hilbert spaces [3, 15].
There is a well-defined representation of the ⋆-monoid M of bounded operators
X on the affine space MF ⋆H ⊂ H in the algebra of operators on H given by the
operator F ⋆ introduced above. It is ǫ(X) = FXF ⋆ ≡ X and satisfies the properties
(2.18) ǫ(X⋆Y) = ǫ(X)∗ǫ(Y), ǫ(I) = I,
which is another important theorem given in [3]. The difference between the op-
erator F ⋆ used here and that introduced above is that here we are embedding
the bigger space H into the Minkowski-Hilbert space H = h ⊗ Γ(K) ∼= H ⊗ Γ(k),
otherwise the action is still the same: F ⋆ψ = ψ ⊗ ξ⊗, and the projection F still
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corresponds to the integral action of the row-vector ξ⋆⊗. What this all means is
that rather than working with complicated operators in H we can simply embed H
into H describe dynamical transitions using block-diagonal operators T and then
project the result back into H.
2.3. Homogeneous QSDEs. The general form of a quantum stochastic differen-
tial equation, or QSDE, is given on the Hilbert space H = h⊗F as
(2.19) dTt = Λ
(
D, dt
) ≡ Dικ(t)dΛκι
with some initial condition T0, and it is an element of the quantum Itoˆ algebra a(k)⊗
B(H) having the matrix representation D(t) = π(dTt). This QSDE corresponds to
the quantum stochastic single-integral
(2.20) Tt − T0 =
∫ t
0
Λ
(
D, dz
) ≡ ξ⋆tDξt
where the right-hand side was introduced in [8] for ξ⋆ = (1,∇∗, 0) (not to be
confused with the temporal-spin ξ⋆ which is not in bold-case), with 1 ∈ L∞(R), to
make concise the explicit form of the QS single integral essentially given in [15] as
the evaluation of
(2.21)
∫ t
0
Λ
(
D, dz
)
= ∇∗t
(
D••∇t +D•+
)
+
∫ t
0
[
D−• ∇+D−+
]
(z)dz
where ∇∗ is defined as [∇∗ζ](ϑ) =∑t∈ϑ ζ(t, ϑ \ t) for ζ ∈ K ⊗H, generalizing the
first-order Skorokhod integral [14], and it is adjoint to the point derivative operator
∇ : H 7→ K ⊗ H, similarly defined to that in (2.14) only this time on H rather
than M, as [∇χ](t, ϑ) := χ(t ⊔ ϑ) for χ ∈ H. In fact the operators ∇ and ∇∗ are
continuous operators in the general setting of Fock-scale [3, 15]. Also notice that
= ∇∗∇ = ξ⋆ξ is the number operator on F .
We would like to be able to decompose such general differential increments as
linear combinations of more basic, or fundamental, processes. Those which we have
in mind are homogeneous QSDEs, having the form
(2.22) dTt = Λ
(
L, dt
)
Tt
corresponding to the logarithmic derivative D(x) = L(x)Tx, where L is called
the chronological exponent of Tt [3]. If Tt resolves (2.22) then the block-diagonal
operator Tt from which it is obtained has the chronologic decomposition
(2.23) Tt(ϑ) =
←∏
x∈ϑ∩[0,t)
G(x, ϑ \ x)T0(ϑ),
and the underlying differential equation describing the dynamics in the Minkowski-
Hilbert space is the purely counting differential eqiuation
(2.24) dTt(ϑ) = L(t, ϑ \ t)Tt(ϑ)dnt(ϑ),
where L(t, ϑ \ t) = G(t, ϑ \ t)− I(ϑ). Notice that any invertible operator Tt defines
a general homogeneous process having the chronological exponent L(t, ϑ \ t) =
12 M. F. BROWN(
dTt(ϑ)
)
T−1t (ϑ), t ∈ ϑ. Indeed (2.19) is also represented in Minkowski-Hilbert
space the underlying counting differential equation
(2.25) dTt(ϑ) = D(t, ϑ \ t)dnt(ϑ).
In the case when (2.24) has the initial condition T0 = I the homogeneous process
Tt forms a shift co-cycle Tt = T
t
0. These are defined as two-parameter families
(2.26) Ttr(ϑ) =
←∏
x∈ϑ∩[r,t)
G(x, ϑ \ x), Trr := I,
satisfying the property Ttr = T
t
sT
s
r for r < s < t. We may give the more general
homogeneous processes Tt, with T0 6= I in terms of these shift co-cycles as Tt =
TtsTs, for all t > s. The projection of the operators T
s
r onto the Hilbert space H
gives us the two-parameter family {Tsr = FTsrF ⋆}.
Notice that the operators Tsr , and hence the operators T
s
r, need not have their
action restricted to the interval [r, s), r < s. However, if we insist that Tsr(ϑ) is
the identity on ϑ \ [r, t) then we arrive at an import class of co-cycles given by
generators of the form G(x, ϑ) = G(x) ⊗ I(ϑ). The processes generated by such
are adapted semi-tensor products Tt =G
⊙
t resolving in H the underlying QSDE
(2.27) dTt(ϑ) = L(t)⊙Tt(ϑ \ t) dnt(ϑ),
which is what we encountered in the case of Schro¨dinger dynamics in the absence
of the • degree of freedom such that ψt = Ttψ0 resolves (1.9) if G = I− iH⊗π(dt).
We shall also see that a slightly more general choice of G will give us a unitary
dilation of Lindblad dynamics in H. In fact the most general form of an underlying
semi-tensor product propagator Tt(ϑ) = ⊙←x∈ϑtG(x), ϑt = [0, t), has a generator of
the form
(2.28) G =
 I G−• G−+0 G•• G•+
0 0 I
 ,
[1, 2, 3], generalizing (1.8). The requirement for the pseudo-unitarity G−1 = G⋆,
where G⋆ := η−1G∗η is induced by η, gives rise to the conditions
(2.29) G••
∗G•• = I, G
−
+
†
+G•+
∗G•+ +G
−
+ = 0, G
−
•
∗
+G••
∗G•+ = 0,
[3], allowing us to write such a pseudo-unitary generator as
(2.30) G =
 I −L∗G K0 G L
0 0 I
 , K = −iH − 12L∗L.
Remark. Before we proceed it is worthy of note that an operator T = FTF ⋆ is
unitary if and only if the underlying operator T is pseudo-unitary [3].
Now consider a quantum system that is in a pure state given by ψ ∈ h, evolving
in a homogeneous stochastic manner given by a unitary propagator Ut = FG
⊙
t F
⋆
in H, where G is a ⋆-unitary generator. We shall also suppose that the initial
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state-vector in the Guichardet-Fock space F is the vacuum vector δ∅ = 0⊗ defined
as
(2.31) δ∅(ϑ) = 1 if ϑ = ∅, otherwise δ∅(ϑ) = 0,
and notice that it is already normalized, ‖δ∅‖ = exp{0} = 1. Then the underlying
dynamics is given by the differential equation (2.27) on an initial state-vector Ψ0 =
F ⋆δ∅ψ in H as
(2.32) dΨt(ϑ) = LΨt(ϑ)dnt(ϑ),
where L = G − I. The only difference between this and (1.9) is that we have the
additional • degrees of freedom of the noise, so that the interaction increment is no
longer given by L = −iH ⊗ π(dt), as it was in the case of Schro¨dinger dynamics,
but is instead induced by the generator (2.30), and the canonical dilation of this
quantum stochastic differential increment has the form
(2.33) L : ψ ⊗
 00
1
 7→
 KL
0
ψ
generalizing (1.11).
2.4. Projecting Out Lindblad Dynamics. In the following theorem we show
that the marginal density operator ̺(t) obtained from the density operator ΨtΨ
⋆
t by
tracing out the Minkowski-Fock space F = Γ(K), where Ψt resolves (2.32), satisfies
the Lindblad equation (2.3).
Proposition 1. Let the ⋆-unitary co-cycle Ut := G
⊙
t on H, having initial condition
U0 = I, be given by the ⋆-unitary generator (2.30) with G = I and the vector-
operator L bounded on any connected ∆ ⊂ R as
(2.34) ‖L‖2 =
∫
∆
‖L(t)∗L(t)‖2B(h)dt <∞,
with respect to the Lebesgue measure dt on ∆, and an integrable time-dependent
Hamiltonian H(t). Then the marginal density operator
(2.35) ̺(t) = TrF[Ut
(
Pψ ⊗ ΦΦ⋆
)
U⋆t ],
where Pψ = ψψ
† and Φ := F ⋆δ∅ ≡ ξ⊗ with ξ⋆ = (1, 0, 0), resolves the Lindblad
equation
(2.36) ∂t̺(t) = ̺(t)K(t)
† + L˜(t)
(
̺(t)⊗ I)L˜(t)∗ +K(t)̺(t)
in h, where t ∈ ∆ and L˜ is a partial involution of matrix transposition in the algebra
B(k), but not transposing in B(h).
Proof. In the Hilbert space H = h ⊗ F of quantum stochastic evolution we are
considering a quantum system embedded in an empty environment so that the
initial state-vector is ψ⊗ δ∅. On H we have a geometric quantum Brownian motion
given by the propagator Ut = FUtF
⋆ resolving the quantum stochastic diffusion
equation
(2.37) dψt = K(t)ψtdt+ dA
⋆L(t)ψt
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where ψt = Utψ0 and we have taken into account that L(t)
∗dAψt = 0 due to
ψ0 = ψ ⊗ δ∅.
The marginal density operator ̺(t) = TrF
[
ΨtΨ
⋆
t
]
in h may be given in the form
(2.38) TrF
[
Ut(Pψ ⊗ ΦΦ⋆)U⋆t
]
= Φ⋆U˜t
(
Pψ ⊗ I⊗
)
U˜⋆tΦ,
where Φ = F ⋆δ∅, and U˜t = G˜⊙t is a partially transposed propagator given by the
generator G˜ := ηG⋆†η which is a matrix transposition in B(k) of the • degree
of freedom, but it does not transpose in B(h), nor the external upper-triangular
structure in π
(
a1(k)
)
, so that the direction of the chronological action is preserved.
The generator G˜ has the explicit form
(2.39) G˜ =
 I L˜ K0 I −L˜∗
0 0 I
 ,
which is generally not ⋆-unitary; but one may note that ⋆-unitarity of the generator
is preserved if the components of the vector operator L(t) ∈ B(h) ⊗ k are normal.
Now we can define the row-operator V⊙t
⋆
:= Φ⋆U˜t where V
⋆ = (I, L˜,K), from
which we find that
(2.40) ̺(t) = ̺(0) +
∫ t
0
V⋆(s)̺(s)V(s)ds.
The operator ̺(t) is the conditional expectation of the operator U˜t
(
Pψ ⊗ I⊗
)
U˜⋆t
with respect to the second-quantization Φ of the temporal spin ξ (2.13) and its
differential increment d̺(t) is the increment of the expected dynamics in h. 
In fact, since the Fock-representations of the standard Wiener increments are
dwtk = dA
k + dA⋆k, k ∈ •, and since L(t)∗dAψt = 0 we find that ψt also resolves
the non-unitary diffusion equation
(2.41) dψt = K(t)ψtdt+ L
kdwtkψt
[16]. In view of (2.30) this is because Gξ remains unchanged if G•• and G
−
• are
changed, so we may replace G−• = −L∗ with L˜ without altering the outcome of the
action of G on ξ.
2.5. Inhomogeneous QSDEs and A Quantum Stochastic Duhamel Prin-
ciple. Duhamel’s principle is used to solve inhomogeneous differential equations of
the form
(2.42) dT (t) +KT (t)dt = D(t)dt
corresponding to generalizations of the homogeneous differential equation
(2.43) dY (t) +KY (t)dt = 0, Y (0) = I.
The Duhamel solution has the form
(2.44) T (t) = Y (t)T (0) +
∫ t
0
Yz(t)D(z)dz,
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where Yz(t) = exp{K(t − z)}, and Yz(t)D(z), z < t, resolves the homogeneous
differential equation
(2.45) dYz(t)D(z) +KYz(t)D(z)dt = 0,
having the z-dependent initial condition Yz(z)D(z) = D(z).
What we would like to do now is consider a quantum stochastic generalization
of this to resolve inhomogeneous QSDEs of the form
(2.46) dTt + Λ
(
K, dt
)
Tt = Λ
(
D, dt
)
as perturbations of the homogeneous QSDE
(2.47) dYt0 + Λ
(
K, dt
)
Yt0 = 0, Y
0
0 = I.
In the following theorem we shall establish such a QS Duhamel principle giving us
solutions of (2.46) in the form
(2.48) Tt = Y
t
0T0 +
∫ t
0
Λ
(
Y˙t·D, dz
)
,
where
[
Y˙t·D
]
(z) := YtzD(z), for the case when D(t) = L(t)Tt. From this result we
may generalize to the case when Tt is given as a linear combination ckT
k
t and the
perturbation derivative has the form D(t) = ckL
k(t)Tkt .
Lemma. Let K be the chronological exponent of a two-parameter family of shift
co-cycles {Yts}, which thus solves the underlying counting differential equation
(2.49) dYt0(ϑ) = K(t, ϑ \ t)Yt0(ϑ)dnt(ϑ), Y00 = I,
where K = S − I. Then the solution Tt of the underlying counting differential
equation
(2.50) dTt(ϑ) =
(
K(t, ϑ \ t) + L(t, ϑ \ t)
)
Tt(ϑ)dnt(ϑ),
with arbitrary initial condition T0, may be given as
(2.51) Tt(ϑ) = Y
t
0(ϑ)T0(ϑ) +
∑
z∈ϑt
Ytz(ϑ)L(z, ϑ \ z)Tz(ϑ).
Proof. The solution of (2.51) may be written as
(2.52) Tt(ϑ) =
∑
υ⊆ϑt
Lt(t|υ|, ϑ \ t|υ|) · · ·Lt3(t2, ϑ \ t2)Lt2(t1, ϑ \ t1)Tt10 (ϑ)
with respect to the decomposition υ = t|υ| ⊔ . . . ⊔ t1 of υ into its disjoint points,
where
(2.53) Ls(r, ϑ \ r) = Ysr(ϑ)L(r, ϑ \ r), Tt0 := Yt0T0.
The sum-integrand of (2.52) is called the multiple-sum kernel of Tt. Now notice
that the co-cycles Ysr may be decomposed into a multiple-sum over the exponents
K(t) so that
(2.54) Ysr(ϑ) =
∑
υ⊆ϑsr
K(t|υ|, ϑ \ t|υ|) · · ·K(t2, ϑ \ t2)K(t1, ϑ \ t1),
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where ϑsr = ϑ ∩ [r, s), r < s. Thus if we substitute the expressions (2.53) into
(2.52), and then expand (2.52) with respect to multiple-sums (2.54), we obtain an
expression of the form Tt(ϑ) =∑
υ⊔κ⊆ϑt
K(x|κ|, ϑ \ x|κ|)L(t|υ|, ϑ \ t|υ|) · · ·L(t2, ϑ \ t2)K(x1, ϑ \ x1)L(t1, ϑ \ t1)T0(ϑ),
where υ = t|υ| ⊔ . . .⊔ t1 and κ = x|κ|⊔ . . .⊔x1. All we do now is apply the Newton
binomial formula to turn this expression into
Tt(ϑ) =
∑
υ⊆ϑt
(
K(t|υ|, ϑ\t|υ|)+L(t|υ|, ϑ\t|υ|)
)
· · ·
(
K(t1, ϑ\t1)+L(t1, ϑ\t1)
)
T0(ϑ),
which is the solution of (2.50). 
The following lemma was given in its original form by Belavkin in [3] as the
corollary of a theorem.
Lemma. (Belavkin) LetD be the representation of a QS derivative on the Minkowski
Hilbert space K⊗H, then
(2.55) F∇⋆D∇F ⋆ = ξ⋆FDF ⋆ξ,
where∇ : H→ K⊗H is a point-derivative operator on the Minkowski-Hilbert space,
and ∇⋆ its adjoint, defining the single-sum process
(2.56)
[
∇
⋆D∇
]
(ϑ) =
∑
x∈ϑ
D(x, ϑ \ x).
Theorem 2. Let Yt0 resolve the homogeneous quantum stochastic differential equa-
tion
(2.57) dYt0 + Λ
(
K, dt
)
Yt0 = 0, Y
0
0 = I,
having the chronological exponent −K, then the perturbed quantum stochastic dif-
ferential equation
(2.58) dTt + Λ
(
K, dt
)
Tt = Λ
(
J, dt
)
Tt,
has a quantum stochastic Duhamel solution given as
(2.59) Tt = Y
t
0T0 +
∫ t
0
Λ
(
Y˙t·JT˙·, dz
)
,
where
[
Y˙t·JT˙·
]
(z) := YtzJ(z)Tz.
Proof. The operators Yts are given as the projections FY
t
sF
⋆ of the underly-
ing block-diagonal operators Yts(ϑ) =
←−∏
x∈ϑ∩[s,t)S(x, ϑ \ x) and similarly Tt =
FG⊙t T0F
⋆ = FG⊙t F
⋆T0, where G = I+ J−K, and may also be obtained as the
projection of the underlying operator Tt given by (2.51) as
(2.60) Tt = FY
t
0T0F
⋆ + F∇⋆tY
t
·LT·∇tF
⋆,
where FYt0T0F
⋆ = Yt0T0 and
[
Yt·LT·
]
(z, ϑ\z) = Ytz(ϑ)L(z, ϑ\z)Tz(ϑ), and since
we may write ∇F ⋆ = F ⋆ξ we obtain our result on noting that FYtzL(z)TzF
⋆ =
YtzJ(z)Tz where J := FLF
⋆. 
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Corollary 1. Let {Ysr} by given by a semi-tensor product two-parameter family of
shift co-cycles Ysr on H having the chronological exponent −K, and let Tt = Tt0T0
be given by another two parameter family of semi-tensor product shift co-cycles {Tsr}
having the chronological exponent J = FLF ⋆, then by the QS Duhamel principle
we may write the solution Tt = FTtF
⋆ of the QSDE
(2.61) dTt + Λ
(
K, dt
)
Tt = Λ
(
J, dt
)
Tt,
with initial condition T0 = FT0F
⋆, as the projection
(2.62) Tt = Y
t
0T0 + ξ
⋆
t
(
Y˙t·JT˙·
)
ξt
of the underlying single-sum process
(2.63) Tt(ϑ) = Y
t
0(ϑ)T0(ϑ) +
∑
z∈ϑt
Ytz(ϑz)⊙ L(z)⊙Tz(ϑz).
where ϑz = ϑ ∩ [0, z) and ϑz = ϑ ∩ (z, t).
3. Quantum Measurement
It is all well and good to discuss the nature of a quantum system but it is
frequently misunderstood that the manner in which a quantum system should be
handled is with specific reference to the apparatus which is handling it. The appa-
ratus, as a mathematical object in it own right, is not to be disregarded from the
underlying equations of physics. An extensive review of such matters is presented
in [16] and some of these basic principles are discussed in the Following section.
3.1. Basic Principles of Measurement. [16] In quantum physics, the prepara-
tion of a quantum state may be given by the decoherence of a pure quantum state
Pψ = |ψ〉〈ψ|, ψ ∈ h, given by the map
(3.1) Pψ 7→
∑
i
EiPψE
†
i ,
∑
i
E†iEi = I
and this may be understood as the conditioning of the quantum system by a com-
plete set of questions that are compatible with the apparatus. That is of course the
apparatus which has been used to prepare the quantum state. Following the prepa-
ration of the quantum state, into a decomposition over the potential measurement
results, an actual measurement is taken. For example, an actual measurement i = k
is taken, at which point the quantum state is assumed to be in the state
(3.2) PEkψ = Ek(ψ)PψEk(ψ)
†, Ek(ψ) :=
Ek
‖Ekψ‖ ,
which is the statistical inference that arises from the measurement.
As a statistical object the apparatus may also be constructed in the Hilbert
space formalism. The apparatus is prepared in a state |0〉〈0| say, |0〉 ∈ k, and in
this example it is considered to have a discrete set of outcomes i ∈ • = {0, 1, 2, . . .}
corresponding to states |i〉〈i| which are the observables of the apparatus. These
observables are considered to be the only possible outcomes of the measurement,
and before the measurement is taken we consider the sum of all potential outcomes
of the measurement. Each potential outcome is a conditioning of the quantum
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object EiPψE
†
i by a positive contraction Ei, such that E
†
iEi ≤ I, corresponding
to a potential measurement result, and each such potential result corresponds to a
degree of freedom of the apparatus, a 1-dimensional subspace of k. This is what is
understood from (3.1): the preparation of the state of the quantum system prior
to an actual measurement.
The actual measurement is an observation of the apparatus, which is described
by the observable |k〉〈k| if the outcome k is observed, then at the instant of the
measurement we infer that the quantum system is now in the state PEkψ. Indeed
this is considered to be the state of the quantum system as a result of actually
taking a measurement.
It is only left to understand how the apparatus is explicitly described in the form
of equations, which will ultimately provide a mechanism that explains the rise of
decoherence and the transition from possible outcomes to an actual outcome. To
this end we consider a bigger system h⊗ k consisting of both the quantum system
under measurement and the classical apparatus having observables described by
a diagonal operator algebra on the apparatus Hilbert space k. We initially con-
sider a quantum system in a pure state Pψ composed with a prepared apparatus
state |0〉〈0|. The separable compound state is given with respect to tensor prod-
uct as Pψ ⊗ |0〉〈0|. In this bigger system the measurement preparation is given
by a unitary operator G which generates an entangled object-apparatus pure state
G
(
Pψ ⊗ |0〉〈0|
)
G∗. This should be obvious on noting that Pψ = ψψ† from which
we immediately see that the entangled pure state assumes the form χχ∗ where
χ = G
(
ψ ⊗ |0〉) in h⊗ k.
The row vector 〈0| may assume the form (1, 0, 0, . . .) and we may derive the form
of G as
(3.3) G =
[
(I − F∗F)1/2 F∗
F −(I− FF∗)1/2
]
where F∗ =
∑
i〈i|E†i is a row vector of the operators E†i on the quantum object
over i = 1, 2, . . ., having co-dimension 1 in the apparatus space k. Also note that
FF∗ is a matrix
[
EiE
†
j
]
of operators, whilst F∗F is in B(h), and (I −F∗F)1/2 = E0.
The next thing to notice is that when we trace over the apparatus Hilbert space,
to find the marginal density of the quantum system resulting from this entanglement
interaction, we see that it is indeed the decoherence of the quantum state Pψ. So
what we are saying is that in the total system consisting of both the apparatus
and the quantum object we obtain the decoherence of the quantum object as the
marginal state of the joint system. That is
(3.4) Trk
[
G
(
Pψ ⊗ |0〉〈0|
)
G∗
]
=
∑
i
EiPψE
†
i .
As Belavkin so eloquently states
The quantum state decoherence is simply obtained in the ignorance
of the apparatus.
The procedure of reading the apparatus result is given mathematically by the action
of the orthoprojector |k〉〈k| which corresponds to the reality: outcome k of the
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apparatus is observed. Following this, the entangled pure state is operated on by
the projector I ⊗ |k〉〈k| giving us
(3.5)
(
I ⊗ |k〉〈k|)G(Pψ ⊗ |0〉〈0|)G∗(I ⊗ |k〉〈k|) = EkPψE†k ⊗ |k〉〈k|,
such that we observe the apparatus reading k and understand that the quantum
object has been conditioned by such an observation. Then re-normalization gives
us the result PEkψ ⊗ |k〉〈k|. This is the non-linear quantum filtering on the level
of a single measurement; note that PEkψ is a non-linear function of ψ due to the
re-normalization.
To finish off this brief introduction to quantum measurement and filtering we
shall explain what is required of the apparatus and quantum object in order to
make this inference possible. In other words, what is required in order to apply
what is essentially Bayes formula.
Consider an arbitrary question, or proposition, about the future of the total
system; this may be given by a future-event orthoprojector P. This question must
be compatible with the historical data, which in this case is the single actual-event
given by an orthoprojector M, the memory. The reason why we insist on such
compatibility of potential future events with the actual past events is because we
must insist that the quantum probability of the proposition P may be given as the
weighted sum
(3.6) Pr
[
P
]
= Pr
[
P|M]Pr[M]+ Pr[P|I−M]Pr[I−M],
of the conditional probability Pr
[
P|M] and the complimentary conditional prob-
ability Pr
[
P|I − M]. This means that we only consider the measurable events M
which serve as conditions for any future propositions P. If (3.6) is not satisfied then,
as Belavkin states, we do not have statistical causality. Ultimately this amounts
to Belavkin’s Non-demolition Principle of quantum measurement, a principle of
quantum causality [17].
Remark. The Bayesian conditional probability formula is
(3.7) Pr
[
P|M] = Pr[ inf{P,M}]
Pr
[
M
] ∀ P,
where inf{P,M} is the largest orthoprojector E such that both P−E and M−E are
positive operators. The condition (3.6) means that inf{P,M} is a linear function
in the second variable, so that
(3.8) inf{P,M}+ inf{P, I−M} = inf{P, I} = P,
which is only satisfied if [P,M] := PM−MP = 0.
3.2. A Sequential Measurement Process. Now we shall consider a sequence
of such measurements described above. This begins with an entangling dynamics
Ut : ψ0 7→ ψt generated by the ⋆-unitary interaction operator
(3.9) G =
 I 0 −iH0 G 0
0 0 I

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such that Ut = FG
⊙
t F
⋆, having the explicit block diagonal form
(3.10) Ut(ϑ) = exp{−iHt}
←⊙
x∈ϑt
G(x),
where G(x) := exp{iHx}Gexp{−iHx}, describing a process of spontaneous object-
apparatus interactions with a Hamiltonian evolution of the object between inter-
actions. The initial state of the interaction dynamics is taken to be ψ0 = ψ ⊗ f⊗,
where f = |0〉, which is normalized with respect to the Poisson measure dPtν(ϑ) =
ν⊗(ϑ)dϑ exp{−νt} as
(3.11) ‖f⊗‖2ν =
∫
‖f⊗(ϑ)‖2ν⊗(ϑ)dPtν(ϑ) = 1.
The Poisson intensity ν is considered to be a positive scalar and describes the
object-apparatus interaction frequency, and this formalism is called the Guichardet-
Fock space representation of Poisson space, denoted by Gtν (see appendix for more
details). The QSDE describing this interaction dynamics is a counting differential
equation having the form
(3.12) dψt(ϑ) + iHψt(ϑ)dt = Jψt(ϑ)dnt(ϑ),
where J = G− I.
The same dynamics may be considered on the Hilbert space Ht with respect to
the initial state ψ0 = ψ ⊗ g⊗ exp{− 12g∗g}, where g =
√
νf. This is in fact a Weyl
transformation of the Fock-vacuum: g⊗ exp{− 12g∗g} = Wgδ∅ (see appendix), which
means that we can reconsider the dynamics on the Fock-vacuum if we transform
the propagator Ut into W
∗
gUtWg, having the underlying generator
(3.13) Z⋆gGZg =
 I g∗J g∗Jg − iH0 G Jg
0 0 I
 ,
where Wg = FZ
⊗
g F
⋆ and Zg is given by (5.19). If we define the component oper-
ators Gk0 = 〈k|G|0〉, k 6= 0, as Lk/
√
ν, where the operators Lk are not depending
on ν, then we find that in the central limit
√
ν ր ∞ the wave-function that was
resolving (3.12) now resolves the quantum state diffusion equation
(3.14) dψt +
(
1
2L
∗L + iH
)
ψtdt = L
kdwtkψt, ψ0 = ψ ⊗ δ∅
[18, 19], and note that L =
∑
k 6=0 L
k|k〉 does not include the initial state of the
apparatus so that all output trajectories are transformations into new apparatus
states.
What we would like to do next is return to (3.12) and consider each object-
apparatus interaction as a map from an input space h ⊗ kˇν into an output space
h⊗ kˆν , where kˇν is the Hilbert space k equipped with the scalar metric νˇ = νI and
kˆν is the Hilbert space k equipped with the diagonal Riemannian metric
(3.15) νˆψ(t) =
 ν0(t) 0 · · ·0 ν1(t)
...
. . .
 ,
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where νk(t) are the individual intensities of the observable output trajectories cou-
pled to the quantum system. They are given by re-scalings of the input frequency
ν by the probabilities ‖Gk0ψt‖2 of the operations Gk0ψt so that νk(t) = ν‖Gk0ψt‖2
from which it follows that
∑
k νk(t) = ν.
Let’s denote by G(ψ) the interaction operator mapping h⊗ kˇν into h ⊗ kˆν . It is
obtained from G by the transformation G(ψ) =
√
νˆ
−1
G
√
νˇ and satisfies the unusual
unitarity condition
(3.16) νˇ−1G(ψ)∗νˆ = G(ψ)−1.
What we also find when considering the interaction operator G(ψ) is that its ac-
tion on the initial apparatus state f = |0〉 gives rise to the conditioned operators
Gk0/‖Gk0ψt‖ = 〈k|G(ψ)|0〉, so that the transformation from h ⊗ kˇν to h ⊗ kˆν de-
scribes the filtering. In order to consider the QSDE that describes this dynamics
one should first notice that, in this case, ψ0 is in Gˇν whereas ψˆt = Ut(ψ)ψ0 is in
the product space Gˆtν ⊗ Fˇν ; indeed ψt = ψt ⊗ f⊗. We may write down the QSDE
for the output dynamics as
(3.17) dψˆt(ϑ) + iHψˆt(ϑ)dt = J(ψ)ψˆt(ϑ)dnt(ϑ)
where J(ψ) = G(ψ)−√νˆ−1√νˆ.
The actual measurements corresponding to observations of the output trajec-
tories of the unitary counting dynamics (3.12) may be given by the measurement
orthoprojector
(3.18) Mt(ϑ) = I ⊗M⊗(ϑt)⊗ I⊗(ϑ \ ϑt),
where M(t) ∈ {|k〉〈k|, k = 0, 1, 2, . . .} and depends solely on what is actually ob-
sserved. This defines a new wave-vector χt := Mtψt for the actual measurement
dynamics, which is not unitary, and it resolves the QSDE
(3.19) dχt(ϑ) + iHχt(ϑ)dt = (M(t)G − I)χt(ϑ)dnt(ϑ).
The action of the observable Ntk = ∇∗t |k〉〈k|∇t on the vector χt gives the number ntk
of measurements of type k up to the point t as [Ntkχt](ϑ) = n
t
k(ϑ)χt(ϑ), whilst the
action of Ntk on ψt does not. Further, notice that the wave-function ψt describes an
entanglement of the quantum object with the apparatus up to the point t, whereas
the actual measurements disentangle the object from the apparatus as χt(ϑ) has
the form
(3.20) χt(ϑ) = |k1〉 ⊗ |k2〉 · · · ⊗ |kn〉 ⊗ χ(t)⊗ |0〉 · · · ⊗ |0〉
where ϑt = {t1 < . . . < tn} and χ(t) is the projection 〈Mtϕ|χt〉ν of χ(t) into h,
where ϕ∗ = (1, 1, 1, . . .)⊗.
Finally notice that in the output space the measurement dynamics assumes the
form
(3.21) dχˆt(ϑ) + iHχˆt(ϑ)dt =
(
M(t)G/‖Gk(t)0 ψ(t)‖ −
√
ν
νk(t)
I
)
χˆt(ϑ)dnt(ϑ),
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where χˆt(ϑ) = |k1〉 ⊗ |k2〉 · · · ⊗ |kn〉 ⊗ ψ(t) ⊗ |0〉 · · · ⊗ |0〉 for the normalized wave-
function ψ(t) ∈ h having the explicit form
(3.22) ψ(t) = exp{−iHt}Gkn0 (tn) · · ·Gk20 (t2)Gk10 (t1)ψ,
where Gki0 (ti) = exp{iHti}
(
Gki0 /‖Gki0 ψ(ti)‖
)
exp{−iHti}.
3.3. Pseudo-Measurement. Now we shall consider the idea of a quantum sys-
tem being prepared for evolution by a pseudo-apparatus. In the simplest case,
corresponding to the dilation of Schro¨dinger dynamics, this pseudo-apparatus is
represented by the Minkowski-Hilbert space k(t) = (C2,η) and the preparation of
the quantum state Pψ is now given by a pseudo-decoherence of the quantum system
which is just the map
(3.23) Pψ 7→ Trk
[
G
(
Pψ ⊗ ξξ⋆
)
G⋆
] ≡ P˙ψ
transforming Pψ to its traceless derivative P˙ψ := i[Pψ , H ]. Although the geometry
here is hyperbolic there is no problem with finding a ⋆-orthoprojectorM =M⋆M =
M⋆ to define an observation in k corresponding to a transformation of the quantum
state to its derivative in h. The ⋆-projector that we are looking for is simply the
identity operator M = I trivially giving us the measurement
(3.24) MG
(
Pψ ⊗ ξξ⋆
)
G⋆M = G
(
Pψ ⊗ ξξ⋆
)
G⋆
as oppose to the ortho-complimentary statement M = O simply giving us zero.
Indeed a process of such measurements is given by (1.9) but in addition to the
dynamics considered in the first chapter we shall now suppose that we have a
counting process of intensity ν so that the solution (1.16) is no longer regarded
as an element of H but instead as an element of the Minkowski-Poisson space Gν
(see appendix) having the Poisson measure dPt2ν(ϑ) on the subspaces G
t
ν ⊂ Gν for
a scalar Poisson intensity that we shall take to be 2ν for convenience. One may
have wondered when and where the Lorentz transform might appear in a theory of
physics in a Minkowski space, and in the following theorem regarding the dynamics
(1.9) in Minkowski-Poisson space, we shall see how the Lorentz transform appears
as a transformation between Poisson intensities i.e. it is a transformation that
changes the frequency of observation of the quantum system.
Proposition 2. Let Xt be an element of the ⋆-monoid M generated by the Newton-
Leibniz algebra a⊗ B(h), then the pseudo-Poisson expectation
(3.25) Pt2ν
[
Xt
]
:=
∫
ϕ⋆(ϑ)Xt(ϑ)ϕ(ϑ)dP
t
2ν(ϑ)
into B(h), where dPt2ν(ϑ) = (2ν)⊗(ϑ)dϑ exp{−2νt} and ϕ⋆ = ( 1√2 , 1√2 )⊗, may be
given by the Lorentz transformed projection F ν = Fυ
⋆
ν
⊗, where υν is the real
Lorentz transform
(3.26) υν =
[
1√
ν
0
0
√
ν
]
,
as
(3.27) Pt2ν
[
Xt
]
= F νXtF
⋆
ν .
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Further, the pseudo-Poisson expectation of the process Xt = G
⊙
t resolves the boosted
Schro¨dinger equation
(3.28) dψ(t) = −iHψ(t)νdt, ψ(t) = Pt2ν
[
G⊙t
]
ψ,
where π(νdt) = υ⋆νπ(dt)υν is called the boosted time increment.
Proof. First we note that
√
2ν
⊗
f⊗ exp{−νt}, for f⊗ = ϕ, may be obtained from a
pseudo-Weyl transform of the vacuum vector δ∅ in H as Wgδ∅ if g =
√
2νf . Next
we notice that sinceWh+k =WhWk, and sinceW
⋆
hXWh = X for any h = (0, h)
⋆
because X(t ⊔ ϑ)h(t) = h(t)X(ϑ) for such h, we have
(3.29) δ⋆∅W
⋆
gXWgδ∅ = δ
⋆
∅W
⋆
g+XWg+δ∅ ≡ F νXF ⋆ν ,
where g+ = (
√
ν, 0)⋆ and F ⋆ν = υ
⊗
ν F
⋆. To understand that the pseudo-Poisson
expectation of G⊙t resolves the boosted Schro¨dinger equation one should simply
notice that F νG
⊙
t F
⋆
ν = F
(
υ⋆νGυν
)⊙
t
F ⋆ where υ⋆νGυν = I − iHυ⋆νπ(dt)υν , and
υ⋆νπ(dt)υν = νπ(dt) which may be explicitly seen as
(3.30)
[ √
ν 0
0 1√
ν
][
0 1
0 0
] [ 1√
ν
0
0
√
ν
]
=
[
0 ν
0 0
]
.

Now that we have introduced a notion of Poisson intensity in the underlying
Minkowski-Hilbert space we shall see that things appear a little differently to the
sequential measurement dynamics discussed above.
Proposition 3. Let Xt an element of the ⋆-monoid M generated by the quantum
Itoˆ algebra a(k)⊗ B(h) then the pseudo-Poisson expectation
(3.31) Pt3ν
[
Xt
]
:=
∫
ϕ⋆(ϑ)Xt(ϑ)ϕ(ϑ)dP
t
3ν(ϑ),
where dPt3ν(ϑ) = (3ν)
⊗(ϑ)dϑ exp{−3νt} and ϕ = f⊗ and f⋆ = 1√
3
(1, f∗, 1), may
be given by the Lorentz transformed projection F ν = Fυ
⋆
ν
⊗, where υν is the real
Lorentz transform
(3.32) υν =

1√
ν
0 0
0 I 0
0 0
√
ν

as
(3.33) Pt3ν
[
Xt
]
= E∅
[
F νZ
⊗
f
⋆
XtZ
⊗
f F
⋆
ν
]
,
where E∅[X] = δ∗∅Xδ∅ and F νZ
⊗
f F
⋆
ν = W
√
νf . Further, the pseudo-Poisson expec-
tation of the underlying process Xt = G˜
⊙
t (̺⊗ I⊗)G˜⊙
⋆
t , with G˜ given by (2.2),
resolves the boosted Lindblad equation
(3.34) d̺(t) = V⋆̺(t)Vνdt, ̺(t) = Pt3ν
[
Xt
]
.
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Proof. Again we note that
√
3ν
⊗
f⊗ exp{− 32νt} may be obtained from a pseudo-
Weyl transform of the vacuum vector δ∅ in H as Wgδ∅ if g =
√
3νf , and again we
notice that sinceWh+k =WhWk, and sinceW
⋆
hXWh = X for any h = (0, 0, h)
⋆
because X(t ⊔ ϑ)h(t) = h(t)X(ϑ) for such h, we have
(3.35) δ⋆∅W
⋆
gXWgδ∅ = δ
∗
∅F νW
⋆
g•XWg•F
⋆
νδ∅,
where g• := (0, g∗, 0)⋆. Further, with respect to the Lorentz transformed ⋆-
orthoprojector Eν = υ
⊗
ν
⋆
F ⋆Fυ⊗ν we may write
(3.36) δ∗∅F νW
⋆
g•XWg•F
⋆
νδ∅ = δ
∗
∅F νW
⋆
g•EνXEνWg•F
⋆
νδ∅,
which may be verified by expansion. Finally, EνWg•F
⋆
νδ∅ = F
⋆
νWgδ∅ = EνZ
⊗
f F
⋆
νδ∅
so that we may write
(3.37) δ∗∅F νW
⋆
g•EνXEνWg•F
⋆
νδ∅ = δ
∗
∅F νZ
⊗
f
⋆
EνXtEνZ
⊗
f F
⋆
νδ∅,
from which the result follows by the ⋆-homomorphic property of F ν .
To see that Ptν
[
G˜⊙t (̺⊗ I⊗)G˜⊙
⋆
t
]
resolves (3.34) one need only note that the
Lorentz transformed generator υ⋆νG˜υν defines the row-operator V
⋆
ν = ξ
⋆υ⋆νG˜υν =
(I,
√
νL˜, νK) and V⋆ν̺(t)Vν = V
⋆̺(t)Vν. 
Remark. Notice that the Lorentz transform of the Lindbladian generator G is the
map
(3.38)
 I −L∗ − 12L∗L0 I L
0 0 I
 7→
 I −√νL∗ − ν2L∗L0 I √νL
0 0 I
 ,
which indeed boosts the deterministic part of the differential increment by the factor
ν, but see that it also boosts the quantum stochastic increments of creation and
annihilation, and thus a Wiener increment, by the factor
√
ν.
To illustrate this we shall again consider the sequential interaction dynamics
(3.12) which may be given by an underlying counting differential equation in Gν as
(3.39) dΨt(ϑ) = JΨt(ϑ)dnt(ϑ)
where J = υνGυ
⋆
ν − I and G is given by (3.9).
3.4. Stochastic Perturbations of Schro¨dinger Dynamics. It has been men-
tioned that a ⋆-generatorG of Lindbladian dynamics may be obtained as the central
limit of a counting process of sequential measurement when the measurement fre-
quency ν is allowed to diverge, giving rise to a continual observation of the quantum
system. However, one may simply begin with a Lindbladian generatorG and intro-
duce the notion of an intensity of the counting interaction in the Minkowski-Poisson
space that describes the underlying dynamics. In this case we shall interpret the
pseudo-measurement intensity ν as a coupling strength of the apparatus to quan-
tum object as was similarly done in the context of the Hilbert space H in [16]
where λ =
√
ν was discussed as a parameter of the object-apparatus coupling also
describing the accuracy of measurement continual diffusion-type measurement.
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Let {Ysr} be a two-parameter family of operators describing a dilated Hamil-
tonian dynamics of a quantum system whose projections Ysr = FY
s
rF
⋆ resolve the
time-dependent Schro¨dinger equation
(3.40) dYtr + iH(t)Y
t
rdt = 0, Y
r
r = I.
In the Minkowski-Hilbert space H the chronological exponent of the underlying
QSDE, dYtr +K0(t)Y
t
rdnt = 0, has the form
(3.41) K0(t) =
 0 0 iH(t)0 0 0
0 0 0
 .
We shall suppose that the ⋆-unitary operators Ysr describe the evolution of a
quantum system under investigation. The investigation is carried out by perform-
ing measurements (observations) with respect to an apparatus (observer). These
measurements are described by the incremental operators L(t) on the Minkowski-
Hilbert space H and we shall suppose that the interactions between the quantum
system and the apparatus are ⋆-unitary and of the form
(3.42) I+ L(t) =
 I −L(t)∗ − 12L(t)∗L(t)0 I L(t)
0 0 I
 .
The measurement process is a sequential interaction dynamics in H given by the
sequential action of the operators (3.42). Moreover, the measurement process shall
be regarded as a Poisson process of intensity ν causing a sequence of perturbations
of the quantum system described by the boosted perturbation equation
(3.43) dUt + iH(t)Utdt = Λ
(
D, νdt
)
on H, where D(t) = L(t)Tt and Λ
(
D, νdt
)
= Λ
(
υ⋆νDυν , dt
)
is a Lorentz trans-
form of the interaction perturbations parameterizing the coupling strength of the
apparatus to the quantum system.
This resulting underlying dynamics is given in H by the generator G = I +
υ⋆νLυν −K0 corresponding to the underlying QSDE
(3.44) dUt(ϑ) = Jν(t)Ut(ϑ)dnt(ϑ), Jν = υ
⋆
νLυν −K0,
where the propagator Ut describes the combined evolution of the apparatus and
the quantum system, defining the stochastic unitary propagator Ut = FUtF
⋆ on
H. However, by virtue of the QS Duhamel principle we may write the solution of
(3.43) as the projection
(3.45) Ut = Y
t
0 + ξ
⋆
t
(
Y˙t·υ
⋆
νLυνU˙·
)
ξt
of the single-sum process
(3.46) Ut(ϑ) = Y
t
0(ϑ) +
∑
z∈ϑt
Ytz(ϑ)υ
⋆
νL(z)υνUz(ϑ),
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where Y˙t· (z) := Y
t
z ⊗ I(z) and U˙·(z) := Uz ⊗ I(z) are extensions of Ytz and Vz
onto the space H˙(z) := ξ(z)H ≡ K(z) ⊗ H. This is given on the initial state
ψ0 = ψ ⊗ δ∅ ∈ H as
(3.47) ψt(ϑ) = ψ0(ϑ) +
∑
z∈ϑt
√
νY tz L(z)ψz(ϑ \ z)−
1
2
∫ t
0
Y tz L(z)
∗L(z)ψz(ϑ)νdz,
resolving the quantum stochastic diffusion equation
(3.48) dψt +
(
ν
2L
∗L + iH
)
ψtdt =
√
νLkdwtkψt,
which is the diffusion wave-equation describing the continuous decoherence of the
quantum system coupled to the apparatus by the coupling constants λ =
√
ν,
recovering the unperturbed Schro¨dinger dynamics in the special case when λ = 0
corresponding to the absence of measurement.
4. Conclusion
It should now be apparent that, from principles of mathematics, deterministic
dynamics may henceforth be regarded as the projection of a stochastic process of
discrete interactions. That is to say that the deterministic differential calculus of
Newton and Leibniz has a discrete dilation which appears to be canonical when
studying differential calculus using algebra.
From the point of view of calculations one may see the full implications of such
a dilation in the case of the more general stochastic calculus where, once again,
there is a canonical dilation of stochastic processes to the simplest processes of
all - a counting process. The importance of the matrix-algebra representation of
(quantum) Itoˆ algebra is not only likened to the realization of C∗-algebras as matrix
algebras on Hilbert spaces, but it also transforms the manner in which we may
perceive time. Namely as something that may be generated from a fundamental
temporal spin, a primitive ‘time particle’ having only two degrees of freedom called
past and future which are meant as two very basic concepts from which conventional
notions of flows of time may be derived.
Throughout the last century there has been great advances in physics but there
has been no obvious success in understanding time other than its relativity of
passing and its non-separability from space. Unfortunately this does not present
us with any indication of an underlying mechanical structure, a mechanism, that
describes how time ‘works’. The intention here was to provide details of such a
mechanism in order to give a broader picture of the workings of time. What has
been revealed from working with the Belavkin Formalism is that in the context
of measurement a differential time increment is a spontaneous interaction at a
boundary connecting past and future. Such may be called a measurement in a very
general way, meaning a ⋆-unitary interaction in a Minkowski-Hilbert space.
From a more down-to-Earth point of view a measurement may be understood as
an observation; meaning that something is observing and something is observed and
the interaction between the observing and the observed is the observation. So that
we now have solid grounds for a discussion of time as a consequence of observation.
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That is observation in a very general sense, and a primary, or fundamental, detection
may serve as better terminology.
Understanding the underlying counting differential equation (1.9) as a process
of sequential measurements of frequency ν means that the boosted Schro¨dinger
equation (3.28) may be understood as the expected dynamics of a quantum system
that arises from a very primitive kind of observation, namely the indication of the
production of past from future, and without such observations the quantum system
simply does not evolve. The idea that evolution itself arises fundamentally from
observation does not appear to have been considered in the doctrine of science
before these investigations were carried out.
4.1. Hyperbolic Noise. Whatever be one’s preferred choice of terminology does
not change the fact that we are able to understand deterministic and stochastic
dynamics as a marginal dynamics of a purely counting dynamics in a Minkowski-
Hilbert space. Notice that of the three external degrees of freedom {−, •,+} only
the • degree of freedom was referred to as noise in the work above. However, in
the context of underlying counting differential equation in Minkowski-Hilbert space
the remaining degrees of freedom {−,+} are also describing noises. After all, (1.9)
is a stochastic differential equation and the noises are described by the temporal-
spin vectors ξ ∈ (C2,η). These are the very basic noises that generate evolution,
and the second-quantization F ⋆ may be regarded as an environment of these ‘time
particles’.
The other remarkable thing is the hyperbolic geometry of the space within which
the temporal-spin vectors are defined. The vectors ξ are null-vectors ξ⋆ξ = 0 and
they arose from a consideration of the Newton-Leibniz differential increments dt.
Notice that (1.9) does give rise to two distinct notions of time, the first being the
variable components of the chains ϑ and the second being a parameter for the
underlying counting dynamics. One may argue that we have re-introduced that
which we initially set out to understand, but the parameter of the counting process
may still be ordered by virtue of the basic ingredient ξ.
It will also be interesting to study the pseudo-measurement process in more
detail for the case when the Minkowski metric η assumes the more general pseudo-
Riemannian form
η(ν) =
 0 0 ν−0 ν• 0
ν+ 0 0
 ≡ ν
with ν• having a similar form to (3.15).
5. Appendix
5.1. Guichardet-Fock Space. The Guichardet-Fock space F [20] used here is a
Hilbert space of vector-functions over an element ∆, of the σ-field over R, having
non-zero Lebesgue measure. The vector functions χ ∈ F map finite chains ϑ ⊂ ∆
into a product of Hilbert spaces K(t1)⊗K(t2)⊗ · · · ⊗ K(tn) over the points ti ∈ ϑ,
where we have taken K(t) = k for simplicity. Here ϑ = {t1 < t2 < . . . < tn} and
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n(ϑ) = |ϑ| ≡ n is called the cardinality of the chain ϑ, and we can denote by X∆
the space of such finite chains ϑ ⊂ ∆.
The spaceF may also be written as Γ(K) where Γ is called the second-quantization
functor and K is a Hilbert space of square integrable functions k : z → k, z ∈ ∆.
The second-quantization functor admits the decomposition
(5.1) F = F t ⊗F[t
where F t is the restriction of F to [min∆, t) ⊂ ∆ and F[t is the restriction of F to
∆ \ [min∆, t). The norm of such functions k is given as
(5.2) ‖k‖2 =
∫
∆
‖k(z)‖2kdz
where dz is understood as the Lebesgue measure on ∆ and ‖k(z)‖k is the norm on
the Hilbert space k of the vector k(z). Generally the Hilbert spaces K(z) need not
be the same at each z ∈ ∆. On F the norm of functions χ is given as
(5.3) ‖χ‖2 :=
∫
X∆
‖χ(ϑ)‖2dϑ ≡
∞∑
n=0
∫
Xn
‖χ(ϑn)‖2dϑn
where ϑn is any chain in ∆ having cardinality |ϑn| = n and Xn is the space of such
n-chains. More specifically,
(5.4)
∫
Xn
‖χ(ϑn)‖2dϑn :=
∫
· · ·
∫
inf ∆<t1<...<tn<sup∆
‖χ(t1, t2, . . . , tn)‖2dt1dt2 · · · dtn
and for the empty chain ϑ0 = ∅ we have
(5.5)
∫
X0
‖χ(∅)‖2d∅ := ‖χ(∅)‖2
which is just the squared magnitude of χ(∅) ∈ C. Notice that functions χ ∈ F may
be extended, for example, onto symmetric or antisymmetric Fock space using the
appropriate isomorphic extensions of the functions χn, over Xn, onto Rn.
Notice that we have a special class of vectors that we shall denote by k⊗. These
vectors are called product vectors, coherent vectors, or exponential vectors. They
are they maps k⊗ : ϑ → k(t1) ⊗ · · · ⊗ k(tn) having the product form. They are
called exponential vectors because their norm has the exponential form
(5.6) ‖k⊗‖2 =
∫
X∆
∏
z∈ϑ
‖k(z)‖2dϑ = exp{‖k‖2}
and this defines the coherent vectors as k⊗ exp{− 12‖k‖2}. The space F is defined
as the completion of the C-linear span of these product vectors with respect to
the norm (5.3). The Guichardet-Fock space F appears very naturally in stochastic
dynamics because at any time t in some interval ∆ we would like to consider the
reduction of a quantum system arising from its interaction with a measurement
apparatus, randomly perturbing the quantum system at times in an arbitrary chain
ϑ ⊂ ∆.
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5.2. Weyl Transforms and The Fock-Vacuum Vector. Amongst the product
vectors k⊗ is 0⊗ corresponding to the case k = 0; which is indeed a vector in K.
This vector is also denoted by δ∅ where
(5.7) δ∅(ϑ) = 1 if ϑ = ∅, otherwise 0.
Notice that it is already normalized, ‖δ∅‖ = exp{0} = 1.
Any coherent vector k⊗ exp{− 12‖k‖2} may be obtained by a unitary transform
Wδ∅ of the vacuum vector, where the unitary operator W is called a Weyl trans-
formation. It has the form
(5.8) W = exp
{
A⋆k− k∗A} ≡Wk
where A⋆k and k∗A are respectively quantum stochastic single integrals of creation
and annihilation given on vectors χ ∈ F as[
A⋆kχ
]
(ϑ) =
∑
z∈ϑ k(z)χ(ϑ \ z)(5.9) [
k∗Aχ
]
(ϑ) =
∫
∆
k(z)∗χ(ϑ ⊔ z)dz(5.10)
but the Weyl transformation may be given most beautifully in the Minkowski-Fock
space as Z⊗ where Z⊗(ϑ) := ⊗t∈ϑZ(t) and Z⋆ = Z−1.
5.3. The Fock Representation of Poisson Space. This is the inductive limit
Gν = ∪t∈∆Gtν , where Gsν ⊂ Gtν for all s < t in ∆. Gtν is the space of func-
tions ϕ that are square integrable with respect to the Poisson measure dPtν(ϑ) =
ν⊗(ϑ)dϑ exp{−νt} for finite chains ϑ ⊂ [0, t), where min∆ = 0 for convenience and
ν⊗(ϑ) = ⊗t∈ϑν(t), so ϕ ∈ Gtν if
(5.11)
∫
X[0,t)
‖ϕ(ϑ)‖2dPtν(ϑ) <∞.
The Poisson intensity ν is considered to be a strictly positive element of L∞(∆),
and the space Gtν is a scaled Hilbert space isomorphic to Ht = h⊗F t with respect to
the isometry Itν = exp{ 12νt} 1√ν
⊗
so that the vectors χ ∈ Ht define vectors ϕ ∈ Gtν
as
(5.12) ϕ = Itνχ ≡ exp{ 12νt} 1√ν
⊗
χ.
In the case when χ is a product vector exp{− 12g∗g}g⊗ we may write χ = Wgδ∅,
where Wg is given by (5.8), and define isometries of the Fock vacuum [16] as
(5.13) f⊗ = Itν(f)δ∅ := exp{ 12νt} 1√ν
⊗
Wgδ∅,
where g∗g : νt and with g =
√
νf and ‖f(z)‖ = 1. This also gives us the more general
vectors ϕ = bif⊗i as the transformations I
t
νχ of the vectors χ = c
i exp{− 12νit}g⊗i
where
√
νifi = gi, ‖fi(z)‖ = 1, and bi = ci exp{− 12 (νi − ν)t}
√
νi
ν
⊗
.
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5.4. Minkowski-Fock Space. The Minkowski Fock space F = Γ(K) contains F
as a subspace. The embedding operator F ⋆ takes any function χ ∈ F to
(5.14) χ⊗
[
0
1
]⊗
in F ⋆F which is an affine embedding of F into F. The second quantization functor
admits the identification
(5.15) Γ(k)⊗ Γ(K) = Γ(k⊕K)
where k⊕K ∼= K and k = L1(∆)⊕ L∞(∆) equipped with Minkowski metric (1.7),
allowing us to write the embedding of product functions χ = k⊗ as
(5.16) F ⋆k⊗ =
 0k
1
⊗
which is the canonical form [3]. The Minkowski-Fock space F only differs from the
Fock space F above in so far as the ‘norm’ on f ∈ K is a pseudo-norm given by the
Minkowski metric (2.1) as ‖f‖2 = f⋆f = f∗ηf , and it satisfies a positivity condition
called conditional positivity [3] when ℜ(f−f∗+) ≥ 0 given that f⋆ = (f−, f∗, f+). The
norm of vectors Ψ ∈ F is given by
(5.17) ‖Ψ‖2 :=
∫
X∆
‖Ψ(ϑ)‖2dϑ ≡ Ψ⋆Ψ ∈ R
where ‖Ψ(ϑ)‖2 = Ψ(ϑ)⋆Ψ(ϑ), and we may also consider the Minkowski-Fock rep-
resentation of Poisson space, called Minkowski-Poisson space and denoted by Gtν
having the pseudo-norm
(5.18) ‖Φ‖2ν :=
∫
X∆
‖Φ(ϑ)‖2dPtν(ϑ).
It is one of the great realizations of the Belavkin Formalism that quantum sto-
chastic processes represented in H = h ⊗ F may be dilated to block diagonal
operators in h⊗F. In the case of the Weyl operator we have Wg = FWgF ⋆ where
Wg = Z
⊗
g is just a block-diagonal product-operator
[
Z⊗g χ
]
(ϑ) =
(
Zg(t1) ⊗ · · · ⊗
Zg(tn)
)
χ(t1, . . . , tn), ϑ = {t1 < . . . < tn}, and this Zg is the ⋆-unitary operator
(5.19) Zg =
 1 −g − 12g∗g0 I g
0 0 1

and notice that this is very similar to the form of the generator of Lindblad dy-
namics, only without any action in h, referred to as the quantum-object Hilbert
space.
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5.5. Quantum Stochastic Integration. AQS (quantum stochastic) single-integral
may be given by the action of an B(H)-valued linear functional ρ⋆ on a quan-
tum Itoˆ algebra a(K) ⊗ B(H), where B(H) is an algebra of bounded operators on
H = h⊗ Γ(K). The functional ρ⋆ is given on QS derivatives D as
(5.20) ρ⋆(D) = ξ
⋆Dξ,
and D may also be referred to as the single-integral kernel. A multiple-integral
kernelM is an operator in the quantum Itoˆ algebra Γ
(
a(K))⊗B(H) on F⊗H, and
a quantum stochastic multiple-integral is given on such operators M as
(5.21) ρ⊗⋆ (M) = Ξ
⋆MΞ
with respect to the operator Ξ : H → Γ(K)⊗H which may be given in terms of the
vector-operator ξ as Ξ = ξ⊗ where ξ⊗ =
(
F ⋆ ⊗ I)∇⊗ and ∇⊗ : H → F ⊗H is the
second-quantization of the point-derivative operator. The action of Ξ on product
functions k⊗ ∈ F is
(5.22) Ξk⊗ =
 0k
1
⊗ ⊗ k⊗,
and the multiple integral (5.21) always defines a single integral as
(5.23) Ξ⋆MΞ =M(∅) + ξ⋆Ξ⋆M˙Ξξ
where M˙ is the point-derivative of M in the first (Minkowski-Fock space) variable.
We may define generalized Maassen-Meyer kernels [3, 21, 22] as multiple integral
kernels of the formM = A⊗I⊗ defining the adapted quantum stochastic processes.
However, these kernels may be generalized without losing their adapted form, for
we may define Q-adapted processes [5, 6, 8] as those having the multiple integral
kernels
(5.24) M = A⊗Q⊗.
In fact it was shown in [6] that a Q-adapted process has a unique kernel of the form
(5.24) up to the addition of a null kernel Z having Ξ⋆ZΞ = 0.
The single-integral kernel of a Q-adapted process is also Q-adapted, and the Q-
adapted calculus gives a correction to the classical Itoˆ formula (coinciding with the
adapted quantum Itoˆ formula) so that if Q := I+L then the quantum Itoˆ formula
for two Q-adapted processes X and Y is
(5.25) d
(
XY
)
=
(
XdY +
(
dX
)
dY +
(
dX
)
Y
)
+
(
XdΛ(L)dY +
(
dX
)
dΛ(L)Y
)
.
5.6. The Lorentz Representation of Minkowski Space. As it turns out the
complex Minkowski space (C2,η) that we are using here may be called the Lorentz
Representation. This conclusion is fairly straightforward. As a self-adjoint operator
on C2, η∗ = η, the pseudo-metric (1.7) may be diagonalized by a unitary operator
U to give
(5.26) U∗ηU =
[
1 0
0 −1
]
, U = 1√
2
[
1 1
1 −1
]
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which is the time-like Minkowski metric familiar in special relativity. However,
what we also find is that the real Lorentz transform is diagonalized by the same
unitary operator U so that
(5.27) U
[
cosh θ sinh θ
sinh θ cosh θ
]
U∗ =
[
exp{θ} 0
0 exp{−θ}
]
≡ υ⋆,
noting that we use
√
ν in place of exp{θ} in this article, and so we call (C2,η) the
Lorentz representation of the complex Minkowski space. One may also wish to note
that the future and past vectors also transform as
U†ξ =
1√
2
[
1
−1
]
, U†π(dt)ξ =
1√
2
[
1
1
]
.
In the case when we have the • degree of freedom of the noise we may use the Lorentz
transform to change the amplitude of vectors in the apparatus Hilbert space k. To
understand this one should first recall that our basis vectors χf := f exp{− 12 f∗f} are
generated by Weyl transforms of the vacuum vector δ∅ so that χf = Wfδ∅. The next
thing to note is that Wf = FZ
⊗
f F
⋆. So now we shall consider a Lorentz transform
υ⋆νZfυν , given by (3.32), of the generator Zf of the Weyl transform. When this is
projected into H we obtain a new Weyl transform Wg := F
(
υ⋆νZfυν
)⊗
F ⋆, where
g =
√
νf, which is also F νZ
⊗
f F
⋆
ν . This gives us a new product vector χg which is
normalized, like χf , but with new magnitude in k.
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