Abstract. We present a grid of evolutionary calculations for metal-poor low-mass stars for a variety of initial helium and metal abundances. The intention is mainly to provide a database for deriving directly stellar ages of halo and globular cluster stars for which basic stellar parameters are known, but the tracks can also be used for isochrone or luminosity function construction, since they extend to the tip of the red giant branch. Fitting formulae for age-luminosity relations are provided as well. The uncertainties of the evolutionary ages due to inherent shortcomings in the models and due to the unclear e ectiveness of di usion are discussed.
Introduction
The determination of stellar ages provides numerous clues on the evolution of the Milky May and its components. While the classical method for globular clusters relies on morphological features in the Hertzsprung{Russell-diagram (HRD), for example an agedependent turn-o brightness, direct age determinations of individual stars is progressively becoming a feasible alternative. In this case, the age is obtained from the position of the star on an evolutionary track. Typical examples for this method are eclipsing binary systems such as AI Phe (Andersen et al. 1988; Milone et al. 1992) or Aur (Bennett et al. 1996; Schr oder et al. 1997) , for which masses and radii can be determined from the light-curves (photometry and spectroscopy needed), and the stellar composition is either assumed or obtained from spectral analysis. In this case, the requirement that both components should have the same age provides an independent test for stellar evolution theory. If the distance to a single star is known accurately (e.g. from HIPPARCOS parallaxes) and its composition, gravity and e ective temperature can be determined spectroscopically, the same procedure can be applied as well. For example, this method has recently been used for metal-poor stars by Fuhrmann (1999) to deduce the formation history of bulge, thick and thin disk, and halo of the Milky Way. In the future, detached eclipsing binaries will hopefully be detected in globular clusters by massive photometric searches (e.g. in ! Cen, Kaluzny et al. 1996 and Kaluzny et al. 1997a , and in M4, Kaluzny et al. 1997b ) and will then allow age determinations of individual cluster stars (Paczy nski 1997) .
To be prepared for this case, we provide a grid of evolutionary tracks for low-mass, metal-poor stars typical for Pop II. The grid not only extends over stellar mass (from 0:6 1:3 M ) but also over composition, both in metallicity Z and helium content Y . The latter parameter usually is kept at a xed value (typically 0.23) or coupled to Z via an assumption about the chemical evolution. Due to the small absolute value of Z for Pop II stars, this is however an almost negligible e ect. According to Paczy nski (1997) it might be feasible to determine age and helium content of members of detached eclipsing binary systems and therefore calculations for di erent values of the initial helium abundance are necessary.
As a further e ect microscopic di usion has to be considered. Although it has become evident that it is operating in the Sun (Richard et al. 1996; Guenther & Demarque 1997) , it is equally clear that di usion is not as e cient as calculated in low-mass stars as can be seen from the high abundance of 7 Li (Vauclair & Charbonnel 1998) still present in the photosphere. Therefore, calculations with and without di usion have been performed to cover the whole possible range.
In Sect. 2 we will summarize the main properties of our stellar evolution code and the calculations done. After this, the results will be presented. We make available tables with the full evolutionary properties of all cases calculated. These can be used for isochrone calculations as well, if needed. We avoid transformations into observed colours and magnitudes for several reasons: rstly, such transformations always involve a further source of uncertainty (see for a discussion); secondly, they can, if needed, easily be applied, since the tables contain all necessary data; and nally, the data expected from the analysis of binary lightcurves and from spectroscopy will yield physical quantities, anyhow. To facilitate the derivation of the stellar age from given values of the global stellar properties, tting formulae and the corresponding coe cients will be supplied as well. In Sect. 4 we will nally discuss the accuracy of such direct age determinations with special emphasis laid upon the comparison with other, independent work, because this will provide insight into the inherent systematic uncertainties of theoretical stellar evolution calculations.
The stellar evolution code
We are using the Garching stellar evolution code, which is a derivative of the original Kippenhahn-code (Kippenhahn et al. 1967) developed and improved over the years. While new properties of the code have always been documented in the corresponding publications, we summarize them here again for completeness:
Numerical aspects: The Lagrangian spatial grid (in relative mass M r =M) adopts itself to structure changes. Its resolution is controlled by an algorithm ensuring that the partial di erential equations are solved with a given accuracy (Wagenhuber & Weiss 1994) . Since all composition changes are calculated between two models of two successive evolutionary ages, the evolution of temperature and density during this time-step has to be given at each grid-point. We use a predictor{corrector scheme for this (Schlattl 1996; Schlattl et al. 1997) . The assumption of constant T and can be used as an alternative, but requires time-steps smaller by about a factor of 2{5. Nuclear burning and particle transport processes (convection and di usion) are calculated either simultaneously in a single iterative scheme with a generalized Henyey-solver (Schlattl 1999) or separately in a burning{mixing{burning{.. . sequence. In the latter case, the network solves the linearized particle abundance equations in an implicit way. In both cases a number of time-steps, which are smaller than that between the two models and which are adopting to composition changes, are followed until the whole evolutionary time-step is covered.
Opacities: We use as the sources for the Rosseland mean opacities the latest OPAL tables and the molecular opacities by Alexander & Ferguson (1994) . Both groups provided us (Rogers 1995, private communication, and Alexander, 1995, private communication) with tables for exactly the same compositions including the enhancement of -elements (see Salaris & Weiss 1998 for details). The tables, which have a common T--grid, can smoothly be merged and together with electron conduction opacities (Itoh et al. 1983 ) result in consistent tables for all stellar interior conditions encountered. The interpolation within a single table is done by bi-rational two-dimensional splines (Spaeth 1973) , which contain a free parameter allowing the transition from standard cubic to near-linear interpolation. This avoids unwanted spline oscillations but guarantees that the interpolant is always di erentiable twice. We then interpolate in a 3x3 cube in X{Z{space to the grid-point's composition by two independent polynomial interpolations of degree 2. The cube of table compositions is chosen such that the central point is closest to the actual composition under consideration.
Equation of state:
We use, where possible, the OPAL equation of state with the interpolation procedures provided by the same authors along with the EOS tables. For low densities and temperatures, we use our traditional Saha-type EOS for a partially ionized plasma or approximations for a degenerate electron gas (see Kippenhahn et al. 1967 , Weiss 1987 , Wagenhuber 1996 for details). However, we did not calculate models not being covered by the OPAL EOS for the larger part. This limits the mass range to 0:6 M .
Convection: Convection is treated in the standard mixing-length approach. No overshooting or semi-convection is considered. The mixing-length parameter is calibrated with a solar model calculated without di usion; the resulting value for the physical input employed here is 1.59 pressure scale heights. Note that it would be slightly di erent for solar models including di usion. Convective mixing is either assumed to be instantaneous or treated as a fast di usive process in the case that all processes a ecting the chemical composition are treated simultaneously.
Neutrino emission: Energy losses due to plasma processes are included according to Haft et al. (1994) for plasma-neutrinos and Munakata et al. (1985) for photo-and pairneutrinos.
Nuclear reactions: We use the Caughlan & Fowler (1988) reaction rates and the Salpeter formula for weak screening. The nuclear network follows the evolution of 1 H, 3 He, 4 He, 12 C, 13 C, 14 N, 15 N, 16 O, 17 O. All other species in the pp-chain and CNO-cycles are assumed to be in equilibrium (this is justi ed because it assumes only that -decays are faster than p-captures). The network can also treat later burning phases, but this is of no concern here because calculations were stopped at the onset of the core helium ash.
Di usion: We consider the di usion of hydrogen and helium. While our code also allows for metal di usion, we ignored this here for reasons of CPU economy. Experience from solar models shows that the e ect of metal di usion on the interior evolution is only a fraction of that of H/He di usion. The various coe cients of the particle di usion equations are calculated according to Thoul et al. (1994) with the routine provided kindly by A. Thoul (1997, private communication) . If di usion is considered, it turned out to be both more accurate and numerically stable to treat di usion and burning in a single numerical algorithm (see above).
Calculations and results

Details of the calculations
We have calculated two complete sets of models, one (canonical) without and one with particle di usion (denoted \C" and \D"). In each set the following values of mass and composition were explored: The metallicity range is that for typical globular clusters, but is not covering the most metal-rich ones like 47 Tuc or M107. The same enhancement of -elements (Salaris & Weiss 1998 ) is always assumed; no calculation for solar metal ratios has been done, because -element enhanced mixtures are typical for globular clusters. We recall that for low metallicities, the evolution depends primarily on the total metallicity (Salaris et al. 1993) and only slightly on the internal metal distribution. This second e ect becomes non-negligible at the upper end of our metallicity range (Salaris & Weiss 1998) . Z therefore denotes the total metallicity including the -element enhancement in all cases. The helium values were chosen as to certainly cover the possible range, with the central value of Y = 0:25 being close to a primordial value of 0:244 0:002 (Izotov & Thuan 1998 ).
This value is somewhat higher than the traditionally assumed 0.23, which, however is too low, even for the more generally accepted primordial value of 0:234 0:002 (Olive et al. 1997) . Some additional mixtures were considered for speci c mass values in order to be able to compare with published results (see Sect. 4).
All calculations were started from homogeneous zero-age main-sequence (ZAMS) models with vanishing gravothermal energies. This implies adjustment of isotopes to their equilibrium values in the stellar core; this period lasts for several 10 7 years. The resulting small loop in the HRD is omitted in all gures and tables and the ages reset to zero for the models with minimum gravothermal energy production. This de nition does not necessarily coincide with the minimum luminosity during the initial loop, which would be an alternative choice for the ZAMS position. For the lower masses our denition corresponds to ages of a few 10 7 yrs, for the higher masses to about 10 5 yrs or even less. The evolution is followed up to the tip of the red giant branch (RGB), when helium violently ignites in an o -center shell (core helium ash). No shell-shifting or other approximation is done on the RGB; the full evolution is followed. Typically, the calculations need about 200 time-steps until core hydrogen exhaustion, another 300 until the onset of the rst dredge-up, 700 to the end of it and a further 8000 to the tip of the RGB.
The spatial resolution of the models is such that on the main sequence of order 600 and on the RGB twice as many grid-points are needed. We veri ed that increasing the number of grid-points and time-steps does not in uence the relation between luminosity and age by more than a per cent.
Evolutionary tracks
We display in Fig. 1 Finally, the in uence of di usion both on the track in the HRD and on the evolutionary speed is displayed in Fig. 3 for the same reference composition. For the sake of clarity the evolution of only a few selected models are shown. The e ects { for example, lower e ective temperature and brightness during the main sequence { are as known from other investigations (e.g. Cassisi et al. 1998) . MS-lifetimes get shorter due to the di usion of helium into the center, which is e ectively equivalent to a faster aging of the star. For given MS-luminosity, models with di usion can be younger by up to 1 Gyr compared to those calculated canonically.
The evolutionary properties for all cases calculated are given in tables in Appendix A. It would be desirable to have an analytical formula t(L; M; Y; Z), which returns the age of a star for any given set of observed quantities. However, there is no simple analytical t to the results of the evolutionary calculations and high-order tting formulae are not practical. We have attempted to provide ts which are a compromise between accuracy and simplicity and start with providing a tting formula to obtain t(L) for each individual mass calculated. This formula is As a next step, we tried to model the dependence of the tting coe cients in Eq. (1) on mass. Globally, a(M) and c(M) appear to be reminiscent of a parabolic function, while b(M) is close to a linear one. However, individual coe cient values lie o the main trend, such that higher order ts are required. We used the cubic polynomial a = a 0 + a 1 (M=M ) + a 2 (M=M ) 2 + a 3 (M=M ) 3 (2) (and equivalent expressions for b and c). The individual coe cients still depend on Y and Z. We found that with this approximation the coe cients could be modelled again
t quality is not degraded, it is worse in the former one, but the errors remain within 5% for most of the evolution, except for the very end of the main-sequence, where the luminosity of the more massive stars shows the complicated \kink"-behaviour in the HRD, which cannot be modelled by this tting function.
It is not useful to continue with nding tting functions in composition, because we have only a 3x4 composition space and such functions would require at least 3 parameters for each dimension. Further tting would therefore only increase the total number of coe cients. Rather, we recommend to interpolate between the ages obtained through Eqs. (2) and (1) to the composition of any observed star. 4. Comparisons and discussion Paczy nski (1997) has argued that the achievable accuracy in the observations of detached eclipsing binaries in globular clusters translates into an accuracy of the determined stellar age of order 2%. Very justi ed, Paczy nski states that \the uncertainties in the stellar models are certainly larger than that". To give an impression of how large these uncertainties might be, we compare our results to some other contemporary calculations of comparable models.
In a rst step we compare ZAMS positions. Tout et al. (1996) have given analytic functions for ZAMS-positions as function of mass and metallicity based on their own calculations. Since they used a xed Y -Z-relation we cannot straightforwardly compare their results with our low-metallicity models. The composition closest to their relation is that with Y = 0:25 and Z = 0:0010, which is to be compared with Y = 0:2420 (and the same Z). We nd that over the mass range of our calculations our ZAMS models are 0.04 dex brighter in L (with very small variation) and slightly hotter (0.04 dex in T e for the lowest masses to 0.01 dex for the highest ones). Both e ects are consistent with the higher helium content of our models and the fact that we are using a more up-todate EOS. For a solar-like mixture (Y = 0:28, Z = 0:02), for which we made additional calculations, the di erences are below the 0.02 dex level, re ecting the EOS-change only. We have also calculated a set of ZAMS models for all three metallicities and the same helium content as in Tout et al. 1996 , but using our old EOS. In this case di erences are below 0.01 dex both in luminosities and e ective temperatures with no systematic e ect recognizable. Table 5 . Comparison between our models and those of Bara e et al. (1997) Next, we compared with results by Bara e et al. (1997) , where the most important di erence to our calculations is the use of the Saumon-Chabrier EOS (Saumon et al. 1995) . Bara e et al. (1997) list data for a set of models with Y = 0:25 and metallicities of Z = 0:001 and 0:0002, the latter one being intermediate between the lower two of our values. The age of these models is 10 Gyr. Table 5 shows how our models compare either at the same age or for the same luminosity. Comparing at the same age, our models are less luminous by about 0.06 dex for M=M = 0:8 but brighter by about 0.02 dex for M=M = 0:7. This translates into age di erences (if comparison at identical luminosity is made) of about +0:5 resp. ?1:0 Gyr for both metallicities. Bara e et al. (1997) used solar metal ratios, but at these low absolute metallicities there is almost no in uence of the internal metal composition (solar or -enhanced) as veri ed by Bara e et al. (1997) themselves (see also Salaris & Weiss 1998) .
As a further test, we compared with results obtained with the FRANEC code, in particular those by Cassisi et al. (1998) , who provide results for several combinations of input physics data. Their case-8 models are very similar to ours with the major exception Table 6 . Comparison between turn-o data for our models and those of Cassisi et al. (1998;  their Tab. 2) and Girardi et al. (1999 being the treatment of the EOS outside the OPAL-range. We compare turn-o (TO) data for several cases in Tab. 6. The helium content is 0.23 for all models; we have made additional calculations with the same metallicity for this purpose. They were done without an explicit network (equilibrium abundances for the participating nuclei assumed). An explicit network increases the TO-age of the 0:8 M=M model (Z = 0:001) by 0.5 Gyr;
the inclusion of both network and pre-main sequence phase results in an increase of only 0.3 Gyr. We add that the calculations of Salaris & Weiss (1998) , done with a variant of the FRANEC code, produce practically the same results as those by Cassisi et al. (1998) ; the small di erences can be traced back mainly to the slightly higher helium content of 0.233 (at Z = 0:001). Overall, our models take longer to nish the MS-phase, with the di erences getting smaller for higher metallicity and mass. With one exception, TO-ages are larger by less than 1 Gyr, or 5-10%. The comparison has been extended for RGB-tip data recently by Castellani et al. (1999) , nding similar agreement. In the same table, for the highest metallicity, data from the latest Padua-tracks ) are listed as well. In this case, the agreement with our own results is even better. We close this part with a few remarks on comparing isochrones with those by D'Antona et al. identical result: while at 9 Gyr our isochrone is very close to their corresponding one, the TO-brightness of our 13 Gyr isochrone is almost coincident with the 12 Gyr one of Salaris & Weiss (1998) . This result is naturally to be expected from the comparison of Tab. 6. To conclude, it appears that the di erent low-mass star calculations agree with each other rather well, but the remaining di erences, which are partly due to physical assumptions and partly due to technical details translate into age di erences of up to 10% for any given composition, mass and luminosity. This can be viewed as the inherent uncertainty the evolutionary calculations carry with them.
A physical source of uncertainty concerns the e ectiveness of di usion. In our calculations, full di usion of hydrogen and helium with coe cients calculated following Thoul et al. (1994) was included. This leads in many cases, due to the extremly thin convective envelopes of metal-poor main-sequence stars, to an almost complete depletion of the models in helium, which accumulates below the convective layers. As soon as the star gets cooler, the convective envelope deepens and the helium is mixed back to the surface, as is re ected in the vanishing di erences in the HRD in Fig. 3 1 . Salaris et al. (1999) recently have investigated in detail the proper use of isochrones to be tted to either GC or eld halo subdwarf data, when di usion is included. The main point to be stressed is that the present surface metallicity of an individual subdwarf is not the initial one, but is lower by 0.1 { 0.4 dex (depending on mass and age) due to di usion. In a GC, however, Fe/H] is usually determined from red giants, in which the original surface metallicity has been restored by convection. Here, an evolutionary track with this initial metallicity and di usion included would be the correct one to be used for an individual star.
Arguments in favor of di usion acting close to how it is calculated are the solar model (Richard et al. 1996; Guenther & Demarque 1997) and the temperatures of mainsequence subgiants with HIPPARCOS-distances, which, according to Morel & Baglin (1999) and Salaris et al. (1999) can be explained by the fact that di usion leads to lower temperatures (see Fig. 3 ). Arguments against the full action of sedimentation (rather, arguments in favour of an additional mixing process counteracting di usion) are the remaining discrepancy between solar models and the seismic Sun just below the convective envelope (Richard et al. 1996) and the presence of 7 Li in old metal-poor stars (Vauclair & Charbonnel 1998) . In addition, we remark that Morel & Baglin (1999) tried to explain temperature di erences of about 100 K, while in metal-poor low-mass stars the e ect of di usion might reduce T e by 200 K or more. This leads to colours so red that the comparison with the turn-o colour of some globular clusters would yield negative reddening (e.g. M5, for which models without di usion result in a reddening of only 0.02 mag). We Note that the TO age of this star is only 9.8 Gyr. For a cosmological TO age of about 12 Gyr the mass would be higher and the sedimentation e ect smaller due to the larger extend of the convective envelope (see also Salaris et al. 1999) .
Without elaborating further on this discussion, the true e ectiveness of di usion might lead to main-sequence lifetimes somewhere between the extremes of no and full di usion. All arguments brought forward here concern the photospheric properties of stars; however, the evolutionary speed is determined by the central evolution (di usion leading to a faster aging by adding helium to the core). On the other hand, the processes counteracting di usion near to the photosphere could do the same at the center (e.g. rotation-induced mixing). Therefore, the true main-sequence life-time might be in between the two limiting cases investigated here; the di erence between them being of order 1 Gyr (see Tables A1{A24). A similar result was obtained by Castellani & Degl'Innocenti (1999) , who discussed the e ect in the case of globular cluster isochrones.
To conclude, we have presented an extensive grid of metal-poor low-mass stellar models. The intention is that these data could be used for determining stellar ages, if global parameters such as mass, luminosity and composition of individual halo or globular cluster stars are known. The data can also be used for standard isochrone construction. To facilitate age derivation, we have presented tting formulae, which reproduce the evolutionary results with an accuracy of about 5% or better for the age range of interest ( 10 Gyr). We consider the uncertainty of the evolutionary ages to be of order 1 Gyr (at cosmic ages) due to systematic uncertainties in the models and calculations and another 1 Gyr (at most) due to the unknown e ectiveness of di usion. In this respect, the accuracy of the tting formulae is within these principal uncertainties.
We have not discussed the importance of the e ective temperatures, which in the stellar models depend on the convection theory or parameter used. This is because T e is a very insensitive discriminator between di erent masses; it should therefore not be used to select the mass of the evolutionary track to be compared. On the other hand, if the stellar mass is known (with some error), most likely the e ective temperature of the corresponding track is within the error range. Finally, for known mass, errors in the models' e ective temperature do not in uence the t{L{relation. This is di erent from isochrone age determinations, where T e in uences the morphology and therefore the luminosity of the turn-o , as illustrated by Mazzitelli et al. (1995) by using two di erent convection theories. However, T e -values for stars with determined mass and luminosity will provide independent checks for the quality of the stellar models. 
