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Abstract
Considerable progress has been made in understanding the miscibility and
morphology of polymer nanocomposites (PNCs). However, to date, there is little
understood concerning the modification of segmental mobility at the polymernanoparticle interface, which due to prevalence of interfaces in PNCs, will predominately control the viscoelastic and mechanical properties of these materials.
In this dissertation, static and dynamic experimental techniques are combined
to identify the specific parameters controlling the modification of segmental
dynamics at the polymer-nanoparticle interface in the model system of poly(2vinyl pyridine)/silica nanocomposites. In general, the experimental results clearly
demonstrate that the segmental dynamics at the polymer-nanoparticle interface
are suppressed relative to the bulk-like polymer and moreover that this effect is
dependent on the molecular weight (MW) of the polymer matrix. Additionally,
the density of the polymer-nanoparticle interface was found to unexpectedly
decrease with increasing MW. These unexpected results indicate a competition
between a suppression due to adsorption and a speeding up due to the reduction
in density–which suggests that the chain packing at the polymer-nanoparticle
interface becomes frustrated at higher MWs. Lastly, by comparing the strength
of the polymer-nanoparticle interaction and molecular weight, it is proposed that
the orientational anisotropy of the chain conformations primarily controls the
magnitude of the dynamic suppression at the polymer-nanoparticle interface and
suggests a new way to tailor the segmental dynamics on the nanoscale.

vii

Table of Contents
1 Introduction

1

1.1

Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

1.2

Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4

2 Historical Background
2.1

2.2

2.3

2.4

6

Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6

2.1.1

The Random Walk . . . . . . . . . . . . . . . . . . . . . . . .

6

Polymer Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

2.2.1

Local Segmental Dynamics . . . . . . . . . . . . . . . . . . . .

8

2.2.2

Fast Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . .

15

2.2.3

Secondary Relaxations . . . . . . . . . . . . . . . . . . . . . .

15

2.2.4

Chain Dynamics . . . . . . . . . . . . . . . . . . . . . . . . .

17

Confinement and Interfacial Interactions . . . . . . . . . . . . . . . .

17

2.3.1

Polymer Thin Films . . . . . . . . . . . . . . . . . . . . . . .

17

2.3.2

Polymer Nanocomposites . . . . . . . . . . . . . . . . . . . . .

22

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

3 Experimental Methods
3.1

3.2

31

Sample Preparation Methods . . . . . . . . . . . . . . . . . . . . . .

31

3.1.1

Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

31

3.1.2

Preparation Methods . . . . . . . . . . . . . . . . . . . . . . .

32

Thermodynamic Gravitational Analysis (TGA) . . . . . . . . . . . .

33

viii

3.3

Transmission Electron Microscopy (TEM) . . . . . . . . . . . . . . .

33

3.4

Small Angle X-Ray Scattering (SAXS) . . . . . . . . . . . . . . . . .

34

3.4.1

Principles of X-ray scattering . . . . . . . . . . . . . . . . . .

35

Differential Scanning Calorimetry (DSC) . . . . . . . . . . . . . . . .

37

3.5.1

Instrumental Details . . . . . . . . . . . . . . . . . . . . . . .

37

3.5.2

Principles of Calorimetry . . . . . . . . . . . . . . . . . . . . .

37

3.5.3

Temperature Modulated DSC (TM-DSC) . . . . . . . . . . . .

40

Dielectric Spectroscopy (DS) . . . . . . . . . . . . . . . . . . . . . . .

43

3.6.1

Instrumental Details . . . . . . . . . . . . . . . . . . . . . . .

43

3.6.2

Theory of Dielectric Spectroscopy . . . . . . . . . . . . . . . .

45

3.6.3

Types of Relaxation Phenomena . . . . . . . . . . . . . . . . .

51

3.6.4

Detailed Analysis of Relaxation Phenomena . . . . . . . . . .

54

3.6.5

Maxwell-Wagner-Sillars Polarization effects . . . . . . . . . . .

57

3.5

3.6

4 The Influence of Interfacial Interactions on the Glass Transition Temperature of Polymer Nanocomposites

59

4.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

59

4.2

Experimental Section . . . . . . . . . . . . . . . . . . . . . . . . . . .

61

4.3

Characterization Methods . . . . . . . . . . . . . . . . . . . . . . . .

62

4.4

Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . .

66

4.5

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

74

5 The Effect of Interfacial Interactions on Segmental Dynamics in Polymer Nanocomposites

75

5.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

76

5.2

Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . . .

77

5.3

Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . .

79

5.4

5.3.1

Model Free Analysis, the Relaxation Time Distribution Function 90

5.3.2

Heterogeneous Medium, The Interfacial Model . . . . . . . . .

94

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
ix

6 The Effect of Chain Length on the Interfacial Dynamics in Polymer
Nanocomposites

102

6.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.2

Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.3

Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.4

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7 Comparing the Effect of Covalent Bonding versus Physical Adsorption in Polymer-Based Nanocomposites

127

7.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.2

Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

7.3

Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 132

7.4

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

8 Concluding Remarks

157

8.1

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

8.2

Future Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Bibliography

160

Vita

176

x

List of Tables
5.1

Selected fitting parameters from the linear combination of Beaucage and
Core-shell models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5.2

82

Nanoparticle Concentrations, Average Glass Transition Temperatures from
TMDSC and BDS, Average Interparticle Spacing (h*), and the Dynamic
Thickness of the Interface from BDS. . . . . . . . . . . . . . . . . . .

6.1

89

Selected parameters from the hard sphere and polydisperse core-shell model
form factors with a hard sphere structure factor. . . . . . . . . . . . . 108

6.2

Selected parameters from the small angle X-ray scattering models for each
set of PNCs with the highest NP concentrations. . . . . . . . . . . . . 109

7.1

Small angle X-ray scattering fitting parameters from the hard sphere and
polydisperse core-shell model form factors with a hard sphere structure
factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.2

The summary of dynamic information from TMDSC and BDS combined
with selected parameters from the interfacial model analysis. . . . . . 147

7.3

The estimated stretching parameters from SCFT calculations for both
polymer nanocomposites and polymer grafted nanoparticles. . . . . . 150

7.4

The average mass density of the polymer matrix when accounting for the
volume fraction of silica nanoparticles from eq 6.2.

xi

. . . . . . . . . . 152

List of Figures
1.1

Examples of nanostructured polymeric materials that have a large amount
of interfacial interactions. Image reproduced from reference [1]. . . . .

1.2

3

A molecular dynamic simulation of segmental mobility in the presence
of nanoparticles that illustrates the modification of dynamics within the
interfacial region. The interface exhibits a gradient of mobility which is
slowest at the surface of the nanoparticles and quickly returns to that
of the unperturbed bulk polymer. Image reproduced from reference [2].

2.1

3

The characteristics volumes associated with molecular motions as a function of time scale and temperature. Image reproduced from reference [3].

2.2

8

Dielectris loss spectra illustrating the dispersion of the segmental relaxation in poly(2-vinyl pyridine) at several temperatures (430 K to 380K
in 10K steps). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.3

The specific heat capacity versus temperature of poly(2-vinyl pyridine)
upon cooling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.4

10

11

Segmental relaxation times for poly(2-vinyl pyridine) (P2VP) from broadband dielectric spectroscopy demonstrating the approach to 100 seconds
where the dynamic glass transition temperature is commonly defined.

2.5

12

An Angell plot for polymers with different chemical structures where Tg
is defined at τα = 1. Data are from reference [4] . . . . . . . . . . . .

xii

13

2.6

A suggested picture for the specific parameters (backbone stiffness to sidegroup stiffness) that control the fragility in polymers. Image reproduced
from reference [5]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.7

14

The fast dynamics of polyisobutylene for various molecular weights measured by quasielastic neutron scattering techniques at T = 100K. Image
reproduced from reference [6] . . . . . . . . . . . . . . . . . . . . . .

2.8

15

(a) Dielectric loss spectra for poly(2-vinyl pyridine) above Tg (blue), at
Tg (orange), and below Tg (green) to show the emergence of the secondary
β–relaxation with cooling. (b) The temperature dependence of the segmental and secondary relaxation times for poly(2-vinyl pyridine) above
and below the glass transition temperature, Tg . The dotted lines are VogelFulcher-Taumann fits and the grey lines denote the dynamic Tg where
the segmental relaxation time exceeds 100 seconds. . . . . . . . . . .

2.9

16

The glass transition temperature of thin films of poly(styrene) on silica
substrates as a function of decreasing film thickness. [7]

. . . . . . .

18

2.10 The dilaometric Tg as a function of decreasing film thickness which illustrates the significant broadening of the melt-glass transition in the thermal expansion of the material. Image reproduced from reference [8]. .

19

2.11 The paramterization method used to explain previous literature data. Image reproduced from reference [8]. . . . . . . . . . . . . . . . . . . . .

20

2.12 (a) The spatial distribution of relaxation times as a function of distance
away from the substrate’s surface, demonstrating a gradient of molecular mobility as well as the effect of surface roughness. Increasing surface roughness enhances the suppresion of mobility at the interface when
compared to smooth surfaces which have little affect on the interfacial
dynamics. (b) A visualization of segmental mobility for the case of a rough
substrate. Images are reproduced from reference [9]. . . . . . . . . . .

xiii

21

2.13 A visual representation of the different aspect ratios and surface-to-volume
ratios for varying nanoparticle geometries. Image reproduced from reference [10] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

22

2.14 (a) Normalized relaxation times as a function of temperature at multiple NP concentrations and for attractive and non-attractive interfacial
interactions. (b) The relative fragilty index determined from multiple methods for different interfacial interactions. Images reproduced from reference [11]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

24

2.15 (a) The relative change in Tg as a function of interparticle spacing and
film thickness for both polymer thin films and polymer nanocomposites.
(b) The relative width of the calorimetric glass transition as a function
of interparticle spacing and film thickness for multiple systems. Images
reproduced from reference [12]. . . . . . . . . . . . . . . . . . . . . .

26

2.16 (a) The relative change in Tg of poly(2-vinyl pyridine) as a function of
interparticle spacing and film thickness for both supported thin films (empty
and solid circles) and capped thin films (empty squares). (b) The relative change in Tg of poly(2-vinyl pyridine)/silica (empty squares), poly(methyl
methyacrylate)/silica (empty circles), and polystyrene/silica (empty triangles) nanocomposites. Images reproduced from reference [13]. . . .
3.1

28

A represenative TEM image of silica nanoparticles embedded in poly(2vinyl pyridine) (MW = 100 kg/mol) at 40 wt% to demonstrate that the
nanoparticles are well-dispersed in the polymer. . . . . . . . . . . . .

3.2

34

A simplified experimental schematic for a small angle X-ray scattering
setup in a transmission geometry. Image reproduced from reference [14]. 35

xiv

3.3

Small angle x-ray scattering profiles for the intermediate molecular weight
poly(2-vinyl pyridine)-based nanocomposites and corresponding fits obtained from the polydisperse core-shell model. The curves are arbitrarily shifted for clarity. These data are explained in detail within Chapter 7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.4

A detailed experimental schematic for a heat flux differential scanning
calorimeter produced by TA Instruments. [15] . . . . . . . . . . . . .

3.5

36

38

An example of differential scanning calorimetry data (Heat flux DSC, TA
Instrument Q2000) for an ionic liquid that undergoes a glass transition,
crystallization, and melting transitions when heated at a rate of 5 C/min. 40

3.6

The calorimetric glass transition and enthalpic relaxation both overlapping in the heat specific heat capacity of standard DSC upon heating at
constant heating rate of 20 K/min, where each color is cooled through
the glass transition at different rates. . . . . . . . . . . . . . . . . . .

3.7

41

The average temperature, T, and modulated temperature, δT, versus time
for a typical TM-DSC measurement at 5K/min with a modulation of 1K/min.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.8

42

TM-DSC data for the total, reversing, and non-reversing heat capacities
obtained by cooling at 5K/min and with a modulation of 1 K/min. Notice that the total heat capacity is decreasing at high temperatures due
to a process in the non-reversing component, while reversing component
has a constant slope above and below the glass transition. . . . . . .

3.9

42

The electrical schematic for the Novocontrol Concept 80 setup in the parallel plate configuration. Image reproduced from [16]. . . . . . . . . .

44

3.10 An example of a material’s time–dependent polarization response to an
applied electric field. Image reproduced from reference [17]. . . . . . .

xv

49

3.11 A cartoon of dipolar polymer chains and the possible distribution of dipole
moments. Type-A polymers have a dipole moment in along the direction of the backbone of the chain while the moment of Type-B polymers
is perpendicular to the backbone of the chain. Type-C polymers have two
dipolar moments like Type-B polymers but with an additional dipole contribution on the chemical side group. In reality, some polymers exibit properties of all types. [16] . . . . . . . . . . . . . . . . . . . . . . . . . .

52

3.12 The frequency dependence for the real and imaginary parts of the complex permittivity for poly(propylene glycol) to illustrate how polymer dynamics are studied via dielectric spectroscopy. . . . . . . . . . . . . .

53

3.13 The real and imaginary parts of the complex permittivity for poly(propylene
glycol) at different temperatures above the glass transition temperature.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

54

3.14 The analysis of the imaginary permittivity using a linear combination
of two Havriliak-Negami functions and a power-law for the D.C. conductivity term to extract relaxation information. . . . . . . . . . . . . . .

55

3.15 The relaxation times obtained for the chain and segmental relaxations
of poly(propylene glycol) as a function of inverse temperature obtained
by Havriliak-Negami analysis. The dotted lines are Vogel-Fulcher-Taumann
fits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

56

3.16 Dielectric relaxation data for glycerol at a temperature T = 298 K obtained with standard filling procedure. Blue solid diamonds and red dots
show ’ and ”, respectively. Yellow open diamonds are estimated via the
derivative of ’ and the dashed curve represents the conductivity peak
of the modulus, M”, scaled arbitrarily. Image reproduced from [18] .
4.1

57

SEM images for (a) P2VP/T iO2 (3 vol %) and (b) P2VP/T iO2 (28 vol
%) used to characterize the quality of T iO2 nanoparticle dispersion. Image reproduced from reference [19]. . . . . . . . . . . . . . . . . . . .

xvi

62

4.2

DSC thermograms for P2VP and P2VP/T iO2 nanocomposites illustrating the glass transition step and its dependence on the nanoparticle loading. Image reproduced from reference [19]. . . . . . . . . . . . . . . .

4.3

64

Dielectric loss spectra for neat P2VP and P2VP/T iO2 nanocomposite
versus frequency at different temperatures for a qualitative comparison
of the effects of high loading on segmental dynamics. Image reproduced
from reference [19]. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.4

65

Temperature dependence of relaxation rates for the segmental relaxation
for neat P2VP and P2VP/T iO2 nanocomposites (0.03, 0.3, 3, & 28 vol%).
(As obtained from Havriliak-Negami fits). Inset: relaxation rates for Titania (28 vol%), Magnesia (14 vol%), Silica (5 vol%), and Alumina (21
vol%) nanocomposites at their highest respective loading. Image reproduced from reference [19]. . . . . . . . . . . . . . . . . . . . . . . . .

4.5

67

Spectra of the real and imaginary components of the shear modulus for
P2VP and P2VP/T iO2 nanocomposites (unfilled, 3, 10, and 28 vol% T iO2 )
as a function of scaled frequency (obtained using time-temperature superposition). Inset: Horizontal shift factors for each TiO2 polymer nanocomposites. Image reproduced from reference [19]. . . . . . . . . . . . . .

4.6

68

The effect of nanoparticle species and loading on the (a) change in Tg from
DSC relative to neat P2VP, TgDSC = 371 K; (b) change in Tg from dielectric spectroscopy relative to neat P2VP, TgBDS = 366 K; and (c) the
fragility index from BDS. Half-filled squares denote Titania NP, half-filled
circles denote Magnesia NP, half-filled upright triangles denote Alumina
NP, and half-filled right triangles denote Silica NP. Dashed line represents the fragility of neat P2VP. Image reproduced from reference [19].

xvii

70

4.7

Change in Tg estimated using BDS measurements as a function of effective interparticle spacing, h∗ within our polymer nanocomposites estimated by eq. 4.1. (a) Tg deviations for Titania and Magnesia PNCs as
a function of interparticle spacing by assuming a diameter of 150 nm. (b)
Tg deviations for Silica PNCs from literature compared to our results as
a function of h∗ . Empty squares, circles, and triangles are from references
[20], [21], and [13], respectively. (c) Tg deviations for alumina PNCs from
reference [22] directly compared to our results as a function of h∗ . Image reproduced from reference [19]. . . . . . . . . . . . . . . . . . . .

5.1

72

Transmission electron microscopy images of silica nanoparticles embedded in poly(2-vinyl pyridine) (MW = 100 kg/mol) at 40 wt% silica to demonstrate that the nanoparticles are well-dispersed in the polymer. . . . .

5.2

79

Small-angle X-ray scattering profiles of polymer nanocomposites for various silica concentrations and corresponding fits obtained with a linear
combination of the Beaucage and coreshell models. For clarity, the curves
are arbitrarily shifted vertically to compare the structure. . . . . . . .

5.3

80

Specific heat capacity of the polymer fraction in the nanocomposites (with
the silica contribution removed) with different silica loading. The curves
are arbitrarily shifted to align at lower temperatures to illustrate the broadening of the glass transition step. Dotted lines are guides for the eye. Inset: The measured specific heat capacity curves for polymer nanocomposites, prior to accounting for the silica contribution. . . . . . . . . .

xviii

84

5.4

(a) Imaginary part of the complex permittivity normalized with respect
to the β-process versus normalized frequency of P2VP/SiO2 nanocomposites at 400 K. (b) Derivative of the real part of the complex permittivity showing the emergence of a secondary process with NP loading.
(c) Normalized imaginary part of the complex permittivity of neat P2VP
fit by a single Havriliak–Negami function, and (d) P2VP/SiO2 (40wt%,
23 vol%) showing the individual HavriliakNegami components, α1 , α2 ,
and dc conductivity at T = 400 K. . . . . . . . . . . . . . . . . . . .

5.5

85

Temperature dependences of relaxation times for P2VP/SiO2 (40 wt%)
nanocomposite and their fit by the Vogel-Fulcher-Tammann (VFT) equation with estimated values of Tg . . . . . . . . . . . . . . . . . . . . . .

5.6

87

(a) Normalized values of ∆ as a function of NP loading from the additive approach. The dotted lines are a guide for the eye. (b) Calculated
interfacial polymer thickness surrounding the silica nanoparticles from
different experimental techniques. . . . . . . . . . . . . . . . . . . . .

5.7

The effective medium for a heterogeneous material with an interfacial layer
in between the filler and matrix.

5.8

88

. . . . . . . . . . . . . . . . . . . .

91

Imaginary component of the complex permittivity versus frequency for
pure polymer, nanocomposite (at 33vol% silica), and the polymer matrix without the nanoparticle contribution (assuming a two-phase inhomogenous medium.) . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5.9

92

The normalized relaxation time distribution function numerically computed for each concentration of SiO2 .

. . . . . . . . . . . . . . . . .

93

5.10 The effective medium for a heterogeneous material with an interfacial layer
in between the filler and matrix. Image reproduced from reference [16]

xix

94

5.11 An example of the deconvolution of the dielectric loss spectra at T = 400
K (blue circles, 00ef f (ω)) into the individual components by the interfacial layer model (black line, 00m and red line, 00IL ) at the highest nanoparticle concentration of 52 wt%. Each contribution is normalized by their
respective volume fractions. . . . . . . . . . . . . . . . . . . . . . . .

96

5.12 Temperature dependence of the segmental relaxations for each constituent
phase (00ef f , 00m , and 00IL ).

. . . . . . . . . . . . . . . . . . . . . . . .

98

5.13 The volume fraction of the free and interfacial polymer populations as
determined from BDS at T = 400 K. Solid symbols are determined by
the interfacial model analysis and empty symbols are calculated by the
additive approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

99

5.14 Dynamic thickness of the interfacial layer as a function of silica loading
calculated by assuming volume additivity and that the density of the interface is identical to the bulk.
6.1

. . . . . . . . . . . . . . . . . . . . . 100

SAXS scattering profiles for low MW (8.7 kg/mol) PNCs at different nanoparticle concentrations. All curves are arbitarly shifted for clarity. Inset: Magnification of the high Q-region . . . . . . . . . . . . . . . . . . . . . . 106

6.2

SAXS scattering profiles for high MW (400 kg/mol) PNCs at different
nanoparticle concentrations. All curves are arbitarly shifted for clarity.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.3

(a) The mass density of 100 kg/mol P2VP/SiO2 nanocomposites the as
a function of silica concentration measured by pycnometry. Solid points
are experimental data and the solid black line are the predicted values
from the two phase mixing (TPM) rule assuming simple volume additivity. (b) The normalized average mass density of the matrix for each
MW at identical silica concentrations (∼26 vol%, 40wt%) calculated with
eq. 6.1.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

xx

6.4

Specific heat capacity of the polymer matrix (without the contribution
from the NPs) illustrating the glass transition from TMDSC for neat P2VP
and PNCs with at high NP concentrations. . . . . . . . . . . . . . . . 113

6.5

The relative change in the glass transition temperature from TMDSC for
each MW as a function of NP concentration. . . . . . . . . . . . . . . 114

6.6

Normalized imaginary permittivity obtained from BDS demonstrating
the effect of increasing silica concentration on the segmental relaxation
process for each MW: (a) 400 kg/mol at T = 405 K, (b) 100 kg/mol at
T = 405 K, and (c) 8.7 kg/mol at T = 408 K. . . . . . . . . . . . . . 115

6.7

(top) The temperature dependence of average segmental relaxation times
for 8.7K (black), 100K (blue), and 400K (green) molecular weight polymers (solid lines) and compared to the highest concentration PNC (dashed
lines). The grey dotted line signifies τα = 100s. Note: The 400K data is
shifted horizontally by 0.01. (bottom) The decoupling ratio for the segmental relaxation times from bulk-like behavior for the highest concentration PNCs (circles high MW, squares intermediate MW, and triangles low MW). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.8

Relative change in Tg as determined by BDS for each molecular weight
as a function of silica loading. . . . . . . . . . . . . . . . . . . . . . . 117

6.9

Relative change in the isobaric fragility index, m, for each molecular weight
as a function of silica loading. . . . . . . . . . . . . . . . . . . . . . . 118

6.10 The deconvolution of the dielectric loss spectra at T = 410 K into the
individual components by the interfacial model analysis for the high MW
system at the highest NP concentration. . . . . . . . . . . . . . . . . 120
6.11 The deconvolution of the dielectric loss spectra at T = 385 K into the
individual components by the interfacial model analysis for the low MW
system at the highest NP concentration. Each spectral component is normalized by the respective volume fraction. . . . . . . . . . . . . . . . 121

xxi

6.12 The volume fraction of the interfacial layer as a function of MW at the
highest NP loading of each PNC set. . . . . . . . . . . . . . . . . . . 122
6.13 Comparison of the static and dynamic thickness of the interfacial layer
from BDS (black symbols) and SAXS (blue symbols) as a function of MW.
Additionally, the scaling law for length scale of the bound layer which
is the total length scale of adsorbed polymer experimentally determined
from diffusion experiments of P2VP/SiO2 from reference [23]. . . . . 123
6.14 Comparison of dielectric loss spectra for the high MW PNC before and
after the thermal annealing procedure under vacuum, at T = Tg + 50
K, and for ∼ τα x1015 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.15 A cartoon illustrating the proposed adsorption process for low and high
MW polymer during the solvent evaporation preparation process and the
resulting MW dependent polymer-NP interface. Image reproduced from
reference [24]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.1

(a) Small angle X-ray scattering profiles for PGNs and PNCs at the same
relative silica volume fractions and the fits obtained from a poly-disperse
core-shell and hard sphere scattering models. The curves are arbitrarily shifted for clarity. Transmission electron microscopy images to illustrate the similar dispersion state of the 18 kg/mol (b) PNC and (c) PGN.
Image reproduced from reference [25]. . . . . . . . . . . . . . . . . . . 134

7.2

Specific heat capacity from TMDSC illustrating the glass transition of
the matrix component for the PNCs and PGNs for each MW. (b) The
derivative of specific heat capacity. All curves are arbitrarily vertically
shifted for clarity. Image reproduced from reference [25]. . . . . . . . 136

7.3

The normalized dielectric loss spectra for pure poly(2-vinyl pyridine) (black),
PNCs (red), and PGNs (blue) for each molecular weight set: (a) 140 kg/mol,
(b) 18 kg/mol, and (c) 6 kg/mol. Image reproduced from reference [25].
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

xxii

7.4

The deconvolution of effective dielectric loss spectra (00ef f (ω)) into individual components: the matrix response (00m (ω), black squares) and the
interfacial layer response (00IL (ω), blue line) for the intermediate molecular weight (a) PGN and (b) PNC from the interfacial model analysis
(T = 423.15 K). The presented 00IL (ω) component is normalized by the
corresponding volume fraction of interfacial polymer. (c) The temperature dependence of the interfacial segmental relaxation times for PGNs
(blue), PNCs (red), and bulk-like dynamics (black) with corresponding
Vogel-Fulcher-Tammann fits. Image reproduced from reference [25]. . 140

7.5

The temperature dependence of the segmental relaxation times for low
MW (6 kg/mol) PGNs (blue), PNCs (red), and bulk-like dynamics (black)
with the corresponding Vogel-Fulcher-Tammann fits (lines). Image reproduced from reference [25] . . . . . . . . . . . . . . . . . . . . . . . 142

7.6

(a) The relative volume fraction of interfacial polymer with respect to
the total polymer for PNCs (maroon) and PGNs (blue) as a function of
molecular weight (MW). Inset: A comparison of the static and dynamic
thickness of the interfacial region estimated using BDS (full symbols) and
SAXS (empty symbols) as a function of MW. (b) The change in the average glass transition temperature, Tg , from calorimetry as well as the
average and interfacial Tg from BDS by evaluating the Vogel-Fulcher-Tammann
(VFT) function for each MW as a function of silica concentration. The
boxes indicate data at the same respective MW’s and the dashed lines
are guides for the eye. Image reproduced from reference [25]. . . . . . 143

7.7

The dynamic length scale of the interfacial layer in both PGN (circles)
and PNC (triangles) systems for the low (red) and intermediate MW systems (blue). For the SAXS data (at T = 300K), the dashed line represents the PGN system and the solid line represents the PNC system. Image reproduced from reference [25]. . . . . . . . . . . . . . . . . . . . 145

xxiii

7.8

The self-consistent field theory (SCFT) calculations for all PNC systems.
Here, the adsorbed chain conformations near the nanoparticles surface
are illustrated by comparing the distribution of segments and the length
scale that they persist into the free polymer (dashed vertical black lines,
dcomp ) relative to the matrixs unperturbed radius of gyration (dashed vertical pink lines, Rg ). Image reproduced from reference [25].

7.9

. . . . . 148

(a) The overall PNC mass density from pycnometry measurements. The
grey line is the predicted density values from an effective two-phase medium
(TPM). (b) The normalized average mass density of the polymer matrix
after using eq. 6.2 to remove the contribution of the silica nanoparticles.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.10 A cartoon based on the SCFT results that illustrates how chain stretching can cause the suppression of segmental mobility at the interface in
polymer grafted nanoparticles, PGNs, (a, c) and polymer nanocomposites, PNCs, (b, d) at different molecular weights. . . . . . . . . . . . . 154

xxiv

Chapter 1
Introduction
A brief description of the scientific motivation and organization of the dissertation
are discussed. The crucial scientific concepts are given, the current problems are
outlined, and the main objectives of the dissertation are presented.

1.1

Motivation

Polymers are macromolecules that consist of many repeating molecular units
(monomers) and are most commonly visualized as a linear chain following the
Gaussian statistics of a three-dimensional random walk. There are many examples
of polymers in nature such as polysaccharides (e.g., cellulose), polynucleotides
(e.g., DNA and RNA), or natural latex rubber produced by the Para rubber tree.
The unique physical properties of polymers are largely due to the complexity
of the dynamics which are occurring simultaneously at different length scales
(intra- and inter- molecular motions as well as diffusive motions). One of the most
important properties of polymers is vitrification which is associated with the rapid
suppression of conformational motions (or collective change in the bond angles)
along the polymer backbone known as segmental dynamics. The time scale of these
motions occur over 12 orders of magnitudes, are highly sensitive to temperature,
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and directly control many important properties such as mechanical strength, ion
transport, and gas permeability or small molecule diffusion.
Polymer composites have demonstrated to be useful materials in the aeronautical, nautical, and automobile industries. In actuality, most polymers used today
contain reinforcing fillers such as carbon black or silica to improve their mechanical
properties. Whereas traditional reinforcing fillers materials are essentially limited to
modifying mechanical and thermal properties, the use of nanotechnology grants the
modification of optical, electrical, and transport properties as well.[26–28] Polymer
nanocomposites (PNCs) are the result of combining polymeric materials with
nanoparticles such as carbon nanotubes, montmorillonite clays, or quantum dots.
For example, many organic photovoltaic solar cells are based on the conjugated
polymer poly(3-hexylthiophene) and the nanoparticle known as phenyl-C61-butyric
acid methyl ester (PCBM) and offer the advantages of low-cost manufacturing,
large-scale feasibility, being light weight and flexible, and most importantly is
the ease of solution processing provides an avenue for printable solar cells.[29–
31]Another rapidly growing area of PNCs is in polymer membrane technology
where many rubbery polymers are ideal for CO2 separation but lack the mechanical
strength for robust industrial applications.[32] Even more recently, it was shown
that nanoparticles with plasmonic properties can be dispersed in a polymer matrix
and then used to locally heat the polymer matrix via laser stimulation to repair
strain induced damages.[33]
The large difference in the surface area-to-volume ratio (see Fig. 1) in PNCs
leads to a much larger amount of interfacial interactions than in traditional
composites materials. The large amount of interfaces within PNCs categorizes
them among other multicomponent polymeric systems such as thin polymer films,
block copolymers, ionomers, and semi crystalline polymers where the dynamics
of the interfacial regions are strongly influenced by interfacial interactions and
confinement effects.[1]
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Figure 1.1: Examples of nanostructured polymeric materials that have a large
amount of interfacial interactions. Image reproduced from reference [1].
Simulations have predicted that polymer-NP interactions (whether attractive or
repulsive) can greatly influence the Tg of PNCs.[11, 34] Also, several experiments
have demonstrated that strong, attractive polymer-NP interactions (a case in
which simulations are currently limited due to significant slowing down of polymer
dynamics) can significantly increase the Tg of PNCs.[13, 22] It has been postulated
that the polymer near the NPs adsorbs to the surface, exhibiting a gradient of
dynamics due to steric hindrance, confinement effects, and polymer-nanoparticle
interactions.

Figure 1.2: A molecular dynamic simulation of segmental mobility in the presence
of nanoparticles that illustrates the modification of dynamics within the interfacial
region. The interface exhibits a gradient of mobility which is slowest at the surface
of the nanoparticles and quickly returns to that of the unperturbed bulk polymer.
Image reproduced from reference [2].
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By controlling the chemistry and the concentration of the nanoparticles it
should be possible to transform the entire polymer into an interfacial material
where the interfacial dynamics can be predicted and controlled. Therefore, gaining
an understanding the dynamics of the interfacial region and the role of polymerNP interactions is of great technological importance. In this work, the dynamics of
the interfacial polymer layer, its influence over the macroscopic dynamic properties,
and the parameters that ultimately control the interfacial dynamics are thoroughly
investigated.

1.2

Thesis Outline

Chapter 2 provides a detailed overview of the polymer dynamics and discusses
the current understanding of how the macroscopic dynamic properties can be
modified in polymer nanocomposites.
Chapter 3 outlines the experimental methods as well as any theoretical models
used in the Dissertation.
Chapter 4 investigates the influence of different oxide nanoparticles on segmental and chain dynamics of poly(2-vinylpyridine). While significant changes
in rheological properties are observed with increasing nanoparticle loading, only
weak effects are found in the average glass transition temperature, the segmental
mobility, and fragility. These results indicate that the segmental dynamics are
only locally affected in the direct vicinity of the nanoparticle’s surface, i.e. in the
adsorbed interfacial layer, and are discussed in the context of recent controversies in
studies of polymer nanocomposites and polymer thin films.
Based on the findings of the previous chapter, chapter 5 investigates the static
and dynamic properties of the interfacial layer in poly(2-vinylpyridine)/silica
nanocomposites. Both static and dynamic techniques detect the presence of
an interfacial polymer layer near the surface of the nanoparticles exhibiting a

4

suppressed segmental mobility (∼2 orders slower). These findings suggest that
interfacial layer is by no means a “dead” layer but is instead dynamically “alive”.
Chapter 6 studies the effect of molecular weight (MW) on the static and
dynamic properties of the interfacial layer in poly(2-vinylpyridine)/silica nanocomposites. The MW of the polymer matrix is found to play a significant role in the
magnitude of the effect at the interface in an unexpected way–where the influence
of interfacial layer on the overall segmental dynamics decreases with increasing
MW. These findings suggest that the interfacial chain conformations can influence
the interfacial dynamics.
Chapter 7 attempts to understand the mechanism responsible for the suppression of interfacial dynamics in poly(2-vinylpyridine)/silica nanocomposites. In
this chapter, the static and dynamic properties of the interfacial layer in polymer
nanocomposites are directly compared to polymer grafted nanoparticles. The
interfacial dynamics are found to be strongly suppressed in both systems. However,
the magnitude of this effect is different for each system and is dependent on the
MW of the polymer matrix. At intermediate MW, the interfacial dynamics are
found to be more strongly influenced by the covalent bonding than by chain
adsorption but it is proposed that this not due to the strength of the interaction
but rather to the uniformly stretched chain conformations near the interface. These
results potentially suggest that polymer chain conformations (stretching) in the
interfacial region can strongly influence the segmental dynamics and suggests a
new way to tailor the glassy behavior of interfacial dynamics in multi-component
polymeric systems.
Chapter 8 summarizes the results of the four experimental chapters and
provides a future outlook for understanding the segmental dynamics in other
heterogeneous and multi-component polymeric systems.
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Chapter 2
Historical Background
In this chapter, the fundamental knowledge of polymers and glass formation will be
discussed in the context of experimental data and theoretical models. The concept
of cooperative dynamics is introduced and discussed with regards to geometrical
confinement effects.

2.1
2.1.1

Polymers
The Random Walk

A polymer is a macromolecule consisting of many repeating monomeric units,
consisting of sometimes similar or different molecular moieties. While polymers
are naturally found in biology such as cellulose or DNA, the synthetic type are
more prevalent in daily life. Synthetic polymers, which are mainly carbon-based
and created from petroleum, have many outstanding properties such as chemical
resistance, high tensile strength, and high viscoelasticity.
A unique aspect of polymers when compared to traditional crystalline solid
materials is the fact that the only periodicity is present along the path of a given
polymer chain. Therefore, a single linear chain of sufficient chain length should
follow the statistics of a three dimensional random walk. This can be more readily
6

seen when the polymer is diluted by solvent molecules, where the polymer-solvent
and polymer-polymer interactions are balanced and the chains resemble an ideal
random coil. For an ideal chain with a number of steps, n, of certain length, l,
performing a 3-D random walk the probability to have an end-to-end distance of
r can be shown to be:

P (r) =

2
4πr2
− 3r2
2hr i
e
(2/3πhr2 i)3/2

(2.1)

This approximation assumes each step has an equal statistical probability and
excludes volume effects. However, real polymer chains occupy at least their van
der Waals volumes which would strongly influence the possible bond angles and
increase the actual end-to-end distance. Therefore, a more meaningful quantity
to characterize the size of a macromolecules is the average sized defined by its
center of mass. This quantity is known as the radius of gyration, Rg , and can be
calculated and experimentally determined for a 3D random walk. For a polymer
with an almost infinite number of conformations, the Rg is an ensemble average
over all molecules in the system and time. Therefore, we can calculate Rg2 as:
Rg2

N
1 X
= h (rk − rmean )2 i
N k=1

(2.2)

Where N is the number of steps, rk is the position vector of a given monomer,
and rmean is the average position of the center of mass. The Rg of many polymers
can be determined by static and dynamic light scattering or small angle scattering
techniques such as neutron and X-ray scattering.
For discussions within this Dissertation the radius of gyration, Rg , will be used
to compare several properties. The resulting Rg can be shown to be:
hRg2 i

nl2
= Cn
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(2.3)

where Cn is the characteristic ratio which is the ratio of the mean square end-toend distance of a model chain (< r2 >0 ) to the value for a freely jointed chain (nl2 ).

2.2

Polymer Dynamics

The unique physical properties of polymers are largely due to the complexity of the
dynamics which are occurring at different time and length scales (intra- and intermolecular motions as well as diffusive motions). In this section, the differences
between these dynamics will be clearly described as well as the specific properties
related to each dynamic component.

Figure 2.1: The characteristics volumes associated with molecular motions as a
function of time scale and temperature. Image reproduced from reference [3].

2.2.1

Local Segmental Dynamics

The molecular motions that must first be discussed are those related to the
cooperative re-arrangement of polymer segments. These motions are referred
to the segmental dynamics or perhaps better known as the α-process to many
experimentalist due to the fact that the time scale of all other molecular motions
are ultimately controlled by these motions. A real world analogy for segmental
dynamics would be the comparison to automobiles in a highly congested traffic;
where the motion of a single automobile (segment) is ultimately controlled by the
8

cooperative effort of the surrounding automobiles (other segments). The driver of
the automobile can still manipulate devices or controls within his vehicle (intramolecular or fast dynamics which are discussed below) but to travel faster or switch
lanes it is limited by the local environment. Similarly, any hopes of long range
travel (diffusive motion of the chain, also discussed below) is also limited by the
segmental motions.
The dynamics in polymers can be measured by frequency dependent techniques
including mechanical, dielectric, and light scattering spectroscopies. In these
spectroscopies, a spectral response related to the out-of-phase component of the
perturbation appears as peaks. These peaks are directly related to the energy
dissipation of different molecular motions. The molecular motions that correspond
to the largest energy dissipation are the segmental motions which are illustrated
in Figure 2.4 by broadband dielectric spectroscopy (described in Chapter 3). In
BDS, a small electric field is applied across a polymer film in a broad frequency
range (10−2 to 107 Hz) and in-phase and out-phase components of the dielectric
permittivity are measured. As shown in Figure 2.4, the segmental relaxation of
poly(2-vinyl pyridine) can be observed within our accessible frequency window at
several temperatures. The maximum of the peak is the average rate of segmental
motions at a given temperature and very sensitive to temperature changes when
approaching Tg .
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Figure 2.2: Dielectris loss spectra illustrating the dispersion of the segmental
relaxation in poly(2-vinyl pyridine) at several temperatures (430 K to 380K in 10K
steps).
The timescale for the cooperative motion of polymer segments, or segmental
dynamics, is responsible for the vitrification of the polymer matrix. The vitrification or glass transition in polymeric materials signifies the transition between a
molten, rubber-like state (melt) and a brittle state (glass), at which the internal
degrees of freedom fall out of equilibrium into a metastable state. Therefore, the
glass transition is not a transition between thermodynamic equilibrium states
but is a thermodynamically arrested, non-equilibrated state. This transition
can be observed by the rapid changes in the mechanical properties or segmental
motions as it is cooled or heated about a temperature known as the glass transition
temperature, Tg . Once a polymer is below its Tg , the segmental motions are
essentially frozen from the human perspective where segmental motions take up to
100–1000s to occur. However, even though the inter- molecular motions are frozen,
intra- molecular motions still occur and are responsible for the interesting glassy
properties and will be discussed in the next subsection.
The glass transition in polymers usually appears as a sharp change in the
temperature dependence of many material properties such as volume, density,
sound velocity, specific heat, or the thermal expansion coefficient. Furthermore,
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the glass transition can also be observed by the dramatic increase in viscosity or
structural relaxation time as Tg is approached. As such, Tg is commonly defined
as the temperature at which the segmental relaxation time scale, τα , reaches 100
seconds. The most commonly used technique to define the Tg is by differential
scanning calorimetry (DSC). Typically, the sample is heated well above its Tg and
then cooled/heated multiple times at a fixed rate (10 K/min). The Tg is defined as
the midpoint of a nearly discontinuous change in the heat capacity of the sample
which represents the change from a liquid-like (or melt-like state) to the nonequilibrium glassy-like state, as shown in Figure 2.3.
1 .6
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Figure 2.3: The specific heat capacity versus temperature of poly(2-vinyl
pyridine) upon cooling.
As mentioned above, dramatic changes in the dynamic properties such as
viscosity, d.c. conductivity, and segmental relaxation times are observed and can
change up to 14 orders of magnitude as the Tg of a polymer is approached from the
liquid or melt state. This dynamic behavior is commonly presented on an Angell
plot where relaxation times are plotted vs. Tg /T as shown in Figure 2.4.
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Figure 2.4: Segmental relaxation times for poly(2-vinyl pyridine) (P2VP) from
broadband dielectric spectroscopy demonstrating the approach to 100 seconds
where the dynamic glass transition temperature is commonly defined.
Although the temperature dependence of the segmental relaxation times
allows for the dynamic definition of Tg , it also yields information about the kinetic
pathway that the polymer traversed into the glassy state. The Arrhenius law, τα =
τ0 exp(EA /(kB T )), can be used to describe a kinetic process in which molecular
conformational changes require a constant activation energy, EA , to execute and are
independent of temperature. However, the temperature dependence of segmental
relaxation for polymeric materials are often highly non-Arrhenius (i.e., non-linear
on the Angell plot) and dramatic changes in relaxation times or viscosity occur
near Tg . The slope of the Angell plot at Tg /T is defined as the fragility and is a
useful quantity to compare the temperature dependences of relaxation times for
different glass forming materials. Although there are several different definitions of
fragility used to quantify this deviation from Arrhenius dependence, but the most
common used is the isobaric fragility index, m.

m=

∂ log10 τα
∂Tg /T
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Figure 2.5: An Angell plot for polymers with different chemical structures where
Tg is defined at τα = 1. Data are from reference [4]
Glass forming materials that closely follow the Arrhenius temperature dependence and exhibit less curvature are referred to as strong (m < 60), otherwise
they are referred to as fragile (m > 60) and strongly deviate from the Arrhenius
behavior. Relaxation times for polymers cannot be explained by the Arrhenius
law and a wide array of theoretical models exist to describe the non-Arrhenius
temperature dependences. For the purposes of this dissertation research, the
empirical Vogel-Fulcher-Tammann (VFT) equation log τα = log τ0 + B/(T − T0 )
will be used to describe the relaxation data. It has a functional form that can be
rationalized in the framework of both the Adam-Gibbs model and free volume
theory.[35]
The isobaric fragility index of polymers are usually much higher than that
of van der Waal molecular liquids (e.g. propylene carbonate, ortho-terphenyl,
etc) or hydrogen bonding liquids (e.g. glycerol, sorbitol, etc). For example, the
m of glycerol is 53 and ortho-terphenyl is 80. Many polymers have very high m
indices up to 190. The fragility of the cooperative, segmental dynamics is a direct
consequence of the polymer structure (i.e., a consecuative set of monomers) and
the inherent connectivity.[36] In other words, fragility almost always systematically
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increases with increasing chain length with few exceptions. However, this does not
always hold for all polymers–where the relative backbone rigidity to the sidegroup
rigidity has recently been proposed to explain polymer fragility.[5]

Figure 2.6: A suggested picture for the specific parameters (backbone stiffness to
sidegroup stiffness) that control the fragility in polymers. Image reproduced from
reference [5].
The physical meaning of fragility is not yet completely understood and has been
related to conformational entropy, dynamical heterogeneity, molecular packing,
and even directly to the Possions ratio.[37] Unfortunately, the exact origin of the
glass transition phenomenon still remains an open theoretical question. There
are many competing theories such as the Adam-Gibbs[38], Random First-Order
Transition Theory[39], and Mode-Coupling Theory[40] that attempt to describe
the mechanism controlling the glass transition phenomenon. However, a single
theory has yet to predict the properties of different glass forming materials such
as hydrogen bonding, van der Waals, ionic, and polymeric liquids over a broad
temperature range.
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2.2.2

Fast Dynamics

Figure 2.7: The fast dynamics of polyisobutylene for various molecular weights
measured by quasielastic neutron scattering techniques at T = 100K. Image
reproduced from reference [6]
At much higher frequencies than segmental dynamics (∼1000 GHz) and slower than
characteristic vibrations of molecules or atoms, a unique dynamic feature can be
observed which clearly distinguishes crystalline and amorphous materials known
as the fast dynamics. These relaxations are related to the so-called “rattling in a
cage” dynamics, the collective motions prior to a molecule escaping the cage. An
example spectra of the fast dynamics for a polyisobutylene is presented in Figure
2.7. However, the fast dynamics are out of the scope of this Dissertation and are
not discussed.

2.2.3

Secondary Relaxations

There are many other relaxation processes in polymers that occur in between the
time scale of fast dynamics and segmental relaxation (α) and are hence referred to
as β, γ, or δ relaxations (in increasing separation from α). For polymers, the most
prevelant of these are known as β–relaxations which involve small-angle reorietation
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dynamics within the monomer unit of a polymer (intra- molecular motions). The
β–relaxations sometimes appear as a large, broad peak in the spectrum (Fig 2.8(a))
or as a broad shoulder to the high-frequency wing known as an excess-wing. There
are different classifications of β–relaxations that are dependent on several critera
such as pressure and temperature dependences, separation of α and β relaxation
times, the activation energy of the relaxation, and the dielectric strength of the β–
relaxation.[41]
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Figure 2.8: (a) Dielectric loss spectra for poly(2-vinyl pyridine) above Tg (blue),
at Tg (orange), and below Tg (green) to show the emergence of the secondary β–
relaxation with cooling. (b) The temperature dependence of the segmental and
secondary relaxation times for poly(2-vinyl pyridine) above and below the glass
transition temperature, Tg . The dotted lines are Vogel-Fulcher-Taumann fits and
the grey lines denote the dynamic Tg where the segmental relaxation time exceeds
100 seconds.
Figure 2.8(a) shows an example of a secondary β–relaxation in dielectric spectra
of poly(2-vinyl pyridine) above, at, and below Tg . The contributions from the β–
relaxation to the spectrum are present at all shown temperatures. Figure 2.8(b)
shows the temperature dependence of the relaxation times for both the segmental
(α) and the β–relaxation. Notably, the β–relaxation is not nearly as sensitive to
temperature as the segmental relaxation and it exhibits a completely Arrhenius
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temperature dependence. If the time scale of the β–relaxation is extrapolated to
high temperature (or to the left on Figure 2.8(b)) the time scale of both processes
appear to merge. The activation energy of the β–process is 4.5 kcal/mol and
corresponds to a similar energy as the rotational motion of pyridine (the pendent
sidegroup of P2VP). In other systems, these motions are typically associated
with intra- molecular motions along the polymer backbone such as double bond
rotations in 1,4-polybutadiene, rotational flips of phenyl rings in polystyrene, or
even more complicated systems like polycarbonate that exhibit up to three different
intramolecular motions (phenylene ring flips, coupled carbonate-phenylene 90
degree rotations, and oscillatory motions). These secondary motions are believed to
be directly related to the glassy mechanical properties of many polymeric materials,
where the highly activate molecular motions can give rise to high impact resistance,
elasticity, and mechanical strength.

2.2.4

Chain Dynamics

At low chain length, the physical properties of polymers are similar to liquids
or oligomers instead of the common viscoelastic properties that are observed at
high chain length. This is largely due to chain entanglements, or the topological
constraint that two chains may not cross, which dramatically reduces chain
diffusion and gives rise to rubbery, elastic properties and high viscosity. However,
the chain dynamics are also not in the scope of this Dissertation and will not be
discussed.

2.3
2.3.1

Confinement and Interfacial Interactions
Polymer Thin Films

For the past decade, there has been a significant interest in the glass forming
properties of polymers when confined on the nanoscale. The simplest system is
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that of polymer thin films where polymers are solvent-cast onto a substrate, or
supported polymer thin films, where film thicknesses of 10 nm or below can be
achieved. In 1994, Keddie and coworkers discovered that poly(styrene) (PS) films
spin cast onto silicon substrates exhibited a much lower Tg (or faster segmental
dynamics) than the bulk polymer with a dependence on thickness. They proposed
that the free surface experiences much faster, liquid-like dynamics due to the loss of
nearest neighbors at the surface and as the film thickness decreases the liquid-like
dynamics dominates the material response.

Figure 2.9: The glass transition temperature of thin films of poly(styrene) on
silica substrates as a function of decreasing film thickness. [7]
However, they also found that this phenomena changes by varying the substrate
material: where mutually attractive interactions cause a suppression of dynamics
and passive interactions cause no change in dynamics at the surface of substrate.
In fact, for polymer-substrate systems with mutually attractive interactions the
suppression of dynamics at the interface was shown to counteract the effect of
the liquid-like dynamics at the free surface at small film thicknesses–indicating a
gradient of segmental mobility.[7–9, 42]
The dynamics of polymer thin films are often characterized by surface probing
techniques (ellipsometry, dilatometry) which is why the measurements usually
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reflect the contributions from the surface dynamics. These results along with
others[8, 43–45] emphasize the importance of the experimental techniques that are
used to characterize and measure the glass transition temperature and segmental
dynamics of materials with heterogeneous dynamics, especially on the nanoscale.
Another popular method used to characterize the glass transition of polymer thin
films is dilatometry. Dilatometry measures the thermal expansion of a material
with changing temperature where the glass transition is typically demarcated by
a kink in the temperature dependence.

Figure 2.10: The dilaometric Tg as a function of decreasing film thickness which
illustrates the significant broadening of the melt-glass transition in the thermal
expansion of the material. Image reproduced from reference [8].
The major problem with these techniques, illustrated in Figure 2.10, is that
the transition in the property of interest becomes extremely smeared at small film
thicknesses and the question becomes how to characterize the transition between
high and low temperature regions. Recently, J.A. Forrest proposed a simple method
to parameterize the surface mobility in polymer thin films measured by dilatometry
and to describe some characteristic length scale, ξ(T ), of enhanced mobility.[8]
With the proposed parameterization method, the surface dynamics are equated to
some temperature, T, related to the bulk at different temperature, Rs , which can
be expressed by: Tg (h) = Rs + (Tgbulk − Rs )/(1 − f [h/2ξ(Tg )]).
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Figure 2.11: The paramterization method used to explain previous literature
data. Image reproduced from reference [8].
As shown in Figure 2.11, the parameterization method, Forrest argues, can be
used to explain the previously measured dilatometric Tg values for the past 20 years
by accounting for the dynamics at free surface. But most importantly it emphasizes
the existence of heterogeneous dynamics or a gradient of segmental mobility for
supported polymer thin films–and this effect is from a single free interface.
This situation can become rather complicated with the addition of more
interfaces such as free-standing polymer films which have two free interfaces or
sandwiched polymer thin films with two polymer-substrate interfaces where the
interfacial interactions must be considered. Therefore, it is difficult to characterize
the spatial distribution of segmental dynamics via a single parameter such as Tg .
To characterize the spatial distribution of relaxation dynamics is a challenging
experimental task, however, in molecular dynamic simulations all of the information
can be obtained. Recently, Hanakata et al., performed an extensive simulation on
the dynamics of supported polymer thin films where they investigated the effect
of substrate roughness, polymer-substrate interaction parameter, and confinement
parameter (film thickness).[9]
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(a)

(b)

Figure 2.12: (a) The spatial distribution of relaxation times as a function of
distance away from the substrate’s surface, demonstrating a gradient of molecular
mobility as well as the effect of surface roughness. Increasing surface roughness
enhances the suppresion of mobility at the interface when compared to smooth
surfaces which have little affect on the interfacial dynamics. (b) A visualization of
segmental mobility for the case of a rough substrate. Images are reproduced from
reference [9].
As shown in Fig 2.12, the spatial distribution of segmental dynamics at the
free surface and substrate can be determined. Additionally, the effect of the
surface roughness increases the accessible surface area which in turn leads to a
suppression in segmental mobility at the polymer-substrate interface. Nevertheless,
the dynamics at distances far away from the substrate are always enhanced.
The timescale of dynamics also shows an exponential gradient in their spatial
distribution where one can imagine at sufficiently low film thickness that the entire
profile is continuous distribution of time scales, i.e. an entirely interfacial material.
With regards to polymer thin films, the above mentioned studies are important
to consider for several reasons: (1) they emphasize the effect of substrate interactions on segmental dynamics or Tg , (2) they demonstrate some of the largest
changes in dynamics in the past twenty years, (3) reinforces that the experimental
technique in fact matters when detecting nanoscale changes in dynamics (this point
will be a reoccurring theme throughout this Dissertation).
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2.3.2

Polymer Nanocomposites

The previous section provided an overview key issues concerning polymer thin
films and the concept of interfacial interactions and confinement effects in onedimension. However, as described below, there are many facets yet explored when
quantitatively comparing polymer thin films and polymer nanocomposites.[46, 47]

Figure 2.13: A visual representation of the different aspect ratios and surface-tovolume ratios for varying nanoparticle geometries. Image reproduced from reference
[10]
A variety of nanoparticle can be used in polymer nanocomposites and somewhat
differentiates polymer thin films from polymer nanocomposites. The geometry
of the nanoparticle can be an extremely important parameter, especially when
considering the relative aspect ratios of shapes. The most commonly used geometries are planar, cylindrical, and spherical. Depending on the specific application
that is desired for the polymer nanocomposite, one may be forced to use a specific
geometry for the material properties of that nanoparticle i.e., spherical for quantum
dots or cylindrical to increase tensile strength along one dimension.
Besides the obvious geometrical limitations mentioned above, for purposes of
modifying polymer dynamics the relative surface area-to-volume ratio (SVR) is a
crucial parameter. The geometry with the largest SVR is planar (∼ 2(l + 2h)/(lh))
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and closely followed by cylindrical (∼ 2(d + 2l)/(ld)) and spherical (∼ 6/d).
However, despite the advantage of surface area, the anisotropy of the shape raises
issues when uniformly dispersing anisotropic nanoparticles. The anisotropy of
graphene or carbon-nanotubes, for example, will result in a dispersion with a
preferred directionality that can change with stress or flow of the polymer matrix–
which can be an advantage or disadvantage depending on the specific application.
For the purposes of this Dissertation, only isotropic, spherical nanoparticles will be
discussed in detail.
The question of how to disperse nanoparticles into a polymer matrix has
stalled the progress of understanding the attainable physical properties of polymer
nanocomposites as well as caused long-standing controversial results within the
literature. Within the plastics and rubbery industries, traditional micron-sized
fillers have long been physically mixed with the polymer matrix by batch mixers
or continuous flow mixers (twin screw extruders) by shear flow mixing. However,
achieving uniform dispersion becomes an extremely difficult task with nanosized
fillers which readily aggregate into micron-sized agglomerates when removed from
their solution state. One of the most successful methods for producing uniformly
dispersed nanocomposites utilizes the stability of nanoparticles in their solution
state and is known as the solvent mixing and evaporation method. In this method,
a solvent is chosen that can adequately dissolve both the polymer matrix and
nanoparticle, the two phases are mixed for some time duration, and the final
solution is transferred to a Teflon mold for the solvent to evaporate. The solvent
molecules stabilize the mixture from aggregation and facilitate the dispersion of the
nanoparticles–where different solvents could influence the final dispersion state of
the material.
As briefly discussed above, the interfacial interactions between the polymer and
nanoparticles are expected to augment the segmental dynamics in the local vicinity
of the nanoparticle surfaces. However, for the case of polymer nanocomposites this
phenomenon is now in 3-dimensions, has a staggering number of interfaces, and has
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no free surfaces. Despite the complexity of this problem, several simulations have
investigated these systems.
Simulation Results
Simulations have several advantages over experiments–such as well-dispersed
nanoparticles and spatially relevant information concerning static structure and
dynamic processes. Typically, experiments can only measure an ensemble averaged
value which stresses the importance of multiple techniques and will be discussed in
detail hereafter. However, the accessible time scale for current simulations is limited
to microsecond dynamics and adds some ambiguity to interpretation of segmental
dynamics (τα >> µs) near Tg .

(a)

(b)

Figure 2.14: (a) Normalized relaxation times as a function of temperature
at multiple NP concentrations and for attractive and non-attractive interfacial
interactions. (b) The relative fragilty index determined from multiple methods for
different interfacial interactions. Images reproduced from reference [11].
Many simulations have attempted to probe the dynamics within polymer
nanocomposites,[2, 48–50] however, Starr and Douglas recently investigated the role
of interfacial interactions on cooperative dynamics in polymer nanocomposites.[11]
As shown in Figure 2.14(a), these authors studied the temperature dependence of
segmental relaxation times with a variety of nanoparticle concentrations and with
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either non-attractive or attractive interfacial interactions. They found that as the
nanoparticle concentration increased, the relaxation times increased for attractive
systems and decreased for non-attractive systems. The change in relaxation times
are directly related to the corresponding Tg shifts, as shown in the inset of Figure
2.14(a). The change in dynamics is also captured in the fragility index, as shown
in Figure 2.14(b), otherwise known as the steepness of relaxation times at Tg which
is proposed to be related to the cooperativity of the relaxation. The fragility index
is found to change systematically following the trend of the relative Tg shift. The
authors explain these dynamic changes in terms of an increase in cooperative
string-like motions along the polymer chain, which is consistent with Adam-Gibbs
theory of glass formation. However, the exact mechanism driving the increase in
the cooperative string-like motion is not yet understood.
Experimental Results
It remains a challenge to experimentally investigate the interfacial dynamics in
polymer nanocomposites, since many techniques probe the ensemble averaged
response of the material. However, at high enough NP concentrations, the entire
material is expected to be effectively an interfacial material, which is much easier to
measure when compared to polymer thin films, i.e., more material.
The qualitative relationship between confinement and interfacial effects
polymer thin films and polymer nanocomposites has been discussed for the past
twenty years. Obviously, dimensionality is different between the two systems;
where polymer thin films are confined perpendicular (1-D) to the substrate
regardless of the number of substrates or free surfaces and confinement in polymer
nanocomposites depends on the geometry of the filler. For confinement purposes,
the simplest filler to consider are spherical nanoparticles to exploit symmetry.
Therefore, the confinement parameter for polymer nanocomposites with spherical
nanoparticles is the surface-to-surface distance between adjacent nanoparticles–
which demands the criteria for a uniformly distributed nanoparticles throughout
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the polymer matrix. Previously, Bansal et al. made the experimental comparison
between supported PS thin films on silica substrates and well-dispersed silica
nanoparticles (D = 20 nm) in a PS matrix.[12] They found that the calorimetric
Tg of the polymer nanocomposite decreased with increasing nanoparticle loading
or rather decreasing surface-to-surface distance similar to supported thin films
(See Figure 2.15(a)). However, this comparison was limited by the quality of
nanoparticle dispersion at high nanoparticle concentrations where aggregation
becomes a problem. Interestingly, the width of the calorimetric glass transition was
found to broaden with decreasing interparticle spacing and film thickness which
corroborates the gradient of segmental mobility being present in both systems
(Figure 2.15(b)).

(a)

(b)

Figure 2.15: (a) The relative change in Tg as a function of interparticle spacing
and film thickness for both polymer thin films and polymer nanocomposites. (b)
The relative width of the calorimetric glass transition as a function of interparticle
spacing and film thickness for multiple systems. Images reproduced from reference
[12].
Despite this so-called quantitative equivalence between polystyrene thin films
on silica substrates and polystyrene/silica nanocomposites, the mechanisms
responsible for the changes in the Tg are different. This is because polymer
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thin films experience a suppression of segmental mobility at the interface due
to physical adsorption and an enhancement of segmental mobility at the free
surface due to a loss of nearest neighboring molecules. For the case of the polymer
nanocomposite the particles dewet (repulsive force) from the polymer matrix and
enhance dynamics of the local surrounding segments–with no competing effects to
suppress the segmental mobility which leads to overall faster dynamics. It should
be noted that the use of nanoparticles that dewet from the polymer matrix will
eventually diffuse and aggregate at temperatures above Tg , so the practical use
of these materials is not promising. However, the calorimetric glass transition
temperature used in the above mentioned study only detects the average change in
segmental dynamics and cannot be used to understand the interfacial dynamics in
these materials alone–opposite to the dilatometric measurements which only probe
the dynamics of the free surface in polymer thin films.
Another group of authors attempted to understand the relationship between
polymer thin films and polymer nanocomposites by systematically comparing the
dynamics of capped polymer thin films (two opposing substrates with polymer in
between) and polymer nanocomposites. In these studies, they used fluorescence
spectroscopy to detect changes in the glass transition temperature in both systems.
Fluorescence spectroscopy uses a very small amount of a fluorescent dye molecule
to monitor the normalized changes in intensity as a function of temperature.
Therefore, this technique indirectly probes the segmental dynamics by monitoring
the intensity of the tracer molecule.
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(a)

(b)

Figure 2.16: (a) The relative change in Tg of poly(2-vinyl pyridine) as a function
of interparticle spacing and film thickness for both supported thin films (empty and
solid circles) and capped thin films (empty squares). (b) The relative change in Tg
of poly(2-vinyl pyridine)/silica (empty squares), poly(methyl methyacrylate)/silica
(empty circles), and polystyrene/silica (empty triangles) nanocomposites. Images
reproduced from reference [13].
In their study, three different polymer chemistries were investigated: polystyrene,
poly(methyl methacrylate), and poly(2-vinyl pyridine). For the capped polymer
thin films, a dramatic increase in Tg was observed at much larger film thicknesses
than previously reported for supported polymer thin films (h < 30 nm). For
example, a 22 K increase in the glass transition temperature was observed at a film
thickness of 200 nm for capped poly(2-vinyl pyridine) films.[13] This would imply
that the change in segmental dynamics at the substrates propagate more than
100 nm in these films, i.e., that interfacial interactions impose some sort of longrange effect in these amorphous materials. These results were compared to polymer
nanocomposites with loadings of silica nanospheres that had approximately
similar interparticle spacing (the comparable confinement parameter to thin film
thickness). Intriguingly, they found that the Tg of the polymer nanocomposites had
comparable values to the polymer thin films at similar interparticle spacing and
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film thicknesses for poly(2-vinyl pyridine) and poly(methyl methacrylate)implying
a similar relationship between interfacial interactions and confinement in both
systems. However, it should be mentioned that fluorescence spectroscopy has no
control where the tracer molecules are within these nanomaterials, which implies
that they could be preferentially drawn to the substrate or nanoparticle surface
and could only reflect the interfacial dynamics instead of the overall response of
the system.
To date, several experiments have demonstrated that strong, attractive
polymer–NP interactions (a case in which simulations are currently limited
due to significant slowing down of polymer dynamics) can significantly increase
the Tg of PNCs.[13, 22] It has been postulated that the polymer near the NPs
adsorbs to the surface, essentially immobilizing the polymer at the interface and
ultimately leading to formation of the so-called dead layer which is a dynamically
frozen polymer layer.[51, 52] The concept of the dead layer stems from the Long–
Lequeux picture of dynamics in polymer nanocomposites.[53–55] The dynamic
signature of the dead layer is often attributed to the decrease in the amplitude
of the glass transition step from calorimetric measurements or the dielectric
strength from dielectric spectroscopy.[52, 56] However, the existence of this dead
layer still lacks an explanation for significant changes in Tg at extremely low NP
concentrations (0.4vol%) as the segmental dynamics of the polymer between
NPs would be affected on length scales comparable to interparticle spacing
(greater than 100 nm) which implies some sort of long range effect. Unfortunately,
the progress in understanding how polymer-NP interactions affect the glass
transition phenomenon in PNCs is rather slow due to numerous quantitative and
qualitative discrepancies in the reports of Tg shifts in PNCs measured by different
experimental techniques,[13, 20, 22, 56–59] as described in detail within the work of
Robertson and Roland.[60]
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2.4

Summary

In summary, as the length scale of nanoparticles approach that of individual
polymer chains, the presence of the nanoparticle is expected to perturb and
modify the polymer dynamics on several different time and length scales (fast
dynamics, secondary dynamics, segmental dynamics, and chain dynamics). The
most important dynamic process for many practical applications, related to
the vitrification of the polymer matrix, is the segmental dynamics which has
been shown to be significantly influenced by two competing effects: interfacial
interactions and confinement. When considering the case of one-dimensional
confinement, specifically polymer thin films, there can be a variety of effects
depending on the number of interfaces (substrate or free surfaces). By applying
these experimental findings to the arena of polymer nanocomposites (3-dimensional
confinement with numerous interfaces), the relationships are not quite as clear
although there are some clear similarities. Fundamental progress in this field has
been stalled by the numerous difficulties in nanoparticle dispersion, direct and
indirect experimental techniques, and many conflicting experimental reports. Thus,
it still remains a relatively open question as to how the polymer-NP interactions
affect the interfacial dynamics and especially the overall properties of polymer
nanocomposites.
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Chapter 3
Experimental Methods
This chapter will consider the theoretical and experimental details of the techniques
that will be used throughout the remainder of this dissertation.

3.1
3.1.1

Sample Preparation Methods
Materials

A variety of molecular weights (MW ) of poly(2-vinyl pyridine) (MW = 8,700 g/mol,
MW /MN = 1.07; MW = 100,000 g/mol, MW /MN =1.05;MW = 400,000 g/mol,
MW /MN = 1.08) were purchased from Scientific Polymer, Inc. All other MW ’s were
synthesized in our own laboratories by RAFT polymerization and will be discussed
in more detail within their respective chapters.
Tetraethyl orthosilicate (TEOS, >95%), Ethanol, ammonium aqueous solution
(30–33 wt %), and methyl ethyl ketone (MEK) were purchased from Sigma Aldrich
and were used without further purification. From these materials, we synthesized
monodisperse colloidal silica nanoparticles (D=25 nm) by the modified Stober
method following previous reports.[23,24]
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3.1.2

Preparation Methods

Rapid Precipitation Method
In chapter 4, the following approach was used to mix our polymer and nanoparticles. To ensure a well-dispersed polymer nanocomposite, solution mixing and rapid
precipitation were employed. The polymer and NPs were separately dissolved with
dimethylformide and bath-sonicated for 30 min. The two solutions were mixed and
sonicated again for 30 min. Afterward, the solution was slowly precipitated at the
interface of a hexane and water (50:50) mixture, recovered, and transferred to a
vacuum oven where they were kept for at least 3 days at 150 centigrade to remove
any residual solvents.
Solvent Evaporation Method
For chapters 5 and 6, the polymer nanocomposites were prepared by mixing
different concentrations of silica nanoparticles in a water/ethanol solution (50:50)
with P2VP dissolved in a MEK. The samples were then stirred for 1-2 hours,
transferred to a Teflon mold, and then placed into a vacuum oven at room
temperature for solvents to evaporate for 24 hours at 1 mbar. The resulting
samples were then annealed under vacuum at 150 centigrade for an additional 48
hours before further measurements.
For sample characterization, independent of preparation method, the samples
were hot pressed at 150 centigrade by placing samples between Mylar sheets and
using a heated hydraulic press, resulting in films thicknesses of ∼ 100 µm. These
solid uniform films were then cut into geometries which could be used for dielectric
spectroscopy, thermal analysis, and small angle X-ray scattering.
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3.2

Thermodynamic Gravitational Analysis (TGA)

TGA was performed using Q50 (TA Instruments) to verify the weight percent of
nanoparticles within our composites. TGA was conducted from room temperature
to 1000 centigrade under a nitrogen atmosphere at a rate of 10 K/min or 20
K/min. As the organic carbon-based polymer thermally degrades, the final
inorganic nanoparticles remain and the relative concentration of nanoparticles can
be determined.

3.3

Transmission Electron Microscopy (TEM)

The quality of nanoparticle dispersion of polymer nanocomposites are often crucial
to the desired physical properties. While not always a quantative technique, TEM
offers a visual check on nanoparticle polydispersity, nanoparticle spatial dispersion,
and interparticle spacing.
For successful TEM measurements, the sample thickness were required to be
≈ 200 nm or less. To achieve such film thicknesses, the polymer nanocomposites
were embedded into an epoxy resin, cured, and then microtomed with a Leica
Ultra microtome EM UC7 using a diamond knife at ambient conditions with
resulting specimens having thicknesses 200 nm. To accurately determine the correct
thicknesses, the polymer films were cut and floated onto water which the color of
the refracted light identified the appropriate sample thicknesses. The thin films
cut from the microtome were then transferred to a copper TEM grid (200 or 400
grid number) and allowed to dry for 24 hours to remove any residual water. TEM
measurements were performed on Zeiss Libra 200 HT FE MC with an operating
voltage of 200 kV and an emission current of 230 mA. For low molecular weight
samples, a low electron beam intensity had to be used to avoid heating the samples
above their respective Tg ’s.
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Figure 3.1: A represenative TEM image of silica nanoparticles embedded in
poly(2-vinyl pyridine) (MW = 100 kg/mol) at 40 wt% to demonstrate that the
nanoparticles are well-dispersed in the polymer.

3.4

Small Angle X-Ray Scattering (SAXS)

Small angle X-ray scattering (SAXS) is an experimental technique that uses Xray diffraction to determine the static structure of materials. Unlike wide angle
X-ray scattering, that probes the small length scales close to atom lattice spacing
of crystalline materials, SAXS can detect rather large structural inhomogenenities
within the 1-50 nm range. This limit can be further pushed by using ultra small
angle X-ray scattering (USAXS) which can probe structures up to 1 micron.
Therefore, SAXS and USAXS are particularly useful techniques for studying
amorphous materials as well as inhomogeneous systems such as block copolymers
and polymer nanocomposites.
Regardless of the chosen technique, X-rays are sensitive to changes in the
electron densities of different materials and will be reflected in the diffraction
pattern. WAXS diffraction patterns will reflect intra-molecular or inter-atomic level
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correlations, SAXS will contain inter-molecular level and some macromolecular aggregate correlations, and USAXS will reveal correlations for large-scale aggregates
or structures.

3.4.1

Principles of X-ray scattering

For small angle X-ray scattering in a transmission geometry, the sample is placed
at some distance away from the detector (≈ 2.5 m) and exposed to a source of coherent X-rays. The X-rays reach the sample, scatter (coherently and incoherently),
and cast a diffraction pattern onto the detector as shown in Figure 3.2.

Figure 3.2: A simplified experimental schematic for a small angle X-ray scattering
setup in a transmission geometry. Image reproduced from reference [14].
The q-dependence of the scattering intensity can be described by the following
expression:
Z
I(q) = A

∞

n(r)[f (qr)]2 S(qr)dr

(3.1)

0

where A is the scaling factor, n(r) is the size distribution, f (qr) is the form factor,
and S(qr) is the structure factor. The first two terms of the scattering intensity
are dependent on the contrast, experimental geometry, and the variation in the size
of the scattering objects. The form factor is purely dependent on the geometry or
the aspect ratio of the scattering object (disc, spherical, or oblong). The structure
factor is essentially a correlation factor for the inter-particle scattering.
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Figure 3.3: Small angle x-ray scattering profiles for the intermediate molecular
weight poly(2-vinyl pyridine)-based nanocomposites and corresponding fits obtained
from the polydisperse core-shell model. The curves are arbitrarily shifted for clarity.
These data are explained in detail within Chapter 7.
For the work presented in this Dissertation, the scattering model used was the
polydisperse core-shell model (PCSM). The PCSM assumes that the n(r) follows a
Schulz distribution of particle radii and calculates a form factor for polydispersed
spherical particles with a core-shell structure. The form factor is normalized by the
average volume of the particles, hVc i =

4π
3

hrc3 i, and averaged over the distribution

of radii. No interparticle interactions are included in this model.
The form factor for a spherical particle with a core-shell structure which is
normalized by the particle volume can be expressed by the following:


A
sin(qrc ) − qrc cos(qrc )
sin(qrs ) − qrs cos(qrs )
f (q) =
3Vc (ρc −ρs )
+3Vs (ρs −ρsolv )
+C
Vs
(qrc )3
(qrs )3
(3.2)
where C is a constant background, Vs is the volume of the shell, Vc is the volume of
the core, ρc is the scattering length density of the core, ρs is the scattering length
density of the shell, ρsolv is the scattering length density of the solvent/matrix, and
the respective radii are rs and rc .
The structure factor, S(q), which accounts for the particle-particle interactions
is a hard sphere structure factor and accounts for the volume fraction of the cores.
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3.5
3.5.1

Differential Scanning Calorimetry (DSC)
Instrumental Details

DSC measurements were performed with a Q2000 (TA Instruments). For the
majority of the measurements presented within this Dissertation, the sample
preparation for DSC was similar. First, standard aluminum pans purchased from
TA instruments were weighed, a small sample mass was added (ranging from
5 to 20 mg), and then the pans were sealed. After determining the mass of the
sample within the standard pan, the sample pans were loaded into the Q2000
autosampler, and measured. For a standard DSC measurement, a heating/cooling
rate of 10K/min was used and was typically annealed at high temperature, Thigh
(Tg + 50K), for 10 minutes to erase any thermal history. Therefore, a typical DSC
run will begin at Thigh , ramp to Tlow , and then ramp back to Thigh at the same rate
and repeat two more times to check for hysteresis. The Q2000 was calibrated by
indium and sapphire standards and all samples were run three times.

3.5.2

Principles of Calorimetry

Calorimetry is a technique used to measure the thermodynamic properties of
materials. Differential scanning calorimetry (DSC) measures how thermodynamic
properties change with temperature and time by applying a constant and linear
heating (or cooling) rate and measuring the resulting heat flow through the
material. DSC is commonly used to determine information related to phase
transitions such as crystallization, melting, and glass transition temperatures.
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Figure 3.4: A detailed experimental schematic for a heat flux differential scanning
calorimeter produced by TA Instruments. [15]
For heat flux DSCs, a sample is placed into a thermally conductive pan and
placed ontop a thermocouple within an insulated furnance alongside an identical
empty reference pan. The furnance is sealed and a linear heating or cooling rate is
applied and the difference in the temperature between the two pans is recorded by
the thermocouples. The heat flow, q̇, through the sample is determined by using a
simple expression,

q̇ = E(T )∆T

(3.3)

where E(T) is some proportionality factor that is dependent on the geometry and
thermal conductivities of the furnance construction. By performing a heat balance,
we can determine the heat flow through the sample as well as the reference in terms
of known parameters.

q̇s =

T0 − Ts
dTs
− Cs
Rs
dt

(3.4)

q̇r =

T0 − Ts
dTr
− Cr
Rr
dt

(3.5)
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The sensor parameters are defined as: Rs is the thermal resistance of the
sample, Rr is the thermal resistance of the reference, Cs is the heat capacity of
the sample, Cr is the heat capacity of the reference, and Ts , Tr , and T0 are the
temperatures of the sample, reference, and the cell, respectively.
To calculate the heat flow through the sample of interest, the contribution from
the reference pan is removed by taking the difference, q̇ = q̇s − q̇r :


Ts − Tr
1
1
dTs
d(Ts − Tr )
q̇ =
+ (T0 − Ts )
−
+ (Cr − Cs )
− Cr
Rr
Rs Rr
dt
dt

(3.6)

The main difference between the heat flux DSC and traditional DSC is that
we no longer assume identical parameters for the sample and reference (eq. 3.1)
and measure both sample and reference pans independently. By correct calibration
methods, all the the sensor parameters can be acquired and used in equation 3.4 to
accurately determine the heat flow of the sample and the sample pan.
However, to determine the heat flow of the actual sample, we need to account
for the sample pan.

q̇sample = q̇s − msp cpan

dTsp
dt

(3.7)

where msp is the sample pan mass, cpan is the specific heat capacity of the pan
(typically aluminum), and

dTsp
dt

is the temperature change through the sample

pan. By using eq. 3.3, we can use the expression for the specific heat capacity of
reference pan to solve eq. 3.5.

q̇r = mrp cpan

dTrp
dt

(3.8)

where mrp is the reference pan mass, cpan is the specific heat capacity of the pan
(typically aluminum), and

dTrp
dt

is the temperature change through the reference

pan.
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Finally, we find a simple expression, very similar to eq. 3.5 except with
a prefactor on the second term, that accounts for any differences in mass or
temperature delay between the two pans.

q̇sample = q̇s − q̇s

msp (dTsp /dt)
mrp (dTrp /dt)


(3.9)
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Figure 3.5: An example of differential scanning calorimetry data (Heat flux
DSC, TA Instrument Q2000) for an ionic liquid that undergoes a glass transition,
crystallization, and melting transitions when heated at a rate of 5 C/min.
DSC is a very useful tool when characterizing the thermodynamic properties of
new materials, especially due to its relative speed and ease of operation. However,
for the purposes of this Dissertation, the accurate determination of specific heat
capacity values as well as the extraction of more detailed dynamical information
are required. Therefore, the use of temperature modulated DSC was required.
The remainder of this section will be used to explain why it was needed and the
differences between conventional DSC and temperature modulated DSC.

3.5.3

Temperature Modulated DSC (TM-DSC)

The main advantage of TM-DSC over traditional DSC is the deconvolution of the
heat flow response of the sample into reversing and non-reversing components. The
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reversing component is related to reversible processes such as glass transitions,
some melting, and accurate heat capacity measurements. The non-reversing
component is related to kinetic processes that depend on time such as enthalpic
recovery, evaporation, crystallization, thermal curing reactions, and decomposition.
Simply put, the heat flow through our system can be expressed as:
q̇ = Cp

dT
+ f (T, t)
dt

(3.10)

where the first term is the reversing component and is directly proportional to the
heat capacity while the non-reversing component is the second term and is not
related to heat capacity.
Many processes can contribute to the overall signal of traditional DSC. This
is even true in a purely amorphous polymer system, where the time spent in the
glassy state causes physical aging effects which are visible in the calorimetric glass
transition upon heating–manifested by an overshooting of heat capacity known as
an enthalpic relaxation.
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Figure 3.6: The calorimetric glass transition and enthalpic relaxation both
overlapping in the heat specific heat capacity of standard DSC upon heating at
constant heating rate of 20 K/min, where each color is cooled through the glass
transition at different rates.
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TM-DSC separates the reversing and non-reversing components in a single
measurement (Fig 3.7) by creating 2 raw signals. We first apply a modulated
heating rate (stimulus) and measure the modulated heat flow (response). When
compared to standard DSC, we are still applying a linear average heating or cooling
rate with a sinusodial oscillating heat flow as shown in Fig. 3.6.
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Figure 3.7: The average temperature, T, and modulated temperature, δT, versus
time for a typical TM-DSC measurement at 5K/min with a modulation of 1K/min.
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Figure 3.8: TM-DSC data for the total, reversing, and non-reversing heat
capacities obtained by cooling at 5K/min and with a modulation of 1 K/min.
Notice that the total heat capacity is decreasing at high temperatures due to a
process in the non-reversing component, while reversing component has a constant
slope above and below the glass transition.
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Therefore, to accurately track changes in the glass transition (the transition step
height, mid-point of transition, or absolute values of the specific heat) of polymers,
we are solely interested in the reversing component from TM-DSC.

3.6

Dielectric Spectroscopy (DS)

Dielectric spectroscopy (DS) is technique that uses an external electric field to
determine the dielectric response of material. This technique is particularly useful
for studying the dielectric response of molecular liquids and polymers with strong
dipole moments or asymmetric structures. The external electric field which will
cause a rotational reorientation of the dipolar molecule (or polymer side group)
in order to align with the electric field. Therefore, the reorientational dynamics of
molecules can be studied by measuring the frequency dependence of the dielectric
response to an oscillating electric field. This concept also applies to ionic molecules
and ion transport properties can be measured but will not be covered in this
Dissertation.

3.6.1

Instrumental Details

The dielectric spectroscopy measurements are recorded by a Novocontrol Concept
80 device. Figure 3.9 illustrates the electrical schematic for this device. For the
purposes of this dissertation, all measurements were carried out in a parallel plate
capacitor configuration.
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Figure 3.9: The electrical schematic for the Novocontrol Concept 80 setup in the
parallel plate configuration. Image reproduced from [16].
Dielectric spectrometers measure the dielectric response of a material to an
electric field as a function of frequency and is often expressed in terms of complex
permittivity, ∗ (ω). However, since we cannot directly measure ∗ (ω) it is calculated
from the complex impedance, Z ∗ (ω).
In the simpliest configuration, the device applies a sinusodial voltage across the
capacitor and determines the current through the sample, IS , by the voltage drop
across, U2 , a test resistor, R, and measures the Z ∗ (ω) of the sample as shown in
Figure 3.9.
We can express Z ∗ (ω) in terms of all measured quantities by:
 ∗

US∗ (ω)
U1∗ (ω) − U2∗ (ω)
U1 (ω)
=
=R
−1
Z (ω) = ∗
IS (ω)
U2∗ (ω)/R
U2∗ (ω)
∗

To obtain ∗ (ω), we relate the Z ∗ (ω) to the complex capacitance, C ∗ (ω), in
terms of the measurable quantities.
1
C (ω) =
=
iωZ ∗ (ω)
∗


 ∗
−1
U1 (ω)
iωR
−1
U2∗ (ω)

(3.11)

The final step is relating the complex capacitance to the complex permittivity
by the simple expression ∗ (ω) = C ∗ (ω)/C0 , where C0 is the capacitance of the
empty cell.
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∗



 (ω) =


iωRC0

−1
U1∗ (ω)
−1
U2∗ (ω)

(3.12)

Dielectric spectroscopy provides a wealth of information like complex impedance,
conductivity, electric modulus, and capacitance, however only the real and
imaginary permittivity representations will be discussed for the purposes of this
Dissertation.

3.6.2

Theory of Dielectric Spectroscopy

Electrostatics
In electrostatics, an electric field applied to a dielectric medium will induce a
macroscopic polarization, P, which can be directly related to the permanent
microscopic dipole moments, µi , of a given volume by:

P=

1 X
µ + P∞
V i i

(3.13)

where P ∞ accounts for all other processes besides orientation polarization of permanent dipole moments such as electronic and atomic polarization. Furthermore, if
the system consists of only one kind of dipole moment, eq. 3.13 can be written as:

P =

N
hµi + P ∞
V

(3.14)

where N is the total number of dipoles and hµi is the average dipole moment. By
assuming that dipole-dipole interactions and local electric fields do not strongly
affect the macroscopic polarization we can calculate the contribution of the average
dipole moment to the overall polarization. By Boltzmann statistics we can express
the average dipole moment as the following:
R
hµi = R4π

)dΩ
µ exp ( kµ·E
BT

exp ( kµ·E
)dΩ
4π
BT
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(3.15)

Since the energy associated from a dipole interacting with the electric field is U =
)dΩ term yields the probablity of a dipole moment having an
−µ · E, the exp ( kµ·E
BT
orientation from Ω to Ω + dΩ. However, only the dipole moments oriented parallel
to the applied electric field will contribue to the polarization (i.e. U = −µE cos θ).
Therefore, at sufficiently small values of U relative to the thermal energy eq. 3.15
simplfies to:
µ2
E
3kB T

(3.16)

µ2 N
E + P∞
3kB T V

(3.17)

hµi =
and we can now rewrite eq. 3.14 as:
P =

We can relate the polarization to the dielectric permittivity, , of an isotropic
dielectric medium by P = 0 ( − 1)E and eq. 3.17 becomes:
( − 1)0 E =

µ2 N
E + (∞ − 1)0 E
3kB T V

(3.18)

or
∆ = s − ∞ =

1 nµ2
30 kB T

(3.19)

where n is the number density of dipole moments and s is the static permittivity.
Equation 3.19 gives for the difference in permittivity, or dielectric strength,
of the dipolar reorientation process that is associated with the applied electric
field. This relation connects the macroscopic polarization to the molecular dipole
moments and their reorientation process when perturbed by an electric field.
However, it is important to remember the two assumptions for this equation to be
valid: (1) dipole-dipole interactions and (2) local electric fields or screening effects
are negligible.
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Linear Response Theory
So far we have only considered a system under a static field and need to develop
our understanding for time-dependent perturbations. For a given system, an
external perturbation, x(t), can be applied and the system will give a response,
y(t). By assuming the perturbation is in the linear regime, or that the two
perturbations are equal to the sum of two reactions, and time causality, that
only previous perturbations contribute at some time, t, the response y(t) can be
described by the following:
t

Z

J(t − t0 )

y(t) = y∞ +
−∞

dx(t0 ) 0
dt
dt0

(3.20)

where J(t) is the memory function of a material that can be measured by the
time dependent response to an external perturbation (such as a step-like perturbation like the Dirac function). Assuming a Dirac function for the perturbation,
dx(t)
dt

= x0 δ(t) yields:

J(t) =

y(t) − y∞
x0

(3.21)

By partial integration, it can be shown that equation 3.3 can also be expressed
as:
∞

Z
y(t) = y∞ +
0

J(t0 )
x(t − t0 )dt0
dt0

(3.22)

where y∞ is the response for very long times and is not due to relaxation processes.
Within the framework of linear response theory, x(t) and y(t) form a pair of
conjugated variables and can be inverted if they are linear:
Z
x(t) = x∞ +
0

∞

G(t0 )
y(t − t0 )dt0
0
dt
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(3.23)

Depending on if the response of the system, y(t), is an extensive or intensive
quantity, the memory function J(t) is regarded as a generalized compliance and the
time dependent process is called a retardation or G(t) is a generalized modulus and
the time dependent process is called a relaxation, respectively. These two functions
are related to each other by:
Z

∞

δ(t) =

J(t − t0 )G(t0 )dt0

(3.24)

−∞

In the stationary state, one can determine the generalized complex susceptibility, J(ω), from an external periodic perturbation x = x0 exp(−iwt) and find that:
∗

0

∞

Z

00

J (ω) = J (ω) − iJ (ω) = J∞ −
0

dJ(τ )
exp−iωt dτ
dτ

(3.25)

and a corresponding expression for the generalized complex modulus,

∗

0

Z

00

G (ω) = G (ω) − iG (ω) = G∞ −
0

∞

dG(τ )
exp−iωt dτ
dτ

(3.26)

Furthermore, from eq. 3.24 we can show that

G∗ (ω)J ∗ (ω) = 1

(3.27)

is valid for both the generalized compliance and generalized modulus in the
frequency domain.
For dielectric spectroscopy, where an electric field is used as a periodic perturbation (x(t)) and the polarization of the material is the material response (y(t)), the
complex permittivity, ∗ (ω) will be discussed at length and represents the complex
compliance, J ∗ (ω).
Electrodynamics
As discussed above, the frequency–dependent complex permittivity of a material
can be determined from dielectric spectroscopy from eq. 3.12 or more simply put as
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∗ (ω) =

C ∗ (ω)
= 0 (ω) − i00 (ω)
C0

(3.28)

where C0 is the capacitance of the empty capactior cell.
The external perturbation used in dielectric spectroscopy is a sinusodial electric
field, E ∗ (ω) = E0 exp (iωt), with a sufficiently low field strength (E0 < 106 V/cm).

Figure 3.10: An example of a material’s time–dependent polarization response to
an applied electric field. Image reproduced from reference [17].
According to linear response theory, the material becomes polarized in response
to the electric field. The time dependence of the polarization or retardation is
illustrated in Figure 3.10 (in the time-domain) and can be shown to be similar to
eq. 3.13.

P (t) = P∞ +

E(t)0
(ω)

(3.29)

By using the Fluctuation-Dissipation theorem, the transient polarization
fluctuations in the absence of an electric field or under an applied electric field are
related by the autocorrelation function,

ψ(t) =

< ∆P (0)∆P (t) >
< ∆P (0)2 >

(3.30)

where ∆P0 is the value of polarization fluctuations at t = 0 and ∆P (t) are
the fluctuations of the polarization about the average value for some time. The
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autocorrelation function of polarization fluctutations can be shown to be related
to the complex permittivity by a one-sided Fourier transform (eq. 3.30).[? ]
∗ (ω) − ∞
=
s − ∞

∞

Z

−iωt



exp
0


d
− ψ(t) dt
dt

(3.31)

Where the derivative of the autocorrelation function, − dtd ψ(t), is essentially
the transient current decay that occurs after the system reaches steady state and
the electric field is removed (or Depolarization in Figure 3.10). Furthermore,
the fluctuation of dipolar polarizations in a given material can be determined by
inverting eq. 3.28 and expressing the autocorrelation function in terms of the real
or imaginary parts of the complex permittivity.
The most simple relaxation processes would be a purely exponential process,
otherwise known as a Debye relaxation, in which dipoles are solely independent and
do not intertact with neighboring dipoles. Therefore, the autocorrelation function,
ψ(t), for the polarization of a purely exponential processes would follow the form
of exp(− τtD ), where τD is the Debye relaxation time. This simplfies eq. 3.31 to the
following:
∗ (ω) − ∞
=
0 − ∞

Z

∞
−iωt

exp
0



1
− t
exp τD
τD


dt

∗ (ω) − ∞
1
ωτD
1
=
−i
=
2
2
2
2
∆
1 + ω τD
1 + ω τD
1 + iωτD
∗ (ω) = ∞ +

∆ωτD
∆
−i
2
2
1 + ω τD
1 + ω 2 τD2

(3.32)

(3.33)

(3.34)

Where the respective real and imaginary components can be expressed simply as:
0

 (ω) = ∞ +
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∆
1 + ω 2 τD2

(3.35)

00

 (ω) =

∆ · ωτD
1 + ω 2 τD2

(3.36)

However, this is for the ideal case of a purely exponential relaxation–which rarely
occurs in nature. Molecular liquids and polymers that exhibit ideal glass forming
properties are best described by several non-exponential or stretched relaxation
functions such as Cole-Cole, Cole-Davidson, or Havriliak-Negami equations.
These empirical equations are modified versions of the Debye equation (eq. 3.36)
and utilize stretching exponents to help capture the asymmetric and symmetric
broadening often observed in dielectric spectroscopy.
The most versatile of the three relations is the Havriliak-Negami (HN) equation,
since it accounts for both symmetric and asymmetric spectral broadening,

∗ (ω) = ∞ +

∆
(1 + (iωτHN )γ )β

(3.37)

where γ and β are the symmetric and asymmetric stretching exponents, respectively.

3.6.3

Types of Relaxation Phenomena

The measured dielectric spectra of molecular liquids and polymers will show many
different relaxation features. However, the physical meaning of these relaxations
will depend on how the dipoles are arranged along the backbone of the polymer
chain. There are three main categories for dipole distributions for polymer chains
(Fig 3.10): type-A, type-B, and type-C polymers. Typically, if the dipole moment
is directed along the backbone of the chain, a strong relaxation process will be
observed in the dielectric spectra corresponding to the end-to-end re-orientation
or relaxation of these dipoles. Therefore, the chain relaxation process of typeA polymers can be measured by dielectric spectroscopy. For type-B polymers,
the dipole moment is oriented perpendicular to the backbone and therefore will
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correspond to the reorientation or relaxation process of the polymer segments. In
the dielectric spectra, type-B polymers will show a relaxation that corresponds to
the motion of several polymer segments known as segmental relaxation. Finally,
type-C polymers also have a dipole distribution like type-B polymers–except with
an additional dipole on a sidegroup that also will have a much faster, secondary
relaxation process.
In reality, polymers exhibit combinations of all type-A, type-B, and type-C
relaxation features and can possess all three relaxation processes.

Figure 3.11: A cartoon of dipolar polymer chains and the possible distribution of
dipole moments. Type-A polymers have a dipole moment in along the direction of
the backbone of the chain while the moment of Type-B polymers is perpendicular
to the backbone of the chain. Type-C polymers have two dipolar moments like
Type-B polymers but with an additional dipole contribution on the chemical side
group. In reality, some polymers exibit properties of all types. [16]

Examples Relaxation Features
Figure 3.12 illustrates the way in which different relaxation features manifest
themselves in the real and imaginary permittivity of poly(propylene glycol) (a
polymer that is simultanously both a type-A and type-B polymer). The spectra
were measured at a constant temperature of 223.15K and with varying frequency of
the applied external field (VA.C. = 0.5V ). There are two prominent features in the
spectra of the real permittivity, 0 (ν): (1) a small step at low frequencies and (2) a
more dramatic step at 103 Hz. These features are better visualized in the imaginary
permittivity, 00 (ν), where they occur as peaks. These features are the relaxation
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processes corresponding to the chain relaxation (i.e., end-to-end dipolar relaxation)
and the segmental relaxation. The much faster process is related to the cooperative
motion of segments of the chain backbone since the oscillating electric field causes
them to reorient more rapidly than the reorientation of the end-to-end dipole of the
chain. The slower process corresponds to the chain relaxation. The feature at very
low frequencies is the motion of ions near steady state and hence is related to the
d.c. conductivity of the material.
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Figure 3.12: The frequency dependence for the real and imaginary parts of the
complex permittivity for poly(propylene glycol) to illustrate how polymer dynamics
are studied via dielectric spectroscopy.
The most interesting aspect of glass forming materials is the fact that these
relaxation features can be studied as a function of different temperatures and
times through the time-temperature superposition principle. Therefore, the
frequency-dependent spectra measured in isothermal conditions will not vary as the
temperature of the material is changed. This essentially allows the experimentalist,
whom is limited to measure in a certain frequency range, to observe the relaxation
features as a function temperature. As shown in Figure 3.13, the segmental and
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chain relaxation proceses can be observed and analyzed at different temperatures in
both representations of permittivity.
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Figure 3.13: The real and imaginary parts of the complex permittivity for
poly(propylene glycol) at different temperatures above the glass transition
temperature.
The above mentioned relaxations are occuring in the material while the
temperature is above the glass transition temperature, Tg . Many polymers with
type-C properties also show faster, secondary relaxations once the polymer has
become a glass (below Tg , commonly defined as when segmental motions becomes
slower than 100 seconds). Figure 3.13 shows a type-C polymer that exhibits
a strong secondary relaxation, referred to as a β-relaxation, below Tg . These
secondary relaxations are much less sensitive to changes in temperature than
segmental relaxations and consist of a broad distribution of relaxation times (∼7
orders of magnitude in Fig. 3.13) and are discussed in more detail in Chapter 2.

3.6.4

Detailed Analysis of Relaxation Phenomena

The extraction of quanitative parameters from dielectric spectra can easily be
accomplished by fitting the spectra with a linear combination of HN-functions (eq.
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3.37). Typically, the easiest method is to fit the real and imaginary permittivity
separately, where the latter is much easier to interpret than the former.
For the spectra shown in Figure 3.14, the data can be fit by the summation of
two HN-functions and a power-law for D.C. conductivity.

 (ω) = −Im
00

∆1
∆2
σ0
+
+
HN γ1 β1
HN γ2 β2
iω0
(1 + (iωτ1 ) )
(1 + (iωτ2 ) )


(3.38)

The exact mathematical relations that are used to fit the data are described in
detail within reference 21 on page 62.[16]
Figure 3.14 demonstrates the results from the additive fitting procedure as
well as decomposes the individual contributions of each relaxation process to the
overall spectra. The integrated area under each curve corresponds to the dielectric
strength of the process, ∆. The α and β parameters characterize the symmetric
and asymmetric broadening of the dispersion peaks. For example, the segmental
relaxation in this polymer has γ1 = 0.8 and β1 = 0.5 while the chain relaxation is
much more asymmetric with γ2 = 0.5 and β2 = 1.0.
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Figure 3.14: The analysis of the imaginary permittivity using a linear
combination of two Havriliak-Negami functions and a power-law for the D.C.
conductivity term to extract relaxation information.
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Other than the dielectric strength or the dispersion of the relaxation, the
average time scales of the processes are the most important parameter when
considering the glass transition temperature of a material. The mean relaxation
time, τmean , is related to τHN by the following relation:

τmean = τHN

πγβ
sin 2(β+1)

γ −1
(3.39)

πγ
sin 2(β+1)

The τmean is used to characterize the mean peak position for relaxation features
that are fit by HN functions.
Once the spectra are analyzed by the appropriate fitting functions over all
temperature values of interest, one can follow the temperature dependence of the
relaxation times. Figure 3.15 plots the temperature dependence of the chain and
segmental relaxation times as a function of inverse temperature. The time scale
of both relaxations increase in a non-Arrhenius manner (i.e. non-linear on a semilog scale) as the temperature is cooled towards the glass transition temperature.
Since the glass transition temperature is an ill-defined quantity in general, dielectric
spectroscopists define it as the temperature at which the segmental relaxation
reaches 100 seconds (or log10 τs = 2).
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Figure 3.15: The relaxation times obtained for the chain and segmental
relaxations of poly(propylene glycol) as a function of inverse temperature obtained
by Havriliak-Negami analysis. The dotted lines are Vogel-Fulcher-Taumann fits.
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3.6.5

Maxwell-Wagner-Sillars Polarization effects

There are other processes that appear in the dielectric spectra of soft materials
related to long-lived polarization effects such as electrode polarization and MaxwellWagner-Sillars (MWS) polarization. The phenomena of electrode polarization is
much more relevant to ionic systems and will not be discussed in any capacity.
However, MWS polarization is very relevant to much of the presented work in this
Dissertation and will be briefly discussed here.

Figure 3.16: Dielectric relaxation data for glycerol at a temperature T = 298 K
obtained with standard filling procedure. Blue solid diamonds and red dots show
’ and ”, respectively. Yellow open diamonds are estimated via the derivative of ’
and the dashed curve represents the conductivity peak of the modulus, M”, scaled
arbitrarily. Image reproduced from [18]
MWS polarization occurs due to the differences in conductivity and permittivity
of a multi-component material (such as a layered structure or filled polymer).
However, as shown in Fig 3.16, this phenomenon has been shown occur in simple
molecular liquids where microscopic air bubbles can also cause differences in the
permittivity. Typically, the MWS polarization manifests itself as a large peak in
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the dielectric loss spectra, ”, and occurs near the frequency at which ’ = ” in
magnitude. Given that the experimentalist knows the geometry in which the twophase material (layered domains, spheres, cylinders) the time scale and magnitude
of the effect for simple scenarios can be accurately estimated. More specific details
about MWS effects are discussed in Chapter 5.
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Chapter 4
The Influence of Interfacial
Interactions on the Glass
Transition Temperature of
Polymer Nanocomposites
In this chapter, the influence of different oxide nanoparticles on segmental and
chain dynamics of poly(2-vinylpyridine) is studied. While a significant change in
rheological properties is observed with nanoparticle loading, the glass transition
temperature, the segmental mobility, and fragility are only slightly affected. These
results are discussed in the context of recent controversies in studies of polymer
nanocomposites and polymer thin films.

4.1

Introduction

One of the key properties of amorphous polymers is the glass transition
temperature, Tg , which governs almost all transport properties in polymer systems.
It is expected that the interactions of polymers with NPs may lead to changes in
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Tg of the polymer nanocomposites. Numerous authors have discussed the effects of
nanoparticles (NPs) on the Tg which is directly related to the segmental relaxation
in polymeric materials.[11, 34] In recent years, experiments have indicated that the
nature of polymer-NP interactions (whether attractive or repulsive) can influence
the Tg of PNCs by enhancing or hindering polymer segmental mobility.[20, 21, 56]
It is expected that strong, attractive interactions between the polymer and NPs
result in a so-called interfacial layer with reduced segmental mobility in the vicinity
of NPs.[58, 61] In a previous study by Rittigstein and Torkelson, interfacial effects
in PNCs were investigated and changes of Tg up to 10 K observed in PNCs with
NP loadings of only 0.4 and 0.6 volume percent (vol%).[22] Additionally, Rittigstein
et al.,[13] and Bansal et al.,[12] have qualitatively studied the equivalence between
polymer thin films and PNCs, in which polymer films of different thicknesses were
compared directly to PNCs with similar interparticle spacing. The authors stressed
strong similarities in both situations.
However, other studies indicate that PNCs exhibit less pronounced changes in
the segmental dynamics than thin films. For example, Moll and Kumar observed
only slight shifts of Tg (∼6 K) in well dispersed PNCs even at NP concentrations
as high as 60 weight percent (wt%).[20] In a separate study, Harton et al., also
found that the Tg of P2VP increased by a mere 5 K with Silica NP loaded at 62
wt%.[21] These discrepancies are similar to those in the literature of thin polymer
films, in which some authors observe similar deviations in Tg with substrate and
thickness dependences,[7, 12, 62, 63] while other authors observe little or no
changes.[43, 64] It has been suggested that such discrepancies have little to do with
strong interfacial or confinement effects but are more likely due to preparation
methods, ambient humidity, and inadequate annealing times.[43, 64] Therefore,
systematic experimental studies are necessary to resolve the current controversy
and unravel the role of nanoparticle interactions on the interfacial dynamics as well
as the overall polymer dynamics and, ultimately, establish an efficient strategy for
tuning the specific polymer dynamics for various applications.
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In this chapter, broadband dielectric spectroscopy, rheology, and differential
scanning calorimetry are employed to systematically investigate the influence of
inorganic oxide nanoparticles (titania, alumina, magnesia, and silica) at very high
NP concentrations on the dynamics of poly(2-vinyl-pyridine). A detailed analysis
reveals that the average Tg increases by only 2–3 K even for NP concentrations
as high as 60 wt%, indicating that the interfacial dynamics are weakly affected.
Additionally, in contrast to recent theoretical predictions, the fragility of the
polymer nanocomposites does not change significantly with the addition of
nanoparticles.

4.2

Experimental Section

Poly(2-vinyl-pyridine) (MW = 97K, MW /MN = 1.07, Tg = 368 K) was purchased
from Polymer Source. Spherical titania (T iO2 ), magnesia (M gO), silica (SiO2 ),
and alumina (Al2 O3 ) NPs (Average particle size = 20 nm) were obtained from U.S.
Research Nanomaterials and MkNano, inc. All materials were used as received.
It appears that all received NPs were strongly aggregated (see characterization
methods below). To ensure a well-dispersed PNC, solution mixing and rapid
precipitation was employed. The polymer and NPs were separately dissolved with
dimethylformide and bath-sonicated for thirty minutes. The two solutions were
mixed and sonicated again for thirty minutes. Afterwards, the solution was slowly
precipitated at the interface of a hexane and water (50:50) mixture, recovered
and transferred to a vacuum oven where they were kept for at least 3 days at
150 C to remove the residual solvent. The samples were hot pressed at 150 C by
placing PNC between Mylar sheets and using heated hydraulic press, resulting
in films thicknesses of approximately 100 m. A total of four sets of samples were
prepared using this method, including four different oxide nanoparticles at four
concentrations (0.1, 1, 10, 60 wt%).
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Thermodynamic gravitational analysis (TGA) was performed using Q50 (TA
Instruments) to verify the NP weight percent. TGA was conducted from room
temperature to 550C under a nitrogen atmosphere at a rate of 10 K/min. For
high loading PNCs (60 wt%), the expected weight percent was only achieved
for Titania. After precipitation, the alumina and magnesia samples prepared at
60 wt% were found to be 47 wt% and 33 wt%, respectively. The silica sample
prepared at 60 wt% did not result in the desired nanoparticle loading. The loss in
nanoparticle loading for the samples is due to a large percentage of nanoparticles
staying in the solvent phase during the precipitation. In the analyses the NP
loading the measured by TGA loading is used. Moreover, hereafter the volume
percentage (vol%) of NPs with respect to the polymer matrix is used instead of
mass percentage, to better compare the different oxide nanoparticles with different
densities.

4.3

Characterization Methods

Figure 4.1: SEM images for (a) P2VP/T iO2 (3 vol %) and (b) P2VP/T iO2 (28
vol %) used to characterize the quality of T iO2 nanoparticle dispersion. Image
reproduced from reference [19].
Scanning electron microscopy (SEM) was used to assess the quality of nanoparticle
dispersion from the solution mixing and precipitation method. Figure 4.1 illustrates
the quality of dispersion in the Titania PNCs at 3 and 28 vol% respectively.
62

Analysis shows aggregates of Titania NPs. However, the dispersion of aggregates
is reasonably homogenous across the sample area. From TEM we estimate the
average size of these aggregates to be approximately 100-150 nm in diameter.
Dynamic light scattering (DLS) was employed to estimate the initial hydrodynamic
radius and polydisperity of our NPs. It appears that even after sonication of
the NPs their average particle size in a solution is approximately 100 nm with
a polydispersity of ±10 nm. This analysis indicates that our dispersion method
worked very well but the nanoparticles were aggregated prior to solution mixing
and precipitating the PNCs.
Differential scanning calorimetry (DSC) measurements were performed with
a Q1000 (TA Instruments). In all measurements the same temperature range of
300 – 430 K was probed at a rate of 5 K/min. All measurements were done under
a nitrogen atmosphere. The glass transition temperature was determined from
the heat capacity inflection point via the TA Universal Analysis 2000 software.
Examples of DSC diagram for a few samples with different nanoparticle loading are
presented in Figure 4.2.

63

Figure 4.2: DSC thermograms for P2VP and P2VP/T iO2 nanocomposites
illustrating the glass transition step and its dependence on the nanoparticle loading.
Image reproduced from reference [19].
Small-amplitude oscillatory shear measurements of PNCs were carried out on
an AR2000ex rheometer (TA Instruments). The experiments were performed in
parallel plate geometry using 8 mm plates. The temperature was controlled by an
environmental test chamber with nitrogen as the gas source.
Broadband dielectric spectroscopy (BDS) measurements were performed
with an impedance analyzer from Novocontrol (Alpha analyzer) and the sample
temperature was controlled by a Novocontrol Quatro Cryosystem with a stability
of ± 0.2 K. Prior to measurements the samples were annealed at 400K under a
nitrogen atmosphere to ensure thermal equilibrium was achieved. We annealed our
samples in the dielectric sample chamber and measured the response as a function
of time until the real and imaginary permittivity became constant for a given
frequency. The measurements were performed in the temperature range from 490 –
240 K in the frequency range of 10−1 to 106 Hz. Examples of dielectric loss spectra
are shown in Figure 4.3. The segmental relaxation process and the DC conductivity
contribution can clearly be seen at higher temperatures with a broad secondary
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Figure 4.3: Dielectric loss spectra for neat P2VP and P2VP/T iO2 nanocomposite
versus frequency at different temperatures for a qualitative comparison of the
effects of high loading on segmental dynamics. Image reproduced from reference
[19].
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relaxation process clearly resolved at lower temperatures. The secondary relaxation
processes is out of the scope for the present work and will not be discussed in the
current article.

4.4

Results and Discussion

Let us begin our discussion with the influence of nanoparticles on segmental
dynamics. It is expected that bare oxide nanoparticles experience attractive
interactions with P2VP between the nitrogen atoms of the polymer with hydroxyl
groups on the surfaces of the oxides.[65, 66] The spectral shape of the segmental
relaxation peak broadens with addition of nanoparticles, especially at higher
loading. This might reflect broader distribution of relaxation times due to more
heterogeneous environment of segments. However, further discussion of these
broadening effects is not within the scope of this chapter and a detailed analysis of
the spectral shapes shall be discussed in the proceeding chapters. The temperature
dependence of the segmental relaxation rates estimated from the dielectric
measurements is shown in Figure 4.3.
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Figure 4.4: Temperature dependence of relaxation rates for the segmental
relaxation for neat P2VP and P2VP/T iO2 nanocomposites (0.03, 0.3, 3, & 28
vol%). (As obtained from Havriliak-Negami fits). Inset: relaxation rates for
Titania (28 vol%), Magnesia (14 vol%), Silica (5 vol%), and Alumina (21 vol%)
nanocomposites at their highest respective loading. Image reproduced from
reference [19].
The presence of T iO2 nanoparticles has no significant effect on the segmental
dynamics of P2VP even at high loadings. This result is not unique to T iO2 -based
nanocomposites. The segmental relaxation rates, ωα , for P2VP composites with
SiO2 , M gO, and Al2 O3 NPs at their highest loading (∼15-30 vol %) are shown in
the inset of Fig 4 and reveal a similar trend. A careful analysis indicates a slight
reduction (factor of 2) in the relaxation rates at lower temperatures implying a
suppression of segmental mobility. This effect is expected for attractive interfacial
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interactions and has been reported in the literature by many authors[20, 21, 67]
and predicted by simulations.[11, 34] However, our results are in contrast to studies
of the impact of silica and alumina nanoparticles on the dynamics of P2VP, which
report changes in Tg by more than 10 K.[13, 22]

Figure 4.5: Spectra of the real and imaginary components of the shear modulus
for P2VP and P2VP/T iO2 nanocomposites (unfilled, 3, 10, and 28 vol% T iO2 ) as
a function of scaled frequency (obtained using time-temperature superposition).
Inset: Horizontal shift factors for each TiO2 polymer nanocomposites. Image
reproduced from reference [19].
The linear viscoelastic properties of the PNCs were determined using dynamic
mechanical measurements. Unfortunately, the segmental dynamics measured by
commercial rotational rheometers are often complicated by the contribution from
instrument compliance and therefore are excluded from our current discussion.[68]
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However, the influence of nanoparticle loading on the chain dynamics of P2VP can
be studied well. The time-temperature master curves for storage and loss modulus
of neat P2VP and P2VP/T iO2 nanocomposites are shown in Figure 5. The master
curves were constructed by using the horizontal shift factor, aT , as shown in the
Figure 5 inset. Neat P2VP shows the typical response of an entangled linear
polymer with the expected terminal relaxation at the low frequency end of the
spectrum. Samples with NP loading of 10 and 28 vol% exhibit a lack of the flow in
the low frequency region due to the formation of large-scale nanoparticle network.
In the intermediate frequency region, the usual filler reinforcement takes place. The
temperature dependence of the horizontal shift factor, aT , is essentially identical
for all the samples, except for the 28 vol%, where a slight difference is observed at
low temperatures. The temperature dependence of aT qualitatively agrees with the
temperature dependence of segmental relaxation times. The results presented imply
that NPs do not slow down significantly the overall chain and segmental dynamics,
despite significant changes in the low-frequency mechanical response.
The most interesting question becomes: why do oxide NPs have rather weak
effect on segmental dynamics in our case? Numerous studies of the interfacial
effects on segmental mobility present a wide array of conflicting experimental
results–some with large changes in Tg and others with negligible changes. A
comprehensive review on the subject has been compiled by Robertson and
Roland.[60] It is not easy to identify the source of these discrepancies because the
large amount of variables involved: quality of nanoparticles, samples preparation,
NP dispersion and aggregations, as well as annealing procedures, among others. Tg
and fragility index (m) are the two key parameters employed to characterize the
polymer segmental dynamics. By convention, Tg is assigned to the temperature
at which the structural (segmental) relaxation time reaches 100s. In addition to
the Tg , the fragility index, as previously described in chapter 2, quantifies how
strongly the temperature dependence of segmental relaxation time deviates from
an Arrhenius behaviour. Recent theoretical studies predict that the fragility of a
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Figure 4.6: The effect of nanoparticle species and loading on the (a) change
in Tg from DSC relative to neat P2VP, TgDSC = 371 K; (b) change in Tg from
dielectric spectroscopy relative to neat P2VP, TgBDS = 366 K; and (c) the fragility
index from BDS. Half-filled squares denote Titania NP, half-filled circles denote
Magnesia NP, half-filled upright triangles denote Alumina NP, and half-filled right
triangles denote Silica NP. Dashed line represents the fragility of neat P2VP. Image
reproduced from reference [19].
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polymer should change with the addition of nanoparticles.[11, 34] In particular,
nanoparticles with attractive interactions were predicted to increase the Tg and
fragility of the host polymer.
Our analysis of DSC results (Figure 4.6a) reveals the expected increase in Tg
for attractive nanoparticles. However, the observed increase is rather weak even
at high NP loadings (15-30 vol %) for all nanoparticles. To estimate Tg from BDS
measurements, we fit the segmental relaxation rates in Figure 4.4 by the VogelFulcher-Tammann (VFT) equation, ωα = 1/τα = ω∞ exp[(−B)/(T − T0 )] , where
ω∞ , T0 , and B are fitting parameters. Tg values were estimated as the temperature
at which ωα = 10−2 rad s−1 . Once again only weak increases in Tg relative to neat
P2VP (Figure 4.6b) are observed, in agreement with the DSC data. Dielectric data
provide also estimates of fragility and reveal no changes in m within the error-bars
(Figure 4.6c) for all types of oxide nanoparticles and their respective loadings.
Observation of such small changes in Tg agrees with the recent results by Kumar
and co-workers[21] that also find only ∼5 K increase in Tg of P2VP even at 62.5
wt% silica NP with diameter of 15 nm. Significantly larger effects, ∆Tg , have been
reported in ref. [13] for P2VP with ∼0.4 vol% (∼0.9 wt%) of 10-15 nm diameter
silica nanoparticles; and ∆Tg ∼17 K has been reported by the same group [22] for
P2VP with ∼4 vol% (∼16 wt%) of alumina nanoparticles (diameter of 47 nm).
The NP surface area (i.e., size of NP) could play an important role in the
resulting polymer dynamics by changing the area of the polymer/nanoparticle interface with NPs of different diameters; however we will not discuss the dependence of
dynamics on NP diameter and consider the NPs with a fixed diameter and varying
the NP concentration.
To directly compare all these results we estimate the effective confinement effect
introduced by the nanoparticles. Assuming homogeneous dispersion of NP, one can
estimate the distance between nanoparticle surfaces (or interparticle spacing) using
the equation:
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Figure 4.7: Change in Tg estimated using BDS measurements as a function of
effective interparticle spacing, h∗ within our polymer nanocomposites estimated
by eq. 4.1. (a) Tg deviations for Titania and Magnesia PNCs as a function of
interparticle spacing by assuming a diameter of 150 nm. (b) Tg deviations for Silica
PNCs from literature compared to our results as a function of h∗ . Empty squares,
circles, and triangles are from references [20], [21], and [13], respectively. (c) Tg
deviations for alumina PNCs from reference [22] directly compared to our results as
a function of h∗ . Image reproduced from reference [19].
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where ψ is the polymer volume fraction, ψm is the maximum particle packing
fraction (can be assumed ∼0.7 for hard spheres) and D is the diameter of the
nanoparticle.[40] This will provide ∼70 nm distance for P2VP with 0.4 vol% of
15 nm silica NP used in [17], ∼75 nm for P2VP with 4 vol% of 47 nm alumina
NP used in [18], and ∼5.3 nm for P2VP with 62.5 wt% of 15 nm silica NP used
in [21]. In case of our studies the particles with nominal diameter of ∼20 nm were
aggregated and according to DLS and TEM measurements had average size ∼100150 nm in diameter. Figure 4.7a presents ∆Tg as a function of h∗ for P2VP with
T iO2 NPs assuming their diameter 150 nm. It is obvious, that even in this case,
we reach confinement comparable to the length scale reported in [22] for P2VP
with silica and alumina nanoparticles, although in our experiments the changes in
segmental dynamics are significantly smaller (Figure 4.7b and 4.7c). It is possible
that the aggregation of our NPs could influence our results when compared to
reference [22], however, our results agree well with the changes in Tg reported in
[20, 21].
To the best of our knowledge, the dramatic changes in segmental dynamics of a
polymer host is not well understood and has only been qualitatively explained by
the picture of a region of lower mobility, or bound layer, surrounding nanoparticles.
Sargsysan et al.,[56] and Harton et al.,[21] have experimentally shown the thicknesses of such bound polymer layers are between 0.5–2 nm, which is comparable
to the length scale of the segmental dynamics. Based on this explanation and
estimates, it is difficult to expect the presence of nanoparticles to significantly affect
the segmental dynamics when the distance between them is greater than ∼50 nm.
There might be several reasons for the differences in our and [20, 21] data from
one side and data presented in [13, 22] from another side. One of them maybe the
difference in experimental techniques used. In our case and in the case of [20, 21]
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segmental dynamics have been directly probed by DSC and dielectric spectroscopy,
while authors of [13, 22] analyzed Tg using fluorescence of probe molecules. This
indirect method might have several complications and results will depend strongly
on position of the dye molecule in the heterogeneous nanocomposite sample, which
may be preferentially drawn to the polymer–NP interface.[69]

4.5

Summary

The influence of attractive nanoparticles on segmental and chain relaxation
in poly(2-vinyl-pyridine) was studied using broadband dielectric spectroscopy,
rheology, and calorimetry. Titania, alumina, silica and magnesia NP with average
sizes ∼20 nm and loadings of up to 28 vol% were used in these studies. Scanning
electron microscopy (SEM) and dynamic light scattering (DLS) data reveal that
NP formed aggregates with diameters ∼100–150 nm. As expected, rheological
measurements exhibit an increase of the shear modulus with nanoparticle loading.
In particular, an enhancement of modulus in the rubbery plateau region and
suppression of the terminal flow is observed. The analysis of the shift factor
indicates that the overall chain dynamics does not slow down significantly in the
presence of the nanoparticles. More surprisingly, the presence of nanoparticles has
little effect on segmental dynamics in all prepared PNCs even with NP loadings
up to 28 vol%. The segmental relaxation time decreases by a factor of two with
the addition of nanoparticles, leading to an increase in Tg by only ∼3K. It is
plausible that the large aggregates prevent the adequate confinement necessary to
observe dramatic changes in the Tg , however at such large NP loadings a larger
effect should be observed. The existing controversy in the known literature data
is emphasized by comparing our results to the reported changes in Tg for polymer
nanocomposite materials and furthermore it is proposed that the segmental
dynamics in these systems are weakly affected only at the surface of the NP.
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Chapter 5
The Effect of Interfacial
Interactions on Segmental
Dynamics in Polymer
Nanocomposites
The segmental dynamics of poly(2-vinylpyridine)/silica nanocomposites are investigated by temperature modulated differential scanning calorimetry and broadband
dielectric spectroscopy (BDS). The static structure and nanoparticle dispersion are
characterized by small angle X-ray scattering (SAXS) and transmission electron
microscopy. Both BDS and SAXS detect the existence of an interfacial polymer
layer on the surface of the nanoparticles. The results show that whereas the average
calorimetric glass transition temperature varies only weakly with nanoparticle
loading, the segmental mobility of the polymer interfacial layer is slower than the
bulk polymer by two orders of magnitude. A detailed analysis of BDS and SAXS
data reveal that the interfacial layer has a thickness of 4–6 nm irrespective of
the nanoparticle concentration. These results demonstrate that in contrast to the
previous understanding of polymer nanocomposites, the interfacial polymer layer is
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by no means a “dead layer”. However, its existence might provide some explanation
for controversies surrounding the dynamics of polymer nanocomposites.

5.1

Introduction

Several simulations have predicted that polymer/NP interactions (whether
attractive or repulsive) can greatly influence the glass transition temperature
(Tg ) of PNCs.[11, 34] However, as mentioned in the previous chapter, only a few
experiments have demonstrated that attractive polymer-NP interactions can
significantly increase the overall Tg of PNCs.[12, 13, 22] The mechanism responsible
for these dynamic changes has been attributed to the adsorption of polymer to the
NP surface, essentially immobilizing the polymer at the interface and ultimately
leading to formation of a so-called dead layer.[51, 52] However, as described in
Chapter 4, the formation of this dead layer still lacks an explanation for significant
changes in Tg at relatively low NP loading as the dynamics of the polymer in
between the NPs would have to be greatly affected on length scales comparable to
interparticle spacing (greater than 100 nm).[19]
The polymer near the surface of the NP, or interfacial polymer, is expected to
exhibit significantly different chain and segmental dynamics due to steric hindrance
and polymer/NP interactions. Many attempts have been made to characterize
the extent of the interfacial polymer layer, with estimates varying from 1–10 nm
from the surface of spherical nanofillers.[20, 21, 56–59, 70] However, some of these
estimates are dependent upon the assumption that the interfacial polymer is a dead
layer, i.e., completely immobilized with respect to the remaining polymer. Recent
studies investigating the local dynamics of the polymer chains in the interfacial
region via neutron scattering, broadband dielectric spectroscopy, and simulations
have determined that the dynamics are in fact not immobilized.[60, 61, 71] Instead,
these studies demonstrated that a wide distribution of segmental relaxation rates
exist in these interfacial regions. By controlling the chemistry of nanoparticles
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it should be possible to carefully tune the distribution of relaxation times in a
polymer around the nanoparticle, and at high loading of NPs it should possible
be to transform the polymer into an almost entirely interfacial material with
specific properties that are different from the neat polymer. Therefore, gaining an
understanding of the difference in dynamics of the bulk polymer and interfacial
polymer and specifically the interplay between them could be of great technological
importance.
In this chapter, temperature modulated differential scanning calorimetry
(TMDSC), broadband dielectric spectroscopy (BDS), small-angle X-ray scattering
(SAXS), and transmission electron microscopy (TEM) are used to investigate the
effects of silica NPs on the static and dynamic properties of poly(2-vinylpyridine)
(P2VP). This PNC was chosen as a model attractive polymer-NP system due to
the relatively strong hydrogen bonding between the polar P2VP and hydroxyl
groups on the surface of the silica NP. The presence of an interfacial polymer layer
is indicated by calorimetric and dielectric techniques as a systematic broadening
of the step in heat capacity at Tg and a corresponding apparent broadening of
the segmental relaxation process in the BDS spectra. A detailed analysis of the
dielectric spectra reveals that this apparent broadening cannot be accounted for
by changes in the shape of the segmental relaxation process alone. Instead the
changes of the BDS spectra can be accounted for by the emergence of a new, slower
relaxation process that corresponds to the interfacial polymer layer. Furthermore,
the static structure of the PNCs indicates the existence of a core–shell morphology.
The average thickness of the interfacial region was estimated to be approximately
3–6 nm from both static (SAXS) and dynamic (BDS) measurements.

5.2

Experimental Details

Poly(2-vinylpyridine) (MW = 97 kg/mol, MW /MN = 1.07, Tg = 368 K) was
purchased from Polymer source, Inc. Tetraethyl orthosilicate (TEOS, >95%),
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Ethanol, ammonium aqueous solution (30-33wt%), and Methyl ethyl ketone (MEK)
were purchased from Sigma Aldrich and were used without further purification.
Monodisperse colloidal silica nanoparticles (D = 30 nm) were synthesized by
the modified Stober method according to the previous reports.[72, 73] Different
concentrations of the nanoparticles in a water/ethanol solution were mixed with
P2VP in MEK. The mixtures were stirred for 1–2 hours, transferred into Teflon
mold, and then placed into a vacuum oven at room temperature and 1 mbar for 24
hours. To remove remaining solvent, temperature was raised to 80C and samples
were kept in a vacuum oven for an additional 48h. The resulting samples were
transparent.
Thermodynamic gravitational analysis (TGA) with a Q50 (TA Instruments)
confirms the final weight percent of the nanoparticles in all polymer nanocomposites.
For TEM measurements the samples were embedded in epoxy, cured overnight,
and subsequently microtomed with a Leica Ultra microtome EM UC7 using a
diamond knife at ambient conditions with resulting specimens having thicknesses
200 nm. TEM measurements were performed on Zeiss Libra 200 HT FE MC with
an operating voltage of 200 kV and an emission current of 230 mA.
TMDSC measurements were carried out on a Q2000 (TA Instruments),
calibrated by indium and sapphire standards, using standard TZero aluminum
pans. Samples were equilibrated at 473 K for 10 minutes and then cooled to 293
K at 10 K/min with a modulation of ± 1K/min.
BDS measurements were performed using a Novocontrol Alpha analyzer and the
sample temperature was controlled by a Quatro Cryosystem with a stability of ±
0.1 K. Prior to measurements the samples were annealed at 400K in the dielectric
sample chamber and the response measured as a function of time until the real and
imaginary permittivity became constant for any given frequency, which indicated
that thermal equilibrium was achieved. The measurements were performed in the
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frequency range of 10−1 to 107 Hz and all samples were measured twice to ensure
data reproducibility.
SAXS was performed with a Molecular Metrology instrument equipped with
a monochromatic X-ray source (Cu Kα, λ=1.54 Å), a pair of Kirkpatrick-Baez
micro-focusing mirrors, and a 2-dimensional position sensitive detector. The
sample-detector distance was 1.5 m with a q-range of 0.01 to 0.15 Å−1 . The x-ray
operating voltage was 45 kV with a current of 0.66 mA and the exposure time was
1 hour for each sample.

5.3

Results and Discussion

(a)

(b)

(c)

Figure 5.1: Transmission electron microscopy images of silica nanoparticles
embedded in poly(2-vinyl pyridine) (MW = 100 kg/mol) at 40 wt% silica to
demonstrate that the nanoparticles are well-dispersed in the polymer.
We first performed transmission electron microscopy (TEM) measurements to verify
the nanoparticles are (1) monodisperse and (2) uniformly distributed. In Fig. 5.1,
TEM images of a highly filled polymer nanocomposite (40wt%, 23vol% silica) are
shown to illustrate the well dispersed silica nanoparticles. The silica nanoparticles
are uniformly distributed across the entire sample even at length scales larger than
2 microns and have an average interparticle spacing of 15 nm, which corresponds
well to the estimated interparticle spacing for ideal spherical packing.[74]
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Figure 5.2: Small-angle X-ray scattering profiles of polymer nanocomposites
for various silica concentrations and corresponding fits obtained with a linear
combination of the Beaucage and coreshell models. For clarity, the curves are
arbitrarily shifted vertically to compare the structure.
Figure 5.2 shows the X-ray scattering profiles of the PNCs. The peak position
of q = 0.02 Å persists for all NP concentrations and corresponds to a distance of
31.5 nm, the diameter of our NPs. To quantitatively characterize the structure of
these nanocomposites, the scattering curves are fit to model scattering functions.
The data could not be fit to the scattering of dispersed spheres, indicating that
the structure of this nanocomposite cannot be described as spherical nanoparticles
homogeneously distributed in a continuous matrix. The scattering data did fit well
(Fig. 5.2) to a linear combination of the Beaucage[75, 76] and core-shell models.[77]
The core-shell model is chosen to model the silica nanoparticle (core) and the
interfacial bound polymer layer (shell), where the inclusion of the Beaucage model
allows us to account for any non-uniformity of the density of the shell and the
fact that the interface between the shell and the matrix is not sharp. From this
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analysis, the size of the interfacial polymer (i.e., shell) is found to be approximately
4-5 nm for all nanocomposites. The results also show that the interface between the
bound layer and matrix is fairly broad, exhibiting a Porod exponent of 3 (a sharp
interface has a Porod exponent = 4). These results therefore indicate that the
interfacial layer is not uniform, but exhibits a gradient in structure. This suggests
that the decrease in segmental mobility near the NP surface presumably changes
with the distance from the surface.
Having verified the quality of NP dispersion and structure in our PNCs, we then
measured the temperature dependent heat capacity, Cp , of each PNC via TMDSC.
Traditional DSC measures the heat flow from a material described by the following
relation, (dH)/(dt) = Cp (dT )/(dt) + f (T, t), where dH/dt is the total heat flow,
Cp is the heat capacity of the sample, dT /dt is the heating rate, and f (T, t) is the
kinetic term. We employ TMDSC in order to separate the reversing heat flow term,
Cp (dT )/(dt), and the non-reversing term, f (T, t) and use the reversing heat flow
term to accurately determine the heat capacity of the sample while avoiding kinetic
effects such as solvent evaporation, crystallization, and enthalpic recovery. From
this point on any mention of heat capacity or specific heat capacity will refer to the
reversing component.
The inset in Figure 5.3 illustrates the temperature dependent specific heat
capacity, cp , in the vicinity of the calorimetric glass transition temperature for the
neat polymer and PNCs. The overall specific heat capacity and the magnitude of
the glass transition step decreases with increasing NP loading which is due to the
lower specific heat capacity of silica. To quantitatively compare the specific heat
capacity of the remaining polymer fraction within the PNC, we have removed the
NP contribution with the following relation:

cpolymer
=
p

P
C P N C − cN
CP N C − CN P
p MN P
=
Mpolymer
Mpolymer
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(5.1)

Table 5.1: Selected fitting parameters from the linear combination of Beaucage and Core-shell models.
SiO2 (wt%, vol%)

5, 2.3%

18, 9%

28, 15%

40, 23%

52, 33%

Rg (Å)

125 ± 0.5

140 ± 0.3

160 ± 0.3

161 ± 0.5

182 ± 0.5

Porod exp.

3.05 ± 0.01

3.02 ± 0.07

3.32 ± 0.04

3.26 ± 0.03

3.07 ± 0.03

Shell (Å)

41.9 ± 0.2

43.2 ± 0.1

41.4 ± 0.3

46.7 ± 0.1

46.3 ± 0.1

Core Radius (Å)

89.5 ± 0.2

100.0 ± 0.1

121.9 ± 0.3

116.6 ± 0.1

125.1 ± 0.1

Core SLD (Å−2 / 10−5 )

2.068 ± 0.002 2.067 ± 0.001 2.070 ± 0.002 2.011 ± 0.001 2.153 ± 0.002

Shell SLD (Å−2 / 10−5 )

1.699 ± 0.001 1.383 ± 0.001 1.733 ± 0.001 1.69 ± 0.001

Matrix SLD (Å−2 / 10−5 )

1.415 ± 0.001 1.090 ± 0.001 1.406 ± 0.001 1.107 ± 0.005 1.109 ± 0.002
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1.531 ± 0.001

P
where CP N C and CN P are the heat capacities of the PNC and NP, cN
is the
p

measured specific heat capacity of silica, Mpolymer is the mass of the polymer
fraction, and MN P is the mass fraction of the filler. Using eq. 5.1 and subtracting
the NP contributions from the heat capacity curves, the cpolymer
curves are then
p
arbitrarily shifted on the y-axis to illustrate the changes in specific heat capacity
at the glass transition with increasing NP loading. As is seen in Figure 5.3, a
systematic broadening of the glass transition is observed with increasing NP
loading, while the magnitude of the glass transition step, ∆cp , remains essentially
constant and independent of NP concentration. A decrease in ∆cp with increasing
NP loading has been observed for some PNCs and was attributed to the interfacial
polymer being essentially immobilized relative to the bulk polymer. However,
a decrease in ∆cp is not observed for the presented P2VP PNCs, and instead
the glass transition step is significantly broadened. Since the calorimetric glass
transition process broadens without a clear decrease in glass transition strength
with increasing NP concentration, this indicates that the interfacial polymer
segments are not completely immobilized relative to the bulk in our system, but
they are instead slightly suppressed and likely possess a wide distribution of
segmental relaxation times. Even though the presence of the interfacial polymer
seems to significantly broaden the glass transition step, the Tg of the PNCs changes
only slightly, as shown in Table 5.2.
We employ broadband dielectric spectroscopy (BDS) to better understand the
effects of silica NPs on the polymer dynamics, specifically the changes in dielectric
strength, the segmental relaxation times, and Tg . Figure 5.4 presents the imaginary
part of the complex permittivity of polymer nanocomposites with increasing NP
concentrations measured at 400 K. The spectra are normalized with respect to
the secondary relaxation process, assuming that it is not affected significantly by
NPs.[78] The spectra clearly show a decrease in amplitude and broadening on the
low-frequency side of the segmental relaxation peak (Fig 5.4a). This is especially
obvious in the spectrum of the derivative of the real part (Fig 5.4b) which is not
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Figure 5.3: Specific heat capacity of the polymer fraction in the nanocomposites
(with the silica contribution removed) with different silica loading. The curves are
arbitrarily shifted to align at lower temperatures to illustrate the broadening of
the glass transition step. Dotted lines are guides for the eye. Inset: The measured
specific heat capacity curves for polymer nanocomposites, prior to accounting for
the silica contribution.
affected by the conductivity contribution at lower frequencies. For neat P2VP, a
single Havriliak–Negami (HN) function (eq. 3.37) and conductivity describes the
data well (Figure 5.4c). However, a single HN function is not sufficient to fit the
PNC data. So, we fit the imaginary part of the dielectric spectra by the additive
approach with two HN functions and a conductivity term (see page 55 and equation
3.38 for additional details):

 (ω) = −Im
00

∆2
σ0
∆1
+
+
(1 + (iωτ1HN )γ1 )β1 (1 + (iωτ2HN )γ2 )β2 iω0


(5.2)

where ∆ is the dielectric strength of the relaxation process, τ HN is the
Havriliak—Negami relaxation time, and the exponents γ and β describe the width
and asymmetry of the spectra, respectively. In addition, σ0 and 0 denote the D.C.
conductivity and the permittivity of free space, respectively.
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Figure 5.4: (a) Imaginary part of the complex permittivity normalized
with respect to the β-process versus normalized frequency of P2VP/SiO2
nanocomposites at 400 K. (b) Derivative of the real part of the complex
permittivity showing the emergence of a secondary process with NP loading. (c)
Normalized imaginary part of the complex permittivity of neat P2VP fit by a single
Havriliak–Negami function, and (d) P2VP/SiO2 (40wt%, 23 vol%) showing the
individual HavriliakNegami components, α1 , α2 , and dc conductivity at T = 400 K.
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Figure 5.4(d) shows the spectra of the 23 vol% SiO2 PNC, where two HN functions are necessary to accurately fit the data. The fitting of the dielectric spectra
of the silica composites was performed as follows. The stretching parameters γ
and β for the segmental relaxation process in the composites were taken to be
equal to those of neat P2VP and were kept constant during the fit procedure
regardless of the NP loading. The stretching parameters for the slow interfacial
relaxation process were initialized as being equal to those of the bulk-like relaxation
process and were allowed to vary. The ∆’s of the segmental and slow interfacial
relaxation processes were initialized according to volume fractions of silica and
polymer and then allowed to vary. The characteristic HN relaxation time for the
bulk-like segmental relaxation was initialized as that of the pure matrix and for
the slow interfacial process as a 100 times slower than the main segmental process,
both τHN ’s were set as free parameters during the fit procedure. The slower
relaxation, referred to as α2 , clearly increases in amplitude with an increase in NP
concentration. So, we ascribe it to the relaxation of the interfacial polymer at the
nanoparticle/polymer interface. The dynamics of the interfacial polymer layer are
usually thought to be highly suppressed. However, in the case of our P2VP/silica
nanocomposites, we observe the neat polymer segmental dynamics bifurcate into
two relaxation peaks, with one peak related to the bulk relaxation of P2VP and the
other most likely due to that of the interfacial polymer. Additionally, the sum of
∆1 and ∆2 for PNCs of all silica concentrations is found to remain constant and
equal to the dielectric strength of the alpha relaxation in pure polymer, indicating
that the decrease in ∆1 is accounted for by an increase in ∆2 . Thus, we find
evidence in the dielectric spectrum for an interfacial polymer region where the
segmental mobility is on average slower by ∼2 orders of magnitude relative to
that of the remaining bulk polymer. Since neither ∆T otal nor ∆cp of the polymer
decrease with increasing NP concentration, we conclude that there is no dead layer
of polymer in any of our PNCs but instead, a layer of reduced mobility at the
polymer-NP interface.
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Figure 5.5: Temperature dependences of relaxation times for P2VP/SiO2 (40
wt%) nanocomposite and their fit by the Vogel-Fulcher-Tammann (VFT) equation
with estimated values of Tg .
Figure 5.5 shows the temperature dependence of the interfacial and bulk
polymer relaxation times for the 23 vol% SiO2 PNC as well as the estimated
glass transition temperatures from the Vogel-Fulcher-Tammann (VFT) equation,
τα = τ0 exp (B/(T − T0 )), where τ0 , B, and T0 are fitting parameters and Tg
defined as the temperature at which τα = 100s. The interfacial polymer exhibits a
relaxation time that is approximately 2 orders of magnitude slower than that of the
bulk polymer, a slightly weaker temperature dependence, and a higher estimated Tg
from the VFT fit (8 K higher). It is noteworthy that the temperature dependence
of the segmental relaxation times of the bulk polymer is essentially unaffected by
the presence of NPs. This indicates that presence of NPs simply slows down the
dynamics of polymer segments in the vicinity of the NPs surface.
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Figure 5.6: (a) Normalized values of ∆ as a function of NP loading from the
additive approach. The dotted lines are a guide for the eye. (b) Calculated
interfacial polymer thickness surrounding the silica nanoparticles from different
experimental techniques.
The ∆ of the bulk and interfacial segmental relaxation processes are now
analyzed to determine the fraction of polymer adsorbed at the interfacial region
in our PNCs. The estimation of thickness of the interfacial polymer layer within
PNCs from BDS is well established and can be found in references [57] and [56].
The interfacial layer thickness is computed using a simple volumetric estimate
using the following relation: d = RN P [((φIP /φN P ) + 1)1/3 − 1] where, RN P is the
radius of the NPs, φIP is the volume fraction of interfacial polymer determined as
(1-φIP ) ∆2 /∆T otal and φN P is the volume fraction of NPs. Figure 5.6(a) reveals
the volume fraction of the interfacial polymer increases linearly with silica loading
and the bulk-like volume fraction decreases accordingly. One aspect of interfacial
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polymer which is particularly interesting is its dependence on interparticle spacing.
As discussed previously, as the interparticle spacing approaches the length scale of
the interfacial thickness, the dynamics are expected to significantly change. The
volume percent of interfacial polymer should nearly reach 100 percent at 48 vol%
silica (∼68 wt%). Therefore, the PNC studied with the highest NP loading is 15
volume percent below the NP loading at which the interparticle spacing becomes
comparable to a single interfacial polymer thickness, a condition where one would
expect ∆1 /∆T otal to decrease non-linearly to zero. These calculations suggest
that a future study with well dispersed NP at very high NP concentrations could
provide further insight into such confinement effects.
Table 5.2: Nanoparticle Concentrations, Average Glass Transition Temperatures
from TMDSC and BDS, Average Interparticle Spacing (h*), and the Dynamic
Thickness of the Interface from BDS.
SiO2

SiO2

Tg (TMDSC) Tg (BDS)

h*

Interfacial Thickness

(wt%) (vol%) (K)

(K)

(nm) BDS, (nm)

0

–

371

366.6 ± 1.1 –

–

5

2.3

371

368.0 ± 1.5 50.3

5.6 ± 0.5

18

9

372

367.5 ± 1.8 23.0

6.0 ± 0.5

28

15

373

367.6 ± 2.8 15.6

4.7 ± 0.5

40

23

373

369.3 ± 1.1 10.0

4.4 ± 0.5

52

33

373

369.9 ± 2.4 6.5

4.0 ± 0.5

The interfacial shell thickness is calculated from the dynamic data and plotted
along with the SAXS measured interfacial thickness as a function of NP loading in
Fig. 5.6(b). Two results are readily apparent from these data: (1) the length scales
obtained from static and dynamic measurements are in good agreement–in contrast
to previous studies[57], and (2) the length scale stays essentially constant with NP
loading. These two observations further validate the presence of the interfacial
layer, which should only depend on the number of OH- groups on the surface of
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the silica NPs and the molecular weight of P2VP.[79] It has been suggested that
the thickness of the interfacial layer is similar to the radius of gyration, Rg , of the
polymer molecule.[80] In the case of this study, the thickness of the interfacial layer
is only half of Rg (Rg of P2VP with MW = 100K is ∼11 nm). In the future, it
would be interesting to unravel the dependence of the layer thickness on molecular
weight, rigidity of the polymer chain, and the strength of its interaction with the
NP surface.

5.3.1

Model Free Analysis, the Relaxation Time Distribution Function

Until this point, the interfacial and bulk-like segmental relaxation processes have
been treated as additive processes and explained by the summation of two HaviliakNegami functions. While this approach appears to describe the experimental
data on a phenomenological level, it cannot be accurately modeled and can
only qualitatively explain our systems. Below, a model free approach is used
to demonstrate that there is a real change in the dielectric permittivity of the
interphase and a quantitative model is used that can account for the changes in the
dielectric permittivity of the interphase. In this model free analysis, we numerically
calculate the relaxation time distribution of the dielectric spectra for the polymer
matrix–assuming a two-phase effective medium consisting only of a matrix and
filler.
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Figure 5.7: The effective medium for a heterogeneous material with an interfacial
layer in between the filler and matrix.
An inhomogeneous medium consisting of two non-miscible phases leads to a
complex permittivity that can be simply modeled as an effective medium as shown
in Figure 5.7. By knowing the dielectric response of the filler and the measured
effective medium, the dielectric response of the matrix component, ∗m , can be
directly calculated by:

∗m (ω) = 0

(1 + 2ψf )∗f (ω) + 2(1 − ψf )∗c (ω)
(1 + 2ψf )∗f (ω) + (2 + ψf )∗c (ω)

(5.3)

where 0 is the permittivity of free space, ∗f is the complex permittivity of the
filler, ∗c is the measured complex permittivity of the effective medium, and ψf is
the volume fraction of the filler.
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Figure 5.8: Imaginary component of the complex permittivity versus frequency
for pure polymer, nanocomposite (at 33vol% silica), and the polymer matrix
without the nanoparticle contribution (assuming a two-phase inhomogenous
medium.)
As can be seen in Figure 5.8, the broadening of the ∗m (ω) spectra still remains
after accounting for the presence of the silica nanoparticles. To more clearly
illustrate this point, we now calculate the relaxation distribution times of the
pure polymer contribution, ∗m (ω). This provides a model free analysis that will
demonstrate how the segmental relaxation(s) are distributed. According the
linear dielectric response theory, the overall dielectric response can be taken as a
superposition of several Debye process with different relaxation times and dielectric
strengths described by:

∗

Z

 (ω) = ∞ + ∆

g(ln τ )
d ln τ
1 + iωτ

(5.4)

where, g(ln τ ) is the relaxation time distribution function (RTDF) and is
R
normalized under the condition of g(ln τ )d ln τ = 1 , ∆ is the dielectric strength
of each process, ∞ is the constant permittivity value when approaching infinite
frequency.
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Since the PNCs have a large contribution from ion conductivity, we introduce
an addition parameter to the imaginary permittivity component:
0

Z

ef f (ω) = ∞ + ∆

σ0
ef f (ω) = ω −1 + ∆
0
00

g(ln τ )
d ln τ
1 + (ωτ )2
Z

g(ln τ )ωτ
d ln τ
1 + (ωτ )2

(5.5)

(5.6)

where σ0 is the d.c. conductivity or frequency independent conductivity value at
a specific temperature.
The solutions to these equations for g(ln τ ) are non-linear and considered an illdefined problem which can be numerically calculated by a regularization method.
In our analysis, we use a generalized regularization method developed method by
Weese.[? ]

Figure 5.9: The normalized relaxation time distribution function numerically
computed for each concentration of SiO2 .
Figure 5.9 shows the computed RTDF for all the concentrations of nanoparticles
and illustrates the broadening of the segmental relaxation process with an emphasis
at longer time scales (i.e., the low-frequency wing). Keeping in mind that the
RTDF is calculated assuming only a two-phase system of polymer and nanofiller,
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we observe that the segmental dynamics are indeed affected and the dispersion
of the relaxation broadens with increasing nanoparticle loading or, rather, the
decreasing interparticle spacing. Therefore, the assumption of a distribution of two
inhomogeneous phases cannot solely account for the spectral changes obtained from
dielectric spectroscopy.

5.3.2

Heterogeneous Medium, The Interfacial Model

In the previous sub-section, the dielectric permittivity of the nanocomposite
material could not be modeled by a simple two-phase effective medium. It can
be shown that the dielectric permittivity, which is directly measured, can be well
described by the interfacial model [16]. The interfaial model describes the total
complex permittivity from the three constituent phases, a nanofiller, an interfacial
layer, and a polymer matrix as illustrated in Figure 5.10.

Figure 5.10: The effective medium for a heterogeneous material with an
interfacial layer in between the filler and matrix. Image reproduced from reference
[16]
Derived from Maxwells mean-field theory for a material filled with dielectric
occlusions, it can be shown that the effective medium of a two-phase heterogeneous
material can be described the by the following equations:[16]

∗ef f (ω)

∗f (ω)ψf + ∗IL ψIL (ω)R∗ (ω) + ∗m (ω)ψm S ∗ (ω)
=
ψf + ψf R∗ (ω) + ψf S ∗ (ω)
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(5.7)

where,

(1 − n)∗IL (ω) + n∗f (ω)
R (ω) =
∗lL (ω)
∗

(5.8)

and

S ∗ (ω) =

(n∗m (ω) + (1 − n)∗m (ω))(n∗f (ω) + (1 − n)∗IL (ω))
∗IL (ω)∗m (ω)
dn(1 − n)(∗l (ω) − ∗m (ω))(∗f (ω) − ∗IL (ω))
+
∗IL (ω)∗m (ω)

(5.9)

Where d = ψf /(ψf + ψl ), n is the shape factor of the filler (n = 1/3 for spheres,
0 < n < 1/3 for rod-like, and 1/3 < n < 1 for disc-like), ∗ef f (ω) , ∗m (ω), ∗f (ω), and
∗IL (ω) are the complex dielectric responses of the composite, pure matrix, filler, and
interlayer, respectively and ψm , ψIL , ψf are the corresponding volume fractions for
each phase and summate to 1.
The application of this model is crucial to the analysis of dielectric spectra of
polymer nanocomposites or any other multi-component polymeric system. Most
importantly, it explicitly demonstrates that the spectrum does not only have
contributions from the two components which can be described in an additive way,
but also that there is an important cross term. Secondly, it allows the calculation
of the dielectric properties of the interlayer including the dielectric strength,
dispersion (breadth of the relaxation), and time scale. The interfacial model will
be employed to analyze the dielectric spectra for polymer nanocomposites for the
remaining majority of the Dissertation.
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Figure 5.11: An example of the deconvolution of the dielectric loss spectra
at T = 400 K (blue circles, 00ef f (ω)) into the individual components by the
interfacial layer model (black line, 00m and red line, 00IL ) at the highest nanoparticle
concentration of 52 wt%. Each contribution is normalized by their respective
volume fractions.
The deconvolution of the dielectric loss spectrum into the respective components, 00ef f , 00m , and 00IL , can be accomplished with the interlayer model. Through
this analysis, the volume fraction and spectrum of the interfacial layer can be
determined numerically. To determine the dielectric properties of the interfacial
layer we experimentally determine 00ef f , 00m , and 00N P from BDS measurements and
then numerically compute and 00IL . Since there are two unknowns, the following
analysis is performed: the volume fraction of the interfacial layer, ψIL , is initialized
to zero and equation 5.7 is numerically solved for a finite number of steps and if
the solution converges on a realistic solution it is then accepted. This procedure
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is repeated until a realistic solution is found and the minimum value of ψIL is
determined. It should be noted that after the solution for 00IL is determined, any
additional increases in does not change the spectral shapes of the solution–or in
other words the ψIL is the minimum volume fraction of interface and it could be
larger than the presented values.
Figure 5.11 illustrates a representative plot of the individual contributions of
each phase at a single temperature (T = 400 K) for the polymer nanocomposite
with the highest silica concentration (52wt%). The most obvious difference
between the 00ef f and 00m components is the peak position and dispersion where
the interfacial layer component is more than an order of magnitude slower than
the bulk-like and effective components. First, to quantitatively understand the
time scale of the interfacial process and to compare it to the effective process, the
dielectric loss spectra is fit by a single HN function and power law for the d.c.
conductivity term (linear line at low frequencies) for the sole purpose of extracting
the mean time scale of the relaxation peak.
The temperature dependence of the interfacial segmental relaxation from
the interfacial model analysis is presented in Figure 5.12. The difference in time
scale between the bulk-like and effective processes is small but still noticeable,
especially as the temperature approaches Tg . However, for the interfacial process
there is a noteable slowing down of dynamics for the majority of temperatures
which dissipates at high temperatures and returns to bulk-like behavior. By fitting
the interfacial process by the VFT equation the estimated Tg corresponding to
the interfacial dynamics is found to be identical to the results of the previously
mentioned additive analysis. The stark contrast between the two analysis techniques is the temperature dependences of the interfacial process. The temperature
dependence determined from the additive approach is almost Arrhenius-like
and suggests a different dynamic pathway into the glassy state which may be
unphysical. The temperature dependence from interfacial layer model approach
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reveals similar dynamics at high temperature that then decouples from the bulklike or effective segmental dynamics when approaching Tg . These results could
suggest that these two relaxations share a similar dynamic origin which would be
consistent with the diminishing strength of hydrogen bonding at high temperatures
(P2VP interacts with silica via hydrogen bonding).
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Figure 5.12: Temperature dependence of the segmental relaxations for each
constituent phase (00ef f , 00m , and 00IL ).
The results from the interfacial model analysis again demonstrate that the
interfacial segments are affected (suppressed) by the adsorption process to a
similar degree as additive approach (where the Tg of the interface ∼375 K) while
the majority of the polymer is unaffected by the presence of the polymer-NP
interactions (where the overall Tg of the material has only changed slightly).
Determining the amount of polymer influenced by the polymer-NP interactions,
e.g. the volume fraction of interfacial polymer, is also accessible from the interfacial
model analysis as presented in Figure 5.13. Figure 5.13 demonstrates the volume
fraction of interfacial and free polymer within these polymer nanocomposites from
both the additive approach (Figure 5.6(a)) and interfacial model. In contrast
to the additive approach, the interfacial model systematically estimates a lower
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volume fraction of interfacial polymer. This effect becomes most prominent at
the highest silica volume fraction where a significant difference between the two
techniques occurs. This behavior is consistent with the observation of mild overall
changes in the dynamics despite the entire material being highly confined with
the average interparticle spacing of ∼6 nm and should be considered a minimum
volume fraction of interfacial polymer.
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Figure 5.13: The volume fraction of the free and interfacial polymer populations
as determined from BDS at T = 400 K. Solid symbols are determined by the
interfacial model analysis and empty symbols are calculated by the additive
approach.
From the dynamically affected volume fractions, the dynamic thickness of the
interfacial layer can be computed by assuming a uniform density between the
bulk polymer and NP interface (eq. is on page 87). The dynamic thickness of
the interfacial layer is presented in Figure 5.14 for both approaches. As expected,
with the smaller volume fraction of interfacial polymer, the dynamic thickness of
the interface for the interfacial model analysis is lower than the additive approach
(between 4–6 nm) and found to be 3–4 nm regardless of nanoparticle loading.
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Figure 5.14: Dynamic thickness of the interfacial layer as a function of silica
loading calculated by assuming volume additivity and that the density of the
interface is identical to the bulk.
The observed existence of the interfacial layer with significantly slower segmental dynamics may provide an explanation to the well-known controversies in
studies of PNC using different experimental techniques.[60] The group of Torkelson
reported a significant change in Tg (∆Tg ∼ +11K) of P2VP by adding just
0.4 vol.% of SiO2 NPs, [22] while other studies found changes of Tg by only a
few K with loadings up to ∼30 vol.%.[19–21] Torkelson and co-workers did not
measure directly segmental dynamics, but instead analyzed the fluorescence of dye
molecules that are sensitive to the Tg of the polymer.[13, 22] If the dye molecules
are preferentially drawn to the surface of NP instead of being homogeneously
distributed in the polymer matrix, then this technique will measure Tg of the
interfacial layer even at low NP loading. However, the shift in Tg then should
not depend much on the NP concentration above some threshold. This is exactly
what has been reported.[22] On the other hand, earlier studies using BDS data
focused mostly on the main segmental relaxation times (Fig. 5.4) and thus detected
only minor variations in Tg even at higher NPs loading.[19] Thus, this controversy
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reflects the co-existence of bulk-like polymer and an interfacial layer in the same
PNC sample, and different experimental techniques may report the Tg of different
parts of the sample. Finally, it is emphasized that both BDS and DSC directly
measure segmental dynamics, but their analysis should include a possibility of the
existence of an interfacial layer with dynamics that differ significantly from the
dynamics of a pure polymer.

5.4

Summary

The static and dynamic properties of poly(2-vinylpyridine)/silica nanocomposites
are characterized by SAXS, TEM, BDS, and TMDSC. Monodisperse silica
nanoparticles (25 nm in diameter) are well dispersed even up to high loadings, as
verified by TEM. The static structure of the polymer nanocomposites are shown
to consist of core-shell structures with a broad interface, where the core is the
spherical nanoparticle and the shell is ascribed to the presence of an interfacial
polymer layer. Although there is only a slight change in the calorimetric glass
transition temperature, a broadening of the glass transition step from TMDSC and
the apparent broadening of segmental relaxation process from BDS is observed with
NP loading. Furthermore, the apparent broadening of the BDS relaxation is found
to be caused by the emergence of a new, slower (∼100 times) relaxation process
corresponding to the interfacial polymer. Two models (additive and interfacial
model) are used to determine the length scale of this interfacial polymer layer as
estimated from BDS and SAXS is 4–6 nm. One of the most interesting results of
this chapter is that the presence of the interfacial polymer, which is considerably
slower than the bulk, has no significant effect on the overall segmental dynamics or
the glass transition temperature of the composite sample.
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Chapter 6
The Effect of Chain Length on the
Interfacial Dynamics in Polymer
Nanocomposites
In the previous chapter, the segmental dynamics at the attractive polymer-nanoparticle
interface were shown to slow down an effect which is believed to occur due to the
formation of an adsorbed interfacial layer. The general expectation is that the
length scale of this layer and its influence will grow with increasing polymer molecular weight (MW). However, the results in this chapter reveal the opposite behavior
where the length scale of the interfacial dynamics diminishes with increasing MW.

6.1

Introduction

Polymer nanocomposites (PNCs) are used in almost every aspect of our daily
lives, yet the properties at the nanoparticle (NP) interface has just begun to be
thoroughly investigated. In the previous chapter, the polymer dynamics near a
mutually attractive polymer-NP interface have been shown to be suppressed–similar
to polymer-substrate effects in polymer thin films. This effect was attributed to
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polymer adsorption and shown to influence segmental dynamics up to ∼3–5 nm
from the surface of the NPs resulting in a relatively short-range, spatial gradient of
mobility. [81, 82] Furthermore, this phenomenon would be reflected by a change
in the local glass transition temperature (Tg ) and the distribution of segmental
relaxation times where the alteration of Tg with the addition of nanoparticles has
long been debated in the community due to many discrepancies–which has recently
been thought to arise from different experimental techniques (indirect vs. direct).
[19, 60]
Despite recent experimental investigations of PNCs, the effect of several parameters on the properties of the interfacial layer such as molecular weight, interaction
strength, nanoparticle size, and chain rigidity are still not understood.[60] The
most widely neglected aspect of PNC studies is the variation of the polymers
molecular weight (MW). Most relevant works typically employ high MW polymer
matrices well above the entanglement MW. [13, 22] However, the length scale of
the adsorbed bound layer is known to scale with the radius of gyration (Rg ) of
the polymer matrix. Since the Rg is dependent on the MW of the matrix then
the length scale of the interfacial layer should be proportional to the MW as
previously shown by Koga et al. for polymer thin films.[83] Therefore, it should be
possible to tune the length scale of the interfacial layer, which possesses different
dynamic properties, with an appropriate choice of MW and to rationally design the
macroscopic properties of PNCs.
In this chapter, the static and dynamic properties of the interfacial layer in
PNCs with different MWs are thoroughly investigated at similar nanoparticle
concentrations. From the static measurements, a clear difference in the interfacial
structure is found by varying MW: at high MW a polydisperse core-shell structure
is observed while the low MW PNCs can only be described by simple hard sphere
scattering structure (uniform interfacial density). Furthermore, a reduction in
the overall mass density of the high MW PNCs is discovered from both SAXS
and pycnometry measurements. In contrast to the static differences, the dynamic
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measurements reveal negligible changes at high MW and a systematic increase in
the Tg and suppression of segmental dynamics with decreasing MW. A thorough
and detailed analysis of the dielectric spectra by the interfacial model reveals that
the relative time scale of interfacial dynamics and the volume fraction of interfacial
polymer varies with MW. These unexpected results are explained in terms of
poor chain packing at the polymer-NP interface and the emphasize the complex
interplay between interfacial structure and dynamics in PNCs.

6.2

Experimental Details

Three different molecular weights of poly(2-vinylpyridine) (MW = 8,700 g/mol,
MW /MN = 1.07; MW = 100,000 g/mol, MW /MN =1.05; MW = 400,000 g/mol,
MW /MN = 1.08) were purchased from Scientific Polymer, Inc. We synthesized
monodisperse colloidal silica nanoparticles (D = 25nm) by the modified Stober
method. The polymer nanocomposites were prepared by mixing different concentrations of silica nanoparticles in a water/ethanol solution (50:50) with P2VP
dissolved in a MEK. The samples were then stirred for 1-2 hours, transferred to
a Teflon mold, and then placed into a vacuum oven at room temperature to dry
for 24 hours at 1 mbar. The resulting samples were annealed under vacuum at 150
centigrade for an additional 48 hours before further measurements.
For TEM measurements the samples were embedded in epoxy, cured overnight,
and subsequently microtomed with a Leica Ultra microtome EM UC7 using a
diamond knife at ambient conditions with resulting specimens having thicknesses
≈200 nm. TEM measurements were performed on Zeiss Libra 200 HT FE MC
with an operating voltage of 200 kV and an emission current of 230 mA. SAXS was
performed with a Molecular Metrology instrument equipped with a monochromatic
X-ray source (Cu Kα, λ=1.54 Å), a pair of Kirkpatrick-Baez micro-focusing
mirrors, and a 2-dimensional position sensitive detector. The sample-detector
distance was 1.5 m with a Q-range of 0.01 to 0.15 Å−1 . The x-ray operating voltage
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was 45 kV with a current of 0.66 mA and the exposure time was 1 hour for each
sample.
For pycnometry measurements PNC films were prepared into small pieces and
placed in a sample cell (total volume 0.1 cm3 ). Two-thirds of the total sample
volume was filled (around 60–100 mg of samples) to produce better volume
statistics. The weight of the samples were measured five times by using a weight
balance (Mettler Toledo NewClassic MF Model MS105DU) with an accuracy of
0.01 mg. The gas pycnometer (Micromeretics Accupyc II 1340) measured the
volume of penetrable helium gas within the sample and sample cup until the
pressure did not vary more than 0.005 psig/min during the equilibration period.
The accuracy of the volume measurement is 0.0001 cm3 . This cycle was repeated
10 times for reproducibility. The density was then determined from the mass to
volume ratio and the error of this measurement is less than 0.1%. All the density
data were obtained at atmospheric pressure and at T = 293.15 K.
Broadband dielectric spectroscopy (BDS) measurements were performed by
using a Novocontrol Alpha Analyzer with a Quatro Cryosystem to control the
sample temperature with a stability of ±1 K. The samples were annealed at
450 K in the dielectric sample chamber prior to measurements and the response
was measured as a function of time until thermal equilibrium was achieved
(i.e., the real and imaginary permittivity become constant values at a given
frequency.) Isothermal frequency scans were taken in the range of 10−1 – 107 Hz
at each temperature. The temperature range used was 375–473 K with a thermal
equilibration time of 10 minutes for each set point prior to measurements with a
cooling/heating rate of 5 K/min. The samples were measured two separate times
to ensure data reproducibility and the presented analysis was performed on cooling
data runs.
The calorimetric measurements were performed on a Q2000 (TA Instruments)
devices in the temperature modulated differential scanning calorimetry (TMDSC)
mode, calibrated by indium and sapphire standards, and using TZero aluminum
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pans. The samples were measured by equilibrating the sample at 473 K for 30
minutes and cooling at 5 K/min with a modulation of 0.5 K/min to 293 K. These
measurements were repeated three times to ensure data reproducibility.

6.3

Results and Discussion
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Figure 6.1: SAXS scattering profiles for low MW (8.7 kg/mol) PNCs at different
nanoparticle concentrations. All curves are arbitarly shifted for clarity. Inset:
Magnification of the high Q-region
Similar to chapter 5, the static structure of the interfacial layer was characterized
by SAXS. Figure 6.1 presents SAXS spectra for the low MW (8.7 kg/mol) PNC
samples over a large Q-range. In this chapter, polydisperse core-shell models and
hard sphere models were used to better describe these data. The polydisperse coreshell model includes three structural different regions: the core, the shell, and the
matrix whereas the hard sphere model only includes two regions: the core and the
matrix. For low MW, the experimental data was best described by hard sphere
model as no shell could be distinguished which indicates that there is no distinct
difference between the interface and the surrounding matrix–independent of NP
concentration. The inset of Figure 6.1 illustrates the differences in the spectral
features in high Q-region. However, the discussion of the high Q-region is out of
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the scope of the current chapter. The complete set of fitting parameters for the low
MW PNC set are presented in Table 6.1.
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Figure 6.2: SAXS scattering profiles for high MW (400 kg/mol) PNCs at different
nanoparticle concentrations. All curves are arbitarly shifted for clarity.
Figure 6.2 presents the SAXS spectra of the high MW (400 kg/mol) PNCs. For
high MW, the data were best described by the polydisperse core-shell model. The
properties of the shell (interfacial layer) in this model can be best described by
the scattering length density and static thickness of the shell. For the highest NP
concentration of the high MW PNCs, the static length scale of the shell was found
to be 5.25 nm which is larger than the 100 kg/mol thickness of 4.6 nm. Even more
interesting, the scattering length density (SLD) of the shell is found to be ∼15%
lower than the surrounding matrix. A reduction in the SLD of the shell would
indicate a reduction in the mass density of the interfacial layer. This is opposite
to the results presented in chapter 5 for the core-shell and beaucage analysis (the
linear combination) and these changes may be due to the different analysis models
or perhaps the larger accessible Q-range for the data in this chapter. A complete
set of the fitting parameters for the high MW PNCs can also be found in Table 6.1.
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Table 6.1: Selected parameters from the hard sphere and polydisperse core-shell model form factors with a hard sphere
structure factor.
Radius (nm)

PDI

SLD (Å−2 ) SLD (Å−2 )

SLD (Å−2 ) Height

Core

Core

Core

Shell

Matrix

Shell (nm)

8.7 kg/mol, 27wt%

10.9

0.194 1.68x10−5

N/A

1.18x10−5

N/A

8.7 kg/mol, 40wt%

13.1

0.200 1.82x10−5

N/A

1.26x10−5

N/A

8.7 kg/mol, 50wt%

15.2

0.197 1.83x10−5

N/A

1.32x10−5

N/A

400 kg/mol, 5wt%

10.1

0.175 2.37x10−5

7.04x10−6

8.0x10−6

4.94

400 kg/mol, 18wt%

9.98

0.157 1.84x10−5

1.05x10−5

1.17x10−5

5.38

400 kg/mol, 47wt%

12.28

0.159 1.94x10−5

7.94x10−6

9.86x10−6

5.25

Sample:
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Table 6.2: Selected parameters from the small angle X-ray scattering models for each set of PNCs with the highest NP
concentrations.
Samples:

SiO2

Core Radius

(vol%) (nm)

SLD, Core

SLD, Shell

SLD, Matrix

Shell

10−5 / Å−2

10−5 / Å−2

10−5 / Å−2

(nm)

P2VP/SiO2 , 400 kg/mol 34.0

12.76

2.11

0.454

0.909

5.25

P2VP/SiO2 , 100 kg/mol 35.5

12.51

2.153

1.531

1.109

4.6

P2VP/SiO2 , 8.7 kg/mol

15.20

1.83

N/A

1.32

N/A

34.0
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Figure 6.3: (a) The mass density of 100 kg/mol P2VP/SiO2 nanocomposites
the as a function of silica concentration measured by pycnometry. Solid points are
experimental data and the solid black line are the predicted values from the two
phase mixing (TPM) rule assuming simple volume additivity. (b) The normalized
average mass density of the matrix for each MW at identical silica concentrations
(∼26 vol%, 40wt%) calculated with eq. 6.1.
Following the unexpected results from SAXS, where the static structure of
the interfacial layer revealed an unexpected MW dependence, pycnometry was
used to directly investigate the differences in densities. Figure 6.3(a) presents the
measured mass density from pycnometry for the 100 kg/mol PNCs as a function
of NP concentration. By assuming the volume additivity, one can compare the
measured density to the expected density by the simple two-phase mixing (TPM)
rule. As Figure 6.3(a) illustrates, the density of the PNCs (blue circles) is much
lower than expected from the TPM predictions (black line). However, it appears
that this difference is much lower at low NP concentrations and only deviates with
increasing NP concentration (∼10vol%). As the interparticle spacing (IPS) becomes
110

very small and the material becomes predominately an ”interfacial” material, a
decrease in the overall density could be expected for an interfacial layer with a
lower density–also consistent with the 400 kg/mol results from SAXS. For all MWs,
a similar trend is observed: the density of the PNCs is lower than expected from
the TPM rule. To best illustrate the reduction in the density, the average density is
calculated assuming volume additivity by using the following expression:
ρm = (ρP N C − ρN P ψN P ))/(1 − ψN P )

(6.1)

where ρP N C is the measured density, ρN P is the density of the NPs (found to be
2.4 g/mL), and ψN P is the volume fraction of the NPs. The ρm normalized by
the neat density, ρneat , is presented in Figure 6.3(b) for each MW at identical
NP concentrations (ψN P ∼26 vol%). The MW dependence of ρm /ρneat reveals
that the overall density of the polymer within the PNC becomes less dense with
increasing MW and remains relatively constant at low MW. These unexpected
results are interesting since they imply that the structure of the interfacial layer
in PNCs is dependent on MW and are consistent with positron annihilation lifetime
spectroscopy studies that also found an increase in free volume in high MW PNCs
and supported polymer thin films.[21, 84] Similarly, a reduction in density was
previously reported for PVAc/SiO2 nanocomposites under pressure up to 10 MPa,
which implies an even larger reduction at atmospheric pressure. The increase in
the free volume would typically be accompanied by a lower Tg and faster segmental
dynamics; however, as shown in Chapter 5 this behavior was not observed for
100 kg/mol PNCs. As demonstrated from pycnometry, consistent with the SAXS
data, these results indicate that the static length scale of the interfacial layer MW
dependent and that the density of the interfacial layer unexpectedly decreases with
increasing MW.
The changes in the static properties of the interfacial layer can also be observed
dynamically by two different experimental techniques: temperature modulated
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differential scanning calorimetry (TMDSC) and broadband dielectric spectroscopy
(BDS). These techniques are used to specifically study the changes in the calorimetric glass transition strength, Tg , dielectric strength, and segmental relaxation
times. The specific heat capacity of the polymer fraction within the PNC is
determined by eq. 5.1 (by the procedure described in chapter 5). This allows the
quantitative analysis of the magnitude of the glass transition, ∆cp as well as the
glass transition temperature, Tg . As discussed in chapter 5, the magnitude of the
glass transitions, ∆cp , yields information concerning the internal degrees of freedom
and is directly proportional to the number density of relaxing units. In chapter 5,
the concentration of NPs was demonstrated to have almost no effect on the ∆cp
of the polymer within the PNCs. Figure 6.4 presents the specific heat capacity for
the neat polymers and PNCs with the highest NP loading for each MW. Again,
the ∆cp of the polymer within the PNCs is not affected by the presence of the
nanoparticles and is not MW dependent. However, there is a difference in the midpoint of the transition and the breadth of the glass transition step as the MW
decreases. It becomes clear that not only the breadth of the glass transition but
also the Tg of low MW PNCs are more influenced by the addition of NPs while
relatively unaffected at high MW. Most notably, the breadth of the transition
extends to much higher temperature than neat polymer, consistent with recent
simulations.[11]
Figure 6.5 reveals the gradual increase in the relative Tg with NP concentration
for each respective MW. These results are unexpected since the amount of the
adsorbed or bound polymer should be larger at higher MW and smaller at lower
MW, at least when considering the total adsorbed polymer. It appears that the
opposite trend is observed for the amount of polymer affected on the segmental
level where an increase of MW leads to a dramatic decrease in volume fraction
of dynamically affected polymer. These results appear to be consistent with the
changes in the overall density of the PNCs at high NP concentrations–where a
uniformly dense interface is observed for low MW as well as a large change in the
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dynamics (increase in Tg ) and an interface with low density is found for high MW
accompanied by very small changes in the dynamics. This would imply that the
strong polymer-NP interactions suppress the segmental dynamics of the adsorbed
polymer units, however, the apparent reduction in density at the interface appears
to compensate for this effect.
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Figure 6.5: The relative change in the glass transition temperature from TMDSC
for each MW as a function of NP concentration.
To provide a better understanding of the changes in dynamics within the
interfacial layer, broadband dielectric spectroscopy is utilized. The complex
permittivity, ∗ (ω) = 0 (ω) − i00 (ω), was obtained from BDS to understand
the segmental relaxation in these PNCs. The imaginary part of the complex
permittivity, 00 (ω), is presented in Figure 6.6 at selected temperatures for all
MW PNCs. In this representation, there are two spectral features: (1) the d.c.
conductivity at low frequencies and (2) the segmental relaxation process which
appears as a peak.
For the high MW (Figure 6.6(a)), there is no change in the peak position
of the segmental relaxation process and a negligible change in the breadth of
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the relaxation similar to the TMDSC results. In Figure 6.6(b), the 100 kg/mol
systems, as discussed in the previous chapter, reveal a systematic broadening of
the segmental relaxation process as well as the gradual shift of the peak position to
lower frequencies. Figure 6.6(c) shows a systematic slowing down of the segmental
relaxation peak position for the low MW PNCs with increasing NP concentration
with the additional broadening of the low and high frequency tails expected for
multi-component systems.
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Figure 6.8: Relative change in Tg as determined by BDS for each molecular
weight as a function of silica loading.
The temperature dependence of the average segmental relaxation times,
τα , can be obtained fitting these data with a single HN function (eq. 3.37).
The temperature dependence of the segmental relaxation times for the three
different MW polymers and respective PNCs with the highest concentration
of NPs is presented in Figure 6.7. The deviation of τα from bulk-like behavior
and the dependence on MW can clearly be observed. At high temperatures the
segmental dynamics are unaffected by the presence of NPs even at extremely
high concentrations. However, the segmental relaxation times deviate from the
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bulk-like values as the temperature approaches Tg and this deviation shows a
relatively strong MW dependence. The ratio of the deviation or decoupling is
plotted in Figure 6.7 where the lower MWs show a maximum difference of an order
of magnitude.
The dynamic Tg from BDS can be determined from the temperature dependence
of segmental relaxation times where it is commonly defined as the temperature
at which τα reaches 100s. For all MWs, the PNCs exhibit longer the segmental
relaxation times and corresponding larger Tg values. This also indicates that the
isobaric fragility index, m, (eq. 2.4) which is defined as the slope of the relaxation
times at Tg , is strongly affected. The fragility index is often related to dynamical
heterogeneity or AG-cooperative dynamics. Starr and Douglas have predicted a
qualitative trend for the segmental relaxation times, fragility, and Tg in low MWbased PNCs which agree well these results (Fig. 6.8 and 6.9). [11]
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Figure 6.9: Relative change in the isobaric fragility index, m, for each molecular
weight as a function of silica loading.
It is well-established that the timescale of segmental dynamics of different
polymers or structural dynamics for small molecule glass formers behave in
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specific ways to thermal and density changes–the so-called thermodynamic
scaling. Therefore, the relaxation time can be expressed as τ = f (T, V γ ),
where the exponent, γ, is a material constant and intrinsically linked to the
intermolecular potential in many amorphous materials.[85] However, it has been
shown that scaling of the segmental dynamics of poly(vinyl acetate)/silica and
poly(styrene)/silica nanocomposites does not follow the expected behavior of
a pure material, where the thermodynamic scaling exponent is dependent on
NP loading.[86, 87] An increase in the thermodynamic scaling exponent implies
that the segmental dynamics experiences a higher degree of sensitivity to volume
or density changes rather than thermal changes. It should be noted that γ is
MW dependent and typically becomes less sensitive to density changes with
increasing MW which may also play a role.[88] Therefore, it is likely that there is
a competition between the slowing down of polymer segments from the adsorption
process, the reduction in density occurring at the polymer-NP interface, and the
thermodynamic scaling of segmental mobility in PNCs.
To further unravel the dynamic properties of the interfacial layer and its
dependence on MW, the interfacial model is employed to further analyze the BDS
spectra at high and low MW (refer to chapter 5 for a detailed analysis of 100
kg/mol PNCs). Through the interfacial model analysis, the contributions of the
interfacial and bulk-like segmental dynamics are separated. Furthermore, it allows
an estimate of the volume fraction of affected segments and their characteristic
relaxation times. For a detailed explanation of the criteria used to determine these
quantities, refer to eq. 5.7 and the description of the analysis on page 95.
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Figure 6.10: The deconvolution of the dielectric loss spectra at T = 410 K into
the individual components by the interfacial model analysis for the high MW
system at the highest NP concentration.
Figure 6.10 reveals the individual contributions of the interface (00IL ), matrix
(00m ), and effective (00ef f ) dielectric loss spectra at T = 410 K and normalized by
their respective volume fractions for the high MW PNC at the highest NP loading.
While there is a drastic change in the dielectric strength of the matrix relative to
the interfacial layer, the time scales of each respective process are similar. These
results indicate that the interfacial dynamics in high MW PNCs are negligibly
affected by the presence of the nanoparticles and are similar to that of the average
segmental dynamics within these systems (Fig. 6.7(a)). However, as the MW
decreases, as previously shown for the 100 kg/mol PNCs in chapter 5, the time
scale and the volume fraction of the interfacial dynamics begin to change (Fig. 5.12
and 5.13).
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Figure 6.11: The deconvolution of the dielectric loss spectra at T = 385 K into
the individual components by the interfacial model analysis for the low MW system
at the highest NP concentration. Each spectral component is normalized by the
respective volume fraction.
The dielectric loss spectra contributions for the low MW PNC at highest NP
loading (35vol%) are shown in Figure 6.11. Similar to Figure 6.10, each component
is normalized by their respective volume fractions. The difference in the volume
fractions and time scales between the matrix and interfacial layer components
is now reversed when compared to the high MW PNCs. These results clearly
show that the dynamics at the interfacial layer are approximately an order of
magnitude slower than the bulk-like dynamics and that the majority of the polymer
is affected by the suppression of dynamics. This is consistent the majority of the
polymer being an ”interfacial material” and with the results from TMDSC, where
a broadening of the glass transition and increase in the overall Tg is also clearly
observed at low MW and at high NP loading–a result that one would expect to be
independent of MW.
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Figure 6.12: The volume fraction of the interfacial layer as a function of MW at
the highest NP loading of each PNC set.
The amount of polymer affected by the presence of the NPs is also determined
by the interfacial model and presented in Figure 6.12 for the PNCs with the highest
NP loadings (∼35vol%). The volume fraction of dynamically affected segments is
found to be drastically different between high and low MW PNCs, 15vol%, 35vol%,
and 57vol% respectively. From these volume fractions, an estimated length scale of
the interfacial layer thickness can be calculated with d = RN P [((φIL /φN P )+1)1/3 −1]
where, RN P is the radius of the NPs, φIL is the volume fraction of interfacial
polymer determined from the interfacial model and by assuming a uniform density.
However, as mentioned above the density is found not to be uniform for the higher
MW PNCs at high NP loadings so the actual thickness will even less than the
reported values. Figure 6.13 presents the estimated thickness of interfacial layer
from dynamic (BDS) and static (SAXS) techniques. Additionally, the bound
layer of P2VP (the physically bound polymer but not affected on the segmental
level) determined from diffusion measurements with identical NPs from reference
[23] is presented in Figure 6.13. The length scale of the bound layer scales with
the MW of the polymer and shows a very different MW dependence than the
dynamic interfacial thickness from BDS. Although there are not enough data points
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to clearly identify a trend, the static thickness of the interfacial layer appears
to scale differently than the dynamic thickness. This is likely due to the static
thickness scaling with poor chain packing (lower density at the interface) while the
dynamic thickness scales with good chain packing (uniform or higher density at the
interface).
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Figure 6.13: Comparison of the static and dynamic thickness of the interfacial
layer from BDS (black symbols) and SAXS (blue symbols) as a function of MW.
Additionally, the scaling law for length scale of the bound layer which is the
total length scale of adsorbed polymer experimentally determined from diffusion
experiments of P2VP/SiO2 from reference [23].
The changes in the density at interfacial layer with molecular weight provides
a clear explanation for the decrease in the change of dynamics with increasing
MW. A more densely packed interfacial layer in low MW PNCs would lead to a
significant slowing down of segmental mobility and a larger dynamic thickness. In
contrast, the competition between the polymer adsorption and frustrated chain
packing causes the unexpected dynamics changes within the high MW PNCs.
The peculiar interfacial structure in these materials raises the question of
thermodynamic stability. It has been demonstrated that annealing effects can
strongly influence the effect of the chain packing in polymer thin films–where the
initial interfacial structure is stuck in a long-lived metastable state.[89] The lifetime
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of these metastable states would depend on strongly on the MW which limits the
rate of chain diffusion and affect the high MW systems more so than the low MW
systems.
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Figure 6.14: Comparison of dielectric loss spectra for the high MW PNC before
and after the thermal annealing procedure under vacuum, at T = Tg + 50 K, and
for ∼ τα x1015 .
To explore this idea, the high MW PNC system was annealed at Tg +50K for up
to τα x 1015 . The dielectric spectra were measured before and after the annealing
procedure and are presented for a single temperature in Figure 6.14. However,
according to these annealing data, the time to reach equilibrium in high MW
PNCs requires unrealistically long times. Therefore, high MW-based PNCs could
be considered to be trapped in a deep metastable state and further understanding
these non-equilibrium states could be applicable for many applications where aging
effects need to be avoided.
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Figure 6.15: A cartoon illustrating the proposed adsorption process for low and
high MW polymer during the solvent evaporation preparation process and the
resulting MW dependent polymer-NP interface. Image reproduced from reference
[24].
Figure 6.15 presents a cartoon illustrating the proposed MW dependence of
chain packing at the polymer-NP interface. In a concentrated solution or melt, low
MW chains form much shorter loops with less anchoring points per chain compared
to high MW PNCs. Upon solvent evaporation, the adsorbed chains that are short
can adjust their conformations much easier than longer chains, and therefore low
MW polymer chains are likely to form a more uniformly packed interfacial layer
when attractive polymer-NP interactions are present. However, long chains are
more likely to form long loops and bridges between NPs which is suspected to
create additional frustration in chain packing in high MW PNCs and a resulting
low density interfacial layer.

6.4

Summary

These results provide a new perspective in understanding the complex dynamics
of multi-component polymeric systems such as PNCs. The interfacial layer
around silica NPs were shown in Chapter 5 to be strongly influenced by chain
adsorption, i.e. by formation of an irreversibly bound polymer layer. In this
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Chapter, the adsorption process and its influence on properties of the interfacial
layer is demonstrated to be strongly dependent on the MW of the polymer but in
an unexpected way.
The static structure measurements revealed a clear difference in scattering
length density for the nanoparticle, interface, and matrix for high MW while
the low MW only show a difference between the NP and matrix–indicating an
interface with uniform density. Furthermore, the scattering length density of the
interface was found to be lower than that of the bulk matrix and implies that
the interfacial layer exhibits a lower density. These results are corroborated by
pycnometry measurements which also revealed a reduction in the mass density with
increasing MW. However, opposite to the static properties, the dynamic properties
of the interfacial layer revealed that the length scale of affected segmental mobility
decreases with increasing MW.
From these results, it is proposed that the changes in the interfacial layer
with MW is due to a frustration in chain packing at the interface which leads to
a competition of effects: (1) an initial slowing down due to physical adsorption
and (2) a speeding up due to a reduction in density. The thermal stability of the
interfacial layer at high MW appears to be very stable even when annealed for τα x
1015 well above Tg . These unexpected findings have far-reaching implications since
they aid in developing a predictive understanding for the interfacial properties of
these materials.
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Chapter 7
Comparing the Effect of Covalent
Bonding versus Physical
Adsorption in Polymer-Based
Nanocomposites
The popularity of polymer grafted nanoparticles (PGNs) has increased significantly
in the past few years due to improvements in miscibility, stability, and dispersibility
of PGNs over traditional nanoparticle surface functionalities. However, despite
the large interest of the miscibility and dispersibility of PGNs in polymer melts,
a fundamental understanding of the polymer dynamics of PGNs has yet to be
investigated. In this chapter, broadband dielectric spectroscopy, temperature
modulated differential scanning calorimetry, small angle X-ray scattering techniques,
and self-consistent field theory calculations are used to understand the structural and dynamical properties of PGNs and are directly compared with polymer
nanocomposites (PNCs).
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7.1

Introduction

For the past decade, the successful dispersion of nanoparticles (NPs) within a
polymer matrix has been shown to dramatically influence the glass transition of
polymers and has been attributed to the modification of segmental dynamics at the
polymer-NP interface due to attractive interfacial interactions.[20, 21, 60, 61, 81,
90] For highly interacting systems, the interfacial region was previously estimated
to be a few nanometers and to exhibit different dynamical[61, 81] and mechanical
properties[91] when compared to the individual components. Furthermore, the
properties of interfacial region have been shown to be affected by changing the size
of NPs,[90] their surface chemistry,[92–94] or the molecular weight of the polymer
matrix.[24]
In regards to polymer nanocomposites (PNCs), in the previous chapter, the
conformations of the polymer chains at the polymer-NP interface were suggested
play a preeminent role in the suppression of segmental dynamics in well-dispersed
poly(2-vinyl pyridine)/silica nanocomposites. However, developing a complete
understanding the interfacial segmental dynamics in regards to physical adsorption
remains a challenge due to the random nature of chain packing at the interface.
Theoretical models, such as Scheutjens-Fleers self-consistent field theory, have
attempted to predict the resulting chain conformations (trains, tails, or loops)
after physical chain adsorption to flat or curved interfaces but can only provide a
distribution of probabilities.[95]
An alternative, and perhaps innovative, approach to this problem is to investigate an ideal system where the polymer conformations can be predicted more
reliably or known such as polymer grafted-to-nanoparticles (PGNs). PGNs can
be produced by covalently attaching polymer to the surface of a NP (or by in
situ polymerization from the NP surface) and can be dispersed within the same
or a different polymer matrix; therefore solving many of the aggregation problem
associated with PNCs. Furthermore, PGNs possess the ability to self-assemble

128

into specific NP arrangements such as strings or fractals morphologies by tuning
grafting density or grafting molecular weight.[96] In PGNs, particularly those
prepared by the grafting-from approach (opposed to the grafting-to approach), the
polymer conformations at the NP surface are predominately composed of tails (one
chain end fixed and one free end) and can be calculated more accurately for a given
specific grafting density.[97] Therefore, from an experimental standpoint, solventfree PGNs are an ideal system in which to study how chain conformations in the
interfacial region can affect the segmental dynamics relative to the case of random
physical chain adsorption (PNCs). When directly comparing PNCs to PGNs the
general expectation is that covalent bonding will more significantly affect the dynamics of the polymer matrix than physical adsorption, especially at the polymerNP interface. However, despite the tremendous interest in interfacial materials,
only a few attempts have been made to investigate the polymer dynamics of PGNs
with a focus on the global, chain dynamics.[98–100]
In this chapter, the effect of covalent bonding and physical absorption of
polymer chains on the interfacial properties of well-dispersed poly(2-vinyl pyridine)/silica nanocomposites (PNCs) and poly(2-vinyl pyridine)-grafted-from-silica
(PGNs) are directly compared using broadband dielectric spectroscopy (BDS),
temperature modulated differential scanning calorimetry (TMDSC), and smallangle x-ray scattering (SAXS). For PGNs, the chain grafting density is identical
at 0.3 chains/nm2 and the relative silica-to-polymer ratio is a fixed quantity which
can only be tuned by varying the molecular weight (MW). Three MW systems (6,
18, and 140 kg/mol) are investigated for both PGNs and PNCs at identical silica
(RN P = 12.5 nm) concentrations. A detailed analysis revealed only a weak change
in the dynamics of PGNs and PNCs with high MW (140 kg/mol, RN P /Rg = 1.13),
most likely due to the relatively low content (∼6 vol% silica) of NPs. However,
there is a clear difference in the properties of interfacial layer at intermediate MW
(18 kg/mol, RN P /Rg = 3.16) where the interfacial dynamics are more strongly
suppressed by the covalent bonding than by physical adsorption. Interestingly, the
129

PGNs and PNCs with low MW (6 kg/mol, RN P /Rg = 5.4) exhibit an identical
suppression of dynamics, a large gradient of segmental mobility and an interfacial
region that occupies essentially the entire material despite the magnitude of the
interactions. In lieu of these results, it is proposed that anisotropic chain stretching
of segments at the interface, a phenomenon previously suggested by Oyerokun
and Schweizer,[101] rather than the polymer-NP interaction strength, plays a
critical role in suppression of segmental dynamics, which ultimately determines
the magnitude of the change in the average glass transition temperature in these
heterogeneous materials. These results suggest that the interfacial dynamics in
PNCs or PGNs can be tuned by controlling the degree of chain stretching at the
interface, which should be an adjustable parameter via the MW for PNCs or the
grafting density for PGNs.

7.2

Experimental Details

Materials: 2-Vinylpyridine (2-VP, 97%, Aldrich) was deinhibited via passing
through activated alumina column. 4-cyano-4-(phenylcarbono-thioylthio)pentanoic
acid N-succinimidyl ester (RAFT agent, Aldrich), hexanes (BDH), tetrahydrofuran
(THF, BDH) were used as received. 2,2-azobis(isobutyronitrile) (AIBN, 99%,
Aldrich,) was purified by recrystallization prior to use.
Synthesis of Silica Nanoparticles and Attachment of RAFT Agent:
Silica nanoparticles with the diameter of 20-25 nm were synthesized following the
modified Stoeber method. The details of the synthesis are described elsewhere.[72]
As prepared, silica was modified with 3-aminopropyldimethyl-ethoxysilane. For
that, 100mL of silica nanoparticles (15 mg/ml) in ethanol was rotary evaporated
and re-dispersed in 100 mL of dry THF, 1 mL of silane was added to the silica
nanoparticles in THF, and the mixture was refluxed for 24h. The particles were
centrifuged three times to remove any unreacted silane. The washed particles were
then re-dispersed in 50 mL of dry THF and 0.1 g of RAFT agent was added to
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the solution. The resulting mixture was stirred at room temperature for 12 h.
Centrifugation was used to separate unreacted RAFT agent from RAFT agent
functionalized silica particles.
Synthesis of Poly(2-vinylpyridine) on Silica Nanoparticles via RAFT
Polymerization: 2-Vinylpyridine (5.31 g, 5.45 mL) and AIBN (6.64 10-6 mol,
1.09 mg) were put into RAFT agent functionalized silica particle THF solution
(17 mL). Argon was bubbled through the solution for 10 min. The reaction
proceeded for 3 h, 6h and 21 h, respectively, at 65 C (Scheme 1, (2)). The resulting
poly(2-vinylpyridine) (P2VP)-attached silica NPs were precipitated into hexanes,
centrifuged, washed with THF/hexanes mixture for 3 times. The supernatant
was also collected, dried and the unattached P2VP was collected The precipitated particle and isolated free P2VP were dried at 40 C in vacuum for 24 h.
Molecular weight characteristics of the unattached polymers were obtained from
size exclusion chromatography (SEC) equipped with both light-scattering and
refractive index detectors. Our SEC system consisted of a Waters 2695 Alliance
HPLC pump equipped with degasser and autosampler, 3 X Polymer Labs Mixed-C
Ultrapolystryagel columns in a thermostatted compartment, a Wyatt miniDAWN
3-angle ambient light scattering detector, and a Waters 2414 refractive index
detector; N,N-dimethylformamide (DMF) was used as the eluent at a 0.5 mL/min
flow rate with the columns at 60 C. MW values were preferentially taken from
light-scattering-based calculations, by using Wyatt Astra software. Conventional
calibration MW and PDI values were also taken according to the RI detector
results and Waters Empower software; 3rd-order polynomial calibrations were made
by using either poly(2-vinylpyridine) standards or polystyrene standards; and these
standards were also passed the same day as unknown analytes to verify calibration
durability.
Preparation of polymer nanocomposites: The free (unattached) P2VP
chains collected from the grafted nanoparticle synthesis were used to prepare composites with identical silica nanoparticles (with unmodified surface functionality)
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with the molecular weights identical to the grafted samples. The polymer and
nanoparticles were mixed in ethanol and the solvent was evaporated during stirring
and samples were dried in the Teflon plates at 100 C for 48 hours. The amount
of silica nanoparticles in composite materials was added at the identical weight
fraction of P2VP than that of the covalently grafted systems and confirmed by
thermogravimetric analysis. Thermogravimetric analysis was used to determine
the weight fraction of silica and grafted P2VP. This information together with
the molecular weight obtained from GPC were used to estimate grafting density
of P2VP. The grafting density was found equal to 0.3 chains/nm2 .
Pycnometry Measurements: PNC films were prepared into small pieces
and placed in a sample cell (total volume 0.1 cm3 ). At least two-thirds of the total
volume was filled (around 60–100 mg of samples) to produce better statistics. The
weight of the samples were measured five times by using a weight balance (Mettler
Toledo NewClassic MF Model MS105DU) with an accuracy of 0.01 mg. The gas
pycnometer (Micromeretics Accupyc II 1340) measured the volume of penetrable
helium gas within the sample and sample cup until the pressure did not vary more
than 0.005 psig/min during the equilibration period. The accuracy of the volume
measurement is 0.0001 cm3 . This cycle was repeated 10 times for reproducibility.
The density was then determined from the mass to volume ratio and the error
of this measurement is less than 0.1%. All the density data were obtained at
atmospheric pressure and at T = 293 K.

7.3

Results and Discussion

The excellent quality of nanoparticle dispersion in our samples is confirmed by
small angle X-ray scattering (SAXS) and transmission electron microscopy images
(Fig. 7.1). The changes in macroscopic properties, e.g., Tg , should be directly
associated with the presence of interfacial polymer in both PNCs and PGNs.[3, 102]
To explore this idea, we use SAXS to determine the peculiarity of the static
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structure of our materials within the glassy state. Based on the results of the
previous chapters, it is known that the P2VP/silica nanocomposites exhibit a
core-shell structure with a finite shell thickness.[24, 81] In this chapter, we use a
polydisperse core-shell model and hard sphere models to fit our SAXS data.[103]
The properties of the shell in this model are described by the scattering length
density, the static shell thickness, and the polydispersity of the shell thickness.
These parameters combined provide important information concerning the static
length scale, relative density, and the uniformity of the density of the shell.
Figure 7.1(a) presents the SAXS spectra with the corresponding fits to the
best model. The 18 kg/mol and 140 kg/mol PNC and PGN samples fit to the
PCSM model, requiring three structurally different regions, core, shell, and polymer
matrix. The 6 kg/mol PNC and PGN fit best to the hard sphere model, as no
shell was distinguishable. The complete set of the fit parameters can be found
in Table 7.1. For PGNs, the static length scale of the interfacial shell was found
to stay relatively constant for the intermediate and high MW with values of 3.4
± 0.7 nm and 3.8 ± 0.7 nm, respectively. Interestingly, the length scale of the
interfacial shell was found to be systematically ∼20%-35% smaller in the PNCs
than in the PGNs. Also, the scattering length density in the interfacial region
is ∼ 20% lower than scattering length density of the matrix for the 18 kg/mol
and 140 kg/mol PNCs and PGNs. However, the 6 kg/mol samples are best
described by a hard sphere model, which indicates that the matrix surrounding the
nanoparticles is homogeneous. This is consistent with a nanocomposite where the
entire surrounding matrix is interfacial polymer due to the high silica loading (∼50
vol% silica).
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Figure 7.1: (a) Small angle X-ray scattering profiles for PGNs and PNCs at the
same relative silica volume fractions and the fits obtained from a poly-disperse
core-shell and hard sphere scattering models. The curves are arbitrarily shifted for
clarity. Transmission electron microscopy images to illustrate the similar dispersion
state of the 18 kg/mol (b) PNC and (c) PGN. Image reproduced from reference
[25].
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Table 7.1: Small angle X-ray scattering fitting parameters from the hard sphere and polydisperse core-shell model form
factors with a hard sphere structure factor.
SLD (Å−2 ) Height

PDI

Shell

Matrix

Shell (nm)

Shell

2.11x10−5

NA

1.08x10−5

NA

NA

0.3

2.11x10−5

NA

1.08x10−5

NA

NA

11.8

0.45

2.08x10−5

0.79x10−5

1.10x10−5

2.4 ± 0.8

0.85

18 kg/mol, PGN

10.6

0.21

2.11x10−5

0.83x10−5

1.09x10−5

3.4 ± 0.8

0.85

140 kg/mol, PNC

10.7

0.21

2.11x10−5

0.94x10−5

1.11x10−5

3.1 ± 0.7

0.71

140 kg/mol, PGN 10.7

0.21

2.11x10−5

1.08x10−5

1.11x10−5

3.8 ± 0.9

0.69

Sample:

SLD (Å−2 ) SLD (Å−2 )

Radius (nm)

PDI

Core

Core Core

6 kg/mol, PNC

10.9

0.3

6 kg/mol, PGN

10.9

18 kg/mol, PNC
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Figure 7.2: Specific heat capacity from TMDSC illustrating the glass transition
of the matrix component for the PNCs and PGNs for each MW. (b) The derivative
of specific heat capacity. All curves are arbitrarily vertically shifted for clarity.
Image reproduced from reference [25].
The glass transition of the PGNs and PNCs were measured by temperature
modulated differential scanning calorimetry (TMDSC). Figure 7.2(a) shows
the specific heat data after accounting for the silica contributions as previously
explained in references [56] and [81]. The thermal glass transition temperature Tg ,
(taken as the midpoint of the transition step) for both PNCs and PGNs (Table
7.2) are found to be dependent on MW (and relative silica concentration). Both
PNC and PGN with high MW (140 kg/mol) exhibit a negligible shift in Tg , and the
experimental data almost coincide with the data of the neat polymer. This result
is likely due to the low silica concentration (6 vol% silica or average interparticle
spacing ∼30 nm). The intermediate MW systems show a clear change in Tg , with a
larger shift for PGNs (∼9 K) and a smaller shift for PNCs (∼3K). The low MW
(6 kg/mol) samples show a much stronger change in the glass transition than
the other MWs. Although the shift in Tg (e.g., the midpoint of the transition)
∼13K appears to be the same for PNC and PGN, a significantly broader step
is observed in the PGN system. The broadening of the glass transition of the
PGN relative to the corresponding PNC can be clearly seen from the derivative
analysis of the TMDSC data presented in Figure 7.2(b). The width of the glass
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transition of the PGN extends to higher temperatures than for the PNC system.
This increase in the breadth of the glass transition indicates two important points:
(1) the segmental mobility has a large gradient and (2) a significant amount of
the segmental mobility is slower than the average mobility (i.e., midpoint of the
transition). The results for the low MW systems, which have extremely high
silica loadings and an estimated interparticle spacing of 3.0 nm, are consistent
with recent simulations and predictions that segmental dynamics of nanoconfined
polymers exhibit a large gradient of segmental mobility.[2, 8, 9, 11, 34, 48, 49, 81]
To better understand the interfacial segmental dynamics and their effect on the
overall segmental dynamics in these systems, broadband dielectric spectroscopy
(BDS) is employed. The segmental relaxation process appears as a peak in the
dielectric loss spectra (Fig. 7.3). The spectral shape of the segmental relaxation
for poly(2-vinyl pyridine) is of specific interest at temperatures above and close
to Tg . The presented dielectric loss data are normalized to the high-frequency
tail of the segmental relaxation to compare the shift and overall broadening of
the relaxation process at low-frequency as in Chapter 5 and 6. While the highfrequency tail of the segmental process is slightly affected in both systems, the
systematic broadening of the low-frequency part is evident for both PGN and
PNC systems. These results corroborate the previously presented calorimetric
data (Fig. 7.2). For high MW PNC and PGNs, the width and peak position of
the segmental relaxation is essentially unaffected, similar to the TMDSC data.
However, at intermediate MW (Fig. 7.3(b)), the dispersion and peak position in the
spectra of PNC and PGN are different at the same temperature. The corresponding
intermediate MW PNC system has a peak position similar to the pure polymer and
a smaller broadening than PGN. At low MW (Fig. 7.3(c)), the most significant
changes in the dielectric loss spectra are observed where the entire segmental peak
shifts to lower frequencies and clearly broadens for both systems. However, despite
the same peak position of the segmental relaxation, there is a clear difference in the
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amount of broadening (Fig. 7.3(c)): the distribution in PGN system is much wider,
similar to calorimetric data in Figure 7.2(b).
An indication of the presence of the interfacial layer is the broadening of
the segmental relaxation process in the dielectric spectra (Fig. 7.3) and in the
calorimetric data (Fig. 7.2). Although broadening of the spectra and heterogeneous
dynamics in composite materials has been reported and associated with the
formation of the interface, traditional analysis is often limited to the comparison
of the average values for Tg (midpoint of transition) and relaxation time (peak
position) resulting in averaged information about the structure and properties of
the material. However, the properties of the interfacial region itself are extremely
important as they impact the macroscopic properties of PNCs that are coupled to
segmental dynamics, such as ion transport or small molecule diffusion.[104–106]
To reveal the properties of the interfacial layer we utilize the interfacial model as
described in chapters 5 and 6, which describes an effective medium approximation
for the dielectric response (00ef f (ω)) of a heterogeneous system, accounting for the
dielectric response of the particle (00N P (ω)), interfacial layer (00IL (ω)), and matrix
(00m (ω)). Using the interfacial model, two critical parameters are determined: (1)
the time scale of the interfacial segmental dynamics and (2) the volume fractions
of polymer populations that are bulk-like or interfacial. The latter also provides an
estimate for the length scale of affected segments near the NP surface.
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Figure 7.3: The normalized dielectric loss spectra for pure poly(2-vinyl pyridine)
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Figure 7.4: The deconvolution of effective dielectric loss spectra (00ef f (ω))
into individual components: the matrix response (00m (ω), black squares) and the
interfacial layer response (00IL (ω), blue line) for the intermediate molecular weight
(a) PGN and (b) PNC from the interfacial model analysis (T = 423.15 K). The
presented 00IL (ω) component is normalized by the corresponding volume fraction of
interfacial polymer. (c) The temperature dependence of the interfacial segmental
relaxation times for PGNs (blue), PNCs (red), and bulk-like dynamics (black) with
corresponding Vogel-Fulcher-Tammann fits. Image reproduced from reference [25].
Here, we analyze the data for these PGN and PNC at the intermediate MW
since they demonstrate the most pronounced change in the dispersion of the
segmental relaxation. The interfacial model analysis (Fig. 7.4) separates the
contributions of the interfacial and bulk-like segmental dynamics, and provides an
estimate for the respective volume fractions and characteristic relaxation times. For
the intermediate MW systems, the characteristic relaxation times of the interfacial
layer are determined by fitting the obtained 00IL (ω) with a single Havriliak-Negami
function. At high temperatures, the segmental relaxation times of the interfacial
and bulk-like dynamics converge (Fig. 7.4c), indicating more homogeneous
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dynamics. However, even at high temperatures the segmental dynamics in the
PGN remain slower than in the neat polymer. As the temperature approaches
Tg (τα = 100s, as indicated by the horizontal dotted line), the slowing down of
the interfacial dynamics relative to the neat polymer increases strongly, especially
for the PGN system. The dynamic glass transition temperatures, Tg , can be
determined by fitting the relaxation times to the Vogel-Fulcher-Tammann (VFT)
equation and extrapolating to the temperature at which τα = 100s (Table 7.2).
A different behavior is observed for PNC and PGN for the lowest MW samples
(Fig. 7.5). In that case, the characteristic relaxation times are extracted by fitting
the entire 00ef f (ω) by a single Havriliak-Negami function, because essentially the
entire sample is an interfacial region at this high loading. Both PNC and PGN
exhibit a similar timescale of segmental dynamics at temperatures close to Tg
(consistent with calorimetric data), while the PGN shows stronger deviations from
the behavior of neat polymer than PNC at higher temperatures. The observed
suppression of interfacial dynamics is in line with several molecular dynamic
simulations[2, 11, 34, 48] (which spatially map the distribution of relaxation
times) and qualitatively agrees with the expectation that covalently bonded chains
experience a larger suppression of segmental dynamics, depending also on the
grafting density[2] and molecular weight.[107]
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Figure 7.5: The temperature dependence of the segmental relaxation times for
low MW (6 kg/mol) PGNs (blue), PNCs (red), and bulk-like dynamics (black)
with the corresponding Vogel-Fulcher-Tammann fits (lines). Image reproduced from
reference [25]
To rationalize these results, one must first understand how much of the polymer
matrix is actually influenced by the nanoparticles (i.e., the volume fraction of
interfacial polymer). Figure 7.6(a) presents the normalized volume fraction of
interfacial polymer (obtained from the interfacial model analysis) with respect to
the total amount of polymer in our system for both PGNs and PNCs. At high
MW, there is a very small amount of nanoparticles and as a result very little
interfacial polymer. Therefore, it is difficult to distinguish the difference between
interfacial dynamics of PGNs and PNCs for the high MW systems. However,
as shown in Figure 7.3(b), the intermediate MW systems show a rather large
difference in the dispersion of the segmental relaxation process and also a clear
difference in the time scale of interfacial dynamics between PGNs and PNCs. The
difference in relaxation dynamics can be related to the volume fraction of interfacial
polymer in the PGN system which is 0.75 while and almost half of that for the
PNC system (∼0.4). Interestingly, the lowest molecular weight systems, which are
almost entirely silica nanoparticles (52vol% silica), reveal an entirely interfacial
material, regardless of physical adsorption or covalent bonding.
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Figure 7.6: (a) The relative volume fraction of interfacial polymer with respect
to the total polymer for PNCs (maroon) and PGNs (blue) as a function of
molecular weight (MW). Inset: A comparison of the static and dynamic thickness
of the interfacial region estimated using BDS (full symbols) and SAXS (empty
symbols) as a function of MW. (b) The change in the average glass transition
temperature, Tg , from calorimetry as well as the average and interfacial Tg from
BDS by evaluating the Vogel-Fulcher-Tammann (VFT) function for each MW as
a function of silica concentration. The boxes indicate data at the same respective
MW’s and the dashed lines are guides for the eye. Image reproduced from reference
[25].
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Additionally, the length scale of the interfacial region can be estimated from the
volume fraction of the interfacial polymer by assuming a core-shell morphology, as
described in [81]. The dynamic length scale of the interfacial layer estimated from
the BDS measurements is also compared to the static shell thickness estimated
from SAXS (inset Fig. 7.6(a)). For PGNs, the interfacial layer thickness seems to
slightly decrease with decreasing MW, while no systematic changes can be found
in PNCs as a function of MW. It seems that for all systems exhibiting a distinct
interfacial layer, the static interfacial layer thickness is larger for PGNs than PNCs,
although the difference is within the experimental error-bars (inset Fig. 7.6(a)).
Earlier studies on PNCs with fixed NP loading [24] revealed a decrease in the
interfacial layer thickness and significant decrease of the averaged Tg shift with
increasing MW. However, it is difficult to identify a certain trend in the current
data set since the static length at low MW or the dynamic length at high MW
cannot be detected. The analysis also reveals that the dynamic length scale of the
interfacial layer increases slightly upon cooling (Fig. 7.7), consistent with earlier
observations in model glycerol/SiO2 nanocomposites.[108] The observed increase
in the dynamic length scale of the interfacial layer upon approaching Tg might be
related to an increase in cooperativity of the segmental dynamics.[11, 34]
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Figure 7.7: The dynamic length scale of the interfacial layer in both PGN
(circles) and PNC (triangles) systems for the low (red) and intermediate MW
systems (blue). For the SAXS data (at T = 300K), the dashed line represents the
PGN system and the solid line represents the PNC system. Image reproduced from
reference [25].
From Figure 7.6(b), it becomes clear that the low MW PNCs and PGNs
experience the same interfacial dynamics (similar Tg of interface, same volume
fraction of polymer involved in interfacial dynamics) resulting in the same average
Tg from both techniques at the same silica concentration and interparticle spacing.
However, the intermediate MW PNCs and PGNs show a clear difference in the
average Tg from both techniques as well as a large difference in the interfacial Tg
which can be accounted by the large change in interfacial volume fraction. For high
molecular weight it is difficult to conclude due to sensitivity issue associated with
the small content of silica nanoparticles. It is suspected that these observations are
related to the differences in conformations that a chain can experience at the NP
interface whether covalently attached at one end in PGN or physically adsorbed in
PNCs which changes as MW increases. These results are in line with recent studies
of nanocomposites of poly(vinyl acetate)/silica and poly(2-vinyl pyridine)/silica in
which the MW of the polymer matrix and attractive interaction between polymer
and nanoparticles were shown to strongly impact the adsorption of the polymer
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chain at the nanoparticle which in turn influenced the overall segmental dynamics,
or rather the glass transition of the polymer nanocomposite.[24]
Figure 7.6(b) presents the relative change in Tg (with respect to neat polymers)
estimated using three techniques: (1) the average Tg from TMDSC (midpoint
of transition), (2) the average Tg from BDS (using a single Havriliak-Negami
relaxation process to describe the 00ef f (ω) spectra and VFT extrapolation), and
(3) the interfacial Tg from the interfacial model analysis (using a single HavriliakNegami relaxation process to describe the 00IL (ω) spectra and VFT extrapolation).
From Figure 7.6(b), it becomes clear that the low MW PNCs and PGNs experience
similar interfacial dynamics resulting in the same average Tg from TMDSC and
BDS. It is difficult to draw any conclusions from the high molecular weight
systems due to the relatively low fraction of the interfacial region at such a small
content of silica NPs. However, the intermediate MW PNC and PGN show a clear
difference in the average Tg from both techniques, as well as a large difference in
the interfacial Tg . Following the results from earlier chapters, these observations are
likely due to the differences in chain conformations within the interfacial layer.
In general, it is difficult to directly assess the conformations of polymers in
PNCs with physically adsorbed chains. However, the conformations of covalently
attached chains are very well studied experimentally[97] and can be described
theoretically.[109–111] Polymers attached to the surface can experience different
conformations ranging from mushroom-like structure at low grafting density
where neighboring sites do not overlap and to highly stretched conformation
at high grafting density. In general cases, chain stretching can be described by
the dimensionless parameter σ|| = h/2Rg where h is the brush height for a given
interparticle spacing (IPS), where the IPS corresponds to each respective silica
loadings, and Rg is the unperturbed radius of gyration in the polymer melt. By
this definition, the interfacial chain conformations are considered Gaussian when
σ|| is much less than one and stretched when σ|| is one or greater. The specific
values of σ|| for the experimental systems studied in this work are listed in Table
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Table 7.2: The summary of dynamic information from TMDSC and BDS combined with selected parameters from the
interfacial model analysis.
Sample:

Silica

Avg. Tg [K] Avg. Tg [K]

Inter. Tg [K]

Inter. Polymer Dynamic Layer [nm]

Static Shell [nm]

(vol%) (TMDSC)

(BDS, VFT)

(BDS, VFT)

(vol%)

(BDS)

(SAXS)

6 kg/mol, Neat

0

353.1

347.1

NA

NA

NA

NA

6 kg/mol, PNC

49

365.2

362.4

362.4

∼100

3.28 ± 0.10*

NA

6 kg/mol, PGN

48

365.6

362.3

362.3

∼100

3.45 ± 0.10*

NA

18 kg/mol, Neat

0

367.9

361.9

NA

NA

NA

NA

18 kg/mol, PNC

33

371.1

367.0

371.9

28

2.85 ± 0.11

2.4 ± 0.8

18 kg/mol, PGN

33

371.1

367.0

371.9

40

3.75 ± 0.11

3.4 ± 0.8

140 kg/mol, Neat

0

375.6

370.4

NA

NA

NA

NA

140 kg/mol, PGN

6

376.5

370.9

NA

NA

NA

3.1 ± 0.7

140 kg/mol, PGN

6

376.5

370.7

NA

NA

NA

3.8 ± 0.9
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7.3, which are based on the results obtained from our self-consistent field theory
(SCFT) calculations in two dimensional polar coordinate system. The SCFT
calculations were done for a compressible system. In addition, the attractive
interactions between the polymer segments and the nanoparticle surface were
included for both the PGN and PNC systems. The polymer-NP interactions were
modeled via a step function which only acts on the exterior of the NPs. The range
of the interaction potential was kept fixed at 1.7 nm, representing the rough native
oxide layer present on the silica nanoparticles.[112] The strength of the interaction
potential was chosen to match the line averaged density profile for PNCs (between
the nanoparticles) obtained from simulations with the experimentally obtained
spatially averaged density profile (∼1.0 gm/cm3 ). As shown in Table 7.3, h/2Rg
systematically increases from ∼1 at low MW to nearly 1.5 at high MW. This
suggests that the polymer chains exhibit highly stretched conformations at the
interface and that the degree of stretching increases with MW for the PGN
systems.
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Figure 7.8: The self-consistent field theory (SCFT) calculations for all PNC
systems. Here, the adsorbed chain conformations near the nanoparticles surface
are illustrated by comparing the distribution of segments and the length scale that
they persist into the free polymer (dashed vertical black lines, dcomp ) relative to
the matrixs unperturbed radius of gyration (dashed vertical pink lines, Rg ). Image
reproduced from reference [25].
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To understand chain stretching for the case of physical adsorption, we use
SCFT to calculate the distribution of chain conformations for our PNC systems,
where packing factors are excluded. As shown in Figure 7.8, the distribution of
chain conformations were calculated for our exact systems and provide quantitative
information concerning the spatial distribution of polymer segments near the
spherical NP interfaces. To quantify the degree of chain stretching in PNCs; we
analyzed the distribution of tails, loops, and trains and the length scale that
they persisted into the free polymer population far away from the surface of the
nanoparticles, dcomp . At low MW, we find that the maximum populations of tails
and loops are spatially distributed further away from the NP surface than the
length scale of the unperturbed Rg (Fig. 7.8(a)). For intermediate MW, fewer
tail conformations are observed with a more significant population of loops and
trains, especially near the NP interface (Fig. 7.8(b)). The maximum population
of tail conformations are now found at distances approaching the Rg and only a
small fraction of the tails propagate beyond Rg . Additionally, the interfacial region
up to 2.5 nm largely consists only of segments that are in direct contact with the
NP (Fig. 7.8(b)). For high MW, the majority of the chain conformations actually
consist of tails that persist up to 12 nm (approximately Rg ) away from the NP
surface where they mix with the free polymer chains (Fig. 7.8(c)). The spatial
distributions of the tails, loops and trains depend on interplay of adsorption energy
and chain conformational entropy. For shorter chains, the conformational entropy
is weaker compared to the interaction energy between the polymer chains and the
nanoparticle surfaces. This, in turn, leads to more loops and trains in comparison
with the number of tails. In contrast, the conformational entropy of the polymer
chains dominates over the polymer-NP interactions for the longest chains studied
in this chapter, which results in a larger number of tail conformations than loop or
train conformations.
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Table 7.3: The estimated stretching parameters from SCFT calculations for both
polymer nanocomposites and polymer grafted nanoparticles.
MW:

2Rg

h

dcomp

h/2Rg

dcomp /2Rg

(nm) (nm) (nm)
6 kg/mol

4.64

4.7

4.6

1.01

0.99

18 kg/mol

7.9

9.0

6.4

1.13

0.81

140 kg/mol

22.2

32.5

12.3

1.46

0.55

To quantify the degree of chain stretching for all PNCs, we determine the
ratio of the distance that the adsorbed polymer segments persist into the free
polymer segments, dcomp , and the unperturbed Rg , a parameter that is similar
to h/2Rg , and is presented in Table 7.3. The stretching factor, dcomp /2Rg , of the
PNCs decreases with increasing MW, behavior that is opposite to that of the PGN
systems. Interestingly, the stretching factor for both systems converge at low MW
(h/2Rg ≈ dcomp /2Rg ≈ 1.0) suggesting that same degree of stretching exists
in these two systems. These findings explain why the low MW PNCs and PGNs
systems exhibit the largest changes in segmental dynamics. For the intermediate
MW, the stretching factors also agree with the corresponding differences in the
interfacial dynamics between PNC and PGN: the more strongly stretched PGN
system (h/2Rg ≥ 1.0) exhibits a larger suppression of interfacial dynamics while
the less stretched PNC system (dcomp /2Rg < 1.0) exhibits a less pronounced effect.
The latter statement is corroborated by direct mass density measurements by
pycnometry (See Fig 7.9(a)).
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Figure 7.9: (a) The overall PNC mass density from pycnometry measurements.
The grey line is the predicted density values from an effective two-phase medium
(TPM). (b) The normalized average mass density of the polymer matrix after using
eq. 6.2 to remove the contribution of the silica nanoparticles.
As shown previously, the segmental dynamics of the lowest MW PNCs and
PGNs reflect an entirely interfacial material with the corresponding changes
in the calorimetric data. These results are confirmed by SAXS measurements
which is well-described by hard sphere scattering model. Additionally, the mass
density was measured by pycnometry and the average matrix mass density was
determined by using eq. 6.2. The ρm for the low MW PNCs and PGNs was found
to be 1.054 g/cm3 and 0.995 g/cm3 , respectively and are close to that of the neat
(1.095 g/cm3 ). The similarity in density for the low MW PNCs and PGNs also
suggests that the chain conformations are similar, where the physically adsorbed
chains exhibit a similar stretched conformation as the covalently grafted chains.
This hypothesis agrees with the relative change in the dielectric and calorimetric
data for low MW where the average ∆Tg as well as the time scale of segmental
dynamics for low MW PNCs and PGNs represent the largest changes within the
current Dissertation. For the intermediate MW, the stretching factors also agree
with the corresponding differences in the interfacial dynamics for both PNCs
and PGNs–where the more stretched system (dcomp /2Rg or h/2Rg > 1.0) show
a larger suppression in interfacial dynamics. The measurements for intermediate
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MW demonstrate a substantial deviation between the density of the PNCs and
PGNs where the overall density was found to be 1.176 g/cm3 and 1.005 g/cm3 ,
respectively, which is a ∼15% difference.
The densification in the composite materials likely reflects the conformational
rearrangement of the chains at the interface which could be possible when the
rigid chains of P2VP become less stretched and can pack much more efficiently.
However, despite the densification of PNC matrix, the segmental dynamics are
weakly affected in the PNC system which suggests that the segmental dynamics
are more influenced by the chain stretching than density. These results would be
in agreement with previous results which demonstrate the segmental dynamics of
P2VP are primarily controlled by thermal effects rather than density effects.[88,
113] Interestingly, the overall density for the high MW PNC is lower than the
corresponding high MW PGN which corroborates the results of Chapter 6 where
the chain packing in high MW PNCs was proposed to be far worse than in low MW
PNCs. However, a detailed and systematic study of grafting density and MW is
needed to fully understand these effects.
Table 7.4: The average mass density of the polymer matrix when accounting for
the volume fraction of silica nanoparticles from eq 6.2.
MW:

ρm , Neat

ρm , PNC

ρm , PGN

(g/cm3 )

(g/cm3 )

(g/cm3 )

6 kg/mol

1.0951 ± 0.0116 1.05457 ± 0.0033 0.99567 ± 0.0019

18 kg/mol

1.1521 ± 0.0079 1.17636 ± 0.0047 1.00507 ± 0.0058

140 kg/mol

1.1805 ± 0.0038 1.1267 ± 0.0039

1.2046 ± 0.0039

There are two main questions to address: (1) the magnitude of the dynamic
suppression and (2) how far the suppression propagates from the surface of the
NPs. The combined evidence from these results indicates that on the time scale
of segmental dynamics, the strength of the polymer-NP interaction, e.g., physical
adsorption or covalent bonding, is not the primary mechanism responsible for
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the suppression of segmental dynamics at the interface. Instead, the primary
mechanism is suggested to be directly correlated with the degree of stretching
(anisotropy) of the polymer chains near the polymer-NP interface (Fig. 7.8).
This means that the orientation of specific chain conformations at the interface
would ultimately control the resulting properties of the interfacial layer. The
dynamics of chain conformations with multiple adsorbed polymer segments (”train”
conformations, parallel to the NP) would intuitively be influenced the most by
the interfacial interactions. However, the number of segments forming these
conformations is finite and furthermore limits how far the dynamic suppression
persists from the surface of the NP. Thus, the orientational anisotropy of the chain
conformations perpendicular to the interface, known as ”tail” conformations are
suspected to propagate the dynamic suppression of segmental mobility to longer
length scales. From a fundamental perspective, these results qualitatively agree
with predictions by Oyerokun and Schweizer for the dynamics of polymer systems
with anisotropic conformations (thin films, planar grafted brushes) which predicted
that segmental stretching increases the correlation between segmental motions
(intra- chain) and increases the local Tg at the interface.[101] This phenomenon
is likely due to the difference in the chain crowding at the interface where chain
crowding imposes stronger steric hindrances at the NP surfaces and segmental
motions become more correlated, an effect that should quickly dissipate with
increasing distance from the NP surface (unlike planar systems). Therefore, the
curvature of the NP should play a significant role in this effect, and one should
expect larger changes for larger NPs or planar surfaces. This was independently
reported by Gong et al. where the interfacial thickness was found to increase
with increasing NP size–consistent with the concept of chain crowding and chain
stretching.[90]
This concept is corroborated by the results from SCFT calculations which
revealed that the interfacial chain conformations in the PNC systems consist of
various chain conformations and that the volume fraction of each depends on the
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MW. As shown in Figure 7.8(a), the low MW PNC is predominately composed
of loops and train conformations with the maximum population located ≈ 1.5
nm from the NP surface and eventually extending to 3.5 nm. However, the tail
conformations persist up to 5 nm, similar to the brush height of the PGNs. Thus,
the tail conformations in both PGNs and PNCs at low MW persist to a similar
length scale from the NP surface (and hence a similar degree of stretching) with
the only difference being the number of chains, where the interfacial layer in PGNs
predominately consists of tails. The difference in the uniformity of chain stretching
at the interface is suspected to cause the larger gradient in segmental mobility that
was observed from TMDSC (Fig. 7.2) for the low MW PGN system, despite the
similarities in the average Tg . However, more systematic studies focusing on the
effect of grafting density and interfacial chain confromations would be needed to
verify this idea.

PGNs

6 kg/mol

PNCs

(a)

(b)

(c)

(d)

High

Low Segmental Mobility

18 kg/mol

Figure 7.10: A cartoon based on the SCFT results that illustrates how chain
stretching can cause the suppression of segmental mobility at the interface in
polymer grafted nanoparticles, PGNs, (a, c) and polymer nanocomposites, PNCs,
(b, d) at different molecular weights.
It should be noted that the results presented in this chapter are specific to
polymer-NP systems with strong attractive interactions. The behavior might
be different if the time scale of chain adsorption (to the nanoparticles) will be
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comparable to the segmental relaxation time. In general, one would expect that
PNC systems and PGNs may exhibit significant differences in the dynamics
depending on NP loading, molecular weight, or grafting density, especially in the
case of unfavorable (repulsive) polymer-NP interactions. That does not necessarily
imply that the underlying mechanism would be different, but rather that the
magnitude of the effect will be different–and that covalent bonding may provide
a route to modify the segmental dynamics of polymer-NP systems with naturally
weak polymer-NP interactions.

7.4

Summary

The interfacial structure and dynamics of P2VP/silica nanocomposites and matrixfree P2VP-grafted-from-silica nanoparticles are studied under identical conditions
(MW and NP loading). The interfacial model is used to unravel the time scale
of the interfacial segmental dynamics from the dielectric relaxation spectra. The
high MW systems do not show significant variations due to relatively low volume
fraction of nanoparticles and interfacial region. However, a strong gradient of
segmental mobility in the interfacial region was revealed by TMDSC and BDS
techniques for both low and intermediate MW PNCs and PGNs.
At intermediate MW, detailed analysis reveals a significant influence of the
chain attachment mechanism, e.g., physical adsorption of the chains for PNC versus
covalent grafting of the chains for PGNs, on segmental dynamics and Tg of the
material. Interestingly, for low MW PNCs, the dynamic properties were found to
be similar to low MW PGNs, indicating that these systems experience a similar
effect at the interface–independent of the method of their preparation. In lieu of
these results, it is proposed that the chain stretching at the interface, rather than
the polymer-nanoparticle interaction strength, plays a critical role in suppression of
segmental dynamics, which ultimately determines the magnitude of the change in
the average glass transition temperature in these heterogeneous materials. In other
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words, the intermediate MW PGNs exhibit a higher degree of chain stretching at
the interface, and therefore are accompanied by a more dramatic change in Tg when
compared to their PNC counterparts whereas the low MW systems share similar
degree of chain stretching and also exhibit a similar change in dynamics.
Overall, these results demonstrate that polymer chain conformations in the
interfacial region can strongly influence the interfacial segmental dynamics and
provide physical insight concerning dynamic interfaces in polymer nanocomposites
and other nanostructured polymer systems, thereby suggesting a way to rationally
tailor polymer dynamics on the nanoscale.
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Chapter 8
Concluding Remarks
A brief description of the work presented in the dissertation is reviewed and an
outlook on the future of polymer nanocomposites is discussed.

8.1

Conclusions

For PNCs with attractive polymer-NP interactions, it has long been thought that
polymer adsorption occurs at the surface of the NPs and the dynamics are strongly
suppressed due to steric hindrance and confinement effects. The immobilization of
the adsorbed polymer was previously described as a ”dead” layer (i.e., glassy with
respect to the remaining polymer), which was responsible for the major changes in
the Tg of PNCs with high concentration of NPs.
In Chapter 4, the overall effect of attractive NPs on the Tg of highly filled
poly(2-vinylpyridine)/silica nanocomposites was found to be surprisingly minor
even at extremely high NP concentrations and suggested that the interfacial
dynamics are only weakly affected.
In Chapter 5, the interfacial segmental dynamics of poly(2-vinylpyridine)/silica
nanocomposites were carefully and systematically investigated over a wide range of
NP concentrations. Contrary to previous expectations, the interfacial segmental
dynamics are found not to be ”dead” but are instead only slowed (∼100 times)
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with respect to the bulk-like segmental dynamics. The region of affected dynamics,
or the interfacial layer, determined from dielectric spectroscopy and calorimetry
(3–4 nm) could also be observed in small angle X-ray scattering spectra (4–5 nm).
Despite the presence of interfacial polymer, which is considerably slower than the
bulk, there is no significant effect on the overall glass transition temperature of the
remaining polymer matrix.
In Chapter 6, following expectations that the length scale of polymer adsorption
should scale with the molecular weight (MW) of the polymer matrix, three
MWs were prepared with a variety of silica concentrations and under similar
conditions. Using the analysis techniques described in Chapter 5, an unexpected
MW dependence of the interfacial properties was found: the length scale of the
interfacial layer with suppressed segmental mobility decreases with increasing MW,
contrary to theoretical predictions. Further analysis revealed a reduction in mass
density of the interfacial layer with increasing MW, which suggested that the chain
packing at the interface is largely frustrated and while some segments are affected,
this frustration leads to a competition between effects: (1) slowing down due to
adsorption and (2) speeding up due the reduction in density. These surprising
results indicated that the interfacial regions in high MW PNCs are trapped in a
deep metastable state far away from equilibrium that could be exploited for specific
industrial applications.
Lastly, the effect of interaction strength at the interface was explored. In
Chapter 7, the interfacial region in PNCs (physical adsorption) was directly
compared to the system of matrix-free polymer grafted nanoparticles (covalently
bonded) for three different MWs. The interfacial dynamics are found to be strongly
suppressed in both systems. However, the magnitude of this effect was found
to be different for each system and is dependent on the MW of the polymer
matrix. Based on self-consistent field theory calculations, it is proposed that
these changes are not mainly due to the strength of the interaction but rather
to the uniformly stretched chain conformations near the interface. This suggests
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that chain stretching, i.e., the anisotropy of the segmental conformations, in the
interfacial region primarily influences the segmental dynamics while the interaction
strength only plays a secondary role. Furthermore, these results imply that
the interfacial dynamics can be effectively tuned by the degree of stretching–a
parameter accessible from the MW or grafting density.

8.2

Future Outlook

The potential applications for the results presented in this Dissertation are
important for several reasons. These results indicate that polymer adsorption on
the nanoscale is not as simple as merely mixing two components and that proper
reinforcement will not be maximized unless proper polymer adsorption occurs at
the interfaces. Also, the results indicate that high MW systems have a large degree
of percolating free volume near the interfacial regions which may be useful for
polymer electrolyte or gas separation applications.
There is still much work to be done in this field regarding the effect of interfacial dynamics in other nanostructured polymeric systems. This dissertation only
investigated the case of spherical nanoparticles in an ideal system with Rg ≈ RSilica .
The logical next steps would be to investigate the dynamics when the length scale
of the nanofiller is smaller than the polymer coil size (Rg > RSilica ), change the
nanofiller geometry to planar to increase the accessible surface area, the polymerNP interactions, grafting density, and the polymer backbone rigidity (semi-flexible
to flexible).
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