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Abstract
In a previous paper we built a modified Hamiltonian formalism to make
possible explicit maps among manifolds. In this paper the modified
formalism was generalized. As an application, we have built maps among
spaces associated to spinors, as well as maps among Kaehler spaces.
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1 Introduction
The Jacobi fields are very important to the Riemannian Geometry [1]
and to the singularity theorems [2],[3]. These fields were used to study a
free falling particle motion in a Schwarzschild spacetime [4], and a charged
particle motion in Kaluza-Klein manifolds [5]. In a previous paper we have
modified the Hamiltonian formalism to build maps among manifolds [6]. In
this paper we present a second map building method among manifolds. As
an application, we have built maps among complex spaces, and also among
spaces associated to spinors.
This paper is organized as follows. In Sec. 2 we give a brief overview of the
modified Hamiltonian formalism which we call the first modified Hamiltonian
formalism. In Sec. 3 we build the second modified Hamiltonian formalism.
In Sec. 4 we apply this formalism to spaces associated to spinors. In Sec. 5
we apply it to complex spaces. In Sec. 6 we summarize the main results of
this work.
2 The First Modified Hamiltonian Formalism
It is well-known that in the Hamiltonian formalism the Hamilton equa-
tions and the Poisson brackets are conserved only by a canonical or sympletic
transformation. In [4] we changed the non-relativistic time-dependent har-
monic oscillator [7],[8] to a general relativistic approach. In the first mod-
ified Hamiltonian formalism only Hamilton equations will be kept, in the
sense that they will be transformed into other Hamilton equations by a non-
canonical or non-sympletic transformation, and the Poisson brackets will not
be invariant.
We now give a brief overview of the first modified Hamiltonian formal-
ism [6]. Consider a time-dependent Hamiltonian H(τ) where τ is an affine
parameter, in this case, the proper-time of the particle. Let us define 2n
variables that will be called ξj with index j running from 1 to 2n so that
we have ξj ∈ (ξ1, . . . , ξn, ξn+1, . . . , ξ2n) =(q1, . . . , qn, p1, . . . , pn) where qj and
pj can be or not coordinates and momenta, respectively. We now define the
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Hamiltonian by
H(τ) =
1
2
Hijξ
iξj, (2.1)
where Hij is a symmetric matrix. We consider that the Hamiltonian obeys
the Hamilton equation
dξi
dτ
= J ik
∂H
∂ξk
. (2.2)
The equation (2.2) introduces the sympletic J, given by
(
O I
−I O
)
(2.3)
where O and I are the nxn zero and identity matrices, respectively. We now
make a linear transformation from ξj to ηj given by
ηj = T jkξ
k, (2.4)
where T jk is a non-sympletic matrix, and the new Hamiltonian is given by
H¯ =
1
2
Cijη
iηj, (2.5)
where Cij is a symmetric matrix. The matrices H, C, and T obey the following
system
dT ij
dτ
+
dt
dτ
T ikJ
klXlj = J
imYmlT
j
k, (2.6)
where 2Xlj =
∂Hij
∂ξl
ξi+2Hlj and 2Yml =
∂Cil
∂ηm
ηi+2Cml, t and τ are the proper-
times of the particle in two different manifolds. We note that (2.6) is a first
order linear differential equation system in T ik, and it is the response for
what we looked for because the non-linearity in the Hamilton equations were
transferred to their coefficients [6]. Consider dt
dτ
Xlj = Zlj and write (2.6) in
the matrix form
dT
dτ
+ TJZ = JY T, (2.7)
where T, Z and Y are 2nx2n matrices as
(
T1 T2
T3 T4
)
(2.8)
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with similar expressions for Z and Y. Let us write (2.7) as follows
T˙1 = Y3T1 + Y4T3 + T2Z1 − T1Z3, (2.9)
T˙2 = Y3T2 + Y4T4 + T2Z2 − T1Z4, (2.10)
T˙3 = −Y1T1 − Y2T3 + T4Z1 − T3Z3, (2.11)
T˙4 = −Y1T2 − Y2T4 + T4Z2 − T3Z4. (2.12)
Now consider
S˙1 = Y3S1 + Y4S3, (2.13)
S˙2 = Y3S2 + Y4S4, (2.14)
S˙3 = −Y1S1 − Y2S3, (2.15)
S˙4 = −Y1S2 − Y2S4, (2.16)
and
R˙1 = R2Z1 − R1Z3, (2.17)
R˙2 = R2Z2 − R1Z4, (2.18)
R˙3 = R4Z1 − R3Z3, (2.19)
R˙4 = R4Z2 − R3Z4. (2.20)
From the theory of first order differential equation systems [9], it is well-
known that each system in (2.13)-(2.20) has a solution in the region where
Zlj and Yml are continuous functions. In this case, the solution for (2.6) or
(2.7) is given by
T1 = (S1a + S2b)R1 + (S1d+ S2c)R3, (2.21)
T2 = (S1a + S2b)R2 + (S1d+ S2c)R4, (2.22)
T3 = (S3a + S4b)R1 + (S3d+ S4c)R3, (2.23)
T4 = (S3a + S4b)R2 + (S3d+ S4c)R4, (2.24)
where a,b,c and d are constant nxn matrices, and using (2.21)-(2.24) in (2.4)
we will have completed the mapping among manifolds. In many situations
where it is not possible to consider dt
dτ
, Xlj, Ylj as explicit functions of one
of the two parameters, t or τ, we should expand them in series of τ , for
example [9], so that with the modified Hamiltonian formalism we can map
one differential equation system into another.
4
3 The Second Modified Formalism
In the first modified Hamiltonian formalism only Hamilton equations will
be conserved, in the sense that they will be transformed into other Hamil-
ton equations by a non-canonical or non-sympletic transformation, and the
Poisson brackets will not be invariant. The second modified formalism differs
from the first because we will have a set of signs in the Hamilton equations.
We use one class of functions that include usual and unusual Hamiltonians
in both formalisms. We will maintain part of the usual notation. Consider a
time-dependent function H(τ) where τ is an affine parameter. Let us define
2n variables that will be called ξj with index j running from 1 to 2n so that
we have ξj ∈ (ξ1, . . . , ξn, ξn+1, . . . , ξ2n) =(q1, . . . , qn, p1, . . . , pn) where qj and
pj can be or not the usual coordinates and momenta, respectively. We now
define the function by
H(τ) =
1
2
Hijξ
iξj, (3.1)
where Hij is a symmetric matrix. Consider the following system
dξi
dτ
= I ik1
∂H
∂ξk
. (3.2)
The equation (3.2) introduces the I1, given by(
O A
B O
)
(3.3)
where O, A and B are the nxn, with O as the zero matrix, and A = ǫ1I,
B = ǫ2I are proportional to identity matrix, with ǫi = −1,+1 and i = 1 or
2. We now make a linear transformation from ξj to ηj given by
ηj = T jkξ
k, (3.4)
where T jk is a non-sympletic matrix, and the new function is given by
H¯ =
1
2
Cijη
iηj, (3.5)
where Cij is a symmetric matrix. Consider that (3.5) obeys the following
equation
dηi
dτ
= I ik2
∂H
∂ηk
, (3.6)
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where I2 is given by (
O E
D O
)
(3.7)
and O, E and D are nxn, with O as the zero matrix, and E = ǫ3I, D = ǫ4I
are proportional to the identity matrix, with ǫj = −1,+1 and j = 3 or 4.
The functions A, B, E, and D could be chosen as arbitrary diagonal matrices,
however, such possibility will not be used in this paper. The matrices H, C,
and T obey the following system
dT ij
dτ
+
dt
dτ
T ikI
kl
1 Xlj = I
im
2 YmlT
j
k, (3.8)
where 2Xlj =
∂Hij
∂ξl
ξi+2Hlj and 2Yml =
∂Cil
∂ηm
ηi+2Cml, t and τ are the proper-
times of the particle in two different manifolds. We note that (3.8) is a first
order linear differential equation system in T ik, and that the non-linearity in
the Hamiltonians were transferred to their coefficients. Consider dt
dτ
Xlj = Zlj
and write (3.8) in the matrix form
dT
dτ
+ TI1Z = I2Y T, (3.9)
where T, Z and Y are 2nx2n matrices as(
T1 T2
T3 T4
)
(3.10)
with similar expressions for Z and Y. Let us write (3.9) as follows
T˙1 = ǫ3(Y3T1 + Y4T3)− ǫ2T2Z1 − ǫ1T1Z3, (3.11)
T˙2 = ǫ3(Y3T2 + Y4T4)− ǫ2T2Z2 − ǫ1T1Z4, (3.12)
T˙3 = ǫ4(Y1T1 + Y2T3)− ǫ2T4Z1 − ǫ1T3Z3, (3.13)
T˙4 = ǫ4(Y1T2 + Y2T4)− ǫ2T4Z2 − ǫ1T3Z4. (3.14)
Now consider
S˙1 = ǫ3(Y3S1 + Y4S3), (3.15)
S˙2 = ǫ3(Y3S2 + Y4S4), (3.16)
S˙3 = ǫ4(Y1S1 + Y2S3), (3.17)
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S˙4 = ǫ4(Y1S2 + Y2S4), (3.18)
and
R˙1 = −ǫ2R2Z1 − ǫ1R1Z3, (3.19)
R˙2 = −ǫ2R2Z2 − ǫ1R1Z4, (3.20)
R˙3 = −ǫ2R4Z1 − ǫ1R3Z3, (3.21)
R˙4 = −ǫ2R4Z2 − ǫ1R3Z4. (3.22)
From the theory of first order differential equation systems [9], it is well-
known that each system in (3.15)-(3.22) has a solution in the region where
Zlj and Yml are continuous functions. In this case, the solution for (3.8) or
(3.9) is given by
T1 = (S1a + S2b)R1 + (S1d+ S2c)R3, (3.23)
T2 = (S1a + S2b)R2 + (S1d+ S2c)R4, (3.24)
T3 = (S3a + S4b)R1 + (S3d+ S4c)R3, (3.25)
T4 = (S3a + S4b)R2 + (S3d+ S4c)R4, (3.26)
where a,b,c and d are constant nxn matrices, and using (3.23)-(3.26) into
(3.4) we will have completed the mapping among manifolds. Using the first
or the second formalism we can build maps among manifolds. They are not
equivalent maps among manifolds and the choice of one of them is not a
preference matter, but the second formalism can be reduced to the first one
by an appropriate choice of the constants ǫi and ǫj . As in the first formal-
ism, it is important to note that the same particle has different proper-times
in different manifolds, so that line elements are not preserved by local non-
sympletic maps among manifolds. The derivative dt
dτ
increases the difficulty
in (3.8), so that we assume the condition dt
dτ
= 1. It implies in a decrease
on mapped regions. The local non-sympletic maps are well-defined for equal
proper-times and time intervals. In this paper, for the same particle in dif-
ferent manifolds with different proper-times, we use the proper-time of one
of the manifolds, so that (3.8) assumes the following form
dT ij
dτ
+ T ikI
kl
1 Xlj = I
im
2 YmlT
j
k. (3.27)
As a consequence (3.23)-(3.26) will be simplified. It is important to note that
all that we call Hamiltonian, sometimes are not true Hamiltonians because
they are not usual functions of coordinates and momenta.
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4 Spaces Associated to Spinors
In this section we assume the convention used in [10] and we will use the
second modified formalism, although we could use the first one. In this and
in the following sections, what we call Hamiltonian are not true Hamiltoni-
ans because they are not usual functions of coordinates and momenta. In
other words, we have generic spaces. We note that in the first and second
formalisms τ can be one parameter without association to a particle or to
any physics question. Let us consider
H(τ) =
1
2
Hijξ
iξj =
1
2
(X¯ tM tX +X tMX¯) (4.1)
where ξj ∈ (ξ0, . . . , ξn, ξn+1, . . . , ξ2n+2) =(X0, X1, . . . , Xn, X¯1, . . . , X¯n+1), and
X0, Xj and X¯j are coordinates in a 2n+2-dimensional manifold. Sometimes
they can be identified as complex and complex-conjugated coordinates, re-
spectively. We have that Hij is a symmetric matrix given by
(
O M
M t O
)
(4.2)
where O is the (n+1)x(n+1) zero matrix,M t is the (n+1)x(n+1) transposed
matrix of M. Explicitly
H(τ) =
1
2
Hijξ
iξj = X¯ iMijX
j, (4.3)
where Mij can be complex, having or not a defined symmetry. Using the
Hamiltonian (4.1) in (3.2), we obtain
dX i
dτ
= ǫ1
∂H
∂X¯ i
, (4.4)
and
dX¯ i
dτ
= ǫ2
∂H
∂X i
. (4.5)
Let us consider
F =
1
2
Cijη
iηj =
1
2
(x¯tN tx+ xtNx¯) (4.6)
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where ηj ∈ (η0, η1, . . . , ηn, ηn+1, . . . , η2n+2) =(x0, x1, . . . , xn, x¯0, x¯1, . . . , x¯n) and
xj and x¯j are coordinates in another 2n+2-dimensional manifold. We have
that Clk is a symmetric matrix given by(
O N
N t O
)
(4.7)
where O is the (n+1)x(n+1) zero matrix, N t is the (n+1)x(n+1) transposed
matrix of N, and Nlk = δkl. Explicitly
F = x¯0x0 + x¯1x1 + . . .+ x¯nxn, (4.8)
where (4.8) is a 2n+2-dimensional manifold. Using (3.23)-(3.26) into (3.4)
we will have a map between (4.1) and (4.6). For x¯0 = x0 we have a 2n+1-
dimensional manifold
F˜ = (x0)2 + x¯1x1 + . . .+ x¯nxn, (4.9)
where associated spinors can be built [10]. For x¯0 = x0 = 0, we have the
2n-dimensional manifold
F˜ = x¯1x1 + . . .+ x¯nxn. (4.10)
As in (4.9), we can build spinors associated to (4.10). We note that (4.8)
and (4.10) are not usual Hamiltonians, they are the special forms chosen by
Cartan [10].
5 Kaehler Manifolds
In this section we present some facts about Kaehler manifolds and use
the second formalism to build maps among manifolds.
Let us consider a real 2n-dimensional manifold. We will denote the coordi-
nates of a point P by (x1, . . . , xn, x¯1, . . . , x¯n), and build a n-dimensional com-
plex manifold, where P has the following complex and complex-conjugated
coordinates
zα = xα + ix¯α, (5.1)
z¯α = xα − ix¯α, (5.2)
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where α ∈ (1, . . . , n). Consider a symmetric tensor gij . It is self-adjoint if it
satisfies
gα¯σ¯ = gσ¯α¯ = ¯gασ = ¯gσα (5.3)
gασ¯ = gσ¯α = ¯gα¯σ = ¯gσα¯. (5.4)
Moreover, if the inverse contravariant tensor gij defined by gikg
kj = δji exists,
the usual Christoffel symbols, the Riemann-Christoffel curvature tensor, the
Ricci tensor, and the scalar curvature are all self-adjoint [11]. We assume
now that, in this complex manifold, there is a positive definite line element
ds2 = gijdz
idzj , (5.5)
where the symetric tensor gij is self-adjoint and satisfies
gασ = gα¯σ¯ = 0, (5.6)
and (5.4). In this case the metric tensor is called a Hermitian metric and the
line element has the following expression
ds2 = 2gασ¯dz
αdz¯σ. (5.7)
The Christoffel symbols are given by
Γαµν =
1
2
gασ¯(
∂gσ¯µ
∂zν
+
∂gσ¯ν
∂zµ
), (5.8)
Γαµν¯ =
1
2
gασ¯(
∂gµσ¯
∂z¯ν
−
∂gµν¯
∂z¯σ
), (5.9)
Γαµ¯ν¯ = 0, (5.10)
and other components are given by symmetry and self-adjointness. The
components (5.9) transform as tensors. Kaehler made the following choice
Γαµν¯ = 0. (5.11)
It is the same as
∂gµσ¯
∂z¯ν
=
∂gµν¯
∂z¯σ
, (5.12)
∂gµ¯σ
∂zν
=
∂gµ¯ν
∂zσ
, (5.13)
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so that
gσ¯α =
∂2φ
∂zα∂z¯σ
. (5.14)
The self-adjointness of gασ¯ implies that φ is a real valued function. The (5.14)
is called Kaehler condition and a metric satisfying (5.4), (5.6) and (5.14) will
be called a Kaehler metric. Thus, in a Kaehler metric we have
Γαµν = g
ασ¯ ∂gσ¯µ
∂zν
, (5.15)
Γα¯µ¯ν¯ = g
α¯σ ∂gσµ¯
∂z¯ν
, (5.16)
and Riemann-Christoffel tensor components will be simplified. For a n-
dimensional Kaehler manifold, if at every point, the sectional curvature is
the same for all possible 2-dimensional sections, then the curvature tensor is
identically zero. The same is not true for the holomorphic sectional curva-
ture, thus, if we assume that at all points of the manifold they are all the
same, we have
Rασ¯µν¯ =
K
2
(gασ¯gµν¯ + gαν¯gµσ¯). (5.17)
From (5.17)
Rασ¯ = Rσ¯α =
(n+ 1)K
2
gασ¯, (5.18)
where (5.18) is an Einstein manifold.
Let us consider
H(τ) =
1
2
Hijξ
iξj =
1
2
(x¯tM tx+ xtMx¯) (5.19)
where ξj ∈ (ξ1, . . . , ξn, ξn+1, . . . , ξ2n) =(x1, . . . , xn, x¯1, . . . , x¯n) and xj and x¯j
are real coordinates in a 2n-dimensional manifold. We have that Hij is a
symmetric matrix given by (
O M
M t O
)
(5.20)
where O is the nxn zero matrix, M t is the nxn transposed matrix of M.
Using the Hamiltonian (5.19) in (3.2), we obtain
dxi
dτ
= ǫ1
∂H
∂x¯i
, (5.21)
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and
dx¯i
dτ
= ǫ2
∂H
∂xi
. (5.22)
We can present a new Hamiltonian similar to (5.19) and build a map between
them, and consider that they are real representations of two complex mani-
folds. We still have another possibility where we present two Hamiltonians
with complex and complex-conjugated coordinates given by (5.1) and (5.2).
For this last option we can build a map between (5.7) and another Kaehler
line element.
6 Concluding Remarks
The objective of this paper is twofold. Firstly, it presents a second modified
formalism as an option to and a generalization of the first one [6]. Secondly,
it shows, through maps, the use of this second formalism in some areas of
mathematics such spaces associated to spinors and complex spaces. Explicit
applications will be presented in a next paper. We could have presented a
section with maps among Finsler spaces. For such, it would be necessary
the usual choice of a metric tensor with appropriate momentum dependence.
However a more general or not momentum dependence can be introduced
directly in (2.7) or (3.9). It would be a repetitive procedure, therefore, we
decided not to include it. Invariance is a fundamental property in many
theories, as in general relativity. However, if we want to build maps among
manifolds, the first or the second modified formalism can be useful, and both
can be considered additional mathematical resources for research.
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