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ABSTRACT
Novae undergo a supersoft X-ray phase of varying duration after the optical out-
burst. Such transient post-nova supersoft X-ray sources (SSSs) are the majority of
the observed SSSs in M31. In this paper, we use the post-nova evolutionary models
of Wolf et al. to compute the expected population of post-nova SSSs in M31. We pre-
dict that depending on the assumptions about the WD mass distribution in novae,
at any instant there are about 250 – 600 post-nova SSSs in M31 with (unabsorbed)
0.2–1.0 keV luminosity Lx > 10
36 erg/s. Their combined unabsorbed luminosity is of
the order of ∼ 1039 erg/s. Their luminosity distribution shows significant steepening
around log(Lx) ∼ 37.7 – 38 and becomes zero at Lx ≈ 2×10
38 erg/s, the maximum Lx
achieved in the post-nova evolutionary tracks. Their effective temperature distribution
has a roughly power law shape with differential slope of ≈ 4–6 up to the maximum
temperature of Teff ≈ 1.5× 10
6 K.
We compare our predictions with the results of the XMM-Newton monitoring of
the central field of M31 between 2006 and 2009. The predicted number of post-nova
SSSs exceed the observed number by a factor of ≈ 2–5, depending on the assumed WD
mass distribution in novae. This is good agreement, considering the number and mag-
nitude of uncertainties involved in calculations of the post-nova evolutionary models
and their X-ray output. Furthermore, only a moderate circumstellar absorption, with
hydrogen column density of the order of ∼ 1021 cm−2, will remove the discrepancy.
Key words: Novae, cataclysmic variables – galaxies: individual: M31 – surveys.
1 INTRODUCTION
Novae are a sub-class of cataclysmic variables showing
prominent outbursts. These systems, composed of a white
dwarf (WD) accreting matter from a non-degenerate com-
panion, are characterised by relatively low mass accretion
rate, insufficient for stable nuclear burning of the accreted
material. The nova explosion results from a thermonuclear
runaway (TNR) which develops under degenerate conditions
at the base of the accreted envelope, upon its mass reach-
ing some critical value (Fujimoto 1982b,a), and are usually
associated with mass-loss from the system. Nova explosions
are relatively common and are a convenient observatory for
theoretical and observational study of various aspects of as-
trophysics, such as binary evolution, theory of accretion onto
a compact object, thermonuclear burning on the WD surface
and enrichment of the interstellar medium.
After the optical outburst, these objects are equally in-
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teresting to study through their supersoft X-ray emission
during their retreat to quiescence. The post-outburst soft X-
ray emission results from quiescent nuclear burning of the
remnant hydrogen envelope on the WD at a nearly con-
stant bolometric luminosity. This leads to the peak of the
spectrum shifting to shorter wavelengths as the photosphere
of the WD contracts, following the expansion of the enve-
lope ejected during the nova (Sparks, Starrfield & Truran
1976; Sala & Hernanz 2005b; Wolf et al. 2013). The soft
X-ray emission also occurs during the peak of the TNR,
but only for a very brief period that makes its detection
more difficult (see Krautter 2002 and references therein).
The post-outburst emission, however, lasts until the rem-
nant envelope is nearly exhausted. Observations of the post-
nova supersoft X-ray emission provide a means to ver-
ify the nova evolution models and to directly probe pa-
rameters of the WD and the nova explosion. For exam-
ple, the duration of the post-outburst SSS phase sheds
light on the WD mass and the mass ejected during the
nova explosion, as was shown by Tang et al. (2014) and
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Henze et al. (2015) for the recurrent nova M31N 2008-12a in
M31. Such observational constraints will help fill the miss-
ing gaps in theoretical modelling of classical and recurrent
novae (e.g., Starrfield, Sparks & Truran 1974a,b; Prialnik
1986; Prialnik & Kovetz 1995; Jose´ & Hernanz 1998; see
also Bode & Evans (2008) for a review on various aspects
of novae).
On the theoretical front of the post-nova evolution
study, Tuchman & Truran (1998) invoked the analogy of
this phase with the post AGB phase of stellar evolution
and derived a modified core mass – luminosity relation that
accounted for the post-nova metal enrichment in the rem-
nant envelope. They applied this relation to observed no-
vae and found good agreement with the observed SSS dura-
tion of GQ Mus and V1974 Cyg. Further, Sala & Hernanz
(2005b) modelled the post-nova evolution for various WD
masses by constructing grids of stable hydrogen burning
WD envelopes for four different chemical compositions. The
photospheric properties of the post-nova SSSs derived from
observations, in particular the evolution of their effective
temperatures, were then compared with the models to con-
strain the WD mass, and the envelope mass and compo-
sition. These models were applied in the above manner to
V1974 Cyg by Sala & Hernanz (2005a) and the WD prop-
erties for V1974 Cyg were determined.
Most recently Wolf et al. (2013) have performed multi-
cycle evolutionary calculations of the post-outburst phase of
novae using the MESA (Modules for Experiments in Stellar
Astrophysics) code (Paxton et al. 2011, 2013). Their cal-
culations covered a grid of WD masses from 0.6 M⊙ to
1.34 M⊙, accreting solar composition material. Given that
the mass-loss mechanism in novae is still an unresolved is-
sue, for their calculations Wolf et al. (2013) employed two
mass-loss prescriptions, viz., super Eddington winds (SEW)
and Roche lobe overflow (RLOF). In these prescriptions, the
WD undergoes mass-loss until its photospheric luminosity
(L) becomes less than an effective local Eddington luminos-
ity (LEdd) in the SEW case, or until its radius (R) becomes
less than the Roche lobe radius (RRL) in the RLOF case (see
Wolf et al. (2013) for more details). Their results were found
to agree with the measurements of effective blackbody tem-
perature (Teff) and turn-off time of the soft X-ray emission
from novae observed in M31 (Henze et al. 2011, 2013) as
well as Galactic sources (see references in Wolf et al. 2013).
The ejecta masses predicted by their models were also con-
sistent with the ones derived by Henze et al. (2011) for the
observed novae in M31 based on their soft X-ray emission
turn-on time. Moreover, Tang et al. (2014) used the results
of Wolf et al. (2013) to show that the supersoft phase of
M31N 2008-12a was most consistent with nuclear burning
on the surface of a WD in the mass range of 1.32 – 1.36 M⊙,
a more precise result than the lower bound provided by the
recurrence time alone.
On the observational front, much effort has been made
following the work of Pietsch et al. (2005, 2007), which es-
tablished the prominence of novae as the major class of SSSs
in M31. Since then dedicated X-ray monitoring campaigns
have been carried out with XMM-Newton and Chandra in
order to search for X-ray counterparts of optically observed
novae in the central region of M31. The results from these
observations have been published by Henze et al. (2010,
2011, 2014b). The total number of such novae with detected
X-ray counterparts stands now at 79 and 51 of them have
their spectra classified as supersoft (Henze et al. 2014b).
These observational results offer an unprecedented oppor-
tunity to study the nova population post-eruption.
In this paper, we predict the number of post-nova SSSs
in M31 theoretically and compare our predictions with ob-
servations. To this end, we use an extended set of multicy-
cle post-nova evolutionary tracks from the calculations of
Wolf et al. (2013), covering a much finer grid of the WD
masses than in the original publication, ranging from 0.6M⊙
to 1.36 M⊙. For the requisite WD mass distribution in no-
vae, we derive four different forms, two based on observed
optical nova statistics in M31 and two on simple theoretical
considerations. With these two ingredients, we predict the
population of post-nova SSSs in M31 and compute their lu-
minosity function and the Teff distribution. We also predict
the number of these sources to be detected in the the ded-
icated XMM-Newton monitoring of M31 from Henze et al.
(2010, 2011), and compare it with the observed number.
The paper is organised as follows: in Sec. 2, we esti-
mate the WD mass distribution in novae in M31. The post-
outburst models of novae are presented in Sec. 3, and in
Sec. 4 we derive the luminosity function and Teff distribu-
tion of the post-nova SSSs in M31 and compare our results
with observations in Sec. 5. This is followed by a discussion
of the uncertainties of our calculations and the magnitude
of their effects on our results in Sec. 6. We finally summarize
and conclude in Sec. 7.
2 WD MASS DISTRIBUTION IN NOVAE IN
M31
One of the direct observables for a nova is its decline time,
generally reported as the time to decline by 2 or 3 mag (t2
or t3, respectively) from the observed visual peak. In the
1-D nova theory, this property of the nova is determined by
the WD mass (MWD), its core temperature (Tc) and the
mass accretion rate (M˙) (see Prialnik & Kovetz 1995 and
references therein). In real novae, the light curve shape is
further affected by possible asymmetry of the explosion and
by the interaction of the nova ejecta with the accretion disk
and the donor star. These will also introduce orientation-
dependent effects, among other consequences. These com-
plications are not included in the currently existing mul-
ticycle nova models, and therefore accurate visual decline
times for theoretical models are not available. However, it
has been shown that the mass-loss timescale tml computed in
the Prialnik & Kovetz (1995) and Yaron et al. (2005) mod-
els approximates rather well the t3 time in observed no-
vae (Prialnik & Kovetz 1995). We will therefore use tml as
a proxy to t3 in our calculations. We can then use the nova
simulation results, giving t3 ≈ tml(MWD, Tc, M˙), to approx-
imately map the observed decline time distribution of novae
to their WD mass distribution. To do this, we will also have
to make some assumptions about their mass accretion rates
and the WD core temperatures, as discussed below.
Based on the observed orbital period distribution of
novae, Townsley & Bildsten (2005) found that majority of
the novae accrete at rate 10−9 M⊙yr
−1 driven by mag-
netic braking. Further, Townsley & Bildsten (2004) stud-
ied the thermal effects of accretion on the WD undergo-
c© 2015 RAS, MNRAS 000, 1–13
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Table 1. Models of the WD mass distribution in novae
Model ID Description
M-10 Distribution obtained using the t2 distribution of optically observed novae in M31 (Fig. B1) and relation between t2 and
MWD from Yaron et al. (2005), assuming WD core temperature of 10
7 K
M-30 Similar to the model M-10, but assuming the WD core temperature to be 3× 107 K for Yaron et al. nova models
M-flat Flat distribution
M-TL Distribution from Truran & Livio (1986)
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Figure 1. Theoretical decline time t2 of novae as a function of
the WD mass from Yaron et al. (2005) for mass accretion rate
M˙ = 10−9 M⊙ yr−1 and different WD core temperatures as
indicated in the legend.
ing nova outbursts and calculated self-consistently an equi-
librium core temperature (Tc,eq) for the WD. This Tc,eq
is dictated mainly by the mass accretion rate and by the
evolutionary timescale (also determined by M˙); the latter
characterising whether the WD core has reached the ther-
mal equilibrium. For M˙ = 10−9 M⊙yr
−1, the WD core
should be expected to nearly achieve the equilibrium tem-
perature of Tc,eq ≈ 10
7 K. The extended nova evolution-
ary tracks of Wolf et al. (2013) have been calculated for
M˙ = 10−9 M⊙yr
−1 and Tc = 3 × 10
7 K for all except the
1.36 M⊙ model where Tc = 6 × 10
7 K was used, i.e., for a
probably somewhat higher temperature than expected for
the WD in this case. However, this difference is unimpor-
tant, as for the post-nova phase, the principal parameter is
the envelope mass, and from Yaron et al. (2005) results for
M˙ = 10−9 M⊙yr
−1 we see that the nova ignition masses in
their Table 2 do not significantly depend on the core tem-
perature in the considered range of temperatures.
In order to calculate the WD mass distribution in novae,
we then obtain the decline time as a function of MWD for
M˙ = 10−9M⊙yr
−1 from Yaron et al. (2005) by log-linearly
interpolating their results between the grid values of the
WD mass. For observed extragalactic novae t2 is generally
reported since it is easier to measure than t3. The t2 time
for the theoretical models from Yaron et al. (2005) is ap-
proximated by tml/2.1 for tml < 50 days and by tml/1.75
for tml > 50 days following Bode & Evans (2008). In Fig. 1,
this decline time t2 is shown as a function of MWD for the
three core temperatures Yaron et al. have used, i.e. 107,
3 × 107 and 5 × 107 K. As is evident from the figure, the
decline times of the novae for Tc = 3 × 10
7 and 5 × 107 K
agree within a factor of . 2. We will therefore only derive
the WD mass distribution for two values of the temperature
Tc = 10
7 and 3× 107 K. As mentioned above, the post-nova
evolution should not depend strongly on the core tempera-
ture, hence we use the same post-nova models for both Tc’s
in our calculations. For the rest of the paper we adopt the
mass accretion rate of the novae to be 10−9 M⊙yr
−1.
We now use the observed t2 distribution of the nova
rate in M31 corrected for incompleteness (Fig. B1), which is
described in the Appendices A and B, with the results from
Yaron et al. (2005) (Fig. 1) to deduce the corresponding WD
mass distribution in novae. The result is shown in Fig. 2
(left panel). As one can see from the plot, the two mass
distributions are qualitatively similar, except that for the
higher WD temperature, its peak is shifted towards higher
WD masses by about one mass bin.
In addition, we also explore two simple forms of WD
mass distribution in novae, which are independent of the
nova models from Yaron et al. (2005). Specifically, we con-
sider the distribution from Truran & Livio (1986) as well
as an ad hoc flat mass distribution. To derive the former,
Truran & Livio (1986) assumed the Salpeter (1955) mass
function for theWD progenitors and used the main-sequence
mass – WD mass relation for single stars to obtain the dis-
tribution of WD masses. Furthermore, they assumed that
the nova recurrence frequency ν is a function of only the
WD mass, and using a simplified treatment of the nova ex-
plosion mechanism derived the ν = f(MWD). Finally, they
determined the WD mass distribution in novae as a product
of ν = f(MWD) and the WD mass function. Although this
model is obviously oversimplified, it is not affected by the
complexities of the multicycle nova evolution models and by
the subtleties of the incompleteness correction of observed
distributions. For this reason we used it, along with an ad
hoc flat distribution, to investigate the dependence of our
results on the assumed WD mass distribution.
We normalise both the flat mass distribution and that
of Truran & Livio (1986) to the total nova rate in M31 of
106 yr−1, same as our experimentally derived mass distri-
bution (cf. Appendix B). They are shown in Fig. 2 (right
panel) and their properties are summarised in Table 1.
3 POST-OUTBURST SSS PHASE OF NOVAE
To explore the post-nova SSS phase, we use the nova evo-
lutionary tracks from Wolf et al. (2013) recomputed on an
extended grid of WD masses. These tracks were computed
c© 2015 RAS, MNRAS 000, 1–13
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Figure 2. Left panel : The inferred WD mass distribution in novae in M31 normalized to 1010 M⊙, using the nova samples of Arp
(1956) and Darnley et al. (2004) (cf. Appendices A and B). The WD masses of the novae are derived based on their observed decline
times (Fig. B1) using the results from Yaron et al. (2005) (see text for details). The corresponding mass distribution for WD Tc = 107 K
(model M-10 in Table 1) is shown here in black, and that for Tc = 3× 107 K (model M-30) in red. The error bars have been derived via
error propagation, assuming Poissonian error for the detected number of novae. Right panel : Assumed theoretical WD mass distributions
in novae per 1010 M⊙ in M31. The black line shows the uniform distribution (model M-flat in Table 1) and the red dotted line represents
the distribution from Truran & Livio (1986) (model M-TL).
with MESA (Paxton et al. 2011, 2013) for WD masses 0.6,
0.7, 0.8, 0.9, 1.00, 1.05, 1.10, 1.15, 1.20, 1.25, 1.30, 1.32,
1.34 and 1.36 M⊙ with SEW mass-loss prescription. We will
discuss our choice of the mass-loss prescription towards the
end of this section. Using these tracks, we derive the evolu-
tion of the nova in the soft X-ray band 0.2–1.0 keV – the
energy range used by Henze et al. (2010, 2011, 2014b) in
their analysis of XMM-Newton data of X-ray monitoring of
novae in M31. In computing the soft X-ray light curves of
the post-nova SSSs we assume a blackbody emission spec-
trum. The impact of this assumption on our conclusions
is further discussed in Sec. 6. The photospheric radius and
bolometric luminosity are self-consistently computed at each
time step of the nova tracks, from which the effective tem-
perature is calculated using the Stefan-Boltzmann law (see
Wolf et al. 2013 for details). With these quantities given,
the 0.2–1.0 keV band luminosity can be straightforwardly
computed for the assumed blackbody spectral energy distri-
bution. Typical fractions of the bolometric luminosity emit-
ted in the 0.2–1.0 keV band range from 0.03 for the lowest
WD mass to 0.85 for the most massive WDs, i.e., under
these assumptions, the bolometric correction for the X-ray
band drops to nearly unity as the WD mass approaches the
Chandrasekhar mass limit.
The (unabsorbed) soft X-ray light curves are shown in
Fig. 3 (left), after aligning them with respect to the out-
burst time. Also shown in the right panel are the peak lu-
minosities of these light curves, both unabsorbed as well
as the absorbed ones. The latter is obtained by comput-
ing the light curves taking into account the Galactic fore-
ground absorption, by assuming a hydrogen column den-
sity NH ≈ 6.7 × 10
20 cm−2 towards M31 (Stark et al.
1992) and using the Tuebingen-Boulder absorption model
(Wilms, Allen & McCray 2000). There is also a SSS phase
during the TNR itself, but it lasts at most ∼ 1 day for the
luminosity range shown in Fig. 3, and is not plotted there.
However, in our calculations we use the complete light curve.
Shown in Fig. 4 is the corresponding evolution of the effec-
tive temperature Teff .
Since the post-nova SSS phase results from the sta-
ble burning of the remnant hydrogen on the WD surface,
we expect from nova theory (e.g. Prialnik & Kovetz 1995;
Yaron et al. 2005) that more massive WDs, which require
smaller ignition mass, will have a shorter SSS phase dura-
tion. This is evident in the light curves shown in Fig. 3. Also,
since this phase of the nova is phenomenologically similar to
the post-AGB phase of stellar evolution (see Sala & Hernanz
2005b and references therein), we expect from the core mass-
luminosity relation the more massive WDs with their higher
surface gravity to have higher luminosity and accordingly
higher effective temperature than the less massive ones. This
is demonstrated in the right panels of Figs. 3 and 4.
As mentioned earlier, we use the post-nova evolution-
ary models from Wolf et al. (2013), which employ the SEW
mass-loss mechanism. It is known that the mass-loss pro-
cess in novae is still not well understood. In fact, for no-
vae with short recurrence period occurring on massive WDs,
the dominant uncertainty in their modeling is probably the
mass-loss prescription as compared to other uncertainties,
such as mixing (see Sec. 6). In nova models, besides the
SEW and RLOF mass-loss prescriptions (Sec. 1) used by
Wolf et al. (2013), there are other prescriptions used by dif-
ferent groups that may or may not be more valid, such as the
optically thick wind used by Kato & Hachisu (1994) or the
hydrodynamic outburst followed by wind implemented by
Prialnik & Kovetz (1995) and Yaron et al. (2005). The main
effect of these different wind prescriptions on the post-nova
SSS phase is that, for the same amount of ejected material,
the faster winds will make the ejecta optically thin faster,
revealing the SSS earlier. Alternatively, for the same mass-
c© 2015 RAS, MNRAS 000, 1–13
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loss duration, some prescriptions will eject more material
than the others, such as in the case of SEW versus RLOF
(Wolf et al. 2013).
From the power law fits of Wolf et al. (2013) to the de-
pendence of the turn-off time of post-nova SSS phase on
the WD mass, the duration of this phase for the RLOF
models is ∼ 4 times that of the SEW models. This could
have a significant impact on the results of our calculations.
However, according to Wolf et al. (2013), the SEW models
are more appropriate for novae occurring on massive WDs
while the RLOF models are suitable for less massive ones.
Given the typical sensitivity of the current X-ray observa-
tions, including those used for comparison later in this pa-
per, we should expect to observe mainly the bright post-
nova SSSs, occurring on sufficiently massive WDs, & 1 M⊙
(Fig. 3). Therefore, between SEW and RLOF models, the
use of those with SEW mass-loss prescription is justified.
4 POST-NOVA SSS POPULATION IN M31
With the WD mass distribution in novae in M31 (Sec. 2) and
the post-nova models (Sec. 3), we can compute the post-nova
SSS population. Their luminosity function is given by
dN(Lx)
dLx
=
∫ Mch
Mlow
dN˙(MWD)
dMWD
φ(Lx,MWD)dMWD, (1)
where Mch is the Chandrasekhar mass limit, Mlow is the
lower limit of theWDmass. The first term inside the integral
on the right hand side is the WD mass distribution in novae
c© 2015 RAS, MNRAS 000, 1–13
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Table 2. Theoretical nova rate for the different WD mass dis-
tribution models. Masses are in solar units and for each model,
rates are given per year in the given WD mass interval range.
mass range mid-mass M-10 M-30 M-flat M-TL
0.650 - 0.750 0.70 3.72 3.72 13.59 6.85
0.750 - 0.850 0.80 4.66 4.66 13.59 5.30
0.850 - 0.950 0.90 5.59 5.59 13.59 5.15
0.950 - 1.025 1.00 12.10 7.45 10.19 4.30
1.025 - 1.075 1.05 18.62 9.31 6.79 3.32
1.075 - 1.125 1.10 15.51 12.10 6.79 3.92
1.125 - 1.175 1.15 12.40 14.90 6.79 4.87
1.175 - 1.225 1.20 7.66 15.11 6.79 6.43
1.225 - 1.275 1.25 2.92 15.32 6.79 9.24
1.275 - 1.310 1.30 2.51 8.71 4.76 9.62
1.310 - 1.330 1.32 2.10 2.10 2.72 7.59
1.330 - 1.350 1.34 2.10 2.10 2.72 10.12
1.350 - 1.370 1.36 2.10 2.10 2.72 14.33
and the function φ(Lx,MWD) depends on the shape of the
light curve as follows:
φ(Lx,MWD) =
(
dLx
dt
)−1
rise
+
(
dLx
dt
)−1
decay
, Lx < Lp
= 0 , Lx > Lp
where Lx = Lx(t,MWD) is the (post-nova) soft X-ray light
curve for the WD of mass MWD and Lp = Lp(MWD) is its
peak luminosity. The derivatives are taken in the rising and
declining parts of the light curve at the points in time when
the luminosity equals Lx.
As can be seen from Fig. 3 (right panel), the peak
(absorbed) soft X-ray luminosity Lx for WD masses below
∼ 0.65 M⊙ is less than 10
35 erg/s, which is below the sensi-
tivity limit for observation of M31 by the current X-ray satel-
lites like Chandra and XMM-Newton. For our calculations
we are interested in the bright sources, observable with these
X-ray missions. We therefore setMlow = 0.65 in Eq. (1) and
solve it using a Monte-Carlo method. To this end, we divide
the WD mass range 0.65 − 1.37 M⊙ into 13 bins and use
the WD mass distribution derived in Sec. 2 to obtain the
nova rate in each bin as given in Table 2. For each mass
bin, we then seed novae randomly in time according to their
corresponding rates and follow their luminosity (Fig. 3) and
effective temperature evolution (Fig. 4). To minimise the
Monte-Carlo errors, we perform the simulations for a period
of 5× 104 yrs, taking 1000 snapshots separated by 50 yrs, a
long enough interval for (absorbed) luminosity greater than
1035 erg/s to ensure that any post-nova SSS is captured in
only one snapshot. In each snapshot, we register the number
of SSSs with their luminosities and temperatures. Averaging
over the snapshots, we calculate the instantaneous number
of post-nova SSSs in M31 as a function of (unabsorbed) lu-
minosity and Teff . The results are discussed in the next two
sections.
4.1 Luminosity function
The luminosity functions (LFs) of post-nova SSSs obtained
under different assumptions about the WD mass distribu-
tion are shown in Fig. 5. The luminosity bin width is de-
termined by the WD mass sampling of the post-nova evo-
lutionary tracks (cf. Fig. 3). We used coarser bins for low
luminosities where the tracks are sparser and finer bins for
high luminosities where the tracks sample theWDmass with
smaller step. Note that the functions are plotted against the
unabsorbed luminosity, computed for the 0.2 – 1.0 keV band.
The effects of interstellar absorption in M31 will be consid-
ered in Sec. 5.
As can be seen from Fig. 5, the LFs in all four cases have
a cut-off at Lx ≈ 2 × 10
38 erg/s, which corresponds to the
maximum unabsorbed soft X-ray luminosity achieved by the
post-nova X-ray sources containing the most massive WDs
(see Fig. 3 right). Accounting for bolometric correction, this
cut-off luminosity exceeds marginally the Eddington limit
for the most massive WDs (1.36M⊙) in the grid of post-nova
models of Wolf et al. (2013) used in our calculations. The oc-
currence of luminosity Lx close to the Eddington limit in our
results can be understood as follows. The post-nova models
of Wolf et al. (2013) used in our calculations do not avoid
super Eddington luminosities. In fact, as discussed in Sec. 3,
the mass loss during the nova outburst is regulated by a wind
triggered by the luminosity in excess of the Eddington limit
(see Wolf et al. (2013) and Denissenkov et al. (2013) for de-
tails). This in turn acts to reduce the nuclear burning, which
is driven by the pressure of the envelope acting at the base
of the hydrogen layer, causing the luminosity to become sub-
Eddington sooner than it would have in the absence of the
wind. However, since the most massive WDs become trans-
parent to soft X-rays sooner than the lower mass WDs (see
Fig. 3 left), the occurrence of super Eddington luminosity
during the post-nova SSS phase is possible for the former
WDs. Also, as discussed in Sec. 3, the bolometric correction
for the soft X-ray luminosity of the massive WDs is smaller
than that of the lower mass WDs. Therefore, the maximum
Lx during the SSS phase for the post-nova models of mas-
sive WDs tend to be close to their Eddington limit (cf. Fig. 3
right).
From the cumulative luminosity function (Fig. 5 left),
we compute the number of post-nova SSSs with (unab-
sorbed) Lx & 10
36 erg/s at any given time in M31 for the
various WD mass distribution models. These numbers, de-
noted as n(Lx & 10
36 erg/s), are given in Table 3. We de-
termine the contribution of bright sources to the computed
values of n(Lx & 10
36 erg/s) for the different mass distribu-
tion models. For model M-10, we find 7% of these sources
have Lx & 5×10
37 erg/s and 37% have Lx & 10
37 erg/s. The
corresponding fractions for model M-30 are 7% and 32%, for
model M-flat they are 2% and 17% and for model M-TL they
are 3% and 17%. Finally, using the differential LFs, shown in
Fig. 5 (right panel), we compute, for each WDmass distribu-
tion model, the combined unabsorbed luminosity of sources
with Lx & 10
36 erg/s. These results are also listed in Table 3.
From Eq. (1) it is clear that the general shape of the
differential LFs is determined by low mass and high mass
WDs at the low and high luminosity ends, respectively (cf.
Fig. 3, right panel). The steep decline at the high luminosity
end for the differential LFs is due to the short SSS duration
for the massive WDs with higher peak luminosities, whereas
the relatively gradual slope towards low luminosities is due
to the longer SSS duration for the less massive WDs with
lower peak luminosities. The models M-flat and M-TL have
larger number of faint sources (Lx . 10
37 erg/s) than models
c© 2015 RAS, MNRAS 000, 1–13
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Figure 5. Cumulative (left) and differential (right) luminosity functions of the post-nova SSSs in M31 for the different WD mass
distribution models. Note that the luminosity, Lx, shown in both plots is the unabsorbed luminosity. These functions are normalized to
the total stellar mass of M31, which is ≈ 1.1× 1011 M⊙. The Monte-Carlo errors are negligibly small and are not plotted.
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Figure 6. Cumulative effective temperature (Teff) distribution of post-nova SSSs in M31 with unabsorbed luminosity Lx & 10
36 erg/s
(left) and the corresponding differential distribution (right). These distributions are normalized to the total stellar mass of M31, 1.1×
1011 M⊙.
M-10 and M-30, since the WD mass distributions for M-flat
and M-TL have greater values than M-10 and M-30 at WD
masses . 0.8 − 1.0 M⊙ (cf. Fig. 2). On the other hand, for
Lx in the range ∼ 10
37
− 1038 erg/s, models M-10 and M-30
have larger number of sources (see above) as the WD mass
distributions for these models attain their maximum at the
WD mass values, ∼ 1.0− 1.2 M⊙, having peak luminosities
in 1037 − 1038 erg/s range (Figs. 2 and 3). Finally, beyond
1.3 M⊙, model M-TL has the largest values for the WD
mass distribution (Fig. 2) and accordingly it has the largest
number of sources above ∼ 1038 erg/s, where WDs with
mass greater than 1.3 M⊙ have their peak luminosities, as
observed for the recurrent nova M31N 2008-12a.
Given the remarkable nature of this M31 nova
M31N 2008-12a, which apparently is “on” in soft X-rays
for about two weeks every year (e.g., see Henze et al. 2014a;
Tang et al. 2014; Henze et al. 2015), we have used its X-ray
observation results to obtain the range of its (blackbody)
effective temperature and corresponding luminosity during
its SSS phase. For the Teff range 1 – 1.3 × 10
6 K and cor-
responding photospheric radius from Tang et al. (2014), we
find its (unabsorbed) luminosity in the 0.2–1.0 keV band to
be in the range 1.0 – 3.0 × 1038 erg/s during its “on” state
(see also Henze et al. 2015). From the observed duration of
its SSS phase, we infer the number of this system visible at
any instant in M31 to be ≈ 0.04 with Lx & 10
38 erg/s and
Teff & 10
6 K.
Note that the LFs (Fig. 5) and Teff distributions (see
below; Fig. 6) are the predicted results for the whole M31
galaxy, not subjected to the selection biases of any survey.
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Further, besides M31N 2008-12a, there will also exist some
number of novae in M31 hosting massive WDs, even if their
recurrence time is not as short as one year of M31N 2008-
12a (cf. Fig. 2). As discussed above, these post-nova SSSs
with massive WDs will have high luminosity as well as high
Teff (Sec. 4.2). The observation results from this single nova
M31N 2008-12a then give a lower limit on the cumulative
LF of the post-nova SSSs in M31 at Lx ≈ 10
38 erg/s (Fig. 5
left) and also on their cumulative Teff distribution at Teff ≈
106 K (Fig. 6 left). To justify this further, in Henze et al.
(2010), for example, one can find other post-nova SSSs in
M31 observed with XMM-Newton, whose Lx (0.2–1.0 keV)
obtained from blackbody spectral fitting is & 1038 erg/s.
4.2 Effective temperature distribution
We also determine the effective temperature distribution of
the post-nova SSSs, whose LFs were obtained in the pre-
vious section. The resulting cumulative and differential Teff
distributions for sources with (unabsorbed) Lx & 10
36 erg/s
are shown in Fig. 6.
The analytical expression for the differential Teff distri-
bution is similar to that of the differential luminosity func-
tion given by Eq. (1), but with φ(Lx,MWD) replaced with
ψ(Teff ,MWD) defined as
ψ(Teff ,MWD) =
(
dTeff
dt
)−1
rise
+
(
dTeff
dt
)−1
decay
, Teff < Tp
= 0 , Teff > Tp
where Tp = Tp(MWD) is the peak value of the temperature
curve Teff = Teff(t,MWD) for the corresponding WD mass
MWD.
As can be seen from Fig. 6 (right), the differential Teff
distributions for all the four WD mass distribution models
have a cut-off at Teff ∼ 1.5 × 10
6K. This cut-off value cor-
responds to the highest Teff obtained from the evolutionary
tracks (Fig. 4 right). Further, in close analogy with the LFs,
at low Teff values the differential distribution is determined
by low mass WDs while at the high Teff end, it is determined
by the massive WDs (cf. Fig. 4 right). The short timescale
of the Teff evolution for massive WDs (see Fig. 4) leads to
smaller SSS numbers in the differential Teff distribution at
high Teff end, while the longer duration for the less massive
ones leads to higher SSS numbers at low Teff values.
Finally, in Fig.7, we plot the distribution of the post-
nova SSSs on the effective temperature – luminosity plane.
Fig.7 shows this distribution for the M-10 model; for other
WD mass functions this distribution looks qualitatively sim-
ilar. As could be expected, the left bottom corner of the
Teff −Lx parameter space, i.e. low luminosity and low effec-
tive temperature, is relatively more populated.
5 COMPARISON WITH XMM-NEWTON
OBSERVATIONS OF M31
Our knowledge of the statistics of novae detected in the post-
outburst SSS phase has improved significantly in the past
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Figure 7. Effective temperature–luminosity plot for the post-
nova SSSs in M31 corresponding to the model M-10. The respec-
tive plot for the other three models (M-30, M-flat and M-TL) look
qualitatively similar. The gray scale indicates the absolute num-
ber of SSSs per bin. Note that Lx is the integrated unabsorbed
luminosity in the 0.2-1.0 keV band.
years, especially thanks to extended XMM-Newton monitor-
ing campaign of M31. We therefore take this opportunity to
compare our theoretical predictions with observational re-
sults. In particular, we use the results of Henze et al. (2010,
2011) based on XMM-Newton observations of the central
region of M31. This monitoring program comprised three
campaigns – June 2006 to March 2007, November 2007 to
February 2008 and November 2008 to February 2009. In to-
tal there were 15 observations, all pointed at the center of
M31, with typical exposure time of around 10-20 ksec each.
Details of these observations are given in Henze et al. (2010,
2011).
In order to account for the limited spatial coverage of
M31 in these observations, we normalize the nova rate in
our simulations to the mass contained within the field of
view (FOV) of XMM-Newton. To determine this mass we
use the Spitzer 3.6 micron image of M31 from Barmby et al.
(2006) and approximate the XMM-Newton FOV by a circu-
lar region centered at the nucleus of M31 with a diameter of
30′. We then compute the stellar mass enclosed in the same
manner as in Appendix B. These M31 XMM-Newton ob-
servations suffer from source confusion in the innermost re-
gion (Henze et al. 2010, 2011, 2014b). Following Henze et al.
(2014b), we subtract from the calculated total stellar mass
within the FOV, the stellar mass enclosed in a rectangular
region of dimensions 3.3′ × 3.3′ centered at the nucleus of
M31. We thus obtain a value of ≈ 3 × 1010 M⊙, which is
used to normalize the nova rate.
We repeated the Monte-Carlo simulations described in
section 4 with the WD mass distribution renormalised ac-
cording to the nova rate within the XMM-Newton FOV.
However, now we placed the snapshots in time according
to the pattern of XMM-Newton observations. We obtain a
catalogue of the sources appearing in these snapshots, regis-
tering their luminosities and effective temperatures. We then
filter this catalogue using the detection sensitivity of XMM-
Newton (see below) to obtain the actual number of sources
“detected” in these simulations. To minimise the Monte-
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Table 3. Monte-Carlo simulation results for the different models of WD mass distribution in novae in M31
Model n(Lx & 1036 erg/s)a Ltotal (erg/s)
b NXMM−Newton
c ∆NH (10
21cm−2)d
M-10 271 3.97 × 1039 65–74 1.70–2.35
M-30 247 3.44 × 1039 57–65 2.05–2.75
M-flat 592 4.67 × 1039 48–63 1.25–1.85
M-TL 277 2.51 × 1039 33–40 1.45–2.05
a Number of post-nova SSSs with unabsorbed Lx & 1036 erg/s at any instant in M31.
b Total luminosity from the n(Lx & 1036 erg/s) post-nova SSSs.
c Number of post-nova SSSs predicted for the XMM-Newton observations from Henze et al. (2010, 2011). The first value corresponds to
the threshold (unabsorbed) luminosity Lx = 5× 1036 erg/s and the second value to Lx = 3× 1036 erg/s (cf. Sec. 5).
d Neutral hydrogen column density of the circumstellar material required to reduce the predicted number of sources for the XMM-Newton
observations to 16 that were observed (cf. Secs. 5 and 6). The first value is for threshold (unabsorbed) luminosity Lx = 5 × 1036 erg/s
and the second value for Lx = 3× 1036 erg/s.
Carlo errors, we repeated the simulations multiple number
of times.
According to Henze et al. (2011), the detection sensi-
tivity of XMM-Newton in a typical individual observation
from the M31 monitoring program is around a few times
1036 erg/s in the 0.2-1.0 keV band. We therefore ran two
sets of simulations with the sensitivity limit of 3 × 1036
and 5 × 1036 erg/s. The quoted limiting luminosity from
Henze et al. (2011) is the unabsorbed luminosity of the
source derived assuming a 50 eV blackbody spectrum and
Galactic foreground absorption. We used PIMMS 1 to re-
compute it for the given value of the effective temperature
(different for different sources “detected” in our simulations)
and for the hydrogen column density NH taking into account
the spatially varying intrinsic absorption in M31.
To incorporate the latter, we use the HI map from
Brinks & Shane (1984) (see also Nieten et al. 2006). We con-
struct a grid over theXMM-Newton FOVwith cell size 2′×2′
and use the HI map to calculate the total NH in each cell,
including the Galactic foreground value of 6.7× 1020 cm−2.
In each grid cell, for each source temperature from the above
catalog of simulated sources we determine the detection
threshold and thereby compute the total number of sources,
whose luminosity exceeds the detection threshold. As the
source catalogue was derived for the entire XMM-Newton
FOV, the number of sources in the given grid cell is scaled
down according to the stellar mass contained in the cell.
This procedure is carried out for all the cells and the results
are summed up to calculate the total number of “detected”
sources. The results of these calculations for various WD
mass distribution models are summarised in Table 3, from
which we can see that according to our calculations, about
≈ 30− 80 post-nova SSSs should be detected in the XMM-
Newton monitoring campaign.
Henze et al. (2010, 2011) found 16 SSSs in total from
these observations, located within the FOV we have con-
sidered, 13 of which have been identified with previously
registered optical novae. Given the incompleteness of the
optical nova surveys, it is not unlikely that the remaining 3
SSSs are also associated with novae. From Table 3, we thus
1 http://heasarc.gsfc.nasa.gov/docs/software/tools/
pimms.html
see that our predictions agree with XMM-Newton observa-
tions within a factor of ≈ 2− 5. These results are discussed
further in the following section.
6 DISCUSSION
Given the number and magnitude of uncertainties involved
in modelling the post-nova supersoft X-ray phase, the fac-
tor of ≈ 2− 5 disagreement between the predicted number
of post-nova SSSs and the result of XMM–Newton observa-
tions is remarkably modest. Moreover, it is comparable to
the spread (about a factor of ∼ 2) between the results ob-
tained for different models of the WD mass distribution in
novae. Below we discuss how these results depend on various
uncertainties and assumptions involved in our calculations.
The main simplification of the calculations presented in
this paper is the assumption of blackbody spectrum for the
post-nova SSSs. This assumption is commonly made in SSS
studies; it is motivated, at least partly, by the fact that the
observed spectral energy distribution (SED) of the contin-
uum emission in SSSs can be often represented by the simple
blackbody spectrum (e.g, Skopal 2015). However, it is obvi-
ous that spectral formation in SSSs is much more complex.
Indeed, a number of emission and absorption lines and ab-
sorption edges are observed in the spectra taken with better
sensitivity and energy resolution, with some evidence that
orientation effects may play a significant role (Ness et al.
2013). Currently, no theoretical model can describe the en-
tire complexity of SSS spectra. However, the existing static
NLTE WD atmosphere calculations may serve as a useful
first approximation to gauge the magnitude of the effect
on our results from using more realistic spectral models.
To this end, we used the publicly available TMAP mod-
els (Rauch & Werner 2010) provided by the TheoSSA ser-
vice (http://dc.g-vo.org/theossa). For the range of in-
teresting WD masses (0.90–1.25 M⊙) and their peak effec-
tive temperatures (5 × 105 – 106 K) , we compare the 0.2–
1.0 keV luminosity of a blackbody spectrum with that from
the NLTE models with the same effective temperature. We
find the NLTE (unabsorbed) luminosities to be lower than
the blackbody ones typically by a factor of ∼ 2. Because of
the rather flat shape of the luminosity distribution of the
post-nova SSSs (Fig. 5) in the luminosity range of interest,
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log(Lx) ∼ 36 – 37, this does not have a significant effect on
the total number of sources. From Fig. 5, we estimate that
this will decrease the predicted number of post-nova SSSs in
Table 3 by a factor of ≈ 1.3. Comparing the absorbed black-
body and NLTE luminosities, computed using a total NH of
2×1021 cm−2 from the Galactic foreground (6.7×1020 cm−2)
and the interstellar medium in M31 (typically ∼ 1021 cm−2),
we now find a factor of 1.2 – 1.7 difference between the two
for the above WD parameters. We therefore conclude that
the use of NLTE models will reduce the discrepancy between
our predictions and the XMM-Newton observations.
It should be noted however that the stationary TMAP
NLTE models do not quite reproduce the entire complexity
of the observed SSS spectra, in particular the significant ori-
entation effects and the blue shifts of absorption lines seen in
X-ray grating spectra of Galactic post-nova SSSs (Ness 2010;
Ness et al. 2013). The blue shifts indicate the presence of
an expanding nova shell (van Rossum & Ness 2010), which
is not accounted for in TMAP models as they assume plane
parallel geometry and hydrostatic equilibrium. This restric-
tion has been lifted in the wind model of van Rossum & Ness
(2010) and van Rossum (2012). The latter used the wind
models to fit the observed grating spectra of nova V4743 Sgr
2003 during its SSS phase. They obtained a slightly different
Teff than Rauch et al. (2010) based on TMAP model. Direct
application of the wind models of van Rossum (2012) to our
calculations is not straightforward however, as the parame-
ters required for the wind models, specifically the expansion
velocity and mass outflow rate, necessitate their consistent
integration with the post-nova modeling, which is beyond
the scope of this paper. This will be pursued in future as
a follow-up to this work. On the other hand, the results
of Skopal (2015) suggest that the spectral energy distribu-
tion of many SSSs is nevertheless broadly consistent with
the blackbody spectrum, i.e., the above mentioned effects
should not affect the bolometric correction significantly, es-
pecially for the higher mass WDs.
Regarding the uncertainties in modelling the post-nova
SSSs, there are two main elements relevant to our calcula-
tions. Firstly, it is the issue of mixing between the accreted
matter with the WD core, the mechanism of which is still
largely an unresolved issue in nova theory. Mixing is not
accounted for in the MESA models of Wolf et al. (2013)
that we have used, and therefore our results are insensi-
tive to the WD core composition. Nevertheless, as evident
from the analysis of the ejecta composition of observed no-
vae, some level of mixing between the core and the envelope
should occur in novae. The resulting metal enrichment in
the nuclear burning shell enhances the burning rate of hy-
drogen during the CNO cycle, in turn increasing the burning
temperature and also the kinetic energy of the ejecta (e.g.,
Starrfield et al. 1972; Glasner, Livne & Truran 2012). This
produces a more violent nova eruption, reducing the rem-
nant hydrogen mass that powers the SSS phase. The effect
of mixing on the post-nova SSS phase is thus to shorten its
duration. For example, Sala & Hernanz (2005b) have com-
puted using hydrostatic nova envelope models, typical evolu-
tionary timescales for the post-nova phase. They expressed
this timescale in terms of the time interval required for Teff
to increase by 10 eV near the peak. We find the correspond-
ing time interval from the MESA models to be larger by a
factor between ∼ 10 – 20 than their models with the highest
metal enrichment (ONe75 in their paper) and by a factor
of . 3 than their models with the least metal enhance-
ment (ONe25 in their paper). This indicates that mixing
may be an important factor in explaining the discrepancy
between our predictions and observation of the post-nova
SSSs. Alternatively, observations of post-nova SSSs could
be used to constrain the mixing in novae. For example, our
results demonstrate that the XMM-Newton observation re-
sults would be incompatible with the most metal enhanced
ONe75 model of Sala & Hernanz (2005b), since the much
shortened SSS phase from such metal enhancement would
have reduced our predicted number of sources by about the
same factor of ∼ 10 – 20. On the other hand, their ONe25
model with less metal enhancement may be quite compati-
ble with our calculations. Furthermore, for novae occurring
on massive WDs with very short recurrence time, convection
is weak and particle diffusion inefficient to allow for a strong
mixing between the WD core and envelope, such that mix-
ing may not be as significant as for the novae on less massive
WDs.
Another open issue is the amount of circumstellar ab-
sorption produced by the nova ejecta itself or by the mass-
loss from the system in general. In order to gauge the im-
portance of this factor, we calculate the neutral hydrogen
column density ∆NH required to reduce the predicted num-
ber of post-nova SSSs in Sec. 5 to the observed value of ≈ 16.
The results are listed in the last column of Table 3. As one
can see, a moderate absorption by the circumstellar mate-
rial, at the level of ∼ (1−2)×1021 cm−2 is sufficient to recon-
cile our predictions with the observed number from XMM-
Newton. Since the detection of the post-nova SSSs is most
likely around the time of their soft X-ray peak luminosities
(Eq. (1), Fig. 3), the effect of circumstellar absorption is
therefore most relevant around that time. There are, indeed,
results from X-ray observations of novae that indicate the
presence of circumstellar NH around the time of their peak
soft X-ray emission. For example, Page et al. (2010) carried
out spectral fitting of the X-ray observations of V2491 Cyg
using blackbody model and Kahabka et al. (1999), that of
U Sco using NLTE model and obtained the evolution of NH
during their supersoft phase. They find the value of NH for
these systems around their peak emission time to be in ex-
cess from the interstellar medium by ∼ 1021 cm−2. Thus, we
see that the ∆NH values that we have found (see Table 3)
is quite compatible with the observed values.
Further, our predictions are also dependent on the as-
sumptions regarding the shape of the WD mass distribu-
tion in novae. One can see from Table 3 that in terms
of the total number of post-nova SSSs, the dependence is
not very strong, the largest difference being of a factor of
∼ 2. Therefore, our comparison of the predicted number of
sources with observations is not strongly dependent on the
assumed WD mass function in novae. Dependence of the
slope of the luminosity function and of the effective tem-
perature distribution, however, is more significant and can
strongly affect the number (or probability of occurrence) of
luminous and/or high temperature sources, by upto an or-
der of magnitude in the extreme case. Thus, more detailed
analysis of the luminosity function and temperature distri-
bution of post-nova SSSs could, in principle, help in placing
constraints on the mass distribution of WD in novae. This,
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of course, requires that other uncertainties of the models are
dealt with.
7 SUMMARY AND CONCLUSIONS
We have computed the expected population of post-nova
SSSs in M31 using the multicycle nova evolutionary mod-
els of Wolf et al. (2013), under various assumptions regard-
ing the WD mass distribution in novae. For the latter, we
consider the mass distributions obtained from the observed
nova statistics in M31, a simple theoretical distribution from
Truran & Livio (1986) and an ad hoc flat distribution. Our
calculations predict that depending on the assumed WD
mass function, there should be about ∼ 250–600 post-nova
SSSs in M31 with intrinsic (unabsorbed) luminosity in the
0.2 − 1.0 keV band exceeding 1036 erg/s, and with com-
bined luminosity of ∼ (2−4)×1039 erg/s (Table 3). Results
obtained for different WD mass distributions are consis-
tent with each other within a factor of ∼ 2. The luminos-
ity functions for all four WD mass distribution models ex-
hibit a cut-off at Lx ≈ 2× 10
38 erg/s, which corresponds to
the maximum soft X-ray luminosity predicted by the post-
nova evolutionary tracks. In a similar manner, the differ-
ential Teff distributions for these models have a cut-off at
Teff ≈ 1.5×10
6 K, corresponding to the highest Teff achieved
by the evolutionary tracks.
We compare our predictions with the results of dedi-
cated monitoring of the central part of M31 with XMM-
Newton (Henze et al. 2010, 2011). Using Monte-Carlo sim-
ulations and taking into account varying intrinsic absorp-
tion in M31 within the XMM-Newton FOV, we estimated
the total number of post-nova SSSs which should have been
detected by XMM-Newton in the course of these observa-
tions, to be of the order ≈ 30− 80. This exceeds by a factor
of ≈ 2− 5 the actual number of detected sources of ≈ 16.
Taking into account the number and magnitude of uncer-
tainties involved in modelling post-nova SSSs and possible
incompleteness of the observed SSS statistics, we consider
this as a good agreement. Furthermore, there are several
uncertainties and simplifications in our calculations, which
tend to overestimate the number of SSSs. Most important
among these are the following. The blackbody assumption
used for the post-nova SSSs tends to overestimate the soft
X-ray luminosity as compared to the NLTEWD atmosphere
models. The mixing of the WD core material with the ac-
creted envelope material can shorten the SSS phase and, cor-
respondingly, reduce the number of post-nova SSSs. Finally,
the presence of circumstellar material, at an average level of
NH ∼ 10
21 cm−2, would fully resolve the discrepancy.
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APPENDIX A: INCOMPLETENESS
CORRECTION OF ARP’S SURVEY OF M31
(1953-1955)
We apply the method developed by Soraisam & Gilfanov
(2014) for an approximate incompleteness calculation of
Arp’s survey of M31 (1953-1955) (Arp 1956). We carry out
Monte-Carlo simulations taking into account the limiting
magnitude and the observing pattern of the survey, and
by using a scalable template nova light curve and the ob-
served maximum magnitude – rate of decline relation from
Soraisam & Gilfanov (2014). We then compute the fraction
of detected novae as a function of the decline time t2.
Arp’s survey of M31 spanned two seasons between June
1953 and January 1955, and 30 novae were discovered dur-
ing its course (Arp 1956). The survey was carried out using
the 60-inch telescope on Mount Wilson, equipped with pho-
tographic plates of size 5x7 inch at the focal plane with a
plate scale of 24 arcsec per mm. The field of view (FOV)
thus covered ∼ 1 sq. degree of the galaxy and the average
limiting magnitude was mpg = 20 (Capaccioli et al. 1989).
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Figure A1. The detection efficiency η of Arp’s survey of M31
(1953-1955), approximately computed using the observation de-
tails provided in the original Arp’s publication and the online
database of the Carnegie Observatories’ plate archive, as de-
scribed in Appendix A. The detection efficiency is the fraction
of novae with the given light curve decay time t2 detected in the
survey.
The FOV was centered primarily at two points located 10′
on either side of the galactic nucleus along the major axis.
Some addtional exposures were also taken, which were cen-
tered on the galactic nucleus as well as two points located
20′ either side of the nucleus along the major axis. In our cal-
culations, we have considered the primary exposures (which
also include all the 30 detected novae in this survey) and
the exposures centered on the nucleus, excluding a circular
region of radius 2′ in the innermost part, where this survey
is known to be incomplete (Capaccioli et al. 1989).
The observing patterns for this survey are not described
in the original Arp’s publication Arp (1956). However, the
photographic plates from Arp’s survey are in the archive
of the Carnegie Observatories and the details of the plates
have been cataloged in their online database2. From this
database, we obtain the exact observing dates. The observ-
ing times for multiple plates taken on the same night are,
however, not available. Nevertheless, Arp (1956) has de-
scribed the observations each night to be repeated every
hour or so, and therefore we assume the same for the plate
entries in the database. The resulting completeness curve
of Arp’s survey is shown in Fig. A1 as a function of the
light curve decay time t2. We should note that the above
calculations have not accounted for the spatial variations in
the internal optical extinction in M31. However, extinction
variations should not have a significant effect on their de-
tection efficiency, as shown by Soraisam & Gilfanov (2014).
Furthermore, the detection of novae by Arp was not auto-
mated and it involved some human intervention, as was the
case for all pre-CCD surveys. Therefore, an accurate cal-
culation of the completeness of Arp’s catalog is impossible.
However, the approximate completeness computed here is a
reasonable first approximation and allows us to estimate the
2 http://plates.obs.carnegiescience.edu/PAST/search/
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Figure B1. Observed differential nova rate distribution in M31
obtained using the nova sample of Arp (1956) for t2 6 20 days
and that of Darnley et al. (2004) for t2 > 20 days, after correcting
for incompleteness (see Appendix B for details).
population of fast novae in M31 (see below). The existing
high cadence surveys such as the iPTF and Pan-STARRS,
would allow a more efficient detection of fast novae. A more
precise determination of their population in M31 then should
be and will be performed using these modern facilities.
APPENDIX B: NOVA RATE DISTRIBUTION
IN M31
In order to obtain the t2 distribution of novae in M31 we
will combine the data of the Arp’s survey with the nova
catalogue of Darnley et al. (2004).
For the nova sample of Darnley et al. (2004) obtained
from the POINT-AGAPE (Pixel-lensing Observations with
the Isaac Newton Telescope – Andromeda Galaxy Amplified
Pixels Experiment) survey of M31, Darnley et al. (2006) car-
ried out a comprehensive analysis of the spatial complete-
ness of the survey. However, this catalogue is not complete
for fast novae, due to insufficient cadence of the POINT-
AGAPE survey (Darnley et al. 2006). We therefore combine
the Arp’s sample of fast novae (t2 6 20 days), corrected for
incompleteness using the results in Appendix A, and the
nova sample of Darnley et al. (2004) for t2 > 20 days, us-
ing the completeness value of ≈ 25% obtained from Table
3 of Darnley et al. (2006) for correction. In particular, we
use their θ = 1 case. It is still an open question whether the
specific nova rates (per unit mass) in the bulge and disk of
M31 differ much. Darnley et al. (2006) have shown that the
overall nova rate in M31 derived from their data does not
depend significantly on their ratio. Therefore, we assumed
for simplicity that specific nova rates in the bulge and disk
are same (i.e., θ = 1 case of Darnley et al. 2006).
The nova samples of Arp (1956) and Darnley et al.
(2004) are then normalized by the stellar mass contained
in the FOV of the corresponding survey. For Arp’s survey,
we estimate the mass enclosed by the FOV using the Spitzer
3.6 micron mosaic image of M31 from Barmby et al. (2006).
For this image, which is also background subtracted, there
is insignificant contamination from foreground and back-
ground objects; these contribute only . 5% to the lumi-
nosity within the FOV. Assuming K − [3.6] = 0.3 as done
in Barmby et al. (2006) (see also Bogda´n & Gilfanov 2010),
and using the K-band mass-to-light ratio of 0.80 solar units
derived from Bell & de Jong (2001) using the color of M31,
B − R = 1.5 (Walterbos & Kennicutt 1987), we thus com-
pute the stellar mass within the FOV of the survey, which is
≈ 6× 1010M⊙. For the POINT-AGAPE survey, the mass is
estimated using the fraction of stellar light enclosed by the
survey FOV from Table 3 in Darnley et al. (2006), which
gives us a value of ≈ 4×1010 M⊙. The resulting combined t2
distribution of the incompleteness corrected observed nova
rate in M31, normalized to unitM⊙, is shown in Fig. B1. Its
total rate is ≈ 106 yr−1; this value is larger than 75 yr−1 de-
rived by Darnley et al. (2006) for their θ = 1 model because
of the contribution of the fast novae.
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