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Abstract
We prove that, given as input two context-free grammars, deciding non-emptiness of intersection of the
two generated languages is PSPACE-complete if at least one grammar is non-recursive. The problem re-
mains PSPACE-complete when both grammars are non-recursive and deterministic. Also investigated are
generalizations of the problem to several context-free grammars, of which a certain number are non-recursive.
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1. Introduction
The computational complexity of deciding non-emptiness of the intersection of a pair or
sequence of languages has been considered for a number of formalisms. Given as input a sequence
of deterministic ﬁnite automataM1, . . . ,Mn, deciding whether ∩ni=1L(Mi) /= ∅ is PSPACE-complete,
following [13]. The problem is solvable in polynomial time however for any ﬁxed n; see e.g., [7].
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Given as input a ﬁnite automaton M and a context-free grammar (CFG) G, the problem of
deciding whether L(M) ∩ L(G) /= ∅ is solvable in polynomial time [10]. Given as input two CFGsG1
and G2, it is undecidable whether L(G1) ∩ L(G2) /= ∅, even if the alphabet has size 2 [5]. Given as
input two s-grammarsG1 andG2 that generate languages without arbitrarily long common preﬁxes,
it is decidable whether L(G1) ∩ L(G2) /= ∅, but this problem is not recursively time-bounded [8,9].
The central problem in this paper is that of deciding non-emptiness of the intersection of the
languages generated by two input CFGs G1 and G2, of which G2 is non-recursive. (If a grammar
does not exhibit recursion, then the generated language is a ﬁnite set.) Our main result is that this
problem can be solved in polynomial space. We also show that the problem is PSPACE-complete,
and remains so even when G1 is non-recursive as well, and both G1 and G2 are deterministic. The
problem of intersecting the languages generated by two CFGs, one of which is non-recursive, has
been recently investigated in the artiﬁcial intelligence literature [12,14], to model applications such
as natural language surface generation and machine translation. Practical algorithms for ﬁnding
strings in the intersection have been reported by [19]. However, none of this work contained a
computational analysis of the problem.
The structure of this paper is as follows. We consider the computational complexity of deciding
non-emptiness of intersection for a pair of non-recursive CFGs in Section 2. In Section 3, we
investigate similar problems on sequences of CFGs, a certain number of which are non-recursive.
Deﬁnitions of CFGs, deterministic CFGs and linear bounded automata (LBAs) and some of their
properties are summarized in Appendix A.
2. Non-emptiness of intersection for pair of grammars
In this section, we investigate the computational complexity of the problem of deciding non-
emptiness of the intersection of the languages generated by a pair of grammars, at least one of
which is non-recursive (see Appendix A for the deﬁnition of non-recursive CFG). We start by
proving a lower bound.3 The construction we use in the proof is very similar to those published
before by e.g., [6,8] and it makes use of the idea of squaring introduced by [18]. Therefore we only
provide an outline of the proof here.
Theorem 1. Let the input consist of two non-recursive deterministic CFGs. The problem of deciding
non-emptiness of the intersection of the two generated languages is PSPACE-hard.
Proof. To prove the theorem, we show that the problem of deciding whether a LBA M = (Q, T ,
, #, q0, qf , ) accepts an input string w = a1 · · · an ∈ ∗ can be reduced in polynomial time to
the problem of deciding whether L(G1) ∩ L(G2) /= ∅ for two non-recursive deterministic CFGs G1
and G2.
The idea is that L(G1) ∩ L(G2) consists of strings that encode accepting computations ofM on w
by strings of the form
v1v
R
2 v2v
R
3 · · · vm−1vRm,
3Harry B. Hunt has communicated to us that he has found a proof of the same theorem, some time before.
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where each string vk , 1  k  m, is an instantaneous description (i.d.) ofM on w (hence |vk | = n+ 1,
1  k  m), v1 is the initial i.d. for input w and vm is the accepting i.d., and vk  vk+1, for each k
(1  k < m). (R is the string reversal operator;  is the ‘move relation’ ofM as deﬁned in Appendix
A.) Since there are only |Q| · |T |n · (n+ 1) distinct i.d.’s, we may restrict our attention to such strings
withm  F , wherewedeﬁneE = log2(|Q| · |T |n · (n+ 1)) and F = 2E , anddue to our assumptions
on LBAs given in Appendix A, we may even restrict our attention to such strings with m equal to
F . The set of such strings is exactly the intersection of the languages L1 and L2 deﬁned by:
L1 = {v1vR2 v2 · · · vF−1vRF | v1, . . . , vF are i.d.’s for input of length n,
v1 is initial i.d. for w,
vF is accepting i.d. of length n+ 1}
L2 = {v1xR2 v2 · · · vF−1xRF | v1, . . . , vF are i.d.’s of length n+ 1,
x1, . . . , xF are i.d.’s of length n+ 1,
vk  xk+1 for 1  k < F }.
We can easily construct a non-recursive deterministic CFG with start symbol AE generating
{vxR | v, x are i.d.’s of length n+ 1 and v  x}, of size polynomial in |M | and linear in n. (We may
even construct an s-grammar for this language, similarly to a construction from [8]; s-grammars are
a subclass of the deterministic grammars.) By addingE rules of the formAk → Ak+1 Ak+1 (0  k < E)
we obtain a non-recursive deterministic CFG with start symbol A0 generating L2. Note that E is
polynomial in |M | and linear in n. In a similar way, we may construct a non-recursive deterministic
CFG generating L1, in polynomial time in |M | and linear in n. This completes the proof. 
We now state some well-known facts that will be used in the next theorem and in the next section as
well. A CFG is in canonical two-form if its rules are of the form A → BC , A → B, A → a or S → ε,
with A,B,C nonterminals, a a terminal, S the start symbol and ε the empty string.
Lemma 2. Let G be a CFG.
(i) A CFG in canonical two-form and generating the same language as G can be constructed in time
O(|G|).
(ii) If G is non-recursive, the length of strings it generates is bounded by O(2|G|).
A proof of (i) can be found at Theorem 4.20, p. 136 of [20]. Statement (ii) can be easily proved by
induction on the maximal depth of parse trees (or subtrees thereof) that can be constructed out of
a non-recursive set of rules.
We now provide the main result of this paper, which is an upper bound for a problem more
general than the one considered in Theorem 1.
Theorem 3.Let the input consist of twoCFGs, at least one of which is non-recursive.The problem of de-
ciding non-emptiness of the intersection of the two generated languages can be solved by a deterministic
Turing machine using space O(n2), where n is the length of the input.
Proof. Let G1 be a CFG and let G2 be a non-recursive CFG. We assume that G1 and G2 have
the same set  of terminals. We may also assume that both G1 and G2 are in canonical two-form,
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following Lemma 2(i). If both grammars generate the empty string, then their sets of rules must
include S1 → ε and S2 → ε, where S1 and S2 are the start symbols of G1 and G2, respectively, and
then L(G1) ∩ L(G2) is obviously non-empty. Otherwise, we may further ignore any rule of the form
S1 → ε or S2 → ε.
Let G2 = (,N2, S2,R2) and let M be a push-down automaton (PDA) constructed from G2 by
the top-down parsing strategy in the usual way (see for instance [15]): there is only one state, the
stack symbols of M are symbols in  ∪ N2, the stack initially contains only S2, and M accepts on
empty stack. A transition ofM is either an expansion, which replaces a symbol A ∈ N2 at the top of
the stack with the mirror image of , for some rule A →  in R2, or a scan, which pops a terminal
a ∈  from the stack while consuming the same terminal from the input.
Since G2 is non-recursive, each stack in a computation of M has height bounded by |G2|. Let
r, s ∈ N ∗2 be two stacks with heights |r| and |s|, where 1  |r|  |G2| and 0  |s| < |G2|, and let
a ∈ . We write r |=a s to denote that s can be obtained from r by applying one or more expansions,
followed by a scan on terminal a. For a string v = b1 · · · bm, m  1, we write r |=+v s to denote the
existence of a sequence of stacks r = t0, t1, . . . , tm = s such that t0 |=b1 t1 |=b2 · · · |=bm−1 tm−1 |=bm tm.
Observe that M recognizes input w = a1 · · · an if and only if S2 |=+w ε. We also write r |=∗v s if and
only if r |=+v s ∨ (v = ε ∧ r = s).
We now show how relation |=a can be decided in space O(‖G2‖) by a deterministic Turing
machine. If r |=a s holds, we must have r = A and s = B1B2 · · ·Bq, for some  ∈ N ∗2 , A ∈ N2,
and Bi ∈ N2, 1  i  q, 0  q  |G2|. Let now P0 = {A′,A ⇒∗ A′} and, for 1  j  q, deﬁne Pj =
{D′|C ∈ Pj−1, (C → D Bj) ∈ R2, D ⇒∗ D′}). It is not difﬁcult to show that r |=a s if and only if
(E → a) ∈ R2 for some E ∈ Pq. Observe that, for each pair A,A′ ∈ N2, A ⇒∗ A′ can easily be tested
by a deterministic Turing machine using space O(‖G2‖). Hence, set P0 can also be computed in
space O(‖G2‖). Similarly, note that each set Pj , 1  j  q, can be computed in space O(‖G2‖) from
set Pj−1, and that Pj−1 can be discarded after Pj has been computed. Therefore Pq may be computed
from r and s in space O(‖G2‖), and r |=a s can be decided in space O(‖G2‖) by a deterministic
Turing machine.
We now introduce a set T that plays a crucial role in our proof. This set consists of all triples
(r,A, s), with r, s ∈ N ∗2 , |r|  |G2|, |s| < |G2|, and A ∈ N1, such that for some string v ∈ +:
(i) A ⇒∗ v in G1; and
(ii) r |=+v s in M .
Note that (S2, S1, ε) ∈ T if and only if there is some string that is both generated byG1 and recognized
by M , which indicates non-emptiness of L(G1) ∩ L(G2).
We can compute the set above using a dynamic programming algorithm that is speciﬁed in
an abstract way in Fig. 1 by means of a deduction system, following [17]. The side conditions of
the inference rules refer to rules from G1 and relation |=a as deﬁned for M . The algorithm is a
straightforward variant of a construction by [2] to compute the intersection of a CFG and a ﬁnite
automaton, and we therefore omit a proof of correctness here.
A derivation in the deduction system from Fig. 1 is a tree with nodes labelled by elements of T . A
leaf node corresponds to an application of the axiom (1). A non-leaf node together with its daughter
nodes corresponds to the application of inference rule (2). The label at the root of the tree is the
triple from T that the derivation derives. Let us speciﬁcally consider a derivation  that derives
(S2, S1, ε). The number of leaves of  is bounded by the length of the longest string generated by G2,
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Fig. 1. Deduction system deriving triples (r,A, s) ∈ T , each of which represents a derivation A ⇒∗ v in G1 and a com-
putation r |=+v s in M involving the same string v.
and thus is bounded by 2|G2| by Lemma 2(ii). Due to the binary form of inference rule (2), the size
of , measured in the number of nodes and denoted ||, is bounded by 2|G2|+1. We deﬁne the height
of a derivation as the length of the longest path from the root to a leaf, measured in the number of
edges.
A derivation of item (S2, S1, ε) in the deduction system in Fig. 1 may have a height that is
exponential in |G2|. This is a problem for developing an algorithm that checks in polynomial
space whether the set of such derivations is non-empty. For this reason, we turn to a different set
Tgap that includes T and in addition contains pairs of triples of the form (r,A, s)/(t,B, u), which
indicate that (r,A, s) ∈ T provided (t,B, u) ∈ T . A pair (r,A, s)/(t,B, u) ∈ Tgap can best be thought
of as representing a gapped derivation according to the deduction system in Fig. 1, i.e., a derivation
that derives (r,A, s) but that has a missing subtree at the node labelled (t,B, u), which acts as a leaf
although it was not derived by axiom (1); this node labelled (t,B, u) cannot be the root however.
Formally, (r,A, s)/(t,B, u) ∈ Tgap if and only if there are strings v,w such that:
(i) A ⇒+ vBw in G1; and
(ii) r |=∗v t and u |=∗w s in M .
The elements of Tgap can be computed by the deduction system in Fig. 2. This is a straightforward
variant of Rytter’s parallel algorithm for context-free parsing [4], and we therefore omit a proof of
correctness here.
We now prove the following claim. With reference to the deduction system in Fig. 1, let 1 be a
derivation with root labelled (r,A, s), or a gapped derivation with root labelled (r,A, s) and with a
missing subtree at a distinguished leaf labelled (t,B, u). Then there exists a derivation 2, according
to the deduction system in Fig. 2, deriving (r,A, s) or (r,A, s)/(t,B, u), respectively, with height
bounded by 6 · log2(|1|)+ 1. Our proof of this claim is by induction on |1|. The intuition is that 1
is recursively divided into smaller (gapped) derivations, each of size at most half the original size,
until we end up with (gapped) derivations of size 1 or 3. Based on this decomposition, we can create
a derivation 2 according to Fig. 2, pasting subderivations together again, increasing the height by
at most six nodes for each level of recursion. Note that |1| is always odd, since 1 is a binary tree.
The simplest base case arises when |1| = 1. This means that 1 is a tree consisting of a single node
that was derived by axiom (1) in Fig. 1, which also occurs as axiom (3) in Fig. 2. Therefore we can
take 2 = 1. Since |2| = 1  6 · log2(|1|)+ 1 = 1, we have proven this base case. When |1| = 3,
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Fig. 2. Alternative deduction system based on Rytter’s algorithm.
then 1 can be a derivation or a gapped derivation. Both these cases can be proven easily, similarly
to the case |1| = 1.
We use the induction hypothesis for the case |1|  5. Let us ﬁrst identify a node labelled
(x1,C , x3) in 1 that has two daughter nodes labelled (x1,C1, x2) and (x2,C2, x3) and that is such
that the number of nodes in the subtree rooted in (x1,C , x3) is at least |1|/2, but the number of
nodes in each of the subtrees rooted in (x1,C1, x2) and (x2,C2, x3) is smaller than |1|/2. There is
always exactly one node that satisﬁes this description. We can now distinguish a large number
of subcases. We will explicitly treat one of the more complicated ones; the others are left to the
reader. For this subcase, we assume that 1 is a gapped derivation, with root (r,A, s) and distin-
guished leaf (t,B, u) where a subtree is missing. We also assume that (t,B, u) is not a descendant
of (x1,C , x3), but that there is a node labelled (y1,D, y3) with daughter nodes labelled (y1,D1, y2)
and (y2,D2, y3), where (t,B, u) is a descendant of (y1,D1, y2) and (x1,C , x3) is a descendant of
(y2,D2, y3).
This case is sketched in Fig. 3. Note that we have now divided 1 into a number of smaller
derivations and gapped derivations, each of size at most |1|/2. There is for example a gapped
derivation with root (y2,D2, y3) and distinguished leaf (x1,C , x3), and a (non-gapped) derivation
with root (x1,C1, x2). The induction hypothesis now states that there are derivations according to
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Fig. 3. Gapped derivation according to the deduction system from Fig. 1, with root labelled (r,A, s) and missing subtree
at the leaf labelled (t,B, u).
Fig. 2 that derive, e.g., (y2,D2, y3)/(x1,C , x3) and (x1,C1, x2), and each of these derivations has height
at most 6 · log2(|1|/2)+ 1.
We can put these derivations together again into a derivation 2 of (r,A, s)/(t,B, u) as sketched
in Fig. 4. This derivation has height 6, plus the maximal height of the derivations obtained from the
induction hypothesis. The total height is therefore atmost 6 + 6 · log2(|1|/2)+ 1= 6 · log2(|1|)+ 1.
This ends the proof of our claim.
On the basis of this claim, we may conclude that (S2, S1, ε) is derivable in the deduction system
from Fig. 1 if and only if (S2, S1, ε) is derivable in the deduction system from Fig. 2 by a derivation
of height at most
6 · log2(2|G2|+1)+ 1 = 6 · |G2| + 7, (8)
which is linear in |G2|.
We follow an idea from [16], developed further in [3], which allows us to formulate a recur-
sive function that tries to ﬁnd a derivation according to the deduction system from Fig. 2. The
function takes as input argument the triple or pair of triples at the root of the derivation that
is to be found. In the initial call, this argument is (S2, S1, ε). The function enumerates over all
possible instantiations of inference rules that have the argument as consequent, and then applies
Fig. 4. Subderivation according to the deduction system from Fig. 2, deriving (r,A, s)/(t,B, u). At the leaves we attach
subderivations obtained from the induction hypothesis of our proof.
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the function recursively on the antecedents. We also restrict the maximal depth of recursion to
6 · |G2| + 7.
The function can be executed on a deterministic Turing machine through the use of a stack. The
maximal number of elements on the stack is the maximal depth of recursion. Note also that each
function call requires space O(‖G1‖ + ‖G2‖), since that amount of space is sufﬁcient to enumerate
all instances of inference rules. The total stack size is therefore O((6 · |G2| + 7)·(‖G1‖ + ‖G2‖)), or
quadratic in the complete input length. This ends the proof of the theorem. 
By combining Theorems 1 and 3, we obtain the following results.
Theorem 4. Let the input consist of two CFGs, at least one of which is non-recursive. The problem
of deciding non-emptiness of the intersection of the two generated languages is PSPACE-complete.
The problem remains PSPACE-complete if both CFGs are constrained to be non-recursive and
deterministic.
3. Non-emptiness of intersection for any number of grammars
In this section we investigate generalizations of the problems presented in the previous section.
We allow sequences of CFGs with at least one non-recursive CFG.
Theorem 5. Let the input consist of a CFG and a sequence of non-recursive CFGs. The problem of
deciding non-emptiness of the intersection of all the generated languages canbe solved byadeterministic
Turing machine using space O(n2), where n is the length of the input.
Outline of the proof. We only provide an outline of the proof here, since the argument is closely
related to the one presented in the proof of Theorem 3. Let G = (,N , S ,R) be a CFG and let
Gi = (,Ni, Si,Ri), 1  i  k , be non-recursive CFGs.
We may assume that all these grammars are in canonical two-form, following Lemma 2(i). Let
Mi, 1  i  k , be PDAs constructed fromGi as in the proof of Theorem 3. Similarly to that proof, we
deﬁne items (r1, . . . , rk ,A, s1, . . . , sk) and items (r1, . . . , rk ,A, s1, . . . , sk)/(t1, . . . , tk ,B, u1, . . . , uk), with
A,B ∈ N , ri, si, ti, ui ∈ N ∗i , and |ri|, |si|, |ti|, |ui|  |Gi|, 1  i  k . Strings ri, si, ti, ui represent possible
stacks of Mi . We deﬁne a set of items Tgap such that (r1, . . . , rk ,A, s1, . . . , sk) ∈ Tgap if and only if
there is a string v with
(i) A ⇒∗ v in G; and
(ii) ri |=+v si in Mi, 1  i  k .
Furthermore, we have (r1, . . . , rk ,A, s1, . . . , sk)/(t1, . . . , tk ,B, u1, . . . , uk) ∈ Tgap if and only if there are
strings v,w such that:
(i) A ⇒+ vBw in G; and
(ii) ri |=∗v ti and ui |=∗w si in Mi, 1  i  k .
Note that (S1, . . . , Sk , S , ε, . . . , ε) ∈ Tgap if and only if the intersection of the language generated by
G and all the languages generated by Gi, 1  i  k , is non-empty.
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By using the deduction system in Fig. 2, adapted to the new kinds of items, we can compute set
Tgap. Let i∗ be an integer such that 1  i∗  k and |Gi∗ |  |Gi| for 1  i  k . The corresponding
argument from the proof of Theorem 3 can be adapted to show that item (S1, . . . , Sk , S , ε, . . . , ε) is
derivable in our deduction system if and only if there is a derivation for this item of height at most
6 · |Gi∗ | + 7, which is a linear bound in the size of the input. We can then deﬁne a deterministic
Turing machine that searches for all derivations of the above item within the given bound on the
height. This can be realized by a stack of function calls, each of which requires an amount of space
O(∑ki=1 ‖Gi‖), resulting in overall quadratic space in the size of the input. 
If all input CFGs are restricted to be non-recursive, we can prove a tighter upper bound.
Theorem 6. Let the input consist of a sequence of non-recursive CFGs. The problem of deciding non-
emptiness of the intersection of all the generated languages can be solved by a linear space nondeter-
ministic Turing machine.
Proof. Let Gi = (,Ni, Si,Ri), 1  i  k , be non-recursive CFGs in two-normal form. Let also Mi,
1  i  k , be PDAs constructed fromGi as in the proof of Theorem 3.We deﬁne a nondeterministic
ﬁnite automaton M∩ = (,Q, , q0, F) that recognizes the intersection of the languages L(Gi), 1  i
 k . The set of states Q contains all items of the form (r1, . . . , rk), with ri ∈ N ∗i and |ri|  |Gi|,
1  i  k . Each ri represents a possible stack in a computation ofMi . The initial state q0 is (S1, . . . , Sk)
and the set of ﬁnal states F contains only the state (ε, . . . , ε). The transition function  is deﬁned as
follows. For each a ∈  and for each (r1, . . . , rk), (s1, . . . , sk) ∈ Q such that ri |=a si inMi, 1  i  k ,
we let (s1, . . . , sk) ∈ ((r1, . . . , rk), a).
We can now specify a nondeterministic Turing machine M that takes as input a sequence of
grammars Gi, 1  i  k , and accepts if and only if the intersection of the generated languages is
non-empty or, equivalently, if and only if there is at least one string accepted byM∩. At eachmoment
in the computation, the working tape of M will contain a state from Q that we will refer to as the
hypothesis. The hypothesis is initially q0. Given hypothesis q,M uses its nondeterministic states for
guessing an input symbol a ∈  and a new state q′ ∈ Q, which is written on the working tape. It
then checks whether q′ ∈ (q, a). If this is the case, M erases q from the working tape, keeps q′ as
the hypothesis and the step is repeated; otherwise, the computation halts with failure. M accepts
whenever the hypothesis is (ε, . . . , ε). Let i∗ be an integer such that 1  i∗  k and |Gi∗ |  |Gi| for
1  i  k . From Lemma 2(ii) we have that 2|Gi∗ | is a bound on the length of any string accepted by
someMi .M uses a binary counter as a clock, and stops with a failure whenever more than 2|Gi∗ | + 1
states of M have been visited.
To conclude the proof, we observe thatM uses an amount of spaceO(∑ki=1 ‖Gi‖). This is because
the ith component of each state q ∈ Q can be represented in spaceO(‖Gi‖), 1  i  k , and there are
at most two states in the working tape at each step in the computation. Furthermore, checking a
single instance ri |=a si can be done in linear space, as discussed in the proof of Theorem 3. Finally,
the counter used by M can be implemented using space log2(2
|Gi∗ | + 1) = O(|Gi∗ |). 
Wenow turn to caseswhere the input includesmore than one arbitraryCFG.The classNEXPTIME
below is the class of all languages recognized by some nondeterministic Turing machine in time
O(2c·n) for some constant c, where n is the length of the input. We only provide an outline of the
proof, since we use constructions that have already appeared in the literature.
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Theorem 7. Let the input consist of a non-recursive CFGG and a sequence of CFGsGi, 1  i  k. The
problem of deciding non-emptiness of the intersection of all the generated languages is NEXPTIME-
complete. The problem remains NEXPTIME-complete ifG is constrained to be deterministic, and the
sequence Gi, 1  i  k , is constrained to consist of exactly k = 2 deterministic CFGs.
Outline of the proof. We ﬁrst prove NEXPTIME-hardness for the restricted problem of three de-
terministic CFGs, one of which is non-recursive. Let M be an arbitrary nondeterministic Turing
machine running in time f(n) in the length n of its input, with f(n) an exponential function. Hence
L(M) ∈ NEXPTIME. From here on, M is ﬁxed. We show a polynomial time reduction from the
problem of deciding whether an input string w belongs to L(M) to the problem of deciding whether
L(G) ∩ L(G1) ∩ L(G2) is non-empty for a non-recursive deterministic CFG G and for deterministic
CFGs G1 and G2.
Without loss of generality, we can assume that each i.d. of M on input w has length f(|w|),
and each valid computation of M on input w requires exactly f(|w|) steps. We can construct two
deterministic CFGs G1 and G2 such that L(G1) ∩ L(G2) is the set of all valid computations of M
on input w; see for instance [8]. The construction can be carried out in linear time in the size of
the input w. We then construct a non-recursive deterministic CFG G that accepts all and only the
strings deﬁned over the common alphabet of G1 and G2 and having length exactly f(|w|)2. This
can be easily done using the squaring technique already exploited in the proof of Theorem 1. The
construction of G can be carried out in time O(|w|·log(|w|)). This completes the hardness part of
the proof.
We now prove membership in NEXPTIME for the general problem. Let G be a non-recursive
CFG, and letGi, 1  i  k , be arbitraryCFGs. SinceG is non-recursive, Lemma2(ii) implies that 2|G|
is an upper bound on the length of all strings in L(G). LetM be a nondeterministic Turing machine
speciﬁed as follows. Using its nondeterministic states,M guesses a stringw of length smaller than or
equal to 2|G|. ThenM checks whether w belongs to L(G) and to each L(Gi), 1  i  k , and answers
accordingly. Since the word recognition problem for general context-free grammars can be carried
out in deterministic polynomial time (more precisely, cubic time on a random access machine; see
[1]), the overall running time of M is dominated by the guessing of the string w and is therefore in
O(2c·n), for certain constant c, where n is the size of the input. This proves that the general problem
is in NEXPTIME. 
4. Discussion
In this paper, we have investigated the problem of deciding non-emptiness for the intersection
of the languages generated by a sequence of arbitrary input CFGs and a sequence of non-recursive
input CFGs, under various restrictions on the lengths of the two sequences. All of the upper bounds
we have presented also hold for the complement problem of deciding whether the intersection of the
languages generated by the input grammars is empty, rather than non-empty. This is because these
results refer to complexity classes that are closed under complementation. In particular, the class of
nondeterministic linear space languages,mentioned inTheorem6, is closed under complementation,
as shown in [11]. The lower bounds inTheorems 1 and7 can also be extended to the empty intersection
problem with only minor changes to the proofs.
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We have considered here the class of non-recursive CFGs, motivated by recent interest in the
literature for applications based on this problem, as discussed in Section 1. It is very easy however
to extend all of our results by replacing non-recursive CFGs by CFGs generating ﬁnite languages.
(Note that if a CFG generates a ﬁnite language, recursion might still be found in derivations of the
form A ⇒+ A, involving unary rules and/or epsilon rules.) This directly follows from Lemma 2(i),
which would eliminate recursion from a CFG without changing the generated language and using
only linear space.
A natural question is this: Up to what degree can the constraint of absence of recursion, as
expressed in Theorem 4, be relaxed while preserving membership in the class PSPACE? Note that
membership in PSPACE was established by exploiting the following two properties: (i) the non-
recursive CFG can be translated into a PDA with stack of bounded height not dependent on the
input string, and (ii) the length of the shortest string in the intersection, if any exists, is bounded by an
exponential function in the size of the input. If the constraint of absence of recursion is replaced by
the constraint that all recursion should be right recursion (i.e., for each nonterminal A, if A ⇒∗ A,
some  and , then  = ), then property (i) still holds, as this also leads to PDAs with bounded
stack height. (Conversely, if a PDA realizing the top-down strategy has bounded stack height, then
there cannot be other types of recursion but right-recursion.)However, property (ii) above no longer
holds in general, and the proof techniques we used are no longer applicable. We leave as an open
problem whether non-emptiness of the intersection of two languages remains in PSPACE if they
are represented by two input CFGs, one of which contains right recursion as only type of recursion.
Appendix A
Here, we summarize the deﬁnitions of CFGs and LBAs, and some of their properties, which were
used in the preceding sections.
A context-free grammar (CFG) is a 4-tuple G = (, N , S , R), where  is a ﬁnite set of terminals,
N is a ﬁnite set of nonterminals, including the start symbol S , and R is a ﬁnite set of rules, each of
the form A → , where A ∈ N and  ∈ ( ∪ N)∗. The ‘derives’ relation associated with G is denoted
by ⇒, its transitive closure by ⇒+, and its reﬂexive and transitive closure by ⇒∗. We deﬁne the
language generated by G to be L(G) = {w ∈ ∗ | S ⇒∗ w}.
A CFG is said to be in Chomsky normal form (CNF) if each rule is of one of the forms S → ε,
A → B C or A → a, where A,B,C ∈ N and a ∈ . For each CFG G we can ﬁnd a CFG G′ in CNF
such that L(G′) = L(G), by a transformation that can be carried out in quadratic time [5].
We say G is non-recursive if A ⇒+ A does not hold for any A ∈ N and , ∈ ( ∪ N)∗. A
non-recursive CFG always generates a ﬁnite language. Conversely, if L(G) is ﬁnite, then there is
a non-recursive CFG G′ such that L(G′) = L(G). Furthermore, such a CFG G′ can be found in
polynomial time, e.g., by a transformation to CNF.
Following [5] we sayG is deterministic if there is a partition  of  ∪ N and a set E ⊂ N such that
 ∈  and for every A,A′,B ∈ N and ,,′ ∈ ( ∪ N)∗:
(i) if (A → B) ∈ R and B ∈ E then  = ε and A ∈ E ;
(ii) if (A → ), (A′ → ′) ∈ R and if A and A′ are in the same equivalence class, then at least one
of the following four cases is true:
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(a)  /= ε and ′ /= ε and the ﬁrst symbol from  and the ﬁrst symbol from ′ are in the same
equivalence class;
(b)  = ′ = ε and A = A′;
(c)  = ε and A ∈ E ;
(d) ′ = ε and A′ ∈ E .
A deterministic grammar can be straightforwardly mapped to a deterministic push-down au-
tomaton that recognizes the same language.
We deﬁne the size of G as |G| = ∑(A→)∈R |A|, where |A| denotes the string length of A.
Following [5], we deﬁne the norm of G as ‖G‖ = |G| · log2(|| + |N |), where || and |N | denote the
number of elements in  and N , respectively. The norm of a CFG is a reasonable measure of its size
when it is represented by means of a ﬁxed alphabet.
The following deﬁnitions were taken from [7], with at most notational changes. A linear bounded
automaton (LBA)M is a nondeterministic Turing machine denoted by a 7-tuple (Q, T , , #, q0, qf ,
), where Q is a ﬁnite set of states, T is a ﬁnite set of tape symbols,  ⊂ T is a ﬁnite set of input
symbols, # ∈ T \ is the blank, q0 ∈ Q is the initial state, qf ∈ Q is the ﬁnal state,  is the next-move
relation, which is a ﬁnite subset of (Q × T)× (Q × T × {L,R,S}) (where the symbols L, R, and S
stand for ‘left,’ ‘right’ and ‘stationary’), subject to the following:  is such that the blank # cannot
be overwritten with something other than a blank, nor can the tape head move to the right of a
blank. More precisely, for each ((q, #), (q′, b, d)) ∈ , we have b = # and d ∈ {L,S}.
A computation of a LBA on input w = a1 · · · an ∈ ∗ starts with tape content a1 · · · an#, with the
tape head on the ﬁrst tape square, and with state q0. The constraint we placed on  above implies
that the tape head can only visit the ﬁrst n+ 1 positions of the tape. We say input w is accepted by a
LBA if and only if at least one computation onw reaches the ﬁnal state qf . We assume, without loss
of generality, that before acceptance, all tape squares are overwritten with blanks, and the tape head
returns to the ﬁrst tape square. We may also assume that q0 /= qf . Lastly, we assume that there is a
single transition applicable in state qf , given by ((qf , #), (qf , #,S)). This ensures that an accepting
computation can be made unboundedly long. The problem of determining whether a given LBA
accepts a given input string is PSPACE-complete [7].
For a ﬁxed LBA and an input string of length n, an instantaneous description (i.d.) is a string in
T ∗ · (Q × T) · T ∗ of length n+ 1. An i.d. b1 · · · bj−1(q, bj)bj+1 · · · bn+1 denotes that the current tape
content is b1 · · · bn+1, the current state is q and the tape head is currently on the jth tape square.
Symbol bn+1 is always #. For a ﬁxedLBA,we deﬁne the binary relation on the set of instantaneous
descriptions such that    if and only if i.d.  follows from i.d.  by applying one transition from
, as e.g., in [7]. If we deﬁne+ to be the transitive closure of, then a stringw = a1 · · · an is accepted
by the LBA if and only if (q0, a1)a2 · · · an# +(qf , #)#n.
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