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The role of the cerebellum in balance and coordination of movement is universally
accepted by researchers, but the mechanisms underlying this role remain elusive. There is
evidence to suggest that cerebellar Purkinje cells have a role as the computational center of
the cerebellar cortex, however the link between Purkinje cell function and animal behavior is
not fully understood. The primary aim of this study is to observe the behavioral and
neuronal changes associated with electric stimulation of the cerebellar cortex in normal and
ataxic mice. All mice used for this research were trained to walk on a self propelled wheel for
a duration of up to one hour. Video recordings were taken during the behavior task. Video
data was later analyzed using DeepLabCut, a markerless pose estimation program. The key
finding of this study was that there was a significant difference between control and ataxic
mice in both local field potential and corresponding behavior. Furthermore, the frequency of
local field potential activity correlated with the frequency of behavior for both control and
ataxic mice. Electric stimulation of the cerebellar cortex did not cause significant changes in
behavior or local field potential activity for both control and ataxic mice. These results
appear to demonstrate that animal behavior and motor cortical activity are highly correlated.
This change can be explained by the alteration of cerebellar Purkinje cells morphology that
is observed in spinocerebellar ataxia type 11. To better our understanding of how alterations
of Purkinje cell morphology and synaptic properties affect function, a computational
neuronal model was used. The results of this model show that decreased dendritic
arborization and loss of metabotropic glutamate receptor 1 cause a decrease in firing rate of
the Purkinje cell model. Future studies examining activity of the deep cerebellar nuclei and
motor thalamus during animal behavior would help to further elucidate how cerebellar
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INTRODUCTION
   
The anatomy of the cerebellum has been well studied and documented starting with
Ramón y Cajal (1911). Similar to that of the neocortex, the cerebellar cortex is a laminated
structure, with a repeating motif of circuitry (Choe, 2018). However, the arrangement of the
cerebellum is unique from the cortex in its uniform circuitry, which is highly conserved
across all mammals (Voogd, 1998). The cerebellar cortex can be divided into three distinct
layers: an outermost molecular layer, a middle Purkinje cell layer, and an innermost granule
cell layer. The deep cerebellar nuclei (DCN) are the sole output channel of the cerebellum,
which lie deep in the white matter in the center of the structure.
The granule cell layer contains the cell bodies of both granule and golgi cells. Granule
cells are small glutaminergic neurons that extend their unmyelinated axons into the
outermost molecular layer where they bifurcate to form parallel fibers (Voogd, 1998).
Granule cell dendrites receive excitatory input from Mossy fibers, which project from the
spinal cord, pontine nuclei, and lateral reticular nuclei. Parallel fibers run longitudinally
along the length of cerebellar folia, creating excitatory synapses with the dendrites of
Purkinje cells, basket cells, stellate cells, and Golgi cells within the molecular layer. Golgi cell
axons create inhibitory synapses with the somas of granule cells. This forms a loop, where
Golgi cells provide feedback inhibition to granule cells in response to their excitation
(Voogd, 1988; Albus, 1971).
The Purkinje cell layer is located between the granule cell layer and the molecular
layer. This layer is only one cell thick and is solely composed of the cell bodies of Purkinje
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cells. Purkinje cells are inhibitory neurons that are the sole output from the cerebellar cortex.
Purkinje cells have a heavily branched dendritic tree that extends into the molecular layer. In
the molecular layer parallel fibers run perpendicular to Purkinje cells, with upwards of
200,000 parallel fibers synapsing on a single Purkinje cell dendritic tree (Albus, 1971).
Purkinje cells receive excitatory input from two main sources: mossy fibers and climbing
fibers.
Mossy fibers indirectly influence Purkinje cells by spreading diffusely throughout the
granule cell layer and synapsing on the dendrites of granule cells (Albus, 1971; Voogd, 1998).
Climbing fibers originate from the inferior olive and directly influence Purkinje cells via
axodendritic synapses (Llinas & Sugimori, 1980). Mossy fibers convey information from
higher cortical areas regarding the planned course of movement. While climbing fibers
convey information regarding contralateral position, muscle tension, current motor activity
and intention (Paul & Das, 2020).
In general, Purkinje cells are capable of firing two distinct types of action potentials:
simple spikes and complex spikes (Hoxha et al.; 2018). Simple spikes occur spontaneously
and regularly or are caused by input from parallel fibers. Complex spikes are caused by
climbing fiber input and result in an initial large spike followed by a series of small spike
oscillations (Hoxha et al.; 2018). Periods of Purkinje cell firing are also periodically
interrupted by epochs of silent hyperpolarization. This occurs due to the bistability of the
Purkinje cell membrane potential, meaning that there are two distinct values at which the
membrane potential is stable (Hoxha et al.; 2018). When Purkinje cells are at a more
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depolarized potential they exhibit tonic simple spiking, whereas at a more hyperpolarized
state they are silent (Hoxha et al.; 2018).
The axons of Purkinje cells descend deep into the cerebellar white matter where they
create inhibitory synapses with neurons in the DCN. The DCN contains large multipolar
neurons that send projections to a variety of targets including the ventrolateral nucleus of
the thalamus, the red nucleus, the pontomedullary reticular formation, and the vestibular
nuclei (Albus, 1971). DCN activity is driven by excitatory input from mossy and climbing
fiber collaterals. However output from the DCN is under constant regulation by Purkinje
cells that modulate DCN activity via inhibition and disinhibition (Purves D, Augustine GJ,
Fitzpatrick D, et al. 2001).
   
The cerebellum influences motor behavior via connections with the motor cortex,
through a pathway known as the cerebellothalamocortical (CTC) pathway (Figure 1). The
CTC pathway runs in a loop that consists of two main portions: a feed-forward portion and a
feedback portion. The feed-forward portion of this loop works as an input system, where
motor information regarding the planned movement is conveyed from the contralateral
primary motor cortex to the cerebellum. The feedback portion acts as a modulatory system,
where the cerebellum uses sensory information regarding the active execution of the
movement to modify motor cortical activity to ensure movement progresses as planned.
In the feed-forward portion of the CTC pathway information travels from the motor cortex
to the cerebellum. Upper motor neurons in layer 5/6 of the primary motor cortex project
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both directly and indirectly to the pontine nuclei, with indirect projections synapsing on
TRN’s in the reticular thalamus that then travel to the pontine nuclei (Ando, Izawa, &
Shinoda, 1995). Neurons in the pontine nuclei complete the feedforward portion of the loop
by traveling through the contralateral middle cerebellar peduncle to the cerebellar cortex,
where they become known as mossy fibers.
The feedback portion of the CTC pathway forms the connection between the
cerebellum and the primary motor cortex. In the cerebellum information received from the
motor cortex is integrated with input from the inferior olive. This allows the cerebellum to
play a role in error correction as it provides modulatory feedback to the contralateral motor
cortex.
As DCN axons leave the cerebellum they decussate and give off branches to
contralateral brainstem structures such as the red nucleus, reticular formation, and basis
pontis (Palesi et al., 2015). DCN neurons continue to ascend to the thalamus, where they
form excitatory synapses with thalamic relay neurons (TRN) in the ventroanterior (VA) and
ventrolateral (VL) thalamic nuclei (Ando, Izawa, & Shinoda, 1995). TRN’s then project to the
ipsilateral motor cortex, where they form excitatory synapses with upper motor neurons,
thus completing the CTC loop.
4
5
Figure 1. The Cerebellothalamocortical (CTC) Pathway. The CTC pathway creates a loop, linking the
cerebellum, thalamus, and motor cortex. Neurons from the DCN project out of the cerebellum and synapse on
the contralateral ventroanteriolateral (VAL) thalamus, which then projects to layer 5/6 of the primary motor
cortex (MOp). Neurons from MOp then project back to the cerebellum directly and indirectly, via the pontine
nuclei (PN). Neurons in the pons project back to the cerebellum, completing the loop.
  
Spinocerebellar ataxias (SCAs) are a group of genetically inherited ataxias, caused by
progressive degeneration of the cerebellum and associated regions of the nervous system.
There are over 40 genetically distinct types of SCA, so symptoms, pathology, and
pathophysiology can vary significantly from one type of SCA to another (Klockgether,
Martiotti, and Paulson; 2019. The clinical hallmarks of SCA are loss of balance and
coordination. However, these hallmarks often do not present in isolation and those affected
by SCA can also experience symptoms like nystagmus and dysarthria (Klockgether,
Martiotti, and Paulson; 2019). Depending on the type of SCA, onset of symptoms can occur
anytime from early childhood to late adulthood (Klockgether, Martiotti, and Paulson; 2019).
The pathology of SCA is remarkably diverse, with some SCAs showing pure
cerebellar degeneration and other SCAs showing degeneration in multiple areas including
the brain, spinal cord, and peripheral nerves (Klockgether, Martiotti, and Paulson; 2019).
Despite varying pathologies of SCA a feature that remains consistent is abnormal Purkinje
cell activity (Klockgether, Martiotti, and Paulson; 2019). In most types of SCA this is caused
by mutations of synaptic properties that affect the intrinsic membrane properties of the
Purkinje cell alone or in combination with mutations affecting the structure and
development of the cell (Hoxha et al.; 2018).
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Purkinje cell firing is highly dependent on interactions of ion channels, which are
often mutated or dysfunctional in Purkinje cells affected by SCA (Hoxha et al.; 2018). In
addition to mutated ion channels, receptors on the Purkinje cell postsynaptic membranes are
also often mutated or absent (Hoxha et al.; 2018). These abnormalities inhibit maintenance
of the intrinsic membrane properties necessary for proper cell function. Thus, a remarkable
change in firing rate of Purkinje cells with SCA has been observed (Hoxha et al.; 2018). As
mentioned previously, normal cerebellar Purkinje cells show three distinct types of activity:
tonic firing of simple spikes, burst-like firing of complex spikes, and silent periods of
hyperpolarization (Hoxha et al.; 2018). Previous studies have shown various alterations in
output from SCA affected Purkinje cells, ranging from uniform reduction in Purkinje cell
firing rate to preserved excitability in some Purkinje cells but diminished firing in others
(Hoxha et al.; 2018).
A receptor known to be implicated in the pathogenesis of many hereditary and
acquired forms of SCA is metabotropic glutamate receptor type 1 (mGluR1, Hoxha et al.,
2018; Konno, Ayumu, et al., 2013; Batchelor et al., 1994). The mGluR1 receptor is the primary
receptor found at Purkinje cell-parallel fiber synapse, and is thought to be a major
component of cerebellar motor learning (Hoxha, 2018). mGluR1 is a G protein-coupled
glutamate receptor that is highly expressed at the Purkinje cell parallel fiber synapse and has
been shown to play a role in elimination of redundant climbing fiber synapses (Hoxha,
2018).  The absence of mGluR1 leads to impared long term depression at the Purkinje cell
climbing fiber synapse, contributing to the motor impairment observed in SCA (Hoxha,
2018).
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In this project we adopted SCA11 as a model system of SCA. SCA11 typically presents
with progressive cerebellar ataxia and abnormal eye signs, like nystagmus  (Klockgether,
Martiotti, and Paulson; 2019). SCA11 results due to abnormalities in the Tau tubulin Kinase 2
(TTbK2) protein, which is responsible for the formation of primary cilia (Bowie and Goetz;
2020). Primary cilia are vital signaling organelles that regulate cell signaling, particularly
during development (Bowie and Goetz; 2020). Disruption of primary cilia formation leads to
truncation of Purkinje cell dendritic trees, loss of regulation at the climbing fiber Purkinje
cell synapse, and cell eventual degeneration (Bowie and Goetz; 2020). It has been
hypothesized that these abnormalities in Purkinje cell primary cilia development cause the
ataxic phenotype that is present in SCA11. However, it is still unclear why primary cilia are
required for the normal development and survival of Purkinje cells.
   
Computational modeling is an important tool in neuroscience research that assists
researchers in explaining and predicting mechanisms of nervous system function. Several
models of cerebellar Purkinje cells have been developed with the aim to explain the
mechanism by which they integrate synaptic inputs (Zang, Dieudonné, and De Schutter,
2018; Zang, Hong, and De Schutter 2020; Anwar, Hong, and De Schutter 2012) . These
models can be used to help understand how cerebellar Purkinje cell function is altered in a
diseased state, such as SCA. Since the principal cell of the cerebellar cortex and the main cell
affected in SCA is the cerebellar Purkinje cell the modeling for this study focused on
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deformations present in these cells. Two prominent Purkinje cell abnormalities studied using
computational modeling were truncation of dendritic arborization and absence of mGluR1.
Deformation of cerebellar Purkinje cell dendritic arborizations is present to some
degree in most forms of SCA (Konno, Ayumu, et al., 2013). A decrease in Purkinje cell
dendritic arborization has been shown to cause a decreased membrane capacitance and
reduction of cell signaling at the Purkinje cell parallel fiber synapse (Konno, Ayumu, et al.,
2013). Both decreased membrane capacitance and dendritic tree reduction lead to
abnormalities in Purkinje cell firing rate, which is thought to contribute to the ataxic
phenotype (Konno, Ayumu, et al., 2013; Bowie and Goetz; 2020).
The mGluR1 receptor is a G protein coupled glutamate receptor that is highly
expressed at the Purkinje cell parallel fiber synapse and becomes active in response to
parallel fiber bursting (Batchelor et al., 1994; Kim et al., 2003). Activation of mGluR1 initiates
a signaling cascade causing release of intracellular calcium stores in Purkinje cell dendrites.
Increased intracellular calcium activates the transient receptor potential channel (TRPC)
causing a slow excitatory postsynaptic potential (EPSP) to be produced (Figure 2, Hoxha et
al., 2018; Kim et al., 2003). The slow EPSP triggered by mGluR1 is thought to be involved in
mediating regulation of redundant climbing fiber synapses (Hoxha, 2018).
In Purkinje cells affected by SCA there is an abundant loss of mGluR1, as well as loss
of dendritic arborization. Both of these characteristics are thought to contribute to abnormal
Purkinje cell function leading to impairment of motor learning and subsequent ataxia
(Hoxha et al.; 2018, Kim et al., 2003 ). By using a computational model of a cerebellar
Purkinje cell the individual effects of decreased dendritic arborization and loss of mGluR1
9
can be observed under controlled conditions. This allows for better predictions to be made




THESIS STATEMENT AND SPECIFIC AIMS
  
Research suggests that cerebellar Purkinje cells play an important role in
sensorimotor integration and control of output from the cerebellum to the contralateral
motor cortex via the cerebellothalamocortical (CTC) pathway. However, the extent that
cerebellar output influences the contralateral motor cortex is not well understood. Mutant
SCA11 mice expressing a malformed cerebellar Purkinje cell layer, show characteristic
symptoms of cerebellar dysfunction during behavior that is similar to those observed in
people affected by spinocerebellar ataxia 11. Thus implicating that cerebellar Purkinje cells
can modify the activity of the contralateral motor cortex. The focus of this project is to
investigate the behavioral and neuronal activity changes in response to electric stimulation of
the cerebellar cortex in awake behaving ataxic and background matched control mice.  
        
       
  
Specific Aim 1: to characterize the effects of stimulation of the cerebellar cortex on
locomotion. In order to observe and characterize locomotion changes resulting from
cerebellar stimulation video recordings were taken during animal behavior. Videos will be
analyzed using a machine learning pose-estimation algorithm to extract positional data for
each body region of interest.
Specific Aim 2: To investigate changes in primary motor cortical activity resulting from
stimulation of the contralateral cerebellar cortex during locomotion. In order to observe
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changes in primary motor cortical activity in response to stimulation of the contralateral
cerebellar cortex during locomotion, motor cortex local field potential (LFP) recordings
were taken during each trial. LFP data will be analyzed to create a power spectrum in order
to study the correlation with animal behavior data.
Specific aim 3: To use a computational model of a cerebellar Purkinje cell to study the
differences in activity of a healthy cell and an abnormal cell. Two computational models of
cerebellar Purkinje cells were adopted to study how decreased dendritic arborization and




All animal procedures were in accordance with the protocol approved by the IACUC
of PCOM-GA. Male mice were purchased from The Jackson Laboratory and housed in the
laboratory animal facility at PCOM Georgia. C57BL/6NJ-Ttbk2
em1(IMPC)J
mice (Jax stock
#51204) are a CRISPR-generated knock-out mutant of the tau tubulin kinase 2 (Ttbk2) gene,
generated by the Knockout Mouse Phenotyping Program (KOMP
2
) at the Jackson Lab.
C57BL/6J (Jax stock #000664) mice express no intentional genetic abnormalities. C57BL/6J
mice are also managed by the Jackson Lab’s Genetic Stability Program in order to minimize
genetic drift.  All mice were three to six months of age prior to the start of surgeries,
handling, and all experimental procedures.
  
For induction, mice were placed in a sealed induction chamber and anesthetized with
4% isoflurane (Sigma 792632) and 1 L/min O
2
via oxygen condenser (DeVilbiss Healthcare
Mannheim, Germany). Once the mouse was fully anesthetized, it was removed from the
induction chamber, weighed and placed on the stereotaxic apparatus (KOPF Instruments)
and secured onto the mouthpiece. Isoflurane was adjusted to 2% and O
2
was adjusted to 0.8
L/min for the duration of surgery. Mice were given Meloxicam (Norbrook) 5 mg/ml
subcutaneously on their back as an analgesic prior to the start of surgery. Nair (Church &
Dwight Co., Inc.) was used to remove fur from the top of the head to the base of the neck
and the area was cleaned three times with ethanol and betadine. Prior to the first incision it
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was ensured that pedal reflex was absent. Over the duration of the surgery mouse body
temperature, breathing rate, and pedal reflex were recorded every 20 minutes.
The soft tissue covering the skull was removed and a scalpel was used to lightly mark
the area for holes to be drilled over the motor cortex and cerebellum. Holes over the motor
cortex were drilled 2 mm anterior to bregma and 2 mm apart, cerebellar holes were
positioned 2 mm posterior to bregma and 2 mm apart (Figure 3 D). After holes were drilled,
a thin layer of Optibond dental cement (KaVo Kerr) was applied to the skull and allowed to
dry. C & B Metabond dental cement (Parkell, Inc.) was then used to attach the head plate
(Neurotar, Model #9) to the mouse skull. The head plate was positioned so that the center
opening surrounded the anterior holes, over the motor cortex.
Once the C & B Metabond cement was completely dry a 0.5 mm drill bit was used to
drill holes over the motor cortex and the cerebellum at the previously designated positions.
Holes only pierced the skull and did not penetrate the meningeal dura mater. After the holes
were drilled the area was cleaned using sterile saline (Sigma S8776) and a small amount of
Kwick-Cast (World Precision Instruments), a biosynthetic silicone polymer, was applied over
each hole and allowed to dry completely. Once dry another layer of Optibond was applied at
the edges of the Kwick-Cast and allowed to dry completely.
After completion of surgery the mouse was placed back in its cage and provided with
water. The mouse was monitored every five minutes for the first 15 minutes post operation
and then every 15 minutes until the mouse was fully awake and motile. Mice were given two
weeks time to fully recover from surgery, during which they were monitored daily by the




After recovery from surgery and prior to behavior training mice were moved to a
reverse light cycle room and placed on water restriction. Water restriction periods lasted six
consecutive days at a maximum before mice were allowed unlimited access to water for at
least 24 hours. During water restriction periods mice were weighed daily, before and after
water distribution, and given 1-3 ml of water depending on loss of body weight. It was
ensured that mouse body weight did not drop below 80% of baseline in order to prevent
health consequences. During the animal training period all water was distributed during
behavior training sessions.
      
Mice were placed on water restriction one day before the handling period began.
Handling lasted one week, during which mice were held, weighed, and placed on the wheel
(Mathis et al.; 2018) to allow them to become familiar with the experimenter and
environment. After the handling period one week was used to acclimate mice to head fixing,
this was done by placing mice on the running wheel and head fixing them for progressively
longer durations.
In order to teach mice to walk on the wheel a water reward circuit was created using
custom programming (using Arduino, an open source microcontroller). Mice were head
fixed on the running wheel with a water distributing lixit positioned at a 45 degree angle, 5
mm from the tip of the nose. The running wheel was attached to a rotary encoder (Inland
KS0013), which provided information to the Arduino box about the distance the mouse had
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walked on the wheel. The Arduino controlled a peristaltic water pump (Gikfun 12 V DC
Dosing Pump), which it turned on when the mouse had walked a duration of five full
rotations of the wheel, providing the mice with a reward of a 0.2 ml drop of water. This
ensured that mouse walking behavior would last around 10 seconds before a water reward
was distributed.
Behavior training proceeded for upwards of three weeks prior to beginning
experiments. Each training session lasted between 30 and 90 minutes with the mice receiving
all of the water for the day during training. The mice were considered to be done with
behavior training when they consistently walked on the wheel without pausing between
walking periods for more than two minutes.
Experiments to be included in this study were determined based on if the experiment
met the criteria as follows: the mouse was walking at the start of the trial and the mouse did
not exhibit any other behavior e.g. grooming, pawing at the lixit during the trial. From all
conducted experiments 30 trials for the control mice and 30 trials for the ataxic mice were
selected to be used for data analysis.
    
Video recordings during experiments provided both a lateral view and an inferior
view (from a mirror beneath the wheel) of the animal (Figure 3 C, B). Videos of the
experiment were captured using a camera (Basler acA1920-150uc, with a Computar lens
model M3Z1228C-MP) and the Pylon Camera Software Suite (Basler AG). Video recordings
lasted 10 seconds in duration with stimulation onset occurring at 5 seconds. The onset of
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video recording was triggered externally using pCLAMP (Molecular Devices, LLC.) software,
with the frame rate being between 80 and 100 fps.
In order to analyze locomotion of mice while on the wheel an open-source markerless
pose estimation program, called DeepLabCut (DLC) was used (Mathis et al.; 2018). DLC
uses a pre-trained pose estimation algorithm to allow for noninvasive behavioral tracking of
animals via video recordings.
Two DLC networks were trained to label videos, one for the lateral view of the animal
and one for the inferior view to increase the accuracy of the networks (Figure 3 B, C). In
order to train the DLC networks, four experiment videos, two from control mice and two
from ataxic mice were used. Initially, 20 frames were automatically extracted from each
video by DLC and unique body parts of interest were manually labeled by the experimenter.
Body parts of interest included: left forepaw, left hindpaw, right forepaw, right hindpaw
(Figure 3). Once labeling was completed the network was trained to 200,000 iterations
before being reviewed for accuracy.  Each network was refined and retrained 15 times before
being used for data collection. Matlab (The MathWorks, Inc.) was then used to extract any
remaining outliers in the DLC data and for further analysis and plotting (Figure 4). For a




Figure 4.  Limb Position data from DeepLabCut analysis for the lateral view (Top) and inferior view (Bottom)
of the animal. Animal view is indicated with an image in the upper right corner for each figure. Positional data
from Deeplabcut was output as the limbs position in the frame in pixels. All frames were 1925 x 1200 pixels,
with pixel number decreasing as you move vertically up the frame and increasing as you move horizontally to
the right.
21
   
Between one and three days prior to electric stimulation and extracellular recording
surgery was performed to remove any bone or soft tissue that grew back over the motor
cortex and cerebellar cortex holes. This ensured the holes were open and freely accessible for
recording and stimulation. Once the mouse was headfixed, the Kwik-Cast covering the left
motor cortex hole and the right cerebellar cortex hole was removed. Then, both open holes
were cleaned three times with betadine and ethanol. The open right cerebellar hole was then
covered with a small amount of conductive electrode jelly prior to placing the stimulation
electrode (MicroProbes SS3CEA4-200) at the surface of the cerebellar cortex using a course
manipulator. The stimulation electrode used was a concentric electrode with a tip size of 2 to
3 µm.
Once the stimulation electrode was in place both the recording (FHC) and ground
electrodes were set in position. The ground for the recording electrode consisted of a copper
wire with cotton attached to the tip and was positioned over the right side of the motor
cortex. Once the ground was in position, the recording electrode was placed on a motorized
micromanipulator (MP-225, Sutter Instruments) and lowered until it was touching the
surface of the motor cortex. The recording electrode was lowered 500 µm deep to the surface
of the motor cortex. Before each recording, the center of the headplate was filled with
enough sterile saline to create a small pool for prevention of damage to the brain tissue and
better conduction.
pCLAMP software was used to trigger video recordings and electric stimulation as
well as collect LFP recordings. A tungsten metal electrode was used to apply electric
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stimulation to the right cerebellar cortex in the area of Crus I/II. Trials lasted a total duration
of 10 seconds with stimulation occurring at 5 seconds (Figure 5). A neuro data model PG
4000A external pulse generator (Cygnus Technology Inc.) was programmed to create a pulse
train of 105 pulses over a duration of 178.2 ms. The external pulse generator was connected
to an A365 current stimulus isolator (World Precision Instruments) in order to deliver 200
µA of current with each pulse. An FHC microelectrode with a resistance of  1 MΩ was used
to collect LFP recordings from the contralateral primary motor cortex over the entire trial
(Figure 5A). LFP signals were collected at a sampling frequency of 10,000 Hz using a band
filter from 1 Hz to 20,000 Hz.
  
LFP recordings from selected trials were further analyzed using Matlab. Raw data
from each LFP recording was plotted against time in order to observe the summation of
activity in the primary motor cortex (Figure 4 A). For both groups of mice the mean, median,
and range of the LFP before, during, and after stimulation were taken into account. To test
for a significance difference between the mean, median and range of the LFP activity before,
during, and after stimulation a paired two sample t-test was performed for animals within
the same group. An unpaired two sample t-test was performed to test for significant
differences between the mean, median and range of the LFP activity before, during, and after
stimulation between ataxic and control mice.
There is evidence to suggest that motor cortical neurons oscillate in the 7 - 14 Hz
frequency range (Castro-Alamancos; 2021). A Fast Fourier Transform (FFT) was used to
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create a power spectrum to display the dominant frequencies present both before and after
stimulation differed (4 B, C). A FFT transforms data from the time domain to the frequency
domain in order to show the signal’s spectral content separated into discrete frequency
bands. In a broad sense, an FFT works by converting a wavelength frequency to a rotational
frequency. This rotational frequency represents the distribution of firing frequency (Hz) of
many individual neurons that sum to create a complex waveform. In this way, an FFT can
help to identify the firing frequencies of the neural population that appear most often.
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Figure 5. Raw data from one local field potential recording (A) and Power Spectrum both before (B) and after
(C) stimulation. Stimulation onset and offset is represented by two red lines,  Sampling frequency for LFP
recordings was 10,000 Hz, recordings were filtered with a band filter from 1 Hz to 20,000 Hz. The power




All data analysis was conducted using Matlab, a data analysis and programming
platform widely used by scientists and engineers. Matlab also provides a reliable platform for
analysis of large datasets, which was necessary for this research. Matlab was used to organize,
display and analyze the output from Deeplabcut. This was necessary in order to create
custom plots that displayed the data in the clearest way possible and to allow for statistical
analysis to be performed on large sets of data..
Raw positional data from DLC for both inferior and lateral views of the animal were
plotted as scatter plots showing the position of all limbs and each limb individually for the
entire trial (Figure 4). Deeplabcut position data was plotted as position of the limb in pixels
with pixel count decreasing as image height increased (y axis) and pixel count increasing as
image width increased. All images were 1925 x 1200 pixels in length and width, respectively.
In order to observe changes in limb position associated with stimulation, scatterplots
of the position of each limb before and after stimulation were generated (Figure 6). To create
these plots limb position data for both lateral and inferior views were separated into pre and
post stimulation conditions by converting the frame rate of the video to time in milliseconds
and separating the data at the frame corresponding to the onset of stimulation, t= 4984.9 ms.
For all trials stimulation onset occurred at exactly 4984.9 ms from the beginning of the trial
and lasted exactly 178.2 ms in duration. The stimulation paradigm that was intended for use
was a 200 ms pulse train consisting of 100 evenly spaced pulses. However, upon
manipulation of the pCLAMP software to allow it to trigger the camera the stimulation
paradigm was shifted slightly resulting in the stimulation paradigm previously described.
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In order to determine if stimulation had an effect on gait parameters, differences in
stride length, limb velocity, stepping frequency and distribution of limb position were
calculated. Using the inferior view position data the pre and post stimulation stride lengths
were calculated by taking the range of the x positional data before and after stimulation
onset Eq 1. Furthermore, the amount that each limb deviated from the median value of that
limb was used to quantify the smoothness of the stride Eq. 2. Stride deviation from the
midline was calculated by finding the median of the inferior view y data of each limb,
represented as y
med
, and subtracting that value from each y position for the respective limb,
represented as y (Figure 7).  The difference between these two values, d, was then converted
from pixels to cm (1 pixel = 0.009 cm) and plotted over time (Figure 6). Due to the data not
being normally distributed the median was determined to be a better measure of central
tendency than the mean and therefore, was used as the measure of the center of the limb
position to calculate deviation. Due to the number of pixels on the Y axis decreasing as you
move up, values of limb deviation in the negative direction represent deviation to the right of
the midline, and deviation in the positive direction represent deviation to the left of the
midline. In order to determine if the stride length and stride width before and after






Figure 6.  Limb position before and after stimulation from both lateral (A) and inferior (B) views of the animal.
The x coordinates from the inferior view data (B) were used to determine the stride length before and after
stimulation for each animal (Eq. 1). The y coordinates from the inferior view were used to determine the stride
deviation from the median (Eq. 2).
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Figure 7. Limb deviation from the median. Using Eq. 2 the distance in cm that each limb deviated from the
median was calculated and plotted over the time of each trial. Negative values represent limb deviation to the
right of the median and positive values represent limb deviation to the left of the median. Stimulation onset and
termination are indicated by two vertical red lines at t = 4984.9 ms and t = 5163.1 ms, respectively.
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To determine the velocity, v, of each limb the data collected from the lateral view of
each trial was plotted as (x, y) coordinates and the displacement between each point, d,  was
calculated using Eq. 3. The calculated displacement, d, was then converted from pixels to cm,
Eq. 4, and the first derivative of displacement, x, with respect to time, t, was plotted using Eq.
5 (Figure 8). It was determined to be unnecessary to plot the first derivative of the mirror
data, as the data does not represent the movement of the limb in the Z axis and therefore













respectively, were located and averaged.
This was used to represent the average velocity of each limb in both the forward and









was used as the final measure of limb velocity, ⊽
ave
,  (Eq. 7). Furthermore, a two-sample t
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test was used to determine if there was a significant difference between average velocity




Figure 8. Limb velocity. The velocity of each limb was determined by plotting the first derivative of the
displacement of the limb with respect to time. Values in the negative direction indicate velocity of the limb as it
moves forward and values in the positive direction indicate velocity of the limb as it moves backward.
Stimulation onset and termination are indicated by two vertical red lines at t = 4984.9 ms and t = 5163.1 ms,
respectively.
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The final gait parameter observed was step cycle, which was defined as the average
number of steps the animal took in one second. Prior research suggests that local field
potential oscillations occur at a frequency that corresponds to that of the frequency of
stepping (Donoghue et al., 1998; Joshi and Somogi, 2019). So, the frequency of stepping was
calculated for the right limbs only due to all motor cortical recordings occurring on the left
side of the primary motor cortex. Frequency of stepping was determined using the
displacement of the limb in the y plane (lateral view) over time (Figure 9). To determine the
step cycle peaks in the displacement with a minimum prominence of 10 were identified and
the distance between peaks was calculated. The reciprocal of the average distance between
peaks was used as the final measure of step cycle. Step cycle was calculated both before and
after stimulation for both control and ataxic mice. Furthermore, a two sample t-test of
significance was conducted to see if there was a significant difference between the dominant
frequency of left motor cortical oscillations and right limb stepping frequency.
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Figure 9. Step cycle for the right fore (blue) and hindlimb (pink). The position of the limb in the y plane is
represented over time by the lighter colored line for both limbs. The dark blue and dark pink vertical lines at
the top of each plot represent the limb touching the ground. The distance between vertical lines represents the
duration of one step cycle.
   
Cerebellar Purkinje cell models developed by Zang, Dieudonne, and De Schutter,
2020, and Masoli & D’Angelo (2017), were used to model in silico a healthy cerebellar
Purkinje cell and modified to model an abnormal cerebellar Purkinje cell. The simulation
environment used to run both models was NEURON. The model developed by Zang,
Dieudonne, and De Schutter, 2018 was used to model how decreased dendritic arborization
affects the firing rate of cerebellar Purkinje cells. Whereas the model developed by Masoli, S.,
& D’Angelo, E. (2017) was used to model the effects of altered expression of mGluR1.
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All simulations run for this study were conducted using the NEURON simulation
environment (Hines and Carnevale, 2003). The NEURON environment allows for creation of
morphologically and biophysically realistic neural models that are based on experimental
data. Each part of the neuronal model can be assigned mechanisms to represent the
biophysical membrane and cytoplasm properties (e.g. ion channels and pumps, membrane
receptors, buffers, and second messengers). For this study a compartment model was
implemented, this allows for realistic propagation of changes in membrane potential.
    
The Zang model was selected because it did not include any synaptic properties and
fires spontaneously at a rate of 40 Hz, which is consistent with that of Purkinje cells in vitro
(Zang, Dieudonne, and De Schutter; 2018). Before any modifications were made to the
model morphology a simulation was run in order to establish the normal firing rate of the
model cell (Figure 10 A). Once a baseline was established, two experimental conditions were
created: reduction of half of the distal dendrites (Figure 13 B) and reduction of all distal
dendrites (Figure 13 C). Each condition was created by altering the morphology alone, so
that all other cell properties could be maintained. All simulations were performed at 34° C
with a fixed time step (0.02 ms) using NEURON simulation environment (NEURON 7.8).
For each trial the voltage at the cell soma was recorded. Somatic voltage data for each trial
were analyzed with custom Matlab scripts.
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Since loss of mGluR1 from cerebellar Purkinje cells is a hallmark of SCA, another
model of a cerebellar Purkinje cell that contained synaptic properties was used to model how
loss of mGluR1 affects Purkinje cell firing. The Purkinje cell model adopted for this purpose
was created by Masoli, S., & D’Angelo, E. (2017). This model consists of a cerebellar Purkinje
cell with both excitatory and inhibitory synaptic connections. The model exhibits tonic firing
similar to firing rate exhibited by Purkinje cells in vitro (Masoli and D’Angelo, 2017; Walter
and Khodakhah, 2006). The morphology of the Masoli model was slightly different from that
of the Zang model, which is depicted in Figure 10.
The Masoli model did not initially contain an mGluR1 receptor or a mechanism for
its effect. So, an mGluR1 receptor model adapted from Ashhad and Narayanan, 2013 and a
slow Ca
2+
dependent cation channel (ican) adapted from Desthexhe et al., 1994 were added.
All simulations were performed at 37° C with a fixed time step (0.025 ms). Simulations were
run using NEURON multisplit (Python 3.8; NEURON 7.8) and data was analyzed using
custom Matlab scripts. The mGluR1 receptor and ican were added at the distal dendrites in
the same location as pre-existing AMPA receptor synapses.
Once mGluR1 and ican were properly inserted into the model a simulation was run
with activation of AMPA and mGluR1. After this AMPA channels were deactivated and the
simulation was run with only mGluR1 activated . For the final trial the simulation was run
with mGluR1 removed. For the duration of each trial the voltage at the cell soma was
recorded and exported for further analysis using custom Matlab scripts.
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The change in stride length was one measure used to determine gait smoothness.
Stride length was calculated from the mirror data of each limb, represented in table 1. A two
sample paired t-test showed that there was not a significant difference between the stride
length of any limbs before and after stimulation (α = 0.05, p>0.05). This result was found in
both control and ataxic groups of mice. However, a significant difference was observed
between the stride length of the ataxic and control mice (α = 0.05, p<0.05) . The difference in
stride length was apparent in the left forelimb, right forelimb, and left hindlimb both before
and after stimulation (Figure 11). There was not a significant difference between the stride
length of the right hindlimb of the control and ataxic mice.
Table 1. Stride Lengths in cm for each limb of both control and ataxic mice before and after stimulation. Stride
lengths reported are the average stride length before and after stimulation for each trial. There was not a
significant difference between stride lengths before and after stimulation for control or ataxic mice (Students
paired t-test, α = 0.05, p>.05). There was a significant difference between the stride lengths of control and ataxic
mice for all limbs except the right hindlimb (Students two sample t-test, α = 0.05, p<0.05).
39
Figure 11. Differences in Stride Lengths of Control and Ataxic mice. The average stride length (cm) of each limb
for both control and ataxic mice is reported above during pre and post stimulation conditions. Standard
deviation is shown as a black line above each bar. Differences in stride length were not significant within each
group of mice for pre and post stimulation conditions (α = 0.05, p>0.05). Differences in stride length between
control and ataxic mice were apparent in all limbs with the exception of the right hindlimb (pink) both before
and after stimulation (α = 0.05, **p<0.01, *p<0.05).
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Stride width was used to assess the consistency of the limb as it moved forward and
backward with each step (Table 2). A smaller stride width was interpreted as the limb
moving in a more consistent, straight motion. Whereas, a larger stride width was interpreted
as the limb moving in a less consistent, wavering motion. For each limb, there was no
significant difference observed between the stride width before and after stimulation
(students paired t-test, (α = 0.05, p > 0.05). This result was consistent for all limbs in both the
control and ataxic mice. Furthermore, there was no significant difference between stride
width of ataxic and control mice both before and after stimulation.
Table 2. Stride width in cm for each limb of both control and ataxic mice before and after stimulation. Stride
width was measured as the distance (cm) that the limb deviated from the median trajectory value, taken from
the inferior view y data, during the course of the trial. For each trial the limb deviation to the right and left of
the median was recorded. For each limb here was not a significant difference between the stride width before
and after stimulation. This result was consistent for both control and ataxic mice (α = 0.05, p<0.05, students
paired t test). Furthermore there was no significant difference between the stride width of the control and
ataxic mice (α = 0.05, p>0.05,  students two sample t-test).
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The velocity of each limb was measured for both control and ataxic mice, before and
after stimulation as a way of assessing changes in the cadence of movement (Table 3). A
constant limb velocity was interpreted as a constant cadence for that limb movement. There
were no significant differences between the velocity of each limb before and after stimulation
for both control and ataxic mice (α = 0.05, p > 0.05, students two sample paired t-test). There
was a significant difference in the velocities of the left limbs between control and ataxic mice
before stimulation. This difference disappeared after stimulation (α = 0.05, p<0.05, students
two sample t-test). This finding is interesting due to the left limbs being contralateral to the
side of the cerebellar cortex that was stimulated. There were no significant differences before
or after stimulation between the control and ataxic mice (α = 0.05, p > 0.05, students two
sample t-test).
Table 3. Velocity of control and ataxic mouse limbs before and after stimulation. There were no significant
differences between the individual limbs of either mouse before and after stimulation (α = 0.05, p>0.05, students
two sample paired t-test). There was a significant difference between the left limbs of the control and ataxic
mice (α = 0.05, p<0.05, students two sample t-test). There were no other significant differences between the
limbs of the control and ataxic mice.
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LFP recordings were taken from the contralateral motor cortex of both ataxic and
control mice for the entire duration of each trial. For both control and ataxic mice LFP
oscillations were evident and appeared to correlate with speed and frequency of limb
movements. Upon further analysis it was discovered that LFP oscillations occurred at a
frequency that was not significantly different from the frequency of step cycles observed with
the right fore and hindlimbs both before and after stimulation (Figure 12; α = 0.05, p > 0.05,
students two sample t-test). However, there was a significant difference in the dominant
frequencies present in the primary motor cortex of control and ataxic mice, with control
mice showing a greater median dominant frequency (Wilcoxen signed rank test, α = 0.05).
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Figure 12. Local field potential oscillations correlate with movement of the right limbs. The above trace is the
local field potential recording from one animal (dark blue) for one trial. Stimulation onset and end are
indicated with vertical red lines. The step cycle of the animal's right fore (blue) and hindlimb (pink) are
indicated above the trace using short vertical lines. For nearly all trials there was an apparent positive
association between increased oscillations in motor cortical LFP activity and frequency of stepping.
Furthermore, there was not a significant difference between the dominant frequency of local field potential
oscillations and the step cycle frequency of the right fore and hindlimbs.
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For each simulation the dendritic tree of the Purkinje cell model was reduced and the
somatic voltage was recorded for the duration of the simulation. There was a significant
decrease in the number of somatic voltage spikes generated between each morphology
condition simulated (Figure 13 A). The full morphology cell generated a total of 17 spikes,
while the half morphology cell generated 11 spikes (Figure 13 B), and the cell with only
proximal dendrites generated 7 spikes (Figure 13 C). There were also significant differences
observed in the amplitude of action potentials for each morphology condition, with spike
amplitude increasing as the number of dendrites was decreased.
  
The mGluR1 receptor was added to the Masoli Purkinje cell model along with a slow
Ca
2+
dependent cation channel, ican, to examine how loss of mGluR1 affects Purkinje cell
Function. Upon addition of mGluR1, the function was varied to low, intermediate, and full
functional states. In response to stimulation a slow EPSP was generated for all function
conditions (Figure 14 A, B). However, the cell only broke membrane to threshold during the
full function condition, initiating a series of action potentials (Figure 14 B). When mGluR1
was removed from the cell and stimulation was applied a fast EPSP occurred with no slow
EPSP following (Figure 14 A). Furthermore, the cell did not break threshold and a series of
spikes were not generated.  The results of the model in both conditions were consistent with
the expected effect of mGluR1 on Purkinje cell firing.
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Figure 13. Somatic voltage spikes generated from the Purkinje cell model for each morphology condition. A
positive correlation was observed between the number of dendrites and number of somatic voltage spikes
generated. The full morphology cell (A) generated a total of 17 spikes, while the half morphology cell (B)
generated 11 spikes, and the cell with only proximal dendrites (C) generated 7 spikes. There was also a
significant difference in the amplitude of spikes, with amplitude increasing the number of dendrites was
reduced.
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Figure 14. Firing rate of the Purkinje cell model without mGluR1 inserted at the cell dendrites (A), with
mGluR1 functioning normally (B), and with reduced function of mGluR1 (C). Panel B shows the AMPA
mediated fast EPSP along with the mGluR1 mediated slow EPSP. The function of mGluR1 was reduced until a
slow EPSP was no longer generated (C). For each function condition a slow EPSP was present but the cell only
broke threshold for the normal receptor density condition (B). For all simulations, stimulation was applied at
400 ms, indicated by a vertical red line.
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DISCUSSION
Upon interpretation of the results of this study two key findings became apparent.
First and foremost, a significant difference between control and ataxic mice in both LFP and
corresponding behavior was observed. Second, the frequency of LFP activity was correlated
with the frequency of behavior for both control and ataxic mice. The results of these
experiments do not appear to show a correlation between electric stimulation of the
cerebellar cortex and behavioral or motor cortical changes among SCA11 or control mice.
However, these results do appear to demonstrate a potential link between animal behavior
and motor cortical activity that is altered when cerebellar Purkinje cells are deformed, as
observed in SCA11.
  
Many researchers have tried to understand cerebellar function by observing and
characterizing animal behavior. A common technique used to cause activation of the
cerebellar cortex during behavior in order to observe the effects is electric stimulation. By
applying electric stimulation to the cerebellar cortex during behavior, a disruption in the
normal cortical activity is expected. Research has shown that electric stimulation of the
cerebellar cortex causes various behavioral effects that mainly manifest on the side
contralateral to cerebellar stimulation (Clark, 1938). Some noted effects include deviation of
the limb contralateral to the side of stimulation towards the stimulation side, a decrease in
lifting of the limb, and slowing or delay of movement of the limb (Clark, 1938; Heiney 2014).
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Effects similar to those described previously have been observed in the case of cerebellar
dysfunctions, most often characterized as ataxias. Currently, disruptions in gait and
coordination are often used to diagnose and identify ataxias (Akula et al.; 2020). In previous
studies on animal behavior, some parameters used to distinguish between normal and ataxic
gait have included stride length, stride width, gait cycle (also referred to as cadence), stance
time, and swing time (Akula et al.; 2020). These studies have characterized the ataxic gait as
presenting with a reduction of walking speed, reduced step cycle, reduced stride length,
increased stride width, and a higher variability in stride length and stride width (Amore et
al., 2021). For this reason, the parameters used to analyze gait included stride length, stride
width, limb velocity, and stepping frequency.
 
By examining the differences in stride length we intended to determine a quantitative
measure of the smoothness of the gait. Previous studies have characterized the ataxic gait as
presenting with reduced stride length, broader stride width, and increased spatiotemporal
gait variability (Schniepp, Mohwald, and Wuehr, 2017). The decrease in stride length
associated with the ataxic gait is thought to be a compensatory strategy for maintenance of
balance (Figure 11, Schniepp, Mohwald, and Wuehr, 2017). Thus, ataxic mice were expected
to take shorter, slower steps as a way to maintain their balance while walking on the wheel.
As was expected, a significant difference in the stride lengths between control and ataxic
animals was present over the whole trial. On average, ataxic mice displayed a shorter stride
length and a higher variability between stride lengths than control animals, which was
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consistent with the expected ataxic phenotype. While a difference was apparent between
control and ataxic mice, electric stimulation of the cerebellar cortex did not cause a
significant difference in the stride lengths of control or ataxic animals.
 
Stride width was measured in an effort to further quantify the smoothness of
locomotion. A common feature of the ataxic gait for both humans and mice is a broader
stance, which occurs in an attempt to maintain balance (Schniepp, Mohwald, and Wuehr,
2017). For this reason we expected to see a significant difference between the stride width of
control and ataxic mice. However, no significant changes in stride width associated with
electric stimulation of the cerebellar cortex in both control and ataxic mice. Furthermore,
there was not a significant difference in stride width between control and ataxic mice. The
lack of display of this trait in the ataxic mice leads us to believe that a full ataxic phenotype
was not expressed, which will be discussed in greater detail later.
    
There was a significant difference in limb velocity between control and ataxic mice,
with control mice displaying a greater limb velocity than ataxic mice. A significant difference
was also found when the frequency of steps for control and ataxic mice were compared. On
average, control mice showed a higher stepping frequency than ataxic mice, which was most
apparent in the left limbs. This means that control mice take a greater number of steps per
second with a higher velocity than ataxic mice. Control mice also show a lower standard
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deviation of limb velocities than ataxic mice, meaning that the limb moves at a more
consistent speed. These results were in agreement with the expected ataxic phenotype,
however the expected exaggerated difference in velocity is not observed. Furthermore, as was
apparent with the other gait parameters observed before and after stimulation, there was no
significant change in the velocity of the limb between pre and post stimulation conditions for
both control and ataxic mice.
 
      
An important finding of this study was a significant correlation between the
frequency of stepping and dominant frequency of motor cortical LFP activity (Figure 12). For
both control and ataxic animals the frequency of stepping of the limbs contralateral to the
recording site was not statistically different from the dominant frequency of LFP activity.
This correlation was apparent for both pre- and post-stimulation conditions. Since the
correlation between motor cortical LFP activity and stepping frequency remained the same
in both pre- and post-stimulation conditions it was interpreted as evidence to support an
association between activity of the primary motor cortex and animal behavior. However, in
tandem with the lack of significant differences in gait parameters before and after
stimulation was a lack of significant differences in motor cortical LFP activity before and
after stimulation. The lack of LFP changes in pre- and post-stimulation conditions was
consistent for both control and ataxic mice.
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Expanding on the correlation of LFP activity and behavior, a significant difference
was found between the LFP activity of the primary motor cortex of the control and ataxic
mice. This difference remained significant when LFP activity was compared for the two
groups of animals during both pre and post stimulation conditions. Furthermore, the
dominant frequency of LFP activity in the primary motor cortex, and the frequency of
contralateral limb stepping were both significantly different between control and ataxic mice.
On average ataxic mice expressed a lower frequency of stepping and motor cortical LFP
activity. The significant difference between stepping frequency and motor cortical LFP
frequency of control and ataxic mice was interpreted as an indication that a diseased state of
the cerebellum is associated with alterations in LFP activity and subsequent abnormal
movement.
  
    
A prominent phenotype of cerebellar Purkinje cells affected by SCA11 is truncation of
the dendritic tree. The extensive dendritic tree is a defining characteristic of cerebellar
Purkinje cells that has been proven critical for their survival and function (Bowie and Goetz;
2020). Therefore, a computational model of a cerebellar Purkinje cell was used to further
investigate the effects of dendritic tree truncation on Purkinje cell function.
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The most notable effect of decreased dendritic arborization observed was a decrease
in the number of somatic voltage spikes generated. This is consistent with our understanding
of how Purkinje cell activity is altered when affected by SCA. Based on the output from this
model, it is predicted that reduction of Purkinje cell dendritic tree arborization causes a loss
of inhibition of the DCN. Since the DCN are the sole output of the cerebellum, loss of
inhibition will result in hyperexcitability of the CTC pathway leading to increased activity in
the primary motor cortex. Increased primary motor cortical activity could explain the lack of
coordination of movement that is observed in SCA. However, more research is needed to
fully understand how decreased Purkinje cell firing affects the CTC pathway in order for the
effect on behavior to be better understood.
  
Decreased expression of mGluR1 on the Purkinje cell postsynaptic membrane has
been observed in SCA and is thought to be a contributing factor to the observed motor
impairments (Kim et al., 2003; Hoxha, 2018). To investigate the effects of decreased dendritic
expression of mGluR1 a computational model was implemented. A notable observation was
the decrease in amplitude of the slow EPSP that corresponded with lower densities of
mGluR1 in the Purkinje cell dendrites. At full receptor density, the Purkinje cell model
generated a slow EPSP that eventually caused the membrane potential to break threshold,
initiating a train of somatic action potentials. As receptor density was lowered, even
moderately the amplitude of slow EPSP generated was significantly decreased and no
somatic action potentials were fired. Furthermore, regardless of mGluR1 receptor density
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level a notable fast EPSP remained present for all conditions. Considering fast EPSPs are
AMPA mediated, this phenomenon can be explained by AMPA receptors not being affected
by the mGluR1 mediated intracellular cascade.
In summation, the Purkinje cell model displayed a marked decrease in action
potential firing when mGluR1 was decreased and a total loss of slow EPSP when the receptor
was completely removed. The AMPA mediated fast EPSP did not change in response to
decreased mGluR1 density or removal. However, the fast EPSP was transient and did not
cause enough of a membrane potential change to cause firing of action potentials leading to
an overall decrease in the firing rate of the cell. Considering the decrease in firing rate that
was also observed when dendritic arborization was reduced it is apparent that a Purkinje cell
affected by both of these conditions would exhibit a severe reduction in generation of
somatic action potential generation. More work is necessary to determine the effect of
decreased Purkinje cell firing on cerebellar output. Though, it would be interesting to
incorporate models of DCN neurons with these Purkinje cell models to observe the effect of
decreased Purkinje cell firing on cerebellar output.
 
 
The animal model selected for this research were TTbK2 mutant mice that display
phenotypes commonly associated with SCA11. SCA11 was selected as the type of cerebellar
ataxia for this research due to the majority of effects being targeted to cerebellar Purkinje
cells. SCA11 mice express significantly less degeneration in other cortical areas than other
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SCA mutant mice, making them ideal for studying the role of Purkinje cells in cerebellar
function. However, every animal model of disease has limitations and the animal model used
for this study was no exception. Mice only appeared to display a partial ataxic phenotype, as
was apparent in the lack of ataxic phenotype displayed for stride width. This can be
accounted for by two possibilities: delayed phenotype onset and homeostatic compensation.
The mutant mice used in this study were expected to begin presenting an ataxic phenotype
between six to eight months of age (Bowie and Goetz, 2020; The Jackson Lab). The age of
mutant animals at the time of experiments was six months, which was the beginning of the
ataxic phenotype onset. This was consistent with the findings of this study. Given more time
for maturation of the mice, a more prominent ataxic phenotype would be expected.
Although the association between changes in gait and motor cortical LFP activity
between control and ataxic mice appears clear, there are factors that should be considered
when interpreting these results. One of which is the possibility that the mutation expressed
by the SCA11 mice could have more widespread effects than anticipated. The SCA11 mutant
mice used in this study express a mutation in the TTbK2 protein that disrupts ciliogenesis.
Recent studies have shown that disruption of ciliogenesis in the cerebellar cortex affects the
development of many neurons, most notably Purkinje cells and granule cells (Bowie and
Goetz, 2020). In cerebellar granule cells lack of ciliogenesis causes truncation of parallel
fibers, whereas in cerebellar Purkinje cells the extensive dendritic arborizations that are
characteristic of the cell become greatly reduced (Bowie and Goetz, 2020). Reduction of
Purkinje cell dendritic arborizations causes a disruption in calcium homeostasis and eventual
death of the cell.
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While the marked decrease in cerebellar Purkinje cells makes this mouse model ideal
for studying cerebellar ataxia there are some limitations to consider, including the unknown
effects of primary cilia degradation in neurons of other cortical areas. While there are studies
on the effects of primary cilia degradation on ciliated neurons in the cerebellum, there is
little information on the effects of impaired ciliogenesis in other cortical areas (Bowie and
Goetz, 2020). This insinuates that the extent of neurodegeneration in areas outside the
cerebellum remains unknown due to this mutation. The potential for neurodegeneration
outside of the cerebellar cortex is something that should be considered when interpreting
behavioral results, as there could be effects of degeneration from higher order cortical areas
present along with cerebellar degeneration that could be involved in the behavioral effects
observed in the SCA11 mice.
    
An important factor that should be considered when interpreting these results is the
behavior task itself. Animals were trained to walk constantly on the wheel, while headfixed,
in order to receive a water reward. Despite head fixation being a commonly used method for
experiments that include animal behavior it puts mice in an  unnatural body alignment that
they must learn to behave during (Juczewski et al;. 2020). Head fixation has also been shown
to cause increased stress on the animal, which could affect its performance during behavior if
the animal does not properly habituate to fixation (Juczewski et al;. 2020). For this reason,
the habituation period for acclimating the mice to head fixation used in this study was
carefully implemented to ensure animals did not display any signs of stress or adverse health
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effects. Since head fixation of animals is necessary for recording neural activity during a
trained behavior task for future experiments, it would be interesting to use a task such as
reaching to observe the effects of cerebellar stimulation and the differences between control
and ataxic animals.
Another aspect of animal behavior that should be considered when interpreting these
results is the use of the tailbase as a mechanism for balance. Many studies on mouse gait
have provided evidence for the use of the tail in maintaining balance (Siegel, 1970;
Napieralski & Eisman, 1993). Studies where the mouse tail was surgically removed prior to
experiments and gait was assessed show that removal of the mouse tail causes a change in
the use of the hindlimbs in order to compensate and maintain balance (Siegel, 1970).
Furthermore, abnormal tail development in mice has been linked to abnormal cerebellar
development (Napieralski & Eisman, 1993). This is apparent in mutant mouse lines, like the
meander tail mouse, that show a shortened and kinked tail as well as abnormal development
of the anterior region of the cerebellum (Napieralski & Eisman, 1993). In addition to
abnormalities in tail and cerebellar development these mice show a characteristic
unsteadiness, presumably linked to the deformities in the tail (Hollander & Waggie, 1977).
The SCA11 mutant mice used in this study displayed normal tail growth and development,
which could have played a role in the lack of obvious ataxic phenotype. Furthermore, the
tailbase was not used in this study as a measure of animal stability. For future studies it
would be interesting to investigate changes in the position of the tailbase during locomotion
for control and SCA11 mice. Observing the tailbase could indicate increased balance
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compensation by ataxic mice, which would account for the lack of obvious gait
abnormalities.
Furthermore, to motivate the mice to perform behavior they were placed on water
restriction. While water restriction is a commonly implemented practice for motivating
animal behavior, it does not come without limitations (Guo et al., 2014). One major
limitation is that behavior task performance is heavily influenced by water restriction with
animals performing better on the task as they become more restricted (Guo et al., 2014).
Mice generally take at least two days of being water restricted before they are motivated
enough to perform well on the behavior task. Despite studies showing that mice water
restricted for upwards of four months showed no adverse effects, mice were only restricted
for a maximum of seven consecutive days in order to ensure health (Guo et al., 2014). This
added an additional challenge of planning experiments for optimum periods of water
restriction in order to obtain the best behavioral results.
    
Another factor to be considered when interpreting these results is the method of
collecting and analyzing data regarding animal locomotion. While DLC is a remarkable
advantage in the field of pose estimation, it is limited by the quality and frame rate of the
videos. The frame rate used for this study was 80 and 100 fps, meaning that DLC could only
output 80 or 100 limb position data points for each second of video. The reason for the
variation in frame rate was due to the processing capability of DLC. The initial frame rate of
videos was set at 100 fps, before realization that DLC documentation stated that the software
could only process videos up to 90 frames per second. At that time the frame rate was
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reduced to 80 for the remainder of experiments. However, upon analysis of videos, DLC was
found to be able to process videos at a frame rate of 100 fps with no significant errors, so
trials at 100 fps were not excluded from analysis.
The discrepancy between behavior data sampling rate and LFP sampling rate made
comparison between LFP recordings and limb position challenging as the sampling rate for
LFP recordings was 10,000 Hz. In addition to limitations in sampling frequency of behavior,
the image quality also limited DLC’s ability to accurately label frames. In this study we were
limited to the use of one camera for video recording. When the camera was focused on the
lateral view of the animal the mirror became slightly out of focus, leading those videos to be
lower quality than those of the lateral view of the animal. This made tracking of the limbs
from the mirror view more challenging and the results from DLC contained a higher number
of outliers and inaccurately labeled points, despite refining and training the network
upwards of 200,000 iterations 15 times. In the future the use of two cameras (one focused on
the mirror and one on the lateral view of the animal) will be implemented to ensure that the
quality of both the lateral and inferior view videos are equal.
    
A possible reason for the lack of behavioral and motor cortical changes observed in
response to electric stimulation of the cerebellar cortex could be an inadequate stimulation
paradigm. Upon closer inspection of stimulation parameters that evoked behavioral
responses in previously conducted studies it was found that a behavioral response was most
often observed following stimulation using high electrical currents (>100 μA) that lasted
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upwards of 200 ms (Clark, 1938; Heiney, 2014). In these studies, the behavioral response
following high current stimulation also appeared to be more noticeable as the current was
increased (Heiney, 2014). The stimulation current used for this research was a 200 μA pulse train
that was applied over a duration of 178 ms, which may not have been the best stimulation
paradigm for producing a long lasting behavioral response.
In addition to this it is possible that the recording site in the primary motor cortex did not
receive projections that were connected to the stimulation site. This could account for the lack of
changes in motor cortical LFP activity associated with stimulation of the cerebellar cortex.
     
The findings of this study demonstrate that there is a correlation between LFP
activity and animal behavior and that there are significant differences between LFP and
behavior of control and ataxic mice. However, more research is needed to better understand
how this correlation implicates the cerebellum in movement and movement disorders.
Further studies looking at a more revealing behavior task, such as reaching, would help to
identify aspects of behavior such as precision and fine motor control. Similarly, recording
activity from areas other than the primary motor cortex, and using a more specific
stimulation approach would help to better identify and understand the nuances of the CTC
pathway. Using a more targeted stimulation approach, such as optogenetic stimulation,
would help to elucidate the role of the Purkinje cell in control of cerebellar output. In
combination with targeted optogenetic stimulation of cerebellar Purkinje cells, recording
from other areas implicated in the CTC pathway, such as the deep cerebellar nuclei and
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motor thalamus, during behavior would help to further understand the role of the
cerebellum in the CTC pathway and how that role affects animal behavior.
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CONCLUSION
In this study a significant difference between the behavior of control and SCA11
mutant mice was apparent. Upon analysis of the gait of control and ataxic mice it was found
that ataxic mice displayed a significantly shorter stride length, lower frequency of stepping,
and a slower limb velocity as compared to that of control mice. These results are consistent
with the expected ataxic phenotype. Furthermore, LFP activity was strongly correlated with
frequency of stepping for both control and ataxic mice. The key finding of this study is that
there is a significant difference between control and ataxic mice in LFP activity and the
associated behavior. This finding highlights an association between cerebellar dysfunction
and changes in motor cortical LFP activity that correlate with an ataxic phenotype.
Computational modeling of a cerebellar Purkinje cell provided a better way for us to
understand the mechanism behind the morphological and synaptic changes associated with
SCA. It was found that decreasing the dendritic arborization of the cell as well as removing
mGluR1 caused the cell to decrease in firing rate. These findings suggest that cerebellar
Purkinje cell deformations lead to a decrease in action potential generation and subsequent
alteration of cerebellar output that results in abnormal motor cortical activity and behavior
that is seen in SCA.
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