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olfactory circuit activity at both single neuronal and population scales.
Introduction 45 We consider the question of how early sensory networks produce actionable neural representation in re-46 sponse to sensory stimuli arriving in a dynamic fashion. The specific focus here is on the olfactory system wherein the architecture is schematically conserved across species (Strausfeld and Hildebrand, 1999 ). In Computational model 93 Decoder and latent space 94 Our problem setup is premised on the canonical architecture of the insect early olfactory system (Kay and 95 Stopfer, 2006; Masse et al., 2009) , wherein chemical cues are transduced to neural signals through olfactory 96 receptor neurons (ORNs) which then propogate activity via glomeruli to Projection Neurons (PNs) en route 97 to higher brain areas. Our focus is on the dynamical transformations mediated by PNs and their local 98 circuitry. 99 Our model for sensory tracking hinges on the definition of a latent space, ν(t) ≡ [ν 1 (t), ν 2 (t), ..., ν m (t)]
that contains information about stimulus identity. Each dimension of the latent space indicates accrued evidence regarding the presence of high-level stimulus features (Raman et al., 2011) . The assumption is that such features provide an actionable representation of the stimulus that can then be used to enable higherlevel processing and behavior. Specifically, PN activity, x ∈ R n , is linearly decoded into the latent space via (1):ν
where A ∈ R m×m such that σ(A) ∈ R − and σ(A) represents the spectrum of A. Here, A = −aI, where 100 a > 0 and I ∈ R m×m is the identity matrix. The matrix b ∈ R m×n linearly mixes the contribution of PNs Figure 1 : A. Schematic of signal flow through the early olfactory system. We consider response dynamics for the PNs subject to input r, which abstracts afferent signals from ORNs. B. We posit a decoding objective. At stimulus onset, the goal of PNs is to accurately drive a latent representation to a nominal target. C. At stimulus offset, the latent representation should return to neutral.
Enabling labile, accurate latent representations via sensory tracking 108 In particular, the formulation (1) allows us to introduce our normative premise, i.e., that the PN activity x 109 drives accurate representations of accrued evidence, thus conveying information about stimulus presence 110 and identity. Further, the dynamics of x should allow for fast transitions in ν.
111
This idea is readily captured through the notion of tracking in the latent space. From the initial state ν = 0, we seek to construct dynamics for the PNs x such that ν can quickly and accurately reach an arbitrary point in the latent space, z. Mathematically, we formulate a quadratic objective function
R regularizes rapid fluctuation in firing rate activity. Upon withdrawal of the stimulus, ( Figure 1C ) the 126 representation returns to neutral. In essense, this model embeds the idea of active stimulus detection and 127 'undetection'. The question at hand is how x should be specified (according to 2) for robust and accurate 128 detection of odor stimuli.
129 Table 1 summarizes all mathematical symbols used in this paper as well as their interpretation. 130 The objective function (as in Eq. (2)) taken together with the decoder dynamics (Eq. (1)) results in the 160 following optimization problem.
The solution of this optimization ((3)) yields the following PN dynamics:
respectively) in response to an external stimulus. Also present is dependence on the exogenous stimulus via 164 r(t), the readout from the first-level receptor neurons. However, how the slower timescale is achieved in 165 vivo is not explicitly explained by (4). The question here is: can a biologically plausible first order network 166 architecture be realized by decomposition of (4) into first order rate equations? We find that by introducing 167 an auxiliary population of neurons which share reciprocal connections with the second order PNs, this can be 168 achieved. Eq. (5) below is a representative network architecture arising from (4) that produces the optimal 169 motif as seen in Figure 3 .
Here, x ≡ x o ∈ R no is the PN activity and x i ∈ R n i is the activity of the auxiliary population, and n o 172 and n i are the number of neurons belonging to each population subgroup. to exist experimentally, and we surmised that these small negative weights could be proxies of fast inhibitory 199 synapses (Bazhenov et al., 2005 (Bazhenov et al., , 2001 occurring elsewhere in the antennal lobe (see also Discussion). we set up a illustrative model for binary discrimination in a combinatorial setting. We emphasize here that 204 the choice of a two-dimensional state space is made without loss of generality (see Appendix for an example 205 of a system with higher dimensional latent space).
206
The combinatorial nature of the encoding space is embedded in b (see Eq.
(1)), which determines the 207 tuning of individual neurons. In the example network, we used Gaussian tuning curves as per Figure 3 , 208 so that some neurons respond preferentially to one stimulus or the other (here, visualized as red vs. blue), 209 while some do not exhibit a tuning preference (referred to as untuned). It is observed that the PNs generate 210 two significant phasic bursts of activity -one following odor onset and the other on odor termination (see 211 Figure 3B ). Moreover, the on and off responses have orthogonal orientations in a dimensionality-reduced 212 space and are negatively correlated (see Figure 5B , C and Appendix for dimensionality reduction details).
213
While spatio-temporal patterns of stimulus evoked activity in the Antennal Lobe(AL) of insects has been 214 studied previously in literature (Laurent et al., 1996; Raman et al., 2010; Saha et al., 2017) , our normative 215 formulation provides an insight into the functional relevance of such response patterns, i.e., these motifs 216 allow for robust and accurate stimulus representations for downstream processing in an energy-efficient 217 manner.
218
Depending upon their tuning, PN responses fall into one of the following categories: (i) a rapid increase 219 in firing at the onset of stimulus that subsequently settles to a steady state response of reduced amplitude; 220 on removal of stimulus there exists a brief period of inhibited activity (below baseline) before the system 221 returns to baseline, or, (ii) a state of suppressed firing activity through the entire duration of stimulus, but 222 excitatory (above baseline) firing activity when the stimulus is withdrawn (see Figure 3B , C). On the other 223 hand, the auxiliary neurons (i.e., the putative LNs) display tonic activity in response to stimuli, returning 224 to baseline gradually when the stimulus is no longer active. While the tuning of PNs has been studied the LNs is yet to be fully characterized. In Figure 3C , the blue/red coloration does not imply prior tuning, Depending on their tuning to blue/red stimulus, the neurons may be excited or inhibited respectively. B.
PN activity displays two phasic transients one on stimulus onset and the other on stimulus withdrawal, in between these transients the activity is steady but reduced in amplitude. C. LN activity is present chiefly as long as the stimulus is in action.
Interestingly, these predicted response dynamics have been observed in recordings from the locust olfactory for stimulus detection affect other aspects of sensory processing. One prediction that was made by the model 247 pertains to processing stimuli that are encountered in sequence, often without sufficient inter-stimulus in-248 terval for the system to recover fully. Our model revealed that in such situations resultant PN responses 249 emphasize albeit more strongly on distinct orientations for distinct stimuli (in the reduced dimension space) 250 strongly (see Fig. 6 A-C). This finding has been previously referred to as the contrast enhancement compu- As suggested by the above finding, the synthesized network embodies the notion of active-reset via its 264 off response. We further analyzed the functional advantage of such distinct reversal of firing trends at the 265 conclusion of the active stimulus period by systematic simulations of our model. We considered here two 266 model alternatives (a) the synthesized network and (b) a network whose activity ceases immediately on 267 withdrawal of the stimulus and the decoder relies only on its natural decay to return to neutral ('passive 268 reset'). We simulated each of these models with a sequence of stimuli (see Fig. 6A right panel) . It turned 269 out that the active reset mechanism mediated via the off response prepares the system promptly for the next 270 incoming excitation. In the absence of such swift reversal of firing activity at the conclusion of a stimulus 271 the system 'recovered' at a much slower rate leading to confounding latent representation of succeeding 272 stimuli (see Fig. 7A ). Clearly, the extent of misrepresentation depends on the degree of passive reset (i.e.,
273
the parameter a) as well as the time allowed for the system to recover between pulses (see Fig. 7B ; the 274 definition of accuracy in this context is included in the Appendix). The optimal response motif predicts the existence of a fixed point attractor overlap in the tuning curves? In our mathematical setup, C is the fraction of neurons that responds to both 295 red/blue stimuli with no overt preference to either stimuli; therefore it also indicates the extent of overlap 296 between the tuning curves or similarity between the feature space of afferent stimuli. The synthesized model predicted that the network can maintain accurate representations of the stimuli for a large range of values of 298 C (see 9A, B). Beyond this range of overlap however, there is a rapid decline in the quality of representation.
299
It is evident that systems which endured large expenditures in terms of energy and maintained strict demands 300 for error minimization were more tolerant to increased overlap in the combinatorial space (see Figure 9B ) 301 than their counterparts.
302
In this context the next question is, can this graceful deterioration in performance be attributed to some 303 embedded feature of the optimal motif? On analysis we found that in fact it is the activity of the competing 304 neurons that alleviated both transient and asymptotic misrepresentation over a considerable range of overlap 305 in the tuning curves. We have previously identified that the neurons preferentially selective to a given 306 stimulus remain in a state of suppressed activity in presence of a competing stimulus (3B). When this 307 activity is eliminated by reducing the contribution of the red-tuned neurons to the latent decoder to baseline,
308
we observed that the latent state trajectory tracked z poorly. Furthermore, the inherent property of graceful 309 degradation of the synthesized network also disappeared in absence of competitive inhibition (see Figure   310 9C,D). A key result of this study was that the constructed sensory networks were 361 capable of distinguishing between highly similar inputs (see Figure 9 ). There is in fact no inherent tradeoff 362 between accuracy(i.e., input separation) and speed, rather both are monotonic with respect to energetic con-363 siderations(see Figure 10 ). Several studies in literature have discussed these notions through experimental to interplay between the first and second terms in the objective function, namely, accuracy of latent repre-377 sentation and energy of sensory activity (see Figure 8) . So, the model indeed provides an objective way to 378 think about the need for these 'fixed-point' attractors. cesses(see Figure 6 ).
384
To summarize, we found that our framework built only to ensure accurate representation tracking in a low-385 dimensional latent space, exhibits (emergent) observations reported in the activity of olfactory systems, thus 386 providing a unified explanation for these activity patterns.
387
Generality of the decoding model 388
The decoder we have used is a multivariate linear dynamical system driven by PN activity. Mathemati-389 cally, this is similar to drift-diffusion type models that have been used to study high-level decision making 390 (e.g., the two-alternative forced choice task, (Colman, 2015; Bogacz et al., 2006) ). In addition to the ob-391 vious difference in the level of behavioral abstraction being considered, there are important differences in 392 formulation between our work and these prior results. In particular, our framework caters to the need of 393 representations being fluidly created then abolished: they must persist through the duration of the stimulus 394 and dissipate quickly after its withdrawal. This departs from theoretical decision-making paradigms such as 395 'Interrogation' or 'Free Response ' (Bogacz et al., 2006) where a subject must make a detection within a set 396 amount of time, and where the decoding process essentially terminates at the time of decision. Indeed, there 397 is no 'threshold' in our model, only a latent representation that is continuously evolving in its state space.
398
In the scenario where the number of excitation sources i.e., odors is very large(possibly infinite), we can 399 continue to use this normative framework for analysis by choosing an appropriate b matrix. In such a case, and lower bounds of firing rate. Solving the optimization problem with such constraints is a harder problem but a more complex formulation that is left for future study.
Reduction of optimization framework to Infinite Horizon Linear Quadradic Regulator problem 440
In this section show how our problem reduces to a known design framework in systems engineering. The 441 optimization problem (OP) posed is:
We denoteẋ = y. Thus, our OP can be rewritten as,
Now, we define v z = [ν T , x T , z T ] T . Also, we assume that the abstract variable z remains constant as long as the same stimulus conditions prevail i.e.,ż = 0. Therefore,
With this definition, (7) reduces to:
The transformed OP (9) amounts to an Infinite Horizon Linear Quadratic Control problem (Anderson and 445 Moore, 2007; Boyd and Barratt, 1991) , a classical state-space design framework for finding exogenous 446 controls for a dynamical system. In our context, the 'controls' are the activity of the PNs and the task is to 447 realize these 'controls' by means of a dynamical network.
448
Solving the optimization problem 449
As the matrices Q, S and R in (7) are positive definite, it is straightforward to establish that Q ≥ 0, R > 0 and, hence, the problem (9) has a unique solution (Anderson and Moore, 2007) . Indeed, the solution to (9) with initial conditions v z (0) = [ν T 0 , x T 0 , 0 T ] T . It is given by,
where K is the solution of the Algebraic Riccati Equation (ARE), given as follows:
Therefore, we can now write,
where,
The excitation to the PN layer arrives from first-level ORNs. We denote this excitation as r(t). In this model therefore,
It is important to note that the model does not predict ORN dynamics or connectivity per se, only that r(t) 453 is provided to the network the PNs. There may be multiple ways to synthesize an ORN network that realizes 454 this transformation, and this question is left for future work.
455
Again, recall,
We initialize the decoder to a zero initial state i.e., ν(0) = 0. Thus, (14) can be simplified to,
Using (14) and (13) in (12) we obtain,
Eq. (16) represents the optimal PN dynamics that converts a peripheral stimulus (arriving via r(t)) to an 458 intermediate representation for further processing by higher brain regions.
459
A similar problem can be posited when the latent decoder is a noisy one or when the neurons are associated 460 with inherent background noise. In such a model the objective function is written as follows:
The reduction technique for this stochastic problem is similar to what has been shown above (Boyd and 462 Barratt, 1991) 
response as in Fig. 5C and Fig. 8B .
466
Extracting a first order network to realize the optimal solution 467 The primary step in extracting a first order network from (16) is to break out the slow integration into a 468 separate population of n i auxiliary neurons, i.e.,
where W ∈ R n i ×no and n o is the number of PNs.
470
Thus, the function of the matrix W is to compute a weighted sum of the PN activity and propagate it to the 471 auxiliary neurons. Using (19) in (16), we can write:
where W s ≡ W ν b andŴ , W must satisfy the conditionŴ W = I. It has been observed in vivo that the 473 number of neurons in the auxiliary population is less than the number of PNs, i.e., n i < n o (Laurent, 1996) . 
478
The synthesized first order network is therefore, LNs to PNs (sinceŴ W I ).
499
Higher dimensional generalization of the latent space 500
In this section we address how can the latent space be generalized to higher dimensions so that a large 501 number of odor inputs can be represented. Here, we consider six odors (blue/magenta/red/olive/green/cyan) 502 that map to a three dimensional high-level feature space (see Figure 11A , B) through matrix b. Similar to 503 the two dimensional case, neural activity causes accrued evidence ν(t) towards track z in the latent space 504 (see Figure 11C ). Through this simulation, we find out that through choice of an appropriate tuning matrix 505 it is possible to represent a relatively large number of odors in a low dimensional latent space. Accuracy, Similarity and Latency 507
In Figure 9 and 10 we performed two quantification of the decoding performance on the presumption of a 508 discrete pulsatile stimulus.
509
• Accuracy: Accuracy quantifies the deviation of the latent space representation produced by PN ac-510 tivity from the true representation. In Figure 9 this quantification was made at the end of the stimulus 511 period, given mathematically by:
where, d(u, v) is a distant metric between the points u and v and t s is the time instant when the pulse 513 in withdrawn. We use a Euclidean metric for distance in this case.
514
• Similarity: Another way of evaluating the quality of the latent representation produced by neural 515 activity is by measuring the cosine of the angle between ν(t) at time t = t s and z. This can be 516 interpreted as computing the similarity between the latent representation at the end of stimulus period 517 and the desired nominal representation and is given mathematically as: • Latency: Latency quantifies the time required by the synthesized network model to provide an accu-519 rate representation of the stimulus. It is computed as the time necessary to reach 1 − of the nominal 520 representation z. In Figure 10 we used = 0.2.
521
Similar to methods in (Saha et al., 2017) , we applied Principal Component Analysis (PCA) on our simulated 523 PN response data in order to visualize the n-dimensional time varying activity of PNs. Each exposure to a 524 stimulus of given identity continues for τ seconds, followed by a period of no excitation of equal duration.As 525 we synthesized PN response at 10ms intervals, we generated a time-series data matrix of dimensions n × Γ 526 (where Γ = 2τ 0.01 ) for each stimulus encounter. We concatenated such data matrices obtained for different
