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Abstract
Microphone arrays can capture a sound scene and can be combined with sig-
nal processing to spatially filter or beamform the scene to extract the source
of interest by suppressing unwanted sounds. Microphone array beamforming
has been widely used for speech enhancement, giving rise to a vast number of
beamforming methods to optimally suppress interfering sounds. However, the
opportunities of these systems in broadcast and consumer audio recording have
not been investigated, where wideband capture is a requirement. In this case,
the microphone array design plays a significant role, yet despite the various
designs from the literature, it is not clear which geometry provides the best
performance under a range of criteria relevant for these applications. More-
over, the interactions between the array geometry, the beamformer and other
design parameters and their impact on both physical and perceptual quality of
extracted audio sources have not been established.
The main contribution of this thesis is to determine the uniform microphone
array design that maximises the quality of extracted audio sources (or objects)
from horizontal sound scenes, since most sound scenes have much larger vari-
ation in azimuth than elevation. Both physical and perceptual performance
evaluations are conducted with a range of microphone geometries and beam-
forming methods showing that baffled circular arrays outperform alternative
geometries both objectively (in terms of frequency range, spatial resolution,
directivity and robustness) and perceptually (based on interference suppression
and quality of target and overall sounds). New insights of the interactions be-
tween array geometries and beamformers are provided. Moreover, a subjective
evaluation of beamforming methods is undertaken showing the benefits of the
on-axis distortionless response in combination with very high directivity from
the superdirective beamformer, particularly for wideband signals.
In addition to the array geometry, the effects of directivity order and regu-
larisation are further investigated to synthesise frequency-invariant directional
responses with the least-squares beamformer. The results exhibit the trade-offs
between directivity and robustness with regularisation and between directivity
and frequency range with directivity order. Baffled circular arrays perform best
consistently for different orders and regularisation parameters. Furthermore, an
optimal regularisation parameter is derived that minimises the error between
the target and synthesised responses in presence of manifold errors, outperform-
ing constant robustness constraints particularly for gain and positioning errors
whose optimal regularised responses are frequency dependent.
The combination of simulation and perceptual results presented in this the-
sis represents a significant addition to the beamforming literature, potentially
influencing the design of future compact microphone arrays.
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Chapter 1
Introduction
Arrays of microphones can capture a sound scene and can be used together
with signal processing to spatially filter (or beamform) to isolate certain target
sources of interest or reject unwanted interferers. This presents several oppor-
tunities for music recording, including the ability to use a single compact device
to capture several clean sources, the potential to make dynamic recordings of
moving sources, and the flexibility to extract and process the captured audio
offline.
A great deal of work has been done to spatially filter and suppress background
noise from speech recordings, with applications in hands-free calls, teleconfer-
encing and surveillance, although the opportunities in broadcast and consumer
audio recording have not fully been realised. While much previous work has
sought to design and validate spatial filters, the geometry of the microphone
array also has a significant effect on the system performance. Furthermore,
the relationships among array design, beamformer selection and the perceptual
quality of extracting broadband audio sources have not previously been estab-
lished. In this thesis, the effects of the array geometry together with other
relevant array and beamforming design parameters are investigated, and the
quality of the extracted sound is analysed both from physical and perceptual
points of view.
This chapter is organised as follows. Sec. 1.1 introduces the motivation for
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the thesis, including different spatial audio representations, the concept of ob-
ject capture and situations in which microphone arrays are advantageous. A
number of desired array beamforming design characteristics are presented in
Sec. 1.2, followed by the problem statement of the thesis from an overview of
the literature in Sec. 1.3. Finally, the scope of the thesis is outlined in Sec. 1.4
and the resulting contributions are stated.
1.1 Motivation
Spatial audio is an intrinsic and very powerful element in sensory perception.
Sound pressure is dependent on a spatial component that determines its value
at a given position. Indeed, everyday sounds manifest themselves as spatial
depending on where they originate and how they propagate. However, this
is not only true from a physical point of view but more importantly from a
perceptual point of view. Humans’ ability to interpret the environment and
interact with it depends strongly on the spatial awareness and hearing plays a
major part (Rumsey, 2001). Humans’ visual resolution is very high (up to 1/60
of a degree at the central vision (Krauskopf & Farell, 1991) yet their field of
view is limited to the frontal hemisphere. Conversely, their hearing resolution
is coarser (varying from 1 degree at the front up to 40 degrees towards the sides
(Mills, 1958)) but fully spatial, i.e. their ability to hear (yet not necessarily
their ability to locate the sound) is irrespective of the direction of the sound
and/or its relative angle to the listener. Given these biological reasons, humans
tend to rely more on their sight for frontal sensory perception, whereas they use
hearing cues for spatial awareness all around them (Rumsey, 2001). Given the
importance of spatial audio in sensory perception, the objective of the research
and development in this area is to be able to extrapolate those real spatial audio
experiences into equivalent ones that can be consumed, i.e. captured, produced,
transmitted or stored and reproduced, similarly to monaural audio or video.
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1.1.1 Spatial audio representations
There exist three main approaches to represent spatial audio (Spors et al.,
2013): channel-based audio, scene-based audio and object-based audio. These
are introduced in the following and sketched in Fig. 1.1.
1.1.1.1 Channel-based audio
The development of spatial audio originated with its simplest form possible,
leading to a two-channel format known as stereo, where the speakers are ar-
ranged at ±30◦ from the centre. This has been the standard throughout most
of the twentieth century, given its compelling experience and the commercial
challenge to bring more complex alternatives (Rumsey, 2001). As technology
evolved, other viable solutions emerged including 5.1 systems, which inherits
the stereo setup with an additional central speaker and two surround speakers
at the rear sides. For this reason this is also known as surround sound. Both
stereo and surround are known as channel-based audio formats since the sig-
nals that comprise the audio scene in production are transmitted directly to the
speakers as channels (Spors et al., 2013) as shown at the top of Fig. 1.1. This
means that a priori knowledge of the reproduction setup is assumed and directly
determines the way in which the audio content is captured and produced.
Channel-based recording techniques often rely on microphones with high sound
quality but limited directivity, i.e. the ability to capture on-axis sounds and
suppress others. Thus, channel-based techniques aim to capture the sound
scene from a perceptual point of view (Rumsey, 2001; Rumsey & McCormick,
2009), rather than its individual elements. Stereo recording techniques are cat-
egorised in coincident, near-coincident, and spaced microphones (depending on
the spacing between the two microphones), exploiting more or less amplitude
and time differences, leading to trade-offs in accurate localisation and sense of
spaciousness (Rumsey, 2001; Rumsey & McCormick, 2009). The same princi-
ples apply to surround microphone capture, where different spaced microphone
array setups have been proposed to balance the previous two attributes, whether
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Figure 1.1: Spatial audio representations: channel-based (top), scene-based
(middle) and object-based (bottom) audio. Microphone array spatial filtering
(highlighted in blue) is the focus of this thesis.
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as a single array (Williams & Le Duˆ, 1999, 2000; Fukada, 2001; Hamasaki &
Hiyama, 2003; Kassier et al., 2005) or split into front and rear arrays (Thiele,
2000; Rumsey, 2001; Rumsey & McCormick, 2009).
This approach results in faithful reproduction of the originally produced scene,
assuming a related loudspeaker setup. However, spatial cues may degrade when
applying these recording techniques (and production workflow) originally de-
signed for a given loudspeaker layout to alternative reproduction setups. This
then requires to produce the scene in several formats for a large set of potential
loudspeaker setups, or to rely on upmixing and downmixing transformations
(Coleman et al., 2018). Moreover, the rigid structure of this approach does
not account for compensation of deviations in the actual loudspeaker positions
(even for the assumed setup), nor does it allow for adaptation of the content
based on the listener’s preference (personalisation).
1.1.1.2 Scene-based audio
Scene-based or transform-based audio (Spors et al., 2013) also aims to repre-
sent the entire sound scene, but unlike channel-based audio, it applies a spa-
tial transformation that attempts to decouple the reproduced signals from the
recording signals. A sound scene is captured typically with circular or spherical
compact microphone arrays, whose signals are then transformed into harmonic
coefficients through a spatial harmonic decomposition (see Sec. 2.3.3 for a de-
tailed description of this process). In reproduction, the scene is decoded via
an inverse process to generate the loudspeaker feeds for equivalent circular or
spherical arrangements as shown in the middle of Fig. 1.1. The advantage of
this approach is that this spatial transformation, also known as higher-order
Ambisonics (HOA), allows to capture and produce the scene independently of
the number of loudspeakers in reproduction, making this system easily scalable.
In production, this approach is particularly suited for editing of the entire scene
such as rotation or warping (confining the scene within a smaller region). While
it also allows some manipulation of individual regions such as widening (control-
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ling the width) and directional loudness modification (to enhance or decrease
the level) (Frank et al., 2015), these operations at particular areas are not native
for a scene representation and its precision will depend on the resolution (i.e.
order) of HOA. This limits its flexibility for personalisation in reproduction
where a single sound rather than a given area may be desired to be changed.
1.1.1.3 Object-based audio
Alternatively, object-based audio is formed by the individual audio objects that
compose the scene. An audio object comprises a sound source audio signal and
its associated metadata that provide additional information. The audio objects
are used to compose and edit the scene. Unlike in the previous two approaches
where the audio stream of the scene was transmitted, the individual audio
objects are transmitted alongside the metadata that contain all the information
about the objects (Spors et al., 2013) (e.g. type of source, semantic information
of the audio content, frequency range) and how they are mixed (such as spatial
positions, levels and automations). This information is used in reproduction
to render the scene based on the specific loudspeaker layout. This allows for a
format-agnostic representation, whereby the content is produced only once and
irrespectively of the way in which it will be reproduced since it does not depend
on the number of loudspeakers (Coleman et al., 2018). More importantly it can
compensate for non-ideal speaker positions by feeding the renderer with these
metadata, as shown at the bottom of Fig. 1.1.
Binaural audio, which is a format that encapsulates the sound scene through
left- and right-ear signals, can also be rendered and reproduced via headphones
(similarly to HOA (Frank et al., 2015)). In object-based audio this is done
by convolving each audio object with the corresponding (left and right) head-
related transfer functions of the object’s equivalent direction or the closest di-
rection from a space subset (Coleman et al., 2018). Binaural audio can also be
rendered over loudspeaker arrays, which is known as transaural (Simo´n Galvez
et al., 2016). Furthermore, another advantage of rendering the scene in repro-
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duction is the ease of user personalisation (Coleman et al., 2018) since individual
objects can be edited online, e.g. changing the language of a film or increasing
the relative volume of the dialogue with respect to the soundtrack. The flexi-
ble approach of the object-based framework can also be taken advantage of to
reproduce reverberation as proposed by Remaggi et al. (2015); Coleman et al.
(2017).
1.1.2 Audio object capture
After presenting the advantages of object-based audio it is important to dis-
cuss how these audio objects can be captured. Ideally sound sources would
be captured individually, for instance, similarly to a recording studio where
each instrument is recorded separately and stored in a separate track. How-
ever, in most situations such a controlled environment will not be feasible.
Close microphoned recordings have been used to minimise the sound spill from
other sources (Rumsey & McCormick, 2009) by exploiting sound attenuation
over distance. The object can then be spatialised in production similarly to
channel-based and scene-based monaural recordings, except the audio signal is
not pre-mixed. Nevertheless, there are situations where “close-miked” record-
ings may not be feasible due to production constraints: insufficient resources
(microphones, preamplifiers, digital converters, etc.) to separately capture a
large number of sources; restricted set-up time; and impractical or infeasible to
place microphones close to the source, e.g. when the source is out of reach or
when microphones can be intrusive either visually or due to source movement.
In all these situations, there is scope to use other approaches to capture au-
dio objects. One approach is to use binaural recordings in combination with
source separation methods. While these recordings at the subjects’ ears are cost
efficient and make spatial audio capture accessible to a wider community, the
source separation performance with only two microphones is limiting (Maazaoui
et al., 2012).
An alternative approach is to employ a collection of microphones acting as a
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single capturing device, referred to as a microphone array in the following. The
multiple spatial sampling from the microphone positions and the associated
digital processing applied to the microphone signals allow a microphone array
to produce spatial filters that can be used to extract the sound source of interest
(or target source) from a sound scene. Hence, microphone array processing can
provide the following opportunities, compared to close-miked recordings:
• multiple sound sources can be captured with a single device, simplifying
the setup with regards to resources and time;
• the device need not be close to the sound source(s) since its spatial fil-
tering capabilities mitigate the inherent acoustic source attenuation with
distance;
• moving sources can be captured dynamically by electronically steering the
array;
• the sound source(s) to be captured and the processing applied to extract
them can be adjusted in post-processing (assuming no live streaming).
An example of a recording scenario with a microphone array is shown in Fig.1.2
for music performance. The microphone array captures the sound scene com-
prising the mixture of all the sound sources. Prior to attempting to extract the
target source, one needs to identify its angle with respect to the array, known as
the direction of arrival (DoA). This can be done manually (with a priori knowl-
edge of the DoA), estimated acoustically through DoA estimation methods, or
through visual tracking systems (Coleman et al., 2018). In the remainder of
this thesis, the DoA is assumed to be known via any of these methods.
The DoA is used to electronically steer the microphone array in the direction of
the target source and subsequently spatially filter the target sound. The latter
process is also known as beamforming since the processing of the microphone
signals results in a spatial response that creates a main beam towards the target
direction (and smaller beams in other directions), thus focalising the sound
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Object-based 
production
Figure 1.2: Example of audio object capture with microphone array beamform-
ing for music performance. Equivalent spatial beams when steering the array
(in blue) to two different instruments.
coming from that direction as shown in Fig.1.2. Once the source is captured,
an audio object will be formed in combination with its metadata which can
then be processed individually in the object-based audio pipeline. In the case
of several target sources, this process is repeated (shown in different colours in
Fig. 1.2), obtaining multiple objects from a single capturing device by exploiting
the flexibility of digital signal processing.
Note that microphone arrays can still be used in combination with other record-
ing methods since they may be used for different purposes, just like different
microphones and recording techniques are employed by sound recordists. For
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instance, close microphones may be used to capture the primary elements of
the scene that are of particular interest to have individual control of, the micro-
phone array may be used to enhance (Coleman et al., 2018) additional sources
not closely miked, while the ambience and/or room characteristics may be cap-
tured with spaced arrays or an Ambisonic microphone. This “sound palette”
can provide additional flexibility in production to recreate the producer’s intent.
Given the benefits of microphone array beamforming discussed above, this the-
sis focuses on microphone array beamforming for object capture. The following
section introduces some desired characteristics of the design of such a system.
Then, a general overview of microphone array beamforming contributions is
provided and the associated research gaps identified. These lead to the investi-
gations undertaken in this thesis and the contributions that arise from them.
1.2 Performance characteristics
From the audio capture example from Fig. 1.2 and discussed in Sec. 1.1.2,
certain desired characteristics may be identified. This is not intended to be an
exhaustive list but to provide sufficient context for the investigations undertaken
in the thesis. For instance, it may be intuitive to aim to suppress the sound
from sources other than the target (also known as interferers). From the point
of view of the directional response this depends on different aspects such as: the
level of the mainlobe compared to the others (sidelobes), where higher difference
is preferred; the spatial resolution of the mainlobe (beamwidth), with narrower
resolution allowing separation of closer sources, yet too narrow a beamwidth
may only partially capture the acoustic radiation of a large source; and the
directivity factor, as an overall measure to suppress sounds from directions other
than the target direction, thus accounting for the previous two attributes.
As discussed above, one of the benefits of this system is to be able to steer the
array at different directions to extract different sources as required. Therefore,
the response of the array should not change with steering direction to ensure a
consistent recording experience. The frequency range within which the values
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of these attributes are achieved is also of significant importance, thereby deter-
mining the operating bandwidth of the system and its potential applications
to wideband signals like music. The response should also be robust to some
deviations in the assumed conditions since the underlying theory relies on ideal
models that may differ from practical systems.
Equally importantly is to ensure that the target source is captured without
distortion as a result of the processing required to suppress other sounds. Sim-
ilarly, the output signal should not contain audible artefacts other than the
residual signals from the finite interferer attenuation achieved in practice. Fi-
nally, it may be beneficial to aim to provide constant attenuation over frequency,
thus preventing from altering the frequency response of the residual interfering
signals that may still be audible.
1.3 Problem statement
Some of the above requirements are related to the beamforming method while
others depend on the array design. Regarding the former, there exist many
different beamforming methods that optimise the sound capture based on some
of the criteria mentioned above: maximise the directivity (Cox et al., 1986),
minimise the output signal to reduce the capture of unwanted signals (Capon,
1969), impose certain spatial constraints (Frost, 1972), approximate a desired
directivity pattern (Farina et al., 2010) or maximise the robustness against noise
(Benesty et al., 2008) (see Sec. 2.3.1 for a detailed description of these methods).
Many of these methods have been reviewed (Van Veen & Buckley, 1988; Van
Trees, 2002; Benesty et al., 2008; Bai et al., 2013) and their advantages and
disadvantages are relatively well documented.
On the other hand, the performance of the beamformer output is also known to
be dependent on the microphone array design. The choice of microphone arrays
in the literature can be to simplify the formulation, by using linear arrays with
generic beamforming or circular or spherical arrays with HOA to match the
equivalent spatial transformation, thus focusing on a single array design. While
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some studies have investigated two or more array designs, they focused on a
single physical metric of interest (e.g. spatial resolution (Kaiser et al., 2012;
Rafaely, 2004) or sidelobe attenuation (Christensen & Hald, 2004)), thus only
partially rating their performance. Thus, while different array designs have
been used in the literature, it is not known how they perform against each
other over a range of evaluation metrics, so that the most appropriate array
can be used for a given application.
It is also known that the physical performance of the beamformer depends
on aspects such as number of microphones, directivity order, array size and
regularisation. However, the effects of these attributes have been studied in-
dividually leading to relationships that may only apply theoretically and/or
without considering the impact of additional factors. For instance, the maxi-
mum directivity for an array with a given number of microphones is achieved by
a closely spaced linear array (Elko, 2004), yet its high sensitivity to deviations
from assumed array phase, gain and position values prevents it from achieving
such theoretical directivity (Bitzer & Simmer, 2001). Hence, is important to
investigate how these elements interact together from a practical, real capture
point of view.
As discussed above, one of the design requirements may be to achieve frequency-
invariant directional responses to provide a consistent attenuation with fre-
quency for both the target source and residual interfering signals. Frequency-
independent target directivities can be approximated by minimising the least-
squares error with respect to the actual directional response (Farina et al., 2010,
2014). However, the performance of this beamformer has only been assessed
qualitatively for specific combinations of arrays and directivity orders without
quantitatively evaluating the effects of different design parameters.
On the other hand, the majority of the contributions in beamforming have
exclusively focused on the physical performance. Among those that have evalu-
ated perceptual attributes of beamforming methods, all relied on objective mod-
els trained on perceptual features of source separation (rather than beamform-
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ing) algorithms (Coleman et al., 2015; Pfeifenberger & Pernkopf, 2014a,b), ex-
cept for a subjective study to validate their proposed beamformer using speech
only (Hoshuyama et al., 1999). Therefore, it is important to assess the per-
ceptual attributes of different beamfomers and array designs to validate the
potential physical performance enhancements and to provide an understanding
on how physical and perceptual attributes are related.
Finally, the distribution of sound sources that comprise sound scenes encoun-
tered in real life most often feature greater variation in the horizontal plane
than in the vertical one (Favrot et al., 2011) with respect to the reference point
(e.g. the recording device), since both are usually relatively close to the ground
due to gravity while the sources may be all around. Moreover, and perhaps
because of this physical evidence, humans’ localisation capabilities are finer
horizontally than vertically (Blauert, 1983). Therefore, it seems appropriate to
optimise microphone array design capabilities for a horizontal sound field.
Hence, this thesis aims to further advance microphone array beamforming de-
sign by answering the following research questions (RQs):
1. What array geometry should be used to maximise the overall quality of
audio objects extracted from a horizontal sound field by means of beam-
forming?
(a) How do different uniform array geometries perform in terms of vari-
ous physical metrics?
(b) How do different uniform array geometries perform perceptually?
2. What beamforming method should be used to maximise the quality of
extracted audio objects?
(a) How do different beamformers perform in combination or indepen-
dently of the array design in terms of various physical metrics?
(b) How do different beamformers perform perceptually?
3. How is the performance of the extracted objects affected by additional
parameters?
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(a) Physical parameters: number of microphones, maximum array size,
deviations from nominal microphone characteristics.
(b) Beamforming parameters: Designed directivity and robustness to
deviations from nominal microphone characteristics.
1.4 Thesis outline and contributions
From the problem statement and the research questions state above, the overall
goal of this thesis can be summarised as follows:
To identify the choices of design parameters that maximise the quality of au-
dio objects extracted from a horizontal sound field through microphone array
beamforming.
In this context, quality refers to both the physical directional response per-
formance that will determine the perceptual performance and the perceptual
performance directly.
To achieve this goal, a number of research contributions (RCs) are presented
that aim to answer the above research questions. The structure of this thesis
leading to those RCs is as follows.
Chapter 2 introduces the necessary theoretical background and reviews the rele-
vant literature in microphone array designs and beamforming methods required
for subsequent chapters. The following three chapters correspond to the three
main contributions of this thesis.
The outcome of the literature review highlights the absence of evidence to
compare the performance of a range of typical microphone array designs to
understand their advantages and disadvantages with respect to different at-
tributes. As a result, Chapter 3 performs a thorough comparative evaluation of
the physical horizontal beamforming performance of uniform microphone array
geometries for a range of evaluation metrics and beamformers. To provide a
systematic and consistent evaluation, simulations are performed with all ar-
rays featuring the same number of microphones, maximum size and minimum
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robustness. The outcome of this study allows to determine the geometry that
maximises the overall physical beamforming performance (RC 1a). The interac-
tions between microphone array geometries and beamformers and their impact
on physical performance metrics are established (RC 1b). Moreover, the exten-
sion of these findings to other choices of design parameters, including number
of microphones, maximum array size and robustness, is evaluated (RC 1c).
The least-squares beamformer becomes the focus of study in Chapter 4 due
to its ability to achieve frequency-invariant directional responses and therefore
more consistent attenuation with frequency than alternative beamformers. An
in-depth investigation of the effects of the design parameters of this beamformer,
namely the array geometry, directivity order and regularisation, is conducted.
The physical performance of the least-squares beamformer is evaluated over a
range of metrics, quantifying the individual and collective impact of these de-
sign parameters. As a result, the findings of this work allow to determine the
array geometry that maximises the overall physical performance of frequency-
invariant beamformers (RC 2a). The effects of directivity order on directivity
and operating bandwidth are established (RC 2b). The implications of differ-
ent magnitudes and types of microphone characteristic deviation on the error
between the desired and achieved responses are evaluated (RC 2c). A method
to minimise this error through optimal choice of regularisation parameter is
proposed and its effects on different microphone characteristic deviations com-
pared to alternative approaches (RC 2d). Moreover, the effects of different
choices of microphone arrays and directivity orders are assessed through objec-
tive perceptual measures and their results discussed with respect to equivalent
physical measures previously analysed (RC 2e). The outcome of this second
main contribution was published in (Blanco Galindo et al., 2019) including all
RC 2 except for RC 2d.
Given the very limited work in perceptual evaluation of microphone array beam-
forming, particularly relying on subjective tests, Chapter 5 presents the first
formal comparative listening evaluations of beamformed signals using wideband
stimuli. Two main experiments are undertaken assessing the ability of different
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microphone arrays and beamforming methods to extract a target instrument
from a simulated horizontal music performance capture. A multi-stimulus rat-
ing method is used to evaluate the quality of the target sound, interference
suppression and overall quality. The outcome of this investigation leads to
determining the array geometry that statistically significantly maximises the
quality of the extracted audio object both in terms of quality of the target
sound and interference suppression of other sources (RC 3a). Furthermore,
the subjective evaluation of the quality of extracted audio objects for different
beamformers regarding these attributes is also a novel contribution (RC 3b).
Finally, Chapter 6 summarises the conclusions from this work and proposes
potential future research avenues to explore.
Chapter 2
Background
This chapter presents the theoretical background for the thesis. The objective
is to provide a review of microphone array beamforming with focus on both
the processing methods and array designs. Microphone array beamforming is
comprised of two stages: the acoustic stage from the sound source(s) to the
microphones, and the signal processing stage that enhances the microphone
signals to resemble the signal of interest. Thus, first basic acoustic principles
are introduced followed by reviews of beamforming approaches and microphone
array designs. Sec. 2.1 presents the fundamental acoustic wave principles re-
garding the wave equation and its solutions as point sources and plane waves.
The general signal model used in microphone array beamforming is introduced
in Sec. 2.2, showing the dependence of the array-beamformer output on the
beamforming method and the array design. As a result, a review of widely
used beamforming approaches is presented in Sec. 2.3. Finally, microphone ar-
ray designs used in the literature and their advantages and disadvantages with
respect to directional capture attributes are reviewed in Sec. 2.4.
2.1 Acoustic wave principles
In order to understand the effects of microphone array designs on the beam-
former performance, it is important to present some basic acoustic wave princi-
17
18 Chapter 2. Background
x
z
y
r1r
θ
ϑ
θ1
ϑ1ϕ
φ φ1
ϕ1
k1
Figure 2.1: Coordinate systems for sound source (in green) and receiver (in
blue).
ples that govern the acoustic part of the array-beamformer system. Thus, before
discussing the concepts of beamforming and microphone arrays, fundamental
acoustic principles that are relevant for such dedicated topics of this chapter
as well as for the remainder of this thesis are presented in this section. First,
the coordinate system used in this thesis is introduced, followed by the wave
equation governing the acoustic field. Solutions to the wave equation in two and
three dimensions as point sources are then presented, followed by derivations of
plane waves as special cases of point sources in the far field. Finally, the choice
of plane wave convention is discussed, which differs from that often used with
emphasis on the direction of propagation.
Consider an arbitrary periodic time-varying driving force generating a harmonic
displacement at a point r ∈ R3 space. This position vector can be expressed in
Cartesian, spherical and cylindrical coordinates according to Fig. 2.1 as:
rcar ≡ [x, y, z]T
rsph ≡ r [sin θ cosφ, sin θ sinφ, cos θ]T
rcyl ≡ [r cosφ, r sinφ, z]T ,
(2.1)
where x, y, z are the Cartesian coordinates, r is the radial distance, θ is the
inclination angle, φ is the azimuth angle and T is the transpose operator.
The harmonic particle displacement ξ(r, t) at r as a result of the driving force
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can be expressed as (Teutsch, 2007):
ξ(r, t) =
[
ξ1(r, t)uc1 + ξ2(r, t)uc2 + ξ3(r, t)uc3
]
eiωt, (2.2)
where uc1 , uc2 and uc3 are unit vectors in the directions of the three axes for
an arbitrary coordinate system (c1, c2, c3), as per Eq. (2.1), e is the exponential
function, i =
√−1, t is the time variable, ω = 2pif is the temporal angular
frequency and f is the equivalent natural frequency. In the following, spherically
symmetric sound fields are assumed which result in no tangential component of
fluid motion (Fahy, 2001). Thus, only the first component of the displacement,
corresponding to the normal or radial component of the displacement vector in
cylindrical and spherical coordinates is considered (Teutsch, 2007):
ξ(r, t) ≡ ξ1(r)eiωt. (2.3)
The relationship between particle displacement and sound pressure is given by
Euler’s equation, also known as the momentum conservation equation (Fahy,
2001):
− ρ0 ∂
2
∂t2
ξ(r, t) = ∇p(r, t), (2.4)
where ∇ is the gradient or Nabla operator with respect to r defined as (Teutsch,
2007):
∇ = 1
1
∂
∂c1
uc1 +
1
2
∂
∂c2
uc2 +
1
3
∂
∂c3
uc3 , (2.5)
with
2l =
(
∂x
∂rl
)2
+
(
∂y
∂rl
)2
+
(
∂z
∂rl
)2
, l = 1, 2, 3. (2.6)
Since the particle velocity v(r, t) ≡ ∂∂t ξ(r, t) can be derived or measured more
easily than the displacement, Euler’s equation is more often expressed as (Kinsler
et al., 1999; Fahy, 2001):
− ρ0 ∂
∂t
v(r, t) = ∇p(r, t). (2.7)
In steady state, the time domain dependence is assumed to be harmonic and
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the response in the frequency domain can be computed through the tempo-
ral Fourier transform. More specifically, the inverse Fourier transform, as per
Eq. (A.2), can be applied to the derivative of the particle velocity in time:
∂
∂t
v(r, t) =
1
2pi
∫ ∞
−∞
iωv(r, ω)eiωt dω. (2.8)
Comparing Eqs. (2.8) and (A.2), it can be deduced that the relationship between
the velocity and its time derivative in the frequency domain is given by:
Ft{ ∂
∂t
v(r, t)} = iωv(r, ω). (2.9)
Thus, Euler’s equation (2.7) in the frequency domain becomes:
v(r, ω) =
i
ρ0ck
∇p(r, ω), (2.10)
where k = ω/c is the wave number and c is the speed of sound and p(r, ω) =
Ft{p(r, t)}. The speed of sound changes with temperature T as c = 331.5 +√
1 + 273/T (Kinsler et al., 1999). For T = 20◦, c = 343 m/s, which is what
will be assumed throughout this thesis. The definition of Euler’s equation in
(2.10) will be used in the derivation of the pressure field for different acoustic
scattering objects from their boundary conditions.
In addition to establishing the relationship between pressure and particle ve-
locity, Euler’s equation alongside the mass conservation or continuity equation
(omitted here for brevity) serve as the basis for the derivation of the wave
equation, defined as (Williams, 1999; Kinsler et al., 1999; Fahy, 2001):
(
∇2 − 1
c2
∂2
∂t2
)
p(r, t) = 0, (2.11)
where ∇2 is the Laplace operator defined as (Teutsch, 2007):
∇2 = 1
123
 ∂
∂c1
(
23
1
∂
∂c1
)
+
∂
∂c2
(
13
2
∂
∂c2
)
+
∂
∂c3
(
12
3
∂
∂c3
) .
(2.12)
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The wave equation can be expressed in the frequency domain, which is known
as the homogeneous Helmholtz equation (Williams, 1999):
∇2p(r, ω) + k2p(r, ω) = 0. (2.13)
In the presence of a sound source at a point r1, Eq. (2.13) results in the inho-
mogeneous Helmholtz equation (Williams, 1999):
∇2p(r, ω) + k2p(r, ω) = δ(r− r1), (2.14)
where δ(r− r1) is the Dirac delta function representing a point source at r1 as
per Fig. 2.1.
In the remainder of this section, solutions to Eq. (2.14), namely the sound
pressure at a point of interest due to a point source, in three and two dimensions
are presented. Derivations for plane waves as point sources in the far field
in three and two dimensions are given in Secs. 2.1.1 and 2.1.2, respectively,
following Teutsch (2007). These are important as they simplify the relationship
between the sound source and receiver point, serving the basis for establishing
the sound pressure at the microphone positions.
2.1.1 Point sources and plane waves in three dimensions
A solution to Eq. (2.14) for spherical sound fields, i.e. in three dimensions, is:
g(r|r1, k) = e
ik‖r−r1‖
4pi‖r− r1‖ , (2.15)
where g(r|r1, k) is the free-field Green’s function representing the transfer func-
tion between a point source at r1 and an observation point r for outgoing, or
outward travelling, waves with a boundary condition at infinity, and ‖‖ is the
`2-norm. There exists an equivalent solution to Eq. (2.14) for incoming, or
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inward travelling, waves:
g(r|r1, k) = e
−ik‖r−r1‖
4pi‖r− r1‖ . (2.16)
In the following, Eq. (2.16) will be used since incoming waves are more appro-
priate for spatial audio capture, as opposed to Eq. (2.16) which is more suited
to reproduction.
In spherical coordinates, the free-field Green’s function can also be expressed
as a linear combination of eigenfunctions:
e−ik‖r−r1‖
4pi‖r− r1‖ = −ik
∞∑
n=0
jn(kr)h
(2)
n (kr1)
n∑
q=−n
Y qn (θ, φ)Y
q∗
n (θ1, φ1), (2.17)
where jn is the spherical Bessel function of order n and h
(2)
n is the spherical
Hankel function of the second kind and order n, defined in Eqs. (B.20) and
(B.23), respectively. Y qn (θ, φ) is the so-called spherical harmonic function of
order n and degree q such that |q| ≤ n, and is defined in Eq. (B.33), and (·)∗ is
the complex conjugate operator.
As it will be shown, a plane wave can be regarded as a point source at infinity.
Thus, it is useful to investigate the effect of a farfield source when r1 =‖r1‖ →
∞, in Eq. (2.15). ‖r− r1‖ can be approximated as:
‖r− r1‖ =
√
‖r‖2 − 2rT r1 +‖r1‖2 ≈‖r1‖ − uTr1r, (2.18)
where ur1 is a unit vector in the direction of r1. Eq. (2.16) can be approxi-
mated using Eq. (2.18) for the numerator, due to the oscillating function in the
exponential term, whereas the denominator simplifies further to ‖r− r1‖ ≈ r1.
Thus,
e−ik‖r−r1‖
4pi‖r− r1‖ ≈
e−ikr1
4pir1
eiku
T
r1
r =
e−ikr1
4pir1
eik
T
1 r, (2.19)
where k1 = k [sin θ1 cosφ1, sin θ1 sinφ1, cos θ1]
T is the wavenumber vector in
spherical coordinates due to a (point) source at r1
1. Applying the large argu-
1In this first definition, k1 corresponds to a point source at r1. However, the same definition
2.1. Acoustic wave principles 23
ment limit of the spherical Hankel function from Eq. (B.30) to the right-hand
side of Eq. (2.17) and Eq. (2.19) to the left-hand side of Eq. (2.17) yield:
e−ikr1
r1
eik
T
1 r = 4pi(−i)ke
−ikr1
kr1
∞∑
n=0
in+1jn(kr)
n∑
q=−n
Y qn (θ, φ)Y
q∗
n (θ1, φ1), (2.20)
which further simplifies to
eik
T
1 r = 4pi
∞∑
n=0
injn(kr)
n∑
q=−n
Y qn (θ, φ)Y
q∗
n (θ1, φ1). (2.21)
Therefore, a point source at infinity results in a plane wave, which can be
written as:
p(kT1 r) = e
ikT1 r. (2.22)
2.1.2 Point sources and plane waves in two dimensions
Equivalently to the procedure in 2.1.1, one can derive the plane wave expressions
for cylindrical sound fields, i.e. in two dimensions assuming z = 0. A general
solution to Eq. (2.14) in two dimensions for incoming waves is:
g(r|r1, k) = i
4
H
(2)
0 (k‖r− r1‖), (2.23)
whereH
(2)
n is the Hankel function of second kind and order n defined in Eq. (B.5).
For r1 > r the Hankel function can be expanded as follows:
H
(2)
0 (k‖r− r1‖) =
∞∑
n=−∞
e−in(φ−φ1)Jn(kr)H(2)n (kr1). (2.24)
Using the large argument approximation for the Hankel function from Eq. (B.18),
Eq. (2.24) becomes:
√
2
pikr1
e−i(k‖r−r1‖−pi/4) =
∞∑
n=−∞
e−in(φ−φ1)Jn(kr)
√
2
pikr1
e−i(kr1−npi/2−pi/4).
(2.25)
is valid for a plane wave, which will be used in the remainder.
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Applying the farfield approximations from Eqs. (2.18)-(2.19) it reduces to:
√
2
pikr1
e−i(kr1−k
T
1 r)eipi/4 =
√
2
pikr1
e−ikr1eipi/4
∞∑
n=−∞
e−in(φ−φ1)einpi/2Jn(kr),
(2.26)
which further simplifies to:
eik
T
1 r =
∞∑
n=−∞
inJn(kr)e
−in(φ−φ1). (2.27)
Exploiting the symmetry of the series and applying Eq. (B.6) yield:
eik
T
1 r =
∞∑
n=−∞
i−nJ−n(kr)ein(φ−φ1) =
∞∑
n=−∞
i−n(−1)−nJn(kr)ein(φ−φ1). (2.28)
Using the equality i−n(−1)−n = in, the plane wave expansion as the sum of
eigenfunctions in cylindrical sound fields becomes:
eik
T
1 r =
∞∑
n=−∞
inJn(kr)e
in(φ−φ1). (2.29)
Hence, a plane wave due to a point source at infinity can be expressed in two
dimensions as:
p(kT1 r) = e
ikT1 r. (2.30)
Note Eq. (2.30) is the same as its three-dimensional counterpart in Eq. (2.22)
except in this case k1, r ∈ R2.
2.1.3 Plane wave convention
There exist different solutions to the wave equation depending on the conven-
tions in the space and time dependences. This was briefly discussed for point
sources at the beginning of Sec. 2.1.1. For plane waves due to point sources at
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infinity, there are four solutions (Tourbabin & Rafaely, 2015):
p1(r, t) = e
−iωt+ikT1 r
p2(r, t) = e
iωt+ikT1 r
p3(r, t) = e
−iωt−ikT1 r
p4(r, t) = e
iωt−ikT1 r,
(2.31)
where the direction of k1 is related to the direction of the wave. Concretely,
if the signs of the time-dependent component iωt and the space-dependent
component ikT1 r are opposite, k1 points in the direction of propagation (DoP) of
the wave, whereas if they have equal signs, k1 points in the direction of arrival
(DoA) (Tourbabin & Rafaely, 2015). Since this thesis is concerned with the
capture of sound sources, the DoA convention is more appropriate, as opposed
to DoP which is more often used for reproduction. This means both p2(r, t) and
p3(r, t) from Eq. (2.31) could be used. Here, the time harmonic dependence e
iωt
was already established in Eq. (2.3), which is set by the Fourier transform kernel
defined in Eq. (A.1), which uses the complex conjugate of the time harmonic
exponential of the signal (Tourbabin & Rafaely, 2015). The choice of eiωt is
common in standard acoustics and signal processing textbooks (Kinsler et al.,
1999; Fahy, 2001; Oppenheim & Schafer, 1999). Moreover, this ensures that the
analytical expressions and the equivalent simulations implemented in Matlab
2 applied to the sound scenes in Chapters 4 and 5 are consistent.
Summarising, the plane wave definition used in this thesis is:
p(r, t) = eiωt+ik
T
1 r, (2.32)
which can be expressed in the frequency domain as:
p(k1, r) = e
ikT1 r. (2.33)
2To compute the time-domain array signals for the sound scenes from the frequency-domain
implementation, the inverse fast Fourier transform in Matlab is used, which is based on the
definition from Eq. (A.2), thus making the theory and implementation coherent.
26 Chapter 2. Background
where k1 represents the DoA of the incoming wave as depicted in Fig. 2.1.
Note this definition from Eq. (2.33) is identical to those derived in Eqs. 2.22
and 2.30. Also note this definition has implications for the notation in the
resulting pressure on rigid scatterers, and thus on microphone arrays mounted
on these baffles, which are introduced in Sec. 3.1 and derived in Appendix C.
2.2 Signal model
Having introduced the fundamental acoustic principles, the signal model used
in microphone array beamforming is next presented. A simplified model is first
used to exhibit the relationship between a sound source and a receiver, followed
by the assumptions to derive the signal model for a microphone array.
The simplest model to represent the sound pressure at a point r due to a sound
source s1 is given by (Benesty et al., 2008):
p(t, r) = αs1(t− τ), (2.34)
where τ is a delay corresponding to the wave propagation time from the source
to the receiver and α is an amplitude (or attenuation) factor accounting for
potential propagation losses and/or reflections. The analysis in Sec. 2.1 relied
on typical assumptions in linear acoustics, i.e. exploiting the linearised versions
of the momentum and mass conservation equations which are used to derive
the wave equation in Eqs. (2.13)–(2.14) (Kinsler et al., 1999; Williams, 1999;
Fahy, 2001): fluids and materials obey linear equations, restricting it to small-
signal perturbations; steady-state conditions are assumed; and the media with
which the acoustic wavefields interact are homogeneous. In addition to these,
the following conditions are further assumed in the remainder of this thesis:
• The sound field is assumed to be free of boundaries. For receivers mounted
on rigid baffles, the scattering of such objects are accounted for but only
local interactions are considered (Williams, 1999).
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• Sound sources are assumed to be in the far field and are therefore modelled
as plane waves.
The latter is a valid assumption provided that r1≥8r2f/c (Meyer, 2001). For
example, for compact arrays with a radius r= 0.1 m and frequencies up to 10
kHz, the farfield assumption is correct above 2.3 m, which will be exceeded
in most applications. Hence, the equivalent signal model to Eq. (2.34) in the
frequency domain for plane waves (i.e. using Eq. (2.33)) is:
p(k1, r) = e
ikT1 rs1(ω). (2.35)
More generally, Eq. (2.35) can be expressed as:
p(k1, r) = a(k1, r)s1(ω), (2.36)
where a(k1, r) is the plane-wave transfer function between the sound source
s1(ω) and position r, which may account for acoustic wave phenomena such as
diffraction and scattering from rigid surfaces. These are considered in Sec. 3.1.
So far the pressure at a single point r has been considered. Instead the total
pressure within a spherical volume V can be expressed as:
p(k1,V) =
∫
V
a(k1, dV)s1(ω) dV. (2.37)
In practice, it is not feasible to measure the pressure over a continuous space.
Instead, the space domain is discretised at particular positions using a given
number of microphones M . Thus, Eq. (2.37) can be discretised using vector
notation as follows:
p(k1,V) ≈
M∑
m=1
a(k1, rm)s1(ω) = a(k1, r)s1(ω), (2.38)
where a(k1, rm) is the transfer function from the sound source s1 to the mth mi-
crophone withm=1, 2, . . . ,M , and a(k1, r)≡ [a(k1, r1), a(k1, r2), . . . , a(k1, rM )]T
is the array manifold steering vector representing the transfer function from s1
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to each of the microphones. Following from Eq. (2.38), the signal captured by
an M -element microphone array can be expressed as (Bitzer & Simmer, 2001):
x(ω) = a(k1, r)s1(ω) + v(ω), (2.39)
where x(ω)≡ [x1(ω), x2(ω), . . . , xM (ω)]T is the collection of microphone signals
and v(ω)≡ [v1(ω), v2(ω), . . . , vM (ω)]T is an additive noise signal with arbitrary
spatial characteristics (Bitzer & Simmer, 2001; Benesty et al., 2008), e.g. ac-
counting for uncorrelated noise vn(ω) and/or interfering sources vi(ω) as shown
in Fig. 2.2. Applying the principle of superposition, Eq. (2.39) can be extended
to account for S sound sources at S different plane wave steering directions
forming the M × S steering matrix A(k, r) ≡ [a(k1, r),a(k2, r), . . . ,a(kS , r)]
(Bai et al., 2013):
x(ω) = A(k, r)s(ω) + v(ω), (2.40)
where s(ω)≡ [s1(ω), s2(ω), . . . , sS(ω)]T . Eq. (2.40) shows that the microphone
signals can be represented as a linear combination of plane waves with their
respective source signals with an additional noise term. Note the array man-
ifold is shown as a function of k, r to emphasise its dependence with source
direction and array design, whereas sound source and microphone signals are
only expressed as a function of frequency. This notation is maintained in the
following.
2.3 Beamforming
So far the acoustic part of a microphone array beamforming system has been
described, i.e. from the sound source(s) to the microphone signals, as per the
left-hand side of Fig. 2.2. On the electric side, these microphone signals can be
linearly combined to spatially filter the target source from the scene recording
captured by the microphone array. This process is known as beamforming, since
as discussed in Sec. 1.1.2 and shown in Fig. 1.2, the directional response features
a main beam pointing at the target source direction and additional attenuated
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beams at other directions.
There exist a vast number of beamforming methods in the literature. However,
depending on the general approach used to combine the microphone signals,
beamforming can be categorised in three main groups (Huang et al., 2011):
additive or filter-and-sum beamforming (FSB), differential microphones (DMs)
and modal beamforming (MB) or eigenbeamforming. These are reviewed in
detail in Secs. 2.3.1, 2.3.2 and 2.3.3, respectively.
2.3.1 Filter-and-sum beamforming
The microphone signals can be weighed and summed to spatially filter the
target signal as shown in Fig. 2.2. This is often referred to as filter-and-sum
beamforming since these beamformer weights are frequency dependent for wide-
band applications. Thus, the output signal of a FSB y(ω) is given by (Bitzer
& Simmer, 2001):
y(ω) = wH(ω)x(ω), (2.41)
where w(ω)≡[w1(ω), w2(ω), . . . , wM (ω)]T are the beamformer weights and (·)H
is the Hermitian operator, indicating complex conjugate transposition, used to
simplify the notation for array processing (Van Veen & Buckley, 1988).
The directional response d(ω) can be regarded as the transfer function between
a source signal at any point over the sound field considered and the array
output (Bai et al., 2013):
d(ω) = wH(ω)A(k, r), (2.42)
where d(ω)≡ [d(ω,Ω1), d(ω,Ω2), . . . , d(ω,ΩS)] is the response for each angle
Ωs over S steering directions, with Ω ≡ (θ, φ) comprising the inclination and
azimuth angles, respectively. Eq. (2.42) explicitly shows the dependency of the
directional response on both the beamforming method through its weights and
the array design (microphone positions and potential acoustic wave phenomena
such as diffraction and scattering) through the manifold steering matrix. Thus,
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Figure 2.2: FSB diagram for an arbitrary microphone array
to realise different beamforming methods it is only required to obtain their
associated set of weights before being applied to (2.41) or (2.42). These weights
can either be determined once and offline with respect to a predefined directional
response and irrespectively of the array input signal, or calculated adaptively
every time frame based on the time-varying microphone signals, leading to
data-independent and data-dependent beamforming methods, respectively.
The remainder of this section presents the solutions to some of the most widely
used (data-independent and data-dependent) FSB methods: delay-and-sum
beamformer (DSB), superdirective beamformer (SDB), minimum variance dis-
tortionless response beamformer (MVDRB), linearly constrained minimum vari-
ance beamformer (LCMVB) and least-squares beamformer (LSB). The effect
of microphone array is explored in Sec. 2.4 reviewing different designs and their
benefits and limitations with regards to various aspects of directional capture.
2.3.1.1 Delay and sum
The simplest form of FSB is given by:
wDSB(ω) =
1
M
al(k, r), (2.43)
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where al(k, r) ≡ a(k,Ωl, r) is the steering vector at the look direction. This
is referred to as delay-and-sum beamformer as the (data-independent) weights
are simply delays that steer the microphone array in the look direction — nor-
malised by the number of microphones to give unit amplitude — before being
summed in Eq. (2.41). DSB is an optimal beamformer in a spatially uncorre-
lated noise field (Benesty et al., 2008; McCowan, 2001) which makes it a very
robust beamformer against microphone self-noise and positioning errors. The
weights are preferred to be expressed only in terms of frequency for simplicity,
assuming a given array manifold. This notation is continued in the following.
2.3.1.2 Superdirective
The superdirective beamformer, also known as supergain beamformer (Cox
et al., 1986) or superdirective array (Bitzer & Simmer, 2001; Bai et al., 2013),
aims to maximise the array gain in an isotropic (diffuse) noise field, i.e. maximise
the directivity factor (DF) (Bai et al., 2013; McCowan, 2001) (see Sec. 3.2.7).
This is equivalent to minimising the array output power at all directions (data
independently), subject to a distortionless constraint in the look direction:
min
w(ω)
w(ω)HΓdiff(k, r)w(ω) s.t. w(ω)
Hal(k, r) = 1, (2.44)
where Γdiff(k, r) is the diffuse field coherence matrix:
Γdiff(k, r) =

1
4pi
2pi∫
0
pi∫
0
a(k, θ, φ, r)aH(k, θ, φ, r) sin θ dθ dφ spherical
1
2pi
2pi∫
0
a(k, φ, r)aH(k, φ, r) dφ cylindrical
(2.45)
for spherical and cylindrical sound fields, respectively. Following the diffuse
field assumption of uniform spatial source distribution (i.e. if the sound field is
discretised at uniform intervals), Eq. (2.45) can be expressed as:
Γdiff(k, r) =
1
L
A(k, r)AH(k, r). (2.46)
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SDB is well-known to be sensitive to uncorrelated noise and deviations from as-
sumed default microphone characteristics such as gain, phase and position (Cox
et al., 1986, 1987; McCowan, 2001). To prevent excessive noise amplification,
the norm of the weights can be limited by a regularisation parameter β(ω). In
this case the filter weights are given by (Cox et al., 1987; Bai et al., 2013):
wSDB(ω) =
(
Γdiff(k, r) + β(ω)I
)−1
al(k, r)
aHl (k, r)
(
Γdiff(k, r) + β(ω)I
)−1
al(k, r)
. (2.47)
The regularisation parameter controls the performance of the beamformer vary-
ing from unconstrained SDB for β= 0 to DSB for β= 1 (McCowan, 2001). A
strategy often used is to set β(ω) based on a constraint on the weights’ sen-
sitivity (Cox et al., 1986, 1987; McCowan, 2001), which ensures a minimum
robustness against deviations in microphone characteristics.
2.3.1.3 MVDR
The MVDRB (Capon, 1969) is a widely used adaptive beamformer which min-
imises the array output power subject to the distortionless constraint in the
look direction (Bai et al., 2013):
min
w(ω)
wH(ω)Rxx(k, r)w(ω) s.t. w
H(ω)al(k, r) = 1, (2.48)
where Rxx(k, r)≡E[x(k, r)xH(k, r)] is the array spectral density matrix (Mc-
Cowan, 2001), also know as the covariance or correlation matrix (Benesty et al.,
2008; Bai et al., 2013) and E[·] is the expectation operator. It can be seen that
(2.48) is the same as (2.44) when Rxx(k, r)=Γdiff(k, r), meaning that SDB is a
special case of MVDRB when the noise is assumed to be diffuse, i.e. spatially
homogeneous and stationary (McCowan, 2001; Kumatani et al., 2012). Thus,
the resulting weights resemble those for SDB (Cox et al., 1987):
wMVDRB(ω) =
(
Rxx(k, r) + β(ω)I
)−1
al(k, r)
aHl (k, r)
(
Rxx(k, r) + β(ω)I
)−1
al(k, r)
. (2.49)
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2.3.1.4 LCMV
MVDRB has the advantage over SDB that it can potentially attenuate the
response of undesired signals (interferers) without a priori knowledge of their
positions. The downside is that the minimisation of the output power depends
on the accuracy of the estimated covariance matrix. In addition, in room acous-
tics potential signal cancellation may occur as a result of minimising the input
power with coherent direct and reflected sounds, dropping MVDRB’s perfor-
mance substantially compared to that in free field (Bai et al., 2013). The
LCMVB (Frost, 1972) allows to set additional constraints in the optimisation,
whilst still minimising the array output. For instance, nulls can be placed in the
directional response provided the interferer directions are known. The solution
to this optimisation problem using regularisation is given by (Bai et al., 2013):
wLCMVB(ω) =(
Rxx(k, r) + β(ω)I
)−1
C(k, r)
[
CH(k, r)
(
Rxx(k, r) + β(ω)I
)−1
C(k, r)
]−1
g,
(2.50)
where C(k, r) is a stacked collection of steering vectors corresponding to the
directions at which the associated constraint vector g is to be satisfied. Note
the MVDRB is a particular solution to the LCMV using just the distortionless
constraint (Bai et al., 2013).
2.3.1.5 Least squares
All the beamformers presented above are optimised over a narrow bandwidth.
Since all array manifolds are frequency dependent as indicated in Eq. (2.42) and
will be made explicit in Sec. 3.1, so is their directional response. This means that
the attenuation of sources outside of the look direction is not consistent across
frequency. Conversely, a particular frequency-independent desired directivity
response dd = [dd(Ω1), dd(Ω2), . . . , dd(ΩS)] can be approximated using the
LSB (Farina et al., 2010, 2013, 2014), by minimising the error with respect to
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the synthesised response:
min
w(ω)
∥∥∥wH(ω)A(k, r)− dd∥∥∥2 + β(ω) ∥∥∥wH(ω)w(ω)∥∥∥ . (2.51)
This optimisation problem has the following closed-form solution:
wLSB(ω) =
(
A(k, r)AH(k, r) + β(ω)I
)−1
A(k, r) dHd . (2.52)
High-order directivity patterns, similar to those given by DMs (Elko, 2004; De
Sena et al., 2012), are attractive target responses because they are frequency
independent and highly directional. However, unlike DMs, LSB is regularised
and therefore can limit the array’s sensitivity to self-noise, and magnitude,
phase and positioning errors.
2.3.2 Differential microphones
DMs refer to an array that combines the differences between adjacent sensors.
Thus, conceptually they are very similar to DSB in that instead of delaying
and summing all the microphone signals, in this case they are delayed and
subtracted. However, this apparently rather small design variation results in
dramatically different performance, as will be shown below. DMs have gained
popularity in recent years due to their ability to achieve high directivity with
few microphones through their high-order designs. However, it is instructive
to begin the analysis with first-order arrays since higher-order DMs are in fact
designed as combinations of first-order designs (Elko, 2004).
2.3.2.1 First-order differential microphones
A first-order array is that whose response is proportional to the pressure and
pressure gradient (or first spatial derivative of pressure). First-order DMs can be
realised from a single diaphragm with two openings on either side to create the
pressure difference. An acoustic delay that controls the directivity pattern can
be created either by placing the diaphragm not in the middle and/or by using a
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Figure 2.3: Diagrams of differential microphones (adapted from De Sena et al.
(2012)).
material with a slower speed of sound (Bitzer & Simmer, 2001). Alternatively,
first-order arrays can be designed with two omnidirectional microphones, with
the advantage that the electronic delay substituting the acoustic delay allows
to vary the directivity response. Moreover, this setup serves as the basis for
higher-order array implementation and is therefore discussed in more detail.
Consider a first-order differential endfire linear array (i.e. the look direction is
aligned with the array axis) comprised of two omnidirectional microphones as
shown in Fig. 2.3a. Following the notation from Sec. 2.1.3, the pressure due to
a plane wave with amplitude p1 is:
p(k1, r) = p1e
ikT1 r = p1e
ikr cosφ. (2.53)
Assuming for now that the delay τ = 0 and the compensation filter hc(ω) = 1,
the array output is:
y(k, φ) = p(k,∆r/2, φ)− p(k,−∆r/2, φ) = p1
(
eik∆r/2 cosφ − e−ik∆r/2 cosφ
)
= 2ip1 sin(k∆r/2 cosφ).
(2.54)
For spacing smaller than the acoustic wavelength, Eq. (2.54) can be approxi-
36 Chapter 2. Background
mated as:
y(k, φ) ≈ ip1k∆r cosφ = ∆r∂p(k, r, φ)
∂r
∣∣∣
r=0
. (2.55)
Eq. (2.55) shows that the finite-difference pressure between both microphones
behaves as a differential pressure (or gradient) for microphone spacing smaller
than the acoustic wavelength, i.e. k∆rpi/2. This is where the term differential
microphone comes from. Therefore, the assumption of the microphone spacing
smaller than the wavelength holds for the remaining analysis of DMs. Note
Eq. (2.55) represents a bidirectional first-order pattern. The response also has a
high-pass frequency dependence. This can be compensated by the compensation
filter hc(ω). Including the latter and the delay in the analysis yields:
y(k, φ) = 2ip1hc(ω)e
iωτ/2 sin
(
k∆r
2
cosφ− ωτ
2
)
≈ iωp1hc(ω)eiωτ/2
(
∆r
c
cosφ− τ
)
,
(2.56)
where in this case k∆rpi/2 and ωτpi/2 are required for the last approxi-
mation. Selecting hc(ω) = [iω(∆r/c)− τ)]−1 (De Sena et al., 2012) leads to:
y(k, φ) ≈ p1
( −cτ
∆r − cτ +
∆r
∆r − cτ cosφ
)
eiωτ/2, (2.57)
which not only removes the high-pass frequency dependency but also allows to
express the directional response more concisely as:
d(φ) = γ0 + γ1 cosφ, (2.58)
where γ0 =1−γ1 and γ1 = ∆r∆r−cτ . The delay can then be expressed as a function
of the design parameters as τ = ∆r(γ1−1)cγ1 . Note that the directivity response is
independent of frequency (after the low-pass compensation filter), which is one
of the main differences with respect to narrowband FSB methods introduced
in Sec. 2.3.1. The choice of γ1 determines the directivity response. Thus, an
omnidirectional response is obtained when γ1 =0, while γ1 =1 results in a bidi-
rectional (also known as dipole or figure-of-eight) pattern as shown in Fig. 2.4a.
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(a) 1st order patterns (10 dB/division)
(b) 3rd order patterns for cylindrical sound field (10 dB/division)
Figure 2.4: Common directivity patterns for differential microphones.
Thus, from Eq. (2.58) for 0<γ1<1, it is clear that the response of a first-order
array is proportional to the pressure and pressure gradient components. Other
common directivities are presented in the following section.
2.3.2.2 High-order differential microphones
High-order DMs refer to arrays whose response is proportional to a high-order
spatial derivative. Extending Eq. (2.55) to an arbitrary order n the spatial
derivative becomes:
∂np(k, r,Θ)
∂rn
= p1(ik cosφ)
neikr cosφ. (2.59)
Thus, the directionality of the dipole pattern increases with order as cosn φ.
Eq. (2.58) showed how the response of a first-order array is expressed as a
combination of zeroth- and first-order components of the spatial derivative.
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This can be extended to an Nth-order differential array, whose response is
proportional to the linear combination of the nth-order spatial derivatives of
the sound pressure for n = 0, 1, . . . , N (Elko, 2004). Thus, the array output of
an Nth-order array can be represented as a power series of high-order cosines
weighed by coefficients γn:
y(k, φ) = p1Bω
N
N∑
n=0
γn cos
n φ, (2.60)
where B is a constant gain. The directional response after the compensation
filter (and normalised at φ=0) becomes:
d(φ) =
N∑
n=0
γn cos
n φ. (2.61)
While Eq. (2.61) is a very concise and intuitive representation of the contribu-
tion of each spatial derivative, an N -th order array can also be expressed as the
product of first-order array designs as (Elko, 2004):
d(φ) =
N∏
n=1
[
αn + (1− αn) cosφ
]
. (2.62)
The advantage of Eq. (2.62) is that an Nth-order array can be implemented as
cascaded first-order systems as shown in Fig. 2.3b for a second-order array.
As mentioned above, these coefficients determine the directivity pattern. In
addition to omnidirectional and bidirectional patterns (covered at the end of
Sec. 2.3.2.1), cardioid family patterns are widely used. A first-order cardioid
features γ1 = α1 = 0.5 resulting in a null at φ = 180
◦ as shown in Fig. 2.4a.
Higher-order cardioids refer to both designs whose all first-order designs are
cardioids and to those who have at least one first-order cardioid (Elko, 2004).
The former is expressed as (De Sena et al., 2012; Farina et al., 2010):
d(φ) = (0.5 + 0.5 cosφ)N , (2.63)
and shown in Fig. 2.4b, whereas for a single first-order cardioid combined with
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an nth order dipole results in (De Sena et al., 2012; Benesty et al., 2015):
d(φ) = (0.5 + 0.5 cosφ) cosN−1 φ. (2.64)
Subcardioid patterns are those that lie in between an omnidirectional and a
cardioid response. For first-order, this is defined for b1 = 0.3 (De Sena et al.,
2012), yet their coefficients are not uniquely defined for higher orders. Unlike
cardioid and subcardioid, supercardioid and hypercardioid patterns represent
optimal solutions to design criteria. The supercardioid is the pattern that
maximises the front-back ratio (Elko, 2004), i.e. the energy ratio captured by the
array in the frontal half of the sound field to that at the rear. On the other hand,
the hypercardioid pattern is that which maximises the directivity factor (Elko,
2004), which is the energy ratio captured by the array at the look direction
to the average energy across all directions (see Sec. 3.2.7). Supercardioid and
hypercardioid coefficients change with maximum order N and depending on
whether the sound field is cylindrical or spherical. These are tabulated by Elko
(2004); De Sena et al. (2012) and shown in Fig. 2.4b for N=3.
Teutsch & Elko (2001) proposed a method to adapt the directivity of the DMs in
real time based on the noise field. De Sena et al. (2012) designed an optimization
framework to synthesise arbitrary high-order patterns using only two intuitive
parameters rather than N coefficients as per Eqs. (2.61) and (2.62). The first
parameter is related to the angular range of the directivity pattern’s mainlobe,
and the second one trades smoothness (i.e. low directivity variation) within this
angular range and the accuracy of the angular range of the first parameter.
The combination of microphone outputs in a differential manner results in
inherent superdirectivity of DMs compared to DSB with the same geometry
(Elko, 2004). This superdirectivity is equivalent to that of SDB described in
Sec. 2.3.1.2. Indeed, early work in supergain arrays over-steered the array past
endfire to narrow the mainlobe (Duhamel, 1953; Pritchakd, 1953), which re-
sults in alternating sign amplitude weights, resembling those of DMs (Elko,
2004). The advantage of DMs is that their coefficients are frequency indepen-
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dent (see Eqs. (2.61) and (2.62)), compared to the frequency-dependent weights
of supergain arrays (Elko, 2004).
However, both these approaches are very sensitive to sensor self-noise and devia-
tions in microphone characteristics (position, amplitude and phase) (Cox et al.,
1986; Elko, 2004; Bitzer & Simmer, 2001). This becomes more accentuated
with order since the directional response of the DMs has a high-pass response
proportional to ωn as shown in Eq. (2.60), i.e. a slope of 6n dB/octave. While
this can be compensated by the low-pass compensation filter as discussed for
first-order arrays in Sec. 2.3.2.1, it requires that the inherently highly attenu-
ated low frequencies be significantly amplified to compensate the steep slope of
high-order designs. In practice this means that the signal-to-noise ratio (SNR)
at low frequencies is very low and amplifying the response in this region will
result in very high sensor self-noise. Conversely, SDB as defined in Eq. (2.47)
allows to control the sensitivity to these deviations through the regularisation
parameter, yet at the cost of reduced superdirectivity (Bitzer & Simmer, 2001).
More recently, alternative implementations of DMs have been formulated in the
context of FSB through a linear system of equations with constraints in terms
of distortionless look direction and zeroes of the directivity pattern (Benesty
& Chen, 2013), allowing to establish a common framework for DMs and SDB
(Pan et al., 2016). More importantly, this design through FSB has resulted in
contributions that restrict the order, or combine more than one beamformer
to improve their robustness compared to traditional DMs (Berkun et al., 2015;
Pan et al., 2016; Huang et al., 2018). However, given the small array aperture,
these techniques still fail to provide robust solutions at very low frequencies
without a robustness constraint.
Summarising, DMs combine the outputs of adjacent microphones in a dif-
ferential manner to achieve frequency-invariant high-directivity patterns with
frequency-independent coefficients. This superdirectivity is as a result of the
required low microphone spacing compared to the wavelength. Nevertheless,
this requirement makes DMs inherently sensitive to microphone self-noise and
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deviations in their nominal characteristics, particularly for high-order designs.
In contrast, SDB and similar FSB techniques aim to maximise the directivity
while limiting the sensitivity to these errors, e.g. through regularisation.
2.3.3 Modal beamforming
FSB and DMs are techniques that either weigh and sum or subtract the mi-
crophone signals to achieve a specific directional response. Conversely, MB is
a method that decomposes the microphone signals into harmonic coefficients
which are then linearly combined to achieve the desired directivity. Thus, it
comprises two main stages. The first one is the harmonic decomposition or HOA
encoding, which transforms the space-domain signals into the harmonic sound
field coefficients of the equivalent orthonormal basis functions, which is why this
stage is also known as eigenmbeamformer (Meyer & Elko, 2004; Elko & Meyer,
2008). These sound field coefficients require an equalisation stage to remove the
dependence of the pressure coefficients on the radius of the microphone array,
which impacts their frequency response. Depending on whether the harmonic
decomposition is performed in a cylindrical or spherical sound field, yields the
circular harmonic domain (CHD) 3 or spherical harmonic domain (SHD), re-
spectively. The second stage is often known as modal beamformer itself since
it weighs and sums the harmonic coefficients rather than the microphone sig-
nals. MB can also be interpreted as a filter-and-sum beamformer in the spatial
Fourier domain where both the weights and the signals (after applying the spa-
tial Fourier transform) are in this domain (Rafaely, 2015). A block diagram of
the stages of MB including both of these representations is provided in Fig. 2.5
for cylindrical and spherical sound fields.
Secs. 2.3.3.1 and 2.3.3.2 describe the CHD and SHD in detail, including the
spatial Fourier transformations and the representation of pressure and sound
field coefficients for both open and baffled arrays. These coefficients are used
as intermediate steps before the modal beamformer presented in Sec. 2.3.3.3
3circular harmonic domain and cylindrical harmonic domain are used interchangeably.
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Figure 2.5: Modal beamforming block diagram for circular (top) and spherical
(bottom) sound fields.
linearly combines their outputs for both circular and spherical representations.
2.3.3.1 Circular harmonic decomposition
Consider a plane wave impinging on to a continuous, horizontal, unbaffled cir-
cular aperture along the azimuth angle φ. Using Eq. (2.33) and setting θ = pi/2
p(k1, r, φ) = e
ikT1 r
∣∣∣
θ=pi/2
= eikr sin θ1 cos(φ−φ1). (2.65)
Given the symmetry of φ, the pressure on the circular aperture can be expressed
as a Fourier series as per Eq. (A.5):
p(k1, r, φ) =
∞∑
n=−∞
pn(k1, r)e
inφ. (2.66)
Equivalently, the circular coefficients of the Fourier series can be obtained from
the pressure along the aperture as per Eq. (A.6):
pn(k1, r) =
1
2pi
∫ 2pi
0
p(k1, r, φ)e
−inφ dφ, (2.67)
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where pn(k1, r) are the circular pressure coefficients and Eq. (2.67) is the cir-
cular harmonic transform. Substituting Eq. (2.65) in (2.67), the circular coef-
ficients for an open continuous circular aperture become (Teutsch, 2007):
pn(kr, θ1, φ1) =
1
2pi
∫ 2pi
0
eikr sin θ1 cos(φ−φ1)e−inφ dφ, (2.68)
which, using the change of variable ζ ≡ φ− φ1, results in:
pn(kr, θ1, φ1) =
1
2pi
e−inφ1
∫ 2pi
0
eikr sin θ1 cos(ζ)e−inζ dζ. (2.69)
Using Eqs. (B.2) and (B.6) the pressure coefficients simplify to (Teutsch, 2007):
pn(kr, θ1, φ1) = i
nJn(kr sin θ1)e
−inφ1 . (2.70)
The circular pressure coefficients can also be obtained for a circular aperture
mounted on a cylindrical baffle. Using the sound pressure on the surface of
rigid cylinder from Eq. (C.18) and derived in Appendix C.1, and restricting it
to θ=pi/2 yield:
p(k1, r, φ) =
2
ipikr sin θ1
∞∑
n=−∞
inein(φ−φ1)
H
′(2)
n (kr sin θ1)
. (2.71)
Comparing Eqs. (2.71) and Eq. (2.66), the circular pressure coefficients of the
circular aperture mounted on a cylindrical baffle are:
pn(kr, θ1, φ1) =
2ine−inφ1
ipikr sin θ1H
′(2)
n (kr sin θ1)
. (2.72)
Inspecting Eqs. (2.70) and (2.72), it can be seen that the azimuth dependence
resides in the exponential term whereas the elevation dependence is in the ar-
gument of the radial function (Bessel or Hankel). This means that the angular
response can be rotated in azimuth by introducing a phase shift in each har-
monic (Teutsch, 2007). Conversely, there is no equivalent rotation in elevation
since the radial functions are determined from a given elevation value. Thus,
circular harmonics only allow for flexible azimuth steering. Although the eleva-
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tion angle could be set arbitrarily, since the response is restricted to one plane,
most commonly this is simplified to the horizontal plane, where the performance
of (horizontal) circular apertures is maximised. Thus, setting θ1 =pi/2 and tak-
ing into account the similarities between Eqs. (2.70) and (2.72), the circular
pressure coefficients due to a plane wave can be represented more generally as:
an(kr, φ1) = b
c
n(kr)e
−inφ1 , (2.73)
where an(kr, φ1) are the circular pressure coefficients due to a plane wave with
transfer function a(kr, φ1) in analogy to Eq. (2.36) and b
c
n(kr) are the circular
modal responses, defined as:
bcn(kr) =

inJn(kr) unbaffled circular
2in
ipikrH
′(2)
n (kr)
baffled circular.
(2.74)
These modal responses for unbaffled and baffled circular configurations are fur-
ther discussed in Sec. 2.4.4 in the review of microphone array designs.
The harmonic coefficients for a sound field composed of a distribution of hor-
izontal plane wave sources s(k, φ) rather than a single unit amplitude plane
wave can be obtained by integrating Eq. (2.73) in azimuth, resulting in:
pn(kr) = b
c
n(kr)sn(k), (2.75)
where sn(k) are the horizontal sound field coefficients. Hence, one can obtain
the sound field coefficients by inverting Eq. (2.75), i.e. by removing the depen-
dency of the modal responses. This is also exploited in the modal beamformer
discussed in Sec. 2.3.3.3.
An important aspect is that the circular transform from Eq. (2.67) required to
obtain the pressure coefficients assumes an integration of a continuous aperture
over azimuth. In practice, a microphone array is used to capture the sound
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field. Thus, approximating Eq. (2.67) for a generic captured sound field yields:
pn(kr) ≈
M∑
m=1
p(kr, φ)e−inφ. (2.76)
The number of microphones required to capture a sound field up to order N is
M≥2N + 1 (Van Trees, 2002), which is further discussed in Sec. 2.4.3. In such
case and when the sound field is order limited up to N , the approximation in
Eq. (2.76) becomes equality. However, unlike in time-domain transformations,
spatial low-pass filters before being captured by the array are not possible to
implement (Teutsch & Kellermann, 2006), thus leading to some degree of alias-
ing depending on the order of the original sound field. The order-limited sound
pressure can be obtained by truncating Eq. (2.66):
p(kr, φ) =
N∑
n=−N
pn(kr)e
inφ. (2.77)
The following section presents an equivalent harmonic representation in spher-
ical sound fields, with significant parallelism to the derivations shown here.
2.3.3.2 Spherical harmonic decomposition
The sound pressure on a sphere due to an arbitrary sound field in spherical
coordinates can be represented as the sum of weighted spherical harmonics, as
per Eq. (A.7) (Rafaely, 2005, 2015):
p(kr,Ω) =
∞∑
n=0
n∑
q=−n
pnq(kr)Y
q
n (Ω) =
∞∑
n=0
n∑
q=−n
pnq(kr)Y
q
n (θ, φ), (2.78)
where Y qn (θ, φ) are the spherical harmonics of order n and degree q, defined in
Eq. (B.33) and pnq(kr) are the spherical pressure coefficients defined as:
pnq(kr) =
∫
Ω
p(kr,Ω)Y q
∗
n (Ω) dΩ =
2pi∫
0
pi∫
0
p(kr, θ, φ)Y q
∗
n (θ, φ) sin θ dθ dφ, (2.79)
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Eq. (2.79) is the spherical harmonic transform or spherical Fourier transform
and Eq. (2.78) is the inverse counterpart. Note that Eqs. (2.78) and (2.79) are
the equivalent spherical counterparts of Eqs. (2.66) and (2.67), respectively.
One can follow a similar procedure to that from Sec. 2.3.3.1 to derive the rela-
tionship between the spherical pressure coefficients and the spherical harmonics
for a plane wave impinging on to an open sphere, through the definition of the
spherical harmonic transform. However, this relationship can be established
directly by comparing Eqs. (2.78) and (2.21) (Teutsch, 2007):
pnq(kr,Ω1) = 4pii
njn(kr)Y
q∗
n (θ1, φ1). (2.80)
Similarly, for a rigid sphere, the spherical pressure coefficients are derived by
comparing the pressure on the rigid sphere due to a plane wave in Eq. (C.32)
(see the derivation in Appendix Sec. C.2) with Eq. (2.78) (Teutsch, 2007):
pnq(kr,Ω1) =
4piin
i(kr)2h
′(2)
n (kr)
Y q
∗
n (θ1, φ1). (2.81)
Therefore, the spherical pressure coefficients for a single plane wave anq(kr,Ω1)
can be written succinctly as:
anq(kr,Ω1) = b
s
n(kr)Y
q∗
n (θ1, φ1), (2.82)
where bsn(kr) are the spherical modal responses, defined as:
bsn(kr) =

4piinjn(kr) unbaffled spherical
4piin
i(kr)2h
′(2)
n (kr)
baffled spherical.
(2.83)
For a distribution of plane wave sources in a spherical sound field s(k,Ω), the
pressure coefficients can be obtained by integrating Eq. (2.82) over all directions,
yielding (Rafaely, 2005; Politis & Gamper, 2017)
pnq(kr) = b
s
n(kr)snq(k), (2.84)
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where snq(k) are the spherical sound field coefficients. These coefficients can
then be obtained by inverting Eq. (2.84). A similar procedure is used to obtain
the modal beamformer weights as discussed in Sec. 2.3.3.3.
Similarly to CHD, the spherical harmonic transform required to obtain the
pressure coefficients relies on capturing the sound pressure over the continuous
spherical surface, whereas in practice it is sampled at the microphone positions.
Thus the sampled version of Eq. (2.79) becomes (Rafaely, 2005):
pnq(kr) ≈
M∑
m=1
wquad(Ωm)p(kr,Ωm)Y
q∗
n (Ωm), (2.85)
where M ≥ (N + 1)2 to capture a maximum order N and wquad(Ωm) is the
quadrature weight at angle Ωm, which depends on the spherical sampling scheme
(Rafaely, 2005). This is further discussed in Sec. 2.4.3. The approximation in
Eq (2.85) becomes equality when the sound field is order limited up to N
(Rafaely, 2015), otherwise leading to aliasing as for the CHD. The equivalent
pressure sound field of up to order N can be represented truncating Eq. (2.78)
p(Ω) =
N∑
n=0
n∑
q=−n
pnq(kr)Y
q
n (Ω) . (2.86)
The following section presents the modal beamformer weights used to linearly
combine the sound field coefficients derived in this and the preceding sections
to yield the desired directional response.
2.3.3.3 Modal beamformer
Having obtained the pressure coefficients through the spatial harmonic trans-
form, and the modal responses depending on the boundary condition, the only
thing remaining is to determine the weights that are to be applied to the pres-
sure coefficients. Following the diagram in Fig. 2.5, the output of a modal
beamformer is given by:
y = wHN (k)pN (kr), (2.87)
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where the (N+1)2×1 dimensional vectors wN (k)≡
[
w00(k), w1−1(k), . . . , wNN (k)
]T
and pN (kr)≡
[
p00(k), p1−1(k), . . . , pNN (k)
]T
are the Fourier weights and pres-
sure coefficients, respectively up to order N , with each element wnq(k)/pnq(k)
defined for order n= 0, . . . , N and degree q =−N, . . . , N , assuming the more
general case of the SHD. Eq. (2.87) is the harmonic domain counterpart to
the beamformer output in the space domain given in Eq. (2.41)4. Meyer &
Elko (2002) proposed an axis-symmetric modal beamformer in the SHD whose
coefficients are given by (Rafaely, 2015):
w∗nq(k) =
cn(k)
bn(kr)
Y qn (Ωl) , (2.88)
where the steering at the look direction is controlled by Y qn (Ωl); the effect of the
radial function is compensated by dividing over bn(kr), similarly to obtaining
the sound field coefficients in Eqs. (2.75) and (2.84); and cn are the modal
coefficients, which determine the desired directivity pattern. The directivity
response can be obtained by substituting the pressure coefficients with the array
manifold coefficients aN (kr,Ω) ≡
[
a00(kr,Ω), a1−1(kr,Ω), . . . , aNN (kr,Ω)
]T
in
Eq. (2.87), similarly to that in Eqs. (2.41) and Eq. (2.42) for FSB. Thus:
d(k,Ω) = wHN (k)aN (kr,Ω). (2.89)
Substituting Eqs. (2.88) and (2.82) into (2.89), and using (B.40) results in the
following directivity response:
d(Ω) =
N∑
n=0
cn
2n+ 1
4pi
Pn(cos Θ), (2.90)
where Pn is the Legendre polynomial of order n and Θ=Ω− Ωl.
Eq. (2.88) can also be applied to CHD simply by replacing the eigenfunction
Y qn (Ω). For a real-valued target response d(φ), the circular harmonics can be
4Eqs. (2.41) and (2.87) are not completely interchangeable since the former does not take
into account the quadrature weights (Rafaely, 2015), so in general they are not equal except
for uniform and nearly uniform sampling schemes.
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expressed as cos(nφ) rather than einφ, yielding (Teutsch & Kellermann, 2006):
d(φ) =
N∑
n=0
cn cos[n(φ− φl)]. (2.91)
Note Eqs. (2.90) and (2.91) are equivalent in their respective domains and both
are frequency independent. This is achieved by inverting the modal response
as 1/bn(kr), thus removing the frequency dependency of this radial function.
However, the modal responses feature large attenuation at low frequencies, espe-
cially for higher orders, as shown in Fig. 2.7. Inverting these in an unconstrained
manner would result in very high amplification at low frequencies, leading to
very large sensitivity to both sensor self-noise and deviations from nominal mi-
crophone characteristics. This is the same as for DMs, except that in the latter
there is only one high-pass response of order N whereas in CHD/SHD bn varies
for each n = 0, 1, . . . , N . However, unlike for classical DMs, the robustness of
MB can be increased by constraining the inversion via regularisation. Thus,
Eq. (2.88) can be rewritten more generically as:
w∗nq(k) = cn(k)hcn(kr)Y
q
n (Ω) , (2.92)
where hcn(kr) is a compensation filter similar to that from Sec. 2.3.2. In the
case of DMs and Eq. (2.88), hcn(kr) = 1/bn(kr), yet in general it may include
regularisation (e.g. Tikhonov) to improve its robustness. A comprehensive re-
view of regularisation approaches in SHD is given by Politis & Gamper (2017).
Summarising, MB is an approach to synthesise arbitrary beampatterns through
spatial decomposition either in circular or spherical sound fields most often rely-
ing on equivalent microphone arrangements. The spatial decomposition decou-
ples the angular component included in the basis functions from the frequency
and radial component allowing to potentially synthesise frequency-invariant
beampatterns using frequency-independent coefficients. In practice, full de-
coupling implies large amplification of high order modes at low frequencies,
thus requiring to restrict the inversion of these radial components to prevent
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excessive noise, limiting the frequency-invariant range achieved.
2.4 Microphone array designs
After describing the most commonly used beamforming approaches, it is im-
portant to discuss the effects of the design of the microphone array. While
there exist many possible designs for compact microphone arrays, this section
reviews those that are most widely employed and their impact on various rel-
evant attributes for directional capture, including formulation simplicity and
steering, directional and robustness capabilities, some of which were originally
introduced in Sec. 1.2.
2.4.1 Formulation simplicity
Uniform linear arrays are commonly used due to their ability to simplify the
formulation when presenting a proposed beamformer or feature, for instance
(Doclo & Moonen, 2007; Benesty et al., 2008; Benesty & Chen, 2013; Berkun
et al., 2015; Pan et al., 2015, 2016). This can be shown when substituting
the array manifold expression for a uniform linear array in the beampattern
(Eq. (2.42)):
d(ω,Ω) =
M∑
m=1
w∗m(ω)a(k, rm, θ, φ) =
M∑
m=1
w∗m(ω)e
ik∆r(m−1)/M cosφ, (2.93)
where the directional response is not dependent on each individual sensor’s
position, but simply on the total number of microphones and their spacing ∆r.
This also allows to express it as:
d(ω, φ) =
M∑
m=1
(
wm(ω)e
−ik∆r(m−1)/M cosφ
)∗
=
M∑
m=1
(
wm(ω)z
−i(m−1)Φ
)∗∣∣∣
z=eiΦ
,
(2.94)
where Φ = k∆r/M cosφ. Thus, the directional response is equivalent to the
z-transform of the conjugated array weights evaluated at the unit circle (Van
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Trees, 2002), i.e. the discrete spatial Fourier transform. This means that the
weights that determine the discrete-space response can be designed using equiv-
alent techniques to finite impulse response (FIR) filter design employed for
discrete-time digital filtering (Elko & Meyer, 2008; Bai et al., 2013). Note,
this is generally true for a linear array since the exponential term of the ar-
ray manifold is uniformly sampled in space, preserving the equivalence with
its time-domain counterpart. Uniform linear arrays have also been widely used
with DMs due to their ability to create frequency-invariant patterns with simple
cascaded differential topologies as shown in Fig. 2.3.
On the other hand, circular and spherical arrays have been used in spatial
audio applications for 2D and 3D sound field capture their geometries map
the cylindrical and spherical sound fields, respectively, allowing for a natural
transformation to the equivalent harmonic domain. This is exploited in the MB
formulation presented in Sec. 2.3.3.
2.4.2 Steering
Despite the formulation simplicity of the linear array, it is unable to spatially
discriminate in elevation, and features azimuth ambiguity about its axis. This
can be seen from Eqs. (2.93) and (2.94) where the directional response is in-
dependent on θ and symmetric with respect to φ. Moreover, the directional
response is not independent of steering azimuth. An example of this is the
first null delimiting the mainlobe of the beampattern, which for a DSB steered
at the look azimuth φl is given by arcsin
(
c
M∆rf + sinφl
)
(Goodwin & Elko,
1993), thus depending on the steering angle. This makes linear arrays unable
to steer patterns from DMs to directions other than endfire (Buck & Ro¨ßler,
2001; Huang et al., 2017).
Horizontal planar arrays feature similar up-down symmetry ambiguity to that of
linear arrays in azimuth, due to their absence of height phase differences, unless
first order microphones are used (Chen et al., 2015). Uniform circular arrays are
most often used in horizontal sound fields since they can achieve a beampattern
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independent of steering azimuth (Huang et al., 2017) (or nearly-independent
in between microphone azimuths with approaches like DMs (Benesty et al.,
2015)) due to its uniform sampling of the cylindrical sound field. Equivalently,
uniformly sampled spherical arrays can result in beampatterns independent of
both azimuth and elevation steering angles (Rafaely, 2015).
2.4.3 Directivity
The ability to capture sounds from particular directions and suppress the others
is known as directivity (introduced in Sec. 1.2). It is measured by the directiv-
ity factor (DF) which is the power ratio of the directional response at the look
direction to that averaged over all directions (see Sec. 3.2.7 for a mathematical
definition). As discussed above, DF is maximised for DMs synthesising hyper-
cardioid patterns (Elko, 2004) or unconstrained SDB (Bitzer & Simmer, 2001).
In this case, the geometry that maximises the directivity is a closely spaced M -
element linear endfire array, resulting in DF=M2 for spherical sound fields and
DF = 2M − 1 for cylindrical sound fields (Elko, 2004). These values which are
satisfied at low frequencies contrast with those at high frequencies approaching
DF =M , i.e. the same as that for DSB (Bitzer & Simmer, 2001). This max-
imum directivity however, reduces for other array geometries. The directivity
can be expressed generically as a function of the directivity order, which in turn
depends on the number of microphones and geometry of the array. Thus, for a
given number of microphones M , the maximum order to be synthesised is 5:
Nmax =

M − 1 linear arrays (Elko, 2004) (2.95)⌊M
2
⌋
circular arrays (Benesty et al., 2015) (2.96)⌊M − 1
2
⌋
circular arrays (Van Trees, 2002) (2.97)
b
√
M − 1c spherical arrays (Rafaely, 2005). (2.98)
5Eqs. (2.95)–(2.98) assume omnidirectional microphones. For first-order microphones, re-
place M with M + 1.
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Figure 2.6: Example of sensor undersampling in CHD for N = 3. Using M =
5<2N , the beam at φ=180◦ for n=3 is not sampled; n=0 omitted.
The previous DF equations can be expressed as a function of the order as:
DF =
 (N + 1)
2 spherical sound field
2N + 1 cylindrical sound field.
(2.99)
Thus, the maximum order achieved by circular arrays is smaller than that with
linear arrays, leading to lower maximum DF. For circular arrays, Eq. (2.96)
differs from Eq. (2.97) since the former corresponds to the critical sampling,
i.e. M ≥ 2N whose equality is satisfied when the array is steered towards one
of the microphone directions. This is assumed in circular DMs (Benesty et al.,
2015) and explained in the CHD as the minimum number of microphones when
the sensors do not sample the zero crossings of the cosine function of Eq. (2.91)
(Teutsch & Kellermann, 2006), i.e. for φ1 6= (m − 1)2pi/M + pi/M . On the
other hand, Eq. (2.97) shows the equivalent maximum order for an arbitrary
look direction, including in between microphone directions, which results in
the equivalent microphone count requirement M ≥ 2N + 1 often used in the
literature (Van Trees, 2002; Parthy et al., 2007; Poletti, 2000; Chen et al.,
2015). Note Eqs. (2.96) and (2.97) are identical for odd M due to the floor
function. Fig. 2.6 shows a visual representation of microphone undersampling
for N=3 and M=5<2N , where the rear beam of the 3rd harmonic cannot be
sampled, thus failing to capture the maximum order intended.
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Similarly to circular arrays, the number of microphones for spherical arrays with
a given order in SHD is at least the number of harmonics, i.e. M ≥ (N + 1)2.
The equality is only valid for uniformly and nearly uniformly distributed ar-
rangements, requiring more microphones for other schemes such as equiangular
and Gaussian (Rafaely, 2005). Different spherical sampling methods are avail-
able in Hardin & Sloane (1996); Saff & Kuijlaars (1997); Fliege & Maier (1999);
Rafaely (2015). Eq. (2.98) is equivalent to M≥(N+1)2 and therefore implicitly
assumes a spherical sound field.
Note Eq. (2.95)–(2.98) correspond to the maximum order of different arrays
that can be achieved with DMs or unconstrained SDB or MB. In chapters 3
and 4, the effects of array geometry, directivity order and regularisation on DF
and other metrics are investigated more in detail for robust FSB.
2.4.4 Robustness
The maximum directivity achieved by DMs or unconstrained SDB achieved
with closely spaced linear arrays described in the previous section is at the
cost of very high sensitivity to sensor self-noise (Elko, 2004) and nominal mi-
crophone characteristics (McCowan, 2001). While using beamforming methods
that account for robustness constraints in their formulation is essential to limit
this sensitivity to uncorrelated errors, the array design can also impact on the
robustness of the array output.
Studies in the CHD/SHD, have shown the numerical robustness of different
arrangements of circular and spherical arrays when inverting the modal re-
sponses (Eqs. (2.74) and (2.83)) to obtain the harmonic sound field coefficients
(Eq. (2.84)) or beamformer coefficients (Eq. (2.88)). All circular/spherical ar-
ray designs are sensitive to these uncorrelated errors at kr < n as shown in
Fig. 2.7a, due to the steep slopes of the high-order radial functions. These are
proportional to ωn (Teutsch, 2007; Elko & Meyer, 2008; Kuntz & Rabenstein,
2009a), i.e. 6n dB/octave, similarly to those for DMs with linear arrays (Elko,
2004) as discussed in 2.3.2. The radial functions are Bessel functions for open
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(a) Open circular array
(b) Circular array on rigid baffled cylindre
Figure 2.7: Magnitude of modal responses in circular harmonic domain.
circular or spherical microphone arrays, which feature zeros at certain kr > n
(Kuntz & Rabenstein, 2009b; Teutsch, 2007; Rafaely, 2005). These are shown
in Fig. 2.7a for the first 4 cylindrical orders. Because these arrays sample the
sound field at the same radial distance for all microphones, the singularities of
the Bessel function occur at the same frequencies for all sensors, becoming ill-
conditioned when inverted. These singularities can be overcome by mounting
the array on a cylindrical or spherical baffle (Rafaely, 2005; Teutsch & Keller-
mann, 2006; Teutsch, 2007), as shown in Fig. 2.7b. In this case the decay rate
for kr >n is constant and proportional to 1/
√
kr for CHD and 1/kr for SHD
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(Teutsch, 2007). One downside of large solid spheres is that they may not be
realisable practically (Balmages & Rafaely, 2007), unlike open spheres. They
also alter the sound field in room acoustics due to the interaction between room
reflections and scattering of the baffle, yet this may be negligible for compact
arrays (Rafaely, 2005).
The singularities of open circular/spherical arrays can also be remedied with
dual- and multiple-radius spheres/circles (Balmages & Rafaely, 2007; Rafaely,
2008; Kuntz & Rabenstein, 2009b) or a combination of pressure and velocity
microphones (Chen et al., 2015), at the cost of twice as many microphones; or
using cardioid microphones, although their directivity is frequency dependent
in practice (Rafaely, 2008; Kuntz & Rabenstein, 2009a). The spherical shell
array, where microphones with equal spacing are placed within the volume
of two spheres, was also proposed to overcome the spherical Bessel function
singularities (Rafaely, 2008).
2.4.5 Array comparisons
The performance of arrays most commonly used in the literature have been
reviewed in Secs. 2.4.1–2.4.1 in terms of attributes that are of interest in this
thesis. However, while the advantages and disadvantages of certain arrays re-
garding specific characteristics have been identified, it is not clear how these
arrays would perform against each other based on a range of performance met-
rics such as those discussed here plus additional ones important for directional
capture and whether some of their advantages or limitations may be due to
interactions with particular beamforming methods.
Given the size of such a task, some studies have focused on comparing a small
subset of arrays with focus on a particular metric. For instance, Rafaely (2004)
showed that the angular resolution in 3D of a spherical continuous aperture is
equivalent to the elevation resolution of a rectangular aperture when the rect-
angular side equates the sphere diameter. Kaiser et al. (2012) evaluated the
vertical resolution of continuous apertures on spherical and cylindrical scat-
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terers. They concluded that: both performed similarly with a circular ring;
stacked circular apertures with spherical baffles proved to have better resolu-
tion around the horizontal plane (60◦ ≤ θ ≤ 120◦) than with a rigid cylinder;
whereas for continuous aperture over the entire scatterer’s surface, the cylin-
der outperformed the sphere when its length (vertical aperture) was larger than
that of the sphere. Van Trees (2002) showed that the first null of a circular con-
tinuous aperture function (Bessel function) is lower than that of an equivalent
linear aperture (sinc function), yet its implications on attributes such as spatial
resolution and directivity are not discussed. In the context of noise suppression,
a study comparing various irregular planar array designs showed that sidelobes
can be minimised over an extended frequency range when optimally placing the
microphones compared to a regularly distributed square array (Christensen &
Hald, 2004). This, however, is at the expense of higher sidelobes below the
aliasing frequency of the equivalent uniform array.
Summarising, different microphone arrays have been used in the literature and
their advantages and limitations have been reviewed here regarding attributes
that are considered important in the context of directional capture which is
the focus of this thesis. However, the current literature does not provide ev-
idence of which array geometry is most appropriate for a range of directional
capture metrics in horizontal sound fields and a quantitative comparison with
alternative designs.
2.5 Summary
This chapter has provided the theoretical basis for microphone array beam-
forming and the associated work to be described in this thesis. This field was
explained to comprise the acoustical and signal processing stages. First, the
relevant acoustical background was reviewed including the wave equation gov-
erning the solutions to linear acoustics and Euler’s equation whose relationship
between pressure and particle velocity is used in the boundary conditions to
derive the response of baffled arrays. Solutions to the wave equation in two
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and three dimensions in the form of point sources were presented as well as
their farfield approximations resulting in plane waves, whose distance-invariant
pressure is widely exploited in microphone array processing. The microphone
array signal model accounting for the acoustic and electric parts was intro-
duced alongside the concept of beamforming as a linear combination of the
microphone signals. This model evidenced the two main dependencies of the
beamformer output, namely the beamforming weights and the microphone ar-
ray manifold transfer function. As a result, separate literature reviews in terms
of beamforming techniques and microphone array designs were conducted.
There are three main beamforming approaches. FSB performs a weighted sum
of the microphone signals, whose coefficients can be optimised according to
different criteria, e.g.: DSB maximises the robustness, SDB maximises the di-
rectivity, MVDRB minimises the array output, LCMVB imposes linear con-
straints, and LSB best approximates a target directivity. The common frame-
work of FSB for different methods is very flexible yet most of these except for
LSB are narrowband. Conversely, DMs subtract the outputs of adjacent sen-
sors to synthesise high-directivity frequency-invariant patterns for frequencies
whose wavelength is smaller than their spacing. However, their inability to in-
clude robustness constraints make them very sensitive to typical array manifold
errors. On the other hand, MB is a method to decompose the sound field in
spatial eigenfunctions, thus decoupling the frequency dependent terms from the
angular ones, whose coefficients are linearly combined to synthesise frequency-
invariant patterns. The latter are in practice limited by the inversion approach
used to prevent excessive noise amplification. Moreover, the decomposition
simplifies for circular and spherical arrays matching the equivalent harmonic
representation, thus limiting the scope for arbitrary arrays.
Regarding microphone arrays, different designs have been used for different
purposes. Some geometries such as linear arrays have shown advantages re-
garding formulation simplicity, exploiting the similarities with the z-transform
in FSB and the simple topologies of DMs, as well as limitations regarding
spatial discrimination in 3D and steering capabilities in 2D. The maximum di-
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rectivity of different arrays has been compared with respect to their equivalent
order as a function of their number of microphones, being highest for linear ar-
rays and smallest for spherical arrays. This theoretical limit for unconstrained
superdirective-type beamforming will be reviewed in Chapter 3 for robust FSB.
The effect of robustness of different arrays in HOA shows that baffled circular
and spherical arrays prevent the ill-conditioning of their open counterparts.
Hence, while some characteristics of different arrays have been identified, one
cannot directly compare the performance of these arrays over a range of eval-
uation metrics important for directional capture with the same beamforming
methods, in order to determine which array design is more appropriate for this
application. This is exactly the motivation behind the next chapter.
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Chapter 3
Microphone array geometry
comparison
Compact microphone arrays can be used to isolate (Coleman et al., 2015) or en-
hance (Coleman et al., 2018) certain audio objects in the sound scene by means
of beamforming. Consequently, many of the findings from the beamforming
literature apply to object capture with microphone arrays. The array output
depends on the beamforming method and physical array design, as shown in
Eq. (2.42). As identified from the literature review in Chapter 2, numerous
contributions in filter design optimisation based on different criteria have been
proposed and reviewed, e.g. (Capon, 1969; Cox et al., 1987; Van Veen & Buck-
ley, 1988; Van Trees, 2002). However, it is not obvious how to design the
microphone array to maximise the beamforming performance with respect to
various metrics.
Many classical microphone geometries have been used as reviewed in Sec. 2.4.
However, the choice of microphone arrays in the literature can be to simplify
the formulation, e.g. linear arrays with FSBs (Van Veen & Buckley, 1988) and
DMs (Elko, 2004; Benesty & Chen, 2013; Pan et al., 2016) or circular and
spherical arrays with MBs (Parthy et al., 2011; Meyer & Elko, 2002; Rafaely,
2005). Moreover, most of these arrays have been studied separately, prevent-
ing a direct comparison of the performance of different arrays. While some
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studies have investigated more than two array designs, they focused on a single
physical metric of interest (e.g. resolution (Kaiser et al., 2012; Rafaely, 2004)
or sidelobe suppression (Christensen & Hald, 2004)), thus only partially rating
their performance.
The main aim of this chapter is to determine which uniform microphone ar-
ray geometry maximises the overall beamforming performance impacting on
the quality of audio objects extracted from a horizontal sound field. To that
end, for the first time a thorough comparative evaluation of the physical beam-
forming performance of compact uniform array designs is performed. Only
uniform arrays are considered since their relative performance across a range
of metrics is not established and because they simplify the number of design
parameters compared to non-uniform arrays, especially for 2D and 3D arrange-
ments, thus making the comparison less design specific and more generalisable.
Eight classical array designs including one-, two- and three-dimensional arrays
with and without baffles are compared. To provide a fair comparison the two
most practical design parameters are fixed: a given number of microphones,
which impacts on the cost of the overall array and the associated processing
power; and a maximum array size, determining its compactness and portabil-
ity, which is essential for the practical use of the array as a single capturing
device. To achieve such a consistent and systematic comparison their perfor-
mance with widely used space-domain beamformers over a range of metrics is
assessed through simulations, since off-the-shelf arrays do not have the same
number of microphones or comparable dimensions (Farina et al., 2014). The
analysis focuses exclusively on horizontal sound fields since most sound scenes
encountered in practice have much greater variation in azimuth than in eleva-
tion (Favrot et al., 2011), as discussed in Sec. 1.3. Therefore, this study results
in the following contributions:
1. Determining the uniform microphone array geometry that maximises the
overall physical beamforming performance for a horizontal sound field.
2. Determining the interactions between microphone array geometries and
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beamforming methods and their impact on physical performance metrics.
3. Evaluating the generalisability of the above contributions to other choices
of array and beamforming design parameters including number of micro-
phones, array size and robustness constraint.
The remainder of this chapter is structured as follows. Sec. 3.1 reviews the
array manifold transfer functions used to model each microphone array un-
der study and presents an initial evaluation of the performance of these arrays
exclusively from the acoustic response, i.e. before beamforming. Sec. 3.2 intro-
duces the range of metrics used to evaluate the performance of the arrays at the
beamformer output. Then, the simulation conditions are presented in Sec. 3.3
followed by the analysis of the results of these arrays with various beamform-
ers in Sec. 3.4. This section also assesses the generalisability of these results
for other choices of design parameters such as maximum array size, number
of microphones and robustness constraint. Finally, the main conclusions are
summarised in Sec. 3.6.
3.1 Microphone arrays
This study performs a systematic evaluation of the performance of eight com-
monly used arrays: linear (L), rectangular (R), circular (C), dual-circular (DC),
spherical (S), circular on rigid cylinder (C-RC), circular on rigid sphere (C-RS)
and spherical on rigid sphere (S-RS). These are depicted in Fig. 3.1. To provide
an unbiased comparison, all arrays featureM=32 omnidirectional microphones,
and a maximum radius of r=0.1 m, i.e. an aperture limit (maximum distance
between two microphones) of 0.2 m. These choices represent a reasonable trade-
off between performance (dependent on both M and r as discussed in Sec. 3.5)
and the cost and portability of the array, as well as the computational load as-
sociated with increased processing of more microphones. These four factors are
important to be considered in practical recordings. Fixing M and r results in
different spacing ∆r (minimum distance between two microphones) for different
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(a) Linear (L) (b) Rectangular (R)
(c) Circular (C) (d) Dual-circular (DC)
(e) Spherical (S) (f) Circular on rigid cylinder (C-RC)
(g) Circular on rigid sphere (C-RS) (h) Spherical on rigid sphere (S-RS)
Figure 3.1: Microphone array designs under study, M = 32 and r = 0.1 m.
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Table 3.1: Sensor spacings and theoretical aliasing frequencies of tested micro-
phone arrays.
Array L R C DC S C-RC C-RS S-RS
Spacing (mm) 6.5 28.6 19.6 31.2 64.4 19.6 19.6 69.0
Theoretical fa (kHz) 26.6 6.0 8.7 5.5 2.7 8.7 8.7 2.5
arrays, thus impacting on the theoretical aliasing frequency (see Sec. 3.2.3) as
shown in Table 3.1. The inner radius of DC is 0.08 m.
Unbaffled arrays (L, R, C, DC, S) are modelled as:
aopm (k, rm) = e
ikT rm , (3.1)
where aopm is the open array manifold transfer function for a plane wave travelling
from the sound source to the mth microphone.
In cylindrical coordinates, Eq. (3.1) can be approximated as a Fourier Series
using the Jacobi-Anger expansion (Teutsch, 2007) of order Na (maximum order
of the array manifold), as per (C.2):
aopm (k, rm) = e
ik cos θzm
Na∑
n=−Na
inJn(krm sin θ)e
in(φm−φ), (3.2)
where Jn is the Bessel function of order n. While open array manifolds can be
expressed either in complex exponential (3.1) or harmonic decomposition (3.2)
forms, the sound pressure on baffled arrays can only be represented via inverse
cylindrical or spherical harmonic transforms (Jarrett et al., 2012) as shown in
the following.
The transfer function of a microphone array on an infinitely long rigid cylin-
der in a horizontal plane results in accurate approximation to its finite-length
counterpart provided its length is at least 2.8 times the radius (Teutsch &
Kellermann, 2006). Using this assumption, the array manifold of C-RC for an
arbitrary plane wave direction ∀ θ 6∈ {0, pi} becomes (see Appendix C.1 for
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derivation):
aRCm (k, rm) =
2eik cos θzm
ipikrm sin θ
Na∑
n=−Na
in ein(φm−φ)
H
′(2)
n (krm sin θ)
, (3.3)
where H
′(2)
n is the derivative of the Hankel function of the second kind.
The plane-wave transfer function for a microphone array mounted on a rigid
sphere (C-RS and S-RS) is (see Appendix C.2 for derivation):
aRSm (k, rm) =
1
i (krm)
2
Na∑
n=0
in (2n+ 1)
h
′(2)
n (krm)
Pn (cos Θ) , (3.4)
where h
′(2)
n is the derivative of the spherical Hankel function of the second kind,
Θ = Ωm−Ω, Pn is the Legendre Polynomial of order n comprising the sum of
the spherical harmonics of all degrees |q|≤n as per Eq. (B.40). For S and S-RS,
sensors are nearly uniformly distributed, corresponding to the centres of the
faces of a truncated icosahedron (Mh Acoustics, 2013). This is chosen given
the lack of exact uniform spherical distribution for M = 32 (only available for
M = {4, 6, 8, 12, 20}, known as Platonic solids (Rafaely, 2005)), while trying to
achieve as uniform sampling as possible, first to be consistent with the rest of
uniform arrays and second to optimise the positions of the microphones over the
sphere (thus ruling out equiangular and Gaussian sampling schemes (Rafaely,
2005)). Other nearly uniform sampling approaches include t-design (Hardin &
Sloane, 1996), which ensures that sampled polynomial functions up to order
t are equal to their continuous counterparts; and methods that minimise the
sum of the squared distances of the points (Saff & Kuijlaars, 1997; Fliege &
Maier, 1999). However, unlike the latter, the truncated icosahedron does not
need numerical computation as the positions are available (Mh Acoustics, 2013),
making it consistent for different beamforming evaluations.
Note Eqs. (3.2), (3.3) and (3.4) are approximations of the equivalent infinite
series Eqs. (C.2), (C.18) and (C.33) respectively. Moreau et al. (2006) showed
this approximation results in an error of up 4% for Na=dkmaxrme, where kmax
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is the maximum wavenumber to be represented and d·e is the ceiling function,
representing the smallest integer greater than or equal to its argument. In this
thesis, to achieve an accurate representation over the entire audio bandwidth
up to fmax = 20 kHz, Na = d1.1kmaxrme = 41 following Jarrett et al. (2012),
which according to Moreau et al.’s (2006) expression results in an error smaller
than 0.05% (i.e. −33 dB) at all frequencies.
Before analysing the effects on the beamformer output, the impact of the ar-
ray geometry on the acoustic transfer function can be evaluated. While the
magnitude response of all open arrays is unity at all frequencies and angles,
baffled arrays exhibit an azimuth and frequency dependent response as shown
in Fig. D.1 for C-RC and C-RS. While both arrays feature a 6 dB high frequency
amplification on axis, this occurs at a lower frequency for C-RC compared to
that of C-RS. A more detailed discussion is given in Appendix D. On the other
hand, all arrays exhibit azimuth and frequency dependent phase responses. In
the following, the concept of effective aperture is introduced as an alternative
representation of the array manifold phase response, which will be relevant in
the subsequent analysis of the beamformer output responses in Sec. 3.4.
3.1.1 Effective aperture
The concept of effective or virtual modal aperture was previously used to de-
scribe the effect of cylindrical and spherical baffles on circular and spherical
arrays, respectively using MB (Teutsch & Kellermann, 2006; Teutsch, 2007).
Here, an alternative representation is employed that can account for arbitrary
array geometries, while combining all modal responses from the inverse Fourier
transform representations from Eqs. (3.2)–(3.4) through the array manifold
phase responses. These phase responses feature significant variations as a func-
tion of frequency and azimuth. Thus, it is informative to express them in terms
of the equivalent distances travelled by the propagating plane wave, which is
referred here as the effective aperture 1 2reff. This is defined here as the phase
1The term aperture in the literature is often reserved for a continuous sensor while here
it is used to refer to the distance (whether physical or equivalent in the case of the effective
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of the ratio of the array manifold transfer functions for a microphone position
normal to the plane wave of incidence φ1 and that at the other sensors φm with
m=1, 2, . . . ,M , and divided by the wavenumber k:
2reff(ω, φ1, φm) =
1
k
∠
(
a(ω, φ1, φ1)
a(ω, φ1, φm)
)
. (3.5)
The effective aperture is more intuitive when normalised by the maximum aper-
ture, which is 2r for all arrays from their imposed maximum aperture constraint.
The advantage of this effective aperture ratio is twofold: it is independent of
the size of the array and it represents the gain in phase response compared to
a free field array, whose ratio is always 1 (for the furthest microphone from the
plane wave incidence) or less (for other microphones). The effect of effective
aperture ratio is first illustrated for baffled and unbaffled circular arrangements
since they share the same microphone aperture, before evaluating it on all the
array designs under study.
The effective aperture ratio for circular configurations is shown in Fig. 3.2 as a
function of sensor angle with respect to the plane wave incidence 2. For kr=0.1
baffled arrays achieve a much larger effective aperture ratio than C, peaking at
φ1 − φm = 180◦ with values of 2 and 1.5 for C-RC and C-RS compared to
1 for C. As frequency increases the differences across these arrays narrow for
sensor angles close to that of plane wave incidence. However, even at kr= 10
the effective aperture ratio for baffled arrays is 30% larger than that for C at
φ1 − φm=180◦.
The linear slope of the phase response above |φ1 − φm|≈ 100◦ for kr= 10 and
baffled arrays suggest that in this frequency range the phase response is directly
related to the geometrical circumference of the cylinder/sphere. Assuming the
wavefront arriving at the opposite side of the baffle propagates mainly in free
field for |φ1 − φm|<90◦ and diffracts around the scatterer for |φ1 − φm|>90◦,
the equivalent distance is r+pi/2r, i.e. (2 +pi)/4=1.29 when normalised by the
aperture) of a (continuous or sampled) receiving sensor, while most of our discussion centres
around microphone (sampled) arrays.
2Note the effective aperture is symmetric, hence the absolute angle difference |φ1 − φm| is
plotted in Fig. 3.2.
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Figure 3.2: Effective aperture ratio of circular arrangements as a function of
angle difference between sensor normal to the plane wave incidence and the
others; kr=0.1 (left), kr=1 (middle) and kr=10 (right).
Figure 3.3: Effective aperture ratio of circular arrangements as a function of
frequency/kr for angle differences of 90◦ (left) and 180◦ (right) between sensor
normal to the plane wave incidence and another sensor. Legend as per Fig. 3.2.
Figure 3.4: Effective aperture ratio of all arrays with each array’s values ranked
in increasing order as a function of sensor index m with m= 1 normal to the
plane wave incidence; kr=0.1 (left), kr=1 (middle) and kr=10 (right).
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maximum aperture. This approaches the 30% increment mentioned previously
for kr1 and φ1−φm=180◦ shown in Figs. 3.2 and 3.3. This confirms that this
simple model of the wave propagating in a free field over half the baffle diameter
and diffracted around the scatterer for the other half explains its propagation at
high frequencies. More importantly, C-RC and C-RS produce greater effective
aperture than C even in the higher frequency range. Fig. 3.3 shows an equivalent
representation as a function of frequency and kr. At low frequencies, C-RC’s
effective aperture is the same as and twice that of the maximum array aperture
for |φ1 − φm|=90◦ and |φ1 − φm|=180◦, respectively, i.e. twice that of C.
The effective aperture ratio can also be shown for the remaining arrays. In
this case, since they do not share the sensor positions, the effective aperture
ratio for all microphones of each array is ranked in increasing order to compare
the increase in effective aperture as a function of sensor for all arrays. This is
shown in Fig. 3.4 at three frequency values. All open arrays have an effective
aperture that is independent of frequency since their sensor phase differences are
only dependent on the incident plane wave direction propagating in free field.
In addition, all open arrays other than R have a maximum effective aperture
equal to the maximum physical aperture since the distance between the two
furthest microphones is 2r. For 16 < m < 32 it can be seen that C achieves
larger effective aperture ratio than those of DC and especially L. Similarly,
for m< 16 the effective aperture ratio is smaller. This means that the phase
differences between microphones other than the two most extreme (e.g. m= 3
and m= 30) are larger than those of L, given its cosine response compared to
L’s linear response. This will result in an improved low frequency response as
it will be shown in Sec. 3.4. R on the other hand, achieves the smallest effective
aperture as a result of its 8×4 arrangement, which results in a reduced distance
of 0.086 m (2reff/2r= 0.43) between the two furthest microphones for a plane
wave at φ1 = 0. It also features a staggered response, that increases every 8
microphones since all 8 microphones with the same y coordinate result in the
same phase difference. Similarly, all other arrays in Fig. 3.4 feature a staggered
profile since they all have microphone positions with symmetry with respect to
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the plane wave direction, except for L.
Baffled arrays achieve higher effective aperture ratios than all open arrays.
Among baffled arrays, the effective aperture ratio between the furthest micro-
phones is greatest for C-RC with a value of 2 for kr=0.1 as reported previously,
followed by C-RS and S-RS with 1.5. The rigid-sphere factor of 1.5 was stated
by Meyer (2001) from a previous derivation by Kuhn (1977). As frequency
increases, the relative differences among baffled arrays narrow as mentioned
above in the discussion about Fig. 3.2. For pairs of microphones other than the
furthest two, the effective aperture is also greater for C-RC than for C-RS and
in turn for the latter compared to S-RS.
These results of effective array aperture will have implications on the relative
beamforming performance among arrays, which is analysed in the remainder of
this chapter.
3.2 Evaluation metrics
The previous section analysed the effects of the acoustic responses of different
array designs. In the following, the performance of these array designs at the
beamformer output is evaluated, i.e. considering both the acoustic and signal
processing stages. This section presents a range of physical metrics related to
the beamforming performance which will be used to evaluate the performance
of the arrays under study to capture audio objects. Using a range of these
measures will allow to assess different aspects of the captured objects and reveal
the strengths and weaknesses of different arrays in combination with various
beamforming methods. Since we are concerned with horizontal sound fields,
spatial metrics are only a function of azimuth φ. Metrics can in principle be
derived analytically, but this becomes intractable for anything other than the
simplest cases. The present work relied on numerical calculations therefore to
enable comparisons across the selected array designs with various beamformer
designs. General definitions are given below, with analytic expressions for DSB
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with a L array which can be written concisely. A summary of all the evaluation
metrics introduced is given in Table 3.2.
3.2.1 Beampattern
The beampattern is a metric that fully quantifies the array processing transfer
function over steering angle and frequency. It is defined as the magnitude of
the directional response (see Eq. (2.42)) (Bai et al., 2013):
|d(ω)| = |wH(ω)A(ω)|. (3.6)
For L with DSB the beampattern becomes (Benesty et al., 2008; Viberg, 2014)
|d(ω, φ)| = | sin
(
Mk∆r (sinφ− sinφl) /2
) |
|M sin (k∆r (sinφ− sinφl) /2) | , (3.7)
where φl is the look azimuth angle and ∆r is the sensor spacing.
Additional metrics that summarise aspects of the beampattern are included be-
low. These are a function of frequency only, rather than frequency and steering
angle, thus being more specific and interpretable.
3.2.2 Beam width
Beam width (BW) is a measure of the spatial resolution to discriminate between
the target and unwanted sources. It is defined as the angular distance between
the two beampattern nulls delimiting the mainlobe (Goodwin & Elko, 1993):
φnull1(ω) =min
φ
(
arg{d(ω, φl + φ) = 0}
)
φnull2(ω) =max
φ
(
arg{d(ω, φl − φ) = 0}
)
BW(ω) = φnull1(ω)− φnull2(ω),
(3.8)
∀ φ ∈ [0 2pi). The Rayleigh criterion, which states the resolution limit for two
sources to be just resolved from the beampattern, is simply half the beam width
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(Bai et al., 2013; Viberg, 2014) since the beampattern is symmetric with respect
to the look direction.
For L with DSB, BW is calculated equating Eq. (3.7) to zero and rearranging
for φ (Goodwin & Elko, 1993):
BW = arcsin
(
c
M∆rf
+ sinφl
)
+ arcsin
( −c
M∆rf
+ sinφl
)
. (3.9)
When L is steered broadside (LB), Eq. (3.9) further reduces to:
BW = 2 arcsin
(
c
M∆rf
)
≈ 2c
M∆rf
, (3.10)
with the right-hand approximation being most accurate at high frequencies.
3.2.3 Frequency range
It is important to establish the operating frequency range of the array-beamfor-
mer since this will determine how suitable it is for wideband applications. This
however is not formally defined usually. Here, the operating frequency range
is the frequency range between the minimum spatial frequency (fmin) and the
aliasing frequency (fa). fmin is defined here as the minimum frequency whose
BW is smaller than 2pi:
fmin =
1
2pi
min
ω
(
arg{BW(ω) < 2pi}) . (3.11)
For a L and DSB, fmin can be calculated equating Eq. (3.7) to zero and rear-
ranging for the lowest f :
fmin =
c
M∆r| sinφ− sinφl| , (3.12)
where fmin = c/(M∆r) for LB and fmin = c/(2M∆r) for linear endfire (LE).
The theoretical aliasing frequency is the upper limit above which the phase
difference of the signals captured by two adjacent sensors cannot be resolved,
analogous to the Nyquist principle for sampling continuous time signals. For
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L with DSB, fa can be calculated as the first frequency that cannot resolve
the argument of the sine term in the denominator of Eq. (3.7). This results in
(Goodwin & Elko, 1993)
fa =
c
∆r| sinφ− sinφl| . (3.13)
Eq. (3.13) is also equivalent to fa for linear loudspeaker arrays (Spors & Raben-
stein, 2006). Eq. (3.13) further simplifies to fa = c/∆r for LB and to
fa, theo =
c
2∆r
, (3.14)
for LE. Eq. (3.14) is often used as a rule of thumb for arbitrary arrays and
beamforming methods due to its equivalence with the time-domain Nyquist
criterion (Benesty et al., 2008). Therefore it is referred here as the theoretical
aliasing frequency, whose values for all arrays under study are given in Table
3.1. Conversely, since the beampattern is dependent on the array design and
beamforming method, so are the aliasing effects. Thus, throughout this thesis
fa is defined as the frequency at which grating lobes due to aliasing exceed
the amplitude of the sidelobes. This definition not only accounts for the sen-
sor spacing, but also for the steering vectors and beamforming method that
determine the aliased response and is calculated numerically.
For LSB, which is able to synthesise frequency-invariant beampatterns, it is
also important to evaluate the frequency-invariant range to understand the
bandwidth within which a desired response is achieved. To calculate this range,
the normalised squared error (NSE) between the target directivity pattern dd
and that synthesised by LSB d(ω, φs) is defined as:
NSE(ω) = 10 log10

S∑
s=1
∣∣d(ω, φs)− dd(φs)∣∣2
S∑
s=1
∣∣d(ω, φs)∣∣2
 . (3.15)
The frequency-invariant region is that whose NSE is below a given threshold.
This threshold is set to NSE(ω)≤−20 dB, corresponding to an error of 1%, pro-
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viding satisfactory target response accuracy. The lower and upper frequencies
to meet this threshold are the onset frequency fo and aliasing limit that bound
the frequency-invariant range.
3.2.4 Sidelobe suppression level
The sidelobe suppression level (SSL) is a measure of the minimum acoustic
rejection with respect to any single direction outside of the mainlobe. It is
defined as the ratio of the directional response at the look direction to that
given by the highest sidelobe, expressed in dB as:
SSL(ω) = 20 log10
|d (ω, φl) |
max
(|d (ω, φom) |) , (3.16)
where φom is any angle outside of the mainlobe, i.e. φom > φnull1 and φom <
φnull2.
3.2.5 Acoustic contrast
Similarly, the acoustic contrast (AC) is a measure of the acoustic rejection at a
predefined direction (e.g. interferer direction) with respect to the look direction.
It is defined as the ratio in dB of the directional response at the look direction
to that at the predefined direction φ0 (Coleman et al., 2015):
AC(ω, φ0) = 20 log10
|d (ω, φl) |
|d (ω, φ0) | . (3.17)
3.2.6 Array gain
The metrics defined above quantify particular aspects of the directional response
regarding frequency, angle or magnitude. The overall improvement in sensitivity
under different noise conditions can be evaluated with the array gain (AG),
defined as the ratio of the SNR at the array output SNRarray to the SNR for a
76 Chapter 3. Microphone array geometry comparison
single sensor SNRsensor, for an arbitrary noise field (McCowan, 2001; Bai et al.,
2013):
AG(ω) =
SNRarray
SNRsensor
. (3.18)
To express the AG under common noise fields, it is useful to derive the power
spectral densities at the array output Ryy for the signal and noise terms. Thus:
Ryy = w
H(ω)Rxx(ω)w
H(ω). (3.19)
In the case where only the desired signal is present, i.e. assumed to be at the
look direction, Eq. (3.19) becomes:
Ryy,s = Rss(ω)|wH(ω)al(k, r)|2, (3.20)
where Rss(ω) = E
[
s(ω)s∗(ω)
]
. Similarly, for a noise-only sound field
Ryy,vv = w
H(ω)Rvv(ω)w
H(ω). (3.21)
3.2.7 Directivity factor and directivity index
The directivity factor (DF) is defined as the AG in presence of a diffuse noise
field (McCowan, 2001; Bai et al., 2013) (i.e. stationary and spatially homoge-
neous). In this case, Eq. (3.21) simplifies to:
Ryy,diff = Rvv(ω)w
H(ω)Γdiff(ω)w
H(ω). (3.22)
Substituting Eqs. (3.20) and (3.22) into (3.18), results in (McCowan, 2001):
DF(ω) =
Ryy,s
Ryy,diff
Rss
Rvv
=
Rss(ω)|wH(ω)al(k, r)|2
Rvv(ω)wH(ω)Γdiff(ω)wH(ω)
Rss
Rvv
=
|wH(ω)al(k, r)|2
wH(ω)Γdiff(ω)wH(ω)
.
(3.23)
Thus, DF is the ratio of the response at the look direction to the average diffuse
power. It is therefore a measure of the directionality of the array-beamformer.
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Note that the denominator in (3.23) is identical to the cost function in (2.44),
showing that the SDB maximises DF.
The directivity index (DI) is simply the DF expressed in dB:
DI(ω) = 10 log10
(
|wH(ω)al(k, r)|2
wH(ω)Γdiff(k, r)w(ω)
)
. (3.24)
3.2.8 White noise gain
The white noise gain (WNG) is the AG under spatially uncorrelated noise
(McCowan, 2001; Bai et al., 2013):
WNG(ω) = 10 log10
(
|wH(ω)al(k, r)|2
wH(ω)w(ω)
)
. (3.25)
It therefore represents the gain (in dB) in SNR at the beamformer output com-
pared to a single sensor for spatially uncorrelated noise. It is a measure of ro-
bustness of the beamforming weights against microphone self-noise, and phase,
gain and positioning deviations from nominal values. Higher values indicate
higher robustness or equivalently, lower noise sensitivity. DSB is the beam-
former that maximises WNG. Note in Eqs. (3.23)–(3.25), |wH(ω)al(k, r)| = 1
for all beamformers with a distortionless constraint at the look direction.
3.3 Setup
The performance of the eight array geometries (L, R, C, DC, S, C-RC, C-RS,
S-RS) shown in Fig. 3.1 is evaluated over a horizontal sound field with the
following beamformers: DSB, SDB, MVDRB and LSB. DSB, SDB, MVDRB
are selected here as they are widely used in the FSB literature. These are
optimal according to different criteria as described in Sec. 2.3.1. The LSB is
included due to its ability to synthesise frequency-invariant beampatterns.
78 Chapter 3. Microphone array geometry comparison
Table 3.2: Summary of beamforming evaluation metrics.
Metric Equation Relevance
Beam-
pattern
|d(ω, φ)| = |wH(ω)A(ω)|
Complete characterisation
of magnitude response as a
function of steering angle
and frequency
Beam-
width
BW(ω) = φnull1(ω)− φnull2(ω) Resolution ability to sepa-rate sources in space
Minimum
frequency
fmin = min
(
arg
{
BW(ω) < BWmax
}) Minimum frequency above
which spatial separation
occurs
Aliasing
frequency
- -
Frequency above which
the beampattern exhibits
higher sidelobes
Onset fre-
quency
fo =min
arg

S∑
s=1
∣∣d(ω, φs)− dd(φs)∣∣2
S∑
s=1
∣∣d(ω, φs)∣∣2 ≤0.01


Frequency above which the
target directivity pattern
(for LSB) is achieved
Sidelobe
suppres-
sion
SSL(ω) = 20 log10
|d (ω, φl) |
max
(|d (ω, φom) |) Minimum acoustic rejec-tion at any given direction
Acoustic
contrast
AC(ω, φ0) = 20 log10
|d (ω, φl) |
|d (ω, φ0) |
Acoustic rejection at a
given direction with re-
spect to the look direction
Directivity
index
DI(ω) = 10 log10
(
|wH(ω)al(k, r)|2
wH(ω)Γdiff(k, r)w(ω)
) Measure of directionality
allowing to better sepa-
rate sources distributed in
space
White
noise gain
WNG(ω) = 10 log10
(
|wH(ω)al(k, r)|2
wH(ω)w(ω)
) Measure of robustness
against sensor noise and
array manifold deviations
from nominal values
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All beamformer weights were calculated for a look direction ϕl = 0
◦ (where
ϕ=90−φ as per Fig. 2.1), subject to a WNG constraint (WNGmin) of −10 dB
unless otherwise stated, to limit the sensitivity to mismatches between nominal
and actual array manifold responses encountered in practice. Thus, the regu-
larisation parameter β(ω) is implicitly derived to meet WNGmin. L was pointed
endfire to ϕl=0
◦.
To be able to evaluate the beampattern of MVDRB without a given input
signal, it was modelled as a data-independent beamformer assuming a diffuse
field with an interferer at ϕi = 60
◦.
The target pattern for LSB is a 4th-order hypercardioid. This choice of target
pattern, which is fixed in this chapter, can be justified as follows:
• hypercardioid patterns are frequency-invariant providing a consistent di-
rectivity response with frequency;
• hypercardioid patterns maximise the directivity index for a given order
N (Elko, 2004); and
• a low-order target pattern ensures a wider synthesised frequency-invariant
response, as will be shown in Chapter 4.
Note that hypercardioid patterns have also been the target patterns designed
with DMs (Elko, 2004; Benesty & Chen, 2013) and approaches similar to MB
e.g. (Huang et al., 2017). However, unlike these, LSB is regularised, stabilising
the steering matrix inversion in (2.52), thus limiting the array’s mismatches in
microphone characteristics (gain, phase, position) and self-noise. Mathemati-
cally, hypercardioid patterns in cylindrical sound fields are defined as follows:
dd(φs) =
1
2N + 1
N∑
n=0
cn cos[n(φs − φl)], (3.26)
where φl and φs are the azimuths at the look and sth steering directions, re-
spectively and c = [c0, c1, . . . , cN ] are the real coefficients for natural (n ≥ 0)
cylindrical harmonics (Huang et al., 2017), with c0 = 1 and cn = 2 ∀ n 6= 0
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Figure 3.5: Beampatterns for different beamformers and C-RC. Dashed red
lines show theoretical fa.
(Teutsch & Kellermann, 2006). Note Eq. (3.26) is equivalent to Eq. (2.91),
except the coefficients are normalised by the total number of harmonics.
3.4 Results
This section presents the results of the performance of the arrays under study
with the different beamformers, evaluated in terms of the beampattern, fre-
quency range, beamwidth, directivity, robustness and sidelobe suppression.
3.4.1 Beampattern
The beampattern characterises the effect of beamformer and array design choices
for an arbitrary sound field. To first illustrate the effect of beamformer, Fig. 3.5
shows the beampattern for DSB, SDB, MVDRB and 4th-order hypercardioid
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Figure 3.6: Beampatterns for all arrays from Fig. 3.1 and LSB. Dashed red lines
show theoretical fa.
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LSB (shortened as LSB henceforth) with the C-RC. The shape of beampat-
tern changes significantly for these beamformers: DSB is the most frequency
dependent beamformer with omnidirectional response below 300 Hz, narrowing
rapidly with frequency; SDB is the most directive with gradual beam narrow-
ing and larger attenuated region as frequency increases; MVDRB’s response
approaches that of SDB with greater attenuation at the interferer; LSB pro-
vides a fixed beampattern within the array design’s operating bandwidth while
at low frequencies it becomes broader and attenuated due to the regularisation
to meet WNGmin.
On the other hand, the overall shape of the beampattern is more similar across
different arrays with the same beamformer. An example is shown in Fig. 3.6
for LSB with all array geometries under study. The beampatterns for all arrays
and DSB, SDB and MVDRB are shown in Figs. D.2, D.3 and D.4, respectively.
Despite the more similar beampattern shape among arrays, the array design has
significant effects in terms of frequency range, resolution, directivity, robustness
and sidelobe suppression. These are analysed in more detailed below.
3.4.2 Frequency range
The main effect of the array geometry is the operating frequency range. This can
be seen in Fig. 3.6 where the onset and aliasing frequencies differ significantly
across arrays. The operating frequency ranges of all arrays with DSB, SDB and
LSB are shown in Fig. 3.7. Note, here WNGmin = 0 dB so the differences in
fmin among arrays become apparent in the frequency range of interest
3. For a
fixed number of sensors, the more dimensions the array spans, the smaller the
operating bandwidth. In this case, with M = 32 and fixed maximum aperture
of 0.2 m (r=0.1 m), different spacing leads to different fa, ranging from 3 kHz
for S to over 27 kHz for L, with DSB. On the other hand, to the best of this
author’s knowledge, the minimum frequency is not reported in the literature.
Despite physically constraining the maximum aperture to 2r for all arrays, fmin
3A WNGmin =−10 dB would have lowered fmin for all arrays, some of which being below
32 Hz.
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varies across arrays due to their sensor phase differences, or equivalently their
effective apertures as introduced in Sec. 3.1.1. There, the effective aperture
was used to show the effect of array geometry on the acoustic response (i.e.
before applying the beamformer) and here is used to explain the differences in
beamforming performance metrics among arrays, which are the result of the
acoustical and signal processing stages (as per Fig. 2.2).
The first metric is fmin. Results show that R has the highest fmin. This is the
result of it having the smallest effective aperture as shown in Fig. 3.4, due to
its sensors’ proximity to the origin. Its fmin is 2.2 times that of the highly-
separated circular arrangement, C as given in Table 3.3. L follows, whose fmin
is around 20% higher than that of C. In this case, while both arrays have the
same maximum aperture, the phase differences of microphones other than the
furthest two are greater for C compared to L as reported in Sec. 3.1.1, resulting
in an improved effective aperture which translates into a lower fmin. Van Trees
(2002) showed the lower first zero crossing of the zeroth-order modal response
for a continuous circular aperture compared to that of a linear one, with a ratio
of 1.31. However, this was not expressed in terms of the fmin or evaluated with
FSB. With diffraction around a baffle, the larger effective apertures shown in
Sec. 3.1.1 from their higher phase differences also result in lower fmin. For C-RC
and C-RS, fmin reduced with respect to C by factors of 2.0 and 1.5 respectively.
This in fact corresponds to the effective aperture ratios of these two arrays and
C (which has no baffle) between the closest and furthest microphones shown in
Fig. 3.4 for kr < 1. Thus, the gain in effective aperture ratio for the furthest
two microphones due to the baffle is the same gain obtained in the minimum
frequency of the beampattern, representing another novel finding.
Note that the ranking of these arrays in terms of fmin and fa is consistent
for the three beamformers shown in Fig. 3.7. The ranking of arrays regard-
ing frequency range in octaves given in Table 3.4 also remains consistent with
beamformers. Moreover, the ratios of fmin for all arrays with respect to that
of C reported in Table 3.3 are nearly independent of the beamformer. This
shows that the physical arrangement of microphones impacts consistently on
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Figure 3.7: Bandwidth of all arrays with DSB, SDB, and 4th-order LSB and
WNGmin =0 dB. LSB’s frequency-invariant range indicated with vertical lines.
Table 3.3: Ratio of fmin for all arrays and that of C for each beamformer. Best
array(s) for each beamformer in bold.
Beamformer L R C DC S C-RC C-RS S-RS
DSB 1.2 2.2 1.0 1.1 1.3 0.5 0.6 0.8
SDB 1.2 2.2 1.0 1.1 1.2 0.5 0.7 0.8
MVDRB 1.0 2.2 1.0 1.1 1.2 0.5 0.7 0.8
LSB 1.2 2.2 1.0 1.1 1.2 0.5 0.7 0.8
Table 3.4: Frequency range between fmin and fa in octaves for all arrays and
beamformers and WNGmin =0 dB. Best array(s) for each beamformer in bold.
Beamformer L R C DC S C-RC C-RS S-RS
DSB 5.0 2.0 3.7 2.8 2.0 4.7 4.4 2.6
SDB 8.3 5.2 7.0 6.9 6.1 8.0 7.6 6.8
MVDRB 8.4 5.1 6.8 6.7 5.9 7.8 7.3 6.7
LSB 8.4 5.2 7.4 6.8 6.1 8.4 8.0 6.8
Table 3.5: Frequency-invariant range (fo to fa) in octaves for 4th-order hyper-
cardioid LSB and all arrays and WNGmin =0 dB. Best array in bold.
Beamformer L R C DC S C-RC C-RS S-RS
LSB 3.7 2.1 3.6 3.0 2.2 4.0 3.9 2.8
3.4. Results 85
the arrays’ operating bandwidth for multiple beamformers.
The beamformer, on the other hand, can further extend the arrays’ operating
range. SDB and LSB significantly lower fmin compared to DSB for all arrays.
This shows that the improved low frequency performance shown in Fig. 3.5
has the equivalent effect of extending the minimum frequency of directional-
ity. Some configurations also extend fa beyond the theoretical values from
Eq. (3.14) reported in Table 3.1 and those obtained numerically by DSB: DC,
S and S-RS with SDB, and all arrays except L and R for LSB. This is shown in
Figs. 3.6 and 3.7 where the red dashed lines indicate the fa, theo. This indicates
that beamformers with amplitude weights and certain arrays can diminish some
aliasing effects by weighing sensors differently that would otherwise occur when
combining all microphones evenly, thus effectively extending the aliasing fre-
quency. In addition, Fig. 3.7 shows that for circular arrangements with LSB fa
extends even beyond that of SDB, i.e. from 8.5 kHz to 12 kHz. DSB and SDB’s
first aliased lobes are frequency and angle dependent as shown in Figs. D.2 and
D.3, whereas they occur nearly at the same frequency at all angles for LSB as
per Fig. 3.5. This shaping of the aliasing lobes as a result of the least-squares
fit leads to an extension of its upper limit when synthesising low-order patterns
with circular arrangements.
Finally, the frequency-invariant range for the LSB is also shown in Fig. 3.7 with
vertical lines. The onset frequency of the frequency-invariant region fo is higher
than fmin for all arrays, yet with nearly identical ranking of arrays. The only
exception is L achieving the highest fo. This results in C-RC not only having
the lowest fo but also the widest frequency-invariant range in terms of octaves
as given in Table 3.5. While different arrays were used with LSB by Farina et al.
(2014), including one similar to C-RC, different orders were used for different
arrays preventing a direct comparison of their frequency-invariant responses.
Summarising, the array geometry has a huge impact on the frequency range of
the array-beamformer response which is very important in object capture. L
achieves the widest overall frequency range yet shifted towards higher frequen-
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Figure 3.8: DI of all arrays with SDB (top) and LSB (bottom) below fa (marked
at the top of each graph). Legend as per Fig. 3.9.
Figure 3.9: WNG of all arrays with LSB below fa (marked at the top of the
graph); note different frequency axis compared to Fig. 3.8.
cies compared to the other arrays. Baffled circular arrays (C-RC and C-RS)
achieve nearly the same bandwidth in terms of octaves, with extended low-
frequency range due to the diffraction of the baffle, and even wider frequency-
invariant range than L. Conversely, R and S achieve the narrowest ranges.
3.4.3 Resolution and directivity
Beam resolution and directivity are important to improve the isolation from
adjacent sources and, in addition to the beamforming method, depend on the
array design. Spatial resolution is inversely proportional to frequency, and ar-
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ray size (Goodwin & Elko, 1993; Christensen & Hald, 2004) (see Eq. (3.9)).
This section shows how the effective aperture of the array also determines the
resolution and directivity, even with a maximum aperture limit as considered
here. Due to the inverse relationship of resolution and frequency, at low fre-
quencies BW follows the same ranking as fmin, as shown in Figs. D.5 and 3.7,
respectively. This in turn determines DI, which is shown for SDB in Fig. 3.8
(top). Baffled circular arrays perform best (BW=66◦, DI=10.6 dB at 1 kHz),
followed by S-RS (74◦, 10.1 dB). Among open arrays, circular arrangements
(72◦, 10.3 dB) are superior to S and R (78◦, 9.9 dB), with L performing the
worst (≥98◦, 8.8 dB).
Hence, while the highest directivity is theoretically achieved by L (DImax =
10 log10(2M − 1)) (Elko, 2004; Bitzer & Simmer, 2001), this is only for uncon-
strained SDB or DMs, which are extremely sensitive to deviations from ideal
microphone characteristics (Cox et al., 1986). For robust beamforming required
for practical recordings, baffled circular arrays achieve the highest directivity
(and resolution) due to their increased effective aperture, being up to 3 dB
higher than that for L with SDB.
The same DI and therefore ranking are seen with LSB at low frequencies in
Fig. 3.8 (bottom). Since the hypercardioid maximises DI for a given order
(Elko, 2004), being N = bM/2c for circular arrays (Teutsch & Kellermann,
2006; Benesty et al., 2015), SDB can be regarded as a 16th-order hypercardioid
for M=32. Without a constraint on the norm of the beamformer weights (e.g.
WNG), the higher order of SDB would lead to higher DI and lower WNG than
those for the lower order LSB, e.g. as shown by Huang et al. (2018). However,
given the robustness constraint, below fo both regularised beamformers synthe-
sise the same beampattern (except for LSB’s non-equalised on-axis response),
thus showing the same DI for all arrays. The DI for all arrays with DSB can
be compared against those with SDB and LSB in Fig. D.6.
In Summary, for robust practical beamforming the directivity of these arrays
rank as: C-RC, C-RS, S-RS, C, DC, S, R, and L.
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3.4.4 Robustness
The array geometry also impacts on the robustness of the array output. Fig. 3.9
(bottom) shows the WNG for all arrays with LSB. It can be seen that the baffled
circular arrays feature the highest (best) WNG whereas L achieves the lowest.
WNG for C and DC shows a significant number of dips at particular frequencies.
These correspond to Bessel function singular frequencies from Eq. (3.2), being
sampled at the same radius for all microphones and becoming ill-conditioned
when inverted. While this has been widely reported in MB/HOA (Rafaely,
2005; Kuntz & Rabenstein, 2009a,b), here it is shown that it also applies to
FSB relying on the array manifold inversion, including LSB, SDB and MVDRB.
Due to the robustness constraint, the WNG dips are limited to −10 dB. This
constraint causes the directional response of these arrays to differ from the ideal
response at those frequencies (even in ideal conditions). These manifest as dips
in the response, e.g. DI for LSB in Fig. 3.8 (bottom). Unlike C, DC overcomes
the singularities below 5 kHz, since it samples the sound field at different radial
positions, thus avoiding the singularities to occur at the same frequencies. At
high frequencies the number of modes is so large that the singularities overlap
for different radii. Hence, careful choice of array radii is crucial, as shown by
Kuntz & Rabenstein (2009b). The WNG for DSB and SDB is shown in Fig. D.7.
Summarising, baffled circular arrays achieve the highest robustness over the
widest range, their open counterparts exhibit dips in robustness from the Bessel
singularities and linear arrays have the lowest robustness throughout.
3.4.5 Sidelobe suppression
The SSL is shown in Fig. D.8 for all arrays and beamformers under study. The
SSL varies significantly with array geometry for DSB. A constant SSL of 13
dB is achieved by R, S and L, being only 7 dB for C. Baffled arrays have a
SSL with larger attenuation in the lower range, with S-RS having the highest
SSL yet over a narrow range. Conversely, SSL for SDB, MVDRB and LSB is
insensitive to the choice of array, being around 14 dB for all arrays with SDB.
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Thus, the effect of array geometry on SSL is not significant for beamformers
with amplitude weights (i.e. SDB, MVDRB and LSB).
3.5 Effects of design parameters
The results presented above are based on fixed design parameters r, M and
WNGmin, allowing a consistent and systematic comparison of the array designs,
with values chosen to provide a good balance between performance (frequency
range and directionality) and practicality (compactness, cost and processing
power of the array). This section evaluates the effects of other choices of these
parameters on the performance measures presented above.
3.5.1 Aperture limit
Given the inverse relationship between spatial resolution and frequency, for a
different constraint on r, the directional response will scale inversely propor-
tionally with frequency. This can also be deduced from the dependence of the
array manifold transfer functions in Eqs. (3.1)–(3.4) with kr. Thus, decreasing
or increasing r will shift the frequency range up or down, respectively, while
the ranking of array bandwidth in octaves (and consequently that for other
metrics) will remain unaltered. Accordingly, values of kr have been plotted in
Fig. 3.5–3.9. Note however for r 0.1 m, the plane wave assumption will no
longer hold for typical source distances, but more importantly, the array will
not meet the compactness requirement for a practical portable recording device.
3.5.2 Number of microphones
While varying r has the effect of shifting the frequency range, scaling M affects
the aliasing frequency but not the minimum frequency. Using fa, theo, the sensor
spacing can be expressed as a function of M for the different arrays. For L,
fa, theo = c(M − 1)/(4r); for open circular arrays fa, theo = c/(4r sin(pi/M))
(Benesty et al., 2015), which approximates that of baffled circular arrays as M
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increases, i.e. fa, theo =cM/(4pir); for spherical arrays fa, theo≈c
√
M/(8r) which
again is a closer approximation for baffled than open arrays. The theoretical
aliasing frequency based on the numerical sensor spacing for each array is shown
in Fig. 3.10 for M={4, 8, 16, 32, 64}.
It can be seen that the same ranking of arrays is maintained for all M , with the
exception of R, since it is arranged to have the same number of microphones
along y for each x and vice versa. Depending on how M factorises, the spacing
either decreases (increasing fa, theo) or remains the same. From a square M to
a non-square M (e.g. 4 to 8 and 16 to 32), the number of sensors increases only
along one of the dimensions, thus reducing the sensor spacing. However, from
non-square M to square M (e.g. 8 to 16 and 32 to 64), the number of sensors
only increases along the remaining dimension, thus not reducing the minimum
sensor spacing and maintaining the same fa, theo. This explains the fluctuations
of R’s fa, theo over M , which are represented by two distinct trends in Fig. 3.10.
As R approaches a square array its relative fa, theo lowers compared to those
of other arrays, whereas as the number of sensors along one of its dimensions
reduces (approaching the linear array) its fa, theo rises. An example of the latter
is shown for M=8 where only 2 microphones are laid along the y axis.
To confirm that these trends are also representative of the aliasing frequencies
obtained numerically for different beamformers, simulations were rerun for half
and twice the number of microphones used in the original evaluation, i.e. 16 and
64. The results are shown in Fig. 3.11, where the same trends are maintained
for both choices of M . L achieves the highest fa followed by C, C-RC and
C-RS, whose combination with LSB significantly extends their fa as shown in
Fig. 3.7. Conversely, R achieves the lowest fa except for the interaction DSB
with S or S-RS. Therefore, the relative performance of different arrays in terms
of aliasing frequency remains consistent for other choices of M .
In addition to affecting the aliasing frequency, M varies the maximum attenua-
tion and directivity. For instance, for SDB the maximum directivity is given by
DImax = 10 log10(2Nmax + 1) as per Eq. (2.99), where Nmax =M − 1 for L and
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Figure 3.10: Theoretical aliasing frequency as a function of no. of microphones.
(a) M=16
(b) M=64
Figure 3.11: Numerical aliasing frequency for all simulations with M={16, 64}.
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Nmax =bM/2c for circular arrangements (Teutsch & Kellermann, 2006; Benesty
et al., 2015). Thus, DImax will increase with M , yet only at high frequencies
(or not at all) given the robustness constraint, while achieving the same direc-
tivity to that with smaller M at low and mid frequencies. This means that the
maximum directivity may only change in the higher frequency range, and at
nearly identical rate of increase/decrease for all arrays, according to the pre-
vious two equations. Hence, the ranking of array directivity performance will
remain unaltered for other practical choices of M .
3.5.3 Robustness constraint
WNGmin can be modified depending on the expected deviations from nominal
microphone characteristics. A very low WNGmin will allow the beamformer to
theoretically achieve its design contraints, e.g. increasing the DI in the case of
the SDB. However, the resulting uncontrained robustness will lead to significant
performance degradation in practice (e.g. DI in the previous example) due to
minor deviations in microphone characteristics from assumed nominal values.
On the other hand, a very high WNGmin will result in a response close to
that of DSB (since the latter maximises WNG), thus exhibiting similar relative
differences across arrays to those shown here in terms of frequency range, BW
and DI for that beamformer. The effects of regularisation and WNGmin on both
ideal and non-ideal microphone array responses will be further investigated in
Chapter 4.
3.6 Summary
From the literature review in Chapter 2, it was identified that while many
different array designs have been used, there was no comparative study eval-
uating the performance of multiple array designs over a range of metrics that
are required to assess the potential strengths and weaknesses of different ge-
ometries. Therefore, this chapter conducted such a comparative assessment of
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the beamforming performance of several uniform array designs. The findings
of this study lead to the following contributions: 1) to identify the uniform ar-
ray geometry that maximises the overall physical beamforming performance for
directional capture of audio objects in horizontal sound fields; 2) to determine
the interactions between array designs and beamformers regarding their impact
on the evaluation metrics; and 3) to understand the applicability and limits of
these results to other design parameter choices.
In order to make a fair comparison across arrays, the two most practical param-
eters were fixed for all arrays, i.e. the same number of microphones (32) and a
maximum array size (0.2 m). These two values were chosen to provide a good
balance between performance and cost, compactness and processing power of
the array, all of which are required for a practical audio capture. Their perfor-
mance was evaluated with a range of metrics and several widely used FSB with a
minimum robustness constraint. The results show that the array geometry has
a significant impact on frequency range, resolution, directivity and robustness,
with baffled circular arrays performing best in all these attributes. To explain
the differences in beamforming performance across arrays from the acoustic
response, the concept of effective aperture was introduced as the equivalent
distance between microphones based on their phase difference. The circular
configuration is the optimal geometry in a horizontal sound field as it max-
imises the aperture of all the microphones for a given maximum radius, which
results in improved resolution, directivity and extended low frequency range
compared to other arrays such as L, R and S, while confining all the micro-
phones over a single dimension along its perimeter which reduces the spacing,
thus extending the aliasing frequency compared to R and S. Moreover, the ad-
dition of a spherical or cylindrical baffle results in increased effective aperture
compared to the open circular array by a factor of 1.5 or 2, respectively at
low frequencies and by 1.3 at high frequencies for both baffles, as a result of
the diffraction. This further improves resolution, directivity and fmin, making
baffled circular arrays the best performing overall.
Beamformers weigh these inherent array characteristics differently, yet the array
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effects are consistent across beamformers, i.e. the rankings of arrays for each
metric remained unaltered for all beamformers. While fmin is not reported in
the literature, the more directional response of beamformers with amplitude
weights naturally leads them to lower fmin for all arrays, as demonstrated here.
However, a novel result relates to the higher numerical fa compared to the often
quoted value c/(2∆r), which is strictly valid only for a LE with DSB. This
increase includes some arrays with SDB and LSB, depending on the particular
array-beamformer interaction, e.g. fa increases from 8.5 kHz to 12 kHz for open
and baffled circular arrays with LSB. A particular interaction to highlight is the
open circular arrays with beamformers relying on the array manifold inversion,
resulting in robustness dips at Bessel singular frequencies.
Finally, the validity of the performance ranking of arrays, with particular em-
phasis on the best overall performance of circular and cylindrical baffled circular
arrays, was confirmed for different number of microphones and maximum array
size, whereas the effect of minimum robustness was briefly discussed to apply
to values other than those used in this study, yet this aspect will be further
investigated in the following chapter.
Chapter 4
Frequency-invariant
least-squares beamformer:
array geometry, directivity
order and regularisation
4.1 Introduction
Chapter 3 presented an evaluation of the physical performance of various ar-
ray geometries with a range of widely used FSB. Most of these beamformers
showed a frequency-dependent response at directions other than the look direc-
tion. This manifested as beamwidths, sidelobe positions and directivity indices
changing significantly with frequency. As a result the frequency response of
off-axis sources (i.e. outside of the look direction) are low-pass filtered (Elko &
Meyer, 2008; Ward et al., 2001) and potentially exhibiting peaks and troughs
as with DSB, thus being far from flat. In contexts where audio quality is of
concern, methods to approximate a frequency-independent beampattern are de-
sirable, providing more consistent attenuation with frequency than narrowband
beamforming (Ward et al., 2001) and shotgun microphones (Farina et al., 2010;
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Zhou et al., 2018). This is therefore the focus of this chapter.
4.1.1 Frequency-invariant beamforming literature
There exist different approaches to approximate such frequency-invariant beam-
patterns (FIBs). Some of the earliest works relied on harmonically nested sub-
arrays (Zahn et al., 1985; Kellermann, 1991; Khalil et al., 1994), whereby each
subarray’s spacing increases by an integer, usually a factor of 2 to maximise
the number of microphones shared among different subarrays. The subarrays
with the same number of microphones scale with wavelength providing a con-
stant response at different octave centre frequencies, yet with variation within
each octave. To overcome this within-octave variability multibeam beamform-
ers were proposed (Smith, 1970; Goodwin & Elko, 1993). The increasingly
narrower mainlobe with frequency of each beam was compensated by steering
each beam outwards progressively as frequency increased resulting in constant
beamwidth when combined. However, this approach is prone to notches at high
frequencies where the beams no longer overlap, unless a very large number of
beams is used (Ward et al., 2001). To yield a FIB over a wide frequency range,
Chou (1995) combined nested arrays with frequency-dependent FSB. The first
approach to synthesise a FIB rather than just a constant mainlobe relied on
the asymptotic theory of unequally spaced arrays (Doles & Benedict, 1988).
While the relationships between beampattern and array design and weights
were established, this was specific to a given target directivity (Ward et al.,
2001).
DMs are also capable of synthesising FIBs as discussed in Sec. 2.3.2. However,
their small spacing required to achieve the desired directivity and to extend
the frequency range make traditional DMs inherently sensitive to self-noise and
array manifold deviations (Elko, 2004). More recent studies have reformulated
DMs using a beamforming framework (Benesty & Chen, 2013; Pan et al., 2016)
allowing for some robustness improvements yet still suffering from low robust-
ness at low frequencies due to the limited aperture, unless a constraint on the
4.1. Introduction 97
WNG is also imposed. All the above contributions relied on linear arrays.
Circular DMs have also been proposed to steer the array in azimuth yet not
achieving azimuth-invariant steering capability in between sensor angles (Ben-
esty et al., 2015). On the other hand, MB (see Sec. 2.3.3) is an elegant approach
to decouple the frequency and angular components so FIBs can be synthesised.
Nevertheless, most of MB contributions (Teutsch & Kellermann, 2006; Rafaely,
2005) and similar ones (Huang et al., 2017) use circular or spherical arrays
to simplify the harmonic transformation. Moreover, open circular arrays with
these methods suffer robustness degradation at Bessel frequencies (Kuntz &
Rabenstein, 2009a,b; Benesty et al., 2015; Huang et al., 2017).
All these methods focused on a particular array design. Conversely, Ward et al.
(1995) proposed a systematic approach to design FIBs for arbitrary arrays.
However, the general design case becomes too complicated for 2D and 3D arrays,
and their designs were not provided (Liu & Weiss, 2010). Parra (2006) proposed
a method that decouples the spatial and frequency components for generic
arrays, leading to SHD for spherical arrays and Legendre functions for linear
arrays, yet no generic basis functions were proposed irrespectively of the array.
In contrast to the limitations of these methods with respect to arbitrary array
designs, the LSB approximates FIB and it is in principle generalisable to any
given arrangement of microphones while also including a robustness constraint
to limit microphone characteristic deviation. The performance of the LSB has
been evaluated qualitatively for different directivity patterns and arrays (Farina
et al., 2010, 2014). However, a quantitative evaluation of the interactions be-
tween directivity patterns and array designs for different performance metrics
is not available, nor is the effect of regularisation in the achieved beampattern.
4.1.2 Scope of the chapter
This chapter presents a thorough evaluation of the performance of the LSB
with regards to its three most important design attributes: array geometry,
directivity order and regularisation. The objective is to identify the optimal
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choices of these parameters for robust directional audio capture in horizontal
sound fields. Three microphone array designs with a fixed number of micro-
phones and maximum array aperture are considered: R, C and C-RC. These
were selected as they are planar arrays capable of steering the target directivity
in azimuth. Varying orders of hypercardioid beampatterns are evaluated, since
they maximise the DI for a given order (Elko, 2004) and are frequency inde-
pendent. The effects of array geometry, directivity order and regularisation
on the physical performance are evaluated in terms of range of metrics that
allow to judge various performance aspects: the robustness through the WNG
and the error in DI between the target and synthesised beampatterns; the fre-
quency range within which LSB is truly frequency invariant to ensure constant
off-axis attenuation with frequency; and the directional and on-axis responses
to evaluate the overall and target source responses. Moreover, the effects of
typical array manifold errors encountered in practical recordings are simulated
and their interactions with different choices of regularisation parameter are ex-
amined to understand their impact on the above performance measures. From
that, an optimal regularisation is proposed, which minimises the directivity er-
ror with respect to the target response for a given manifold error, in contrast to
fixed WNG constraints (Cox et al., 1986, 1987; McCowan, 2001) or models that
rely on a priori knowledge of the type and magnitude of manifold errors (Doclo
& Moonen, 2003). Finally, the perceptual performance of simulated record-
ings with the LSB is evaluated through an objective model and their results
compared to those from the physical performance assessment. As a result, this
chapter provides the following contributions:
1. Determining the uniform array geometry that maximises the overall phys-
ical performance of the LSB.
2. Identifying the effects of directivity order on directivity and operating
bandwidth of the LSB.
3. Evaluating the effects of different magnitudes and types of microphone
characteristic deviations on the LSB performance.
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4. Proposing an empirical method to derive an optimal regularisation param-
eter that minimises the error between synthesised and target directivities
in presence of array manifold deviations.
5. Evaluating the effects of array geometry and directivity order perceptually
on LSB filtered recordings using an objective model and relate them to
those from physical performance metrics.
This chapter is structured as follows. First, the frequency-independent LSB is
revisited in Sec. 4.2 with particular emphasis on the three design parameters,
namely array geometry, target directivity and regularisation, that are the core
investigation of this chapter. Sec. 4.3 describes the simulation conditions, in-
cluding setup, evaluation metrics and modelling of non-ideal array manifolds.
The effects of regularisation, array design and directivity order are analysed in
Sec. 4.4 based on physical performance measures. Sec. 4.5 subsequently evalu-
ates the perceptual performance of the three array designs for various directivity
orders through an objective model, and their results are discussed with respect
to the equivalent physical metrics.
4.2 LSB parameters
As mentioned above, the LSB is an attractive method to approximate arbitrary
FIBs. However, its design parameters determine the extent to which this FIB
is achieved. To illustrate this point, the solution to the least-squares problem
presented in Sec. 2.3.1.5 is restated here for convenience:
w(ω) =
(
A(k, r)AH(k, r) + β(ω)I
)−1
A(k, r) dHd . (4.1)
Eq. (4.1) shows explicitly how the filter weights are directly dependent on the
three elements of analysis of this chapter: A(ω) is the array manifold steering
matrix which varies with array choice; β(ω) is the regularisation parameter,
thus also impacting on the beamformer output; and dd is the target directivity
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Figure 4.1: Design parameters under study for the least-squares beamformer:
array geometry, manifold errors, target directivity and regularisation.
pattern, for which there exist many choices. From the motivation in the intro-
duction of this chapter, some requirements on dd can be identified: the target
directivity must be frequency-independent and controlled by a single parameter
that systematically varies its directivity. As a result, dd is set as varying or-
ders of hypercardioid patterns (defined in Eq. (3.26)), where the order controls
the directivity. Note hypercardioid patterns maximise DI for each order (Elko,
2004). Thus, array geometry, directivity order and regularisation (with and
without array manifold errors) are the three main parameters of the LSB and
are therefore evaluated in detail in this chapter, as shown in Fig. 4.1.
4.3 Simulations
Since the objective of this chapter is to identify the design choices that max-
imise the performance of the LSB, simulations were performed to systematically
evaluate variations of each parameter. This section describes the simulation
conditions and evaluation metrics.
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4.3.1 Setup
Three planar arrays were selected for this study due to their ability to preserve
the target directivity when steered in azimuth: R, C and C-RC. The array man-
ifold matrices are calculated using Eq. (3.1) for R and C and Eq. (3.3) for C-RC.
These are modelled with the same design settings as in Chapter 3, i.e. M =32
omnidirectional microphones, with a radius of 0.1 m. The target directivities
for the LSB are hypercardioid patterns (see Eq. 3.26) of all odd orders up to
the maximum order of the arrays N = bM/2c = 16 (Teutsch & Kellermann,
2006; Benesty et al., 2015), with S=360 steering directions evenly distributed
on the horizontal plane (i.e. one-degree steering resolution). Typical deviations
in microphone characteristics are accounted for and described in more detail in
Sec. 4.3.2. The effects of these non-ideal conditions are assessed on the LSB
performance with a default calibration error with a standard deviation of 0.2
dB. This is a moderate value yet representative of typical microphone devia-
tions unless all microphones are carefully calibrated prior to each capture, and
chosen to show that even small deviations can have a detrimental impact on the
achieved response. In Sec. 4.4.5, other types and magnitudes of manifold errors
are evaluated. The regularisation parameter β to mitigate the beamformer’s
sensitivity to these array manifold errors is varied at 100 logarithmic intervals
in the range 10−10 to 105. To satisfy a minimum robustness, WNGmin =−10
dB is also tested when specified as an example to evaluate whether moderate
amplification of uncorrelated errors are sufficient to ensure a robust response
in presence of small manifold deviations. In Sec. 4.4.5 an optimal regulari-
sation parameter is derived showing the improvement over the previous two
approaches. All these simulation conditions are illustrated in Fig. 4.1.
4.3.2 Modelling measurement errors
To evaluate the impact of typical deviations in microphone characteristics and
their interactions with array geometry, directivity order and regularisation,
measurement errors encountered in practical audio captures are modelled: cal-
102 Chapter 4. Frequency-invariant least-squares beamformer: array
geometry, directivity order and regularisation
ibration and positioning errors and sensor self-noise. The effects of all these
errors are analysed in Sec. 4.4.5 while only calibration error is considered in
Secs. 4.4.1 and 4.4.2.
4.3.2.1 Calibration error
Calibration error occurs when the sound pressure captured by the microphone
deviates from its nominal value provided by the microphone manufacturer, sub-
ject to a reference sound pressure level (SPL) which is often supplied by mi-
crophone calibrators. Microphone calibration error is modelled as a normally
distributed deviation ∆SPLm ∼ N (0, σ2∆SPL) over the M sensors with a stan-
dard deviation σ∆SPL. Thus, the array manifold accounting for calibration
errors am cal(ω) is given as:
am cal(ω) = 10
∆SPLm/20am ideal(ω), (4.2)
where am ideal(ω) is the original ideal array manifold defined in Eqs. (3.1)-(3.4).
4.3.2.2 Positioning error
It is also common to have certain degree of uncertainty in terms of the exact
placement of the microphones with respect to their nominal positions. For
open arrays this can be modelled as normal distributions over the M sensors
in the three Cartesian coordinates: ∆xm,∆ym,∆zm ∼ N (0, σ2∆x), where σ∆x
generically refers to the positioning offset standard deviation in either Cartesian
coordinate.
However, for rigid spherical and cylindrical configurations it is more common to
misplace the microphones constrained to the surface of the sphere or cylinder
(Rafaely, 2005). To ensure similar displacement of microphones for either array,
equivalent standard deviations in spherical and cylindrical coordinates need to
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be calculated. For C-RC, the deviation in azimuth is given by:
σ∆φ =
√
3/2
σ∆x
r
, (4.3)
while that along z is the same as σ∆x .
For C-RS and S-RS the standard deviations for the inclination and azimuth
angles are:
σ∆θ =
√
3/2
σ∆x
r
σ∆φ =
√
3/2
σ∆x
r sin θ
(4.4)
where the azimuth deviation is compensated for the smaller apparent radius
near the poles (Rafaely, 2005). Note that the normalisation
√
3/2 in Eqs. (4.3)
and (4.4) accounts for the reduced dimensionality from Cartesian to spherical
or cylindrical coordinates when constrained to their surfaces (i.e. r fixed).
4.3.2.3 Sensor self-noise
The thermal noise induced by the microphones themselves generated by the
equilibrium fluctuations of the electric current inside a conductor is known
as sensor self-noise (McCowan, 2001). It is an additive spatially uncorrelated
error modelled as a complex normal distribution over frequency for each sensor
vm(ω) ∼ N (0, 10SNR/10/2)+iN (0, 10SNR/10/2), where SNR = 10 log10
(
σ2s/σ
2
v
)
,
and σ2s and σ
2
v are the variances of the signal and noise, respectively. The array
manifold including sensor self-noise can be expressed as:
amv(ω) = am ideal(ω) + vm(ω). (4.5)
Note that Eq. (4.5) resembles Eqs. (2.39) and (2.40), except in this case the
noise is strictly uncorrelated.
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4.3.3 Evaluation
The performance of LSB for different arrays, directivity orders and regulari-
sation parameters is measured through physical metrics, most of which were
defined in Sec. 3.2. The ideal steering matrix A(k, r) is used for the filter cal-
culation in Eq. (4.1), whereas the directional response in Eq. (2.42) is evaluated
for array manifolds with and without the simulation errors defined in Sec. 4.3.2.
The accuracy of the synthesised pattern in presence of manifold errors with re-
spect to the target pattern can be measured through the NSE of the directional
response defined in Eq. (3.15) and is used to calculate the bandwidth of the FIB
similarly to Chapter 3. Equivalently, the accuracy of the synthesised pattern
can be expressed in terms of the error between the target DI DIid and the DI
in presence of array manifold error conditions DIe(ω):
∆DIid,e(ω) = DIid −DIe(ω), (4.6)
where ∆DIid,e(ω) is the error in DI between the target and array manifold
error conditions. The advantage of using ∆DIid,e(ω) is that it directly conveys
the decrease in directivity expressed in dB, due to non-ideal array manifold
conditions. Similarly, ∆DIid,reg(ω) is the DI error between the target response
DIid and the regularised response in ideal conditions DIreg(ω):
∆DIid,reg(ω) = DIid −DIreg(ω). (4.7)
Note that hypercardioid patterns yield the maximum target DI for each order
N (Elko, 2004), given by (cf. Eq. (2.99)):
DIid = 10 log10(2N + 1). (4.8)
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4.4 Results
This section presents the simulation results, analysing the effects of the hy-
percardioid order, array design and regularisation parameter on the trade-off
between directivity and robustness of the beampattern, the frequency range over
which a frequency independent response is obtained and the on-axis response.
4.4.1 Directivity and Robustness
The dependency of the LSB solution in Eq. (4.1) with frequency and regularisa-
tion determines the relationship between these attributes and evaluation metrics
such as DI and WNG and those introduced in Sec. 4.3.3. This will reveal the
fundamental trade-offs involved in the beampattern design. Figs. 4.2a–c show
the effect of regularisation on DI error under ideal conditions for the three ar-
rays, illustrated with a 7th-order target beam. It can be seen that, for each
regularisation value, there is a minimum frequency at which zero DI error is
achievable, and that the DI error for a certain frequency increases with regu-
larisation. This implies that, to achieve the most accurate directivity at lower
frequencies, very little regularisation must be applied. Figs. 4.2d–f show the
DI error in presence of calibration error. For small regularisation parameters
and low frequencies, the DI error increases significantly, however, for higher
regularisation parameters there are minimal differences between the ideal and
non-ideal performance. Thus, the performance is robust, but at a cost of re-
duced accuracy. This is a fundamental trade-off in regularised beamforming.
The effect of regularisation on WNG is shown in Figs. 4.2g–i. Note the regions of
high DI error in Figs. 4.2d–f correspond to the lowest WNG values. The WNG
required for robust performance depends on the array geometry, directivity
order and manifold errors. The effects of the former two are described in the
following, whereas the impact of different types and magnitudes of manifold
errors is shown in Sec. 4.4.5.
Figs. 4.2d–i show very different performance for the three tested arrays. For
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Figure 4.2: DI error for ideal (top) and 0.2 dB calibration error (middle) and
WNG (bottom) as a function of regularisation parameter β, for a 7th-order
hypercardioid target with R (left), C (center) and C-RC (right) arrays.
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Figure 4.3: DI error for ideal (top) and 0.2 dB calibration error (middle) and
WNG (bottom) as a function of regularisation parameter β with C-RC array:
3rd (left), 7th (center), 11th (right) order hypercardioid.
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Figure 4.4: Regularised DI for 3rd, 7th and 11th order target beams with
WNGmin =−10 dB. Vertical lines indicate the theoretical aliasing frequencies.
all arrays, the WNG increases with regularisation at low frequencies. Above a
certain regularisation, the WNG is positive. Similarly, above a given frequency
f ≥2.3 kHz, C-RC achieves a high WNG at all β, ensuring the same response
as in ideal conditions. On the other hand, C exhibits high DI errors at specific
high frequencies where the WNG dips. This is also seen in DI shown in Fig. 4.4.
These correspond to Bessel function singularities in Eq. (3.2) when the sound
field is sampled at the same radius, as described in Sec. 3.4.4. Although DI
error at these frequencies can be partially mitigated with higher regularisation,
the error will still be larger than for C-RC. R does not show such a distinct
improvement above a given frequency irrespective of β. For this order, there
are no frequencies within its operating range that are robust with minimal
regularisation. Thus, at high frequencies the choice of β becomes more sensitive
with R and C, potentially increasing the DI error compared to C-RC. Note R’s
large errors for both ideal and non-ideal responses in the range 11.5–13.5 kHz
are the result of the on-axis response drop as a consequence of aliasing effects
in combination with the lack of a look direction unity response constraint (see
Figs. 4.6 and 4.10 below).
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Fig. 4.3 shows the effect of directivity order on the DI error for C-RC. In ideal
conditions (Figs. 4.3a–c) DI error increases with order for a given frequency
and β. This is because as the directivity order increases, so does the target
DI. However, at low frequencies the synthesised DI (DIreg) does not increase
with order since its response is regularised by β as shown in Fig. 4.4. Thus, the
relative DI error increases with order for a given frequency and regularisation
parameter, or equivalently, a smaller β is required to approach the target di-
rectivity. On the other hand, as mentioned above a very small β results in very
large DI error for non-ideal conditions, as shown in Figs. 4.3d–f. The spatial
onset frequency above which an error-free synthesis is achieved quickly rises
with order. This shows that higher directivity orders not only increase gradu-
ally the errors in DI in ideal conditions, but more importantly, they drastically
narrow the bandwidth where an error-free response is achieved in presence of
(fixed) manifold deviations. Note low WNG values in Figs. 4.3g–i follow the
same contours as high ∆DIid,e, similarly to Figs. 4.2g–i with 4.2d–f. This evi-
dences the fundamental trade-off between directivity and robustness and their
direct interactions with regularisation and frequency. This is explained further
in the following sections.
4.4.2 Beampattern
Given the required trade-off between robustness and directivity performance, it
is important to assess whether the various ranges of performance degradation
in DI are acceptable for practical purposes. To that end, the beampatterns
corresponding to three (frequency-independent) regularisation parameters for
a 7th-order pattern with C-RC are shown in Fig. 4.5. These beampatterns
correspond to the equivalent DI errors from Fig. 4.2f and Fig. 4.3e along the
vertical cross-sections for β = {10−5, 0.5, 105}.
The left plot in Fig. 4.5 shows a completely saturated beampattern at low fre-
quencies due to low robustness to simulated errors. This exemplifies an under-
regularised response, and highlights the importance of introducing a minimum
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Figure 4.5: Beampatterns, showing the effect of appropriate regularisation (cen-
ter), too little (left), and too much (right), for a 7th-order target beam on a
cylindrical array. For β= 105 the true peak lies at −37 dB but has been 0 dB
normalised at 125 Hz.
regularisation value that ensures a robust response, even for small calibration
errors such as 0.2 dB. The center plot in Fig. 4.5 shows the beampattern when
appropriate regularisation is applied. Here, the high-frequency performance is
equivalent to the target directivity response (and to the under-regularised re-
sponse in this region). This in fact, corresponds to the robust region of WNG
in Fig. 4.3h and the error-free region in DI error in Fig. 4.3e. However, the
directivity and peak level at the look direction decrease at lower frequencies
compared to those for the target response. The right plot in Fig. 4.5 shows
an extreme example of over-regularisation. Here, the level is very low across
all frequencies but was 0 dB normalised at 125 Hz for easier comparison with
the other two plots. The normalised beampattern shows a complete collapse
of directivity at low frequencies. Moreover, at mid frequencies the directional
response is amplified.
These consequences can be explained by examining the directional response ex-
pression for an extreme regularisation parameter. Substituting the LSB solution
from Eq. (4.1) into the directional response in Eq. (2.42), and approximating
for very large β, results in d(ω) → 1βddAH(ω)A(ω). Thus, the significant
overall attenuation of −37 dB is the result of inverting a very large regulari-
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Figure 4.6: Beampatterns of 7th order hypercardioid for the three arrays tested
with WNGmin = −10 dB in non-ideal conditions; vertical brown dashed line
indicates interferer angle.
sation parameter. For extreme over-regularisation, the directional response is
also dependent on the array manifold. Since this is frequency dependent, so
is the synthesised pattern, resulting in an omnidirectional response at low fre-
quencies. Furthermore, since this is evaluated with C-RC, the dependency with
array manifold shows the amplification at mid frequencies from the scattering
of C-RC’s baffle, similarly to that shown for DSB in Fig. 3.5.
The effect of array geometry on the beampattern is shown in Fig. 4.6 for mani-
folds with calibration errors. It can be seen that even with a WNGmin =−10 dB
there are differences in the robustness of the synthesised responses across ar-
rays. R shows sidelobes that differ from those of the ideal (regularised) response
similar to that in the center plot of Fig. 4.5. C shows a more robust response
overall, with sidelobes that approximate the frequency-invariant hypercardioid
response. However, the effect of the singular Bessel frequencies mentioned in
Sec. 4.4.1 clearly manifests here, showing a robustness drop at particular fre-
quencies. This was also seen in Fig. 3.6 and discussed in Sec. 3.4.4. On the other
hand, the beampattern for C-RC better approximates the ideal regularised re-
sponse. The effect of array geometry and directivity order on the operating
bandwidth and the on-axis response is analysed in the following sections.
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Figure 4.7: Frequency range achieving the target response for all arrays and
odd orders and WNGmin =−10 dB. Vertical lines indicate theoretical aliasing
limits.
4.4.3 Frequency Range
The effect of robust performance above fo was illustrated in Fig. 4.3g–i for
various orders. Fig. 4.7 shows the equivalent operating frequency range of
the LSB with WNGmin = −10 dB for all odd hypercardioid orders and the
three arrays tested. This was calculated as the frequency range within which
the NSE of the directional response defined in Eq. 3.15 is NSE ≤ −20 dB,
ensuring a minimum target response accuracy. It can be clearly seen that
as the order increases the frequency range over which the target frequency-
independent directivity is synthesised narrows. At low frequencies the onset
spatial frequency rises with order since the regularisation is increased to meet
the robustness constraint. For example, if we require performance down to 100
Hz, only a 1st order beam will give robust, frequency-independent performance.
In terms of the array geometry, C-RC has consistently the widest bandwidth
for all orders, followed by C, with R achieving the narrowest range. The onset
frequency is lowest for C-RC due to the enhanced effective aperture from the
diffraction around the baffle as discussed in Chapter 3. The spatial aliasing
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Figure 4.8: Beampatterns for R array and 9th and 13th order hypercardioid
with WNGmin = −10 dB in ideal conditions; horizontal dashed line indicates
the theoretical aliasing frequency and dotted lines delimit the frequency range
of accurate target pattern synthesis.
frequency fa for each order of LSB can be compared with the theoretical aliasing
frequency fa, theo = c/(2∆r), illustrated with vertical lines in Fig. 4.7. The
aliasing frequency of R nearly matches its theoretical value of 6 kHz for all
orders up to 7. For N = 9 the aliasing frequency extends slightly beyond the
theoretical value since the sidelobes just over this theoretical limit are so small
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Table 4.1: Slopes and coefficients of determination (R2) of onset and aliasing
frequencies per hypercardioid order from linear regression of N = 1–15.
fo fa
Arrays Slope (Hz/N) R2 Slope (Hz/N) R2
R 590 0.93 237 0.70
C 376 0.99 -393 0.98
C-RC 357 0.99 -417 1.00
that do not contribute significantly to the overall NSE, as shown in the top plot
of Fig. 4.8. For N>9 the frequency range narrows more rapidly than for lower
orders and more importantly, it lies completely above the theoretical aliasing
frequency. This is because below the aliasing frequency the synthesised pattern
is not accurate as shown for N=13 in the bottom plot of Fig. 4.8: the mainlobe
is wider than that from the target and the sidelobes are “skewed”, i.e. frequency
dependent. As a result R can only synthesise a 13th-order target beam over an
extremely narrow range, while being unable to do so for N=15.
Conversely, both circular arrays can synthesise the target patters up to 15th
order. For C and C-RC the onset frequency increases and the aliasing frequency
reduces with order. Note this upper limit is extended beyond their theoretical
value of 8.7 kHz for orders N ≤ 13 as shown in Fig. 4.7. Thus, when the
directivity order is lowered from the maximum order given by the number of
sensorsN=bM/2c=16, the aliasing frequency of circular arrays extends beyond
its theoretical limit.
The slope of the onset and aliasing frequencies as a function of order is calculated
using linear regression and given in Table 4.1. The frequency range narrows with
order at similar rates for C and C-RC. Note the rate of decrease for the aliasing
frequency is slightly larger than the rate of increase of the onset frequency,
as this is not obvious from Fig. 4.7 with a logarithmic frequency axis. The
accuracy of the linear model for C and C-RC is confirmed by their coefficient
of determination R2 being 0.99 (where R2 =1.00 represents a perfect fit to the
data). On the other hand, the frequency range for R does not follow a linear
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(a) Target DI
(b) Frequency range
Figure 4.9: Target directivity index and frequency range of each array as a
function of directivity order.
model accurately. While the onset frequency follows a very similar trend to
those for C and C-RC up to N =9, it increases much more rapidly for N =11,
leading to a lower R2 of 0.93. Moreover, the upper limit is constant for N <9
and increases for N = 11 and N = 13. This results in a poor linear fit of
R2 =0.70.
To summarise this section, the effect of directivity order on the target DI and
the frequency ranges of the three arrays is shown in Fig. 4.9. The target DI rises
monotonically with order whereas the frequency range in terms of number of
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octaves drops with order for all arrays. This exemplifies the trade-off between
directivity and bandwidth when choosing the order of the target directivity
function. The bandwidth reduction with order was also observed for MB with
cylindrical (Parthy et al., 2011) and spherical arrays (Politis et al., 2018), yet
its effect on LSB is first discussed here. Moreover, the consistently higher FIB
bandwidth of C-RC for all orders and the quantified rate of decrease is novel
from this work.
4.4.4 On-axis Response
In addition to the broadening of the main lobe, quantified by the DI error,
increased regularisation impacts on the flatness of the on-axis response (i.e. at
the look direction). The low-frequency roll-off effect can be seen in Fig. 4.10 for
each array and 1st, 5th and 11th order target beams for WNGmin =−10 dB.
First, there is a minimum frequency of flat on-axis response which increases with
order, similarly to the effect on fo shown in Fig. 4.7. Second, the array design
influences the precise roll-off frequency while the roll-off rate is roughly constant
across the arrays. C-RC consistently retains a flat frequency response to a lower
frequency than the other arrays, and all arrays perform well up to their aliasing
limits shown in Fig. 4.7. The only exception is C which exhibits notches in the
response at the singular Bessel frequencies. Hence, the interactions among array
geometry, directivity order and regularisation on the directional response are
very similar to those on the on-axis response. Note, however that the absence
of an explicit on-axis distortionless constraint in the LSB formulation can be
overcome by equalising the response in this direction to ensure a flat frequency
response of the target sound.
4.4.5 Optimal regularisation parameter
Sec. 4.4.1 has shown how the directivity and robustness vary with array geome-
try and directivity order. Secs. 4.4.1 and 4.4.2 have also shown how critical the
choice of the regularisation parameter is on the synthesised response. The com-
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Figure 4.10: On-axis response for rectangular, circular and cylindrical arrays
with 1st, 5th and 11th order target beams for WNGmin =−10 dB. Vertical lines
indicate the theoretical array aliasing frequencies.
mon approach to impose a WNG constraint (Cox et al., 1986, 1987; McCowan,
2001; Bai et al., 2013), which controls the sensitivity to spatially uncorrelated
errors such as gain, phase and self-noise, was used in Secs. 4.4.2, 4.4.3 and 4.4.4
to ensure a lower bound robustness. This also allowed a fair comparison of the
performance of different arrays and directivity orders. However, it is not known
whether this is the best approach to ensuring a robust response to typical mea-
surement errors and how to estimate such a constraint for various magnitudes
and types of errors. This section presents an empirical method to derive an
optimal regularisation parameter that minimises the error in the synthesised
directivity response. This optimal regularisation parameter is obtained for mi-
crophone arrays with two different values of magnitude, phase and positioning
errors each.
The optimal regularisation parameter is that which minimises the error between
DI in ideal and simulated measurement error conditions. Since the array man-
ifold errors introduced in Sec. 4.3.2 are distributions over sensor or frequency
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it is useful to evaluate the response over these distributions. A Monte Carlo
simulation is performed here to account for the variation across the distribu-
tions of the manifold errors. The optimal regularisation parameter can then be
defined as the argument that minimises the mean error 1 between DI in ideal
and simulated measurement error conditions ∆DIid,e(ω):
βopt(ω) = min
β(ω)
∆DIid,e(ω). (4.9)
The effect of the three measurement errors described in Sec. 4.3.2 are evaluated
with two different values for each error. Fifty different realisations of the array
manifold are computed per error type with standard deviations: SNR=40 dB,
SNR = 20 dB for sensor self-noise (representing a sensor noise level around 35
dB with target source levels of 75 dB and 55 dB for close- and far-miked record-
ings, respectively); ∆SPL=0.2 dB, ∆SPL=1 dB being examples of small and
large values of calibration errors; and ∆x =2 mm and ∆x =10 mm representing
moderate and significant values of positioning errors. Thus, small and large val-
ues of each manifold errors are evaluated, showing evidence that even for small
deviations, similar qualitative performance degradation occurs. Note here ∆
generically refers to the distributions with the stated standard deviations. For
each simulation error and realisation, the directional response was calculated
for 100 logarithmically-spaced regularisation parameters β =
[
10−10, 105
]
. The
mean DI error across all trials ∆DIid,e is presented to investigate the effect of
each simulation error on the directional response as a function of the regularisa-
tion parameter and frequency. The optimal regularisation parameter for each of
the six manifold errors is then derived using Eq. (4.9). ∆DIid,e(ω) is then eval-
uated for βopt and compared against the common WNG-constrained solution.
A range of WNGmin ={−30,−10, 10} dB is used to cover the different manifold
error types and magnitudes. Since Sec. 4.4.1 already covered the effects of array
geometry and directivity, the effects of manifold errors are evaluated for C-RC
as this was the best performing array, and for a hypercardioid of order N = 5
1Note other choices of the simulation distribution other than the mean are possible, such
as worst-case value.
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Figure 4.11: DI error as a function of β and f for small (top) and large (bottom)
error values: sensor noise (left), calibration (middle) and positioning (right)
errors. Green and red lines as per Fig. 4.12 legend.
over the frequency range 63 Hz≤f≤16 kHz.
Fig. 4.11 shows the error in DI between the target and synthesised response with
each of the simulation errors (∆DIid,e). For all manifold errors, ∆DIid,e > 10 dB
on the bottom-left quadrant for small β and f (yellow region), as explained in
Sec. 4.4.1 for 0.2 dB calibration error. Above certain frequency and regulari-
sation, the response is the same as that without manifold errors. These values
depend on the type and magnitude of errors. Larger magnitudes of manifold
errors shown in Figs. 4.11d–f require higher f and β for which the response is
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the same as that without manifold errors, compared to the smaller magnitude
errors in Figs. 4.11a–c. For instance, for SNR=40 dB, this occurs at f≥500 Hz,
β≥10−3 compared to f ≥840 Hz, β≥10−1 for SNR = 20 dB. Note that above
this mentioned frequency threshold the responses are error free (dark blue re-
gion) and nearly β independent because of the high WNG for all regularisation
values. Thus, the remaining analysis focuses on the effect of β in the lower
frequency region.
Fig. 4.11 shows that the bottom-left yellow region must be avoided to prevent
large performance degradation from manifold errors. Conversely, values above
β ≈ 1 will ensure a robust design but may lead to larger deviations with respect
to the target directivity response (over-regularisation). The optimal regulari-
sation parameter βopt achieves the best trade-off by minimising the error with
respect to the target response. This is illustrated in Fig. 4.12 in presence of cal-
ibration error ∆SPL=0.2 dB at 200 Hz, where ∆DIid,e is 3 dB. In comparison,
a -30 dB WNGmin leads to a 10 dB ∆DIid,e, resulting in under-robust perfor-
mance due to a very low WNG as per the bottom plot. For WNGmin =10 dB,
∆DIid,e =∆DIid,reg =5 dB, where the increase in ∆DIid,e is due to an excessive
regularisation as indicated by the very high WNG. On the other hand, a -10
dB WNGmin results in a nearly optimal response at 200 Hz (for this manifold
error). Thus, while both under- and over-regularisation increase the DI error,
the impact of a too liberal regularisation parameter (i.e. small β) is much more
severe in terms of directivity reduction and saturation than a too conservative
(large β) value, as also shown above in Fig. 4.5. Moreover, the sensitivity of
the directivity to variations around βopt (i.e. the gradient of ∆DIid,e) is also
much greater for lower values of β than larger ones, which would be even more
accentuated with a linear regularisation axis. Fig. 4.12 essentially exemplifies
the trade-off between directivity and robustness as function of regularisation
parameter. The contours for βopt and WNGmin for all manifold errors and fre-
quencies are depicted in Fig. 4.11. Note Fig. 4.12 is a horizontal cross-sectional
view of Fig. 4.11b at 200 Hz.
Finally, it is useful to assess the performance of βopt and WNGmin over the en-
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Figure 4.12: DI error (top) and WNG (bottom) as a function of β at 200 Hz with
∆SPL = 0.2 dB calibration error. Comparison between optimal regularisation
βopt and WNGmin = {−30,−10, 10} dB.
tire audio range. Figs. 4.13 and 4.14 show ∆DIid,e and WNG at all frequencies
for the small and large manifold errors, respectively, and each choice of regu-
larisation. These correspond to the values of the contour lines in Fig. 4.11. For
WNGmin =−30 dB the response completely collapses (i.e. under-robust perfor-
mance) for all errors under study except SNR=40 dB. On the other hand, for
all errors, a WNGmin of 10 dB results in a directivity reduction (or increase
in directivity error) of up to 4 dB with respect to that with βopt, resulting in
over-robust performance. Note that both under- and over-robust performances
result in higher DI error. However, while over-regularisation results in DI error
that follows the trend of that with the optimal regularisation which decreases
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Table 4.2: Slopes and coefficients of determination (R2) from linear regression
of optimum WNG as a function of frequency for each type of manifold error
under study.
Manifold error Slope (dB/oct) R2 2
SNR = 40 dB -0.0 0.00
SNR = 20 dB 0.2 0.03
∆SPL = 0.2 dB 2.2 0.76
∆SPL = 1 dB 1.4 0.73
∆x = 2 mm 5.8 0.97
∆x = 10 mm 6.8 0.99
with frequency yet with larger values, under-regularisation leads to much larger
DI error which does not steadily decrease with frequency.
Nearly optimal responses are obtained with WNGmin = −10 dB for ∆SPL =
0.2 dB , ∆x=2 mm. However, at low frequencies they deviate from the optimal
directivity by up to 1-1.5 dB. This is because WNG with an optimal regularisa-
tion for these type of errors is frequency dependent, unlike a fixed WNGmin, as
shown in Figs. 4.13d, 4.13f, 4.14d and 4.14f. The slope of the WNG associated
with the optimal regularisation parameter is approximately 6 dB/oct for posi-
tioning errors, roughly 2 dB/oct for calibration error and 0 dB/oct for sensor
noise as shown in Table 4.2. The rise in optimal WNG with frequency due to
positioning errors is because the relative manifold phase deviation is smaller at
lower frequencies than at higher frequencies.
For ∆x = 10 mm a nearly optimal average WNGmin =−10 dB results in over-
robust response below 150 Hz and under-robust performance above 150 Hz,
with deviations from the equivalent response with optimal regularisation of up
to 1 dB and 7 dB, respectively as shown in Fig. 4.14e due to the constant WNG.
Alternatively, a conservative WNGmin = 10 dB, ensures a robust design for all
frequencies at the expense of even greater directivity reduction (1-4 dB).
Hence, the proposed method uniquely ensures minimum deviation from the
2Note the extremely low values of R2 are the result of the nearly complete independence
of the optimal WNG from frequency, i.e. slope≈0.
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Figure 4.13: ∆DIid,e (left) and WNG (right) with WNGmin ={−30,−10, 10} dB
and βopt for small manifold errors: sensor noise (top), calibration (middle) and
positioning (bottom) errors.
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Figure 4.14: ∆DIid,e (left) and WNG (right) with WNGmin ={−30,−10, 10} dB
and βopt for large manifold errors: sensor noise (top), calibration (middle) and
positioning (bottom) errors.
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target directivity for all types and magnitudes of errors. This is particularly
useful for calibration and especially positioning errors since the sensitivity of the
directivity response to these manifold errors increases with frequency, requiring
higher regularisation and thus higher WNG with frequency. For this reason,
even a nearly optimal average WNGmin can result in reduced directivity due
to over-regularisation and/or response degradation from under-regularisation
compared to the optimal regularisation.
4.5 Perceptual objective evaluation
The effects of modelling errors, regularisation, directivity order and array ge-
ometry on the directional response have been evaluated in Sec. 4.4. The aim of
this section is to assess how the directivity order and array geometry influence
the perceptual impression of recordings with LSB through perceptual objective
models. First a review of perceptual objective models is presented followed by
the methodology of the selected method. Then, the results of the evaluation
are analysed and discussed with respect to the physical performance metrics
and informal listening.
4.5.1 Perceptual objective models
Unfortunately, there is no perceptual model specific for beamforming evalu-
ation. The BSS Eval toolbox proposed by (Vincent et al., 2006, 2007) is
an objective model for signals extracted from source separation algorithms,
assessing the source-to-interferer ratio (SIR), source image-to-spatial distor-
tion ratio (ISR), source-to-artefact ratio (SAR) and the combined source-to-
distortion ratio (SDR). However, this is a signal-based model which does not
account for perceptual features. Conversely, the perceptual evaluation of speech
quality (PESQ) (Rix et al., 2001) and perceptual evaluation of audio qual-
ity (PEAQ) (Thiede et al., 2000) are both perceptual models. However, the
former only applies for speech signals, whereas the application considered in
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this thesis is for more general wideband audio signals (e.g. music). Moreover,
both of these models only provide a single metric, which may be useful to glob-
ally rate the performance, but at the same time limits the ability to establish
relationships between the various design parameters and their effects on dif-
ferent aspects of the perceptual quality, which is the aim of this perceptual
evaluation.
On the other hand, the perceptual evaluation methods for audio source separa-
tion (PEASS) toolbox combines the signal-based metrics from BSS Eval with an
auditory model to measure their salience and a non-linear mapping from these
perceptual features to the final scores (Emiya et al., 2011). This last stage uses
a neural network to model the non-linear mapping from the perceptual features
to the subjective scores that were obtained through listening tests. In addition
to being perceptually motivated, PEASS produces an overall score as well as
scores related to the target quality, interference and artefacts, allowing to estab-
lish potential interactions between equivalent physical and perceptual metrics.
Furthermore, the model was trained using a large database of stimuli, including
both speech and music. Although it originates for source separation, PEASS
has been previously used for perceptual evaluation of microphone array beam-
forming methods (Coleman et al., 2015; Pfeifenberger & Pernkopf, 2014a,b),
whereas only the SIR, rather than the perceptual scores, was used in (Zernicki
et al., 2015). Thus, in the remainder of this chapter the PEASS toolbox will
be used to perceptually evaluate the three arrays and various directivity orders
under study from the physical performance analysis.
4.5.2 Stimulus creation
Two different sets of stimuli are evaluated. The first one involves speech signals
with a target female English speaker and one interferer male Danish speaker
with approximate frequency ranges of 100 Hz – 8 kHz and 50 Hz – 8 kHz,
respectively, including non-tonal sounds. The second one comprises musical
signals from a cello melody as the target signal (125 Hz – 4kHz) and a classical
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(a) Speech stimuli (b) Music stimuli
Figure 4.15: Simulated sound scenes for the PEASS evaluation. All arrays
within the central circle.
guitar performing arpeggios as the interferer signal 60 Hz – 6 kHz). These
are shown in Fig. 4.15. Both speech and music were used in the subjective
evaluation of PEASS to train the perceptual model (Emiya et al., 2011). All
stimuli are normalised and trimmed down to 10 s clips.
To test the effect of microphone array geometry perceptually, microphone sig-
nals are simulated for the three arrays considered. Array transfer functions are
modelled with a 1024-point FIR filter per sensor with a sampling frequency of
16 kHz. Microphone signals are synthesised with the stimuli using Eq. (2.40)
with the target and interferer signals at φt =0
◦ and φi =60◦, respectively. The
beamformer coefficients are calculated with WNGmin =−10 dB to ensure a ro-
bust response yet modelled manifold errors are not included in order to reduce
the number of potential effects impacting the final performance. This means
that the choice of regularisation is not critical in this case and is only used
to limit the low frequency directivity as it would be required in practice. The
beamformer output signal for each order is calculated as per Eq. (2.41).
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4.5.3 Results
PEASS comprises four scores: the target-related perceptual score (TPS), mea-
suring the perceptual quality of the desired target signal; the interference-
related perceptual score (IPS), accounting for the influence of interfering source
signals other than the target; the artefacts-related perceptual score (APS), mea-
suring the influence of artificial noise (artefacts) like musical noise; and the
overall perceptual score (OPS), providing a global performance measure of the
perceptual quality. All scores range from 0 to 100 with larger values indicating
better performance. All scores are calculated for the three microphone arrays
and all odd directivity orders up to 15. Equivalent scores for an omnidirectional
microphone at the center of the array and DSB are also included for reference.
The PEASS results for all test conditions are shown in Fig. 4.16.
Fig. 4.16a shows all the PEASS scores for the speech stimuli. OPS is above 35
for N>1 and all arrays. This is largely caused by a similar trend observed on
the IPS, being only 19 for N = 1 and rising sharply to above 80 for 3rd order
before flattening for N > 3. Fig. 4.16a also shows that a LSB of order N ≥ 3
outperforms the omni microphone and DSB in terms of OPS and IPS.
The TPS increases marginally for higher orders yet not monotonically. In terms
of microphone arrays, C-RC achieves higher TPS and IPS than C, which in turn
performs better than R, determining the same ranking of OPS. The APS is 87
for all arrays and LSB orders as well as DSB and omni microphone.
Fig. 4.16b shows the PEASS scores for the music stimuli. The TPS and IPS
follow very similar trends to their counterparts with speech. However, unlike for
the speech, the APS drops gradually with directivity order. This counter-affects
the modest increase in TPS with order, resulting in an OPS that is nearly order
independent and with much lower absolute values than for speech, especially
for higher orders.
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Figure 4.16: PEASS scores for speech and music with WNGmin =−10 dB in
ideal conditions: omni microphone, DSB and 1st-15th order hypercardioid LSB.
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Table 4.3: Beampattern metrics of each target hypercardioid order.
N 1 3 5 7 9 11 13 15
BW (◦) 240 102 66 48 38 32 26 24
SSL (dB) 9.5 12.6 13.0 13.1 13.2 13.2 13.2 13.3
DI (dB) 4.8 8.4 10.4 11.8 12.8 13.6 14.3 14.9
AC(ϕi = 60
◦) (dB) 3.5 16.9 20.8 17.5 25.6 27.2 22.6 29.8
4.5.4 Discussion
The steep rise of IPS from 1st to 3rd order and subsequent flattening suggests
that an increased attenuation of the interferer is very noticeable from 1st to
3rd order but there is little improvement by increasing the order further. This
can be explained by the AC of the target patterns at the interferer direction,
shown in Table 4.3. AC increases from 3.5 dB for first order to 16.9 dB for
3rd order, indicating that the objective improved attenuation is perceptually
noticeable with an IPS around 80. For higher orders AC generally follows
a raising trend, yet increasing less rapidly and not monotonically with order
since the interferer lies at different positions in the beampattern as the latter
becomes more directional. The IPS follows a similar trend to AC up to N=9,
where it reaches a saturation point, i.e. higher orders do not improve the IPS
further. This is probably due to the reduced frequency range with order within
which the target AC stated above is achieved, recalling the trade-off between
directivity and frequency range shown in Sec. 4.4.3.
On the other hand, the increase of TPS with order, even if moderate, is opposite
to ratings from informal listening, where the responses were perceived with
reduced spectral content as order increased. This was caused by the narrowed
frequency range of the LSB beampattern when increasing the order, resulting in
on-axis roll-off at higher frequencies, as shown in Figs. 4.7 and 4.10. Therefore,
it seems as though PEASS does not account for potential linear processing such
as the bandpass filter introduced by LSB with higher fo as order increases. This
was confirmed by obtaining the same scores (OPS=99, TPS=93) for all cases
when no interferer was modelled at the microphone array input, where TPS
4.5. Perceptual objective evaluation 131
should still vary with order if linear filtering was accounted for. Even if PEASS
weighed more significantly the range of 3–7 kHz within which all LSB orders
are able to operate, this would explain a reduction in the relative performance
between LSB orders, rather than an opposite trend compared to the physical
performance and informal listening results. Conversely, with the original sound
scenes, DSB achieved a TPS < 20, differing from informal listening ratings,
where the target signal quality was maintained despite the interferer being low-
pass filtered. In this case PEASS seems to underestimate the target quality
potentially due to lower interferer attenuation, even if this should be accounted
for by the IPS. Thus, TPS is not faithfully representative of the quality of the
target sound.
The APS is equally high for all cases considered for the speech stimuli, including
the omnidirectional microphone. However, for the music stimuli, the APS drops
slightly for higher orders. This differs from informal subjective listening, which
showed no signs of artefacts for high-order beamformed signals, other than the
low frequency roll-off for the target signal previously mentioned. Thus, despite
this modest drop in APS for the music stimuli, the absence of artefacts from
LSB and DSB contrasts with the results by some source separation (Cano et al.,
2019) and adaptive/parametric spatial audio algorithms (Politis et al., 2018),
due to their signal dependent nature. Note TPS and APS are not 100 even
for the omni (unprocessed) microphone. This represents a good reference as
it should provide: a lower bound score for the IPS given that beamformers
should enhance the target signal; and an upper bound for the TPS and APS
since its absence of processing does not alter the target signal or produce any
artefacts. Since the scores from the omni signal are not minimum and maximum
of the scale respectively, they could be normalised, thereby minimising the IPS
and maximising the APS. However, TPS scores from C-RC with high orders
would be “clipped”, yet still exhibiting the limitations discussed above with
respect to equivalent physical metrics and informal listening. Moreover, while
normalisation may be useful for a relative performance assessment of a given
dataset, it may limit the comparison of absolute scores with respect to test data
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from other research studies even for similar stimuli and conditions.
The higher OPS values obtained by C-RC, especially compared to R, are as
a result of higher TPS, and IPS to a lesser extent. The higher IPS for C-RC
is likely to be due to the wider bandwidth compared to the other two arrays.
However, as mentioned previously, the TPS does not consider the reduced band-
width when increasing order, questioning the validity of the score rises of C-RC
and C for high orders. Informal subjective listening indicated that a difference
in OPS of nearly 40 between C-RC and R for the speech stimuli may be overem-
phasised, albeit correctly ranked. On the other hand, this difference is of 10–15
for the music stimuli, being more in line with informal subjective listening.
Summarising, the PEASS evaluation has shown evidence of the improved per-
ceptual attenuation of LSB for N≥3 over DSB and omni reference as expected.
Moreover, C-RC consistently achieved higher scores than C and R as antici-
pated by the physical metrics. Nevertheless, the results from TPS and APS
did not fully agree with informal listening test in terms of the quality of the
target signal and the complete absence of artefacts. Neither of the previous
beamforming evaluations with PEASS (Coleman et al., 2015; Pfeifenberger &
Pernkopf, 2014a,b) reported such a discrepancy between subjective (whether
informal or not) and modelled results, perhaps due to the inability to uniquely
assess the change in subjective quality in presence of noise and reverberation
from an actual capture; Pfeifenberger & Pernkopf (2014a) only concluded that
PEASS represented the speech quality better than PESQ. However, for source
separation evaluations Cano et al. (2016) showed that with new stimuli and sep-
aration methods, PEASS scores do not correlate well with subjective results,
suggesting that PEASS does not generalise well to source separation algorithms
and/or test material outside those used in training. This was reported even after
Vincent (2012) optimised PEASS’s original parameters (Emiya et al., 2011) 3,
increasing their correlation with respect to the MOS from 0.74 to 0.91, and
3In the original study, the correlation between the scores and the subjects’ individual
ratings for the target quality and artefact tasks was indeed modest (below 0.5) and far from
0.8 between the mean opinion score (MOS) and the individual ratings.
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included in the current version of the PEASS toolbox 4 used in this chapter.
Hence, this may well also be the case for beamformed signals, especially since for
instance, data-independent beamformers will not exhibit the typical artefacts
such as musical noise from source separation methods (Cano et al., 2019), thus
not accurately predicting the perceptual scores from beamformed signals.
4.6 Summary
This chapter investigated the relationships between regularisation, directivity
order and array geometry for least-squares synthesis of high-order hypercardioid
patterns and their effects on physical measures including frequency range, ro-
bustness and directivity performance, as well as on perceptual objective metrics
related to the target, interference, and artefact signal components, in addition
to the overall quality.
Regarding the evaluation of physical measures, in presence of array manifold er-
rors, the regularisation parameter trades accuracy in directivity for robustness
as exemplified in Fig. 4.12. When robust low-frequency performance is achieved
the loss in accuracy manifests as a reduction of the frequency-independent
range, broadening of the mainlobe and a narrower on-axis response. The direc-
tivity order balances directivity and frequency range of the LSB as outlined in
Fig. 4.4, with spatial onset and aliasing frequencies approaching one another as
the order increases as shown in Fig. 4.7.
In terms of the array geometry, the cylinder-baffled circular array consistently
provides the most robust response and widest frequency range. The circular
array is less robust at certain Bessel singular frequencies, requiring to increase
regularisation and hence reduce accuracy. Both these circular arrays extend
their effective bandwidth from their theoretical aliasing limit when lowering
the directivity order from the maximum given by the number of microphones.
The rectangular array achieves the narrowest bandwidth among these three
4http://bass-db.gforge.inria.fr/peass/PEASS-Software.html.
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arrays and was unable to synthesise error-free beampatterns over at least an
octave above order 9 compared to order 15 for circular arrangements.
The effect of different manifold errors on the directivity response was also in-
vestigated. Larger manifold errors require higher regularisation parameters and
reduce the low frequency performance with respect to the target pattern up to
a higher frequency. The optimal regularisation parameter derived as the argu-
ment that minimises the mean directivity error outperforms any other choice of
regularisation including typical fixed lower bound robustness. Average WNG
constraints may under- or over-regularise the responses compared to those with
the optimal regularisation, particularly for calibration and positioning errors,
whose optimal WNG increases with frequency by approximately 2 dB/oct and
6 dB/oct, respectively.
Finally, the performance of these array geometries and directivity orders on
the LSB output was also perceptually evaluated by PEASS. The higher inter-
ferer attenuation with order from the physical evaluation agreed with higher
perceptual attenuation of the interference signal up to approximately 9th or-
der, where a saturation point was reached probably due to the reduction in
effective frequency range. The baffled circular array consistently performed
better than the other two arrays in terms of perceptual interference and overall
scores, presumably due to its extended frequency range shown in the physical
evaluation. However, the perceptual scores related to target and artefact com-
ponents were not representative of observations from informal listening tests.
While the frequency range and on-axis response narrow with order, the target
scores increased rather than decreased. This questions the validity of PEASS to
model correctly some of the perceptual features for new stimuli and/or process-
ing methods, particularly since PEASS was trained on source separation rather
than beamforming methods. Consequently, this motivates the use of subjective
listening tests directly for perceptual evaluation of beamformed signals, which
is addressed in the following chapter.
Chapter 5
Subjective evaluation of
microphone array
beamforming
5.1 Introduction
Most of the analysis presented in Chapters 3 and 4 corresponds to the evalua-
tion of the physical performance of different arrays with various beamformers,
directivity orders and regularisation parameters. However, it is also important
to understand the perceptual implications of these physical differences observed
and reported in the previous two chapters. In Chapter 4, the PEASS toolbox
was used to objectively quantify the perceptual evaluation of different arrays
and directivity orders. This assessment showed some results that agreed with
the physical differences among these parameters such as the increase in interfer-
ence attenuation with directivity order, particularly for low N , and the slightly
higher overall performance of C-RC compared to C and R. However, the PEASS
results evidenced some trends that did not agree with the performance of the
associated physical metrics, or with informal listening conducted during the
creation of the PEASS sound scenes. These included a rise in quality of the
target sound with directivity order, in contrast with the reductions in operating
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bandwidth and on-axis response from LSB’s inherent bandpass filter; and an
increase in artefacts with order for the music stimuli, as opposed to the artefact-
free response observed in informal listening from LSB’s data-independent linear
filtering. Thus, PEASS seems inadequate to accurately predict the perceptual
impression with new stimuli, as reported by Cano et al. (2016), and/or when
applying this model trained on source separation methods to signals from beam-
forming methods. Given these limitations, subjective evaluations may be the
best approach to assessing the perceptual quality of microphone array beam-
forming.
5.1.1 Subjective evaluation literature
Listening tests have been conducted to perceptually evaluate the overall per-
formance, or with respect to a particular attribute, in many different audio
capture applications. Spaced microphone arrays (see Sec. 1.1) were compared
using 5.1 equivalent arrangements (Kassier et al., 2005; Lee, 2012), rear arrays
(Hamasaki & Hiyama, 2003), uniform horizontal arrays (Lee & Gribben, 2013),
double-height horizontal arrays (Lee, 2016) and 3D arrays (Riitano & Medina
Victoria, 2018), with respect to different attributes such as perceived auditory
distance and width (Lee, 2012; Riitano & Medina Victoria, 2018), spatial im-
pression (Lee & Gribben, 2013; Riitano & Medina Victoria, 2018), localisation
(Lee, 2016; Riitano & Medina Victoria, 2018) and overall preference (Lee &
Gribben, 2013). Politis et al. (2015) evaluated the overall quality of spaced
arrays with parametric processing. A comparison of Ambisonic microphones in
terms of localisation and quality was performed by Bates et al. (2016, 2017)
while De Sena et al. (2010) evaluated localisation of proposed perceptually mo-
tivated processing for circular arrays. Comparison of spaced and Ambisonic
arrays were undertaken by simulations in terms of overall quality (Hiekkanen
et al., 2007) and with recordings in terms of several attributes (Howie et al.,
2017).
Similarly, subjective experiments have been conducted to perceptually evaluate
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different source separation algorithms and develop equivalent perceptual models
(Emiya et al., 2011), whose validity has been evaluated for other methods and
stimuli (Cano et al., 2016) and for separating vocals only Ward et al. (2018).
On the other hand, to the best of this author’s knowledge, there is only one
subjective study in microphone array beamforming (Hoshuyama et al., 1999),
which compared their proposed adaptive beamformer against other methods.
However, these other methods are not widely used in the literature. Moreover,
speech stimuli were used, limiting its applicability to wideband audio signals,
and only the overall quality was considered, which prevents it from identifying
the effects on different attributes.
5.1.2 Scope of the chapter
As a result of this gap in the literature, this chapter presents the first formal
listening evaluations of microphone array beamforming for audio applications.
Two main experiments are undertaken assessing different arrays and beam-
formers for simulated music performance recordings in terms of three different
attributes: quality of the target sound, interference suppression and overall
quality. For these two main experiments where various arrays or beamform-
ers are rated at the same time, the multi stimulus test with hidden reference
and anchor (MUSHRA) methodology is adopted (ITU-R BS.1534-3, 2015). A
subsequent forced choice listening test is employed to discriminate amongst the
best performing arrays to obtain further statistical significance. The main two
contributions arising from this work are to determine:
1. the uniform microphone array geometry, and
2. beamforming method
that maximise the quality of audio objects extracted from a horizontal sound
field capture.
This chapter first describes the procedure of the main subjective listening tests
in Sec. 5.2, including the microphone arrays and beamformers under test, the
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tasks and respective attributes to be rated, the MUSHRA methodology and the
stimuli and setup employed in the creation of the sound scenes. Sec. 5.3 presents
the results of these tests for each of the tasks, stimuli, arrays and beamform-
ers. Sec. 5.4 presents the methodology and results of the forced choice test, as
further evidence of statistical significance of discrimination amongst the best
performing arrays. Subsequently, the results of all the subjective evaluations
are discussed in Sec. 5.5, linking them with the findings from the physical per-
formance evaluation from Chapters 3 and 4. This discussion investigates the
implications of the physical performance of the arrays and beamformers un-
der study from a perceptual point of view. Finally, the main conclusions are
summarised in Sec. 5.6.
5.2 Procedure
The purpose of this experiment is to subjectively evaluate the quality of ex-
tracted audio objects from beamformed signals. To assess the effect of the
microphone array design and the beamforming method, two listening test com-
parisons are conducted: one for arrays and one for beamformers.
In order to compare the subjective performance of multiple arrays or beam-
formers, they should be rated simultaneously. MUSHRA (ITU-R BS.1534-3,
2015) is a standardised test methodology to perform such simultaneous per-
formance comparison and is therefore adopted here. The procedure includes a
hidden reference and (usually) two hidden anchors which are rated alongside
the systems under test (arrays or beamformers), and an open reference, i.e.
made explicit to the listener. This methodology allows to have minimum and
maximum reference points from which to rate the systems under test, which
provide a more consistent use of the scale across participants than without such
references. One downside is that the total number of stimuli presented to the
listener increases by three. This means that the number of systems under test
should not be very large, to avoid presenting the listener with an overly difficult
task of multiple cross ratings.
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For this reason, in the array comparison four arrays are selected from the eight
designs originally considered in Chapter 3: L, R, C-RC and S-RS, since their fre-
quency ranges vary significantly both in terms of fo and fa as shown in Fig. 3.7.
For this array comparison, a 4th-order hypercardioid was synthesised as per
Chapter 3, which provides moderate yet consistent attenuation with frequency
over a wide bandwidth. The beamformer comparison includes 5 beamformers:
DSB, SDB and LSB for hypercardioid orders 1, 4 and 8 (which will be shortened
to LSB-N1, LSB-N4 and LSB-N8), providing different frequency ranges, on-axis
responses and off-axis attenuation and directivity as investigated in Chapters
3 and 4. All beamformers use a C-RC array, since this was shown to perform
best overall over a range of physical measures in these two chapters.
For each comparison, three different tasks were undertaken:
1. target quality refers to the quality of the target sound with respect to the
reference;
2. interference suppression refers to the ability to suppress any and all effects
of interfering sources in each stimulus compared to the reference;
3. overall quality is a combined score considering the target quality (1) and
interference suppression (2).
Each comparative test was evaluated with two target instruments (vocals and
drums), which were repeated to check intra-participant agreement, resulting
in 4 trials per test. In each trial, participants were asked to rate the stimuli
(beamformed signals, and hidden reference and anchors) with respect to the
reference according to each of the tasks above, using a MUSHRA-style interface
as shown in 5.1. A continuous quality scale was used to rate each stimulus,
which is divided into five equal intervals with the following adjectives: bad,
poor, fair, good and excellent (ITU-R BS.1534-3, 2015). Therefore, the ratings
can be said to be absolute given the use of these quality references.
There exist alternative methods to determine the best array and beamformer,
including tournament style tests, whereby multiple pair comparisons are pre-
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Figure 5.1: Example of the graphical user interface for the target quality task
of the MUSHRA-style test.
sented to the participant who selects the method that best performs in a given
task. While this approach has the advantage that many methods (arrays and
beamformers) can be included in the study, it does not assess the relative dif-
ference among methods but simply their ranking. Hence, MUSHRA-style tests
were chosen to quantify the performance of various systems.
Subjects undertook a training phase prior to the formal evaluation to familiarise
with the stimuli and the interface (ITU-R BS.1534-3, 2015). During this phase
they were also allowed to adjust the volume of the headphones.
5.2.1 Stimuli
Stimuli were obtained from the Mixing Secret Dataset (Ono et al., 2015) which
includes stems from professionally produced music recordings 1. Vocals, drums,
bass and guitar tracks were collected from the song “A reason to leave”, since
this was composed of these few instruments and no artificially produced sounds,
facilitating to distinguish the different sources in the target quality and inter-
ference tasks. Ten-second clips from these tracks were downmixed to mono and
1www.cambridge-mt.com/ms-mtk.htm.
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loudness normalised (ITU-R BS.1770-4, 2015). The reference signal was either
the vocals or drums track for all trials. The target quality and overall quality
tasks included two hidden anchors, as per ITU-R BS.1770-4 (2015). The low-
and mid-quality anchors for the target quality task (LA and MA) were the
low-pass filtered versions of the reference signal with a cut-off frequency of 3.5
kHz and 7 kHz, respectively (ITU-R BS.1534-3, 2015). In the overall quality
task, equivalent low- and mid-quality anchors from the mono mixture from the
four stems were used (LAMix and MAMix). The choice of two hidden anchors
is motivated to serve as two reference points (low and medium) for the evalu-
ation of audio quality. Instead, for the interference suppression task it is not
clear how to derive a ‘medium attenuation’ anchor. Thus, one hidden anchor is
included here, corresponding to the loudness normalised mono mixture (Mix),
which serves as a low interference suppression anchor. Other subjective stud-
ies for source separation have also made use of a single anchor for interference
related tasks (Ward et al., 2018).
5.2.2 Setup
The remaining stimuli were created from simulated microphone array beam-
formed signals. A sound scene comprising musical instruments as shown in
Fig. 5.2 was simulated by positioning the instruments on the horizontal plane
at angles that resemble a practical setup from a music performance or band
practice: vocals at ϕ= 0◦, bass at ϕ=−60◦, drums at ϕ= 45◦ and guitar at
ϕ = 100◦. These angles were also chosen to avoid over-amplification or over-
attenuation of any given instrument from the sidelobes and nulls respectively,
of each LSB hypercardioid order under study. The microphone arrays were
assumed to be in the center of the scene (with L pointing at ϕ= 0◦) and were
steered towards the vocals or drums. Array transfer functions were modelled
with a 1024-point FIR filter per sensor with a sampling frequency of 44.1 kHz.
Microphone array and beamformed signals were calculated by filtering the stim-
uli as per Eqs. (2.40) and (2.41), respectively.
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Figure 5.2: Simulated music performance recording for the MUSHRA-style
listening test. All arrays within central circle.
5.3 Results
This section presents the results of the MUSHRA-style listening test beginning
with a pre-analysis of the statistical model used and the attributes that are
significant from the results, followed by means and confidence intervals (CIs) of
all beamformers and arrays for each task.
5.3.1 Pre-analysis
24 participants from the University of Surrey conducted the experiment, 11
of whom had formal critical listening training. Among all of them, 19 were
considered in the analysis: 4 failed to rate the reference above 90 for over 85%
of the items (ITU-R BS.1534-3, 2015); and 1 rated the interference task in
terms of quality, which was confirmed by a post-test questionnaire and by the
mixture (anchor) ratings above 70 for the beamformer test. Each participant’s
scores were normalized in each trial (ITU-R BS.1534-3, 2015).
Multiple ratings were obtained from each subject for each combination of inde-
pendent variables, thus being a repeated-measures design. This is also known
as within-subjects design since the objective is to determine whether there are
effects across the dependent variables within a group of subjects (Maxwell &
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Delaney, 2004). An analysis of variance (ANOVA) may be employed to evaluate
whether all test conditions are the same (Maxwell & Delaney, 2004). While it
does not provide information about particular interactions, it is a powerful test
for multiple conditions as it controls the false rejection of the null hypothesis
(also know as type I error), i.e. preventing similar scores from two conditions
to be shown as different when they are not. However, the repeated-measures
design results in highly correlated scores from each subject for each test con-
dition. Thus, the repeated-measures analysis of variance (RMANOVA) is the
equivalent omnibus test for within-subjects designs (ITU-R BS.1534-3, 2015)
and is therefore adopted here.
A RMANOVA was performed for each attribute (target quality, interference
suppression and overall quality) and comparison (beamformers and arrays) to
obtain a statistical analysis of the results. The within factors of the two-way
RMANOVAs were system (i.e. array or beamformer excluding reference and
anchors) and instrument. The results from repeated tests were averaged before
the analysis, as repeat was not a significant factor when included. One of the
assumptions of the RMANOVA model is that the differences in results between
test conditions (known as residuals) are normally distributed (ITU-R BS.1534-
3, 2015). This was checked for each attribute, comparison and instrument with
the multivariate normality test by Henze-Zirkler implemented by Trujillo-Ortiz
et al. (2007). Tables E.1 and E.2 show that all tests failed to reject the null
hypothesis (i.e. are assumed to be normal) except for the overall quality task
with vocals. Univariate tests for kurtosis and skewness were also calculated and
reported in Tables E.3–E.6. Since the normality condition was only rejected
for one task with one instrument, the analysis proceeds with the RMANOVA
results.
To analyse the results for multiple systems, the univariate approach is used
here. This is also known as mixed model as it relies on fixed factors (system
and instrument) as well as a random one (subjects) (Maxwell & Delaney, 2004).
The univariate model assumes homogeneity of condition-difference variances,
i.e. that the variances of all the residuals are the same. Mauchly’s test of
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Table 5.1: Significant factors of RMANOVA for beamformer (left) and array
(right) comparisons and the three tasks based on the test results from Tables E.9
and E.10.
Attribute BFs Inst. BFs-Inst. Arrays Inst. Arrays-Inst.
Target Quality Yes Yes Yes Yes Yes Yes
Interference Yes No Yes Yes No No
Overall Quality Yes Yes Yes Yes No Yes
sphericity evaluates whether this assumption is met. All tests showed significant
deviation from sphericity as reported in Tables E.7 and E.8. This requires the
application of a correction factor to the degrees of freedom (DoF) for the F -
statistics. The Huynh-Feldt correction was applied as recommended in ITU-R
BS.1534-3 (2015).
Tables E.9 and E.10 show the results of the RMANOVAs for all tests in terms of
the F -statistics, and p-values. The equivalent significant factors are summarised
in Table 5.1. For the beamformer comparison the three factors (beamformer,
instrument and beamformer-instrument interaction) are significant for the tar-
get quality task; only beamformer is significant for the interference task; and
beamformer and beamformer-instrument are significant for the overall quality.
For the array comparison all factors are significant for the target and overall
quality tasks whereas array and array-instrument are significant for interference
task. Therefore, RMANOVAs show significant differences within beamformers
and arrays for all attributes. Thus, post-hoc comparisons are performed to
investigate the differences within systems. In multiple comparisons, the likeli-
hood of obtaining a significant result by chance increases with the number of
comparisons. One way to control this is to reduce the significance level with
number of combinations being compared. However, as the significant level re-
duces it becomes more difficult to draw statistical significance between each
pair. Thus, comparisons of all conditions are discouraged (ITU-R BS.1534-
3, 2015) and the scores of the best performing system overall are compared
to those of the remaining systems. Hochberg’s sequentially acceptive step-up
Bonferroni procedure was applied to control Type I error (ITU-R BS.1534-3,
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2015).
The listening test results in terms of means and 95% CIs for the two comparisons
and three tasks are shown in Figs. 5.3 and 5.5, and discussed below. The results
of the post-hoc t-tests are shown in Tables E.11 and E.12 with SDB and C-RC
as the best beamformer and array, respectively, as shown in Figs. 5.3 and 5.5.
5.3.2 Beamformer comparison
The scores of the different beamformers for all tasks are shown in Fig. 5.3. The
scores for the target quality task are shown in Fig. 5.3a. For drums as the target
instrument, SDB achieves the highest target quality scores (excellent) with a
mean value of 88, being significantly higher than those for all other methods.
LSB-N1 achieves similar target quality to that of DSB (good), yet LSB’s scores
drop substantially (from 70 to 42 mean values) when increasing the order from
1st to 8th. These results agree with the equivalent physical metric, i.e. beam-
former directional responses at the target direction shown in Fig. 5.4a. SDB
features a flat response compared to DSB’s high frequency boost from the baffle
scattering and LSB’s inherent high-pass filter from regularisation whose roll-off
accentuates with order. On the other hand, for vocals DSB, SDB and LSB-N1
achieve similar target quality scores with means 76–79 with LSB-N4 having
the highest mean of 85, yet not significantly higher than that of SDB. This
more similar subjective performance is probably due to the reduced frequency
range of the vocals (unshaded area in Fig. 5.4a2), where the difference in target
direction response among DSB, SDB, LSB-N1 and LSB-N4 is deemphasised.
However, LSB-N8 achieves the lowest target quality of all beamformers due to
the substantial high-pass filter even for the narrower vocal range.
The results in terms of the interference rejection are shown in Fig. 5.3b. LSB-N8
and SDB perform best with statistically higher scores than for all other meth-
ods and means of 65–68 (good). LSB-N4 follows with means of 54–57 (fair)
2Fig. 5.4a shows the response at the look direction when steered towards the drums, but
since C-RC’s beampattern is azimuth independent, the response at the look direction when
steered towards the vocals is the same. Thus, the region outside of the approximate vocal
frequency range is shaded in this plot for discussion purposes.
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Figure 5.3: MUSHRA-style listening test means and 95% CIs for beamformers
under study in terms of target quality (a), interference rejection (b) and overall
quality (c).
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(a) Response at the look direction (drums). Shaded region corresponds to approximate region
outside of vocal frequency range for comparison.
(b) Response at the interferer direction (vocals)
Figure 5.4: Magnitude response of all beamformers, with C-RC steered at drums
as per Fig. 5.2.
while the suppression of DSB and LSB-N1 is poor. These results agree with the
directional responses at the directions of the interfering instruments shown in
Fig. 5.4b. LSB-N8 and SDB achieve the highest attenuation, yet despite SDB’s
more frequency-dependent response, both beamformers achieve similar interfer-
ence suppression scores. LSB-N4 achieves a more modest attenuation yet more
consistent with frequency, resulting in lower subjective interference suppression
scores than those of LSB-N8 and SDB. The two results suggest that the overall
attenuation may dominate the perceptual interference impression. On the other
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hand, LSB-N1 and DSB achieve the highest off-axis responses, with the former
having a frequency-independent 1.9 dB attenuation, compared to DSB’s om-
nidirectional response at low frequencies and comb filtering response at higher
frequencies. While both lead to poor subjective interference rejection, DSB’s
slightly higher scores may be due to its higher high-frequency attenuation.
Fig. 5.3c shows the overall quality scores. For drums SDB achieves significantly
higher scores than all other methods with a mean of 76, confirming its higher
combined performance from each of the previous two tasks. LSB-N8 is sig-
nificantly worse than LSB-N4, indicating that the target quality degradation
seen in Fig. 5.3a becomes important in the overall score too. DSB and LSB-
N1 perform the worst, yet perhaps unsurprisingly, significantly better than the
mid-quality omni anchor. For vocals, SDB, LSB-N4 and LSB-N8 obtain very
similar values with means 66–67, suggesting that the reduced vocal range flat-
tens the differences across beamformers, as seen for the target quality. However,
in this case the higher interference suppression of LSB-N8 seems to compensate
its lower target quality in the combined overall score.
Therefore, there are significant perceptual differences among these beamform-
ers, with SDB performing consistently higher for the three attributes tested.
5.3.3 Array comparison
The array comparison is shown in Fig. 5.5. C-RC achieves the highest scores
for all attributes and instruments, yet not necessarily significant in all cases.
Results for the target quality are shown in Fig. 5.5a. For drums as target in-
strument, C-RC’s target quality is significantly higher than those for all other
arrays with a mean of 73 (good). S-RS follows while L and R perform the
worst, with means of 51 and 44, respectively. These results are in good agree-
ment with the directional responses at the target instrument direction shown
in Fig. 5.6a. As shown in Sec. 3.4.2, C-RC achieves the widest perceptually
relevant frequency range due to its lowest onset frequency and second highest
aliasing frequency. This seems to be confirmed by the highest target quality
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Figure 5.5: MUSHRA-style listening test means and 95% CIs for arrays under
study in terms of target quality (a), interference rejection (b) and overall quality
(c).
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(a) Response at the look direction (drums) for all arrays
(b) Response at vocals and bass interfering directions for L and C-RC
Figure 5.6: Magnitude response of LSB-N4 for different arrays steered at drums
as per Fig. 5.2.
scores. L achieves the highest aliasing frequency but also the highest onset
frequency. Thus, its low target quality scores suggest this to be due to its
low-frequency loss. R’s frequency-invariant range is the smallest of all arrays
under test (including those in Chapter 3), with the second highest onset fre-
quency and lowest aliasing frequency. Its lowest target quality scores indicate
this to be owing to its narrowest operating bandwidth. S-RS achieves an onset
frequency lower yet close to that of C-RC though with a rather lower aliasing
frequency. Its second highest target quality ranking suggests that its improved
low-frequency performance over L and R lead S-RS to higher subjective scores
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Table 5.2: Acoustic Contrast (dB) of target LSB Nth-order hypercardioid pat-
tern at each interfering instrument when steering the array at vocals or drums
as per Fig. 5.2.
Steered at vocals Steered at drums
N Drums Bass Guitar Vocals Bass Guitar
1 1.9 3.5 13.2 1.9 15.9 2.9
4 19.1 13.1 16.8 19.1 17.8 13.1
8 24.6 24.6 24.6 24.6 40.3 18.3
than these other two arrays. However, S-RS’s lower subjective scores than those
of C-RC are likely to be due to its reduced upper frequency limit. On the other
hand, for vocals C-RC is only significantly higher than R, since the differences
in array responses reduce within the narrower vocal range, as shown for the
beamformer comparison.
Results for the interference rejection are shown in Fig. 5.5b. For drums, C-RC is
significantly better than the other three arrays. The scores for L are exception-
ally low with a mean of 26. This is the consequence of its reduced performance
when steered to a direction other than endfire, resulting in a mirrored mainlobe
with respect to the endfire direction (i.e. ϕ=−45◦ in this case). This results
in very poor attenuation of 1.7 dB of the bass guitar located at ϕ=−60◦, as
shown in Fig. 5.6b. This is in contrast to the 17.8 dB of the target response at
that direction given in Table 5.2 and achieved by the other arrays. Moreover,
the attenuation at the vocals is 5 dB lower than that for the other arrays. With
vocals as the target instrument, the four arrays perform similarly, including L
since the vocals are located at the endfire direction.
The overall quality scores are shown in Fig. 5.5c. For drums C-RC’s overall
quality is significantly higher than those for L and R but not S-RS. For vocals
the overall score of C-RC is only significantly higher than that for L.
Hence, C-RC achieves the highest scores for the three attributes and two target
instruments, being significantly higher than all other arrays in terms of target
quality and interference suppression with a wideband target signal like drums,
but not with a narrower band signal like vocals.
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5.4 3AFC test
The MUSHRA test revealed higher mean scores by C-RC for all tests. However,
some of these could not be shown to be statistically significant with the vocals
excerpt for both target quality and interference. In order to show whether C-
RC consistently achieves higher scores than R and S-RS, a 3-alternative forced
choice (3AFC) test was designed. L was discarded due to its notable perfor-
mance drop when steered off axis, which is essential in a multi-source array
beamforming capture.
5.4.1 Procedure
The 3AFC test consisted of a clean reference and three stimuli corresponding to
the beamformed signals from R, C-RC and S-RS, with LSB-N4. The two tasks
were to select a single stimulus that resulted in 1) highest target quality and 2)
least interference with respect to the reference. Since the performance of these
different arrays with frequency-invariant LSB beampatterns is mainly related
to the onset and aliasing frequencies, wideband signals are required. Thus, the
quality of the target sound was evaluated for drums. For the interference task
the drums acted as one of the interfering instruments, with the target instru-
ment being bass or guitar. To generalise the results to multiple setups, different
combinations of the angles in Fig. 5.2 were considered for all instruments: 5 for
the quality task and 3 for each instrument in the interference task. These com-
binations are given in Table E.13. To account for intra-participant agreement,
each trial was repeated 3 times, resulting in 15 trials for the target quality task
and 18 trials for the interference task.
5.4.2 Results
14 participants with formal critical listening training conducted the experiment.
All of them were selected for the analysis since their mean normalised mode
frequency was above 2/3 (1/3 implies random scoring and 1 corresponds to fully
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Figure 5.7: 3AFC listening test percentage scores for quality of target sound
(left) and interference rejection (right) tasks. Means and 95% CIs for each array
and 95% critical value c for chance voting.
correlated scores). Fig. 5.7 shows the percentage of votes for each array for the
quality and interference tasks. C-RC clearly outperforms the other two arrays
in both tasks with 64% and 69% of votes. To determine whether this result
is statistically significant, binomial distributions of the probability of selecting
any array by chance (p0 =1/3) were implemented with t=15×14=210 and t=
18×14=252 trials for both tasks, where each trial is assumed to be independent.
The critical value c of this binomial chance probability is calculated from the
cumulative distribution F =
∑c
k=0
(
t
i
)
pk0 (1− p0)t−k ≥ 1 − α (Bi, 2015), where
α = 0.05 is the significance level. Since the percentage of votes from C-RC
exceeds these critical values for both tasks as shown in Fig. 5.7, C-RC’s higher
target quality and interference rejection is statistically significant. Moreover,
since the 95% CI of the votes from C-RC does not overlap with the chance
critical region, these results can be said to extrapolate to a larger population.
Hence, the 3AFC test shows that C-RC achieves statistically significantly higher
target quality and interference rejection than R and S-RS.
5.5 Discussion
In this section, the results from the listening tests are discussed in the context
of desired properties of captured objects, some of which may also be relevant
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to other beamforming applications. The relationship between the subjective
results and the equivalent physical performance metrics investigated in the pre-
vious two chapters is also analysed. First the array comparison is presented,
followed by the beamformer evaluation.
A number of desired characteristics of a multi-source capture using microphone
array beamforming were discussed in Sec. 1.2. One of the most important
was the ability to synthesise a beampattern that is independent of the steering
azimuth so all the extracted objects are captured with the same expected per-
formance. This is achieved by all arrays considered here except for L, whose
mirrored response when steered off the endfire direction showed a significant
drop in subjective interference attenuation, making it inadequate for this ap-
plication.
Another very important aspect in object capture is the ability to extract or
suppress wideband signals such as music. Among the instruments considered,
drums featured the widest frequency range. For drums as the target instrument,
the results show that C-RC achieves the statistically highest target quality and
interference rejection compared to all other arrays. Given that the directional
responses at the target and interferer directions are set by the LSB-N4 tar-
get directivity pattern, only varying across arrays in terms of their frequency-
invariant range 3, C-RC’s higher perceptual target quality and interference is
best explained by being the array with widest operating frequency range as
reported in Chapters 3 and 4. R achieves the lowest target quality score, fol-
lowed by L. This may be explained by R’s narrowest frequency range and L’s
highest onset frequency as reported in Chapter 3, resulting in a significant low-
frequency drop, with R also suffering a high-frequency loss. S-RS achieves the
second highest target quality and interference suppression presumably due to
its similar onset frequency to that of C-RC yet with a lower aliasing frequency.
C-RC also achieves the highest overall quality of all arrays, yet not signifi-
cantly higher than that of S-RS. This is somewhat unexpected given that the
3Except for L which is unable to preserve the target directivity when steered off axis as
explained above.
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Table 5.3: Qualitative summary of listening results for different beamformers
with drums as per Fig. 5.3.
Attribute DSB SDB LSB-N1 LSB-N4 LSB-N8
Target Quality Good Excellent Good Good Poor/Fair
Interference Poor Good Bad/Poor Fair Good
Overall Quality Fair Good Fair Good Fair
overall quality task is a combination of the target quality and interference sup-
pression tasks where C-RC’s performance was indeed significantly the highest.
However, presenting a task without a single attribute to be rated may have
complicated the subjects’ judgement. Moreover, the CIs for C-RC and S-RS
are more spread than for the previous two tasks as shown in Fig. 5.5, sug-
gesting that the subjects’ different interpretations of weighting each attribute
result in larger variance across participants, thus preventing to draw statistical
differences.
On the other hand, for vocals, whose frequency range is approximately 200 Hz–
8 kHz, the results for target quality, interference suppression and overall quality
across arrays become much more similar. However, the 3AFC test shows the
significantly higher interference suppression of C-RC evaluated with bass guitar
and guitar (with approximate frequency ranges of 40 Hz–1 kHz and 100 Hz–3.5
kHz, respectively) as target instruments and drums as one of the interfering
instruments, and over different relative instrument positions. This indicates
that even though the differences in target quality and interference across arrays
are not fully exploited with band-limited signals, the extended frequency range
of the baffled circular array may become important to attenuate low frequencies
and/or aliasing effects that may be audible from the other arrays in the presence
of interfering wideband signals like drums.
Since the performance of the captured object also depends on the beamformer,
a subjective evaluation of different beamformers was conducted. The results for
all attributes and beamformers from Fig. 5.3 are summarised qualitatively in
Table 5.3. The quality of the target sound is one of the most important aspects
of object capture as discussed in Sec. 1.2. In this regard, SDB achieves excellent
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quality, due to its distortionless constraint, compared to DSB’s good quality as
a result of its high frequency boost from C-RC’s baffle scattering. LSB’s quality
degrades as the order increases due to the higher low frequency roll-off from
its regularised response as shown in Chapter 4. However, this could be easily
compensated through equalisation at the look direction.
As discussed for the array comparison, the ability to suppress other sources is a
very important aspect of object capture. Here, SDB and LSB-N8 perform best
with good attenuation despite the more frequency-dependent attenuation of
the former. LSB-N4’s lower attenuation yet more consistent off-axis frequency
response performed slightly worse subjectively than SDB and LSB-N8. The two
outcomes seem to indicate that the overall attenuation may be the dominant
subjective factor. However, the equivalent interference scores from SDB (which
can be regarded as N = 16) and LSB-N8 suggest that increasing the order
beyond N =8 with a robustness constraint may not lead to greater perceptual
attenuation.
The overall quality is highest for SDB with drums, followed by LSB-N4 and
LSB-N8, showing that the low-frequency roll-off from high-ordered LSB be-
comes detrimental in the overall quality too. On the other hand, the same
overall performance is seen for these three beamformers with vocals, suggesting
that LSB’s high pass filter is not as important for such band-limited signals.
The current studies rely on some assumptions that simplify the creation of the
sound scenes, thus deviating from a real sound recording in terms of two main
aspects: source width and reverberation. Sound sources are assumed to be plane
waves from a single direction. In reality, they have complex radiating patterns
over a given area, especially for large instruments like drums. This simplification
will affect the beamformer output signal, primarily if the beamformer is very
directional as it may be the case with SDB at high frequencies, since part of
the source radiating area may fall outside of the mainlobe. In this case, the
quality of the target sound may be degraded due to spatial “overfiltering”, and
a more conservative beamformer such as LSB with explicit directivity control
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may be preferred, yet this will depend on the size of the source, its distance
from the array and the array design. Otherwise, this assumption may not have
a significant impact on the main outcome of this study, namely C-RC’s overall
better perceptual performance, since while the absolute scores may change when
evaluated in a real audio capture, the relative performance across arrays may
not significantly change given that several arrangements of instruments were
evaluated in the 3AFC test, providing additional spatial averaging similarly to
a real capture accounting for source width.
Conversely, reverberation may have a dramatic impact on the perceptual re-
sults. Apart from degrading the absolute perceptual quality, the room char-
acteristics (size, absoption coefficients and additional absorbing/reflecting ob-
jects) and the sources and array positions may have a significant impact on the
results, thus requiring to perform a very elaborated study with multiple choices
of these attributes to draw appropriate conclusions. Without endeavouring in
such a task, we may be able to anticipate how the current results may extrap-
olate to certain simplified reverberated sound fields. A diffuse field is achieved
beyond the critical distance from the sound source in a room, expressed as
rc ≈ 0.1
√
V
piRT (Kuttruff, 2009), where V is the room volume and RT is the
reverberation time. For a cylindrical diffuse sound field, the results would be
identical to those shown here, since the sound field was modelled as cylindrical.
This theoretical model may be appropriate in rooms with high sound attenua-
tion from the ceiling and floor (McCowan, 2001), such as in offices with ceiling
tiles and carpet. If on the other hand, the room is nearly uniformly reverberant,
a spherical diffuse field may be a closer model. In this case, the highest scores
achieved by C-RC in this study may differ in a spherically diffuse environment
since this (and all other planar) arrays are not capable of achieving high direc-
tivity in the elevation plane with the original cylindrical sound field weights, as
shown in Figs. F.1 and F.2, while still capable of achieving decent directivity
when designed in a spherical sound field with SDB as shown in Fig. F.5. On
the other hand, S-RS is capable of synthesising uniform directivity patterns
with the same resolution in azimuth and elevation, provided they are designed
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in a spherical sound field as shown in Figs. F.7 and F.8. While S-RS’s overall
directivity is higher than that of C-RC in a spherical sound field, its frequency
range is narrower similarly to the results shown for cylindrical sound fields in
Chapters 3 and 4. Hence, either array will not unequivocally outperform the
other in terms of all metrics, unlike C-RC in cylindrical sound fields.
Finally, the reduced performance of high-order LSBs for the two quality tasks
has been linked to the on-axis roll-off. This could have been prevented by
equalising the on-axis response, thus resembling how this beamformer would
be used in practice, yet this was anticipated after the experiment began. Note
however, that with such equalisation there should be no differences in quality of
target sound among arrays given its distortionless target direction response, po-
tentially making this task redundant and reducing the study to evaluating the
interference suppression. Further subjective tests with LSB’s on-axis response
equalised may be conducted to confirm whether SDB’s high interference atten-
uation is preferred over LSB’s potentially lower (for moderate orders) yet more
consistent attenuation with frequency. Additional future work may include sub-
jective evaluations of alternative target patterns and/or other beamformers to
maximise the SIR and further isolate the target object.
5.6 Summary
Perceptual tests are important to provide an indication of how the physical
performance metrics relate to subjective judgements. Very few microphone ar-
ray beamforming studies have evaluated their perceptual performance, most of
which relied on objective models trained on perceptual features from source
separation methods, which showed limitations in terms of their ability to pre-
dict the perceptual impression with new stimuli (Cano et al., 2016), and/or
when applied to signals from beamforming methods as discovered in Chapter
4. One common approach to overcome the limitations of perceptual objective
models is to conduct subjective tests, which are very common in other areas
such as spatial localisation and source separation methods. However, no for-
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mal comparative subjective evaluation exist in microphone array beamforming,
which motivates the scope of this chapter. Two main experiments have been un-
dertaken assessing different array designs and beamformers in terms of quality
of the target sound, interference suppression and overall quality, for simulated
music performance recordings.
From the array comparison, the results show that the circular array on cylindri-
cal baffle achieves the highest statistically significant target quality and interfer-
ence suppression of all arrays with drums as target instrument. This suggests
that the wider frequency range of the cylindrical array shown in Chapters 3
and 4 manifests as improved subjective target quality and interference suppres-
sion for wideband target signals. The cylindrical array also achieved higher
overall quality scores than the other arrays, yet not significantly higher than
the spherical array on rigid sphere, potentially due to the higher difficulty in
combining two attributes (target quality and interference suppression) in a sin-
gle task which manifested as higher CIs than for the previous two tasks. For
vocals as the target signal, the differences among arrays reduced significantly
for all tasks, suggesting that the narrower frequency range of the target signal
de-emphasises the wider operating bandwidth of the cylindrical array. How-
ever, an additional 3AFC test with guitar and bass (also band-limited signals)
as target instruments and drums as one of the interfering instruments showed
significantly higher interference suppression by the cylindrical array. This im-
plies that even though the cylindrical array’s additional bandwidth is not fully
exploited with band-limited target signals, it may still become important to at-
tenuate low frequencies and/or aliasing effects that may be audible with other
arrays in the presence of interfering wideband signals.
Regarding the beamforming experiment, SDB achieved the highest target qual-
ity and overall quality with drums as target signal due to its on-axis distortion-
less constraint and high overall attenuation. DSB achieved good target quality
but poor interference suppression due to its reduced and frequency-dependent
off-axis attenuation. LSB performed comparably to SDB in terms of interfer-
ence attenuation for N = 8. However, the target quality reduced significantly
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with order as a result of the increasingly higher on-axis roll-off discussed in
Chapter 4, which also impacted on its overall quality scores. Similarly to the
array comparison, for the vocal stimulus the target quality and overall quality
scores across beamformers compressed notably, suggesting that the differences
among beamformers become less critical for narrower-band target signals.
Chapter 6
Conclusions and further work
The focus of this thesis was to advance microphone array beamforming design
from a practical perspective. To this end, a number of contributions have been
made with the common goal of identifying the choices of microphone array
beamforming design parameters that maximise the quality of audio objects
extracted from a horizontal sound field.
First, an overview of the scope and findings of this thesis is provided in Sec. 6.1.
Then, the research questions and contributions set out in Chapter 1 are revisited
prior to describing in detail how they have been addressed in Sec. 6.2. Based on
the relevant literature and the findings from this work, three potential research
directions are proposed in Sec. 6.3 to further advance the field. Finally, a
summary of the main concluding remarks of this thesis is outlined in Sec. 6.4.
6.1 Overview
The literature review conducted in Chapter 2 highlighted a range of differ-
ent array designs used with different beamforming methods to achieve various
objectives. This identified the absence of a comparative study of commonly
used microphone array designs to weigh up their advantages and disadvantages
over various performance measures, which may be more or less important for
different applications.
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This gap in the literature motivated the scope of Chapter 3, wherein a physical
performance evaluation of eight uniform microphone array designs was per-
formed with widely used beamformers and a range of evaluation metrics. It
was found that the baffled circular arrays outperformed all other array ge-
ometries in terms of perceptually relevant frequency range, spatial resolution,
directivity and robustness. While beamformers further impacted the absolute
performance, the relative performance across arrays was consistent for different
beamformers, except for a small number of particular array-beamformer inter-
actions. Moreover, the higher overall performance of the baffled circular arrays
was shown to generalise to other choices of number of microphones, array size
and minimum robustness.
Given the ability of the least-squares beamformer (LSB) to synthesise frequency-
invariant beampatterns, and their potential benefits to filter all sound sources
evenly with frequency, the effects of the three main parameters of LSB, i.e. ar-
ray geometry, directivity order and regularisation, were investigated in Chapter
4. The regularisation parameter showed the inherent balance between directiv-
ity and robustness while the increase in directivity order revealed the intrinsic
trade-off between directivity and bandwidth. On the other hand, the circular ar-
ray on rigid cylinder was shown to achieve the widest frequency range and high-
est robustness of all arrays, consistently for different orders and regularisation
parameters. A method to empirically derive an optimal regularisation parame-
ter was proposed, showing the improvements over typical robustness constraints
for different microphone measurement errors. Furthermore, the higher physical
performance of the baffled circular array was ratified by the scores from the
perceptual evaluation methods for audio source separation (PEASS) toolbox.
However, some PEASS results differed from those from the physical evaluation
and informal listening, including target quality and artefacts.
The limitations of relying exclusively on objective metrics to rate perceptual
quality motivated the development of the first formal listening tests for micro-
phone array beamforming evaluation. Chapter 5 compared the subjective per-
formance of different microphone array geometries and beamforming methods
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in simulated music performance recordings. The baffled circular array achieved
higher target quality and interference suppression that the other arrays in pres-
ence of wideband signals, while the superdirective beamformer (SDB) performed
best among beamformers in terms of quality, with equivalent suppression to
high-order LSB.
The research questions (RQs) originally proposed in Chapter 1 to govern the
research direction of this thesis are restated here:
1. What array geometry should be used to maximise the overall quality of
audio objects extracted from a horizontal sound field by means of beam-
forming?
(a) How do different uniform array geometries perform in terms of vari-
ous physical metrics?
(b) How do different uniform array geometries perform perceptually?
2. What beamforming method should be used to maximise the quality of
extracted audio objects?
(a) How do different beamformers perform in combination or indepen-
dently of the array design in terms of various physical metrics?
(b) How do different beamformers perform perceptually?
3. How is the performance of the extracted objects affected by additional
parameters?
(a) Physical parameters: number of microphones, maximum array size,
deviations from nominal microphone characteristics.
(b) Beamforming parameters: Designed directivity and robustness to
deviations from nominal microphone characteristics.
From the above research questions, a number of research contributions (RCs)
were also identified which are listed here:
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1. (a) Determination of uniform microphone array geometry that max-
imises the overall physical beamforming performance for a horizontal
sound field (RQ 1a).
(b) Determination of the interactions between microphone array geome-
tries and beamforming methods and their impact on physical per-
formance metrics (RQ 2a).
(c) Evaluation of the generalisability of contributions RC 1a and RC 1b
to other choices of number of microphones and maximum array size
(RQ 3a) and minimum robustness (RQ 3b).
2. (a) Determination of the array geometry that maximises the overall
physical performance of frequency-invariant beamformers (RQ 1a).
(b) Identification of the effects that the directivity order has on direc-
tivity and operating bandwidth (RQ 3b).
(c) Evaluation of the error between desired and achieved responses in
presence of different magnitudes and types of microphone character-
istic deviations (RQ 3a).
(d) Determination of an optimal regularisation parameter to minimise
the error between desired and achieved responses in presence of de-
viations from nominal microphone characteristics (RQ 3b).
(e) Evaluation of the effects of array geometry (RQ 1b) and directivity
order (RQ 3b) on perceptual objective metrics and their extrapola-
tion to peceptual evaluation.
3. (a) Determination of the array geometry that maximises the quality of
the extracted audio object both in terms of quality of the target
sound and interference suppression of other sounds (RQ 1b).
(b) Evaluation of the quality of the extracted audio object both in terms
of quality of the target sound and interference suppression of other
sounds for different beamforming methods (RQ 2b).
The next section presents the outcomes of each of these contributions.
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6.2 Conclusions
The main findings of Chapters 3 to 5 which lead to the above research contri-
butions are summarised in the following.
1. Physical performance comparison of microphone array designs
From the literature review in Chapter 2, it was identified that there was no
comparative study evaluating the performance of multiple array designs. Some
contributions have shown some of the benefits of using given arrays, e.g. for-
mulation simplicity of linear (L) arrays or the improved robustness of baffled
arrays in higher-order Ambisonics (HOA)/modal beamforming (MB) domain.
However, no study has included a range of the most typical array geometries as
well as a number of evaluation metrics that are required to assess the potential
strengths and weaknesses of different geometries. The first main contribution
was to perform a thorough comparative evaluation of the physical horizontal
beamforming performance of eight different uniform microphone array geome-
tries for a range of evaluation metrics and beamformers. To guarantee a fair
and systematic comparison across arrays, simulations were performed with all
arrays featuring the same number of microphones (32) and maximum size (0.2
m). These values were selected as a compromise between performance, cost
and compactness of the array and processing power, all four being important
factors in a practical audio capture. The analysis utilised various widely used
filter-and-sum beamforming (FSB) with a lower bound robustness, rather than
unconstrained as often assumed, and evaluated the entire audio frequency range,
instead of the range below a given array’s aliasing frequency as usually occurs.
The results revealed that the array geometry had a significant effect on the
evaluation metrics, with baffled circular arrays performing best in terms of per-
ceptually relevant frequency range, spatial resolution, directivity and robust-
ness (RC 1a, RQ 1a) as shown in Secs. 3.4.2–3.4.4. To explain the differences
in beamforming performance across arrays, the concept of effective aperture
was introduced as the equivalent distance between microphones based on their
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phase difference. From that it was discussed that the best overall performance
of the baffled circular arrays is the result of: the circular configuration being the
optimal geometry in a horizontal sound field, maximising the distance among
all the microphones for a given maximum size; the close spacing of adjacent
sensors given their distribution over a single dimension along its perimeter; and
the additional effective aperture from the diffraction of the baffle, being at low
frequencies, 1.5 and 2 times larger for circular arrays on rigid sphere (C-RS)
and on rigid cylinder (C-RC), respectively, compared to the open circular array
(C). The small spacing resulted in an aliasing frequency higher than all other
arrays except L, while the larger effective aperture led to the best performance
in terms of extended low frequency range, resolution, directivity and robust-
ness, as shown in Figs. 3.7–3.9, being marginally better with the cylindrical
baffle than with the spherical baffle. For example, their bandwidth was approx-
imately 2 octaves larger than those for rectangular (R) and spherical (S) arrays
and their DI up to 3 dB larger than that of the linear array.
While the actual performance also depends on the beamforming method, which
weighs these inherent physical array characteristics according to the particu-
lar optimisation problem, these array characteristics were shown to be con-
sistent for different beamformers, i.e. the rankings of arrays for each metric
remained unaltered for all beamformers (RC 1b, RQ 2a). One of the particular
array-beamformer interactions is the extension of the aliasing frequency with
some arrays and SDB or LSB beyond the assumed half-wavelength spacing
limit (c/(2∆r)), being only exact for a linear endfire array with delay-and-sum
beamformer (DSB). For instance, circular arrays with 4th-order LSB extended
their aliasing frequency from 8.5 kHz to 12 kHz. Another important interaction
is the robustness drop of open circular arrays with FSBs relying on the array
manifold inversion as shown in Fig. 3.9, thus not occurring exclusively in the
MB/HOA domain.
The performance also depends on additional parameters such as the number of
microphones, the array size and the minimum robustness imposed on the beam-
formers. Thus, other choices of these parameters were evaluated to assess how
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the relative performance among arrays generalises. Thus, the effect of array
size was shown to scale the operating frequency range, whereas the number of
microphones affected the aliasing frequency (Fig. 3.10) and the maximum direc-
tivity achieved at high frequencies, yet impacting on all arrays nearly equally.
Therefore, the relative performance among arrays from this comparative study
resulting in baffled circular arrays performing best overall can be said to gen-
eralise to other choices of number of microphones, array size and robustness
(RC 1c, RQ 3a–3b), with the latter being further analysed in the next main
contribution.
2. Array geometry, directivity order and regularisation on least-squares
beamformer
The beamformers evaluated in Chapter 3 are all widely used in the literature,
yet only one, the LSB, achieves directional responses that are independent of
frequency over a given frequency range. This characteristic is beneficial to
ensure consistent attenuation of sources outside of the look direction and was
therefore thought to be important for object-based capture where quality is
essential. LSB was chosen due to its inclusion of robustness constraints in the
formulation (unlike traditional DMs) and the common framework for arbitrary
array designs (unlike MB). Although LSB has been used in the literature for
similar directional capture purposes, no quantitative evaluation of the impact
of its design parameters has been undertaken. The main contribution was then
to identify the effects of array geometry, directivity order and regularisation on
the physical and perceptual performance of frequency-invariant LSBs.
R, C and C-RC arrays were evaluated from 1st- to 15th-order hypercardioid
patterns, and a range of regularisation parameters while also assessing specific
robustness constraints. The results of the physical evaluation showed that C-
RC was consistently the best performing array achieving the widest frequency
range and most robust response, as shown in Figs. 4.7 and 4.6 (RC 2a, RQ 3b).
The effect of increasing the directivity order naturally led to higher directivity
at high frequencies given the robustness constraint, although at the expense of
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reduced operating bandwidth as per Fig. 4.4. While this trade-off has already
been reported in the MB/HOA, the equivalent effect on LSB and their impact
for different array geometries is novel from this work (RC 2b, RQ 3b). The
operating bandwidth is wider for C-RC compared to the other arrays for all
orders, whereas R was unable to synthesise error-free responses over at least
one octave above order 9, compared to order 15 for the circular arrays.
Another important parameter is regularisation, which determines the funda-
mental trade-off between directivity and robustness, as summarised by Fig. 4.12.
Above a given frequency, C-RC achieved an error-free response regardless of the
regularisation parameter, unlike R which required minimum regularisation at
all frequencies and C which featured low robustness at specific singular frequen-
cies as shown in Fig. 4.2. The effect of regularisation was also demonstrated
for a range of magnitudes and types of measurement errors. Larger magni-
tudes of manifold errors required higher regularisation and higher frequencies
to ensure a robust response. A method to empirically derive an optimal reg-
ularisation parameter was also proposed as the argument that minimises the
error in DI as a function of regularisation parameter and frequency (RC 2d,
RQ 3b). The performance of this optimal regularisation outperformed typi-
cal robustness-constrained solutions which may under- or over-regularise the
response. This was shown to be particularly important for calibration and po-
sitioning manifold errors, whose optimal regularisation parameter was found
to increase by 2 dB/octave and 6 dB/octave as shown in Figs. 4.13 and 4.14,
making frequency-independent robustness constraints unsuitable (RC 2c, RQ
3a).
The effects of microphone array geometry and directivity order were further
evaluated perceptually using the PEASS toolbox over a simulated two-source
horizontal sound scene. The perceptual interference attenuation increased with
order for low orders, and C-RC consistently performed better than the other
two arrays, thus confirming the results from the physical performance evalua-
tion (RC 2e, RQs 1b–3b). However, target quality scores increased with order,
differing from the equivalent physical evaluation results and informal listening
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tests. Moreover, scores due to artefacts reduced for music stimuli, yet no audi-
ble artefacts were experienced. Previous studies have shown the low correlation
between subjective and PEASS scores with different stimuli and/or source sep-
aration methods from the ones used to train the model. This questions at least
partially the validity of PEASS to accurately predict the perceptual quality of
beamformed signals.
3. Subjective evaluation of microphone array beamforming
Given the limitations of PEASS to accurately predict the perceptual quality
of beamformed signals discovered in the previous main contribution, subjective
evaluation was needed to assess such perceptual performance formally. In other
areas including sound field capture and reproduction and source separation,
listening tests are very common to perceptually judge the merits of different
processing methods or spaced microphone array configurations regarding at-
tributes such as localisation accuracy and overall quality. However, there are
no equivalent formal subjective studies of beamforming evaluation. The third
main contribution of this thesis is to present the first comparative listening
evaluations of microphone array beamforming for different array designs and
beamforming methods. These were assessed with respect to three attributes:
target quality, interference suppression and overall quality.
C-RC performed statistically significantly higher than L, R and spherical on
rigid sphere (S-RS) arrays both in terms of target quality and interference sup-
pression in presence of wideband signals, as shown in Fig. 5.5 (RC 3a, RQ
1b). This confirms that the higher performance of this array from the physical
evaluation is also reflected on the perceptual assessment, primarily due to its
extended perceptually relevant frequency range. The differences among arrays
were de-emphasised with band-limited target signals, yet a second alternative
forced choice test demonstrated the C-RC to still yield significantly higher in-
terference suppression than the other arrays with band-limited target signals
and wideband interfering signals (Fig. 5.7).
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On the other hand, the beamforming evaluation showed statistically higher
target quality and overall quality of the SDB over LSB and DSB for wideband
signals, while achieving equivalent interference suppression to the 8th-order
LSB, as shown in Fig. 5.3 (RC 3b, RQ 2b). This manifests the perceptual
advantages of SDB’s flat look-direction response and high attenuation outside
of it. LSB increases perceptual interference attenuation with order, at the
expense of reduced target quality. This is the consequence of the on-axis roll-
off shown in the physical performance evaluation, yet it could be overcome
by equalising the response. Similarly to the array comparison, the perceptual
quality differences among beamformers become less significant for band-limited
target signals, since the entire frequency range of the directional responses is
not fully exploited.
6.3 Further work
The findings from this thesis lead to a set of research avenues that can be
investigated to further advance the field of microphone array object capture:
microphone array geometry for horizontal-with-height sound fields, microphone
array separation with machine learning and perceptual model for beamforming
and source separation quality.
Microphone array geometry for horizontal-with-height sound fields
This thesis clearly showed the higher performance of baffled circular arrays for
horizontal sound fields both from the design and perceptual points of view.
A natural extension to this work is to investigate the optimal geometry for
sound fields with elevation variation. Spherical isotropic sound fields assume
uniform distribution of the sound sources in the three-dimensional space. In
this case the spherical array is the only one able to achieve a beampattern
that is independent of the steering angle in azimuth and elevation, similarly
to the circular array in a horizontal sound field. However, the analysis from
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this work showed spherical arrangements to under-perform compared to cir-
cular counterparts particularly at high frequencies due to the larger area over
which to distribute the microphones resulting in larger spacing. Given that
this is an intrinsic physical characteristic of the array, the reduced bandwidth
is still expected to occur in spherical sound fields, thus requiring to perform
an equivalent performance study of array designs over a range of metrics to
evaluate their strengths and weaknesses in spherical sound fields. Nevertheless,
most real-world sounds originate with much larger variation in azimuth than
elevation (Favrot et al., 2011) and (perhaps as a consequence of the latter) hu-
mans’ localisation capabilities are much finer in the horizontal than the vertical
plane (Blauert, 1983). These were the motivations for this thesis to focus on
horizontal sound fields. Therefore, a natural extension of this work is to in-
vestigate the array geometry that maximises the beamforming performance in
horizontal-with-height sound fields, i.e. with higher resolution in azimuth and
some lower resolution in elevation (potentially non-uniform). An example could
be to maximise the performance over a given elevation range, e.g. ϑ≤±30◦. A
similar approach in the harmonic domain is the mixed-order Ambisonic, and
associated contributions in microphone arrays are those by Favrot et al. (2011);
Favrot & Marschall (2012); Marschall et al. (2012). In Appendix F, some pre-
liminary results of the response in 3D for C-RC and S-RS are included for
comparison.
Microphone array separation with machine learning
The directivity and sidelobe attenuation achieved with beamforming is highly
dependent on the number of sensors. Thus, a minimum number of microphones
(normally in the order of tens) are required to achieve a given target perfor-
mance. However, from the work carried out in this thesis and equivalent studies
of robust beamforming, it is also clear that at low frequencies neither beam-
forming method with compact microphone arrays can achieve high performance
irrespectively of the number of microphones. This is because in practice robust-
ness constraints need to be imposed to avoid the beampattern to collapse due
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to real microphone measurement errors. Given that this is an inherent prob-
lem in all beamforming methods and when wideband directional capture is of
importance, an alternative approach is to use machine learning techniques to
extract the sound source of interest from the microphone array signals. Un-
like beamforming which is essentially a spatial linear filter, machine learning
techniques can exploit not only the directional information but also the time-
varying spectral information to isolate the target signal in a non-linear fashion.
This is therefore an extension of traditional data-dependent beamformers. Re-
cent techniques in deep learning have achieved very impressive results in areas
such as source separation, speech recognition and speech enhancement (Wang
& Chen, 2018; Xu et al., 2015) outperforming traditional equivalent methods.
However, given that they are trained with data, their high performance relies
on some a priori knowledge of the target signal. In the classical approach of
steering the array to extract any given signal in the sound field, the lack of
knowledge of the type of signal may restrict the ability of deep models to know
what to learn. In this case, and given that it is difficult to understand how deep
models work behind the scenes, a combination of traditional signal processing
with machine leaning methods may lead to the best of both worlds. The goal
would be to achieve higher performance than beamforming methods, while not
being limited to the higher frequency range, and/or with a smaller number of
microphones to reduce cost. In this case it would also be interesting to in-
vestigate how the microphone array design should be, given that the rules of
array size and spacing determining the operating bandwidth from beamforming
may not apply with this approach. Another important challenge to be answered
with such techniques is whether the extracted signal can achieve as high quality
as that from linear spatial filtering, particularly in terms of the distortionless
target signal and artefact-free response.
Perceptual model for beamforming and source separation quality
The perceptual scores from PEASS for the beamformed signals under study
evidenced its inability to account for linear spectral filtering and the false de-
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tection of artefacts. Given its limitations encountered by this and other studies
to accurately evaluate the perceptual quality, another arising research path is
the investigation of more accurate perceptual models for beamforming and blind
source separation methods. Machine learning approaches can be used to iden-
tify the features that determine the quality with respect to attributes similar
to those of PEASS, i.e. target quality, interfering effects, artefacts and overall
quality. The key is to design an algorithm that identifies those features and
evaluates them accurately, while generalising to a large number of (potentially
unseen) signals, i.e. without overfitting. A successful perceptual model would
be very beneficial to assess the quality of novel beamforming and source sepa-
ration contributions, without requiring dedicated listening tests which are time
consuming.
6.4 Summary
This thesis has presented a number of contributions that advance the field of
microphone array beamforming design. The performance of different uniform
array designs with widely used beamformers and other design parameters has
been extensively evaluated from the physical perspective with a purpose built
simulation toolbox 1 and from the perceptual perspective with dedicated lis-
tening tests which are unique in the microphone array beamforming literature.
Practical design aspects have been considered throughout the thesis regard-
ing number of microphones, array size, errors in microphone characteristics
and minimum robustness. Moreover, the (nearly equal) split of physical and
perceptual performance evaluations shows the emphasis on both aspects, thus
accomplishing a good balance of theoretical and practical understanding.
The main outcome of this work is the identification of the circular arrays on
cylindrical and spherical baffles as the optimal uniform microphone array ge-
1The toolbox was originally built by Dr Philip Coleman in development of (Coleman et al.,
2015), while this author contributed to its development regarding the expansion to baffled
circular and spherical arrays, its evaluation in spherical sound fields in addition to cylindrical
sound fields, and the inclusion of array manifold simulation errors (gain, phase, positioning,
diffuse and uncorrelated), as well as visualisation and implementation improvements.
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ometries for directional capture in horizontal sound fields. These geometries
were shown to achieve: the highest effective aperture, maximising the distance
among distant microphones while ensuring small spacing of adjacent sensors;
enhanced phase differences from diffraction around the baffles (being 1.3 to 2
times higher than those of open circular arrays at all frequencies); and higher
numerical robustness of the scattering of the baffles. This resulted in the best
overall physical performance in terms of perceptually relevant bandwidth, di-
rectivity, spatial resolution and robustness to deviations in microphone charac-
teristics. They also outperformed other array designs perceptually in terms of
target quality and interference suppression. The outcome of this study can have
a significant impact in the design of microphone arrays for directional capture,
especially given the rising demand from the audio community in this area as
well as the limited offer of commercially available devices (such as Eigenmike,
Zylia ZM-1 and Brahma-8). As a result of these findings a natural continuation
of this work is to explore equivalent optimal microphone array geometries in
sound fields with some variation in height, given that sources are more often
distributed horizontally while still having some elevation variation.
The analysis of different beamformers and their parameters allowed to draw im-
portant conclusions about their interactions with the array geometry and their
impact on physical performance metrics, some of which include the trade-offs
between directivity and robustness with regularisation parameter and between
directivity and bandwidth with directivity order. From the first formal listen-
ing tests for beamforming, SDB achieved the highest quality given its on-axis
distortionless constraint and as good as interference suppression as the high-
order LSB, whose quality reduced with order while being easily amendable if
pre-equalised. Another research avenue is to develop perceptual models for
beamforming and source separation which are accurate and generalise well to
many stimuli, thus reducing the need for dedicated listening tests. Finally, given
the performance drop at low frequencies for all robust beamforming methods
with compact microphone arrays, another proposed future research direction
is to investigate machine learning techniques, potentially in combination with
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the vast available literature in traditional array processing, to improve the sep-
aration of unwanted sources including at low frequencies and/or reduce the
required number of microphones to lower hardware costs.
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Appendix A
Fourier domains
A.1 Fourier transforms
In this thesis, the temporal Fourier transform of a generic function f(t) is
defined as (Fahy, 2001):
f(ω) =
∫ ∞
−∞
f(t)e−iωt dt, (A.1)
with the inverse temporal Fourier transform:
f(t) =
1
2pi
∫ ∞
−∞
f(ω)eiωt dω. (A.2)
Equivalently, the spatial Fourier transform in n spatial coordinates is defined
as (Teutsch, 2007):
f(k) =
∫
Rn
f(r)e−ik
T r dr, (A.3)
with the inverse temporal Fourier transform:
f(r) =
1
(2pi)n
∫
Rn
f(k)eik
T r dk. (A.4)
Note the definitions in Eqs. (A.1) and (A.2) follow Fahy (2001); Kinsler et al.
(1999), which differ from the alternative definition with opposite exponential
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sign used by Williams (1999); Teutsch (2007). The former are consistent with
the equivalent spatial counterparts in Eqs. (A.3) and (A.4).
A.2 Fourier series
The equivalent one-dimensional spatial Fourier transform in azimuth is the
Fourier series, given its circular symmetry (Teutsch, 2007). Thus, a function
along the unit circle f(φ) can be represented by a Fourier series as:
f(φ) =
∞∑
n=−∞
fne
inφ, (A.5)
where the circular Fourier coefficients fn are in turn defined as:
fn =
1
2pi
∫ 2pi
0
f(φ)e−inφ dφ. (A.6)
Note that Eq. (A.6) is the circular Fourier transform, i.e. the equivalent circular
representation of Eq. (A.3). Similarly, Eq. (A.5) is the circular Fourier series
which is the equivalent circular representation of the inverse spatial Fourier
transform from Eq. (A.4).
A.3 Spherical harmonic transform
The equivalent two-dimensional spatial Fourier transform in azimuth and ele-
vation is the spherical harmonic transform. Any function f(θ, φ) that is square-
integrable over the unit sphere can be expanded into a series of spherical har-
monics as (Rafaely, 2015; Teutsch, 2007):
f(θ, φ) =
∞∑
n=0
n∑
q=−n
fnqY
q
n (θ, φ), (A.7)
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where the spherical harmonic coefficients fnq are in turn defined as:
fnq =
2pi∫
0
pi∫
0
f(θ, φ)Y q
∗
n (θ, φ) sin θ dθ dφ. (A.8)
Similarly to the circular representation, Eq. (A.8) is the spherical harmonic
transform which is the equivalent spherical representation of Eq. (A.3). On the
other hand, Eq. (A.7) is the inverse spherical harmonic transform which is the
equivalent spherical representation of Eq. (A.4).
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Appendix B
Special functions
This appendix defines and presents properties of special functions that are used
in this thesis. These are adopted from Teutsch (2007); Williams (1999).
B.1 Bessel functions
Bessel functions are solutions of Bessel’s differential equation defined as:
x2
∂2ξ
∂x2
+ x
∂ξ
∂x
+ (x2 + n)ξ = 0. (B.1)
The four solutions are: the Bessel function of first kind Jn(x), the Neumann
function Yn(x), and the Hankel functions of the first and second kinds H
(1)
n (x)
and H
(2)
n (x), where n is the order. These functions appear in two-dimensional
sound fields, as opposed to spherical Bessel functions that occur in three-
dimensional sound fields and presented in Sec. B.2.
The Bessel function is defined as:
Jn(x) =
1
2piin
∫ 2pi
0
ei(x cosφ+nφ) dφ. (B.2)
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The Neumann function is defined as:
Yn(x) =
Jn(x) cos(npi)− J−n(x)
sin(npi)
. (B.3)
The Hankel functions of the first and second kinds are linear combinations of
the previous two and defined as:
H(1)n (x) = Jn(x) + iYn(x), (B.4)
H(2)n (x) = Jn(x)− iYn(x). (B.5)
Some important properties of these functions are as follows:
Jn(−x) = J−n(x) = (−1)nJn(x), (B.6)
Yn(−x) = Y−n(x) = (−1)nYn(x), (B.7)
H(1)n (−x) = H(1)−n(x) = einpiH(1)n (x), (B.8)
H(2)n (−x) = H(2)−n(x) = e−inpiH(2)n (x). (B.9)
The relationship between any of the Bessel functions and their derivatives is
given by:
J
′
n(x) =
Jn−1(x)− Jn+1(x)
2
, (B.10)
where Jn(x) can be replaced by any Bessel function.
On the other hand, approximations for small and large arguments are often
useful. For small argument x n, the Bessel and Neumann function are:
Jn(x) ≈ x
n
2nn!
, (B.11)
Yn(x) ≈ −(n− 1)!
pi
(
2
x
)n
. (B.12)
A small argument approximation for the derivative of the Hankel function is
H
′(1,2)
n (x) ≈ ±
in!
pin
(
2
x
)n+1
, (B.13)
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where
n =
{
1 n = 0
2 n > 0.
(B.14)
Large argument asymptotic approximations for all Bessel functions are:
Jn(x) ≈
√
2
pix
cos
(
x− npi/2− pi/4) , (B.15)
Yn(x) ≈
√
2
pix
sin
(
x− npi/2− pi/4) , (B.16)
H(1)n (x) ≈
√
2
pix
ei(x−npi/2−pi/4), (B.17)
H(2)n (x) ≈
√
2
pix
e−i(x−npi/2−pi/4). (B.18)
B.2 Spherical Bessel functions
Spherical Bessel functions are solutions of the following differential equation:
x2
∂2ξ
∂x22
+ 2x
∂ξ
∂x
+ (x2 − n(n+ 1))ξ = 0. (B.19)
The four solutions are: the spherical Bessel function of first kind jn(x), the
spherical Neumann function yn(x), and the spherical Hankel functions of the
first and second kinds h
(1)
n (x) and h
(2)
n (x), where n is the order. These functions
appear in three-dimensional sound fields. The spherical Bessel functions can be
defined with equivalences to the Bessel functions as follows:
jn(x) =
√
pi
2x
Jn+1/2(x), (B.20)
yn(x) =
√
pi
2x
Yn+1/2(x), (B.21)
h(1)n (x) = jn(x) + iyn(x) =
√
pi
2x
[
Jn+1/2(x) + iYn+1/2(x)
]
, (B.22)
h(2)n (x) = jn(x)− iyn(x) =
√
pi
2x
[
Jn+1/2(x)− iYn+1/2(x)
]
. (B.23)
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The relationship between any of the spherical Bessel functions and their deriva-
tives is given by:
j
′
n(x) = jn−1(x)−
n+ 1
x
jn(x), (B.24)
where jn(x) can be replaced by any spherical Bessel function. For small argu-
ment xn, the spherical Bessel functions can be approximated as:
jn(x) ≈ x
n
(2n+ 1)!!
, (B.25)
yn(x) ≈ −(2n− 1)!!
xn+1
, (B.26)
h(1,2)n (x) ≈ ∓i
(2n− 1)!!
xn+1
. (B.27)
A small argument approximation for the derivative of the spherical Hankel
function is
h
′(1,2)
n (x) ≈ ±i
(n+ 1)(2n− 1)!!
xn+2
, (B.28)
where the double factorial is defined as:
n!! =

n · (n− 2) · . . . · 3 · 1 n > 0 odd
n · (n− 1) · . . . · 4 · 2 n > 0 even
1 n = −1, 0.
(B.29)
A large argument asymptotic expression of the spherical Hankel function is:
h(1,2)n (x) ≈ (∓i)n+1
e±ix
x
. (B.30)
B.3 Legendre polynomials, associated Legendre func-
tions and spherical harmonics
The Legendre polynomials of order n are defined as:
Pn(x) =
1
2nn!
dn
dxn
(x2 − 1)n. (B.31)
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The associated Legendre functions of order n and degree q are defined as:
P qn(x) = (−1)q(1− x2)q/2
dq
dxq
Pn(x). (B.32)
The associated Legendre functions are the elevation functions from the sepa-
ration of variables of the wave equation solution in spherical coordinates with
x= cos θ. Combining these with the azimuth functions leads to the so-called
spherical harmonics, defined as:
Y qn (θ, φ) ≡
√
(2n+ 1)
4pi
(n− q)!
(n+ q)!
P qn(cos θ)e
iqφ. (B.33)
These three functions have the following orthogonality properties:
∫ 1
−1
Pn(x)Pn′(x) dx =
2
2n+ 1
δnn′ , (B.34)
∫ 1
−1
P qn(x)P
q
n′(x) dx =
2
2n+ 1
(n+ q)!
(n− q)!δnn′ , (B.35)∫ 2pi
0
∫ pi
0
Y qn (θ, φ)Y
q′∗
n′ (θ, φ) sin θ dθ dφ = δnn′δqq′ , (B.36)
where δnn′ is the Kronecker delta defined as:
δnn′ =
{
1 n = n′
0 otherwise.
(B.37)
These functions also feature the following symmetry relationships:
P−qn′ (x) = (−1)q
(n− q)!
(n+ q)!
P qn(x), (B.38)
Y −qn′ (x) = (−1)qY q
∗
n′ (θ, φ). (B.39)
For a given angle difference Θ = Ω − Ω1 where Ω ≡ (θ, φ) and Ω1 ≡ (θ1, φ1),
the addition theorem for the spherical harmonics is as follows (Rafaely, 2005):
∞∑
q=−∞
Y qn (θ, φ)Y
q∗
n (θ1, φ1) =
2n+ 1
4pi
Pn(cos Θ). (B.40)
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Appendix C
Sound pressure on rigid baffles
This appendix derives the expressions of sound pressure on infinitely rigid cylin-
drical and spherical baffles due to a plane wave incidence.
C.1 Infinitely long rigid cylinder
The sound pressure on an infinitely long rigid cylinder is derived here following
a similar procedure from Teutsch (2007), but in a spherical sound field, i.e. in
three dimensions both in terms of the plane wave propagation and the eval-
uation points. The plane wave direction is expressed in spherical coordinates
whereas the pressure on the cylinder is expressed in cylindrical coordinates as
the pressure at any point on the surface of the cylinder is of interest.
Following from Eq. (2.30), the incident sound pressure on the surface of the
cylinder due to a plane wave can be expressed as:
pinc(k1, r) = e
ikT1 r = eikr sin θ1 cos(φ−φ1)eik cos θ1z. (C.1)
Eq. (C.1) can be written as Fourier series using the Jacobi-Anger expansion:
pinc(k1, r) = e
ikr sin θ1 cos(φ−φ1)eik cos θ1z =
∞∑
n=−∞
inJn(kr sin θ1)e
in(φ−φ1)eik cos θ1z.
(C.2)
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The boundary condition on the rigid cylinder is such that the particle velocity
is zero in the direction of the surface normal:
vinc(k1, r) + vscat(k1, r) = 0, (C.3)
where vinc(k1, r) and vscat(k1, r) are the incident and scattered particle veloci-
ties, respectively.
The relationship between pressure and particle velocity is given by Euler’s equa-
tion (2.10):
v(k1, r) =
i
ρ0ck
∇p(k1, r), (C.4)
where ρ0 is the density of air. Applying Eqs. (C.3) and (C.4) into Eq. (C.2),
the scattered velocity becomes:
vscat(k1, r) =
−i sin θ1
ρ0c
∞∑
n=−∞
inJ ′n(kr sin θ1)e
in(φ−φ1)eik cos θ1z. (C.5)
Assuming an infinitely long cylinder, the velocity can be assumed to be periodic
with respect to both φ and z. Thus, it can be expressed as a Fourier series:
v(k1, r) =
∞∑
n=−∞
∞∑
q=−∞
vnqe
ikqzeinφ, (C.6)
where by inspection with Eq. (C.5) results in
kq = k cos θ1, (C.7)
and the velocity coefficients are:
vscat,n =
−in+1 sin θ1
ρ0c
J ′n(kr sin θ1)e
−inφ1 . (C.8)
The scattered pressure is equivalent to that radiated by a cylindrical radiator,
which is a solution to the inhomogeneous wave equation in cylindrical coordi-
nates for an external boundary value problem and an infinitely long cylindrical
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scatterer:
pscat(k1, r) =
∞∑
n=−∞
∞∑
q=−∞
Cn(kq)H
(2)
n (krr)e
inφeikqz, (C.9)
where kr = k sin θ1 and using Eq. (C.7) further simplifies to:
pscat(k1, r) = e
ik cos θ1z
∞∑
n=−∞
Cn(k cos θ1)H
(2)
n (kr sin θ1)e
inφ. (C.10)
The objective now is to derive the value of Cn. Applying Euler’s equation (C.4)
to Eqs. (C.10) and (C.6) and using Eq. (C.7) yields:
ek cos θ1z
∞∑
n=−∞
vscat,ne
inφ =
ik sin θ1e
ik cos θ1z
ρ0ck
∞∑
n=−∞
Cn(k cos θ1)H
(2)
n
′
(kr sin θ1)e
inφ.
(C.11)
Thus, by comparison Cn can be identified to be:
Cn(k cos θ1) =
ρ0cvscat,n
i sin θ1H
(2)
n
′
(kr sin θ1)
. (C.12)
Substituting Eq. (C.12) into Eq. (C.10) leads to
pscat(k1, r) =
ρ0ce
ik cos θ1z
i sin θ1
∞∑
n=−∞
vscat,nH
(2)
n (kr sin θ1)
H
(2)
n
′
(kr sin θ1)
einφ. (C.13)
Substituting Eq. (C.8) into Eq. (C.13) results in the following scattered pressure
expression:
pscat(k1, r) = e
ik cos θ1z
∞∑
n=−∞
−inJ ′n(kr sin θ1)H(2)n (kr sin θ1)
H
(2)
n
′
(kr sin θ1)
ein(φ−φ1). (C.14)
The total pressure can then be calculated using Eqs. (C.2) and (C.14):
ptot(k1, r) = pinc(k1, r) + pscat(k1, r) =
eik cos θ1z
∞∑
n=−∞
in
Jn(kr sin θ1)− J ′n(kr sin θ1)H(2)n (kr sin θ1)
H
(2)
n
′
(kr sin θ1)
 ein(φ−φ1).
(C.15)
The argument in square brackets can be further simplified using the definition
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of the Hankel function of the second kind in Eq. (B.5):
Jn(kr sin θ1)H
(2)
n
′
(kr sin θ1)− J ′n(kr sin θ1)H(2)n (kr sin θ1) =
Jn(kr sin θ1)
[
J ′n(kr sin θ1)− iY ′n(kr sin θ1)
]−
J ′n(kr sin θ1)
[
Jn(kr sin θ1)− iYn(kr sin θ1)
]
=
− i [Jn(kr sin θ1)Y ′n(kr sin θ1)− J ′n(kr sin θ1)Yn(kr sin θ1)] .
(C.16)
Using the Wronskian relationship
Jn(kr sin θ1)Y
′
n(kr sin θ1)− J ′n(kr sin θ1)Yn(kr sin θ1) =
2
pikr sin θ1
, (C.17)
into Eq. (C.16) and substituting into Eq. (C.15), the total pressure on the
surface of a rigid cylinder becomes:
ptot(k1, r) =
2eik cos θ1z
ipikr sin θ1
∞∑
n=−∞
inein(φ−φ1)
H
(2)
n
′
(kr sin θ1)
. (C.18)
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C.2 Sound pressure on rigid sphere
The sound pressure on a rigid sphere is derived here following the procedure in
Teutsch (2007). Note this is very similar to that for a rigid cylinder in Appendix
C.1.
As derived in Sec. 2.1.1, the incident sound pressure in spherical coordinates
can be expanded into spherical harmonics as Eq. (2.21):
pinc(k1, r) = 4pi
∞∑
n=0
injn(kr)
n∑
q=−n
Y qn (θ, φ)Y
q∗
n (θ1, φ1). (C.19)
Similarly to the case of cylinder, an infinitely rigid sphere imposes the particle
velocity on the surface of the sphere to vanish:
vinc(k1, r) + vscat(k1, r) = 0. (C.20)
The relationship between pressure and particle velocity is established by Euler’s
equation Eq. (2.10):
v(k1, r) =
1
iρ0ck
∇p(k1, r). (C.21)
The scattered particle velocity then becomes:
vscat(k1, r) =
−4pii
ρ0c
∞∑
n=0
inj′n(kr)
n∑
q=−n
Y qn (θ, φ)Y
q∗
n (θ1, φ1). (C.22)
Similarly to the cylindrical case, due to the periodicity of the sphere the velocity
can be expressed as a Fourier series, which for the spherical case corresponds
to the inverse spherical harmonic transform from Eq. (2.78)
v(k1, r) =
∞∑
n=0
n∑
q=−n
vnqY
q
n (θ, φ). (C.23)
Thus, comparing Eqs. (C.22) and (C.23):
vscat,nq =
−4piin+1
iρ0c
j′n(kr)Y
q∗
n (θ1, φ1). (C.24)
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On the other hand, the scattered pressure is equivalent to that radiated by a
spherical radiator, which is a solution to the wave equation in spherical coordi-
nates for an external boundary value problem:
pscat(k1, r) =
∞∑
n=−∞
∞∑
q=−∞
Cnqh
(2)
n (kr)Y
q
n (θ, φ). (C.25)
Applying Euler’s equation Eq. (C.21) to Eq. (C.25) and substituting into Eq. (C.23),
the pressure coefficients can be expressed as:
Cnq =
ρ0cvscat,nq
ih
(2)
n
′
(kr)
. (C.26)
Substituting this value into Eq. (C.25), the scattered pressure becomes:
pscat(k1, r) =
ρ0c
i
∞∑
n=−∞
∞∑
q=−∞
vscat,nqh
(2)
n (kr)
h
(2)
n
′
(kr)
Y qn (θ, φ). (C.27)
Substituting Eq. (C.24) into Eq. (C.27) results in:
pscat(k1, r) = −4pi
∞∑
n=−∞
∞∑
q=−∞
in
j′n(kr)h
(2)
n (kr)
h
(2)
n
′
(kr)
Y qn (θ, φ)Y
q∗
n (θ1, φ1). (C.28)
The total pressure can be expressed using Eqs. (C.19) and (C.28):
ptot(k1, r) = pinc(k1, r) + pscat(k1, r) =
4pi
∞∑
n=0
in
jn(kr)− j′n(kr)h(2)n (kr)
h
(2)
n
′
(kr)
 n∑
q=−n
Y qn (θ, φ)Y
q∗
n (θ1, φ1).
(C.29)
Using the Wronskian relationship:
jn(kr)y
′
n(kr)− j′n(kr)yn(kr) =
1
(kr)2
, (C.30)
which for h
(2)
n (kr) becomes:
jn(kr)h
(2)
n
′
(kr)− j′n(kr)h(2)n (kr) =
1
i(kr)2
, (C.31)
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the total pressure can be expressed as:
ptot(k1, r) =
4pi
i(kr)2
∞∑
n=0
in
h
(2)
n
′
(kr)
∞∑
q=−∞
Y qn (θ, φ)Y
q∗
n (θ1, φ1). (C.32)
Using the addition theorem for spherical harmonics from Eq. (B.40), the sound
pressure on a rigid sphere due to a plane wave reduces to:
ptot(k1, r) =
1
i(kr)2
∞∑
n=0
in(2n+ 1)
h
(2)
n
′
(kr)
Pn(cos Θ), (C.33)
where Pn is the Legendre polynomial of order n and Θ = Ω − Ω1 is the angle
between Ω ≡ (θ, φ) and Ω1 ≡ (θ1, φ1).
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Appendix D
Simulations of microphone
array beamforming
This appendix presents additional results from the simulations in Chapter 3 that
complement the most important results presented in the mentioned chapter.
The purpose of these additional results is to show evidence of the effects of the
array designs in Chapter 3 in terms of the acoustical and electrical responses
before and after applying the beamforming methods.
Fig. D.1 shows the magnitude response of the array manifold transfer functions
for C-RC and C-RS as a function of frequency and angle difference between
incident plane wave φ and microphone φm. It can be seen that both responses
are nearly 0 dB at very low frequencies (kr  1) for all angles. This is the result
of the diffraction effects being dominant in this frequency region where acoustic
waves “bend” around the baffles without resulting in amplitude variation. At
high frequencies (kr  1) they exhibit a region of amplification and a region of
attenuation. Amplification occurs for |φ−φm| < 105◦, with a maximum value of
6 dB for angles close to φ−φm = 0◦. Conversely for |φ−φm| > 105◦ there is no
line of sight to the sound source, and since for kr  1 the object is much larger
than the wavelength, the response is attenuated forming an acoustic shadow,
similarly to visible light from electromagnetic waves. The attenuation values
depend on the interference pattern between kr and angle. While the shape of
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Figure D.1: Magnitude response of acoustic manifold transfer function: C-RC
(left), C-RS (right). Frequency/kr axes are equivalent and apply to both plots.
the magnitude responses for both baffled arrays are similar, the high frequency
boost occurs at a lower frequency for C-RC compared to that of C-RS. For
example at φ − φm = 0◦ the 3 dB point is at 270 Hz for C-RC compared to
550 Hz for C-RS. Note that Fig. D.1 can also be interpreted as the magnitude
response of the ratio of the transfer functions of C-RC or C-RS and C or any
other open array, since the latter have a unit response for all frequencies and
angles for a plane wave incidence.
The beampatterns for all arrays under study and DSB, SDB and MVDRB are
shown in Figs. D.2, D.3 and D.4, respectively. The equivalent beampatterns
for LSB were shown in Fig. 3.6. It can be seen that there are significant dif-
ferences in the beampattern among array designs with DSB. These differences
are slightly deemphasised for SDB and MVDRB (and LSB), while still being
evident in terms of many evaluation metrics shown in the following. In the re-
maining analysis of the physical performance metrics with various beamformers,
results for MVDRB are omitted due to their similarity to those for SDB.
The BW for all arrays and beamformers is shown in Fig. D.5. It can be seen that
BW decreases monotonically with frequency for all arrays, due to their inverse
relationship (Goodwin & Elko, 1993; Christensen & Hald, 2004), which is also
shown in Eq. (3.9). The only exception is the wide frequency range of LSB
where the BW is constant due to the frequency-invariant target pattern. Note
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how the ranking of arrays is nearly independent of the beamforming method:
C-RC and C-RS perform best due to their increased effective aperture, followed
by S-RS, C, DC, S and R with L having the widest BW. Also note at high
frequencies C outperforms S-RS and R outperforms S for DSB and SDB.
The DI for all arrays and beamformers is shown in Fig. D.6. As noted in
Sec. 3.4.3, DI follows the same ranking as BW, with C-RC and L performing
best and worst, respectively. For DSB, DI is low at low frequencies, while
showing significant differences across arrays. For SDB, the differences across
arrays are less significant since SDB maximises the directivity for all arrays.
Nevertheless, differences of 1.5–3 dB can be seen between C-RC and L. Note
the DI for LSB is the same as that of SDB below the arrays’ onset frequencies.
The WNG for all arrays and beamformer is shown in Fig. D.7. For DSB the
WNG is maximum and equal to the number of microphones (in dB), except
for baffled arrays that achieve an additional 3 dB boost at high frequencies
from the scattering of the baffle. For SDB (and MVDRB), the WNG is equal
to WNGmin throughout most of the frequency range. This is because their
optimisation objectives are to minimise the array output. For instance, only
when SDB achieves the maximum DI, WNG increases above WNGmin. Note
for L this does not occur at any frequency. On the other hand, for LSB the
WNG is higher at mid-to-high frequencies since LSB achieves its target design
at lower frequencies. Note the dips in WNG of C and DC with SDB are the
same as those for LSB described in Sec. 3.4.4, yet at very high frequencies.
Finally, the SSL, differs significantly for different beamformers as shown in
Fig. D.8. As noted in Sec. 3.4.5, the SSL varies significantly with array geometry
for DSB. A constant SSL of 13 dB is achieved by R, S and L, being only 7 dB
for C. Baffled arrays have a SSL with larger attenuation in the lower range,
with S-RS having the highest SSL yet over a narrow range. Conversely, SSL
for SDB, MVDRB and LSB is insensitive to the choice of array, being around
14 dB for all arrays with SDB. Thus, the effect of array geometry on SSL is not
significant for beamformers with amplitude weights.
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Figure D.2: Beampatterns for different arrays from Fig. 3.1 with DSB. Dashed
red lines show theoretical fa.
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Figure D.3: Beampatterns for different arrays from Fig. 3.1 with SDB. Dashed
red lines show theoretical fa.
200 Appendix D. Simulations of microphone array beamforming
Figure D.4: Beampatterns for different arrays from Fig. 3.1 with MVDRB
assuming a diffuse field with an interferer at ϕi = 60
◦. Dashed red lines show
theoretical fa.
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LSB
Figure D.5: BW of all arrays with DSB (top), SDB (middle) and 4th-order
hypercardioid LSB (bottom) below fa (marked at the top of LSB graph).
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DSB
SDB
LSB
Figure D.6: DI of all arrays with DSB (top), SDB (middle) and 4th-order
hypercardioid LSB (bottom) below fa (marked at the top of each graph).
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Figure D.7: WNG of all arrays with DSB (top), SDB (middle) and 4th-order
hypercardioid LSB (bottom) below fa (marked at the top of SDB and LSB
graphs).
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DSB
SDB
LSB
Figure D.8: SSL of all arrays with DSB (top), SDB (middle) and 4th-order
hypercardioid LSB (bottom) below fa (marked at the top of each graph).
Appendix E
Subjective evaluation results
This appendix presents additional results for the pre-analysis and post-hoc com-
parisons of the subjective evaluation of arrays and beamformers performed in
Sec. 5.3.
The RMANOVA model requires the differences in results between systems un-
der evaluation to be normally distributed. Thus, the multivariate normality test
by Henze-Zirkler is performed for each attribute, comparison and instrument.
Tables E.1 and E.2 show the results for the beamformer and array compar-
isons, respectively. It can be seen that all tests fail to reject the null hypothesis
(normality), except for the overall quality task with vocals both for beamform-
ers and arrays. Since these two tests proved to be significantly different from
normality, univariate tests for kurtosis and skewness are also reported. Tables
E.3 and E.5 show the skewness for the beamformer and array comparisons, re-
spectively. Tables E.4 and E.6 show the kurtosis for the beamformer and array
comparisons, respectively.
Tables E.7 and E.8 present the results for Mauchly’s test, which evaluates the
homogeneity of variances from system differences, for the beamformer and array
comparisons, respectively. W is Mauchly’s statistic, χ is Chi-square statistic,
DoF are the degrees of freedom, and ˜ and ˆ are estimates of the coefficient
of homogeneity based on Huynh-Feldt and Geisser-Greenhouse corrections, re-
spectively. It can be seen that all attributes for each comparison show statistical
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Table E.1: Henze-Zirkler’s multivariate normality test of beamformer score
differences across subjects for each attribute and instrument. Significant devi-
ations from normality in bold.
Attribute Instrument Statistic
Target Quality Vocals HZ = 0.65, p = 0.61
Target Quality Drums HZ = 0.84, p = 0.09
Interference Vocals HZ = 0.73, p = 0.32
Interference Drums HZ = 0.87, p = 0.05
Overall Quality Vocals HZ = 0.95, p = 0.02
Overall Quality Drums HZ = 0.81, p = 0.13
Table E.2: Henze-Zirkler’s multivariate normality test of array score differences
across subjects for each attribute and instrument. Significant deviations from
normality in bold.
Attribute Instrument Statistic
Target Quality Vocals HZ = 0.82, p = 0.05
Target Quality Drums HZ = 0.45, p = 0.80
Interference Vocals HZ = 0.76, p = 0.09
Interference Drums HZ = 0.55, p = 0.51
Overall Quality Vocals HZ = 1.05, p = 0.004
Overall Quality Drums HZ = 0.74, p = 0.11
deviation from the homogeneity assumption (highlighted in bold). Thus, the
DoF for the F -statistics are modified using the Huynh-Feldt correction (i.e. by
multiplying the DoF by ˜) as recommended in ITU-R BS.1534-3 (2015). These
are shown in the RMANOVA results in Tables E.9 and E.10 for the beamformer
and array comparisons, respectively.
Tables E.11 show the results of the Post-hoc t-test from the repeated-measures
model of the beamformer comparison evaluating significant differences between
the best performing beamformer overall (SDB) and the rest. Table E.12 shows
equivalent results for the array comparison test between C-RC and the other
arrays.
On the other hand, the different setups used for the 3AFC tests for the target
quality and interference tasks are given in Table E.13. The angles correspond
to the original setup shown in Fig. 5.2.
207
Table E.3: Univariate skewness of beamformer score differences across subjects
for each attribute and instrument.
Attribute Instrument
SDB -
DSB
LSB-N1 -
SDB
LSB-N4 -
LSB-N1
LSB-N8 -
LSB-N4
Target Quality Vocals 0.11 0.80 -0.02 0.65
Target Quality Drums -0.38 -0.44 0.23 -1.74
Interference Vocals 0.63 0.69 0.30 -0.65
Interference Drums 0.81 0.88 -0.08 -0.99
Overall Quality Vocals -0.62 1.77 -1.49 -0.38
Overall Quality Drums -0.67 1.77 -1.78 -0.70
Table E.4: Univariate kurtosis of beamformer score differences across subjects
for each attribute and instrument.
Attribute Instrument
SDB -
DSB
LSB-N1 -
SDB
LSB-N4 -
LSB-N1
LSB-N8 -
LSB-N4
Target Quality Vocals 2.29 2.79 2.47 2.50
Target Quality Drums 1.85 2.78 2.49 6.67
Interference Vocals 3.02 2.52 3.38 2.50
Interference Drums 2.44 3.34 1.64 5.08
Overall Quality Vocals 2.71 5.57 4.98 2.20
Overall Quality Drums 3.19 6.99 7.03 3.35
Table E.5: Univariate skewness of array score differences across subjects for
each attribute and instrument.
Attribute Instrument R - L C-RC - R S-RS - C-RC
Target Quality Vocals -0.63 0.58 0.05
Target Quality Drums -0.30 0.79 -0.30
Interference Vocals -0.43 0.08 1.50
Interference Drums -0.27 0.85 -0.19
Overall Quality Vocals 1.36 -0.40 1.54
Overall Quality Drums -0.50 0.49 -0.75
Table E.6: Univariate kurtosis of array score differences across subjects for each
attribute and instrument.
Attribute Instrument R - L C-RC - R S-RS - C-RC
Target Quality Vocals 3.57 2.48 2.77
Target Quality Drums 2.76 3.56 3.14
Interference Vocals 2.64 2.71 6.40
Interference Drums 2.17 2.79 2.57
Overall Quality Vocals 6.49 3.96 7.56
Overall Quality Drums 2.45 2.93 2.95
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Table E.7: Mauchly’s test for RMANOVA for arrays and each attribute. Sig-
nificant deviations from sphericity in bold.
Attribute W χ DoF p-value ˜ (HF) ˆ (GG)
Target Quality 0.01 68.31 44 p = 0.01 0.69 0.50
Interference 0.01 70.22 44 p = 0.007 0.82 0.57
Overall Quality 0.00 109.81 44 p < 0.001 0.39 0.32
Table E.8: Mauchly’s test for RMANOVA for arrays and each attribute. Sig-
nificant deviations from sphericity in bold.
Attribute W χ DoF p-value ˜ (HF) ˆ (GG)
Target Quality 0.05 46.23 27 p = 0.01 0.61 0.48
Interference 0.03 55.49 27 p = 0.001 0.66 0.51
Overall Quality 0.01 65.80 27 p < 0.001 0.67 0.52
Table E.9: F -statistics and p-values of RMANOVA for beamformers and each
attribute and factor using the Huynh-Feldt -corrected coefficient of homogene-
ity. Significant factors in bold.
Factor Target Quality
Beamformers F (2.75,49.59) = 15.21, p < 0.001
Instruments F (0.69,12.40) = 27.11, p < 0.001
Beamformers-Instruments F (2.75,49.59) = 10.32, p < 0.001
Factor Interference
Beamformers F (3.28,59.11) = 102.39, p < 0.001
Instruments F (0.82, 14.78) = 0.07, p = 0.80
Beamformers-Instruments F (3.28, 59.11) = 1.87, p = 0.13
Factor Overall Quality
Beamformers F (1.56,28.03) = 16.14, p < 0.001
Instruments F (0.39, 7.01) = 2.34, p = 0.14
Beamformers-Instruments F (1.56,28.03) = 6.95, p < 0.001
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Table E.10: F -statistics and p-values of RMANOVA for arrays and each at-
tribute and factor using the Huynh-Feldt -corrected coefficient of homogeneity.
Significant factors in bold.
Factor Target Quality
Arrays F (1.82,32.72) = 25.48, p < 0.001
Instruments F (0.61,10.91) = 31.68, p < 0.001
Arrays-Instruments F (1.82,32.72) = 5.88, p = 0.002
Factor Interference
Arrays F (1.98,35.60) = 38.10, p < 0.001
Instruments F (0.66, 11.87) = 0.07, p = 0.79
Arrays-Instruments F (1.98,35.60) = 29.75, p < 0.001
Factor Overall Quality
Arrays F (2.02,36.33) = 16.81, p < 0.001
Instruments F (0.67,12.11) = 7.17, p = 0.02
Arrays-Instruments F (2.02,36.33) = 3.80, p = 0.04
Table E.11: p-values of post-hoc t-test of repeated-measures model between
SDB (best performing) and all other beamformers. Significant factors in bold.
Attribute Instr. DSB LSB-N1 LSB-N4 LSB-N8
Target Quality Vocals p=0.46 p=0.61 p=0.20 p=0.01
Target Quality Drums p<0.001 p<0.001 p<0.001 p<0.001
Interference Vocals p<0.001 p<0.001 p=0.02 p=0.24
Interference Drums p<0.001 p<0.001 p=0.001 p=0.88
Overall Quality Vocals p<0.001 p=0.005 p=0.72 p=0.86
Overall Quality Drums p<0.001 p<0.001 p<0.001 p<0.001
Table E.12: p-values of post-hoc t-test of repeated-measures model between
C-RC (best performing) and all other arrays. Significant factors in bold.
Attribute Instrument L R S-RS
Target Quality Vocals p = 0.32 p = 0.001 p = 0.30
Target Quality Drums p < 0.001 p < 0.001 p = 0.04
Interference Vocals p = 0.06 p = 0.24 p = 0.46
Interference Drums p < 0.001 p = 0.02 p = 0.003
Overall Quality Vocals p = 0.006 p = 0.19 p = 0.76
Overall Quality Drums p < 0.001 p < 0.001 p = 0.19
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Table E.13: Setups for 3AFC test for highest target quality and least interfer-
ence tasks. Target instruments for each setup in bold.
Target quality
Angle −60◦ 0◦ 45◦ 100◦
Setup 1 Bass Vocals Drums Guitar
Setup 2 Drums Vocals Bass Guitar
Setup 3 Drums Vocals Guitar Bass
Setup 4 Guitar Vocals Bass Drums
Setup 5 Guitar Vocals Drums Bass
Interference
Angle −60◦ 0◦ 45◦ 100◦
Setup 1 Bass Vocals Drums Guitar
Setup 2 Drums Vocals Bass Guitar
Setup 3 Drums Vocals Guitar Bass
Setup 1 Bass Vocals Drums Guitar
Setup 2 Guitar Vocals Bass Drums
Setup 3 Guitar Vocals Drums Bass
Appendix F
Simulations of 3D
beampatterns
This thesis has focused exclusively on the horizontal sound field responses of
different microphone arrays and beamformers. In order to give an idea of what
the directional responses are in a spherical sound field, i.e. in 3D, some pre-
liminary evaluations are included in this appendix. Only C-RC and S-RS are
included as representative examples of the best horizontal and spherical arrays,
respectively. In terms of beamformers, SDB and LSB 4th-order hypercardioid
are considered resembling the analysis presented in Chapter 3 for horizontal
sound fields.
Figs. F.1–F.4 show the beampatterns in 3D, 2D and on-axis using horizontal
sound field weights, i.e. the ones used throughout this thesis. For C-RC the
performance is very good on-axis and in 2D but they exhibit poor directionality
in elevation as shown in Figs. F.1 and F.2. However, the directivity in the
elevation plane is better with SDB than that of LSB. For S-RS with cylindrical
sound field weights, the horizontal response is again the same as that shown in
Chapter 3, but the 3D response is highly aliased above 2 kHz, i.e. at a much
lower aliasing frequency than that from the horizontal response (approximatey
6 kHz).
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Figs. F.5–F.8 show the equivalent responses with weights designed in spherical
sound fields. In this case, C-RC with LSB is unable to synthesise correctly the
4th-order hypercardioid beampattern, showing a roll-off at high frequencies in
Fig. F.6. However, the same array with SDB is able to attain decent directivity
even in elevation, despite C-RC’s horizontal microphone distribution. On the
other hand, S-RS achieves a 4th-order hypercardioid both with LSB (Fig. F.7)
and SDB (Fig. F.8) since this beampattern also maximises the directivity in
a spherical diffuse field. However, accurate synthesis occurs over a narrower
range than that for C-RC with SDB, due to their higher onset frequency and
lower aliasing frequency. Note this is equivalent to the results discussed for
horizontal sound fields throughout this thesis.
Therefore, further evaluation is required to optimise the beampattern for sound
fields with high variation in azimuth and lower resolution in elevation but op-
timised near above and below the horizontal plane.
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Figure F.1: Directional response for C-RC with SDB in 3D, 2D and on axis
when using horizontal sound field weights.
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Figure F.2: Directional response for C-RC with LSB N = 4 in 3D, 2D and on
axis when using horizontal sound field weights.
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Figure F.3: Directional response for S-RS with SDB in 3D, 2D and on axis
when using horizontal sound field weights.
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Figure F.4: Directional response for S-RS with LSB N = 4 in 3D, 2D and on
axis when using horizontal sound field weights.
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Figure F.5: Directional response for C-RC with SSB in 3D, 2D and on axis
when using spherical sound field weights.
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Figure F.6: Directional response for C-RC with LSB N = 4 in 3D, 2D and on
axis when using spherical sound field weights.
219
Figure F.7: Directional response for S-RS with SDB in 3D, 2D and on axis
when using spherical sound field weights.
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Figure F.8: Directional response for S-RS with LSB N = 4 in 3D, 2D and on
axis when using spherical sound field weights.
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