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Abstract
In the paper published in Duke Math. J. 1993, Y. Wen studied a second-
order parabolic equation for inextensible elastic closed curves in R2 toward
inextensible elasticae. In this article, we extend Wen’s result to the case of
open inextensible planar curves with hinged ends. We obtain the long time
existence of smooth solutions when the initial curves fulfill certain regular
conditions.
1 Introduction
One of the simplest mathematical settings in elastic mechanics is the so-called
Euler-Kirchhoff theory (e.g., see [3] or [17]). The other example is the mechan-
ics of ribbons and Mo¨bius strips (e.g., see [25]), which recently has attracted
more and more attention. These simple mechanical models providing challenging
mathematical problems, e.g., in the calculus of variations and related dynamical
theory. One of the simpler dynamical theory is gradient flows motivated from geo-
metric variational functionals. They are often called geometric flows and can also
be viewed as over-damped dynamics of mechanical objects, when the geometric
objects are related to mechanics.
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Geometric flows for open curves associated with energy functional of higher-
order derivatives have appeared in various research topics, for examples, higher-
order variational problems in differential geometry (e.g., [4], [28]) and geometric
control theory (e.g., [13]); interpolation problems of curves in computer-aided
geometric design (e.g., [5], [12], [20]); mechanical modeling of polymers (e.g.,
mechanical modeling of DNA molecules [24] and filaments in biological cells [22]).
These functionals are often related to certain Sobolev norms of the first-order
(e.g., stretching energy) and second-order derivatives (e.g., bending energy) of
curves. The long-term existence of solutions of the so-called curve-straightening
flow, using min-max method, has been established in the literature (e.g., [15] on
planar or spatial curves and [16] on curves in a Riemannian manifold). Their min-
max method works for the case of either open or closed curves. On the contrary,
in the parabolic PDE approach, the long-time existence of smooth solutions has
also been established for closed curves, e.g., in [9], [14], [23], [27]. There are
however very few papers discussing the case of open curves in the PDE setting
until recent years. To the best of our knowledge, they include: the 4th-order
flow of elastic curves with a positive stretching coefficient and clamped ends in
[18]; the 4th-order flow of anisotropic elastic curves with a positive stretching
coefficient and hinged ends in [7]; the 4th-order flow of elastic curves with fixed
length and hinged ends in [8]; the 4th-order flow of elastic inextensible planar
curves with hinged ends or infinite length in [21].
Let f : I = [0, L] → R2 be an open planar curve, L > 0 represent the total
length of f , and s ∈ I = [0, L] be the arclength parameter of f . The curve is
still said to be open even if f(0) = f(L), since there is no regular conditions
assumed at end points (e.g., we don’t assume dfds(0) =
df
ds(L)). Denote by T =
df
ds
the tangent vector of f and by κ = d
2f
ds2
the curvature vector of f . The bending
energy of planar curves is defined by
E [f ] =
∫
I
1
2
|κ|2 ds (1.1)
A regular planar curve f0 : I → R2 is said to be inextensible if its deformations
are restricted to the class
Df0 ={
f ∈ C∞(I × (−1, 1),R2) : f(s, 0) = f0, ∂f
∂s
(s, ε) = 1, ∀ s ∈ I,∀ ε ∈ (−1, 1)
}
.
Suppose f(0) = p−, f(L) = p+ and L > |p+ − p−|.
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The family of inextensible planar curves with fixed length L and fixed end
points p−, p+ can be equivalently described by the family of tangent vectors
T : I × (−1, 1)→ S1 (1) ⊂ R2 fulfilling the constraint∫
I
T (s, ε) ds = p+ − p− =: △p (1.2)
for all fixed ε ∈ (−1, 1). The admissible set
AL,△p =
{
T ∈ C∞ ([0, L],S1 (1)) : T satisfies (1.2)} (1.3)
gives a family of inextensible planar curves with fixed length L and fixed end
points p−, p+. Therefore, instead of working with planar curves and their func-
tional E , we may equivalently consider tangent indicatrices and their functional
FL,△p : AL,△p → R,
FL,△p [T ] =
∫
I
1
2
|∂sT |2 ds+ ~λ ·
∫
I
T ds−△p
 (1.4)
where ~λ = (λ1, λ2) is the R
2-valued Lagrange multiplier.
In this article, we investigate the parabolic equation of tangent vector T
∂tT = ∇2sT − 〈~λ, T⊥〉T⊥ (1.5)
with hinged boundary condition
κ|∂I = 0 (1.6)
and certain regular initial data T0 = T|t=0 (see Theorem 1 for details). The
equation (1.5) is the L2-flow of FL,△p in the class AL,△p. Our result extends
the work of Y. Wen [26] from the case of closed planar curves to that of open
planar curves with hinged boundary conditions and sufficiently smooth initial
data. Note that the L2-flow of FL,△p in this article is a second-order nonlinear
parabolic partial differential equation, whose leading terms are however linear.
The equation is the same as the one in [26], but is different from the fourth-order
quasilinear parabolic equations induced from the L2-gradient flow of elastic curves
discussed in [9], [23], [27]. The second-order parabolic equation demonstrates nice
geometric properties during evolution: e.g., convexity-preserving, non-increasing
of the number of inflection points (e.g., see [2], [26]). These geometric properties
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are analogous to those of curve-shortening flow (e.g., see [11]) and might be
useful in applications. In contrast, Linne´r gave an example showing the failure
of convexity-preserving during the evolution of the so-called curve-straightening
flow of planar curves in [19]. To the best of the authors’ knowledge, it is not clear
yet whether or not these geometric properties hold for the fourth-order L2-flow
of elastic curves studied in, e.g., [9], [18], [23], [27].
The long time existence of smooth solutions for the L2-flow in this article is
derived by applying the Gagliardo-Nirenberg type inequalities in the estimates of
L2 norms of high-order derives of curvature. The main difficulty in extending the
work of [26] to the case of open curves comes from the extra terms associated to
the boundary conditions. These extra terms can’t be taken care by the Gagliardo-
Nirenberg type inequalities in the L2-estimates. In [18], we found that good
boundary conditions give certain algebraic relationship to derive the “higher-
order energy identities”, which allow us to obtain the uniform bounds of higher-
order derivatives of curvature. Namely, as replacing the estimates of ‖∇ms κ‖L2
by ‖∇mt f‖L2 , where f is the position vector of curves, we avoid the estimates
of boundary terms in the case of clamped ends. In this article, we however
found that the approach through estimating terms ‖∇ms κ‖L2 still works in the
case of hinged boundary conditions as one carefully utilize the hinged boundary
conditions for the parabolic equation (1.5), see Lemma 8. Besides, the flow with
hinged ends is a very natural problem to study, both in mechanical terms and in
a p.d.e. setting. On the other hand, in contrast to [18], we are not able to obtain
the long time existence of smooth solutions for the second-order L2-flow with
clamped boundary conditions in this article. In fact, if one chooses the approach
in [18] to study the flow for inextensible planar elasticae with clamped ends, the
term ‖∇mt f‖L2 contains time-derivatives of Lagrange multipliers, which provide
additional difficulties in applying the Gagliardo-Nirenberg type inequalities. We
thus leave this case to the future work.
Below is the main result of this article.
Theorem 1. For any given initial C∞-smooth and open inextensible planar curve
f0 : [0, L] → R2 with κ(ℓ)0 (0) = κ(ℓ)0 (L) = 0, ∀ ℓ ∈ N ∪ {0}, there exists a C∞-
smooth global solution of the L2-flow (1.5) with the hinged boundary conditions
(1.6) for the bending energy of curves. Moreover, the inextensible curves subcon-
verge to an inextensible elastica, i.e., an equilibrium configuration of the func-
tional E in the class Df0 with the hinged boundary condition (1.6) and fixed end
points f0(0), f0(L).
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The rest of this article is organized as the following. In Section 2, we derive
the Euler-Lagrange equation and set up the second-order parabolic equation of
the L2-flow (1.5). The proof of our main result, Theorem 1, is contained in
Section 3, where the part of short time existence of C∞-smooth solutions is a bit
lengthy because it is presented by an elementary argument.
2 The L2-flow equation
The first variation of FL,△p [T ] in the class AL,△p gives
δFL,△p [T ] = 〈κ, (∂εT )|ε=0〉|∂I −
∫
I
〈∂sκ− ~λ, (∂εT )|ε=0〉 ds,
where κ = ∂sT is the curvature vector of a planar curve f . Since |T | ≡ 1 implies
∂εT ⊥ T , we rewrite this equation as
δFL,△p [T ] = −
∫
I
〈∇sκ− 〈~λ, T⊥〉T⊥, (∂εT )|ε=0〉 ds, (2.1)
where ∇sg := 〈∂sg, T⊥〉T⊥ and T⊥ is a unit normal vector of the curve f derived
from rotating its unit tangent vector T counterclockwise. There is no boundary
term in (2.1), because of the hinged boundary conditions. By assuming that T is
a critical point of FL,△p in AL,△p, we obtain the Euler-Lagrange equation of T ,
∇2sT − 〈~λ, T⊥〉T⊥ = 0. (2.2)
From (2.1), (1.5) and (1.6), one obtains the energy identity
d
dt
FL,△p [T ] = −
∫
I
|∂tT |2 ds. (2.3)
It implies the non-increasing property of FL,△p[Tt]
FL,△p[Tt] ≤ FL,△p[T0], ∀ t ∈ (0, t0) (2.4)
as the smooth solutions of the L2-flow (1.5) exist ∀ t ∈ (0, t0). Note that, in (1.5),
one may write
〈~λ, T⊥〉 T⊥ = ~λ · [(T⊥)tT⊥],
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where [(T⊥)tT⊥] ∈ M2×2 (the set of 2 × 2 matrices). Therefore, from the con-
straint
0 =
d
dt
∫
I
T ds =
∫
I
∂tT ds
and (1.5), one has ∫
I
∇2sT ds = ~λ ·
∫
I
[(T⊥)tT⊥] ds = ~λ ·AT
with
AT :=
∫
I
[(T⊥)tT⊥] ds. (2.5)
If detAT 6= 0, the vector-valued Lagrange multiplier ~λ can be written as
~λ =
∫
I
∇2sT ds
 · A−1T . (2.6)
By applying the hinged boundary condition (1.6) and integration by parts, the
vector-valued Lagrange multiplier ~λ can be rewritten as
~λ =
∫
I
|κ|2 T ds
 · A−1T . (2.7)
From the evolution equation of the tangent vector in (1.5) and the property
∇sT⊥ = 0, we obtain
∇tκ = [∂tκ]⊥ = [∂t∂sT ]⊥ = [∂s∂tT ]⊥ = [∂s(∇sκ− 〈~λ, T⊥〉T⊥)]⊥,
which gives
∇tκ = ∇2sκ+ 〈~λ, T 〉κ. (2.8)
By introducing the tangent indicatrix Tϕ,
T = Tϕ = (cosϕ, sinϕ) , (2.9)
where ϕ : I × [0, t1) → R, we can transfer the evolution equation (1.5) into a
scalar equation,
(∂tϕ− ∂2sϕ− λ1 sinϕ+ λ2 cosϕ) · T⊥ = 0,
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or equivalently
∂tϕ = ∂
2
sϕ− 〈~λ, T⊥〉. (2.10)
Similarly, the evolution equation for curvature vector κ in (2.8) can be written
in terms of the signed curvature k = ∂sϕ as
∂tk = ∂
2
sk + 〈~λ, T 〉k. (2.11)
Using the expression of tangent indicatrix T in (2.9), (2.5) yields
AT =

∫
I
sin2 ϕ ds −∫
I
sinϕ cosϕ ds
−∫
I
sinϕ cosϕ ds
∫
I
cos2 ϕ ds
 , (2.12)
and hence
detAT =
∫
I
cos2 ϕ ds
 ·
∫
I
sin2 ϕ ds
−
∫
I
cosϕ sinϕ ds
2 , (2.13)
which is non-negative by Cauchy-Schwartz inequality. Moreover, from (2.7), the
Lagrange multipliers in the case of hinged boundary condition can be expressed
as
λ1 = (detAT )
−1 ·
[(∫
I
(∂sϕ)
2 cosϕ ds
)
·
(∫
I
cos2 ϕ ds
)
+
(∫
I
(∂sϕ)
2 sinϕ ds
)
·
(∫
I
sinϕ cosϕ ds
)]
,
λ2 = (detAT )
−1 ·
[(∫
I
(∂sϕ)
2 cosϕ ds
)
·
(∫
I
sinϕ cosϕ ds
)
+
(∫
I
(∂sϕ)
2 sinϕ ds
)
·
(∫
I
sin2 ϕ ds
)]
.
(2.14)
3 The existence of global smooth solutions
In this section, we prove long time existence of smooth solutions. The key
step is to show that ‖∂ms κ‖L2 remains uniformly bounded during the geometric
flow (1.5) for any m ∈ N.
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3.1 Some preliminary estimates
The following lemma gives a crucial estimate on the Lagrange multipliers.
Lemma 1. Let T ∈ AL,△p, where △L = L− |△p| > 0 and ‖∂sT‖L2 ≤M . Sup-
pose T satisfies the hinged boundary condition, i.e., ∂sT = 0 on the boundary ∂I.
Then, there exist positive numbers C1 = C1 (△L,L,M) and C2 = C2 (△L,L,M)
such that (i) C1 ≤ detAT ; (ii) |~λ| ≤ C2.
Proof. Observe that
2 · detAT
=
(∫
I
cos2 ϕ(s) ds
)
·
(∫
I
sin2 ϕ(σ) dσ
)
− 2
(∫
I
cosϕ(s) sinϕ(s) ds
)
·
(∫
I
cosϕ(σ) sinϕ(σ) dσ
)
+
(∫
I
cos2 ϕ(σ) dσ
)
·
(∫
I
sin2 ϕ(s) ds
)
=
∫∫
I×I
[
cos2 ϕ(s) sin2 ϕ(σ)− 2 cosϕ(s) sinϕ(s) cosϕ(σ) sinϕ(σ)
+ cos2 ϕ(σ) sin2 ϕ(s)
]
dσds
=
∫∫
I×I
[cosϕ(s) sinϕ(σ) − cosϕ(σ) sinϕ(s)]2 dσds
=
∫∫
I×I
sin2 [ϕ(σ) − ϕ(s)] dσds ≥ 0.
Since ϕ ∈ W 1,2(I), by Morrey’s inequality (cf. [10]), there exists a constant
C0 > 0, independent of ϕ and |I|, such that ϕ ∈ C0,1/2(I) and
|ϕ (x)− ϕ (y) | ≤ C0 ·
∫
I
|∂sϕ|2 ds
1/2 · |x− y|1/2 (3.1)
for any x, y ∈ I. By rotations of the coordinate of R2, where the planar curves
sit in, we may assume∫
I
(cosϕ (s) , sinϕ (s)) ds = (|△p|, 0), (3.2)
which implies ∫
I
[1− cosϕ (s)] ds = △L > 0. (3.3)
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Thus, from applying (3.2), (3.3) and the mean value theorem, there exist s−, s+ ∈
I such that sinϕ(s−) = 0 and 1− cosϕ(s+) = △LL ∈ (0, 1). Let{
ϕ− := ϕ(s−) ∈ {nπ : n ∈ Z},
ϕ+ := ϕ(s+) = arccos(1−△L/L) /∈ {nπ : n ∈ Z}, (3.4)
and
|△ϕ| := |ϕ+ − ϕ−| ≥ | arccos(1−△L/L)| ∈ (0, π/2). (3.5)
Choose
δ0 = δ0(△L,L,M) :=
( |△ϕ|
3C0M
)2
and
Js(r) := {σ ∈ R : |σ − s| ≤ r} ∩ I.
Note that |Js(r)| ≥ r, as 0 < r ≤ |I|. By applying (3.1), we have
|ϕ(s)− ϕ(s±)| ≤ |△ϕ|3 , ∀ s ∈ Js±(δ0) , ∀ ± ∈ {−,+}. (3.6)
From (3.6), we conclude
|ϕ(σ1)− ϕ(σ2)| ≥ |△ϕ|
3
, ∀ σ1 ∈ Js−(δ0), ∀ σ2 ∈ Js+(δ0). (3.7)
Therefore,
detAT ≥ 1
2
∫
Js−(δ0)×Js+ (δ0)
[sin(ϕ(σ1)− ϕ(σ2))]2 dσ1dσ2
≥ 1
2
(
sin
|△ϕ|
3
)2 ∣∣Js−(δ0)× Js+(δ0)∣∣
≥ 1
2
(
δ0 · sin |△ϕ|
3
)2
=: C1 = C1(△L,L,M) > 0.
This completes the proof of (i). The conclusion (ii) is a consequence of applying
(2.7) and result (i).
To simplify the presentation, we define some notation. For normal vector
fields φ1, · · ·, φℓ along a curve f , we denote by φ1 ∗ ∗ ∗ φℓ a term of the type
φ1 ∗ ∗ ∗ φℓ =
{ 〈φi1 , φi2〉 · · · 〈φiℓ−1 , φiℓ〉 , for ℓ even,
〈φi1 , φi2〉 · · · 〈φiℓ−2 , φiℓ−1〉 · φiℓ , for ℓ odd,
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where (i1, ..., iℓ) is any permutation of (1, ..., ℓ). Slightly more general, we al-
low some of the φi to be functions, in which case the ∗-product reduces to a
multiplication. Denote by P a,cb (φ) any linear combination of terms of the type
∇i1s φ ∗ · · · ∗ ∇ibs φ, i1 + · · ·+ ib = a with max ij ≤ c,
where all coefficients are bounded from above and below by some universal con-
stants, depending only on a and b. Moreover, let
∑
[[a,b]]≤[[A,B]]
c≤C
P a,cb (κ) :=
A∑
a=0
2A+B−2a∑
b=1
C∑
c=0
P a,cb (κ), (3.8)
where [[a, b]] := 2a+ b.
Lemma 2. Suppose T : I × [0, t1) → R2 ∩ S1 is a smooth solution of (1.5). Let
φℓ := ∇ℓsκ. Denote by ψ : I × [0, t1) → R2 a smooth normal vector field along
the planar curve, i.e., ψ(s, t) ⊥ T (s, t), for all (s, t) ∈ I × [0, t1). Then, for any
integer ℓ ≥ 2 and k,m ∈ N, we have the following formulae,
∇t∇sψ = ∇s∇tψ, (3.9)
∂sψ = ∇sψ − 〈ψ, κ〉T , (3.10)
∂ℓsκ−∇ℓsκ =
 ∑
[[a,b]]≤[[ℓ−1,2]]
c≤ℓ−1
P a,cb (κ)
 T + ∑
[[a,b]]≤[[ℓ−2,3]]
c≤ℓ−2
P a,cb (κ), (3.11)
where the coefficient of T in (3.11), i.e., the one denoted by [· · · ], is a sum of
terms like 〈φi1 , φi2〉 · · · 〈φij−1 , φij 〉; while the last term in (3.11) is a sum of terms
of the form 〈φi1 , φi2〉 · · · 〈φik−2 , φik−1〉 · φik .
Proof. (i) We obtain (3.9) by applying the property: if ψ = ϕ · T⊥, then ∇sψ =
∂sϕ · T⊥ and ∇tψ = ∂tϕ · T⊥.
(ii) We derive (3.10) from
∂sψ = ∇sψ + 〈∂sψ, T 〉T = ∇sψ − 〈ψ, κ〉T .
(iii) The proof of (3.11) is an induction argument. From (3.10), we have
∂sκ = ∇sκ − |κ|2T . Thus, by applying (3.10) again, we have ∂2sκ = ∂s(∇sκ −
10
|κ|2T ) = ∇2sκ − 3〈∇sκ, κ〉T − |κ|2 · κ, which proves the case of ℓ = 2 in (3.11).
For ℓ ≥ 3, we apply (3.10) and prove (3.11) easily by induction. Thus, we leave
it to the reader to verify.
We recall the Gagliardo-Nirenberg type interpolation inequalities from Propo-
sition 2.5 in [9] in terms of the modified notation P a,cb (κ).
Lemma 3. For any term P a,cb (κ) with b ≥ 2, which contains only derivatives of
κ with order at most m− 1, we have∫
I
∣∣P a,cb (κ)∣∣ ds ≤ C · L [f ]1−a−b ‖κ‖b−γ2 ‖κ‖γm,2 , (3.12)
where γ =
(
a+ b2 − 1
)
/m, C = C (n,m, a, b), L [f ] the length of f , and
‖κ‖m,p :=
m∑
i=0
∥∥∇isκ∥∥p , ∥∥∇isκ∥∥p := L [f ]i+1−1/p
∫
I
|∇isκ|p ds
1/p .
Moreover, if a+ b2 < 2m+ 1, then γ < 2 and we have for any ε > 0
∫
I
∣∣P a,cb (κ)∣∣ ds ≤ ε∫
I
|∇ms κ|2ds+ Cε
−γ
2−γ
(∫
I
|κ|2ds
) b−γ
2−γ
+ C
(∫
I
|κ|2ds
)a+b−1
.
(3.13)
3.2 Short time existence
In this part, we give a proof of the short time existence of smooth solutions for
(3.14) below, i.e., (2.10) with hinged boundary condition. We follow the proof of
short-time existence of classical solutions for the semilinear parabolic equations
in [6], where a contraction map on a proper functional space plays the key role.
Theorem 2 (Short time existence for hinged boundary condition). For a given
ϕ0 ∈ C∞([0, L]) with ϕ(ℓ)0 (0) = ϕ(ℓ)0 (L) = 0, ∀ ℓ ∈ N, there is a positive time t0
and a unique smooth function ϕ(s, t) satisfying
∂tϕ = ∂
2
sϕ+ λ1 sinϕ− λ2 cosϕ in (0, L) × (0, t0),
ϕ(s, 0) = ϕ0(s) ∀ 0 ≤ s ≤ L,
∂sϕ(0, t) = ∂sϕ(L, t) = 0 ∀ 0 ≤ t ≤ t0.
(3.14)
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Instead of proving existence of smooth solutions of (3.14) directly, we first
work with the equation for a function, ϕ : R× (0, t0)→ R, on the entire domain,{
∂tϕ = ∂
2
sϕ+ λ1 sinϕ− λ2 cosϕ in R× (0, t0),
ϕ(s, 0) = ϕ0(s) ∀ s ∈ R,
(3.15)
where λ1 = λ1(t) and λ2 = λ2(t) are determined by the integrals over the finite
domain [0, L] as shown in (2.13), (2.14).
Proposition 3.1. Let ϕ0 : R→ R be a smooth function satisfying
sup
R
{∣∣∣ϕ(ℓ)0 ∣∣∣} ≤ Kℓ (3.16)
for some bounded sequence of numbers {Kℓ : ℓ ∈ N ∪ {0}}. Then there exists
t0 > 0 and a unique C
∞-smooth solution of (3.15) such that
lim
t→+0
ϕ(ℓ)(s, t) = ϕ
(ℓ)
0 (s)
∀ ℓ ∈ N ∪ {0}, ∀ s ∈ [0, L], ∀ t ∈ (0, t0).
For the proof of Proposition 3.1, we cite the following lemma from [6].
Lemma 4 (Lemma 19.2.1 of [6]). For bounded continuous f in −∞ < x < ∞,
t ≥ 0, which is uniformly Ho¨lder with exponent α, 0 < α < 1, with respective to
x, the potential
z(x, t) =
∫ t
0
∫ ∞
−∞
K(x− ξ, t− τ)f(ξ, τ) dξdτ
possesses the following properties:
1) z, zx, zt, and zxx are continuous;
2) zt = zxx + f(x, t), −∞ < x <∞, 0 < t;
3) |z(x, t)| ≤ t · ‖f‖t, −∞ < x <∞, 0 ≤ t, where ‖f‖t := sup
x∈R;τ∈[0,t]
|f(x, τ)|;
4) |zx(x, t)| ≤ 2π−1/2‖f‖t · t1/2, −∞ < x <∞, 0 ≤ t;
5) |zxx(x, t)| ≤ C|f |α ·tα/2, −∞ < x <∞, 0 ≤ t, where C is a positive number
and
|f |α := sup
x∈R;0≤t;δ>0
{ |f(x+ δ, t)− f(x, t)|
δα
}
;
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6) |zt(x, t)| ≤ ‖f‖t + C|f |α · tα/2, −∞ < x <∞, 0 ≤ t.
We introduce some notation for the proof of Proposition 3.1. For any a > 0,
let Da := {(s, t) : s ∈ R, t ∈ (0, a)}, DLa := {(s, t) : s ∈ [0, L], t ∈ (0, a)}, and
Ba := {ψ : Da → R : ψ, ∂sψ ∈ C0(Da) with ‖ψ‖a <∞},
where
‖ψ‖a := sup
(s,t)∈Da
{|ψ(s, t)| + |∂sψ(s, t)|} .
Furthermore, for the purpose of estimating the Lagrange multiplier, we define
the space
B
L
a (d,M) :=
{
ψ ∈ Ba : inf
t∈[0,a)
osc
[0,L]×{t}
(ψ) ≥ d, sup
Da
|∂sψ| ≤M
}
.
For a given ϕ0 ∈ C1(R) ∩L∞(R) with sup
[0,L]
|ϕ′0| ≤M , we define the map Hϕ0
from {ψ ∈BLa (d,M) : ψ(s, 0) = ϕ0} ⊂ Ba to Ba by
Hϕ0(ψ) = Uϕ0 +Hψ0 =: Hψϕ0 , (3.17)
where Uϕ0 is the solution of{
∂tUϕ0 = ∂
2
sUϕ0 in Da,
Uϕ0(s, 0) = ϕ0(s), ∀ s ∈ R,
(3.18)
Hψ0 is the solution of
∂tH
ψ
0 = ∂
2
sH
ψ
0 + h(ψ) in Da,
Hψ0 (s, 0) = 0, ∀ s ∈ R,
h(ψ) := λ1(t) sinψ(s, t)− λ2(t) cosψ(s, t),
(3.19)
and λ1(t), λ2(t) are determined by the formulae (2.13), (2.14). Notice that {ψ ∈
B
L
a (d,M) : ψ(s, 0) = ϕ0} is a closed subset of the Banach space (Ba, ‖·‖a).
For a given ψ ∈ {ψ ∈ BLa (d,M) : ψ(s, 0) = ϕ0}, the functions λ1(t) and λ2(t)
in (3.19) are continuous in t. Thus, both (3.18) and (3.19) are linear parabolic
equations with sufficiently regular coefficients such that we may apply Lemma 4
13
to obtain the existence of classical C2-smooth solutions of (3.18) and (3.19) with
the following expression
Uϕ0(s, t) =
∫ ∞
−∞
K(s− ξ, t)ϕ0(ξ) dξ, (s, t) ∈ R× [0,∞), (3.20)
Hψ0 (s, t) =
∫ t
0
∫ ∞
−∞
K(s− ξ, t− τ)h(ψ)(ξ, τ) dξdτ, (s, t) ∈ R× [0,∞), (3.21)
where K(s, t) := 1√
4πt
e−
s2
4t . Therefore, the map Hϕ0 : {ψ ∈ BLa (d,M) : ψ(s, 0) =
ϕ0} → Ba is well-defined for any a > 0.
Lemma 5. Let d ∈ (0, π/2) be a positive constant. Then for any ψ ∈ BLa (d,M),
there exist positive numbers C1, C2, C3, depending only on M and d, such that
C1 ≤
∫ L
0
cos2 ψ ds , C1 ≤
∫ L
0
sin2 ψ ds, (3.22)
C2 ≤
∫ L
0
cos2 ψ ds ·
∫ L
0
sin2 ψ ds−
(∫ L
0
cosψ sinψ ds
)2
, (3.23)
|λ1|, |λ2|, |h(ψ)| ≤ C3. (3.24)
Proof. From the assumption inf
t∈[0,a)
osc
[0,L]×{t}
(ψ) ≥ d > 0, for any fixed t ∈ [0, a),
there exists s0 = s0(t) ∈ [0, L] such that
| cosψ(s0, t)| ≥ sin d
2
.
Since ψ(·, t) is C1-smooth and fulfills sup
Da
|∂sψ| ≤M , we may conclude that
L
({
σ ∈ [0, L] : |ψ(σ, t) − ψ(s0, t)| ≤ d
4
})
≥ d
4M
,
where L is the one-dimensional Lebesgue measure. Thus,
L
({
σ ∈ [0, L] : | cosψ(σ, t)| ≥ sin d
4
})
≥ d
4M
. (3.25)
Therefore, ∫ L
0
cos2 ψ ds ≥ d
4M
sin2
d
4
=: C1,
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which gives the first inequality in (3.22).
Similarly, the second inequality in (3.22) also holds by applying the same
argument.
As f = cosψ
(
∫ L
0
cos2 ψ ds)1/2
, g = sinψ
(
∫ L
0
sin2 ψ ds)1/2
, we may apply
1
2
∫ L
0
(f ± g)2 ds = 1±
∫ L
0
fg ds
and let µ =
(
∫ L
0
cos2 ψ ds)1/2
(
∫ L
0
sin2 ψ ds)1/2
to derive
∫ L
0
cos2 ψ ds ·
∫ L
0
sin2 ψ ds−
(∫ L
0
cosψ sinψ ds
)2
=
(∫ L
0
cos2 ψ ds ·
∫ L
0
sin2 ψ ds
)[
1−
(∫ L
0
fg ds
)2]
=
(∫ L
0
cos2 ψ ds ·
∫ L
0
sin2 ψ ds
)(
1−
∫ L
0
fg ds
)(
1 +
∫ L
0
fg ds
)
=
1
4
∫ L
0
cos2 ψ ds ·
∫ L
0
sin2 ψ ds
(∫ L
0
(f − g)2 ds
)(∫ L
0
(f + g)2 ds
)
=
1
4
(∫ L
0
(cosψ − µ sinψ)2 ds
)(∫ L
0
(
1
µ
cosψ + sinψ
)2
ds
)
=
1
4
(1 + µ2)(1 + 1/µ2)
(∫ L
0
sin2(ψ + c1(µ)) ds
)(∫ L
0
sin2(ψ + c2(µ)) ds
)
≥
(∫ L
0
sin2(ψ + c1(µ)) ds
)(∫ L
0
sin2(ψ + c2(µ)) ds
)
. (3.26)
By applying a similar argument as in deriving (3.25), we obtain
L
({
σ ∈ [0, L] : | sin(ψ(σ, ·) + ci(µ))| ≥ sin d
4
})
≥ d
4M
(3.27)
for i ∈ {1, 2}. Thus, (3.23) is obtained by applying (3.26) and (3.27).
The inequalities in (3.24) are implied by applying (3.23), (2.13), (2.14).
Lemma 6. Let h : R→ R be the function given in (3.19).
(i) For any ψ0, ψ1 ∈ BLa (d,M), one has
|h(ψ1)− h(ψ0)| ≤ C4 · ‖ψ1 − ψ0‖a (3.28)
for some constant C4 = C4(d,M).
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(ii) For a given ϕ ∈ BLa (d,M) with the regular properties
∂jsϕ ∈ C0(R× [0, a]) ∩ L∞(R × [0, a]), ∀ j ∈ {0, 1, ...,m},
the composite function h(ϕ) also fulfills
∂jsh(ϕ) ∈ C0(R × [0, a]) ∩ L∞(R× [0, a]), ∀ j ∈ {0, 1, ...,m}.
Proof. (i) From (3.19), we may write
h(ψα) = −
〈(∫
I
(∂sψα)
2Tψα ds
)
A−1Tψα , T
⊥
ψα
〉
.
By using the formulae (2.9), (2.12), (2.13), (2.14), and applying the assumption
ψ0, ψ1 ∈BLa (d,M), we obtain (3.28) from the following calculation
|h(ψ1)− h(ψ0)|
≤
∣∣∣∣〈(∫
I
(∂sψ0)
2Tψ0 ds
)
A−1Tψ0 , T
⊥
ψ1 − T⊥ψ0
〉∣∣∣∣
+
∣∣∣∣〈(∫
I
(∂sψ0)
2Tψ0 ds
)(
A−1Tψ1 −A
−1
Tψ0
)
, T⊥ψ1
〉∣∣∣∣
+
∣∣∣∣〈(∫
I
(∂sψ0)
2 · (Tψ1 − Tψ0) ds
)
A−1Tψ1 , T
⊥
ψ1
〉∣∣∣∣
+
∣∣∣∣〈(∫
I
[
(∂sψ1)
2 − (∂sψ0)2
] · Tψ1 ds)A−1Tψ1 , T⊥ψ1
〉∣∣∣∣ .
We leave the details of the calculation to the reader for the sake of conciseness.
(ii) The conclusion (ii) follows directly from the assumption and the formula
∂jsh(ϕ)(s, t) = −〈~λ(t), ∂jsT⊥ϕ (s, t)〉,
where T⊥ϕ = (− sinϕ, cosϕ), j ∈ N ∪ {0}.
Lemma 7. Assume ϕ0 ∈ C1(R) ∩ L∞(R) with sup
R
|ϕ′0| = M0/2 < ∞ and
osc
[0,L]
ϕ0 = 2d0 > 0.
(i) There exists a positive number b0 ∈ (0, a) so that the map given in (3.17),
Hϕ0 : {ψ ∈ BLb (d0,M0) : ψ(s, 0) = ϕ0} → {ψ ∈BLb (d0,M0) : ψ(s, 0) = ϕ0},
is well-defined for all 0 < b ≤ b0.
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(ii) There exists a positive time t0 such that
Hϕ0 : {ψ ∈ BLt0(d0,M0) : ψ(s, 0) = ϕ0} → {ψ ∈BLt0(d0,M0) : ψ(s, 0) = ϕ0}
is a contraction map.
Proof. To prove (i), we need to verify that there exists a constant b0 > 0 such
that, for all b ∈ (0, b0) and ψ ∈ {ϕ ∈ BLb (d0,M0) : ϕ(s, 0) = ϕ0},
|∂sHψϕ0 | ≤M0 in Db , inf
t∈[0,b)
osc
[0,L]×{t}
(Hψϕ0) ≥ d0.
Since ϕ0 is bounded and continuous on R, from the standard argument on the
initial value problem for the heat equation on R (e.g., see Chapter 3 of [6]), the
function Uϕ0 , given in (3.20), belongs to the class of C
∞(R × (0,∞)) ∩ C0(R ×
[0,∞)). Observe that
∂sUϕ0(s, t) =
∫ ∞
−∞
∂sK(s− ξ, t)ϕ0(ξ) dξ =
∫ ∞
−∞
−∂ξK(s− ξ, t)ϕ0(ξ) dξ
=
∫ ∞
−∞
K(s− ξ, t)ϕ′0(ξ) dξ, (3.29)
where the last equality comes from applying the assumption of ϕ0 in (3.16). Thus,
using the same argument for ∂sUϕ0 , ∂sUϕ0 also belongs to the class C
∞(R ×
(0,∞)) ∩C0(R× [0,∞)). From (3.29) and the assumption sup
R
‖ϕ′0‖ ≤M0/2 and
the identity ∫ ∞
−∞
K(x, t) dx = 1, (3.30)
we conclude
|∂sUϕ0(s, t)| ≤
M0
2
(3.31)
for all s ∈ R, t ≥ 0. In fact, by applying this argument step by step, we obtain
lim
t→+0
∂jsUϕ0(s, t) = ϕ
(j)
0 (s) (3.32)
for all s ∈ R, and any j ∈ N ∪ {0}.
To show the continuity of Hψ0 and ∂sH
ψ
0 up to the parabolic boundary R×{0},
observe that, by applying Lemma 5 and (3.30), these hold for all s ∈ R
|Hψ0 (s, t)| ≤
∫ t
0
∫ ∞
−∞
|K(s− ξ, t− τ)||h(ψ)(ξ, τ)| dξdτ ≤ t · C3. (3.33)
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∀ s ∈ R. By applying the identity∫ ∞
−∞
∂xK(x, t) dx =
−1√
πt
, (3.34)
we obtain
|∂sHψ0 (s, t)| ≤
∫ t
0
∫ ∞
−∞
|∂sK(s− ξ, t− τ)||h(ψ)(ξ, τ)| dξdτ ≤ 2
√
t√
π
· C3. (3.35)
Thus, we conclude that for all s ∈ R
lim
t→+0
Hψ0 (s, t) = 0 and limt→+0
∂sH
ψ
0 (s, t) = 0. (3.36)
Hence by (3.31), (3.33), (3.35), (3.36), Hψϕ0 and ∂sH
ψ
ϕ0 are continuous up to
R× {0}. Therefore, we may choose a sufficiently small α > 0 such that
|∂sHψϕ0(s, t)| ≤M0, ∀ (s, t) ∈ Dα.
Moreover, since Hψϕ0 is continuous on the closure of D
L
t (which is compact for any
t > 0), lim
t→+0
Hψϕ0(s, t) = ϕ0(s), and osc
[0,L]
ϕ0 ≥ 2d0, we may choose a sufficiently
small β > 0 such that
inf
t∈[0,β)
osc
[0,L]×{t}
(Hψϕ0) ≥ d0.
The conclusion (i) is now obtained by letting b0 := min{α, β}.
(ii) From (i), we let t0 ∈ (0, b0] below. By applying Lemma 6, (3.30), and
(3.34), we obtain that for all (s, t) ∈ R× (0, t0)
|Hψ1ϕ0 (s, t)−Hψ0ϕ0 (s, t)|
≤
∫ t0
0
∫ ∞
−∞
|K(s− ξ, t− τ)| · |h(ψ1)(ξ, τ)− h(ψ0)(ξ, τ)| dξdτ
≤C4t0 ‖ψ1 − ψ0‖t0 (3.37)
and
|∂sHψ1ϕ0 (s, t)− ∂sHψ0ϕ0 (s, t)|
≤
∫ t0
0
∫ ∞
−∞
|∂sK(s− ξ, t− τ)| · |h(ψ1)(ξ, τ) − h(ψ0)(ξ, τ)| dξdτ
≤2
√
t0√
π
C4 ‖ψ1 − ψ0‖t0 . (3.38)
18
From (3.37) and (3.38), we deduce∥∥∥Hψ1ϕ0 −Hψ0ϕ0 ∥∥∥t0 ≤ C4
(
t0 + 2
√
t0√
π
)
‖ψ1 − ψ0‖t0 .
Thus, conclusion (ii) is obtained by choosing a small t0 ≤ b0 such that
C4
(
t0 + 2
√
t0√
π
)
< 1.
Proof of Proposition 3.1. There are two steps in the proof.
Step 1: existence of classical solutions and the integral representation.
Define the sequence of functions
ψn =
{
ϕ0 n = 0,
Hϕ0(ψn−1) n ≥ 1,
(3.39)
and M0, d0 are given as before. From Lemma 7, the sequence {ψn} is a Cauchy
sequence in BLt0(d0,M0), which is a closed subset in the Banach space Bt0 . Thus,
there exists a unique function, ϕ ∈ BLt0(d0,M0), such that ψn → ϕ in the topology
of (Bt0 , ‖·‖t0). On the other hand, for each n ≥ 0, the function ψn+1 satisfies the
following equation{
∂tψn+1 = ∂
2
sψn+1 + h(ψn) for (s, t) ∈ Dt0 ,
ψn+1(s, 0) = ϕ0(s) for s ∈ R.
Therefore, as n→∞, the function ϕ satisfies equation (3.15) and can be written
as
ϕ(s, t) = Uϕ0(s, t) +H
ϕ
0 (s, t)
= Uϕ0(s, t) +
∫ t
0
∫ ∞
−∞
K(s− ξ, t− τ)h(ϕ)(ξ, τ) dξdτ . (3.40)
Step 2: smoothness of the right hand side of (3.40).
From the regularity assumption of ϕ0 on (3.16) and applying integration by
parts inductively, one obtains
∂ℓsUϕ0(s, t) =
∫ ∞
−∞
K(s− ξ, t) · ϕ(ℓ)0 (ξ) dξ
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for all ℓ ∈ N. Thus, we conclude
∂ℓsUϕ0 ∈ C0(R× [0,+∞)), ∀ ℓ ∈ N ∪ {0}, (3.41)
by the same argument originally applied to Uϕ0 before.
To finish the proof, we only need to work with the last term of (3.40). First
note that from Lemma 6 (ii) the regularity of h(ϕ) is the same as that of ϕ.
Since ϕ ∈ Bt0 , h(ϕ) also belongs to Bt0 . Thus, by applying Lemma 4, ∂ℓsHϕ0 ∈
C0(R × [0, t0]), for each ℓ = {0, 1, 2}. Together with (3.41), we have that ∂ℓsHϕϕ0
(i.e., ∂ℓsϕ) belongs to C
0(R × [0, t0]), ∀ ℓ = {0, 1, 2}. By applying Lemma 6 (ii)
again, h(ϕ) now also fulfills ∂ℓsh(ϕ) ∈ C0(R× [0, t0]), for each ℓ = {0, 1, 2}. Now,
by applying the formula,
∂ℓsH
ϕ
0 (s, t) =
∫ t
0
∫ ∞
−∞
∂sK(s− ξ, t− τ) · ∂ℓ−1ξ h(ϕ)(ξ, τ) dξdτ
=
∫ t
0
∫ ∞
−∞
K(s− ξ, t− τ) · ∂ℓξh(ϕ)(ξ, τ) dξdτ ,
Lemma 4, and Lemma 6, we prove inductively that
∂ℓsH
ϕ
0 ∈ C0(R× [0, t0]), ∀ ℓ ∈ N ∪ {0} (3.42)
by a boot-strapping argument.
The proof is finished by combining (3.40), (3.41), and (3.42).
Proof of Theorem 2. We may extend ϕ0 as an even function from [0, L] to [−L,L].
Then we extend ϕ0 as a periodic function with period 2L from [−L,L] to the
whole real line R. Denote this extended function by ϕ˜0. From the assumption
of vanishing of derivatives of ϕ0 at the end points, we deduce that there exists
a bounded sequence in ℓ of numbers {Mℓ}, ℓ ∈ {0, 1, 2, ...}, such that ϕ˜0 ∈
C∞(R) and it derivatives fulfill sup
R
{
|ϕ˜(ℓ)0 |
}
≤ Mℓ ∀ ℓ ∈ N ∪ {0}. Therefore,
from Proposition 3.1, there is a positive number t0 and a C
∞-smooth function ϕ
satisfying{
∂
∂tϕ(s, t) =
∂2
∂s2
ϕ(s, t) + λ1(t) sinϕ(s, t) − λ2(t) cosϕ(s, t) in Dt0 ,
ϕ(s, 0) = ϕ˜0(s) on R× {0}.
Since ϕ˜0(s) is the extension of ϕ0(s), this ϕ fulfills the first two equations in
(3.14).
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To finish the proof, we only need to show that this ϕ also fulfills the boundary
conditions in (3.14), i.e.,
∂sϕ(b, t) = k(b, t) = 0,∀ b ∈ ∂I, t ∈ (0, t0). (3.43)
We prove (3.43) by showing that each term in {h(ψn)}n∈N∪{0} is an even function
of s with period 2L, where {ψn}n∈N∪{0} the iteration sequence in (3.39). Note
that {ψn}n∈N∪{0} is a Cauchy sequence, which converges to ϕ in the Banach
space (Bt0 , || · ||t0). Since for a fixed t, ψ0(s, t) = ϕ˜0(s) is an even function of s
with period 2L, from the formulae (3.20) and (3.21), it is easy to verify that ψ1
is also an even function of s with period 2L. Thus, by an induction argument,
we conclude that every function in the sequence {ψn} is an even function of s
with period 2L. Since {ψn} converges to ϕ in the Banach space (Bt0 , || · ||t0), we
conclude that ϕ ∈ Bt0 is also an even function of s with period 2L. Now, the
vanishing condition in (3.43) is a result of this property of ϕ. In other words,
for fixed t ∈ (0, t0), as ϕ(·, t) ∈ C1(R) is an even function with period 2L, then
∂sϕ(0, t) = 0 = ∂sϕ(L, t).
3.3 Long time existence and asymptotics
Lemma 8. Assume the curvature vector κ remains smooth during the L2-flow
(1.5) up to t = t0 > 0. Then, for all t ∈ (0, t0) and ℓ ∈ N ∪ {0},
∂2ℓs κ(b, t) = 0 = ∇2ℓs κ(b, t), ∀ b ∈ ∂I, ∀ t ∈ [0, t0).
Proof. (i) to show ∂2ℓs κ(b, ·) = 0:
From a direct computation, we have
∂2sκ = ∇2sκ− 3〈∇sκ, κ〉T − |κ|2κ.
Together with the hinged boundary condition (1.6), we derive ∂2sκ(b, t) = 0,
∀ t ∈ [0, t0). To show ∂2ℓs κ(b, t) = 0, ∀ t ∈ [0, t0),∀ ℓ ≥ 2, we argue inductively
by the following calculation:
∂t∂
2ℓ−2
s κ = ∂
2ℓ−2
s ∂tκ = ∂
2ℓ−2
s (∂
2
sκ+ 〈~λ, T 〉κ+ |κ|2κ+ 2〈∂sκ, κ〉T + 〈~λ, κ〉T )
= ∂2ℓs κ+ ∂
2ℓ−2
s
(
〈~λ, T 〉κ+ |κ|2κ+ 2〈∂sκ, κ〉 · T + 〈~λ, κ〉 · T
)
= ∂2ℓs κ+
∑
i+j=2ℓ−2
C1(i, j)〈~λ, ∂isT 〉 · ∂jsκ+
∑
i+j+k=2ℓ−2
C2(i, j, k)〈∂isκ, ∂jsκ〉 · ∂ksκ
+
∑
i+j+k=2ℓ−2
C3(i, j, k)〈∂i+1s κ, ∂jsκ〉 · ∂ksT +
∑
i+j=2ℓ−2
C4(i, j)〈~λ, ∂isκ〉 · ∂jsT ,
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where (1.5) is applied to derive the second equality with constants C1(i, j),
C2(i, j, k), C3(i, j, k), C4(i, j). By applying the assumption
∂2is κ(b, t) = 0, ∀ i ∈ {0, 1, ..., ℓ − 1}, ∀ b ∈ ∂I, ∀ t ∈ [0, t0),
the term ∂t∂
2ℓ−2
s κ and the last four terms on the R.H.S. all vanish. This gives
∂2ℓs κ(b, ·) = 0, ∀ b ∈ ∂I, and thus completes the proof of the first part.
(ii) to show ∇2ℓs κ(b, ·) = 0:
Applying the hinged boundary condition (1.6) to (2.8) gives
∇2sκ(b, ·) = 0, ∀ b ∈ ∂I.
To show ∇2ℓs κ(b, ·) = 0,∀ ℓ ≥ 2, we argue inductively from applying the result,
∂2ℓs κ(b, ·) = ∂2ℓ+1s T (b, ·) = 0, in part 1◦ and the following calculation
∇t∇2ℓ−2s κ = ∇2ℓ−2s ∇tκ = ∇2ℓ−2s (∇2sκ+ 〈~λ, T 〉κ) = ∇2ℓs κ+∇2ℓ−2s (〈~λ, T 〉κ)
= ∇2ℓs κ+
∑
i+j=2ℓ−2
C5(i, j)〈~λ, ∂isT 〉 · ∇jsκ,
where C5(i, j) is a constant.
Lemma 9. Assume the curvature vector κ remains smooth during the L2-flow
(1.5) up to t = t0 > 0. Then, ∀ t ∈ (0, t0) and ∀ m ∈ N,
d
dt
1
2
∫
I
|∇ms κ|2 ds+
∫
I
|∇m+1s κ|2 ds = −
∫
I
〈∇m+1s κ,∇m−1s (〈~λ, T 〉 · κ)〉 ds.
Proof. In the argument below, we apply Lemma 8 and (3.9).
Case 1 (as m = 2ℓ):
d
dt
1
2
∫
I
|∇2ℓs κ|2 ds =
∫
I
〈∇2ℓs κ,∇t∇2ℓs κ〉 ds =
∫
I
〈∇2ℓs κ,∇s∇t∇2ℓ−1s κ〉 ds
= −∫
I
〈∇2ℓ+1s κ,∇t∇2ℓ−1s κ〉 ds = −
∫
I
〈∇2ℓ+1s κ,∇2ℓ−1s ∇tκ〉 ds
= −∫
I
〈∇2ℓ+1s κ,∇2ℓ−1s (∇2sκ+ 〈~λ, T 〉 · κ)〉 ds
= −∫
I
〈|∇2ℓ+1s κ|2 ds−
∫
I
〈∇2ℓ+1s κ,∇2ℓ−1s (〈~λ, T 〉 · κ)〉 ds.
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Case 2 (as m = 2ℓ+ 1):
Notice that, from Lemma 9, we have ∇t∇2ℓs κ = 0 at the boundary. We obtain
d
dt
1
2
∫
I
|∇2ℓ+1s κ|2 ds =
∫
I
〈∇2ℓ+1s κ,∇t∇2ℓ+1s κ〉 ds =
∫
I
〈∇2ℓ+1s κ,∇s∇t∇2ℓs κ〉 ds
= −∫
I
〈∇2ℓ+2s κ,∇t∇2ℓs κ〉 ds = −
∫
I
〈∇2ℓ+2s κ,∇2ℓs ∇tκ〉 ds
= −∫
I
〈∇2ℓ+2s κ,∇2ℓs (∇2sκ+ 〈~λ, T 〉 · κ)〉 ds
= −∫
I
〈|∇2ℓ+2s κ|2 ds−
∫
I
〈∇2ℓ+2s κ,∇2ℓs (〈~λ, T 〉 · κ)〉 ds.
Proof of Theorem 1. The long time existence is derived by a contradiction argu-
ment. Namely, assume the solution fails to be C∞-smooth at t = t0 > 0. Then,
we show that the L2-norm of the derivatives of the curvature of any order remain
uniformly bounded for any t < t0. This gives the contradiction. In the end of
proof, we show the asymptotic behaviour for a convergent subsequence of the
solutions up to the translation.
For anym ∈ N, we will obtain the long time existence by deriving the following
estimates for curvature integrals,
d
dt
∫
I
|∇ms κ|2 ds+ ε ·
∫
I
|∇m+1s κ|2 ds ≤ C(‖κ0‖L2 , L, |△p|,m), (3.44)
where ε > 0 is a sufficiently small constant. By Gronwall inequality, (3.44) implies∫
I
|∇ms κ|2 ds ≤ C(‖κ0‖L2 , L, |△p|,m) , ∀ t ∈ (0, t0), (3.45)
where κ0 = κ(s, 0) is the curvature vector of the initial curve f0.
Note that (2.3) gives the non-increasing property of the energy FL,△p [T ].
Thus, as long as the smooth solutions of the L2-flow exist ∀ t ∈ (0, t0), one has
FL,△p(T ) ≤ FL,△p(T0), where T0 is the tangent vector of initial curves. Therefore,
∀ t ∈ (0, t0), ‖κ(·, t)‖2L2 ≤ 2FL,△p(T0).
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From Lemma 9, we have
d
dt
1
2
∫
I
|∇ms κ|2 ds+
∫
I
|∇m+1s κ|2 ds = −
∫
I
〈∇m+1s κ,∇m−1s (〈~λ, T 〉 · κ)〉 ds
≤
∫
I
|∇m+1s κ|2 ds
1/2 ·
∫
I
|∇m−1s (〈~λ, T 〉 · κ)|2 ds
1/2 .
From applying (3.11), the uniform bound of |~λ| in Lemma 1, and Gagliardo-
Nirenberg inequalities to the equation
∇m−1s (〈~λ, T 〉 · κ) =
∑
i+j=m−1
C6(i, j) · 〈~λ, ∂isT 〉 · ∇jsκ,
we derive∫
I
|∇m−1s (〈~λ, T 〉 · κ)|2 ds
1/2 ≤ C(‖κ0‖L2 , L, |△p|,m) · ‖κ‖(m−1)/(m+1)m+1,2 .
For any positive integer ℓ ∈ {1, 2, ...,m + 1}, we apply (3.11) and Gagliardo-
Nirenberg inequalities again to derive∣∣∣∣∣∣
∫
I
|∇ℓsκ|2 ds−
∫
I
|∂ℓsκ|2 ds
∣∣∣∣∣∣ ≤ C(‖κ0‖L2 , L, |△p|, ℓ) · ‖κ‖γm+1,2 (3.46)
for some γ ∈ (0, 2). Thus, by applying Gagliardo-Nirenberg inequalities, we have
d
dt
∫
I
|∇ms κ|2 ds +
∫
I
|∂m+1s κ|2 ds+
∫
I
|∇m+1s κ|2 ds
≤ǫ · ‖κ‖2m+1,2 + C(ǫ, ‖κ0‖L2 , L, |△p|,m)
for some sufficiently small ǫ > 0. Note that the vanishing conditions of ∂2ℓs κ in
Lemma 8 allow us to apply the Poincare inequality∫
I
|∂m+1s κ|2 ds ≥ C(L) ·
∫
I
|∂ms κ|2 ds
for some C(L) > 0, m ∈ N∪{0}. Therefore, by applying (3.46) again to the case
ℓ = m and choosing a sufficiently small ǫ > 0, we obtain
d
dt
∫
I
|∇ms κ|2 ds+
C(L)
2
·
∫
I
|∇ms κ|2 ds ≤ C(‖κ0‖L2 , L, |△p|,m).
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Finally we apply Gronwall inequality to derive from this differential inequality a
uniform bound of ‖∇ms κ‖L2 as presented in (3.45).
Notice that a planar curve can be uniquely determined by its signed curva-
ture k, up to translation and rotation. Moreover, the formulae to connect the
curvature vector κ and signed curvature k hold, i.e.,
∇ms κ = ∂ms k · T⊥, ∀ m ∈ N ∪ {0}.
Besides, we have ∥∥∂m−1s k∥∥L∞ ≤ C · ‖∂ms k‖L1 ,∀ m ∈ N.
Therefore, ‖∂ms k‖L2 is also uniformly bounded for all m ∈ N. Now the proof of
the long time existence is completed by a contradiction argument.
To analyze the asymptotic behaviour of the flow, we choose a subsequence of
T (t, ·), which converges smoothly to T∞(·) as t → ∞. In addition, we rewrite
the energy identity in (2.3) as
u (t) :=
∫
I
|∂tT |2 ds = − d
dt
FL,△p [T ] , (3.47)
which implies u ∈ L1 ([0,∞)). From differentiating (3.47) and applying (1.5),
(3.45), we obtain ∣∣u′ (t)∣∣ ≤ C (‖κ0‖L2 , L, |△p|) .
Therefore, u (t) → 0 as t → ∞. In other words, T∞(·) is independent of t and
thus, by (1.5), is an equilibrium configuration.
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