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Abstract
This paper studies the characteristics and structure of the weak surface of the production possibility set.
We apply techniques and methods of transferring a polyhedral cone from its intersection form to its sum
form, identify an intersection representation of the production possibility set. We give the structure theorem
of weak surface of the production possibility set, which includes three complementary slackness conditions.
We define the input weak efficiency and output weak efficiency for different DEA models according to the
representation of the intersection form. It investigates the characteristics of the weak surfaces, and proves the
structure theorems of input weak DEA efficiency and output weak DEA efficiency. The structure theorems
establish weighted combination of inputs and outputs that are weak DEA efficient. Numerical examples are
provided for illustration.
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Various DEA models have been proposed since Charnes, Cooper and Rhodes gave the C2R
DEA model (that is, the PI0 model in [10]) in 1978 [5]. The most representative models include
the BC2 DEA model (the PI3 model) proposed by Banker, Charnes and Cooper in 1984 [2], the
FG DEA model (the PI1 model) by Färe and Grosskopf in 1985 [8], and the ST DEA model (the
PI2 model and the PO2 model) by Seiford and Thrall in 1990 [10]. Yu, Wei and Brockett unified
the above models by applying three 0–1 parameters δ1, δ2 and δ3, and proposed a generalized
DEA model in 1996 [15]. Wei and Yu investigated the properties of a K-cone and studied the
problem of construction of all “DEA-efficient surfaces” of the production possibility set under
the generalized DEA model [12,16]. Olesen and Petersen studied the characteristics of the pro-
duction possibility set and discussed utilizations of the given surface structure information [9].
Dulá extensively reviewed the computational issues in DEA and pointed out the connection be-
tween the DEA computation and the problem of identifying the extreme points of the polyhedral
hull of a finite collection of points [7].
This paper starts from a production possibility set, and the characteristics of efficiency. The
research on structure of a production possibility set concerns determining the analytical repre-
sentation of production surfaces. We study the characteristics and structure of the weak surface
of the production possibility set. In the convex combination analysis, it is well known that the
most profound description of the production possibility set is to identify its weak surfaces. Wei
et al. discussed this problem extensively in [12,16]. They applied a method similar to the method
for finding all cliques of an undirected graph given by Bron and Kerbosch [4], and discussed the
construction of all DEA efficient surfaces of the production possibility set under the generalized
DEA model. Yan et al. [14] proposed a method for constructing the efficient solutions structure
of multiobjective linear programming. In this paper, we significantly extend their work in two as-
pects. Firstly, we discuss the weak surface of the production possibility set and overall structure
of the set. This result is stronger than those ever achieved. Secondly, we apply the techniques
and methods of transferring a polyhedral cone from its intersection form to its sum form [13],
identify an intersection representation of the production possibility set. The method proposed
here is more direct and simple.
In the conventional DEA research, the (weak) DEA efficiency is defined by the optimal val-
ues of linear programming problems. A decision making unit (DMU) is input (or output) DEA
efficiency if the corresponding input-oriented (or output-oriented) linear programming problem
has the minimum (or maximum) objective value 1. In this paper, we define the DEA efficiency of
a DMU based on the intersection form of production possibility set surface. The characteristics
theorems show the correspondence of these two perceptions.
By describing the weak surfaces of a production possibility set in the intersection form, it is
easy to check if a particular DMU is weak DEA efficient or not. We can also find out if a DMU
is a vertex of the production possibility set by inspecting how many weak surfaces it is on. Given
the characteristics and structure of weak surfaces of the production possibility set, we can give
the analytical formula of the efficiency indicator and the projection. This suggests a new angle
to study the technical efficiency and returns to scale of the DMUs [11]. We may also study the
DMU grouping procedure which helps the decision makers for better resource reallocation and
strategy adjustment.
Following this introduction section, Section 2 introduces four different production possibility
sets corresponding to the above four representative DEA models. It discusses the problems and
techniques of obtaining the intersection form of production possibility set (that is, the intersection
Q. Wei et al. / J. Math. Anal. Appl. 327 (2007) 1055–1074 1057of finite number of hyperplanes), and identifies the weak surfaces of the production possibility
set. We give the structure theorem of weak surface of the production possibility set, which in-
cludes three complementary slackness conditions. A numerical example is given to illustrate the
results. Section 3 gives definitions of input weak efficient surface (Definition 3) and output weak
efficient surface (Definition 5) corresponding to eight types of input-oriented DEA models and
output-oriented DEA models [10]. The definitions are given corresponding to the intersection
form of the production possibility set. It investigates the characteristics of the weak surfaces, and
proves the structure theorems of input weak DEA efficiency and output weak DEA efficiency.
We show that a DMU lying on the weak efficient surface of the production possibility set is
weak efficient. The structure theorems establish weighted combination of inputs and outputs that
are weak DEA efficient. Another numerical example is provided for illustration of the results.
Finally, Section 4 presents a conclusion.
2. Production possibility set in intersection form and structure of weak surfaces
This section discusses the structure of a production possibility set. We transfer the set from its
“sum-form” into its “intersection-form,” and thus obtain its weak surfaces. The method proposed
here is different than that given by [16]. Their paper used the concept of K-cone in a generalized
DEA model (also see [12]) and the similar procedure given by Bron and Kerbosch [4] for finding
all cliques of an undirected graph. The method proposed in this paper is based on the method
of transferring a polyhedral cone from its “intersection-form” to its “sum-form” (see [13]). With
this new technology, we are able to discuss weak surfaces of the production possibility set, and
the construction method of these weak surfaces.
Denote xj = (x1j , x2j , . . . , xmj )T > 0 (xj ∈ Em), the input vector for the j th decision making
unit; and yj = (y1j , y2j , . . . , ysj )T > 0 (yj ∈ Es ), the output vector for the j th decision making
unit, for j = 1, . . . , n. The production possibility set T , T ⊂ {(x, y) | x ∈ Em, y ∈ Es, x  0,
y  0}, is based on postulate sets which are presented with a brief explanation (see [1–3,16]).
The four most representative DEA models are C2R model [5], BC2 model [2], FG model [8],
and ST model [10]. They correspond to different production possibility sets.
Using 0–1 parameters δ1, δ2 and δ3, the production possibility sets can be written into its
generalized form,
T =
{
(x, y)
∣∣∣∣∣
∑n
j=1 xjλj  x,
∑n
j=1 yjλj  y  0,
δ1(
∑n
j=1 λj + δ2(−1)δ3λn+1) = δ1, λj  0, j = 1, . . . , n + 1
}
. (1)
The following four different production possibility sets are obtained by assigning different
value to (δ1, δ2, δ3) (∗ implies either 0 or 1).
(i) If (δ1, δ2, δ3) = (0,∗,∗), then T becomes the production possibility set for the C2R DEA
model (the PI0 and PO0 in [10]):
TC2R =
{
(x, y)
∣∣∣∣∣
n∑
j=1
xjλj  x,
n∑
j=1
yjλj  y  0, λj  0, j = 1, . . . , n
}
.
(ii) If (δ1, δ2, δ3) = (1,0,∗), then T becomes the production possibility set for the BC2 DEA
model (the PI3 and PO3 in [10]):
TBC2 =
{
(x, y)
∣∣∣∣∣
n∑
xjλj  x,
n∑
yjλj  y  0,
n∑
λj = 1, λj  0, j = 1, . . . , n
}
.j=1 j=1 j=1
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model (the PI1 and PO1 in [10]):
TFG =
{
(x, y)
∣∣∣∣∣
n∑
j=1
xjλj  x,
n∑
j=1
yjλj  y  0,
n∑
j=1
λj  1, λj  0, j = 1, . . . , n
}
.
(iv) If (δ1, δ2, δ3) = (1,1,1), then T becomes the production possibility set for the ST DEA
model (the PI2 and PO2 in [10]):
TST =
{
(x, y)
∣∣∣∣∣
n∑
j=1
xjλj  x,
n∑
j=1
yjλj  y  0,
n∑
j=1
λj  1, λj  0, j = 1, . . . , n
}
.
Denote
Q =
{
(ω,μ, δ1μ0)
∣∣∣∣ ωxj − μyj + δ1μ0  0, j = 1, . . . , n,ω 0, μ 0, δ1δ2(−1)δ3μ0  0
}
. (2)
Q is a polyhedral cone in intersection-form. That is, Q is represented by the intersection of
a limited number of hyperplanes. It is clear that Q = {0}. In [13], we proposed a method for
transferring a polyhedral cone from its intersection-form to its sum-form. The sum-form of a
polyhedral cone is given by a non-negative combination of the extreme directions of the cone.
The transferring process is an algebra based method, which considers the constraints one after
another, and identifies all extreme directions within a finite number of iterations. In this case,
there exist extreme directions of Q, (ωk,μk,μk0), k = 1, . . . , l, satisfying(
ωk,μk
)
 0,
(
ωk,μk
) = 0, δ1δ2(−1)δ3μk0  0, k = 1, . . . , l, (3)
such that
Q =
{
l∑
k=1
(
ωk,μk, δ1μ
k
0
)
αk
∣∣∣∣ αk  0, k = 1, . . . , l
}
, (4)
where ωk ∈ Em, μk ∈ Es , μk0 ∈ E1, k = 1, . . . , l.
Denote
S = {(x, y) ∣∣ ωkx − μky + δ1μk0  0, k = 1, . . . , l, x  0, y  0}. (5)
In Theorems 1 and 2, we show that
T = S.
It is clear from (2) and (4), that the following relation (6) holds. It will be used in the proof of
Theorem 1.
ωkxj − μkyj + δ1μk0  0, k = 1, . . . , l, j = 1, . . . , n. (6)
Theorem 1. Let T and S be given by (1)–(5), then T ⊆ S.
Proof. Let (x, y) ∈ T , then there are λj  0, j = 1, . . . , n + 1, such that
n∑
xjλj  x,
n∑
yjλj  y  0, δ1
(
n∑
λj + δ2(−1)δ3λn+1
)
= δ1.
j=1 j=1 j=1
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ωkx − μky + δ1μk0  ωk
(
n∑
j=1
xjλj
)
− μk
(
n∑
j=1
yjλj
)
+ δ1μk0
=
n∑
j=1
(
ωkxj − μkyj + δ1μk0
)
λj − δ1
n∑
j=1
μk0λj + δ1μk0
 δ1
(
1 −
n∑
j=1
λj
)
μk0
= δ1δ2(−1)δ3λn+1μk0
 0.
Thus, (x, y) ∈ S. 
Theorem 2. Let T and S be given by (1)–(5), then S ⊆ T .
Proof. Denote
Tˆ =
{
(x, y)
∣∣∣∣∣
∑n
j=1 xjλj  x,
∑n
j=1 yjλj  y,
δ1(
∑n
j=1 λj + δ2(−1)δ3λn+1) = δ1, λj  0, j = 1, . . . , n + 1
}
,
Sˆ = {(x, y) ∣∣ ωkx − μky + δ1μk0  0, k = 1, . . . , l; x  0}.
Note that the condition y  0 is not required in Tˆ and Sˆ. It is clear that if Sˆ ⊆ Tˆ , then S ⊆ T .
Let (xˆ, yˆ) ∈ Sˆ, but (xˆ, yˆ) /∈ Tˆ . Since Tˆ is a closed convex set (note that when δ1 = 0, Tˆ is
a closed convex cone), from the separation theorem of the convex set, there exist (ωˆ, μˆ) = 0,
−δ1μˆ0 ∈ E1, such that
ωˆxˆ − μˆyˆ < −δ1μˆ0  ωˆx − μˆy ∀(x, y) ∈ Tˆ , (7)
and there exists (x◦, y◦) ∈ Tˆ such that
ωˆx◦ − μˆy◦ = −δ1μˆ0. (8)
Then we show that (ωˆ, μˆ, μˆ0) ∈ Q. That is
ωˆ 0, μˆ 0, (9)
ωˆxj − μˆyj + δ1μˆ0  0, j = 1, . . . , n, (10)
δ1δ2(−1)δ3μˆ0  0. (11)
Since ∀(x, y) ∈ Tˆ it has
n∑
j=1
xjλj  x,
n∑
j=1
yjλj  y,
and it is not required that y  0 in Tˆ , then from (7), (9) must be true.
Since (xj , yj ) ∈ Tˆ , for j = 1, . . . , n, then from (7), it has
−δ1μˆ0  ωˆxj − μˆyj .
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In the following, we show that (11) holds for different specified parameters δ1, δ2 and δ3.
(a) When (δ1, δ2, δ3) = (0,∗,∗) (T = TC2R), it is obvious that
δ1δ2(−1)δ3μˆ0  0.
(b) When (δ1, δ2, δ3) = (1,0,∗) (T = TBC2 ), it is obvious that
δ1δ2(−1)δ3μˆ0  0.
(c) When (δ1, δ2, δ3) = (1,1,0) (T = TFG model), from (8) it has
ωˆx◦ − μˆy◦ = −μˆ0.
If
δ1δ2(−1)δ3μˆ0 = μˆ0 < 0,
then
ωˆx◦ − μˆy◦ > 0.
For α ∈ (0,1),
ωˆ(αx◦) − μˆ(αy◦) < ωˆx◦ − μˆy◦ = −μˆ0.
Since ∀α ∈ (0,1), it is easy to see that
α(x◦, y◦) ∈ Tˆ .
On the other hand, from (7),
ωˆ(αx◦) − μˆ(αy◦)−μˆ0 = ωˆx◦ − μˆy◦.
This is a contradiction. Therefore we must have
δ1δ2(−1)δ3μˆ0  0.
(d) When (δ1, δ2, δ3) = (1,1,1) (T = TST ), then from (8)
ωˆx◦ − μˆy◦ = −μˆ0,
if
δ1δ2(−1)δ3μˆ0 = −μˆ0 < 0,
then
ωˆx◦ − μˆy◦ < 0.
Therefore, for α > 1,
ωˆ(αx◦) − μˆ(αy◦) < ωˆx◦ − μˆy◦ = −μˆ0.
Since ∀α > 1, it is easy to see that
α(x◦, y◦) ∈ Tˆ .
From (7),
ωˆ(αx◦) − μˆ(αy◦)−μˆ0 = ωˆx◦ − μˆy◦.
It is a contradiction again. Therefore we must have
δ1δ2(−1)δ3μˆ0  0.
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(ωˆ, μˆ, δ1μˆ0) ∈ Q.
From (4), there exist αˆk  0, k = 1, . . . , l, it has
(ωˆ, μˆ, δ1μˆ0) =
l∑
k=1
(
ωk,μk, δ1μ
k
0
)
αˆk.
That is,
ωˆ =
l∑
k=1
ωkαˆk, μˆ =
l∑
k=1
μkαˆk, δ1μˆ0 = δ1
l∑
k=1
μk0αˆk.
Therefore,
ωˆxˆ − μˆyˆ + δ1μˆ0 =
(
l∑
k=1
ωkαˆk
)
xˆ −
(
l∑
k=1
μkαˆk
)
yˆ + δ1
(
l∑
k=1
μk0αˆk
)
=
l∑
k=1
(
ωkxˆ − μkyˆ + δ1μk0
)
αˆk
 0
(
since (xˆ, yˆ) ∈ Sˆ and αˆk  0, k = 1, . . . , l
)
.
This is a contradiction to (7). Therefore, Sˆ ⊆ Tˆ , thus S ⊆ T . This completes the proof. 
In the following we give a lemma, which will be used in discussion of structure of production
possibility sets.
Lemma 1. Let J ⊆ {1,2, . . . , n}, and (xˆ, yˆ) satisfy∑
j∈J
xjλj  xˆ,
∑
j∈J
yjλj  yˆ, (12)
where λj , j ∈ J , and λn+1 satisfy
δ1
(∑
j∈J
λj + δ2(−1)δ3λn+1
)
= δ1, λj  0, j ∈ J, λn+1  0.
Then, for k ∈ {1, . . . , l},
(xˆ, yˆ) ∈ Lk =
{
(x, y)
∣∣ ωkx − μky + δ1μk0 = 0}
if and only if (complementary slackness conditions)
(i) ωk(∑j∈J xjλj − xˆ) = 0, μk(∑j∈J yjλj − yˆ) = 0;
(ii) (ωkxj − μkyj + δ1μk0)λj = 0, j ∈ J ;
(iii) δ1δ2(−1)δ3μk0λn+1 = 0.
Proof. Since (ωk,μk) 0, and from (12), it has
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(∑
j∈J
xjλj
)
− μk
(∑
j∈J
yjλj
)
+ δ1μk0
=
∑
j∈J
(
ωkxj − μkyj + δ1μk0
)
λj + δ1
(
1 −
∑
j∈J
λj
)
μk0
=
∑
j∈J
(
ωkxj − μkyj + δ1μk0
)
λj + δ1δ2(−1)δ3λn+1μk0
 δ1δ2(−1)δ3λn+1μk0
(
since (6) and λj  0, j ∈ J
)
 0.
Therefore, ωkxˆ − μkyˆ + δ1μk0 = 0 if and only if (i)–(iii) hold. 
Definition 1. Denote
Lk =
{
(x, y)
∣∣ ωkx − μky + δ1μk0 = 0}, k = 1, . . . , l. (13)
Then T ∩ Lk is called a weak surface of production possibility set T .
The following Theorem 3 discusses the structure of weak surface of T . Denote
Jk =
{
j
∣∣ ωkxj − μkyj + δ1μk0 = 0, 1 j  n}= {j ∣∣ (xj , yj ) ∈ Lk, 1 j  n}, (14)
where (ωk,μk,μk0) are given by (2)–(5). Then we have
Theorem 3 (Structure theorem of weak surface of T ). Let (ωk,μk,μk0), k = 1, . . . , l, be given by
(2)–(5). For k = 1, . . . , l, Lk is given by (13), and denote
Sk =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(x, y)
∣∣∣∣∣∣∣∣∣∣
∑
j∈Jk xjλj  x, ω
k(
∑
j∈Jk xjλj − x) = 0,∑
j∈Jk yjλj  y  0, μ
k(
∑
j∈Jk yjλj − y) = 0,
δ1δ2(−1)δ3μk0λn+1 = 0,
δ1(
∑
j∈Jk λj + δ2(−1)δ3λn+1) = δ1, λj  0, j ∈ Jk, λn+1  0
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
. (15)
Then the weak surface of production possibility set T is given by
T ∩ Lk = Sk.
Proof. Let (xˆ, yˆ) ∈ T ∩ Lk . That is, there exist λj  0, j = 1, . . . , n + 1, satisfying
δ1
(
n∑
j=1
λj + δ2(−1)δ3λn+1
)
= δ1, (16)
such that
n∑
j=1
xjλj  xˆ,
n∑
j=1
yjλj  yˆ  0. (17)
From Lemma 1 (let J = {1, . . . , n}), then
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(
n∑
j=1
xjλj − xˆ
)
= 0, μk
(
n∑
j=1
yjλj − yˆ
)
= 0, (18)
(
ωkxj − μkyj + δ1μk0
)
λj = 0, j = 1, . . . , n, (19)
δ1δ2(−1)δ3λn+1μk0 = 0. (20)
In particular, when j /∈ Jk , it has
ωkxj − μkyj + δ1μk0 > 0.
Thus, from (19), it has λj = 0 for j /∈ Jk . Then (16)–(18) and (20) become
δ1
(∑
j∈Jk
λj + δ2(−1)δ3λn+1
)
= δ1,
∑
j∈Jk
xjλj  xˆ,
∑
j∈Jk
yjλj  yˆ  0,
ωk
(∑
j∈Jk
xjλj − xˆ
)
= 0, μk
(∑
j∈Jk
yjλj − yˆ
)
= 0,
δ1δ2(−1)δ3λn+1μk0 = 0.
Thus, (xˆ, yˆ) ∈ Sk .
On the other hand, let (xˆ, yˆ) ∈ Sk , then there exist λj  0, for j ∈ Jk , and λn+1  0 satisfying
δ1
(∑
j∈Jk
λj + δ2(−1)δ3λn+1
)
= δ1
and
δ1δ2(−1)δ3λn+1μk0 = 0,
such that∑
j∈Jk
xjλj  xˆ,
∑
j∈Jk
yjλj  yˆ  0
and
ωk
(∑
j∈Jk
xjλj − xˆ
)
= 0, μk
(∑
j∈Jk
yjλj − yˆ
)
= 0.
It is clear that (xˆ, yˆ) ∈ T . Furthermore, it is easy to see that conditions (i)–(iii) of Lemma 1,
for J = Jk , are satisfied (note that when j ∈ J , condition (ii) is obviously satisfied). Thus,
(xˆ, yˆ) ∈ Lk . Therefore, (xˆ, yˆ) ∈ T ∩ Lk . Thus the theorem follows. 
In Theorem 3, parameters δ1, δ2 and δ3 in Sk are used to represent different production possi-
bility sets. The condition
δ1δ2(−1)δ3λn+1μk0 = 0 (21)
is automatically satisfied when δ1 = 0 (corresponding to TC2R), or δ1 = 1, δ2 = 0 (corresponding
to TBC2 ), λn+1 is not presented in the production possibility set. However, when δ1 = δ2 = 1
(corresponding to TFG or TST ), condition (21) becomes
λn+1μk0 = 0.
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Therefore, if λn+1 > 0, then it must have μk0 = 0; and if μk0 > 0, then it must have λn+1 = 0.
Therefore, (21) is a complementary slackness condition. Similarly, the conditions in Sk ,
ωk
(∑
j∈Jk
xjλj − x
)
= 0, (22)
μk
(∑
j∈Jk
yjλj − y
)
= 0, (23)
are also complementary slackness conditions. Therefore, the structure of weak surface of T has
a close relationship with the parameters δ1, δ2, δ3 and the complementary slackness conditions
(21)–(23). In the following, we give a simple example for illustration.
Example 1. Consider a case with n = 4, m = s = 1, and
(x1, y1) = (1,2), (x2, y2) = (2,4), (x3, y3) = (6,6), (x4, y4) = (8,6).
Take (δ1, δ2, δ3) = (1,1,0), that is, T = TFG shown in Fig. 1.
Its production possibility set is (from (1))
TFG =
{
(x, y)
∣∣∣∣ λ1 + 2λ2 + 6λ3 + 8λ4  x, λ1 + λ2 + λ3 + λ4 + λ5 = 1,2λ1 + 4λ2 + 6λ3 + 6λ4  y  0, λj  0, j = 1, . . . ,5
}
and (from (2))
Q =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(ω,μ,μ0)
∣∣∣∣∣∣∣∣∣∣
ω − 2μ + μ0  0,
2ω − 4μ + μ0  0,
6ω − 6μ + μ0  0,
8ω − 6μ + μ0  0,
ω 0, μ 0, μ0  0
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
Then we transfer the intersection-form of Q into its sum-form according to process described
in [13]. That is, there exist extreme directions of Q,(
ω1,μ1,μ10
)= (2,1,0), (ω2,μ2,μ20)= (1,2,6), (ω3,μ3,μ30)= (0,1,6),
Q. Wei et al. / J. Math. Anal. Appl. 327 (2007) 1055–1074 1065such that (from (4))
Q = {(2,1,0)α1 + (1,2,6)α2 + (0,1,6)α3 ∣∣ α1, α2, α3  0}.
Thus (from (5), (13)–(15)),
TFG = S =
{
(x, y)
∣∣ 2x − y  0, x − 2y + 6 0, −y + 6 0, x  0, y  0},
L1 =
{
(x, y)
∣∣ 2x − y = 0}, J1 = {1,2},
L2 =
{
(x, y)
∣∣ x − 2y + 6 = 0}, J2 = {2,3},
L3 =
{
(x, y)
∣∣−y + 6 = 0}, J3 = {3,4},
S1 =
{
(x, y)
∣∣∣∣ λ1 + 2λ2  x, 2 · (λ1 + 2λ2 − x) = 0, λ5 · 0 = 0, 2λ1 + 4λ2  y  0,1 · (2λ1 + 4λ2 − y) = 0, λ1 + λ2 + λ5 = 1, λ1, λ2, λ5  0
}
=
{
(x, y)
∣∣∣∣
(
x
y
)
=
(
1
2
)
λ1 +
(
2
4
)
λ2, λ1 + λ2  1, λ1, λ2  0
}
= TFG ∩ L1,
S2 =
{
(x, y)
∣∣∣∣ 2λ2 + 6λ3  x, 1 · (2λ2 + 6λ3 − x) = 0, λ5 · 6 = 0, 4λ2 + 6λ3  y  0,2 · (4λ2 + 6λ3 − y) = 0, λ2 + λ3 + λ5 = 1, λ2, λ3, λ5  0
}
=
{
(x, y)
∣∣∣∣
(
x
y
)
=
(
2
4
)
λ2 +
(
6
6
)
λ3, λ2 + λ3 = 1, λ2, λ3  0
}
(since λ5 · 6 = 0, then λ5 = 0)
= TFG ∩ L2,
S3 =
{
(x, y)
∣∣∣∣ 6λ3 + 8λ4  x, 0 · (6λ3 + 8λ4 − x) = 0, λ5 · 6 = 0, 6λ3 + 6λ4  y  0,1 · (6λ3 + 6λ4 − y) = 0, λ3 + λ4 + λ5 = 1, λ3, λ4, λ5  0
}
=
{
(x, y)
∣∣∣∣ 6λ3 + 8λ4  x,y = 6, λ3 + λ4 = 1, λ3, λ4  0
}
(since λ5 · 6 = 0, then λ5 = 0)
= TFG ∩ L3.
3. Characteristics of input and output weak surfaces of production possibility set
In this section, we discuss the input-oriented DEA model and output-oriented DEA model,
since we need to characterize the weak surfaces of production possibility set T . We point out that
all weak surfaces jointly describe all weak DEA-efficient DMUs under either the input-oriented
DEA model or the output-oriented DEA model.
First, consider the generalized input-oriented DEA model with parameters δ1, δ2 and δ3:
min θ,
s.t. (θ xˆ, yˆ) ∈ T ,
where (xˆ, yˆ) ∈ T , which is given by (1). When (xˆ, yˆ) ∈ T , it is called a decision making unit
DMU − (xˆ, yˆ). The input-oriented DEA model is given by
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P I
)
min θ,
s.t.
n∑
j=1
xjλj  θxˆ,
n∑
j=1
yjλj  yˆ,
δ1
(
n∑
j=1
λj + δ2(−1)δ3λn+1
)
= δ1,
λj  0, j = 1, . . . , n + 1.
And its dual programming is given by(
DI
)
max μyˆ − δ1μ0,
s.t. ωxj − μyj + δ1μ0  0, j = 1, . . . , n,
ωxˆ = 1,
ω 0, μ 0, δ1δ2(−1)δ3μ0  0.
Then we can see that:
when (δ1, δ2, δ3) = (0,∗,∗), (P I ) and (DI ) are C2R input-oriented DEA model (model PI0
in [10]);
when (δ1, δ2, δ3) = (1,0,∗), (P I ) and (DI ) are BC2 input-oriented DEA model (model PI3
in [10]);
when (δ1, δ2, δ3) = (1,1,0), (P I ) and (DI ) are FG input-oriented DEA model (model PI1
in [10]);
when (δ1, δ2, δ3) = (1,1,1), (P I ) and (DI ) are ST input-oriented DEA model (model PI2
in [10]).
Since (xˆ, yˆ) ∈ T , then there exist λj , for j = 1, . . . , n + 1, such that
n∑
j=1
xjλj  xˆ,
n∑
j=1
yjλj  yˆ,
δ1
(
n∑
j=1
λj + δ2(−1)δ3λn+1
)
= δ1,
λj  0, j = 1, . . . , n + 1.
Therefore, for any feasible solution (ω,μ,μ0) to (DI ), it has
ωxˆ − μyˆ + δ1μ0 
n∑
(ωxj − μyj + δ1μ0)λj − δ1μ0
(
n∑
λj − 1
)
j=1 j=1
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 0.
Therefore,
μyˆ − δ1μ0  ωxˆ = 1.
That is, both the objective values of (P I ) and (DI ) are smaller than or equal to 1. Thus, we have
the following definition.
Definition 2 (Input DEA weak efficiency). If there exists an optimal solution (ω◦,μ◦,μ◦0) of (DI )
and μ◦T yˆ − δ1μ◦0 = 1, then DMU − (xˆ, yˆ) is called input weak efficient under the input-oriented
DEA model (or called “input weak efficient”).
Definition 3 (Input weak efficient surface of T ). Assume that
(ω¯, μ¯) 0, ω¯ = 0, δ1δ2(−1)δ3μ¯0  0,
and
ω¯xj − μ¯yj + δ1μ¯0  0, j = 1, . . . , n.
Define a set
L = {(x, y) ∣∣ ω¯x − μ¯y + δ1μ¯0 = 0}.
If L ∩ T = ∅, then ω¯x − μ¯y + δ1μ¯0 = 0 is called an input weak efficient surface of T .
It is clear that Lk , for k = 1, . . . , l, given by (13), are input weak efficient surfaces of T . Then,
we have the following lemma.
Lemma 2. Let (xˆ, yˆ) ∈ T . Then, under an input-oriented DEA model, decision making unit
(xˆ, yˆ) ∈ T is input weak DEA efficient if and only if it is on the input weak efficient surface L,
of T .
Proof. Consider the input-oriented DEA model. Let (xˆ, yˆ) be on an input weak efficient surface
of T . That is,
(xˆ, yˆ) ∈ L = {(x, y) ∣∣ ω¯x − μ¯y + δ1μ¯0 = 0},
where (ω¯, μ¯) 0, ω¯ = 0, δ1δ2(−1)δ3μ¯0  0 and ω¯xj − μ¯yj + δ1μ¯0  0, for j = 1, . . . , n. Let(
ω◦,μ◦,μ◦0
)= 1
ω¯x0
(ω¯, μ¯, μ¯0).
Then (ω◦,μ◦) 0, δ1δ2(−1)δ3μ◦0  0, ω◦xj − μ◦yj + δ1μ◦0  0, for j = 1, . . . , n, and
μ◦yˆ − δ1μ◦0 = ω◦x0 = 1.
Therefore, (ω◦,μ◦,μ◦0) is an optimal solution to (DI ). Thus, DMU − (xˆ, yˆ) is input weak DEA
efficient.
On the other hand, if DMU − (xˆ, yˆ) is input weak DEA efficient, then there exists an optimal
solution (ω◦,μ◦,μ◦) to (DI ) such that0
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ω◦xˆ = μ◦yˆ − δ1μ◦0 = 1,
ω◦  0, μ◦  0, δ1δ2(−1)δ3μ◦0  0.
Since ω◦ = 0, then L◦ = {(x, y) | ω◦x −μ◦y + δ1μ◦0 = 0} is an input weak efficient surface of T ,
and (xˆ, yˆ) ∈ L◦. Thus, the lemma follows. 
Next two theorems discuss the input weak efficiency of a decision making unit (DMU) under
the input oriented DEA model. They provide tools for assessing the weak efficiency of a DMU.
More importantly, they will be used to construct the weak efficient surface of a production pos-
sibility set T .
Theorem 4. Let (ωk,μk,μk0), for k = 1, . . . , l, be given by (2)–(5). Denote
Lk =
{
(x, y)
∣∣ ωkx − μky + δ1μk0 = 0}, k = 1, . . . , l.
Then, DMU − (xˆ, yˆ) is input weak efficient if and only if there exists an l0 (1  l0  l), and
ωl0 = 0 such that (xˆ, yˆ) ∈ Ll0 .
Proof. If DMU − (xˆ, yˆ) is input weak efficient, then there exists an optimal solution (ω¯, μ¯, μ¯0)
to (DI ) satisfying (ω¯, μ¯) 0, δ1δ2(−1)δ3μ¯0  0 and ω¯xj − μ¯yj + δ1μ¯0  0, for j = 1, . . . , n,
and ω¯xˆ = μ¯yˆ + δ1μ¯0 = 1 (thus ω¯ = 0). From (2),
(ω¯, μ¯, δ1μ¯0) ∈ Q.
From (4),
(ω¯, μ¯, δ1μ¯0) =
l∑
k=1
(
ωk,μk, δ1μ
k
0
)
αk, αk  0, k = 1, . . . , l.
That is,
ω¯ =
l∑
k=1
ωkαk, μ¯ =
l∑
k=1
μkαk, δ1μ¯0 = δ1
l∑
k=1
μk0αk.
Thus
0 = ω¯xˆ − μ¯yˆ + δ1μ¯0
=
(
l∑
k=1
ωkαk
)
xˆ −
(
l∑
k=1
μkαk
)
yˆ + δ1
l∑
k=1
μk0αk
=
l∑
k=1
(
ωkxˆ − μkyˆ + δ1μk0
)
αk.
From Theorems 1 and 2, it has T = S and (xˆ, yˆ) ∈ S. From (5), it has
ωkxˆ − μkyˆ + δ1μk0  0, k = 1, . . . , l.
Thus
0 =
l∑(
ωkxˆ − μkyˆ + δ1μk0
)
αk  0.k=1
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ωkxˆ − μkyˆ + δ1μk0
)
αk = 0.
Since ω¯ =∑lk=1 ωkαk , and ω¯ = 0, then (α1, . . . , αl) = 0. Assume that αl0 = 0 (1 l0  l). Then
ωl0 xˆ − μl0 yˆ + δ1μl00 = 0.
Therefore, (xˆ, yˆ) ∈ Ll0 . The necessary condition is proved. The sufficiency of the condition fol-
lows Lemma 2. 
The further results can be thus obtained. Denote
Iω = {k ∣∣ ωk = 0, 1 k  l}. (24)
In the following, Theorem 5 describes the structure of weak surfaces of the production possi-
bility set T .
Theorem 5 (Structure theorem of input weak efficiency). Let Sk for k ∈ Iω, be given by (15), and
Iω be given by (24). Then, under the input-oriented DEA model, ⋃k∈Iω Sk represents all input
weak DEA efficient DMUs of the production possibility set T .
Proof. From Theorem 3, it has
T ∩ Lk = Sk, k ∈ Iω.
If (xˆ, yˆ) ∈ Sk , k ∈ Iω, then (xˆ, yˆ) ∈ T and
ωkxˆ − μkyˆ + δ1μk0 = 0, ωk = 0.
That is, (xˆ, yˆ) is on the input weak DEA efficient surface Lk of the production possibility set T .
From Theorem 4, we know that (xˆ, yˆ) is input weak efficient.
On the other hand, if (xˆ, yˆ) is input weak efficient, then from Theorem 4, there exists l0
(1 l0  l), ωl0 = 0 such that (xˆ, yˆ) ∈ Ll0 . From Theorem 3,
T ∩ Ll0 = Sl0 .
Thus (xˆ, yˆ) ∈ Sl0 ⊂
⋃
k∈Iω Sk . 
In the following, we consider the generalized output-oriented DEA model with parameters δ1,
δ2 and δ3 in the similar ways:
max z,
s.t. (xˆ, zyˆ) ∈ T ,
where (xˆ, yˆ) ∈ T , which is given by (1). The output-oriented DEA model is given by
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PO
)
max z,
s.t.
n∑
j=1
xjλj  xˆ,
n∑
j=1
yjλj  zyˆ,
δ1
(
n∑
j=1
λj + δ2(−1)δ3λn+1
)
= δ1,
λj  0, j = 1, . . . , n + 1.
And its dual programming is given by(
DO
)
min ωxˆ + δ1μ0,
s.t. ωxj − μyj + δ1μ0  0, j = 1, . . . , n,
μyˆ = 1,
ω 0, μ 0, δ1δ2(−1)δ3μ0  0.
Then we can see that
when (δ1, δ2, δ3) = (0,∗,∗), (PO) and (DO) are C2R output-oriented DEA model (model PO0
in [10]);
when (δ1, δ2, δ3) = (1,0,∗), (PO) and (DO) are BC2 output-oriented DEA model (model PO3
in [10]);
when (δ1, δ2, δ3) = (1,1,0), (PO) and (DO) are FG output-oriented DEA model (model PO1
in [10]);
when (δ1, δ2, δ3) = (1,1,1), (PO) and (DO) are ST output-oriented DEA model (model PO2
in [10]).
Definition 4 (Output DEA weak efficiency). If there exists an optimal solution (ω◦,μ◦,μ◦0) of
(DO) and ω◦T xˆ + δ1μ◦0 = 1, then DMU − (xˆ, yˆ) is called output weak efficient under the output-
oriented DEA model (or called “output weak efficient”).
Definition 5 (Output weak efficient surface of T ). Assume that
(ω¯, μ¯) 0, μ¯ = 0, δ1δ2(−1)δ3μ¯0  0,
and
ω¯xj − μ¯yj + δ1μ¯0  0, j = 1, . . . , n.
Define a set
L = {(x, y) ∣∣ ω¯x − μ¯y + δ1μ¯0 = 0}.
If L ∩ T = ∅, then ω¯x − μ¯y + δ1μ¯0 = 0 is called an output weak efficient surface of T .
Similar to Lemma 2, for the output-oriented DEA model, we have the following:
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(xˆ, yˆ) ∈ T is output weak efficient if and only if it is on the output weak efficient surface L, of T .
Furthermore, similar to the input-oriented DEA models, for output-oriented DEA models, we
have the following:
Theorem 6. Let (ωk,μk,μk0), for k = 1, . . . , l, be given by (2)–(5). Denote
Lk =
{
(x, y)
∣∣ ωkx − μky + δ1μk0 = 0}, k = 1, . . . , l.
Then, DMU − (xˆ, yˆ) is output weak efficient if and only if there exists an l0 (1  l0  l), and
μl0 = 0 such that (xˆ, yˆ) ∈ Ll0 .
Again, denote
Oμ = {k ∣∣ μk = 0, 1 k  l}. (25)
Similar to the input-oriented DEA model, we have
Theorem 7. Let Sk for k ∈ Oμ, given by (15), and Oμ be given by (25). Then, under the gener-
alized output-oriented DEA model,
⋃
k∈Oμ Sk represents all output weak efficient DMUs of the
production possibility set T .
The following numerical example is used to illustrate Theorems 4 and 5 (input weak effi-
ciency) and Theorems 6 and 7 (output weak efficiency).
Example 2. Consider a case with n = 4, m = s = 1, and
(x1, y1) = (1,2), (x2, y2) = (2,4), (x3, y3) = (6,6), (x4, y4) = (8,6).
Different than that in Example 1, now take (δ1, δ2, δ3) = (1,0,∗), that is, T = TBC2 shown in
Fig. 2.
Its production possibility set is (from (1))
TBC2 =
{
(x, y)
∣∣∣∣ λ1 + 2λ2 + 6λ3 + 8λ4  x, λ1 + λ2 + λ3 + λ4 = 1,2λ1 + 4λ2 + 6λ3 + 6λ4  y  0, λj  0, j = 1, . . . ,4
}
and (from (2))
Q =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(ω,μ,μ0)
∣∣∣∣∣∣∣∣∣∣
ω − 2μ + μ0  0,
2ω − 4μ + μ0  0,
6ω − 6μ + μ0  0,
8ω − 6μ + μ0  0,
ω 0, μ 0, μ0 ∈ E1
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
Then we transfer the intersection-form of Q into its sum-form according to process described
in [13]. That is, there exist extreme directions of Q,(
ω1,μ1,μ10
)= (2,1,0), (ω2,μ2,μ20)= (1,2,6), (ω3,μ3,μ30)= (0,1,6),(
ω4,μ4,μ40
)= (1,0,−1)
such that (from (4))
Q = {(2,1,0)α1 + (1,2,6)α2 + (0,1,6)α3 + (1,0,−1)α4 ∣∣ α1, α2, α3, α4  0}.
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Thus (from (5), (13)–(15)),
TBC2 = S =
{
(x, y)
∣∣ 2x − y  0, x − 2y + 6 0, −y + 6 0, x − 1 0, x  0, y  0},
L1 =
{
(x, y)
∣∣ 2x − y = 0}, J1 = {1,2},
L2 =
{
(x, y)
∣∣ x − 2y + 6 = 0}, J2 = {2,3},
L3 =
{
(x, y)
∣∣−y + 6 = 0}, J3 = {3,4},
L4 =
{
(x, y)
∣∣ x − 1 = 0}, J4 = {1},
S1 =
{
(x, y)
∣∣∣∣ λ1 + 2λ2  x, 2 · (λ1 + 2λ2 − x) = 0, 2λ1 + 4λ2  y  0,1 · (2λ1 + 4λ2 − y) = 0, λ1 + λ2 = 1, λ1, λ2  0
}
=
{
(x, y)
∣∣∣∣
(
x
y
)
=
(
1
2
)
λ1 +
(
2
4
)
λ2, λ1 + λ2 = 1, λ1, λ2  0
}
= TBC2 ∩ L1,
S2 =
{
(x, y)
∣∣∣∣ 2λ2 + 6λ3  x, 1 · (2λ2 + 6λ3 − x) = 0, 4λ2 + 6λ3  y  0,2 · (4λ2 + 6λ3 − y) = 0, λ2 + λ3 = 1, λ2, λ3  0
}
=
{
(x, y)
∣∣∣∣
(
x
y
)
=
(
2
4
)
λ2 +
(
6
6
)
λ3, λ2 + λ3 = 1, λ2, λ3  0
}
= TBC2 ∩ L2,
S3 =
{
(x, y)
∣∣∣∣ 6λ3 + 8λ4  x, 0 · (6λ3 + 8λ4 − x) = 0, 6λ3 + 6λ4  y  0,1 · (6λ3 + 6λ4 − y) = 0, λ3 + λ4 = 1, λ3, λ4  0
}
=
{
(x, y)
∣∣∣∣ 6λ3 + 8λ4  x,y = 6, λ3 + λ4 = 1, λ3, λ4  0
}
= T 2 ∩ L3,BC
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{
(x, y)
∣∣∣∣ λ1  x, 1 · (λ1 − x) = 0, λ1 = 1, λ1  02λ1  y  0, 0 · (2λ1 − y) = 0
}
=
{
(x, y)
∣∣∣∣ x = 1,2 y
}
= TBC2 ∩ L4.
Now Iω = {1,2,4} and Oμ = {1,2,3}. From the structure theorem of input weak efficiency
(Theorem 5) and the structure theorem of output weak efficiency (Theorem 7), for production
possibility set TBC2 , the set of all input weak efficient DMUs and the set of all output weak DEA
efficient DMUs are given respectively by⋃
k∈Iω
Sk = S1 ∪ S2 ∪ S4,
⋃
k∈Oμ
Sk = S1 ∪ S2 ∪ S3.
4. Conclusion
In this paper, we apply the methods and techniques of transferring a polyhedral cone from
its intersection-form to its sum-form, to represent a production possibility set by an intersection
of finite number of hyperplanes. The intersection-form is given by analytical expressions. Under
this intersection-form of the production possibility set, we define input weak efficient surface
and output weak efficient surface. Based on this, we establish the characteristics theorem which
says that a DMU is weak DEA efficient if and only if the DMU is on a weak efficient surface.
Furthermore, we prove the structure theorems of the weak efficient surface. The theorem gives
three complementary slackness conditions, which indicate the structural properties of production
possibility set under different DEA models. We thus point out that a DMU that lies on the weak
efficient surface of the production possibility set is weak DEA efficient. Theorems 4–7 together
establish weighted combination of inputs and outputs that are weak DEA efficient. Numerical
examples are provided to illustrate the above theorems.
It is clear that it becomes easy to check if a particular DMU is weak DEA efficient or not, pro-
vided that an explicit description of the weak surfaces of a production possibility set is given in
the intersection-form. Furthermore, based on the characteristics and structure of weak surfaces of
the production possibility set, we can give the analytical formula of the efficiency indicator and
the projection. This suggests a new direction of discussion on the technical efficiency and returns
to scale of the DMUs. The results of this paper can be used on various DEA-related application
problems, such as classifying strategic group [6], deciding the optimal resource reallocation, de-
termining the optimal production planning, identifying the optimal projection of a DEA efficient
DMU on the weak surface of production possibility set, and conducting economic analysis of
relative positions among different DMUs. The results pave a way for extending the analysis of
production efficiency to further depth.
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