We provide non-smooth atomic decompositions for Besov spaces B s p,q (R n ), s > 0, 0 < p, q ≤ ∞, defined via differences. The results are used to compute the trace of Besov spaces on the boundary Γ of bounded Lipschitz domains Ω with smoothness s restricted to 0 < s < 1 and no further restrictions on the parameters p, q. We conclude with some more applications in terms of pointwise multipliers.
Introduction
Besov spaces -sometimes briefly denoted as B-spaces in the sequel -of positive smoothness, have been investigated for many decades already, resulting, for instance, from the study of partial differential equations, interpolation theory, approximation theory, harmonic analysis. There are several definitions of Besov spaces B s p,q (R n ) to be found in the literature. Two of the most prominent approaches are the Fourier-analytic approach using Fourier transforms on the one hand and the classical approach via higher order differences involving the modulus of smoothness on the other. These two definitions are equivalent only with certain restrictions on the parameters, in particular, they differ for 0 < p < 1 and 0 < s ≤ n( 1 p − 1), but may otherwise share similar properties. In the present paper we focus on the classical approach, which introduces B s p,q (R n ) as those subspaces of
is finite, where 0 < p, q ≤ ∞, s > 0, r ∈ N with r > s, and ω r (f, t) p is the usual r-th modulus of smoothness of f ∈ L p (R n ). These spaces occur naturally in nonlinear approximation theory. Especially important is the case p < 1, which is needed for the description of approximation classes of classical methods such as rational approximation and approximation by splines with free knots. For more details we refer to the introduction of [7] . For our purposes it will be convenient to use an equivalent characterization for the classical Besov spaces, cf. [17] , [45, Sect. 9.2] , and also [34, Th. 2.11] , relying on smooth atomic decompositions. They which allow us to characterize B s p,q (R n ) as the space of those f ∈ L p (R n ) which can be represented as
with the sequence of coefficients λ = {λ j,m ∈ C : j ∈ N 0 , m ∈ Z n } belonging to some appropriate sequence space b s p,q , where s > 0, 0 < p, q ≤ ∞, and with smooth atoms a j,m (x).
It is one of the aims of the present paper to develop non-smooth atomic decompositions for Besov spaces B s p,q (R n ), cf. Theorem 2.6 and Corollary 2.8. We will show that one can relax the assumptions on the smoothness of the atoms a j,m used in the representation (0.1) and, thus, replace these atoms with more general ones without loosing any crucial information compared smooth atomic decompositions for functions f ∈ B s p,q (R n ). There are only few forerunners dealing with non-smooth atomic decompositions in function spaces so far. We refer to the papers [44] , [26] , and [4] , all mainly considering the different Fourier-analytic approach for Besov spaces and having in common that they restrict themselves to the technically simpler case when p = q. Our approach generalizes and extends these results and seems to be the first one covering the full range of indices 0 < p, q ≤ ∞. The reader may also consult [31] for another generalization of the classical atomic decomposition technique using building blocks of limited smoothness.
The additional freedom we gain in the choice of suitable non-smooth atoms a j,m for the atomic decompositions of f ∈ B s p,q (R n ) makes this approach well suited to further investigate Besov spaces B s p,q (Ω) on non-smooth domains Ω and their boundaries Γ. In particular, we shall focus on bounded Lipschitz domains and start by obtaining some interesting new properties concerning interpolation and equivalent quasi-norms for these spaces as well as an atomic decomposition for Besov spaces B where n ≥ 2, 0 < s < 1, and 0 < p, q ≤ ∞, cf. Theorem 4.11. Its proof reveals how well suited nonsmooth atoms are in order to tackle this problem. The limiting case s = 0 is also considered in Corollary 4.13. In the range 0 < s < 1, our results are optimal in the sense that there are no further restrictions on the parameters p, q. The fact that we now also cover traces in Besov spaces B s p,q (R n ) with p < 1 could be of particular interest in nonlinear approximation theory. Moreover, as a by-product we obtain corresponding trace results on Lipschitz domains for Triebel-Lizorkin spaces, defined via atomic decompositions. The papers [33] and [34] , dealing with traces on hyperplanes and smooth domains, respectively, might be considered as forerunners of the trace results established in this paper. Nevertheless, the methods we use now are completely different. The same question for s ≥ 1 was studied in [20] . It turns out that in this case the function spaces on the boundary look very different and also the extension operator must be changed. Moreover, based on the seminal work [19] , traces on Lipschitz domains were studied in [22, Th. 1. Our Theorem 4.11 actually covers and extends [22, Th. 1.1.3] , as for the parameters restricted by (0.2) the Besov spaces defined by differences coincide with the Fourier-analytic Besov spaces. In contrast to Mayboroda we make use of the classical Whitney extension operator and the cone property of Lipschitz domains in order to establish our results instead of potential layers and interpolation. Moreover, the extension operator we construct is not linear -and in fact cannot be whenever s < (n − 1) max( 
Our results generalize the multiplier assertions from [44] to the case when p = q. Moreover, they extend previous results to classical Besov spaces with small parameters s and p. In this context we refer to [23] , [24] , and [25] , where pointwise multipliers in Besov spaces with p, q ≥ 1 and p = q were studied in detail. We conclude using (0.3) in order to discuss under which circumstances the characteristic function χ Ω of a bounded domain Ω in R n is a pointwise multiplier in B s p,q (R n ) -establishing a connection between pointwise multipliers and certain fundamental notion of fractal geometry, so-called h-sets, cf. Definition 5.6. In particular, if a boundary Γ = ∂Ω is an h-set satisfying
where σ > 0, 0 < p < ∞, and 0 < q ≤ ∞, then Theorem 5.8 shows that
The present paper is organized as follows: Section 1 contains notation, definitions, and preliminary assertions on smooth atomic decompositions. The main investigation starts in Section 2, where we construct non-smooth atomic decompositions for the spaces under focus. Afterwards Section 3 provides new insights (and helpful results) concerning function spaces on Lipschitz domains and their boundaries. These powerful techniques are then used in Section 4 in order to compute traces on Lipschitz domains -the heart of this article. Finally, we conclude with some further applications of non-smooth atomic decompositions in terms of pointwise multipliers in Section 5.
Preliminaries
We use standard notation. Let N be the collection of all natural numbers and let N 0 = N ∪ {0}. Let R n be euclidean n-space, n ∈ N, C the complex plane. The set of multi-indices
always to mean that there is a positive number c 1 such that
for all admitted values of the discrete variable k or the continuous variable x, where {a k } k , {b k } k are non-negative sequences and ϕ, ψ are non-negative functions. We use the equivalence '∼' in
If a ∈ R, then a + := max(a, 0) and [a] denotes the integer part of a. Given two (quasi-) Banach spaces X and Y , we write X ֒→ Y if X ⊂ Y and the natural embedding of X into Y is continuous. All unimportant positive constants will be denoted by c, occasionally with subscripts. For convenience, let both dx and | · | stand for the (n-dimensional) Lebesgue measure in the sequel. L p (R n ), with 0 < p ≤ ∞, stands for the usual quasi-Banach space with respect to the Lebesgue measure, quasi-normed by
with the appropriate modification if p = ∞. Throughout the paper Ω will denote a domain in R n and the Lebesgue space L p (Ω) is defined in the usual way.
We denote by C K (R n ) the space of all K-times continuously differentiable functions f :
Additionally, C ∞ (R n ) contains the set of smooth and bounded functions on R n , i.e., 
Let Q j,m with j ∈ N 0 and m ∈ Z n denote a cube in R n with sides parallel to the axes of coordinates, centered at 2 −j m, and with side length 2 −j+1 . For a cube Q in R n and r > 0, we denote by rQ the cube in R n concentric with Q and with side length r times the side length of Q. Furthermore, χ j,m stands for the characteristic function of Q j,m .
Let G ⊂ R n and j ∈ N 0 . We use the abbreviation
where G will usually denote either a domain Ω in R n or its boundary Γ.
Smooth atomic decompositions in function spaces
We introduce the Besov spaces B s p,q (Ω) through their decomposition properties. This provides a constructive definition expanding functions f via smooth atoms (excluding any moment conditions) and suitable coefficients, where the latter belong to certain sequence spaces denoted by b s p,q (Ω) defined below.
(with the usual modification if p = ∞ and/or q = ∞). Now we define the smooth atoms.
It is convenient to write a j,m (x) instead of a(x) if this atom is located at Q j,m according to (1.3). Furthermore, K denotes the smoothness of the atom, cf. (1.4).
We define Besov spaces B 
and only if, it can be represented as
where the a j,m are K-atoms (j ∈ N 0 ) with
where the infimum is taken over all admissible representations (1.5).
Remark 1.5
According to [45] , based on [17] , the above defined spaces are independent of d and K. This may justify our omission of K and d in (1.6).
Since the atoms a j,m used in Definition 1.4 are defined also outside of Ω, the spaces B s p,q (Ω) can as well be regarded as restrictions of the corresponding spaces on R n in the usual interpretation, i.e.,
furnished with the norm
where g Ω = f denotes the restriction of g to Ω. Therefore, well-known embedding results for B-spaces defined on R n carry over to those defined on domains Ω. Let s > 0, ε > 0, 0 < q, u ≤ ∞, and q ≤ v ≤ ∞. Classical approach Originally Besov spaces were defined merely using higher order differences instead of atomic decompositions. The question arises whether this classical approach coincides with our atomic approach. This might not always be the case but is true for spaces defined on R n and on so-called (ε, δ)-domains which we introduce next.
Recall that domain always stands for open set. The boundary of Ω is denoted by Γ = ∂Ω. Definition 1. 6 Let Ω be a domain in R n with Ω = R n . Then Ω is said to be an (ε, δ)-domain, where 0 < ε < ∞ and 0 < δ < ∞, if it is connected and if for any x ∈ Ω, y ∈ Ω with |x − y| < δ there is a curve L ⊂ Ω, connecting x and y such that |L| ≤ ε −1 |x − y| and 
It is well-known that (ε, δ)-domains play a crucial role concerning questions of extendability. It is precisely this property which was used in [34, Th. 2.10] to show that for (ε, δ)-domains the atomic approach for B-spaces is equivalent to the classical approach (in terms of equivalent quasi-norms), which introduces B
is finite, where 0 < p, q ≤ ∞ (with the usual modification if q = ∞), s > 0, r ∈ N with r > s. Here ω r (f, t, Ω) p stands for the usual r-th modulus of smoothness of a function f ∈ L p (Ω),
where
This approach for the spaces B s p,q (Ω) was used in [8] . The proof of the coincidence uses the fact that the classical and atomic approach can be identified for spaces defined on R n , which follows from results by Hedberg, Netrusov [17] 
Later on we will need the following homogeneity estimate proved recently in [39, Th. 2] based on [3] . 
We replace the C K -norm with K > s by a Besov quasi-norm B σ p,p (R n ) with σ > s or in case of 0 < s < 1 by a norm in the space of Lipschitz functions Lip(R n ). The following non-smooth atoms were introduced in [43] . They will be very adequate when considering (non-smooth) atomic decompositions of spaces defined on Lipschitz domains (or on the boundary of a Lipschitz domain, respectively).
Definition 2.1 (i) The space of Lipschitz functions Lip(R n ) is defined as the collection of all realvalued functions
f : R n → R such that f |Lip(R n ) = max sup x |f (x)|, sup x =y |f (x) − f (y)| |x − y| < ∞. (ii) We say that a ∈ Lip(R n ) is a Lip-atom, if for some j ∈ N 0 supp a ⊂ dQ j,m , m ∈ Z n , d > 1, (2.2) and |a(x)| ≤ 1, |a(x) − a(y)| ≤ 2 j |x − y|. (2.3)
Remark 2.2 One might use alternatively in (2.3) that
We use the abbreviation
In particular, in view of (1.11),
are the Hölder-Zygmund spaces.
Remark 2.4 Note that if σ <
n p then (σ, p)-atoms might be unbounded. Roughly speaking, they arise by dilating B σ p -normalized functions. Obviously, the condition (2.6) is a straightforward modification of (2.1) and (2.4).
In general, it is convenient to write a j,m (x) instead of a(x) if the atoms are located at Q j,m according to (2.2) and (2.5), respectively. Furthermore, σ denotes the 'non-smoothness' of the atom, cf. (1.4).
The non-smooth atoms we consider in Definition 2.3, are renormalized versions of the non-smooth (s, p)
σ -atoms considered in [44] and [48] , where (2.6) is replaced by
resulting in corresponding changes concerning the definition of the sequence spaces b s p,q used for the atomic decomposition. However, the function spaces we consider are different from the ones considered there. Furthermore, for our purposes (studying traces later on) it is convenient to shift the factors 2 j(s− n p ) to the sequence spaces.
We wish to compare these atoms with the smooth atoms in Definition 1.3.
Proposition 2.5 Let
with constants independent of j, giving the desired result for non-smooth atoms from Definition 2.3.
The use of atoms with limited smoothness (i.e. finite element functions or splines) was studied already in [27] , where the author deals with spline approximation (and traces) in Besov spaces.
The following theorem contains the main result of this section. It gives the counterpart of Definition 1.4 and provides a non-smooth atomic decomposition of the spaces B s p,q (R n ).
and only if, it can be represented as
where the
where the infimum is taken over all admissible representations (2.7).
P r o o f : We have the atomic decomposition based on smooth K-atoms according to Definition 1.4. By Proposition 2.5 classical K-atoms are special (σ, p)-atoms. Hence, it is enough to prove that
for any atomic decomposition
where a k,l are (σ, p)-atoms according to Definition 2.3. For this purpose we expand each function a
Hence,
where the functions b
are supported by cubes with side lengths ∼ 2 −k−j . By (2.12) we have
Replacing j + k by j and putting d
, we obtain that
where d j,w k,l are classical K-atoms supported by cubes with side lengths ∼ 2 −j . We insert (2.14) into the expansion (2.10). We fix j ∈ N 0 and w ∈ Z n , and collect all non-vanishing terms d j,w k,l in the expansions (2.14). We have k ≤ j. Furthermore, multiplying (2.11) if necessary with suitable cut-off functions it follows that there is a natural number N such that for fixed k only at most N points l ∈ Z n contribute to d j,w k,l . We denote this set by (j, w, k). Hence its cardinality is at most N , where N is independent of j, w, k. Then
| are correctly normalized smooth K-atoms located in cubes with side lengths ∼ 2 −j and centered at 2
Then we obtain a classical atomic decomposition in the sense of Definition 1.4 
where we used the bounded cardinality of the sets (j, w, k).
We have used (2.13) in the last inequality. If q/p > 1, we shall use the following inequality, which holds for every non-negative sequence {γ j,k } 0≤k≤j<∞ , every α ≥ 1 and every ε > 0.
If α = ∞, (2.18) has to be modified appropriately. To prove (2.18) for α < ∞, we use Hölder's inequality and the embedding ℓ 1 ֒→ ℓ α
We use (2.17) and (2.18) with p(σ − s − ε) instead of ε and α = q/p > 1,
The proof of (2.16) Using the Lip-atoms from Definition 2.1 and the embedding
cf. [41, p.89/90], as a Corollary we now obtain the following non-smooth atomic decomposition for Besov spaces with smoothness 0 < s < 1.
where the a j,m are Lip-atoms (j ∈ N 0 ) with 20) where the infimum is taken over all admissible representations (2.19).
Spaces on Lipschitz domains and their boundaries
We call a one-to-one mapping Φ :
where the equivalence constants are independent of x and y. Of course the inverse of Φ −1 is also a Lipschitz diffeomorphism on R n . 
The maps ψ (j) can be extended outside K j in such a way that the extended vector functions (denoted by ψ (j) as well) yield diffeomorphic mappings from R n onto itself (Lipschitz diffeomorphisms). There are several equivalent definitions of Lipschitz domains in the literature. Our approach follows [5] . Another version as can be found in [37] , which defines first a special (unbounded) Lipschitz domain Ω in R n as simply the domain above the graph of a Lipschitz function h :
Then a bounded Lipschitz domain Ω in R n is defined as a bounded domain where the boundary Γ = ∂Ω can be covered by finitely many open balls B j in R n with j = 1, . . . , J, centered at Γ such that
where Ω j are rotations of suitable special Lipschitz domains in R n . We shall occasionally use this alternative definition, in particular, since it usually suffices to consider special Lipschitz domains in our proofs (the related covering involves only finitely many balls), simplifying the notation considerably. Obviously, the restriction of ϕ j to Γ is a resolution of unity with respect to Γ.
Atomic decompositions for Besov spaces on boundaries
The boundary ∂Ω = Γ of a bounded Lipschitz domain Ω will be furnished in the usual way with a surface measure dσ. The corresponding complex-valued Lebesgue spaces L p (Γ), 0 < p ≤ ∞, are normed by
(with obvious modifications if p = ∞). We require the introduction of Besov spaces on Γ. We rely on the resolution of unity according to (3.1) and the local Lipschitz diffeomorphisms
makes sense. This results in functions g j ∈ L p (W j ) with compact supports in the (n − 1)-dimensional Lipschitz domain W j . We do not distinguish notationally between g j and (ψ (j) ) −1 as functions of (y ′ , 0) and of y ′ .
Our constructions enable us to transport Besov spaces naturally from R n−1 to the boundary Γ of a (bounded) Lipschitz domain via pull-back and a partition of unity.
Definition 3.3 Let n ≥ 2, and let Ω be a bounded Lipschitz domain in R
n with boundary Γ, and ϕ j , ψ (j) , W j be as above. Assume 0 < s < 1 and 0 < p, q ≤ ∞. Then we introduce 
In particular, the equivalence (3.2) yields that characterizations for B-spaces defined on R n−1 can be generalized to B-spaces defined on Γ. This will be done in Theorem 3.8 for non-smooth atomic decompositions and is very likely to work as well for characterizations in terms of differences.
Atomic decompositions for B
s p,q (Γ) Similar to the non-smooth atomic decompositions constructed in Section 2 we now establish corresponding atomic decompositions for Besov spaces defined on Lipschitz boundaries. They will be very useful when investigating traces on Lipschitz domains in Section 3
The relevant sequence spaces and Lipschitz-atoms on the boundary Γ we shall define next are closely related to the sequence spaces b s p,q (Ω) and Lip-atoms used for the non-smooth atomic decompositions as used in Corollary 2.8.
(with the usual modification if p = ∞ and/or q = ∞).
Definition 3.6 Let
Remark 3.7 Note that if we put 2 j Γ := {2 j x : x ∈ Γ}, we can state (3.3) like a(2
The theorem below provides atomic decompositions for the spaces B s p,q (Γ). 
Theorem 3.8 Let Ω ⊂ R n be a bounded Lipschitz domain and let
0 < s < 1, 0 < p, q ≤ ∞. Then f ∈ L p (Γ) belongs to B
P r o o f :
Step 1: Fix f ∈ B s p,q (Γ). For simplicity, we suppose that supp f ⊂ {x ∈ Γ : ϕ l (x) = 1} for some l ∈ {1, 2, . . . , N }. If this is not the case the arguments have to be slightly modified to incorporate the decomposition of unity (3.1). To simplify the notation we write ϕ instead of ϕ l and ψ instead of ψ (l) .
We use Corollary 2.8 with n replaced by n − 1 to obtain an optimal atomic decomposition
For j ∈ N 0 and m ∈ Z n−1 fixed, we consider the function a j,m (ψ(x)). Due to the Lipschitz properties of ψ, this function is supported in Q Γ j,l for some l ∈ Z n and we denote it by a Γ j,l (x). Furthermore, we set λ ′ j,l = λ j,m . This leads to the decomposition
It is straightforward to verify that a
Furthermore, we have the estimate
Step 2:
The proof of the opposite direction follows along the same lines. If f on Γ is given by
Again it follows that a j,m are Lip-atoms on R n−1 and
Step
and using
for p > 1.
Interpolation results
Interpolation results for B 
which has a bounded and linear left inverse given by 
p1,q1 (Ω) θ,q with the given restrictions on the parameters given in (i) and (ii), respectively. We have to prove that
but this follows immediately from [7, Cor. 6.2, 6 .3] using (3.8), since
Properties of Besov spaces on Lipschitz domains
The non-smooth atomic decomposition enables us to generalize [33, Prop. (ii) (Pointwise multipliers) 
and a • ψ is a Lip-atom based on a new cube, and multiplied with a constant depending on ψ, since
To prove (ii) we argue as follows. First, we may suppose that 0 < s < σ < 1. Furthermore, we choose a real parameter σ ′ with s < σ ′ < σ. We take the smooth atomic decomposition (1.5) with K-atoms a j,m , where K = 1. Multiplied with h ∈ C σ , it gives a new (non-smooth) atomic decomposition of hf . Its convergence in L p (R n ) follows from the convergence of (1.5) in L p (R n ) and the boundedness of h. It remains to verify, that ha j,m are non-smooth (σ ′ , p)-atoms. The support property follows immediately from the support property of a j,m . We use the bounded support of (ha j,m )(2 −j ·) and the multiplier assertion for B σ ∞ (R n ) as presented in [29, Section 4.6.1,Theorem 2] to get
The last product is bounded by a constant due to the inequality Proposition 3.12 Let 0 < p, q ≤ ∞, 0 < s < 1, and Ω be a bounded Lipschitz domain. Then
is an equivalent quasi-norm in B For elements g ∈ B s p,q (R n ) with (3.10) ,
is an equivalent quasi-norm. This is also a consequence of Proposition 3.11(ii). Applying part (i) of that proposition to g(x) → g(ψ (j) (x)), we see that
is an equivalent quasi-norm for all g ∈ B s p,q (R n ) with (3.10). But the infimum over all admissible g with (3.10) yields (3.9).
Trace results on Lipschitz domains
Now we can look for traces of f ∈ B s p,q (Ω) on the boundary Γ. We briefly explain our understanding of the trace operator since when dealing with L p (R n ) functions the pointwise trace has no obvious meaning. Let Y (Γ) denote one of the spaces B Since by [46, Rem. 13] traces are independent of the source spaces and of the target spaces one can now define Tr for B 
Boundedness of the trace operator
Now we are able to state and prove our first main theorem concerning traces of Besov spaces on Lipschitz domains.
Theorem 4.2
Let n ≥ 2, 0 < p, q ≤ ∞, 0 < s < 1, and let Ω be a bounded Lipschitz domain in R n with boundary Γ. Then the operator
is linear and bounded.
P r o o f :
The linearity of the operator follows directly from its definition as discussed above. To prove the boundedness, we take an optimal representation of a smooth function f ∈ B
We put
The proof follows by Theorem 3.8 and the following four facts:
(iv) the trace operator Tr coincides with the trace operator discussed above.
To prove the first point, we observe that
Furthermore, we have a
The proof of the second point follows directly by
The proof of the third point follows in the same way as the proof in Step 3 of Theorem 3.8.
The proof of (iv) is based on the fact that for f ∈ S(Ω) there is an optimal atomic decomposition (4.3) which converges also pointwise. This may be observed by a detailed inspection of [17] . Therefore also the series (4.4) converges pointwise and the trace operator Tr may be understood in the pointwise sense for smooth f .
Extension of atoms
In order to compute the exact trace space we still need to construct an extension operator
and show its boundedness. The main problem will be to show that we can extend the Lip Γ -atoms from the source spaces in a nice way to obtain suitable atoms for the target spaces. We start with a simple variant of the Gagliardo-Nirenberg inequality, cf. [28, Chapter 5].
Lemma 4.3 Let
p1,q1 (Ω).
P r o o f :
The straightforward proof uses the characterization of B-spaces through differences and Hölder's inequality.
Our approach is based on the classical Whitney decomposition of R n \ Γ and the corresponding decomposition of unity. We summarize the most important properties of this method in the next Lemma and refer to [37, pp.167-170] and [20, pp.21-26] for details and proofs.
Lemma 4.4 1. Let Γ ⊂ R
n be a closed set. Then there exists a collection of cubes {Q i } i∈N , such that
(ii) The interiors of the cubes are mutually disjoint.
(iv) Each point of R n \ Γ is contained in at most N 0 cubes 6/5 · Q i , where N 0 depends only on n.
(v) If Γ is the boundary of a Lipschitz domain then there is a number γ > 0, which depends only on n, such that σ(γQ
i ∩ Γ) > 0 for all i ∈ N.
The are C
If a is a Lipschitz function on the Lipschitz boundary Γ of Ω, then the Whitney extension operator Ext is defined by 
Lemma 4.5 Let a be a Lipschitz function on the Lipschitz boundary
Here, δ(x) is the distance of x to Γ and c k depends only on k and Ω.
P r o o f : First, let us note that
By Lemma 4.4 we have for every
Furthermore, the Lipschitz continuity of a implies
To justify (4.9), we consider natural numbers i and j with x ∈ supp ψ i ∩supp ψ j , chose any x i ∈ γQ i ∩ Γ and x j ∈ γQ j ∩ Γ and calculate
Let us now fix x ∈ Ω and let us denote by {i 1 , . . . , i N }, N ≤ N 0 , the indices for which x lies in the support of ψ i . Then we write The following lemma describes a certain geometrical property of Lipschitz domains, which shall be useful later on. It resembles very much the notion of Minkowski content, cf. [11] .
Lemma 4.7
Let Ω be a bounded Lipschitz domain and let k ∈ N. Let h ∈ R n with 0 < |h| ≤ 1 and put
with a constant independent of j and h.
P r o o f :
To simplify the notation, we shall assume that Ω is a simple Lipschitz domain of the type
, where ψ is a Lipschitz function, and we identify Γ with {(x ′ , x n ) :
Step 1: First, let us observe that
and the constants in this equivalence depend only on the Lipschitz constant of ψ. The simple proof of this fact is based on the inner cone property of Lipschitz domains. We refer to [37, Chapter VI, Section 3.2, Lemma 2] for details.
Let j ∈ N 0 and 0 < |h| ≤ 1 be fixed and let
and let alsõ
Then we use ψ(y ′ + t 0 h) < t 0 h n + y n (which follows from y ∈ Ω h and y + t 0 h ∈ Ω) and (4.11) to get
Step 3: Using (4.12), we observe that the set Ω(x ′ ) = {x n ∈ R : (x ′ , x n ) ∈ Ω h j } has for every |x ′ | < 1 length smaller then c 2 −j . From this, the inequality (4.10) quickly follows.
We shall use this geometrical observation together with the extension operator (4.7) to prove the following. with the constant independent of a ∈ Lip(Γ).
P r o o f : Using the characterization by differences, we obtain
Ext a|B [9] and [8] , which are all based on the integration in cones. Using the definition of µ i , the first term may be estimated easily as
To estimate the second term, we shall need the following relationship between differences and derivatives.
If f ∈ C k (R n ) and x, h ∈ R n , we put g(t) = f (x + th) for t ∈ R and obtain 14) where B k is the standard B spline of order k, i.e. the k-fold convolution of χ [0, 1] given by ] . Although (4.14) is a classical result of approximation theory (c.f. [6, Section 4.7] ), let us give a short proof using Fubini's Theorem and induction over k:
Hence if [x, x + kh] ⊂ Ω for some x ∈ Ω, we obtain
Let us fix h ∈ R n with 0 < |h| ≤ 1 and let us denote Ω h = {x ∈ Ω : [x, x + kh] ⊂ Ω} as in Lemma 4.7. We obtain
This, together with Lemma 4.7 and with k < 1/p + 1 finishes the proof. 
for Lip Γ -atoms a j,m with j = 0. First we show that
for the extension operator constructed in (4.7). Let 0 < s ′ < 1 and 0 < p ≤ ∞. We observe, that Lemma 4.8 implies (4.16) for all 0 < s ′ < 1 for which there is a k ∈ N 0 with
In the diagram aside these points correspond to all (s ′ , 
Finally, by Remark 1.5, we know that there is a function (denoted by Ext a 0,m ), such that
This together with (4.16) finishes the proof of (4.15).
We are now able to complete the proof of the missing part of the trace theorem. (Ω) , this shows that A proof may be found in [45, Prop. 9.22, p. 394] for Γ being a compact porous set in R n with [13] as an important forerunner. In [47, Prop. 3.6] it is shown that the boundaries ∂Ω = Γ of (ε, δ)-domains Ω are porous. Therefore, this result is also true for boundaries of Lipschitz domains. For completeness we state the trace results for F-spaces below. 
The limiting case
We briefly discuss what happens in the limiting case s = 0. In [35, Th. 2.7] traces for Besov and TriebelLizorkin spaces on d-sets Γ, 0 < d < n, were studied. In particular, it was shown that for 0 < p < ∞ and 0 < q ≤ ∞,
Since the boundary Γ of a Lipschitz domain Ω is a d-set with d = n − 1 the results follow almost immediately from these previous results, using the fact that the B-and F-spaces on domains Ω are defined as restrictions of the corresponding spaces on R n , cf. Remark 1.5.
Corollary 4.13
Let Ω be a bounded Lipschitz domain with boundary Γ. Furthermore, let 0 < p < ∞ and 0 < q ≤ ∞.
Pointwise multipliers in function spaces
As an application we now use our results on non-smooth atomic decompositions to deal with pointwise multipliers in the respective function spaces. is finite.
Remark 5.2
The study of pointwise multipliers is one of the key problems of the theory of function spaces. As far as classical Besov spaces and (fractional) Sobolev spaces with p > 1 are concerned we refer to [23] , [24] , and [25] . Pointwise multipliers in general spaces B s p,q (R n ) and F s p,q (R n ) have been studied in great detail in [29, Ch. 4] . Selfsimilar spaces were first introduced in [44] and then considered in [45, Sect. 2.3] . Corresponding results for anisotropic function spaces may be found in [26] . We also mention their forerunners, the uniform spaces B s p,q,unif (R n ), studied in detail in [29, Sect. 4.9] . As stated in [21] , for these spaces it is known that M (B We have the following relation between pointwise multipliers and self-similar spaces. ). An application of the homogeneity property from Theorem 1.8 yields
for all l ∈ Z n , j ∈ N 0 , and hence,
We make use of the non-smooth atomic decompositions for B and we wish to prove that, up to normalizing constants, the ma j,l are (σ, p)-atoms. The support condition is obvious: supp ma j,l ⊂ supp a j,l ⊂ dQ j,l , j ∈ N 0 , l ∈ Z n .
If l = 0 we put a j = a j,l . Note that supp a j (2 −j ) ⊂ {y :
and we can assume that ψ(y) > 0 if y ∈ {x : |x i | ≤ d}. 
In the case of a j,l with l ∈ Z n one arrives at (5.9) with a j,l and ψ(· − l) in place of a j and ψ, respectively. Hence which completes the proof of (i).
We now prove (ii). Restricting ourselves to p = q, let now m ∈ B s p,selfs (R n ). We can modify (5.9) by choosing σ ′ = σ = s, 
