Abstract-Nowadays, with the increasing number of protein sequences all over the world, more and more people are paying their attention to predicting protein subcellular location. Since wet experiment is costly and time-consuming, the automatic computational methods are urgent. In this paper, we propose a variant model based on Long Short-Term Memory (LSTM) to predict protein subcellular location. In this model, we employ LSTM to capture long distance dependency features of the sequence data. Moreover, we adjust the loss function of the loss layer to solve multi-label classification problem. Experimental results demonstrate that, compared with the traditional machine learning methods, our method achieves the best performance in various evaluation metrics.
I. INTRODUCTION
Subcellular localization of a new protein is very important for functional realization. However, in post-genome era, protein sequences grow rapidly. It is expensive and timeconsuming to use the traditional biochemical methods, such as cell separation method, electronic microscopy, and fluorescence microscopy, to predict protein subcellular location. The use of automatic computational techniques to quickly predict the subcellular locations of proteins is very necessary.
A protein usually has more than one subcellular site, so that it usually can not only be marked by a single label. It is necessary to consider the situation of multi-label annotations. Multi-label classification is an automatic approach for addressing such problems by learning to assign a suitable subset of categories to a given text. In the literature, one can find a number of multi-label classification approaches for a variety of tasks in different domains such as bioinformatics, music, and text.
There are two main approaches to solve multi-label classification problems: (1) Algorithm independency. Through the decomposition of the data sets, a multi-label learning problem is transformed into multiple binary classification or multi-class classification problem, after that we can deal with and integrate each single label classification result as a multilabel learning result. The key of this approach is still the ordinary single label classification, which has no relationship with multi-label learning algorithm. (2) Algorithm dependency, which is based on the single label classification algorithm, can be effectively extended and reconstructed to deal with multilabel classification problems. The common algorithms are Rank-SVM and ML-KNN. This paper uses deep learning model to solve multi-label classification problems.
Recent researches show that neural networks do better in classification than traditional methods. There are several neural networks having been proposed for multi-label classification because they are able to capture label dependencies in the output layer [1] . Inspired by this, we propose a variant model based on Long Short-Term Memory which can deal with multilabel classification. In our model, LSTM can be used to capture long distance dependency features of the sequence data. By changing the loss function, our model achieves good performance on the protein dataset.
The rest of this paper is organized as follows. Section II presents related work. Section III describes the dataset and the proposed model. In Section IV, the experiment results are presented and discussed. Finally, Section V concludes our work.
II. RELATED WORK
Since Nakai K etc. developed an expert system that makes use of various kinds of knowledge organized as "if-then" rules for predicting protein localization sites in Gram-negative bacteria in 1991 [2] , the related research of protein subcellular localization prediction based on computational methods has begun.
It is found that the focus of protein subcellular localization research is on the selection of sequence feature and the selection of prediction algorithm. Protein feature extraction methods mainly include amino acid composition, dipeptide composition, pseudo-amino acid composition, position specific score matrix, functional domain composition, gene annotation etc.
Chou etc. proposed a covariant discriminant algorithm to predict the subcellular location of a query protein according to its amino acid composition [3] . Z Yuan constructed Markov chain models to the subcellular location, which achieved a higher prediction accuracy than previous methods based on the amino acid composition [4] . In [5] [6] [7] [8] , they used Support Vector Machine (SVM) in this classification problem. This prediction method is roughly based on two kinds of feature extraction: (1) features based on protein sequence data; (2) features based on ontology data [9] . Furthermore, Liqi Li etc. combined K-Nnearest Nneighbour (KNN) and Support Vector Machine (SVM) to predict the subcellular localization of eukaryotic proteins from the GO (gene ontology) annotations [10] .Jian Guo etc. proposed a novel method for protein subcellular localization based on boosting and probabilistic neural network (PNN). This novel method provides superior prediction performance compared with other existing algorithms based on amino acid composition and can be a complementing method to other existing methods based on sorting signals [11] . All these works regarded the study of protein location as a single label problem. However, a protein can be found in two or more subcellular locations in the experimental data, so it is typically a multi-label classification problem. Recently, X Guo used ensemble multi-label learning techniques to integrate several latest databases to improve prediction performance. Dong Ren adopted feature reduction method to reduce the feature dimension and use MIML algorithm to implement the multilabel classification [12] .
With the promotion of deep neural networks, some people use deep neural networks to predict protein subcellular location. For example, Søren Kaae Sønderby used Convolutional LSTM Networks to predict protein subcellular location. However, they use it to predict the single-site protein problem. Different from that, we use LSTM Networks to predict multi-label protein, which will be described in detail in the next section
III. MATERRIALS AND METHOD

A. Dataset
The dataset used in this work are obtained from [13] .There are 4802 different protein sequences, among which 3448 are single-location proteins, 1354 are multiple-location proteins. The protein sequences used in this work are provided as a set of flat files in fasta format, each sequence is represented as an identifier and lines of data.
These protein sequences are distributed in 37 subcellular locations: (1)Lipid Particles, (2)Extracellular, (3)Early Endosomes, (4)Endoplasmic Reticulum, (5)Nuclear Envelope, (6)Mitochondria, (7)Cytoplasmic Vesicles, (8) 
B. Features
In order to develop a powerful predictor for identifying subcellular localization based on the sequence information, the most important thing is to extract enough feature information on subcellular locations of proteins. By extracting features from the sequences, we can represent them with a new set of vectors to train the model.
A protein P with a sequence of L amino acid residues.
The P can be expressed as:
Where 1 R represents the residue at chain position 1, it is the same with other residues.
To completely avoid losing its sequence order information, we use the pseudo amino acid composition (PseAAC) to represent the sequence of a protein.
After feature extraction, the transformed vector can be formulated as: In the above formula, i f is the frequency of the 20 amino acids in the protein sequence [14] .
w is the weight factor.   is the correlation factor of the protein sequence with the most adjacent λ amino acid residues.
C. Methodology
1) Long Short Term Memory Networks (LSTM)
The purpose of Recurrent Neural Networks (RNN) is to process sequence data. In a traditional neural network, we suppose that all inputs (and outputs) are independent of each other. Namely, from the input layer to the hidden layer and then to the output layer, the nodes between the adjacent layers are fully connected, but the nodes within one layer has no connection. This kind of ordinary neural network is not competitive for many problems. RNN are recurrent because they perform the same task for each element of the sequence, and the output depends on the previous computations. Another way to consider RNN is that they have a "memory" that captures the information that has been calculated so far. In theory, RNN can use information in arbitrarily long sequence, but in practice they are limited to a few steps back.
The most commonly used RNN type is LSTM, which is much better at capturing long term temporal dependencies than RNN. An LSTM has three gates to protect and control the cell state: a forget gate f to control whether to forget the current state; an input gate i to control whether to read the input; an output gate o to control whether to output the state [15] .The memory cell of the LSTM network is shown in Figure I . A single LSTM layer is formulated as: 
2) Model
We use LSTM framework for multi-label classification task. For original feature sequence, the LSTM can employ context information. Then we process the word vector with a different size window for one-dimensional convolution. This method is similar to implicit n-gram.
It is necessary to design a loss function that can compare multiple labels to the actual labels. Combining the loss function of the single label classification and the various situations of multi-label loss function, we design a loss function based on multi-label ranking.
Softmax regression can be seen as a generalization of logistic regression on classification issues. Logistic regression is often used on binary classification. However, softmax regression can take k different values. When k is 2, softmax regression is equal to logistic regression. 
Then minimize Kullback-Leibler (KL) divergence between the predicted label and the actual label. KL divergence, also known as relative entropy, is an asymmetric measure of the difference between the two probability distributions, which can be used to measure the difference between the two probability distributions.
For multiple labels of each protein sequence, we suppose that each label is independent of others. Let 
The cost function is:
According to the above, we use J as the loss function to train model. When the network is trained, the result of the loss function will be transmitted in reverse. In the test stage, the optimal number of labels will be selected according to the loss function and be compared with the actual labels. In order to avoid the gradient vanishing or exploding, we apply the rmsprop optimization algorithm [17] .
IV. EXPERIMENTS
A. Evaluation
The evaluation of methods learned from multi-label data requires different measures from those used in the case of single-label data [18] . There are two main evaluation metrics.
One is based on Binary Prediction measures, another is based on Rank-based evaluation metrics.
1) Binary prediction measures
Based on binary prediction measures, we use the standard recall, precision and F1 measures to evaluate the effectiveness of classification. Formula (8) is precision measure, Formula (9) is recall measure and Formula (10) is F1 measure. 
2) Rank-based evaluation metrics
Based on rank-based evaluation metrics, LRAP （ label ranking average precision）was employed. This index is based on the notion of label ranking instead of precision and recall. This index will yield better scores if you are able to give better rank to the labels associated with each sample. The value is between 0 and 1. The higher value, the better performance: Table 1 shows the comparison result of our model with several traditional methods, such as MLKNN and BRKNN. The experimental result denotes that our proposed method works better than all the traditional methods used in [13] . Our proposed method achieves 69.1% average precision, almost 15% higher than MLKNN, which is the best result in [13] . Our method achieves higher Micro-averaged F-Measure score than traditional methods, about 16% improvement. In addition, our method achieves higher Macro-averaged F-Measure score (about 25% improvement), higher Macro-averaged Precision score (about 12% improvement) and higher Micro-averaged Precision score (about 2% improvement).
B. Result and Discussion
In Figure Ⅱ , we compare the result of our model with several ensemble approaches, such as MeanEnsemble (ME), MajorityVoteEnsemble (MVE) and TopKEnsemble (TopK-E). We can see that the proposed method performs better than these ensemble approaches. In this paper, we introduced an automatic computational method based on deep learning to predict protein subcellular location. First and foremost, we utilized LSTM to obtain long distance dependency features of the sequence data to deal with protein subcellular location problems.
Furthermore, considering the various situations of multi-label loss function, we adjusted the loss function of single label network to solve multi-label classification problems. Through comparing with several existing traditional machine learning methods, the results demonstrated the superiority of our method. In future work, we will focus on processing unbalanced data.
