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CAPACITIES AND CANCELLATION
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ABSTRACT
This dissertation investigates the existence of surjective and split surjective maps be-
tween modules. A classic result in this direction is Serre’s Splitting Theorem, which gives
a lower bound on the maximum rank of a free summand of a finitely generated projective
module. Here, the underlying ring is assumed to be commutative and Noetherian with a
finite-dimensional maximal spectrum. De Stefani, Polstra, and Yao generalize this theorem
by removing the projective condition. Bass extends Serre’s Splitting Theorem by consider-
ing a module-finite algebra over the ring and replacing the Noetherian condition on the ring
with a Noetherian condition on the maximal spectrum. We generalize all of these results by
replacing the free summand with a direct sum of copies of a finitely presented module. This
requires us to replace rank with a more abstract notion that we call splitting capacity. We
generalize Serre, De Stefani–Polstra–Yao, and Bass in a second way by studying the number
of summands isomorphic to one module that can appear in a quotient of another module.
This is related to the notion of surjective capacity. In the case of finitely generated modules
over a Dedekind domain, we show that we can even characterize when a surjective or splitting
capacity is equal to a fixed nonnegative integer. In a separate case, we can guarantee when
there exists a split surjective map of a special form. This allows us to extend cancellation
theorems by Bass and De Stefani–Polstra–Yao, which provide criteria for when two modules
with isomorphic direct-sum complements in a larger module are isomorphic. The comple-
ment in each of these theorems is assumed to be finitely generated and projective, although
each theorem easily reduces to the case in which the complement is a rank-one free module.
We show that we can replace the rank-one free module with a finitely presented homothetic
module. As a consequence, our work reveals a cancellation property shared by ideals of
finite-dimensional Noetherian normal domains and canonical modules of finite-dimensional
Cohen–Macaulay rings.
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1CHAPTER 1
INTRODUCTION
Determining the direct summands of a finitely generated module over a principal ideal
domain is a local problem: Such a module is a direct sum of cyclic coprimary modules, and
the summands associated to a given prime ideal of the ring can be identified by localizing
the module at that prime ideal. Moreover, every summand of the module already appears in
such a decomposition, and two summands are isomorphic if and only if their complements
are isomorphic. (See Section 2.7.)
It is to be expected that some of the above properties will fail if we replace the principal
ideal domain with a more general commutative ring. Indeed, it is possible for all of the
above properties to fail, even over a one-dimensional hypersurface domain. Wiegand shows,
for example, that the ring R := k[x2, x3], where k is a field, does not satisfy any of the
above properties [37, page 447]: This ring has a nonprincipal invertible ideal I such that
R ⊕ I ∼= R ⊕ R, where R denotes k[x], the integral closure of R in the function field k(x).
Since R is a finitely generated R-module, so is R ⊕ I. Being torsion-free of rank one, the
R-modules R and I are indecomposable, and yet neither one is cyclic. As I is invertible, it
is locally indistinguishable from R.
This example can be used to generate a similar example in any finite dimension d > 2:
If S is the d-dimensional hypersurface domain R[y1, . . . , yd−1], then IS is a nonprincipal
invertible ideal of S such that S ⊕ IS ∼= S ⊕ S, where S := k[x, y1, . . . , yd−1].
These examples might suggest that, if local information can characterize a global sum-
mand of a finitely generated module, then the underlying ring must not differ very much
from a principal ideal domain. There might even be an implication that such a ring would
have dimension at most one. On the contrary, this dissertation will show that affirmative
statements are available in many cases if certain local phenomena occur in abundance. These
2statements will apply to a large class of modules over a large class of rings, and collectively
the rings will cover every possible finite dimension.
1.1 Surjective and splitting capacities
Serre’s Splitting Theorem [28, The´ore`me 1 ] is heralded as one of the earliest theorems
to require the existence of sufficiently many local split surjective maps between modules to
ensure the existence of global split surjective maps. This result from algebraic K-theory gives
a lower bound on the maximum rank of a free summand of a finitely generated projective
module over a certain type of commutative Noetherian ring.
To state this theorem precisely, we must first review some fundamentals from commu-
tative algebra. For a commutative ring R, the symbol Spec(R) refers to the set of all prime
ideals of R. Called the prime spectrum of R, the set Spec(R) can be viewed as a topological
space whose closed sets are precisely the sets of the form Var(I) := {p ∈ Spec(R) : I ⊆ p},
where I is an ideal of R. The symbol j-Spec(R) refers to the set of all p ∈ Spec(R) such that
p can be expressed as an intersection of maximal ideals of R; this is called the j-spectrum
of R. Similarly, the maximal spectrum of R, denoted Max(R), refers to the set of all maximal
ideals of R. We view j-Spec(R) and Max(R) as subspaces of Spec(R) in the natural way.
The space j-Spec(R) was introduced by Swan in [32] and was used by Eisenbud and Evans
in [10] and by De Stefani, Polstra, and Yao in [7].
We need some notions from general topology here as well. We say that a topological
space is Noetherian if every nonempty collection of closed sets has a minimal member. In
the corollary following Proposition 1 in [32], Swan notes that j-Spec(R) is Noetherian if and
only if Max(R) is Noetherian. (On the other hand, the prime spectrum of a commutative
Noetherian ring and all of its subspaces are always Noetherian.) A nonempty subset of a
topological space is irreducible if it is not the union of two of its proper closed subsets. For
example, the closed irreducible subsets of Spec(R) are precisely the sets Var(p), where p ∈
Spec(R). The Krull dimension of a topological space Y , denoted dim(Y ), is the supremum
of the nonnegative integers t such that there exists a chain of t+ 1 distinct closed irreducible
3subsets of Y . In [32], Swan shows that dim(j-Spec(R)) = dim(Max(R)). For a subspace
X of Spec(R) and a prime p of X, the symbol dimX(p) refers to the Krull dimension of
Var(p) ∩ X. Occasionally, for an arbitrary ideal I of R, we will abuse notation and write
dim(R/I) to mean dim(Var(I)), and we will call this number the dimension of I.
At this point, we could state Serre’s Splitting Theorem, but we choose to defer this for
just another moment in order to introduce a new definition. The purpose of this definition
is to generalize the concept of rank. This will help us unify several theorems, some our own,
that build off of Serre’s work. In the following definition, N⊕t refers to the direct sum of t
copies of a right module N over a ring S. We do not assume that the ring S is commutative;
however, since we would like to exploit the topological properties of the prime spectra of
commutative rings, we fix a ring homomorphism from a commutative ring R to the ring S
such that the image of R is in the center of S. Relative to this ring homomorphism, we may
view every right S-module as a right R-module, and we may localize at any prime ideal of R
accordingly. The ring S is then an R-algebra, and one can verify that, for every p ∈ Spec(R),
defining
s
u
· t
v
=
st
uv
for all
s
u
,
t
v
∈ Sp
renders Sp an Rp-algebra in the natural way. In particular, localization commutes with
restriction of scalars for every p ∈ Spec(R).
Definition 1.1.1. Let R be a commutative ring, S an R-algebra, and M and N right S-
modules. We let surS(M,N) denote the supremum of the nonnegative integers t such that
there exists a surjective S-linear map from M to N⊕t, and we refer to surS(M,N) as the
global surjective capacity of M with respect to N over S.
Let p ∈ Spec(R). We refer to surSp(Mp, Np) as the local surjective capacity of M with
respect to N over S at p.
Under the hypotheses of the previous definition, we observe that we can always get an
upper bound on a global surjective capacity in terms of local surjective capacities: Defining
4SuppR(N) := {p ∈ Spec(R) : Np 6= 0} (this is called the support of N over R), we may write
surS(M,N) 6 inf{surSm(Mm, Nm) : m ∈ Max(R) ∩ SuppR(N)}.
Serre’s Splitting Theorem then gives a lower bound on surS(M,N) for certain choices of
R, S, M , and N .
Theorem 1.1.2 (Serre’s Splitting Theorem [28, The´ore`me 1 ]). Let R be a commutative
Noetherian ring, and let P be a finitely generated projective R-module. Let X := j-Spec(R),
and suppose that dim(X) <∞. Then
surR(P,R) > inf{surRp(Pp, Rp)− dimX(p) : p ∈ X}.
As promised, this theorem gives a lower bound on the maximum rank of a free summand
of P : Since every surjective map onto a free module splits, surR(P,R) is exactly the maximum
rank of a free summand of P . Combining Serre’s lower bound with the trivial upper bound
mentioned earlier, we can now express surR(P,R) with an error of at most dim(X) when
R 6= 0: If t := inf{surRp(Pp, Rp) : p ∈ X}, then
t− dim(X) 6 surR(P,R) 6 t.
The lower bound t − dim(X) is, of course, generally worse than the lower bound in Serre’s
Splitting Theorem; the purpose of the last display is only to clarify Serre’s main point.
Several generalizations and extensions of Serre’s Splitting Theorem can be found in the
literature. De Stefani, Polstra, and Yao show that the projective condition can be removed
from Serre’s Splitting Theorem:
Theorem 1.1.3 (De Stefani–Polstra–Yao Splitting Theorem [7, Theorem 3.12]). Let R be
a commutative Noetherian ring, and let M be a finitely generated R-module. Let X :=
5j-Spec(R), and suppose that dim(X) <∞. Then
surR(M,R) > inf{surRp(Mp, Rp)− dimX(p) : p ∈ X}.
Bass extends Serre’s Splitting Theorem by replacing the Noetherian condition on R
with a Noetherian condition on Max(R), considering a module-finite algebra S over R, and
replacing P with a direct summand of a direct sum of finitely presented right S-modules:
Theorem 1.1.4 (Bass’s Splitting Theorem [3, Theorem 8.2]). Let R be a commutative ring,
S a module-finite R-algebra, and M a direct summand of a direct sum of finitely presented
right S-modules. Suppose that Y := Max(R) is Noetherian with dim(Y ) <∞. Suppose also
that surSm(Mm, Sm) > 1 + dim(Y ) for every m ∈ Y . Then surS(M,S) > 1.
Bass’s Splitting Theorem is an extension of Serre in the sense that it implies Serre under
the conditions of Serre. However, it should be noted that Bass does not express surS(M,S)
with the same level of accuracy as Serre; Bass gives a sufficient criterion only for a positive
global surjective capacity. De Stefani, Polstra, and Yao, on the other hand, are able to
maintain the same level of accuracy as Serre but in a setting different from Bass.
There are some other variations on Serre’s Splitting Theorem worth mentioning.
Stafford [29, Proposition 5.5] proves a result for Noetherian rings that are not necessarily
module-finite algebras over commutative rings with finite-dimensional Noetherian maximal
spectra. For this, Stafford defines an analogue of surjective capacity called r-rank, and he
replaces Krull dimension with another notion that accommodates noncommutative Noethe-
rian rings. Eisenbud and Evans extend Serre’s Splitting Theorem in another direction via
their Basic Element Theorem [10, Theorem A]. Mixing Serre’s conditions with those of Bass,
Eisenbud and Evans consider a finitely generated right module M over a ring S that is a
module-finite algebra over a commutative ring R, where R has a finite-dimensional Noethe-
rian j-spectrum. Working under these conditions and one additional condition, they show
that it is possible to find an element x of M that is part of a minimal generating set for M
after localizing at any prime ideal in j-Spec(R) ∩ SuppR(M). Heitmann [18, Theorem 2.5]
6and Coquand, Lombardi, and Quitte´ [6, Corollary 3.2] then generalize the Basic Element
Theorem in various ways.
The majority of our efforts in Chapter 2 will be directed toward generalizing the splitting
theorems of De Stefani–Polstra–Yao and Bass. We generalize the De Stefani–Polstra–Yao
Splitting Theorem in the following manner: We let S be a module-finite R-algebra; we allow
M to be a right S-module; and we replace the module R with an arbitrary finitely generated
right S-module N :
Theorem 1.1.5. Let R be a commutative Noetherian ring, S a module-finite R-algebra, and
M and N finitely generated right S-modules. Let X := j-Spec(R)∩ SuppR(N), and suppose
that dim(X) <∞. Then
surS(M,N) > inf{surSp(Mp, Np)− dimX(p) : p ∈ X}.
Assuming the truth of a certain statement that we call the Surjective Lemma
(Lemma 2.1.14), we can prove Theorem 1.1.5 rather quickly, and we do so in Section 2.1.
With a little more work, we can generalize Bass’s Splitting Theorem as well. For this, we
replace the module S with an arbitrary finitely generated right S-module N , and we change
the number 1 to an arbitrary positive integer t. With the help of these modifications, we
get two new conclusions:
Theorem 1.1.6. Let R be a commutative ring, S a module-finite R-algebra, M a direct
summand of a direct sum of finitely presented right S-modules, and N a finitely generated
right S-module. Suppose that Y := Max(R) ∩ SuppR(N) is Noetherian with dim(Y ) < ∞.
Then the following statements hold:
(1) Let t be a positive integer, and suppose that surSm(Mm, Nm) > t + dim(Y ) for every
m ∈ Y . Then surS(M,N) > t.
(2) Having an infinite surjective capacity is a local property. In fact, surS(M,N) = ∞ if
and only if surSm(Mm, Nm) =∞ for every m ∈ Y .
7(3) Suppose that surSn(Mn, Nn) <∞ for some n ∈ Y . Then
surS(M,N) > min{surSm(Mm, Nm) : m ∈ Y } − dim(Y ).
We prove Theorem 1.1.6 in Section 2.2, again assuming the truth of the Surjective
Lemma. Sections 2.3–2.5 are then dedicated to proving the Surjective Lemma. In Section 2.3,
we show that proving the Surjective Lemma, which may involve infinitely many prime ideals
of R, reduces to proving a statement about a finite subset Λ of Spec(R). In Section 2.4, we
study the maximal ideals of R in Λ and continue working toward a proof of the Surjective
Lemma. We finish our proof of the Surjective Lemma in Section 2.5.
In Section 2.6, we show that we can prove split surjective analogues of Theorems 1.1.5
and 1.1.6 with just a few modifications to the techniques of Sections 2.1–2.5. This requires
us to give the following definition:
Definition 1.1.7. Let R be a commutative ring, S an R-algebra, and M and N right S-
modules. We let splS(M,N) denote the supremum of the nonnegative integers t such that
there exists a split surjective S-linear map from M to N⊕t, and we refer to splS(M,N) as
the global splitting capacity of M with respect to N over S.
Let p ∈ Spec(R). We refer to splSp(Mp, Np) as the local splitting capacity of M with
respect to N over S at p.
As with surjective capacities, we can always get an upper bound on a global splitting
capacity in terms of local splitting capacities:
splS(M,N) 6 inf{splSm(Mm, Nm) : m ∈ Max(R) ∩ SuppR(N)}.
Next, we notice that, in Theorems 1.1.3 and 1.1.4, we can replace every instance of the
symbol sur with the symbol spl to get a lower bound on a global splitting capacity using local
splitting capacities. Our next two theorems ensure that we can make the same modifications
to Theorems 1.1.5 and 1.1.6 if we assume that N is finitely presented over S.
8Theorem 1.1.8. Let R be a commutative Noetherian ring, S a module-finite R-algebra, and
M and N finitely generated right S-modules. Let X := j-Spec(R)∩ SuppR(N), and suppose
that dim(X) <∞. Then
splS(M,N) > inf{splSp(Mp, Np)− dimX(p) : p ∈ X}.
Theorem 1.1.9. Let R be a commutative ring, S a module-finite R-algebra, M a direct
summand of a direct sum of finitely presented right S-modules, and N a finitely presented
right S-module. Suppose that Y := Max(R) ∩ SuppR(N) is Noetherian with dim(Y ) < ∞.
Then the following statements hold:
(1) Let t be a positive integer, and suppose that splSm(Mm, Nm) > t + dim(Y ) for every
m ∈ Y . Then splS(M,N) > t.
(2) Having an infinite splitting capacity is a local property. In fact, splS(M,N) = ∞ if
and only if splSm(Mm, Nm) =∞ for every m ∈ Y .
(3) Suppose that splSn(Mn, Nn) <∞ for some n ∈ Y . Then
splS(M,N) > min{splSm(Mm, Nm) : m ∈ Y } − dim(Y ).
To close Chapter 2, we show in Section 2.7 that, for finitely generated modules over a
Dedekind domain, we can do more than provide lower and upper bounds on surjective and
splitting capacities: In this case, we can characterize when a surjective or splitting capacity
is equal to a fixed nonnegative integer. Our proofs rely heavily on cancellation properties
available under these circumstances.
1.2 Cancellation of homothetic modules
The Cancellation Problem asks whether two modules with isomorphic direct-sum com-
plements in a larger module are isomorphic. In other words, if K, L, and M are right modules
9over a ring S such that K ⊕ L ∼= K ⊕M , the question is whether L ∼= M . If the answer is
yes, then we say that cancellation holds ; otherwise, we say that cancellation fails. Wiegand’s
example from the beginning of this chapter shows that cancellation can fail for finitely gen-
erated modules over a one-dimensional hypersurface domain. Additional counterexamples
to cancellation are due to Eilenberg [2, page 24]; Chase [5, Proposition 4.2]; Guralnick, Levy,
and Wiegand [14]; Hassler and Wiegand [16, Example 6.20]; Klingler and Levy [20]; Levy
and Wiegand [22, Example 6.8]; Swan [31, Theorem 3]; and Wiegand [36] [37, Theorem 3.1
and Corollary 3.3].
On the other hand, it is well known that cancellation holds for finitely generated modules
over a Dedekind domain. (See Section 2.7.) To describe some additional examples in which
cancellation holds, we first give a definition.
Definition 1.2.1. Let S be a ring. The stable rank of S, denoted sr(S), is the infimum of the
positive integers t such that, for every integer u > t+ 1 and for all r1, . . . , ru ∈ S satisfying
r1S+· · ·+ruS = S, there exist s1, . . . , su−1 ∈ S with (r1+rus1)S+· · ·+(ru−1+rusu−1)S = S.
Using the concept of stable rank, Evans derives the following cancellation theorem
in [12]:
Theorem 1.2.2 (Evans’s Cancellation Theorem [12, Theorem 2]). Let S be a ring, and let
K, L, and M be right S-modules. Suppose that sr(EndS(K)) = 1 and that K⊕L ∼= K⊕M .
Then L ∼= M .
There are a few known classes of rings that can serve as the endomorphism ring in
Evans’s Cancellation Theorem. If R is a zero-dimensional commutative ring, for example,
then R has stable rank one [21, Proposition 2.12], as does the ring of n × n matrices with
entries in R for every positive integer n [34, Theorem 3]. A classic result of Bass states
that a ring has stable rank one if factoring out its Jacobson radical produces an Artinian
ring [3, Corollary 6.5]. This of course implies that every commutative Noetherian ring with
only finitely many maximal ideals has stable rank one. There are also commutative rings of
stable rank one with positive-dimensional maximal spectra. In fact, in [17], Heinzer proves
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that, for every positive integer d, there exists a non-Noetherian Be´zout domain of stable
rank one whose maximal spectrum is d-dimensional and Noetherian. These examples give
some sense of the diversity of rings with stable rank one.
Nevertheless, there are many common rings with stable rank greater than one. By a
result of Estes and Ohm [11, Corollary 7.7], the ring of integers of an algebraic number
field always has stable rank two. In particular, the ring Z of all rational integers has stable
rank two. By another result of Estes and Ohm (partially attributed to Heinzer in [11,
page 361]), every non-Artinian affine domain over a field has stable rank at least two. For
example, sr(k[x1, . . . , xd]) > 2, where k is a field and x1, . . . , xd are indeterminates. In
fact, if k is any nonzero commutative ring, then sr(k[x1, . . . , xd]) > max{2, 1 + floor(d/2)}
by a result of Gabel [13]. If k is a subfield of the field R of all real numbers, then we
can say even more: In this case, sr(k[x1, . . . , xd]) = 1 + d by a result of Vasershtein [34,
Theorem 8]. These examples illustrate some limitations of the stable rank condition in
Evans’s Cancellation Theorem. Since Warfield [35, Theorem 2.1] shows that this stable rank
condition is equivalent to the so-called substitution and common complement properties,
the limitations of the latter properties are also highlighted by the examples of Estes–Ohm,
Estes–Heinzer–Ohm, Gabel, and Vasershtein.
Our goal in Chapter 3 is to prove cancellation theorems that do not rely on any stable
rank conditions. Here, Bass’s Cancellation Theorem [3, Theorem 9.3] serves as our guide.
Theorem 1.2.3 (Bass’s Cancellation Theorem [3, Theorem 9.3]). Let R be a commutative
ring for which Y := Max(R) is Noetherian with dim(Y ) <∞, and let S be a module-finite R-
algebra. Let M be a right S-module, and suppose that M has a projective direct summand M ′
over S such that splSm(M
′
m, Sm) > 1 + dim(Y ) for every m ∈ Y . Let P be a finitely generated
projective right S-module, and let L be a right S-module for which P ⊕ L ∼= P ⊕M . Then
L ∼= M .
Stafford proves an analogue of this result in the case that S is an arbitrary (possibly
noncommutative) Noetherian ring [29, Corollary 5.11]. De Stefani, Polstra, and Yao extend
Bass’s Cancellation Theorem in a different manner [7, Theorem 3.13]:
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Theorem 1.2.4 (De Stefani–Polstra–Yao Cancellation Theorem [7, Theorem 3.13]). Let R
be a commutative Noetherian ring for which X := j-Spec(R) is finite-dimensional. Let M
be a finitely generated R-module, and suppose that splRp(Mp, Rp) > 1 + dimX(p) for every
p ∈ X. Let P be a finitely generated projective R-module, and let L be an R-module for
which P ⊕ L ∼= P ⊕M . Then L ∼= M .
In Section 3.1, we simultaneously extend Bass’s Cancellation Theorem and generalize
the De Stefani–Polstra–Yao Cancellation Theorem. To state our main cancellation theorem,
we give the following definition:
Definition 1.2.5. Let R be a commutative ring, and let N be an R-module. A map
f ∈ EndR(N) is a homothety if there exists a ∈ R such that f(x) = xa for every x ∈ N .
We will say that N is homothetic over R if every member of EndR(N) is a homothety or,
equivalently, if the natural ring homomorphism from R to EndR(N) is surjective.
Our main cancellation theorem gives a criterion for cancelling a finitely presented homo-
thetic module. The most basic example of such a module is a commutative ring considered
as a module over itself. We can also provide the following three classes of examples:
Example 1.2.6. Every ideal of a Noetherian normal domain is finitely presented and ho-
mothetic.
Proof. Let R be a Noetherian normal domain with fraction field T , and let I be a nonzero
ideal of R. Since R is Noetherian, I is finitely presented over R. Let f ∈ HomR(I, I), and
let x, y ∈ I − 0. Then f(x)y = f(xy) = f(y)x, so that
a :=
f(x)
x
=
f(y)
y
∈ T.
Thus f(z) = za for every z ∈ I. Moreover, for every b ∈ T , we have xa = xb if and only if
a = b, and so HomR(I, I) can be identified with an R-submodule J of T that contains R.
Since I is finitely generated over R, there exists c ∈ I − 0 such that cJ ⊆ I, and so J is a
fractional ideal of R. Since R is Noetherian, J is then finitely generated over R. As a result,
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J is a module-finite extension of R in T . Since R is normal, R = J ∼= HomR(I, I). Hence I
is homothetic.
Example 1.2.7. Let R be a Cohen–Macaulay ring with a canonical module ω. Then ω is
finitely presented and homothetic.
Proof. See [4, Chapters 1–3] for an introduction to Cohen–Macaulay rings and canonical
modules. By definition, ω is finitely presented over R. For proof that ω is homothetic when
R is local, see [4, Proposition 3.3.11(c)(ii)]. The non-local case is similar.
Example 1.2.8. Let R be an integral domain, and let I be an ideal of R generated by a
finite regular sequence of length at least two. Then I is finitely presented and homothetic.
Proof. Suppose that I can be generated by a regular sequence of finite length n > 2. Then
the Koszul complex of the sequence indicates that I has a finite presentation
R⊕(
n
2) −→ R⊕n −→ I −→ 0
(see [4, Section 1.6]). To show that I is homothetic, first let x, y be any regular sequence
of length two in I. Let f ∈ HomR(I, I). Then, just as in Example 1.2.6, we have f(x)y =
f(xy) = f(y)x. Since x, y is a regular sequence, f(x) = xa for some a ∈ R. Now let z be
any element of I. Then f(z)x = f(xz) = f(x)z = xaz. Since x 6= 0, we have f(z) = za.
Hence f is a homothety, and so I is homothetic.
These examples provide us with the proper context in which to state our main cancel-
lation theorem.
Theorem 1.2.9 (Main Cancellation Theorem). Let R be a commutative ring, and let N be
a finitely presented homothetic R-module for which Y := Max(R)∩ SuppR(N) is Noetherian
with dim(Y ) <∞. Let M be an R-module, and suppose that one of the following conditions
holds:
(1) M is a direct summand of a direct sum of finitely presented R-modules such that
splRm(Mm, Nm) > 1 + dim(Y ) for every m ∈ Y .
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(2) R is Noetherian; M is finitely generated over R; and splRp(Mp, Np) > 1 + dimX(p) for
every p ∈ X := j-Spec(R) ∩ SuppR(N).
Let K be a direct summand of a direct sum of finitely many copies of N , and let L be an
R-module for which K ⊕ L ∼= K ⊕M . Then L ∼= M .
Our main cancellation theorem extends Bass’s Cancellation Theorem in the case that S
equals R—and generalizes the De Stefani–Polstra–Yao Cancellation Theorem completely—
by replacing the module R with a finitely presented homothetic R-module N . A direct
summand of a direct sum of finitely many copies of N is then an obvious abstraction of
a finitely generated projective R-module. Hence the module K in our main cancellation
theorem replaces the module P in the cancellation theorems of Bass and De Stefani–Polstra–
Yao. We prove our main cancellation theorem in Section 3.1.
We would like to conclude this chapter by demonstrating that our main cancellation
theorem presents new information relative to Evans, Bass, and De Stefani–Polstra–Yao. We
will give a simple example that meets the criteria of our main cancellation theorem, and we
will show that Evans, Bass, and De Stefani–Polstra–Yao do not apply to this example.
Example 1.2.10. Let R = k[x, y, z], where k is a field; let K = N = xR+ yR+ zR; and let
M := N ⊕R⊕3. Then, for every R-module L such that K ⊕ L ∼= K ⊕M , we have L ∼= M .
Proof. Since R is a Noetherian normal domain, the ideal N of R is finitely presented and
homothetic. Since R is an affine domain, X := j-Spec(R)∩SuppR(N) = Spec(R) is Noethe-
rian and finite-dimensional; in fact, dim(X) = 3 here. Of course, M is finitely generated
over R. It remains to show that splRp(Mp, Np) > 1 + dimX(p) for every p ∈ X. For this,
simply note that MN ∼= NN ⊕R⊕3N and that Mp ∼= R⊕4p ∼= N⊕4p for every p ∈ X − {N}. Our
main cancellation theorem now finishes the proof.
Evans does not apply to this example since sr(EndR(K)) = sr(R) > 2 by Gabel [13].
Bass and De Stefani–Polstra–Yao do not apply since K is nonprincipal and, hence, is non-
projective by the Quillen–Suslin Theorem [27] [30].
14
In light of Bass’s Cancellation Theorem, a tempting approach to the above example
would be to apply HomR(−, R) to the isomorphism K ⊕L ∼= K ⊕N ⊕R⊕3 to yield the new
isomorphism R⊕ HomR(L,R) ∼= R⊕ R⊕4. Bass’s Cancellation Theorem would then tell us
that HomR(L,R) ∼= R⊕4. However, at this point, we would have reached a dead end: Neither
L nor M is isomorphic to R⊕4 since, by our main cancellation theorem, L ∼= M = N ⊕R⊕3,
which is not even flat, much less free.
Using the De Stefani–Polstra–Yao Cancellation Theorem in a similar way would also
prove to be inconclusive: Certainly, we could apply HomR(−, N) to the isomorphism
K ⊕ L ∼= K ⊕ N ⊕ R⊕3 to yield R ⊕ HomR(L,N) ∼= R ⊕ R ⊕ N⊕3. The De Stefani–
Polstra–Yao Cancellation Theorem would then tell us that HomR(L,N) ∼= R ⊕ N⊕3. Ap-
plying HomR(−, N) once again, we would get HomR(HomR(L,N), N) ∼= N ⊕ R⊕3 ∼= M .
Now, unless we knew a priori that L ∼= HomR(HomR(L,N), N), this approach would
not verify that L ∼= M . The point here is that our main cancellation theorem implies
L ∼= HomR(HomR(L,N), N) as a corollary of the fact that L ∼= M .
In Section 3.2, we chronicle a few more cancellation theorems from the literature and
show that the above example is also not covered by these other theorems. We close the
dissertation with a vast generalization of the above example and two additional cancellation
examples unacknowledged by older cancellation theorems. Until then, it is our hope that
the above example provides sufficient motivation to prove our main cancellation theorem.
Indeed, since this theorem is an application of our work on splitting capacities and since
our work on splitting capacities is an adaptation of our work on surjective capacities, any
example that motivates this theorem motivates the entire dissertation.
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CHAPTER 2
SURJECTIVE AND SPLITTING CAPACITIES
In this chapter, we abide by the following conventions: We let R be a commutative
ring; we let S be a module-finite R-algebra; we let M denote a right S-module; and we
let N denote a finitely generated right S-module. We view every left (respectively, right)
S-module as a left (respectively, right) R-module in the natural way.
We begin by proving Theorem 1.1.5, modulo a lemma (Lemma 2.1.14), in Section 2.1.
We call this lemma the Surjective Lemma, and we prove it in several stages: Over the course
of Sections 2.2 and 2.3, we first reduce the proof of the Surjective Lemma to a verification
that a certain condition holds on a finite set Λ of prime ideals of R. Along the way, we prove
Theorem 1.1.6, modulo the Surjective Lemma. In Section 2.4, we restrict our attention to
the maximal ideals of R in Λ and complete the base case of an induction necessary to prove
the Surjective Lemma. In Section 2.5, we address the remaining members of Λ and finish
a proof of the Surjective Lemma. Finally, Section 2.6 presents split surjective versions of
our surjective theorems, and Section 2.7 covers characterizations of surjective and splitting
capacities available for finitely generated modules over Dedekind domains.
2.1 Proof of Theorem 1.1.5
In this section, we prove Theorem 1.1.5, modulo the Surjective Lemma (Lemma 2.1.14).
The statement of the Surjective Lemma requires the following definition, which estab-
lishes analogues of local and global surjective capacities for arbitrary R-submodules F of
HomS(M,N).
Definition 2.1.1. Let F be an R-submodule of HomS(M,N), and let p ∈ Spec(R). We let
∂(F ) denote the supremum of the nonnegative integers t such that there exists a surjective
f ∈ F⊕t ⊆ HomS(M,N⊕t). We define L⊕0 = 0 for every R-module L so that there always
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exists a nonnegative integer t (namely, zero) such that F⊕t contains a surjective map. We
let ∂p(F ) denote the supremum of the nonnegative integers t such that there exists f ∈ F⊕t
with the property that fp is surjective.
Let n be a positive integer. We will think of a member of HomS(M,N
⊕n) as a column

f1
...
fn
 ,
where f1, . . . , fn ∈ HomS(M,N). When we refer to such an n-tuple without using a display,
we write (f1, . . . , fn)
> to denote the transpose of a row of functions.
Remark 2.1.2. By the previous definition, ∂(HomS(M,N)) = surS(M,N). Also, if
HomSp(Mp, Np)
∼= (HomS(M,N))p as Rp-modules, then ∂p(HomS(M,N)) = surSp(Mp, Np).
In general, though, ∂p(HomS(M,N)) may not be equal to surSp(Mp, Np).
Next we show that, for every finitely generated R-submodule F of HomS(M,N), it is
the case that ∂(F ) = ∞ if and only if N = 0. For this, we need a lemma that is usually
attributed to Nakayama (despite the fact that Nakayama attributes this result to Jacobson
in [24]).
Lemma 2.1.3 (Nakayama’s Lemma [24]). Suppose that R is a commutative ring with a
unique maximal ideal m, and suppose that N is a finitely generated right R-module such that
Nm = N . Then N = 0.
Proof. Suppose that N 6= 0. Let x1, . . . , xn be elements of N that form a minimal generating
set for N . Then there exist a1, . . . , an ∈ m such that xn = x1a1 + · · · + xnan. Hence
xn(1− an) = x1a1 + · · ·+ xn−1an−1. Since an ∈ m, we see that 1− an is a unit of R. Hence
xn ∈ x1R + · · · + xn−1R. Thus x1, . . . , xn do not form a minimal generating set for N , a
contradiction. So N = 0.
We now use Nakayama’s Lemma to reveal an important fact about finitely generated
R-submodules of HomS(M,N):
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Remark 2.1.4. Let F be a finitely generated R-submodule of HomS(M,N). We observe that
∂(F ) = ∞ if and only if N = 0: Certainly, if N = 0, then ∂(F ) = ∞. Suppose that
∂(F ) = ∞, and let f1, . . . , fn ∈ F such that F = Rf1 + · · · + Rfn. Let f := (f1, . . . , fn)>.
Since ∂(F ) =∞ > n+ 1, there exists a surjective map g := (g1, . . . , gn+1)> ∈ F⊕(n+1). Since
g1, . . . , gn+1 are R-linear combinations of f1, . . . , fn, there exists an (n + 1) × n matrix B
with entries in R such that g = Bf . Hence B represents a surjective R-linear map from
N⊕n to N⊕(n+1). Let m ∈ Max(R). Then the (R/m)-linear transformation B ⊗ 1R/m maps
(N/Nm)⊕n onto (N/Nm)⊕(n+1). Since N is finitely generated over R, we see that N/Nm
is finitely generated over R/m. Hence Nm/Nmmm ∼= N/Nm = 0. Now, Nakayama’s Lemma
tells us that Nm = 0. Since our choice of m ∈ Max(R) was arbitrary, we have shown that
N = 0.
Let p ∈ Spec(R). Then, as a result of the discussion above, ∂p(F ) = ∞ if and only if
p 6∈ SuppR(N).
Using the symbol ∂, we now describe a condition weaker than surjectivity that we can
impose on a member of HomS(M,N
⊕n).
Definition 2.1.5. Let n, t be positive integers with n > t; let p ∈ X ⊆ Spec(R); and let
f := (f1, . . . , fn)
> ∈ HomS(M,N⊕n). We say that f is (t,X, p)-surjective if ∂p(Rf1 + · · · +
Rfn) > min{n, t+ dimX(p)}.
Let Y ⊆ X. We say that f is (t,X, Y )-surjective if f is (t,X, q)-surjective for every
q ∈ Y .
When t and X are understood, we use the less cumbersome terms p-surjective and
Y -surjective in place of (t,X, p)-surjective and (t,X, Y )-surjective, respectively.
Remark 2.1.6. Maintaining the hypotheses in the previous definition, we see that f is
(n,X, p)-surjective if and only if fp is surjective: Suppose that f is (n,X, p)-surjective.
Then there exists an n × n matrix B with entries in R such that Bpfp = (Bf)p is surjec-
tive. Now Bp represents a surjective Sp-linear map from N
⊕n
p to itself. Since N is finitely
generated over R, we see that Np is finitely generated over Rp. Hence Bp is bijective, and
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so fp is surjective. Conversely, if fp is surjective, then ∂p(Rf1 + · · ·+ Rfn) > n, and so f is
(n,X, p)-surjective.
We need one more definition to state the Surjective Lemma, and this concerns the notion
of a basic set for R. De Stefani, Polstra, and Yao use basic sets to prove [7, Theorems 3.9
and 4.5]. These theorems have conclusions that are weaker than those of [7, Theorems 3.12
and 4.8], respectively, but the hypotheses of [7, Theorems 3.9 and 4.5] are more general. Later
in this section, we state an analogue of [7, Theorems 3.9 and 4.5] and a generalization of [7,
Theorems 3.12 and 4.8] in Theorem 2.1.15. We prove another analogue of [7, Theorems 3.9
and 4.5] in Chapter 3 (Theorem 3.1.2).
Here is the definition of a basic set for R, along with a few examples:
Definition 2.1.7. Let X ⊆ Spec(R). We say that X is a basic set for R if X is Noetherian
and if, for every p ∈ Spec(R) that can be written as an intersection of members of X, it is
the case that p ∈ X.
Example 2.1.8. Every finite subset of Spec(R) is a basic set for R.
Example 2.1.9. If R is Noetherian, then Spec(R) is a basic set for R. If R is a Jacobson
ring, then j-Spec(R) = Spec(R). Hence, if R is a Noetherian Jacobson ring, then j-Spec(R)
is a basic set for R. In fact, a more general statement holds, as the next example shows.
Example 2.1.10. Let X := j-Spec(R) ∩ SuppR(N), and suppose that X is Noetherian.
Then X is a basic set for R: Let p ∈ Spec(R) such that p is an intersection of members of X.
Since every member of j-Spec(R) is an intersection of maximal ideals of R, so is p. Hence
p ∈ j-Spec(R). Since N is finitely generated over R, we see that SuppR(N) = Var(AnnR(N)).
Hence p is an intersection of prime ideals that contain AnnR(N), and so p must itself contain
AnnR(N). Thus p ∈ Var(AnnR(N)) = SuppR(N). We have proved then that p ∈ X. Thus
X is a basic set for R.
Example 2.1.11. By Example 2.1.10, if j-Spec(R) is Noetherian, then j-Spec(R) is a
basic set for R. If R is Artinian, then Max(R) = j-Spec(R) = Spec(R). If R is
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semilocal (Noetherian with only finitely many maximal ideals) but not Artinian, then
Max(R) = j-Spec(R) ( Spec(R), and dim(j-Spec(R)) = 0 < dim(Spec(R)).
Example 2.1.12. Suppose that R is a one-dimensional Noetherian domain with infinitely
many maximal ideals. Then Max(R) is not a basic set for R: If Max(R) is a basic set for R,
then Jac(R) 6= 0, and so Min(Jac(R)) = Max(R) is a finite set, a contradiction.
Notice that, in this example, Max(R) ( j-Spec(R) = Spec(R).
Example 2.1.13. Let d be an integer with d > 2, and let T be the domain
k[x1, . . . , xd, y1, y2, y3, . . .],
where k is a field and x1, . . . , xd, y1, y2, y3, . . . are indeterminates. Invert every element of T
outside of the set
(x1T + · · ·+ xdT ) ∪ y1T ∪ y2T ∪ y3T ∪ · · ·
to form a new domain, and suppose that R is this new domain. Example 3.3 in [26] then
indicates that R is a d-dimensional Noetherian ring such that
Max(R) = {x1R + · · ·+ xdR, y1R, y2R, y3R, . . .}
and such that every nonzero prime ideal of R is contained a unique maximal ideal.
We will prove that Max(R) ( j-Spec(R) ( Spec(R). To prove that the first inclusion
is strict, we will show that 0 ∈ j-Spec(R)−Max(R). Of course, 0 6∈ Max(R). Suppose that
0 6∈ j-Spec(R). Then Jac(R) 6= 0. Since R is Noetherian, Min(Jac(R)) is a finite set. On
the other hand, Min(Jac(R)) contains the infinite set {y1R, y2R, y3R, . . .}, a contradiction.
Hence 0 ∈ j-Spec(R).
To prove that j-Spec(R) 6= Spec(R), we will first show that j-Spec(R) = {0}∪Max(R).
We have already shown that 0 ∈ j-Spec(R), and Max(R) ⊆ j-Spec(R) by definition, so it
remains to show that every nonzero member p of j-Spec(R) is in Max(R). As we mentioned
above, p is contained in a unique maximal ideal of R. Since p is an intersection of maximal
20
ideals of R, it must then be the case that p ∈ Max(R). Hence j-Spec(R) = {0} ∪Max(R),
and so x1R ∈ Spec(R)− j-Spec(R). Thus j-Spec(R) 6= Spec(R).
Notice that, in this example, dim(j-Spec(R)) = 1 < d = dim(Spec(R)). In particular,
if X := Spec(R) and Y := j-Spec(R), then dimY (0) = 1 < d = dimX(0).
We are now prepared to state the Surjective Lemma.
Lemma 2.1.14 (Surjective Lemma). Let n, t be positive integers with n > 1+t, and let X be
a subspace of SuppR(N) that is a basic set for R. Let f := (f1, . . . , fn)
> ∈ HomS(M,N⊕n),
and suppose that f is (t,X,X)-surjective. Then there exist f ′1, . . . , f
′
n−1 ∈ Rf1 + · · · + Rfn
such that f ′ := (f ′1, . . . , f
′
n−1)
> is (t,X,X)-surjective.
We prove this lemma in Section 2.5. Given this lemma, we can prove Theorem 2.1.15
below. Part (1) of Theorem 2.1.15 provides an analogue of [7, Theorems 3.9 and 4.5]; and
Part (2) generalizes [7, Theorems 3.12 and 4.8] and [28, The´ore`me 1 ].
Theorem 2.1.15. Let L be an S-submodule of M ; let F be a finitely generated R-submodule
of HomS(L,N); and let G be an R-submodule of HomS(M,N). Suppose that every member
of F can be extended to a member of G. Let X be a subspace of SuppR(N) that is a basic
set for R, and suppose that dim(X) <∞. Then the following statements hold:
(1) Let t be a positive integer, and suppose that ∂p(F ) > t + dimX(p) for every p ∈ X.
Then there exists g ∈ G⊕t such that gp is surjective for every p ∈ X.
(2) Suppose that Max(R) ∩ SuppR(N) ⊆ X. Then
∂(G) > inf{∂p(F )− dimX(p) : p ∈ X}.
Proof of Theorem 2.1.15, modulo the Surjective Lemma. (1) We may assume that X 6= ∅.
Let n := µR(F ). Since t is a positive integer, n is a positive integer. Let f1, . . . , fn ∈ F such
that F = Rf1 + · · · + Rfn; let f := (f1, . . . , fn)>; and let q ∈ X. Then there exists a t × n
matrix B with entries in R such that (Bf)q = Bqfq is surjective. Hence B⊗1κ(q) represents a
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surjective κ(q)-linear map from N⊕n⊗κ(q) to N⊕t⊗κ(q). Since N⊗κ(q) is finitely generated
over κ(q), we see that n > t. Thus f is (t,X,X)-surjective. Now, after n − t applications
of the Surjective Lemma, we obtain f ′1, . . . , f
′
t ∈ F such that f ′ := (f ′1, . . . , f ′t)> is (t,X,X)-
surjective. By Remark 2.1.6, we see that f ′p is surjective for every p ∈ X. By assumption,
the members f ′1, . . . , f
′
t of F can be extended to members g1, . . . , gt of G, respectively. Let
g := (g1, . . . , gt)
> ∈ G⊕t. Since f ′p is surjective for every p ∈ X, we see that gp is surjective
for every p ∈ X.
(2) Let
t := inf{∂p(F )− dimX(p) : p ∈ X}.
If t 6 0, then there is nothing to prove. If t = ∞, then N = 0 by Remark 2.1.4, and so
∂(G) = t. Suppose then that t is a positive integer. By Part (1) of this theorem, there exists
g ∈ G⊕t such that gp is surjective for every p ∈ X. Since Max(R) ∩ SuppR(N) ⊆ X, we see
that g is surjective. Hence ∂(G) > t.
We now show that Theorem 1.1.5 is an easy corollary of Theorem 2.1.15.
Proof of Theorem 1.1.5, modulo the Surjective Lemma. Let L = M , and let F = G denote
HomS(M,N). By our hypotheses, F is finitely generated over R. By Example 2.1.10, we see
that X is a subspace of SuppR(N) that is a basic set for R. Also, Max(R)∩SuppR(N) ⊆ X.
Hence, by Part (2) of Theorem 2.1.15, we get
surS(M,N) = ∂(G)
> inf{∂p(F )− dimX(p) : p ∈ X}
= inf{surSp(Mp, Np)− dimX(p) : p ∈ X}.
With a little more work, we can also prove Theorem 1.1.6, modulo the Surjective Lemma.
We accomplish this goal in the next section.
22
2.2 Proof of Theorem 1.1.6
Under the hypotheses of Theorem 1.1.5, we see that HomS(M,N) is finitely generated
over R, and we see that (HomS(M,N))p and HomSp(Mp, Np) are isomorphic as Rp-modules
for every p ∈ Spec(R). Hence, a finite number of global S-linear maps govern all local
surjective capacities.
This property does not follow from the more general hypotheses of Theorem 1.1.6. As a
result, we are not immediately in a position to apply the Surjective Lemma (Lemma 2.1.14)
when attempting to prove Theorem 1.1.6.
In this section, we show that we can circumvent the issue by obtaining a finitely
generated R-submodule F of HomS(M,N) such that ∂m(F ) is sufficiently large for every
m ∈ Max(R)∩SuppR(N). We can then prove Theorem 1.1.6, modulo the Surjective Lemma.
With this goal in mind, we first show that, for every R-submodule F of HomS(M,N),
the function on Spec(R) taking p to ∂p(F ) is lower semicontinuous.
Lemma 2.2.1. Let F be an R-submodule of HomS(M,N), and let t be a nonnegative integer.
Then the set {p ∈ Spec(R) : ∂p(F ) > t} is open, and so the set {p ∈ Spec(R) : ∂p(F ) 6 t} is
closed. Hence, for every subspace X of Spec(R), the set Yt := {p ∈ X : ∂p(F ) 6 t} is closed
in X.
Proof. Let p ∈ Spec(R) such that ∂p(F ) > t; let f ∈ F⊕(t+1) such that fp is surjective; and
let C := coker f . Since Cp = 0 and since C is finitely generated over R, there is an element
s ∈ R− p such that sC = 0. Let U := {q ∈ Spec(R) : s 6∈ q}. Then Cq = 0 for every q ∈ U .
Hence U is an open neighborhood of p such that ∂q(F ) > t for every q ∈ U . Thus the set
{p ∈ Spec(R) : ∂p(F ) > t} is open. This proves the first claim of the lemma. The last two
claims of the lemma follow from the first claim.
Using the previous lemma, we can show that, under the hypotheses of Part (1) of
Theorem 1.1.6, there exists a finitely generated R-submodule F of HomS(M,N) such that
∂m(F ) > t + dim(Y ) for every m ∈ Y . This is, in fact, a consequence of a more general
statement:
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Lemma 2.2.2. Suppose that M is a direct summand of a direct sum of finitely presented
right S-modules. Let X be a Noetherian subspace of SuppR(N) such that dim(X) <∞. Let
t be a positive integer, and suppose that surSp(Mp, Np) > t+ dim(X) for every p ∈ X. Then
there exists a finitely generated R-submodule F of HomS(M,N) such that ∂p(F ) > t+dim(X)
for every p ∈ X.
Proof. Let u := (t − 1) + dim(X), and let G denote the collection of all finitely generated
R-submodules of HomS(M,N). For every G ∈ G , let Y (G) := {p ∈ X : ∂p(G) 6 u}, and
let Y := {Y (G) : G ∈ G }. We aim to prove that ∅ ∈ Y . Suppose not. Then X is
nonempty. By Lemma 2.2.1, we see that Y (G) is closed in X for every G ∈ G . Since X is
Noetherian and nonempty, there is G′ ∈ G such that Y (G′) is a minimal member of Y . By
assumption, Y (G′) 6= ∅, so let q ∈ Y (G′). By our hypothesis onM , there exist h1, . . . , hu+1 ∈
HomS(M,N) such that (h1, . . . , hu+1)
>
q is surjective. Let H := G
′ + Rh1 + · · · + Rhu+1.
Then H ∈ G , and ∂q(H) > u + 1 = t + dim(X). Thus q ∈ Y (G′) − Y (H), and so
Y (H) ( Y (G′), contradicting the minimality of Y (G′) in Y . Thus∅ ∈ Y , and so there exists
a finitely generated R-submodule F of HomS(M,N) such that Y (F ) = ∅. Consequently,
∂p(F ) > u+ 1 = t+ dim(X) for every p ∈ X.
We can now prove Theorem 1.1.6, modulo the Surjective Lemma.
Proof of Theorem 1.1.6, modulo the Surjective Lemma. Let X := j-Spec(R) ∩ SuppR(N).
By the corollary following Proposition 1 in [32], we see that dim(X) = dim(Y ) < ∞ and
that X is Noetherian since Y is Noetherian. By Example 2.1.10, we see that X is a basic
set for R.
(1) Since surSm(Mm, Nm) > t + dim(Y ) for every m ∈ Y , we see that surSp(Mp, Np) >
t+ dim(X) for every p ∈ X. By Lemma 2.2.2, there exists a finitely generated R-submodule
F of HomS(M,N) such that ∂p(F ) > t + dim(X) > t + dimX(p) for every p ∈ X. Now, let
L = M and G = HomS(M,N). Then Part (2) of Theorem 2.1.15 tells us that surS(M,N) =
∂(G) > t.
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(2) Certainly, if surS(M,N) =∞, then surSm(Mm, Nm) =∞ for every m ∈ Y . Suppose
then that surSm(Mm, Nm) =∞ for every m ∈ Y . Then, surSm(Mm, Nm) > t+dim(Y ) for every
m ∈ Y and for every positive integer t. Hence, by Part (1) of this theorem, surS(M,N) > t
for every positive integer t. Thus surS(M,N) =∞.
(3) Let
t := min{surSm(Mm, Nm) : m ∈ Y } − dim(Y ).
Then surSm(Mm, Nm) > t+dim(Y ) for every m ∈ Y . If t 6 0, then certainly surS(M,N) > t.
Suppose then that t is a positive integer. Then, by Part (1) of this theorem, surS(M,N) > t.
We can also prove the following variations of Lemma 2.2.2 and Theorems 2.1.15
and 1.1.6. These variations are noteworthy in the sense that they do not require M to
be a direct summand of a direct sum of finitely presented right S-modules. We omit the
proofs since they are similar to the proofs of the analogous statements from earlier.
Lemma 2.2.3. Let F be an R-submodule of HomS(M,N). Let X be a Noetherian subspace
of SuppR(N), and suppose that dim(X) < ∞. Let t be a positive integer, and suppose that
∂p(F ) > t+ dim(X) for every p ∈ X. Then there exists a finitely generated R-submodule F ′
of F such that ∂p(F
′) > t+ dim(X) for every p ∈ X.
Theorem 2.2.4. Let L be an S-submodule of M ; let F be an R-submodule of HomS(L,N);
and let G be an R-submodule of HomS(M,N). Suppose that every member of F can be
extended to a member of G. Then the following statements hold:
(1) Let X be a subspace of SuppR(N) that is a basic set for R with dim(X) <∞. Let t be
a positive integer, and suppose that ∂p(F ) > t + dim(X) for every p ∈ X. Then there
exists g ∈ G⊕t such that gp is surjective for every p ∈ X.
(2) Suppose that Y := Max(R) ∩ SuppR(N) is Noetherian with dim(Y ) < ∞. Then the
following statements hold:
25
(a) Let t be a positive integer, and suppose that ∂m(F ) > t+dim(Y ) for every m ∈ Y .
Then ∂(G) > t.
(b) If ∂m(F ) =∞ for every m ∈ Y , then ∂(G) =∞. Hence ∂(F ) =∞ if and only if
∂m(F ) =∞ for every m ∈ Y .
(c) Suppose that ∂n(F ) <∞ for some n ∈ Y . Then
∂(G) > min{∂m(F ) : m ∈ Y } − dim(Y ).
In the next section, we continue working toward a proof of the Surjective Lemma.
2.3 The set Λ
Assuming the hypotheses of the Surjective Lemma (Lemma 2.1.14), we show in this
section that there is a finite subset Λ of X with a crucial property: If there exists an invertible
n×n matrix A with entries in R such that the first n−1 components of Af := (f ′1, . . . , f ′n)>
form a map f ′ := (f ′1, . . . , f
′
n−1)
> that is (t,X,Λ)-surjective, then f ′ is (t,X,X)-surjective.
In other words, we show that proving the Surjective Lemma, which may involve infinitely
many prime ideals of R, reduces to proving a statement about Λ, a finite set of prime ideals.
We begin by covering two properties of basic sets for R with Proposition 2.3.1. Prop-
erty (1), which holds not only for every basic set but also for every Noetherian topological
space, is proved, for example, in [15, Proposition 1.5]. Property (2) is proved for the special
case of X := j-Spec(R) in [32, Proposition 2], although the more general result here can be
proved by similar means.
Proposition 2.3.1. Let X be a basic set for R. Then X has the following properties:
(1) Every closed subset of X is a union of finitely many closed irreducible subsets of X.
(2) Every closed irreducible subset of X has a unique generic point.
In the proof of the next lemma, we define the set Λ. The proof of this lemma is similar
to the proofs of [7, Lemmas 3.6 and 4.2].
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Lemma 2.3.2. Let F be a finitely generated R-submodule of HomS(M,N), and let X be
a subspace of SuppR(N) that is a basic set for R. Then there exists a finite subset Λ of
X such that, for every p ∈ X − Λ, there exists q ∈ Λ with the properties that q ( p and
∂q(F ) = ∂p(F ).
Proof. For every nonnegative integer t, let Yt := {p ∈ X : ∂p(F ) 6 t}. Proposition 2.3.1
tells us that X has a finite number of minimal points. Since X ⊆ SuppR(N), Remark 2.1.4
tells us that every minimal point of X belongs to a set Yt := {p ∈ X : ∂p(F ) 6 t} for some
nonnegative integer t. Hence, for all t sufficiently large, Yt = X. Also, for every nonnegative
integer t, the set Yt is closed by Lemma 2.2.1, and so the set Min(Yt) of all minimal points
of Yt is finite by Proposition 2.3.1. Accordingly, we define
Λ :=
∞⋃
t=0
Min(Yt)
and observe that Λ is finite.
Let p ∈ X − Λ, and let u := ∂p(F ) so that p ∈ Yu by definition. By Proposition 2.3.1,
there is q ∈ Min(Yu) such that q ⊆ p. Since q ∈ Λ, we see that q 6= p. Also, u > ∂q(F ) >
∂p(F ) = u, and so ∂q(F ) = ∂p(F ).
Assume the hypotheses of Part (2) of Theorem 2.1.15, and define Λ as in Lemma 2.3.2
with respect to F and X. In Part (2) of Theorem 2.1.15, we give a lower bound on ∂(G) whose
expression involves all of the members of X, where X could be an infinite set. In Part (1)
of the following corollary, we express this same lower bound using only the members of the
finite set Λ. As a result, we can improve our expression of the lower bound on surS(M,N) in
Theorem 1.1.5 as well, and this is the content of Part (2) of the following corollary. Of course,
since Theorems 2.1.15 and 1.1.5 rely on the Surjective Lemma, we still need to assume the
truth of the Surjective Lemma for the following corollary.
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Corollary 2.3.3. We make the following improvements to Theorems 2.1.15 and 1.1.5:
(1) Assume the hypotheses of Part (2) of Theorem 2.1.15, and let Λ be defined as in
Lemma 2.3.2 with respect to F and X. Then
∂(G) > inf{∂p(F )− dimX(p) : p ∈ Λ}.
(2) Assume the hypotheses of Theorem 1.1.5, and let Λ be defined as in Lemma 2.3.2 with
respect to F := HomS(M,N) and X. Then
surS(M,N) > inf{surSp(Mp, Np)− dimX(p) : p ∈ Λ}.
Proof of Corollary 2.3.3, modulo the Surjective Lemma. (1) Let
t := inf{∂p(F )− dimX(p) : p ∈ X},
and let
u := inf{∂p(F )− dimX(p) : p ∈ Λ}.
We will show that t = u. Certainly t 6 u, so it remains to show that t > u. If t =∞, then
certainly t > u. Suppose then that t is an integer so that X 6= ∅. Let p0 ∈ X such that
t = ∂p0(F ) − dimX(p0). Suppose, by way of contradiction, that p0 6∈ Λ. By Lemma 2.3.2,
there exists q0 ∈ Λ such that q0 ( p0 and ∂q0(F ) = ∂p0(F ). Hence
t = ∂p0(F )− dimX(p0) > ∂q0(F )− dimX(q0) > t,
a contradiction. Thus p0 ∈ Λ, and so t > u. Thus t = u. Now, by Part (2) of Theorem 2.1.15,
we see that ∂(G) > t = u.
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(2) Let L = M , and let G = F . Since F is finitely generated over R, Part (1) of this
corollary tells us that
surS(M,N) = ∂(G)
> inf{∂p(F )− dimX(p) : p ∈ Λ}
= inf{surSp(Mp, Np)− dimX(p) : p ∈ Λ}.
We now return to the task of reducing the proof of the Surjective Lemma to the study
of a finite subset Λ of X. The following definition will be useful in subsequent work:
Definition 2.3.4. Let n be a positive integer. The symbol GL(n,R) refers to the group of
all invertible n× n matrices with entries in R. This group is called the general linear group
of degree n over R.
Remark 2.3.5. With respect to the previous definition, an n× n matrix with entries in R is
in GL(n,R) if and only if its determinant is a unit of R.
In the following definition, we establish a large amount of notation that we will use in
the remainder of this section and in the next three sections:
Definition 2.3.6. Let n be an integer with n > 2; let f := (f1, . . . , fn)> ∈ HomS(M,N⊕n);
and let p ∈ SuppR(N). Fix the following notation relative to n, f , and p: Let F :=
Rf1 + · · · + Rfn; let − denote the functor − ⊗R κ(p); and, for every matrix Ξ := (ξi,j)
with entries in R or Rp, let Ξ :=
(
ξi,j
)
. If a matrix A ∈ GL(n,R) is given, then let
f ∗ := Af := (f ′1, . . . , f
′
n)
>; let f ′ := (f ′1, . . . , f
′
n−1)
>; and let F ′ := Rf ′1 + · · ·+Rf ′n−1.
Upon proving the following lemma, we will be prepared to achieve the goal of this
section.
Lemma 2.3.7. Let n be an integer with n > 2; let f := (f1, . . . , fn)> ∈ HomS(M,N⊕n);
let A ∈ GL(n,R); and let p ∈ SuppR(N). Then, relative to Definition 2.3.6, we have
∂p(F
′) > ∂p(F )− 1.
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Proof. If ∂p(F ) 6 1, then ∂p(F ′) > 0 > ∂p(F ) − 1, and so we are done. Suppose then, for
the rest of the proof, that ∂p(F ) > 2.
Let d := ∂p(F ), and let B be a d × n matrix with entries in R such that (Bf)p is
surjective. Let C ∈ GL(d,Rp) such that CBA−1 can be represented as a matrix (bi,j) with
entries in R, where b1,n, . . . , bd−1,n ∈ p. Hence
CBA−1 =

b1,1 · · · b1,n−1 0
...
. . .
...
...
bd−1,1 · · · bd−1,n−1 0
bd,1 · · · bd,n−1 bd,n

.
Let
B′ :=

b1,1 · · · b1,n−1
...
. . .
...
bd−1,1 · · · bd−1,n−1
 .
Then B′f ′ ∈ (F ′)⊕(d−1), and B′f ′ is surjective. Nakayama’s Lemma then tells us that (B′f ′)p
is surjective. Hence ∂p(F
′) > d− 1 = ∂p(F )− 1.
Lemma 2.3.8. Assume the hypotheses of the Surjective Lemma, and define Λ as in
Lemma 2.3.2 with respect to F := Rf1 + · · · + Rfn and X. Let A ∈ GL(n,R), and sup-
pose that, with respect to Definition 2.3.6, we have that f ′ is (t,X,Λ)-surjective. Then f ′ is
(t,X,X)-surjective.
Proof. Since t and X are understood, we can use the terms p-surjective and Y -surjective for
any p ∈ X and for any Y ⊆ X without the risk of confusion. Hence, we aim to prove that
f ′ is X-surjective.
Let p ∈ X − Λ. By Lemma 2.3.7, we have ∂p(F ′) > ∂p(F )− 1. By Lemma 2.3.2, there
exists q ∈ Λ such that q ( p and ∂q(F ) = ∂p(F ). Since f is q-surjective by assumption, we
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now have
∂p(F
′) > ∂p(F )− 1
= ∂q(F )− 1
> min{n, t+ dimX(q)} − 1
> min{n− 1, t+ dimX(p)},
and so f ′ is p-surjective. Thus f ′ is (X−Λ)-surjective. Since f ′ is Λ-surjective by assumption,
we conclude that f ′ is X-surjective.
Assume the hypotheses of the Surjective Lemma. By Lemma 2.3.8, proving the Sur-
jective Lemma now reduces to finding a matrix V ∈ GL(n,R) such that the first n − 1
components of V f := (g1, . . . , gn)
> form a map (g1, . . . , gn−1)> that is (t,X,Λ)-surjective,
where Λ is defined as in Lemma 2.3.2 with respect to F := Rf1 + · · · + Rfn and X. We
compute such a matrix V over the course of the next two sections, completing a proof of the
Surjective Lemma in Section 2.5.
2.4 The maximal ideals of R in Λ
Assume the hypotheses of the Surjective Lemma, and define Λ as in Lemma 2.3.2 with
respect to F := Rf1 + · · · + Rfn and X so that, for every p ∈ X − Λ, there exists q ∈ Λ
for which q ( p and ∂q(F ) = ∂p(F ). In this section, we find a matrix V ∈ GL(n,R) such
that the first n − 1 components of V f := (g1, . . . , gn)> form a map (g1, . . . , gn−1)> that is
(t,X,m)-surjective for every m ∈ Λ ∩Max(R). (If every maximal ideal of R avoids Λ, then
the results of this section may be ignored.) The following definition will be useful in the
work to come:
Definition 2.4.1. Let n be an integer with n > 2. For every i ∈ {1, . . . , n−1}, let Pi be the
n× n permutation matrix obtained by switching the ith row and the nth row of the n× n
identity matrix, and let Pn denote the n× n identity matrix itself.
We use the matrices P1, . . . , Pn in the following lemma to prove the existence of a matrix
V exhibiting the properties described at the beginning of this section.
31
Lemma 2.4.2. Assume the hypotheses of the Surjective Lemma; define Λ as in Lemma 2.3.2
with respect to F := Rf1+ · · ·+Rfn and X; and let m ∈ Λ∩Max(R). There exists a number
Lm ∈ {1, . . . , n} such that, for all s1, . . . , sn ∈ R − m, there exist rm,1, . . . , rm,n−1 ∈ R such
that, for every n× n matrix V with entries in R, if
V ≡

1 0 · · · 0 rm,1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rm,n−1
0 · · · · · · 0 1

PLm

s1 0 · · · 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn

(mod m),
then the first n − 1 components of V f := (g1, . . . , gn)> form a map (g1, . . . , gn−1)> that is
(t,X,m)-surjective.
Proof. Define every object in Definition 2.3.6 with respect to our current hypotheses, with
m taking the place of p and with A defined as the n × n identity matrix. Then we have
f ′ := (f1, . . . , fn−1)>. Let d := ∂m(F ), and let B be a d × n matrix with entries in R such
that (Bf)m is surjective. Let C ∈ GL(d,Rm) such that CB can be represented by a matrix
(bi,j) with entries in R and such that CB is in the following reduced row echelon form, where
the nonzero entries are clustered toward the top right corner of the matrix:
CB =

0 · · · 0 1 ... 0 ... 0 ...
0 · · · 0 0 ... 1 ... 0 ...
. . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 ... 0 ... 1 ...

.
Here, the vertical and horizontal ellipses denote possible omissions of entries, and the zero
columns on the left may not be present. For every i ∈ {1, . . . , d}, let ji be the smallest
number in the set {1, . . . , n} such that bi,ji 6= 0. We assume that, for every i ∈ {1, . . . , d},
the entry bi,ji is the only nonzero entry in the (ji)th column of CB.
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Below, we consider several cases and prove the lemma in each case. Since t and X are
understood, we may use the term m-surjective for the rest of the proof without the risk of
ambiguity. For every i ∈ {1, . . . , n}, let ti ∈ R−m such that siti = 1.
First suppose that f ′ is m-surjective. Then, by Nakayama’s Lemma, we may let Lm = n
and rm,1 = · · · = rm,n−1 = 0, regardless of the values of s1, . . . , sn ∈ R−m.
Suppose next that jd 6 n−1. Then, by Nakayama’s Lemma, we may take Lm = n, and
we may define rm,j for every j ∈ {1, . . . , n− 1} as follows: If j = ji for some i ∈ {1, . . . , d},
then let rm,j = sjbi,ntn; otherwise, let rm,j = 0.
Now suppose, for the rest of the proof, that f ′ is not m-surjective and that jd = n. If
∂m(F ) = n, then ∂m(F
′) > ∂m(F ) − 1 = n − 1 by Lemma 2.3.7, and so f ′ is m-surjective, a
contradiction. Hence ∂m(F ) 6 n− 1.
Since jd = n and since d = ∂m(F ) 6 n−1, there exists k ∈ {1, . . . , n−1}−{j1, . . . , jd−1}.
Accordingly, by Nakayama’s Lemma, we may let Lm be any such k, and we may define rm,j
for every j ∈ {1, . . . , n − 1} as follows: If j = ji for some i ∈ {1, . . . , d − 1}, then let
rm,j = sjbi,ktk; otherwise, let rm,j = 0.
For the second lemma of this section, we must recall the Chinese Remainder Theorem,
which identifies an important congruence property of commutative rings.
Theorem 2.4.3 (Chinese Remainder Theorem [8, Theorem 17, Section 7.6]). Let R be a
commutative ring; let a1, . . . , au ∈ R; and let m1, . . . ,mu ∈ Max(R). Then there exists s ∈ R
such that s ≡ ai (mod mi) for every i ∈ {1, . . . , u}. Moreover, the coset s+ m1 · · ·mu is the
collection of all elements r ∈ R such that r ≡ ai (mod mi) for every i ∈ {1, . . . , u}.
In the proof of the next lemma, we use the Chinese Remainder Theorem to find a matrix
Q ∈ GL(n,R) and elements
s1, . . . , sn ∈ R−
⋃
m∈Λ∩Max(R)
m
33
such that
Q ≡ PLm

s1 0 · · · 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn

(mod m)
for every m ∈ Λ ∩Max(R). We phrase the next lemma using language more general than
this because we will use the lemma under different circumstances later in the dissertation.
Lemma 2.4.4. Let R be a commutative ring, and let n be an integer with n > 2. Let
Λ1, . . . ,Λn be finite, pairwise disjoint subsets of Max(R). (Here, we allow some, or even all,
of these sets to be empty.) Then there exist a matrix Q ∈ GL(n,R) and elements
s1, . . . , sn ∈ R−
⋃
m∈Λ1∪···∪Λn
m
such that, for every i ∈ {1, . . . , n} and for every m ∈ Λi, the matrix Q satisfies the congruence
Q ≡ Pi

s1 0 · · · 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn

(mod m).
Moreover, for any
a ∈ R−
⋃
m∈Λ1
m,
we can arrange for the first row of Q to be of the form
(
1− ab 0 · · · 0 ab
)
for some b ∈ R.
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Remark 2.4.5. If we did not require Q to be invertible over R, then the first statement of
Lemma 2.4.4 would be trivial: We could take s1 = · · · = sn = 1, and we could simply apply
the Chinese Remainder Theorem once for each entry of Q. Invertibility, then, is what makes
the first statement nontrivial, and of course the second statement requires even more care.
It should be noted, however, that we do not use the second statement of Lemma 2.4.4 in
this chapter. Instead, we use it in Chapter 3.
Proof of Lemma 2.4.4. Let
a ∈ R−
⋃
m∈Λ1
m.
For every i ∈ {1, . . . , n}, let
Ii :=
⋂
m∈Λi
m and Ji :=
⋂
j∈{1,...,n}−{i}
 ⋂
m∈Λj
m
 ,
and let
Ui :=
⋃
m∈Λi
m and Vi :=
⋃
j∈{1,...,n}−{i}
 ⋃
m∈Λj
m
 .
We would like to prove that there exist
a1 ∈ I1 − V1, a2 ∈ I2 − V2, . . . , an−1 ∈ In−1 − Vn−1,
b1 ∈ aJ1 − U1, b2 ∈ J2 − U2, . . . , bn−1 ∈ Jn−1 − Un−1,
c1 ∈ J1 − U1, c2 ∈ J2 − U2, . . . , cn−1 ∈ Jn−1 − Un−1, cn ∈ Jn − Un
such that a1 = 1− b1 and such that the n× n matrix
Q :=

a1 0 · · · 0 b1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 an−1 bn−1
c1 · · · · · · cn−1 cn

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has determinant 1 and is thus invertible. After we have accomplished this goal, we can
appeal to the Chinese Remainder Theorem to produce
s1, . . . , sn ∈ R−
⋃
m∈Λ1∪···∪Λn
m
such that the following conditions hold:
(1) For every i ∈ {1, . . . , n − 1} and for every m ∈ (Λ1 ∪ · · · ∪ Λn) − Λi, the element si
satisfies the congruence si ≡ ai (mod m).
(2) For every i ∈ {1, . . . , n−1} and for every m ∈ Λi, the element sn satisfies the congruence
sn ≡ bi (mod m).
(3) For every i ∈ {1, . . . , n} and for every m ∈ Λi, the element si satisfies the congruence
si ≡ ci (mod m).
Finally, since b1 ∈ aJ1, we can choose b ∈ J1 such that b1 = ab. Hence a1 = 1− b1 = 1− ab.
The matrix Q and the elements s1, . . . , sn of R will then jointly satisfy all of the conditions
described in the lemma.
We note that, for any comaximal ideals K,L of R and for any α ∈ K and β ∈ L such
that α + β = 1, it is the case that R =
√
αR + βR =
√
α2R + β2R ⊆ √αK + βL, and so
αK + βL = R. We will use this observation shortly.
Next, we prove that aJ1+J2+· · ·+Jn = R. Suppose not. Then there exists n ∈ Max(R)
such that aJ1 + J2 + · · · + Jn ⊆ n, and so aJ1, J2, . . . , Jn ⊆ n. Since aJ1 ⊆ n, we see that
a ∈ n or J1 ⊆ n. Either way, n 6∈ Λ1. On the other hand, J2, . . . , Jn ⊆ n, and so n ∈ Λ1, a
contradiction. Hence aJ1 + J2 + · · ·+ Jn = R, and so J1 + J2 + · · ·+ Jn = R as well.
Let i ∈ {1, . . . , n− 1}, and suppose that we have defined
a1 ∈ I1 − V1, a2 ∈ I2 − V2, . . . , ai−1 ∈ Ii−1 − Vi−1,
b1 ∈ aJ1 − U1, b2 ∈ J2 − U2, . . . , bi−1 ∈ Ji−1 − Ui−1
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and the ideals
Ki−1 := (b1a2 · · · ai−2J1) + · · ·+ (a1 · · · ai−3bi−2Ji−2)
+(a1 · · · ai−2Ji) + · · ·+ (a1 · · · ai−2Jn)
and
Li−1 := a1 · · · ai−2Ji−1
of R so that ai−1Ki−1 + bi−1Li−1 = R. Let
Ki := (b1a2 · · · ai−1J1) + · · ·+ (a1 · · · ai−2bi−1Ji−1)
+(a1 · · · ai−1Ji+1) + · · ·+ (a1 · · · ai−1Jn)
and
Li := a1 · · · ai−1Ji
so that Ki+Li = ai−1Ki−1+bi−1Li−1 = R. If i = 1, then let a1 ∈ K1 and b1 ∈ aJ1 ⊆ L1 with
a1 + b1 = 1 so that R = a1K1 + b1aJ1 ⊆ a1K1 + b1L1 and, hence, so that a1K1 + b1L1 = R.
If i > 2, then simply let ai ∈ Ki and bi ∈ Li with ai + bi = 1 so that aiKi + biLi = R.
We will prove that ai ∈ Ii − Vi and that bi ∈ Ji − Ui (in fact, b1 ∈ aJ1 − U1). Certainly
ai ∈ Ki ⊆ Ii, and bi ∈ Li ⊆ Ji (in fact, b1 ∈ aJ1). Suppose that ai ∈ Vi. Then there is
n ∈ (Λ1 ∪ · · · ∪ Λn) − Λi such that ai ∈ n. Since bi ∈ Ji ⊆ n, we have 1 = ai + bi ∈ n, a
contradiction. Hence ai ∈ Ii − Vi. Similarly, bi ∈ Ji − Ui (in fact, b1 ∈ aJ1 − U1).
By induction on i, we can thus define
a1 ∈ I1 − V1, a2 ∈ I2 − V2, . . . , an−1 ∈ In−1 − Vn−1,
b1 ∈ aJ1 − U1, b2 ∈ J2 − U2, . . . , bn−1 ∈ Jn−1 − Un−1
and ideals
Kn−1 := (b1a2 · · · an−2J1) + · · ·+ (a1 · · · an−3bn−2Jn−2) + (a1 · · · an−2Jn)
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and
Ln−1 := a1 · · · an−2Jn−1
of R so that an−1Kn−1 + bn−1Ln−1 = R. Hence
(b1a2 · · · an−1J1) + · · ·+ (a1 · · · an−2bn−1Jn−1) + (a1 · · · an−1Jn) = R.
Accordingly, we can choose
c1 ∈ J1, . . . , cn−1 ∈ Jn−1, cn ∈ Jn
such that the determinant
−(b1a2 · · · an−1c1)− · · · − (a1 · · · an−2bn−1cn−1) + (a1 · · · an−1cn)
of the matrix
Q :=

a1 0 · · · 0 b1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 an−1 bn−1
c1 · · · · · · cn−1 cn

is equal to 1.
It remains to show that ci 6∈ Ui for every i ∈ {1, . . . , n}. Suppose that c1 ∈ U1. Then
there is n ∈ Λ1 such that c1 ∈ n. Since J2, . . . , Jn ⊆ n, we have c2, . . . , cn ∈ n, and so
1 = det(Q) ∈ Rc1 + · · · + Rcn ⊆ n, a contradiction. Hence c1 6∈ U1. Similarly, ci 6∈ Ui for
every i ∈ {2, . . . , n}.
We combine the results of the last two lemmas to achieve the goal of this section:
Lemma 2.4.6. Assume the hypotheses of the Surjective Lemma, and define Λ as in
Lemma 2.3.2 with respect to F := Rf1 + · · · + Rfn and X. Then there exists a matrix
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V ∈ GL(n,R) such that the first n − 1 components of V f := (g1, . . . , gn)> form a map
(g1, . . . , gn−1)> that is (t,X,m)-surjective for every m ∈ Λ ∩Max(R).
Proof. For every m ∈ Λ∩Max(R), choose Lm ∈ {1, . . . , n} so that it satisfies the conclusion
of Lemma 2.4.2; and, for every i ∈ {1, . . . , n}, let
Λi = {m ∈ Λ ∩Max(R) : Lm = i}.
Then Λ1, . . . ,Λn are finite, pairwise disjoint subsets of Max(R). Hence, by Lemma 2.4.4,
there exist a matrix Q ∈ GL(n,R) and elements
s1, . . . , sn ∈ R−
⋃
m∈Λ1∪···∪Λn
m
such that, for every i ∈ {1, . . . , n} and for every m ∈ Λi, we have
Q ≡ Pi

s1 0 · · · 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn

(mod m).
Choose rm,1, . . . , rm,n−1 ∈ R so that they satisfy the conclusion of Lemma 2.4.2 relative to
Lm and s1, . . . , sn. Apply the Chinese Remainder Theorem to find r1, . . . , rn−1 ∈ R such
that ri ≡ rm,i (mod m) for every i ∈ {1, . . . , n− 1} and for every m ∈ Λ ∩Max(R). Let
U :=

1 0 · · · 0 r1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rn−1
0 · · · · · · 0 1

∈ GL(n,R),
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and let V := UQ. Then
V ≡

1 0 · · · 0 rm,1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rm,n−1
0 · · · · · · 0 1

PLm

s1 0 · · · 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn

(mod m)
for every m ∈ Λ ∩Max(R). Now, Lemma 2.4.2 tells us that the first n − 1 components of
V f := (g1, . . . , gn)
> form a map (g1, . . . , gn−1)> that is (t,X,m)-surjective for every m ∈
Λ ∩Max(R).
In the next section, we complete our proof of the Surjective Lemma.
2.5 Proof of the Surjective Lemma
Throughout this section, we assume the hypotheses of the Surjective Lemma (that is,
Lemma 2.1.14), and we let Λ be defined as in Lemma 2.3.2 with respect to F := Rf1 + · · ·+
Rfn and X. Recall that Λ is a finite subset of X such that, for every p ∈ X−Λ, there exists
q ∈ Λ for which q ( p and ∂q(F ) = ∂p(F ). Here, since t and X are understood, we may use
the terms p-surjective and Y -surjective for any p ∈ X and for any Y ⊆ X without the risk
of confusion.
In this section, we find a matrix V ∈ GL(n,R) such that the first n− 1 components of
V f := (g1, . . . , gn)
> form a map g := (g1, . . . , gn−1)> that is Λ-surjective. Lemma 2.3.8 will
then tell us that g is X-surjective and, hence, that we have proved the Surjective Lemma.
Proof of the Surjective Lemma. Let q1, . . . , qm be the distinct members of Λ−Max(R), and
arrange q1, . . . , qm so that, for every ` ∈ {1, . . . ,m}, the prime q` is a minimal member of
the set {q1, . . . , q`}. We prove, by induction on ` > 0, that there exists V ∈ GL(n,R) such
that the first n − 1 components of V f := (g1, . . . , gn)> form a map (g1, . . . , gn−1)> that is
p-surjective for every p ∈ Λ− {q`+1, . . . , qm}.
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Lemma 2.4.6 proves the case in which ` = 0. Suppose then that 1 6 ` 6 m and that
there exists A ∈ GL(n,R) such that the first n− 1 components of f ∗ := Af := (f ′1, . . . , f ′n)>
form a map f ′ := (f ′1, . . . , f
′
n−1)
> that is p-surjective for every p ∈ Λ − {q`, . . . , qm}. If f ′
happens to be q`-surjective as well, then we may set V = A to finish the inductive step.
Suppose then that f ′ is not q`-surjective. Define every object in Definition 2.3.6 with respect
to our current hypotheses, with q` taking the place of p.
Let
J :=
⋂
p∈Λ−{q`,...,qm}
p.
It suffices to find r1, . . . , rn−1 ∈ J such that, if
U :=

1 0 · · · 0 r1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rn−1
0 · · · · · · 0 1

and if Uf ∗ := (g1, . . . , gn)>, then G := Rg1+· · ·+Rgn−1 satisfies ∂q`(G) = ∂q`(F ): Given such
r1, . . . , rn−1 ∈ J , we will see that the first n− 1 components of Uf ∗ = UAf := (g1, . . . , gn)>
form a map (g1, . . . , gn−1)> that is not only q`-surjective but, by Nakayama’s Lemma, also
p-surjective for every p ∈ Λ− {q`, . . . , qm}. Thus we will be able to take V := UA to finish
the inductive step and, thus, the proof overall. Before we find such r1, . . . , rn−1 ∈ J , though,
we must complete some more preparatory work.
To simplify notation, let q := q` from now on. First we show that ∂q(F
′) = ∂q(F ) − 1
and that ∂q(F ) 6 n− 1. By Lemma 2.3.7 and by our assumption that f ′ is not q-surjective,
we have
∂q(F )− 1 6 ∂q(F ′) < min{n− 1, t+ dimX(q)} 6 ∂q(F ),
and so ∂q(F
′) = ∂q(F )− 1. Now, if ∂q(F ) = n, then ∂q(F ′) = ∂q(F )− 1 = n− 1, and so f ′
is q-surjective, a contradiction. Hence ∂q(F ) 6 n− 1.
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Let d := ∂p(F ), and let B be a d × n matrix with entries in R such that (Bf ∗)q is
surjective. Let C ∈ GL(d,Rq) such that CB can be represented by a matrix (bi,j) with
entries from R and such that CB is in the following row echelon form with the nonzero
entries clustered toward the top right corner of the matrix and with s ∈ R− q:
CB =

0 · · · 0 s ... 0 ... 0 ...
0 · · · 0 0 ... s ... 0 ...
. . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 ... 0 ... s ...

.
Here, the vertical and horizontal ellipses denote possible omissions of entries, and the zero
columns on the left may not be present. Now, for every i ∈ {1, . . . , d}, let ji be the smallest
number in the set {1, . . . , n} such that bi,ji 6= 0. We assume that, for every i ∈ {1, . . . , d},
the entry bi,ji is the only nonzero entry in the (ji)th column of CB. Let
B∗ := (b∗i,j) :=

0 · · · 0 s ... 0 ... 0 ...
0 · · · 0 0 ... s ... 0 ...
. . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 ... 0 ... s ...

be a d× n matrix with entries in R that satisfies the following conditions:
(1) B∗ = CB.
(2) For every i ∈ {1, . . . , d} and for every j ∈ {1, . . . , n}, if bi,j = 0, then b∗i,j = 0.
(3) For every i ∈ {1, . . . , d}, we have b∗i,ji = s.
Hence B∗f ∗ ∈ F⊕d, and B∗f ∗ is surjective. Nakayama’s Lemma then tells us that (B∗f ∗)q
is surjective. Thus, we assume, without loss of generality, that B = CB = (bi,j) and that B
already has the desirable form of B∗.
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Since (Bf ∗)q is surjective, there exists a finitely generated R-submodule L of M such
that the restriction of (Bf ∗)q to Lq is surjective. We may assume, then, without loss of
generality, that Mq is a finitely generated Rq-module.
Let µ := µRq(Mq), and let ν := µRq(Nq). Since q ∈ SuppR(N), we see that ν > 1. Since
f is q-surjective, d > t > 1, and so Nakayama’s Lemma tells us that µ > dν > 1. In fact,
without loss of generality, we may assume that µ = dν.
Let E := (ε1, . . . , εdν)
> be an ordered dν-tuple of elements of Mq such that {ε1, . . . , εdν}
is a minimal generating set for Mq over Rq, and let Z := (ζ1, . . . , ζν)
> be an ordered ν-tuple
of elements of Nq such that {ζ1, . . . , ζν} is a minimal generating set for Nq over Rq. For
every i ∈ {1, . . . , n}, let ϕ′i := (f ′i)q, and let Φ ′i be a ν × dν matrix with entries in Rq that
represents ϕ′i with respect to E and Z in the following sense: For every j ∈ {1, . . . , dν}, if
θ1,j, . . . , θν,j ∈ Rq such that ϕ′i(εj) = θ1,jζ1 + · · ·+ θν,jζν , then we may define the jth column
of Φ ′i to be 
θ1,j
...
θν,j
 .
Now let Φ∗ be the nν × dν matrix whose ith ν × dν block is Φ ′i. Hence
Φ∗ =

Φ ′1
...
Φ ′n
 .
Finally, we let rank(Ξ ) denote the rank of a matrix Ξ with entries in κ(q).
We now return to the task of finding r1, . . . , rn−1 ∈ J that satisfy the criteria described
earlier. We consider two cases.
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Case 1: jd 6 n− 1. In this case, B has the following form:
B =

... s
... 0
... 0
... b1,n
... 0
... s
... 0
... b2,n
. . . . . . . . . . . . . . . . . . . . . .
... 0
... 0
... s
... bd,n

.
Let rj = 0 ∈ J for every j ∈ {1, . . . , n − 1} − {j1, . . . , jd}. Let i ∈ {1, . . . , d}, and suppose
that we have defined rj1 , . . . , rj(i−1) ∈ J . Let
Bi :=

... s
... 0
... 0
... 0
... srj1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
... 0
... s
... 0
... 0
... srj(i−1)
... 0
... 0
... s
... 0
... 0
... 0
... 0
... 0
... s
... bi+1,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

be the d × n matrix obtained from B by replacing b1,n, . . . , bi−1,n, bi,n with srj1 , . . . , srj(i−1) ,
0, respectively. Let Ωi := (Bi ⊗ Iν)Φ∗, where Iν denotes the ν × ν identity matrix, and let
Ω ′i :=

0
...
0
Φ ′n
0
...
0

be the dν × dν matrix obtained by replacing the ith ν × dν block of the zero dν × dν matrix
with Φ ′n.
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Suppose, as an inductive hypothesis, that rank
(
Ωi + bi,nΩ ′i
)
= dν. We will prove that
there exists rji ∈ J such that rank
(
Ωi + srjiΩ
′
i
)
= dν.
Let I denote the ideal (sJ+q)/q of R/q. Since q is a nonmaximal prime ideal of R, we
see that R/q is an infinite domain. Since s ∈ R− q and since J 6⊆ q, the ideal I is nonzero,
hence infinite.
Let
Si :=
{
σ ∈ κ(q) : rank (Ωi + σΩ ′i) 6 dν − 1} .
We will show thatI contains an element ρi that avoidsSi. LetDi(x) denote the determinant
of Ωi + xΩ ′i , where x is a variable. Since rank
(
Ωi + bi,nΩ ′i
)
= dν, we see that Di
(
bi,n
) 6= 0.
Hence Di(x) is a nonzero polynomial. Since the degree of Di(x) is at most ν, we see that
|Si| 6 ν. Since I is infinite, I must then contain an element ρi that avoids Si.
Now let rji ∈ J such that srji = ρi. Then rank
(
Ωi + srjiΩ
′
i
)
= dν, as promised.
By induction, then, we can define matrices B1,Ω1,Ω
′
1, . . . , Bd,Ωd,Ω
′
d and rj1 , . . . , rjd ∈ J
such that rank
(
Ωd + srjdΩ
′
d
)
= dν. Now, let B′ be the d×(n−1) matrix obtained by deleting
the nth column of B; let
U :=

1 0 · · · 0 r1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rn−1
0 · · · · · · 0 1

;
and let Γ denote the (n − 1)ν × dν matrix obtained by deleting the nth ν × dν block
of (U ⊗ Iν)Φ∗. Then (B′ ⊗ Iν)Γ = Ωd + srjdΩ ′d, and so rank
[
(B′ ⊗ Iν)Γ
]
= dν. Let
Uf ∗ := (g1, . . . , gn)>, and let G := Rg1 + · · · + Rgn−1. Then, by Nakayama’s Lemma,
(B′ ⊗ Iν)Γ represents a surjection in G⊕dq from Mq to N⊕dq , and so ∂q(G) = d = ∂q(F ), as
desired.
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Case 2: jd = n. Here, we have
B =

... s
... 0
... 0
... 0
... s
... 0
. . . . . . . . . . . . . . .
... 0
... 0
... s

.
Since d 6 n− 1 and since jd = n, there is k ∈ {1, . . . , n− 1} − {j1, . . . , jd−1}.
Let Ω := (B ⊗ Iν)Φ∗, and let
Ω ′ :=

0
...
0
Φ ′k

be the dν× dν matrix obtained by replacing the dth ν× dν block of the zero dν× dν matrix
with Φ ′k.
Let J denote the ideal (J + q)/q of R/q. Since I ⊆J , we see that J is infinite.
Let
S :=
{
σ ∈ κ(q) : rank (Ω + σΩ ′) 6 dν − 1} .
We will show that J contains a nonzero element ρ such that ρ−1 avoids S . Let D(x) be
the determinant of Ω + xΩ ′, where x is a variable. Since rank
(
Ω + 0Ω ′
)
= rank
(
Ω
)
= dν,
we see that D
(
0
) 6= 0. Hence D(x) is a nonzero polynomial. Since the degree of D(x) is at
most ν, we see that |S | 6 ν. Since J is infinite, J must then contain a nonzero element
ρ such that ρ−1 avoids S .
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Now let r ∈ J − q such that r = ρ, and let 1/r denote the multiplicative inverse of the
element r/1 of Rq so that (1/r) = ρ
−1. Let
B1 =

... b1,k
... 0
... b2,k
... 0
. . . . . . . . . . . . .
... bd−1,k
... 0
... 1/r
... s

be the d×n matrix obtained from B by replacing bd,k = 0 with 1/r. Note that (B1⊗Iν)Φ∗ =
Ω + (1/r)Ω ′ so that rank
[
(B1 ⊗ Iν)Φ∗
]
= dν.
Next, let
B2 :=

1 0 · · · 0 −rb1,k
0
. . . . . .
... −rb2,k
...
. . . . . . 0
...
0 · · · 0 1 −rbd−1,k
0 · · · · · · 0 rs

∈ GL(d,Rq).
Then rank
[
(B2B1 ⊗ Iν)Φ∗
]
= dν. Also,
B2B1 =

... 0
... s(−rb1,k)
... 0
... s(−rb2,k)
. . . . . . . . . . . . . . . . . . .
... 0
... s(−rbd−1,k)
... s
... s(rs)

,
where the column (0, 0, . . . , 0, s)> displayed above is the kth column of B2B1. Now per-
mute the rows of B2B1 to yield a matrix B3 such that B3 is in row echelon form. Then
rank
[
(B3 ⊗ Iν)Φ∗
]
= dν, and so we have reduced to Case 1.
This completes the main inductive step of our proof.
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Now that we have worked through our proof of the Surjective Lemma, we can reveal
why we address the members of Λ ∩Max(R) separately in Section 2.4. Let q be defined as
in the main inductive step of this section. Since q is a nonmaximal prime ideal of R, we see
that R/q is an infinite domain and, hence, that the nonzero ideals I and J of R/q are also
infinite. In Case 1, we find that, for every i ∈ {1, . . . , d}, there is an element of I that avoids
Si since |Si| 6 µRq(Nq) < ∞. In Case 2, we find that J must have a nonzero element
whose multiplicative inverse avoids S since |{0} ∪S | 6 1 + µRq(Nq) < ∞. These lines of
reasoning, mutatis mutandis, are not necessarily available for a given m ∈ Λ ∩Max(R). In
particular, it is not always the case that R/m is infinite or even that |R/m| > 2 + µRm(Nm).
Hence, in general, we cannot mimic the method that we use on the members of Λ−Max(R)
to treat the members of Λ ∩Max(R). The possibility that |R/m| 6 1 + µRm(Nm) for some
m ∈ Λ∩Max(R) is what compelled us to find a special method for dealing with the members
of Λ ∩Max(R), and it is this method that we present in Section 2.4.
This is not the only method that works. In fact, there is an alternative to the method of
Section 2.4 and this section that automatically simplifies our proof of the Surjective Lemma
in a special case: With respect to Lemma 2.4.2, we can define
Λi := {m ∈ Λ ∩Max(R) : Lm = i and |R/m| 6 1 + µRm(Nm)}
for every i ∈ {1, . . . , n}, use Lemmas 2.4.2 and 2.4.4 to account for the members of Λ1∪· · ·∪Λn
only, and then proceed by induction on the remaining members of Λ as in the current section.
The benefit of this approach is that, if |R/m| > 2+µRm(Nm) for every m ∈ Λ∩Max(R), then
Λ1, . . . ,Λn are all empty, and so it suffices to use the method of this section for the entirety
of Λ.
In another special case, the proof of the Surjective Lemma does not go through as
quickly, but the result of the inductive step is still comparable to the one in this section:
If µRm(Nm) = 1 for every m ∈ Λ ∩ Max(R), then we can mimic the method used in the
inductive step of the proof of [7, Lemma 3.8] for the members of Λ ∩Max(R), and we can
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apply the method of this section to the remaining members of Λ. This case is noteworthy
in the following sense: Let q1, . . . , qm be the distinct members of Λ, and arrange q1, . . . , qm
so that, for every ` ∈ {1, . . . ,m}, the prime q` is a minimal member of the set {q1, . . . , q`}.
Also, list the members of Λ ∩Max(R) first. Let ` ∈ {1, . . . ,m}, and let
J :=
`−1⋂
i=1
qi.
Suppose that there exists A ∈ GL(n,R) such that the first n−1 components of f ∗ := Af :=
(f ′1, . . . , f
′
n)
> form a map (f ′1, . . . , f
′
n−1)
> that is qi-surjective for every i ∈ {1, . . . , ` − 1}.
Then there exist r1, . . . , rn−1 ∈ J such that, if
U :=

1 0 · · · 0 r1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rn−1
0 · · · · · · 0 1

,
then the first n − 1 components of Uf ∗ := (g1, . . . , gn)> form a map (g1, . . . , gn−1)> that is
qi-surjective for every i ∈ {1, . . . , `}.
We can combine the two special cases that we have mentioned to yield the following
corollary of the Surjective Lemma:
Corollary 2.5.1. Assume the hypotheses of the Surjective Lemma. Define Λ as in
Lemma 2.3.2 with respect to F := Rf1 + · · · + Rfn and X. Suppose that, for every
m ∈ Λ ∩ Max(R), it is the case that |R/m| > 2 + µRm(Nm) or µRm(Nm) = 1. (For ex-
ample, we may suppose that every residue field of R is infinite or that N is a locally cyclic
R-module.) Then there exist r1, . . . , rn−1 ∈ R such that (f1 + r1fn, . . . , fn−1 + rn−1fn)> is
(t,X,X)-surjective.
We leave it to the reader to spell out the ramifications of this corollary for Theo-
rems 1.1.5, 1.1.6, 2.1.15, and 2.2.4.
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Despite their benefits, the alternative approaches to the Surjective Lemma have an
obvious drawback: Conditions on the sizes of residue fields and minimal generating sets
do not receive proper context until the middle of the current section. For this reason, we
decided to present a method that avoids specific reference to the sizes of residue fields and
minimal generating sets when handling the members of Λ ∩Max(R). We remain faithful to
this decision in our presentation of the analogous results of the next section.
2.6 Proofs of Theorems 1.1.8 and 1.1.9
Throughout this section, let R denote a commutative ring; let S denote a module-finite
R-algebra; let M denote a right S-module; and let N denote a finitely presented right S-
module. As before, we view every left (respectively, right) S-module as a left (respectively,
right) R-module in the natural way.
In this section, we prove Theorems 1.1.8 and 1.1.9. Since many of the techniques here
are similar to those that we use in Sections 2.1–2.5, we do not provide as much detail here
as before. Still, we state all of the necessary definitions and lemmas, and we indicate the
major differences between the proofs here and their earlier analogues.
Of note is the fact that there are only four results in this section that do not require N
to be finitely presented over S: For Remark 2.6.2, Remark 2.6.4, Lemma 2.6.13, and Lemma
2.6.15, it suffices for N to be finitely generated over S. Every other result in this section
ultimately relies on Lemma 2.6.7, and Lemma 2.6.7 relies on the finite presentation of N
over S.
We begin with the following definitions and remarks:
Definition 2.6.1. Let F be an R-submodule of HomS(M,N), and let p ∈ Spec(R). We let
δ(F ) denote the supremum of the nonnegative integers t such that there exists f ∈ F⊕t ⊆
HomS(M,N
⊕t) that is split surjective over S. There always exists a nonnegative integer t
such that F⊕t contains a split surjective map since, as in Definition 2.1.1, we define L⊕0 = 0
for every R-module L. We let δp(F ) denote the supremum of the nonnegative integers t such
that there exists f ∈ F⊕t with the property that fp is split surjective over Sp.
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Remark 2.6.2. Let F be a finitely generated R-submodule of HomS(M,N). We observe that
δ(F ) =∞ if and only if N = 0: Certainly, if N = 0, then δ(F ) =∞. On the other hand, if
δ(F ) =∞, then ∂(F ) =∞, and so N = 0 by Remark 2.1.4.
Let p ∈ Spec(R). Then, by the preceding discussion, δp(F ) = ∞ if and only if p 6∈
SuppR(N).
Definition 2.6.3. Let n, t be positive integers with n > t; let p ∈ X ⊆ Spec(R); and let
f := (f1, . . . , fn)
> ∈ HomS(M,N⊕n). We say that f is (t,X, p)-split if δp(Rf1 + · · ·+Rfn) >
min{n, t+ dimX(p)}.
Let Y ⊆ X. We say that f is (t,X, Y )-split if f is (t,X, q)-split for every q ∈ Y .
When t and X are understood, we use the terms p-split and Y -split in place of (t,X, p)-
split and (t,X, Y )-split, respectively.
Remark 2.6.4. Maintaining the hypotheses in the previous definition, we see that f is
(n,X, p)-split if and only if fp is split surjective over Sp. The reasoning is basically the
same as in Remark 2.1.6.
We now state an analogue of the Surjective Lemma (Lemma 2.1.14).
Lemma 2.6.5 (Splitting Lemma). Let n, t be positive integers with n > 1 + t, and let X be
a subspace of SuppR(N) that is a basic set for R. Let f := (f1, . . . , fn)
> ∈ HomS(M,N⊕n),
and suppose that f is (t,X,X)-split. Then there exist f ′1, . . . , f
′
n−1 ∈ Rf1 + · · · + Rfn such
that f ′ := (f ′1, . . . , f
′
n−1)
> is (t,X,X)-split.
We defer the proof of the Splitting Lemma to the end of this section. Assuming the
truth of the Splitting Lemma, we could prove the following theorem at this point, but we
omit the proof since it is basically the same as the proof of Theorem 2.1.15. Still, we would
like to make one note about the proof. We use the finite presentation of N over S more than
just through the use of Lemma 2.6.7: When applying Part (1) of Theorem 2.6.6 to prove
Part (2), we use the fact that a map g ∈ HomS(M,N⊕t) is split surjective over S if and only
if gm is split surjective over Sm for every m ∈ Max(R) ∩ SuppR(N).
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Theorem 2.6.6. Let L be an S-submodule of M ; let F be a finitely generated R-submodule
of HomS(L,N); and let G be an R-submodule of HomS(M,N). Suppose that every member
of F can be extended to a member of G. Let X be a subspace of SuppR(N) that is a basic
set for R, and suppose that dim(X) <∞. Then the following statements hold:
(1) Let t be a positive integer, and suppose that δp(F ) > t + dimX(p) for every p ∈ X.
Then there exists g ∈ G⊕t such that gp is split surjective over Sp for every p ∈ X.
(2) Suppose that Max(R) ∩ SuppR(N) ⊆ X. Then
δ(G) > inf{δp(F )− dimX(p) : p ∈ X}.
We could prove Theorem 1.1.8 at this point, but we omit the proof since it is similar to
the proof of Theorem 1.1.5.
As with the Surjective Lemma, we can reduce the proof of the Splitting Lemma to
a consideration of a finite subset Λ of X. The following lemma, which is analogous to
Lemma 2.2.1, helps us reach this goal. As we mention above, this lemma marks the main
point in this section that relies on the finite presentation of N over S.
Lemma 2.6.7. Let F be an R-submodule of HomS(M,N), and let t be a nonnegative integer.
Then the set {p ∈ Spec(R) : δp(F ) > t} is open, and so the set {p ∈ Spec(R) : δp(F ) 6 t} is
closed. Hence, for every subspace X of Spec(R), the set Yt := {p ∈ X : δp(F ) 6 t} is closed
in X.
Proof. Let p ∈ Spec(R) such that δp(F ) > t; let f ∈ F⊕(t+1) such that fp is split surjective
over Sp; and let L = N
⊕(t+1). Then there exists g ∈ HomSp(Lp,Mp) such that 1Lp = fp ◦ g.
Since N is finitely presented over S, we see that L is finitely presented over S, and so
HomSp(Lp,Mp)
∼= (HomS(L,M))p as Rp-modules. Hence g can be written as h/u for some
h ∈ HomS(L,M) and u ∈ R − p. Since 1Lp = fp ◦ g = fp ◦ h/u, we see that there exists
v ∈ R − p such that vu · 1L = v(f ◦ h) = f ◦ vh. Let U := {q ∈ Spec(R) : vu 6∈ q}. Since
vh ∈ HomS(L,M), we see that vh/vu ∈ HomSq(Lq,Mq) for every q ∈ U . Now, for every
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q ∈ U , we see that 1Lq = fq ◦ vh/vu so that fq is split surjective over Sq. Hence U is an
open neighborhood of p such that δq(F ) > t for every q ∈ U . Thus the set {p ∈ Spec(R) :
δp(F ) > t} is open. This proves the first claim of the lemma. The last two claims of the
lemma follow from the first claim.
We state the following lemma with an eye toward Theorem 1.1.9. We omit the proof of
this lemma since it is similar to the proof of Lemma 2.2.2.
Lemma 2.6.8. Suppose that M is a direct summand of a direct sum of finitely presented
right S-modules. Let X be a Noetherian subspace of SuppR(N) such that dim(X) <∞. Let
t be a positive integer, and suppose that splSp(Mp, Np) > t+ dim(X) for every p ∈ X. Then
there exists a finitely generated R-submodule F of HomS(M,N) such that δp(F ) > t+dim(X)
for every p ∈ X.
We would now be in a position to prove Theorem 1.1.9, modulo the Splitting Lemma.
We omit the proof since it is similar to the proof of Theorem 1.1.6.
We would now also be able to prove the following variations of Lemma 2.6.8 and Theo-
rems 2.6.6 and 1.1.9, but we omit the proofs. As with Lemma 2.2.3 and Theorem 2.2.4, the
following variations are noteworthy in the sense that they do not require M to be a direct
summand of a direct sum of finitely presented right S-modules.
Lemma 2.6.9. Let F be an R-submodule of HomS(M,N). Let X be a Noetherian subspace
of SuppR(N), and suppose that dim(X) < ∞. Let t be a positive integer, and suppose that
δp(F ) > t+ dim(X) for every p ∈ X. Then there exists a finitely generated R-submodule F ′
of F such that δp(F
′) > t+ dim(X) for every p ∈ X.
Theorem 2.6.10. Let L be an S-submodule of M ; let F be an R-submodule of HomS(L,N);
and let G be an R-submodule of HomS(M,N). Suppose that every member of F can be
extended to a member of G. Then the following statements hold:
(1) Let X be a subspace of SuppR(N) that is a basic set for R with dim(X) <∞. Let t be
a positive integer, and suppose that δp(F ) > t + dim(X) for every p ∈ X. Then there
exists g ∈ G⊕t such that gp is split surjective over Sp for every p ∈ X.
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(2) Suppose that Y := Max(R) ∩ SuppR(N) is Noetherian with dim(Y ) < ∞. Then the
following statements hold:
(a) Let t be a positive integer, and suppose that δm(F ) > t+ dim(Y ) for every m ∈ Y .
Then δ(G) > t.
(b) If δm(F ) =∞ for every m ∈ Y , then δ(G) =∞. Hence δ(F ) =∞ if and only if
δm(F ) =∞ for every m ∈ Y .
(c) Suppose that δn(F ) <∞ for some n ∈ Y . Then
δ(G) > min{δm(F ) : m ∈ Y } − dim(Y ).
Let F be a finitely generated R-submodule of HomS(M,N), and let X be a subspace
of SuppR(N) that is a basic set for R. The next lemma shows that there is a finite subset
Λ of X that completely determines the function on X taking p to δp(F ). We omit the proof
since it is basically the same as the one for Lemma 2.3.2.
Lemma 2.6.11. Let F be a finitely generated R-submodule of HomS(M,N), and let X be
a subspace of SuppR(N) that is a basic set for R. Then there exists a finite subset Λ of
X such that, for every p ∈ X − Λ, there exists q ∈ Λ with the properties that q ( p and
δq(F ) = δp(F ).
This lemma yields the following analogue of Corollary 2.3.3. We omit the proof.
Corollary 2.6.12. We make the following improvements to Theorems 2.6.6 and 1.1.8:
(1) Assume the hypotheses of Part (2) of Theorem 2.6.6, and let Λ be defined as in
Lemma 2.6.11 with respect to F and X. Then
δ(G) > inf{δp(F )− dimX(p) : p ∈ Λ}.
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(2) Assume the hypotheses of Theorem 1.1.8, and let Λ be defined as in Lemma 2.6.11 with
respect to F := HomS(M,N) and X. Then
splS(M,N) > inf{splSp(Mp, Np)− dimX(p) : p ∈ Λ}.
We can also reduce the proof of the Splitting Lemma to a consideration of the finite
set Λ. To this end, we present the following analogues of Lemmas 2.3.7 and 2.3.8. We omit
the proofs.
Lemma 2.6.13. Let n be an integer with n > 2; let p ∈ SuppR(N); let f := (f1, . . . , fn)> ∈
HomS(M,N
⊕n); and let A ∈ GL(n,R). Then, with respect to Definition 2.3.6, we have
δp(F
′) > δp(F )− 1.
Lemma 2.6.14. Assume the hypotheses of the Splitting Lemma, and define Λ as in
Lemma 2.6.11 with respect to F := Rf1 + · · · + Rfn and X. Let A ∈ GL(n,R), and
suppose that, with respect to Definition 2.3.6, we have that f ′ is (t,X,Λ)-split. Then f ′ is
(t,X,X)-split.
For the rest of this section, we assume the hypotheses of the Splitting Lemma, and we
let Λ be defined as in Lemma 2.6.11 with respect to F := Rf1 + · · · + Rfn and X. Since t
and X are understood, we can use the terms p-split and Y -split for any p ∈ X and for any
Y ⊆ X without the risk of confusion.
The next two lemmas will allow us to find a matrix V ∈ GL(n,R) such that the first
n−1 components of V f := (g1, . . . , gn)> form a map (g1, . . . , gn−1)> that is m-split for every
m ∈ Λ ∩Max(R). The proofs are similar to those of Lemmas 2.4.2 and 2.4.6.
Lemma 2.6.15. Let m ∈ Λ ∩Max(R). There exists a number Lm ∈ {1, . . . , n} such that,
for all s1, . . . , sn ∈ R−m, there exist rm,1, . . . , rm,n−1 ∈ R such that, for every n× n matrix
55
V with entries in R, if
V ≡

1 0 · · · 0 rm,1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rm,n−1
0 · · · · · · 0 1

PLm

s1 0 · · · 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn

(mod m),
then the first n − 1 components of V f := (g1, . . . , gn)> form a map (g1, . . . , gn−1)> that is
m-split.
Lemma 2.6.16. There exists a matrix V ∈ GL(n,R) such that the first n− 1 components
of V f := (g1, . . . , gn)
> form a map (g1, . . . , gn−1)> that is m-split for every m ∈ Λ∩Max(R).
To prove the Splitting Lemma, it remains to find a matrix V ∈ GL(n,R) such that the
first n− 1 components of V f := (g1, . . . , gn)> form a map (g1, . . . , gn−1)> that is Λ-split, for
Lemma 2.6.14 will then finish the proof.
Proof of the Splitting Lemma. The beginning of the proof is basically the same as the proof
of the Surjective Lemma up to, and including, the point where we reduce to the case in
which a matrix B has a certain desirable form with (Bf ∗)q surjective. Of course, here, we
need (Bf ∗)q to be not only surjective but also split surjective over Sq.
Let d := δq(F ). Since (Bf
∗)q is split surjective over Sq, there exists an S-submodule L
of M such that the restriction of (Bf ∗)q to Lq is an isomorphism. We may assume, then,
without loss of generality, that Mq = N
⊕d
q .
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It remains to find r1, . . . , rn−1 ∈ J such that, if
U :=

1 0 · · · 0 r1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rn−1
0 · · · · · · 0 1

and if Uf ∗ := (g1, . . . , gn)>, then G := Rg1 + · · · + Rgn−1 satisfies δq(G) = d. On the
other hand, since we have reduced to the case in which Mq = N
⊕d
q , it suffices to verify that
∂q(G) = d, for this will imply that δq(G) = d. Thus, from here, we may proceed once more
as in the proof of the Surjective Lemma.
Just as with the Surjective Lemma, there is a special case that admits a stronger version
of the Splitting Lemma:
Corollary 2.6.17. Assume the hypotheses of the Splitting Lemma. Define Λ as in
Lemma 2.6.11 with respect to F := Rf1 + · · · + Rfn and X. Suppose that, for every
m ∈ Λ∩Max(R), it is the case that |R/m| > 2 +µRm(Nm) or µRm(Nm) = 1. Then there exist
r1, . . . , rn−1 ∈ R such that (f1 + r1fn, . . . , fn−1 + rn−1fn)> is (t,X,X)-split.
This corollary yields improved versions of Theorems 1.1.8, 1.1.9, 2.6.6, and 2.6.10, but
we omit the details.
In the next section, we consider another special case in which we can improve upon our
previous results.
2.7 Finitely generated modules over Dedekind domains
In this section, we characterize global surjective and splitting capacities of finitely gen-
erated modules over Dedekind domains. We define a Dedekind domain to be an integral
domain in which every ideal is projective. Since every ideal of a Dedekind domain is projec-
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tive, every ideal is finitely generated [8, pages 760–762] and locally free, and so a Dedekind
domain is either a field or a one-dimensional regular domain.
A fractional ideal of a Dedekind domain R is an R-submodule I of the fraction field
of R such that there exists a nonzero a ∈ R with aI an ideal of R. Hence every fractional
ideal of R is isomorphic to an ideal of R. We define an equivalence relation ∼ on the set
F of all nonzero fractional ideals of R by letting I ∼ J if and only if there exist nonzero
a, b ∈ R such that aI = bJ . The set of all equivalence classes of F with respect to ∼ forms
an abelian group under multiplication with [I][J ] := [IJ ] for all nonzero ideals I and J of R.
This group, denoted Pic(R), is called the Picard group of R or the class group of R, and its
identity is [R], the class of all principal fractional ideals of R. See [1, pages 457–460]; [8,
pages 760–762]; or [9, pages 253–258] for more details.
For every module M over a Dedekind domain R, we define TorR(M) to be the torsion
R-submodule of M . We omit the subscript R if the underlying ring is understood. Indeed,
in this section, we will often omit subscripts referring to rings in notation such as AssR(N),
SuppR(N), surR(M,N), and splRp(Mp, Np) since, in many cases, the underlying ring will be
understood. In particular, we do not consider arbitrary module-finite algebras over Dedekind
domains here.
We now recall the structure theorem for finitely generated modules over Dedekind do-
mains. The various parts of this theorem can be found in [8, pages 771 and 774]. Alterna-
tively, Parts (1), (3), and (4) can be found in [1, page 463] or [9, pages 484–485], and Part (2)
can be deduced from results in [1, page 458] or [9, page 258].
Theorem 2.7.1 ([1, pages 458 and 463]; [8, pages 771 and 774]; [9, pages 258 and 484–485]).
Let M be a finitely generated module over a Dedekind domain R. Then the following hold:
(1) M ∼= Tor(M)⊕M/Tor(M).
(2) Tor(M) is a direct sum of R-modules, each of which has the form R/mi for some
m ∈ Spec(R)− {0} and some positive integer i. This decomposition is unique up to a
permutation of factors.
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(3) There is an alternative decomposition of Tor(M) as (R/I1) ⊕ · · · ⊕ (R/Iu) for some
nonzero proper ideals I1, . . . , Iu of R such that I1 ⊆ · · · ⊆ Iu. This decomposition is
unique.
(4) Suppose that M 6= Tor(M). Then there is a nonzero ideal I of R such that M/Tor(M)
∼= R⊕(r−1) ⊕ I, where r := rank(M). The ideal I is unique up to isomorphism.
Part (2) of the preceding theorem gives the elementary divisor decomposition of Tor(M),
and Part (3) gives the invariant factor decomposition of Tor(M). If M 6= Tor(M), then the
class [I] of the ideal I from Part (4) is called the Steinitz class of M and is denoted by [M ].
See [8, page 773].
We collect a few more properties of Dedekind domains in the following lemma.
Lemma 2.7.2. Let R be a Dedekind domain. Then R satisfies the following properties:
(1) Let I and J be nonzero ideals of R. Then I ⊕ J ∼= R⊕ IJ .
(2) Let I and J be nonzero ideals of R. Then there is a nonzero ideal K of R such that
I ∼= KJ .
(3) Let I be a nonzero ideal of R, and let M be a cyclic torsion R-module. Then there is
a surjective R-linear map from I to M .
(4) Let M be a finitely generated torsion R-module, and let u be a positive integer. Suppose
that µRm(Mm) 6 u for every m ∈ Ass(M). Then µR(M) 6 u.
Proof. (1) See [1, pages 461–462]; [8, page 769]; or [9, page 484].
(2) Since Pic(R) is a group, there is an ideal K of R such that [I] = [K][J ] = [KJ ].
Hence I ∼= KJ .
(3) The result is obvious if M = 0, so suppose that M 6= 0. Then there is a nonzero
proper ideal J of R such that M ∼= R/J . From [8, page 765], we learn that I and J
can be written as I = mv11 · · ·mvuu and J = mw11 · · ·mwuu , where m1, . . . ,mu are distinct
nonzero prime ideals of R and where v1, . . . , vu, w1, . . . , wu are nonnegative integers. Now let
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K := mv1+w11 · · ·mvu+wuu . By results from [8, page 768], we see that mvii /mvi+wii ∼= R/mwii for
every i ∈ {1, . . . , u} and, hence, that I/K ∼= R/J .
(4) This follows from the invariant factor decomposition of Tor(M) in Theorem 2.7.1.
Here is our first main result on Dedekind domains:
Proposition 2.7.3. Let M and N be finitely generated modules over a Dedekind domain R;
let X := Ass(N) − {0}; and let t be a positive integer. Then sur(M,N) > t if and only if
sur(Mm, Nm) > t for every m ∈ X and one of the following conditions holds:
(1) rank(N) = 0.
(2) rank(M) > 1 + t · rank(N).
(3) rank(M) = t · rank(N) > t, and [M ] = [N ]t.
Moreover, if sur(M,N) > t and (3) holds, then we have that sur(Tor(M),Tor(N)) > t and
sur(M,N) = t.
Proof. Let r := rank(M), and let s := rank(N).
Suppose first that sur(M,N) > t. Certainly sur(Mm, Nm) > t for every m ∈ X. Suppose
that neither (1) nor (2) holds. Then r = st > t, and so sur(M,N) = t. Let I, J be
ideals of R that represent [M ], [N ], respectively. Then N⊕t/Tor(N⊕t) ∼= R⊕(st−1) ⊕ J t by
Part (1) of Lemma 2.7.2. Let e be a surjective R-linear map from M to N⊕t. Note that
HomR(Tor(M), R
⊕(st−1) ⊕ J t) = 0. Hence there exist R-linear maps
f : Tor(M) → Tor(N)⊕t ,
g : R⊕(st−1) ⊕ I → Tor(N)⊕t ,
h : R⊕(st−1) ⊕ I → R⊕(st−1) ⊕ J t
60
such that the following matrix represents e:

Tor(M) R⊕(st−1) ⊕ I
Tor(N)⊕t f g
R⊕(st−1) ⊕ J t 0 h
.
Clearly, h is surjective. Since R⊕(st−1) ⊕ I is torsion-free, kerh is torsion-free. Since
rank(kerh) = rank(M) − rank(N⊕t) = 0, we see that kerh = 0. Hence h is an isomor-
phism, and so Theorem 2.7.1 tells us that I ∼= J t. Thus [M ] = [N ]t, proving (3). As a result,
the Snake Lemma tells us that f is surjective. Hence sur(Tor(M),Tor(N)) > t.
Next suppose that sur(Mm, Nm) > t for every m ∈ X. If (1) holds, then clearly it is the
case that sur(M,N) > t.
Suppose then that (1) does not hold but that (2) does hold. Let I, J be ideals of R that
represent [M ], [N ], respectively. By Part (2) of Lemma 2.7.2, there exists a nonzero ideal K
of R such that I ∼= KJ t. By Part (1) of Lemma 2.7.2, we may then write M/Tor(M) as
R⊕(r−1) ⊕ I ∼= R⊕(r−st−1) ⊕K ⊕R(st−1) ⊕ J t.
If X = ∅, then immediately we see that sur(M,N) > t since N⊕t/Tor(N⊕t) ∼= R⊕(st−1)⊕J t
by Part (1) of Lemma 2.7.2. Suppose then that X 6= ∅. Let m ∈ X, and let e(m) be a
surjective R-linear map from Mm to N
⊕t
m . Note that HomR(Tor(Mm), R
⊕st
m ) = 0. Hence there
exist R-linear maps
f(m) : Tor(Mm) → Tor(Nm)⊕t ,
g(m) : R⊕rm → Tor(Nm)⊕t ,
h(m) : R⊕rm → R⊕stm
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such that the following matrix represents e(m):

Tor(Mm) R
⊕r
m
Tor(Nm)
⊕t f(m) g(m)
R⊕stm 0 h(m)
.
Clearly, h(m) is surjective. Since R⊕stm is free over Rm, we see that kerh(m) ∼= R⊕(r−st)m . As
a result, the Snake Lemma tells us that µRm(coker f(m)) 6 r − st. Lift a generating set
of coker f(m) to a subset C (m) of Tor(Nm)⊕t ⊆ Tor(N)⊕t. Let m1, . . . ,mu be the distinct
members of X, and let C be the R-module generated by C (m1) ∪ · · · ∪ C (mu). Then, by
Part (4) of Lemma 2.7.2, we see that µR(C) 6 r − st. Hence, by Part (3) of Lemma 2.7.2,
there is a surjective R-linear map from R⊕(r−st−1)⊕K to C. As a result, there is a surjective
R-linear map from Tor(M)⊕R⊕(r−st−1) ⊕K to im f(m1) + · · ·+ im f(mu) +C = Tor(N)⊕t.
Altogether, then, we find that sur(M,N) > t.
Finally, suppose that (3) holds. If X = ∅, then immediately we see that sur(M,N) = t.
Suppose then that X 6= ∅. Let m ∈ X, and let e(m) be a surjective R-linear map from Mm
to N⊕tm . Note that HomR(Tor(Mm), R
⊕st
m ) = 0. Hence there exist R-linear maps
f(m) : Tor(Mm) → Tor(Nm)⊕t ,
g(m) : R⊕stm → Tor(Nm)⊕t ,
h(m) : R⊕stm → R⊕stm
such that the following matrix represents e(m):

Tor(Mm) R
⊕st
m
Tor(Nm)
⊕t f(m) g(m)
R⊕stm 0 h(m)
.
Clearly, h(m) is surjective. Since R⊕stm is finitely generated over Rm, we see that h(m) is
an isomorphism. As a result, the Snake Lemma tells us that f(m) is surjective. Hence
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sur(Tor(Mm),Tor(Nm)) > t, and so sur(Tor(M),Tor(N)) > t. Moreover, since rank(M) =
rank(N⊕t) and since [M ] = [N ]t, Theorem 2.7.1 and Part (1) of Lemma 2.7.2 tell us that
M/Tor(M) ∼= N⊕t/Tor(N⊕t). Altogether then, sur(M,N) = t.
Using the previous proposition, we can characterize the global surjective capacity of
a finitely generated module M with a respect to a finitely generated module N over a
Dedekind domain R: To see this, let u be a positive integer. Then sur(M,N) = u if and
only if sur(M,N) > u and sur(M,N) < u+ 1. We can apply the previous proposition with
t = u to characterize the statement that sur(M,N) > u, and we can apply the previous
proposition with t = u + 1 to characterize the statement that sur(M,N) < u + 1. We also
have the following corollary:
Corollary 2.7.4. Let M and N be finitely generated modules over a Dedekind domain R,
and let X := Ass(N)−{0}. Then sur(M,N) = 0 if and only if one of the following conditions
holds:
(1) sur(Mm, Nm) = 0 for some m ∈ X.
(2) rank(N) > 1 + rank(M).
(3) rank(M) = rank(N) > 1, and [M ] 6= [N ].
We can give a result analogous to Proposition 2.7.3 for splitting capacities:
Proposition 2.7.5. Let M and N be finitely generated modules over a Dedekind domain R;
let X := Ass(N) − {0}; and let t be a positive integer. Then spl(M,N) > t if and only if
spl(Mm, Nm) > t for every m ∈ X and one of the following conditions holds:
(1) rank(N) = 0.
(2) rank(M) > 1 + t · rank(N).
(3) rank(M) = t · rank(N) > t, and [M ] = [N ]t.
Moreover, if spl(M,N) > t and (3) holds, then spl(Tor(M),Tor(N)) > t, and spl(M,N) = t.
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Proof. Let r := rank(M), and let s := rank(N).
Suppose first that spl(M,N) > t. Certainly spl(Mm, Nm) > t for every m ∈ X. Suppose
that neither (1) nor (2) holds. Then r = st > t, and so spl(M,N) = t. Let I, J be
ideals of R that represent [M ], [N ], respectively. Then, by Theorem 2.7.1 and Part (1) of
Lemma 2.7.2, we see that I ∼= J t, and so [M ] = [N ]t, proving (3). Theorem 2.7.1 also implies
that spl(Tor(M),Tor(N)) > t.
Next suppose that spl(Mm, Nm) > t for every m ∈ X. If (1) holds, then it must be the
case that spl(M,N) > t.
Suppose then that (1) does not hold but that (2) does hold. Let I, J be ideals of R that
represent [M ], [N ], respectively. By Part (2) of Lemma 2.7.2, there exists a nonzero ideal K
of R such that I ∼= KJ t. By Part (1) of Lemma 2.7.2, we may write M/Tor(M) as
R⊕(r−1) ⊕ I ∼= R⊕(r−st−1) ⊕K ⊕R(st−1) ⊕ J t.
Now Theorem 2.7.1 implies that spl(M,N) > t since N⊕t/Tor(N⊕t) ∼= R⊕(st−1) ⊕ J t by
Part (1) of Lemma 2.7.2.
Finally, suppose that (3) holds. Then Theorem 2.7.1 and Part (1) of Lemma 2.7.2
immediately imply that spl(Tor(M),Tor(N)) > t and that spl(M,N) = t.
In light of the previous proposition, we could now characterize global splitting capacities
of finitely generated modules over a Dedekind domain in a manner similar to the case for
global surjective capacities. We omit the details.
To close this section, we mention a few more cases in which we can characterize global
surjective and splitting capacities. We have already covered some of these cases. For exam-
ple, a characterization of an infinite global surjective capacity can be found in Part (2) of
Theorem 1.1.6, and Part (2) of Theorem 1.1.9 offers a characterization of an infinite global
splitting capacity. Under the hypotheses of Part (3) of Theorem 1.1.6, if dim(Y ) = 0, then
surS(M,N) = min{surSm(Mm, Nm) : m ∈ Y }
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since we always have
surS(M,N) 6 inf{surSm(Mm, Nm) : m ∈ Y }.
We can draw an analogous conclusion from Part (3) of Theorem 1.1.9 when dim(Y ) = 0: In
this case,
splS(M,N) = min{splSm(Mm, Nm) : m ∈ Y }.
In particular, if our underlying commutative ring is quasisemilocal (the ring has only finitely
many maximal ideals), then global surjective capacities are completely determined by local
surjective capacities, and we can say the same for splitting capacities.
We now observe that, whenever we have a result concerning surjective or splitting ca-
pacities over finitely many commutative rings R1, . . . , Ru, we have an analogous result for
the direct product R1×· · ·×Ru of these rings. For example, since a commutative Noetherian
hereditary ring is a direct product of finitely many Dedekind domains, we can characterize
global surjective and splitting capacities of finitely generated modules over any commutative
Noetherian hereditary ring, given Propositions 2.7.3 and 2.7.5. In light of our additional re-
sults on global surjective and splitting capacities over commutative quasisemilocal rings, we
can characterize global surjective and splitting capacities over any direct product of finitely
many commutative quasisemilocal rings and Dedekind domains. One historically significant
example of such a direct product is given by Hungerford’s Theorem [19, Theorem 1]: A com-
mutative principal ideal ring (that is, a commutative ring in which every ideal is principal)
is a direct product of finitely many quotients of principal ideal domains. Direct products
thus provide a way to extend some of our results to larger classes of rings.
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CHAPTER 3
CANCELLATION OF HOMOTHETIC MODULES
Our goals in this chapter are to prove our main cancellation theorem (Theorem 1.2.9)
and to illustrate the new information that it provides. We accomplish the first goal in
Section 3.1 and the second goal in Section 3.2.
3.1 Proof of Theorem 1.2.9
Throughout this section, let R be a commutative ring, M an R-module, and N a finitely
presented R-module. We begin with the statement of the following lemma. We defer the
proof of the lemma to the end of this section for the purpose of advancing more quickly
to the proof of the main cancellation theorem. The following result extends the Splitting
Lemma (Lemma 2.6.5).
Lemma 3.1.1 (Cancellation Lemma). Let n be an integer with n > 2, and let X be a
subspace of SuppR(N) that is a basic set for R. Suppose that Np is homothetic over Rp
for every p ∈ X such that dimX(p) > 1. Let f := (f1, . . . , fn)> ∈ HomR(M,N⊕n), and
suppose that f is (1, X,X)-split. Then there exist f ′1, . . . , f
′
n−1 ∈ Rf1 + · · · + Rfn such
that f ′ := (f ′1, . . . , f
′
n−1)
> is (1, X,X)-split. Moreover, for every a ∈ R such that (a, f1) ∈
HomR(N ⊕M,N) is (1, X,X)-split, we can arrange for f ′1 to be in f1 + a(Rf1 + · · ·+Rfn)
so that (a, f ′1) is also (1, X,X)-split.
This lemma immediately implies the following theorem, which complements [7, The-
orems 3.9 and 4.5] and establishes a criterion for determining when a given coset of
HomR(M,N) contains a map that is split surjective over R.
Theorem 3.1.2. Let L be an R-submodule of M ; let F be a finitely generated R-submodule
of HomR(L,N); and let G be an R-submodule of HomR(M,N). Suppose that every member
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of F can be extended to a member of G. Let X be a subspace of SuppR(N) that is a basic
set for R, and suppose that dim(X) <∞. Suppose that Np is homothetic over Rp for every
p ∈ X such that dimX(p) > 1. Suppose also that δp(F ) > 1 + dimX(p) for every p ∈ X. Let
a ∈ R and f1 ∈ F such that (a, f1) ∈ HomR(N ⊕ L,N) is (1, X,X)-split. Then there exists
g ∈ G such that gp is split surjective over Rp for every p ∈ X and such that g|L ∈ f1 + aF .
If Max(R) ∩ SuppR(N) ⊆ X, then g is split surjective over R.
Proof. Lemma 3.1.1 can be used to prove the first claim; the proof is similar to the proof of
Theorem 2.1.15. The second claim follows from the fact that, since N is finitely presented
over R, the map g is split surjective if and only if gm is split surjective for every m ∈
Max(R) ∩ SuppR(N).
Theorem 3.1.2, in turn, immediately yields the following cancellation result.
Theorem 3.1.3. Suppose that X := j-Spec(R)∩SuppR(N) is Noetherian with dim(X) <∞.
Suppose also that Np is homothetic over Rp for every p ∈ X such that dimX(p) > 1. Let F
be a finitely generated R-submodule of HomR(M,N), and suppose that δp(F ) > 1 + dimX(p)
for every p ∈ X. Let L be an R-module, and suppose that there exist a ∈ R and f1 ∈ F for
which
θ0 :=
a f1
∗ ∗
 ∈ HomR(N ⊕M,N ⊕ L)
is an isomorphism. Then L ∼= M .
Proof. Note that (a, f1) ∈ HomR(N ⊕M,N) is (1, X,X)-split. Let {f1, . . . , fn} be a gener-
ating set for F over R. By Theorem 3.1.2, there exists f0 ∈ F for which f := f1 + af0 is
split surjective. Accordingly, let
θ1 :=
1N f0
0 1M
 ∈ AutR(N ⊕M),
and note that (a, f1) ◦ θ1 = (a, f). Since f is split surjective, there exists g ∈ HomR(N,M)
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for which f ◦ g = 1N . Accordingly, let
θ2 :=
 1N 0
g − ag 1M
 ∈ AutR(N ⊕M),
and note that (a, f1) ◦ θ1 ◦ θ2 = (1N , f). Next, let
θ3 :=
1N −f
0 1M
 ∈ AutR(N ⊕M),
and note that (a, f1) ◦ θ1 ◦ θ2 ◦ θ3 = (1N , 0). Now let
θ := θ0 ◦ θ1 ◦ θ2 ◦ θ3 =
1N 0
∗ ∗
 ∈ HomR(N ⊕M,N ⊕ L),
and note that θ is an isomorphism. By the Five Lemma, L ∼= M .
With the help of the previous theorem and Lemmas 2.6.8 and 2.6.9, we can prove the
following generalization of our main cancellation theorem (Theorem 1.2.9):
Theorem 3.1.4. Suppose that Y := Max(R) ∩ SuppR(N) is Noetherian with dim(Y ) <∞,
and suppose that N is homothetic over R. Suppose also that one of the following conditions
holds:
(1) M is a direct summand of a direct sum of finitely presented R-modules such that
splRm(Mm, Nm) > 1 + dim(Y ) for every m ∈ Y .
(2) R is Noetherian; M is finitely generated over R; and splRp(Mp, Np) > 1 + dimX(p) for
every p ∈ X := j-Spec(R) ∩ SuppR(N).
(3) There exists an R-submodule F of HomR(M,N) such that δm(F ) > 1 + dim(Y ) for
every m ∈ Y .
Let K be a direct summand of a direct sum of finitely many copies of N , and let L be an
R-module for which K ⊕ L ∼= K ⊕M . Then L ∼= M .
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Proof. There exist an R-module K ′ and a positive integer i for which K ′⊕K ∼= N⊕i. Hence
N⊕i⊕L ∼= N⊕i⊕M , and so, by induction on i, we may assume that N ⊕L ∼= N ⊕M . Now,
using the fact that N is homothetic, we see that there exist a ∈ R and f1 ∈ HomR(M,N)
for which
θ0 :=
a f1
∗ ∗
 ∈ HomR(N ⊕M,N ⊕ L)
is an isomorphism. Since N is homothetic, N is locally homothetic. Since Y is Noetherian
with dim(Y ) < ∞, we see that X is Noetherian and that dim(X) = dim(Y ) < ∞ by [32,
Proposition 1]. Hence, in light of Theorem 3.1.3, it suffices to prove that Conditions (1), (2),
and (3) all imply the following condition:
(4) There exists a finitely generated R-submodule F ′ of HomR(M,N) such that f1 ∈ F ′
and such that δp(F
′) > 1 + dimX(p) for every p ∈ X.
Indeed, if Condition (1) holds, then Lemma 2.6.8 implies Condition (4); if Condition (2)
holds, then we may take F ′ = HomR(M,N) to satisfy Condition (4); and, if Condition (3)
holds, then Lemma 2.6.9 implies Condition (4).
We now begin the task of proving the Cancellation Lemma (Lemma 3.1.1) stated at
the beginning of this section. To prove the Cancellation Lemma, we must first extend
Lemmas 2.6.15 and 2.6.16.
Lemma 3.1.5. Assume the hypotheses of the Cancellation Lemma, and choose a ∈ R such
that the map (a, f1) is (1, X,X)-split. Define Λ as in Lemma 2.6.11 with respect to F :=
Rf1 + · · · + Rfn and X so that, for every p ∈ X − Λ, there exists q ∈ Λ for which q ( p
and δq(F ) = δp(F ). Let m ∈ Λ∩Max(R). Then there exists a number Lm ∈ {1, . . . , n} such
that, for all s1, . . . , sn ∈ R − m, there exist rm,1, . . . , rm,n−1 ∈ R such that, for every n × n
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matrix V with entries in R, if
V ≡

1 0 · · · 0 rm,1
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 1 rm,n−1
0 · · · · · · 0 1

PLm

s1 0 · · · 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn

(mod m),
then the first n − 1 components of V f := (g1, . . . , gn)> form a map (g1, . . . , gn−1)> that is
(1, X,m)-split. Moreover, we can arrange for rm,1 to be in aR.
Proof. Since X is understood and since it is understood that we are taking t = 1, we can
use the term m-split without the risk of confusion.
The first claim of the lemma is a special case of Lemma 2.6.15. For the second claim,
we may begin as in the proof of Lemma 2.4.2 and proceed up to the point where we assume
that f ′ is not m-surjective. Of course, here we will assume that f ′ is simply not m-split. We
will show that a 6∈ m. Suppose the contrary. Since (a, f1) is m-split, we see that (f1)m is split
surjective over Rm. Hence f
′ is m-split, a contradiction. Thus a 6∈ m. Now, mimicking the
proof of Lemma 2.4.2 once more, we may arrange for rm,1 to be in aR, and we may choose
rm,2, . . . , rm,n−1 just as before.
Lemma 3.1.6. Assume the hypotheses of the Cancellation Lemma, and choose a ∈ R such
that the map (a, f1) is (1, X,X)-split. Define Λ as in Lemma 2.6.11 with respect to F :=
Rf1 + · · ·+Rfn and X so that, for every p ∈ X −Λ, there exists q ∈ Λ for which q ( p and
δq(F ) = δp(F ). There exists a matrix V ∈ GL(n,R) such that the first n − 1 components
of V f := (g1, . . . , gn)
> form a map (g1, . . . , gn−1)> that is (1, X,m)-split for every m ∈
Λ ∩Max(R). Moreover, we can arrange for g1 to be in f1 + aF .
Proof. As in the proof of Lemma 3.1.5, since t = 1 and since X is understood, the term
m-split is unambiguous for a fixed choice of m ∈ Λ ∩Max(R).
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The first claim of the present lemma is but a particular instance of Lemma 2.6.16, so it
remains only to prove the second claim. For every m ∈ Λ∩Max(R), choose Lm ∈ {1, . . . , n}
so that it satisfies the conclusion of Lemma 3.1.5.
For every i ∈ {1, . . . , n}, let
Λi = {m ∈ Λ ∩Max(R) : Lm = i}.
Then Λ1, . . . ,Λn are finite, pairwise disjoint subsets of Max(R). We would like to show that
a ∈ R−
⋃
m∈Λ1
m.
Suppose not. Let n ∈ Λ1 such that a ∈ n. Working under the hypotheses given, define all
objects in Definition 2.3.6 with p = n and with A as the n× n identity matrix. Since a ∈ n
and since (a, f1) is n-split, we see that (f1)n is split surjective over Rn. Hence f
′ is n-split.
On the other hand, since Ln = 1, the definition of Ln in Lemma 2.6.15, which mirrors the
definition of Ln in Lemma 2.4.2, tells us that f ′ is not n-split, a contradiction. So a avoids
every member of Λ1.
Now, by Lemma 2.4.4, there exist a matrix Q ∈ GL(n,R); elements
s1, . . . , sn ∈ R−
⋃
m∈Λ1∪···∪Λn
m;
and b ∈ R such that, for every i ∈ {1, . . . , n} and for every m ∈ Λi, we have that
Q ≡ Pi

s1 0 · · · 0 0
0
. . . . . .
...
...
...
. . . . . . 0
...
0 · · · 0 sn−1 0
0 · · · · · · 0 sn

(mod m)
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and such that the first row of Q has the form
(
1− ab 0 · · · 0 ab
)
.
Let rm,1, . . . , rm,n−1 ∈ R so that they satisfy the conclusion of Lemma 3.1.5 relative to Ln
and s1, . . . , sn, with rm,1 ∈ aR. Define U as in the proof of Lemma 2.4.6 so that V := UQ
satisfies the first claim in the present lemma. The fact that the first component of V f is in
f1 + aF can be verified by direct computation.
We show in Section 2.6 that, to prove the Splitting Lemma, it suffices to find a matrix
V ∈ GL(n,R) such that the first n − 1 components of V f := (g1, . . . , gn)> form a map
(g1, . . . , gn−1)> that is (t,X,Λ)-split, for Lemma 2.6.14 will then finish the proof. Proving
the Cancellation Lemma, however, requires more care: For every a ∈ R such that the map
(a, f1) in HomR(N ⊕M,N) is (1, X,X)-split, we must also show that we can arrange for g1
to be in f1 + aF . For the latter task, we need two lemmas, comparable to [7, Lemmas 4.6
and 4.7], that will help us deal with the members p ∈ X for which dimX(p) > 1. For such a
prime p, if Np is homothetic over Rp, Lemma 3.1.8 gives a case in which we can determine
δp(J) for a distinguished R-submodule J of F . This fact explains the homothetic assumption
in the Cancellation Lemma. We can prove Lemma 3.1.8 easily once we establish the following
result. We denote the length of an R-module D by λR(D).
Lemma 3.1.7. Let R be a commutative ring with a unique maximal ideal m; let M be an
R-module; and let N be a nonzero, finitely presented, homothetic R-module. Let F be a
finitely generated R-submodule of HomR(M,N), and let I(F ) denote the set of all f ∈ F
such that im(f ◦ e) ⊆ Nm for every e ∈ HomR(N,M). Then I(F ) is an R-submodule of F ,
and
δ(F ) = λR
(
F
I(F )
)
.
Proof. The first claim is routine to prove. It remains, then, to prove the second claim. Let
d := δ(F ). Since N 6= 0 and since F is finitely generated over R, Remark 2.6.2 tells us
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that d < ∞. Now, there exist R-submodules K and L of M such that K ∼= N⊕d and such
that M = K ⊕ L. Moreover, there exist an R-submodule G of F and an R-submodule H
of HomR(M,N) such that G ∼= HomR(K,N), such that H ∼= HomR(L,N), and such that
HomR(M,N) = G⊕H.
We will prove that I(F ) = mG ⊕ (H ∩ F ). Clearly mG ⊆ I(F ). Let f ∈ H ∩ F , and
suppose that f 6∈ I(F ). Then there exists e ∈ HomR(N,M) such that im(f ◦ e) 6⊆ Nm.
Since N is homothetic, f ◦ e is then an isomorphism, and so f is split surjective. Hence
δ(F ) > d + 1, a contradiction. Thus f ∈ I(F ), and so mG ⊕ (H ∩ F ) ⊆ I(F ). Now
let f ′ ∈ I(F ). Since HomR(M,N) = G ⊕ H, there exist g ∈ G and h ∈ H such that
f ′ = g + h. Since h = f ′ − g ∈ I(F ) + G ⊆ F , we see that h ∈ H ∩ F . Suppose
that g 6∈ mG. Then, since N is homothetic, g is split surjective. As a result, there exists
e′ ∈ HomR(N,M) such that im(g ◦ e′) = N . On the other hand, since h ∈ H ∩ F ⊆ I(F ),
we see that im(g ◦ e′) = im((f ′ − h) ◦ e′) ⊆ Nm, a contradiction. Hence g ∈ mG, and so
I(F ) ⊆ mG⊕ (H ∩ F ).
Now, since EndR(N) is nonzero cyclic and since F = (G⊕H) ∩ F = G⊕ (H ∩ F ), we
see that
δ(F ) = λR
(
G⊕ (H ∩ F )
mG⊕ (H ∩ F )
)
= λR
(
F
I(F )
)
.
Lemma 3.1.8. Let R be a commutative ring with a unique maximal ideal m; let M be an R-
module; and let N be a nonzero, finitely presented, homothetic R-module. Let F be a finitely
generated R-submodule of HomR(M,N), and let f ∈ F . Suppose that f is split surjective
with section e, where e ∈ HomR(N,M). Let J := {h − (h ◦ e ◦ f) : h ∈ F}. Then J is an
R-submodule of F , and δ(J) = δ(F )− 1.
Proof. Once again, the first claim is easy to prove, so we prove only the second claim here.
Let K = im(e), and let L := {x−(e◦f)(x) : x ∈M} so that L is an R-submodule of M with
M = K ⊕ L. Let G = Rf ∼= HomR(K,N) ∼= EndR(N), and let H := {h − (h ◦ e ◦ f) : h ∈
HomR(M,N)} so that H is an R-submodule of HomR(M,N) with HomR(M,N) = G ⊕H
and J = H ∩ F . Define I(F ) as in Lemma 3.1.7, and define I(G) and I(J) similarly. Since
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F = (G⊕H) ∩ F = G⊕ (H ∩ F ) = G⊕ J , we see that I(F ) = I(G)⊕ I(J). Hence we get
the following split short exact sequence:
0 −→ G
I(G)
−→ F
I(F )
−→ J
I(J)
−→ 0.
Since F = G⊕ J is finitely generated, J is finitely generated. Also, I(G) = mG. Hence, by
Lemma 3.1.7 and by the fact that G is nonzero cyclic,
δ(J) = λR
(
J
I(J)
)
= λR
(
F
I(F )
)
− λR
(
G
mG
)
= δ(F )− 1.
We are now ready to prove the Cancellation Lemma.
Proof of the Cancellation Lemma. Define Λ as in Lemma 2.6.11 with respect to F := Rf1 +
· · · + Rfn and X. We remind the reader that Λ is a finite subset of X such that, for every
p ∈ X − Λ, there exists q ∈ Λ for which q ( p and δq(F ) = δp(F ). Since X is understood
and since it is understood that we are taking t = 1, we can use the terms p-split and Y -split
for any p ∈ X and for any Y ⊆ X without the risk of confusion.
Let a ∈ R such that (a, f1) is m-split. We may begin as in the proof of the Splitting
Lemma, making small changes involving the element a of R as necessary. For example, we
now want r1 to be in aJ rather than simply in J . Here, Lemma 3.1.6 covers the base case
of the induction on `. We may proceed until we find that we must distinguish two cases
involving the index jd. Just as in the proof of the Surjective Lemma, the case in which
jd = n reduces to the case in which jd 6 n − 1. Since this reduction does not rely on any
of the extra conditions in the Cancellation Lemma, we simply deal with the case in which
jd 6 n− 1 here.
We begin this case as in the Surjective Lemma, again accounting for a as needed. After
setting up the induction on the index i, we treat the cases i = 1 and i > 2 separately.
First suppose that i = 1. Within this case, we will deal with the subcases a ∈ q and
a 6∈ q separately.
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First suppose that a ∈ q. Since (a, f ′1) is q-split, (f ′1)q is split surjective. If dimX(q) = 0,
then f ′ is q-split, a contradiction. Hence, dimX(q) > 1, and so Nq is homothetic over Rq by
hypothesis. Now, by Lemma 3.1.8, we may assume that j1 = 1 and that b1,2 = · · · = b1,n = 0.
As a result, we may take rj1 = 0.
Now suppose that a 6∈ q. Let I1 denote the ideal (saJ + q)/q of R/q. Let
S1 :=
{
σ ∈ κ(q) : rank (Ω1 + σΩ ′1) 6 dν − 1} .
As in the proof of the Surjective Lemma, we can show that there is ρ1 ∈ I1−S1. Select an
element rj1 in aJ for which srj1 = ρ1. Then rank
(
Ω1 + srj1Ω
′
1
)
= dν, as desired.
Now, starting with the case in which i > 2, we may continue as in the proof of the
Surjective Lemma.
In the next section, we give some examples illustrating the content of our cancellation
theorems.
3.2 Cancellation examples
In Section 1.2, we discuss three cancellation theorems in addition to our own: Evans’s
Cancellation Theorem (Theorem 1.2.2) states that a module whose endomorphism ring has
stable rank one can always be cancelled. Bass’s Cancellation Theorem (Theorem 1.2.3)
and the De Stefani–Polstra–Yao Cancellation Theorem (Theorem 1.2.4) give criteria for
when a finitely generated projective module can be cancelled. In Section 3.1, we extend
the theorems of Bass and De–Stefani–Polstra–Yao by delineating conditions under which a
finitely presented homothetic module can be cancelled. An easy induction then allows us to
cancel a direct summand of a direct sum of finitely many copies of such a module as well.
At the end of Section 1.2, we give a cancellation example that can be proved by our main
cancellation theorem but not by Evans, Bass, or De Stefani–Polstra–Yao. In this section, we
would like to mention a few more cancellation theorems and supply cancellation examples
that are also not covered by these theorems.
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Although we have made it clear that our cancellation theorems apply to some nonpro-
jective modules, we would like to highlight three cancellation theorems concerning projec-
tive modules here, mostly to deliver the point that projective modules have cancellation
properties beyond the ones proved by Bass and De Stefani–Polstra–Yao. Eisenbud and
Evans [10, page 302], for example, show that, if R is a commutative ring with a finite-
dimensional Noetherian j-spectrum and S is a module-finite R-algebra, then a finitely gen-
erated right S-module K of finite projective dimension can be cancelled from the isomor-
phism K ⊕ L ∼= K ⊕M if L and M are finitely generated projective right S-modules and
rank(M) > 1+dim(j-Spec(R)). Kaplansky [10, page 302] shows that, if every finitely gener-
ated ideal of a commutative ring R is projective (R is semihereditary) and K is a projective
R-module, then, for all R-modules L and M , the isomorphism K⊕L ∼= K⊕M implies that
L ∼= M . Murthy and Swan [23, Theorem 1] show that, if R is an affine algebra of dimension
at most two over an algebraically closed field and if K, L, and M are finitely generated
projective R-modules, then K ⊕ L ∼= K ⊕M implies that L ∼= M . There are many other
cancellation results on projective modules, but these three give a good survey of the most
common types: There are those that extend Bass’s topological approach, those that appeal
to the special arithmetic properties of certain integral domains, and those that rely on the
geometry of vector bundles.
Given the wealth of cancellation results on finitely generated projective modules, it
is natural to consider what statements might be available for finitely generated torsion-
free modules. In the one-dimensional case, a number of results exploit the cancellation
properties of finitely generated modules over Dedekind domains to yield results for re-
duced one-dimensional Noetherian rings with module-finite normalizations. Articles by Wie-
gand [36] [37] and Hassler and Wiegand [16] prove general results in this direction as well
as special results for certain quadratic orders, integral group rings, and affine curves over
algebraically closed fields. Levy and Wiegand [22, Theorem 6.2] prove a cancellation theo-
rem for modules over a Bass ring, that is, a reduced commutative ring whose ideals are all
two-generated and whose normalization is module-finite. In particular, Levy and Wiegand
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show that, if R is a Bass ring, K is a finitely generated projective R-module, and L and M
are finitely generated torsion-free R-modules such that K ⊕ L ∼= K ⊕M , then L ∼= M .
There are also results on finitely generated torsion-free modules over rings of dimen-
sion two. Chase [5, Theorem 3.6] shows that, if R = k[x, y], where k is a field, and L and M
are finitely generated torsion-free R-modules such that K ⊕ L ∼= K ⊕M for some finitely
generated R-module K, then R ⊕ L ∼= R ⊕M in particular. If, moreover, k is algebraically
closed of characteristic zero, Chase shows that L ∼= M . Wiegand [36, Theorem 1.2] extends
the last result to the case in which R is any regular affine domain of dimension two over an
algebraically closed field of characteristic zero.
In addition, there are results that do not rely on the dimension of the underlying ring.
A result of Kaplansky [10, page 302] states that, if R is any commutative ring and M is an
ideal of R, then, for every R-module L, the isomorphism R⊕L ∼= R⊕M implies that L ∼= M .
Vasconcelos [33] proves that, if R is a Noetherian normal domain, then K ⊕ L ∼= K ⊕M
implies that L ∼= M if K is a finitely generated R-module and L and M are ideals of R.
We would like to mention one final cancellation theorem that exists in a category of its
own:
Theorem 3.2.1 (Warfield [35, Theorems 1.2 and 1.6]). Let S be a (possibly noncommutative)
ring, and let K, L, and M be right S-modules such that splS(M,K) > sr(EndS(K)) and
K ⊕ L ∼= K ⊕M . Then L ∼= M .
The breathtaking generality of this theorem cannot be understated. To illustrate the
scope of this result, we first recall Bass’s Stable Range Theorem, which gives an upper bound
on the stable rank of a certain type of ring. We use the term stable range instead of stable
rank in the name of this theorem to observe tradition: In Bass’s original terminology [3,
page 14], a stable range for GL(S) referred to an upwards-closed set of positive integers
{n, n + 1, n + 2, . . .} satisfying a certain property. In modern terminology, we can describe
this property simply by saying that sr(S) 6 n. Bass would then say that n defines a stable
range for GL(S). Hence, the stable rank of S is the least integer that defines a stable range
for GL(S).
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Theorem 3.2.2 (Bass’s Stable Range Theorem [3, Theorem 11.1]). Let S be a module-finite
algebra over a commutative ring with a Noetherian j-spectrum of finite dimension d. Then
sr(S) 6 1 + d.
This fact about stable rank allows us to compare Warfield’s Cancellation Theorem more
easily with our main cancellation theorem. For this, we consider the special case in which
R = S = EndS(K) is a commutative ring with a Noetherian j-spectrum of finite dimension d
and stable rank 1+d. (For example, by a result of Vasershtein [34, Theorem 8], we may take
R := k[x1, . . . , xd], where k is a subfield of the field R of all real numbers.) Now, assuming
the conditions in Warfield’s Cancellation Theorem, we note that our cancellation theorem is
inconclusive: Here, it could be the case that K is not finitely presented.
Nevertheless, there are many cases in which our main cancellation theorem reveals new
information relative to Warfield’s Cancellation Theorem—and relative to the other cancel-
lation theorems that we have mentioned as well. We begin with the following generalization
of Example 1.2.10.
Example 3.2.3. Let R be an affine domain of dimension d > 3 over a field k. Suppose that
R satisfies the (S2) property ; in other words, suppose that I contains a regular sequence of
length two for every proper ideal I of R of dimension at most d− 2. (For example, we may
suppose that R is an affine domain of dimension at least three that is normal or Cohen–
Macaulay.) Let K = N be a proper ideal of R such that dim(R/N) 6 min{d, sr(R)} − 2.
Let M := N⊕t ⊕ R⊕u, where t, u are integers such that 1 + dim(R/N) 6 t 6 sr(R)− 1 and
u > 1 + d− t. Then, for every R-module L such that K ⊕ L ∼= K ⊕M , we have L ∼= M .
More generally, we may take M := N⊕t ⊕ I1 ⊕ · · · ⊕ Iu, where I1, . . . , Iu are ideals of R
such that there exists q ∈ Var(N) with q ( √Ii for every i ∈ {1, . . . , u}.
Remark 3.2.4. Note that, since sr(R) > 2 by Estes–Heinzer–Ohm [11, page 361], there always
exists an ideal N of R such that dim(R/N) 6 min{d, sr(R)} − 2: For example, N could be
any zero-dimensional ideal of R. Also note that, by Vasershtein [34, Theorem 8], if k is a
subfield of the field R of all real numbers, then sr(R) = 1 + d, and so we can take N to be
any proper ideal of R of dimension at most d− 2 in this case.
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Proof of Example 3.2.3. Since R is an affine domain, we see that N is finitely presented and
that X := j-Spec(R) ∩ SuppR(N) = Spec(R) is Noetherian and finite-dimensional. Since
R is (S2) and dim(R/N) 6 d − 2, we see that N contains a regular sequence of length two
and, hence, is homothetic. Also, it is clear that M is finitely generated over R. The fact
that splRp(Mp, Np) > 1 + dim(R/p) for every p ∈ X follows directly from the choices of the
integers t, u and the ideals I1, . . . , Iu of R. By our main cancellation theorem, then, we are
done.
Certainly, this example is not covered by any of the theorems that we have mentioned
concerning projective modules, nor is it covered by any theorems concerning rings of di-
mension one or two. Also, neither L nor M is an ideal of R, and so neither Kaplansky
nor Vasconcelos applies. It remains to show that Warfield’s Cancellation Theorem does not
apply.
For this, it suffices to show that splR(M,N) = t since t 6 sr(R) − 1 by definition. Of
course, splR(M,N) > t. Suppose, by way of contradiction, that M = N⊕(t+1) ⊕G for some
R-module G. Since rank(M) = t + u, we see that rank(G) = u − 1. By assumption, there
exists q ∈ Var(N) with q ( √Ii for every i ∈ {1, . . . , u}. Since dim(R/N) 6 d− 2, the Krull
Principal Ideal Theorem tells us that µRq(Nq) > 2. Double-counting µRq(Mq) then yields
t · µRq(Nq) + u = µRq(N⊕tq ⊕R⊕uq ) = µRq(N⊕(t+1)q ⊕Gq) = (t+ 1) · µRq(Nq) + µRq(Gq)
so that µRq(Gq) = u− µRq(Nq) 6 u− 2. Now
u− 1 = rank(G) 6 µRq(Gq) 6 u− 2,
a contradiction. Thus splR(M,N) = t 6 sr(R)− 1, and so Warfield’s Cancellation Theorem
does not apply to this example.
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If R := k[x1, . . . , xd] for a field k and an integer d > 3, then we can also form a statement
about the nonprincipal ideals of dimension d − 1 whose nonprincipal minimal primes have
sufficiently small dimension.
Example 3.2.5. Let R := k[x1, . . . , xd], where k is a field and d is an integer with d > 3.
Let K = N be a nonprincipal ideal of R of dimension d− 1 such that
s := max{1 + dim(R/p) : p ∈ Min(N), dim(R/p) 6 d− 2} 6 sr(R)− 1,
where Min(N) denotes the set of minimal members of Var(N). Let M := N⊕t⊕R⊕u, where
t, u are integers such that s 6 t 6 sr(R)− 1 and u > 1 + d− t. Then, for every R-module L
such that K ⊕ L ∼= K ⊕M , we have L ∼= M .
Proof. The only condition in our main cancellation theorem that perhaps needs verification
is the one on local splitting capacities. To this end, we must note that, for every p ∈ X :=
Spec(R), it is the case that Np ∼= Rp if and only if every member of Min(N) contained in p
has dimension d− 1. This follows from the fact that Rp is a Noetherian unique factorization
domain for every p ∈ X. Now, Mp ∼= R⊕(t+u)p ∼= N⊕(t+u)p for every p ∈ X such that every
member of Min(N) contained in p has dimension d− 1, and of course t + u > 1 + d by our
choice of u. On the other hand, for every p ∈ X such that p contains a member of Min(N) of
dimension at most d−2, it is the case that Mp ∼= N⊕tp ⊕R⊕up with t > s > 1+dim(R/p).
Again, we may not apply any of the older cancellation theorems that we have mentioned.
To show, in particular, that Warfield’s Cancellation Theorem does not apply, we may argue
mostly as before; however, since we now cannot use the Krull Principal Ideal Theorem, we
may use the fact that N is nonprojective to ensure that there exists q ∈ Var(N) such that
µRq(Nq) > 2.
Our main cancellation theorem reveals a cancellation property of another type of (d−1)-
dimensional ideal, namely, a canonical ideal of a reduced non-Gorenstein Cohen–Macaulay
affine ring. We study an ideal of this type in the next example.
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Example 3.2.6. Let d, n be integers with 2 6 d 6 n−2, and let R := k[x1, . . . , xn]/I, where
k is a subfield of R and I is the ideal of k[x1, . . . , xn] generated by all squarefree monomials
of degree d+ 1. (Here, R is called the d-dimensional squarefree Veronese ring in n variables
over k.) Let N be a canonical ideal of R, and let M := N⊕d ⊕ R⊕u, where u is a positive
integer. Then, for every R-module L such that K ⊕ L ∼= K ⊕M , we have L ∼= M .
This example relies on the fact that the affine ring R described therein is in fact reduced
and Cohen–Macaulay. To show that R is reduced, we may simply point to the fact that I
is the intersection of all prime ideals of k[x1, . . . , xn] generated by n − d variables. Since
each of these prime ideals has dimension d in k[x1, . . . , xn], the intersection of all of these
prime ideals must form the unique minimal primary decomposition of I. To show that R
is Cohen–Macaulay, we may show that R is a Stanley–Reisner ring of a shellable simplicial
complex ∆ [4, Theorem 5.1.13]. We direct the reader to [4, Section 5.1] for an introduction
to the algebra of simplicial complexes and simply note here that ∆ is pure of dimension d−1
and that ordering the facets of ∆ lexicographically produces a shelling.
Now that we have verified thatR is a reduced Cohen–Macaulay affine ring, we can appeal
to [4, Proposition 3.3.18] to conclude that R has an ideal N that is a canonical module. To
show that N is not projective, we may show that R is not Gorenstein. For this, we use the
h-vector (h0, . . . , hd) of ∆, which is defined in [4, page 205]. Formulas for h0, . . . , hd in terms
of the facets of ∆ are given in [4, Lemma 5.1.8]. From these formulas, we find that h0 =
1 6= (n−1
d
)
= hd, which shows that ∆ is not an Euler complex [4, Theorem 5.4.2]. Combining
this observation with the fact that ∆ is its own core, we may apply [4, Theorem 5.5.2] to
conclude that R is not Gorenstein.
Given that R is a reduced non-Gorenstein Cohen–Macaulay affine ring, we can appeal
to [4, Proposition 3.3.18] to find that N has dimension d − 1 in R. Since it is clear that
splRp(Mp, Np) > d > 1 + dim(R/p) for every nonminimal prime ideal p of R, proving Exam-
ple 3.2.6 now simply amounts to verifying that Mp ∼= N⊕(t+u)p ∼= R⊕(t+u)p for every minimal
prime p of R. The last statement follows from the fact that N has dimension d− 1 in R.
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It should now be clear that none of the older cancellation theorems we have mentioned
apply to this example. For instance, to show that Warfield’s Cancellation Theorem does
not apply, we must prove that splR(M,N) 6 sr(R) − 1. For this, we can use a rank-based
argument as before, noting that there exists q ∈ Var(N) such that µRq(Nq) > 2 since N is
nonprojective. This will show that splR(M,N) = d. It remains to show that sr(R) = 1 + d.
For this, we note that, for every minimal prime p of R, the ring R/p is isomorphic to a
polynomial ring over k in d variables. Such a ring has stable rank 1 + d by Vasershtein [34,
Theorem 8]. Next we note that sr(R/p) 6 sr(R); this follows from [21, Proposition 1.5(1)].
Now, using Bass’s Stable Range Theorem, we find that sr(R) 6 1 + d. Combining our
observations, we find that 1 + d = sr(R/p) 6 sr(R) 6 1 + d so that sr(R) = 1 + d. Hence
splR(M,N) = d = sr(R)− 1.
For a final comment on this example, we would like to mention that R is not normal and
that R is not a domain: Since the underlying field is perfect and since every minimal prime
of I in k[x1, . . . , xn] has dimension d, we can use the Jacobian criterion [9, Corollary 16.20]
to show that R contains a (d − 1)-dimensional prime ideal p such that Rp is not regular.
This demonstrates that R is not normal. To show that R is not a domain, we simply remark
that R has more than one minimal prime; in fact, |Min(R)| = ( n
n−d
)
.
Surely there are many more examples of cancellation. We invite the reader to consider,
for instance, how the examples above might be generalized or adapted to accommodate a
non-Noetherian domain with finite-dimensional Noetherian maximal spectrum and stable
rank greater than one. The difficulty in producing an interesting example of this type is
not in finding such a ring: For every positive integer d, Heinzer furnishes a non-Noetherian
Jacobson Be´zout domain B with a d-dimensional Noetherian prime spectrum [17]. Since B
has stable rank one, we may take our ring to be B[x]: By Gabel [13], the ring B[x] has stable
rank at least two. Now, since B is not Noetherian, B[x] is also not Noetherian. Since B has
finite dimension, so does B[x]. By a result of Ohm and Pendleton [25, Theorem 2.5], since
B has a Noetherian spectrum, so does B[x]. The ring B[x], which we will now call R, also
has a finitely presented nonprojective homothetic ideal N : We may take N to be Rx+ Rb,
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where b is a nonzero nonunit of B, since x, b is a regular sequence of length two in R. The
issue would then be to construct, for instance, a finitely presented R-module M such that
splR(M,N) 6 sr(R)− 1 and such that 1 + dim(R) 6 splRm(Mm, Nm) for every m ∈ Max(R).
We have not been able to accomplish this.
There is also the question of whether our main cancellation theorem can be extended to
module-finite algebras over commutative rings with finite-dimensional Noetherian maximal
spectra. For this, we encourage the reader to consider what an appropriate generalization of a
homothetic module might be over a noncommutative ring, given that right-multiplication by
an element of a noncommutative ring is not necessarily a linear endomorphism of a module.
We would like to close with the following conjectures, the first two of which remove the
conditions on residue fields and generating sets from Corollaries 2.5.1 and 2.6.17:
Conjecture 3.2.7. Assume the hypotheses of the Surjective Lemma. Then there exist
r1, . . . , rn−1 ∈ R such that (f1 + r1fn, . . . , fn−1 + rn−1fn)> is (t,X,X)-surjective.
Conjecture 3.2.8. Assume the hypotheses of the Splitting Lemma. Then there exist
r1, . . . , rn−1 ∈ R such that (f1 + r1fn, . . . , fn−1 + rn−1fn)> is (t,X,X)-split.
Conjecture 3.2.9. Assume the hypotheses of the Cancellation Lemma. Let a ∈ R such that
(a, f1) ∈ HomR(N ⊕M,N) is (1, X,X)-split. Then there exist r1, . . . , rn−1 ∈ R such that
(f1 + r1fn, f2 + r2fn, . . . , fn−1 + rn−1fn)> is (1, X,X)-split. Moreover, we can arrange for r1
to be in aR.
These conjectures hold under the hypotheses of Bass in [3] and under the hypotheses of
De Stefani–Polstra–Yao in [7]. Accordingly, these conjectures, if proved, would establish more
faithful generalizations of older work while confirming our suspicions that the permutation
techniques from Sections 2.4, 2.6, and 3.1 can be avoided.
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