Stereoscopic Loadspace Recognition and Fill Level Detection using Chaffed Bulk freight as the Example by Graefe, Fabian
Stereoskopische Ladefla¨chenerkennung
und Fu¨llstandsmessung
am Beispiel von Ha¨ckselgut
Von der Fakulta¨t fu¨r Elektrotechnik, Informationstechnik und Physik
der Technischen Universita¨t Carolo-Wilhelmina zu Braunschweig
zur Erlangung der Wu¨rde
eines Doktor-Ingenieurs (Dr.-Ing.)
genehmigte Dissertation
von: Diplom Ingenieur Fabian Graefe
aus: Ko¨ln
eingereicht am: 11. September 2007
mu¨ndliche Pru¨fung am: 3. Dezember 2007
Vorsitz:
Prof. Dr. Ing. Dr. hc. em Werner Leonard
Referentinnen oder Referenten:
Prof. Dr. Ing. Walter Schumacher
Prof. Dr. Ing. Dr. hc. Hans-Heinrich Harms
Prof. Dr. Ing. Raul Queiroz Feitosa
2007
III
Inhaltsverzeichnis
Symbolverzeichnis X
Kurzfassung XVII
Abstract XVIII
1 Einleitung 1
2 Grundlagen der stereo-optischen Geometrie 4
2.1 Die Modellparameter einer Kamera . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Das Abbildungsmodell einer idealen Lochkamera . . . . . . . . . . . . . . . . 5
2.3 Die mathematische Beschreibung des Lochkameramodells . . . . . . . . . . . 6
2.4 Das Abbildungsmodell einer Digitalkamera . . . . . . . . . . . . . . . . . . . 8
2.4.1 Die Abbildungsfehler einer Linse . . . . . . . . . . . . . . . . . . . . 9
2.4.2 Die radiale Verzeichnung . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.3 Die tangentiale Verzeichnung . . . . . . . . . . . . . . . . . . . . . . 12
2.4.4 Die Abbildung auf einen realen Bildsensor . . . . . . . . . . . . . . . 13
2.4.5 Die Abbildung auf einen diskretisierenden Sensor . . . . . . . . . . . 14
2.4.6 Farbdarstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.7 Sa¨ttigung und Luminanz . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Stereo-optische Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.6 Die Epipolargeometrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7 Die Homographiematrix H . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.8 Epipolargeometrische Beziehungen in Kamerakoordinaten . . . . . . . . . . . 21
2.8.1 Die Essentialmatrix E . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8.2 Die Epipolarlinie l . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 Der Bildeinzug 25
3.1 Der Prozess des Bildeinzug . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Die Anforderungen an den Bildeinzug . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1 Belichtungsverfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Die Steuerung der Kameraelektronik . . . . . . . . . . . . . . . . . . . . . . 30
3.3.1 Die Bildqualita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.2 Ein Gu¨tefunktional zur Bewertung der Bildqualita¨t . . . . . . . . . . 31
3.3.3 Die Regelung der Bildqualita¨t . . . . . . . . . . . . . . . . . . . . . . 32
3.3.4 Die Qualita¨t der eingezogenen Bildpaare . . . . . . . . . . . . . . . . 33
3.4 Die Kalibrierung des Epipolarsystems . . . . . . . . . . . . . . . . . . . . . . 34
3.4.1 Vorstellung der unterschiedlichen Kalibrierverfahren . . . . . . . . . . 35
IV Inhaltsverzeichnis
3.4.2 Kalibrierung nach Zhang . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.3 Abscha¨tzung der Homographiematrix H . . . . . . . . . . . . . . . . 36
3.4.4 Bestimmung der intrinsischen und extrinsischen Parameter . . . . . . 37
3.4.5 Modellierung der Verzeichnung und Optimierung der Gesamtlo¨sung . 38
3.4.6 Kameraparameter des Messsystems . . . . . . . . . . . . . . . . . . . 38
3.5 Die Optimierung der eingezogenen Bilder . . . . . . . . . . . . . . . . . . . . 43
3.5.1 Rektifizierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4 Segmentierung 49
4.1 Der Prozess der Segmentierung . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 Interessierende Bildbereiche . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.1 Identifikation der Ra¨nder . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2.2 Farberkennung bei variabler Beleuchtung . . . . . . . . . . . . . . . . 55
4.2.3 Die DeHough-Transformation . . . . . . . . . . . . . . . . . . . . . . 56
4.2.4 Berechnung des DeHough- Raumes . . . . . . . . . . . . . . . . . . . 56
4.2.5 Optimierung der DeHough-Transformation . . . . . . . . . . . . . . . 60
4.2.6 Das geometrisches Modell . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3 Die Extraktion des Schu¨ttgutkegels . . . . . . . . . . . . . . . . . . . . . . . 67
4.3.1 Methoden der Texturklassifizierung . . . . . . . . . . . . . . . . . . . 67
4.3.2 Verwendete Features und Frequenzanalyse . . . . . . . . . . . . . . . 68
5 Stereovision 70
5.1 Der Prozess der Stereovision . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2 Informationsgehalt eines Bildbereiches . . . . . . . . . . . . . . . . . . . . . 73
5.3 Bildvorverarbeitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.4 Die Lo¨sung des Korrelationsproblems (Pointmatching) . . . . . . . . . . . . 81
5.4.1 Das Pointmatching fu¨r das Ladegut . . . . . . . . . . . . . . . . . . . 82
5.4.2 Die Bedeutung der Rektifizierung . . . . . . . . . . . . . . . . . . . . 85
5.4.3 Pointmatching fu¨r den Rand . . . . . . . . . . . . . . . . . . . . . . . 88
5.5 Rekonstruktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.5.1 Die Triangulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.5.2 Die erweiterte Triangulation . . . . . . . . . . . . . . . . . . . . . . . 91
5.5.3 Triangulation rektifizierter Bildpunkte . . . . . . . . . . . . . . . . . 92
6 Ableitung des Fu¨llstandes 95
6.1 Der Prozess zur Ableitung des Fu¨llstandes . . . . . . . . . . . . . . . . . . . 95
6.2 Die Definition der Messgro¨ße Fu¨llstand . . . . . . . . . . . . . . . . . . . . . 96
6.3 Die Bestimmung der Ebene F0 . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.4 Koordinatensystem des Laderaumes . . . . . . . . . . . . . . . . . . . . . . . 101
6.5 Transformation der Koordinatensysteme . . . . . . . . . . . . . . . . . . . . 103
6.6 Resample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7 Das Messsystem 108
7.1 Die Fehlerquellen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.2 Der Einfluss des Disparita¨tsfehlers . . . . . . . . . . . . . . . . . . . . . . . . 110
7.3 Der Einfluss des Abbildungsfehlers . . . . . . . . . . . . . . . . . . . . . . . 112
Inhaltsverzeichnis V
7.4 Kompensierbare Fehler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.5 Die Ergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8 Schlussbemerkungen und Ausblick 119
A Projektive Geometrie 122
A.1 Geraden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.2 Punkte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.3 Beziehung von Geraden und Punkten . . . . . . . . . . . . . . . . . . . . . . 123
A.4 Dualita¨tsprinzip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
A.5 Punkte im Unendlichen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
A.6 Modell der projektiven Ebene . . . . . . . . . . . . . . . . . . . . . . . . . . 124
A.7 Projektive Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
B Transformationen im dreidimensionalen Raum 126
B.1 Rotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
B.2 Translation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
B.3 Skalierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
B.4 Allgemeine Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
C Levenberg-Marquardt-Algorithmus 129
D Homogene Matrizen 131
E FILLED Systemkonfiguration 133
Literatur 134
VI
Bildverzeichnis
1.1 Maisernte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2.1 Relevante Koordinatensysteme . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Prinzip einer Lochkamera . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Abbildung einer idealen Kamera . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Abbildung mit einer realen Kamera . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 Strahlengang durch eine reale Linse . . . . . . . . . . . . . . . . . . . . . . . 9
2.6 Radiale Linsen-Verzeichnung . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.7 Prinzip der radialen Verzeichnung . . . . . . . . . . . . . . . . . . . . . . . . 11
2.8 Radiale Verzeichnung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.9 Prinzip der tangentialen Verzeichnung . . . . . . . . . . . . . . . . . . . . . 12
2.10 Tangentiale Verzeichnung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.11 Modell des Sensorchips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.12 Achsparalleles Stereosystem (links), konvergente Anordnung (rechts) . . . . . 18
2.13 Allgemeine Epipolargeometrie . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Flussdiagramm des Funktionsblockes Bildeinzug . . . . . . . . . . . . . . . . 26
3.2 Abbildung in zwei optischen Systemen . . . . . . . . . . . . . . . . . . . . . 27
3.3 Sensorabtastung im Rolling-Shutter-Betrieb . . . . . . . . . . . . . . . . . . 29
3.4 Verzerrte Abbildung bewegter Objekte durch sequentielle Abtastung . . . . . 29
3.5 Regelungsstruktur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.6 Eingezogene Bilder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.7 Farbkanal-Histogramme der eingezogenen Bilder . . . . . . . . . . . . . . . . 33
3.8 Kalibrierungsmuster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.9 Radiale Verzerrung der linken Kamera . . . . . . . . . . . . . . . . . . . . . 40
3.10 Radiale Verzerrung der rechten Kamera . . . . . . . . . . . . . . . . . . . . . 40
3.11 Tangentiale Verzerrung der linken Kamera . . . . . . . . . . . . . . . . . . . 41
3.12 Tangentiale Verzerrung der rechten Kamera . . . . . . . . . . . . . . . . . . 41
3.13 Gesamtverzerrung der linken Kamera . . . . . . . . . . . . . . . . . . . . . . 42
3.14 Gesamtverzerrung der rechten Kamera . . . . . . . . . . . . . . . . . . . . . 42
3.15 Rotation eines Bildes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.16 Geometrische Deutung der bilinearen Interpolation . . . . . . . . . . . . . . 45
3.17 Rektifizierungsmatrix fu¨r die rechte Kamera . . . . . . . . . . . . . . . . . . 47
3.18 Beispiel einer Stereoansicht und ihrer Rektifikation . . . . . . . . . . . . . . 48
4.1 Flussdiagramm des Funktionsblocks Segmentierung . . . . . . . . . . . . . . 50
4.2 Segmentierung der interessierenden Bildbereiche . . . . . . . . . . . . . . . . 52
4.3 Ergebnis der Farbfilterung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Bildverzeichnis VII
4.4 Ergebnis der Median-Filterung . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5 Ergebniss der Canny Kantendetektion . . . . . . . . . . . . . . . . . . . . . 54
4.6 Gerade in Polardarstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.7 DeHough Raum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.8 Analytisch bestimmter De Hough Raum . . . . . . . . . . . . . . . . . . . . 59
4.9 Begrenzung des Bildbereichs(links), ROI im neu eingezogenen Bild . . . . . . 61
4.10 Vorsteuerung der Scanbereiche . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.11 Der Laderaum verla¨sst den Bildbereich . . . . . . . . . . . . . . . . . . . . . 64
4.12 Eingabebild in die DeHough-Transformation . . . . . . . . . . . . . . . . . . 65
4.13 DeHough-Raum fu¨r einen begrenzten Winkelbereich . . . . . . . . . . . . . . 66
5.1 Flussdiagramm der Stereovisionsanalyse des Ladegutes . . . . . . . . . . . . 71
5.2 Flussdiagramm der Stereovisionsanalyse des Randes . . . . . . . . . . . . . . 72
5.3 Systematische Betrachtung von Punktekonstellationen . . . . . . . . . . . . . 74
5.4 Informationsgehalt fu¨r das Korrelationsproblem . . . . . . . . . . . . . . . . 75
5.5 Topologie einer Textur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.6 hinreichender Informationsgehalt eines Bildausschnittes . . . . . . . . . . . . 76
5.7 Berechnung des Informationsgehaltes eines Bildbereiches . . . . . . . . . . . 77
5.8 Signal einer Pixelzeile mit einem abgeschatteten Bereich . . . . . . . . . . . 78
5.9 Normiertes Signal einer Pixelzeile . . . . . . . . . . . . . . . . . . . . . . . . 79
5.10 Bild nach Optimierung der Bildqualita¨t . . . . . . . . . . . . . . . . . . . . . 81
5.11 Rektifiziertes Stereobildpaar des Laderaumes . . . . . . . . . . . . . . . . . . 83
5.12 Matrix der normierten Korrelationskoeffizienten . . . . . . . . . . . . . . . . 83
5.13 Korrelationskoeffizient bei rotierten Bildern . . . . . . . . . . . . . . . . . . 85
5.14 Suchfenster fu¨r den korrespondierenden Punkt . . . . . . . . . . . . . . . . . 87
5.15 Pointmatching fu¨r den Rand . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.16 Geometrie der Triangulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.17 Geometrie der erweiterten Triangulation . . . . . . . . . . . . . . . . . . . . 92
5.18 Geometrie der Triangulation bei rektifizierten Bildern . . . . . . . . . . . . . 93
6.1 Flussdiagramm der Stereovisionsanalyse des Ladegutes . . . . . . . . . . . . 96
6.2 Definition der Messgro¨ße Fu¨llstand . . . . . . . . . . . . . . . . . . . . . . . 97
6.3 Koordinatensystem des Laderaumes . . . . . . . . . . . . . . . . . . . . . . . 102
6.4 Nicht uniform verteilte Messpunkte . . . . . . . . . . . . . . . . . . . . . . . 105
6.5 XPand - Auswahl der zu verarbeitenden Punkte . . . . . . . . . . . . . . . . 106
6.6 Rektilinear verteilte Messpunkte . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.1 Rekonstruktion eines verzeichnet abgebildeten Punktes . . . . . . . . . . . . 110
7.2 Fehler des rekonstruierten Punktes . . . . . . . . . . . . . . . . . . . . . . . 111
7.3 Fehlerhafte Abbildung eines rektifizierten Bildpunktes . . . . . . . . . . . . . 113
7.4 Disparita¨tsfehler durch Rektifizierung . . . . . . . . . . . . . . . . . . . . . . 113
7.5 Disparita¨tsfehler durch Rektifizierung . . . . . . . . . . . . . . . . . . . . . . 115
7.6 Versuchsaufbau fu¨r die Verifikation des Messsystems . . . . . . . . . . . . . . 116
7.7 Schnitt durch den Referenzko¨rper . . . . . . . . . . . . . . . . . . . . . . . . 117
7.8 Fehler der rekonstruierten Z-Koordinate . . . . . . . . . . . . . . . . . . . . 117
VIII Bildverzeichnis
A.1 Ein Modell der projektiven Ebene [24] . . . . . . . . . . . . . . . . . . . . . 124
A.2 Die projektive Transformation eines Punktes [24] . . . . . . . . . . . . . . . 125
IX
Tabellenverzeichnis
2.1 Farbdarstellung mit dem RGB-Farbmodell . . . . . . . . . . . . . . . . . . . 17
3.1 Intrinsische Parameter: Linke Kamera . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Intrinsische Parameter: Rechte Kamera . . . . . . . . . . . . . . . . . . . . . 39
3.3 Extrinsische Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4 Rektifizierte Kameraparameter . . . . . . . . . . . . . . . . . . . . . . . . . 44
6.1 Ebenenparameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
E.1 Parameter der erprobten Systemkonfiguration . . . . . . . . . . . . . . . . . 133
XSymbolverzeichnis
Koordinatensysteme
S0 Weltkoordinatensystem
[X0, Y0, Z0] Achsen des Weltkoordinatensystems S0
SK Kamerakoordinatensystem
[XK , YK , ZK] Achsen des Kamerakoordinatensystems Sk
SKL Kamerakoordinatensystem der linken Kamera
SKR Kamerakoordinatensystem der rechten Kamera
Sc Koordinatensystem der Bildebene (i.e. Kamera-Sensor)
Ssc diskretes Koordinatensystem des Kamera-Sensors
SR Koordinatensystem des Laderaumes
[uc, vc] Achsen des Koordinatensystems der Bildebene Sc
[usc, vsc] Diskrete Achsen des Koordinatensystems des Kamerasensors Ssc
−→e u,Sc Einheitsvektor der u-Achse der Bildebene
−→e v,Sc Einheitsvektor der v-Achse der Bildebene
−→n Sc Normalen-Vektor auf die Bildebene
Oj Ursprung des i-ten Koordinatensystems
−→
Oj |Sl Ortsvektor zum Ursprung des i-ten Koordinatensystems bzgl. des l-ten Koordi-
natensystems
ku, kv Anzahl der Pixel entlang der u- bzw. v-Achse des Sensors
Symbolverzeichnis XI
Punkte und Vektoren
P Allgemeiner Punkt/Objektpunkt im R3
P |Sj Punkt im j-ten Koordinatensystem
Pij i-te Komponente eines Punktes P im j-ten Koordinatensystem
P ′ Verzerrt abgebildeter Punkt
P¯ Unverzerrt abgebildeter Bildpunkt
P˜ Rektifizierter Punkt
Pp Hauptpunkt oder Principal Point
PL, PR Bildpunkt in der linken bzw. rechten Bildebene
P ∗ Korrespondierender Punkt zu einem gewa¨hlten Referenzpunkt
δP (P ) Versatzvektor der Linsenverzeichung als Funktion des Punktes P
−→
P M Vektor der markierten Pixel fu¨r die DeHough Transformation
PMi i-tes, markiertes Pixel fu¨r die DeHough Transformation
PB Vektor der Randpunkte
−→
R PMi Ortsvektor zum Punkt PMi
−→
t Translationsvektor
−→
t sj Translationsvektor zum j-ten Koordinatensystem
−→
t i i-te Komponente des Translationsvektors
−→
t
−→n F0 Normalen Vektor auf die F0-Ebene
t× Matrix zur Darstellung des Kreuzproduktes als ein Matrix-Vektor-Produkt
−→
V P Einheits-Richtungsvektor des Abbildungsstrahls des Punktes P
θi Rotatorischer Versatz um die i-te Achse
−→
R Rotationsvektor
R Rotationsmatrix
RSK Rotationsmatrix von Weltkoordinaten in Kamerakoordinaten
Segmentierung
qB Quotient aus Intensita¨tswert des Rot- und des Gru¨n-Layers
qG Quotient aus Intensita¨tswert des Rot- und des Blau-Layers
TB Schwellwert fu¨r qB zur Farbdefinition
TG Schwellwert fu¨r qG zur Farbdefinition
XII Symbolverzeichnis
Parameter der Abbildung
n, nL, nR Bildebene, linke Bildebene, rechte Bildebene
m Gleichmaßsta¨bigkeit der Sensorkoordinaten
s Scherung der Sensorkoordinaten
−→c Vektor der Aufnahmerichtung
c Kamerakonstante i.e. |−→c |
F Brennpunkt
f Brennweite
H1, H2 Hauptebenen einer Bikonvexlinse
K1, K2 Schnittpunkt der optischen Achse mit H1 bzw. H2
KPz Projektionszentrum einer Linse
A Abbildungsmatrix einer Lochkamera
A2 Matrix der Abbildung auf einen diskretisierenden Sensor
Ai Abbildungsmatrix fu¨r die i-te Kamera
r Radius eines Punktes bzgl. des Projektionszentrums einer Linse
r˜ Verzeichneter Radius eines Punktes bzgl. des Projektionszentrums einer Linse
k1, ..., ki Radiale Linsenverzerrungskonstanten
p1, ..., pi Tangentiale Linsenverzerrungskonstanten
B Basislinie
−→
V B Basisvektor eines optischen Stereosystems
H Homographiematrix
HPP′ Homographiematrix fu¨r die Abbildung von P auf P
′
Pˆ ′(Pij , ...) mit den angegebenen Parametern reprojezierte Abbildung des Punktes Pij
s Vergro¨ßerungsfaktor fu¨r die Abbildung durch eine Kamera
eL, eR Epipol im linken bzw. rechten Bild
lL,P , lR,P Epipolarlinie im linken bzw. rechten Bild zu einem Punkt P
g allgemeine Gerade im R2
−→g Koeffizienten Vektor der Geraden g
h, i, j Parameter einer allgemeinen Geraden im R2
πP Epipolarebene zu einem Punkt P
E Essentialmatrix
F Fundamentalmatrix
Zi Strukturparameter i.e. Entfernung eines Punktes P zum Kamerasystem
MK Rektifikations-Matrix fu¨r die k-te Kamera
Symbolverzeichnis XIII
Bildeigenschaften und Bildeinzug
I Allgemeines Bild
Eq Regelabweichung des Bildqualita¨tswertes
Eq0 Schwellwert der Eq-Regelabweichung fu¨r die Steuerung der Initialisierung
Hi Histogramm der Pixelwerte des i-ten Bildes eines Bilddatensatzes
HDd Resultierendes Histogramm aus der absoluten Differenz der Histogramme Hi
Qi Bildqualita¨tswert des i-ten Bildes eines Bilddatensatzes
Qsoll Sollwert der Bildqualita¨t
Bmean mittlerer Helligkeitswert eines Bildes
Bmax maximaler Helligkeitswert eines Bildes
Bclip Relativer Anteil an Clipping Pixeln
H(255) Eintrag des 255ten Kontainers eines Histogramms
H(255)max Maximal zula¨ssiger Eintrag des 255ten Kontainers eines Histogramms
Ii Menge der auftretenden Pixel bzw. Intensita¨tswerte der i-ten Bildebene
a, b, c Gewichtungsfaktoren zur Bemessung der Bildqualita¨t Q
VCCD Versta¨rkung des CCD-Chips
texp Exposuretime, Belichtungszeit einer Kamera
tlat Verzo¨gerungszeit der Kamerahardware
k Blendenwert
Stereovision
ICuv Informationsgehalt eines Bildausschnittes an der Stelle uv
ITP Tiefpass gefiltertes Bild
IHB Highboost gefiltertes Bild
hGTP Gauß-Tiefpassfilter
Ilc Bild, das den lokalen Kontrast repra¨sentiert
In Bild, das den normierten lokalen Kontrast repra¨sentiert
NP Bildausschnitt um den Punkt P in linken Bild
i, j Gro¨ße des Bildausschnittes NP
aij Wert des Pixels an der Stelle i, j aus NP des linken Bildes
bij Wert des Pixels an der Stelle i, j aus NP des rechten Bildes
NR Bildbereich im rechten Bild
k, l Gro¨ße des Bildbereiches NR im rechten Bild
CM Matrix der normierten Korrelationskoeffizienten
XIV Symbolverzeichnis
Stereovision
DP Disparita¨t der Abbildungen eines Punktes P in einem Epipolarsystem
PLi 3× n Vektor des i-ten ausgewa¨hlten Punktes im linken Bild
PRi 3× n Vektor des i-ten ausgewa¨hlten Punktes im rechten Bild
POi 3× n Vektor der rekonstruierten Objektpunkte
OL optisches Zentrum des linken Bildes
OR optisches Zentrum des rechten Bildes
E Essential Matrix
F Fundamental Matrix
ERect Essential Matrix des rektifizierten Bildes
SLi Strahlen vom Punkt PLi durch das optische Zentrum der Kamera OL
SRi Strahlen vom Punkt PRi durch das optische Zentrum der Kamera OR
−→
V c ku¨rzester Verbindungdvektor zweier windschiefer Geraden
−→
V Li Richtungsvektor, der SLi definiert
−→
V Ri Richtungsvektor, der SRi definiert
µ Vielfaches des normierten Verbindungsvektors zwischen dem optischen Zentrum
der rechten Kamera und dem Objektpunkt
λ Vielfaches des normierten Verbindungsvektors zwischen dem optischen Zentrum
der linken Kamera und dem Objektpunkt
γ Vielfaches des ku¨rzesten Verbindungsvektors zwischen den Abbildungsstrahlen
F0 Ebene, die der obere Rand des Laderaumes definiert
ϕnF0 Winkelversatz der F0 Ebene um die Z-Achse bezu¨glich des WKS
RRod Rodrigues Matrix zur Rotation der F0-Ebene
hxy Fu¨llho¨he an der Stelle x,y im Laderaum
fxy inverse Fu¨llho¨he an der Stelle x,y im Laderaum
−−→
Pi,G Der i-te Punkt auf der rekonstruierten Schu¨ttgutoberfla¨che
−−→
Pi,B Der i-te Punkt auf dem rekonstruierten Rand
−→
PG 3 × n Vektor der Punkte, die Element der rekonstruierten Schu¨ttgutoberfla¨che
sind
−→
PB 3× n Vektor der Punkte, die Elemente des rekonstruierten Randes sind
−→
Pm 2× nVektor der Pixel, die den Rand repra¨sentieren
R
3 Dreidimensionaler Raum der Objektpunkte
R
2 Zweidimensionler Raum einer Ebene
P
∗
R Menge der Kandidaten fu¨r korrespondierende Punkte
Symbolverzeichnis XV
DeHough Transformation
Ami DeHough-Akkumulatorzelle fu¨r einen Bildpunkt PMi
GPmi Menge der Geraden g durch einen Punkt PMi der Bildebene
ρmij Polarparameter einer Geraden gj durch den Punkt PMi im R
2
ϕmij Polarparameter einer Geraden gj durch den Punkt PMi
δϕ Winkelauflo¨sung der DeHough Transformation
ρ(Pmi, ϕ) Abstand einer Geraden durch den Punkt Pmi mit dem Winkel ϕ zum Ursprung
−→c (ϕ) Einheits-Richtungsvektor einer Geraden als Funktion des Winkels ϕ
Pmi im R
2 i.e. Winkel des normalen Aufpunktvektors zur X-Achse
n Indexza¨hler des Winkelauflo¨sung fu¨r ϕ
nmax Maxzahl der Winkeldiskretisierungschritte fu¨r ϕ
nP Anzahl der Punkte Tupel
m Anzahl der markierten Pixel
Cgp Anzahl der auf einer Linie akkumulierten Pixel
Cgp,krit Mindestanzahl der auf einer Linie akkumulierten Pixel fu¨r die Plausibilisierung
der Existenz einer Geraden
DI DeHough-Raum fu¨r ein Bild I
−→
Ag Aufpunktvektor auf eine Gerade g
I Matrix die ein Bildrepra¨sentiert
Iρϕ Ha¨ufigkeit in der ein ρ/ϕ-Tulpel auftritt
Fequenzanalyse
kuv Bildausschnitt um das Pixel u, v
pwK Leistungsspektrum der sichtbaren Texturen im Bildausschitt k
F Matrix der Fourierkoeffizienten
fpq Fourierkoeffizient der p-, q-ten Frequenz aus F
′
T0 Schwellwert des Fourierkoeffizienten fu¨r die Texturklassifizierung
T1 Schwellwert des Fourierkoeffizienten fu¨r die Texturklassifizierung
−→
S i Vektor der Schnittpunkte der im Bild sichtbaren Geraden
uB, vB Begrenzung des interessierenden Bereichs
rF Frequenzradius
n
F
Anzahl der Elemente in F
XVI Symbolverzeichnis
Fu¨llstand
hxy lokale Fu¨llho¨he des Ladegutes an der Stelle x, y des Laderaumes
F Matrix, die den momentanen Fu¨llstand repra¨sentiert
dkrit Ausschlussentfernung fu¨r die Auswahl der Punkte fu¨r die Bestimmung der F0-
Ebene
dPBi Abstand eines Randpunktes PBi zur Ebene F0
ni i-ter Parameter einer Ebenengleichung in der Hesseschen Normalform
E Allgemeine Ebene im R3
gri Gerade die den i-ten Rand analytisch beschreibt
XPand-Algorithmus
r Radius des Einzugsgebietes
Hr Stelle des zu scha¨tzenden Messwertes
hxy Gemessener Fu¨llstabnd an der stelle x, y
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Kurzfassung
Fu¨r die Automatisierung des U¨berladeprozesses zweier in Bewegung befindlicher Fahrzeuge
sind zwei Informationen notwendig. Einerseits muss die relative Position der Fahrzeuge zuein-
ander bekannt sein. Andererseits ist es wichtig, den Beladungspunkt auf der Ladefla¨che des
Transportfahrzeuges zu kennen. Im Allgemeinen muss bei der Verladung von Schu¨ttgu¨tern
der Beladungspunkt wa¨hrend der Beladung variert werden, um eine optimale Ausnutzung
des Laderaumes zu erreichen. Es ist sinnvoll, die Stellen, an denen eine vollsta¨ndige Ausfu¨l-
lung des Laderaumes noch nicht erreicht wurde, bevorzugt zu befu¨llen. Eine Voraussetzung
fu¨r eine so geregelte Befu¨llung ist die Erfassung der Verteilung des Ladegutes im Laderaum.
In diesem Umfeld entwickelt das Institut fu¨r Regelungstechnik der Technischen Universita¨t
in Braunschweig das System FILLED zur Videodaten basierten Fu¨llstandserkennung.
Schlagwo¨rter:
• Fu¨llstandserkennung
• Bildverarbeitung
• Stereovision
• U¨berladeprozess
• automatisches U¨berladen
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Abstract
For automation of a continuous overloading process between two vehicles in motion, two
parameters are essential. On the one hand the relative position between the vehicles has to
be known. On the other hand the loading point within the load space of the transport car
has to be determined. Often only a non optimal usage of the transport capacity is obtained
without moving the overload swivel. In order to optimize the filling by adjusting load point
the distribution of the freight with in the load space has to be measured during the overload
process. In this article the Institut fu¨r Regelungstechnik of the Technische Universita¨t in
Braunschweig introduces the system FILLED for video data based fill level detection of
agricultural bulk freight such as chaffed corn or grass.
Keywords:
• machine vision
• fill level detection
• stereo vision
• overload process
• automatic overloading
11 Einleitung
In der Landwirtschaft ist ein Trend zu immer sta¨rkeren und gro¨ßeren Erntemaschinen zu
erkennen. Dies ermo¨glicht immer gro¨ßere Erntegeschwindigkeiten. Mit diesem Anstieg der
Erntegeschwindigkeit und Erntegutdurchsatz steigt gleichermaßen die Belastung fu¨r die Fah-
rer der Erntemaschinen. Die Abbildung 1.1 zeigt eine typische U¨berladungssituation aus der
Maisernte.
Bild 1.1: Maisernte
In diesem Umfeld wurde an der Technischen Universita¨t in Braunschweig in einer Kooperati-
on des Instituts fu¨r Landmaschinen- und Fluidtechnik mit dem Institut fu¨r Regelungstechnik
das System ASU¨L [2, 3] zur Automatisierung des U¨berladevorgangs eines selbstfahrenden
Feldha¨ckslers entwickelt. Mit dem Ziel, die Fahrer einer Erntekombination, bestehend aus
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einem selbstfahrenden Feldha¨cksler und einer Transporteinheit zu entlasten, soll das Assis-
tenzsystem ASU¨L automatisch den U¨berladepunkt im Bereich der Ladefla¨che positionieren.
Die fu¨r die automatische Positionierung relevanten Informationen sind einerseits die relative
Position der beteiligten Fahrzeuge zueinander und andererseits der Beladungspunkt inner-
halb der Ladefla¨che.
Um hinsichtlich der optimalen Auslastung des Transportvolumens den momentan optimalen
Beladungspunkt bestimmen zu ko¨nnen, ist es notwendig, die Verteilung des Erntegutes auf
der Ladefla¨che zu kennen. In diesem Zusammenhang konnte im Rahmen dieser Arbeit am
Institut fu¨r Regelungstechnik das System FILLED zur Messung des Beladungszustandes ei-
nes Schu¨ttgutes in einer landwirtschaftlichen Transporteinheit entwickelt werden. FILLED
erstellt stereoskopisch ein dreidimensionales Modell der Ladegutoberfla¨che sowie des Lade-
raumes selbst und leitet aus diesen Informationen die lokale Fu¨llho¨he des Ladegutes ab. Das
Messsystems FILLED wurde weitestgehend anwendungsnah spezifiziert und umgesetzt. Die
wesentlichen Forderungen an dieses optische Messsystem, neben der Erfassung des Fu¨llstan-
des selbst, war die Funktionsfa¨higkeit des unter den in der Mais- oder Grasernte u¨blichen
Umgebungsbedingungen. Hierbei wurde besonderes Augenmerk auf die Robustheit gegen die
natu¨rlichen Beleuchtungsvarianzen, Schatteneinflu¨sse sowie der Relativbewegung der betei-
ligten Fahrzeuge gelegt.
Viele bestehende optische Messsysteme werden unter eindeutig definierten Einsatzbedin-
gungen eingesetzt. Eine Herausforderung ist es, FILLED gegen die Vielfalt der mo¨glichen
Sto¨reinflu¨sse natu¨rlicher Beleuchtung unempfindlich zu gestalten. Daru¨ber hinaus existiert
eine Menge verschiedener Messgera¨te zum Erfassen von Fu¨llsta¨nden der unterschiedlichs-
ten Speicherra¨ume. Die besonderen Eigenschaften des hier betrachteten Ladegutes bedu¨rfen
einer Erfassung vieler u¨ber die Fla¨che des Laderaumes verteilter Messstellen, da sich das La-
degut nicht - wie bei Fluiden - gleichma¨ßig im Laderaum verteilt. Messeinrichtungen, die nur
einen punktuellen Fu¨llstandsmesswert liefern, waren fu¨r diese Aufgabe also nicht geeignet.
Ultraschall basierte Messsysteme ko¨nnen hier aufgrund der rauen Umgebungsbedingungen
nicht eingesetzt werden. Radarsensorik ist wegen ihrer Schwa¨che, organische Materie zu ver-
messen, nicht geeignet. Jegliche Sensorik, die an das Transportmittel gebunden ist, wurde
aus o¨konomischen Erwa¨gungen und mit Hinsicht auf die Anwendbarkeit abgelehnt. Versu-
che mit Laserlichtlaufzeitmesssystemen haben gezeigt, dass die Dichte der Messstellen nicht
ausreicht, um Sto¨rungen durch umherfliegende Partikel als solche zu detektieren, was eine
Vermessung der Oberfla¨che des Ladegutes wa¨hrend der Beladung unmo¨glich machte.
Mit dem Messsystem FILLED kann somit ein neuartiges Messsystem zur passiv-optischen
und beru¨hrungslosen Erfassung des Beladungszustandes einer landwirtschaftlichen Trans-
3porteinheit vorgestellt werden. Mit FILLED ist es mo¨glich, die Stellen im Laderaum zu er-
kennen, an denen einen vollsta¨ndige Auslastung der Transportkapazita¨t noch nicht erreicht
wurde. Somit ist fu¨r das Assistenzsystem ASU¨L das letzte Element, das fu¨r die vollsta¨ndige
Automatisierung des U¨berladungsvorgangs notwendig ist, geschaffen worden.
42 Grundlagen der stereo-optischen
Geometrie
In diesem Abschnitt wird auf die Grundlagen der Erfassung von Bildern durch Ein- und
Mehr-Kamerasysteme eingegangen. Ausgehend vom Abbildungsverhalten einer idealen Loch-
kamera wird die mathematische Formulierung des Abbildungsverhaltens von digitalisieren-
den Kameras erla¨utert. Darauf aufbauend werden die Zusammenha¨nge der stereooptischen
Abbildung beschrieben.
2.1 Die Modellparameter einer Kamera
Die Modellparameter einer Kamera werden als extrinsische und intrinsische Kameraparame-
ter bezeichnet. Die extrinsischen Kameraparameter beschreiben die Lage des Koordinaten-
systems SK einer Kamera im Weltkoordinatensystem SO. Die intrinsischen Parameter einer
Kamera beschreiben die interne Geometrie einer Kamera sowie den Strahlengang durch deren
Objektiv. Sie werden nicht von der Lage der Kamera im Weltkoordinatensystem beeinflusst.
Die intrinsischen Kameraparameter beschreiben somit die Abbildung eines dreidimensionalen
Objektpunktes als Bildpunkt auf der Bildebene.
Fu¨r die weiteren Betrachtungen werden entsprechend der Abbildung 2.1 die folgenden Ko-
ordinatensysteme eingefu¨hrt:
• Weltkoordinatensystem S0 mit den Achsen [X0, Y0, Z0]
• Kamerakoordinatensystem Sk mit den Achsen [Xk, Yk, Zk]
• Koordinatensystem der Bildebene Sc mit den Achsen [uc, vc]
• Koordinatensystem des Sensorchips Ssc mit den Achsen [usc, vsc]
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Bild 2.1: Relevante Koordinatensysteme
2.2 Das Abbildungsmodell einer idealen Lochkamera
Die ideale Lochkamera besteht aus einer Blende mit unendlich kleiner Blendeno¨ffnung sowie
einer Bildebene, deren Normalenvektor parallel zur Aufnahmerichtung der Kamera liegt. Die
Blende der Lochkamera stellt das perspektivische Zentrum des optischen Systems dar. Das
perspektivische Zentrum wird auch als optisches Zentrum bezeichnet. Diese Kamera liefert
durch die ideale perspektivische Abbildung auf der Bildebene unverzerrt abgebildete Bilder.
Die Abbildung 2.2 zeigt das Prinzip der Lochkamera.
Bild 2.2: Prinzip einer Lochkamera
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2.3 Die mathematische Beschreibung des
Lochkameramodells
Die Transformation des Objektpunktes P von Welt- in Kamerakoordinaten wird durch den
Translationsvektor
−→
t Sk und die Rotationsmatrix RSk beschrieben. Die Gleichung 2.1 be-
schreibt die Transformation von Weltkoordinaten in Kamerakoordinaten.
P |Sk = [RSk
−→
t Sk ]P |S0 (2.1)
Im Folgenden werden alle Punkte, wenn nicht anders definiert, in homogenen Koordinaten
angegeben. Die Rotationsmatrix RSk ergibt sich nach Gleichung 2.2. Hierbei bemessen die
Winkel θx, θy, θz die Drehung der Kamera um ihre X-,Y -,Z-Achse bezu¨glich des Weltkoor-
dinatensystems.
RSk = RxRyRz (2.2)
Die Matrizen Rx, Ry und Rz ergeben sich nach
Rx =


1 0 0
0 cos θx − sin θx
0 sin θx cos θx

 (2.3)
Ry =


cos θy 0 sin θy
0 1 0
− sin θy 0 cos θy

 (2.4)
Rz =


cos θz − sin θz 0
sin θz cos θz 0
0 0 1

 (2.5)
Hierbei ist zu beachten, dass Matrizenmultiplikationen nicht kommutativ sind. Dementspre-
chend muss, wie in Gleichung 2.1 beschrieben, zuna¨chst die Rotation und dann die Transla-
tion ausgefu¨hrt werden, um einen Punkt vom einen in das jeweils andere Koordinatensystem
zu transformieren. Somit ist die Reihenfolge der Multiplikation in Gleichung 2.2 und 2.1
maßgeblich.
Die Abbildung des Punktes P |SK (vgl. Abbildung 2.1) im Kamerakoordinatensystem SK auf
den Punkt P¯ |Sc im Koordinatensystem Sc der Bildebene durch eine Lochkamera beschreibt
Gleichung 2.6.
P¯ |Sc = AP |SK (2.6)
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Hierbei ist A eine 3× 3-Matrix und wird als Projektionsmatrix bezeichnet.
Die Abbildung 2.3 zeigt die Geometrie der Abbildung durch eine ideale Lochkamera.
Bild 2.3: Abbildung einer idealen Kamera
Der Abstand zwischen der Bildebene und dem Projektionszentrum wird als Kamerakon-
stante c bezeichnet. Die Kamerakonstante ist gleich der Bildweite des optischen Systems.
An Abbildung 2.3 wird deutlich, dass die Objekte am Projektionszentrum punktgespiegelt
abgebildet werden, was fu¨r viele Anwendungen ungu¨nstig ist. Verwendet man eine negative
Kamerakonstante so wird das Objekt ungespiegelt abgebildet. Die Abbildung entspricht nun
einer zentrischen Streckung. Somit ergibt sich die Abbildung eines Punktes P auf den Punkt
P nach Gleichung 2.7 

P uc
P vc
Pwc
1

 =
1
PZk


−c 0 0 0
0 −c 0 0
0 0 −c 0
0 0 0 1




PXk
PYk
PZk
1

 (2.7)
Hierbei werden die Ortsvektoren zu den bezeichneten Punkten u¨blicherweise in homogenen
Koordinaten angegeben. Auf die Einfu¨hrung von homogenen Koordinaten wird an dieser
Stelle nicht weiter eingegangen und auf die einschla¨gige Literatur verwiesen. Bei der Ab-
bildung eines Punktes P ∈ R3 auf den zweidimensionalen Raum der Bildebene n geht die
Tiefeninformation verloren. Bei der Abbildungsvorschrift kann also die Zeile, welche die Z-
Achse beschreibt, vernachla¨ssigt werden. Damit ergibt sich die Projektionsmatrix A fu¨r die
Abbildung mit einer Lochkamera nach Gleichung 2.8
A1 =


−c 0 0
0 −c 0
0 0 1

 (2.8)
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2.4 Das Abbildungsmodell einer Digitalkamera
Im Allgemeinen entspricht das Abbildungsverhalten einer realen Kamera nicht dem einer
Lochkamera. Toleranzen in der Montage der Kameras, die einen Versatz des Sensorchips
bezu¨glich des Kamerakoordinatensystems zur Folge haben, die Diskretisierung der Bilder so-
wie Abbildungsfehler der Objektive fu¨hren dazu, dass die Szenen verzerrt abgebildet werden.
Diese Verzerrungen werden als Verzeichnung bezeichnet. Die folgenden Abschnitte 2.4.1 bis
2.4.5 beschreiben den U¨bergang vom Abbildungsmodell einer idealen Lochkamera auf das
Abbildungsmodell einer realen Digitalkamera. Die Abbildung 2.4 zeigt den allgemeinen Fall
der Abbildung mit einer realen Kamera.
H
c
Aufnahmerichtung
H1 H2
optischeAchse
B
il
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en
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Bild 2.4: Abbildung mit einer realen Kamera
Kennzeichnend fu¨r die Verwendung einer realen Kamera ist, dass ihre Linse an ihrer du¨nns-
ten Stelle eine Mindeststa¨rke aufweist. Daru¨berhinaus ist die Linse nicht planparallel zur
Bildebene. Der Bereich der geringsten Schichtdicke der Linse wird durch die planparallelen
Hauptebenen H1 und H2 begrenzt. An den Punkten K1 und K2 durchdringt die optische
Achse A der Linse die Hauptebenen H1 und H2. Die optische Achse steht lotrecht auf den
Hauptebenen und verla¨uft durch das optische Zentrum der Linse. Der Fußpunkt des Lots c
auf die Bildebene durch den Punkt K2 bildet den Hauptpunkt H . Der Hauptpunkt H defi-
niert den Ursprung OSc der Bildebene. Der Vektor
−→c = HK2 definiert die Aufnahmerichtung
der Kamera. Bei einer ideal geformten Linse wu¨rde der Punkt P auf den Punkt P¯ abgebildet.
Der Abbildungsstrahl durch PK1 im Objektraum wa¨re parallel zum Abbildungsstrahl durch
K2P¯ im Bildraum. Die Abbildungsstrahlen wa¨ren lediglich um die Strecke K1K2 entlang der
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optischen Achse A parallel verschoben. Der Versatz der Punkte P¯ und P ′ beruht auf Ab-
bildungsfehlern des Linsensystems der Kamera. Die Abbildungsfehler einer Linse werden in
Abschnitt 2.4.1 erla¨utert. Der rotatorische Versatz der Bildebene Sc zum Koordinatensystem
SK der Kamera wird im Allgemeinen als klein angenommen und vernachla¨ssigt. Zudem kann
davon ausgegangen werden, dass der Abstand der Hauptebenen H1 und H2 im Verha¨ltniss
zu der Entfernung der Linse zur Bildebene auch klein ist. Somit ko¨nnen die Hauptebenen
H1 und H2 als koplanar angesehen werden. Alle Abbildungsstrahlen treten dann kollinear
durch das Projektionszentrum KPz der Linse. Fu¨r KPz gilt Gleichung 2.9.
KPz = K1 = K2 (2.9)
KPz bildet den Ursprung OSK des Koordinatensystems SK der Kamera. Die Z-Achse des
Kamerakoordinatensystems wird entlang der optischen Achse in positiver Blickrichtung der
Kamera definiert. Die X- und Y -Achse des Kamerakoordinatensystems liegen in der Bilde-
bene und bilden mit der Z-Achse ein kartesisches Rechtssystem.
2.4.1 Die Abbildungsfehler einer Linse
Eine geometrisch ideale Bikonvexlinse hat ein Abbildungsverhalten, das dem der Lochkamera
gleicht. Aufnahmen mit realen Linsen werden jedoch durch Abweichungen der Linsenform
von ihrer idealen Form beeinflusst. Dies hat zur Folge, dass die Brennweite einer realen Linse
vom durchleuchteten Fla¨chenelement abha¨ngig ist. Die Abbildung 2.5 zeigt den Strahlengang
durch eine reale Linse.
cc2 c1c3
P1
P2
P3
P '1
P '2
P '3
Bild 2.5: Strahlengang durch eine reale Linse
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Bei einem optischen System werden die radial-symmetrische, die radial-asymmetrische und
die tangentiale Verzeichnung unterschieden. Bei der radial-symmetrischen-Verzeichnung tre-
ten in Abha¨ngigkeit der Linsenform zum Beispiel kissen- oder fassfo¨rmige Verzeichnungen
auf. Die Abbildung 2.6 zeigt unterschiedliche Formen der Verzeichnung.
r r' r'
Bild 2.6: Radiale Linsen-Verzeichnung
2.4.2 Die radiale Verzeichnung
Die radiale Linsenverzeichnung hat zur Folge, dass ein Punkt auf dem Radius nach außen oder
innen versetzt abgebildet wird. Sie la¨sst sich mathematisch als Polynom mit geradzahligem
Exponenten modellieren [7]. In Abbildung 2.6 wird der Effekt der radialen Verzeichnung
deutlich. Es wird vereinfacht davon ausgegangen, dass die Linse u¨ber einen Kreisring ihrer
durchleuchteten Fla¨che eine konstante Fokusla¨nge besitzt. Das gemeinsame Zentrum dieser
Kreisringe kann analog zur Lochkamera als optisches Zentrum angesehen werden. Hier wird
der Ursprung des Kamerakoordinatensystems definiert. Alle Punkte, die auf einem Radius
r um den Ursprung des Kamerakoordinatensystems Sk liegen, werden demnach mit der
gleichen radialen Verzeichnung auf einen neuen Radius r˜ abgebildet. Der verzeichnete Radius
r˜ ergibt sich nach Gleichung 2.10.
r˜ = r + k1r
2 + k2r
4 + k3r
6 + ... (2.10)
mit
r2 = x2 + y2. (2.11)
Die Abbildung 2.7 zeigt wie ein Bildpunkt radial verzeichnet abgebildet wird.
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Bild 2.7: Prinzip der radialen Verzeichnung
Der Radius r zu einem Punkt P |Sc ergibt sich aus der Anwendung des Satzes von Pytha-
goras. Nach Tsai [7] erha¨lt man fu¨r die Berechnung der radialen Verzeichnung bereits mit
einem Polynom vierten Grades eine hinreichend gute Na¨herung. Die Abbildung 2.8 zeigt den
Pixelversatz, der durch die radiale Verzeichnung auftritt.
Bild 2.8: Radiale Verzeichnung
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2.4.3 Die tangentiale Verzeichnung
Die tangentiale Verzeichnung hat zur Folge, dass der Punkt P |Sc entlang der Tangente an
den Kreis KP durch den Punkt P |Sc versetzt wird. Der Kreis KP um den Ursprung des
Kamerakoordinatensystems wird wiederum durch den abzubildenden Punkt P |Sc definiert.
Dieser Versatz ist keine Funktion des Radius. Hierfu¨r werden die Verzeichnungskonstanten p1
und p2 direkt mit dem betrachteten Bildpunkt P |Sk verknu¨pft. Die Abbildung 2.9 verdeutlicht
wie ein Bildpunkt tangential verzeichnet abgebildet wird.
Bild 2.9: Prinzip der tangentialen Verzeichnung
Im Gegensatz zur radialen Verzerrung ist der Einfluss der tangentialen Verzerrung nach
Zhang [22] sehr gering. Der Einfluss der tangentialen Verzerrung wird fu¨r die weiteren Be-
trachtungen vernachla¨ssigt. Die tangentiale Verzeichnung kann durch die Gleichungen 2.12
und 2.13 beschrieben werden.
x˜ = x+ x(2p1xy + p2(r
2 + 2x2)) (2.12)
y˜ = y + y(2p2xy + p1(r
2 + 2y2)) (2.13)
Es wird deutlich, dass im Gegensatz zur radialen Verzeichnung der Effekt der tangentialen
Verzeichnung nicht rotationssymmetrisch zum optischen Zentrum der Linse ist.
Die Abbildung 2.10 zeigt den Pixelversatz, der durch die tangentiale Verzeichnung auftritt.
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Bild 2.10: Tangentiale Verzeichnung
2.4.4 Die Abbildung auf einen realen Bildsensor
Wie schon in Abschnitt 2.4 erwa¨hnt, sind die Hauptebenen der Linse sowie der Sensorchip,
der die Bildebenen der Kamera darstellt, im Allgemeinen nicht planparallel. Zudem muss
davon ausgegangen werden, dass der Ursprung des Sensorchips nicht auf der optischen Achse
des Objektivs liegt. Es ist u¨blich, dass der Adressbereich der Kamerasensoren in der unteren
linken Ecke des Sensors beginnt. Hier befindet sich also der informationstechnische Ursprung
des Koordinatensystems des Sensors. Die Bildinformationen werden dann zeilenweise von
links nach rechts und von unten nach oben im Speicher abgelegt. Diese Datendarstellung
wird als Row-Major-Format bezeichnet. Die spaltenweise Darstellung der Daten wird analog
als Column-Major-Format bezeichnet und entspricht der Transponierung des Row-Major-
Formats. Die Zeilen des Sensors verlaufen parallel zur X-Achse, die Spalten parallel zur
Y -Achse des Sensorkoordinatensystems. Hierbei zeigt sowohl die X- als auch die Y -Achse
in Richtung aufsteigender Adresswerte. Der sich daraus ergebende Normalenvektor auf die
Bildebene −→nSc =
−−→eu,Sc ×
−−→ev,Sc zeigt in positive Aufnahmerichtung. Somit ist die Konvention
nach einem kartesischen Rechtssystem erfu¨llt. An dieser Stelle sei erwa¨hnt, dass nicht alle
derzeit verfu¨gbaren Kameras dieser Koordinatensystemkonvention entsprechen.
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Die Transformation eines Punktes P |Sc aus dem in Abschnitt 2.3 beschriebenen Koordina-
tensystem der idealen Bildebene in das Koordinatensystem eines Sensorchips kann wiederum
durch eine Translation und eine Rotation um die drei Raumwinkel erreicht werden. Die Ab-
bildung des Punktes P |Sc von der idealen Bildebene auf den Punkt P¯Ssc des Sensorchips
ergibt sich gema¨ß der Gleichungen 2.1 und 2.7 nach Gleichung 2.14.
P¯ |Ssc = [Rsc
−→
tsc]P |Sc (2.14)
Hierbei ergibt sich die Rotationsmatrix Rsc nach Gleichung 2.2. Die Winkel θx, θy, θz be-
messen die Drehung des Sensorschips bezu¨glich der idealen Bildebene um seine X-,Y - und
Z-Achse. Der Vektor
−→
tsc beschreibt den translativen Versatz zwischen dem Ursprung des
Kamerakoordinatensystems und dem Ursprung des Sensorkoordinatensystems. Der Vektor
−→
tsc ergibt sich nach Gleichung 2.15.
−→
tsc =
−→
Osc|S0 −
−→
Oc|S0 (2.15)
Die Vektoren
−→
Osc|S0 und
−→
Oc|S0 bezeichnen den Ursprung der idealen Bildebene Sk und des
Koordinatensystems des Sensors Ssc im Weltkoordinatensystem S0. Der Einfluss des rotato-
rischen Versatzes des Sensorchips bezu¨glich seiner Ideallage wird im Allgemeinen als klein
eingescha¨tzt und vernachla¨ssigt. So kann die Rotationsmatrix Rsc als Einheitsmatrix ange-
nommen werden.
2.4.5 Die Abbildung auf einen diskretisierenden Sensor
Beim Bildeinzug mit einer digitalen Kamera wird das auf der Bildebene projezierte Bild u¨ber
der La¨nge und Breite des Sensors diskretisiert. Daru¨ber hinaus wird auch die Farbdarstellung
diskretisiert. Der hierfu¨r relevante Sachverhalt der Diskretisierung der Farben wird in Kapitel
3.3.3 erla¨utert.
Im Allgemeinen besitzen die sensitiven Elemente des Sensorchips keine quadratische Ober-
fla¨che. Somit liefert der Sensorchip unterschiedliche Auflo¨sungen entlang seiner X− und Y -
Achse auf. Die sensitiven Elemente vieler CCD-Sensorchips weisen eine Scherung s auf. Der
Einfluss der Scherung wird als gering eingescha¨tzt und vernachla¨ssigt. Zudem sind die Pixel
des Sensors mit einem Mindestabstand zueinander angeordnet. Vereinfachend wird angenom-
men, dass die Pixel des Sensorchips bu¨ndig aneinandergereihte Fla¨chenelemente sind. Diese
Vereinfachung ist in sofern zula¨ssig, als der Sensor in den Bereichen zwischen den Pixeln keine
Information u¨ber die lokale Belichtung liefert. Die Abbildung 2.11 zeigt den U¨bergang vom
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Bild 2.11: Modell des Sensorchips
realen Sensorchip zum allgemein verwendeten Modell eines CCD-Sensorchips. Es ist u¨blich,
dass La¨ngenangaben bei der Bemessung von Kamerasystemen zuna¨chst in La¨ngeneinheiten,
die der Kantenla¨nge eines Sensorelementes entsprechen, angegeben werden. Bezeichnet man
die Anzahl der Pixel pro La¨ngeneinheit parallel zur u-Achse des Sensorkoordinatensystems
mit ku und entlang der v-Achse mit kv, so ergeben sich die Koordinaten usc und vsc des
Pixels P¯ |sc zu einem P |c der Bildebene nach Gleichung 2.16
kuuc + usc,0 = usc (2.16)
kvvc + vsc,0 = vsc
(usc,0 ≤ uscm ≤ usc,max) ∈ Z
(vsc,0 ≤ vsc ≤ vsc,max) ∈ Z
Hierbei bezeichnen die Pixel usc,0 und vsc,0 den Ursprung des Sensors und berechnen sich
nach Gleichung 2.17
usc,0 = −kuuc,min, vsc,0 = −kvvc,min (2.17)
usc,max = −kuuc,max, vsc,max = −kvvc,max (2.18)
Eine kameraspezifische La¨ngeneinheit berechnet sich dann nach Gleichung 2.19.
lu =
ku(uc,max − uc,min)
(usc,max − usc,0)
(2.19)
lv =
kv(vc,max − vc,min)
(vsc,max − vsc,0)
(2.20)
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Die Koordinaten des abgebildeten Punktes
−→
P¯ |ssc auf eine planar um den Vektor
−→
tsc =
[usc,0vsc,0]
T verschobene Bildebene mit unterschiedlich skalierten Achsen berechnen sich somit
nach Gleichung 2.21
−→
P¯ |ssc =
(
ku
kv
)
−→
P ∗c +
−→
t sc (2.21)
Die Projektionsmatrix A2 fu¨r die Transformation eines Punktes
−→
P ∗ in das diskrete Koordi-
natensystem Ssc des Sensorchips lautet dann:
A2 =


ku 0 u0
0 kv v0
0 0 1

 (2.22)
Die Abbildung durch eine Lochkamera auf einen Sensorchip wird durch die Projektionsmatrix
A, die sich durch die Multiplikation der Matrizen A1 und A2 ergibt, beschrieben.
A =A2A1
A =


−cku 0 usc,0
0 −ckv vsc,0
0 0 1

 (2.23)
Die allgemeine Abbildung P¯ |Ssc des Punktes P |S0 durch eine Lochkamera auf einen Sen-
sorchip ergibt sich dann unter Beru¨cksichtigung der Gleichung 2.14 nach:
¯P |Ssc =A[RK
−→
tK ]P |S0 (2.24)
Asc =A[RK
−→
tK ] (2.25)
Die Abbildungsmatrix Asc beschreibt die Abbildung von Objektpunkten auf dem Kamera-
sensor unter Beru¨cksichtigung des Versatzes des Kamerakoordinatensystems zum Weltkoor-
dinatensystem und des Abbildungsverhaltens der Kamera.
2.4.6 Farbdarstellung
In diesem Abschnitt werden die grundlegenden Begriffe der Farbdarstellung durch Digi-
talkameras erla¨utert. Die informationstechnische Grundlage des RGB-Formates bildet das
gleichnamige Farbmodell, das zur Darstellung von Farben dient. Es verwendet nur die drei
Grundfarben Rot, Gru¨n und Blau. Durch additive Mischung der Grundfarben lassen sich
alle anderen Farbto¨ne des sichtbaren Lichtes erzeugen. Schwarz und Weiß entstehen dabei
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durch vollsta¨ndige Abwesenheit bzw. vollsta¨ndige U¨berlagerung der Grundfarben. Die Hel-
ligkeitsinformation ist in den Farbto¨nen enthalten. U¨blicherweise werden die Intensita¨ten bei
der Verwendung des RGB-Farbmodells auf 256 Werte abgebildet. Tabelle 2.1 zeigt einige
Beispiele zur Farbmischung. Die zu mischenden Farben stehen links und die Grundfarben
oben.
Farbton Rot Gru¨n Blau
Rot 255 0 0
Gru¨n 0 255 0
Blau 0 0 255
Schwarz 0 0 0
Weiß 255 255 255
Tabelle 2.1: Farbdarstellung mit dem RGB-Farbmodell
2.4.7 Sa¨ttigung und Luminanz
Der Sa¨ttigungsgrad eines Pixels gibt den Grad der Ausnutzung des Wertebereichs der Inten-
sita¨t eines Pixels im betrachteten Merkmal an. Die Luminanz ist die Helligkeit des dargestell-
ten Farbtons unabha¨ngig vom Farbton. Sie ist somit direkt abha¨ngig von der Sa¨ttigung der
beteiligten Komponenten. Es sei angemerkt, dass das Verha¨ltnis der Farbanteile zueinander
hierdurch nicht beeinflusst wird.
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2.5 Stereo-optische Systeme
Nachdem in den vorangegangenen Kapiteln auf die mathematischen Zusammenha¨nge bei
einer Kamera eingegangen wurde, findet im Abschnitt 2.6 eine ausfu¨hrliche Betrachtung
der geometrischen Beziehung zwischen zwei unterschiedlichen Kameras statt. Solche Zwei-
Kamera-Anordnungen werden Stereosystem oder Epipolarsystem genannt. Epipolarsysteme
werden in achsparallele und konvergente Systeme unterschieden.
Bild 2.12: Achsparalleles Stereosystem (links), konvergente Anordnung (rechts)
Die Abbildung 2.12 zeigt sowohl ein achsparalleles als auch ein konvergentes Stereosystem.
Das achsparallele System ist durch eine parallele Ausrichtung der optischen Achsen beider
Kameras gekennzeichnet, wohingegen die konvergente Anordnung die optischen Achsen auf
einen Konvergenzpunkt ausrichtet. Die mathematischen Zusammenha¨nge des achsparallelen
Stereosystems sind einfacher zu beschreiben, weisen aber erhebliche Einschra¨nkungen auf,
da die Kameras nicht auf ein bestimmtes Objekt ausgerichtet sind. Unter Umsta¨nden kann
die Szene nicht vollsta¨ndig von beiden Kameras erfasst werden. In der Praxis wird meist
vom konvergenten Aufbau ausgegangen, da es nicht mo¨glich ist, ohne großen Aufwand ein
achsparalleles System aufzubauen.
2.6 Die Epipolargeometrie
Im allgemeinen Fall sind die Kameras eines Stereosystems zueinander verschoben und ge-
dreht. Ein Punkt P |S0 im Weltkoordinatensystem kann mit Gleichung 2.1 in die Koordina-
tensysteme der beteiligten Kameras transformiert werden. Die Transformation eines Punktes
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aus dem Koordinatensystem der linken Kamera in das Koordinatensystem der rechten Ka-
mera beschreibt Gleichung 2.26.
P |SkR = [RR
−→
tR]P |S0 (2.26)
P |SkL = [RL
−→
tL ]P |S0 (2.27)
P |SkR = [RR
−→
tR][RL
−→
tL ]
−1P |SkL (2.28)
Das Problem wird einfacher, wenn das Weltkoordinatensystem fu¨r das Stereosystem gleich
dem Koordinatensystem einer der beiden Kameras gewa¨hlt wird. Dieser Ansatz ist sinn-
voll, da im Allgemeinen eine der beiden Kameras als Referenzsystem oder Master-Kamera
bestimmt werden muss. Fu¨r alle weiteren Betrachtungen wird die linke Kamera als Referenz-
kamera bestimmt. Definiert das Koordinatensystem der linken Kamera das Weltkoordina-
tensystem, so ergibt sich die Transformation des Punktes P |SkLaus dem Koordinatensystem
der linken Kamera in das Koordinatensystem der rechten Kamera nach Gleichung 2.29
P |SkR = [RR
−→
tR]P |SkL (2.29)
Die Abbildung 2.13 zeigt die Epipolargeometrie eines Stereo-Kamera-Systems fu¨r einen
Punkt P .
Bild 2.13: Allgemeine Epipolargeometrie
Die Bildpunkte PL und PR werden vom Punkt P auf die linke und rechte Bildebene nL und nR
abgebildet. Diese Punkte werden als korrespondierendes Punktepaar bezeichnet. Der Versatz
eines abgebildeten Punktes PL im linken Bild bezu¨glich des korrespondierenden Punktes PR
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im rechten Bild wird Disparita¨t DP genannt. Sie berechnet sich nach Gleichung 2.30
−→
DP =
−→
PL −
−→
PR (2.30)
−→
tR bezeichnet den Verbindungsvektor der optischen Zentren der linken und rechten Kamera.
RR ist die Rotationsmatrix, die den rotatorischen Versatz der rechten bezu¨glich der linken
Kamera beschreibt. Die Verbindungsgerade zwischen den beiden optischen Zentren wird
Basislinie VB genannt. Sind die Bildebenen nL und nR planparallel verschoben, so ist die
Basislinie Element beider Bildebenen. Liegt ein rotatorischer Versatz der Bildebenen vor, so
durchdringt die Basislinie VB die Bildebenen an den Punkten eL und eR. Die Punkte eL und
eR heißen Epipole. Ihre Lage in den Bildebenen ist nur durch die Anordnung der Kameras
zueinander bestimmt. Die Epipole sind zudem die Projektion der optischen Zentren einer
Kamera auf die Bildebene der jeweils anderen Kamera. Der Objektpunkt P ∈ R3 und die
beiden Brennpunkte der Kameras spannen die Epipolarebene πp fu¨r diesen Punkt auf (vgl.
Abbildung 2.13). Die Abbildungen PL und PR sowie deren Abbildungsstrahlen sind ebenfalls
Element der Epipolarebene πP . Die Schnittgeraden der Epipolarebene πp mit den Bildebenen
nL und nR sind die Epipolarlinien lL,P und lR,P zu dem Punkt P . Die Epipolarlinie lR,P im
rechten Bild zu einem Punkt PL im linken Bild ist zudem die Projektion des zu diesem
Punkt geho¨renden Abbildungsstrahls und umgekehrt. Somit definiert die Epipolarlinie lR,P
die Menge der Bildpunkte aus nr, deren Element der korrespondierende Punkt PR zu einem
Punkt PL aus nL ist. Fu¨r den korrespondierenden Punkt PR zu einem Punkt PL gilt die
Bedingung 2.31
PR ∈ lRP (2.31)
2.7 Die Homographiematrix H
Als Homographie wird die Abbildung von Punkten auf gleich geartete Ra¨ume bezeichnet.
In dieser Arbeit wird im Rahmen der Kalibrierung des Kamerasystems die Abbildung von
Punkten eines planaren Kalibrierungsmusters auf die Bildebenen der Kameras betrachtet.
Daru¨ber hinaus wird die Abbildung eines Objektes in mehreren optischen Systemen sowie in
mehreren Bildern einer Sequenz behandelt. Bezeichnet man die korrespondierenden Punkte
der linken und rechten Kamera mit PL und PR so gilt Gleichung 2.32.
PR = HLRPL (2.32)
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Hik bezeichnet die Homographiematrix. Unter Beru¨cksichtigung der Abbildungsmatrizen Ai
der beteiligten Kameras ergibt sich die Homographiematrix HLR fu¨r die korrespondierenden
Punkte PL und PR eines Stereovisionssystems zu einem Objektpunkt P im allgemeinen
Weltkoordinatensystem aus Gleichung 2.33.
HLR = AR[RR
−→
tr ](AL[RL
−→
tL ])
−1 (2.33)
Definiert man nun das Weltkoordinatensystem wieder im Koordinatensystem der linken Ka-
mera, vereinfacht sich der Ausdruck der Homographie analog zu Gleichung 2.29 zu Gleichung
2.34.
HLR = AR[RR
−→
tr ]AL
−1 (2.34)
Betrachtet man nun zusa¨tzlich die Abbildung einer Ebene in den zwei Kameras, so ko¨nnen
u¨ber die Homographie der Objektebenen zu den beteiligten Bildebenen die Abbildungsma-
trizen Ai sowie die Rotationsmatrix und der Translationsvektor zwischen den Bildebenen
bestimmt werden. Somit stellt die Homographie eine Schlu¨sselinformation zur Kalibrierung
eines Kamerasystems dar. Im Weiteren kann die Homographie auch den Versatz zweier korre-
spondierender Bildpunkte aus den Bildern einer Sequenz beschreiben. In dieser Verwendung
bietet die Homographie die Mo¨glichkeit, die Bilder einer Sequenz zu einem Gesamtbild zu-
sammenzufu¨hren.
2.8 Epipolargeometrische Beziehungen in
Kamerakoordinaten
Bei der Anwendung der Stereovision zur Entfernungsbestimmung ist jedoch die Position des
Objektpunktes P nicht bekannt. Bekannt sind in diesem Fall nur die Abbildungen PL und PR
des Objektpunktes in den Koordinatensystemen der jeweiligen Kameras. Es ist also sinnvoll,
die bis hierhin aufgefu¨hrten Beziehungen zusa¨tzlich in Kamerakoordinaten zu betrachten.
2.8.1 Die Essentialmatrix E
Die Kamerakoordinatensysteme stehen u¨ber eine euklidische Transformation in Beziehung.
Aus dem Lochkameramodell ergeben sich die Abbildungen PL und PR eines Objektpunktes
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P in Sensorkoordinaten nach Gleichung 2.35.
PL =
P |SSC,L
ZL
(2.35)
PR =
P |SSC,R
Zr
(2.36)
Hierbei bezeichnet Zi die bisher nicht bekannte Entfernung des Objektpunktes P einer Ka-
mera i. Z wird im Weiteren als Strukturparameter bezeichnet. Durch die Kombination von
Gleichung 2.29 und Gleichung 2.35 erha¨lt man die Beziehung zwischen den Abbildungen PL
und PR des Objektpunktes P .
PR =
1
ZR
(ZLRPL +
−→
t ) (2.37)
Erweitert man die Gleichung 2.37 um das beidseitige Kreuzprodukt mit dem Vektor
−→
t und
erweitert man des Skalarprodukt mit PR, so erha¨lt man nach Eliminierung der Strukturpa-
rameter die Gleichung 2.38.
PR · (
−→
t × RR) = P
T
R
−→
t × (RRPL) = 0 (2.38)
Definiert man nun eine Zuordnung eines dreidimensionalen Vektors zu einer antisymme-
trischen Matrix entsprechend Gleichung 2.39, so kann das Kreuzprodukt zweier Vektoren
durch das Matrix-Vektor-Produkt einer 3× 3-Matrix durch einen dreidimensionalen Vektor
ausgedru¨ckt werden.


tx
ty
tz


×
=


0 −tz ty
tz 0 −tx
−ty tx 0

 (2.39)
mit
t× = −t×
T
Mit dieser Schreibweise erha¨lt man schließlich die Epipolargleichung (2.40) fu¨r die mathema-
tische Beziehung zwischen den Abbildungen eines Objektpunktes in zwei Kameras.
P TREPL = 0 (2.40)
t×R = E (2.41)
Diese Gleichung ist erfu¨llt, wenn die Abbildungen in den beteiligten Kameras korrespon-
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dierende Abbildungen eines Objektpunktes sind. Es sei angemerkt, dass der Umkehrschluss
nicht gilt. Abbildungen in beiden Kameras, welche die Epipolarbedingung erfu¨llen, sind dem-
nach nicht zwangsla¨ufig korrespondierende Punkte. Dies zeigt sich daran, dass alle Punkte
auf einem optischen Strahl zu einer Abbildung in einer Ansicht und zu unterschiedlichen Ab-
bildungen in der zweiten Ansicht fu¨hren. Die Bedeutung der Epipolargleichung wird nach der
folgenden Herleitung der Epipolarlinien noch deutlicher. Die Essentialmatrix E beschreibt
die euklidische Transformation von einer Kamera zu einer anderen Kamera des Epipolarsys-
tems.
2.8.2 Die Epipolarlinie l
Eine Gerade in einer Ebene kann durch den Koeffizientenvektor in Parameterdarstellung
beschrieben werden. Die Gleichung 2.42 zeigt eine allgemeine Geradengleichung in Parame-
terdarstellung sowie den zugeho¨rigen Koeffizientenvektor −→g .
g : 0 = hx+ iy + j (2.42)
mit
−→g =


h
i
j


Fu¨r die Punkte P Ti , die Element einer Linie g sind, muss gema¨ß der projektiven Geometrie
[Anhang A.6] Gleichung 2.43 gelten.
0 = P Ti × g (2.43)
Pi =


xi
yi
1

 .
U¨ber das Kreuzprodukt zweier Punkte P1 und P2 ist eindeutig eine Gerade definiert.
−→g = P1 × P2 (2.44)
Mit den Kameraparametern la¨sst sich jeder Objektpunkt u¨ber den zugeho¨rigen Bildpunkt
in homogenen Koordinaten und einem Skalierungsfaktor λ, welcher der Entfernung zum
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optischen Zentrum entspricht, beschreiben.
λi1Pi = P |SSC,i1 (2.45)
λi ∈ [0,∞]
Mit dem Ursprung des Weltkoordinatensystems im Koordinatensystem der linken Kamera,
ergibt sich aus den Gleichungen 2.29 und 2.45 die Gleichung 2.46.
λRPR = λL[RR
−→
tr ]PL (2.46)
Nun kann die Epipolarlinie in der rechten Kamera u¨ber zwei ausgezeichnete Punkte berechnet
werden. Dies ist zum einen der Epipol in Abbildung 2.13, der die Projektion des optischen
Zentrums der linken Kamera in die Bildebene nR der rechten Kamera darstellt. Er entspricht
damit einer Skalierung mit λ1 = 0. Man erha¨lt den Epipol aus Gleichung 2.47, der bis auf
einen Faktor dem Vektor
−→
t entspricht.
e2 =
−→
t (2.47)
Der zweite Punkt ist die Abbildung eines Punktes im Unendlichen in der rechten Kamera.
Dies entspricht einer Skalierung von PR mit λ1 =∞. Damit kann der Vektor
−→
t vernachla¨ssigt
werden und man erha¨lt die Projektion des Punktes PR∞.
PR∞ = RPL (2.48)
Aus diesen beiden Abbildungen kann nun die Epipolarlinie in Ansicht 2 berechnet werden.
−→
l R = eR × PR∞ =
−→
t × RPL = EPL (2.49)
Die korrespondierende Epipolarlinie in Abbildung 2.13 ist nach Gleichung 2.50 gegeben.
−→
l L = E
TPL (2.50)
Analog gilt die hier angefu¨hrte Berechnung der Epipolarlinie fu¨r Wahl eines Punktes PR aus
der Bildebenen der rechten Kamera.
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3 Der Bildeinzug
In diesem Kapitel werden die Details sowie die Anforderungen des Prozesses an die Bilderfas-
sung und die Bildvorverarbeitung erla¨utert. Es wird zuna¨chst der Teilprozess des Bildeinzugs
beschrieben. Dann wird auf die Problematik des prima¨ren Bildeinzugs durch mehrere Kame-
ras mit Hinsicht auf das zu messende Objekt eingegangen. Im Weiteren ein Verfahren vorge-
stellt, welches es erlaubt, bei natu¨rlich variierender Belichtung Bilder mit anna¨hernd gleich
bleibender Qualita¨t zu erfassen. Als Voraussetzung dafu¨r wird eine Funktion entwickelt, die
es ermo¨glicht, die Qualita¨t von Bildern quantitativ zu bewerten. Neben der Steuerung der
Hardware werden die verwendeten Methoden zur Optimierung der Bildqualita¨t hinsichtlich
ihrer Eignung zur stereoskopischen Auswertung beschrieben.
3.1 Der Prozess des Bildeinzug
Im Funktionsblock Bildeinzug werden die Bilddaten u¨ber die angeschlossenen Kameras ein-
gezogen. Dazu werden die Kameras so angesteuert, dass die Bilder zeitgleich digitalisiert
werden. Hierfu¨r wird die Belichtungszeit texp und die Sensorversta¨rkung Vccd, welche anhand
der Bilder des vorhergehenden Berechnungszyklus n−1 bestimmt wurden, verwendet. Nach-
dem die Bilder von der Treibersoftware im Speicher zur Verfu¨gung gestellt wurden, wird
die Qualita¨t Qist der eingezogenen Bilder hinsichtlich des relevanten Merkmals ermittelt.
Der Abschnitt 3.3.1 erla¨utert die Details der Bildqualita¨t sowie deren Bemessung. Das Er-
gebnis der Ermittlung der Bildqualita¨t ist der skalare Wert Qist. Die Regelabweichung EQ
wird einem Regelkreis zur Steuerung der Bildqualita¨t zugefu¨hrt. Die Abbildung 3.1 zeigt das
Flussdiagramm sowie den Signalfluss des Funktionsblockes fu¨r den Bildeinzug und des Be-
lichtungsregelkreises. Die Ausgabe des Reglers wird einem Stellalgorithmus zur Berechnung
der Belichtungszeit texp und der Sensorchip-Versta¨rkung Vccd zugefu¨hrt. Die Details dieser
Funktion sind auch in Abschnitt 3 angefu¨hrt. Die ermittelten Werte fu¨r die Stellgro¨ßen texp
und Vccd werden im na¨chsten Prozessdurchlauf an die Kameras u¨bertragen.
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Bild 3.1: Flussdiagramm des Funktionsblockes Bildeinzug
Dies geschieht bevor die na¨chsten Bilder eingezogen werden. Bei der hier verwendeten Ka-
meragera¨tetechnik ist die Neukonfiguration der Kameras mit einer Wartezeit von ca. tlat =
0, 1s verbunden. Dies betrifft auch die A¨nderung der Belichtungszeit und der Sensorchip-
Versta¨rkung. Da die Gesamtfunktion keine multitaskingbasierte Abarbeitung der Aufgaben
vorsieht, ist die A¨nderung der Kameraparameter mit unno¨tiger Stillstandzeit des Prozesses
verbunden. Diesem Effekt wurde Rechnung getragen, indem die Berechnung der Stellgro¨ße
sowie die A¨nderung der Kameraeinstellungen nur bei einer U¨berschreitung der Mindestrege-
labweichung Eq > Eq0 ausgelo¨st wird. Eine asynchrone, parallele Abarbeitung des Bildeinzu-
ges und der weiteren Bildverarbeitung ist eine weitere Mo¨glichkeit, um Stillstandszeiten des
Prozesses zu reduzieren. Dieses wurde bisher aber nicht implementiert. Wird die Berechnung
der Stellgro¨ßen fu¨r die Kameras nicht angestoßen, so werden lediglich die Bilddaten durch
die Kameras eingezogen und der weiteren Datenverarbeitung zur Verfu¨gung gestellt.
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3.2 Die Anforderungen an den Bildeinzug
Das Messsystem misst den Fu¨llstand optisch. Hierbei wird die Oberfla¨che des Ladegutes
mit Hilfe einer Stereovisionsanalyse vermessen und numerisch beschrieben. Im Rahmen der
Stereovisionsanalyse wird die Disparita¨t zweier korrespondierender Bildpunkte ausgewertet.
Im folgenden Abschnitt 3.2.1 wird die Auswahl einer geeigneten Kameragera¨tetechnik dis-
kutiert.
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Bild 3.2: Abbildung in zwei optischen Systemen
Die Paare korrespondierender Punkte werden u¨ber einen Vergleich der jeweiligen Bildaus-
schnitte in der Umgebung der betrachteten Punkte ermittelt. Dies setzt voraus, dass die
eingezogenen Bilder einen hinreichend großen Informationsgehalt enthalten hinsichtlich ih-
rer Eignung, in der Bildebene eindeutig lokalisiert werden zu ko¨nnen. Auf die hier relevante
Information wird in den Kapiteln 3.3.1 und 5.2 eingegangen. Daru¨ber hinaus sollten die be-
teiligten optischen Systeme die Bilder derselben Szene so a¨hnlich wie mo¨glich numerisch dar-
stellen. Dies betrifft einerseits die numerische Darstellung der Farben bzw. Pixel-Intensita¨ten
und andererseits die optisch-geometrische Projektion der Szene auf den Sensor, der die Bilde-
bene darstellt. Maßgeblich fu¨r eine identische numerische Darstellung von Farben ist sowohl
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die spektrale Sensitivita¨t der Sensoren als auch eine geeignete Steuerung der Belichtungszeit
und der Versta¨rkung des CCD-Chip-Signals fu¨r alle beteiligten Kamerasysteme. Zudem kann
durch eine pixelweise Transformation der Bilder die Gleichheit der Farbdarstellung optimiert
werden. Die Projektion der Bilder auf dem Sensor wird durch die Lage der Bildebenen zu-
einander und die Abbildungsfehler der Objektive beeinflusst. Auf Basis der Kenntnis des
Abbildungsverhaltens sowie der Position der Kameras zueinander ist es mo¨glich, die Pro-
jektionsfehler zu reduzieren. Fu¨r eine optimale Lo¨sung des Korrelationsproblems mu¨ssen die
Abbildungsfehler der eingezogenen Bilder durch eine Rektifizierung minimiert werden. Das
setzt eine Kalibrierung des Kamerasystems voraus.
Der Abschnitt 3.3 beschreibt ein Verfahren, das es ermo¨glicht, die Kameraelektronik so ein-
zustellen, dass eine optimale numerische Darstellung der Farben bzw. Pixel-Intensita¨ten ge-
wa¨hrleistet wird. Das Kapitel 3.4 geht auf die Kalibrierung des optischen Systems sowie der
Rektifizierung der Bilddaten ein.
3.2.1 Belichtungsverfahren
Da sich das zu messende Objekt wa¨hrend des Messvorgangs relativ zum Tra¨ger des Mess-
systems bewegt, ist es notwendig, die Bilder aller beteiligten Kameras zeitgleich einzuziehen.
Durch die Relativbewegung der Objekte ha¨tte eine sequentielle Bilddatenerfassung einen
zusa¨tzlichen Versatz der korrespondierenden Bildpunkte zur Folge. Dieser zusa¨tzliche Ver-
satz wu¨rde die Suche nach den korrespondierenden Punktepaaren erschweren. Die Forderung
nach einem zeitgleichen Bildeinzug setzt voraus, dass der Bildeinzug durch die einzusetzende
Kameragera¨tetechnik durch ein einziges Triggersignal gestartet werden kann.
Grundsa¨tzlich sind zurzeit Digitalkameras mit zwei unterschiedlichen Belichtungsverfahren
verfu¨gbar. Einerseits Kameras, die das Rolling-Shutter-Verfahren nutzen. Andererseits Ka-
meras, die auf dem Global-Shutter-Verfahren besieren. Beim Rolling-Shutter-Verfahren wer-
den die Sensorpixel des CCD-Chips sequentiell wa¨hrend der Belichtung abgetastet. Die
Abbildung 3.3 veranschaulicht das Prinzip der Sensorabtastung nach dem Rolling-Shutter-
Verfahren.
Die Verwendung von Kameras, die das Rolling-Shutter-Verfahren nutzen, ist fu¨r die Auf-
nahme bewegter Szenen ungeeignet, da die Szenen abha¨ngig von der Geschwindigkeit der
Bewegung und der Abtastgeschwindigkeit verzerrt abgebildet werden. Die Abbildung 3.4
wie ein bewegtes Objekt durch den Rolling-Shutter-Bildeinzug verzerrt abgebildet wird. Oh-
ne die Kenntnis der relativen Geschwindigkeit des betrachteten Objekts zur Kamera ist eine
Entzerrung der im Rolling-Shutter-Verfahren aufgenommenen Bilder nur schwer mo¨glich.
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Im Global-Shutter-Verfahren werden alle sensitiven Elemente des Sensors-Chips zeitgleich
ausgelesen. Die sensitiven Elemente der Kamera werden im Folgenden als Sensorpixel oder
Pixel bezeichnet.
Bild 3.3: Sensorabtastung im Rolling-Shutter-Betrieb
Verzerrungen des Bildes, wie im Rolling-Shutter-Verfahren, treten hier nicht auf. Aus die-
sem Grund werden fu¨r die Erfassung der auszuwertenden Bilder Global-Shutter-Kameras
verwendet.
Bild 3.4: Verzerrte Abbildung bewegter Objekte durch sequentielle Abtastung
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3.3 Die Steuerung der Kameraelektronik
Das Ziel der Kamerasteuerung besteht darin, die Bilder unabha¨ngig von den natu¨rlich va-
riierenden Lichtverha¨ltnissen mit konstanter Qualita¨t einzuziehen. Hierfu¨r ist es zuna¨chst
notwendig, ein Gu¨tekriterium zur Bewertung der Bildqualita¨t zu definieren. Es wird eine
Funktion gesucht, die aus den zweidimensionalen Datenfeldern der Bilddaten einen skalaren
Qualita¨tswert berechnet. Zuna¨chst werden Merkmale definiert, anhand derer die Qualita¨t
der aufgenommenen Bilder mit Hinsicht auf die weitere Bildauswertung beurteilt werden
kann.
3.3.1 Die Bildqualita¨t
Die Qualita¨t eines Bildes kann als der Informationsgehalt des Bildes hinsichtlich der fu¨r den
weiteren Prozess relevanten Merkmale bezeichnet werden. Im Rahmen dieser Bildauswertung
werden abha¨ngig vom Prozessschritt zum Teil widerspru¨chliche Forderungen an die Bildqua-
lita¨t gestellt.
Fu¨r die Extraktion der roten Ra¨nder der Ladefla¨che ist der Kontrast der Ra¨nder zum u¨brigen
Bild von Interesse. Schon bei geringer Belichtung der aufgenommenen Szene erreichen die
Bildbereiche, die den rot markierten Rand des Anha¨ngers zeigen, den Bereich der Farbsa¨t-
tigung fu¨r diesen Farbton. Fu¨r eine Extraktion dieser Bildbereiche ist es vorteilhaft, wenn
das Bild so belichtet wird, dass die Sa¨ttigung dieser Bildbereiche gerade erreicht wird. Eine
intensivere Belichtung der Bilder wu¨rde keine Verbesserung des hier relevanten Informati-
onsgehaltes bewirken. An dieser Stelle ha¨tte eine weitere Versta¨rkung der Belichtung nur
eine Versta¨rkung der Sto¨rungen in den u¨brigen Bildbereichen zur Folge.
Im Gegensatz dazu stellt die Textur die relevante Information fu¨r das Finden der korre-
spondierenden Punktepaare dar. Der Informationsgehalt einer Textur wird unter anderem
durch den Kontrast, mit dem die Textur ausgepra¨gt ist, beeinflusst. An dieser Stelle ist eine
Belichtung, die einen hohen Kontrast in dem Bildbereich, der das Ladegut zeigt, gefordert.
Details u¨ber den Zusammenhang zwischen der Textur, dem Kontrast und dem sich daraus
ergebenden Informationsgehalt fu¨r das Korrelationsproblem werden in Kapitel 5.2 erla¨utert.
Die Belichtung wird hier als optimal angesehen, wenn sie mit hinreichender Sicherheit den
notwendigen Kontrast im Bereich des Ladegutes bietet.
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3.3.2 Ein Gu¨tefunktional zur Bewertung der Bildqualita¨t
Fu¨r eine objektiv quantitative Bewertung der Bildqualita¨t wird das in diesem Abschnitt
beschriebene Gu¨tefunktional verwendet. Mit Hinsicht auf die Berechnungszeit ist es unter
anderem das Ziel, das Gu¨tefunktional mo¨glichst einfach zu formulieren. Hierfu¨r erweist sich
die gewichtete Summe aus dem mittleren Helligkeitswert Bmean, dem maximalen Hellig-
keitswert Bmax und einem den Clippingeffekt beschreibenden Wert Bclip als geeignet. Die
Bildqualita¨t Q berechnet sich nach Gleichung 3.1.
Q = aBmean + bBmax + cBclip (3.1)
Hierbei gewichten die Koeffizienten a,b,c den Einfluss der jeweils zugeho¨rigen Bildmerkmale.
Der mittlere Helligkeitswert Bmean entspricht dem u¨ber alle Pixel und Farbkana¨le gebildeten
Mittelwert der auftretenden Intensita¨ten eines Bildes. Er ist daher ein Maß fu¨r die Bild-
helligkeit. Wird eine gleichma¨ßige Verteilung der Intensita¨tswerte angenommen, gibt Bmean
einen guten Richtwert fu¨r die Bildqualita¨t. Der maximale Helligkeitswert Bmax eines Bildes
entspricht dem Mittelwert der Intensita¨tsmaxima der beteiligten Farbkana¨le und berechnet
sich gema¨ß Gleichung 3.2.
Bmax =
max(IR) +max(IG) +max(IB)
3
(3.2)
IR bezeichnet die Menge der auftretenden Intensita¨ten im Rot-Layer, IG die Menge der In-
tensita¨ten im Gru¨n-Layer und IB die Menge der auftretenden Intensita¨ten im Blau-Layer
des betrachteten Bildes. Der Wert Bmax gibt Aufschluss u¨ber die Ausnutzung des Wertebe-
reiches mit Hinsicht auf die Obergrenze des Wertebereiches. Der Wert Bclip berechnet sich
nach Gleichung 3.3
Bclip =
H255
H255,max
(3.3)
H(255) ist die Anzahl der Pixel, deren Intensita¨tswert die obere Grenze des Werteberei-
ches erreicht haben. H(255)max gibt die maximal tolerierbare Menge an Pixeln an, deren
Intensita¨tswert die obere Grenze des Wertebereichs erreicht haben. Mit dem Quotienten aus
der Anzahl tatsa¨chlich gesa¨ttigter Pixel und der Anzahl maximal erlaubter gesa¨ttigter Pixel
erha¨lt man ein Maß fu¨r den Grad der U¨berbelichtung des Bildes.
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3.3.3 Die Regelung der Bildqualita¨t
Um bei natu¨rlich variierenden Lichtverha¨ltnissen eine gleichbleibende Qualita¨t der eingezo-
genen Bilder zu gewa¨hrleisten, wird u¨ber einen Regelalgorithmus sowohl die Belichtungszeit
als auch die Versta¨rkung der CCD-Sensoren eingestellt. Die Abbildung 3.5 zeigt ein Schau-
bild der verwendeten Regelungsstruktur. Das auf den CCD-Sensor fallende Licht generiert
abha¨ngig von der Belichtungszeit texp(exposure) und dem Blendenwert k ein analoges Vi-
deosignal. Dieses wird mit dem gewa¨hlten Wert Vccd versta¨rkt und anschließend durch den
A/D-Wandler digitalisiert. Das Gu¨tefunktional berechnet aus dem Bild einen Qualita¨tswert
Q, der die Regelgro¨ße darstellt. Das U¨bertragungsverhalten der Sensorchips von der Bbe-
leutungsintensita¨t zum wiedergegebenen Bildhelligkeit, so wie das Abbildungsverhalten des
Bild-Gu¨tefunktionals sind deutlich nichtlinear. Um diese Nichtlinearita¨t auszugleichen, wird
in einem Stellalgorithmus die inverse Kennlinie des Abbildungsverhaltens der Kameras und
des Bild-Gu¨tefunktionals auf die Reglerausgangsgro¨ße yR angewendet. Zusa¨tzlich berechnter
der Stellalgorithmus aus Reglerausgangsgro¨ße yR die neuen Werte fu¨r die Belichtungszeit
texp und die Versta¨rkung Vccd des CCD-Signals. Die folgenden Aufnahmen werden dann mit
diesen Kameraeinstellungen eingezogen. Da so die Bilder beider beteiligten Kameras mit
dem gleichen Gu¨tefunktional hinsichtlich ihrer Qualita¨t bemessen werden und daru¨berhin-
aus beide Kameras getrennt auf den selben Bildqualita¨ts-Sollwert geregelt werden, kann im
eingeschwungenen Zustand von ana¨hernd gleicher Qualita¨t der bereitgestellten Bilder aus-
gegangen werden.
Bild 3.5: Regelungsstruktur
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3.3.4 Die Qualita¨t der eingezogenen Bildpaare
Die Kameras sind so angeordnet, dass beide Kameras anna¨hernd die gleiche Szene abbilden.
Im Idealfall wu¨rden die eingezogenen Bilder identische Intensita¨tsverteilungen der einzelnen
Farbkomponenten aufweisen.
Bild 3.6: Eingezogene Bilder
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Bild 3.7: Farbkanal-Histogramme der eingezogenen Bilder
Die Abbildungen 3.6 zeigen einen Bilddatensatz, der zur Auswertung des Fu¨llstandes heran-
gezogen wird. Die Abbildungen 3.7 zeigen die zugeho¨rigen Farbkanal-Histogramme. Hierbei
ist zu beachten, dass die Ha¨ufigkeiten auf die Anzahl der Pixel in einem Bild normiert wur-
den. Es wird deutlich, dass einerseits sowohl die Verla¨ufe der Histogramme einer Farbe als
auch die Verha¨ltnisse der Histogramme der einzelnen Farben zueinander anna¨hernd identisch
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sind. Mit Hilfe dieser Regelung ist es also mo¨glich, die Kameras unabha¨ngig voneinander so
einzustellen, dass die Gleichheit der numerischen Repra¨sentation der abgebildeten Farben
gewa¨hrleistet ist.
3.4 Die Kalibrierung des Epipolarsystems
Fu¨r die Fu¨llstandsmessung wird ein Stereokamerasystem verwendet. Die Kerninformation fu¨r
die stereoskopische Bildauswertung ist die Disparita¨t. Ein wesentliches Problem stellt somit
die Suche nach dem korrespondierenden Punkt PR im rechten Bild zu einem Referenzpunkt
PL im linken Bild dar, was im Allgemeinen als Korrelationsproblem oder Pointmatching Pro-
blem bezeichnet wird. Fu¨r die Lo¨sung des Korrelationsproblems sowie die Rekonstruktion
von Objektpunkten im Rahmen der Stereovisionsanalyse ist die Kenntnis des Abbildungsver-
halten des verwendeten Epipolarsystems von grundlegender Bedeutung. Dies betrifft sowohl
die Anordnung der Kameras zueinander als auch das Abbildungsverhalten der einzelnen op-
tischen Systeme. Die Lage der Kameras in den sechs Freiheitsgraden im Weltkoordinatensys-
tem werden als die extrinsischen Parameter des Epipolarsystems bezeichnet. Die intrinsischen
Parameter beschreiben das Abbildungsverhalten einer Kamera. Durch eine Kalibrierung des
Epipolarsystems werden diese Parameter festgestellt [16, 7, 20, 21, 22]. Die Kalibrierung des
Kamerasystems wird anhand eines bekannten Testmusters durchgefu¨hrt. Hier kommt das
Matlab-Werkzeug A Camera Calibration Toolbox for Matlab [6] zum Einsatz. Ein bekanntes
Referenzmuster wird in unterschiedlichen Entfernungen zur Kamera und in verschiedenen
Perspektiven aufgenommen und ausgewertet. So wird im Rahmen einer Oﬄine-Kalibrierung
der Satz der extrinsischen und intrinsischen Parameter bestimmt.
Die Verwendung eines so ermittelten Parametersatzes setzt voraus, dass sich das Kamera-
system wa¨hrend der Messung nicht vera¨ndert. Dies betrifft einerseits die Anordnung der
Kameras zueinander, was durch eine hinreichend steife Montage der Kameras erreicht wird.
Andererseits darf die Einstellung der optischen Systeme nicht vera¨ndert werden. Aus diesem
Grund wird von der Verwendung automatisch fokussierender Objektive abgesehen. Es kom-
men Standard-Weitwinkel-Objektive mit manuell einstellbarer und fixierbarer Fokussierung
sowie Blendeno¨ffnung zum Einsatz.
Der folgendende Abschnitt 3.4.1 geht kurz auf die grundsa¨tzliche Vorgehensweise der Kame-
rakalibrierung ein. Eine detaillierte Betrachtung der Kalibrierungsverfahren ist nicht Gegen-
stand dieser Arbeit. An dieser Stelle wird auf die einschla¨gige Literatur verwiesen.
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3.4.1 Vorstellung der unterschiedlichen Kalibrierverfahren
Die Methoden zur Kalibrierung ko¨nnen in zwei Kategorien unterteilt werden:
• Photogrammetrische Kalibrierung: Die Kalibrierung wird durchgefu¨hrt, indem
man einen Kalibrierungsgegenstand beobachtet, dessen Geometrie im dreidimensio-
nalem Raum mit sehr guter Pra¨zision bekannt ist. Diese Art der Kalibrierung kann
sehr leistungsfa¨hig erfolgen [22]. Der Kalibrierungsgegenstand besteht normalerweise
aus zwei oder drei Fla¨chen, die orthogonal zueinander sind. Diese Methoden erfordern
einen kostspieligen Kalibrierungsapparat und eine durchdachte Einstellung.
• Selbst-Kalibrierung: Techniken dieser Kategorie benutzen keinen Kalibrierungsge-
genstand. Beim Verschieben einer Kamera in einer statischen Szene stellt die Starrheit
der Szene zwingend zwei der internen Kameraparametern zur Verfu¨gung [26]. Wenn
folglich Bilder durch die gleiche Kamera mit o¨rtlich festgelegten internen Parametern
aufgenommen werden, genu¨gen Korrespondenzen zwischen drei Bildern, um die inter-
nen und externen Parameter zu gewinnen. Da die Anzahl der zu scha¨tzenden Parameter
hoch ist, ko¨nnen nicht immer zuverla¨ssige Resultate gewonnen werden.
Es sei angemerkt, dass noch weitere Verfahren [18, 27] existieren, die hier aber nicht weiter
betrachtet wurden. Das verwendete Kalibrierungsverfahren nach Zhang erzielt mit einfachen
Mitteln die Modellparameter des Kamerasystems in hinreichender Genauigkeit [20].
3.4.2 Kalibrierung nach Zhang
Dieses Verfahren benutzt ein planares Schachbrettmuster (vgl. Abbildung 3.8) als Kalibrier-
objekt, wobei die Beru¨hrungspunkte der einzelnen Schachfelder als Kalibriermarken genutzt
werden [20, 21]. Zur Bestimmung der intrinsischen und extrinsischen Parameter sind min-
destens zwei Bilder des Musters mit unterschiedlichen Orientierungen no¨tig, wobei diese
Orientierungen nicht bekannt sein mu¨ssen.
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Bild 3.8: Kalibrierungsmuster
Die Bestimmung der Kameraparameter mit diesem Verfahren la¨sst sich in drei Schritte un-
terteilen:
1. Scha¨tzung der Homographiematrix H
2. Bestimmung der Kameraparameter aus der Homographiematrix H
3. Modellierung der Verzeichnung und Optimierung der Gesamtlo¨sung
3.4.3 Abscha¨tzung der Homographiematrix H
Um die Homographiematrix zu bestimmen, wird in einer beliebigen Entfernung zum Ka-
merasystem ein planares Kalibriermuster aufgenommen. Diese Entfernung wird als Z = 0
bezeichnet. Bezeichnet man die i-te Spalte der Rotationsmatrix R mit Ri, so ergibt sich die
Abbildung P ′ des Objektpunktes P nach Gleichung 3.4.
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Da die Entfernung des Kalibriermusters zum Kamerasystems noch nicht bestimmt ist, muss
der entfernungsabha¨ngigen zentrisch gestreckten Abbildung durch den skalaren Faktor s
Rechnung getragen werden. Die Homographie H fu¨r P und P ′ ergibt sich entsprechend
Gleichung 2.32 nach
sP ′ =HPP′P (3.5)
HPP′ =A[R1R2
−→
t ] (3.6)
Entsprechend der Anzahl der unbekannten Gro¨ßen werden nun hinreichend viele Bildpunkte
Pij aus unterschiedlichen Aufnahmen des Kalibriermusters ausgewa¨hlt, um das Gleichungs-
system 3.5 zu lo¨sen. Im Allgemeinen wird ein u¨berbestimmtes Gleichungssystem erzeugt, um
durch eine Minimierung des quadratischen Fehlers nach Gleichung 3.7 eine optimale Lo¨sung
zu erhalten.
n∑
j=1
m∑
i=1
‖P ′ij − Pˆ
′(H,Pij)‖
2 (3.7)
Die Minimierung dieses nichtlinearen Problems kann z.B. mit dem Levenberg-Marquardt-
Algorithmus C erfolgen.
3.4.4 Bestimmung der intrinsischen und extrinsischen Parameter
Gema¨ß Gleichung 2.33 beinhaltet die Homographiematrix HLR fu¨r ein Stereokamerasystem
die Abbildungsmatrizen AL und AR der beiden Kameras sowie die Rotationsmatrix RR
und den Translationsvektor
−→
tR, welche die Lage der Kameras zueinander beschreiben. Wie
in Kapitel 2.1 beschrieben, sind somit sowohl die extrinsischen als auch die intrinsischen Ka-
meraparameter in der Homographiematrix enthalten. Mit der bereits bestimmten Homogra-
phiematrix kann gema¨ß Gleichung 2.33 demnach wieder ein nichtlineares Gleichungssystem
aufgestellt werden. Die so gefundenen Ergebnisse ko¨nnen wiederum durch Minimierung des
quadratischen Fehlers (vgl. Gleichung 3.8) zwischen dem abgebildeten Punkt P ′ und dem
rekonstruierten Punkt Pˆ ′(A,R,
−→
t , P ) gefunden werden.
n∑
j=1
m∑
i=1
‖P ′ij − Pˆ
′(A,Rj ,
−→
t j , Pi)‖
2 (3.8)
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3.4.5 Modellierung der Verzeichnung und Optimierung der
Gesamtlo¨sung
Um die Parameter fu¨r die Linsenverzeichnung zu finden, werden wiederum die Ergebnisse
des vorgehenden Schrittes aus Kapitel 3.4.4 als Anfangslo¨sung verwendet. Auch hier wird
der quadratische Fehler des mit dem Modell der Linsenverzeichnung rekonstruierten Feh-
lers minimiert. Durch Minimierung der Gleichung 3.9 werden die Parameter k1 und k2 der
radialen Verzeichnung bestimmt.
n∑
j=1
m∑
i=1
‖P ′ij − Pˆ
′(A, k1, k2, Rj,
−→
t j , Pi)‖
2 (3.9)
Dabei ist Pˆ ′(A, k1, k2, Rj ,
−→
t j , Pi) als Projektion des Punktes Pi in Bild j nach 3.5 zu ver-
stehen. Als Startwerte fu¨r A und Rj,
−→
t j|j = 1, ..., n dienen die gescha¨tzten und optimierten
Werte aus dem vorherigen Schritt. Die Parameter k1 und k2 werden zu Beginn der Optimie-
rung gleich 0 gesetzt.
3.4.6 Kameraparameter des Messsystems
Die Kalibrierung des verwendeten Kamerasystems hat den in diesem Abschnitt beschriebenen
Parametersatz ergeben. Diese Werte werden fu¨r alle weiteren Betrachtungen herangezogen.
Parameter Wert 3σ
Brennweite c 629.667 1.647
Skalierungsfaktor m 0.998 0.039
Hauptpunkt in u0 336.278 3.817
Hauptpunkt in v0 235.219 2.414
Radiale Verzeichnung k1 -0.22012 0.007
Radiale Verzeichnung k2 0.20887 0.019
Tangentiale Verzeichnung p1 -0.00058 0.00058
Tangentiale Verzeichnung p2 0.00028 0.00091
Tabelle 3.1: Intrinsische Parameter: Linke Kamera
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Parameter Wert 3σ
Brennweite c 629.67355 1.64709
Skalierungsfaktor m 0.99794 0.040404
Hauptpunkt in u0 315.56911 3.60792
Hauptpunkt in v0 228.47697 2.19536
Radiale Verzerrung k1 -0.21990 0.00870
Radiale Verzerrung k2 0.22697 0.04262
Tangentiale Verzerrung p1 0.00092 0.00059
Tangentiale Verzerrung p2 0.00076 0.00086
Tabelle 3.2: Intrinsische Parameter: Rechte Kamera
Parameter Wert 3σ
Translation in x tx 147.83770 0.11577
Translation in y ty -0.72179 0.08155
Translation in z tz 2.17891 0.93059
Rotation um x θx -0.00378 0.00228
Rotation um y θy -0.00325 0.00488
Rotation um z θz -0.01606 0.00038
Tabelle 3.3: Extrinsische Parameter
An den intrinsischen Parametern in den Tabellen 3.1 und 3.2 der rechten und linken Ka-
mera, die die tangentiale Verzeichnung beschreiben, wird deutlich, dass der Einfluss der
tangentialen Verzeichnung deutlich geringer ist als der Einfluss der radialen Verzeichnung.
Dies besta¨tigt die vorhergehende Annahme, dass der Einfluss der tangentialen Verzeichnung
vernachla¨ssigbar klein ist. Daru¨ber ist die Standardabweichung dieser Werte so groß, dass
die Verwendbarkeit fraglich ist. Die Verzeichnungsvektoren lassen sich mit der Funktion
cvInitUndistortMap() der Intel OpenCV Bibliothek [8] fu¨r jedes Pixel berechnen. Die Pi-
xelverschiebungen werden in den Abbildungen 3.9 bis 3.14 durch Vektoren verdeutlicht. Die
ellipsenfo¨rmigen A¨quipotentiallinien bezeichnen die Bereiche, in denen ein konstanter Ver-
satz der Pixel auftritt. Das Kreuz × ist der durch den Adressbereich definierte Mittelpunkt
des Bildes. ◦ gibt den Hauptpunkt wieder.
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Bild 3.9: Radiale Verzerrung der linken Kamera
Bild 3.10: Radiale Verzerrung der rechten Kamera
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Bild 3.11: Tangentiale Verzerrung der linken Kamera
Bild 3.12: Tangentiale Verzerrung der rechten Kamera
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Bild 3.13: Gesamtverzerrung der linken Kamera
Bild 3.14: Gesamtverzerrung der rechten Kamera
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3.5 Die Optimierung der eingezogenen Bilder
Neben einer optimalen Einstellung der Kamera-Hardware werden die eingezogenen Bilddaten
im Rahmen der Bilddatenakquisition durch eine geeignete Software modifiziert. Die wich-
tigste Modifikation der Bilddaten kompensiert den Versatz der Kameras zueinander sowie
die Linsenverzeichnung der Kameras. Diese Modifikation wird im Allgemeinen als Rektifi-
zierung der Bilder bezeichnet. Die Rektifizierung transformiert die Bilder so, dass sie der
Abbildung durch ein achsparalleles Stereokamerasystem mit Kameras, die einen identischen
Satz intrinsischer Parameter aufweisen, hinreichend nahe kommen.
3.5.1 Rektifizierung
Es gibt zwei Methoden der Rektifizierung. Die erste Variante beruht auf der Kenntnis der
intrinsischen und extrinsischen Kameraparameter. Sie wird auch kalibrierte Rektifizierung
oder geometrische Rektifizierung [53] genannt. Die zweite Variante wird unter Zuhilfenah-
me der Fundamentalmatrix des Epipolarsystems durchgefu¨hrt. Dieses Verfahren bietet den
Vorteil, dass der vollsta¨ndige Satz der Kameraparameter nicht explizit bekannt sein muss.
Da im vorliegenden Fall aufgrund der Kalibrierung des Kamerasystems der vollsta¨ndige Satz
der Modellparameter bekannt ist, wird in dieser Arbeit die geometrische Rektifizierung an-
gewendet. Im folgenden Abschnitt wird die Rektifizierung mit kalibrierten Kameras na¨her
erla¨utert.
Das Prinzip der Rektifizierung sieht einerseits eine Kompensation der Linsenverzeichnung
andererseits eine Lagekorrektur der Bildebenen der Kameras vor. Die Kompensation der
Linsenverzeichnung geschieht dabei durch die Anwendung der inversen Verzeichnungsfunkti-
on auf jedes Pixel (vgl. Gleichungen 2.10, 2.12, 2.13) . Die Lage der Bildebenen wird zuna¨chst
durch eine Rotation der Bilder um ihren Hauptpunkt mit den negativem Rotationsvektor
−→
θ korrigiert. Abschließend werden die Bilder so verschoben, dass nur ein translativer Ver-
satz entlang der X-Achse verbleibt. Hierbei bleibt zu beru¨cksichtigen, dass eine Translation
entlang der Z-Achse einer Kamera eine Streckung oder Stauchung der Abbildung zur Folge
hat, die dementsprechend in der Abbildungsmatrix 2.8 beru¨cksichtigt werden muss. Es ist
naheliegend, dass fu¨r die rektifizierten Bilder ein neuer Satz intrinsischer und extrinsischer
Parameter gilt. Der neue Satz der Kameraparameter definiert sich weitestgehend aus den An-
forderungen, die an die rektifizierten Bilder gestellt werden. Demnach mu¨ssen die Parameter
eines ideal rektifizierten Epipolarsystems wie in Tabelle 3.4 lauten.
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Parameter Wert
Translation
−−→
trect

x0
0


Rotation
−−→
θrect

00
0


Koeffizienten der radialen Verzeichnung ki [0 0]
Koeffizienten der tangentialen Verzeichnung pi [0 0]
Tabelle 3.4: Rektifizierte Kameraparameter
Hierbei sei angemerkt, dass die Koeffizienten fu¨r die radiale und tangentiale Verzeichnung
einheitlich fu¨r alle beteiligten Kameras gelten. Der verbleibende zu bestimmende Parameter
ist der translative Versatz der rektifizierten Bildebenen entlang der X-Achse. Somit ergeben
sich neue Projektionsmatrizen P˜l und P˜r fu¨r die rektifizierte Abbildung nach Gleichung 3.10
und 3.11
P˜l = A[(RRL
−1)cL] (3.10)
P˜r = A[(RRR
−1)cR] (3.11)
Die negativen RotationsmatrizenRL undRR beschreiben die Transformation der Bildebenen
in das Weltkoordinatensystem. Die Rotationsmatrix R, die den Bildern beider Kameras
entspricht, beschreibt die Rotation in das Zielkoordinatensystem. Ebenso transformiert die
Anwendung der negativen Kamerakonstanten cL und cR der linken und rechten Kamera die
Bilder in eine Abbildung durch Kameras mit der einheitlichen Kamerakonstante 1.
Bilineare Interpolation
Im Allgemeinen wird durch die Rotation sowie den Ausgleich der Linsenverzeichnung die
Koordinate eines Pixels als Gleitkommawert abgebildet. Um nun die transformierten Pixel
dennoch auf dem diskreten Raster der Bildebene darstellen zu ko¨nnen, ohne dass das Bild
erneut verzerrt erscheint, wird der Intensita¨ts- oder Farbwert Iuv eines Pixels an der Stelle u,
v durch eine Bilineare-Interpolation auf Basis der Farbwerte der vier na¨chsten Pixel ermittelt.
Die Abbildung 3.15 veranschaulicht die Problematik der Rotation von Bildern.
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x
y
Bild 3.15: Rotation eines Bildes
Es wird deutlich, dass die hier um die Z-Achse gedrehten Pixel nicht genau auf das Raster der
Bildebene abgebildet werden. Um nun einen geeigneten Farbwert Iuv des Pixels Puv an der
Stelle u,v nach der Transformation ermitteln zu ko¨nnen, werden die Farbgradienten zwischen
den Pixeln des transformierten Bildes verwendet.
u0
v0
usc
vsc
v 'sc
u 'sc
A
B
v '0
u '0
Bild 3.16: Geometrische Deutung der bilinearen Interpolation
Die Abbildung 3.16 zeigt die geometrische Interpretation der bilinearen Interpolation. An
dieser Stelle wird der Farbwert eines um die W -Achse gedrehten Pixels gesucht. Hier soll das
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obere, gedrehte Raster auf das untere Raster der Bildebenen u¨bertragen werden. Hierbei sind
die Farbwerte bzw. die Intensita¨ten der einzelnen Pixel auf der W -Achse aufgetragen. Die
Schnittpunkte des Gitters repra¨sentieren die Zentren der Pixel. Soll nun das transformierte
Bild an die Stelle u0, v0 der Bildebenen u¨bertragen werden, so wa¨hlt man die vier zu diesem
Punkt na¨chsten Pixel des transformierten Bildes. Die Positonen dieser vier Pixel ko¨nnen mit
[u′0, v
′
0], [u
′
1v
′
0], [u
′
0v
′
1] und [u
′
1v
′
1] bezeichnet werden. Entsprechend lauten die Intensita¨tswerte
des transformierten Bildes an diesen Stellen I00, I10, I01 und I11. Durch die Interpolation ent-
lang einer gewa¨hlten Achse erha¨lt man zwei neue Intensita¨tswerte A und B nach Gleichung
3.12 und 3.13
A =
I01 − I00
v′1 − v
′
0
v˜0 + I00 (3.12)
B =
I11 − I10
v′1 − v
′
0
v˜0 + I10 (3.13)
v˜0 bezeichnet die U -Koordinate der Durchdringung des Lots (blau eingezeichnet) auf die
Bildebenen an der Stelle [u0v0] mit der transformierten Bildebene. In Abbildung 3.16 sind die
interpolierten Intensita¨ten A und B als rote Linien eingezeichnet. Der Intensta¨tswert Iu0v0 ,
der in die Bildebene u¨bertragen wird, ergibt sich nun durch eine Interpolation zwischen den
zuvor gefundenen Intensita¨ten A und B. Die Intensita¨t Iu0v0 an der Stelle u0, v0 ergibt sich
dann nach Gleichung 3.14.
Iu0v0 =
B − A
u1 − u0
u˜0 +B (3.14)
Hierbei bezeichnet u˜0 analog zu Gleichung 3.12 und 3.13 die U -Koordinate der Durchdrin-
gung des Lots auf die Bildebenen an der Stelle [u0v0] durch die Ebenen der transformierten
Bildebene.
Implementierung der Rektifizierung
Wie schon in Kapitel 2 erwa¨hnt, wird das Weltkoordinatensystem S0 in das Koordinatensys-
tems SKL der linken Kamera gelegt. Auch hier zeigt sich, dass diese Wahl sinnvoll ist und
die Transformation der Bilder deutlich vereinfacht. So muss nun in den Bildern der linken
Kamera nur die Linsenverzeichnung ausgeglichen werden, wa¨hrend die Bilder der rechten
Kamera neben dem Ausgleich der Linsenverzeichnung in die Bildebene der linken Kame-
ra transformiert werden mu¨ssen. Die Eintra¨ge der Abbildungsmatrizen fu¨r die rektifizierten
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Bilder der linken und rechten Kamera ergeben sich nach den Gleichungen 3.15 und 3.16.
P˜L = −δ
−→
P L(PL) (3.15)
P˜R = A[RR
−1 − cr]− δ
−→
P R(PR) (3.16)
mit
δ
−→
P i =
(
δu(u)
δv(v)
)
(3.17)
In Gleichung 3.17 bezeichnen δu(u) und δv(v) den Versatz der Linsenverzeichnung. Entspre-
chend der Gleichungen 2.10, 2.12 und 2.13 Komponenten der Korrekturvektors Funktionen
des Pixelortes u, v, Unter der Voraussetzung, dass das Kamerasystem wa¨hrend der Messung
nicht vera¨ndert wird, kann davon ausgegangen werden, dass alle eingezogenen Bilder einer
Kamera mit identischen Parametern transformiert werden ko¨nnen. Mit Hinsicht auf eine
laufzeitoptimierte Implementierung werden zuna¨chst auf der Basis der in Kapitel 3.4.4 auf-
gefu¨hrten Werte fu¨r jede Kamera Korrekturmatrizen MK erstellt. Diese Korrekturmatrizen
enthalten fu¨r jedes Pixel den Vektor um den das Pixel in der Bildebene verschoben werden
muss, um die Abbildungsfehler des Kamerasystems auszugleichen. Die Abbildung 3.17 zeigt
die Rektifizierungsmatrix fu¨r die rechte Kamera des Kamerasystems.
Bild 3.17: Rektifizierungsmatrix fu¨r die rechte Kamera
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Die roten Punkte beschreiben die Position eines Pixels. Die blaue Linie bezeichnet den Vektor
um den das Pixel verschoben werden muss. Zusa¨tzlich ist das Zentrum des Adressbereichs
als blauer Punkt und der Hauptpunkt als cyangefa¨rbter Punkt eingezeichnet. Die Abbildung
3.18 zeigt ein mit dem eingesetzten Kamerasystem aufgenommenes Bildpaar vor und nach
der Rektifizierung.
Bild 3.18: Beispiel einer Stereoansicht und ihrer Rektifikation
An den rektifizierten Bildern wird deutlich, dass der Einflus der Linsenverzeichnung erheblich
reduziert wurde. Wa¨hrend in den nicht rektifizierten Bildern (oben) die senkrechten Lini-
en besonders an den Ra¨ndern eine deutliche Kru¨mmung aufweisen, erscheinen die gleichen
Linien in den rektifizierten Bildern gradliniger. Es ist naheliegend, dass anhand der rektifi-
zierten Bilder die automatische Erkennung von geometrischen Formen einfacher ist. Daru¨ber
hinaus wird deutlich, dass die korrespondierenden Punkte der beiden Bilder im rektifizier-
ten Bildpaar auf einer horizontalen Linie liegen, wa¨hrend in den Originalbildern ein Versatz
entlang der Y -Achse offensichtlich ist. Die Bedeutung der Rektifizierung fu¨r diesen Prozess
wird in den folgenden Kapiteln 4 und 5 u¨ber die Segmentierung sowie die stereoskopische
Auswertung der Bilddaten eingehend erla¨utert.
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4 Segmentierung
Die Segmentierung von Bilddaten ist ein grundlegendes Problem fu¨r die meisten Anwen-
dungen in der digitalen Bildverarbeitung [32, 33, 34, 35]. Als Segmentierung kann man die
Partitionierung von Bilddaten in Bereiche, die ein gleiches oder a¨hnliches Verhalten zeigen,
bezeichnen. Im Allgemeinen wird die Segmentierung zur Extraktion der interessierenden
Bildbereiche oder fu¨r die Zuordnung von Bildbereichen zu Objekten angewendet. Die meis-
ten Algorithmen zur Bildsegmentierung basieren auf den zwei grundlegenden Eigenschaften
der A¨hnlichkeit und A¨nderung des betrachteten Merkmals.
Die Methoden, welche die A¨nderung des betrachteten Merkmals nutzen, werden als boundary-
based-Methoden [33] bezeichnet. Diese Methoden verwenden die Information des Gradienten
der Merkmalsintensita¨t, um den U¨bergang von einem Bildmerkmal in ein anderes Bild-
merkmal zu erkennen. So kann durch die Detektion der Grenze, des Bereiches, welches das
interessierende Bildmerkmal zeigt, dieser indirekt identifiziert werden.
Die Methoden, welche die A¨hnlichkeit eines Bildbereiches bezu¨glich des betrachteten Merk-
mals nutzen, werden als region-based-Methoden [32] bezeichnet. Diese Methoden gruppieren
die Pixel, die hinsichtlich des betracheten Merkmals in definierten Toleranzen a¨hnlich sind.
Ha¨ufig werden Segmentierungsverfahren, die diese Methode nutzen, auf die Grau- oder Farb-
werte eines Pixels angewendet. Fu¨r den hier vorliegenden Fall, sowie jede Form der Klassi-
fizierung und Segmentierung von natu¨rlichen Oberfla¨chen, werden die sichtbaren Texturen
als Merkmal verwendet.
Mit dem Ziel, die zu verarbeitende Datenmenge fru¨hzeitig zu reduzieren, sollen die inter-
essierenden Bildbereiche (Regions of Interest ROI) aus den Bildern extrahiert werden. Dies
betrifft einerseits die Ra¨nder des Laderaumes und andererseits die Bildbereiche, die das La-
degut zeigen. Der interessierende Bildbereich der Bilder ist verschachtelt. In einem ersten
Schritt werden die Ra¨nder des Laderaumes extrahiert. Mit dieser Information werden die
Bildbereiche unterdru¨ckt, die den Hintergrund zeigen. Aus dem verbleibenden Bild werden
dann die Bildbereiche, die das Ladegut zeigen, ausgeschnitten.
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4.1 Der Prozess der Segmentierung
In einem ersten Schritt wird mit Hinsicht auf die zu verarbeitende Datenmenge eine Reduzie-
rung der Bilddaten auf die interessierenden Bildbereiche angestrebt. Dies sind einerseits die
Ra¨nder des Laderaumes und andererseits das Ladegut selbst. Die Identifikation der Bildbe-
reiche, welche die Ra¨nder zeigen, wird durch eine Farbfilterung erreicht. Anschließend werden
aus dem Bild, das sich aus der Farbfilterung ergibt, die Kanten der identifizierten Ra¨nder
mit Hilfe einer CANNY-Kanten-Detektion [9] identifiziert.
Farbfilter
DeHough
Analyse
Ausgangspunkt
Einstiegspunkt
geometrisches
Modell
"CANNY"
Kantendetektor
Erosion
Texturanalye
Bilddaten
Bilddaten
"Rand"
Geraden
Parameter n-1
Geraden
Parameter n
Boundary
Daten
Erosion
Bilddaten
"Ladegut"
Bild 4.1: Flussdiagramm des Funktionsblocks Segmentierung
Das Ergebnis der Kantendetektion ist ein Bina¨rbild, dessen markierte Pixel die Position der
Ra¨nder repra¨sentieren.
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Aus diesem Bina¨rbild werden nun die logischen Indizes der markierten Bildpunkte an die
DeHough-Analyse u¨bergeben. Die DeHough-Analyse wiederum untersucht die Eingabedaten
auf die Existenz von Geraden. Hierfu¨r werden dem DeHough-Algorithmus die Parameter der
im vorherigen Prozessdurchlauf gefundenen Geraden bereitgestellt. Eine Beschreibung der
Details des implementierten DeHough-Algorithmus erfolgt in Kapitel 4.2.3. Die so gefunde-
nen Geraden werden dann durch die Anwendung des Modells eines allgemeinen Vierecks in
einen geschlossenen Polygonzug umgewandelt. Es findet so eine Reduzierung der vorliegenden
Geraden auf die Strecken zwischen den Eckpunkten des Polygons statt. Abschließend wird
die vom Polygonzug eingeschlossene Fla¨che ermittelt. Mit dieser Information wird durch die
Erosion der Bildbereich identifiziert, welcher das Innere des Laderaumes zeigt. Daru¨ber hin-
aus liefert die Anwendung des geometrischen Modells den minimal beno¨tigten Adressbereich
des Bildes. Mit dieser Information wird der einzuziehende Bildbereich fu¨r das na¨chste Bild
begrenzt. Die Details des geometrischen Modells werden in Abschnitt 4.2.6 erla¨utert. Aus
dem verbleibenden Bild wird nun durch eine Analyse der lokalen Texturen der Bildbereich,
der das Ladegut zeigt, identifiziert und durch Erosion extrahiert. Die Einzelheiten der Tex-
turanalyse werden in Kapitel 4.3.1 beschrieben. Die Abbildung 4.1 zeigt das Flussdiagramm
der Segmentierungsfunktion sowie deren relevante Ein- und Ausgabedaten.
4.2 Interessierende Bildbereiche
Fu¨r die Bemessung des Fu¨llstandes soll ein dreidimensionales Modell der Ladegutoberfla¨che
generiert werden. Da sich das Kamerasystem relativ zum Laderaum bewegt, muss fu¨r den
Laderaum und somit auch fu¨r das Ladegut ein ortsfestes Koordinatensystem definiert wer-
den. Die Daten des Schu¨ttgutmodells sollen dann in das Koordinatensystem des Laderaumes
transformiert werden (vgl.6). Das Koordinatensystem des Laderaumes wird sinnvollerweise
durch den Rand des Laderaumes definiert. Es ist also notwendig, die Pixel, welche die Ra¨nder
des Laderaumes zeigen, zu identifizieren und dem Objekt Rand zuzuordnen. Fu¨r die Extrak-
tion der Bildbereiche, die das Ladegut zeigen, ist es sinnvoll, zuna¨chst den Bildbereich, der
die Innenseite des Laderaumes zeigt, zu identifizieren, um aus diesen Daten dann das Lade-
gut zu extrahieren. Diese Pixel werden dem Objekt Ladegut zugeordnet. Die Abbildung 4.2
verdeutlicht die Segmentierung und Objektzuordnung der interessierenden Bildbereiche.
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Objekt"Rand" Objekt"Ladegut"
Segmentierung
Bild 4.2: Segmentierung der interessierenden Bildbereiche
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4.2.1 Identifikation der Ra¨nder
Die Information u¨ber die Lage der Ra¨nder des Laderaumes ist von entscheidender Bedeutung
fu¨r den Messprozess. Es ist naheliegend, dass mit der Kenntniss der Ra¨nder des Laderaumes,
der fu¨r die weitere Bildverarbeitung interessierende Bildbereich definiert werden kann. Dar-
u¨ber hinaus kann anhand der Ra¨nder das Koordinatensystem des Laderaumes identifiziert
werden. Da sich das Messobjekt wa¨hrend der Messung relativ zum Kamerasystem bewegt, ist
die Kenntnis des Koordinatensystems des Laderaumes von grundlegender Bedeutung fu¨r die
Bemessung der Fu¨llho¨he. Eine detailierte Beschreibung der Definition des Koordinatensys-
tems des Laderaumes, sowie der Bemessung der lokalen Fu¨llho¨he, ist in Kapitel 6 aufgefu¨hrt.
Um die Bildbereiche, die das Innere des Laderaumes zeigen, identifizieren zu ko¨nnen, werden
in einem ersten Schritt die Ra¨nder des Laderaumes u¨ber die in Abschnitt 4.2.2 beschriebene
Methode der Farbfilterung identifiziert. Hierfu¨r wurden zuvor die Ra¨nder des Laderaumes rot
markiert. Das Ergebniss der Farbfilterung ist ein Bina¨rbild, in dem alle TRUE gesetzten Pixel
die Bildbereiche, die den Rand zeigen, repra¨sentieren. Die Abbildung 4.3 zeigt das Ergebnis
der Farbfilterung.
Bild 4.3: Ergebnis der Farbfilterung
Es sind noch erhebliche Sto¨rungen sichtbar, die aber durch eine zweidimensionale Medianfil-
terung unterdru¨ckt werden. In Versuchen hat sich eine Medianfilterung mit einem 10 × 10-
Punkte-Kernel als geeignet gezeigt. Die Abbildung 4.4 zeigt das Ergebnis der Farbfilterung
mit anschließender Medianfilterung. Aus der Abbildung 4.3 wird deutlich, dass die schwarz-
markierten Bereiche, die den Rand repra¨sentieren, Linien mit einer Sta¨rke von mehr als
einem Pixel darstellen. Um den Verlauf der abgebildeten Ra¨nder zu definieren, ist es aber
hinreichend, eine Linie mit einer Sta¨rke vom einem Pixel zu erzeugen.
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Bild 4.4: Ergebnis der Median-Filterung
Alle zusa¨tzlich als Rand identifizierten Pixel tragen nicht zur Definition der dargestellten
Geraden bei. Weitere markierte Pixel ha¨tten lediglich eine unno¨tige Vergro¨ßerung der weiter
zu verarbeitenden Datenmenge zur Folge. Um nun die Menge der markierten Pixel, die der
DeHough-Analyse u¨bergeben werden, zu reduzieren, ohne den Informationsgehalt bezu¨glich
der dargestellten Ra¨nder zu schma¨lern, wird auf das Ergebnis der Farbfilterung ein CANNY-
Kantendetektor [9] angewendet. Der Kantendetektor versta¨rkt durch U¨berlagerung der ersten
und zweiten Ableitung der Bilddaten die Bildbereiche, an denen Intensita¨tsa¨nderungen bzw.
Farba¨nderungen auftreten. Somit werden die Bildbereiche versta¨rkt, die wiederum die Kan-
ten der Ra¨nder des Laderaumes repra¨sentieren. Die Abbildung 4.5 zeigt das Bild nach der
Anwendung des CANNY-Kantendetektors.
Bild 4.5: Ergebniss der Canny Kantendetektion
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Auch in diesem Ergebnis (Abbildung 4.5) verbleiben markierte Pixel, die redundante Infor-
mationen bezu¨glich der Lage der Ra¨nder enthalten. Mit Hinsicht auf die Berechungszeit wird
die zu verarbeitende Datenmenge aber wie in den Abbildungen 4.3 und 4.5 deutlich redu-
ziert. Eine weitere Reduzierung der markierten Pixel wa¨re bezu¨glich des Mehraufwandes fu¨r
die Berechung der redundanten Pixel mit unverha¨ltnisma¨ßig großem Aufwand verbunden.
4.2.2 Farberkennung bei variabler Beleuchtung
FILLED soll unter natu¨rlich variierenden Beleuchtungsverha¨ltnissen betrieben werden ko¨n-
nen. Das Sonnenlicht kann im Bereich des sichtbaren Lichtes als anna¨hernd ideal polychro-
matisch angesehen werden. Unter dieser Voraussetzung kann davon ausgegangen werden,
dass die Folge variierender Beleuchtung eine entsprechende A¨nderung der Luminanz ist. Um
nun unabha¨ngig von der Luminanz des zu filternden Farbtons stabil eine Farbe erkennen zu
ko¨nnen, ist es sinnvoll, die Verha¨ltnisse der Intensita¨ten der beteiligten Farbkomponenten
eines Pixels auszuwerten. Bezeichnet man den Ort eines Pixels Pu,v in einem Bild mit u,v, so
kann die Intensita¨t des betrachteten Pixels mit I(u, v) bezeichnet werden. In den beteiligten
Farbebenen des digitalisierten Bildes werden die Intensita¨ten eines Pixels mit IR(u, v) fu¨r
den Rot-Layer, IG(u, v) fu¨r den Gru¨n-Layer und IB(u, v) fu¨r den Blau-Layer bezeichnet. Um
die roten Ra¨nder des Laderaumes aus den Bildern zu extrahieren, werden die Quotienten aus
Rot- und Gru¨n-Layer sowie Rot- und Blau-Layer ausgewertet. Der Wert I(u, v) eines Pixels
des gefilterten Bildes ergibt sich nach:
I(u, v)rim =

1 qG(u, v) ≥ TG ∧ qB(u, v) ≥ TB0 sonst (4.1)
qG(u, v) =
IR(u, v)
IG(u, v)
(4.2)
qB(u, v) =
IR(u, v)
IB(u, v)
(4.3)
Da sich im allgemeinen Fall bei einer deutlichen A¨nderung der Beleuchtungssituation auch die
Farbto¨ne a¨ndern, wird u¨ber einen Regler der Durchtrittsfarbton der Beleuchtungssituation
nachgefu¨hrt. Hierfu¨r wird in regelma¨ßigen Absta¨nden der Mittelwert der Farbquotienten qG
und qB aller Pixel der gefilterten Bereiche gebildet und die in Gleichung 4.1 beschriebenen
Parameter TG und TB der Filtervorschrift angepasst.
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4.2.3 Die DeHough-Transformation
Die DeHough-Analyse ist ein Werkzeug, das es ermo¨glicht, in einer Menge von ausgewa¨hlten
Pixeln geometrische Formen zu erkennen. Im vorliegenden Fall wird die DeHough-Analyse
verwendet, um die Kanten des Laderaumes in Geraden die in Polardarstellung angegeben
werden, zu transformieren. Im Rahmen der DeHough-Analyse wird gepru¨ft, ob die durch
vorhergehende Filterung markierten Pixel Elemente einer Geraden sind. Zuna¨chst mu¨ssen
die Koordinaten der ausgewa¨hlten n-Pixel ermittelt werden. Diese werden in dem 2 × n
Vektor
−→
P m abgelegt. Nun sieht die DeHough-Transformation vor, zu jedem Punkt Pmi aus
−→
P m eine beliebig große Menge Geraden GPmi durch diesen Punkt zu definieren. Jede dieser
Geraden wird durch die Parameter ρmij und ϕmij in Polardarstellung beschrieben. Der Satz
der Geradenparameter durch einen Punkt Pmi wird als Akkumulatorzelle Ami bezeichnet.
Liegen nun mehrere Punkte aus
−→
P m auf einer Geraden g
∗, so weisen diese ein gemeinsa-
mes Parameterpaar ρ∗ und ϕ∗ auf, welches die Gerade beschreibt, deren Element sie sind.
Durch eine Akkumulation gleicher ρ- und ϕ-Paare u¨ber alle Akkumulatorzellen Ami wird der
DeHough-Raum Di fu¨r ein Bild I erzeugt. Die Matrix DI entspricht dem zweidimensionalen
Histogramm der ρ- und ϕ-Paare und entha¨lt somit die Ha¨ufigkeiten Iρϕ aller auftretenden
ρ- und ϕ- Kombinationen. Jedes Element der Matrix DI kann einem Parameterpaar ρ und
ϕ und so einer Geraden zugeordnet werden. Der Wert der betrachteten Elemente gibt die
Menge der durch diese Gerade akkumulierten Punkte an und ist somit ein Maß fu¨r die
Bestimmtheit der Lo¨sung.
4.2.4 Berechnung des DeHough- Raumes
Es ist sinnvoll, die Menge der Geraden GPmi um ein markiertes Pixel Pmi in diskreten a¨qui-
distanten Winkelschritten δϕ = const zu bilden. Die Abbildung 4.6 zeigt die Konstruktion
einer Geraden durch einen Punkt in Polardarstellung. Der Abstand ρ(Pmi, ϕ) einer Geraden
gPmi durch den Punkte Pmi zum Ursprung des Koordinatensystems
−→
0 ergibt sich nach:
ρ(Pmi, ϕ) =
−→
A g ×
−→c (ϕ)
|−→c (ϕ)|
(4.4)
Der Vektor
−→
A g zeigt vom Ursprung des Koordinatensystems zu einem beliebigen Punkt Pg
der Geraden g. Der Vektor −→c (ϕ) definiert die Richtung der Geraden. Als Aufpunktvektor
wird hier der Ortsvektor
−→
RPmi zum betrachteten Pixel Pmi verwendet. Der Vektor
−→c (ϕ) ist
eine Funktion des gewa¨hlten Winkels ϕ.
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Bild 4.6: Gerade in Polardarstellung
−→c wird als Einheitsvektor gebildet, sodass sich die La¨nge ρ(
−→
P mi, ϕ) des lotrechten Auf-
punktvektors als Funktion des Winkels ϕ nach Gleichung 4.5 ergibt.
ρ(Pmi, ϕ) =
−→
RPmi ×
−→c (ϕ)
ρ(Pmi, ϕ) = |
−→
RPmi
(
cos(ϕ0)
sin(ϕ0)
)
×
(
− sin(ϕ)
cos(ϕ)
)
ρ(Pmi, ϕ) = |
−→
RPmi| sin(ϕ+ ϕP )| 0 ≤ ϕ ≤ π (4.5)
Hierbei ergibt sich ϕP nach
ϕP = arctan
(
RPmi,y
RPmi,x
)
(4.6)
Gleichung 4.5 definiert die Menge aller Geraden GPmi um das betrachtete Pixel Pmi. Man
erha¨lt fu¨r jedes markierte Pixel Pmi einen Satz von Gleichungen, welche die Menge der
Aufpunktvektoren
−→
RPmi als Funktion der nmax Winkel Φ definiert. Die Akkumulatorzelle
APmi zu einem Punkt Pmi ergibt sich nun durch die Anwendung der Gleichung 4.5 auf den
Vektor
−→
Φ der diskreten Winkel.
−→
Φ n = n
π
nmax
n = 0, 1, 2, ..., nmax − 1 (4.7)
APmi = |
−→
R P | sin(
−→
Φ + ϕPmi) (4.8)
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Bild 4.7: DeHough Raum
Der Wert nmax gibt die Anzahl der a¨quidistanten Diskretisierungsschritte der geraden Win-
kel an. Fu¨r die Erfassung aller mo¨glichen Geraden ist es hinreichend, einen Winkelbereich
von ϕ0 bis ϕmax = ϕo+ π zu diskretisieren. Alle weiteren Winkel wu¨rden redundante Ergeb-
nisse liefern, die sich lediglich im Vorzeichen unterscheiden. Dieses Verfahren liefert fu¨r jedes
markierte Pixel eine Akkumulatorzelle. Durch eine Histogrammauswertung aller Akkumula-
torzellen u¨ber alle ρ-ϕ-Kombinationen erha¨lt man den DeHough-Raum. Die Abbildung 4.7
zeigt einen DeHough-Raum fu¨r ein Bild, in dem vier Geraden sichtbar sind. Eine weitere
Methode den DeHough-Raum zu berechnen, nutzt die Mo¨glichkeit die exakte Geradenglei-
chung, die durch zwei Punkte definiert wird, zu berechnen und anschließend im Rahmen der
Histogrammerstellung eine Diskretisierung des Winkels ϕ und der La¨nge des Aufpunktvek-
tors ρ zu berechnen. Dieses Verfahren bietet eine ho¨here Genauigkeit fu¨r die Bestimmung
der Geradenparameter, da die Geradengleichungen zuna¨chst als Gleitkommawerte berech-
net und anschließend diskretisiert werden. Die Parameter einer gemeinsamen Gerade gPi,P j
zweier Punkte Pi und Pj findet man bekanntlich durch Gleichsetzen der zugeho¨rigen Gera-
dengleichungen.
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Bild 4.8: Analytisch bestimmter De Hough Raum
Die Gleichung der Geraden gPi,P j ergibt sich nach:
ρ(Pi, ϕi) = ρ(Pj, ϕj) (4.9)
ϕi = ϕj (4.10)
ϕi,j = arctan
(
|RPi | cos(ϕi)− |RPj | cos(ϕj)
|RPi| sin(ϕi)− |RPj | sin(ϕj)
)
(4.11)
ρij = |RPi| sin(ϕij + ϕi) (4.12)
Durch die Bildung aller mo¨glichen Punktepaare erha¨lt man die Menge aller durch die mar-
kierten Pixel definierten Geraden. Nun kann durch eine Histogrammauswertung u¨ber alle
ρ-ϕ-Kombinationen eine Aussage u¨ber die Existenz von sichtbaren Linien im Bild getroffen
werden. Die Abbildung 4.8 zeigt den DeHough-Raum. Hier wurde der Winkel der Geraden
ϕ = 0..π auf 100 Werte und der Wertebereich fu¨r die La¨nge des Aufpunktvektors ρ auf 256
Werte abgebildet. Nachteilig hierbei ist, dass die Menge der zu verarbeitenden Daten mit
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dem Quadrat der markierten Pixel wa¨chst. Die Anzahl der zu bildenden Punktepaare nP
ergibt sich als Funktion der Anzahl der markierten Pixel m nach:
nP =
m2 −m
2
(4.13)
Bei der nicht analytischen Methode, ergibt sich die Anzahl der zu verarbeitenden Werte
durch Multiplikation der Anzahl der markierten Pixel mit der Anzahl der Diskretisierungs-
schritte.
n = mndmax (4.14)
Da die Berechnung des Eintrags einer Akkumulatorzelle anna¨hernd identisch mit der Berech-
nung einer Geradengleichung ist, kann die Anzahl der zu verarbeitenden Werte als sinnvolles
Maß fu¨r den Vergleich der Berechungsdauer der beiden Verfahren genutzt werden. Mit Hin-
sicht auf die begrenzte Zykluszeit wird hier die erstgenannte Methode eingesetzt. Diese liefert
zwar eine geringere Genauigkeit, sie beno¨tigt dafu¨r eine deutlich geringere Berechnungszeit.
Wie bereits am Anfang dieses Abschnitts erwa¨hnt, entspricht ein Wert des DeHough Raumes
an einer Stelle ρo, ϕo der Menge der Pixel, die Element einer Geraden mit diesen Parametern
sind. Die La¨nge einer Linie im Bild bestimmt also maßgeblich die Auspra¨gung des zugeho¨-
rigen Maximums des DeHough Raumes. Die Entscheidung ob eine Linie erkannt wird, wird
auf Basis der Auspra¨gung des gefundenen Maximums des De-Hough-Raumes getroffen. Un-
terschreitet die Zahl Cgp der auf einer Linie g akkumulierten Punkte einen kritischen Wert
Cgpkrit, so wird diese Lo¨sung verworfen.
4.2.5 Optimierung der DeHough-Transformation
Das Messsystem FILLED soll den Fu¨llstand wa¨hrend der Beladung messen. Es ist das Ziel,
rechtzeitig in den Beladungsprozess eingreifen zu ko¨nnen. Eine wesentliche Anforderung an
das System ist es also, die Dauer fu¨r die Berechnung einer Lo¨sung zu begrenzen. Durch die
Optimierung der DeHough-Transformation soll, bei gleichbleibender Qualita¨t der Messwerte,
die Dauer des Messvorgangs zu reduziert werden. Dieses kann u¨ber eine Vorsteuerung des
Winkelbereichs der Akkumulatorzellen und eine rechtzeitige Klassifikation nach signifikanten
und nicht signifikanten Pixeln erreicht werden. Im Abschnitt 4.2.6 wird beschrieben, wie
mit Hilfe eines geometrischen Modells der Bildbereich identifiziert wird, der das Innere des
Transportmittels zeigt. Die Bildbereiche, die nicht das Innere des Laderaumes einschließlich
seiner rot markierten Kanten zeigen, brauchen nicht weiter betrachtet zu werden. Unter der
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Annahme, dass sich die relative Position des Laderaumes zum Kamerakoordinatensystem
in einer Zykluszeit nur geringfu¨gig a¨ndert, ist es mo¨glich, vom momentan interessierenden
Bildbereich auf den interessierenden Bildbereich des folgenden Bildes zu schließen. Abbildung
4.9 zeigt die Definition des gescha¨tzten interessierenden Bildbereichs fu¨r das folgende Bild.
Bild 4.9: Begrenzung des Bildbereichs(links), ROI im neu eingezogenen Bild
Die Koordinaten des angena¨herten interessierenden Bildbereichs ergeben sich nach:
u′B,max = uB,max + ǫu (4.15)
v′B,max = vB,max + ǫv (4.16)
u′B,min = uB,min − ǫu (4.17)
v′B,min = vB,min − ǫv (4.18)
mit
uB,max = max
i→4
(Su,i) (4.19)
vB,max = max
i→4
(Sv,i) (4.20)
uB,min = min
i→4
(Su,i) (4.21)
vB,min = min
i→4
(Sv,i) (4.22)
Hierbei bezeichnet S die 2 × 4 Matrix der 4 Schnittpunkte der gefundenen Geraden(vgl.
Kapitel 4.2.6). Su und Sv bezeichnen demnach die Spaltenvektoren, welche die u- bzw. v-
Komponenten der gefundenen Schnittpunkte enthalten. Auf diese Weise ko¨nnen alle Punkte,
die aufgrund von Rauschen in den nicht interessierenden Bildbereichen durch den Farbfilter
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markiert werden, von der Analyse der DeHough Transformation ausgeschlossen werden. Diese
Reduzierung der markierten Bildpunkte beeinflusst die Berechnungsdauer der DeHough-
Transformation erheblich, da fu¨r jeden Punkt eine Akkumulatorzelle berechnet werden muss.
Eine weitere Methode die Datenmenge sinnvoll zu reduzieren, bietet die Vorsteuerung des
Abtastbereichs der Geradenwinkel. Hier kann die Bildauswertung sowohl in einer Sequenz,
als auch in einem Stereobilddatensatz vorgesteuert werden. Die Abbildung 4.10 zeigt das
Prinzip der Vorsteuerung.
Bild 4.10: Vorsteuerung der Scanbereiche
Zuna¨chst wird die Vorsteuerung des Geradenwinkels fu¨r eine Bilderfolge erla¨utert. Auch hier
wird die Annahme getroffen, dass sich die Position und Lage der abgebildeten Geraden im
Bild von einem Datensatz zum Folgenden nur wenig a¨ndert. Dies ermo¨glicht es, den Suchbe-
reich der DeHough Transformation auf eine begrenzte Umgebung um die im vorhergehenden
Bild gefundenen Linien einzuschra¨nken. Analog dazu kann man von der Lage der Geraden
in einem Bild des Stereopaars auf die Lage der Geraden im anderen Bild schließen. Bedingt
durch die Anordnung des Kamerasystems werden die Objekte im Allgemeinen stets mit einem
konstanten Versatz in den beteiligten Kameras abgebildet. Dieser Versatz, die Disparita¨t, ist
abha¨ngig von der Entfernung der Objekte vom Kamerasystem. Da sich die Entfernung der
Ra¨nder zum Kamerasystem wa¨hrend der U¨berladungsprozesses nur unwesentlich a¨ndert, ist
es zula¨ssig, diese Disparita¨t in einer Initialisierungsroutine festzustellen und dann fu¨r die wei-
tere Messung zu verwenden. Die Vorsteuerung bietet zwei Mo¨glichkeiten der Optimierung
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des Transformationsprozesses. Durch eine Verkleinerung des zu untersuchenden Winkelinter-
valls bei konstanter Anzahl von Diskretisierungsschritten, kann bei gleichem Berechnungsauf-
wand, eine gro¨ßere Genauigkeit erzielt werden. Verwendet man hingegen gleichbleibend große
Diskretisierungsintervalle, so reduziert sich die Anzahl der Diskretisierungsschritte fu¨r das
reduzierte Intervall. Diese Option bietet die Mo¨glichkeit, bei gleichbleibender Genauigkeit
den Berechnungsaufwand zu reduzieren. Vor dem Hintergrund, dass die Objekte durch die
Kameras nur mit einer endlichen Auflo¨sung abgebildet werden, ist es sinnvoll, eine begrenzte
Auflo¨sung des DeHough-Winkels zu wa¨hlen. Aus diesem Grund wird hier der Optimierungs-
modus gewa¨hlt, der einen reduzierten Berechnungsaufwand bietet. Als problematisch hat sich
erwiesen, dass der verwendete Filteralgorithmus zur Kantenversta¨rkung sowohl die Eintritts-
kante, als auch die Austrittskante, in einem markierten Bereich versta¨rkt (vgl. Abbildung
4.5). Man erha¨lt fu¨r die gefilterten roten Ra¨nder zwei Markierungen, die von der DeHough-
Analyse ausgewertet werden. Demnach erkennt die DeHough-Analyse zwei parallele Linien
pro Streckenabschnitt des Laderaumrandes. Dies kommt in den Abbildungen 4.7 durch zwei
dicht beieinanderliegende Maxima zum Ausdruck. Eine optimale Lo¨sung stellt nun die Ge-
rade dar, deren Parameter dem Mittelwert der beiden gefundenen Geraden entspricht. Diese
Annahme ist zula¨ssig, da die Gerade gesucht wird, die den Verlauf einer Ladebordwandkante
optimal repra¨sentiert. Durch Mittelung der gefundenen Geradenparameter ρ1 und ρ2 sowie
ϕ1 und ϕ2 fu¨r eine Kante erha¨lt man die Gerade, die hinreichend genau mittig auf dem
rot markierten Rand liegt. Die Parameter der Geraden gi, die eine Kante des Laderaumes
repra¨sentieren, ergeben sich nach Gleichung 4.23.
gi := f(ϕi, ρi) (4.23)
ϕi =
ϕi1 + ϕi2
2
(4.24)
ρi =
ρi1 + ρi2
2
(4.25)
Da die Existenz einer Geraden im Bild anhand der durch sie akkumulierten Punkte fest-
gemacht wird und die La¨nge einer Geraden wiederum maßgeblich die Anzahl der durch sie
akkumulierten Punkte beeinflusst, werden sehr kurze Linien bei Betrachtung der absoluten
Anzahl der akkumulierten Punkte unterdru¨ckt. Dies ist ungu¨nstig, wenn der Laderaum den
Sichtbereich der Kameras verla¨sst. Abbildung 4.11 zeigt eine Situation, in der der Lade-
raum den Sichtbereich der Kameras soweit verlassen hat, dass zwei seiner Kanten nur als
sehr kurze Geraden abgebildet werden. Um diesem Effekt entgegenzuwirken, wird die La¨n-
ge der gefundenen Geraden auf die maximal mo¨gliche La¨nge einer kollinearen Geraden im
interessierenden Bereich dieses Bildes bezogen.
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Bild 4.11: Der Laderaum verla¨sst den Bildbereich
4.2.6 Das geometrisches Modell
Die DeHough Transformation ermittelt aus den eingezogenen Bildern die Ra¨nder des Lade-
raumes als unabha¨ngige Geraden. Mit Hilfe des Modells eines allgemeinen Vierecks sollen
nun die gefundenen Geraden auf Strecken, die den sichtbaren Ra¨ndern entsprechen, redu-
ziert werden. Daru¨berhinaus soll so die von diesen Strecken eingeschlossene Fla¨che identifi-
ziert werden, da diese den interessierenden Bildbereich zeigt. Die meisten Transportmittel
haben einen Laderaum mit anna¨hernd rechteckigem Grundriss. Durch die Perspektive der
Kameras wird die rechteckige O¨ffnung des Laderaumes allerdings im Allgemeinen verzerrt
abgebildet. Da sich der Blickwinkel des Kamerasystems auf das Transportmittel nur wenig
a¨ndert, kann davon ausgegangen werden, dass der Winkelversatz der Geraden zueinander
anna¨hernd konstant bleibt. Daru¨berhinaus kann davon ausgegangen werden, dass wegen der
Montage des Kamerasystems die parallelen Ra¨nder des Laderaumes auch anna¨hernd par-
allel abgebildet werden. Lediglich durch den Einfluss der zentrischen Streckung erscheinen
die abgebildeten parallelen Ra¨nder nicht parallel. Diese geometrischen Vorraussetzungen er-
mo¨glichen eine strukturierte Suche nach den Ra¨ndern des Laderaumes. Hierfu¨r wird das
globale Maximum des DeHough-Raumes lokalisiert. Wie im Kapitel 4.2.3 bereits erwa¨hnt,
entspricht ein Eintrag im DeHough-Raum der Anzahl der Punkte, die Element der Geraden
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mit diesen Geradenparametern sind. Das globale Maximum des DeHough-Raumes weist also
auf die signifikanteste Linie im Bild hin. Diese wird als Masterlinie identifiziert. Da nach
einer bekannten konstanten Geometrie gesucht wird, definiert diese Masterlinie die Lage der
gesuchten Geometrie im Bild. Daru¨ber hinaus la¨sst die Anzahl der Punkte, die Element der
gefunden Gerade sind, auf die La¨nge dieser Geraden schließen. Betrachtet man ein allgemei-
nes Rechteck mit jeweils zwei paarweise parallelen Kanten gleicher La¨nge, so kann anhand der
Masterlinie auf die Ausrichtung des Laderaumes geschlossen werden. Dies ist eine wichtige
Information fu¨r die Definition des Koordinatensystems des Laderaumes. Die Details hierzu
werden in Kapitel 6.4 erla¨utert. Die Abbildung 4.12 zeigt ein Bild, das an die DeHough
Transformation u¨bergeben wird.
Bild 4.12: Eingabebild in die DeHough-Transformation
Nun wird in der nahen Umgebung um den Winkel ϕgM der Masterlinie eine parallele Linie
gesucht, welche den Rand der gegenu¨berliegenden Ladebordwand identifiziert. Ein weiteres
Kriterium fu¨r die Existenz des parallelen Randes ist ein hinreichend großer und wa¨hrend des
Messvorganges anna¨herd gleichbleibender Abstand des Maximums entlang der ρ-Achse im
DeHough Raum. Im Weiteren wird unter dem Winkel ϕgM +
pi
2
±ϕoffset nach der signifikantes-
ten Linie dieses Winkelbereichs gesucht. Diese schrittwei
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angeordneten Linien im Bild verhindert zusa¨tzlich, dass geradlinige Strukturen im Hinter-
grund, die nicht zum interessierenden Merkmal des Bildes geho¨ren, als Teile des Laderaumes
erkannt werden. Dies betrifft im wesentlichen die u¨blicherweise reihenfo¨rmig angeordneten
Maispflanzen sowie Spuren, die vorhergefahrene Fahrzeuge im Boden hinterlassen haben.
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Bild 4.13: DeHough-Raum fu¨r einen begrenzten Winkelbereich
Die Abbildung 4.13 zeigt den DeHough Raum fu¨r einen begrenzten Winkelbereich. Man er-
kennt, dass in der Abbildung, dass lediglich zwei Maxima, die den jeweils paarweise parallelen
Geraden entsprechen, sichtbar sind.
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4.3 Die Extraktion des Schu¨ttgutkegels
Nachdem aus den Bilddaten mit Hilfe der De-Hough Transformation der Bereich, der die In-
nenseite des Laderaumes zeigt, extrahiert wurde, wird nun der Bildbereich, der das Ladegut
zeigt, identifiziert. So wird es mo¨glich, die Bildpunkte und die daraus im Weiteren ermit-
telten Objektpunkte eindeutig dem Objekt Ladegut zuzuweisen. Auf Grund von natu¨rlichen
Farbvarianzen und Beleuchtungseinflu¨ssen kann das Ladegut im Allgemeinen nicht anhand
seiner Fa¨rbung sicher erkannt werden. Es kann jedoch angenommen werden, dass die Partikel
des Ladegutes mit einer gewissen Toleranz eine gleichbleibende Gro¨ße aufweisen. Somit ist es
zula¨ssig, auch unter Beru¨cksichtigung der perpektivischen Abbildung, die sichtbare Textur
des Ladegutes als hinreichend konstant anzunehmen. Fu¨r die Segmentierung des Ladegutes
werden im Weiteren die Texturen des verbleibenden Bildbereiches analysiert.
4.3.1 Methoden der Texturklassifizierung
In vielen Bereichen besonders der industriellen Bildverarbeitung kann davon ausgegangen
werden, dass sich die zu segmentierenden Bildbereiche durch homogene Intensita¨tsvertei-
ung kennzeichnen und so recht einfach erkennen lassen. In diesem Fall muss jedoch davon
ausgegangen werden, dass aufgrund einer variablen Beleuchtung und dem ungleichfo¨rmigen
Reflektionsverhaltes des Ladegutes, die abgebildeten Objekte keine gleichma¨ßige Intensi-
ta¨tsverteilung oder Fa¨rbung zeigen. Mo¨chte man unter diesen Vorraussetzungen dennoch
Bildbereiche, die einzelne Objekte zeigen, segmentieren, mu¨ssen zuna¨chst belichtungs- und
reflektionsunabha¨ngige Merkmale, anhand derer das Objekt eindeutig identifiziert werden
kann, gesucht werden.
Ein geeignetes Merkmal ist die Textur. Obwohl es fu¨r das menschliche Auge kein Problem
ist, Texturen zu unterscheiden und Bildbereiche danach zu segmentieren, ist es ein nicht
triviales Problem, mathematische Beschreibungen fu¨r die rechnergestu¨tzte Klassifizierung
von Texturen zu formulieren. Die bestehenden Methoden fu¨r die Beschreibung von Texturen
lassen sich wie folgt kategorisieren [36, 37]:
• strukturelle Betrachtung
• statistische Betrachtung
• modellbasierte Betrachtung
• transformationsbasierte Betrachtung
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Die meisten strukturellen Ansa¨tze zur Beschreibung von Texturen wurden von Haralick [38]
eingefu¨hrt. Demnach ko¨nnen Texturen durch einen Satz von Texturprimitiven, den micro-
textures, und deren o¨rtlicher Anordung, den macrotextures, beschrieben werden. Eine Textur
kann durch die Definition von Mircotexturen sowie einer Funktion, welche die Wahrschein-
lichkeit der o¨rtlichen Existenz dieser Microtextur beschreibt, klassifiziert werden. Wegen der
Komplexita¨t der in der Natur auftretenden Texturen eignet sich diese Methode weniger fu¨r
die Beschreibung als fu¨r die Synthese von Texturen.
Verglichen mit den strukturellen Methoden, beru¨cksichtigen die statistischen Methoden zur
Texturbeschreibung weder die Topologie noch die Geometrie [13] einer Textur (vgl. 5.2).
Vielmehr werden die Verteilung sowie o¨rtliche Beziehungen der einzelenen Intensita¨ts- oder
Farbwerte fu¨r die Beschreibung einer Textur genutzt. Vor allem die statistischen Funktionen
zweiter Ordnung bieten die Mo¨glichkeit zur Unterscheidung Texturen [39]. Der Vorteil der
statistischen Methoden erster Ordnung liegt darin, dass diese weniger aufwa¨ndig berechnet
werden ko¨nnen. Ihr Informationsgehalt bezu¨glich einer Textur ist jedoch begrenzt, da sie
keine Informationen u¨ber die ra¨umlichen Beziehungen der Pixel enthalten.
Die Methoden der modellbasierten Texturbeschreibung beruhen auf der Konstruktion eines
Bildmodells. Hier kommen stochastische oder fraktale Modelle zum Einsatz. Auf diese Art
der Texturbeschreibung wird jedoch an dieser Stelle nicht weiter eingegangen, da sie fu¨r die
weitere Datenverarbeitung nicht genutzt werden.
4.3.2 Verwendete Features und Frequenzanalyse
Mit dem Ziel, die Charakteristika der lokalen Frequenzspektren auswerten zu ko¨nnen, wird
zu jedem Punkt im interessierenden Bildbereich eine Fast Fourier Transformation(FFT) des
umgebenden Bildbereiches ausgefu¨hrt. Um nun ein Pixel als Ladegut identifizieren zu ko¨n-
nen, werden die Fourierkoeffizienten des transformierten Frequenzintervalls betrachtet. Die
Bildbereiche, die Teile der Ladebordwand oder des Laderaumbodens zeigen, haben im All-
gemeinen eine gleichma¨ßige Fa¨rbung und eine ebene Oberfla¨che. Die Textur ebener, gleich-
ma¨ßig gefa¨rbter Oberfla¨chen kennzeichnet sich dadurch, dass ihr Leistungsspektrum den
Schwerpunkt im niederfrequenten Bereich hat. Die Textur des Ladegutes hingegen ist durch
eine gleichma¨ßige Marmorierung gekennzeichnet. Diese gleichma¨ßige Marmorierung kann als
Signal mit dem Schwerpunkt des Leistungsspektrums in einem speziellen Frequenzbereich
betrachtet werden. Somit kann durch Betrachtung der Fourierkoeffizienten zwischen den
Bildbereichen, die das Ladegut zeigen und denen, die Teile des Laderaumes zeigen, unter-
schieden werden. Bezeichnet man den Datensatz, der ein Bild repra¨sentiert, als I und benennt
4.3 Die Extraktion des Schu¨ttgutkegels 69
den Datensatz, der die Bilddaten in einer n×m Pixel großen Umgebung um das Pixel Pu,v
mit ku,v, so ergibt sich das Leistungsspektrum Pwku,v der Texturen in diesem Bereich nach
Geichung 4.27.
F = FFT{kuv} (4.26)
fpq ∈ C
Pwku,v = abs(fpq) (4.27)
Hierbei bezeichnen p und q die Frequenzen, die horizontal und vertikal auftreten. Unterschrei-
tet der mittlere Fourierkoeffizient f im Frequenzbereich F einen gegebenen Wert T1, so wird
angenommen, dass dieses Pixel einen Teil des Ladebodens oder der Ladebordwa¨nde zeigt.
Ist der mittlere Fourierkoeffizient gro¨ßer als ein gegebener Wert T1, so wird angenommen,
dass dieses Pixel zu dem Bildbereich geho¨rt, welches das Ladegut zeigt.
fr =
1
n
F
∑
F (4.28)
F : {fpq ∈ rF,min < rF < rF,max} (4.29)
rF =
√
(p2 + q2) (4.30)
P (u, v) =

1 f(u, v) > T10 f(u, v) < T1 (4.31)
Das Ergebnis der Segmentierungsfunktion ist ein Bina¨rbild, in dem die true gesetzten Pixel
die Bereiche markieren, die das Ladegut zeigen. Durch eine Multiplikation des Ausgangslayers
mit diesem Segmentierungslayer ko¨nnen alle nicht interessierenden Bildbereiche gleich Null
gesetzt und somit unterdru¨ckt werden. Dieses Verfahren zur Segmentierung auf der Basis
der lokalen Leistungsspektren funktioniert allerdings nur solange die aufgenommene Textur
nicht zu weit vom Kamerasystem entfernt ist. Bei einer konstanten Auflo¨sung des optischen
Sensors und einer konstanten Kamerakonstante des benutzen Objektives verschwinden mit
zunehmender Entfernung zum Kamerasystem nach und nach die hochfrequenten Texturen.
Dies ist darauf zuru¨ckzufu¨hren, dass Objektpunkte mit gleicher Distanz zueinander umd mit
steigender Entfernung zum Kamerasystem zunehmend dicht abgebildet werden. Ab einer
kritischen Entfernung der betrachteten Punkte zum Objektiv werden Texturen nur noch
als anna¨hernd homogen gefa¨rbte Fla¨che abgebildet, was wiederum zur Foge hat, dass die
Fouriertransformation lediglich Werte fu¨r die niedrigsten Frequenzen liefert.
70
5 Stereovision
Die stereoskopische Auswertung der Bilddaten stellt den eigentlichen Messvorgang des Mess-
systems dar. An dieser Stelle wird die Positon der interessierenden Punkte im dreidimensio-
nalen Raum R3 festgestellt. Hierfu¨r werden sowohl die Bildbereiche, die das Ladegut zeigen,
als auch die Bildbereiche, welche die Ra¨nder zeigen, stereoskopisch ausgewertet. Die grund-
legende Information fu¨r die stereoskopische Auswertung der Bilddaten ist die Disparita¨t D
der korrespondierenden Punkte. Voraussetzung hierfu¨r ist, dass die Koordinaten der kor-
respondierenden Punkte bekannt sind. Die Suche nach einem korrespondierenden Punkte
P ∗R im rechten Bild zu einem gewa¨hlten Punkt PL im linken Bild wird als Korrelations-
oder Pointmatching-Problem bezeichnet. Fu¨r die Lo¨sung des Korrelationsproblems existie-
ren unterschiedliche Ansa¨tze. Mit Hinsicht auf die vorliegende Bildsituation mu¨ssen fu¨r die
Vermessung der Ra¨nder und die Vermessung des Ladegutes zwei unterschiedliche Verfahren
fu¨r die Lo¨sung des Korrelationsproblems eingesetzt werden. Fu¨r die Wahl eines geeigneten
Verfahrens zur Lo¨sung des Korrelationsproblems ist es notwendig, die Eigenschaften der aus-
zuwertenden Bildbereiche zu analysieren. Die Abschnitte 5.4.1 und 5.4.3 erla¨utern die hier
eingesetzten Verfahren zur Lo¨sung des Korrelationsproblems. Hierfu¨r wird in Abschnitt 5.2
eine systematische Betrachtung des fu¨r das Pointmatching relevanten Informationsgehaltes
ausgefu¨hrt. Sind die Positionen der korrespondierenden Punkte bekannt, kann durch eine
Triangulation der Abbildungsstrahlen die Lage des zugeho¨rigen Objektpunktes rekonstru-
iert werden. Der Abschnitt 5.5 befasst sich mit der Rekonstruktion eines Objektpunktes zu
einem Paar korrespondierender Punkte.
5.1 Der Prozess der Stereovision
Die Stereovisionsanalyse fu¨r diesen Prozess gliedert sich in die Verarbeitung der Bildbereiche,
die die Ra¨nder des Laderaumes zeigen und in die Bereiche, die das Ladegut zeigen. Aufgrund
der unterschiedlichen Eigenschaften der Bildbereiche ist es notwendig, unterschiedliche Me-
thoden zur Lo¨sung des Korrelationsproblems zu nutzen. Beiden Funktionsblo¨cken gemeinsam
ist die abschließende Triangulation der Objektpunkte im dreidimensionalen Raum. In diesem
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Abschnitt wird zuna¨chst auf die Funktion der Stereovisionsanalyse fu¨r das Ladegut eingegan-
gen im Anschluß wird auf die Lo¨sung des Korrelationsproblems fu¨r die Ra¨nder eingegangen
wird.
Die Stereovisionsanalyse fu¨r das Ladegut nutzt die Korrelationsfunktion, um die korrespon-
dierenden Punkte zu den gewa¨hlten Referenzbildpunkten zu finden.
Bild 5.1: Flussdiagramm der Stereovisionsanalyse des Ladegutes
Fu¨r ein optimales Ergebnis werden zuna¨chst lokale Belichtungsunterschiede ausgeglichen.
Daru¨ber hinaus wird der Bildbereich, der das Ladegut zeigt, hinsichtlich des lokalen Kon-
trastes transformiert. Das Kapitel 5.3 geht auf die Methode zur Optimierung des lokalen
Kontrastes ein. Anschließend werden aus dem Datensatz des linken Bildes die Referenzpunk-
te ausgewa¨hlt, die hinsichtlich ihrer Eignung fu¨r das Korrelationsproblem einen maximalen
Informationsgehalt aufweisen. Hierbei wird u¨ber eine Schrittweitensteuerung ein Mindestab-
stand der Punkte zueinander sichergestellt. Die Funktion zur Auswahl geeigneter Punkte
wird in Kapitel 5.2 beschrieben. Die Liste der als geeignet eingescha¨tzten Bildpunkte wird
dann der Funktion zur Lo¨sung des Korrelationsproblems zugefu¨hrt. Fu¨r den Datensatz, der
das Ladegut zeigt, eignet sich aufgrund der Textur des Ladegutes besonders die Auswertung
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der Korrelationskoeffizienten, die sich aus der U¨berlagerung von Bildbereichen des linken und
rechten Bildes ergeben. Das Ergebnis der Funktion fu¨r das Finden der korrespondierenden
Punktepaare ist die Liste der Punktepaare sowie des dazugeho¨rigen Korrelationskoeffizien-
ten. Die Einzelheiten der Methode der Korrelation fu¨r das Finden der korrespondierenden
Punktepaare wird in Abschnitt 5.4 erla¨utert. Die Liste der korrespondierenden Punktepaa-
re wird der Funktion zur Rekonstruktion der Objektpunkte im dreidimensionalen Raum
zugefu¨hrt. Hierbei werden ausschließlich die Punktepaare verwendet, deren Korrelationsko-
effizient einen Mindestwert u¨berschreiten. Das Ergebnis der Rekonstruktion ist die Liste der
Punkte im Raum, die Element der Ladegutoberfla¨che bezu¨glich des Kamerakoordinatensys-
tems sind. Die Berechnung der rekonstruierten Punkte wird in Abschnitt 5.5 beschrieben.
Die Abbildung 5.1 zeigt das Flussdiagramm sowie die Ein- und Ausgabedaten der Stereovi-
sionsanalyse fu¨r das Ladegut.
Fu¨r die Stereovisionsanalyse der Bildbereiche, die die Ra¨nder zeigen, ist das Korrelations-
problem nicht durch Anwendung der Korrelation zu lo¨sen.
Bild 5.2: Flussdiagramm der Stereovisionsanalyse des Randes
Das Problem wird eingehend in Abschnitt 5.4.3 erla¨utert. Aus diesem Grund werden fu¨r
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die Erfassung der korrespondierenden Randpunktepaare eine neue Funktion verwendet. Das
Ergebnis dieser Funktionen ist die Liste korrespondierender Punkte, die den Rand repra¨sen-
tieren. Abweichend von den Ergebnissen der Stereovisionsanalyse fu¨r die Bildbereiche, die
das Ladegut zeigen, erzeugt diese Funktion keinen Wert, der auf die Qualita¨t der Lo¨sung
schließen la¨sst. Die Liste der korrespondierenden Punktepaare wird dann der gleichen Funk-
tion zur Rekonstruktion der Objektpunkte, die schon zuvor beschrieben wurde, zugefu¨hrt.
Das Ergebnis ist hier die Liste der Punkte, die Element des Laderaumrandes sind. An dieser
Stelle sei angemerkt, dass die Paare korrespondierender Punkte zusa¨tzlich die Information
u¨ber die Seite des Laderaumes zu der sie geho¨ren enthalten.
5.2 Informationsgehalt eines Bildbereiches
Im Rahmen der Stereovisionsanalyse werden die Paare korrespondierender Punkte durch den
Vergleich der sie umgebenden Bildbereiche ermittelt. Als ein Paar oder eine Menge korre-
spondierender Punkte bezeicht man diejenigen Punkte, die von einem Objektpunkt aus dem
dreidimensionales Raum R3 in mehreren Kameras abgebildet werden. Aufgrund der Sensor-
anordnung darf hier angenommen werden, dass die Basisla¨nge |
−→
VB| = 140 mm des Epipolar-
systems im Vergleich zur Entfernung des abgebildeten Objekt 1000 mm < Z < 3000 mm sehr
klein ist, sodass die Bildbereiche um die Paare korrespondierender Punkte in den beteiligten
Kameras hinreichend gleich abgebildet werden, wodurch eine eindeutige Zuordung zweier
Punkte zu einem Paar korrespondierender Punkte aufgrund ihrer umgebenden Bildbereiche
mo¨glich wird. Die Lo¨sung des Korrelationsproblems durch den Vergleich von Bildbereichen
setzt voraus, dass diese Bildbereiche in der Umgebung der betrachteten Bildpunkte hinrei-
chende Informationen fu¨r eine eindeutige Lokalisierung dieses Punktes in der Ebene entha¨lt.
Somit kann das relevante Merkmal fu¨r den Informationsgehalt als die Eigenschaft einer Tex-
tur, sich in einem Bildbereich eindeutig zuordnen zu lassen, definiert werden. Hierfu¨r ist
sowohl die Intensita¨t der abgebildeten Textur als auch die Art des abgebildeten Musters
ausschlaggebend.
Im Allgemeinen ko¨nnen die Topologie und die Geometrie einer Bildpunktemenge nach W.
Schroeder et.al. [13] fu¨r die lokale Beziehung von Bildpunkten zueinander betrachtet wer-
den. Die Topologie einer Punktemenge beschreibt eine Klasse geometrischer Objekte, der die
Punkte in dieser Kombination zugeordnet werden ko¨nnen, wobei die Topologie einer Punk-
temenge noch keine Information u¨ber die konkreten Entfernungen der Punkte zueinander
entha¨lt. Sie sagt lediglich etwas u¨ber die grundsa¨tzliche Anordung der Punkte zueinander
aus. Die Geometrie einer Punktegruppe hingegen kann als Instanzierung einer Topologie
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angesehen werden. Abbildung 5.3 verdeutlicht den Zusammenhang zwischen der Topologie
einer Punktemenge und einer konkreten Geometrie dieser Topologie.
Bild 5.3: Systematische Betrachtung von Punktekonstellationen
Wa¨hrend die links dargestellten Punkte ein beliebiges Dreick ohne Angabe von Drehsinn oder
La¨ngenverha¨ltnissen repra¨sentieren, wird durch die Einordnung der Punkte in ein einheitli-
ches Koordinatensystem sowie die Bezeichnung der Punkte ein Dreieck explizit definiert.
Neben der ra¨umlichen Anordnung der Pixel des betrachteten Merkmals ist die abgebildete
Textur sowie deren Intensita¨t an dieser Stelle von zentraler Bedeutung. Betrachtet man nun
nicht mehr die Pixel eines Merkmals sondern alle Pixel einer Menge von Merkmalen sowie
deren Geometrien, so kann dies als eine Textur angesehen werden.
Die Verteilung der Intensita¨t der abgebildeten Textur entspricht dann der Nutzung des dar-
stellbaren Wertebereichs und wird im Allgemeinen als Kontrast dieses Bildbereiches ange-
sehen. Der Kontrast der abgebildeten Textur beeinflusst seinerseits den Wertebereich des
Ergebnisses der Korrelationsfunktion zweier u¨berlagerter Bildbereiche und somit den Kon-
trast des Ergebnisses. Die Identifikation eines Extremums wird um so einfacher und pra¨ziser,
je deutlicher es sich vom Mittelwert der Werte des betrachteten Wertebereiches abhebt. Fu¨r
die Ermittlung des korrespondierenden Punktes ist also ein hohes Maß an Kontrast der
Korrelationsfunktion und somit der betrachteten Wertebereiche von Interesse. Der Kontrast
einer Wertemenge kann durch die Standardabweichung bzw. die Varianz oder die Entropie
mathematisch beschrieben werden.
Daru¨berhinaus beeinflusst die Art der Textur, also das sichtbare Muster, den Informations-
gehalt eines Bildbereichs. Die Abbildung 5.4 la¨ßt erkennen, dass der markierte Bildbereich
entlang der abgebildeten Linie verschoben werden kann, ohne dass sich das Ergebniss der
Korrelationsfunktion a¨ndert und somit keine eindeutige Zuordnung zu einem Bildbereich
zula¨sst. Der Informationsgehalt in dieser Richtung ist also nicht ausreichend.
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Bild 5.4: Informationsgehalt fu¨r das Korrelationsproblem
Die Eigenschaft einer Textur lokal eindeutig bestimmt zu werden, kann durch die o¨rtliche Re-
lation von Pixeln mit gleicher numerischer Merkmalsauspra¨gung beschrieben werden. Diese
Eigenschaft kann entsprechend Abbildung 5.3 als Topologie einer Textur beschrieben wer-
den. Die Abbildung 5.5 zeigt die topologische Ebene der schwarz markierten Pixel. Je nach
Farbauflo¨sung und Ausnutzung des zur Verfu¨gung stehenden Wertebereichs entstehen so
mehr oder weniger viele topologische Ebenen. Die Topologie einer Textur ist die Basis fu¨r
die Entscheidung daru¨ber, ob ein ausgewa¨hlter Bildbereich genau einer Position in einem
Bild zugeordnet werden kann.
Bild 5.5: Topologie einer Textur
76 5 Stereovision
In Abbildung 5.4 wird deutlich, dass die Topologie des abgebildeten Streifenmusters nicht
geeignet ist, den markierten Kernel eindeutig zu lokalisieren. Auch eine Variation des Kon-
trasts schafft an dieser Stelle keine Abhilfe. Betrachtet man hingegen Abbildung 5.6 so wird
deutlich, dass hier eine eindeutige Zuordnung des markierten Kernels mo¨glich ist.
Bild 5.6: hinreichender Informationsgehalt eines Bildausschnittes
Um nun Punkte auszuwa¨hlen, die sich besonders fu¨r die Anwendung der Korrelationsfunk-
tion eignen, mu¨ssen die sie umgebenden Bildbereiche hinsichtlich des Kontrastes und der
Topologie ihrer Textur gepru¨ft werden. Wie bereits erwa¨hnt, eignen sich statistische Metho-
den wie die Variation oder die Entropie, um den Kontrast des betrachteten Bildbereiches zu
bewerten. Allerdings geben diese Methoden keinen Aufschluss u¨ber die Topologie der Textur.
Die markierten Bilbereiche aus den Abbildungen 5.4 und 5.6 ergeben eine anna¨hernd gleiche
Varianz und Entropie u¨ber den durch die Makierungen festgelegten Wertebereich, obwohl der
Bildausschnitt aus Abbildung 5.6 o¨rtlich definiert ist und der Bildausschnitt aus Abbildung
5.4 nicht. Um die Topologie einer Textur bewerten zu ko¨nnen, ist es notwendig, den Infor-
mationsgehalt entlang bestimmter Richtungen im Bild zu bestimmen. Die Wertevarianz der
Pixelreihen parallel zu den in Abbildung 5.4 sichtbaren Linien ergibt sich offensichtlich zu
NULL. Dieses ist die Richtung, in der dieser Bildbereich nicht eindeutig lokalisiert werden
kann. Eine geringe Varianz in einer Richtung deutet auf einen Mangel an Information fu¨r die
Lokalisierung des Bildbereiches entlang dieser Richtung hin. Um nun einen Punkt und dessen
umgebenden Bildbereich hinsichtlich seiner Eigenschaft der lokalen Eindeutigkeit bewerten
zu ko¨nnen, liegt es nahe, die Varianz in allen Richtungen strahlfo¨rmig um den Bezugspunkt
zu bilden und den kleinsten Wert aus dieser Menge als relevanten Wert zu verwenden. Mit
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Hinsicht auf den Berechnungsaufwand werden die Varianzen der Pixelwerte entlang der Sym-
metrielinien und der Hauptdiagonalen ausgewertet. Da es sich bei der betrachteten Textur
um ein stochastisches Muster handelt, ist dies hinreichend. Daru¨ber hinaus ist die Berech-
nung der Varianz bei gleichem Informationsgehalt weniger aufwa¨ndig als die der Entropie.
Aus diesem Grund wurde an dieser Stelle die Varianz zur Bewertung des lokalen Informa-
tionsgehaltes gewa¨hlt. In Abbildung 5.7 sind die Pixel des Bildbereiches markiert, die zur
Bestimmung des lokalen Informationsgehaltes herangezogen wurden.
Bild 5.7: Berechnung des Informationsgehaltes eines Bildbereiches
ICuv =
n
min
j=0
(σj)uv (5.1)
σj =
1
N − 1
N∑
i=1
(xi − x)
2
x =
1
N
N∑
i=1
xi
Hierbei bezeichnet ICuv den lokalen Informationsgehalt eines Bildausschnittes an der Stel-
le u, v. σj benennt die Varianz und x den Mittelwert der Pixelwerte entlang der in Ab-
bildung 5.7 markierten j-ten Richtung. Abschließend sei angemerkt, dass dieses Verfahren
auch auf periodische Texturen angewendet werden kann. Hierbei ist es notwendig, die Gro¨ße
der betrachteten Bildausschnitte und der zu untersuchenden Umgebung so zu wa¨hlen, dass
Phasenmehrdeutigkeiten nicht beru¨cksichtigt werden mu¨ssen.
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5.3 Bildvorverarbeitung
Im vorhergehenden Abschnitt 5.2 wurde bereits auf die Bedeutung des Kontrastes einer Tex-
tur hinsichtlich ihrer Eignung fu¨r das Pointmatching beschrieben. In diesem Abschnitt wird
nun eine Methode erla¨utert, die dem Ausgleich lokaler Kontrastdefizite dient.
Aufgrund der natu¨rlichen Beleuchtungsverha¨ltnisse unterliegen die eingezogenen Bilder Schat-
teneinflu¨ssen. Davon sind besonders die Bereiche des Ladegutes betroffen, die dicht an der
Ladebordewand gelegen sind. Durch die in Schattenbereichen reduzierte Beleuchtung der
betrachteten Szene wird auch der Kontrast dieser Bereiche maßgeblich reduziert. Um auch
an diesen Stellen noch ein hinreichend aussagekra¨ftiges Ergebnis der Korelationsfunktion
zu erhalten, wird versucht, auf der Bildebene den Schatteneinfluss zu reduzieren und dar-
u¨berhinaus den lokalen Kontrast zu verbessern. Fu¨r die Unterdru¨ckung von lokalen Beleuch-
tungsvarianzen wird an dieser Stelle der HighBoost-Filter [54] eingesetzt. In Anbetracht der
Tatsache, dass der Schatten im Vergleich zur sichtbaren Textur eine niederfrequente Sto¨-
rung des Signals darstellt, kann der HighBoost-Filter zur Klasse der Hochpassfilter geza¨hlt
werden. In den Bereichen, die von einem Schatten u¨berlagert sind, liegt offensichtlich eine
niedrigere durchschnittliche Helligkeit vor als in den Bereichen, die voll ausgeleuchtet sind.
Solange die abgeschatteten Bereiche nicht vollsta¨ndig abgedunkelt sind, bleibt das Textur-
signal, wenn auch mit geringerem Kontrast erhalten. Die Abbildung 5.8 verdeutlicht den
Einfluss des Schattens auf die Pixelwerte anhand einer Pixelzeile.
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Bild 5.8: Signal einer Pixelzeile mit einem abgeschatteten Bereich
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Die blaue Linie kennzeichnet die Pixelwerte einer Zeile des Bildes. Die linke Ha¨lfte des Da-
tensatzes geho¨rt zu einem abgeschatteten Bildbereich wa¨hrend die rechte Ha¨lfte zu einem
voll ausgeleuchteten Bildbereich geho¨rt. Man sieht, dass der mittlere Pixelwert in der linken
Ha¨lfte deutlich kleiner ist als der mittlere Pixelwert auf der rechten Ha¨lfte des Datensat-
zes. Bildet man nun den gleitenden Mittelwert u¨ber die Pixelwerte, so erha¨lt man die in
Abbildung 5.8 rot eingezeichnete Linie. Die cyangefa¨rbte Linie ergibt sich durch Subtrakti-
on der roten Linie von der blauen Linie. Man erkennt, dass die hochfrequente Information
weitestgehend erhalten bleibt. Der Datensatz wurde lediglich mittelwertfrei gemacht. Die
interessierende Information der Textur bleibt also weitestgehend unvera¨ndert erhalten, wa¨h-
rend der Schatteneinfluss reduziert wurde. Es verbleibt der Effekt, dass durch den Schatten
der Kontrast der Textur reduziert wird. Dies wird daran sichtbar, dass die in Abbildung 5.8
cyangefa¨rbte Linie in der linken Ha¨lfte immer noch eine geringere mittlere Amplitude als
in der rechten Ha¨lfte aufweist. Es kommt hinzu, dass der Wertebereich der mittelwertfreien
Datenreihe auch negative Werte einschließt. Negative Pixelwerte werden aber u¨blicherweise
nicht ohne Weiterverarbeitung in der digitalen Bilddarstellung verwendet.
Um den Kontrast im abgeschatteten Bereich sowie im ausgeleuchteten Bereich auf ein gleiches
optimales Maß zu erho¨hen, wird abschnittsweise das Signal auf den maximalen Wertebereich
normiert. Die Abbildung 5.9 zeigt das Ergebis der Optimierung der Bildqualita¨t am Beispiel
einer Pixelzeile.
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Bild 5.9: Normiertes Signal einer Pixelzeile
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Im Weiteren soll die Implementierung des hier angefu¨hrten Verfahrens fu¨r die zweidimen-
sionalen Datensa¨tze der Bilder erla¨utert werden. Mit Hinsicht auf den Berechnungsaufwand
ist es sinnvoll, die Filteralgorithmen in Form linearer Standardfilter abzubilden, da diese
mit Hilfe des Faltungssatzes besonders schnell zu berechnen sind. Den gleitenden Mittel-
wert u¨ber die Pixelwerte eines Bildes kann man durch die Faltung des Bildes mit einem
Gauß-Tiefpassfilter anna¨hern. Bezeichnet man einen zweidimensionalen Gauß-Tiefpassfilter
mit hGTP , so ergibt sich das Bild ITP , u¨ber welches der angena¨herte gleitende Mittelwert
gebildet wurde, nach Gleichung 5.2.
ITP = I ∗ hGTP (5.2)
I bezeichnet dabei das Eingabebild und ∗ den Faltungsoperator. Das HighBoost gefilterte
Bild IHB ergibt sich dann durch Subtraktion des tiefpassgefilterten Bildes vom Ausgangs-Bild
nach Gleichung 5.3.
IHB = I − ITP (5.3)
Die Bildbereiche, die fu¨r die Triangulation markiert wurden, zeigen das Ladegut. Sieht man
von der entfernungsabha¨ngigen zentrischen Streckung ab, kann davon ausgegangen werden,
dass in diesem Bildbereich eine anna¨hernd gleich feine Textur sichtbar ist. Betrachtet man
den Kontrast eines Bildbereiches als Amplitude des Signals der Pixelwerte, so kann man
den lokalen Kontrast als Leistung des Signals interpretieren. Vor dem Hintergrund, dass eine
gleichbleibende Textur auch ein gleichbleibendes Frequenzspektrum mit sich bringt, ist die
so definierte Leistung nur noch von der Amplitude dieses Signals abha¨ngig. Die Leistung
dieses Signls kann also als Maß fu¨r den Kontrast eines Bildbereiches genutzt werden. Somit
kann durch Mittelung der absoluten Pixelwerte eines Bildbereiches dessen Kontrast bemessen
werden. Die Faltung ist eine gewichtete Summation der Elemente des ausgewa¨hlten Bereiches.
Durch einen geeigneten Gewichtung der Elemente kann der Mittelwert des betrachteten
Bildausschnittes berechnet werden. Somit ist es mo¨glich, mit Hilfe der Faltung eines Bildes
den gleitenden Mittelwert u¨ber die Pixelwerte anzuna¨hern. Nach nach Graefe/Feitosa [1]
kann demnach ein Maß fu¨r den lokalen Kontrast durch Gleichung 5.4 berechnet werden.
Ilc = hGTP ∗ |IHB| (5.4)
Hierbei bezeichnet Ilc den Datensatz, der fu¨r jedes Pixel ein Maß des Kontrasts seiner Um-
gebung angibt. Abschließend wird das Maß des lokalen Konstrastes auf den Wertebereich
von 0 bis 1 normiert.
In =


hhp
Ilc
Ilc > 0
0 Ilc = 0
(5.5)
5.4 Die Lo¨sung des Korrelationsproblems (Pointmatching) 81
Die Abbildung 5.10 zeigt links ein segmentiertes Bild und rechts das Bild nach der Optimie-
rung des lokalen Kontrastes.
Bild 5.10: Bild nach Optimierung der Bildqualita¨t
Es fa¨llt auf, dass die jetzt sichtbare Textur in allen Bildbereichen des Ladegutes einen an-
na¨hernd gleichen Kontrast aufweist, wa¨hrend die Textur des Ladegutes im linken Bild an
den Ra¨ndern des segmentierten Bereiches im Schatten der Ladebordwand liegt. Durch die
Transformationen ist die Textur als solches nicht mehr sichtbar. Fu¨r die weitere Verarbeitung
der Bilder im Rahmen des Pointmatchings ist das aber nicht weiter von Belang. Fu¨r das in
diesem Fall eingesetzte Verfahren zur Lo¨sung des Korrelationsproblems ist es lediglich no¨tig,
dass ein Bildbereich aus dem linken Bild mit genau einem Bildbereich aus dem rechten Bild
korreliert. Die Details hierzu werden im folgenden Abschnitt 5.4.1 erla¨utert.
5.4 Die Lo¨sung des Korrelationsproblems (Pointmatching)
Um den Fu¨llstand zu bemessen, soll die Oberfla¨che des Ladegutes im R3 modelliert werden.
Hierfu¨r wird mit der Kenntnis der Lage korrespondierender Punktepaare, sowie der bekann-
ten Geometrie des Kamerasystems die Entfernung des zugeho¨rigen Objektpunktes ermittelt.
Es stellt sich das Kernproblem zu einem ausgewa¨hlten Punkt PL des linken Bildes den kor-
respondierenden Punkt P ∗R im rechten Bild, der das selbe Objekt abbildet, zu finden. Fu¨r
die Auswertung ist es no¨tig, einerseits die Lage der Ra¨nder des Laderaumes als auch die La-
ge der Schu¨ttgutoberfla¨che im Weltkoordinatensystem zu erfassen. Da die Bildbereiche, die
das Ladegut zeigen, grundsa¨tzlich anders charakterisiert sind als diejenigen, die den Rand
zeigen, muss fu¨r die Suche nach den korrespondierenden Punkten fu¨r beide Merkmale ein ge-
eignetes Verfahren gefunden werden. Im folgenden Abschnitt 5.4.1 wird auf die Bildbereiche,
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die das Ladegut zeigen, die Korrelationsfunktion fu¨r die Lo¨sung des Korrelationsproblems
angewendet. In Abschnitt 5.4.3 wird ein merkmalbasiertes Verfahren zur Bestimmung des
korrespondierenden Punktes auf die Bildpunkte, die dem Objekt Rand zugeordnet werden,
angewandt.
5.4.1 Das Pointmatching fu¨r das Ladegut
Wie schon erwa¨hnt, weist das Ladegut eine stochastische Textur auf. Somit kann davon
ausgegangen werden, dass sich in einem begrenzten Bildbereich die Textur nicht wiederholt.
Diese Tatsache ermo¨glicht es, einen Punkt anhand des ihn umgebenden Bildbereiches ein-
deutig zu lokalisieren. Daru¨berhinaus ist die Basisla¨nge des Epipolarsystems sehr viel kleiner
als die Entfernung der Kameras zum Messobjekt. Zusa¨tzlich sind die Kameras anna¨hernd
achsparallel angeordnet. Es kann also davon ausgegangen werden, dass keine nennenswerten
perpektivischen Verzerrungen auftreten, sodass die Kameras die Bilder, abgesehen von einem
deutlichen translativen Versatz der Szene, anna¨hernd identisch einziehen. Somit ist es mo¨g-
lich, die korrespondierenden Punkte durch einen Vergleich der umgebenden Bildbereiche zu
identifizieren. Fu¨r den Vergleich der Bildbereiche wird die Korrelationsfunktion genutzt. Der
Korrelationskoeffizient zweier Bildbereiche gibt Aufschluss u¨ber das Maß der U¨bereinstim-
mung der Bildbereiche. Somit wird als korrespondierender Punkt P ∗R zu einem Referenzpunkt
PL im linken Bild der Punkt gewa¨hlt, dessen Umgebung einen maximalen Korrelationskoef-
fizienten mit dem Referenzbildausschnitt aufweist. Definiert man die Umgebung NP um ein
Pixel P mit den Dimensionen f × g, so kann man die normierten Korrelationkoeffizienten
dieses Bildbereichs mit einem anderen Bildbereich der gleichen Dimension durch Gleichung
5.6 berechnen.
c =
∑
f
∑
g
(afg − a)(bfg − b)√∑
f
∑
g
(afg − a)2
∑
f
∑
g
(bfg − b)2
(5.6)
Hierbei bezeichnet afg bzw. bfg den Wert eines Pixels an der Stelle f, g im gewa¨hlten Bild-
bereich. a und b bezeichnen den Mittelwert u¨ber alle Pixelwerte des gewa¨hlten Bildbereichs
nach Gleichung 5.7.
a =
1
fg
∑
f
∑
g
afg (5.7)
Definiert man um einen Punkt PRuv im rechten Bild einen Bildbereich NR mit der Gro¨ße k×l
mit k > f und l < g so kann zu jedem Punkt Pfg aus NR des rechten Bildes der normierte
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Korrelationskoeffizient c(Pfg) Pfg ∈ NR des ihn umgebenden Bildbereiches NPRfg mit dem
Referenzbildbereich NPLm berechnet werden.
Bild 5.11: Rektifiziertes Stereobildpaar des Laderaumes
Bild 5.12: Matrix der normierten Korrelationskoeffizienten
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Die Ergebnisse werden in der Matrix Cm abgelegt. Die Matrix Cm wird als Matrix der
normierten Korrelationskoeffizienten bezeichnet und hat die Gro¨ße (k−f)× (l−g). Die Ma-
trix Cm gibt also Aufschluss u¨ber die U¨bereinstimmung der Bildbereiche des rechten Bildes
mit dem Referenzbildausschnitt. Unter der Voraussetzung, dass sich der korrespondierende
Punkt P ∗R des rechten Bildes zu einem Punkt PL aus dem linken Bild durch optimal U¨berein-
stimmung der umgebenden Bildbereich auszeichnet, kann durch Auswahl des Punktes, der
den maximalen normierten Korrelationskoeffizienten liefert, der optimal korrespondierende
Punkt bestimmt werden. Die Abbildung 5.12 zeigt die Matrix der normierten Korrelationsko-
effizienten fu¨r den rot markierten Referenzbildausschnitt. Man erkennt, dass fu¨r einen Punkt
ein deutlich gro¨ßerer normierter Korrelationskoeffizient auftritt. Hier kann der korrespondie-
rende Punkt P ∗R angemonnen werden. Der korrespondierenden Punkt P
∗
R zu dem Punkt PL
ergibt sich aus der Bedingung 5.8.
P ∗R = argmax(Cm) (5.8)
Dieses globale Maximum deutet auf den Bildbereich hin, der die beste U¨bereinstimmung mit
dem Referenzbildausschnitt aufweist. Um nun den korrespondierenden Punkt P ∗R zu einem
Referenzpunkt PL zu finden, wird die Matrix der normierten Korrelationskoeffizienten Cm zu
einem Punkt Pl gebildet und deren Maximum als optimale Lo¨sung des Korrelationsproblems
betrachtet.
Da das zu vermessende Objekt in einem begrenzten Entfernungsbereich zum Kamerasystem
liegt, wird dementsprechend die Disparita¨t der korrespondierenden Punkte auch auf einen
begrenzten Wertebereich beschra¨nkt sein. Die Suche nach einem korrespondierenden Punkt
kann also auf die na¨here Umgebung um die Koordinate des Referenzpunktes reduziert wer-
den. Daru¨berhinaus ist die Position der Kameras zueinander fest, sodass nur Disparita¨ten
mit einheitlichem Vorzeichen auftreten ko¨nnen. Was die Menge P∗R der Kandidaten fu¨r die
korrespondierenden Punkte weiter einschra¨nkt. Die scha¨rfste Restriktion fu¨r die Gu¨ltigkeit
eines korrespondierenden Punktes zu einem Referenzpunkt ist die Zugeho¨rigkeit zur Epi-
polarlinie des Referenzpunktes. Nach Gleichung 2.31 muss gema¨ß Emanuelle Trucco [10]
ein korrespondierender Punkt auf der Epipolarlinie des jeweils zugeho¨rigen Referenzpunktes
liegen. Somit kommen nur noch die Punkte als korrespondierende Punkte in Frage, die in
einem Segment der Epipolarlinie liegen, welches durch die Koordinaten des Referenzpunktes
bestimmt werden kann.
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5.4.2 Die Bedeutung der Rektifizierung
Um die Gleichheit zweier Bildbereiche mit Hilfe der Korrelationsfunktion zu untersuchen,
ist es besonders wichtig, dass die Bildbereiche auf koplanare und achsparallele Bildebenen
abgebildet wurden.
Bild 5.13: Korrelationskoeffizient bei rotierten Bildern
Der Korrelationkoeffizient nach Gleichung 5.6 bewertet die Eintra¨ge der betrachteten Da-
tenfelder bezu¨glich ihres Index. Da durch einen rotatorischen Versatz jedoch die Lage der
korrespondierenden Punkte in den Koordinatensystemen der Bildebenen nicht gleich ist, wird
der Kontrast im Lo¨sungsdatensatz des Korrelationsproblems schwa¨cher, was wiederum die
Identifizierung des korrespondierenden Punktes erschwert. Die Abbildung 5.13 verdeutlicht
das Problem. Die Abbildung 5.13 zeigt rechts und links das gleiche Bild mit dem Unterschied,
dass das rechte Bild um einen Winkel von φ = 0, 1 um das Zentrumspixel Pz = [320 240]
T
des Adressbereiches gedreht wurde. Es ist offensichtlich, dass der normierte Korrelations-
koeffizient des blau eingerahmten Bildbereiches fu¨r auf sich selbst angewendet genau gleich
cPz = 1 ist. Der normierte Korrelationskoeffizient fu¨r den markierten Bildbereich im linken
Bild und den Bildbereich um den korrespondierenden Punkt des gedrehten Bildes ergibt sich
aber nur noch zu cPz,rot = 0, 508. Es wird deutlich, wie wichtig die koplanare und achsparal-
lele Anordung der Bilder fu¨r die Suche nach den korrespondierenden Punkten ist. Gleiches
gilt fu¨r ungleichfo¨rmige Verzeichnung der Bilder durch die Objektive oder unterschiedlich
starke zentrische Streckung der Bilder durch die Abbildung der Szene auf nicht koplanare
Bildebenen. Aus diesem Grund werden die Bilder wie in Kapitel 3.5 beschrieben rektifiziert.
Durch die Rektifizierung werden die Bilder so transformiert, dass sie der Abbildung durch
zwei koplanar angeordnete, achsparallele, nur entlang der X-Achse verschobene, ideale Ka-
meras entsprechen. Unter dieser Voraussetzung ergibt sich die Epipolarlinie lP im rechten
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Bild zu einem beliebigen Punkt PL im linken Bild nach Gleichung 2.50 zu einer horizontalen
Linie. Stellt man die Essentialmatrix Erect nach Gleichung 2.41 mit den Werten aus Tabelle
3.4, so ergibt sich Erect fu¨r das rektifizierte Bildpaar zu:
Erect = [Rrect
−−→
trect]
Rrect = I
Erect =


0 0 0
0 0 −x0
0 x0 0

 (5.9)
Hierbei bezeichnet I eine 3×3 Einheitsmatrix. Somit ergibt sich die Epipolarlinie lP zu einem
Punkt P nach Gleichung 5.10.
−→
lp = Erect
−→
P (5.10)
−→
lp =


0 0 0
0 0 −x0
0 x0 0




Px
Py
1

 (5.11)
−→
lp =


0
−x0
Pyx0

 (5.12)
Nach Gleichung 2.42 lautet die Gleichung der Epipolarlinie in Normalform:
lp : 0 = y − Py (5.13)
Fu¨r ein rektifiziertes Bildpaar ist die Epipolarlinie zu einem beliebigen Punkt eine horizontale
Gerade fu¨r die gilt y = Py. Dies vereinfacht die Suche nach den korrespondierenden Punkten
erheblich. So wird nicht nur eine deutliche Reduzierung der zu untersuchenden Punkte im
rechten Bild erreicht, sondern auch eine wesentliche Reduzierung von falschen korrespon-
dierenden Punkten. Im idealen Fall wu¨rde sich also die Menge der in Frage kommenden
Punkte auf die Punkte eines Geradenabschnittes beschra¨nken. Aufgrund von Rundungsfeh-
lern und durch die Abbildung auf eine diskrete Bildebene mu¨ssen aber die Abbildungsfehler
beru¨cksichtigt werden. Fu¨r die Suche nach dem korrespondierenden Punkt P ∗R zu einem Re-
ferenzpunkt PL wird hier ein Streifen mit einer Breite von drei Pixeln und einer La¨nge von
±∆D Pixeln um die mittlere erwartete Disparita¨t D¯ gewa¨hlt.
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Die Abbildung 5.4.2 zeigt den Bildbereich des rechten Bildes, in dem nach dem korrespon-
dierenden Punkt gesucht wird.
Bild 5.14: Suchfenster fu¨r den korrespondierenden Punkt
Aufgrund der Anordung der Kameras kann im Vorfeld das erwartete Vorzeichen bestimmt,
sowie die Gro¨ßenordung der Disparita¨t abgescha¨tzt werden. Nach Gleichung 2.32 gilt fu¨r den
Zusammenhang der korresponierenden Punkte PL und P
∗
R zu einem Punkt P
P ∗R = HLRPL
Fu¨r die hier verwendeten rektifizierten Bilder kann nach Kapitel 3.5.1 angenommen werden,
dass sie mit achsparallelen und koplanar angeordneten Kameras, die keinen Abbildungsfehler
durch die Linse erzeugen, aufgenommen wurden. Somit ergibt sich die Homographiematrix
HLR fu¨r die Abbildung des Punktes P
∗
R in das Koordinatensystem der linken Kamera nach
2.34.
HLR = AR[RR
−→
tr ]AL
−1
Fu¨r diesen Fall reduzieren sich die Abbildungs- und Transformationsmatrizen zu:
AL = AR =


−c 0 0
0 −c 0
0 0 1


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Die Rotationsmatrix RR ist dann gleich der Einheitsmatrix und der Translationsvektor
−→
tr
repra¨sentiert nur den Versatz der Kameras entlang der X Achse.
RR = I
−→
tr =


−x
0
0


Somit ergibt sich die Homographiematrix HRL zu
HRL =


−c 0 0
0 −c 0
0 0 1




−x
0
0




−c 0 0
0 −c 0
0 0 1


−1
HRL =


x 0 0
0 0 0
0 0 0

 (5.14)
Wendet man die so gebildete Homographiematrix auf die Gleichung 2.32 an, so erkennt man,
dass das Vorzeichen der Disparita¨t ausschließlich durch das Vorzeichen der Z-Komponente
des Objektpunktes beeinflusst wird.
Ein Paar korrespondierender Punkte, die eine Disparita¨t mit alternierendem Vorzeichen auf-
weisen wu¨rden, ko¨nnten also nur von einem Objektpunkt P , der hinter dem Stereosystem
la¨ge, herru¨hren. Es ist also offensichtlich, dass die Menge der auftretenden Disparita¨ten ein
einheitliches Vorzeichen ausweisen muss. Die Auspra¨gung des Vorzeichens ist dann lediglich
abha¨ngig von der Wahl des Bezugskoordinatensystems. Hier wurde die linke Kamera als Re-
ferenzsystem gewa¨hlt. Somit treten ausschließlich positive Werte fu¨r die Disparita¨t auf. Alle
Punkte P ∗R die zuna¨chst als vermeintliche korrespondierende Punkte erkannt wurden, aber
eine negative Disparita¨t aufweisen, werden nun wieder verworfen.
5.4.3 Pointmatching fu¨r den Rand
Fu¨r die Bildbereiche, welche die Ra¨nder zeigen, stellt sich die Suche nach dem korrespon-
dierenden Punktpaar anders als bei der Lo¨sung des Korrelationsproblems fu¨r das Schu¨ttgut
dar. Auch hier ist es mo¨glich, die Korrelationsfunktion auf die Datensa¨tze der segmentier-
ten Ra¨nder anzuwenden. Dies wu¨rde aber unno¨tig großen Berechnungsaufwand bedeuten.
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Aus der Abbildung 5.15 wird aber deutlich, dass der Schnittpunkt der Epipolarlinie mit
den extrahierten Kanten der Ra¨nder die Lo¨sung fu¨r das Korrelationsproblem der Ra¨nder
darstellt.
P
L1
P
L2
P
L3 PL4 P
*
R1
P*
R2 P
*
R3
P*
R4Epipolarlinie
Bild 5.15: Pointmatching fu¨r den Rand
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5.5 Rekonstruktion
Das Ziel der Stereovisionsanalyse ist es, mit Hilfe der erfassten Bildpaare ein dreidimensiona-
les Modell der abgebildeten Szene zu erstellen. Im folgenden Abschnitt 5.5.1 wird zuna¨chst
das allgemeine geometrische Modell der Triangulation zur Rekonstruktion der Objektpunk-
te erla¨utert. Der Abschnitt 5.5.2 geht auf die Erweiterung des Triangulationsmodells fu¨r
die Anwendung auf die Bilddaten, die mit einem realen Kamerasystem erfasst wurden, ein.
Abschließend wird in Kapitel 5.5.3 die eingesetzte Triangulationsmethode sowie deren Vor-
aussetzung erla¨utert.
5.5.1 Die Triangulation
Mit der Kenntniss der Lage der korrespondierenden Punkte sowie der Modellparameter des
Stereosystems ist es mo¨glich, durch eine Triangulation den Objektpunkt zu einem Paar
korrespondierender Punkte mit Bezug auf das Kamerakoordinatensystem zu rekonstruieren.
Die Abbildung 5.16 zeigt das Prinzip der Triangulation.
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x'
Bild 5.16: Geometrie der Triangulation
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Um den Objektpunkt P zu dem gefundenen Paar PL und PR korrespondierender Punkte
im R3 zu rekonstruieren, stellt man das Gleichungssystems des geschlossenen Vektorzugs
bestehend aus dem Basisvektor
−→
V B und den Abbildungsstrahlen λ
−→
V L und µ
−→
V R zu den
Punkten PL und PR auf. Das Gleichungssystem des geschlossenen Vektorzugs ergibt sich
nach Gleichung 5.15.
−→
0 = λ
−→
V L + µ
−→
V R +
−→
V B (5.15)
Hierbei ergibt sich der Richtungsvektor
−→
V i eines Abbildungsstrahls aus dem Ortsvektor zu
dem zugeho¨rigen korrespondierenden Punkt Pi. Da der Richtungsvektor der Abbildungs-
strahlen immer vom optischen Zentrum der Kamera der Abbildung Pi des Punktes P zeigt,
mu¨ssen die Werte der Linearfaktoren λi und µi negativ sein. Analog zu Abbildung 2.3 ent-
spricht die Multiplikation der Richtungsvektoren mit einem negativen Faktor der Punktspie-
gelung des Vektors am optischen Zentrum der Kamera. Somit zeigt der Richtungsvektor des
Abbildungsstrahls vom optischen Zentrum der Kamera zum Objektpunkt P . Wa¨hlt man den
Ursprung des Bezugskoordinatensystems im optischen Zentrum der linken Kamera, so ergibt
sich der Ortsvektor
−→
V P zu dem Objektpunkt P durch Einsetzen der Lo¨sung aus Gleichung
5.15 in die Gleichungen 5.16 oder 5.17
−→
V Pi = λi
−→
V L (5.16)
−→
V Pi = µi
−→
V R +
−→
V B (5.17)
Hierbei liefern die Gleichungen 5.16 und 5.17 gleichwertige Lo¨sungen.
5.5.2 Die erweiterte Triangulation
Die Anwendung der in Kapitel 5.5.1 beschriebenen Methode zur Triangulation der Objekt-
punkte setzt voraus, dass sich die Abbildungsstrahlen, die durch die korrespondierenden
Punkte definiert werden, im dreidimensionalen Raum R3 schneiden. Fu¨r die ideale Abbil-
dung auf eine kontinuierliche Bildebene ist diese Annahme zula¨ssig. Werden die Bilder mit
einer digitalen Kamera erfasst, liegen die Bildpunkte, wie in Kapitel 2.4 beschrieben, diskreti-
siert vor. Unter dieser Voraussetzung kann nicht mehr davon aussgegangen werden, dass sich
die Abbildungsstrahlen, die durch die korrespondieren Punkte definiert werden, im Objekt-
punkt schneiden. Nach Emanulle Trucco [10] stellt fu¨r diesen Fall die L¨
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5.18 eine optimale Lo¨sung dar.
−→
0 = λ
−→
VL + µ
−→
VR + γ(
−→
Vl ×
−→
VR) +
−→
VB (5.18)
Das Kreuzprodukt
−→
VL×
−→
VR beschreibt einen Vektor, der senkrecht sowohl auf
−→
VL als auch auf
−→
VR steht. Dieser Vektor
−→
Vc definiert somit die ku¨rzeste Verbindungslinie zwischen den wind-
schiefen Abbildungsstrahlen. Die Abbildung 5.17 verdeutlicht die Geometrie der erweiterten
Triangulation. Der Ort des so rekonstruierten Punktes ergibt sich dann nach den Gleichungen
5.19 und 5.20
−→
Pi = λi
−→
VL −
1
2
γi
−→
Vc (5.19)
−→
Pi = µi
−→
VR +
−→
VB +
1
2
γi
−→
Vc (5.20)
Die Gleichungen 5.19 und 5.20 liefern auch in diesem Fall gleichwertige Ergebnisse.
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Bild 5.17: Geometrie der erweiterten Triangulation
5.5.3 Triangulation rektifizierter Bildpunkte
Eine besonders einfache Methode fu¨r die Triangulation der Objektpunkte ergibt sich, wenn
sichergestellt ist, dass sich die rekonstruierten Abbildungsstrahlen SLi und SRi zu einem be-
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liebigen Objektpunkt Pi im Raum schneiden. Diese Annahme ist zula¨ssig, wenn die optischen
Zentren OL und OR der beteiligten Kameras sowie das Paar korrespondierender Punkte PL
und PR jeweils auf einer gemeinsamen horizontralen Linie liegen. Fu¨r diesen Fall reduziert
sich die Triangulation des Objektpunktes P ∈ R3 auf ein zweidimensionales Problem. Die
Rektifizierung nach Kapitel 3.5.1 transformiert die Bilder, sodass sie einer idealen Abbildung
in zwei identischen, koplanaren und achsparallelen Kameras hinreichend nahe kommen. Da-
mit gilt fu¨r die Y - und Z-Koordinaten der optischen Zentren OL und OR der beteiligten
Kameras:
−→
OLy =
−→
ORy
−→
OLz =
−→
ORz (5.21)
Somit ist nach Gleichung 5.10 sichergestellt, dass die Epipolarlinie lPL im rechten Bild zu
einem Punkt PL im linken Bild eine Horizontale ist.
zR
yR yL
xLxR
zL
VR VL
VB
P
Bild 5.18: Geometrie der Triangulation bei rektifizierten Bildern
Da nach Gleichung 2.31 der korrespondierende Punkt PR zu einem Punkt PL ein Element
der zugeho¨rigen Epipolarlinie lPL sein muss, kann angenommen werden, dass die korrespon-
dierenden Punkte immer Element einer gemeinsamen horizontalen Linie sind. Unter dieser
Voraussetzung reduziert sich die Rekonstruktion eines Objektpunktes P wieder auf den idea-
len Fall nach Gleichung 5.15.
94 5 Stereovision
−→
0 = λ
−→
VL + µ
−→
VR +
−→
VB
Hierbei bezeichnen
−→
VL,
−→
VR und
−→
VB die Vektoren der Abbildungsstrahlen der Punkte PL und
PR.
−→
VB bezeichnet den Basisvektor des Epipolarsystems. Es liegt also ein Problem mit den
zwei Unbekannten λ und µ vor. Demnach ist es hinreichend, ein Gleichungssystem mit zwei
unabha¨ngigen Gleichungen fu¨r die Lo¨sung dieses Problems aufzustellen. Die Abbildung 5.18
verdeutlicht die Geometrie der Triangulation bei einem rektifizierten Bildpaar. Man erkennt,
dass es ausreichend ist, das Gleichungssystem unter Verwendung von zwei Komponenten
der Vektoren zu lo¨sen. In diesem Fall werden fu¨r die Lo¨sung des Problems die X− und
Z−Komponenten verwendet. Dies entspricht einer Projektion der Epipolarebene πP zu dem
rekonstruierten Punkt P auf die ZX-Ebene des Epipolarsystems.
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In den vorhergehenden Kapiteln 4 und 5 wurde beschrieben, wie aus den eingezogenen Bil-
dern ausgewa¨hlte Pixel zuna¨chst die im Bild sichtbaren Objekten zugeordnet und dann durch
Triangulation die Objektpunkte im R3 rekonstruiert wurden. Aus den so generierten Punk-
tewolken soll nun der Fu¨llstand des Transportmittels abgeleitet werden. Hierfu¨r wird in Ab-
schnitt 6.2 die verwendete Definition der Messgro¨ße Fu¨llstand erla¨utert. Fu¨r die Bemessung
des Fu¨llstandes muss zuna¨chst ein Koordinatensystem fu¨r den Laderaum definiert werden.
Der Abschnitt 6.4 erla¨utert, wie aus den rekonstruierten Punkten, die den Rand repra¨sen-
tieren das Koordinatensystem fu¨r den Laderaum abgeleitet wird. Anschließend mu¨ssen die
Punkte, die das Ladegut repra¨sentieren vom Koordinatensystem der Kamera in das Koordi-
natensystem des Laderaumes transformiert werden. Die Koordinatensystemtransformation
wird in Abschnitt 6.5 beschrieben. Abschließend wird in Abschnitt 6.6 darauf eingegangen,
wie die ermittelten Daten fu¨r die Bemessung des Fu¨llstandes interpretiert werden.
6.1 Der Prozess zur Ableitung des Fu¨llstandes
Die im vorhergehenden Kapitel 5 ermittelten, Objektpunkte werden im Sensorkoordina-
tensystem angegeben. Da es aber sinnvoller ist, die lokale Fu¨llho¨he des Ladegutes auf das
Koordinatensystem des Laderaumes zu beziehen, wird in diesem Funktionsblock das Koordi-
natensystem des Laderaumes bestimmt und die Messpunkte, die das Ladegut repra¨sentieren,
in dieses Koordinatensystem transformiert. Die Details zur Ableitung des Fu¨llstandes bezu¨g-
lich des Koordinatensystems des Laderaumes werden in Abschnitt 6.4 beschrieben. Basierend
auf den Messpunkten, die den Rand repra¨sentieren, wird zuna¨chst u¨ber eine lineare Aus-
gleichsrechnung die Ebene bestimmt, welche der obere Rand des Laderaumes definiert. Diese
Ebene definiert das im Weiteren verwendete Koordinatensystem des Laderaumes bezu¨glich
der Weltkoordinaten. Anschließend werden die Punkte, die das Ladegut repra¨sentieren, vom
Weltkoordinatensystem in das Koordinatensystem des Laderaumes transformiert. Aufgrund
der Auswahl der Messpunkte anhand ihres Informationsgehaltes liegen die Messpunkte nicht
uniform verteilt vor. Um nun an jedem beliebigen Punkt im Bereich des Laderaumes die
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Fu¨llho¨he angeben zu ko¨nnen, wird eine konvexe Hu¨lle mit Hilfe des XPand-Algorithmus
u¨ber die Messpunkte des Ladegutes berechnet. Das Ergebnis ist eine Matrix, die u¨ber einem
strukturiertem Gitter der XY - Ebene des Laderaumes, die Messwerte der lokalen Fu¨llho¨he
in Millimetern angegeben, entha¨lt.
KonvexeHuelle
"XPand"
Ausgangspunkt
Einstiegspunkt
Linefit
Planefit
Objektpunkte
"Rand0..3"
Objektpunkte
"Rand"
Koordinaten-
transformation
Objektpunkte
"Ladegut"
Fuellstand
Bild 6.1: Flussdiagramm der Stereovisionsanalyse des Ladegutes
6.2 Die Definition der Messgro¨ße Fu¨llstand
Fu¨r die betrachteten Schu¨ttgu¨ter kann nicht angenommen werden, dass sie sich im Laderaum
verteilen und diesen wie z.B. ein Fluid ausfu¨llen. Ohne eine A¨nderung des Beladungspunktes
ist eine vollsta¨ndige Ausnutzung des Transportvolumens im Allgemeinen nicht erreichbar.
Daru¨ber hinaus treten bei geha¨ckseltem Mais und Gras starke Schwankungen der Material-
eigenschaft bezu¨glich ihres Rieselverhaltens auf. Die Ursache fu¨r dieses Verhalten ist unter
anderem auf den variierenden Feuchtigkeits- und Sta¨rkegehalt des Schu¨ttgutes zuru¨ckzufu¨h-
ren. Somit ist die Formulierung eines mathematischen Modells zur Beschreibung des Riesel-
verhaltens ohne die Kenntniss der momentanten Materialeigenschaften nur schwer mo¨glich.
Fu¨r eine numerische Erfassung der Verteilung des Ladegutes im Laderaum ist es sinnvoll,
an hinreichend vielen Stellen im Laderaum die lokale Fu¨llho¨he zu erfassen, um somit ein
numerisches dreidimensionales Modell der Ladegutoberfla¨che zu erhalten. Es ist naheliegend
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die Objektpunkte
−−→
Pi,G des Objektes Ladegut auf ein ortsfest mit dem Laderaum verbun-
denes Koordinatensystem zu beziehen. Geht man zuna¨chst davon aus, dass ein Gefa¨ß als
vollsta¨ndig gefu¨llt angesehen werden kann, wenn der Gutspiegel den oberen Rand des Ge-
fa¨ßes erreicht, so ist es auch naheliegend, die rekonstruierten Objektpunkte
−−→
Pi,G, die dem
Ladegut zugeordnet wurden, auf den oberen Rand des Laderaumes zu beziehen. An dieser
Stelle sei angemerkt, dass die Betrachtung von Schu¨ttgutmodellen, die eine Befu¨llung u¨ber
den oberen Rand des Laderaumes hinaus beru¨cksichtigen, in dieser Arbeit nicht weiter in
die Betrachtung des Fu¨llstandes einbezogen werden. Die rekonstruierten Randpunkte
−−→
Pi,B
definieren demnach eine Ebene F0 u¨ber dem Laderaum, die eine Fu¨llho¨he definiert, welche
wiederum fu¨r jede Stelle im Laderaum den Fu¨llstand hxy = 100% bestimmt. Allein durch Er-
fassung der Schu¨ttgutoberfla¨che und der Ra¨nder des Laderaumes ist es aber im Allgemeinen
nicht mo¨glich, die lokale Fu¨llho¨he im Laderaum zu erkennen. Dies wu¨rde voraussetzen, dass
entweder die Geometrie des Laderaumes in irgend einer Form bekannt wa¨re oder die Tiefe
des Laderaumes gemessen wu¨rde. In diesem Fall wird allerdings die Geometrie des Laderau-
mes weder apriori dem System zur Verfu¨gung gestellt, noch kann davon ausgegangen werden,
dass das Messsystem die Geometrie des Laderaumes zu Beginn des Befu¨llungsvorganges ver-
misst. Fu¨r die Steuerung des Beladungsprozesses enthalten jedoch die inverse lokale Fu¨llho¨he
und die lokale Fu¨llho¨he gleichwertige Information. Fu¨r die Bestimmung der inversen lokalen
Fu¨llho¨he wird jedoch nur die Lage der Schu¨ttgutoberfla¨che in Bezug auf den oberen Rand
des Laderaumes beno¨tigt. Die Abbildung 6.2 veranschaulicht die Definition der Messgro¨ße
Fu¨llstand durch Angabe der inversen lokalen Fu¨llho¨he.
Bild 6.2: Definition der Messgro¨ße Fu¨llstand
98 6 Ableitung des Fu¨llstandes
Es wird deutlich, dass der lokale Fu¨llstand fxy an der Stelle x,y des Laderaumes nicht durch
die momentane lokale Fu¨llho¨he hxy sondern die La¨nge des Lotvektors von der Ebene F0 auf
die Schu¨ttgutoberfla¨che bemessen wird. Erfasst man nun an n×m-Stellen eines rektilinearen
Rasters des Laderaumes die inverse Fu¨llho¨he, so kann der Beladungszustand durch die n×m-
Matrix F angegeben werden. Hierbei ergibt sich die Auflo¨sung ∆x, ∆y des Rasters, fu¨r das
der Fu¨llstand angegeben wird, nach den Gleichungen 6.1 und 6.2.
∆x =
(xmax − xmin)
n
(6.1)
∆y =
(ymax − ymin)
m
(6.2)
6.3 Die Bestimmung der Ebene F0
Mit Hilfe der rekonstruierten Objektpunkt
−→
PB, die dem Objekt Rand zugeordnet werden ko¨n-
nen, wird die Ebene F0, die duch den oberen Rand des Laderaumes definiert wird, bestimmt.
Auf Grund von Fehlern der Lo¨sung des Korrelationsproblems sowie Diskretisierungsfehlern
bei der Abbildung der Ra¨nder auf den Kamerasensor muss davon ausgegangen werden, dass
die Objektpunkte nicht exakt in der F0-Ebene liegen. Aus diesem Grund wird die F0-Ebene
durch eine lineare Ausgleichsrechnung optimal an die Menge der Randpunkte angena¨hert.
Eine allgemeine Ebene E im R3 kann nach Gleichung 6.3 durch die Hessesche Normalform
beschreiben werden.
E := k = n1x1 + n2x2 + n3x3 (6.3)
k = konstant
Die Koeffizienten n1, n2 und n3 geben hierbei die Linearfaktoren der Einheitsvektoren
−→x 1,
−→x 2 und
−→x 3 entlang der X-, Y - und Z-Achse des betrachteten Koordinatensystems an.
Der Wert k bezeichnet die La¨nge des Normalenvektors −→nE vom Ursprung auf die Ebene E
und bezeichnet somit den kleinsten Abstand der Ebene vom Ursprung. Stellt man nun die
Gleichung 6.3 nach n3x3 um, so kann bei bekannten Koeffizienten ni mit i = 1 . . . 3 die x3-
Komponente zu jedem beliebigen Punkt, der ein Element der Ebene E ist, berechnet werden.
Die Gleichung 6.3 wird vektoriell in der Form 6.4 dargestellt.
(
n1 n2 n3
)
x1
x2
x3

 = k (6.4)
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Fu¨r ein u¨berbestimmtes Gleichungssystem der Ebene E la¨sst sich die Gleichung 6.4 in der
Form 6.5 formulieren.
[−→n1
−→n2
−→n3]


x1
x2
x3

 =−→k (6.5)
bzw. PE
−→
X =
−→
k
Hierbei enthalten die Vektoren −→n1,
−→n2,
−→n3 sowie
−→
k , die Parameter der Punkte, die ein Ele-
ment der Ebene E sind. Die Vektoren −→n1,
−→n2 und
−→n3 werden in der Matrix PE, welche die
Steigung der Ebene E entlang der X-, bzw. Y -Achse beschreibt. Fu¨r ein u¨berbestimmtes
Gleichungssystem gilt Gleichung 6.6
PE ∈ R
3×n (6.6)
n > 3
Fu¨r eine gegebene Punktemenge la¨sst sich nun durch Lo¨sung des Minimalproblems 6.7 eine
Ebene E, die bezu¨glich des absoluten quadratischen Fehlers optimal an die Punktemenge
angena¨hert ist.
Err(x0) = |PE
−→
X −
−→
k |2
Err(x)
!
=min (6.7)
⇒ grad
(
Err(x)
) !
= 0
PE
TPE
−→
X = PE
T−→k (6.8)
Bezeichnet man die 3 × n-Matrix, welche die Menge der n-Randpunkte im R3 entha¨lt mit
PB, so ergibt sich fu¨r diesen Fall die Matrix PF0, der Ebene F0, aus den Spaltenvektoren der
Matrix PB, welche die X- und Y -Komponenten der Randpunkte enthalten. Die dritte Spalte
der Matrix PF0 wird mit Einsen aufgefu¨llt. Der Vektor
−→
kF0 entha¨lt die Z-Komponenten der
Randpunktematrix PB,
−−→
PB,z. Somit ergibt sich die Ebene F0, die optimal an die rekonstru-
ierten Punkte des Laderaumrandes angena¨hert ist, durch Lo¨sung der Gleichung 6.8.
PF0
TPF0
−→
X = PF0
T−→kF0 (6.9)
mit PF0 = [
−−→
PB,x
−−→
PB,y
−→
1 ]
und
−→
kF0 =
−−→
PB,z
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Der Lo¨sungsvektor
−−→
XF0 entha¨lt dann die Steigung der Ebene F0 in Richtung der aufsteigen-
den X- und Y -Achse sowie die La¨nge des Aufpunktvektors.
−−→
XF0 =


x1,F0
x2,F0
x3,F0

 (6.10)
Nachteilig an diesem Verfahren ist, dass auch die Punkte, die aufgrund von Messfehlern
deutlich außerhalb der Ebene des Randes rekonstruiert wurden, die Lage mit beeinflussen.
Um diesem Effekt entgegenzuwirken, werden iterativ die Punkte, deren Abstand dPBi gro¨ßer
ist als der Plausibilisierungswert dkrit eliminiert. Mit der Menge der verbleibenden Punkte
wird dann die F0-Ebene erneut ermittelt. Dieses Verfahren wird solange ausgefu¨hrt, bis sich
die Ebenenparameter nicht mehr a¨ndern.
Der Abstand eines Punktes zur Ebene F0 ergibt sich nach Gleichung 6.11. Nach der Vorschrift
6.15 werden anschließend diejenigen Punkte, deren Abstand zur Ebene F0 kleiner ist als der
Plausibilisierungswert dkrit, fu¨r eine erneute Bestimmung der Ebene F0 verwendet.
dPBi =
|
−−−−→
AF0PBi ·
−→nF0 |
|−→nF0|
(6.11)
In Gleichung 6.11 bezeichnet
−−−−→
AF0PBi den Differenzvektor vom Aufpunkt
−→
A F0 auf die Ebene
zum betrachteten Punkt
−→
P Bi und
−→n F0 den Normaleninheitsvektor auf die Ebene F0. Die
Vektoren
−→
AP0 und
−→n F0 haben die gleiche Richtung und ergeben sich direkt aus der Ebene
F0 nach Gleichung 6.12, 6.13 und 6.14.
−→
V F0 =


0
0
x3,F0

 (6.12)
−→
n¯ F0 =


−x1,F0
−x2,F0
1

 (6.13)
−→n F0 =
−→
n¯ F0
|
−→
n¯ F0|
−→
A F0 =
−→
V F0 ·
−→n F0 (6.14)
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Der Vektor
−→
A F0 ergibt sich aus Gleichung 6.14 als Projektion eines beliebigen Vektors (hier
−→
V F0) zu einem Punkte PF0 der Ebene auf den Vektor
−→
n¯ F0 . Die Menge der weiterverwendeten
Punkte ergibt sich dann nach:
P∗
B
:= PB (6.15)
mit
dkrit ≥ d(PBi)
Fu¨r den Plausibilisierungswert hat sich der Wert dKrit = 30cm als geeignet gezeigt. Fu¨r den
hier vorliegenden Abstand des Messobjektes vom Kamerasystem entspricht dieser Wert dem
mittleren Positionsfehler eines rekonstruierten Punktes, wenn fu¨r die Lo¨sung des Korrelati-
onsproblems ein Fehler von einem Pixel angenommen wird.
Die folgende Tabelle 6.1 zeigt die Parameter der F0-Ebene der ersten drei Iterationsschritte
fu¨r die Auswertung eines representativen Bildpaares.
Iterationsschritt x1,F0 x2,F0 x3,F0 var(dPBi)
1 0.2911 0.1096 1005.3 522.84
2 0.2898 0.1129 999.1 194.76
3 0.2898 0.1129 999.1 194.76
Tabelle 6.1: Ebenenparameter
Es hat sich gezeigt, dass schon nach der ersten Iteration nur noch eine unwesentliche Ver-
besserung der Genauigkeit in der Definition der F0-Ebene erreicht wird. Somit wird der
Algorithmus bereits nach der zweiten Iterarion abgebrochen. Eine weitere Verbesserung der
Genauigkeit in der Bestimmung der F0-Ebenen wa¨re nur durch den Einsatz von Kameras
mit ho¨herer Auflo¨sung oder anderer Auswertungsalgorithmen fu¨r das Korrelationsproblem
mo¨glich.
6.4 Koordinatensystem des Laderaumes
Wa¨hrend der Messung befinden sich die beteiligten Fahrzeuge in relativer Bewegung zuein-
ander. Da die rekonstruierten Punkte zuna¨chst auf das Kamerakoordinatensystem bezogen
berechnet werden, hat das zur Folge, dass die rekonstruierten Punkte bei jeder Messung an
einem neuen Ort in diesem Koordinatensystem erscheinen. Eine Fu¨llstandsermittlung mit
Bezug auf das Kamerakoordinatensystem wa¨re also umsta¨ndlich und nur wenig sinnvoll.
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Es ist aber naheliegend, den Fu¨llstand auf ein Koordinatensystem zu beziehen, das ortsfest
mit dem zu befu¨llenden Laderaum verbunden ist. Dies setzt die Identifikation dieses Koor-
dinatensystems voraus.
Wie in Abbildung 6.2 dargestellt, soll das Koordinatensystem des Laderaumes anhand seiner
Ra¨nder definiert werden. Hierfu¨r muss die Lage der Vektoren bestimmt werden, die jeweils
einen sichtbaren Rand des Laderaumes repra¨sentieren. Da bereits im vorhergehenden Ab-
schnitt 6.3 die Ebene F0, in der die Ra¨nder liegen, identifiziert wurde, ist die Lage der Z-Achse
des Koordinatensystems des Laderaumes bereits bestimmt worden. Das Problem reduziert
sich also auf das zweidimensionale Problem der Identifikation der Lage der X- und Y - Ach-
se in der Ebene F0. Aufgrund des im Allgmeinen hinreichend rechteckigen Grundrisses des
Laderaumes kann zudem die Restriktion eingefu¨hrt werden, dass die X- und Y -Achse des La-
deraumes rechtwinklig zueinander stehen und zusammen mit der Z- Achse ein Rechtssystem
aufpannen mu¨ssen. Dieser Sachverhalt wird wiederum durch eine lineare Ausgleichrechung
approximiert. Die Abbildung 6.3 zeigt den rekonstruierten Rand des Laderaumes sowie das
identifizierte Koordinatensystem des Laderaumes im Kamerakoordinatensystem.
Bild 6.3: Koordinatensystem des Laderaumes
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Bezeichnet man die Punkte des sichtbaren Randes mit R, so kann man den Vektor, der
die Untermenge der Punkte, die eine der vier Seiten des Randes repra¨sentieren, mit
−→
R i
bezeichnen. Die Parameterdarstellung einer allgemeinen Geraden im R2 lautet:
g : c = ax+ by (6.16)
Somit la¨sst sich fu¨r jeden Vektor
−→
R i ein u¨berbestimmtes Gleichungssystem zur Bestimmung
der Geraden gRi, die den i-ten Rand repra¨sentiert, ausstellen.
−→c =
−→
XR (6.17)
Eine Gerade gRi im R
2, die eine Seite des Randes repra¨sentiert, kann dann durch Lo¨sen des
Problems 6.8 gefunden werden.
6.5 Transformation der Koordinatensysteme
Die rekonstruierten Objektpunkte der Objekte Rand und Schu¨ttgut sind als Ergebnis der
Triangulation (vgl. Abschnitt 5.5.1) im Koordinatensystem SK des Epipolarsystems angege-
ben. Das Ziel besteht darin, die Objektpunkte, die die Schu¨ttgutoberfla¨che repra¨sentieren,
in das Koordinatensystem des Laderaumes zu transformieren. Hierfu¨r mu¨ssen alle Punk-
te der Schu¨ttgutoberfla¨che mit den Vektoren
−→
RR und
−→
t R transformiert werden, die den
Versatz zwischen dem Kamerakoordinatensystems und dem Koordinatenssystem des Lade-
raumes beschreiben.Der Vektor
−→
RR beschreibt an dieser Stelle den Winkelversatz und der
Vektor
−→
t R den translativen Versatz der Koordinatensysteme. Entsprechend der Gleichung
2.1 bildet die Gleichung 6.18 einen Objektpunkt der rekonstruierten Schu¨ttgutoberfla¨che im
Koordinatensystem des Laderaumes ab.
PG|SR = [RR
−→
t R]PG (6.18)
Die Rotationsmatrix RR setzt sich hierbei wieder gema¨ß Gleichung 2.3 aus der Kombination
der Matrizen fu¨r die Einzeldrehungen um die Achsen des Kamerakoordinatensystems zusam-
men. Mit Hinsicht auf den Berechnungsaufwand ist es sinnvoll, die Rotation entsprechend
der Vorschrift nach Rodrigues [51] auszufu¨hren. Die Vorschrift nach Rodrigues beschreibt
eine Rotation im dreidimensionalen Raum durch eine einzige Rotation um eine Rotations-
achse im Raum, somit ist nur eine Matrixoperation pro Punkt no¨tig. Hierfu¨r muss zuna¨chst
der Vektor
−→
R , der die Rotationsachse beschreibt und der Winkel ϕnF0, die Drehung um die
Rotationsachse angibt, bestimmt werden.
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Der Vektor
−→
R ergibt sich aus dem Kreuzprodukt des Normalen-Aufpunktsvektors
−→
A F0 auf
die Ebene F0 und der Z-Achse. Der Normalen-Aufpunktvektor
−→
A FO ergibt sich seinerseits
wieder aus dem Vektorprodukt eines Ortsvektors
−→
P F0 zu einem beliebigen Punkt PF0 auf
der Ebene F0 mit dem Normaleneinheitsvektor
−→n F0 der Ebene F0 nach Gleichung 6.14.
−→
AF0 =
−→
VF0 ·
−→n F0
Die Rotationsachse ergibt sich dann nach Gleichung 6.19.
−→
V RFo =
−→
AF0 ×
−→
Z K (6.19)
mit
−→
Z K =


0
0
1


Der Versatzwinkel ϕnF0 um diese Achse ergibt sich dann nach Gleichung. 6.20
ϕnF0 = − arccos
(
|
−→
Z K ·
−→
N F0|
|
−→
Z K ||
−→n F0|
)
(6.20)
Der Vektor
−→
V RF0 , der die Rotationsachse beschreibt, kann entsprechend Gleichung 2.39 fu¨r
die Anwendung des Kreuzproduktes als Matrix VRF0 dargestellt werden. Die Matrix VRF0
ergibt sich dann nach Gleichung 6.21.
VRF0 =


0 −VRF0,z VRF0,y
VRF0,z 0 −VRF0,x
−VRF0,y VRF0,x 0


×
(6.21)
Somit ergibt sich die Rodrigues-Rotationsmatrix nach Gleichung 6.22
RRod = I+ sin
(
ϕNF0
)
VRF0 +
(
1− cos
(
ϕnF0
))
VRF0
2 (6.22)
Mit Gleichung 6.22 ergibt sich die Transformation eines Punktes
−→
P G der Schu¨ttgutoberfla¨-
che aus dem Koordinatensystem SK des Epipolarsystems in das Koordinatensystem SR des
Laderaumes nach Gleichung 6.23
−→
PG|SL = RRod
−→
PG|SK +
−→
tR (6.23)
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Der Translationsvektor
−→
tR ergibt sich dann als der negative Normalen-Aufpunktvektor auf
die Ebene F0.
6.6 Resample
In Vorbereitung fu¨r die Suche nach den korrespondierenden Punkten wurden aus dem linken
Bild des Stereobildpaares Referenzpunkte gewa¨hlt, die aufgrund ihrer Eigung in der Bil-
debene eindeutig lokalisiert werden zu ko¨nnen, als geeignet bewertet wurden. Dies hat zur
Folge, dass die Messpunkte des lokalen Fu¨llstandes nicht uniform im Messbereich verteilt
sind. Die Abbildung 6.4 zeigt ein Beispiel fu¨r Verteilung der Messpunkte bezogen auf das
Koordinatensystem des Laderaumes.
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Bild 6.4: Nicht uniform verteilte Messpunkte
In Abbildung 6.4 bezeichnen die roten Kreise die Messwerte des inversen Fu¨llstandes und
die blauen Punkte die Lage zweier Ra¨nder des Laderaumes im Koordinatensystem des La-
deraumes. Um an jeder beliebigen Stelle des Laderaumes den Fu¨llstand scha¨tzen zu ko¨nnen
muss zwischen den Messpunkten interpoliert werden. Um die Interpolation der Messwerte
fu¨r weitere Anwendungen einfach zu gestalten, ist es sinnvoll, die Messwerte auf ein rektili-
nerares Gitter abzubilden.
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An dieser Stelle wird der Xpand Algorithmus [52] angewendet. Hierbei wird ein kreisrundes
Fla¨chenelement mit einem begrenzten Radius r um die Stelle (xryr) des zu bestimmen-
den Messpunktes Hr definiert und in acht gleichgroße Kreissegmente unterteilt. In diesen
Kreissegmenten wird jeweils der Messpunkt gesucht, dessen x- und y- Koordinate der Stelle
des zu bestimmenden Wertes am na¨chsten ist. Die Abbildung 6.5 zeigt die Auswahl der zu
beru¨cksichtigenden Punkte.
r
verworfenerMesspunkt
verwendeterMesspunkt
xr
yr
Bild 6.5: XPand - Auswahl der zu verarbeitenden Punkte
Das Zentrum des Kreises definiert die Stelle des zu bestimmenden Messwertes. Die gekreuz-
ten Stellen außerhalb des Radius r werden nicht beru¨cksichtigt, da sie nicht im Einzugsgebiet
der Stu¨tzstelle liegen. Die gekreuzten Stellen innerhalb des Radius r werden nicht beru¨cksich-
tigt, da sie im jeweiligen Kreissegment nicht die na¨chsten Nachbarn zur Stelle des gesuchten
Messwertes sind. Somit ergibt sich der zu bestimmende Messwert durch die Bildung des Mit-
telwertes hxy der verbleibenden, hier mit einem Punkt markierten, Messwerte. Der Messwert
Hr an einer Stelle xr, yr ergibt sich dann nach Gleichung 6.24.
Hr = hxryr (6.24)
hxryr =
1
n
∑
xy
hij
mit r >
√
(xr − x)2 + (yr − y)2
Daru¨ber hinaus hat diese Methode noch den positiven Effekt einer Mittelwert- bzw. Tief-
passfilterung auf den Datensatz der rekonstruierten Objektpunkte. Diese Tiefpassfilterung
hat zur Folge, dass die Unstetigkeiten im rekonstruierten Datensatz und eventuelle Ausreißer
reduziert werden. Die Wirkung des Tiefpassfilters kann durch den Radius r, der die Menge
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P zu beru¨cksichtigender Punkte definiert, eingestellt werden. Es ist an dieser Stelle zwin-
gend notwendig, den Radius r deutlich gro¨ßer als den in Kapitel 5.2 gewa¨hlten Mindestab-
stand zwischen den markierten Bildpunkten zu wa¨hlen, da sonst in den Umgebungen um die
Stu¨tzstellen keine weiteren Stu¨tzstellen gefunden werden ko¨nnen. Durch die Definition des
Wertebereichs der XY -Ebene, u¨ber der die Messwerte durch den XPand Algorithmus reor-
ganisiert werden, wird sichergestellt, dass nur Messpunkte, die sich im Bereich der Ladefla¨che
befinden ausgegeben werden. Die Abbildung 6.6 zeigt den inversen Fu¨llstand aus Abbildung
6.4 nach der Anwendung des Resampling auf die Daten bezu¨glich Koordinatensystem des
Laderaumes.
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Bild 6.6: Rektilinear verteilte Messpunkte
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Im abschließenden Kapitel wird die Genauigkeit des Messsystems FILLED untersucht. Hier-
fu¨r soll einerseits die Genauigkeit in der Erfassung der Oberfla¨che und andererseits die Mess-
verzo¨gerung betrachtet werden. An dieser Stelle sei angemerkt, dass die Messverzo¨gerung
maßgeblich durch die Leistungsfa¨higkeit der eingesetzten Computer beeinflusst wird. Mit
Hinsicht auf die stetig steigende Berechnungsleistung handelsu¨blicher Computer ist die An-
gabe der Messverzo¨gerung auf die zum Zeitpunkt der Entwicklung verfu¨gbare Computer-
technik bezogen. Bereits wa¨hrend der ca. dreija¨hrigen Entwicklungszeit des Messsystems
FILLED ist die Leistung der handelsu¨blichen Computer von durchschnittlich 2, 5 GHz bei
32 Bit Wortbreite auf weit u¨ber 3, 5 GHz bei 64 Bit Wortbreite angestiegen. Vor diesem
Hintergrund werden in absehbarer Zeit Computer zur Verfu¨gung stehen, welche die Messung
mit FILLED mit deutlich geringerer Messverzo¨gerung ermo¨glichen.
Das System wird zurzeit mit einem handelsu¨blichen PC betrieben. Das Referenzsystem hat
die folgenden Leistungsdaten:
• Prozessor: Intel Pentium®4, 2,4 GHz, 32Bit
• Speicher: 1024 MByte
• Betriebssystem: SUSE Linux (Kernel 2.6.11)
• Kamerasystem: 2 x IDS Imaging Pacific 9820
• Bildauflo¨sung: 640×480 Pixel, 3 Byte Farbauflo¨sung
• Verwendete Software Bibliotheken: Intel OpenCV Library Ver 1.0, GNU Scientific Li-
brary, VTK 4.0
Mit den oben angefu¨hrten Spezifikationen betra¨gt die mittlere Dauer vom Start des Bild-
einzugs bis zur Bereitstellung der Messdaten im Arbeitsspeicher nicht mehr als dt = 2, 8
Sekunden. An dieser Stelle sei angemerkt, dass durch Variation der Systemeinstellungen,
wie zum Beispiel der Auflo¨sung des DeHough-Raumes oder der Art der Vorsteuerung der
DeHough-Transformation (vgl. Kapitel 4.2.5) Messverzo¨gerung sowie die Genauigkeit der
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Messergebnisse beeinflusst werden. Die hier angefu¨hrten Werte beruhen auf einem Parame-
tersatz, der sich fu¨r die Anwendung des Messsystems auf Videodaten aus der Maisernte 2006
als geeignet gezeigt hat. Allgemein kann jedoch die Aussage gemacht werden, dass ein ho¨-
heres Maß an Genauigkeit auch eine la¨ngere Berechnungsdauer zur Folge hat. Im Anhang E
sind die wichtigsten Konfigurationdaten des Referenzmesssystems abgelegt.
7.1 Die Fehlerquellen
Das geometrische Modell zur Rekonstruktion der Messpunkte imR3 liefert exakte Ergebnisse
unter der Voraussetzung, dass ein Paar korrespondierender Punkte tatsa¨chlich die Abbildung
von ein und dem selben Objekt ist. Dies kann jedoch mit einem realen Kamerasystem nicht
sichergestellt werden. Die wesentlichsten Fehlerquellen hierbei sind:
• Abbildungsfehler der Objektive
• Parameterunsicherheiten der Kameras
• Abbildung auf ein diskretes Gitter
• mangelhafte U¨bereinstimmung der korrespondierenden Punkte
Das geometrische Modell - die Triangulation - welches fu¨r die Rekonstruktion der Objekt-
punkte auf der Basis der Paare korrespondierender Punkte genutzt wird, geht davon aus,
dass die Abbildung eines Objektpunktes durch ein System idealer Lochkameras geschieht
(vgl. 2.2). Wie bereits in Kapitel 2.4 ff. erwa¨hnt wurde, unterliegen die eingezogenen Bil-
der aber Abbildungsfehlern. Diese Abbildungsfehler haben zur Folge, dass die Abbildung
eines Objektpunktes von der Abbildung durch eine ideale Kamera abweicht, was wiederum
dazu fu¨hrt, dass die Position des rekonstruierten Objektpunktes nicht der Position des tat-
sa¨chlichen Objektpunktes entspricht. Die Abbildung 7.1 veranschaulicht die Rekonstruktion
eines Objektpunktes auf der Basis verzerrt abgebildeter Bildpunkte. An Abbildung 7.1 wird
deutlich, dass besonders die Tiefeninformation des rekonstruierten Punktes P ′ durch die ver-
zeichnete Abbildung des Punktes P auf der rechten Bildebene beeinflusst wird. Der gleiche
Effekt tritt auf, wenn der Ort des optischen Zentrums der Kameras, welche die Urspru¨nge
der Kamerakoordinatensysteme darstellen, nicht exakt bestimmt werden ko¨nnen.
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Bild 7.1: Rekonstruktion eines verzeichnet abgebildeten Punktes
7.2 Der Einfluss des Disparita¨tsfehlers
Wie aus Abbildung 7.1 sichtbar wird, hat eine durch ein fehlerhaftes Matching falsch be-
stimmte Disparita¨t der korrespondierenden Punkte einen Fehler bei der Rekonstruktion des
Objektpunktes zur Folge. Wie in Kapitel 5 beschrieben wurde, kann der Ort des rekonstru-
ierten Punktes P ′ durch Gleichung 7.1 ermittelt werden.
−→
P ′|So = λ
−→
VP (7.1)
Wobei
−→
VP den Einheits-Richtungsvektor des Abbildungsstrahls im betrachteten optischen
System bezeichnet. Hierbei ergibt sich nach Gleichung 5.22 λ als Funktion der Disparita¨t
D(u1, u2) des betrachteten Paares korrespondierender Punkte und der Basisla¨nge VB des
stereooptischen Systems.
Z =
|VB|c
(Or − ur)− (Ol − ul)
(7.2)
X =
ulZ
c
Y =
vlZ
c
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Fu¨r die Auswertung digitalisierter Bilder wird deutlich, dass der Einfluss des Matching-
Fehlers auf die Position der rekonstruierten Punkte von der Entfernung des Punktes vom
optischen System abha¨ngt. Die Positionsabweichung eines rekonstruierten Punktes P ′ von
der Position des abgebildeten Punktes P als Funktion des Matching-Fehlers ergibt sich gema¨ß
Gleichung 7.4 nach
Z¯ = Z +∆ZMErr (7.3)
Zi +∆ZMErr =
|VB|c
(Or − ur +∆u)− (Ol − ul)
(7.4)
X¯ =
ulZ
c
Y¯ =
vlZ
c
X¯, Y¯ und Z¯ stehen fu¨r die X-, Y - und Z-Koordinate der rekonstruierten Punkte der
Schu¨ttgutoberfla¨che. ∆ZMErr bezeichnet den Fehler der rekonstruierten Z-Koordinate der
Schu¨ttgutoberfla¨che. ul und ur bezeichnen die u-Koordinaten der tatsa¨chlich korrespondie-
renden Punkte im linken bzw. rechten Bild. Der Fehler der u-Koordinate der korrspondie-
renden Punkte wird ∆u genannt. Die Abbildung 7.2 veranschaulicht den Fehler ∆Z der
Z-Koordinate des rekonstruierten Punktes als Funktion des Matching-Fehlers ∆u und des
Abstandes Z des Objektpunktes vom optischen System.
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Bild 7.2: Fehler des rekonstruierten Punktes
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Bedingt durch die Abbildung des Objektpunkts auf das diskrete Raster des Sensorchips, muss
von einem Mindestfehler fu¨r das PointMatching von ∆u = ±1Pixel ausgegangen werden.
Die Versuche haben gezeigt, dass durch die Auswahl der weiter zu verwendenden Punkte
(siehe Kapitel 5.4.1) auf Basis des normierten Korrelationskoeffizienten ein gro¨ßerer Fehler
beim PointMatching nicht auftritt. Bei einer maximalen Entfernung des Messobjektes zum
Kamerasystem von Zmax ≤ 3000 mm kann in diesem Prozessschritt von einem absoluten
resultierenden Messfehler der Z-Koordinate von |∆Z| < 118 mm ausgegangen werden. An
dieser Stelle sei angemerkt, dass die Z-Koordinate als Linearfaktor fu¨r die Bestimmung des
Objektpunktes P verwendet wird und somit der Positionsfehler des rekonstruierten Punktes
sich proportional zum Fehler der Z-Koordinate verha¨lt.
7.3 Der Einfluss des Abbildungsfehlers
Wie bereits in Abschnitt 3 erwa¨hnt, weicht die Abbildung der betrachteten Szene durch eine
reale Kamera von der Abbildung durch eine Lochkamera ab. In Kapitel 3.5.1 wurde bereits
beschrieben, wie die eingezogenen Bilder durch Rektifikation an die Abbildung durch ein
achsparalleles System idealer Lochkameras angena¨hert werden. Auch diese Abbildung un-
terliegt den Parameterunsicherheiten der Kalibrierung, so dass eine exakte Lo¨sung lediglich
angena¨hert werden kann. Die Kompensation der unterschiedlichen Linsenverzeichnung sowie
des Versatzes der Kamerakoordinatensysteme hat zur Folge, dass die verschiedenen Bild-
bereiche unterschiedlich stark transformiert werden. Besonders deutlich wird dieser Fehler
bei der Betrachtung der radialen Verzeichnung. In diesem Fall wird ein Bildpunkt auf dem
Radius bezu¨glich des optischen Zentrums der Linse nach außen oder nach innen verzeichnet.
Diesen Sachverhalt verdeutlicht die Abbildung 2.8. Die Position des verzeichneten Punktes
ergibt sich nach Gleichung 2.10.
r˜ = r + k1r
2 + k2r
4 + k3r
6 + ...
Werden nun die Verzerrungskoeffizienten k1, k2, . . . kn fehlerhaft bestimmt, tritt eine vom Ra-
dius des betrachteten Pixels abha¨ngige, fehlerhafte Entzerrung auf. Gleichung 7.5 beschreibt
den Fehler des so bestimmten Entzerrungsradius.
r˜ +∆r = r + (k1 +∆k1)r
2 + (k2 +∆k2)r
4 + ... (7.5)
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Bild 7.3: Fehlerhafte Abbildung eines rektifizierten Bildpunktes
Die Relevanz dieses Fehlers fu¨r die Rekonstruktion der Objektpunkte wird deutlich, wenn
ein Objektpunkt auf Bildpunkte mit unterschiedlich großem Radius um das optische Zen-
trum abgebildet wird. Da mit variierendem Abstand zum optischen Zentrum auch der Fehler
des rektifizierten Bildpunktes variiert, folgt somit eine fehlerhafte Disparita¨t fu¨r dieses kor-
respondierende Punktepaar. Entsprechend resultiert aus dieser fehlerhaften Disparita¨t nach
Gleichung 7.4 der Positionsfehler des rekonstruierten Punktes. Die Abbildung 7.4 zeigt wie
ein fehlerhaft rektifizierter Punkt das Ergebnis beeinflusst.
Bild 7.4: Disparita¨tsfehler durch Rektifizierung
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Die durchgezogenen Linien in Abbildung 7.4 stellen die Abbildungsstrahlen der Punkte P1
und P2 fu¨r die rechte und linke Kamera dar. Die jeweiligen Bildpunkte von P1 und P2 werden
mit der Entfernung rr1, rr2 zum optischen Zentrum in der rechten Kamera abgebildet. In
der linken Kamera werden die Bildpunkte mit den Entfernungen rl1 bzw. rl2 zum optischen
Zentrum abgebildet. Die gestrichelten Linien stellen die rekonstruierten und fehlerbehafteten
Abbildungsstrahlen der o.a. Punkte dar. Es ist offensichtlich, dass die Punkte P¯1 und P¯2 bei
zu groß bestimmter Disparita¨t na¨her am Kamerasystem rekonstruiert werden. Bei zu klein
bestimmter Disparita¨t dementsprechend zu weit entfernt. Es wird jedoch auch sichtbar, dass
aufgrund des unterschiedlich starken Disparita¨tsfehlers der Punkt P¯1 nicht mit dem gleichen
Fehler ∆z wie der Punkt P¯2 rekonstruiert wird. Somit wird deutlich, dass durch fehlerhaft
bestimmte Verzeichnungskoeffizienten eine Wo¨lbung des rekonstruierten Datensatzes erzeugt
wird.
Der Gesamtfehler aus falsch gematchten Punktepaaren und dem Disparita¨tsfehler, der aus
fehlerhaften Verzerrungskoeffizienten resultiert, ergibt sich durch die Addition der jeweiligen
Fehleranteile. Gleichung 7.6 beschreibt den Gesamtfehler der Entfernungsbestimmung.
∆Z =
|V0|c
(Or − ur +∆ur,M +∆ur,R)− (Ol − ul)
(7.6)
Hierbei beschreibt ur,M den Matching-Fehler und ur,R den Fehler, der aus falsch bestimmten
Verzerrungskoeffizienten herru¨hrt. An dieser Stelle sei angemerkt, dass bei der Auswertung
von rektifizierten Bildern, die Z-Koordinate der rekonstruierten Punkte nur noch von der
Disparita¨t D entlang der u-Ache des Bildkoordinatensystems abha¨ngt. Daru¨ber hinaus ist
zu bemerken, dass dieser Fehler ausschließlich durch die unterschiedlichen Entfernungen der
abgebildeten Punkte zum optischen Zentrum beeinflusst wird. Somit wird der Einfluss dieses
Fehlers mit zunehmender Entfernung des abgebildeten und damit auch des rekonstruierten
Punktes zum Kamerasystem geringer, da die Winkel der Abbildungsstrahlen fu¨r die rechte
und linke Kamera zur optischen Achse mit zunehmender Entfernung auf den gleichen Wert
konvergieren. Gleiches gilt fu¨r die Abbildung bzw. die Rekonstruktion von Punkten, die mit-
tig bezu¨glich der X-Achse zwischen den Kameras liegen. Auch hier treten die Abbildungs-
strahlen im gleichen Winkel zu den optischen Achsen durch die Objektive. Sie unterscheiden
sich lediglich durch das Vorzeichen. Das Vorzeichen wird nach Gleichung 7.5 jedoch durch die
Wahl eines Polynoms mit geraden Koeffizienten unterdru¨ckt. Dieser Effekt hat die Wo¨lbung
des rekonstruierten Datensatzes zur Folge. Die Abbildung 7.5 zeigt einen auf diese Weise
verzerrten Datensatz.
Die Objektpunkte, die rekonstruiert wurden, stammen von einer Ebene, die mit dem Ste-
reovisionssystem eingezogen wurde, um anschließend rekonstruiert zu werden. Hierbei be-
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Bild 7.5: Disparita¨tsfehler durch Rektifizierung
zeichnen die blauen Punkte die rekonstruierten Objektpunkte, die dem Rand zuzuordnen
sind, und die roten Punkte, welche dem Ladegut zuzuordnen sind. Es wird deutlich, dass
die Punkte des Ladegutes, die um die Koordinaten x = 0, y = 0 positioniert sind, eine
andere Entfernung zum Kamerasystem aufweisen als diejenigen Punkte, die am Rand des
Datensatzes gelegen sind. Dieser Effekt ist auf die oben angefu¨hrten Ungenauigkeiten in der
Rektifikation zuru¨ckzufu¨hren. An dieser Stelle sei angemerkt, dass nicht zuletzt mit Hinsicht
auf die Anwendung auf einer Landmaschine kostengu¨nstige Kameras und Objektive einge-
setzt wurden. Es ist denkbar, dass diese Effekte durch den Einsatz ho¨herwertiger Kameras
und Objektive reduziert werden ko¨nnen. Der maximale Fehler, der aufgrund fehlerhafter
Verzerrungskoeffizienten auftritt, bela¨uft sich bei den hier eingesetzten Kameras und den
verwendeten Objektiven mit einer Brennweite von fc = 6 mm auf ∆ZR < ±50 mm.
7.4 Kompensierbare Fehler
Neben dem bis hierher erwa¨hnten Fehler treten durch Parameterunsicherheiten des Kame-
ramodells und des Modells des Stereosystems Fehler auf, die aufgrund der weiteren Da-
tenverarbeitung keinen Einfluss auf das Messergebnis haben. Hierzu geho¨ren alle Einflu¨sse,
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die u¨ber den gesamten Datensatz einen momentan gleichbleibenden Fehler erzeugen. Diese
Fehler werden wegen der implizit differentiellen Auswertung der Messwerte, wie in Kapitel
6.5 beschrieben, kompensiert. Die Punkte, die dem Objekt Ladegut zugeordnet werden ko¨n-
nen, werden, wie in Abschnitt 6.5 beschrieben, in das Koordinatensystem des Laderaumes
transformiert. Das Koordinatensystem des Laderaumes wird jedoch aus den rekonstruierten
Punkten des Randes identifiziert. Somit unterliegen sowohl die Punkte des Ladegutes als
auch die Punkte des Randes denselben globalen Fehlern. Ein rotatorischer und translativer
Versatz, der fu¨r alle rekonstruierten Punkte als hinreichend gleich groß angenommen werden
kann, wird somit eliminiert.
7.5 Die Ergebnisse
Fu¨r die Bestimmung der Messgenauigkeit des Messsystems FILLED wurde ein Referenzko¨r-
per mit definierter Geometrie, der einen Ladeguthaufen nachbildet, verwendet. Dieses Re-
ferenzmodell wurde aus verschiedenen unbekannten Positionen stereoskopisch aufgezeichnet
und ausgewertet. So wurde die Stabilita¨t und Genauigkeit der Messung auch aus verschiede-
nen Perspektiven u¨berpru¨ft und verifiziert. An dieser Stelle sei angemerkt, dass ausschließlich
Messungen verwendet wurden, bei denen der gesamte Referenzko¨rper sichtbar ist. Daru¨ber
hinaus wurden keine Perspektiven gewa¨hlt, in denen Teile des Ladeguthaufens durch die La-
debordwa¨nde verdeckt sind. Fu¨r die Verifikation wird das Epipolarsystem in der in Kapitel
3.4.6 beschriebenen Konfiguration verwendet. Die Abbildung 7.6 zeigt den Versuchsaufbau
fu¨r die Verifikation.
Bild 7.6: Versuchsaufbau fu¨r die Verifikation des Messsystems
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Die Abbildung 7.7 zeigt die Form des Referenzko¨rpers.
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Bild 7.7: Schnitt durch den Referenzko¨rper
So konnte die lokale Fu¨llho¨he des Referenzko¨rpers mit einer Standardabweichung von σh <
50 mm bestimmt werden. Die Abbildung 7.8 zeigt die absolute Abweichung der rekonstru-
ierten Oberfla¨che.
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Bild 7.8: Fehler der rekonstruierten Z-Koordinate
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Man erkennt deutlich, dass an den Ra¨ndern parallel zur Y -Achse die Abweichung der rekon-
struierten Oberfla¨che zum tatsa¨chlichen Objekt gro¨ßer wird. Dies ist auf den in Abschnitt
7.3 beschriebenen Fehler zuru¨ckzufu¨hren, der von ungenauen Verzerrungskoeffizienten her-
ru¨hrt. In den Bereichen, um das Zentrum des Datensatzes liegt der maximale Fehler der
rekonstruierten Z-Koordinate bei weniger als ∆Z = 100 mm. An den Ra¨ndern parallel zur
Y -Achse wa¨chst die maximale absolute Abweichung der rekonstruierten Z-Koordinate auf
bis zu ∆Z < 295 mm an. Je nach geforderter Genauigkeit ist es sinnvoll, den Bereich der
weiterzubearbeitenden Daten so einzugrenzen, dass die Anforderungen an die Genauigkeit
erfu¨llt werden. Es wird jedoch deutlich, dass in weiten Bereichen der rekonstruierten Oberfla¨-
che der Messfehler geringer ist als |∆Z| = 100 mm und somit der angestrebten Genauigkeit
∆Zmax = ±100 mm entspricht.
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8 Schlussbemerkungen und Ausblick
In einem Zeitalter, in dem auch die landwirtschaftliche Produktion immer kostengu¨nstiger
werden muss, besteht die Forderung nach gro¨ßeren, schnelleren, leistungsfa¨higeren und vor
allem billigeren Maschinen bzw. Produktionsmethoden. Heutzutage sind fu¨r die Verarbei-
tung von Futtermais bereits selbstfahrende Erntemaschinen mit einer Motorleistung von bis
zu 740 kW und einem Gutdurchsatz von bis zu 400 t pro Stunde erha¨ltlich. Eine solche
Maschine wiederum fu¨llt einen handelsu¨blichen Lastkraftwagen in weniger als 5 Minuten.
Der Fahrer einer solchen Erntemaschine muss neben der Steuerung der Fahrtrichtung auch
die Position des Fahrzeugs zu einem parallel fahrenden Transportfahrzeug, die Ausrichtung
des Auswurfkru¨mmers und die Einstellung der Erntemaschine ausfu¨hren, um eine optima-
le Auslastung der Maschinenleistung sowie der Transportleistung erreichen. Um die Fahrer
dieser Erntekombination von einigen Aufgaben wa¨hrend des Erntevorganges zu entlasten,
wurde am Institut fu¨r Regelungstechnik in Zusammenarbeit mit der DFG und dem Institut
fu¨r Landmaschinen und Fluidtechnik das Assistenzsystem zur automatisierten U¨berladung
ASU¨L entwickelt. Die letzte fehlende Komponente fu¨r die vollsta¨ndige Automatisierung des
U¨berladevorganges war ein Messsystem zur Erfassung der Verteilung des Ladegutes im La-
deraum der Transporteinheit.
Mit Hilfe eines solchen Messsystems kann nun mehr eine geregelte Befu¨llung des Laderau-
mes ermo¨glicht werden. Neben der automatischen Positionierung des Beladungspunktes im
Bereich des Laderaums stellt es eine wesentliche Erleichterung fu¨r den Fahrer der Ernte-
maschine dar, von der U¨berwachung und Steuerung des Beladungsvorganges entbunden zu
werden.
Vor diesem Hintergrund wurde am Institut fu¨r Regelungstechnik der Technischen Universi-
ta¨t in Braunschweig im Rahmen dieser Arbeit das Messsystem FILLED zur Erfassung des
Fu¨llstandes einer landwirtschaftlichen Transporteinheit entwickelt.
Das Ziel bestand darin eine Messeinrichtung zu entwickeln, mit deren Hilfe wa¨hrend der Bela-
dung durch einen selbstfahrenden Feldha¨cksler der Fu¨llstand des beteiligten Transportmittels
erfasst werden kann. Hierbei war insbesondere zu beachten, dass sich die am U¨berladungs-
prozess beteiligten Fahrzeuge relativ zu einander in Bewegung befinden. Daru¨ber hinaus war
120 8 Schlussbemerkungen und Ausblick
eine Modifikation des Transportmittels aus o¨konomischen Gru¨nden und mit Hinsicht auf die
Anwendbarkeit nach Mo¨glichkeit zu vermeiden.
Im Rahmen dieser Arbeit konnte erfolgreich gezeigt werden, dass mit Hilfe eines stereosko-
pischen Sensorsystems die lokale Fu¨llho¨he des Ladegutes im Rahmen einer Genauigkeit von
∆h < ±100 mm gemessen werden kann. Somit ist es gelungen, ein Messsystem zu schaffen,
dass es ermo¨glicht, die Verteilung von geha¨ckseltem Mais im Laderaum der Transportein-
heit mit Bezug auf den Beladungsprozess sowie die Stellgenauigkeit des Beladungspunktes
hinreichend genau zu erfassen. Besonderes Merkmal des Systems FILLED ist, dass fu¨r den
momentanen Entwicklungstand nur die Ra¨nder des Laderaumes farblich markiert werden
mu¨ssen, somit nur eine minimale Modifizierung des Transportmittels erforderlich ist.
Fu¨r eine Erweiterung der Einsetzbarkeit des Messsystems FILLED wa¨re es erstrebenswert,
das System dahingehend zu erweitern, dass auf jegliche Modifikation des Transportfahrzeu-
ges verzichtet werden kann. Besonders mit Hinsicht auf eine eventuelle Produktentwicklung
gewinnt dieser Schritt an Bedeutung, da dann auf den Einsatz von Farbkameras zuguns-
ten der wesentlich kostengu¨nstigeren Grauwert-Kameras verzichtet werden ko¨nnte. Dieses
wu¨rde jedoch voraussetzen, dass FILLED die Ra¨nder des Laderaumes auch ohne farbli-
che Markierung erkennen kann. Im weiteren Umfeld dieser Arbeit konnte gezeigt werden,
dass es grundsa¨tzlich mo¨glich ist, die nicht markierten Kanten des Laderaumes zu erken-
nen (Graefe/Jansen [4]). Vom Einsatz der hier erprobten Methoden wurde jedoch aufgrund
des zu großen Berechnungsaufwandes abgesehen. Daru¨ber hinaus wird zum jetzigen Ent-
wicklungsstand noch von einer rechteckigen O¨ffnung des Laderaumes und dessen Oberseite
ausgegangen. Diese Annahme kann jedoch nicht fu¨r die Allgemeinheit der landwirtschaftli-
chen Transportmittel getroffen werden. Somit wa¨re es sinnvoll, den Funktionsrahmen von
FILLED dahingehend zu erweitern, dass auch fu¨r Transportanha¨nger die nicht den oben
angefu¨hrten Anforderungen genu¨gen, der Fu¨llstand mit den in Kapitel 6.2 beschriebenen
Gro¨ßen gemessen werden kann. Im Weiteren ist die Latenz von ca. 2 Sekunden zwischen
Bildeinzug und Messwertausgabe als Nachteil zu nennen. Obwohl bereits großer Wert auf
die Minimierung der Zykluszeit des Messsystems gelegt wurde, besteht noch die Mo¨glichkeit
durch softwaretechnische Optimierung der Applikation, sowie weitere mathematische Opti-
mierung der verwendeten Algorithmen eine Steigerung der Berechnungsgeschwindigkeit zu
erreichen.
Anhand der visuellen Eigenschaften des geha¨ckselten Mais ist es denkbar, das System FIL-
LED auch bei anderen Schu¨ttgu¨tern mit a¨hnlicher Erscheinung anzuwenden. Es kann an-
genommen werden, dass durch Anpassung der Applikationsparameter FILLED auf weitere
Schu¨ttgu¨ter wie zum Beispiel Kies, geha¨ckseltes Holz, Ru¨ben, o.a¨. angewendet werden kann.
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Nach erfolgreicher Pru¨fung der Verwendbarkeit von FILLED fu¨r andere Gu¨ter erscheint die
Anbindung an eine Parameterdatenbank sinnvoll, die ein kurzfristiges Anpassen der Appli-
kation auf das momentan vorliegende Material ermo¨glicht. Ferner wa¨re die automatische
Adaption der Systemparameter ohne den Eingriff des Bedieners erstrebenswert. Dies wu¨rde
die Entwicklung eines Systems zur Erkennung bzw. Klassifikation der vorliegenden Materia-
lien bedu¨rfen. Vom jetzigen Entwicklungsstand aus gesehen, ko¨nnte es hier zielfu¨hrend sein,
die Dynamik der sichtbaren Texturen zu bewerten, um eine Differenzierung der “Feinheit”
der Textur zu ermo¨glichen.
Mit Hinsicht auf den Einsatz auf Landmaschinen oder in a¨hnlich rauem Umfeld wa¨re es
ratsam, die bis hierher als konstant angenommenen Modellparameter des Stereosystems in
regelma¨ßigen Absta¨nden durch geeignete Verfahren zu pru¨fen und no¨tigenfalls das Stereo-
system neu zu kalibrieren. Hierfu¨r erscheinen Methoden wie der Eight-Point Algorithmus,
nach Torr [12] geeignet. Erste Untersuchungen im Rahmen der Entwicklung von FILLED
konnten die Leistungsfa¨higkeit des Eight-Point Algorithmus nachvollziehen. Eine hinreichen-
de Stabilita¨t und Robustheit fu¨r den praxisnahen Einsatz dieses Verfahrens konnte jedoch
im Umfeld dieser Arbeit nicht festgestellt werden.
Abschließend bleibt zu erwa¨hnen, dass im Funktionsrahmen von FILLED weitere Informatio-
nen erzeugt werden, die fu¨r die Automatisierung des U¨berladungsprozesses genutzt werden
ko¨nnten. Es ist naheliegend, das durch FILLED identifizierte Koordinatensystem des La-
deraumes fu¨r die Bestimmung der Relativposition des Transportmittels zum Ha¨cksler zu
verwenden. Nach Graefe/Neermann [5] ist es durch einfache geometrische Analyse der in
den Abschnitten 4 und 6 gefundenen Informationen u¨ber die Lage der Ra¨nder des Laderau-
mes mo¨glich, den Beladungspunkt dem Laderaum geregelt nachzufu¨hren. Dies wu¨rde den
GPS-gera¨tetechnischen Aufwand, der fu¨r das Relativpositionierungssystem GNATTI erset-
zen, welches bis jetzt im Rahmen von ASU¨L eingesetzt wird. Somit erscheint es in jedem
Fall lohnenswert, das System FILLED hinsichtlich weiterer Funktionsintegration auf Basis
des zur Verfu¨gung stehenden Daten- und Funktionsrahmen hin zu pru¨fen.
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A Projektive Geometrie
Die projektive Geometrie ist eine Erweiterung der euklidischen Geometrie und entsteht aus
der Erweiterung des urspru¨nglich betrachteten Raumes um eine Dimension. Das bedeutet
im Prinzip, es werden Punkte als Geraden und Geraden als Ebenen betrachtet. Dies hat
den Vorteil, dass Spezialfa¨lle, die in der euklidischen Geometrie gesondert behandelt werden
mu¨ssen (bspw. Parallelita¨t, Punkte im Unendlichen), in der projektiven Geometrie wie alle
anderen Fa¨lle auch behandelt werden ko¨nnen. Da die projektive Geometrie direkt mit der
Projektion von 3D-Punkten auf Bildebenen in Zusammenhang steht, bildet sie die Grundlage
fu¨r das Themengebiet Stereo Vision. Die projektive Ebene P2 ist definiert als
P2 = R3 − (0, 0, 0)T (A.1)
A.1 Geraden
Betrachten wir eine Gerade in der Ebene mit der Gleichung ax + by + c = 0, die auch
alternativ durch den Vektor (a, b, c)T dargestellt werden kann. Fu¨r jeden Faktor k 6= 0 gilt,
dass die Gleichungen ax + by + c = 0 und (ka)x + (kb)y + (kc) = 0 gleich sind. Daher
repra¨sentieren die Vektoren (a, b, c)T und k(a, b, c)T auch die gleiche Gerade. Vektoren die
diese Bedingung erfu¨llen werden als homogene Vektoren bezeichnet.
A.2 Punkte
Ein Punkt (x, y)T wird zu einem homogenen Vektor erweitert, indem ihm in der dritten
Dimension eine 1 hinzugefu¨gt wird, also (x, y, 1)T . Wie zuvor repra¨sentieren die Vektoren
(kx, ky, k)T mit verschiedenen Werten fu¨r k den Punkt (x, y)T in R2. Ein beliebiger homo-
gener Vektor mit x = (x1, x2, x3)
T repra¨sentiert daher den Punkt (x1/x3, x2/x3)
T in R2.
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A.3 Beziehung von Geraden und Punkten
Ein Punkt x liegt genau dann auf einer Geraden l wenn gilt
xT l = 0, (A.2)
wobei x, l durch homogenen Koordinaten beschrieben sind. Der Schnittpunkt x zweier Ge-
raden l, l′ kann durch deren Kreuzprodukt bestimmt werden
x = l × l′ (A.3)
Analog kann die Gerade l, die durch die beiden Punkte x, x′ la¨uft, durch das Kreuzprodukt
der Punkte ermittelt werden.
l = x× x′ (A.4)
A.4 Dualita¨tsprinzip
Das Dualita¨tsprinzip besagt, dass die Rollen von Punkten und Geraden getauscht werden
ko¨nnen. D.h. alles, was auf Punkte zutrifft, trifft auch auf Geraden zu, bzw. umgekehrt. Das
bedeutet ebenso, dass sobald etwas fu¨r Punkte bewiesen wurde dieses ebenso auf Geraden
u¨bertragen werden kann, bzw. umgekehrt. Ein Beispiel dieser Dualita¨t ist der Schnittpunkt
zweier Geraden, der entsprechend ist zu der Geraden durch zwei Punkte. Bei der Dualita¨t
mu¨ssen die Begriﬄichkeiten ebenfalls u¨bersetzt werden.
A.5 Punkte im Unendlichen
Homogene Vektoren (x1, x2, x3) mit x3 6= 0 repra¨sentieren endliche Punkte in R
2. Alle Vek-
toren, die nicht in R2, aber in P2 liegen, sind homogene Vektoren mit x3 = 0, sogenannte
uneigentliche oder Fernpunkte (ideal points). Die Menge aller Fernpunkte kann beschrie-
ben werden mit (x1, x2, 0)
T . Alle diese Punkte liegen auf einer Geraden l1 = (0, 0, 1)
T , die
sogenannte Ferngerade. Mittels homogener Koordinaten kann der Schnittpunkt x zweier
paralleler Geraden l = (a, b, c)T und l′ = (a, b, c′)T bestimmt werden als
x = l′ × l = (b,−a, 0)T . (A.5)
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Das bedeutet, dass die Geraden sich im Unendlichen treffen. (b,−a, 0)T gibt die Richtung
der beiden parallelverlaufenden Geraden an.
A.6 Modell der projektiven Ebene
Ein Modell der projektiven Ebene P2 kann dargestellt werden wie in Abb. A.1 gezeigt.
Ein Punkt x auf der Ebene x3 = 1 repra¨sentiert eine Gerade durch den Ursprung. Eine
Gerade l repra¨sentiert eine Ebene durch den Ursprung, die die Ebene x3 = 1 in l schneidet.
Ferngeraden verlaufen parallel zu x3 = 1, sie liegen zusammen mit den Fernpunkten auf der
Ebene x3 = 0.
Bild A.1: Ein Modell der projektiven Ebene [24]
A.7 Projektive Transformation
Eine projektive Transformation ist eine nicht-singula¨re 3× 3 Matrix H mit


x′1
x′2
x′3

 =


h11 h12 h13
h21 h22 h23
h31 h32 h33




x1
x2
x3

 (A.6)
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Diese U¨berfu¨hrung durch die Matrix hat die Eigenschaft, dass Linien erhalten bleiben. Ge-
nerell entspricht eine projektive Transformation einer U¨berfu¨hrung von Punkten einer Ebene
im Raum auf eine andere Ebene, die beliebig orientiert sein kann. Abbildung A.2 zeigt solch
einen Fall.
Bild A.2: Die projektive Transformation eines Punktes [24]
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B Transformationen im
dreidimensionalen Raum
Eine Transformation im dreidimensionalen Raum R3 besteht aus einer Rotation (Drehung),
einer Translation (Verschiebung) und einer Skalierung.
B.1 Rotation
Dreidimensionale Rotationen ko¨nnen durch eine 3× 3 Matrix repra¨sentiert werden. Mit
P1 =


r11 r12 r13
r21 r22 r23
r31 r32 r33

 · P2 (B.1)
wobei P1 = (x1, y1, z1)
T den rotierten 3D-Punkt und P2 = (x2, y2, z2)
T den originalen 3D-
Punkt darstellt. Im R3 ist eine beliebige Rotation geometrisch einfach durch eine Rotation
um die drei Koordinatenachsen x, y und z vorzustellen. Im folgenden stellt Rx(θx) eine Ro-
tationsmatrix um die x-Achse dar. Respektive sind Ry(θy) und Rz(θz) zu verstehen.
Rx =


1 0 0
0 cos θx − sin θx
0 sin θx cos θx

 (B.2)
Ry =


1 0 0
0 cos θy − sin θy
0 sin θy cos θy

 (B.3)
Rz =


1 0 0
0 cos θz − sin θz
0 sin θz cos θz

 . (B.4)
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Wobei θx der Winkel der Rotation um die x-Achse, θy der Winkel der Rotation um die y-
Achse und θz der Winkel der Rotation um die z-Achse ist. Bei einer beliebigen Rotation
im Raum spielt die Rotationsreihenfolge um die einzelnen Achsen eine wichtige Rolle. Die
Rotationsmatrix, die sich aus den elementaren Rotationsmatrizen um die einzelnen Achsen
in der Reihenfolge - Rotation um z, Rotation um y und zuletzt eine Rotation um die x-Achse
ergibt folgt als Produkt von Matrizen: R = Rx() · Ry() · Rz()
R =


cos θy cos θz − cos θy sin θz − sin θy
− sin θx sin θy cos θz + cos θx sin θz sin θx sin θy sin θz + cos θx cos θz − sin θx cos θy
cos θx sin θy cos θz + sin θx sin θz − cos θx sin θy sin θz + sin θx cos θz cos θx cos θy

 .
(B.5)
Unbedingt zu beachten ist, dass die Rotation nicht kommutativ ist, d.h. RxRy ·Rz 6= RzRyRx.
Wichtige Eigenschaften der 3× 3 Rotationsmatrix R sind:
• RT = R−1 (die Transponierte der Matrix ist gleich dem Inversen)
• R · RT = I (wobei I die Einheitsmatrix ist)
• rank(R) = 3
• die Spalten und Zeilen aus R bilden eine orthonormale Basis
B.2 Translation
Eine Translation eines Punktes im R3 wird durch einen 1× 3 Vektor
−→
t = (tx, ty, tz)
T durch
P1 = P2 +
−→
t berechnet, wobei P1 = (x1, y1, z1)
T der verschobene und P2 = (x2, y2, z2)
T der
originale Punkt ist.
B.3 Skalierung
Eine Skalierung wird im R3 durch eine 3 × 3 Diagonalmatrix S = diag(sx, sy, sz) mit P1 =
S · P2 durchgefu¨hrt.
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B.4 Allgemeine Transformation
Eine beliebige Transformation kann man durch eine Kombination aus Rotation, Translation
und Skalierung darstellen:
P1 = S · R · P2 + t =


sxr11 r12 r13
r21 syr22 r23
r31 r32 szr33

 · P2 +


tx
ty
tz

 (B.6)
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C Levenberg-Marquardt-Algorithmus
Der Levenberg-Marquardt-Algorithmus ist ein Verfahren, mit dem nichtlineare Kleinst-Quadrat-
Probleme gelo¨st werden, die vor allem in nichtlinearen Ausgleichsrechnungen auftreten.
Ein Kleinst-Quadrat-Problem ist von der Form
minx
m∑
j=1
r2j (x) (C.1)
mit xǫRn. Die Funktion rj(x) : R
n → R ist zweimal stetig differenzierbar und werden
Residuen genannt. Ein solches Problem muss gelo¨st werden, wenn beispielsweise ein mathe-
matisches Modell zur durchgefu¨hrten Messung gesucht wird. Das Modell ist eine nichtlineare
Funktion f(x; t) : Rn+k → Rl mit den unbekannten Parametern x des Modells und den
bekannten Parametern tǫRk der Messung. Werden in m > n Messungen die Messwerte yjǫR
l
zu den Parametern tj fu¨r 1 ≤ j ≤ m bestimmt, so wird der Abstand der Messwerte vom
Modell rj(x) =‖ yj − f(x; tj) ‖
2. Setzt man diese Residuen in Gleichung C.1 ein, so erha¨lt
man direkt das zu lo¨sende Kleinst-Quadrat-Problem
minx
m∑
j=1
‖ yj − f(x; tj) ‖
2 . (C.2)
Fu¨r die Lo¨sung eines Kleinst-Quadrat-Problems mit dem Levenberg-Marquardt-Algorithmus
sind die analytischen Residuen und die Jacobimatrix der Residuen erforderlich.
J(x) =


δr1
δx1
· · · δr1
δxn
...
. . .
...
δrm
δx1
· · · δrm
δxn

 ǫRm×n (C.3)
Je nach Komplexita¨t der rj sind die partiellen Ableitungen ebenfalls analytisch gegeben.
Schließlich ist der Levenberg-Marquardt-Algorithmus ein iteratives Lo¨sungsverfahren, das
einen Startwert x0 in der Na¨he des gesuchten Minimums x beno¨tigt. Die Berechnung einer
solchen Na¨herung ist je nach Problem unterschiedlich. Eine Mo¨glichkeit ist, das Modell f(x; t)
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linear zu approximieren, so dass es als Matrixprodukt
Fx0 =


f˜(t1)
...
f˜(tm)

x0 =


y1
...
ym

 (C.4)
gegeben ist. Dabei gilt f˜(tj)ǫR
l×n mit f(x; tj) ≈ f˜(tj)x0. Das u¨berbestimmte lineare Glei-
chungssystem kann zum Beispiel mit der Singula¨rwertzerlegung von F gelo¨st werden.
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D Homogene Matrizen
In der Geometrie erlauben homogene Koordinaten die Darstellung von affinen Transforma-
tionen durch eine Multiplikation der Koordinaten mit Matrizen in einfacher Weise.
Rotation, Skalierung, Scherung und Translation eines dreidimensionalen Objektes lassen sich
je durch eine 3 × 3 Matrix beschreiben. Hinderlich ist jedoch, dass die drei erstgenannten
Operationen eine Matrizenmultiplikation erfordern, die Translation jedoch eine Addition.
Um eine Translation ebenfalls als Multiplikation berechnen zu ko¨nnen, wird der Raum um
eine weitere Dimension erweitert. Eine Translation im dreidimensionalen Raum la¨sst sich
nun durch eine Matrizenmultiplikation mit einer 4× 4 Matrix beschreiben.
Die Transformation von kartesischen Koordinaten nach homogenen Koordinaten erfolgt
durch:
(x, y, z)T ← (x, y, z, 1)T (D.1)
Die Abbildung eines Punktes Px,y,z von einem Koordinatensystem in ein anderes geschieht
durch die Multiplikation mit der homogenen Matrix M .
(x′, y′, z′, w′)T =M4×4 · (x, y, z, w)
T (D.2)
Aufgrund der Assoziativita¨t von Matrizenmultiplikationen ko¨nnen mehrere aufeinanderfol-
gende Multiplikationen zu einer einzigen Gesamtmatrix zusammengefasst werden. Die feh-
lende Kommutivita¨t bedingt, dass die Reihenfolge der Objektmanipulationen von Bedeutung
ist. Anschaulich la¨sst sich dies so interpretieren, dass es einen Unterschied macht, ob in einem
lokalen Bezugssystem ein Objekt zuerst entlang einer Achse verschoben und dann im neuen
lokalen Bezugssystem rotiert wird, oder ob ein Objekt zuerst rotiert und dann das Objekt
in der gleichen Richtung des nun mitrotierten lokalen Bezugssystems in eine neue Richtung
in Bezug auf Weltkoordinaten verschoben wird.
Eine Ru¨cktransformation von homogenen Koordinaten in kartesische Koordinaten erlaubt
es, auch die perspektivische Abbildung durch eine Matrix zu beschreiben:
(x′, y′, z′, w′)T → (
x′
w′
,
y′
w′
,
z′
w′
)T = (x′′, y′′, z′′)T (D.3)
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Die Koordinaten x′′ und y′′ ko¨nnen bereits als Bildschirmkoordinaten verwendet werden.
z′′ gibt die Distanz des transformierten Punktes vom virtuellen Bildschirm an und wird
im Z-Buffer (Tiefenpuffer) gespeichert. Eine perspektivische Abbildung fu¨hrt dazu, dass die
Gesamtmatrix singula¨r wird und nicht mehr invertiert werden kann.
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E FILLED Systemkonfiguration
Einstellung Wert Einheit
CPU 2,4 (32Bit) GHz
Arbeitsspeicher 1024 MByte
Kameras 2 × IDS Pacific 9820 k.A.
Framegrabber 2 × IDS Barracuda CL k.A.
Bildgro¨ße 640 × 480 Pixel
Farbtiefe RGB, 3Byte pro Pixel Byte
Brennweite f der Objektive 6 mm
Bildqualita¨ts-Regelerparameter auf den Blendenwert abgestimmt k.A.
Bildqualita¨tssollwert Qsoll 206 k.A.
Bildqualita¨tsparameter a 1 k.A.
Bildqualita¨tsparameter b 0, 3 k.A.
Bildqualita¨tsparameter c 15 k.A.
Bildqualita¨tsparameter
H255
H255,max
0.05 k.A.
ρ-Auflo¨sung des DeHough-Raumes 255 diskrete Schritte Pixel
ϕ-Auflo¨sung des DeHough-Raumes 0.1π k.A.
DeHough Betriebsmodus konstante Winkelauflo¨sung k.A.
Kernelgro¨ße FFT 32 × 32 Pixel
Schwellwert T1 0.75 · f¯(u, v)max k.A.
Anzahl verwendeter Punktepaare 200 Punkte
geforderter Korrelationskoeffizient cmin 0.8 k.A.
XPand Radius r 50 mm
Auflo¨sung des Ergebnisdatensatzes 50 × 50 Punkte
Tabelle E.1: Parameter der erprobten Systemkonfiguration
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