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Abstract—Intrusion detection is an important task for network 
operators in today’s Internet. Traditional network intrusion 
detection systems rely on either specialized signatures of 
previously seen attacks, or on labeled traffic datasets that are 
expensive and difficult to re-produce for user-profiling to hunt 
out network attacks. This paper presents a feature grouping 
method for the selection of features for intrusion detection. The 
method is based on mutual information theory and is tested 
against KDD CUP 99 dataset. It ranks the mutual information 
between features and uses the fuzzy C means algorithm to 
compose groups. The largest mutual information between each 
feature and a class label within a certain group is then selected. 
The evaluation results show that better classification 
performance results from such selected features. 
 
Index Terms—Mutual information, feature grouping, intrusion 
detection and feature selection 
 
I. INTRODUCTION 
Computer network security has been a very important 
topic due to the level of attacks and intrusions on 
networks. One preventive measure that has been 
deployed on networks to monitor intrusion attacks is the 
work on Intrusion Detection Systems [1]. An Intrusion 
Detection System (IDS) is a system that conducts the 
process of identifying attack behaviour on a network [2]. 
There are two main detection methods for IDS, anomaly-
based [3] or misuse-based [4]. Misuse detection is based 
on signatures of previously seen attacks that are matched 
against a stream of audit data looking for evidence of the 
modelled attacks [5]. The audit data may be obtained 
from the network, operating systems, or application log 
files [6]. Misuse-based systems have the advantage of 
low false positives. Unfortunately, they can only detect 
those attacks that have been previously specified. In 
contrast, anomaly-based techniques follow an approach 
that is complementary to misuse detection [7]. They rely 
on models, or profiles, of normal users, applications, and 
network traffic behaviours. Deviations from established 
models of normal usage are interpreted as attacks. 
Anomaly detection systems have the advantage that they 
are able to identify previously unknown attacks. 
Classification methods may be used to develop 
anomaly intrusion detection systems, and machine 
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learning theory can be valuable in this area because of the 
continued increase of attacks on computer networks. 
Intrusion detection can be considered as a two class 
problem or a multiple class problem. A two class problem 
regards all attack types as anomaly patterns with the rest 
regarded as a normal pattern. A multiple class problem 
deals with the classification based on different attacks. 
For instance, in [8], a method consisting of a combination 
of discretizers, filters and classifiers is presented. The 
main goal of that method is to significantly reduce the 
number of features while maintaining the performance of 
the classifiers, or even improving it. A mutual 
information-based feature selection method is reported in 
[9] that results in detecting intrusions with higher 
accuracy. Another two feature selection methods have 
been proposed for intrusion detection systems [10], [11]. 
Alternative approaches that utilise mutual information 
theory and feature selection based on this theory have 
been developed as well [12] and [13].  
Feature selection is the process of choosing a subset of 
the original feature spaces according to discrimination 
capability in an effect to improve the quality while 
reducing the dimensionality of data [14]. The number of 
features extracted from raw network data, which an IDS 
needs to examine, is usually large even for a small 
network. Much has been tried in order to increase the 
detection rate of IDS through proposing new classifiers, 
but improving the effectiveness of classifiers is not an 
easy task. However, feature selection can be used to 
optimize the existing classifiers by removing redundant 
or irrelevant features. Feature selection is also useful to 
reduce the computational time and facilitate data 
understanding. In particular, feature grouping that allows 
the selection of multiple features by one go is applicable 
to the dataset with a high dimensionality [15]. 
Mutual information-based feature selection was 
initially proposed by in [16] and subsequently modified 
in 2009 [14] and [15]. This paper proposes a feature 
selection method by grouping features based on the use of 
mutual information. The selected features are then 
employed in the C4.5 classification method [17] for 
intrusion detection. The performance of the proposed 
approach is evaluated with respect to different numbers 
of features and compared with the existing of [14]. 
II. BACKGROUND  
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Feature Grouping for Intrusion Detection Based on Mutual 
The purpose of the work in this paper is utilizing 
feature grouping and mutual information theory to select 
features and to get better performance evaluation. 
Network raw datasets usually have large number of 
features, and feature grouping method can be used to 
select important features. In this section, mutual 
information theory is introduced and advantages of 
feature selection are presented as well. 
 
Fig. 1. Precision comparison chart of normal data between all features 
and selected features. 
 
Fig. 2. Precision comparison chart of anomaly data between all features 
and selected features. 
 
Fig. 3. F-measure comparison chart between all features and selected 
features. 
A. Advantages of Feature Selection 
Feature selection is a process of selecting a subset of 
relevant features for use in model construction. The 
central assumption when using a feature selection 
technique is that the data contains many redundant or 
irrelevant features. Redundant features are those which 
provide no more information than the currently selected 
features, and irrelevant features provide no useful 
information in any context [18]. In KDD99 dataset, some 
features may be irrelevant and others may be redundant 
since the information they add is contained in other 
features. These extra features can increase computation 
time for creating classifications, and can have an impact 
on the accuracy of the classifier built. For this reason, 
these classification domains seem to be suitable for the 
application of feature selection methods [19]. These 
methods are centred in obtaining a subset of features that 
adequately describe the problem at hand without 
degrading performance. 
To verify that there are irrelevant and redundant 
features in KDD Cup 99 dataset, Correlation based 
Feature Selection (CFS) is used to select 8 features by 
Weka. Two performance measures (precision and F-
measure) were calculated which will specifically be 
discussed in section 4 and four classification methods are 
used to calculate the two performances. Fig. 1 and Fig. 2 
shows the precision comparison between 41 features and 
8 features by normal and anomaly types respectively. 
Similarly, Fig. 3 describes the other performance F-
measure.  
The three figures show for each classification method, 
that the two performances are quite close. For two 
classification algorithm J48 and PART, the performances 
even get better. Another advantage of selecting features is 
the running time is shorter than using all features. 
B. Definition of Mutual Information 
Information theory was initially developed to measure 
the size of the amount of information in communicating 
data. And in this theory, entropy is an important 
measurement for information. It is capable of quantifying 
the uncertainty of random variables and scaling the 
amount of information shared by them effectively.  
Let X be a random variables with discrete values, its 
entropy is defined as 
(X) (x) log (x)
x X
H p p

                 (1) 
where H(·) is entropy, and p(x)=Pr(X=x) is the 
probability density function of X. Note that entropy 
depends on the probability distribution of the random 
variable.  
Conditional entropy refers to the uncertainty reduction 
of one variable when the other is known. Assume that 
variable Y is given, the conditional entropy H(X|Y) of X 
with respect to Y is 
(X | Y) (x, y) log (x | y)
y Y x X
H p p
 
        (2) 
where p(x,y) is the joint probability density function and 
p(x|y) is the posterior probabilities of X given Y. 
Similarly, the joint entropy H(X, Y) of X and Y is  
(X, Y) (X) (Y | )
( ) ( | )
(x, y) log (x, y)
y Y x X
H H H X
H Y H X Y
p p
 
 
 
 
     (3) 
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To quantify how much information is shared by two 
variables X and Y, a concept termed mutual information 
I(X; Y) is defined as 
I(X; Y) (X) ( | )
( ) ( | )
(x, y)
(x, y) log
(x) p(y)y Y x X
H H X Y
H Y H Y X
p
p
p 
 
 
 
   (4) 
If X and Y are closely related with each other, I(X; Y) 
will be very high. Otherwise, I(X; Y)=0 denotes that 
these two variables are totally unrelated. The mutual 
information could be applied for evaluating any arbitrary 
dependency between random variables. In this paper, the 
mutual information between two variables is calculated 
and the mutual dependence is measured between them. 
III. PROPOSED WORK 
Feature selection problem could be described by the 
context of machine learning. Assume that T=D(F,C) is a 
training dataset with m instances and n features, where 
D={o1,o2,…om}and F={f1,f2,…fn} are the sets of 
instances and features. C={c1,c2,…ck} refers to the set of 
class labels. For each instance oj∈D, it can be denoted as 
a value vector of features, i.e., oj =(vj1,vj2, …, vjn), vji is 
the value of oj corresponding to the feature fi.  
Given a training dataset T=D(F,C), learning algorithms 
for classification is to induce a hypothesis h: Fi→C from 
T, where Fi is the value domain of fi∈F. Since the 
limited number of instances in D, there is a classification 
error εF(h)=|{(o,c) ∈F |h(o)≠c}|/m for each classifier, 
where h(o) is the predicted class label of o by the 
hypothesis h. 
Feature selection can change F, and result in the 
changing of εF(h). Battiti’s work is based on mutual 
information to select features as follows, 
I( ; ) ( ; )
s
i i s
f S
f C I f f

                      (5) 
where fs is denoted as selected features, and S is 
represented as the set of selected features. Formula 5 can 
be used to select the next feature. β is a parameter and 
determined empirically and Battiti has proposed a value 
between 0.5 and 1 for β. This algorithm indicates that 
feature selection should consider not only the mutual 
information between each feature and class label but also 
the mutual information between each feature and selected 
features. 
If there are n features in the dataset and fi is the feature 
i, then ( ; )i iM f F  denotes the mutual information 
between fi and all the other features. And it shows in 
formula 6. 
1
( ; )= I( ; )
n
i i i j
j
j i
M f F f f


                      (6) 
When i=1,2,3,…,n, SUMMI=[ ( ; )i iM f F ] denotes the 
vector set of C. 
Feature selection can be improved on through Feature 
Grouping based on Mutual Information (FGMI) as 
follows. 
Input: A training dataset T=D(F,C).  
Output: Selected features S.  
(1) Initialize relative parameters: F←’initial set of all 
features’, C ←’class labels’, S=∅. 
(2) For each feature fi, calculate the mutual 
information between fi and all the other features in F, 
then sum the results together and it can be calculated by 
formula 6, and finally get a vector SUMMI. 
(3) Rank the SUMMI by Fuzzy C Means algorithm and 
get G groups. 
(4) For each group g in G, calculate mutual 
information between each feature and class label in C, 
and then find the maximum value Mg in each group. 
(5) Select feature fs which has the Mg in each group, 
and put fs into S, S←’fs’. 
Output the set containing the selected features: S. 
From the algorithm shown above, it can be seen that 
the number of features selected by this algorithm depends 
on the number of groups. The mutual information 
between each two features is calculated and Fuzzy C-
Means algorithm is used to compose the groups. Fuzzy 
C-Means (FCM) is a method of clustering which allows 
one piece of data to belong to two or more clusters. This 
method (developed by Dunn in 1973 and improved by 
Bezdek in 1981) is frequently used in pattern recognition 
and unsupervised classification. 
At first, the proposed algorithm calculates the mutual 
information between each feature and all the other 
features and adding them together, denoted as SUMMI. 
Then, it ranked the SUMMI by Fuzzy C Means algorithm 
to get G groups. Moreover, in each group, the algorithm 
compute mutual information between each feature and 
class label and get the maximum one. At last, select the 
feature which has the maximum value. 
IV. EXPERIMENTAL EVALUATION 
In this section, implemented system and the results will 
be shown. The implemented algorithm will be compared 
to the Dynamic Mutual Information Feature Selection 
(DMIFS) algorithm proposed by Huawen Liu. The 
experiment is tested on KDD99 dataset, which is widely 
used in IDS domain. 
A. KDD 99 Dataset 
The KDD 99 dataset was used for The Third 
International Knowledge Discovery and Data Mining 
Tools Competition, which was held in conjunction with 
KDD'99 dataset, the fifth International Conference on 
Knowledge Discovery and Data Mining [20].The 
competition task was to build a network intrusion 
detector. This data set is built based on the data captured 
in DARPA’98 IDS evaluation program. DARPA’98 is 
about 4 gigabytes of compressed binary tcpdump data of 
7 weeks of network traffic, which can be processed into 
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about 5 million connection records, each with about 100 
bytes. The two weeks of test data have around 2 million 
connection records [21]. The dataset used in this work is 
a smaller subset, called 10 percent dataset, which 
contains 494021 instances and it was already used as the 
training dataset. For the test dataset, the original KDD 
Cup 99 dataset is used, which is containing 311029 
patterns.  
A connection is a TCP data packet sequence from start 
to end in a certain time and data from source IP address 
to destination IP address in predefined protocol such as 
TCP or UDP. Each connection is labelled as either 
normal or attack. The attack type is divided into four 
categories of 39 types of attacks. The training and test 
dataset percentages for the four attack categories are 
shown in Table I. Only 22 types of attacks are in the 
training dataset, and the other 17 unknown types only 
occur in the test dataset [22]. It is important to note that 
the test data is not from the same probability distribution 
as the training data, and it includes specific attack types 
not in the training data which make the task more realistic. 
TABLE I: PERCENTAGES OF NORMAL CONNECTIONS AND DIFFERENT 
KINDS OF ATTACKS IN KDD CUP 99 
Categories 10% Training 
dataset (%) 
Test 
dataset 
Normal 19.69 19.48 
Dos 79.24 73.90 
Probe 0.83 1.34 
R2L 0.23 5.21 
U2R 0.01 0.07 
 
When the KDD Cup 99 dataset is classified, the data 
can be considered as a binary case or a multiple class case. 
The binary case regards all attack types as anomaly 
patterns and the other class is a normal pattern. A 
multiple class case deals with the classification based on 
different attacks. In this work, the KDD Cup 99 dataset is 
treated as a binary case, with the two patterns normal and 
anomaly data. 
B. Performance Evaluation by Different Groups 
As described in the section above, the number of 
features obtained from the algorithm depends on the 
number of groups. Fuzzy C Means algorithm is used to 
divide the ranked vector SUMMI. From previous work in 
this area, the selected features between 8 and 14 could 
achieve better performance, and the performance 
evaluations are as follows. 
C4.5 algorithm is used to classify the dataset. C4.5 is 
an algorithm used to generate a decision tree developed 
by Ross Quinlan and it is an extension of Quinlan's 
earlier ID3 algorithm. The decision trees generated by 
C4.5 can be used for classification, and for this reason, 
C4.5 is often referred to as a statistical classifier. C4.5 
uses the concept of information gain to make a tree of 
classificatory decisions with respect to a previously 
chosen target classification. The information gain can be 
described as the effective decrease in entropy resulting 
from making a choice as to which attribute to use and at 
what level. 
The classification performances are usually denoted by 
six measures. These six measures are calculated by True 
Positive (TP), False Positive (FP), True Negative (TN) 
and False Negative (FN). These measures will be 
compared by different number of selected features. 
True positive rate (TPR): TP/ (TP+FN), also known as 
detection rate (DR) or sensitivity or recall. Fig. 4 shows 
the TPR comparison by different number of features. 
 
Fig. 4. True positive rate comparison chart by different number of 
selected features. 
 
Fig. 5. False positive rate comparison chart by different number of 
selected features. 
 
Fig. 6. Precision comparison chart by different number of selected 
features. 
False positive rate (FPR): FP/(TN+FP) also known as 
the false alarm rate. Fig. 5 describes the FPR comparison 
by different number of features. 
Precision (P): TP/(TP+FP) is defined as the proportion 
of the true positives against all the positive results. Fig. 6 
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illustrates the precision comparison by different number 
of features. 
Total Accuracy (TA): (TP+TN)/(TP+TN+FP+FN)  is 
the proportion of true results (both true positives and true 
negatives) in the population. Recall (R): TP/(TP+FN) is 
defined as percentage of positive labeled instances that 
were predicted as positive. F-measure: 2PR/(P+R) is the 
harmonic mean of precision and recall. The value of 
Recall is equal to True Positive Rate, and the Recall 
comparison chart will not be shown. Total Accuracy and 
F-Measure comparison chart by different number of 
selected features are shown in Fig. 7 and Fig. 8 
respectively. 
 
Fig. 7. Total Accuracy comparison chart by different number of selected 
features. 
 
Fig. 8. F-measure comparison chart by different number of selected 
features. 
From the comparison of the measures by different 
number of selected features, it can be seen that 10 
selected features could get the highest TPR, Precision, 
TA and F-measure. It means 10 selected features could 
achieve best performance. And 13 selected features could 
achieve the second best performance. 
C. Experiment Results 
The experiments were conducted by using KDD 99 
dataset and performed on a Windows machine having 
configuration and Intel (R) Core (TM) i5-2400 CPU@ 
3.10GHz, 3.10 GHz, 4GB of RAM, the operating system 
is Microsoft Windows 7 Professional. And open source 
machine learning framework Weka 3.5.0 is used to 
classify the dataset. This tool is used for performance 
comparison of the proposed algorithm with other 
classification algorithms. Table II shows the comparison 
between DMIFS and FGMI. The first row is shown that 
C4.5 with all 41 features in the dataset. The second row 
represented DMIFS algorithm proposed by Huawen. 13 
features is used by DMIFS and the performance is shown 
in row 2. The last two rows describe the results of the 
proposed algorithm FGMI. 13 features and 10 features 
are used to test by C4.5 respectively. And it is shown 
from the results that the proposed algorithm could 
improve the performance of all the measures. 
Another 3 algorithms were used to compare beside 
C4.5, and Table III shows the comparisons by the 3 
different classification algorithms. The comparisons are 
between 41 features and 10 features which are got from 
the proposed algorithm. The results show that the 
proposed algorithm could achieve better performance, 
especially on F-Measure. 
One of the advantages of the feature selection method 
using on KDD 99 dataset is saving computation time. 
More features means more computation time. Fig. 9 
shows the time taken to build model of C4.5 algorithm by 
different number of features. 
 
Fig. 9. Time taken to build model comparison chart by different number 
of features 
TABLE OMPARISON RESULTS BETWEEN DMIFS AND FGMI. 
Algorithm TP Rate FP Rate Precision F-Measure Class 
C4.5 
0.994 0.09 0.728 0.841 Normal 
0.91 0.006 0.999 0.952 Anomaly 
C4.5 with DMIFS 
(13 Features) 
0.993 0.086 0.736 0.846 Normal 
0.914 0.007 0.998 0.954 Anomaly 
C4.5 with FGMI  
(13 Features) 
0.994 0.085 0.739 0.848 Normal 
0.915 0.006 0.998 0.955 Anomaly 
C4.5 with FGMI (10 
Features) 
0.994 0.082 0.746 0.852 Normal 
0.918 0.006 0.998 0.957 Anomaly 
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II: C
TABLE III: COMPARISONS RESULTS BY DIFFERENT CLASSIFICATION ALGORITHMS. 
Algorithm TP Rate FP Rate Precision F-Measure Class 
PART 
0.994 0.087 0.733 0.844 Normal 
0.913 0.006 0.999 0.954 Anomaly 
PART  
(10 Features) 
0.982 0.076 0.757 0.855 Normal 
0.924 0.018 0.995 0.958 Anomaly 
Bayes 
0.976 0.1 0.702 0.817 Normal 
0.9 0.024 0.994 0.944 Anomaly 
Bayes 
(10 features) 
0.979 0.1 0.702 0.818 Normal 
0.9 0.021 0.994 0.945 Anomaly 
JRip 
0.994 0.087 0.734 0.845 Normal 
0.913 0.006 0.998 0.954 Anomaly 
JRip 
(10 features) 
0.982 0.086 0.733 0.84 Normal 
0.914 0.018 0.995 0.953 Anomaly 
 
V. CONCLUSION  
This paper has presented a feature grouping method 
based on mutual information. And it specifically 
proposed how to compose the group by mutual 
information calculated by each two features, how to get 
the number of groups and how to rank the features in 
each group. First of all, the mutual information between 
one feature and all the other features are calculated to 
represent the relationship among all the features. 
Moreover, the proposed algorithm takes advantage of 
fuzzy C-means algorithm to compose groups. Finally, the 
mutual information between a feature and class labels are 
used to select one feature in one group. Experiment 
results on KDD 99 dataset indicate that the proposed 
approach generally outperforms DMIFS algorithm. 
Furthermore, the comparison between 10 features and 41 
features by different classification algorithms reveals the 
performance indicators are improved.  
Whilst promising, the presented work opens up an 
avenue for further investigation. For instance, the mutual 
information between features and class labels can be used 
to design new algorithm. And other clustering or 
classification algorithms can be applied to compose 
groups. Moreover, more than one feature could be 
selected in a certain group. In future work, the proposed 
algorithm will be tested on other datasets and look for 
more effective measures or methods than mutual 
information theory. 
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