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Augmented Reality (AR) allows us to enhance our perception of the real world by overlaying artificial 
objects or information. The AR Technology has been recently applied to commercial products such as game 
applications and car navigation systems. On the other hand, an origami creation using computer graphics has 
been developed with advance of graphic hardware. The origami creation system enables users to fold an 
origami freely and interactively into complex figure. However the users can manipulate the origami only by a 
mouse device. This paper proposes a new AR origami creation system that can intuitively and directly 
manipulate an origami, and easily observe it from an arbitrary direction with an AR marker.  
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１． 研究の背景と目的 
近年，コンピュータの処理能力が飛躍的に向上したこ
とにより，拡張現実感（AR: Augmented Reality）技術を
誰もが容易に実装できるようになった．AR は，カメラを
通して得られる知覚的情報に，コンピュータによって作
り出された情報を合成表示する技術である．こうした AR
は，医療・教育・建築・エンタテインメント・WEB サー
ビスなど，様々な分野で応用されるようになっている．
しかしながら，これまでの AR の応用では，あらかじめ作
成された仮想オブジェクトやアニメーションを提示する
ようなシステムがほとんどで，インタラクティブに操作
しながらオブジェクト生成するものはあまり提案されて
こなかった． 
この理由の一つとして，インタラクティブな操作を行
うためのインタフェース・デバイスが，十分に発達して
いなかったことが挙げられる．人間が新しいオブジェク
トを創り出す際には，一般的に言ってかなり複雑で直感
的な操作が必要とされる．そうした操作が可能な入力イ
ンタフェースとしては，大掛かりなセットや様々なセン
サを用いる高度な仕掛けを用意しなければならなかった．
ところが最近では，ユーザの直感的な動きを操作に反映
させるデバイスや，それを用いたゲームなどが比較的容
易に且つ，コンパクトなサイズで入手できるようになり，
徐々に一般にも浸透してきている． 
そこで本研究では，この AR 技術に対して簡易モーショ
ンキャプチャデバイス Kinect を組み合せ，ジェスチャ操
作によりユーザ自身の手で折るような感覚で仮想的な折
り紙を作成するシステムを提案する．ここで，オブジェ
クト生成操作の対象として折り紙を取り上げたのは，誰
もが現実の操作経験を持ち，簡単で直感的な生成操作を
行なえること，操作結果がその場で確認でき修正が行え
るインタラクティブな操作であること，出来上がったオ
ブジェクトがある程度複雑な３次元形状を有し AR 上で
様々な角度から観察できることに意味があること，等の
理由による．このような折り紙の AR 操作が実現できれば
他の様々な仮想オブジェクトの生成にも容易に拡張がで
き，AR の応用がさらに発展すると期待できる． 
 
２． システム構成 
本研究では，簡易モーションキャプチャデバイスのジ
ェスチャ認識機能を用いて折り紙を折る動作を認識し，
AR 技術を用いてユーザの眼前に仮想的に折り紙を提示
して，あたかもユーザ自身が折り紙を折っているような
感覚で操作できるシステムを開発する．具体的には以下
のようにシステムを構成した． 
まず，コンピュータ上でＣＧとして折り紙を提示して，
マウス操作によって折り紙を作成する折り紙シミュレー
ションのアプリケーションがオンライン上で公開されて
いるので，本システムのベースにはこれを利用する．こ
の折り紙シミュレーションを ARToolKit と呼ばれる仮想
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現実感アプリケーションのためのライブラリを用いて，
カメラ映像に重畳してユーザに折り紙を提示できるよう
に移植した． 
次に，折り紙の操作をモーション操作にする．元の折
り紙シミュレーションでは，折り操作はマウスクリック
により折り紙の頂点をつまみ，マウスドラッグによって
頂点を移動することで，折る／重ねるなどの動作を実現
している．そこで，これらのマウス操作を簡易モーショ
ンキャプチャデバイス Kinect のジェスチャ認識機能に
よる操作に置き換える．ジェスチャには種々あるが，本
システムではより現実感覚に近い方法で折り紙作成がで
きるように，右手部分の座標認識と，右手のひら部分の
開閉動作に伴う面積変化を認識する方法を採用した． 
さらに，手の動作だけでは認識が難しい操作を補完す
るものとして，AR の複数マーカ方式を利用する．これは，
インタラクティブな操作の実現には，マウスやキーボー
ドなどのデバイスの使用を極力避けることが重要だと考
えたからである．様々なマーカを提示することにより，
折り込み操作や折り紙モデルの表示，回転などを行うこ
とができる． 
以上により，ユーザの半身を映した映像中に仮想の折
り紙を重畳して表示し，これをユーザの右手動作や複数
マーカによって折り紙に折り上げ，完成した折り紙を３
次元的に様々な角度から観察出るシステムを実現した． 
以下，システムの詳細を順を追って説明する． 
（１）折り紙シミュレーションシステム 
a）折り紙シミュレーションシステムの選定 
折り紙を対象としたコンピュータ処理に関しては既に
先行研究があり，これらの中から本研究にもっとも適し
たものを選択する． 
実現手法としては，主に３つの手法が提案されている．
手法の一つ目は，あらかじめ入力した何枚かの折り紙の
キーフレーム画像から中間画像を生成し紙が折られる過
程のアニメーションを作成するものである[1]．二つ目は，
折り紙の展開図から紙の物理的な制約条件をもとに出来
上りの状態を推論するものであり，タワーと呼ばれるリ
スト構造による折り紙の表現を提案しているものである
[2]．三つ目は，紙面の接続や重なり関係等の折り紙の状
態を，折り操作に従って変更することで，実物の操作感
覚に近い入力操作を実現しているものである[3]． 
本研究では仮想的な折り紙を，ユーザの動作によって
リアルタイムで折る方式をとる．そのため，上記の一つ
目の手法はあらかじめ入力したパターンでしか折り紙を
折ることができないという自由度に制限があるという点，
二つ目の手法は展開図の情報から完成形のモデルを作成
するという，実際に折り紙を折る方法と差異があるとい
う点から，本研究に則していないと考え，三つ目の手法
を用いる事とする． 
三つ目の手法を具体的に実現したものとして，中京大
学 情報理工学部 情報メディア工学科 宮崎慎也，山田雅
之，遠藤守，中貴俊 の４名の教員によって運営されてい
る共同研究室，オープンメディアラボで公開されている
折り紙シミュレーションを利用する[4]．なお，本アプリ
ケーションは，公式サイトより無償でダウンロードする
ことが可能であり，ソースコードはオープンソースで提
供されている[5]． 
折り紙シミュレーションは，OpenGL ベースの CG プロ
グラムで作成されており，紙の頂点をマウスでつまんで
移動するという単純な操作の繰り返しにより，CG の紙を
自由に折っていくことができるものである．もとはシリ
コングラフィクス(SGI)社のグラフィクスワークステー
ション上で C 言語で開発されたが，現在は Windows 環境
の C++言語に移植され動作している． 
b）折り紙シミュレーションにおける「折り方」 
選定したアプリケーションで実現されている折り方の
種類とその入力方法，及びそれらを実現するために必要
となるシステムの処理は以下の通りである． 
(1) 折り曲げ (Folding up)，折り返し (Bending) 
 紙の操作の基本操作単位となる１回の折り操作は，図
１のように紙面上に定められた，ある１本の線 (折れ線) 
により紙面を２分割し，そのうち一方の面を折れ線を軸
に回転させることで実現される． 
 
 
図１ 折り曲げ 
 
既に幾度か折られた紙を対象とするとき，面同士の重な
り，接続の関係から図２のように複数の面が同時に回転
する場合 (多重折り) と図３のように１つの面のみが回
転する場合 (一重折り) がある． 
 
 
図２ 多重折り 
 
 
図３ 一重折り 
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いずれの場合についても移動する全ての面が同一方向に
回転する折り方を「折り曲げ」と呼び，そのうちで面の
回転角度が 180 度(平面折り)のものを特に「折り返し」
と呼ぶ． 
(2) 折り込み (Tucking in) 
 図４のように，ある面を境に面の回転方向が異なる折
り方を「折り込み」といい，前述の「折り返し」と同様，
平面内の多重折りであるが，紙面同士の関係から「折り
込み」が不可能な場合があり，更に多重に重なった「折
り込み」では折り方の候補が複数存在する場合がある．
そのため本アプリケーションでは，折られる全ての面の
回転部分の形状が同一で対称的な場合に限定して処理す
る．また，「折り返し」と「折り込み」の選択について
はボタンの ON/ OFF の状態により指定する． 
 
 
図４ 折り込み 
 
c）折り紙シミュレーションにおける「折り操作」 
 紙面の頂点を摘まんで移動するための座標ポインタ 
Picker を仮想空間内に定義し，マウスデバイスにより制
御する．Picker はマウスのボタンの ON/ OFF にそれぞ
れ対応する 'PICK' 及び 'RELEASE' の２つの状態を持つ．
状態 'PICK' 時には Picker はある頂点を摘まんでおり 
Picker の移動に伴いその頂点も移動するが，状態 
'RELEASE' 時には Picker は紙と離れて単独で移動する．
Picker 自身の位置は，スクリーン上のマウスカーソルの
位置で与えている．以下に紙の頂点を摘まむ，頂点を摘
まんだまま移動する，頂点を離す動作からなる Picker
の基本操作を示す． 
(1) 頂点の選択 
 マウスの左ボタンを押した瞬間に Picker の状態が
'PICK'に変わり，紙面の全ての頂点のうちから選択され
た唯一の頂点 (選択頂点) が Pickerにより Pickされる．
この時 Picker の位置は選択頂点の位置 (選択頂点の移
動元) に変更される．選択頂点は２次元のスクリーン投
影像上で Picker から最も近い頂点とする．候補が複数存
在する場合は頂点の属する面の順序が視点から最も近い
ものを選択する． 
(2) 頂点の移動 
 ボタンを押している間 (Picker の状態'PICK'時) 
Picker の移動に伴い自動的かつ逐次的に，選択頂点の移
動先座標の獲得，移動元と移動先の２点からの等距離平
面と，折られる面との交線を折れ線，これら２平面の交
角の２倍を折り曲げ角度とし，折り結果のスクリーンへ
の表示が行なわれる． 
(3) 頂点の解放 
 ボタンを離した瞬間に Picker の状態が'RELEASE'に変
わり，選択頂点の移動先が固定される．以後 Picker は頂
点と離れて単独で移動する． 
d）折り紙シミュレーションにおける「選択頂点の移動先
の自動補正」 
折り紙を折るうえで，頂点や辺同士を正確に重ね合わ
せる折り方が必要となる場合があるが，仮想上の折り紙
を折る際に自身の手でそれを行うのは大変困難である．
そこで，これら折り方をスムーズに行なうために，以下
の４つの場合においては選択頂点の位置を自動的に補正
する． 
(1) 頂点同士を重ね合わせて折る 
 選択頂点とある程度近い頂点が存在すれば選択頂点の
位置をその頂点の位置に変更する． 
(2) 辺同士を重ね合わせて折る 
 選択頂点を含む辺とある程度近い辺が存在すれば，そ
れら２辺が同一直線上で重なるように頂点の位置を変更
する． 
(3) 折れ線がある２つの頂点を通る 
 折れ線からある程度近い頂点が２点存在すれば，折れ
線がその２点を通るように頂点の位置を変更する． 
(4) 基準角度で折り曲げる 
折り曲げ角度が90°又は180°(基準角度) にある程度
近いならば，折り曲げ角度がその基準角度となるように
頂点の位置を変更する． 
 本研究では，以上の折り紙シミュレーションの機能は
そのままに，モデルの表示方法，及び操作方法に変更を
加えて利用する． 
 
（２）折り紙シミュレーションの AR 化 
a）拡張現実感技術 
 カメラから取得した現実世界の映像を 1 つのレイヤー
とし，そこにコンピュータで作成したデジタル情報を重
ね合わせる技術を拡張現実(AR: Augmented Reality)と呼
ぶ．この技術の対称例として多く挙げられる，コンピュ
ータ空間に入り込む感覚を得られる技術を仮想現実(VR: 
Virtual Reality)と呼ぶのに対し，拡張現実は現実環境
(映像)を強化することから強化現実とも呼ばれる． 
 拡張現実感技術の最大の特徴は，現実には存在しない
3DCG の仮想オブジェクトを限りなく自然な形で現実映
像上に再現することであり，その加工された映像ではま
さに，現実に CG が存在しているかのように見える．実際
には，取得した映像を CG 加工したという単純なものであ
るが，その実は映像を 100fps 以上の間隔で切り抜き，抽
出された各画像に対し，カメラアングルと姿勢を考慮し
た CG を貼付けるという処理が行われている．各画像を連
番で切り替え表示し続けているが，その処理速度は人間
が視認できないスピードのため，加工映像と通常映像と
の差異はほとんど無い．またこの処理によって，どのア
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ングルからカメラを仮想オブジェクトに向けたとしても，
現実の物体を見るのと同等の空間的な視野を得られる． 
b）ARToolKit 
 本研究ではカメラを用いて特定の物体を追跡，その位
置を基準にモデルの描画を行う方式をとる．そこで物体
認識および位置関係の計算を簡略化する方法として拡張
現実感をリアルタイムで実行することができる，AR アプ
リケーションの実装補助を目的とした C/C++用プログラ
ミングライブラリ，ARToolKit を使用する．なお，
ARToolKit は，公式サイトより無償でダウンロードする
ことが可能であり，ソースコードはオープンソースで提
供されている[6]． 
 ARToolKit は，紙に印刷されたパターン(以下，マーカ
と呼ぶ)をカメラで読み取り，その上に 3D オブジェクト
を表示させる技術であり，主な機能は以下の通りである． 
(1) カメラ画像の取得・描画 
PC に接続されたビデオデバイスから画像を取得する．
AR アプリケーションでは，カメラの画像を描画した後で，
3D オブジェクトを重ねて描画する．ARToolKit ではカメ
ラ画像を描画する際に，レンズによる歪みの補正も行う． 
(2) マーカ 
AR アプリケーションを実行するには，3 次元オブジェ
クトを出力する位置を決めるためのマーカと，そのマー
カのビットマップパターンを情報を記録したファイル
(パターンファイル)が必要となる．ARToolKit で使われ
るマーカのパターンは，正方形の黒い太枠の中に，白黒
またはカラーの図柄があるものを使用する．また，この
条件を満たしてさえいれば，自分で任意のパターンを作
成することも可能である． 
(3) マーカの検出 
プログラム実行時にパターンファイルをロードし，キ
ャプチャした画像から「マーカらしき部分」を取得する．
「マーカらしき部分」と「パターンファイル」を比較し，
もっとも一致するマーカを検出する． 
(5) マーカの位置・姿勢の計算 
検出されたマーカの情報からマーカ・カメラ間の座標
変換行列を求める．カメラ座標系を  Tccc ZYX ，
マーカ座標系を  Tmmm ZYX ， 1r ~ 9r を回転行列，
xt ~ zt を並進行列とした場合，両座標系の関係式は以下
の式で表される．また，座標変換の様子を図５に示す． 
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図５ マーカ・カメラ間の座標変換 
 
(5) 実写画像と３次元 CG の合成表示 
検出されたマーカの位置姿勢に従いオブジェクトを表
示した様子を図６に示す． 
 
 
図６ マーカ上に表示された３D モデル 
 
c）折り紙シミュレーションを ARToolKit に移植 
前述した折り紙シミュレーションで行われているモデ
ル表示処理を，ARToolKit のマーカ基準でモデル表示す
る方法に変更する．結果，図７のようにマーカ上に表示
された折り紙をマウス操作によって折るシステムを構築
することができた． 
 
 
図７ マーカ上に表示された折り紙 
 
（３）折り紙の操作のモーション操作化 
a）Kinect のモーションキャプチャ機能 
 モーションキャプチャシステムは，人体や動物，物体
の位置や関節の時系列の動きを計測するシステムで，映
像分野では映画やアニメーション，ゲームやユーザイン
タフェースの分野で盛んに用いられるようになった．特
に現代の映像制作において，実写と見間違うほどのコン
ピュータグラフィックスの制作が可能になったのは映像
の描画技術のみならず，モーションキャプチャによるリ
アルな人体動作の取得技術による貢献も大きい． 
 モーションキャプチャシステムはさまざまなものが市
販されているが，商用システムのほとんどは，体の各部
位に標識(マーカ)を取り付け計測を行うシステム(装着
Hosei University Repository
型モーションキャプチャシステム)である．これらは，光
学式・磁気式・機械式の 3 種類に分類できる．装着型モ
ーションキャプチャの利点は，人体に機器を装着するこ
とで安定した位置・関節角度推定を実現したことである．
光学式においては，体の表面に目印となるマーカを取り
付け，複数のカメラでマーカを撮影することで関節の位
置を推定する．人体そのものではなく，目印となるマー
カを用いることで，安定した推定を行うことが可能であ
る．磁気式および機械式においては，体の各部分に方向
や角度を測る機器を装着することで，関節の角度を直接
計測することが可能である．問題点として，対象となる
人体の表面にマーカを装着する手間があること，マーカ
により動きや衣服に制約が生じること，光学式では複数
のカメラなどをトラッカーとして用いるため，周囲に張
り巡らさなくてはならず，比較的限定された空間でしか
使用できないなどがあげられる． 
 本研究ではインタラクティブな操作を実現する方法と
して，ユーザの動作を操作に反映させる方式をとる．そ
こでモーションキャプチャを簡易に行う方法として，マ
イクロソフトから Xbox360 のゲームコントローラとして
発売されているデバイス，Kinect を使用する．また，
Kinect を PC 上で動かすために Kinect for Windows SDK
を用いる．なお，Kinect for Windows SDK は，公式サイ
トより無償でダウンロードすることが可能である[7]． 
 Kinect は，ハードウェア機能として，RGB カメラ，距
離カメラ，４つのマイクを並べたマイクアレイ，チルト
モータを持っている．これらの機能により，前述したよ
うに体の各部位にマーカを取り付けたり，マーカー検出
するためのトラッカーを設置せずとも，ユーザの認識や，
ユーザの骨格を認識することができる． ユーザの骨格
はスケルトンと呼ばれる，関節位置を推測した 3 次元デ
ータとして取得される．スケルトンは 20 箇所のジョイン
ト(関節)で構成されており，人間の身体に対応したスケ
ルトンジョイントの位置と名称は図８の通りである． 
 
 
図８ スケルトンジョイントの位置と名称 
 
そもそもの利用方法は，骨格を認識，追跡することに
よってユーザの動きを 3 次元データとして取得し，デー
タを元にユーザの動きとゲームの動作をマッピングさせ，
コントローラを持たないゲーム操作を実現させるものだ
が，本研究ではこのモーションキャプチャ機能を操作方
法として利用する． 
Kinect for Windows SDK を導入するにあたり，中村薫，
齋藤俊太，宮城英人著「Kinect for Windows SDK プログ
ラミング C++編」を参照した[8]．本書では，Kinect を
用いたいくつかのサンプルプログラムが紹介されており，
なかでも「Kinect を使った PC の操作」「手指の検出」
は本研究において有用であると考え，操作方法のベース
として利用する． 
b）Kinect を使った右手動作のモーションキャプチャ 
本システムでは，取得したスケルトンの位置情報を基
に，体を操作デバイスとして利用する．そこで，Kinect
で取得したスケルトンの手の位置と，ディスプレイ中の
カーソル位置を対応させ，腕を動かすだけでカーソルが
移動するシステムを構築する．手の検出及び，カーソル
の移動処理は以下の通りである． 
(1) スケルトンの取得 
Kinect SDK のスケルトントラッキング機能によってユ
ーザのスケルトンデータを取得する．追跡されているス
ケルトンがあれば，右手が追跡されているか確認する．
追跡されていれば処理を継続する． 
(2) 右手の座標の取得 
右手が追跡されていれば，右手の座標を取得し，距離
カメラの座標系(2 次元)に変換する． 
(3) スクリーン座標の取得 
距離カメラの解像度をディスプレイに見立てているた
め，距離カメラの座標をスクリーン座標に変換する． 
(4) マウスの動作 
算出された座標でマウスカーソルを動かす． 
 上記処理により，折り紙シミュレーションではマウス
操作によって行っていたカーソルの移動を，ユーザの右
手の動きに置き換えることができた． 
c）Kinect を使った右手の開閉動作の認識 
 次に，右手の開閉動作を認識し，クリック操作を行う
システムを構築する．手の開閉は，Kinect で取得した手
のひらに相当する関節位置を参考に，手の領域を算出，
手の開閉に伴う面積変化を識別することで認識する．手
の開閉の認識及び，クリック操作の処理は以下の通りで
ある． 
(1) 手の領域を検出 
Kinect SDK のスケルトントラッキング機能によって追
跡されている手のひらの位置情報をもとに，可視画像上
における手の領域を計算する．手の大きさは現実空間で
一辺 36cm の正方形内に収まると仮定して処理する．手の
位置から左上，及び右下におよそ 25.5cm 移動した点の座
標を求め，深度画像座標系に変換する．これによって現
実空間上で手の位置を中心とした 36cm 四方の正方形を
考えたときの左上，及び右上の点の深度画像上の座標が
判明したこととなる．なお，この 2 つの座標を対角線の
端点とする矩形は，常に現実空間上では同じ大きさの矩
形を切り取ったものとなる． 
(2) 手の領域の抽出 
追跡されている手のひらの位置座標を深度画像座標に
変換することで，手の中心位置の距離値を求める．前述
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の処理によって距離画像から切り出した手を含む矩形領
域中の，手の位置の距離値に近い距離値を持つピクセル
だけを取り出すことで手の領域を抽出する．また，手の
中心位置から手前に 30cm，奥に 5cm の範囲の距離値を持
つピクセルだけを抽出することで，マスク画像を作成す
る． 
(3) 右手の開閉の識別 
マスク処理により抽出した手の領域の面積を求める．
手を開いた状態と閉じた状態での閾値を設定することで，
手の開閉状態を識別する．また，それぞれの状態に則し
てマウスのクリック操作を行う． 
(4) クリックの操作 
手を閉じている場合はマウスの左ボタンがプレスされ
た状態，手を開いている場合はマウスの左ボタンを離す
操作を行う． 
 上記処理により，折り紙シミュレーションではマウス
クリックによって行っていた折り紙の頂点をつまむ操作
を，ユーザの右手の開閉に置き換えることができた． 
 
（４）複数マーカを利用した手動作認識の補完 
本研究では，インタラクティブな操作でオブジェクト
を生成することを目的としているため，操作には極力キ
ーボード等のデバイスを用いない方法を考案する．そこ
で，マーカを各種操作の入力装置としても用いる． 
前述したマーカは 2 つ以上同時に使用することも可能
であり，それぞれのマーカに異なるオブジェクトを表示
することができる．また，「マーカが検出された」とい
う状態をマウスイベントやキーイベントと同じような
「イベント」として処理することで，アクションの基点に
することも可能である．これにより，キー入力によって
行われていた操作をマーカの認識方法に切り替えること
ができる． 
本研究で用いる各マーカの役割は以下の通りである． 
 
表１ 使用するマーカの名称・役割 
 
 
 
 
 
 
 
 
（５）実現されたシステムの動作 
本システムは以下の処理により仮想上の折り紙を折る
システムを実現している． 
① Kinect の RGB カメラの画像をウィンドウに表示 
 
② カメラ画像に CG の折り紙を表示 
 
 画像内にマーカが存在しない場合は，表示ウ
ィンドウの座標を基準に，ウィンドウ中央に
モデルを表示 
 
 画像内にマーカが存在する場合 
 モデル表示用マーカの場合，ウィンドウ
座標基準で表示していたモデルを非表示
にし，マーカの位置姿勢を計算して，マ
ーカ上にモデルを表示 
 
 操作用マーカの場合，それぞれのマーカ
に割り振られた操作を表示されているモ
デルに反映 
 
③ Kinect の距離カメラを用いてユーザの骨格を認識 
 
④ 認識した骨格の内，手のひらに相当する関節の位置
を参考に，手領域のマスク画像を作成し，ユーザの
手のみを抽出・追跡 
 
⑤ 抽出した手の中心位置にマウスカーソルを追随 
 
⑥ 手の開閉を手全体の面積の数値で識別 
 
 手を開いた場合は，マウスの左クリックをア
ップに変更 
 
 手を閉じた場合は，マウスの左クリックをダ
ウンに変更 
 
⑦ 手を閉じた位置に一番近い紙の頂点をつまむ 
 
⑧ 手を閉じた状態で手の位置を動かすことで，紙の頂
点が追随して移動 
 
⑨ 任意の位置で手を開くと，その場所に紙の頂点を変
更 
 
３． 実験 
実験は器材を図９のように配置し行う． 
 
 
図９ 実験器具の配置 
Hosei University Repository
図１０に，前項で述べた処理を行った結果を示す．ウ
ィンドウⅠには Kinect の RGB カメラの画像，及び CG の
折り紙が表示されている．ウィンドウⅡには現在のマウ
スクリックの状態が表示されている．ウィンドウⅢには
Kinect の距離カメラによって抽出された手の二値画像
が表示されている． 
 
 
図１０ パソコン上の画面 
 
⑤～⑧の処理はウィンドウⅠを基準に行われ，実際に
折り紙を折り終えた場合，図１１のように表示される．
またカメラ画像内にモデル表示用マーカを認識した場合
は図１２のように表示される． 
 
 
図１１ 折り紙を折った様子 
 
 
図１２ マーカ上に表示されたモデル 
 
４． 結論 
（１）考察 
本研究では，拡張現実感の技術に基づいて，簡易モー
ションキャプチャデバイス Kinect を用いて，ジェスチャ
操作によりユーザ自身の手で折るような感覚で仮想的な
折り紙を作成するシステムを試作した．実験によって
Kinect を用いた操作方法により，ユーザが自由に仮想的
な折り紙を折ることが可能であることを明らかにするこ
とができた．以上，本研究によってジェスチャ操作によ
りユーザ自身の手で折るような感覚で仮想的な折り紙を
作成できるシステムが構築できた． 
（２）今後の課題 
(1) モデルの陰面処理 
折り紙機能を実装するにあたり利用した折り紙シミュ
レーションは，モデルの奥行き情報を仮想的な視点を基
準に，折り操作を行うたびにそれぞれの面の上下関係を
記録することで表現しているのだが，本研究に移植する
に際し，不具合を伴うようになってしまった．現状，表
面裏面が同一のモデルが表示されている．視点設定，及
びモデルの回転処理を行う部分に修正が必要であると思
われる． 
(2) クリック操作の安定率 
手の開閉を識別することで，クリック操作を実行する
システムを構築したが，それぞれの状態を示す条件が不
完全であるため，ユーザの意図せぬ場所でのクリック操
作が実行されてしまう場合がある．追加の条件で更なる
安定性を追求する必要性があると考える． 
(3) マーカによる操作入力 
本研究ではマーカを各種操作にも用いているが，モデ
ルを回転させる場合や，様々な角度から眺める場合には
有用であると感じたが，折り紙を折っている最中にマー
カを表示して操作を行う方法は，安定性や認識性におい
て，キー入力の方が有用であると感じた．また今回の研
究では，マーカを 2 枚以上同時に見せる場面が左程無か
ったために実現できたともいえる．もし折り操作中に 2
枚以上のマーカを見せなければならない場面が発生した
場合，右手は折り操作に使用しているため，左手のみで
マーカを 2 枚以上使用しなければならなくなる．これで
は操作性が良いとは言い難い．手の認識率の向上，更に
は指先の認識が可能となれば，指先のジェスチャによる
操作によって，より細かい指示を出すことが可能になる
と考える． 
(4) 現実での操作との差異 
現在の実験環境では，PC モニタを見つつ作業しなけれ
ばならず，実際に折り紙を折る環境とは若干異なるため，
違和感が生じるという問題がある．本来であれば図１３
のようにユーザの視界には折り紙と自身の手のみが見え
ているのが理想的である．そこで今後の課題として以下
の改善方法を提案する． 
 
 
図１３ 理想の実験環境 
 
ヘッドマウントディスプレイの使用 
ヘッドマウントディスプレイとは，頭部に装着するデ
ィスプレイ装置である．従来のディスプレイと違い，目
の前に映像が映し出されるため，姿勢や動作，空間の制
限を受けることなく常時映像データを受け取ることがで
きる等の利点がある．ヘッドマウントディスプレイは大
きく分けて透過型と非透過型の２種類に分類できる．透
過型は映像だけでなく外部の情報も受け取ることができ
るものをいい，現実の映像に情報を付加する AR 方面への
発展が期待されている．逆に非透過型は，外部の映像を
遮断し，映像への没入感を追求したものをいう．こちら
は VR 方面での発展が期待されている． 
本項では透過型，中でもビデオ透過ヘッドマウントデ
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ィスプレイと呼ばれる方式について触れる．ビデオ透過
ヘッドマウントディスプレイとは，外部の情報を得る方
法に，カメラによって撮影された映像を用いるもので，
カメラの位置とユーザの視覚の位置関係を補正すること
で，実際に裸眼で見る映像とディスプレイに映し出され
る外部の映像の誤差を限りなく無くすことができる．こ
れにより本研究における違和感の問題を解消可能である
と考える． 
 
（３）展望 
本研究では，ユーザの動作を操作に反映させる方法と
して，Kinect を簡易モーションキャプチャデバイスとし
て用いた．しかしながら Kinect は，近すぎる物は認識し
づらい等の制限がある．そのため，本研究では器材の配
置や操作性に限界が生じてしまっている．そこで本項で
は，新たな簡易モーションキャプチャデバイスとして，
LEAP を紹介しておく． 
LEAP とは Leap Motion 開発・販売の手のジェスチャ
でパソコンを操作するデバイスである[9]．iPod 程度の大
きさの本体を PC か Mac に USB 接続することで動作す
る．使用状況は，本体を図１４のようにディスプレイ前
に配置し，本体上方に手をかざすことで行う．センサが
本体から 8 立方フィート(約 0.22 立方 m)の空間内におけ
る動きを探知，それぞれの指(もしくはペンなど)の違い
を同時に認識する．その様子を図１５に示す． 
 
 
図１４ LEAP の使用状況 
 
 
図１５ LEAP による手の認識 
 
 
 
 
 
 
 
 
 
今までのどの３次元入力デバイスよりも 200倍正確で，
1/100mm の間隔で動作を認識する精度を誇る．また開発
者の為の API も無料で配布されている． 
残念ながら本研究期間中は，まだ予約受付のみの状態
であったため，入力デバイスとして採用することはでき
なかったが，うたい文句の通りの精度を発揮するのであ
れば，研究の操作周りが格段に進歩することは想像に難
くない． 
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