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Abstrat
Given n = pq ∈ N with p and q prime and y ∈ Z∗n . Shor's algorithm
omputes the order of y.
y
r = 1 (mod n),
and if r = 2k, we get
(yk − 1)(yk + 1) = 0 (mod n).
Assuming that yk 6= −1 (mod n), we an easily ompute a non trivial fator
of n:
gcd(yk − 1, n).
In [Shor℄ it is shown that a randomly hosen y is usable for fatoring with
probability at least
1
2
. In this paper we will show an eient possibility to
improve the lower bound of this probability by seleting only speial y ∈ Z∗n.
The lower bound of the probability using only this y as an input for Shor`s
algorithm is
3
4
, so we have redued the fault probability in the worst ase from
1
2
to
1
4
.
Preproessing for Shor`s Algorithm
The following lemma is the starting point of our disussion:
Lemma 1 Let n = pq with p, q prime. Then at least half of the y ∈ Z∗n satisfy
the following onditions:
The order r of y is even, i.e. ∃k with r = 2k (1)
y
k 6= −1 (mod n) (2)
If p−1 = 2ns and q−1 = 2ms, with m, s odd, the probability is exatly given
by
2−(m+n)

1 +
min{m,n}−1∑
j=0
4j

 ≤ 1
2
.
The easy but helpful observation in order to improve this lower bound is
the following lemma.
Lemma 2 Let p be a prime and a a non-square in Z∗p. Then the order of a
is even.
Proof: Let g be a generator of Z∗p and a = g
s
. As a is a non-square it
follows that s is odd. The order of a satises ordp(a)s = 0 mod p− 1 i.e.
ordp(a)s = k(p− 1), and that means that ordp(a) has to be even.
An element y in Z∗n has even order, if y has even order in Z
∗
p or Z
∗
q . This
yields to the following orrolary:
1
Corollary 3 Let y be any element in Z∗n. Then
( y
n
)
= −1⇒ ∃k suh that ordn(y) = 2k
As the Jaobi-Symbol is eiently omputable, we now have a suient ri-
terion for an element to have even order.
Putting this together with the ondition that yk 6= −1 we get our main
theorem:
Theorem 4 The probability that a random y ∈ Z∗n with
(
y
n
)
= −1 satises
ordn(y) = 2k and y
k 6= −1 (mod n)
is at least
3
4
.
To proof the theorem we need:
Lemma 5 Let p be prime with p − 1 = 2mx, x odd. Further let g be a
generator of Z
∗
p and b ∈ Z
∗
p.
1. For k ∈ {1, ..., m}:
ordn(b) = 2
k
w,w odd ⇔ b = g2
(m−k)v
,v odd
In partiular there are 2k−1x elements of this form.
2. The order of b is odd, if and only if b = g2
mw
with 1 ≤ w ≤ x in Z∗p.
There are exatly x elements with odd order.
Proof:
1. Let b = gs and t be the order of b. This is equivalent with st = 0 mod
(p− 1), t minimal. That means,
t =
p− 1
gcd(p− 1, s)
.
If t is of the form 2kw (w odd), 2m−k divides s but 2m−k+1 does not.This
proves the statement.
2. The order t is odd, i 2m divides s, and this means that s is s = 2mw
with 1 ≤ w ≤ x.
Proof of the theorem: We are going to ount the elements y ∈ Z∗n with(
y
n
)
= −1 not satisfying the ondition (2). Due to orollary 3 we know that
the order of y in Z∗n is even, i.e. ordn(y) = 2k. We denote s = ordp(y) = 2
iv
and t = ordq(y) = 2
jw with v, w odd. In partiular 2k = 2max{i,j} lm(v, w).
The y we are ounting fulll yk = −1 mod n and this is equivalent to yk =
−1 mod p and yk = −1 mod q. But this means that neither s nor t divides k
(beause otherwise for example yk = ycs = 1 mod p) and it follows that i = j.(
y
n
)
= −1 means, that
(
y
p
)
= −1 and
(
y
q
)
= 1 or
(
y
p
)
= 1 and
(
y
q
)
= −1.
W.l.o.g we assume the rst ase is true:
Let p−1 = 2m1x1 and gp be a generator of Z
∗
p, then
(
y
p
)
= −1 if and only
if y = gt1p for odd t1. So we have to ount all the odd t1, suh that the order
of y = gt1p is of the form 2
iv, v odd. With lemma 5 we onlude that only for
i = m1 suh values t1 an exist, and in this ase all odd values between 1 and
p− 1 lead to suh an element.
Now we have to disuss the elements with respet to q. Let q− 1 = 2m2x2
and gq be a generator of Z
∗
q . We have to ount all the even values t2 where
the order of gt2 if of the form 2m1w. When m1 > m2, there are no suh values
beause the order of gt2 has to divide q− 1 = 2m2x2.If m1 = m2 there are no
even solutions for t2. So the only ase remaining is m1 < m2. Due to lemma
5 the solutions are exatly the t2 of the form 2
m2−m1u for u odd. Here u
2
an be any odd value between 1 and 2m1x2− 1, so this gives exatly 2
m1−1x2
solutions.
For the seond ase
(
y
p
)
= 1 and
(
y
q
)
= −1 we get the same result, so in
the ase m1 6= m2 we an assume m1 < m2 w.l.o.g..
Summing up all these values not satisfying the onditions (1) and (2) when
m1 6= m2 we get:
A(n) =
p− 1
2
2(m1−1)x2 =
p− 1
2
2m2x2
2(m2−m1+1)
=
1
4
(p− 1)(q − 1)
1
2(m2−m1)
=
1
4
ϕ(n)
1
2(m2−m1)
The number of elements with
(
y
n
)
= −1 is 1
2
ϕ(n) and so the probability we
where looking for is:
P (n) = 1−
A(n)
ϕ(n)
= 1−
1
2(m2−m1+1)
≥
3
4
.
The ase m1 = m2 is even better, beause here the probability is 1 that means
that y with
(
y
n
)
= −1 always satises both onditions (1) and (2).
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