The reactive component of a motion control architecture for a vehicle intended to move in a dynamic and partially known environment is presented in this paper. It is called the execution monitor (EM). Its purpose is to generate commands for the servo-systems of the vehicle so as to follow a given nominal trajectory while reacting in real-time to unexpected events. EM is designed as a fuzzy controller, i.e. a control system based upon fuzzy logic, whose main component is a set of linguistic rules that encode the reactive behaviour of the vehicle. EM di ers from classical fuzzy controllers in two novel ways: rst, it introduces a new defuzzi cation technique, the Barycentre of the Centres Of Area, that permits to better take into account the in uence of each and every linguistic rule. Second, weighing coe cients are attached to the rules thus permitting a ne tuning of the vehicle's reactive behaviour. Furthermore it is shown how supervised learning, i.e. learning through samples, can be used to automate the determination of these weights thus suppressing the ever delicate problem of nding such coe cients (the identi cation problem). EM has been implemented and tested on a real car prototype. Experimental results obtained with the prototype car are presented. They demonstrate the capability of EM to perform trajectory following and obstacle avoidance in real environments.
Introduction
Motion autonomy in Robotics may be de ned as the ability for a robot to perform a given movement without any external intervention. It is a central problem in Robotics. Depending on the situation considered, motion autonomy is a goal more or less easy to reach. For instance, it is easier to achieve motion autonomy in the case of a manipulator arm operating on an assembly line (a priori known, carefully engineered and highly predictable workspace) than in the case of a planetary rover (unknown, uncertain and little predictable environment).
Motion autonomy, for car-like vehicles in particular, is one of our main research goals. It has been pursued since 1986 within two di erent research programmes on road transport: Prometheus 1 and Praxit ele 2 . The case of a car-like vehicle moving on a road-like environment permits to address motion autonomy in a fairly general framework: the road network is a perfect example of a complex environment; it features moving obstacles (other vehicles, pedestrians, etc.) that can move fast and whose future behaviour cannot be known a priori let alone predicted reliably. These two features, i.e. dynamicity and uncertainty, are characteristic of most real environments. Moreover a car is subject to kinematic and dynamic constraints that can be found in most terrestrial vehicles.
Since 1972 and the Shakey mobile robot 17], many control architectures for robots have been proposed in the literature, e.g. 1, 3, 4, 13, 23, 28, 31] . These architectures are very di erent but, to some extent, they all follow the classical Perception-Decision-Action paradigm. Several classi cation schemes have been suggested for them depending on criteria usually related to the decision part of the architecture. However it seems now well established that motion autonomy requires both deliberative and reactive functions. A deliberative function may be de ned as one that is able to build and maintain complex models of the robot environment and to use them to perform high-level reasoning. On the other hand, reasoning is reduced to a minimum in reactive functions; there is a close coupling between perception and action; the models used are less complex and sometimes inexistent.
The control architecture we have developed is designed to plan and control the motion of a car-like vehicle moving in a dynamic and partially known environment. It follows the Perception-Decision-Action paradigm and the decision part comprises both a deliberative and a reactive function. It relies upon two main complementary functions: a trajectory planner that computes a nominal trajectory between the current position of the vehicle and its goal (deliberative part). an execution monitor whose purpose is to pilot the vehicle and endow it with the required reactive capabilities (reactive part). This paper focuses on the reactive part of the system, the execution monitor, i.e. the module that actually pilots the vehicle. It has to ful ll the following functions:
Generating the commands for the actuators of the vehicle so as to follow the nominal trajectory as closely as possible. Monitoring the execution of the trajectory. Reacting in real-time to unexpected events by locally adapting the trajectory actually followed by the vehicle.
The execution monitor is designed as a fuzzy controller, i.e. a control system based upon fuzzy logic 30]. We selected fuzzy control because, in the past twenty years, it has emerged as one of the most e ective way to control systems that are too complex for analysis by conventional automatic control techniques or when inaccuracies and uncertainties prevail (cf. the comprehensive review established in 15]). Fuzzy control does not require a complete mathematical model of the controlled system. A conceptual model of the behaviour of the system is used instead. Moreover fuzzy logic's capability of approximate reasoning is particularly well suited to handle the many imprecisions and uncertainties of a complex system such as a car-like vehicle moving on a road-like environment.
One of the main components of a fuzzy controller is the knowledge base, i.e. a set of linguistic rules that encode the reactive behaviour of the controlled system. These rules are of the type if condition then action. The condition and action parts of a rule include symbolic variables such as slow, fast, etc., that are represented by fuzzy sets 3 . Linguistic rules permit to describe the behaviour of the system the way a human expert would do it.
As we will see further down, the execution monitor di ers from conventional fuzzy controllers in two novel ways: the rst one regards the so-called defuzzi cation process. At this point, su ce it to say that, thanks to the novel defuzzi cation process we have introduced, the in uence of each and every linguistic rule is better taken into consideration. The second di erence lies in the fact that weighing coe cients are attached to the linguistic rules thus permitting a ne tuning of the in uence of each rule. We borrowed this idea from 24] but took it a step further by using supervised learning 7] to automate the determination of these weights thus suppressing the ever delicate problem of nding such coe cients. Additionally, like 24] or 27], we opted for a modular organization of the base of linguistic rules. In other words, the global behaviour of the controlled system is obtained through the combination of several basic behaviours, each of which is encoded by a speci c set of linguistic rules. This approach permits an incremental construction of the knowledge base and also to develop and test the basic behaviours separately.
The execution monitor was developed on a car-like vehicle simulator. Then it was implemented and tested on an real electric car. Promising results of experiments featuring trajectory following and unexpected obstacle avoidance have been obtained. They demonstrate EM's capability to control a vehicle in a dynamic and partially known environment.
The paper is organized as follows: x2 gives a short presentation of the overall control architecture of the vehicle. Afterwards x3 presents the features that are speci c to the execution monitor as a fuzzy controller. Then x4 focuses on its application to car-like vehicle's driving with details about the knowledge base that we have developed. Finally experimental results obtained with a real car and future developments are presented in x5.
2 The Control Architecture x2.1 describes the control architecture within which is embedded the execution monitor and x2.2 presents the trajectory planner, i.e. the deliberative part of the system. The presentation of the overall architecture is beyond the scope of this paper. The reader is referred to 10] for a complete presentation of the architecture and to 8] and 9] for more details about the trajectory planner.
The Overall Architecture
As mentioned earlier, motion autonomy in a dynamic and partially known environment requires both high-level reasoning capabilities and reactivity (so as to be able to deal with unexpected events in a timely manner). The architecture we have developed follows the Perception-Decision-Action paradigm. It is depicted in Fig. 1 . The decision part comprises both a deliberative and a reactive function: namely the trajectory planner and the execution monitor.
Given a goal con guration 4 , the purpose of the trajectory planner is to com- 4 The con guration of a robotic system is an independent set of parametres that pute a nominal trajectory for the vehicle, i.e. a time-ordered sequence of (conguration, velocity) couples between the current con guration of the vehicle and its goal. The determination of this trajectory relies upon:
A priori information on the environment of the vehicle (e.g. position of the stationary obstacles). Sensory data (e.g. position and velocity of the moving obstacles). Hypotheses about the future evolution of the workspace (e.g. prediction of the future behaviour of the moving obstacles).
The predictions made may not be reliable, it is therefore necessary to give the vehicle the ability to deal with unpredicted events. This is the purpose of the execution monitor, it generates commands for the actuators of the vehicle so as to follow the nominal trajectory as closely as possible while reacting in real-time to unexpected events by locally adapting the trajectory actually followed by the vehicle. Additionally the execution monitor may also have to reinvoke the trajectory planner when it becomes impossible to catch up with the nominal trajectory.
The Trajectory Planner
The purpose of the trajectory planner is to compute a nominal trajectory between the current con guration of the vehicle and its goal. The nominal trajectory is a time-ordered sequence of states, i.e. (con guration, velocity) couples, it has to respect di erent types of constraints :
uniquely specify the position and orientation of every part of the system. Kinematic constraints: a car-like vehicle has a limited steering range that restrict the geometric shape of its motion. Dynamic constraints: these constraints due to engine power, ground-wheel interaction, etc., restrict the accelerations and velocities that can be applied to the vehicle. Collision avoidance constraints: collision with the stationary and moving obstacles of the environment are forbidden. Given that a trajectory can be represented also by a geometric path and a velocity pro le along this path, the trajectory planner addresses the problem at hand in two complementary steps 5 :
(1) Path planning: a geometric path leading the vehicle to its goal is computed. The left-hand side of Fig. 2 depicts an example of such a path: it is a continuous curve whose curvature is upper-bounded (so as to respect the kinematic constraints of a car-like vehicle). Besides it is collision-free with the stationary obstacles of the environment. (2) Velocity planning: the velocity pro le of the vehicle along its path is computed; this pro le respects the dynamic constraints of the vehicle and yields no collision between the vehicle and the moving obstacles of the environment. Velocity planning requires the knowledge of the future behaviour of the moving obstacles; this information is provided by the prediction module. The right-hand side of Fig. 2 illustrates the velocity planning: it depicts a space-time diagram (the horizontal axis being the position along the path and the vertical one the time dimension). The curve represents the motion of the vehicle through time whereas the thick black lines are the traces left by moving obstacles when they cross the path of the vehicle.
The Execution Monitor (EM)
The execution monitor (EM) is the reactive part of our control architecture.
For reasons already discussed in x1, we decided to design EM as a fuzzy controller, i.e. a control system based upon fuzzy logic. EM di ers from conventional fuzzy controllers in two novel ways and the main purpose of this section is to present these novelties. Fig. 3 . It is a control system whose input is the output of the process to be controlled (sensory data, internal state). Its outputs are commands for the actuators of the process. A FC is made up of four components:
(1) The knowledge base: it encodes the desired behaviour of the process, it includes: Fuzzy sets associated with the input and output variables of the process. Linguistic rules, i.e. rules of the type: if condition then action. ( 2) The fuzzi cation module: it turns real input values into fuzzy values, i.e. a set of (fuzzy set label, membership degree) couples. (3) The inference engine: it is the kernel of the FC. By using the knowledge base and fuzzy logic, it determines the fuzzy commands to apply to the process. (4) The defuzzi cation module: it turns fuzzy commands into actual commands for the actuators of the process.
A fuzzy controller does not require a complete mathematical model of the process to be controlled. A conceptual model of the behaviour of the process, namely the linguistic rules, is used instead. Moreover fuzzy logic's capabilities of approximate reasoning (through fuzzy sets and fuzzy inference) is particularly well suited to handle the many imprecisions and uncertainties of a real process. 
An Example
Let us brie y illustrate the way a classical FC works through the example of a car-like vehicle whose output variables are speed and distance, i.e. the distance to the car in front. and whose input variables are acceleration and braking. Three fuzzy sets labeled low, moderate and high are associated with the speed variable, and similarly with the distance, acceleration and braking variables. Given the actual speed of the car, the fuzzi cation module yields a set of (fuzzy set label, membership degree) couples. For instance a 5m=s speed is moderate with a membership degree of 0.7 and high with a membership degree of 0.1, meaning that this speed is closer to moderate than high (Fig. 4) .
In order to specify a simple behaviour for the car, namely that it should not drive too close to the car in front, the following linguistic rules could`naturally' be written: Now fuzzy inference works the following way: the actual input variables, i.e. speed and distance, are rst fuzzi ed into a set of (fuzzy set label, membership degree) couples. Then the`activation degree' of each rule is computed; it is a function of the membership degrees of the input variables present in the condition part of the rule; function whose de nition depends on the operators used to combine the input variables, e.g.`and' means taking the minimum of the membership degrees. The activation degree of a given rule is then used to compute the result of the fuzzy inference for the rule considered. This result is a new fuzzy set and the two main techniques used to obtain it are:
Mamdani's inference (a.k.a. minimum inference 16]) in which the result set is the part of the fuzzy set associated with the output variable that lies beneath the activation degree (Fig. 5 ). Larsen's inference (a.k.a. product inference 14]) in which the result set is obtained by scaling the fuzzy set associated with the output variable with respect to the activation degree.
Finally, given all the fuzzy sets inferred for a given output variable, i.e. acceleration or braking, it is up to the defuzzi cation module to determine the actual command sent to the car. This particular point is detailed in x3.3.
Main Features of EM
EM is designed as a FC and, as such, it includes the four components described above and applies Mamdani's inference. However it di ers from conventional FCs in two novel ways:
To begin with, we introduced a new defuzzi cation method that permits to better take into consideration the in uence of each and every linguistic rule of the knowledge base. This new method is called barycentre of the centres of area, it is described in x3.3.
Then, we attached weighing coe cients to the linguistic rules. These weights represent the importance of each rule with respect to the others and permit a ne tuning of EM. We borrowed this idea from 24] but took it a step further by using supervised learning 7] to automate the determination of these weights thus facilitating the design of EM. These points are detailed in x3.4. Following 24] or 27], we also opted for a modular organization of the base of linguistic rules. In other words, the global behaviour of the controlled system is obtained through the combination of several basic behaviours, each of which is encoded by a speci c set of linguistic rules. This approach permits an incremental construction of the knowledge base and also to develop and test the basic behaviours separately.
The Barycentre of the Centres of Area defuzzi cation method is described in x3.3. x3.4 presents the weighing coe cients and the supervised learning algorithm.
A Novel Defuzzi cation Method
Recall that the purpose of defuzzi cation is to compute an actual value from the fuzzy sets inferred for a given command variable. Several defuzzi cation methods can be found in the literature (cf. 15]). The basic idea is to compute the union of these fuzzy sets, to pick up a point in the resulting fuzzy set and to take its abscissa as the actual command.
Existing defuzzi cation methods di er mostly in the way they pick up the point in the nal fuzzy set. Two main approaches stand out however: the Mean Of Maxima (MOM) and the Centre Of Area (COA). MOM considers all the points whose membership degree is maximum and selects the mean of these points. COA picks up the center of area of the nal fuzzy set. Another interesting defuzzi cation method is proposed in 29], the Centro d of Largest Area (CLA). Instead of considering the union of the fuzzy sets for a given command variable, it takes the largest one and applies COA to this set.
MOM and COA consider the union of the fuzzy sets corresponding to a given command variable. By doing so, they merge the fuzzy sets with the same labels and thus ignore the fact that they may have resulted from the activation of several rules. CLA on the other hand discards some fuzzy sets. In all cases, this can adversely a ect the command nally selected by giving an unjusti ed importance to a given rule. This is illustrated in Fig. 6 that depicts an example where three di erent rules have been activated resulting in three di erent fuzzy sets (labeled A, B and C) for the braking command variable. The key thing in this example is that B and C overlap. Two rules have voted for a moderate braking but, when applying MOM, COA or even CLA, this information is lost and an unjusti ed importance is given to a low braking. To remove this drawback, we do not use the union of the fuzzy sets, instead the Barycentre of the Centres Of Area (BCOA) of the di erent fuzzy sets is computed so as to better take into account the in uence of each and every rule. In the example of Fig. 6 , one would expect moderate braking to be the right decision since two rules out of three have voted for it; BCOA is the defuzzi cation method that gives the best result. Formally, the BCOA defuzzi cation method is de ned as follows: let ff 1 ; : : : ; f k g be the set of fuzzy sets inferred for a given command variable, the actual value delivered by BCOA is:
where area(f) denotes the area of the fuzzy set f, and coa(f) its centre of area.
Weighing Coe cients and Supervised Learning
Like 24], we attach weighing coe cients to the linguistic rules. These weights represent the importance of each rule with respect to the others. They are taken into account in the BCOA defuzzi cation method that now delivers the following value:
where w i is the weighing coe cient attached to the rule that inferred the fuzzy set f i .
On the one hand, the weighing coe cients permit a ne tuning of the desired behaviour of EM but, on the other hand, their empirical determination may prove tedious especially when the number of linguistic rules increases. For this reason, we decided to automate their determination through the use of supervised learning 7] . In this type of learning, samples of the form (input, desired output) are presented to the learning process whose purpose is then to determine the value of the weights that minimize, for each sample, the error between the desired output and the output actually computed by EM.
After a short reminder of what is linear programming (x3.4.1), it will be shown that it is possible to cast the problem of learning the weights into the framework of linear programming and therefore to use a classical Simplex algorithm 5] to solve the problem at hand e ciently (x3.4.2). Results of the application of this learning technique will be given later in x5.4.
Linear Programming
A linear program is an optimization problem in which:
(1) The unknown variables of the problem have to satisfy a set of linear equations or inequations (the constraints). (2) The value of a linear function (the objective function) has to be optimized, i.e. minimized or maximized.
It can be shown that every linear program can be rewritten as:
where A is a m n matrix, b a m-vector, x an n-vector and f an objective function 25]. x is the vector of unknown variables and the goal is to nd x so that it satis es the constraints while optimizing the objective function. Once 
where i represents the error between the actual and the desired output data. Note that (3) is linear with respect to i and the weights of W (cf. Eq. (2)); it may be viewed as a linear programming constraint.
Given n samples, f 1 ; 2 ; : : : ; n g is the set of errors between the actual and desired output data; it is the set of values that are to be minimized by an appropriate choice of W. In order to do so, the following objective function is de ned:
This objective function, that is to be minimized, is the combination of two norms written in linear form, each of which has an interesting property: the left-hand side of the sum aims at minimizing each error individually while the right-hand side ensures a minimization of the worst error 6].
By choosing the errors j and the weights of W as unknown variables, (3) as the constraints, and (4) as the objective function, it is possible to cast the problem of learning the weights into the framework of linear programming: (4) is to be minimized under the constraints (3). Note that in this formulation, the objective function solely depends on the errors. Accordingly the Simplex algorithm can be used to solve the problem at hand, meaning that, given a set of samples s i , it is possible to e ciently and automatically compute the weights of the linguistic rules of EM. Learning results are given in x5.4.
Driving a Car-Like Vehicle with EM
In the previous section, we have presented the features speci c to EM as a fuzzy controller. In this section, we will focus on the application of EM to the driving of a car-like vehicle. Like every fuzzy controller, the main component of EM is its knowledge base, i.e. the set of linguistic rules that encode the reactive behaviour of the controlled system. Before detailing the knowledge base that we have developed to control a car-like vehicle (x4.2), let us present the model of the vehicle, i.e. its input and output (x4.1).
Input-Output of a Car-Like Vehicle
A car-like vehicle is modelled as a rigid body moving on the plane I R 2 . It is supported by four wheels making point contacts with the ground. Its con guration is de ned by a triple (x; y; ) 2 I R 2 0; 2 where (x; y) are the coordinates of the rear axle midpoint R and the vehicle's orientation, i.e. the angle between the x axis and the main axis of the vehicle (Fig. 7) . A car-like vehicle has two rear wheels and two directional front wheels. It is designed so that, during a turn, the axles of the front wheels intersects the rear wheels axle at a particular point G. The distance from R to G is the instantaneous curvature radius of the motion performed. This curvature radius is lower bounded by a certain value depending both on the maximum steering angle and the maximum centrifugal acceleration tolerated by the vehicle when in motion. PSfrag replacements To drive a car, one has to control the steering wheel, the gas pedal and the brakes. Accordingly, the commands that EM will send to the vehicle will be the longitudinal acceleration and the steering velocity. On the other hand, EM will take as input the following information: internal state of the vehicle, i.e. its current con guration and velocity.
information about the local environment of the vehicle (cf. x4.2.2).
EM's Knowledge Base
As mentioned earlier, the global behaviour of the vehicle is obtained through the combination of several basic behaviours, each of which is encoded by a speci c set of linguistic rules. Recall that the main purpose of EM is to follow the nominal trajectory provided by the trajectory planner while reacting in real-time to unexpected events, i.e. mostly by avoiding collision with unexpected obstacles. Accordingly, two basic behaviours were developed rst: trajectory following and obstacle avoidance. They are respectively presented in x4.2.1 and x4.2.2. Other basic behaviours were added afterwards; to meet the requirements of the highway code in particular (cf. x4.2.3). EM commands the longitudinal acceleration and the steering velocity of the car-like vehicle considered. Each basic behaviour takes as input a particular subset of the output variables of the vehicle (sensor data, internal state, etc.). The input of each basic behaviour is presented along with the behaviour in the next sections. The linguistic rules corresponding to each basic behaviours are not included here 6 . Instead the principles underlying the di erent basic behaviours are outlined and the way they work is illustrated by results obtained on a car-like vehicle simulator. This simulator was essential in the design of EM; it was used as a primary test and debugging tool. It allowed a rst validation of EM before the experiments on the real vehicle (cf. x5).
Trajectory Following
The primary purpose of EM is to ensure that the vehicle follows the nominal trajectory provided by the trajectory planner. Trajectory following is therefore the rst behaviour we designed; it contains twenty linguistic rules. The nominal trajectory is a time-ordered sequence of states, i.e. (con guration, velocity) couples. At each time step, EM is activated and selects the command, i.e. an (acceleration, steering velocity) couple, that minimize the error between the current state of the vehicle and the desired one. This minimization is achieved thanks to three sets of rules whose respective purposes are to minimize the error in position, orientation and velocity.
The rst set of rules aims at minimizing the error in position. It takes as input the angular error (t) and the distance d(t) between the current position of the vehicle and the desired one at time t (Fig. 8) . It outputs acceleration and where positive-low, left-low, etc., denote fuzzy sets associated with the di erent input and output variables of the vehicle.
The second set of rules aims at minimizing the error between the current orientation of the vehicle and the desired one. It takes as input (t), i.e. the di erence between the current orientation of the vehicle and the desired one at time t (Fig. 8) . It outputs a steering velocity command thanks to rules such as:
The third and last set of rules aims at minimizing the error between the current velocity of the vehicle and the desired one. It takes as input v(t), i.e. the di erence between the current velocity of the vehicle and the desired one at time t. It outputs an acceleration command thanks to rules such as:
Of course there is no way to theoretically prove the convergence or stability of the trajectory following behaviour of EM. However, in an attempt to validate EM, it was compared with a trajectory following controller based upon a control theoretic approach, namely Kanayama's controller 11]. Both controllers were implemented and tested in simulation. Fig. 9 depicts a typical simulation result: given a straight nominal trajectory to be followed at constant speed, and an initial con guration error in position and orientation, the two charts show the evolution of the error in distance and in orientation. As one can see, the results are rather similar. However our controller has two advantages over Kanayama's: a) it can follow a trajectory including stops and b) it can easily incorporate other behaviours.
Obstacle Avoidance
Recall that the nominal trajectory relies upon hypotheses made about the future evolution of the environment and, in particular, the future behaviour of the moving obstacles (x2.2). Since moving obstacles may`misbehave', avoiding collision with them is also a fundamental part of EM's task, hence the obstacle avoidance basic behaviour.
Obstacle avoidance requires a model of the actual environment of the vehicle. This model can be built from a priori information (maps of the stationary obstacles. etc.), or sensory data obtained on-line (information about the moving obstacles). This model is updated at each time step.
Since getting a complete and accurate model of a given environment remains a costly process 7 , the obstacle avoidance behaviour was designed so as to rely on a relatively poor but easy to get model of the local environment of the vehicle. This model is illustrated in Fig. 10 . The local environment of the vehicle is divided in eight polar regions, and the only information used by the obstacle avoidance behaviour is the distance to the closest obstacle in the 7 Especially when cameras are used. region. Poor as it may seem, this model proved su cient to ensure obstacle avoidance.
The obstacle avoidance behaviour contains twenty linguistic rules that takes as input the current state of the vehicle and the model of its local environment. It outputs acceleration and steering velocity commands. It includes rules such as:
and (obstacle in FA is near) and (obstacle in FL is near) and (obstacle in FR is near) then (acceleration is negative-high) PSfrag replacements T n T a start Fig. 11 . a collision avoidance test: T n (resp. T a ) denotes the nominal (resp. actual) trajectory of the vehicle.
After the obstacle avoidance behaviour was developed, it became possible to test the capabilities of EM regarding local adaptation of the nominal trajectory so as to react to unexpected events. In order to do so, several environments were considered. To begin with, EM was tested on simple environments such as the one depicted in Fig 11 that contains four square obstacles. A clotho d curve Fig. 12 . an intersection crossing scenario.
to be followed at constant speed was provided to EM as a nominal trajectory. This trajectory was intersecting one of the squares and Fig 11 illustrates how the vehicle avoided the collision. Then, we considered more complex environments such as the road network. Several scenarios including moving obstacles were designed, e.g. crossing an intersection, overtaking another vehicle, etc.
One of these scenario is illustrated in Fig. 12 . Three vehicles are approaching an intersection. The white one is controlled by EM (`our vehicle'); the other two are regarded as moving obstacles. Based upon a prediction of the motion of the two other vehicles (constant speed), the trajectory planner computes a nominal trajectory such that our vehicle gives way to the vehicle on its left and crosses the intersection before the vehicle on its right. However, in the course of the execution of the trajectory, it turns out that the vehicle on the right suddenly accelerates. As soon as EM realizes that there is a risk of collision with the accelerating vehicle, obstacle avoidance becomes more important than trajectory following and our vehicle will stop so as to give way to the accelerating vehicle and then will reaccelerate so as to catch up with the nominal trajectory.
Additional Behaviours
EM includes additional basic behaviours. One of them in particular monitors whether it remains possible to catch up with the nominal trajectory. If not, i.e. if the di erence between the current state and the desired one becomes too important, the trajectory planner is reinvoked so as to get a new nominal trajectory.
Drawing upon Zeghal's experience in the domain of collision avoidance between aircrafts 32], an`avoid to the left' policy was added to the obstacle avoidance behaviour. In other words, when the vehicle faces a moving obsta- Fig. 13 . a deadlock situation and its resolution thanks to an`avoid to the left' policy.
cle, it tries to get round it on the left side. Arbitrary as it may seem, this policy is nonetheless useful to reduce the deadlocks that may arise in situations such as the one depicted in the left-hand side of Fig. 13 . In this situation, each vehicle has no choice but to avoid the other vehicle by turning to the right. If they both do so then a deadlock occurs. On the other hand, if they both (or, at least, one of them) follow an`avoid to the left' policy then the con ict will be solved as illustrated in the right-hand side of Fig. 13 .
Finally, we have added behaviours that implement certain highway-code regulations, e.g. give way to the vehicle coming to your right, or that take advantage of the current context, e.g. crossing an intersection. These behaviours are speci c to the case of a vehicle evolving on the road network and they will not be detailed here (the reader is referred to 10] for more details).
Experimental Results
Up until now, EM has been developed and tested on a car-like vehicle simulator. The next step was to use a real vehicle. We started to work with an autonomous electric car prototype that we are currently developing within the framework of Praxit ele, a French research programme on road transport. The next ve sections will respectively present the Praxit ele programme (x5.1), the experimental vehicle used (x5.2), the driving experiments carried out so far (x5.3), the supervised learning results already obtained (x5.4) and the future developments planned (x5.5).
The Praxit ele Programme
Praxit ele is a French research programme that investigates the concept of Public Individual Transport. It is a novel transportation system based upon a eet of small public cars that are supervised by a central computer 2, 20, 21] . Its aim is to develop a complement to public transport which would be a better alternative to the use of private automobiles in urban areas in terms of congestion, pollution and ease of use. Such a public transportation system can be an extension of a public network where the demand does not justify the investment and the operation of large capacity systems. It can also be justi ed for local trips in speci c neighborhoods, or as an alternative to the development of`park and ride' systems. Within such a transport system, the cars are driven by their users but their operation will be automated in certain circumstances, e.g. to move empty cars where they are needed, or within speci c environments, e.g. parking-maintenance stations, special tracks, etc. This programme, that is highly multidisciplinary, is a perfect opportunity for us to test our motion control architecture in real situations. The experimental validation of our control architecture, EM included, is carried out on a prototype based upon a commercial electric car, namely a Ligier Optima (Fig. 14) . It is a 2.5 m long and 1.4 m wide vehicle that weighs around 650 kg. It can accommodate two people. Like a regular car, it has two rear wheels and two directional front wheels with a maximum steering angle of 23 deg. It is equipped with a 12 kw asynchronous electric motor powered by lead batteries that can drive the car up to 70 km/h with an average range of 80 km.
The Experimental Vehicle
The control system of the vehicle includes a Motorola VME bus with a MVME 162 CPU board (68040 processor). This board drives three servo-motors and a three-phase controller. One servo-motor controls the steering wheel, the other two are in charge of the brakes. The three-phase controller drives the electric motor. As far as proprioception is concerned, an optical encoder measures the steering angle while two optical encoders mounted on the rear wheels provide the longitudinal velocity of the car and a position estimation (odometry). The ligier is equipped with a range measurement system of fourteen Polaroid 9000 ultrasonic sensors whose layout is depicted in Fig. 15 . These sensors can detect obstacles in a range of 10 m with a 1 cm resolution. They are driven and synchronized thanks to a custom-made board including a network of four transputers dynamically linked by a C004 integrated programmable circuit.
As far as software is concerned, the ORCCAD 8 software 26] has been used to implement the di erent components of our control architecture.
Trajectory Following With Obstacle Avoidance
Because testing behaviours such as the`avoid to the left' or`give way to the right' policies requires at least two vehicles, our experiments have focused primarily on testing the trajectory following and obstacle avoidance behaviours. The limited range of the ultrasonic sensors further restricted us to slow speed (of the order of 1 m/s). An actual parking lot was chosen to carry out the experiments. A 40 m long nominal parking trajectory was computed and fed to EM. At rst the trajectory following behaviour was tested alone. 
Supervised Learning Results
Testing the supervised learning algorithm requires a data base of learning samples s i = (I i ; O i ) , i.e. couples of (input, desired output). We decided to run EM (with empirically determined weights) on the di erent scenarios developed on our car-like vehicle simulator in order to generate the required data base. Then the weights of the linguistic rules of EM were reset to one and the samples were fed to the learning algorithm; it was found that the learned weights were close to the empirical ones (which is in some way reassuring).
Next we run EM with di erent weights (unit, empirical and learned) on several scenarios so as to demonstrate the importance of the weights in the global behaviour of the vehicle. These experiments showed rst that, even with unit weights, the vehicle behaves satisfactorily in the sense that it is able to avoid collisions while following its nominal trajectory (cf. Fig 19, top) . Second they showed that empirical or learned weights do improve EM by smoothing the global behaviour of the vehicle (cf. Fig 19, middle and bottom) .
Finally the convergence of the learning process was studied. Sets S i of increasing size of learning samples randomly selected from the data base were fed to the learning algorithm. The following criterion was chosen to show the stabilization of the learned weights:
where w i j is the j th learned weight for the set S i of learning samples. 2000. Several experimental runs showed a convergence of the learned weights after about 1100 samples.
The outcome of these experiments is a primary validation of the learning process. They show that the weighing coe cients of EM's rules can be determined automatically through supervised learning. However more experiments are necessary. In particular actual learning samples obtained thanks to the real vehicle should be used to further test the learning process. Fig. 18 . snapshots of the experiment depicted in Fig. 17 .
Future Developments
As mentioned earlier, the limited range of the ultrasonic sensors mounted on our experimental vehicle restricted us to slow speed (of the order of 1 m/s). The next step is to test EM at higher speed. In order to do so, sensors with a better range are required. We are considering the use of a linear camera coupled with an infrared ashlight. Provided that the obstacles are equipped with re ectors (it is the case for other cars), it will be possible to detect them from a distance of up to 30 m. Thus, it should enable us to carry out experiments at higher speed (of the order of 3 m/s). Regarding the experiments carried out so far, the overall behaviour of EM proved satisfactory. However a problem appeared in certain situations. This problem is depicted in Fig. 21 where our vehicle has to avoid a vehicle which is directly on its nominal trajectory. In the course of the overtaking man uvre, a competition arises between trajectory following and obstacle avoidance. The result of this competition is an oscillatory behaviour: at one time step, EM detects an obstacle on its right and decides to steer to the left in order to avoid it. But at the next time step, the obstacle becomes less dangerous so EM Fig. 21 . an oscillatory behaviour.
decides to steer to the right in order to catch up with the nominal trajectory and so forth. Several reasons account for this oscillation problem (limitation of the sensory data, crude characterization of the fuzzy sets associated with the steering-acceleration commands) but it is mostly due to the re ex nature of EM.
To deal with this problem, we have decided to introduce an intermediate level between the trajectory planner and EM: the local navigator 19]. The purpose of the local navigator is to compute a set of so-called`escape-lines', i.e. trajectories obtained by applying simple commands (typically constant) to the vehicle over a xed period of time. These escape lines are then checked for possible collision with the obstacles detected by the vehicle's sensors. Finally the best (typically the closest to the nominal trajectory) collision-free escape line is selected as the trajectory to be followed by EM over the next period of time. The activation frequency of the local navigator is one order of magnitude lower than that of the execution monitor so as to ensure continuity in the vehicle's behaviour and to avoid oscillations. A detailed presentation of the local navigator and a report on preliminary experiments can be found in 18].
In addition, we have started to experiment with the concept of generic man uvres. A generic man uvre is a parameterized trajectory, local in nature, that can be used in response to a speci c situation. This concept seems very appropriate to a structured environment such as the road network. In this case, it is indeed straightforward to consider man uvres such as lane following, lane changing, overtaking, parking, etc. These man uvres can then be used whenever the current situation requires it. This concept along with preliminary results are presented in 22].
Conclusion
This paper has presented the execution monitor, i.e. the reactive component of a motion control architecture for a car-like vehicle moving in a dynamic and partially known environment. Its purpose is to generate commands for the servo-systems of the vehicle so as to follow a given nominal trajectory while reacting in real-time to unexpected events. The execution monitor (EM) is designed as a fuzzy controller, i.e. a reactive system based upon fuzzy logic. Its main component is a set of linguistic rules that encode the reactive behaviour of the vehicle. The global behaviour of the vehicle results from the combination of several basic behaviours (trajectory following, obstacle avoidance, etc.), each of which is encoded by a speci c set of rules. EM di ers from classical fuzzy controllers in two novel ways: to begin with, we have introduced a new defuzzi cation technique, the Barycentre of the Centres Of Area, that permits to better take into account the in uence of each and every rule. The second di erence lies in the fact that weighing coe cients are attached to the rules thus permitting a ne tuning of the in uence of each basic behaviour. We borrowed this idea from 24] but took it a step further by using supervised learning to automate the determination of these weights thus suppressing the ever delicate problem of nding such coe cients.
EM was designed and tested on a car-like vehicle simulator rst. Then it was implemented and tested on a real electric car prototype that we are currently developing within the framework of Praxit ele, a French research programme on road transport. Experimental results obtained with the prototype vehicle have been presented. They demonstrate the capability of EM to perform trajectory following and obstacle avoidance in real environments. Further experiments and developments are underway.
