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Abstract
In this paper, conditions are given to ensure the convergence in mean of order p
(1 6 p < 2) for arrays of random variables. Recent results about convergence in p-mean
for arrays of row-wise pairwise negative quadrant dependent random variables will be
improved.
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1 Introduction
The convergence in mean of order p (or, for short, p-mean) of arrays of random variables
has been studied lately by many authors under weaker assumptions of dependence for the
random variables (see, for instance, [1], [4], [5], [6], [8], among others). The main goal of
this paper is to establish the convergence in mean of order p for arrays of random variables
in a general setting, where no specific assumptions concerning to dependence of the random
variables are made. To accomplish this aim, we will admit only asymptotic conditions in the
main statement.
Associated to a probability space (Ω,F ,P), we shall consider the space Lp (p > 0) of all
measurable functions X (necessarily random variables) for which E |X|p < ∞. Throughout,
we shall denote the indicator random variable of an event A by IA, and the symbol C shall
indicate a generic positive constant whose value may vary from one place to another.
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2 Main results
For triangular arrays of random variables verifying some type of negative dependence,
there are classical inequalities which can be properly extended to those structures (see, for
instance, Lemma 2 of [4]). However, for generic triangular arrays it is no longer possible to take
advantage of such inequalities. A way to deal with this problem is to find suitable covariance
quantities defined for this scenario of triangular arrays. By controlling asymptotically these
quantities, we shall be able to prove the convergence in p-mean for general triangular arrays
of random variables assuming additionally weak asymptotic integrability conditions.
For each ℓ > 0, let us define the nondecreasing real valued function gℓ(t) = max(min(t, ℓ),−ℓ)





P {Xn,k > x,Xn,j > y} − P {Xn,k > x} P {Xn,j > y}
]
.
Obviously, if Xn,k and Xn,j are independent random variables for every k 6= j then ∆n(x, y) =







and G+n (t) := max(0, Gn(t)).
Now, we state and proof the main result of this paper.
Theorem 1 Let 1 6 p < 2 and {Xn,k, 1 6 k 6 n, n > 1} be a triangular array of random
























tp−3G+n (t)dt = o(b
p










Proof. Fix ε > 0 and define
X ′n,k := gt1/p(Xn,k) = Xn,kI{|Xn,k|6t1/p} + t
1/pI{Xn,k>t1/p} − t
1/pI{Xn,k<−t1/p},




Thus, X ′n,k +X
′′





























































































































Now, the last two terms in the right-hand side of (2.1) must be estimated. From Chebyshev





























































































































































































































































p > y} dy
since
∫ ε1/pbn
0 sP {|Xn,k| > s} ds is upper bounded as follows
∫ ε1/pbn
0








sP {|Xn,k| > s}ds+
∫ max(ε1/p,ε2/p)bn
ε2/pbn








sp−1 P {|Xn,k| > s}ds.






















































































































































































as n → ∞, completing the proof for the case 1 < p < 2. It remains to show the case p = 1,
that is, the convergence in mean (to zero) of
∑n




































































and setting Γn(t) :=
⋃n



















































































































































































for n large and assumptions (a), (b’), (c) as well as the arbitrariness of ε establish the thesis.
The proof is complete. 









p > t} dt 6 E |Xn,k|
p I{|Xn,k|>u} (p, u > 0).
Thereby, assumption (b), being sufficient to get the convergence in mean of order p of
∑n
k=1 (Xn,k − EXn,k) /bn when 1 < p < 2, must be strength for p = 1. Note also that
assumption (c) of Theorem 1 is a summation of covariance quantities which, up to a inte-
gration, is controlled asymptotically and allows us to consider triangular arrays of random
variables having infinite variance.
Remark 1 Let us observe that if {un} and {vn} are two any (finite) sequences of integers such
that un < vn for all n > 1 and vn − un → ∞ as n → ∞ then Theorem 1 holds true for arrays
{Xn,k, un 6 k 6 vn, n > 1}, that is,
∑vn
k=un
(Xn,k − EXn,k) /bn
Lp
−→ 0 provided that {bn} is
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n), n → ∞ for any ε > 0,










[P {Xn,k > x,Xn,j > y} − P {Xn,k > x} P {Xn,j > y}] dxdy

 .
The proof can be performed mutatis mutandis the above one for Theorem 1.
Remark 2 In [1], the authors introduced the concept of h-integrability with respect to con-
stants {an,k} for an array of random variables {Yn,k, un 6 k 6 vn, n > 1} (see [1], page
647). Although our statement does not consider explicitly weights {an,k}, we can always
take Xn,k = bnan,kYn,k to obtain them in our assumptions. For simplicity, supposing un = 1





p > t} dt =
O(1), n → ∞. Thus, condition supn>1
∑n














p > t}dt (p, ε > 0). (2.5)




|an,k|E |Yn,k| I{|Yn,k|>h(n)} = o(1), n → ∞,




|an,k|E |Yn,k|I{|an,kYn,k|>ε} = o(1), n → ∞.
Without additional information on the sequence h(n) and weights {an,k}, we cannot compare
them.
2.1 Convergence in p-mean for arrays of row-wise pairwise PQD random
variables
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In particular, our Theorem 1 will be useful on triangular arrays of random variables which
are row-wise pairwise positive quadrant dependent (PQD), i.e. arrays {Xn,k, 1 6 k 6 n, n >
1} satisfying for each n > 1 and every 1 6 k, j 6 n such that k 6= j,
P {Xn,k 6 xn,k,Xn,j 6 yn,j} > P {Xn,k 6 xn,k} P {Xn,j 6 yn,j}
for all real numbers xn,k and yn,j (see [2] for the notion of positive quadrant dependence).
Theorem 2 Let 1 6 p < 2, {Xn,k, 1 6 k 6 n, n > 1} be a triangular array of row-wise
pairwise PQD random variables and {bn} be a sequence of positive constants. If conditions





−∞∆n(x, y) dxdy = o(b
2
n), n → ∞,
then
∑n
k=1 (Xn,k − EXn,k) /bn
Lp
−→ 0.






















































since ∆n(x, y) > 0 for all x, y. From (c’) it follows
∫∞
εbn
tp−3G+n (t)dt = o(b
p
n) as n → ∞
completing the proof. 
Remark 3 Let us observe that if Cov(Xn,k;Xn,j) exists for every 1 6 k 6 n, n > 1 then




n), n → ∞ via
Hoeffding identity (see Lemma 2 of [2]).
2.2 Convergence in p-mean for arrays of row-wise pairwise NQD random
variables
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Recall that an array {Xn,k, 1 6 k 6 n, n > 1} of random variables is said to be row-wise
pairwise negative quadrant dependent (NQD) if for each n > 1 and every 1 6 k, j 6 n such
that k 6= j,
P {Xn,k 6 xn,k,Xn,j 6 yn,j} 6 P {Xn,k 6 xn,k} P {Xn,j 6 yn,j}
for all real numbers xn,k and yn,j.
Next, we shall prove that for arrays of row-wise pairwise NQD random variables the
assumption (c) in Theorem 1 can be dropped.
Theorem 3 Let 1 6 p < 2, {Xn,k, 1 6 k 6 n, n > 1} be a triangular array of row-wise
pairwise NQD random variables and {bn} be a sequence of positive constants. If condi-
tions (a), (b) when 1 < p < 2 or (b’) whenever p = 1, of Theorem 1 are satisfied then
∑n
k=1 (Xn,k − EXn,k) /bn
Lp
−→ 0.
Proof. From Theorem 1, it remains to prove that its condition (c) holds. If {Xn,k, 1 6 k 6
n, n > 1} is a triangular array of row-wise pairwise NQD random variables then, for each
n > 1, ∆n(x, y) 6 0 for all x, y entailing G
+
n (t) = 0 for every t and
∫∞
εbn
tp−3G+n (t)dt = 0 for
any n > 1. 
We now compare the convergence in p-mean for weighted sums of NQD random variables
obtained in [5] with Theorem 3. By taking Xn,k = bnan,kYn,k with {Yn,k, 1 6 k 6 n, n > 1}
an array of row-wise pairwise NQD random variables we can introduce the weights in our set
of assumptions. As pointed out in [4] (page 350), condition (b) of Theorem 3 reveals to be














>ε} (p, ε > 0).
Moreover, from (2.5) we can still verify that our condition (a) is weaker than assumption (i)
of Theorem 2.1 in [5].
Looking at assumptions (a) and (b) of Theorem 1 in [4] and the corresponding conditions
(a) and (b) of our Theorem 1, it is straightforward to see that the former are stronger; note





P {|Xn,k| > t} dt = o (bn), n → ∞
and
∑n
k=1 P {|Xn,k| > εbn} = o(1), n → ∞ for any ε > 0. However, recall that assumption (c)
of our main statement Theorem 1 is not guaranteed for triangular arrays of row-wise extended
negatively dependent random variables.
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