Given complex-valued matrices A, B and C of appropriate dimensions, this paper investigates certain invariance properties of the product AXC with respect to the choice of X, where X is a generalized inverse of B. Different types of generalized inverses are taken into account. The purpose of the paper is three-fold: First, to review known results scattered in the literature, second, to demonstrate the connection between invariance properties and the concept of extremal ranks of matrices, and third, to add new results related to the topic.
Introduction
Let C m,n denote the set of complex m × n matrices. The symbols K * , R(K), and r(K) will stand for the conjugate transpose, the range, and the rank of a given matrix K ∈ C m,n . The symbol K ⊥ will denote any matrix with m rows such that R(K ⊥ ) coincides with the orthogonal complement of R(K).
Moreover, K † will denote the Moore-Penrose inverse of K ∈ C m,n , i.e. the unique matrix X ∈ C n,m satisfying the four Penrose equations
KXK = K (1), XKX = X (2), (KX) * = KX (3), (XK) * = XK (4),
cf. [10] . Adopting the notation of [7, p. 40] , for any K ∈ C m,n let K{i, j, . . . , k} denote the set of matrices X ∈ C n,m which satisfy equations (i), (j), . . . , (k) from among the above four equations. A matrix X ∈ K{i, j, . . . , k} is called an {i, j, . . . , k}-inverse of K and is denoted by K (i,j,...,k) . Hence K † = K (1, 2, 3, 4) . Whenever the set {i, j, . . . , k} contains the number 1, then K (i,j,...,k) is also called a generalized inverse of K. For a comprehensive treatise on {i, j, . . . , k}-inverses see e.g. [7] or [11] . In the following, given matrices A ∈ C m,n , B ∈ C p,n and C ∈ C p,q , we investigate properties of the product AB (1,. ..) C for various types of generalized inverses B (1,...) of B, where our interest is focused on invariance properties with respect to the choice of B (1,...) concerning the value, rank, and range of AB (1,. ..) C.
The product AB (1) C
Concerning the product AB (1) C, several invariance properties with respect to the choice of B (1) are well known in the literature. In this section we review some of them, thereby also showing how they may be related to the concept of extremal ranks of matrices. In addition, new results are given.
Given matrices E ∈ C m,n , F ∈ C p,n , G ∈ C p,q and H ∈ C m,q , Tian [13, 14] has shown that the maximal rank of the Schur complement H − EF (1) Now, since the Moore-Penrose inverse of a matrix is unique and belongs to the set of {1}-inverses, it is clear that AB (1) C does not depend on the choice of B (1) ∈ B{1} if and only if AB † C = AB (1) C for every B (1) ∈ B{1}, being in turn equivalent to max X∈B{1} r(AB † C − AXC) = 0. From (2.1) we can see that there are three (not necessarily disjoint) possibilities for this event.
Theorem 1 (Invariance). Let A ∈ C m,n , B ∈ C p,n and C ∈ C p,q . Then the product AB (1) C does not depend on the choice of B (1) ∈ B{1} if and only if A = 0, or C = 0, or R(A * ) ⊆ R(B * ) and R(C) ⊆ R(B).
Proof. From (2.1) we have max X∈B{1} r(AB † C − AXC) = 0 if and only if
The first of these three identities is equivalent to A = 0, while the second is equivalent to C = 0. Formula (8.5) in [9] shows that the third identity holds if and only if R(A * ) ⊆ R(B * ) and R(C) ⊆ R(B). When we consider matrices A ∈ C m,n , B ∈ C p,n , C ∈ C p,q , and D ∈ C m,r , then the partitioned matrix [D, AB (1) C] may also be written as
Thus an application of (2.1) and (2.2) shows 
Theorem 2 (Range inclusion invariance)
. Let A ∈ C m,n , B ∈ C p,n , C ∈ C p,q , and D ∈ C m,r .
(i) The following statements are equivalent:
The following statements are equivalent:
Proof. The equivalence between (ia) and (ib) follows immediately from setting the right-hand side in (2.4) equal to r(D). For the equivalence between (ib) and (ic) note that from formulas for the rank of partitioned matrices, see e.g. [9] , it follows that (ib) is satisfied if and only if
The equivalence between (iia) and (iib) follows immediately from setting each of the three numbers in the right-hand side of (2.3) equal to r(D). Since we have
it follows that the third condition in (iib) is equivalent to
But this identity is satisfied if and only if r[B, C] = r(B) and r(A
, being equivalent to the third condition in (iic).
Theorem 2 extends a result recently given by Baksalary [2, Theorem 1] by adding the existence characterization (i) as well as the further condition (iib) characterizing range inclusion invariance.
When it is known in advance that matrices A, B, C, and D satisfy condition (ic) from Theorem 2, then the last condition
The latter is seen to be weaker than the former, thus accounting for the additional information that B (1) with R(AB (1) C) ⊆ R(D) exists when condition (ic) from Theorem 2 is satisfied. See also [1] and the discussion in [2, p. 11] .
Note that the range inclusion R(
Thus, by putting D = 0 in Theorem 2, we obtain the following corollary.
Corollary 1 (Zero Product Invariance)
. Let A ∈ C m,n , B ∈ C p,n and C ∈ C p,q . Then the following two statements hold:
Note that replacing A by (D ⊥ ) * A in Corollary 1 gives the corresponding characterizations from Theorem 2. Hence it is possible to prove invariance properties with respect to the identity AB (1) C = 0 in advance, and then conclude characterizations on range inclusion invariance.
As already mentioned above, we may now turn our attention to the case D = 0 in (2.3) and (2.4), giving maximal and minimal ranks for AB (1) C with respect to varying B (1) ∈ B{1}. Thus the rank of AB (1) C does not depend on the choice of B (1) if and only if these maximal and minimal ranks coincide.
Theorem 3 (Rank invariance)
. Let A ∈ C m,n , B ∈ C p,n , and C ∈ C p,q . Then the rank of AB (1) C does not depend on the choice of B (1) ∈ B{1} if and only if at least one of the following conditions holds:
Moreover, if s = r(AB (1) C) does not depend on the choice of B (1) ∈ B{1}, then the three equivalences
hold true.
Proof. Consider (2.3) and (2.4) for D = 0. It seen that there are at most three possible conditions for the rank invariance of AB (1) C with respect to B (1) ∈ B{1}, depending on three possible numbers in the right-hand side of (2.3). Suppose at first that the maximal rank of AB (1) C equals r(C). Then the rank of AB (1) C does not depend on the choice of B (1) ∈ B{1} if and only if
By using
it follows that (2.9) is satisfied if and only if
But (2.11) holds true if and only if both of its sides equal zero, which is equivalent to (2.6). When the maximal rank of AB (1) C equals r(A), then a similar reasoning shows that AB ( Rank invariance of AB (1) C has been earlier investigated by Baksalary and Mathew [5] , who gave more involved characterizations but also noted that the rank of AB (1) C does not depend on the choice of B (1) if and only if R(AB (1) C) or R[(AB (1) C) * ] is invariant with respect to B (1) . A combination of this fact with a result by Groß [8, Theorem] would also have yielded the above characterization, where in addition, however, Theorem 3 clearly identifies the rank of AB (1) C in case of rank invariance. (Note that the conditions (2.6) to (2.8) in Theorem 3 are not necessarily disjoint.)
Obviously the range of AB (1) C is the same irrespective of the choice of B (1) if and only if r(AB (1) C) = r(AB † C) for every B (1) ∈ B{1} and R(AB (1) C) ⊆ R(AB † C) for every B (1) ∈ B{1}, meaning that range invariance may be deduced from rank invariance and range inclusion invariance. Proof. Sufficiency of each of the conditions C = 0, (2.7), and (2.8) is easily concluded from the previous results, so that we only demonstrate necessity.
Theorem 4 (Range invariance). Let
If R(AB (1) C) ⊆ R(AB † C) holds for every B (1) ∈ B{1}, then from Theorem 2 it follows,
If C = 0, then clearly the rank of AB (1) C does not depend on B (1) . If r(A) = r(AB † C) and the rank of AB (1) C does not depend on B (1) , then (2.7) follows from Theorem 3. Now assume that (2.13) holds and in addition the rank of AB (1) C does not depend on B (1) . If (2.13) and (2.6), then from Theorem 3 it follows r(AB † C) = r(C) and moreover (2.13) may equivalently be written as 14) where the left-hand side cannot be strictly negative and the right-hand side cannot be strictly positive, thus giving R(A * ) ⊆ R(B * ) and therefore (2.8). If (2.13) and (2.7), then (2.13) may equivalently be written as 15) where the left-hand side cannot be strictly negative and the right-hand side cannot be strictly positive, thus giving R(C) ⊆ R(B) and therefore (2.8). Hence, (2.13) and the rank invariance of AB (1) C necessarily give (2.8).
As noted before, the above result has originally been given by Groß [8] , reformulating a condition from [3] .
The product AB (1,2) C
In this section we investigate the invariance of AB (1, 2) C with respect to B (1, 2) ∈ B{1, 2}, a problem which has not been considered earlier in the literature to our knowledge. A {1, 2}-inverse (also called reflexive generalized inverse) of a matrix has the appealing property of being a generalized inverse with the same rank as the matrix itself, i.e. for B ∈ C p,n and X ∈ B{1}, X ∈ B{1, 2} if and only if r(X) = r(B), see e.g. [7, Chapter 1.4] .
Having set the course for deriving invariance properties in the previous section, we may proceed along the same lines. Thus, we start with formulas for the extremal ranks of the Schur complement H − EF (1, 2) G for matrices E ∈ C m,n , F ∈ C p,n , G ∈ C p,q and H ∈ C m,q . These are given in [15] , and may be obtained by an application of the results in [13] . The main idea is to write the rank of the Schur complement in a specific form, depending on two arbitrary variant matrices. For this, note that the general representation of a matrix X ∈ F{1} is
where U 1 , U 2 ∈ C n,p are arbitrary. Moreover, a general representation of X ∈ F{1, 2} is
where X 1 , X 2 ∈ F{1} are arbitrary generalized inverses of F, see e.g. [11, p. 28] . Hence, a further general representation of X ∈ F{1, 2} is seen to be
where U, V ∈ C n,p are arbitrary. Using this for F (1, 2) in H − EF (1, 2) G and applying e.g. formula (8.5) from [9] gives
The block matrix in the right-hand side of (3.4) may also be written as
for which minimal and maximal ranks with respect to variation of U and V may be obtained from the results given by Tian [13] . Using these, as well as known formulas for ranks of block matrices, cf. [9] , and elementary block matrix operations, one may eventually arrive at max X∈F{1,2}
and min
X∈F{1,2}
r(H − EXG) = max{s 1 , s 2 },
where
and
Note that s 1 is identical to (2.2) and thus necessarily nonnegative, while s 2 may be positive, negative or zero. Since B † belongs to B{1, 2} it is clear that the product AB (1, 2) C does not depend on the choice of B (1, 2) if and only if max X∈B{1,2} r(AB † C − AXC) = 0. Necessary and sufficient conditions for this are easily established from (3.6) similarly to the proof of Theorem 1.
Theorem 5.
Let A ∈ C m,n , B ∈ C p,n and C ∈ C p,q . Then the product AB (1, 2) C does not depend on the choice of B (1, 2) ∈ B{1, 2} if and only if A = 0, or B = 0, or C = 0, or R(A * ) ⊆ R(B * ) and R(C) ⊆ R(B).
Comparing Theorems 5 and 1, it is seen that there is one extra condition in Theorem 5, viz B = 0, guaranteeing invariance with respect to B (1, 2) . This may be accounted to the fact that if B = 0, then B (1, 2) = 0 is the unique {1, 2}-inverse of B, but any matrix Y ∈ C n,p belongs to B{1}. From Theorem 1, invariance of AB (1) C with respect to B (1) can hold in case B = 0 only if A = 0 or C = 0 (or both), being in accordance with a characterization of the invariance of the product AYC with respect to arbitrary Y ∈ C n,p .
Let us now apply (3.6) and (3.7) to the matrix Setting D = 0 in (3.10) and (3.11) gives the extremal ranks of AB (1, 2) C, from which the following theorem on rank invariance may be concluded.
Theorem 7.
Let A ∈ C m,n , B ∈ C p,n , and C ∈ C p,q . Then the rank of AB (1, 2) C does not depend on the choice of B (1, 2) Proof. From (3.10) and (3.11) it is clear that the rank of AB (1, 2) C does not depend on B (1, 2) If R(B) ⊆ R(C) and R(B * ) ⊆ R(A * ), then (3.12) follows e.g. in view of formula (8.3) in [9] . On the other hand, if (3.12) holds, then from formula (2.10) it follows
for which it is necessary that R(B) ⊆ R(C). A similar formula gives
for which it is necessary that R(B * ) ⊆ R(A * ).
We conclude this section by giving the following result on range invariance of AB (1, 2) C.
Theorem 8.
Let A ∈ C m,n , B ∈ C p,n , and C ∈ C p,q . Then R(AB (1,2) C) is the same for every B (1, 2) ∈ B{1, 2} if and only if R(AB (1) C) is the same for every B (1) ∈ B{1}, or B = 0, or R(B) ⊆ R(C) and R(B * ) = R(A * ).
Proof. For the 'if' part it is clear that range invariance of R(AB (1) C) with respect to B (1) implies range invariance of R(AB (1, 2) C) with respect to B (1, 2) . Moreover, if B = 0, then B (1, 2) = 0 is unique. Eventually if R(B) ⊆ R(C) and R(B * ) ⊆ R(A * ), then s = r(AB (1, 2) C) is invariant with respect to B (1, 2) and s = r(B) from Theorem 7. If in addition r(B) = r(A), then r(A) = r(AB † C) and thus R(AB (1) C) ⊆ R(AB † C) for every B (1) from Theorem 2, showing that R(AB (1, 2) C) is invariant with respect to B (1, 2) . For the 'only if' part, it is clear that the invariance of R(AB (1, 2) C) with respect to B (1, 2) implies R(AB (1, 2) C) ⊆ R(AB † C) for every B (1, 2) and r(AB (1, 2) C) = r(AB † C) for every B (1, 2) . From Theorems 6 and 7 these conditions hold together only if B = 0, or R(AB (1) C) ⊆ R(AB † C) for every B (1) and r(AB (1) C) = r(AB † C) for every B (1) , or R(AB (1) C) ⊆ R(AB † C) for every B (1) and R(B) ⊆ R(C) and R(B * ) ⊆ R(A * ).
Consider the range inclusion R(AB (1) C) ⊆ R(AB † C) for every B (1) together with the conditions R(B) ⊆ R(C) and R(B * ) ⊆ R(A * ), the latter two entailing r(B) = r(AB † C) from Theorem 7. From Theorem 2 it follows that then C = 0, or r(A) = r(AB † C), or r B C 0 A 0 AB † C = r(B) + r(AB † C) (3.15) must hold together with R(B) ⊆ R(C) and R(B * ) ⊆ R(A * ). In the first of these three cases, it follows B = 0. In the second case it follows r(B) = r(A) and thus R(B * ) = R(A * ). In the third case, in view of R(B) ⊆ R(C) and R(B * ) ⊆ R(A * ), (3.15) may equivalently be written as
where the left-hand side cannot be strictly negative and the right-hand side cannot be strictly positive. From setting the left-hand side equal to zero it thus follows r(A) = r(AB † C) = r(B).
The products AB (1,3) C and AB (1,4) C
Let us now investigate the invariance of the product AB (1, 3) C with respect to a {1, 3}-inverse (also called least-squares generalized inverse) B (1, 3) ∈ B{1, 3}. Since a general representation of X ∈ B{1, 3} is
where U ∈ C n,p is arbitrary, see e.g. [7, p. 55] , it is clear that the product AB (1, 3) C may be written in the form AB (1, 3) C = H − EUG for appropriate choices of H, E, and G. It is easily seen that H − EUG is unique for any U ∈ C n,p if and only if E = 0 or G = 0. Moreover, the minimal and maximal ranks of H − EUG are given by
3) see e.g. [16] . From these facts we may deduce invariance properties similar to those given in the previous sections. We start with characterizing the invariance of the product AB (1, 3) C, which in view of (4. By setting D = 0 in (4.4) and (4.5), the rank invariance of AB (1, 3) C may be characterized as follows.
Theorem 11.
Let A ∈ C m,n , B ∈ C p,n , and C ∈ C p,q . Then the rank of AB (1, 3) C does not depend on the choice of B (1, 3) The condition (4.8) holds true if and only if
are satisfied. We conclude our considerations concerning the invariance of AB (1, 3) C by noting the interesting fact that range invariance cannot hold unless the product itself is invariant.
Theorem 12.
Let A ∈ C m,n , B ∈ C p,n , and C ∈ C p,q . Then R(AB (1,3) C) is the same for every B (1, 3) ∈ B{1, 3} if and only if the product AB (1, 3) C does not depend on the choice of B (1, 3) ∈ B{1, 3}.
Proof. Clearly the invariance of the product AB (1, 3) C with respect to B (1, 3) is sufficient for the invariance of the range of AB (1, 3) C, so that we only have to demonstrate necessity.
If R(AB (1, 3) C) is the same for every B (1, 3) ∈ B{1, 3}, then R(AB (1, 3) C) ⊆ R(AB † C) for every B (1, 3) ∈ B{1, 3} and r(AB (1, 3) C) = r(AB † C) for every B (1, 3) ∈ B{1, 3}. Thus from Theorem 10 we have that C = 0 and the rank of AB (1, 3) C is invariant, or r B * B B * C 0 A 0 AB † C = r(B) + r(AB † C) (4.10) and the rank of AB (1, 3) C is invariant with respect to B (1, 3) . If C = 0, then the rank of AB (1, 3) C is invariant with respect to B (1, 3) anyway. Let us therefore assume that (4.10) holds true and in addition from Theorem 11 that R(A * ) ⊆ R(B * ), or (4.8) holds. We demonstrate that the conditions (4.10) and (4.8) together imply R(A * ) ⊆ R(B * ), so that necessarily C = 0 or R(A * ) ⊆ R(B * ), giving the assertion in view of Theorem 9.
If (4.10) and (4.8) both hold, then r(AB (1, 3) C) = r(C) for every B (1, 3) . The identity (4.10) may equivalently be written as
In view of (4.8) this is equivalent to
where the left-hand side cannot be strictly negative, and the right-hand side cannot be strictly positive, thus giving R(A * ) ⊆ R(B * ).
Results for the product AB (1, 4) C involving {1,4}-inverses (also called minimum-norm generalized inverses) of B follow from the fact that for a matrix B ∈ C p,n , X ∈ B{1, 4} if and only if X * ∈ B * {1, 3}.
Thus, the product AB (1, 4) C does not depend on the choice of B (1, 4) ∈ B{1, 4} if and only if
there is a B (1, 4) ∈ B{1, 4} such that the range inclusion R(AB (1, 4) the rank of AB (1, 4) C does not depend on the choice of B (1, 4) ∈ B{1, 4} if and only if 16) and the range of AB (1, 4) C does not depend on the choice of B (1, 4) ∈ B{1, 4} if and only if the rank of AB (1, 4) C does not depend on the choice of B (1, 4) ∈ B{1, 4}.
Products involving further types of generalized inverses
From the results in [11] it is seen that a matrix X belongs to B{1, 2, 3} if and only if
where (B * B) (1) ∈ B * B{1} is arbitrary. Thus AB (1, 2, 3) C = A(B * B) (1) B * C, and invariance properties concerning this product may easily be derived from the results in Section 2. Similarly a matrix X belongs to B{1, 2, 4} if and only if
where (BB * ) (1) ∈ BB * {1} is arbitrary, and thus invariance properties concerning the product AB (1, 2, 4) C may also be concluded from Section 2. Eventually, we note that {1, 3, 4}-inverses of a matrix are rarely considered in the literature, and therefore we omit a detailed invariance investigation of the product AB (1, 3, 4) C here. In principle, however, it is of course possible to derive characterizations similar to the previously given ones, e.g. by considering a general representation for X ∈ B{1, 3, 4} as
where U ∈ C n,p is arbitrary, and then applying the results from [13, 14] .
Miscellaneous invariance results
We conclude by shortly reviewing further invariance results considered in the literature. For this, let σ (K) denote the set of all singular values of K ∈ C m,n , and let λ(K) and tr(K) denote the set of all eigenvalues and trace of K ∈ C m,m , respectively. Moreover, let r λ (K) denote the spectral radius of K ∈ C m,m , r λ (K) = max{|λ| : λ ∈ λ(K)}, and let r − λ (K) = min{|λ| : λ ∈ λ(K)\{0}} if K ∈ C m,m is not a nilpotent matrix and r − λ (K) = 0 if K ∈ C m,m is a nilpotent matrix. Baksalary and Pukkila [6, Theorem 2] show that for A ∈ C m,n , B ∈ C p,n , and C ∈ C p,q , the following statements are equivalent:
(i) σ (AB (1) C) = σ (AB † C) for every B (1) ∈ B{1}, (ii) AB (1) C = AB † C for every B (1) ∈ B{1}, where · denotes any given matrix norm, (iii) A = 0 or C = 0 or R(A * ) ⊆ R(B * ) along with R(C) ⊆ R(B).
Thus, any matrix norm, as well as the set of singular values, of AB (1) C is invariant with respect to B (1) ∈ B{1} if and only if the product AB (1) C itself is invariant with respect to B (1) ∈ B{1}.
When the product AB (1) C is a square matrix, one may also consider invariance with respect to the set of all eigenvalues, and invariance with respect to the trace. Baksalary and Markiewicz [4, Theorem 2] show that for A ∈ C m,n , B ∈ C p,n , and C ∈ C p,m , the following statements are equivalent:
(i) λ(AB (1) C) = λ(AB † C) for every B (1) ∈ B{1}, (ii) r λ (AB (1) C) = r λ (AB † C) for every B (1) ∈ B{1}, (iii) r This extends Theorem 1 from [6] . Moreover, Theorem 1 from [4] claims that if R(A * C * ) R(B * ) or R(CA) R(B), then for each λ ∈ C, there exists B (1) ∈ B{1} such that λ is an eigenvalue of the product AB (1) C.
