Abstract. In the minimum latency problem (MLP) we are given n points v1, . . . , vn and a distance d(vi, vj) between any pair of points. We have to find a tour, starting at v1 and visiting all points, for which the sum of arrival times is minimal. The arrival time at a point vi is the traveled distance from v1 to vi in the tour. The minimum latency problem is MAX-SNP-hard for general metric spaces, but the complexity for the problem where the metric is given by an edge-weighted tree has been a long-standing open problem. We show that the minimum latency problem is NP-hard for trees even with weights in {0, 1}.
Introduction
Given n points v 1 , . . . , v n and a distance between any pair of points, the minimum latency problem asks for a tour π, starting at v 1 and visiting all points, for which the sum of the arrival times d π (v 1 , v i ) is minimum, where the arrival time is defined as the traveled distance from v 1 to v i in tour π. The minimum latency problem has been well-studied in operations research, where it is also known as the traveling repairman problem and the delivery man problem. Unlike the traveling salesman problem, where the objective is minimizing maximum arrival time and therefore is server oriented, the MLP is client oriented. Interesting applications of the MLP are diskhead scheduling and searching information in a network [4] , [12] (for example in the world wide web), where the MLP can be used to minimize expected search time.
The MLP was proven to be NP-complete for general metric spaces by Sahni and Gonzalez [16] . In fact both the traveling salesman problem and the MLP are MAX-SNP-hard for general metric spaces, but the minimum latency problem has a reputation for being much harder than the traveling salesman problem. The first constant-factor approximation algorithm for general metric spaces was a 144-approximation algorithm given by Blum et al. [6] . A 7.18-approximation algorithm follows from a result of Goemans and Kleinberg [11] and an improved version of Garg's algorithm [10] for the k-MST problem. The improvement is mentioned in the papers by Arora and Karakostas [3] and Chudak et al. [7] . We
The problems in which the metric is defined by points on the line or an edgeweighted tree are denoted by the line-MLP and the tree-MLP respectively. The line-MLP can be solved in O(n 2 ) time by dynamic programming, as was shown by Afrati et al. [1] . Recently a linear time algorithm has been proposed by García et al. [8] . Notice that the traveling salesman problem is trivial even for edgeweighted trees. However, for the tree-MLP no exact polynomial time algorithm is known. Classifying the complexity of the MLP for edge-weighted trees has been mentioned as an open problem in many papers [3-6, 11, 12, 15, 19, 20] . For example Goemans and Kleinberg [11] write that 'the MLP is not known to be NP-hard in weighted trees, so it is worth considering whether it could be solved optimally'. The first attempt to solve the tree-MLP was made by Minieka [14] who gave an O(n k+1 ) algorithm, where n is the number of vertices and k is the number of leaves. Koutsoupias et al. mention that the dynamic programming solution for the line-MLP can be extended to a O(n k ) dynamic programming algorithm for the tree-MLP. Blum et al. [6] show that dynamic programming gives an O(n 2 ) algorithm for the tree-MLP on trees with diameter at most 3. Wu [20] puts the dynamic programming approach for the MLP in a more general framework. If the tree is unweighted, then a tour is optimal if and only if it is a depth-first search. Proofs have been given by several authors [6] , [15] .
Goemans and Kleinberg [11] gave a 3.59-approximation algorithm for the tree-MLP, improving the 8-approximation algorithm given by Blum et al. [6] . Arora and Karakostas [2] give a quasipolynomial-time approximation scheme for weighted trees and for Euclidean spaces with fixed dimension. The performance of depth-first search algorithms has been studied by Webb [19] .
Implications and open problems
A problem almost equivalent to the MLP is the graph searching problem (GSP), in which an arbitrary probability distribution on the nodes is given and we want to minimize the sum of all arrival times multiplied by their probability. If we imagine that the probabilities represent a probability that an object is hidden at the vertex, then the optimal tour minimizes the expected search time. From Theorem 1 it follows immediately that the GSP is strongly NP-hard for edgeweighted trees. Moreover, Corollary 1 implies that the GSP is NP-hard for trees with unit edge-lengths.
Another interesting problem is finding the search ratio of a graph, introduced by Koutsoupias et al. [12] . Again one has to find an object hidden in a vertex not known to the server, but instead of a distribution on the vertices one is facing an adversary who chooses at which vertex it hides the object. The search ratio is then defined as the optimal competitive ratio, where the competitive ratio is the distance traveled by the server divided by the length of the shortest path from the origin to the object. Koutsoupias et al. [12] show that both the randomized and the deterministic version are MAX-SNP-hard for general graphs. They note that computing the (randomized) search ratio for trees is a 'surprisingly tough problem' but show that, if one can solve the GSP for a class of graphs in polynomial time, then by duality one can solve the randomized search ratio problem for that same class of graphs. Our result excludes this tool for finding a polynomial time algorithm for the randomized search ratio problem for trees. However, polynomial time approximation algorithms for the MLP may be transferable to the randomized search ratio problem [12] .
The MLP is NP-hard for the metric with distances 1 and 2, but the complexity for trees with edge distance 1 and 2 does not follow from our result. We conjecture that this problem is polynomially solvable.
The 3.59-approximation algorithm of Goemans and Kleinberg gives the current best ratio for the tree-MLP. However this algorithm hardly uses characteristics of the tree-metric. We conjecture that a significant improvement of this ratio is possible.
The value of the optimal MLP-tour clearly depends on the given starting vertex. To find the best starting vertex we could repeatedly run an algorithm that solves the MLP, each time using a different starting vertex. However, SichmiLevi and Berman [17] notice that for general metric spaces one run suffices. Wu [20] gives an O(n 2 ) algorithm for this problem on the line, and Minieka [15] notices that for unweighted trees any vertex at the end of a longest path can be taken as the best starting vertex. It is unknown to us whether, for weighted trees and for general metric spaces, there is a more subtle way than solving an MLP instance to find the best starting vertex.
Koutsoupias et al. [12] mention that the MLP is conjectured to be NP-hard even for caterpillars (a path with edges sticking out). This conjecture remains unresolved.
In the forthcoming paper by Lenstra et al. [13] the authors define a large class of so called dial-a-ride problems. In this more general framework servers have to transport items from a source to a destination in a metric space. The class contains about 8,000 problems, from which all but 72 have been classified as NP-hard or solvable in polynomial time 1 . As one of the most interesting open problems, the authors mention the minimum latency problem with release dates and where the metric is the real line. This problem was already mentioned as an interesting open problem by Tsitsiklis [18] .
to an instance with unit vertex-weights by replacing a vertex with weight w by w vertices at distance zero from one another. Of course this only applies if all vertex-weights are polynomially bounded. For clarity we shall use the terms edge length and vertex weight. We will use the term total completion time for the sum of the weighted completion times. We assume that the weight of the starting vertex is zero and that the server always ends its tour in the origin.
To facilitate the exposition we assume that the server travels at unit speed such that distance traveled and elapsed time are equal. Given an instance of the MLP on a tree, let T be an optimal tour and let t 0 = 0, t 1 , . . . , t k be the moments at which the server is in the origin. Notice that t k is equal to the length of T since we assumed that the server ends in the origin. Let T i be the subtour between time t i−1 and t i , 1 ≤ i ≤ k, and let |T i | resp. W i be the length resp. total weight of this subtour. Then the we have the following lemma. Lemma 1. For any optimal tour T the following holds. . If we change the order of the subtours T i and T i+1 , then the increase in the total completion time is W i |T i+1 | − W i+1 |T i | < 0. Now (ii) follows directly from the proof of (i).
To prove NP-hardness for the tree-MLP we give a reduction from the 3-Partition problem, which was proven to be NP-hard in the strong sense by Garey and Johnson [9] .
3-Partition
Instance: A multiset of natural numbers A = {p 1 , p 2 . . . , p 3n }, with P/4 < p i < P/2 for all i ∈ {1, . . . , 3n}, and a number P such that p 1 + · · · + p 3n = nP . Question: Is it possible to partition the set A in n sets A 1 , . . . , A n such that pi∈Aj p i = P for all j ∈ {1, . . . , n}? Theorem 1. The minimum latency problem is strongly NP-hard for weighted trees.
Proof. Given an instance of 3-Partition with the notation as described above, we define a i = Kp i for all i ∈ {1, . . . , 3n} and Q = KP , where K = 2P n 4 . We define a tree on 3n(n + 2) + 1 vertices as follows.
For each i ∈ {1, . . . , 3n} we construct a path (r, v i1 , v i2 , . . . , v in , z i ). All these paths start in the root of the tree, which is appointed as the origin of the MLPinstance. To each of these paths an extra vertex u i is attached through the edge (v i1 , u i ) (see Figure 1) . For the definition of the lengths of the edges in this tree we introduce the numbers m and l i , i ∈ 1, . . . , 3n, and choose their value appropriately later. The lengths of the edges are:
The weights on the vertices are:
We call the subtree rooted at r and constituted by the path (r, v i1 , . . . , v in , z i ) and the edge (v i1 , u i ) the root-branch i, i = 1, . . . , 3n. If the values m and l i are chosen appropriately large it is easy to see that an optimal tour satisfies the following properties for all i in {1, . . . , 3n}:
(a) each edge (r, v i1 ) is traversed exactly once in each direction; (b) vertex u i is visited before vertex z i .
Moreover, we can choose l i , i = 1, . . . , 3n, such that for all i and h in {1, . . . , 3n}
, where W i and L i are, respectively, the sum of all vertex-weights and the sum of all edge-lengths of root-branch i.
With respect to (c) we note that choosing
, where M is a large number. It is intuitively clear that we can bound the numbers m and M by a polynomial in the size of the 3-Partition instance. A proof for this is submitted at the end of this proof.
By (a) and (b) there are only n different ways for the server to traverse rootbranch i: for k = 2, . . . , n, we call the subtour (r, v i1 , . . . , v ik , v i,k−1 , . . . , v i1 , u i , v i1 , . . . , v in , z i , v in , . . . , v i1 , r) the k-tour. The tour (r, v i1 , u i , v i1 , . . . , v in , z i , v in , . . . , v i1 , r) is a 1-tour. Consider an optimal tour. Renumber the root branches according to the k-tour by which they are traversed: root branches 1, . . . , i 1 are traversed by a 1-tour, i 1 + 1, . . . , i 2 by a 2-tour, etc. until i n−1 + 1, . . . , i n = 3n being the root branches traversed by an n-tour. We know from Lemma 1(i) and (c) that in an optimal tour all root-branches 1, . . . , i 1 are served first followed by the root branches i 1 + 1, . . . , i 2 , etc. Now consider the tour in which all root-branches are traversed by a 1-tour. We will compare the optimal tour with this tour. Due to Lemma 1(ii) and (c) we may assume that the order in which the root-branches are served is the same for both tours.
If root-branch i is served by a k-tour, then compared to serving this root-branch by a 1-tour, this will reduce the completion time of all vertices v ij by 2 ≤ j ≤ k by 4Qa i and increase the completion time of all vertices v ij by k + 1 ≤ j ≤ n and vertices u i and z i by 2(k − 1)a i . It also increases the completion time of all vertices in root-branches h for h ≥ i + 1 by 2(k − 1)a i .
Thus the total decrease of serving according to the optimal solution instead of the all 1-tour solution is
Let us now first study the total increase R due to a delay of all vertices except the vertices z i and v i1 , i = 1, . . . , 3n. There are 3n 2 of them and their total weight is 3n( 1 2 n(n − 1) + 1) < 2n 3 . The delay for each of them is at most 2(n − 1)Q. Therefore, R < 4Qn 4 .
To study the total increase due to a delay of the vertices v i1 and z i , i = 1, . . . , 3n, consider a root branch h that is served by a k-tour, i.e., i k ≤ h < i k+1 . Compared to serving it by a 1-tour, the vertex v h1 is not delayed, but the vertex z h is delayed by an amount 2(k − 1)a h , as noted before, which multiplied by its weight gives an increase in objective value of 2(k − 1)a 2 h . Moreover, all vertices v i1 and z i for i > h receive a delay of 2(k − 1)a h by this k-tour. Thus, the total increase by this k-tour due to delay of vertices v i1 and z i , i = h, . . . , 3n amounts to
The total increase of the optimal solution over the all 1-tour solution is then given by
Let C OP T and C be the total completion times, respectively, for the optimal tour and the all 1-tour solution. Combining (1) and (2) we obtain
For each k ∈ {2, . . . , n}, writing b k = 3n i=i k−1 +1 a i , the term between the large brackets in (3) becomes 2b
If the 3-Partition instance has a yes-answer, implying that a perfect partition exists, then we can construct a tour T for which b k = (n − k + 1)Q for all k ∈ {2, . . . , n} (with b k defined as b k with respect to T ), which inserted in (3) yields:
using Q = KP and K = 2P n 4 in the second term of the last line. Notice that b k is a multiple of K for any k ∈ {2, . . . , n}. Therefore standard calculus tells us that
Therefore if no perfect partition exists then
We conclude that the 3-Partition instance has a yes-answer if and only if
which completes the proof.
In the remaining part of the proof we show that the numbers m and M can be bounded by a polynomial in the size of the 3-Partition instance, and still satisfy the conditions that each edge (r, v i1 ) is traversed exactly once in each direction, and that vertex u i is visited before vertex z i . Assume that the optimal tour traverses the edge (r, v i1 ) more than once in each direction. For large enough M we can adjust the optimal tour to obtain a tour with smaller total completion time as follows. When the optimal tour visits vertex v i1 for the first time we continue this tour by visiting all the remaining vertices of root branch i in the same order as they are visited in the optimal tour. Next, we continue the optimal tour, leaving out the visits to root branch i (except for vertex r). For any vertex, the delay in completion time in this new tour is at most 2((2n − 2 + 2Q)a i + m). On the other hand, for at least one of the vertices of root branch i, the completion time is decreased by at least 2l i . Therefore, the total decrease in the total completion time is at least 2l i − 2((2n − 2 + 2Q)a i + m)W , where W = 3 2 n 2 (n − 1) + 3n + 2nQ is the total weight of the tree. Now it easy to see that we can choose M such that l i > ((2n − 2 + 2Q)a i + m)W for all i ∈ {1, . . . , 3n} and M is bounded by a polynomial in the size of the 3-Partition instance and in m.
Now assume that the optimal tour traverses the edges (r, v i1 ) (i = 1 . . . 3n) exactly once in each direction but vertex z i is visited before vertex u i for some i ∈ {1, . . . , 3n}. If we change the optimal tour by traversing root branch i according to a 1-tour, then the completion time changes only for the vertices in root branch i. The decrease in completion time for vertex u i is exactly 2(m + (n − 1)a i ), and the increase for the vertices v i2 , . . . , v in , z i is exactly 4Qa i . Therefore, the total decrease becomes 2(m + (n − 1)a i ) − 4Qa i (n(n − 1)/2 + a i ) which is a positive number for m > 2Qa i (n(n − 1)/2 + a i ) − (n − 1)a i .
We can strengthen Theorem 1 a little. We can reduce the MLP with polynomially bounded lengths and weights to the MLP with all vertex-weights 1 and all edge-lengths either 0 or 1. Proof. Let I be an instance of the tree-MLP with vertices v 1 , . . . , v n and edges e 1 , . . . , e m . Let w i (i ∈ {1, . . . , n}) and l j (j ∈ {1, . . . , m}) be the weight of vertex v i and the length of edge l j respectively. From I we define an instance I of the tree-MLP with all vertex weights 1 and edge-lengths 0 and 1.
We define weight w i = Kw i on vertex v i , i = 1, . . . , n, where K is a large number that we choose appropriately later. As mentioned before, vertex-weights may be regarded as an equivalent number of points at distance zero from each other. For edge e j with length l j incident to vertices u and v we insert l j −1 extra vertices v j1 , . . . , v j,lj −1 and the path u, v j1 , . . . , v j,lj −1 , v containing l j edges of length 1. The inserted vertices receive weight 1 and are referred to as intermediate vertices. We do this for all edges of I.
Choose K > 2L(n + L − m) 2 , with L the sum of the lengths of all edges of I. We claim that, for any positive integer C, there exists a solution with total completion time C(I) < C for I if and only if there exists a solution with total completion time C(I ) < KC.
If there exists a tour T for I with C(I ) < KC, then the tour for I that follows from T in the obvious way has total completion time less than C. On the other hand, if there exists a tour T for I with C(I) = C − 1, then the tour T for I that follows from T in the obvious way has objective K(C − 1) + D, where D is the total completion time of the intermediate vertices. It suffices to show that D < K.
The number of vertices of I is n + L − m. Notice that 2L(n + L − m) is an upper bound on the length of the tour that returns to the origin every time a new vertex has been visited, which in its turn is clearly an upper bound on the length of T . Therefore, D ≤ 2L(n + L − m) 2 < K.
The following statement is an obvious corollary of the above results. It makes a clear distinction between edge-weighted and vertex-weighted trees. Proof. The first follows directly from Corollary 1 and the observation that we can replace any vertex of weight w by w vertices at distance zero from one another. The second follows from Corollary 1 as well. Given an instance I of the tree-MLP with all edge-lengths either 0 or 1 (and all vertex-weights 1 by the definition of the tree-MLP), we define an instance I of the tree-MLP by replacing an edge of length 0 by an edge of length 1, and replacing an edge of length 1 by an edge of length K, where K is some large number. It is easy to verify that if we choose K ≥ 2n 2 , then a tour is optimal for I if and only if it is optimal for I .
