






























































































































































































































































































































































　　　　　　　　　ーi　　　　 　 　　　　 　 　J〕
図22：学習データが急激に変化する分布に対応したMSF（cゴ⊆1．0の場合）
　　　　　　　　　　　　　　8














































































































































































































































































































































































































































































































































































































































































































































































































釣鐘型数 二等辺O角型数 釣鐘型数 DRT数
5．00×10－54．92×10－5
式（3．5） 3 3
3 0 3 0
6．97×1σ4 6．82×10－4
式（3．6） 9 6
5 4 3 3
3．66×10－3 3．24×10－3
式（3．7） 5 4





















































































































































































@100組 5（5，0） 5（0，5） 4（0，4）
学習データ





@100組 3（3，0） 8（0，8） 4（4，0）
学習データ
































































































































































































































































































































































































































































































































































k1 0．0608 d6 0．4286
k2 0．0608 d7 0．2771
k3 0．1035 d8 0．3048
k4 0．0544 d9 0．2385





i2 0．0655 口 0．6822
?
0．0680 氾 0．7005
i4 0．0576 穫 2．1545
i5 0．0560 f5 0．8266
d1 0．0608 掲 0．6495
d2 0．1061 秤 0．3243
d3 0．4853 侶 1．0703
d4 0．7833 稽 2．4616



























































TPM RP－dw TPM RP－dw
k1 0．1076 0．2884d6 0．1851 0．5014
k2 0．1229 0．2716d7 0．1336 0．5248
k3 0．1226 0．2819d8 0．1475 0．4864
k4 0．1065 0．2520d9 0．1371 0．4958
k5 0．1134 0．2992d100．1610 0．4607
?
0．0669 0．5590f1 0．1713 0．5197
i2 0．0349 0．5548f2 0．1935 0．4459
?
0．0571 0．5584田 0．1770 0．5197
i4 0．0666 0．5727斑 0．1831 0．4809
i5 0．0641 0．4956拓 0．1621 0．3743
d1 0．0773 0．4985田 0．1690 0．4889
d2 0．0922 0．5010f7 0．1642 0．3980
d3 0．2090 0．4962掲 0．2017 0．5344
d4 0．1869 0．4466扮 021550．4913
d5 0．1533 0．4371且0 0．1954 0．4467
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図5．23：加速度脈波分類マップ（馬庭らの手法による）
い，本手法は優れていることがわかった。
5．5　結言
　本論文では最急降下法を用いたファジィルールの自動調整において，GAの手法によるMSF
の種類の選択を付加し，時系列加速度脈波データのモデリングを行ない，形状特徴量をベク
トルとして取り出した。さらに，自己組織化マップにより時系列加速度脈波データの分類を
行なった。これにより，学習データの分布に適合したMSFが選択され，健常，インフルエ
ンザ中年女性更年期，動脈硬化の分類は可能であることがわかった。また，加速度脈波ア
トラクタ形状のモデリングを行ない，自乗誤差をアトラクタの平行度，定常度の指標として
用いることが可能であることがわかった。加えて，自己組織化マップ分類において馬庭らの
手法と比較を行い，本手法の有効性を示した。
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第6章　結論
　近年，ファジィ理論の実用化の進展とともに，ファジィ推論が多くの分野で用いられるよ
うになってきている。それは，ファジィ推論が非線形のモデリングが容易であり，エキスパー
トの知識が簡単に表現できる特徴などを有しているからである。しかし，ファジィ推論には，
入力数の増加に伴うファジィルール数の急増，ファジィシステムの大規模化などの問題を抱
えている。そこで，ファジィルールの自動調整においてこれらの問題を解決するには，局所
最適解を回避すること，ファジィルール数を削減すること，汎化能力を向上すること，この
3つが強く求められていた。本研究では上記3っの課題の解決を目指し，ならびにその応用
に取り組んだ。
　本研究を通じて得られた成果を要約すると次の通りとなる。
1．局所最適解の回避については，MSFの再配置にSA，　GAの手法を導入した。従来の
　SA，　GAでは，ファジィルールの自動調整に限らず様々な最適化問題において，全て
　のパラメータを調整していた。本研究では，通常のパラメータ調整において最急降下
　法を用いるため，時間を多大に費やすSA，　GAを局所最適解に陥った場合にのみ使用
　している。また，DRTMSFの使用や種類選択といったMSFの形状利用によってその
　配置のみに着目し調整するパラメータも絞っている。そのため，局所最適解の回避と
　同時に，SA，　GA単独で用いる場合と比較し探索領域を削減できるため計算時間の短
　縮にっながった。
2．ファジィルール数の削減については，GAにルール数に関する遺伝子を導入した。これ
　は従来の解決方法と同じであり，推論ルールの最適化，MSFの数の低減を目的とした
　GAを用いたファジィ推論法が提案されている｛10，11］。ところが，この手法ではMSF
　のパラメータ全てを調整しなくてはならず，MSFのパラメータ数を満足する遺伝子が
　必要なため，必然的に遺伝子長が長くなるという問題があった。本研究では，GAの個
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体にMSFの種類を選択可能な遺伝子をさらに加えることにより学習データにより適応
するMSFが選ばれるため，さらなるファジィルール数の削減が可能となった。
3．本手法の汎化能力にっいては，学習データが急激に変化する場合，つまり関数形状が
　不連続な場合についてDRTMSFを提案した。また，　MSFを学習データの形状に対し
　て種類選択できるようにした。これにより，どのような学習データの形状であっても
　あらかじめ準備したMSFに関して最小のMSF個数で表現できることを示した。
4．本手法の応用については，指尖加速度脈波に適用した。時系列加速度脈波データのモ
　デリングを行ない，形状特徴量をベクトルとして取り出した。さらに，自己組織化マッ
　プにより時系列加速度脈波データの分類を行なった。これにより，学習データの分布
　に適合したMSFが選択され，健常，インフルエンザ，中年女性更年期，動脈硬化の分
　類は可能であることがわかった。また，加速度脈波アトラクタ形状のモデリングを行
　ない，自乗誤差をアトラクタの平行度，定常度の指標として用いることが可能である
　ことがわかった。
　以上の研究結果を踏まえ，今後の研究課題を以下に述べる。
　現状では，MSFを2種類のうちから選択しているが，例えば方形なMSFといった基底と
なるMSFを考案し選択肢を増やす。また，指尖加速度脈波に応用しているが，他の生体情
報への適用を目指す。さらに本研究で行った手法のハードウェア化を行ない機器に組み込み
で用いる必要がある。
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