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A GENERAL APPROACH TO HEISENBERG CATEGORIFICATION VIA WREATH
PRODUCT ALGEBRAS
DANIELE ROSSO AND ALISTAIR SAVAGE
Abstract. We associate a monoidal categoryHB, defined in terms of planar diagrams, to any graded
Frobenius superalgebra B. This category acts naturally on modules over the wreath product algebras
associated to B. To B we also associate a (quantum) lattice Heisenberg algebra hB. We show that,
provided B is not concentrated in degree zero, the Grothendieck group of HB is isomorphic, as an
algebra, to hB. For specific choices of Frobenius algebra B, we recover existing results, including those
of Khovanov and Cautis–Licata. We also prove that certain morphism spaces in the category HB
contain generalizations of the degenerate affine Hecke algebra. Specializing B, this proves an open
conjecture of Cautis–Licata.
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1. Introduction
The relationship between the representation theory of the symmetric group, the ring of symmet-
ric functions, and theHeisenberg algebra goes back towork ofGeissinger in the 1970s (see [Gei77]).
Using the more modern concept of categorification, Geissinger’s work was substantially strength-
ened by Khovanov in [Kho14]. More precisely, Khovanov introduced a category, defined in terms
of planar diagrams, whose Grothendieck group is conjecturally isomorphic to the Heisenberg al-
gebra. This work has inspired a great deal of research into Heisenberg categorification, including
q-deformations ([LS13]), relations to the geometry of Hilbert schemes ([CL12]), categorification of
vertex operators ([CL]), and categorified braid group actions ([CLS14]).
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Many of the constructions in the field of Heisenberg categorification use variations of Kho-
vanov’s original Heisenberg category. For example, the work of [CL12] involves two Heisenberg
categories associated to a finite subgroup of SL(2,C). In this case, a natural grading on the mor-
phism spaces allows the authors to prove that their category does in fact categorify the Heisenberg
algebra (as opposed to the conjectural status of Khovanov’s categorification).
The goal of the current paper is to unify, simplify, and generalize the existing graphical Heisen-
berg categorifications. We associate a monoidal categoryH ′
B
to anyN-graded Frobenius superal-
gebra B over an algebraically closed field F of characteristic zero. The objects ofH ′
B
are generated
by two objects P and Q, which we depict as upward and downward oriented arrows. Morphisms
between sequences (tensor products) of P’s and Q’s are given by planar diagrams involving ori-
ented strands and dots labeled by elements of B. These diagrams are considered up to super
isotopy and modulo local relations (see Section 6). We then take the idempotent completion HB
ofH ′
B
. The categoryHB acts naturally on categories of modules over the wreath product algebras
B⊗n ⋊ F[Sn]. Note that we do not require B to be a symmetric algebra. In fact, the Nakayama
automorphism of B plays an important role in the graphical calculus (see (6.3)–(6.6)). We also do
not require the trace map of B to be of even parity. Trace maps of odd parity lead to interesting
“super isotopy invariance” in the graphical category (see Section 6).
Let K0(B) denote the Grothendieck group of the category of finitely-generated projective B-
modules. There is a natural bilinear form on K0(B) induced by the graded dimension of the space
of homomorphisms betweenmodules (see (5.3)). Thus one can form the (quantum) lattice Heisenberg
algebra hB associated to B (see Definition 5.1 and Remark 5.6). The main result of the current paper
(Theorem 10.5) is that, if B is not concentrated in N-degree zero, then the Grothendieck group
of HB is isomorphic to the Heisenberg algebra hB. This can be viewed as a strengthening of the
results of [RS15a, §7] (see [RS15a, Rem. 7.7]).
The morphism spaces appearing in the category H ′
B
are interesting mathematical objects de-
serving of further study. For instance, we show (Proposition 8.14) that the endomorphism algebra
of the object Pn contains a generalization of the degenerate affine Hecke algebra depending on the
graded Frobenius superalgebra B. For a certain choice of B, this proves a conjecture of Cautis–
Licata stated in [CL12] (see Corollary 8.15). We also obtain a natural generalization to wreath
product algebras of the Jucys–Murphy elements in the group algebra of the symmetric group (see
Remark 8.5).
The results of the current paper recover as special cases the Heisenberg categorification results
mentioned earlier in the introduction. Firstly, the category HB reduces to Khovanov’s original
category when B = F. Secondly, certain choices of B recover both the main category of study in
[CL12] as well as the “alternate category” used there to prove some of their results. Other choices
of B recover the categories considered in [CS15, §6] and [HS], related to the categorification of
twisted presentations of Heisenberg algebras. However, even in these cases, the approach of the
current paper offers several benefits:
• The presentations of the Heisenberg algebra best suited to categorification are often deduced
on a case-by-case basis from the standard presentation via generating function techniques. See, for
example, [Kho14, §1] and [CL12, Lem. 1]. However, in Proposition 5.5, we are able to determine
such presentations in the general setting by adopting the Heisenberg double point of view. The
general presentations specialize to those of [Kho14, CL12]without the need to performa generating
function computation in each case. Other specializations yield corrected versions of the relations
in [CS15, Prop. 5.1] and [HS, Prop. 1] (see Remark 5.7).
• Even for the choices of Bmade in [CL12, HS], we are able to prove directly thatHB categorifies
hB, without resorting to the “alternate category” used in the proofs in those papers. We also fill in
a gap in the arguments in [CS15] and [HS] (see Remark 9.3).
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• The choice of the finite subgroup Z2 of SL(2,C) requires special treatment in [CL12]. This is
not necessary in the approach of the current paper.
We expect that many of the existing constructions in the literature related to Heisenberg cat-
egorification can be extended to the setting of the current paper. Some such possible directions
include the following:
(a) While the current paper recovers the algebraic results of [CL12], that paper also discusses
actions on derived categories of coherent sheaves on certain Hilbert schemes. We expect that, at
least for some choices of B, there should exist analogous geometric actions of the categories HB.
This would result in a strengthening of the results of [Kru] (see [Kru, §3.4]).
(b) We expect that the categorical braid group actions of [CLS14] can be generalized to the
setting of the current paper.
(c) In [CLLS], the authors identify the trace (or zeroth Hochschild homology) of Khovanov’s
Heisenberg category with a quotient of theW-algebra W1+∞. In [CLLS, §.1.1], the authors predict
that their results should have analogues for more general Heisenberg categories.
(d) In [CL], the authors construct 2-representations of quantum affine algebras from 2-repre-
sentations of Heisenberg algebras using categorical vertex operators. It is reasonable to expect that
some of these results can be generalized.
(e) It is natural to ask if the construction of the current paper can be q-deformed in a manner
analogous to the q-deformation given in [LS13] of Khovanov’s original construction [Kho14].
(f) In [Web, §4], Webster develops a diagrammatic categorification of tensor products of rep-
resentations of quantum groups. Starting from the categorification in the current paper, methods
similar to those of Webster should enable one to categorify tensor products of representations of
Heisenberg algebras, resulting in a categorification of higher level representations (with the Fock
space involved in the current paper being of level one).
Note also that wreath products of finite subgroups of SL2(C) (or a twisted versions thereof) have
appeared in algebraic constructions of the Fock space of Heisenberg algebras. See, for example,
[FJW00, FJW02, JW02] and references therein.
The organization of the current paper is as follows. In Section 2, we review basic facts about
graded superalgebras and their modules and establish notation. Then, in Section 3, we introduce
Frobenius algebras andwreath product algebras. In Section 4, we classify the simple and indecom-
posable projective modules for wreath product algebras. We introduce the Heisenberg algebra hB
associated to a Frobenius algebra B in Section 5. In particular, we deduce there, in Proposition 5.5,
the presentations best suited to categorification. In Section 6, we define the graphical category
HB and, in Section 7, we define a natural action of HB on categories of modules over wreath
product algebras. We examine the morphism spaces of HB in Section 8. In particular, we prove
there a generalization of a conjecture of Cautis–Licata (see Proposition 8.14 and Corollary 8.15). In
Section 9 we prove the key isomorphisms in HB that descend to the relations of the Heisenberg
algebra hB (Theorem 9.2). Finally, we prove our main result, thatHB categorifies hB (Theorem 10.5)
in Section 10.
Notation. In computations, we will often write equation numbers above equals signs to indicate
the relations that are being used at each step.
Note on the arXiv version. For the interested reader, the tex file of the arXiv version of this paper
includes hidden details of some straightforward computations and arguments that are omitted in
the pdf file. These details can be displayed by switching the details toggle to true in the tex file
and recompiling.
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2. Modules for superalgebras
We let N and N+ denote the set of nonnegative and positive integers respectively. We let
Z2 = Z/2Z be the ring of integers mod 2, and let F be a field (often assumed to be algebraically
closed of characteristic zero). By a slight abuse of terminology, we will use the terms module
and representation interchangeably. We call an F-algebra R a graded (more precisely, N-graded)
superalgebra over F if
R 
⊕
i∈N, ǫ∈Z2
Ri,ǫ with Ri,ǫR j,τ ⊆ Ri+ j,ǫ+τ, i, j ∈N, ǫ, τ ∈ Z2.
If R is a graded superalgebra, a graded R-supermoduleM is analogously a Z ×Z2-graded vector
space over F such that
Ri,ǫM j,τ ⊆Mi+ j,ǫ+τ for all i ∈N, j ∈ Z, ǫ, τ ∈ Z2.
For the remainder of this paper, we will use the term algebra to mean graded superalgebra and
module to mean graded supermodule. Furthermore, all modules are left modules unless otherwise
specified. If v is a homogeneous element in a Z-graded (resp. Z2-graded) vector space, we will
denote by |v| (resp. v¯) its degree. Whenever we write an expression involving degrees of elements,
we will implicitly assume that such elements are homogeneous.
For M, N two Z × Z2-graded vector spaces over F, we define a Z × Z2-grading on the space
HOMF(M,N) of all F-linear maps by settingHOMF(M,N)i,ǫ to be the subspace of all homogeneous
maps of degree (i, ǫ). That is,
HOMF(M,N)i,ǫ := {α ∈ HOMF(M,N) | α(M j,τ) ⊆ Ni+ j,ǫ+τ ∀ j ∈ Z, τ ∈ Z2}.
IfM, N are two R-modules, then we define the Z ×Z2-graded F-vector space
HOMR(M,N) :=
⊕
i∈Z, ǫ∈Z2
HOMR(M,N)i,ǫ,
HOMR(M,N)i,ǫ := { f ∈ HOMF(M,N)i,ǫ | f (am) = (−1)
a¯ǫa f (m) ∀ a ∈ R, m ∈ M}.
and the F-vector space
HomR(M,N) := HOMR(M,N)0,0.
We define the dual of an R-module M to be M∗ := HOMR(M,F). We also set EndR(M) =
HomR(M,M) and ENDR(M) = HOMR(M,M).
Let R-mod denote the category of finitely-generated left R-modules and let R-pmod denote the
category of finitely-generatedprojective leftR-modules. In both categories, we take themorphisms
fromM to N to be HomR(M,N). For each n ∈ Z, we have a degree shift functor
{n} : R-mod→ R-mod, M 7→ {n}M.
Here {n}M is the same underlying vector space as M, with the same R-action, but a new grading
given by ({n}M)i,ǫ = Mi−n,ǫ. We have an analogous functor on the category of right R-modules, and
hence on the category of R-bimodules. We also have a parity shift functor
Π : R-mod→ R-mod, M 7→ ΠM,
that switches theZ2-grading of the spaces, i.e. (ΠM)i,ǫ =Mi,ǫ+1. The action of R onΠM is given by
r ·m = (−1)r¯rm, where rm is the action onM. The parity shift functorΠ for a right module switches
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the Z2-grading as above but, unlike the case of left modules, it does not change the signs in the
action. For n ∈ Z and ǫ ∈ Z2, we define the functor
{n, ǫ} : R-mod→ R-mod, M 7→ {n, ǫ}M := Πǫ{n}M.
Both the degree shift and parity shift functors leave morphisms unchanged. Note that we choose
to write the shift {n, ǫ} on the left since it commutes with the right action but not necessarily the left
action. We will sometimes write an element of HOMR(M,N)n,ǫ as an element of HomR({n, ǫ}M,N)
or an element of HomR(M, {−n, ǫ}N) when we wish to emphasize its degree.
IfM is a left R-module and a ∈ R, we define the map
ℓa : M→ M, m 7→ am.
Similarly, ifM is a right R-module and a ∈ R, we define the map
ra : M→ M, m 7→ (−1)a¯m¯ma.
3. Wreath product algebras
3.1. Frobenius algebras. For the remainder of the paper, we fix an algebraically closed field F of
characteristic zero and a Frobenius algebra B over F with trace map trB of degree (−δ, σ), δ ∈ N,
σ ∈ Z2. In other words, trB : B → F is a linear map of degree (−δ, σ) whose kernel contains no
nonzero left ideals of B. Here we view F as concentrated in degree zero. We denote by ψ : B → B
its Nakayama automorphism, which means, in particular, that, for all homogeneous a, b ∈ B, we
have trB(ab) = (−1)
a¯b¯trB(bψ(a)). We refer the reader to [RS15a, §6] for a more detailed discussion of
Frobenius graded superalgebras.
Whenever we refer to a basis B of B, we will assume that it consists of homogeneous elements
with respect to the grading. Given a basis B, since B is a Frobenius algebra, we can find a right
dual basis B∨ = {b∨
k
| bk ∈ B} defined by the property that
trB(bkb
∨
ℓ ) = δk,ℓ for all k, ℓ.
Then we have
(3.1)
∑
c∈B
trB(bc
∨)c = b =
∑
c∈B
trB(cb)c
∨ for all b ∈ B
and
(3.2) |b∨| = |b| + δ, b∨ = b¯ + σ, for all b ∈ B.
In particular, since tr has parity σ, we have
(3.3) tr(b) , 0 =⇒ b¯ = σ and tr(b∨) , 0 =⇒ b¯ = 0.
Note also that if F is any Frobenius algebra with trace map trF of degree (−δF, σF), Nakayama
automorphism ψF, and basis F , then
δ f1, f2 = trF( f1 f
∨
2 ) = (−1)
f¯1 f
∨
2 trF( f
∨
2 ψF( f1)) = (−1)
f¯1(σF+ f¯2)trF( f
∨
2 ψF( f1)) for all f1, f2 ∈ F ,
and so
(3.4)
(
f∨
)∨
= (−1)σF f¯+ f¯ψF( f ), f ∈ F .
The following lemma will be useful in later computations.
Lemma 3.1. The elements
∑
b∈B b ⊗ b
∨ and
∑
b∈B b
∨ ⊗ b of B ⊗ B are independent of the basis B and
(3.5)
∑
b∈B
b ⊗ b∨ =
∑
b∈B
(−1)σb¯+b¯b∨ ⊗ ψ(b),
∑
b∈B
b∨ ⊗ b =
∑
b∈B
(−1)σb¯+b¯ψ(b) ⊗ b∨.
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Proof. The fact that
∑
b∈B b ⊗ b
∨ and
∑
b∈B b
∨ ⊗ b are independent of B is standard (and the proof
straightforward). Using the independence of the basis, we have∑
b∈B
b ⊗ b∨ =
∑
b∈B∨
b ⊗ b∨ =
∑
b∈B
b∨ ⊗ (b∨)∨
(3.4)
=
∑
b∈B
(−1)σb¯+b¯b∨ ⊗ ψ(b).
The proof of the second relation in (3.5) is analogous. 
3.2. Wreath product algebras. For n ∈N+, the symmetric group Sn acts onV
⊗n, for anyZ2-graded
vector space V (in particular, for V = B), by superpermutations. More precisely, if sk ∈ Sn is the
simple transposition (k, k + 1) for 1 ≤ k ≤ n − 1, then
(3.6) sk · (v1 ⊗ · · · ⊗ vn) = (−1)
v¯kv¯k+1v1 ⊗ · · · ⊗ vk−1 ⊗ vk+1 ⊗ vk ⊗ vk+2 ⊗ · · · ⊗ vn.
For n ∈ N, let An := B
⊗n ⋊ Sn be the wreath product algebra, with grading inherited from B (in
other words, we take Sn to lie in degree zero). By convention, we set A0 := F. As shown in [RS15a,
Lem. 7.2] (although the trace map on Sn is different in that reference, the proof for the choice made
here is analogous), An is a Frobenius algebra with degree (−nδ, nσ) trace map trn = tr
⊗n
B
⊗ trSn ,
where trSn is the trace map on FSn given by trSn(τ) = δτ,1, τ ∈ Sn. The corresponding Nakayama
automorphism ψn : An → An is given by
ψn(b1 ⊗ · · · ⊗ bn) = ψ(b1) ⊗ · · · ⊗ ψ(bn), b1, . . . , bn ∈ B,
ψn(si) = (−1)
σsi, i = 1, . . . , n − 1.
We naturally view An as a subalgebra of An+1 via the maps
b 7→ b ⊗ 1B, si 7→ si, b ∈ B
⊗n, i ∈ {1, . . . , n − 1}.
Via the second map, we also view Sn as the subgroup of Sn+1 fixing n + 1. In this way, An+1
is naturally an (An+1,An)-bimodule as well as an (An,An+1)-bimodule. We denote these two
bimodules by (n + 1)n and n(n + 1) respectively. The notation (n) will denote An viewed in the
natural way as an (An,An)-bimodule. We will use juxtaposition to denote the tensor product. For
example, (n + 1)n(n + 1)n is An+1 ⊗An An+1, viewed as an (An+1,An)-bimodule. We will use the
notation 1n to denote the unit element of An.
Example 3.2 (Sergeev algebra). When B is the rank one Clifford algebra Cl with one odd generator
c and relation c2 = 1, then thewreath product algebra Sn := Cl
⊗n⋊Sn is a Sergeev algebra (sometimes
also called a Hecke–Clifford algebra).
Lemma 3.3. The algebra An+1 is a finitely-generated free left and right An-module. More precisely, we have
an isomorphism
An+1 
⊕
b∈B
n+1⊕
i=1
An(1
⊗n ⊗ b)sn · · · si
of left An-modules and an isomorphism
An+1 
⊕
b∈B
n+1⊕
i=1
(1⊗n ⊗ b)si · · · snAn
of right An-modules. Here B is a basis of B and si denotes the simple transposition (i, i + 1) ∈ Sn. By
convention, sn · · · si = si · · · sn = 1 when i = n + 1.
Proof. This is a direct consequence of the fact that F[Sn+1] 
⊕n+1
i=1 F[Sn]sn · · · si as a left Sn-module.

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In the following proposition, we refer to a trace map in the sense of Frobenius extensions. See
[PS16, §4] for a discussion of this concept in the graded super setting.
Proposition 3.4. The algebra An+1 is a Frobenius extension of An with degree (−δ, σ) trace map
tr : n(n + 1)n → n(n)n,
tr((b1 ⊗ · · · ⊗ bn+1)τ) =
(−1)σ(b¯1+···+b¯n)trB(bn+1)(b1 ⊗ · · · ⊗ bn)τ if τ ∈ Sn,0 otherwise.
Furthermore, {
xb,i =
(
1⊗n ⊗ b
)
sn · · · si
∣∣∣∣ b ∈ B, i = 1, . . . , n + 1} and{
yb,i = si · · · sn
(
1⊗n ⊗ b∨
) ∣∣∣∣ b ∈ B, i = 1, . . . , n + 1}
are dual sets of generators in the sense of [PS16, Prop. 4.9].
Proof. Since tr is clearly an (An,An)-bimodule homomorphism, it suffices, by [PS16, Prop. 4.9], to
show that the given sets satisfy [PS16, (4.2)]. Since the xb,i form a basis of An+1 as a left An-module
by Lemma 3.3, to prove that the first equation in [PS16, (4.2)] is satisfied, it suffices to show it holds
for a = xb,i, b ∈ B, i ∈ {1, . . . , n + 1}. Similarly, it suffices to show that the first and last terms in
[PS16, (4.2)] are equal for a = yb,i, b ∈ B, i ∈ {1, . . . , n + 1}. But this follows immediately from the
fact that, for b, c ∈ B, i, j ∈ {1, . . . , n + 1}, we have
tr(xb,iyc, j) = tr((1
⊗n ⊗ b)sn · · · sis j · · · sn(1
⊗n ⊗ c∨)) = δi, jtrB(bc
∨) = δi, jδb,c,
where the second equality follows from the fact that sn · · · sis j · · · sn ∈ Sn if and only if i = j. 
If R and S are rings, we will naturally identify an (R, S)-bimoduleMwith the bimodules R⊗RM
andM ⊗S S.
Proposition 3.5. The maps
εR : (n + 1)n(n + 1)→ (n + 1), εR(a ⊗ a
′) = aa′, a ∈ (n + 1)n, a
′ ∈ n(n + 1),
ηR : (n)→ n(n + 1)n, ηR(bτ) = (b ⊗ 1B)τ, b ∈ B
⊗n, τ ∈ Sn,
εL : {−δ, σ} n(n + 1)n → (n),
εL((b1 ⊗ · · · ⊗ bn+1)τ) =
0 if τ < Sn,(−1)σ(b¯1+···+b¯n)trB(bn+1)(b1 ⊗ · · · ⊗ bn)τ if τ ∈ Sn,
ηL : (n + 1)→ {−δ, σ}(n + 1)n ⊗An n(n + 1),
ηL(a) = (−1)
σa¯a
∑
b∈B
i∈{1,...,n+1}
(−1)σb¯
∨
si · · · sn(1
⊗n
B ⊗ b
∨) ⊗ (1⊗nB ⊗ b)sn · · · si, a ∈ (n + 1),
are bimodule homomorphisms and satisfy the relations
(εR ⊗ id) ◦ (id⊗ηR) = id, (id⊗εR) ◦ (ηR ⊗ id) = id,(3.7)
(εL ⊗ id) ◦ (id⊗ηL) = (−1)
σ id, (id⊗εL) ◦ (ηL ⊗ id) = id .(3.8)
In particular, (n + 1)n is left adjoint to n(n + 1) and right adjoint to {−δ, σ} n(n + 1) in the 2-category of
bimodules over rings.
Proof. The map εR is multiplication and ηR is the inclusion An ֒→ An+1. Thus, both are clearly
bimodule homomorphisms. The relations (3.7) are standard. They are the usual unit-counit
equations making induction left adjoint to restriction.
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By Proposition 3.4 and [PS16, Th. 6.2], we know that (n + 1)n is left adjoint to {−δ, σ} n(n + 1),
with the unit η and counit ε defined as in [PS16, (6.1), (6.2)]. These maps are precisely the ηL and
εL in the statement of the proposition. (Note that the twistings α and β of [PS16] are trivial in the
setting of the current paper.) Alternatively, the relations (3.8) can easily be checked directly. 
4. Modules for wreath product algebras
In this section we give a complete description of the simple and indecomposable projective
modules for wreath product algebras. In the ungraded and non-super setting, such a description
(for the simple modules) is a special case of [Mac80, Th. A.5]. (We refer the reader also to [RR03,
Th. A.6] for a correction to an error in the proof of [Mac80, Th. A.5], although this correction is
not needed for the case of wreath product algebras, since one can take the map α of [RR03] to be
trivial.) However, the generalization to the super setting is nontrivial due to the fact that the outer
tensor product of simple modules may not be simple in general. We refer the reader not familiar
with the behaviour of modules in the super setting to the overview in [Kle05, Ch. 12].
Let V1, . . . ,Vℓ be a complete list of simple finite-dimensional modules for B, up to to shift and
isomorphism. Shifting with respect to the Z-grading if necessary, we may assume that the Vi are
non-negatively graded, with nonzero degree zero piece. Recall that a simple module is said to be
of type Q if it is isomorphic to its parity shift, and type M otherwise. After possibly reordering,
we assume that
V1, . . . ,Vr are of typeM and Vr+1, . . . ,Vℓ are of type Q.
For i1, . . . , in ∈ {1, . . . , ℓ}, the module B
⊗n-moduleVi1 ⊠ · · ·⊠Vin contains a simple submodule V̂i1 ,...,in
such that Vi1 ⊠ · · · ⊠ Vin is isomorphic, as a B
⊗n-module, to a direct sum of copies of V̂i1,...,in and
possibly its parity shift. The modules
V̂i1,...,in , (i1, . . . , in) ∈ {1, . . . , ℓ}
n,
form a complete set of representatives of the isomorphism classes of simple B⊗n-modules, up to
shift. (See, for example, [Kle05, Lem. 12.2.13].)
For a B⊗n-module V and τ ∈ Sn, we define the twist
τV to be the B⊗n-module with underlying
additive group V and with action
(b, v) 7→ (τ−1 · b)v, b ∈ B⊗n, v ∈ V.
Then, for τ ∈ Sn and (i1, . . . , in) ∈ {1, . . . , ℓ}
n, we have
(4.1)
τ
V̂i1,...,in  V̂iτ−1(1),...,iτ−1(n) (up to parity shift).
For m ∈ N+, let P(m) denote the set of partitions of m and let Pstrict(m) denote the set of
strict partitions of m (i.e. partitions of m with pairwise distinct parts). Set P =
⋃
m∈N+ P(m) and
Pstrict =
⋃
m∈N+ Pstrict(m), and let
P = Pr × Pℓ−rstrict, P(n) = {(λ
1, . . . , λℓ) ∈ P |
∑ℓ
i=1 |λ
i| = n},
where |λ| denotes the size of a partition (i.e. the sum of its parts). We let ℓ(λ) denote the length of
the partition λ (i.e. the number of nonzero parts). It is well known that irreducible representations
of the symmetric group Sm are enumerated byP(m) and the simple modules of the Sergeev algebra
Sm are enumerated, up to parity shift, by Pstrict(m). (For the Sergeev algebra case see, for example,
[WW12, §2].) For λ ∈ P(m), let Lλ denote the corresponding irreducible representation of Sm.
Similarly, for each λ ∈ Pstrict(m), let L
′
λ
denote the corresponding simple module of the Sergeev
algebra Sm. Note that, if ℓ(λ) is even, then Sm has two simple modules corresponding to λ, related
by a parity shift. We have made a choice of one of these.
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Recall the definition of Cl and Sm given in Example 3.2. For λ = (λ
1, . . . , λℓ) ∈ P, define
Vλ := V
⊗|λ1|
1
⊗ · · · ⊗ V⊗|λ
ℓ |
ℓ
, Rλ := HOMB⊗n(Vλ,Vλ)  F
⊗(|λ1 |+···+|λr |) ⊗ Cl⊗(|λ
r+1 |+···+|λn |),
Sλ := S|λ1| × · · · × S|λℓ |, Sλ := FS|λ1| ⊗ · · · ⊗ FS|λr| ⊗ S|λr+1| ⊗ · · · ⊗ S|λℓ|.
We fix the isomorphism above and view it as equality. Then we can naturally view Rλ as a
subalgebra of Sλ, and Sλ as a subgroup of the group of units of Sλ. Then we have
(4.2) RλSλ = Sλ, λ ∈ P.
For λr+1, . . . , λℓ ∈ Pstrict, we let L
′
λr+1,...,λℓ
denote a simple S|λr+1 | ⊗ · · · ⊗ S|λℓ |-submodule of L
′
λr+1
⊠
· · · ⊠ L′
λℓ
. This choice is unique up to isomorphism and parity shift. Then, for λ = (λ1, . . . , λℓ) ∈ P,
Lλ := Lλ1 ⊠ · · · ⊠ Lλr ⊠ L
′
λr+1,...,λℓ
is a simpleSλ-module. In factLλ, λ ∈ P, is a complete list of simpleSλ-modules, up to isomorphism
and shift.
Note that Vλ is naturally a (B
⊗n,Rλ)-bimodule. We also have a natural action of Sλ on Vλ
permuting the factors. The embedding Rλ ֒→ Sλ gives rise to an action of Rλ on Lλ. We can thus
define a B⊗n ⋊ Sλ-action on Vλ ⊗Rλ Lλ by
(4.3) (bτ, v ⊗ w) 7→ b(τ · v) ⊗ τw, b ∈ B⊗n, τ ∈ Sλ, v ∈ Vλ, w ∈ Lλ.
Lemma 4.1. If M is a B⊗n ⋊ Sn-module and λ ∈ P(n), then the space HOMB⊗n(Vλ,M) is a Sλ-module
with action given by
(aτ) · f = (−1)a¯ f¯τ fτ−1 ra, a ∈ Rλ, τ ∈ Sλ, f ∈ HOMB⊗n(Vλ,M).
Proof. The proof consists of straightforward verification and will be omitted. 
For λ ∈ P, define
Eλ =
Cl if |λr+1| + · · · + |λℓ | is odd,F otherwise.
ThenEλ  HOMB⊗n(V̂λ, V̂λ), where V̂λ is the simple submodule ofVλ. Also,Eλ  HOMRλ(Uλ,Uλ) 
HOMRλ(U
∗
λ
,U∗
λ
), where Uλ is the simple Rλ-module (unique up to isomorphism and shift). We fix
such isomorphisms and view them as equalities from now on.
Lemma 4.2. For λ ∈ P(n), we have Vλ  V̂λ ⊗Eλ Uλ as (B
⊗n,Rλ)-bimodules.
Proof. Let m = |λr+1| + . . . + |λℓ|. By repeated application of [Kle05, Lem. 12.2.13], we see that V̂λ
and Uλ are of type Q if m is odd and of type M if m is even. Furthermore, Vλ is a direct sum
of 2⌊m/2⌋ copies of V̂λ (up to shift) and the dimension of Uλ is 2
⌊(m+1)/2⌋ (see, for example, [Kle05,
p. 158]). Finally, Eλ is two dimensional whenm is odd and one dimensional whenm is even. Thus
the result follows by dimension considerations. 
Proposition 4.3. The induced modules
IndB
⊗n⋊Sn
B⊗n⋊Sλ
(Vλ ⊗Rλ Lλ), λ ∈ P(n),
are a complete list of simple B⊗n ⋊ Sn-modules up to isomorphism and shift.
Proof. Let M be a simple B⊗n ⋊ Sn-module and let U be a simple B
⊗n-submodule of M. It follows
that
∑
τ∈Sn τU is a nonzero B
⊗n ⋊ Sn-submodule ofM and hence is equal to M. Note that τU 
τU
as B⊗n-modules. Thus, by (4.1), we may assume, without loss of generality, that U = V̂λ for some
λ ∈ P(n).
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Set N =
∑
τ∈Sλ τU, which is a B
⊗n ⋊ Sλ-module. Let τ1, . . . , τs be left coset representatives of Sλ
in Sn. Then the τiN are the isotypic components ofM as a B
⊗n-module, and we have
M =
s⊕
i=1
τiN = Ind
B⊗n⋊Sn
B⊗n⋊Sλ
(N) = (B⊗n ⋊ Sn) ⊗B⊗n⋊Sλ N.
Here we consider a simple module and its parity shift to lie in the same isotypic component.
Let
W = HOMB⊗n(Vλ,M) = HOMB⊗n(Vλ,N).
ThenW is aSλ-module byLemma4.1. In fact,Wmust simple, since ifW
′ is a properSλ-submodule
ofW, then IndB
⊗n⋊Sn
B⊗n⋊Sλ
(Vλ⊗RλW
′) is a properB⊗n⋊Sn-submodule ofM. SinceVλ depends only on the
size of the partitions in λ, we may, without loss of generality, assume thatW  Lλ. Then Vλ ⊗Rλ W
is a B⊗n ⋊ Sλ-module with action given by (4.3), and, as B
⊗n ⋊ Sn-modules,
Vλ ⊗Rλ W = Vλ ⊗Rλ HOMB⊗n(Vλ,N)
 Vλ ⊗Rλ V
∗
λ
⊗B⊗n N
 V̂λ ⊗Eλ Uλ ⊗Rλ U
∗
λ
⊗Eλ
(
V̂λ
)∗
⊗B⊗n N
 V̂λ ⊗Eλ HOMRλ(U
∗
λ
,U∗
λ
) ⊗Eλ
(
V̂λ
)∗
⊗B⊗n N
 V̂λ ⊗Eλ Eλ ⊗Eλ
(
V̂λ
)∗
⊗B⊗n N
 V̂λ ⊗Eλ
(
V̂λ
)∗
⊗B⊗n M
 HOMEλ(V̂λ, V̂λ) ⊗B⊗n N

(
B⊗n/AnnB⊗n(V̂λ)
)
⊗B⊗n N
 N,
where AnnB⊗n(V̂λ) is the annihilator of V̂λ in B
⊗n and, in the last isomorphism, we use the fact that
N is the V̂λ-isotypic component ofM.
It follows that every simple B⊗n ⋊ Sn-module is of the form given in the lemma. Uniqueness
follows immediately from the above, since λwas uniquely determined byM. No two choices of λ
yield isomorphic B⊗n ⋊ Sn-modules, as can be seen from the decomposition as B
⊗n-modules. 
For i = 1, . . . , ℓ, let Pi be the projective cover of the B
⊗n-module Vi and, for λ = (λ
1, . . . , λℓ) ∈ P,
define
Pλ := P
⊗|λ1 |
1
⊗ · · · ⊗ P⊗|λ
ℓ |
ℓ
.
Since anyB⊗n-endomorphismofVλ induces aB
⊗n-endomorphismofPλ, wehave thatPλ is naturally
a (B⊗n,Rλ)-bimodule. Then Pλ ⊗Rλ Lλ carries a B
⊗n ⋊ Sλ-action as in (4.3).
Proposition 4.4. The
IndB
⊗n⋊Sn
B⊗n⋊Sλ
(Pλ ⊗Rλ Lλ), λ ∈ P(n),
are a complete list of indecomposable projective B⊗n ⋊ Sn-modules up to isomorphism and shift.
Proof. First note that if P′
j
is the projective cover of a simple moduleV′
j
for an algebra B j for j = 1, 2,
then P′
1
⊠P′
2
is the projective cover ofV′
1
⊠V′
2
in the category of B1⊗B2-modules. This implies that,
for each λ ∈ P(n), Pλ is the projective cover of Vλ in the category of B
⊗n-modules. Let pλ : Pλ ։ Vλ
be the corresponding projection.
It follows from the argument of [Mac80, (A.3)] that Pλ ⊗Rλ Lλ is projective as a B
⊗n ⋊ Sλ-
module. Since the kernel of pλ is a superflouous submodule of Pλ, we know that the kernel of
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pλ ⊗ idLλ : Pλ ⊗Rλ Lλ ։ Vλ ⊗Rλ Lλ is a superfluous submodule of Pλ ⊗Rλ Lλ. Hence Pλ ⊗Rλ Lλ is the
projective cover of Vλ ⊗Rλ Lλ as B
⊗n ⋊ Sλ-modules.
Since FSn is free as a right FSλ-module, we have that Ind
B⊗n⋊Sn
B⊗n⋊Sλ
(Pλ ⊗Rλ Lλ) is projective as a
B⊗n ⋊ Sn-module. In addition, the kernel of the map
idB⊗n⋊Sn ⊗(pλ ⊗ idLλ) : (B
⊗n ⋊ Sn) ⊗B⊗n⋊Sλ (Pλ ⊗Rλ Lλ)։ (B
⊗n ⋊ Sn) ⊗B⊗n⋊Sλ (Vλ ⊗Rλ Lλ)
is superfluous, and so IndB
⊗n⋊Sn
B⊗n⋊Sλ
(Pλ⊗Rλ Lλ) is the projective cover of Ind
B⊗n⋊Sn
B⊗n⋊Sλ
(Vλ⊗Rλ Lλ). Thus, the
result follows from Proposition 4.3. 
We can also describe the indecomposable projectives of Proposition 4.4 in terms of minimal
idempotents. For i ∈ {1, . . . , ℓ} and λ ∈ P(n), choose minimal idempotents ei ∈ B and e
′
λ
∈ Sλ such
that Pi  Bei and Lλ  Sλe
′
λ
. Then set
(4.4) eλ =
(
e⊗|λ
1 |
1
⊗ · · · ⊗ e⊗|λ
ℓ |
ℓ
)
e′
λ
.
Now, as B⊗n ⋊ Sλ-modules, we have
(B⊗n ⊗F FSλ)eλ =
(
(Be1)
⊗|λ1 | ⊗ · · · ⊗ (Beℓ)
⊗|λℓ | ⊗F FSλ
)
e′
λ

(
Pλ ⊗Rλ Rλ ⊗F FSλ
)
e′
λ

(
Pλ ⊗Rλ Sλ
)
e′
λ
 Pλ ⊗Rλ Lλ.
Therefore
(4.5) (B⊗n ⋊ Sn)eλ  (B
⊗n ⋊ Sn) ⊗B⊗n⋊Sλ (B
⊗n ⊗F FSλ)eλ  Ind
B⊗n⋊Sn
B⊗n⋊Sλ
(Pλ ⊗Rλ Lλ).
5. TheHeisenberg algebra hB
In this section, we introduce the Heisenberg algebra hB that we will categorify in the remainder
of the paper. Our definition is in the spirit of the concept of a Heisenberg double. We deduce in
Proposition 5.5 an explicit presentation of hB. The reader not familiar with the general Heisenberg
double construction can simply take this concrete presentation (which implicitly involves (5.6)
and (5.7)) as a definition. Our reason for the more abstract definition of hB is that the Heisenberg
double point of view allows one to deduce a uniform presentation that holds for all choices of B. It
also makes it clear how one could choose other generating sets, yielding other presentations of hB.
As mentioned in the introduction, this in contrast to the approach in other places in the literature,
where presentations are deduced on a case-by-case basis using generating function techniques.
5.1. TheHeisenberg algebra. Forn ∈N, letK′
0
(An) be the split Grothendieck group of the category
An-pmod of finitely generated projective An-modules. More precisely, K
′
0
(An) is defined to be the
quotient of the free Z-module with generators corresponding to finitely-generated projective An-
modules, by theZ-submodule generated byM1−M2+M3 for allM1,M2,M3 ∈ An-pmod such that
M2  M1 ⊕M3. We denote the class of an objectM ∈ An-pmod in K
′
0
(An) by [M].
The split Grothendieck group K′
0
(An) is naturally a module over
Zq,π = Z[q, q
−1, π]/(π2 − 1),
where
π[M] := [ΠM], qn[M] := [{n}M], for allM ∈ B-pmod, n ∈ Z.
Let
(5.1) k =
Zq,π if all simple left B-modules are of typeM,Z[12 , q, q−1] if B has a simple left module of type Q.
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We will identify Z[12 , q, q
−1] with Zq,π[
1
2 ]/(π − 1). Thus, any k-module is naturally a Zq,π-module
and π acts as the identity in the case that k = Z[12 , q, q
−1]. Then, for n ∈N, define
K0(An) = K
′
0(An) ⊗Zq,π k.
We set
H± =
⊕
n∈N
K0(An),
except that we twist the action of k onH− by the involution of kmapping q to q−1 and fixing π. In
other words, we have qn[M] = [{−n}M] for [M] ∈ H−.
It is shown in [RS15a, §7] that H+ and H− are Hopf algebras with product and coproduct
[M] · [N] =
[
IndAm+n
Am⊗An
(M ⊠N)
]
, M ∈ Am-pmod, N ∈ An-pmod,
∇([M]) =
m∑
n=0
[
ResAm
An⊗Am−n
(M)
]
, M ∈ Am-pmod.
For a Z ×Z2-graded vector space V, define its graded dimension by
(5.2) grdimV :=
∑
n∈Z
ǫ∈Z2
qnπǫ dimVn,ǫ ∈ Zq,π.
We have a Zq,π-bilinear pairing 〈−,−〉 : H
− ⊗H+ → Zq,π given by
(5.3) 〈[M], [N]〉 =
grdimHOMAn(M,N) ifM,N ∈ An-pmod for some n ∈N,0 otherwise.
Definition 5.1 (Heisenberg algebra hB). We define hB = H
+#H− to be the k-algebra isomorphic
to H+ ⊗k H
− as a k-module, such that H± are subalgebras and where the product of elements of
H− with elements of H+ is given as follows: For [M] ∈ H− and [N] ∈ H+, where M ∈ Am-pmod,
N ∈ An-pmod, m, n ∈N, we have
[M][N] =
∑
k,ℓ
〈
[M1k], [N
2
ℓ ]
〉
[N1ℓ ][M
2
k], where
∆([M]) =
∑
k
[M1k ⊠M
2
k] and ∆([N]) =
∑
ℓ
[N1ℓ ⊠N
2
ℓ ].
For a ∈ H+ and x ∈ H−, we denote the element a ⊗ x of hB by a#x, or sometimes simply by ax.
Remark 5.2 (Relation to the Heisenberg double). The algebra hB is the projective Heisenberg
double hproj(A) associated to the tower of algebras A =
⊕
n∈N An in [RS15a, Def. 5.4]. The fact that
A satisfies the hypotheses of [RS15a, Def. 5.4], namely that the towerA fulfills the axioms of [RS15a,
Def. 4.1], is proved in [RS15a, §7]. We also use the fact that H+, as defined here, is isomorphic, as a
Hopf algebra, to the H+
proj
of [RS15a]. The adjective twisted of [RS15a, Def. 5.4] is not needed in the
current setting since the twisting is trivial for the tower of wreath product algebras (see [RS15a,
Prop. 7.3]). If we extend the ground ring to a field, then hB is the Heisenberg double of H
+. This
will allow us to use certain properties of the Heisenberg double, such as the faithfulness of the
Fock space representation, in our proofs.
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5.2. Presentations. For (i, λ) ∈ {1, . . . , r} × P or (i, λ) ∈ {r + 1, . . . , ℓ} × Pstrict, define
λ〈i〉 = (0, . . . , 0, λ, 0, . . . , 0) ∈ P,
where the λ appears in the i-th position. Then let
Pλi := [P
⊗|λ|
i
⊗Rλ〈i〉 Lλ〈i〉] ∈ K0(A|λ|) ⊆ H
+, Qλi := [P
⊗|λ|
i
⊗Rλ〈i〉 Lλ〈i〉] ∈ K0(A|λ|) ⊆ H
−.
By (4.5), we have an isomorphism of An-modules
P⊗|λ|
i
⊗Rλ〈i〉 Lλ〈i〉  Aneλ〈i〉.
For the Sergeev algebra Sn, the minimal idempotents (up to a constant) are described in [Ser99,
Cor. 3.3.4]. In particular, for the strict partition (n), the idempotent is just the complete symmetrizer
e(n) =
1
n!
∑
τ∈Sn τ, as explained in [Ser99, §3.3.5]. Now, if e(1n) =
1
n!
∑
τ∈Sn(−1)
ℓ(τ)τ is the complete
antisymmetrizer, then themap
r
(c⊗n) gives an isomorphism Sne(n)  {0, n}Sne(1n). Thus, even though
the partition (1n) is not strict for n > 1, we define
(5.4) P
(1n)
i
:= P
(n)
i
, Q
(1n)
i
:= Q
(n)
i
, i ∈ {r + 1, . . . , ℓ}, n ∈N+.
For i ∈ {1, . . . , ℓ}, define
(5.5) Ni :=
N+, 1 ≤ i ≤ r,2N + 1, r < i ≤ n.
Lemma 5.3. The subalgebra H+ of hB is isomorphic, as an algebra, to the polynomial algebras
k[P
(n)
i
| i ∈ {1, . . . , ℓ}, n ∈ Ni] and k[P
(1n)
i
| i ∈ {1, . . . , ℓ}, n ∈ Ni].
Similarly, the subalgebra H− of hB is isomorphic, as an algebra, to the polynomial algebras
k[Q
(n)
i
| i ∈ {1, . . . , ℓ}, n ∈ Ni] and k[Q
(1n)
i
| i ∈ {1, . . . , ℓ}, n ∈ Ni].
In particular, hB is generated by the following sets:
• P
(n)
i
, Q
(n)
i
, i ∈ {1, . . . , ℓ}, n ∈ Ni,
• P
(1n)
i
, Q
(1n)
i
, i ∈ {1, . . . , ℓ}, n ∈ Ni,
• P
(n)
i
, Q
(1n)
i
, i ∈ {1, . . . , ℓ}, n ∈ Ni,
• P
(1n)
i
, Q
(n)
i
, i ∈ {1, . . . , ℓ}, n ∈ Ni.
Proof. We prove the first assertion, since the proof of the second is identical. By [RS15a, Lem. 7.5],
the subalgebra H+ is commutative. It follows from Proposition 4.4 that H+ has a k-basis given by
[P⊗|λ1|
1
⊗R
λ1〈1〉
Lλ1〈1〉] · · · [P
⊗|λℓ |
ℓ
⊗R
λℓ〈ℓ〉
Lλℓ〈ℓ〉], (λ
1, . . . , λℓ) ∈ P.
Note that it is crucial here that we have inverted 2 in k when B has a module of type Q, since the
S(λ1,...,λℓ)-module Lλ1〈1〉 ⊠ · · · ⊠ Lλℓ〈ℓ〉 is, in general, a copy of 2
m copies of L(λ1,...,λℓ) and its shift, for
some m ∈N.
Now suppose i ∈ {1, . . . , r}. Then the reasoning used in the proof of [CL12, Lem. 5] shows that,
in H+, we have, for λ, µ ∈ P,[
P|λ|
i
⊗Rλ〈i〉 Lλ〈i〉
]
·
[
P
|µ|
i
⊗Rµ〈i〉 Lµ〈i〉
]
=
[
A|λ|eλ〈i〉
]
·
[
A|µ|eµ〈i〉
]
=
∑
ν∈P
[
A|ν|eν〈i〉
]⊕cν
λ,µ
=
∑
ν∈P
[
P|ν|
i
⊗Rν〈i〉 Lν〈i〉
]⊕cν
λ,µ ,
where cν
λ,µ
are the Littlewood-Richardson coefficients. It follows that the subalgebra ofH+ spanned
by the [P|λ|
i
⊗Rλ〈i〉 Lλ〈i〉], λ ∈ P, is isomorphic to the ring of symmetric functions, with [P
|λ|
i
⊗Rλ〈i〉 Lλ〈i〉]
corresponding to the Schur function sλ. Since the ring of symmetric functions is a polynomial
algebra in the complete homogeneous symmetric functions s(n), n ∈ N+, and also a polynomial
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algebra in the elementary symmetric functions s(1n), n ∈N+, this subalgebra of H
+ is a polynomial
algebra in the P
(n)
i
or the P
(1n)
i
.
Now suppose i ∈ {r+ 1, . . . , ℓ}. Here the argument is similar, but with the representation theory
of the symmetric group replaced by the representation theory of the Sergeev algebra. In this case,
[P|λ|
i
⊗Rλ〈i〉 Lλ〈i〉], λ ∈ Pstrict, corresponds to 2
−⌊ℓ(λ)/2⌋Qλ, where Qλ is the Schur Q-function. (See
[Jo´z89, §4C] or the more recent [WW12, (3.14)].) Now, the space spanned over k by the Schur
Q-functions is a polynomial algebra in the Q(n), n ∈ 2N + 1. See, for example, [Mac95, III, (8.5)],
and note that while that reference states the result over Q, the key relation [Mac95, III, (8.2’)] only
requires that 2 be invertible. It follows that the subalgebra of H+ spanned by the [P|λ|
i
⊗Rλ〈i〉 Lλ〈i〉],
λ ∈ Pstrict, is a polynomial algebra in the P
(n)
i
= P
(1n)
i
, n ∈ 2N + 1. 
Remark 5.4. It follows from the proof of Lemma 5.3 that, for i ∈ {r+ 1, . . . , ℓ} and m ∈N+, we have
Q
(2m)
i
=
1
2
(−1)m−1
(
Q
(m)
i
)2
+
m−1∑
r=1
(−1)r−1Q
(r)
i
Q
(2m−r)
i
,(5.6)
P
(2m)
i
=
1
2
(−1)m−1
(
P
(m)
i
)2
+
m−1∑
r=1
(−1)r−1P
(r)
i
P
(2m−r)
i
,(5.7)
since the corresponding relations hold for the Schur Q-functions. See, for example, [Mac95, III,
(8.2’)]. This allows one to recursively express P
(2m)
i
,m ∈N+, in terms of P
(n)
i
for odd n and similarly
for Q
(2m)
i
. From now on, we will in this way view P
(2m)
i
and Q
(2m)
i
, m ∈ N+, as elements of the
polynomial algebras k[P
(n)
i
| n ∈ Ni] and k[Q
(n)
i
| n ∈ Ni], respectively.
For a Z ×Z2-graded vector space V and k ∈N+, define the symmetric and exterior algebras
Sk(V) = V⊗k/ SpanF{v − τ · v | τ ∈ Sn, v ∈ V
⊗k},(5.8)
Λk(V) = V⊗k/ SpanF{v − (−1)
ℓ(τ)τ · v | τ ∈ Sn, v ∈ V
⊗k}.(5.9)
Note that
(5.10) Sk(V) = Λk(ΠV).
The graded dimensions of Sk(V) and Λk(V) can be explicitly computed. In particular, we have
(5.11)
∑
k∈N
tk grdimSk(V) =
∏
n∈Z
(
1
1 − qnt
)dimVn,0 ∏
n∈Z
(1 + πqnt)dimVn,1 ∈ Zq,π~t.
Then (5.10) allows us to obtain a similar expression with Sk(V) replaced by Λk(V).
Proposition 5.5 (Presentations of hB). Recall that, for i ∈ {r + 1, . . . , ℓ} and n ∈ 2N+, P
(n)
i
and Q
(n)
i
correspond to polynomials in P
(m)
i
and Q
(m)
i
, m ∈ 2N + 1 (see Remark 5.4). We have the following
presentations of hB.
(a) The algebra hB is isomorphic, as a k-module, to the product of polynomial algebras
k[P
(n)
i
| i = 1, . . . , ℓ, n ∈ Ni] ⊗k k[Q
(n)
i
| i = 1, . . . , ℓ, n ∈ Ni].
The two polynomial algebras are subalgebras of hB, and the relations between the two factors are
Q
(n)
i
P
(m)
j
=
∑
k∈N
(
grdimSk
(
HOMB(Pi,P j)
))
P
(m−k)
j
Q
(n−k)
i
.
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(b) The algebra hB is isomorphic, as a k-module, to the product of polynomial algebras
k[P
(1n)
i
| i = 1, . . . , ℓ, n ∈ Ni] ⊗k k[Q
(1n)
i
| i = 1, . . . , ℓ, n ∈ Ni].
The two polynomial algebras are subalgebras of hB, and the relations between the two factors are
Q
(1n)
i
P
(1m)
j
=
∑
k∈N
(
grdimSk
(
HOMB(Pi,P j)
))
P
(1m−k)
j
Q
(1n−k)
i
.
(c) The algebra hB is isomorphic, as a k-module, to the product of polynomial algebras
k[P
(n)
i
| i = 1, . . . , ℓ, n ∈ Ni] ⊗k k[Q
(1n)
i
| i = 1, . . . , ℓ, n ∈ Ni].
The two polynomial algebras are subalgebras of hB, and the relations between the two factors are
Q
(1n)
i
P
(m)
j
=
∑
k∈N
(
grdimΛk
(
HOMB(Pi,P j)
))
P
(m−k)
j
Q
(1n−k)
i
.
(d) The algebra hB is isomorphic, as a k-module, to the product of polynomial algebras
k[P
(1n)
i
| i = 1, . . . , ℓ, n ∈ Ni] ⊗k k[Q
(n)
i
| i = 1, . . . , ℓ, n ∈ Ni].
The two polynomial algebras are subalgebras of hB, and the relations between the two factors are
Q
(n)
i
P
(1m)
j
=
∑
k∈N
(
grdimΛk
(
HOMB(Pi,P j)
))
P
(1m−k)
j
Q
(n−k)
i
.
Proof. Weprove part (a), since the proofs of the other parts are analogous. By Lemma 5.3, it suffices
to compute the commutation relations between theQ
(n)
i
andP
(m)
j
. Note that, for i ∈ {1, . . . , ℓ}, n ∈N+,
and λ = (n), we have
eλ〈i〉 = (ei ⊗ · · · ⊗ ei)
1
n!
∑
τ∈Sn
τ =
1
n!
∑
τ∈Sn
τ(ei ⊗ · · · ⊗ ei) ∈ An.
Then, as left An−k ⊗ Ak-modules, we have
Pni ⊗R(n)〈i〉 L(n)〈i〉 = Ane(n)〈i〉 = (Bei)
⊗n = (Bei)
⊗(n−k)
⊠ (Bei)
⊗k.
Therefore,
ResAn
An−k⊗Ak
(
P⊗ni ⊗(n)〈i〉 L(n)〈i〉
)
=
(
P
⊗(n−k)
i
⊗(n−k)〈i〉 L(n−k)〈i〉
)
⊠
(
P⊗ki ⊗(k)〈i〉 L(k)〈i〉
)
.
Thus, in the Hopf algebras H+ and H−, we have
∆
(
P
(n)
i
)
=
n∑
k=0
P
(n−k)
i
⊠ P
(k)
i
and ∆
(
Q
(n)
i
)
=
n∑
k=0
Q
(n−k)
i
⊠Q
(k)
i
.
Therefore, by Definition 5.1, we have
Q
(n)
i
P
(m)
j
=
n∑
k=0
m∑
ℓ=0
〈
Q
(k)
i
,P
(ℓ)
j
〉
P
(m−ℓ)
j
Q
(n−k)
i
=
n∑
k=0
grdimHOM(Q
(k)
i
,P
(k)
j
)P
(m−k)
j
Q
(n−k)
i
.
We have isomorphisms of graded vector spaces
(5.12) HOM
(
Q
(k)
i
,P
(k)
j
)
 e(k)〈i〉Ake(k)〈 j〉 =

∑
τ1,τ2∈Sn
τ1(eib1e j ⊗ eib2e j ⊗ · · · ⊗ eibke j)τ2 | b1, . . . , bk ∈ B

=
(
eiBe j
)Sk ∑
τ∈Sn
τ 
(
eiBe j
)Sk
 Sk
(
eiBe j
)
 Sk
(
HOMB(Bei,Be j)
)
 Sk
(
HOMB(Pi,P j)
)
,
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where (eiBe j)
Sk denotes the space of Sk-invariants of eiBe j and, in the third-to-last isomorphism,
we use the fact that F[Sk] is semisimple and so projection onto the trivial isotypic component is
isomorphic to the quotient by the other isotypic components. 
Remark 5.6. The algebra hB is the (quantum) lattice Heisenberg algebra associated to the lattice K0(B)
with bilinear form given by 〈[Pi], [P j]〉 = grdimHOMB(Pi,P j), i ∈ {1, . . . , ℓ}. See, for example, [LS12,
§1.2] and [RS15b, §7, §8] for a discussion of (quantum) lattice Heisenberg algebras. Over a field
andwhen the form is nondegenerate, the (quantum) lattice Heisenberg algebras are all isomorphic
to the usual infinite rank Heisenberg algebra over the same field. In other words, the lattice
Heisenberg algebras are integral (more precisely, k) forms of the usual infinite rank Heisenberg
algebra (see [RS15b, Prop. 8.3]). Proposition 5.5 gives a general form of the presentations of these
integral forms that appear to be natural from the point of view of categorification. In special cases,
it recovers presentations appearing in the literature and deduced using different methods. For
example, the presentations of [Kho14, §1] and [CL12, (1)–(5), §2.2.2] are special cases of those of
Proposition 5.5. In the case that all gradings are trivial, the relations of Proposition 5.5 are also
closely related to those of [Kru, Lem. 1.2 and §3.2].
Remark 5.7. Proposition 5.5 does not specialize to the presentations of [CS15, Prop. 5.1] or [HS,
Prop. 1]. This is because the presentations in those papers appear to be missing relations. For
example, using [CS15, (20)], one can compute that p(2) = 2h2
−1/2
= 12
(
p(1)
)2
in the notation of that
paper, but this relation does not follow from the ones given in [CS15, Prop. 5.1]. In fact, the
relations that are missing there are precisely (5.6) and (5.7). Those relations are also missing in
[HS, Prop. 1].1
Corollary 5.8. There is an algebra involution ω of hB uniquely determined by
Q
(n)
i
7→ Q
(1n)
i
, P
(n)
i
7→ P
(1n)
i
, i ∈ {1, . . . , ℓ}, n ∈Ni.
6. The categoryHB
In this section we define an additive F-linear monoidal category H ′
B
whose idempotent com-
pletionHB categorifies the algebra hB.
The objects of H ′
B
are generated by symbols {n, ǫ}P and {n, ǫ}Q, for n ∈ Z, ǫ ∈ Z2. We think of
{n, ǫ}P as being a shifted version of P and we declare the monoidal structure to be compatible with
shifts {·, ·}, so that, for example, {s, ǫ}Q⊗ {s′, ǫ′}Q = {s+ s′, ǫ+ ǫ′}(Q⊗Q). We will usually omit the ⊗
symbol, and write tensor products as words in P and Q. Thus an arbitrary object ofH ′
B
is a finite
direct sum of words in the letters P and Q where each word has a shift.
The space of morphisms between two objects is the F-algebra generated by suitable planar
diagrams modulo local relations. The diagrams consist of oriented compact one-manifolds im-
mersed into the plane stripR× [0, 1] modulo certain relations. The grading on morphisms, which
will be specified later in this section, determines the difference in shifts between the domain and
codomain.
A single upward oriented strand denotes the identitymorphism from P toP while a downward
oriented strand denotes the identity morphism from Q to Q.
1After this was brought to their attention, the authors of [HS] corrected this omission in the published version of
their paper.
A GENERAL APPROACH TO HEISENBERG CATEGORIFICATION VIA WREATH PRODUCT ALGEBRAS 17
Strands are allowed to carry dots labeled by elements of B. For example, if b, b′, b′′ ∈ B, then the
diagram
b′′
b′
b
is an element of HomH ′
B
(P, {−|b| − |b′| − |b′′|, b¯ + b¯′ + b¯′′}P). (See below for an explanation of the
degree shift.) Diagrams are linear in the dots in the sense that
(z1b1 + z2b2) = z1
(
b1
)
+ z2
(
b2
)
for z1, z2 ∈ F, b1, b2 ∈ B.
Collision of dots is controlled by multiplication in the algebra B:
(6.1)
b′
b
= (−1)b¯b¯
′
b′b (6.2)
b′
b
= bb′
The sign in the first relation comes from the fact that composition of dots on upward strands
actually corresponds to multiplication in the opposite algebra Bop.
When dots move along cups or caps, in some cases we apply the Nakayama automorphism:
(6.3) ψ(b) = b (6.4) b = b
and
(6.5) b = b (6.6) b = ψ(b) .
We also allow strands to cross. For example
b
is an element of HomH ′
B
(PQ, {−|b|, b¯}QP). (See below for an explanation of the degree shift.) Notice
that the domain of a 2-morphism is specified at the bottom of the diagram and the codomain is
specified at the top, so we compose diagrams by stacking them and reading upwards.
We assign a Z ×Z2-grading to the space of planar diagrams by defining
deg = (0, 0), deg b = deg b,
deg = (0, 0), deg = (0, 0),
deg = (δ, σ), deg = (−δ, σ).
We consider diagrams up to super isotopy fixing the vertical coordinates of the endpoints of
strands. By super isotopy, we mean the following:
(a) Any isotopy changing the diagram only in a horizontal strip of the form R × [a, b], with
0 ≤ a < b ≤ 1, containing no dots or odd cups/caps (i.e. left cups/caps if σ = 1). Any time two
odd cups or caps (i.e. left cups/caps if σ = 1) move past each other vertically, we multiply
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the diagram by −1. We may also use the relations
(6.7) = (−1)σ and =
to straighten out left zigzags.
(b) Dots may slide along strands, except that they may pick up a Nakayama automorphism
when passing along cups or caps according to (6.3)–(6.6), and when a dot of odd parity
moves vertically past a dot, cup, or cap of odd parity, we multiply the diagram by −1. In
particular, dots on distinct strands supercommute when they move past each other:
(6.8)
b
. . . b
′
= (−1)b¯b¯
′ b . . .
b′
.
Because of the sign changes involved in super isotopy invariance, we do not allow diagrams in
which odd cups, caps, or dots appear at the same height (i.e. have the same vertical coordinate).
The local relations we impose are the following:
(6.9) b = b (6.10) b = b
(6.11) = (6.12) =
(6.13) = −
∑
b∈B
b∨
b
(6.14) =
(6.15) b = trB(b) (6.16) = 0
Relation (6.13) is independent of the choice of basis B by Lemma 3.1. By local relation, we mean
that relations (6.9)–(6.16) can be applied to any subdiagram contained in horizonal strip of the
form R × [a, b], with 0 < a < b < 1, where the remainder of the strip (to the right and left of the
subdiagram) consists only of strands without dots, local minima, or local maxima. If we wish to
perform a local relation on a subdiagram in a vertical strip containing dots, local minima, and/or
local minima, we should first super isotope the diagram so that the vertical strip containing the
subdiagram no longer contains such elements.
The monoidal structure on morphisms is given by horizontal juxtaposition of diagrams. How-
ever, it is important that we specify that, when juxtaposing diagrams, any dots, local minima,
or local maxima in the left-hand diagram should be placed higher (vertically) than dots, local
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minima, or local maxima in the right-hand diagram. We always super isotope the diagrams before
juxtaposing them to ensure that this is the case.
Note that all of the graphical relations are graded. Thus, themorphism spaces ofH ′
B
areZ×Z2-
graded vector spaces and composition of morphisms is compatible with the grading. We denote
by {·, ·} the grading shift inH ′
B
.
To illustrate the concept of super isotopy, consider the diagrams
b and b .
These diagrams are not equivalent in general. Indeed, using relations (6.3)–(6.6), we see that they
are equal, respectively, to
(−1)σb¯ψ(b) and b .
Thus, they are equal precisely when ψ(b) = (−1)σb¯b.
We define the categoryHB to be the idempotent completion (also known as the Karoubi enve-
lope) ofH ′
B
. By definition, the objects ofHB consist of pairs (R, e), where R is an object ofH
′
B
and
e : R → R is an idempotent morphism. The space of morphisms in HB from (R, e) to (R
′, e′) is the
subspace of morphisms in H ′
B
consisting of g : R → R′ such that ge = g = e′g. The idempotent e
defines the identity morphism of (R, e) inHB.
Note that HB inherits the Z × Z2-grading from H
′
B
. This means that the split Grothendieck
group K′
0
(HB) ofHB is a Zq,π-algebra, where the grading shift {1, 0} corresponds to multiplication
by q and {0, 1} corresponds to multiplication by π. We define K0(HB) = K
′
0
(HB) ⊗Zq,π k (see (5.1)).
The monoidal structure inHB descends to a multiplication in K0(HB).
Remark 6.1. We could have chosen to defineH ′
B
andHB as 2-categories. More precisely, we have
a two category H ′
B
whose set of objects is Z. For n,m ∈ Z, the morphisms from m to n are given
by the subcategory of H ′
B
whose objects are sequences of P’s and Q’s such that the total number
of P’s minus the total number of Q’s is equal to n −m. Vertical composition is composition in the
category H ′
B
and horizontal composition is given by the monoidal structure on H ′
B
. Then HB is
again the idempotent completion of H ′
B
.
Remark 6.2. Several categories appearing in the literature are special cases of the categoryHB (or
2-category HB) for appropriate choices of Frobenius algebra B.
(a) If B = F, then the categoryHF is precisely the categoryH of [Kho14].
(b) The 2-category H ′
Γ
of [CL12] is a special case of the 2-category H ′
B
of Remark 6.1 for the
choice B = Λ∗(V) ⋊ Γ, where Γ is a finite subgroup of SL2(F) and V is the natural two-dimensional
representation of Γ. In this case, δ = 2, σ = 0, and ψB = idB (i.e. B is a symmetric algebra). In
addition, the object P of HΓ’ is the object {−1}P of H
′
B
. As a result, the degrees of the cups and
caps in [CL12] are shifted relative to their degrees in the current paper.
(c) The 2-category H Γ of [CL12, §6.1] is also a special case of the 2-category HB, where B is
a skew-zigzag algebra of [HK01]. The particular skew-zigzag algebra needed to recover H Γ is
described in [CLS14, §2.3]. An upward strand labeled i in H Γ is the (identity morphism of the)
element (P, ei) of the Karoubi envelopeHB, where ei is the idempotent in the skew-zigzag algebra
corresponding to a path of length zero at vertex i.
(d) The categoryH t of [CS15, §6] is the special case of the categoryHB for B = Cl.
(e) The categoryH−
Γ
of [HS] is the special case of the categoryHB for B = (Λ
∗(V) ⋊ Γ) ⊗ Cl.
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7. Action ofHB on module categories
In this section we define an action of HB on the category of modules
⊕
n≥0 An-mod. More
precisely, for each n ∈N, we will define a functor
Fn : HB →
⊕
m∈Z
(Am,An)-bimod.
Then the composition
(7.1) F : HB
⊕
n∈N Fn
−−−−−−→
⊕
m,n∈N
(Am,An)-bimod
M 7→M⊗−
−−−−−−→
⊕
m,n∈N
Fun(An-mod,Am-mod)
→ Fun
⊕
n∈N
An-mod,
⊕
n∈N
An-mod
 .
defines a representation of the category HB on the category
⊕
n∈N An-mod. This will categorify
the Fock space representation of the Heisenberg algebra hB.
7.1. Objects. Fix n ∈N. We define the functor Fn on objects as follows. The object P is sent to the
bimodule (k+ 1)k, and the object Q is sent to the bimodule k(k+ 1), where k is uniquely determined
by the fact that our functor should respect the tensor product and be a functor to the category⊕
m∈Z(Am,An)-bimod. For example,
Fn(PPQPQQP) = (n + 1)n(n)n−1(n)n(n)n−1(n)n(n + 1)n+1(n + 1)n
We define the Fn to be zero on any object for which the indices k become negative. For example,
F1(QQ) = 0. Finally, we declare Fn to commute with degree shifts.
7.2. Morphisms. Wenowdefine the functor onmorphisms. LetD be amorphism inHB consisting
of a single planar diagram. We label the rightmost region of the diagram D with n. We then label
all other regions of the diagram with integers such that, as we move from right to left across the
diagram, labels increase by onewhenwe cross upward pointing strands and decrease by onewhen
we cross downward pointing strands. It is clear that there is a unique way to label the regions of
the diagram in this way. For instance, the following diagram is labelled as indicated (where we
have omitted the labels of the dots).
nn−1
n + 1
n
n + 2n + 2
n+3 n+2
n+1 n
Each diagram is a composition of dots, crossings, cups and caps. Thus, we define the functors Fn,
n ∈ N, on such atoms. Since, on such atoms, the functor Fn is independent of n, we will drop the
index and describe the functor F.
7.3. Cups and caps. We define F on cups and caps by
(7.2) n + 1 7→ εR, (7.3) n 7→ ηR,
(7.4) n 7→ εL, (7.5) n + 1 7→ ηL,
where εR, ηR, εL, and ηL are the bimodule homomorphisms of Proposition 3.5. Note that the maps
(7.2)–(7.5) are degree preserving.
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7.4. Dots. It is straightforward to verify that the maps
φn : B
op → END((n + 1)n) , φ(b) =
r(
1⊗nB ⊗ b
)
, and(7.6)
φ′n : B→ END
(
n(n + 1)
)
, φ′(b) =
ℓ(
1⊗nB ⊗ b
)
,(7.7)
are algebra homomorphisms. Since the value of n will usually be clear from the context, we will
sometimes omit the subscript on φn and φ
′
n. We thus define F on dots by
(7.8) b
n
7→ φn(b) =
r(
1⊗nB ⊗ b
)
, (7.9) b
n
7→ φ′n(b) =
ℓ(
1⊗nB ⊗ b
)
.
Note that the maps (7.8) and (7.9) preserve degree.
7.5. Crossings. We define F on upwards crossings by the degree preserving map
(7.10) n 7→
(
rsn+1 : (n + 2)n → (n + 2)n
)
.
Note that rsn+1 is a homomorphism of (An+2,An)-bimodules since sn+1 commuteswith the elements
of An, viewed as a subalgebra of An+2.
Lemma 7.1. The images under F of the diagrams
(7.11)
n
and
n
are both ℓsn−1.
Proof. First note that ℓsn−1 : n−2(n) → n−2(n) is a bimodule homomorphism. The leftmost map of
(7.11) is the composition
n−2(n)  (n − 2)n−2(n)
η2
R
⊗id
−−−−→ n−2(n)n−2(n)
rsn−1⊗id
−−−−−→ n−2(n)n−2(n)
ε2
R
−→ n−2(n).
This map is uniquely determined by the image of 1n and we compute
1n 7→ 1n−2 ⊗ 1n 7→ 1n ⊗ 1n 7→ sn−1 ⊗ 1n 7→ sn−1 =
ℓsn−1(1n).
On the other hand, the rightmost map of (7.11) is the composition
n−2(n)
ηL
−→ n−2(n)n−1(n)  n−2(n)n−1(n − 1)n−1(n)
id⊗ηL⊗id
−−−−−−−→ n−2(n)n−1(n − 1)n−2(n − 1)n−1(n)
 n−2(n)n−2(n)
rsn−1⊗id
−−−−−−→ n−2(n)n−2(n)
ε2
L
⊗id
−−−−→ (n − 2)n−2(n)  n−2(n).
This map is also uniquely determined by the image of 1n and we compute
1n 7→
∑
b∈B
i∈{1,...,n}
(−1)σb¯
∨
si · · · sn−1(1
⊗(n−1)
B
⊗ b∨) ⊗ (1
⊗(n−1)
B
⊗ b)sn−1 · · · si
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7→
∑
b,c∈B
i∈{1,...,n}
j∈{1,...,n−1}
(−1)σc¯
∨
si · · · sn−1(1
⊗(n−1)
B
⊗ b∨) ⊗ s j · · · sn−2(1
⊗(n−2)
B
⊗ c∨)⊗
⊗(1
⊗(n−2)
B
⊗ c)sn−2 · · · s j ⊗ (1
⊗(n−1)
B
⊗ b)sn−1 · · · si
7→
∑
b,c∈B
i∈{1,...,n}
j∈{1,...,n−1}
(−1)b¯c¯
∨
si · · · sn−1s j · · · sn−2(1
⊗(n−2)
B
⊗ c∨ ⊗ b∨) ⊗ (1
⊗(n−2)
B
⊗ c ⊗ b)sn−2 · · · s jsn−1 · · · si
7→
∑
b,c∈B
i∈{1,...,n}
j∈{1,...,n−1}
(−1)b¯c¯
∨
si · · · sn−1s j · · · sn−2(1
⊗(n−2)
B
⊗ c∨ ⊗ b∨)sn−1 ⊗ (1
⊗(n−2)
B
⊗ c ⊗ b)sn−2 · · · s jsn−1 · · · si
7→
∑
b,c∈B
trB(c
∨)trB(b
∨)(1
⊗(n−2)
B
⊗ c ⊗ b)sn−1
(3.1)
= sn−1 =
ℓsn−1(1n),
where we have used the fact that si · · · sn−1s j · · · sn−1 ∈ Sn−2 if and only if i = j = n − 1 and that
trB(c
∨)trB(b
∨) = 0 unless b¯c¯∨ = 0. 
In light of Lemma 7.1, we define F on downwards crossings by the degree preserving map
(7.12) n 7→ ℓsn−1.
Lemma 7.2. The images under F of the diagrams
n and n
are both the bimodule homomorphism
(n)n−1(n)→ n(n + 1)n, a ⊗ a
′ 7→ asna
′.
Proof. This follows from a straightforward computation, which will be omitted. 
In light of Lemma 7.2, we define F on rightwards crossings by the degree preserving map
(7.13) n 7→
(
(n)n−1(n)→ n(n + 1)n, a ⊗ a
′ 7→ asna
′
)
.
Lemma 7.3. The images under F of the diagrams
n and n
are both the maps uniquely determined by
n(n + 1)n → (n)n−1(n), 1
⊗n
B ⊗ b 7→ 0, (1
⊗n
B ⊗ b)sn 7→ (−1)
σ1⊗nB ⊗ (1
⊗(n−1)
B
⊗ b), b ∈ B.
Proof. Since n(n + 1)n is generated, as an (An,An)-bimodule, by 1
⊗n
B
⊗ b and (1⊗n
B
⊗ b)sn, b ∈ B, it
suffices to compute the images of these elements. The image under F of the left-hand diagram is
the composition
n(n + 1)n
ηL
−→ (n)n−1(n + 1)n
id⊗ ℓsn
−−−−−→ (n)n−1(n + 1)n
id⊗εL
−−−−→ (n)n−1(n).
We have
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1⊗nB ⊗ b 7→
∑
c∈B
i∈{1,...,n}
(−1)σc¯
∨
si · · · sn−1(1
⊗(n−1)
B
⊗ c∨) ⊗ (1
⊗(n−1)
B
⊗ c ⊗ 1B)sn−1 · · · si(1
⊗n
B ⊗ b)
7→
∑
c∈B
i∈{1,...,n}
(−1)σc¯
∨
si · · · sn−1(1
⊗(n−1)
B
⊗ c∨) ⊗ (1⊗nB ⊗ c)sn · · · si(1
⊗n
B ⊗ b) 7→ 0,
and
(1⊗nB ⊗ b)sn 7→
∑
c∈B
i∈{1,...,n}
(−1)σc¯
∨
si · · · sn−1(1
⊗(n−1)
B
⊗ c∨) ⊗ (1
⊗(n−1)
B
⊗ c ⊗ 1B)sn−1 · · · si(1
⊗n
B ⊗ b)sn
7→
∑
c∈B
i∈{1,...,n}
(−1)σc¯
∨
si · · · sn−1(1
⊗(n−1)
B
⊗ c∨) ⊗ (1⊗nB ⊗ c)sn · · · si(1
⊗n
B ⊗ b)sn 7→ (−1)
σ1⊗nB ⊗ (1
⊗(n−1)
B
⊗ b),
where, in the last map, we used (3.1) and the fact that tr(c∨) = 0 unless c¯∨ = σ. The proof for the
right-hand diagram is similar.

In light of Lemma 7.3 and the sign of (−1)σ appearing in (6.7), we define F on leftwards crossings
by the degree preserving map
(7.14) n 7→
(
n(n + 1)n → (n)n−1(n), 1
⊗n
B ⊗ b 7→ 0, (1
⊗n
B ⊗ b)sn 7→ 1
⊗n
B ⊗ (1
⊗(n−1)
B
⊗ b)
)
.
7.6. Action. We now prove one of our main results: that the functors Fn are well defined. We
assume some knowledge of cyclic biadjointness and its relation to planar diagrammatics for
bimodules. We refer the reader to [Kho10] for an overview of this topic.
Theorem 7.4. The above maps give a well-defined functor
Fn : HB →
⊕
m∈Z
(Am,An)-bimod
for each n ∈N and hence define an action ofHB on
⊕
n∈N An-mod.
Proof. Since (Am,An)-bimod is idempotent complete for all m, n ∈ N, any functor from H
′
B
to⊕
m∈Z(Am,An)-bimod naturally induces a functor HB →
⊕
m∈Z(Am,An)-bimod. Thus, it suffices
to consider the categoryH ′
B
.
By Proposition 3.5, the images (n + 1)n and n(n + 1) of the objects P and Q under F are biadjoint
up to shift. In particular, the relations
(7.15) = = and (−1)σ = =
are preserved by F. The fact that F preserves invariance under local super isotopies not involving
dots then follows from Lemmas 7.1, 7.2, and 7.3. It remains to show that F preserves the relations
(6.1)–(6.16).
Relations (6.1), (6.2), (6.8). Relations (6.1) and (6.2) follow immediately from the fact that the maps
(7.6) and (7.7) are algebra homomorphisms. Relation (6.8) is satisfied since the tensor product of
algebras satisfies the supercommutation relation.
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Relations (6.3), (6.4). If we label the rightmost region of (6.3) by n, then the image under F of the
left-hand side corresponds to the composition
(n)
ηL
−→ (n)n−1(n)
φ(ψ(b))⊗id
−−−−−−−→ (n)n−1(n).
Since the bimodule (n) is generated by 1n, it suffices to consider the image of this element. We have
1n 7→
∑
c∈B
i∈{1,...,n}
(−1)σc¯
∨
si · · · sn−1(1
⊗n
B ⊗ c
∨) ⊗ (1⊗nB ⊗ c)sn−1 · · · si
7→
∑
c∈B
i∈{1,...,n}
(−1)b¯
∨ c¯∨si · · · sn−1(1
⊗n
B ⊗ c
∨ψ(b)) ⊗ (1⊗nB ⊗ c)sn−1 · · · si
(3.1)
=
∑
c,d∈B
i∈{1,...,n}
(−1)b¯
∨ c¯∨si · · · sn−1
(
1⊗nB ⊗ trB(dc
∨ψ(b))d∨
)
⊗ (1⊗nB ⊗ c)sn−1 · · · si
=
∑
c,d∈B
i∈{1,...,n}
(−1)b¯
∨ c¯∨si · · · sn−1(1
⊗n
B ⊗ d
∨) ⊗
(
1⊗nB ⊗ trB(dc
∨ψ(b))c
)
sn−1 · · · si
=
∑
c,d∈B
i∈{1,...,n}
(−1)σc¯
∨+b¯d¯si · · · sn−1(1
⊗n
B ⊗ d
∨) ⊗
(
1⊗nB ⊗ trB(bdc
∨)c
)
sn−1 · · · si
(3.1)
=
∑
d∈B
i∈{1,...,n}
(−1)b¯
∨d¯∨si · · · sn−1(1
⊗n
B ⊗ d
∨) ⊗ (1⊗nB ⊗ bd)sn−1 · · · si
=
ℓ(
1n+1 ⊗ (1
⊗n
B ⊗ b)
) ∑
d∈B
i∈{1,...,n}
(−1)σd¯
∨
si · · · sn−1(1
⊗n
B ⊗ d
∨) ⊗ (1⊗nB ⊗ d)sn−1 · · · si.
The last expression above is the image of 1n under the composition
(n)
ηL
−→ (n)n−1(n)
id⊗φ′(b)
−−−−−−→ (n)n−1(n),
which is the image under F of the right-hand side of (6.3). The proof of (6.4) is straightforward
and will be omitted.
Relations (6.5), (6.6). The relation (6.5) is a straightforward computation and will be omitted. If we
label the rightmost region n, then the left-hand side of (6.6) is mapped by F to the composition
n(n + 1)n
φ′(b)
−−−→ n(n + 1)n
εL
−→ (n).
Since the bimodule n(n+1)n is generated by the elements 1
⊗n
B
⊗ c and (1⊗n
B
⊗ c)sn, for c ∈ B, it suffices
to consider the images of these elements. We have
1⊗nB ⊗ c 7→ 1
⊗n
B ⊗ bc 7→ trB(bc)1
⊗n
B , (1
⊗n
B ⊗ c)sn 7→ (1
⊗n
B ⊗ bc)sn 7→ 0.
On the other hand, the right-hand side of (6.6) is mapped by F to the composition
n(n + 1)n
φ(ψ(b))
−−−−−→ n(n + 1)n
εL
−→ (n),
and we have
1⊗nB ⊗ c 7→ (−1)
b¯c¯1⊗nB ⊗ cψ(b) 7→ (−1)
b¯c¯trB(cψ(b))1
⊗n
B = trB(bc)1
⊗n
B ,
(1⊗nB ⊗ c)sn 7→ (−1)
b¯c¯(1⊗nB ⊗ c)sn(1
⊗n
B ⊗ ψ(b)) 7→ 0.
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Thus the two maps are equal.
Relations (6.9)–(6.12). For k ∈N+, F(P
⊗k) = n+k(n + k)n. We have a natural map
A
op
k
→ END n+k(n + k)n, a 7→
rι(a),
where ι : Ak ֒→ An ⊗Ak ֒→ An+k is the natural inclusion of Ak into An+k on the right. Thus, the fact
that F preserves relations (6.9)–(6.12) follows from the corresponding relations in A2 and A3.
Relations (6.13), (6.14). We prove (6.13). Relation (6.14) is similar but much easier. If we label
the rightmost region n, then both sides of (6.13) are mapped by F to bimodule homomorphisms
n(n+1)n → n(n+1)n. Since the bimodule n(n+1)n is generatedby the elements 1
⊗n
B
⊗c and (1⊗n
B
⊗c)sn,
for c ∈ B, it suffices to consider the images of these elements. For the left-hand side, we compute
1⊗nB ⊗ c 7→ 0,
(1⊗nB ⊗ c)sn 7→ 1
⊗n
B ⊗ (1
⊗(n−1)
B
⊗ c) 7→ 1
⊗(n+1)
B
sn(1
⊗(n−1)
B
⊗ c ⊗ 1B) = (1
⊗n
B ⊗ c)sn.
We now consider the right-hand side. The first term yields the identity map. For the second term,
the summand corresponding to a fixed b ∈ B yields the compositions
1⊗nB ⊗ c 7→ 1
⊗n
B ⊗ bc 7→ trB(bc)1
⊗n
B 7→ trB(bc)1
⊗(n+1)
B
7→ trB(bc)1
⊗n
B ⊗ b
∨,
(1⊗nB ⊗ c)sn 7→ (1
⊗n
B ⊗ bc)sn 7→ 0.
Thus we see that the right-hand side of (6.13) yields
1⊗nB ⊗ c 7→ 1
⊗n
B ⊗ c −
∑
b∈B
trB(bc)1
⊗n
B ⊗ b
∨ (3.1)= 0,
(1⊗nB ⊗ c)sn 7→ (1
⊗n
B ⊗ c)sn.
Relations (6.15), (6.16). The proofs of (6.15) and (6.16) are straightforward computations and will
be omitted. 
8. Morphism spaces
In this section, we examine the morphism spaces of the categoryH ′
B
. We will freely use super
isotopy invariance, including relation (6.8), without mention.
8.1. Right curls. While relation (6.16) asserts that a left curl is equal to zero, right curls are
interesting morphisms in our category. We will use an open dot to denote a right curl and an open
dot labeled d ∈N+ to denote d right curls.
= d =
}
d dots
It follows from super isotopy invariance that open dots can be moved freely along strands, includ-
ing through cups and caps.
Lemma 8.1. We have the following equalities of diagrams:
(8.1)
b
= (−1)σb¯
ψ(b) b
= (−1)σb¯
ψ(b)
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Proof. This follows immediately from (6.3)–(6.6), (6.9), and (6.10). The sign comes from exchanging
the heights of the dot labelled b and the left cup involved in the right curl. 
Lemma 8.2. The relation
(8.2) =
holds for all possible orientations of the strands.
Proof. The case where all strands are pointing up is (6.11). The case where all strands are pointing
down follows by super isotopy invariance. The casewhere the left andmiddle strands are pointing
up and the right strand is pointing down follows easily from (6.11) and (6.12). (Here and in what
follows, the “left strand” is the strand whose top endpoint is on the left, etc.) We then have
(6.13)
= +
∑
b∈B
b∨
b
(6.10),(6.12)
= +
∑
b∈B
b∨
b
(6.14),(6.16)
=
where in the second equality we use the case where the left and middle strands are pointing up
and the right strand is pointing down (and super isotopy invariance). The case where the middle
strand is pointing up and the outer left and right strands are pointing down follows by super
isotopy invariance. The remaining cases are proved similarly. 
Lemma 8.3. We have the following equalities of diagrams:
(8.3) = +
∑
b∈B
b∨
b
(8.4) = +
∑
b∈B
b
b∨
Proof. We prove (8.3). The proof of (8.4) is analogous.
(6.6),(6.13)
= +
∑
b∈B
b∨
ψ(b)
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(6.9),(8.2)
= +
∑
b∈B
b∨
ψ(b)
(6.12)
= +
∑
b∈B
ψ(b)
b∨
Relation (8.3) then follows from (3.5) and the fact that diagrams are linear in the dots. 
Corollary 8.4. We have the following equalities of diagrams:
(8.5) d =
d
+
d−1∑
k=0
∑
b∈B
b∨
b
k
d − k − 1
(8.6)
d
=
d
+
d−1∑
k=0
∑
b∈B
b
b∨
k
d − k − 1
Proof. This follows easily from repeated application of (8.3) and (8.4). 
Under the functor F, the image of
n
is the zero map for n ≤ 0 and, for n ∈N+, is the degree (δ, σ) bimodule homomorphism
r Jn : (n + 1)n → {−δ, σ}(n + 1)n, where
Jn :=
∑
b∈B
i∈{1,...,n}
(−1)σb¯
∨
(
1
⊗(i−1)
B
⊗ b∨ ⊗ 1
⊗(n−i)
B
⊗ b
)
(i, n + 1),(8.7)
where (i, n + 1) denotes the transposition of i and n + 1. By convention, we set Jn = 0 for n ≤ 0. It
follows that the image of
n
is the zero map for n ≤ 0 and, for n ∈N+, is the degree (δ, σ) bimodule homomorphism
ℓ Jn : n(n + 1)→ {−δ, σ} n(n + 1).(8.8)
Remark 8.5. Note that in the special case B = F, we have that Jn is the Jucys–Murphy element,
which plays a crucial role in the representation theory of the symmetric group. When B = Cl,
we obtain the analogous elements of the Sergeev algebra. (See, for example, [Kle05, (13.22)].)
One should think of Jn as a generalization of the Jucys–Murphy element to more general wreath
product algebras. It would be interesting to investigate which properties of the usual Jucys–
Murphy elements hold in the more general setting.
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8.2. Bubbles. For b ∈ B and d ∈N, define the bubbles
(8.9) c˜b,d =
b
d
and cb,d =
b
d
.
Lemma 8.6. We have
(8.10) c˜b,d = c˜ψ(b),d, cb,d = cψ(b),d for all b ∈ B, d ∈N.
and, if σ = 1, then
(8.11) c˜b,d = 0 = cb,d for all b ∈ B, d ∈ 2N+.
Proof. Equations (8.10) follow immediately from (6.3)–(6.6) and the fact that the open dots can be
slid around the circles. For b ∈ B and d ≥ 2, we have
cb,d =
b
d
= (−1)σb b
d − 1
=
ψ(b)
d − 1
= (−1)(d−1)σ
ψ(b)
d − 1
= (−1)(d−1)σ ψ(b)
d
= (−1)(d−1)σcψ(b),d
(8.10)
= (−1)(d−1)σcb,d,
from which it follows that cb,d = 0 when σ = 1 and d ∈ 2N+. The proof of the first equality in (8.11)
is analogous. 
Proposition 8.7. For b ∈ B and d ∈N, we have
(8.12) c˜b,d+1 =
d−1∑
k=0
∑
f∈B
(−1) f¯+b¯ f¯+(k+1)σ
¯f+(d+kd+1)σ c˜ fψ(b),kc f∨,d−k−1.
Note, in particular, that this implies c˜b,1 = 0.
Proof.
c˜b,d+1 =
d
b (8.6)
=
db
+
d−1∑
k=0
∑
f∈B
k
b
f
d − k − 1
f∨
(6.6)
(6.10),(6.2)
= (−1)dσb¯
d
ψ(b)
+
d−1∑
k=0
∑
f∈B
(−1) f¯+b¯ f¯+σ f¯+(d−k−1)σ
k
ψ−1( f )b
d − k − 1
f∨
(6.16)
=
d−1∑
k=0
∑
f∈B
(−1) f¯+b¯ f¯+(k+1)σ
¯f+(d+kd+1)σ k
ψ−1( f )b
d − k − 1
f∨
The result then follows from (8.10). 
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Proposition 8.8. We have the following equality of diagrams:
b
d
= b
d
+
d−1∑
k=0
∑
f∈B
(−1) f¯+σ(dk−k+1+db¯+ f¯ )
f∨
ψk−d(b)ψ−d( f )
d
+
∑
f∈B
(−1) f¯+dσb¯+σ bψ−d( f )
d
f∨
−
d−1∑
k=0
d−k−2∑
j=0
∑
f,g∈B
(−1) f¯+σ¯(dk−k+1+(d+1)
¯f )
ψk(b) f
j + k
g∨
f∨
g
d − k − j − 2
Proof.
(−1)dσb¯ b
d
(6.13)
=
d
b
+
∑
f∈B
d
b
f∨
f
(8.6)
(6.6),(6.10)
=
d
b
+
d−1∑
k=0
∑
f∈B
b
k
f
f∨ d − k − 1
+
∑
f∈B
(−1)dσ( f¯+σ)+b¯( f¯+σ)+σ f¯
f∨
d
b
ψ( f )
(6.1),(6.9)
(6.10),(8.1)
=
d
b
+
d−1∑
k=0
∑
f∈B
(−1) f¯+σ(dk−k+1+(d+1)
¯f +db¯)
f∨ d − k − 1
k
ψk(b) f
+
∑
f∈B
(−1)σ f¯ bψ−d( f∨)
d
ψ( f )
(6.12),(8.5)
=
b
d +
d−1∑
k=0
∑
f∈B
(−1) f¯+σ(dk−k+1+(d+1)
¯f +db¯)
 f∨
ψk(b) f
d − 1 −
d−k−2∑
j=0
∑
g∈B
ψk(b) f
j + k
g∨
f∨
g
d − k − j − 2

+
∑
f∈B
(−1)σ f¯ bψ−d( f∨)
d
ψ( f )
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(3.5)
=
b
d +
d−1∑
k=0
∑
f∈B
(−1) f¯+σ(dk−k+1+(d+1)
¯f +db¯)
 f
∨
ψk(b) f
d −
d−k−2∑
j=0
∑
g∈B
ψk(b) f
j + k
g∨
f∨
g
d − k − j − 2

+
∑
f∈B
(−1) f¯+σ bψ−d( f )
d
f∨
= (−1)dσb¯ b
d
+
d−1∑
k=0
∑
f∈B
(−1) f¯+σ(dk−k+1+
¯f )
f∨
ψk−d(b)ψ−d( f )
d
+
∑
f∈B
(−1) f¯+σ bψ−d( f )
d
f∨
−
d−1∑
k=0
d−k−2∑
j=0
∑
f,g∈B
(−1) f¯+σ(dk−k+1+(d+1)
¯f +db¯)
ψk(b) f
j + k
g∨
f∨
g
d − k − j − 2

Under the functor F, the image of
n
b
d
for n ∈N, is the degree (|b| + (d + 1)δ, b¯ + (d + 1)σ) bimodule homomorphism (n)→ (n) given by
(8.13)
r
∑
f∈B
i∈{1,...,n}
(−1)(d+1)σ
¯f∨+b¯ f¯∨si · · · sn−1
(
1
⊗(n−1)
B
⊗ f∨b
)
Jdn−1
(
1
⊗(n−1)
B
⊗ f
)
sn−1 · · · si
.
8.3. Endomorphismsof the identity. Wenowturnour attention to endomorphismsof the identity.
Define
(8.14) Bψ = B/〈b − ψ(b) | b ∈ B〉.
For β ∈ Bψ and d ∈ N, we define cβ,d = cb,d where b is any representative of β. This is well defined
by (8.10).
Let
N˜ :=
N if σ = 0,2N + 1 if σ = 1,
and let C be the F-vector space with basis vd, d ∈ N˜. We consider this as aN ×Z2-graded vector
space by declaring deg vd = (d + 1)(δ, σ). So
(8.15) C =
⊕
d∈N˜
Fvd, deg vd = (d + 1)(δ, σ).
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Note that, for any Z ×Z2-graded vector space V,
S(V) :=
∞⊕
k=0
Sk(V)
is a Z ×Z2-graded algebra, with product induced from the product in the tensor algebra.
Proposition 8.9. We have a surjective algebra homomorphism
(8.16) S(Bψ ⊗F C)։ ENDH ′
B
1, β ⊗ vd 7→ cβ,d, β ∈ Bψ, d ∈ N˜.
Proof. Endomorphisms of the object 1 ofH ′
B
correspond to linear combinations of closed diagrams.
Using the local relations, closed diagrams can be converted to linear combinations of diagrams
consisting of nested circles decorated with elements of B and open dots (right curls). Proposi-
tion 8.8 can be used to split apart nested circles. Then Proposition 8.7 can be used to convert
counterclockwise circles into linear combinations of products of clockwise circles. Then the result
follows from Lemma 8.6. 
Conjecture 8.10. The map (8.16) is an isomorphism.
Remark 8.11. If B = F, Conjecture 8.10 is proved in [Kho14, Prop. 3]. The proof there relies on the
fact that, when B = F, the composition
(8.17) S(Bψ ⊗F C)։ ENDH ′
B
(1)
⊕
Fn
−−−−→
∞⊕
n=0
Z(An)
is injective. However, this composition is not injective for general B. For example, the composition
(8.17) maps cb,0 to a bimodule endomorphism involving
∑
f∈B f
∨b f , which has Z-degree |b| + δ.
This is zero if |b| > 0, since the maximal degree of elements of B is δ. For the particular choice of B
made in [CL12], Conjecture 8.10 reduces to [CL12, Conj. 3].
8.4. Endomorphisms of Pn. For m ∈N+, let F[x1, . . . , xm] denote the associative F-algebra gener-
ated by x1, . . . , xm with relations xix j = (−1)
σx jxi for i , j, where we declare each xi, 1 ≤ i ≤ m, to be
of degree (δ, σ).
Definition 8.12 (The algebra Dm). For m ≥ 1, define theN-graded super vector space
Dm := F[x1, . . . , xm] ⊗F A
op
m .
Then we give Dm the structure of an associative F-algebra by declaring F[x1, . . . , xm] and Am to be
subalgebras and
xi(b1 ⊗ · · · ⊗ bm) = (−1)
σ(b¯1+···+b¯m)(b1 ⊗ · · · ⊗ bi−1 ⊗ ψ(bi) ⊗ bi+1 ⊗ · · · ⊗ bm)xi,(8.18)
xisi = sixi+1 +
∑
b∈B
1
⊗(i−1)
B
⊗ b∨ ⊗ b ⊗ 1
⊗(m−i−1)
B
,(8.19)
sixi = xi+1si +
∑
b∈B
(−1)b¯(b¯+σ)1
⊗(i−1)
B
⊗ b ⊗ b∨ ⊗ 1
⊗(m−i−1)
B
,(8.20)
for all b1, . . . , bm ∈ B and 1 ≤ i ≤ m − 1. It follows that Dm is a graded superalgebra.
Note that, if B = F, then Dm is the degenerate affine Hecke algebra of rank m. By (6.9)–(6.12),
(8.1), (8.3), and (8.4), we have a homomorphism of algebras
(8.21) χm : Dm ⊗ ENDH ′
B
1→ ENDH ′
B
P
m,
sending si, 1 ≤ i ≤ n − 1, to a crossing of strands i and i + 1, sending xi, 1 ≤ i ≤ m, to a right curl
on the i-th strand, and sending 1
⊗(i−1)
B
⊗ b ⊗ 1
⊗(m−i)
B
, b ∈ B, 1 ≤ i ≤ m, to a dot labelled b on the i-th
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strand. Here we label the strands 1, 2, . . . , n from the left and read planar diagrams from bottom
to top (i.e. an element z1z2, with z1, z2 ∈ Dm ⊗ ENDH ′
B
1 is mapped to the diagram corresponding
to z1 placed on top of the diagram corresponding to z2). Elements of ENDH ′
B
1, which consist of
closed diagrams, are placed to the right of the diagrams corresponding to elements of Dm.
Define the m-disturbance of a permutation τ ∈ Sn+m to be the number of integers between 1 and
n that are not fixed by τ. Precisely, the m-disturbance of τ is
distm τ = |{i | 1 ≤ i ≤ n, τ(i) , i}|.
We define the m-disturbance of elements of B⊗(n+m) to be zero. This yields a filtration on A
op
n+m by
taking the k-th step in the increasing filtration to be the subspace spanned by elements of total
m-disturbance at most k. Analogously, we define a filtration on Dm by setting the m-disturbance
of elements of A
op
m to be zero, and the m-disturbance of xi to be 1 for 1 ≤ i ≤ m.
For i, j ∈ {1, . . . , n}with i < j, define the degree (δ, σ) element of An
(8.22) ti, j =
∑
b∈B
(−1)σb¯+σ
(
1
⊗(i−1)
B
⊗ b∨ ⊗ 1
⊗( j−i−1)
B
⊗ b ⊗ 1
⊗(n− j)
B
)
(i, j).
Here, and in what follows, we use cycle notation for permutations. Then, for n ≥ 2, we have
(8.23) Jn−1 =
n−1∑
i=1
ti,n.
Lemma 8.13. Suppose i1, . . . , iℓ ∈ {1, . . . , n} and n < j ≤ n + m. Then, in the associated graded algebra
corresponding to the above filtration on Dm, we have tiℓ , j · · · ti2 , jti1 , j = 0 if the i1, . . . , iℓ are not all distinct
and, if i1 < i2 < · · · < iℓ, then
tiℓ , j · · · ti2 , jti1 , j = (−1)
σℓ(ℓ+1)/2
∑
b1,...,bℓ∈B
(−1)σb¯ℓ+
∑ℓ−1
s=1 b¯s b¯s+1βb1,...,bℓ(i1, i2, . . . , iℓ, j),
where βb1,...,bℓ ∈ B
⊗n is a simple tensor with k-th component equal to
• b∨
1
if k = i1,
• b∨p bp−1 if k = ip for some 2 ≤ p ≤ ℓ,
• bℓ if k = j,
• 1B if k < {i1, . . . , iℓ, j}.
Proof. The transposition (ik, j), 1 ≤ k ≤ ℓ, has m-disturbance one. If the ik are not all distinct, then
the product (iℓ, j) · · · (i2, j)(i1, j) has disturbance less than ℓ and so is zero in the associated graded
algebra. The case where i1 < i2 < · · · < iℓ follows by direct computation. 
Proposition 8.14. The map χm of (8.21) is a surjective algebra homomorphism. Its restriction to Dm is
injective.
Proof. Any diagram representing an element of ENDH ′
B
Pm can be inductively simplified to a linear
combination of standard diagrams consisting of (the image under χm) of an element of Dm and a
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closed diagram to the right:
Surjectivity of χm follows.
It remains to show that the restriction of χm to Dm is injective. For n ∈ N, we have the
composition
χm,n : Dm
χm
−−→ ENDH ′
B
(Pm)
Fn
−→ END((n +m)n),
χm,n(xi) =
r Jn+m−i, χm,n(a) =
rshiftn(a), a ∈ Am, i ∈ {1, . . . ,m},
where shiftn a denotes the shift of an element a ∈ Am given by
shiftn(β) = 1
⊗n
B ⊗ β, β ∈ B
⊗n,
shiftn(τ)(i + n) = τ(i) + n, 1 ≤ i ≤ m, shiftn(τ)(i) = i, 1 ≤ i ≤ n.
Now, END((n + m)n) ⊆ A
op
n+m, since the endomorphism algebra of an algebra R viewed as a left
R-module is naturally isomorphic to Rop, i.e., ENDR(RR, RR)  R
op. Thus, χm,n corresponds to a
map
χ′m,n : Dm → A
op
n+m.
The map χ′m,n is a homomorphism of filtered algebras. To show that the restriction of χm to Dm
is injective, it suffices to show that χ′m,n is injective for some n. We will take n large compared tom.
Note that Dm has a basis given by the elements
x(a, β, τ) := xa1
1
· · · xamm βτ, a = (a1, . . . , am) ∈N
m, β ∈ B⊗m, τ ∈ Sm.
Consider a nonzero element
(8.24) y =
∑
a,β,τ
da,β,τ x(a, β, τ) ∈ Dm,
where da,β,τ ∈ F \ {0} and the sum is over finitely many triples (a, β, τ). The element χ
′
m,n(x(a, β, τ))
belongs to the k-th step of the filtration of Am+n, where
k = a1 + · · · + am,
but not to the (k − 1)-st step. Let k0 denote the largest value of k such that χ
′
m,n(y) does not lie in
the (k − 1)-st step in the filtration of A
op
m+n. It suffices to show that, as we sum over only the terms
in (8.24) lying in the k0-th step of the filtration, the image of χ
′
m,n(
∑
da,β,τx(a, β, τ)) in the associated
graded ring ofA
op
m+n relative to them-disturbance filtration is nonzero. In other words, it is enough
to show that, for some sufficiently large n, the B⊗n-coefficients of permutations of disturbance k0 in
(8.25) χ′m,n

∑
a,β,τ
da,β,τ x(a, β, τ)
 ∈ Am+n
are not all zero.
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Choose a, β = β1 ⊗ · · · ⊗ βm, τ such that a1 + · · · + am = k0 and da,β,τ , 0. Replacing y by yτ
−1, we
may assume that τ = 1. Then we have
(8.26) χ′m,n(x(a, β, 1)) = ± shiftn(β)J
am
n J
am−1
n+1
· · · Ja1
n+m−1
.
Choose natural numbers
i1,m < i2,m < · · · iam ,m < i1,m−1 < · · · < iam−1 ,m−1 < · · · < i1,1 < · · · < ia1 ,1 < n.
(Recall that we take n to be large.) It follows from Lemma 8.13 that the B⊗m-coefficient of
(8.27) (i1,m, i2,m, . . . , iam ,m, n + 1) · · · (i1,2, i2,2, . . . , ia2 ,2, n +m − 1)(i1,1, i2,1, . . . , ia1,1, n +m)
in (8.25) is equal to the coefficent of (8.27) in (8.26) and is equal to
(8.28) ±
∑
bs,r∈B
1≤r≤m, 1≤s≤ar
(−1)
∑m
t=1
(
σb¯at,t+
∑at−1
ℓ=1
b¯ℓ,tb¯ℓ+1,t
)
shiftn(β)β
′,
where β′ ∈ B⊗(m+n) is the simple tensor with k-th component equal to
• b∨
1,r
if k = i1,r for some r = 1, . . . ,m,
• b∨s,rbs−1,r if k = is,r for some s = 2, . . . , ar, r = 1, . . . ,m,
• bar,r if k = n +m + 1 − r for some r = 1, . . . ,m (where bar,r = 1B if ar = 0),
• 1B otherwise.
Note that, in (8.28) and in what follows, we have absorbed all signs not depending on the bs,r into
the leading ±. It suffices to prove that (8.28) is nonzero. Note that, for b ∈ B, we have
(8.29) (trB ⊗ id)
∑
c∈B
(−1)b¯c¯c∨ ⊗ bc
 =∑
c∈B
trB(c
∨) ⊗ bc = 1F ⊗ b
∑
c∈B
trB(c
∨)c
 (3.1)= 1F ⊗ b,
where, in the first equality, we used the fact that trB(c
∨) = 0 unless c¯ = 0 by (3.3). Thus, applying
the map trB to the is,r-th components of (8.28) for s = 1, . . . , ar − 1 and r = 1, . . . ,m, we obtain
(8.30) ±
∑
ba1 ,1 ,...,bam,m∈B
(−1)σ
∑m
r=1 b¯r shiftn(β)β
′′,
where β′′ ∈ B⊗(m+n) is the simple tensor with k-th component equal to
• b∨ar,r if k = iar,r for some r = 1, . . . ,m,
• bar,r if k = n +m + 1 − r for some r = 1, . . . ,m (where bar,r = 1B if ar = 0),
• 1B or 1F otherwise.
Therefore, (8.30) is equal to
(8.31) ±
∑
b1,...,bm∈B
(−1)
∑m
r=1 b¯r(σ+β¯1+···+β¯m+1−r)β′′′,
where β′′′ ∈ B⊗(m+n) is the simple tensor with k-th component equal to
• b∨r if k = iar,r for some r = 1, . . . ,m,
• βm+1−rbr if k = n +m + 1 − r for some r = 1, . . . ,m (where br = 1B if ar = 0),
• 1B or 1F otherwise.
Finally, applying the map trB to the iar ,r-the components of (8.31) for r = 1, . . . ,m gives
±
(
1⊗n ⊗ β
)
,
which is nonzero. (As in (8.29), we use the fact that trB(b
∨
r ) = 0 unless b¯r = 0.) It follows that (8.28)
is nonzero, as desired. 
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Corollary 8.15. Conjecture 1 of [CL12] holds.
Proof. Recall that the category H Γ of [CL12] is a special case of the 2-category version HB of the
categoryHB defined in the current paper, where B is skew-zigzag algebra defined in [CLS14, §2.3]
(see Remark 6.2(c)). The subscript i of the algebraHn
i
of [CL12, §10.3] is a node of a Dynkin diagram
of affine ADE type corresponding to Γ. If ei is the corresponding idempotent of B, then eiBei is
two-dimensional, spanned by ei and pi, where pi is the class of a path of length two (starting and
ending at the vertex i) in the double quiver associated to Γ.
The algebra Hn
i
of [CL12] is precisely (1 ⊗ e⊗n
i
)Dn(1 ⊗ e
⊗n
i
). For k ∈ {1, . . . , n}, the yk of [CL12] are
the xk of the current paper, and the zk of [CL12] are the elements 1
⊗(k−1)
B
⊗ pi ⊗ 1
⊗(n−k)
B
∈ A
op
n ⊆ Dn.
Finally, as explained in Remark 6.2(c), the 1-morphism Pn
i
of H Γ, which is n upward pointing
strands labeled i, corresponds to the object (Pn, e⊗n
i
) of HB. Thus, Conjecture 1 of [CL12] follows
immediately from Proposition 8.14. 
Conjecture 8.16. The map χm of (8.21) is an isomorphism of algebras for all m ∈N.
Remark 8.17. In the case B = F, Conjecture 8.16 is proven in [Kho14, Prop. 4]. The map χm is also
conjectured to be an isomorphism in [CL12, Conj. 2] for the special case of B considered there. If
Conjectures 8.10 and 8.16 both hold, then ENDH ′
B
Pm  S(Bψ ⊗ C) ⊗Dm.
9. Key isomorphisms inHB
It follows from relations (6.1), (6.9)–(6.12) that we have an algebra homomorphism
(9.1) A
op
n → ENDH ′B
(Pn).
Using the adjunctions we then also have an analogous map
(9.2) An → ENDH ′
B
(Qn).
For n ∈N+ and an idempotent f ∈ B, let
(9.3) e f,(n) := ( f ⊗ f ⊗ · · · ⊗ f )
1
n!
∑
w∈Sn
w, e f,(1n) := ( f ⊗ f ⊗ · · · ⊗ f )
1
n!
∑
w∈Sn
(−1)ℓ(w)w.
By abuse of notation, we also use e f,(n) and e f,(1n) to denote the images of these elements under the
maps (9.1) and (9.2). Then, for an idempotent f ∈ B and λ = (n) or λ = (1n), n ∈N+, we define the
following objects in the categoryHB:
P
λ
f
:=
(
P
|λ|, e f,λ
)
, Qλ
f
:=
(
Q
|λ|, e f,λ
)
.
The inclusion morphisms Pλ
f
֒→ P|λ| and Qλ
f
֒→ Q|λ|
f
will be denoted, respectively, by
(9.4)
f, λ
and
f, λ
,
while the projections P|λ| ։ Pλ
f
and Q|λ|
f
։ Qλ
f
will be denoted, respectively, by
(9.5)
f, λ
and
f, λ
.
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Finally, the compositions Pλ
f
֒→ P|λ| ։ Pλ
f
and Qλ
f
֒→ Q|λ|
f
։ Qλ
f
will be denoted, respectively, by
(9.6) f, λ and f, λ .
As above, for simplicity, when drawing diagrams involving such boxes, we will sometimes draw
one curve to represent multiple strands. When there is potential for confusion, we indicate the
number of strands beside the curve.
Note that, for all idempotents f ∈ B and n ≥ k, the fact that τ
∑
w∈Sn w =
(∑
w∈Sn w
)
τ for all τ ∈ Sn
implies that
(9.7)
f, (n)
=
f, (n)
,
f, (n)
=
f, (n)
,
(9.8)
f, (n)
f, (k)
= f, (n) =
f, (n)
f, (k)
,
where the strands are either all oriented up or all oriented down. Note also that, in light of (6.9)
and (6.10), crossings of strands carrying dots may also be absorbed into boxes, leaving the dots on
uncrossed strands. For example, we have
f, (n)
=
f, (n)
.
This will be used repeatedly in the calculations to follow.
For b1, . . . , bk ∈ B and b = b1 ⊗ · · · ⊗ bk, we define
(9.9) b∨ = b∨1 ⊗ · · · ⊗ b
∨
k .
Note that b∨ is not necessarily right dual to b under the trace tr⊗n
B
; it may differ from the right dual
by a sign. We also define
(9.10) b =
b1
b2
· · ·
bk
and b =
bk
· · ·
b2
b1
.
We then define strands carrying dots labeled by arbitrary elements of B⊗k, k ∈N+, by linearity.
Lemma 9.1. For all idempotents f, g ∈ B and m, n ∈N+, we have
(9.11)
f, (n) g, (m)
f, (n) g, (m)
=
min{m,n}∑
ℓ=0
∑
b∈B⊗ℓ
(−1)ℓ
m!n!
ℓ!(m − ℓ)!(n − ℓ)!
f, (n) g, (m)
f, (n) g, (m)
b∨
b
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Proof. We prove the result by induction on n. Consider first the case n = 1. We prove this case by
induction on m. The case m = 1 is simply (6.13). Then, for m > 1, we have
f, (1) g, (m)
f, (1) g, (m)
(6.13)
=
f, (1) g, (m)
f, (1) g, (m)
1 −
∑
c∈B
f, (1) g, (m)
f, (1) g, (m)
c∨
c
=
f, (1) g, (m)
f, (1) g, (m)
−m
∑
c∈B
f, (1) g, (m)
f, (1) g, (m)
c∨
c
,
where the second equality follows from the inductive hypothesis. Therefore, (9.11) holds when
n = 1.
Now suppose n > 1. Then
f, (n) g, (m)
f, (n) g, (m)
=
f, (n) g, (m)
f, (n) g, (m)
1 −m
∑
c∈B
f, (n) g, (m)
f, (n) g, (m)
c∨
c
=
min{m,n−1}∑
ℓ=0
∑
b∈B⊗ℓ
(−1)ℓ
m!(n − 1)!
ℓ!(m − ℓ)!(n − 1 − ℓ)!
f, (n) g, (m)
f, (n) g, (m)
b∨
b
−m
min{m−1,n−1}∑
ℓ=0
∑
c∈B
b∈B⊗ℓ
(−1)ℓ
(m − 1)!(n − 1)!
ℓ!(m − 1 − ℓ)!(n − 1 − ℓ)!
f, (n) g, (m)
f, (n) g, (m)
b∨⊗ c∨
b ⊗ c
38 DANIELE ROSSO AND ALISTAIR SAVAGE
=
min{m,n−1}∑
ℓ=0
∑
b∈B⊗ℓ
(−1)ℓ
m!(n − 1)!
ℓ!(m − ℓ)!(n − 1 − ℓ)!
f, (n) g, (m)
f, (n) g, (m)
b∨
b
+
min{m,n}∑
ℓ=1
∑
b∈B⊗ℓ
(−1)ℓ
m!(n − 1)!
(ℓ − 1)!(m − ℓ)!(n − ℓ)!
f, (n) g, (m)
f, (n) g, (m)
b∨
b
,
where we used the n = 1 case in the first equality and the inductive hypothesis in the second
equality. Now, for 1 ≤ ℓ ≤ min{m, n − 1}, the sum of the coefficients in front of the last two
diagrams above is equal to
(9.12) (−1)ℓ
m!(n − 1)!
(ℓ − 1)!(m − ℓ)!(n − 1 − ℓ)!
(
1
ℓ
+
1
n − ℓ
)
= (−1)ℓ
m!n!
ℓ!(m − ℓ)!(n − ℓ)!
.
In addition, when ℓ = 0, the coefficient of the second-to-last diagram above also agrees with the
right-hand side of (9.12). Finally, when ℓ = n, the coefficient of the last diagram above also agrees
with the right-hand side of (9.12). This completes the proof of the inductive step. 
There exists a covariant autoequivalence Ω′ : H ′
B
→ H ′
B
which is the identity on objects and,
on morphisms, maps a diagram D to (−1)w(D), where w(D) is the number of crossings in D. The
functor Ω′ induces a covariant autoequivalence Ω of HB squaring to the identity. It is clear that
for any n ∈N+ and idempotent f ∈ B, we have
Ω′
(
e f,(n)
)
= e f,(1n), Ω
′
(
e f,(1n)
)
= e f,(n).
Thus,
(9.13) Ω
(
P
(n)
f
)
= P
(1n)
f
, Ω
(
P
(1n)
f
)
= P
(n)
f
, Ω
(
Q
(n)
f
)
= Q
(1n)
f
, Ω
(
Q
(1n)
f
)
= Q
(n)
f
.
Wewill often need to consider the sum of several copies of an object ofHB with different shifts.
To simplify notation, if V is aZ ×Z2-graded vector space over Fwith a homogeneous basis {v}v∈b
and (M, h) is an object ofHB, then we define the notation
(9.14) V ⊗ (M, h) :=
⊕
v∈b
{|v|, v¯}(M, h).
It is clear that the above is independent of the chosen basis of V.
The following theorem is one of the key indegredients in the proof of our main theorem
(Theorem 10.5). It is a categorical analogue of the relations of Proposition 5.5 and Remark 5.4.
Theorem 9.2. Suppose f, g ∈ B are idempotents, n,m ∈ N+, and i ∈ {r + 1, . . . , ℓ}. Then, in the category
HB, we have the following isomorphisms:
Q
(n)
f
⊗Q
(m)
g  Q
(m)
g ⊗Q
(n)
f
, Q
(1n)
f
⊗Q
(1m)
g  Q
(1m)
g ⊗Q
(1n)
f
,(9.15)
P
(n)
f
⊗ P
(m)
g  P
(m)
g ⊗ P
(n)
f
, P
(1n)
f
⊗ P
(1m)
g  P
(1m)
g ⊗ P
(1n)
f
,(9.16)
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n⊕
k=0
Q
(2k)
ei ⊗Q
(2n−2k)
ei 
n−1⊕
k=0
Q
(2k+1)
ei ⊗Q
(2n−2k−1)
ei ,(9.17)
n⊕
k=0
P
(2k)
ei ⊗ P
(2n−2k)
ei 
n−1⊕
k=0
P
(2k+1)
ei ⊗ P
(2n−2k−1)
ei ,(9.18)
Q
(n)
f
⊗ P
(m)
g 
⊕
k≥0
Sk( fBg) ⊗
(
P
(m−k)
g ⊗Q
(n−k)
f
)
,(9.19)
Q
(1n)
f
⊗ P
(1m)
g 
⊕
k≥0
Sk( fBg) ⊗
(
P
(1m−k)
g ⊗Q
(1n−k)
f
)
,(9.20)
Q
(n)
f
⊗ P
(1m)
g 
⊕
k≥0
Λk( fBg) ⊗
(
P
(1m−k)
g ⊗Q
(n−k)
f
)
,(9.21)
Q
(1n)
f
⊗ P
(m)
g 
⊕
k≥0
Λk( fBg) ⊗
(
P
(m−k)
g ⊗Q
(1n−k)
f
)
,(9.22)
where we have used the notation from (9.14). Note that the space fBg appearing above is naturally
isomorphic (as a vector space) to HOMB(B f,Bg).
Proof. To show (9.16), let λ = (n), µ = (m) or λ = (1n), µ = (1m), and consider the morphisms
(9.23)
f, λ g, µ
g, µ f, λ
and
g, µ f, λ
f, λ g, µ
.
The first morphism of (9.23), followed by the second, is equal to
f, λ g, µ
g, µ f, λ
f, λ g, µ
(6.9),(6.10)
(8.2),(9.8)
=
f, λ g, µ
f, λ g, µ
(6.12)
=
f, λ g, µ
f, λ g, µ
.
Similarly, the second morphism of (9.23), followed by the first, is also equal to the identity. Thus,
the morphisms of (9.23) are inverses of each other. This gives the isomorphism (9.16). The proof
of (9.15) is analogous.
It follows from the fact that the representation theory of Sn is governed by the algebra of Schur
Q-functions (see [Jo´z89, §4C] or themore recent [WW12, Th. 3.5]) and the identity [Mac95, III, (8.2)]
that we have an isomorphism of S2n-modules
n⊕
k=0
S2n
(
e(2k) ⊗ e(2n−2k)
)

n−1⊕
k=0
S2n
(
e(2k+1) ⊗ e(2n−2k−1)
)
.
Note that no parity shifts are needed in the above isomorphism because Sme(m) is a typeQmodule
for all m ∈N+, and hence all summands above are invariant under parity shift. Tensoring on left
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with P⊗2n
i
 B⊗2ne⊗2n
i
over S2n yields an isomorphism of B
⊗2n ⋊ S2n-modules
n⊕
k=0
B⊗2n
(
e(2k)〈i〉 ⊗ e(2n−2k)〈i〉
)

n−1⊕
k=0
B⊗2n
(
e(2k+1)〈i〉 ⊗ e(2n−2k−1)〈i〉
)
.
Thus, there exists an invertible element in
HomB⊗2n⋊S2n

n⊕
k=0
B⊗2n
(
e(2k)〈i〉 ⊗ e(2n−2k)〈i〉
)
,
n−1⊕
k=0
B⊗2n
(
e(2k+1)〈i〉 ⊗ e(2n−2k−1)〈i〉
)

n⊕
k=0
m−1⊕
k′=0
(
e(2k)〈i〉 ⊗ e(2n−2k)〈i〉
)
B⊗2n
(
e(2k′+1)〈i〉 ⊗ e(2n−2k′−1)〈i〉
)
.
Under the map (9.2), this yields the isomorphism (9.17). The proof of (9.18) is analogous.
The isomorphism (9.19) requires a little more work. Fix a homogeneous basis B of Bwith right
dual basis B∨. For 0 ≤ k ≤ min{m, n} and b = b1 ⊗ · · · ⊗ bk ∈ B
⊗k, we define
αb =
g, (m − k) f, (n − k)
f, (n) g, (m)
b
: Q
(n)
f
⊗ P
(m)
g → {|b
∨|, b¯∨}(P
(m−k)
g ⊗Q
(n−k)
f
).
The degree of this diagram is the sum of the degrees of the caps and the dots, and so is equal to
k(−δ, σ) + (|b|, b¯) = (−|b∨|, b¯∨). Note also that αb = 0 if ψ
−1(g)bℓ f = 0 for some ℓ ∈ {1, . . . , k}.
If we let Bψ−1(g), f be a homogeneous basis of ψ
−1(g)B f ⊆ B and analogously for other idempo-
tents, we can, without loss of generality, assume that
B = Bψ−1(g), f ⊔ B(1−ψ−1(g)), f ⊔Bψ−1(g),(1− f ) ⊔B(1−ψ−1(g)),(1− f ).
Then, for all b ∈ B, we have
(9.24) ψ−1(g)b f =
b if b ∈ Bψ−1(g), f ,0 otherwise.
Notice that, if b ∈ Bψ−1(g), f and c ∈ B, then
δb,c = trB(bc
∨) = trB(ψ
−1(g)b f c∨) = trB(b f c
∨g),
and so
B∨ = B∨f,g ⊔ B
∨
f,(1−g) ⊔ B
∨
(1− f ),g ⊔ B
∨
(1− f ),(1−g).
where B∨
f,g
⊆ B∨ is the right dual basis to Bψ−1(g), f and similarly for the other idempotents. In
particular,
ψ−1(g)b f , 0 ⇐⇒ f b∨g , 0 ⇐⇒ b∨ ∈ B∨f,g.
Hence αb = 0 unless b
∨
ℓ
∈ B∨
f,g
for all ℓ = 1, . . . , k.
For a given b∨ = b∨
1
⊗ · · · ⊗ b∨
k
∈ (B∨
f,g
)⊗k, notice that there are two possibilities for e f,(k)b
∨eg,(k).
The first possibility is that there exists w ∈ Sk such that w · b
∨ = −b∨, which happens exactly if
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there exist 1 ≤ r, s ≤ k, r , s, such that b∨r = b
∨
s and b¯
∨
r = 1. If this is the case, then e f,(k)b
∨eg,(k) = 0.
The other possibility is that e f,(k)b
∨eg,(k) , 0, in which case we let
(9.25) Sb∨ = {w ∈ Sk | w · b
∨ = b∨}.
Now, let Dk
f,g
⊆ (Bψ−1(g), f )
⊗k be such that {e f,(k)b
∨eg,(k) | b ∈ D
k
f,g
} is a basis of e f,(k)Akeg,(k). Then,
taking the sum over all b ∈ Dk
f,g
, we get a 2-morphism
(9.26) αk =
⊕
b∈Dk
f ,g
αb : Q
(n)
f
⊗P
(m)
g →
⊕
b∈Dk
f ,g
{|b∨|, b¯∨}(P
(m−k)
g ⊗Q
(n−k)
f
) = (e f,(k)Akeg,(k))⊗ (P
(m−k)
g ⊗Q
(n−k)
f
)
where we have used the notation of (9.14). Since, as in (5.12), there is an isomorphism of Z ×Z2-
graded vector spaces
e f,(k)Akeg,(k)  HOMAk(Ake f,(k),Akeg,(k))  S
k(HOMB(B f,Bg)),
we can also rewrite (9.26) as
(9.27) αk : Q
(n)
f
⊗ P
(m)
g → S
k(HOMB(B f,Bg)) ⊗ (P
(m−k)
g ⊗Q
(n−k)
f
).
For 0 ≤ k ≤ min{m, n} and b ∈ B⊗k, we define
(9.28) βb =
g, (m − k) f, (n − k)
f, (n) g, (m)
b
: {|b|, b¯}
(
P
(m−k)
g ⊗Q
(n−k)
f
)
→ Q
(n)
f
⊗ P
(m)
g .
We then define
(9.29) βk =
∑
b∈Dk
f ,g
m!n!
|Sb∨ |(m − k)!(n − k)!
βb∨ : HOMAk(Ake f,(k),Akeg,(k))⊗
(
P
(m−k)
g ⊗Q
(n−k)
f
)
→ Q
(n)
f
⊗P
(m)
g .
We will prove that
(9.30) α :=
min{m,n}⊕
k=0
αk and β :=
min{m,n}∑
k=0
βk
are mutually inverse morphisms. Note that we use the notation
⊕
in the definition of α to denote
a map into a direct sum with components αk (and similarly in (9.26)) and the notation
∑
in the
definition of β to denote a map from a direct sum. In matrix notation, αwould be a column matrix
with entries αk and β would be a row matrix with entries βk.
We first prove that
(9.31) β ◦ α =
min{n,m}∑
k=0
∑
b∈Dk
f ,g
βb∨ ◦ αb = idQ(n)
f
⊗P
(m)
g
.
Now, for b ∈ B⊗k, we have
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(9.32) βb∨ ◦ αb = g, (m − k) f, (n − k)
f, (n) g, (m)
b
f, (n) g, (m)
b∨
(6.9),(6.10)
(8.2),(9.8)
=
f, (n) g, (m)
b
f, (n) g, (m)
b∨
(9.11)
=
∑
k≤ℓ≤min{m,n}
c∈(B
ψ−1(g), f
)⊗(ℓ−k)
(−1)ℓ−k(ℓ − k)!
(
m − k
ℓ − k
)(
n − k
ℓ − k
)
f, (n) g, (m)
f, (n) g, (m)
c∨⊗b∨
c ⊗ b
.
For 1 ≤ k ≤ ℓ ≤ min{m, n}, and b ∈ B⊗k, define
γ
f,n,g,m
b,ℓ
=
∑
c∈(B
ψ−1(g), f
)⊗(ℓ−k)
f, (n) g, (m)
f, (n) g, (m)
c∨⊗b∨
c ⊗ b
and γ
f,n,g,m
ℓ
=
∑
c∈(B
ψ−1(g), f
)⊗ℓ
f, (n) g, (m)
f, (n) g, (m)
c∨
c
.
Note that
(9.33) γ
f,n,g,m
ℓ
=
∑
b∈(B
ψ−1(g), f
)⊗k
γ
f,n,g,m
b,ℓ
=
∑
b∈Dk
f ,g
k!
|Sb∨ |
γ
f,n,g,m
b,ℓ
.
Thus,
min{n,m}∑
k=0
∑
b∨∈Dk
f ,g
m!n!
|Sb∨ |(m − k)!(n − k)!
βb∨ ◦ αb
(9.32)
=
min{n,m}∑
k=0
min{n,m}∑
ℓ=k
∑
b∨∈Dk
f ,g
(−1)ℓ−k
m!n!(ℓ − k)!
|Sb∨ |(m − k)!(n − k)!
(
m − k
ℓ − k
)(
n − k
ℓ − k
)
γ
f,n,g,m
b,ℓ
=
min{n,m}∑
k=0
min{n,m}∑
ℓ=k
(−1)ℓ−k
m!n!
k!(ℓ − k)!(m − ℓ)!(n − ℓ)!

∑
b∨∈Dk
f ,g
k!
|Sb∨ |
γ
f,n,g,m
b,ℓ

(9.33)
=
min{n,m}∑
ℓ=0
ℓ∑
k=0
(−1)ℓ−k
m!n!
k!(ℓ − k)!(m − ℓ)!(n − ℓ)!
γ
f,n,g,m
ℓ
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=
min{n,m}∑
ℓ=0
m!n!
ℓ!(m − ℓ)!(n − ℓ)!

ℓ∑
k=0
(−1)ℓ−k
ℓ!
k!(ℓ − k)!
γ f,n,g,mℓ
= γ
f,n,g,m
0
= id
Q
(n)
f
⊗P
(m)
g
,
where, in second-to-last equality, we have used the fact that the sum in parentheses in the penul-
timate line above is the binomial expansion for (1 − 1)ℓ when ℓ ≥ 1. Thus, (9.31) is satisfied.
Now, for b ∈ B⊗k
′
and c ∈ B⊗k, consider the composition
αc ◦ βb∨ =
g, (m − k′) f, (n − k′)
f, (n) g, (m)
b∨
g, (m − k) f, (n − k)
c
.
Notice that this composition is zero if k , k′ because, in that case, whenwe expand the idempotents
of the symmetric group as permutations, it will be impossible to match all caps and cups to get
circles and all diagrams will contain a left curl, which is zero by (6.16). When k = k′, again we
get left curls for any permutation in the box f, (n) that is not in Sn−k × Sk and any permutation
in the box g, (m) that is not in Sk × Sm−k. Also, for any permutation in Sn−k × Sk from f, (n) we
have exactly (m − k)! permutations in g, (m) that make it so there are no left curls. When those
conditions are satisfied, the circles in the middle will give coefficients of trB(c f b
∨g) which equals
δb,c when b
∨ ∈ B∨
f,g
and equals zero otherwise. Recall that Sb∨ = {w ∈ Sk | wb
∨w−1 = b∨}. Then,
among the k! elements of Sk, only |Sb∨ | of them will give that all the circles are nonzero. Therefore,
after resolving the loops and circles and using (6.14), we have
αc ◦ βb∨ =

|Sb∨ |(n−k)!(m−k)!
n!m! idP(m−k)g Q
(n−k)
f
if b = c (up to permutation), b∨p ∈ B
∨
f,g
for all 0 ≤ p ≤ k,
0 otherwise.
Now, if c,b ∈ Dk
f,g
, then the condition b∨p ∈ B
∨
f,g
is automatically satisfied for all 0 ≤ p ≤ k and b
is a permutation of c if and only if b = c (otherwise the elements of Dk
f,g
would not be linearly
independent). Thus α ◦ β is also the identity morphism, completing the proof of (9.19).
Considering the autoequivalenceΩ, (9.20) follows from (9.19) by (9.13). The proof of the isomor-
phism (9.21) is analogous to theproof of (9.19) except thatwe replace everywhere idempotents eg,(k),
k ∈N+, by eg,(1k), and change the definition of Sb∨ in (9.25) to be Sb∨ = {w ∈ Sk | w ·b
∨ = (−1)ℓ(w)b∨}.
Finally, (9.22) follows from (9.21) by another application of the functorΩ. 
Remark 9.3. Note that the isomorphisms (9.17) and (9.18) are categorical analogues of the relations
(5.6) and (5.7). Since those relations are missing in [CS15, Prop. 5.1] and [HS, Prop. 1] (see
Remark 5.7), the authors of those papers do not prove the corresponding isomorphisms in the
44 DANIELE ROSSO AND ALISTAIR SAVAGE
categories they consider.2 Fortunately, these isomorphisms do in fact hold, as can be seen by
specializing (9.17) and (9.18) for the appropriate choices of B (see Remark 6.2). Thus, the assertions
in [CS15, HS] that there exists a map from the Heisenberg algebra to the Grothendieck group of
the categories defined in those papers remain true.
10. Main result
We now prove our main theorem, which identifies the Grothendieck group of the categoryHB
with the Heisenberg algebra hB.
By Proposition 5.5 and Theorems 7.4 and 9.2, we have maps
(10.1) hB
p
−→ K0(HB)
K0(F)
−−−→ End
⊕
n∈N
K0(An-pmod)
 .
It follows from the definitions of Section 7 and [RS15a, Th. 5.7] that the composition K0(F) ◦ p is the
Fock space representation of hB (the representation induced from the trivial representation of H
−).
ViewingQ as a k-module via q 7→ 1, π 7→ 1, we can extend scalars from k toQ. Recall that hB ⊗kQ
is the Heisenberg double of H+ ⊗k Q (see Remark 5.2). Since the Fock space representation of a
Heisenberg double is faithful by [SY15, Th. 2.11], we have that p is injective.
Lemma 10.1. Every object ofH ′
B
is isomorphic to a direct sum of shifts of objects of the form PnQm.
Proof. Bydefinition, objects ofH ′
B
aredirect sumsof shifts ofwords inP andQ. Taking f = g = 1 ∈ B
and m = n = 1 in (9.19), we have an isomorphism in HB where all the idempotents involved are
1. Therefore, it is actually an isomorphism inH ′
B
. We can then use that isomorphism to move any
Q’s past the P’s all the way to the right, and the result follows. 
Lemma 10.2. If δ , 0, (where (−δ, σ) is the degree of the trace map trB of B), then ENDH ′
B
(PnQm)i,ǫ = 0
when i < 0 and ENDH ′
B
(PnQm)0,0  (A
op
n )0,0 ⊗F (Am)0,0.
Proof. Anynegative degree endomorphismmust contain a left cap, since that is the only generating
morphism of negative degree. Since all the P’s are to the left of all the Q’s, after using the local
relations we have that all left caps can be straightened out unless they are part either of a left curl
or of a closed diagram. By (6.16), in the case of a left curl the whole diagram is zero. In the second
case, by Proposition 8.9, all closed diagrams can be expressed as combinations of the bubbles cb,d
which have positive degrees. It follows that ENDH ′
B
(PnQm)i,ǫ = 0 when i < 0.
Now consider degree zero morphisms. Any instance of a right curl or of a clockwise circle,
since they have strictly positive degrees, has to be balanced by at least one instance of a left cap.
In the previous discussion for negative degree morphisms, we have already established that such
a left cap has to appear in a closed diagram, which consists of a combination of bubbles cb,d and is
therefore of strictly positive degree. It follows that no right curls nor clockwise circles can appear.
Notice also that, again because of the order in which the P’s and Q’s appear, any right cup has
to be part of a right curl or clockwise circle, and hence cannot occur. It then follows that any
morphism in ENDH ′
B
(PnQm)0,0 can be written as a braid-like diagram (containing neither caps nor
cups) possibly carrying some dots. Under the maps (9.1) and (9.2), we can then identify those as
elements of (A
op
n )0,0 ⊗F (Am)0,0. 
From Lemma 10.2 and the definition of the category HB as the idempotent completion of H
′
B
we obtain immediately the following.
2As noted in the footnote to Remark 5.7, the authors of [HS] fixed this issue in the published version of their paper.
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Corollary 10.3. If δ , 0, then every object ofHB is a direct sumof shifts of objects of the form (P
n , e)⊗(Qm, e′)
for some idempotents e ∈ An, e
′ ∈ Am.
Lemma 10.4. If δ , 0, then the map p : hB → K0(HB) of (10.1) is surjective.
Proof. By Corollary 10.3, it is enough to show that, for all n,m ∈N, and for all idempotents e ∈ An,
e′ ∈ Am, we have that the class [(P
n, e) ⊗ (Qm, e′)] ∈ K0(HB) is in the image of p. But if we take
R = Ane ∈ An-pmod and S = Ame
′ ∈ Am-pmod, we have [R]#[S] ∈ hB and
p([R]#[S]) = [(Pn, e) ⊗ (Qm, e′)]. 
We can now state our main theorem, which follows from the results of this section.
Theorem 10.5. Suppose B is anN-graded Frobenius superalgebra not concentrated inN-degree zero, and
let hB be the Heisenberg algebra associated to the tower of graded superalgebras A =
⊕
n∈N(B
⊗n ⋊ Sn) in
Definition 5.1 (with presentations as in Proposition 5.5). Then there is an isomorphism of algebras
hB  K0(HB).
Proof. If B is not concentrated in N-degree zero, then its trace map must have strictly negative
degree. That is, trB has degree (−δ, σ) for δ > 0. The map p of (10.1) was observed to be an injective
algebra map and by Lemma 10.4 it is surjective, hence it is an isomorphism. 
It follows immediately from (9.13) that the functor Ω induces the automorphism ω of Corol-
lary 5.8 on the Grothendieck group K0(HB)  hB.
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