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We investigate the mechanism of formation of supermixed soliton-like states in bosonic binary
mixtures loaded in ring lattices. We evidence the presence of a common pathway which, irrespective
of the number of lattice sites and upon variation of the interspecies attraction, leads the system from
a mixed and delocalized phase to a supermixed and localized one, passing through an intermediate
phase where the supermixed soliton progressively emerges. The degrees of mixing, localization
and quantum correlation of the two condensed species, quantified by means of suitable indicators
commonly used in Statistical Thermodynamics and Quantum Information Theory, allow one to
reconstruct a bi-dimensional mixing-supermixing phase diagram featuring two characteristic critical
lines. Our analysis is developed both within a semiclassical approach capable of capturing the
essential features of the two-step mixing-demixing transition and with a fully-quantum approach.
I. INTRODUCTION
In the last decade, a considerable attention has been
paid to the mixing-demixing transitions occurring in
bosonic binary mixtures confined in optical lattices. Such
systems, realized by means of both homonuclear [1] and
heteronuclear [2] components, show how the interplay
among the intra-species and the inter- species repulsion,
the tunneling effect and the fragmentation induced by
the periodic potential strongly affects the mixing prop-
erties and gives rise to an extremely rich phenomenol-
ogy. This includes spatial phase separation in large-size
lattices [3, 4], mixing properties of dipolar bosons [5],
quantum emulsions [6, 7], the structure of quasiparticle
spectrum across the demixing transition [8], and the in-
fluence on phase separation of thermal effects [9], inter-
species entanglement [10], and asymmetric boson species
[11]. Further aspects concerning the interlink between
demixing and the dynamics of mixtures have been ex-
plored in [12–15].
Recently, spatial phase separation has been investi-
gated for repulsive interspecies interactions in small-
size lattices [16–19]. This analysis has disclosed an
unexpectedly-complex demixing mechanism in which the
regimes with fully-separated and the fully-mixed com-
ponents are connected by an intermediate phase still ex-
hibiting partial mixing. Overall, the resulting phases fea-
ture specific miscibility properties which can be quanti-
fied by means of the entropy of mixing, an indicator orig-
inally introduced in the context of macromolecular sim-
ulations [20]. The demixing of two quantum fluids, and
their ensuing localization in different spatial domains, has
been shown to be strictly linked with the presence of crit-
icalities in several quantum indicators including, but not
limited to, ground-state energy, energy levels’ structure
and entanglement between the species [18, 21].
∗ andrea.richaud@polito.it
In this work, we aim at exploring the characteristic
regimes of the mixture when the interaction between the
condensed species is attractive. The competition between
the interspecies attraction and the intraspecies repulsions
results in a rather rich variety of phenomena which cul-
minates in the formation of a supermixed soliton, i.e. a
configuration where both condensed species localize in a
unique site.
The scope of our analysis is rather broad, both because
we take into account the possible presence of asymmetries
between the condensed species and because the analysis
itself is developed for a generic L-site trapping potential
with ring geometry. A semiclassical scheme based on the
approximation of inherently discrete quantum numbers
with continuous variables (hence the name “continuous
variable picture” (CVP)) allows one to reduce the orig-
inal quantum problem to a classical one [22–26]. The
latter, in turn, displays, in a rather transparent way, the
occurrence of critical phenomena such as the formation
of soliton-like configurations and the onset of mixing-
demixing or mixing-supermixing transitions.
Interestingly, our analysis not only highlights the fact
that the formation of a supermixed soliton constitutes a
two-step process, made possible by the non-linearity of
the interspecies-attraction term, but also that this two-
step process occurs in a generic L-site potential, no mat-
ter the specific value of L. In other words, depending on
the strength of the interspecies attraction, but irrespec-
tive of the value of L, the system’s ground state exhibits
three qualitatively different spatial structures: i) the one
featuring uniform boson distribution among all the wells,
ii) the one already including the seed of the supermixed
soliton but featuring an incomplete localization and iii)
the one where the supermixed soliton is fully emerged
and developed.
The phase diagram derived within this semiclassical
approach is then validated by means of several genuinely
quantum indicators, which indeed confirm the presence
of three qualitatively different classes of ground states
and the occurrence of a two-step process leading to the
ar
X
iv
:1
90
3.
09
21
2v
2 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 28
 A
ug
 20
19
2formation of supermixed solitons.
The outline of this manuscript is the following: in Sec.
II we present the quantum model for a bosonic binary
mixture confined in a L-site potential and its semiclassi-
cal approximation. In Sec. III we present the system’s
phase diagram when the boson populations tends to in-
finity. Note that this circumstance can be interpreted as
a well-defined thermodynamic limit, in the sense of the
statistical-mechanical approach developed in [27, 28]. We
also introduce two indicators which can be conveniently
used to quantify the degree of mixing and of localization
of the two quantum fluids. Sec. IV is devoted to the
analysis of the system’s properties for finite hopping am-
plitudes. In Sec. V we present a number of quantum
indicators whose critical character corroborates the dis-
cussion developed in the previous sections. Eventually,
Sec. VI is devoted to concluding remarks.
II. THE MODEL
A. The quantum model
In this article, we focus on the supermixing effect and
on the soliton-formation mechanism in a two-component
bosonic mixture loaded in L-site potentials. The gen-
uinely quantum features of such system can be effectively
captured by the second-quantized Hamiltonian
H = −Ta
L∑
j=1
(
a†j+1aj + a
†
jaj+1
)
+
Ua
2
L∑
j=1
nj(nj − 1)
−Tb
L∑
j=1
(
b†j+1bj + b
†
jbj+1
)
+
Ub
2
L∑
j=1
mj(mj − 1)
+W
L∑
j=1
njmj , (1)
an extended version of the well-known Bose-Hubbard
model whose last term accounts for the attractive inter-
action between the species. Operator ai (bi) destroys a
species a (species b) boson in the i−th site. Notice that
i ∈ {1, . . . , L} and that, for L > 2, the trapping po-
tential is assumed to feature a ring geometry, a circum-
stance which results in the periodic boundary conditions
i = L + 1 ≡ 1. As a consequence of the bosonic charac-
ter of the trapped particles, the following commutation
relations hold: [ai, b
†
`] = 0, [ai, a
†
`] = [bi, b
†
`] = δi,`. The
definition of number operators, ni = a
†
iai and mi = b
†
i bi,
allows one to evidence two independent conserved quan-
tities, namely Na =
∑L
i ni and Nb =
∑L
i mi. Con-
cerning model parameters, Ta and Tb represent the tun-
nelling energy of the two species, Ua > 0 and Ub > 0
their intra-species repulsive interactions, and W < 0 the
inter-species attractive coupling.
B. A Continuous Variable Picture for the detection
of different quantum phases
An effective way to determine the ground state struc-
ture of multimode BH Hamiltonians consists in approx-
imating the inherently discrete single-site occupation
numbers nj and mj with continuous variables xj =
nj/Na and yj = mj/Nb [18, 19, 22, 24, 27, 29]. Pro-
vided that the overall boson populations, Na =
∑
j nj
and Nb =
∑
jmj , are large enough, it is in fact possi-
ble to establish a one-to-one correspondence between a
certain Fock state |n1, . . . , nL, m1, . . . , mL〉 =: |~n, ~m〉
and state |x1, . . . , xL, y1, . . . , yL〉 =: |~x, ~y〉, i.e. to turn
integer quantum numbers nj and mj into real variables
xj and yj , both ∈ [0, 1]. With this in mind, creation and
annihilation processes nj → nj ± 1 (mj → mj ± 1) can
be associated to small changes of the corresponding con-
tinuous variable, i.e. xj → xj ± a (yj → yj ± b) where
a = 1/Na  1 (b = 1/Nb  1). In the following, there-
fore, we will focus on those regimes where the total num-
ber of atoms is large enough to justify the use of the CVP,
but low enough not to break the tight-binding approxi-
mation required to obtain the single-band Bose-Hubbard
Hamiltonian (1). The application of this approximation
scheme to a second-quantized Hamiltonian of the type
(1) allows one to reformulate it in terms of generalized
coordinates xj and yj and of their conjugate momenta.
As a consequence, within such scheme, the (quadratic
approximation of the) eigenvalue problem H|E〉 = E|E〉
reads
(−D + V)ψE(~x, ~y) = E ψE(~x, ~y) (2)
where
D = − Ta
Na
L∑
j=1
[(
∂xj − ∂xj+1
)√
xjxj+1
(
∂xj − ∂xj+1
)]
− Tb
Nb
L∑
j=1
[(
∂yj − ∂yj+1
)√
yjyj+1
(
∂yj − ∂yj+1
)]
is the generalized Laplacian and
V = −2NaTa
L∑
j=1
√
xjxj+1 − 2NbTb
L∑
j=1
√
yjyj+1
+
UaN
2
a
2
L∑
j=1
xj(xj − a) + UbN
2
b
2
L∑
j=1
yj(yj − b)
+WNaNb
L∑
j=1
xjyj (3)
is the generalized potential. Provided that ψE is well
localized in the global minimum of V (this condition is
3certainly achieved if Na and Nb are large enough, in that
D ∝ N−1c while V ∝ Nc, with c = a, b), potential V
provides a remarkably effective way to investigate the
ground state structure of Hamiltonian (1) as a function
of model parameters. To be more clear, the 2L-tuples
(~x, ~y) which minimize function V on its domain
R =
(~xj , ~yj) : 0 ≤ xj , yj ≤ 1,
L∑
j=1
xj =
L∑
j=1
yj = 1

correspond to those Fock states |~n, ~m〉 featuring the
largest weights |c(~n, ~m)|2 in the expansion of the ground
state, i.e. in |ψ0〉 =
∑Q
~n,~m c(~n, ~m)|~n, ~m〉, where the su-
perscript Q recalls that
Q =
(Na + L− 1)!
Na!(L− 1)!
(Nb + L− 1)!
Nb!(L− 1)! (4)
is the dimension of the constant-boson-number subspace
contained in the Hilbert space of states associated to
Hamiltonian (1).
The determination of the minimum points of poten-
tial V is of particular interest when Ta/(UaNa)→ 0 and
Tb/(UbNb) → 0. These limiting conditions, in fact, can
be regarded as a sort of thermodynamic limit accord-
ing to the statistical-mechanical approach discussed in
[27, 28] and, when they hold, the different phases of the
quantum system (1) emerge at their clearest [18, 19]. In
this limit, generalized potential (3) can be conveniently
recast as
V ≈ V
UaN2a
=
1
2
L∑
j=1
x2j +
β2
2
L∑
j=1
y2j + αβ
L∑
j=1
xjyj , (5)
an expressions which defines a new (rescaled) effective
potential which depends only on two effective parameters
α =
W√
UaUb
, β =
Nb
Na
√
Ub
Ua
. (6)
The former constitutes the ratio between the interspecies
attractive coupling and the (geometric average of) the in-
traspecies repulsions, while the latter corresponds to the
degree of asymmetry between species a and species b con-
densates. Notice, in particular, that β → 1 in the twin-
species scenario, while β → 0 when species b represents
an impurity with respect to species a. In the following,
we will assume β ∈ [0, 1] without loss of generality, as
one can always swap species labels in order for β to fall
in this interval.
Effective model parameters α and β have already
proved to be the most natural ones to describe the occur-
rence of rather complex phase-separation phenomena in
ultracold binary mixtures loaded in spatially-fragmented
geometries [19] and, in the present case, constitute the
most effective variables to capture the formation of su-
permixed solitons. Parameters α and β span, in fact, a
two-dimensional phase diagram where the various phases
included therein correspond to different functional de-
pendencies of the minimum-energy configuration (~x∗, ~y∗)
and of the relevant energy
V∗ := V (~x∗, ~y∗) := min
(~x,~y)∈R
V (~x, ~y) (7)
on α and β themselves. The presence of different func-
tional dependencies of V∗ on model parameters α and
β results in the presence of borders on the (α, β) plane
where function V∗ is not analytic, a circumstance which
strongly resembles the signature of quantum phase tran-
sitions [30].
The search for the configuration (~x∗, ~y∗) which mini-
mizes function V on its closed domain R can be carried
out in a fully analytic way. Nevertheless, the complexity
of such analysis increases with increasing lattice size L,
not only because the interior of region R gets bigger and
bigger but also (and above all) because the boundary of
R gets increasingly complex and branched. Indeed, for
wide regions of the (α, β) plane, it is on the boundary of
R that V∗ falls, a circumstance which makes it necessary
its complete exploration (see [18] for further details on
the systematic analysis of the closed (2L− 2)−polytope
representing the domain R).
III. THE MIXING-SUPERMIXING PHASE
DIAGRAM FOR Ta/(UaNa), Tb/(UbNb)→ 0
The search for the configuration (~x, ~y) minimizing ef-
fective potential (5), on its domain R has been devel-
oped according to the fully-analytic scheme sketched in
the previous Sec. and further illustrated in [18]. In-
terestingly, our analysis has highlighted the presence of
a common phase diagram for systems featuring L = 2
(dimer), L = 3 (trimer) and L = 4 (tetramer). Such
a phase diagram is illustrated in Figure 1 and includes
three phases:
i) Phase M (Mixed) occurs for α > −1 and features
uniform boson distribution among the L wells and mixing
of the two species;
ii) Phase PL (Partially Localized), present for α < −1
and β < −1/α, is such that the minority species, i.e.
species b (since Nb
√
Ub < Na
√
Ua), conglomerates and
forms a soliton, while the majority species, i.e. species a,
occupies all available wells, even if not in a uniform way;
iii) Phase SM (SuperMixed) is marked by the presence
of a supermixed soliton (and full localization), meaning
that both species conglomerate in the same well.
These three systems therefore feature a common path-
way which, upon variation of control parameters α and β,
leads from the uniform and mixed configuration (phase
M) to the supermixed soliton (phase SM), through the
intermediate phase (phase PL), characterized by partial
localization, i.e already showing the seed of the soliton,
whose emergence, in turn, is due to the localizing effect
of the interspecies attraction. For this reason, we con-
jecture that the mechanism of formation of supermixed
4M
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FIG. 1. Phase diagram of a bosonic binary mixture featur-
ing attractive interspecies coupling and confined in a generic
L−site potential. Each of the three phases is associated to
a specific functional dependence of the minimum-energy con-
figuration (~x∗, ~y∗) and of V∗ (see relations (7)) on parameters
(6). Phase M is the uniform and mixed one, phase PL fea-
tures a soliton just in the minority species, while phase SM
exhibits the presence of a supermixed soliton. Red dashed
(solid) line corresponds to a phase transition where the first
(second) derivative of V∗ with respect to α is discontinuous.
Phase (~x∗, ~y∗) V∗
M
x∗,j = 1/L ∀j
y∗,j = 1/L ∀j
V M∗ =
1
2L
(β2 + 2αβ + 1)
PL
x∗,i = [1− (L− 1)αβ]/L
x∗,j = [1 + αβ]/L ∀j 6= i
y∗,i = 1, y∗,j = 0 ∀j 6= i
V PL∗ =
1
2L
[1 + 2αβ
+β2(L− (L− 1)α2)]
SM
x∗,i = 1
x∗,j = 0 ∀j 6= i
y∗,i = 1, y∗,j = 0 ∀j 6= i
V SM∗ =
1
2
(β2 + 2αβ + 1)
TABLE I. Summary of the different functional dependencies
of the minimum-energy configuration and of the relevant value
of the effective potential (see relations (7)) in each of the three
phases.
solitons is the same regardless of the value of L. To bet-
ter connote the three presented phases, in Table I we give
the explicit expressions of (~x∗, ~y∗) as functions of model
parameters α and β, together with the relevant value of
V∗ (recall relations (7)), in each of the three phases.
We remark that the results listed in Table I have been
derived in an analytic way (and numerically checked by
means of a brute-force minimization of potential (5)) for
L = 2, 3, 4 while it is quite natural to conjecture the
validity of these results also for L ≥ 5. To corroborate
our conjecture, it is worth observing that, for any L,
V∗ = V∗(α, β) is continuous everywhere in the half-plane
{(α, β) : α ≤ 0 and 0 ≤ β ≤ 1}. In particular, equations
V M∗ (α = −1, β) = V PL∗ (α = −1, β)
and
V PL∗ (α, β = −1/α) = V SM∗ (α, β = −1/α)
hold, respectively, at phase M-PL and phase PL-SM bor-
ders. On the other hand, one can easily realize that
the first derivative ∂V∗/∂α is discontinuous at α = −1
while the second derivative ∂2V∗/∂α2 is discontinuous
at β = −1/α, regardless of the specific value of L (see
the first panel of Figure 3). This difference in the non-
analyticity properties of V∗ at the two phase boundaries
is a direct consequence of the specific functional depen-
dence of x∗,j ’s and y∗,j ’s on model parameters α and β
in each of the three phases (see second column of Table
I). The minimum energy configuration (~x∗, ~y∗), in fact,
features a jump discontinuity at transition M-PL while
it is continuous at transition PL-SM. In this regard, one
can notice that (~x∗, ~y∗) exhibits the same ZL symmetry
of the trapping potential just in phase M. By making
the control parameter α more negative, one crosses the
M-PL border and such symmetry suddenly breaks. A
soliton starts to emerge in a certain well, although the
remaining L − 1 wells still include part of the majority
species (i.e. species a). Further increasing |α|, the soli-
ton emerges in a clearer and sharper way, since all the
remaining wells are gradually emptied by the localizing
effect of the interspecies attraction. At border PL-SM,
the latter has become so strong that both species are
fully localized in a certain well, leaving all the remaining
ones empty: the supermixed soliton is now completely
formed and a further increase of |α| has no effect on the
minimum energy configuration (~x∗, ~y∗). This scenario is
pictorially illustrated in Figure 2 for the case L = 3. We
recall that generalized potentials (3) and (5) have been
derived under the assumption that overall boson popula-
tions Na and Nb are large enough (see Sec. II B). If this
is not the case, the introduction of continuous variables
is no longer legitimate and, for small or zero values of Ta
and Tb, the formation of the supermixed solitons will not
occur in a continuous way with respect to the variation
of a control parameter. On the contrary, in phase PL,
the soliton will form and enlarge by incorporating one
boson at a time. This phenomenology, whose inherently
discretized essence is closely connected with the emer-
gence of the Mott-insulator phase, will be discussed in a
separate work.
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FIG. 2. Pictorial representation of the minimum-energy con-
figurations for phases M, PL and SM, in a 3-well system. Ver-
tical axis represent normalized populations x∗,j and y∗,j for
the ground state, while numbers 1, 2, 3 label the three wells.
The majority (minority) species is depicted in blue (red) and
corresponds to the left (right) columns of the histograms in
each panel. In phase M the two species are uniformly dis-
tributed in the three wells; in phase PL the minority species
forms a soliton while the majority species still occupies all
available sites; in phase SM the interspecies attraction is so
strong that a supermixed soliton is formed.
A. Entropy of mixing and Entropy of location as
critical indicators
Two indicators that are well-known in Statistical Ther-
modynamics and Physical Chemistry [20, 31], the En-
tropy of mixing and the Entropy of location, can be con-
veniently used to detect the occurrence of phase tran-
sitions in the class of systems that we are investigating
[19]. They are, respectively defined as follows:
Smix = −1
2
L∑
j=1
(
xj log
xj
xj + yj
+ yj log
yj
xj + yj
)
(8)
Sloc = −
L∑
j=1
xj + yj
2
log
xj + yj
2
. (9)
They provide complementary information about the de-
gree of non-homogeneity present in the system. Namely,
the former quantifies the degree of mixing while the latter
measures the spatial localization of the particles irrespec-
tive of their species.
By plugging the expressions of x∗,j ’s and y∗,j ’s associ-
ated to each of the three phases (see second column of
Table I) into formulas (8) and (9), one can obtain partic-
ularly simple expressions for Smix and Sloc in phase M
and in phase SM, which read
Smix,M = log 2, Sloc,M = logL,
Smix,SM = log 2, Sloc,SM = 0.
Interestingly, Smix is the same both in phase M and in
phase SM. This indicator, in fact, gives information just
about the degree of mixing of the two atomic species,
which is indeed the same both in the mixed and in the
supermixed phase. Nevertheless, the profound difference
between such phases can be appreciated by the combined
use of Smix and Sloc, as the latter quantifies the degree
of spatial delocalization of the atomic species among the
wells. In phase PL, the analytic expressions of these in-
dicators are rather complex (although straightforward to
find) and, for the sake of clarity, we prefer to give their
extreme values:
min
(α,β)∈PL
Smix =
1
2L
[
L log
(
1 +
1
L
)
+ log (1 + L)
]
max
(α,β)∈PL
Smix = log 2 ≡ Smix,SM
min
(α,β)∈PL
Sloc = 0 ≡ Sloc,SM
max
(α,β)∈PL
Sloc = log(2L)− L+ 1
2L
log(L+ 1),
which are found on the PL-SM border and on the line
β = 0. The complete scenario on the (α, β)-plane is il-
lustrated (for L = 3 sites) in the second and in the third
panel of Figure 3, where the presence of three qualita-
tively different regions is evident.
IV. THE DELOCALIZING EFFECT OF
TUNNELLING
As already mentioned, the presence of well-
recognizable phases in the plane (α, β) sharply emerges
when Ta/(UaNa) → 0 and Tb/(UbNb) → 0, two condi-
tions that can be regarded as a sort of thermodynamic
limit, according to the statistical-mechanical scheme
developed in [27, 28]. Moving away from these limits
(either because the numbers of particles Na and Nb are
not large enough or because the hopping amplitudes
Ta and Tb have a non-negligible weight in the overall
energy balance of the system), the phase diagram
illustrated in Figure 1 and discussed in Sec. III gets
smoothed and deformed, but it is still recognizable. The
changes are essentially due to the delocalizing effect of
tunnelling terms, which hinder the formation of localized
configurations, i.e. of solitons (compare Figures 2 and
4).
In a mathematical perspective, the presence of non-
zero tunnelling terms has a regularizing effect on the gen-
eralized potential (3), whose global minimum can be de-
termined with less effort than in the vanishing-tunnelling
case, since such minimum always falls in the interior
of domain R and never on its boundary. One there-
fore needs to look for the minimum-energy solution of
equations ∇V = 0, the gradient being computed with re-
spect to the 2L − 2 independent variables xj , yj where
j = 1, 2, . . . L − 1 due to particle-number-conservation
constraints.
We have fully developed this analysis for L = 2
(dimer), L = 3 (trimer) and L = 4 (tetramer). Although
6FIG. 3. Some critical indicators witnessing the presence of
three different phases in an (L = 3)-site potential (trimer)
for Ta/(UaNa)→ 0 and Tb/(UbNb)→ 0. First panel: second
derivative of functions V M∗ , V
PL
∗ and V
SM
∗ (see third column
of Table I) with respect to control parameter α for L = 3. One
can appreciate that it is discontinuous both at border PL-SM
and at border M-PL (in the latter border the first derivative
∂V∗/∂α is already discontinuous). Second and third panel:
critical indicators (8) and (9) associated to the minimum-
energy configuration (~x∗, ~y∗) (obtained, in turn, setting L =
3 in the second column of Table I). Note for the grayscale
version: phase M, SM and the lower part of PL (first panel),
M and SM (second panel) and M (third panel) correspond to
the biggest value of the associated scale. The upper part of
phase PL (first panel), the lower part of phase PL (second
panel) and phase SM (third panel) correspond to the smallest
value of the associated scale.
we refer to Figure 5 (obtained setting L = 3) for the sake
of clarity, the following observations have been proved to
hold for L = 2, 3, 4 and are conjectured to be still valid
also for L ≥ 5:
• Contrary to the zero-tunneling case, critical indi-
cators Smix and Sloc are continuous functions of
model parameters α and β. This circumstance is
due to the fact that normalized boson populations
xj ’s and yj ’s themselves no longer feature jump dis-
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Phase M Phase PL Phase SM
FIG. 4. Pictorial representation of the minimum-energy con-
figurations for a 3-well system where the tunnelling processes
are present. Vertical axis represent normalized populations
x∗,j and y∗,j for the ground state, while numbers 1, 2, 3 label
the three wells. The majority (minority) species is depicted
in blue (red) and corresponds to the left (right) columns of
the histograms in each panel. Non-zero tunnelling processes
determine the presence of residual tails at the two sides of
the soliton but they do not significantly modify the scenario
depicted in Figure 2.
continuities. Nevertheless, both indicators are still
able to witness the presence of three qualitatively
different regions in the (α, β) plane.
• Supported by tunneling processes, the mixed phase
survives beyond the border α = −1, provided that
β = Nb
√
Ub/(Na
√
Ua) is small enough. In this case,
in fact, the interspecies attraction is hindered by
the delocalizing effect of Ta and Tb so much that
it is unable to trigger soliton formation. Interest-
ingly, by resorting to the Hessian matrix associated
to effective potential (3), it is possible to derive in-
equality
α > −
√(
1 +
9
2
Ta
UaNa
)(
1 +
9
2
Tb
UbNb
)
(10)
giving the region of parameters’ space where the
uniform configuration is the least energetic one, i.e.
where the configuration xj = yj = 1/3 represents
not only a local but also the global (constrained)
minimum of function (3). This region, whose bor-
der is depicted with dashed lines in Figure 5, co-
incides (in the limit Na = Nb, Ta = Tb, Ua = Ub)
with the portion of parameters’ space where Bo-
goliubov quasi-particle frequencies are well defined
[32] (we remark that such spectrum was computed
assuming the macroscopic occupation of a momen-
tum mode).
• The formation of a supermixed soliton, the configu-
ration for which Sloc = 0, is only slightly hindered
by the presence of tunnelling processes. The lat-
ter tend to delocalize the atomic species among the
wells and are responsible for the survival of non-
zero tails in wells far from the supermixed soli-
ton. Nevertheless, such tails, which are fully re-
absorbed by the soliton only in the limit α→ −∞,
do not significantly affect the solitonic structure of
the minimum-energy configuration (see third panel
of Figure 4). This circumstance is witnessed by the
7fact that, in the upper left part of the phase di- agram, Sloc is only slightly lower than logL (see
second row of Figure 5).
FIG. 5. Entropy of mixing and Entropy of location associated to the configuration (~x, ~y) minimizing potential (3), where L = 3,
Na = Nb = 15, Ua = 1, Ub ∈ [0, 1] and W ∈ [−3, 0]. From left to right, Ta = Tb have been set, respectively, to 0.2, 0.5 and 0.8.
The dashed lines represent the border of the region where the uniform solution xj = yj = 1/3 constitutes the minimum-energy
configuration and where Bogoliubov frequencies, computed assuming the macroscopic occupation of a momentum mode, are
well defined. Their analytic expression is given by inequality (10). The solid lines constitute the border of the region where
Bogoliubov frequencies, computed assuming the macroscopic occupation of a site mode, are well defined. Their analytical
expression is given by formula (23). The comparison with Figure 3 shows that the phase diagram is modified by the presence
of tunnelling processes, but it is not disrupted by them. Note for the grayscale version: in the first row, the darkest shade
corresponds to the highest possible value of the associated scale; in (all panels of) the second row, moving from the upper left
corner to the bottom right corner, the indicator continuously varies from the minimum to the maximum of the associated scale.
With reference to Figure 5, we remark that, along the
dashed lines (representing the border between phase M
and phase PL and given by formula (10)), the Bogoliubov
frequencies computed assuming the macroscopic occupa-
tion of a momentum mode vanish [32]. Conversely, along
the solid lines (representing the border between phase
PL and phase SM and given by formula (23)), the Bo-
goliubov frequencies computed assuming the macroscopic
occupation of a site mode vanish (see Appendix A).
A. Uniform configuration for a generic L-site
potential
It is possible to analytically derive the counterpart of
inequality (10), which holds for L = 3, both for the dimer
(L = 2) and for the tetramer (L = 4). These inequalities,
ensuing from the condition that the Hessian matrix asso-
ciated to generalized potential (3) and evaluated at point
xj = yj = 1/L is positive definite, respectively read
α > −
√(
1 + 2
Ta
UaNa
)(
1 + 2
Tb
UbNb
)
(11)
and
α > −
√(
1 + 4
Ta
UaNa
)(
1 + 4
Tb
UbNb
)
. (12)
It is worth mentioning that their twin-species limits (i.e.
their expression when Na → Nb, Ua → Ub and Ta → Tb)
coincide with the inequalities giving the regions of param-
eters’ space where Bogoliubov quasi-particle frequencies
are well defined. The latter have been derived, assuming
the macroscopic occupation of a momentum mode, for
the dimer in [29] and in [32], thanks to the dynamical al-
gebra method, for a ring lattice. In view of these results
and of the rather general formulas giving the condition
for the collapse of Bogoliubov frequencies in a generic
(L ≥ 3)-site ring lattice (see [32]), it is quite natural
to conjecture that, for a generic L-site potential and for
Ta 6= Tb, Ua 6= Ub and Na 6= Nb, inequality
α > −
√[
1 + CL
TaL
UaNa
] [
1 + CL
TbL
UbNb
]
, (13)
where CL = 1 − cos(2pi/L), gives the region of param-
eters’ space where the uniform solution xj = yj = 1/L
8is the least energetic one. Conversely, going out of re-
gion (13), the uniform solution ceases to be a local (and
also the global) minimum of function (3), a circumstance
which corresponds to the onset of the transition be-
tween phase M and phase PL. Remarkably, in the limit
Ta/(UaNa) → 0 and Tb/(UbNb) → 0, inequalities (10),
(11), (12) and (13) reduce to α > −1, the condition
which was shown to constitute the border between phase
M and PL in the thermodynamic limit (see Figure 1). In
passing, one can observe that, for L = 2, the mismatch
between inequalities (13) and (11) is only apparent, in
that the former is referred to a system inherently featur-
ing the ring geometry which is absent in the dimer.
V. QUANTUM CRITICAL INDICATORS
The mechanism of formation of supermixed solitons
presented in Sec. III and IV by means of a semiclassical
approach capable of highlighting, in a rather transparent
way, the presence of three different phases in the plane
(α, β), is fully confirmed by genuinely quantum indica-
tors. To develop the quantum analysis, one has to per-
form the exact numerical diagonalization [33] of Hamil-
tonian (1) in order to determine the ground state
|ψ0〉 =
Q∑
~n, ~m
c(~n, ~m)|~n, ~m〉, (14)
the associated energy
E0 = 〈ψ0|H|ψ0〉 (15)
and the first excited levels
Ei = 〈ψi|H|ψi〉. (16)
Of particular importance for the current investigation are
coefficients c(~n, ~m) appearing in expansion (14) and de-
fined as
c(~n, ~m) = 〈~n, ~m|ψ0〉 (17)
which will be used to introduce the quantum counter-
parts of indicators (8) and (9). The diagonalization of
Hamiltonian (1) is carried out for extended sets of model
parameters, in such a way to explore vast regions of the
(α, β)-plane (recall formulas (6)), also in relation with
the presence of non-negligible hoppings Ta and Tb. This
analysis allows one to appreciate the dependence of some
genuinely quantum indicators on model parameters and,
above all, their being critical along the same curves of the
(α, β)-plane where the semiclassical approach predicts
the occurrence of mixing-supermixing transitions. For
the sake of clarity, we will refer to Figure 6, whose rows
correspond to different quantum indicators and whose
columns to different values of the hopping amplitude
T := Ta = Tb. Going from left to right, it reads
T = 0.2, 0.5, 0.8 (18)
respectively. In general, the same observations that we
made in Sec. IV concerning the delocalizing effect of
tunnelling and the impact thereof on Smix and on Sloc,
hold also within this purely quantum scenario. In par-
ticular, one can notice that: i) All quantum indicators
are continuous functions of model parameters α and β,
ii) The mixed phase is supported by tunnelling processes,
iii) The formation of supermixed solitons occurs for large
values of |α| and moderate values of β.
The quantum critical indicators which have been scru-
tinized in relation to the mixing-supermixing transitions
are the following:
Ground-state energy. Observing indicator (15), re-
garded as a function of effective model parameters α
and β, one can appreciate the presence of three differ-
ent phases (corresponding to the already discussed phase
M, phase PL and phase SM). To be more clear, function
E0(α, β) is everywhere continuous in the (α, β)-plane,
but it features non analiticities, either in its first or in its
second derivative, along two specific lines of the phase
diagram which, in turn, divide the latter into three sepa-
rate regions. The functional dependence of E0 in each of
the three regions is different, that means that the slope
∂E0/∂α and the concavity ∂
2E0/∂α
2 exhibit different
behaviours.
This circumstance is well illustrated in the first row of
Figure 6, where we have plotted ∂2E0/∂α
2 (the logarith-
mic scale has been adopted just for graphical purposes)
for three different values of the hopping amplitude. The
left panel, obtained for T/Ua = 0.2, allows one to recog-
nize two regions (in green), well separated by an interme-
diate region (in red-orange) which intercalates between
them. In the central and in the right panels, which fea-
ture bigger hopping amplitudes (T/Ua = 0.5 and 0.8 re-
spectively), the presence of the intermediate phase (phase
PL) is still evident, although it turns out to be slightly
deformed and its borders less sharp.
Entropy of mixing. In Sec. III we introduced indica-
tor (8) and discussed its ability to quantify the degree
of mixing of a semiclassical configuration (~x, ~y). A rea-
sonable quantum mechanical version of this indicator can
be constructed as follows: after determining the complete
decomposition (14) of the system’s ground state |ψ0〉 and,
in particular, the full list of coefficients (17) (the cardi-
nality of this set being given by formula (4)), one can
evaluate the entropy of mixing of |ψ0〉 by defining
S˜mix :=
Q∑
~n,~m
|c(~n, ~m)|2Smix(~n, ~m), (19)
where Smix(~n, ~m) is the entropy of mixing of the state
(~n, ~m) of the Fock basis, computed by means of formula
(8) (with the obvious identifications xj = nj/Na and
yj = mj/Nb).
The indicator thus obtained is illustrated, as a func-
tion of model parameters α and β, in the second row of
Figure 6 for the three choices (18). Especially for small
hoppings, one can observe the presence of an interme-
9diate phase (phase PL) which stands in between phase
SM and phase M. Increasing the tunnelling, the inter-
phase borders tend to get less sharp and the distinction
between the phases gets decreasingly evident. Interest-
ingly, the results given by quantum indicator (19), whose
employment requires the knowledge of the full list of co-
efficients (17), are in very good agreement with those
ones obtained within the CVP (compare the panels in
the first row of Figure 5 with the corresponding ones in
the the second row of Figure 6, obtained for the same
model parameters).
Entropy of location. With a similar reasoning, one can
define the quantum counterpart of classical indicator (9),
i.e.
S˜loc :=
Q∑
~n,~m
|c(~n, ~m)|2Sloc(~n, ~m), (20)
where coefficients c(~n, ~m) are given by formula (17) and
Sloc(~n, ~m) is the entropy of location associated to the
state (~n, ~m) of the Fock basis and computed by means of
formula (9) (with the obvious identifications xj = nj/Na
and yj = mj/Nb). The behaviour of indicator S˜loc in the
(α, β)-plane is illustrated in the third row of Figure 6.
In the three panels corresponding to values (18), similar
to the case of S˜mix, it is possible to identify phase M
(in red), phase SM (in blue), and the intermediate one
(where S˜loc varies between ≈ 0 and ≈ logL = log 3).
Its remarkable specificity and sensitivity, together with
the non-small extent of its range, make this indicator
particularly suitable for the detection of soliton-like con-
figurations. It is worth mentioning that the results ob-
tained within a purely quantum treatment (i.e. numeri-
cally diagonalize Hamiltonian (1), obtain coefficients (17)
and plug them into formula (20)) well match those ob-
tained within the semiclassical CVP approach (compare
the panels in the second row of Figure 5 with the corre-
sponding ones in the third row of Figure 6, which share
the same model parameters).
Entropy of Entanglement (EE). The degree of quan-
tum correlation between two partitions of its can effec-
tively mirror the structure of a given ground state |ψ0〉,
which, in turn, can radically change upon variation of
model parameters [17, 18, 21]. Among various possibil-
ities, we have focused on the entropy of entanglement
between species a and species b. As a consequence, the
entanglement between the two atomic species is given by
EE = −Tra(ρˆa log2 ρˆa), (21)
an expression corresponding to the Von Neumann en-
tropy of the reduced density matrix
ρˆa = Trb (ρˆ0) . (22)
The latter can be obtained, in turn, by tracing out the
degrees of freedom of species b from the ground state’s
density matrix ρˆ0 = |ψ0〉〈ψ0|. The fourth row of Figure
6 illustrates indicator EE as a function of α and β for
the three values (18).
One can notice that, when α→ 0, then EE → 0 since
in this limit the two species do not interact. Increasing
|α|, EE features a sharp peak exactly where the transi-
tion between phase M and phase PL takes place, a cir-
cumstance which has been already noticed in relation to
mixing-demixing transitions [17, 18, 21]. Further increas-
ing |α|, a plateau is reached, wherein the EE stabilizes
to the limiting value of logL = log2 3 ≈ 1.59. The ar-
gument of the logarithm (which is set to L = 3 in the
example shown in Figure 6), corresponds to the number
of semiclassical configurations minimizing potential (5)
and which are quantum-mechanically reabsorbed in the
formation of a unique non-degenerate ground state. In
other words, the L-fold degeneracy of the semiclassical
configuration corresponding to the presence of a super-
mixed soliton in one of the L wells is lifted by the presence
of tunnelling, which therefore determines the formation
of a L-faced Schro¨dinger cat.
Energy spectrum. The computation of the first excited
energy levels of the system (see formula (16)) as a func-
tion of control parameter α can give an additional phys-
ical insight and a further confirmation of the presence of
three qualitatively different phases. Figure 7 illustrates
the energy fingerprint of a L = 3 system, for β = 0.6
and the usual values (18). With reference to the left
panel, the one featuring the smallest value of T/Ua, it
is possible to distinguish three different regions wherein
the energy-levels arrangement is qualitatively different.
For small values of |α|, the levels can be shown to well
match Bogoliubov’s quasi-particles frequencies which are,
in turn, computed assuming the macroscopic occupation
of momentum mode k = 0 (see [32]). At α ≈ −1 all
these levels collapse, thus signing the end of phase M
and, further increasing |α| they manifestly rearrange (it
is worth mentioning that, for α < −1 some excited lev-
els seem to coincide with the lowest one, but, actually,
this overlap is just apparent and merely due to the scale
used for the vertical axis). Further increasing |α| down
to α ≈ −1.7, another qualitative change of the energy
levels’ structure is met, which constitutes the border be-
tween phase PL and phase SM. At such value of α, in
fact, the energy levels, although they do not collapse, as-
sume a distinctly-linear functional dependence on α. The
presence of three regions where the energy fingerprint is
qualitatively different can be noticed also in the central
and in the right panel of Figure 7, although the critical
behaviours (namely the spectral collapse and the onset of
the linear ramp) are smoothed down by the delocalizing
effect of tunnelling. In this regard, one can observe that
tunnelling is responsible also for the leftward translation
of the collapse point (see formula (10) and the discussion
thereof).
VI. CONCLUDING REMARKS
In this work, we have investigated the mechanism of
soliton formation in bosonic binary mixtures loaded in
ring-lattice potentials. Our analysis has evidencded that
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FIG. 6. Each row illustrates the behaviour of a genuinely quantum indicator as a function of model parameters α and β. Each
column corresponds to a different value of the ratio T/Ua, where T := Ta = Tb (from left to right, T/Ua = 0.2, 0.5, 0.8). First
row: second derivative of the ground-state energy E0 (see formula 15) with respect to α. The logarithmic scale is used in order
to better visualize the presence of three qualitatively different regions. Second row: quantum version of the entropy of mixing,
S˜mix (see formula 19). Third row: quantum version of the entropy of location S˜loc (see formula 20). Fourth row: entanglement
between the two condensed species, EE (see formula (21)). Model parameters L = 3, Na = Nb = 15, Ua = 1, Ub ∈ [0, 1]
and W ∈ [−3, 0] have been used. Note for the grayscale version: in the first row, the darkest shade in the central and the
bottom regions correspond to the maximum and to the minimum, respectively, of the associated scale; second row: the darkest
shade corresponds to the highest possible value of the associated scale; in (all panels of) the third row, moving from the upper
left corner to the bottom right corner, the indicator continuously varies from the minimum to the maximum of the associated
scale; fourth row: the indicator assumes the minimum (maximum) possible value in the right and in the lower part (along an
hyperbolic-like line in the vicinity of the M/PL transition) of each panel.
all these systems, irrespective of the number sites, share
a common mixing-demixing phase diagram. The latter is
spanned by two effective parameters, α and β, the first
one representing the ratio between the interspecies at-
traction and the (geometric average of) the intraspecies
repulsions, the second one accounting for the degree of
asymmetry between the species. Such phase diagram in-
cludes three different regions, differing in the degree of
mixing and localization. The first phase, occurring for
sufficiently small |α|, is the mixed one (phase M) and
it is such that the atomic species are perfectly mixed
and uniformly distributed among the wells. The second
phase (phase PL) occurs for moderate values of |α| and
sufficiently asymmetric species. It includes the seed of lo-
calized soliton-like states, although the latter are not de-
veloped in a full way. Eventually, the third phase (phase
SM), occurring for sufficiently large values of |α|, corre-
sponds to states such that both atomic species clot in the
same unique well, hence the name supermixed solitons.
After introducing the quantum model and its represen-
tation in the CVP, in Sec. III, the mixing-supermixing
transitions are derived within such semiclassical approxi-
mation scheme which transparently shows the emergence
of a bi-dimensional phase diagram. The three phases
therein not only feature specific functional dependences
of the ground-state energy on model parameters, but also
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FIG. 7. First 8 excited energy levels, obtained by means
of an exact numerical diagonalization of Hamiltonian (1), for
a L = 3-system and for T := Ta = Tb = 0.2, 0.5, 0.8 in the
left, central and right panel, respectively. Model parameters
Na = Nb = 15, Ua = 1, Ub = 0.36 and W ∈ [−1.8, 0] have
been chosen.
are characterized in terms of two critical indicators im-
ported from Statistical Thermodynamics, the entropy of
mixing and the entropy of location.
Sec. IV is devoted to the analysis when the ratio
T/(UN) is small but non-zero, i.e. how the phase di-
agram changes and gets blurred if one walks away from
the thermodynamic limit (in the sense specified within
the statistical mechanical approach developed in [27, 28]).
The delocalizing effect of tunneling is shown to favor the
mixed phase and to hinder the formation of solitons but
not to upset the presented phase diagram. Quantum in-
dicators are presented in Sec. V, whose critical behaviour
along certain lines of the phase diagram (α, β) corrobo-
rates the scenario that emerged from the semiclassical
treatment of the problem.
In conclusion, we note that the methodology on which
our analysis relies, together with the classical and quan-
tum indicators used to detect critical phenomena, can
be easily applied to systems with more complex lattice
topologies, interactions and tunnelling processes [34–38].
In view of this, and considering the increasing interest
for multicomponent condensates [39–42], our future work
will aim to extend the presented analysis to the soliton
formation’s mechanism in complex lattices and in pres-
ence of multiple condensed species.
Appendix A
In this appendix, we derive, by means of a modified
version of the Bogoliubov approximation scheme [32, 43],
the analytical expression of quasiparticles’ frequencies of
a L = 3-system when its ground state exhibits a super-
mixed soliton-like structure (namely, when it belongs to
phase SM). In this circumstance, in fact, one can rec-
ognize that there are two site modes, a1, b1, that are
macroscopically occupied, namely n1 ≈ Na−n2−n3 and
m1 ≈ Nb −m2 −m3 while the microscopically occupied
ones are a2, a3, b2 and b3. With these substitutions in
mind, one can derive H(2), the quadratic approximation
of the original Hamiltonian (1), which reads
H(2) ≈ −Ta(a†3a2 + a†2a3)− (UaNa +NbW )(n2 + n3)
−Tb(b†3b2 + b†2b3)− (UbNb +NaW )(m2 +m3).
Notice that we have neglected not only higher-order
terms but also linear terms, since the latter contribute
just to the ground-state energy but do not affect the
characteristic frequencies and, in general, they can be
removed by a suitable unitary transformation.
Recognizing that terms
J+ = a2a
†
3, J− = a
†
2a3, J3 =
1
2
(n3 − n2)
constitute the two-boson realization of algebra su(2), one
can easily diagonalize H(2) enacting the unitary transfor-
mation Uϕ = e
ϕ
2 (J+−J−) which gives
Uϕ(J+ + J−)U†ϕ = 2J3 sinϕ+ (J+ + J−) cosϕ.
Treating in the same way terms bj ’s, it is straightforward
to derive diagonal Hamiltonian
HD = n2(Ta−UaNa−NbW ) +n3(−Ta−UaNa−NbW )
+m2(Tb − UbNb −NaW ) +m3(−Tb − UbNb −NaW ),
an expression where the coefficients of number opera-
tors constitute the Bogoliubov quasiparticles’ frequen-
cies, namely HD = ω2n2 + ω3n3 + Ω2m2 + Ω3m3. As
illustrated in Figure 8, the agreement between the spec-
trum envisaged by this approximation scheme and the
exact one, obtained numerically, is good, not only qual-
itatively (same linear behaviour) but also quantitatively
(< 10% of difference if |α| is large enough). This agree-
ment rapidly improves as soon as the numbers of particles
Na and Nb increase.
Interestingly, the simultaneous validity of conditions
ω2 > 0, ω3 > 0, Ω2 > 0, Ω3 > 0 (23)
gives the region of paramaters’ space where Hamiltonian
HD is lower bounded, i.e. the region where the super-
mixed soliton-like configuration is estimated to be stable.
The border of this region corresponds to the solid lines
present in Figure 5 which, in turn, stand where indicators
Smix and Sloc illustrated therein feature criticalities.
In conclusion, we remark that the approximation
scheme developed in this appendix is based on the as-
sumption of macroscopic occupation of site modes (one
for each component) and that it is able to estimate the
energy spectrum for large values of |α|, i.e. in phase SM.
This scheme is therefore fundamentally different from the
one developed in [32] and linked to condition (10), since
the latter was based on the assumption of macroscopic
occupation of momentum mode k = 0 and was therefore
intended to approximate the energy spectrum for small
values of |α| (a circumstance corresponding, in turn, to
uniform boson configuration, i.e. to phase M).
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FIG. 8. Red solid lines: first excited levels of the exact
spectrum obtained by means of numerical diagonalization
of Hamiltonian (1). Blue dashed lines: Bogoliubov char-
acteristic frequencies present in diagonal Hamiltonian HD.
The following model parameters have been chosen: L = 3,
Ta = Tb = 0.2, Ua = 1, Ub = 0.36, Na = Nb = 15,
W ∈ [−1.8, 0].
[1] P. Soltan-Panahi, J. Struck, P. Hauke, A. Bick,
W. Plenkers, G. Meineke, C. Becker, P. Windpassinger,
M. Lewenstein, and K. Sengstock, Nat. Phys. 7, 434
(2011).
[2] J. Catani, L. De Sarlo, G. Barontini, F. Minardi, and
M. Inguscio, Phys. Rev. A 77, 011603 (2008).
[3] T. Mishra, R. V. Pai, and B. P. Das, Phys. Rev. A 76,
013604 (2007).
[4] F. Lingua, M. Guglielmino, V. Penna, and B. Ca-
pogrosso Sansone, Phys. Rev. A 92, 053610 (2015).
[5] P. Jain and M. Boninsegni, Phys. Rev. A 83, 023602
(2011).
[6] P. Buonsante, S. M. Giampaolo, F. Illuminati, V. Penna,
and A. Vezzani, Phys. Rev. Lett. 100, 240402 (2008).
[7] T. Roscilde and J. I. Cirac, Phys. Rev. Lett. 98, 190402
(2007).
[8] K. Suthar and D. Angom, Phys. Rev. A 93, 063608
(2016).
[9] A. Roy and D. Angom, Phys. Rev. A 92, 011601 (2015).
[10] W. Wang, V. Penna, and B. Capogrosso-Sansone, New
J. Phys. 18, 063002 (2016).
[11] A. Belemuk, N. Chtchelkatchev, A. Mikheyenkov, and
K. Kugel, New J. Phys. 20, 063039 (2018).
[12] K. Kasamatsu and M. Tsubota, Phys. Rev. A 74, 013617
(2006).
[13] M. Mel-Messeguer, B. Julia-Diaz, M. Guilleumas,
A. Polls, and A. Sanpera, New J. Phys. 13, 033012
(2011).
[14] C. Ticknor, Phys. Rev. A 88, 013623 (2013).
[15] A. Richaud and V. Penna, New J. Phys. 20, 105008
(2018).
[16] P. Mujal, B. Julia´-Dı´az, and A. Polls, Phys. Rev. A 93,
043619 (2016).
[17] F. Lingua, A. Richaud, and V. Penna, Entropy 20, 84
(2018).
[18] V. Penna and A. Richaud, Sci. Rep. 8, 10242 (2018).
[19] A. Richaud, A. Zenesini, and V. Penna, Sci. Rep. 9, 6908
(2019).
[20] M. Camesasca, M. Kaufman, and I. Manas-Zloczower,
Macromol. Theory Simul. 15, 595 (2006).
[21] F. Lingua, G. Mazzarella, and V. Penna, J. Phys. B: At.
Mol. Opt. Phys. 49, 205005 (2016).
[22] R. W. Spekkens and J. E. Sipe, Phys. Rev. A 59, 3868
(1999).
[23] J. Javanainen, Phys. Rev. A 60, 4902 (1999).
[24] T.-L. Ho and C. V. Ciobanu, J. Low Temp. Phys. 135,
257 (2004).
[25] P. Zi, J. Chwedeczuk, B. Ole, K. Sacha, and M. Trip-
penbach, EPL 83, 64007 (2008).
[26] P. Buonsante, R. Burioni, E. Vescovi, and A. Vezzani,
Phys. Rev. A 85, 043625 (2012).
[27] P. Buonsante, V. Penna, and A. Vezzani, Phys. Rev. A
84, 061601 (2011).
[28] N. Oelkers and J. Links, Phys. Rev. B 75, 115119 (2007).
[29] F. Lingua and V. Penna, Phys. Rev. E 95, 062142 (2017).
[30] S. Sachdev, Quantum phase transitions (Cambridge uni-
versity press, 2011).
[31] G. B. Brandani, M. Schor, C. E. MacPhee,
H. Grubmu¨ller, U. Zachariae, and D. Marenduzzo,
PloS one 8, e65617 (2013).
[32] V. Penna and A. Richaud, Phys. Rev. A 96, 053631
(2017).
[33] Computational resources provided by HPC@POLITO
(http://www.hpc.polito.it), .
[34] P. Jason and M. Johansson, Phys. Rev. E 93, 012219
(2016).
[35] T. F. Viscondi, K. Furuya, and M. De Oliveira, Annals
of Physics 324, 1837 (2009).
[36] C. Chianca and M. Olsen, Phys. Rev. A 83, 043607
(2011).
[37] S. Cavaletto and V. Penna, J. Phys. B: At. Mol. Opt.
Phys. 44, 115308 (2011).
[38] L. Dell’Anna, G. Mazzarella, V. Penna, and L. Salasnich,
Phys. Rev. A 87, 053620 (2013).
[39] T. Fukuhara, S. Sugawa, and Y. Takahashi, Phys. Rev.
A 76, 051604 (2007).
[40] M. Eto and M. Nitta, Phys. Rev. A 85, 053645 (2012).
[41] K. Fujimoto and M. Tsubota, Phys. Rev. A 90, 013629
(2014).
[42] S. Hartman, E. Erlandsen, and A. Sudbø, Phys. Rev. B
13
98, 024512 (2018). [43] A. Richaud and V. Penna, Phys. Rev. A 96, 013620
(2017).
