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GEOMETRY OF PROBABILITY SIMPLEX VIA OPTIMAL
TRANSPORT
WUCHEN LI
Abstract. We study the Riemannian structures of the probability simplex on a weighted
graph introduced by L2-Wasserstein metric. The main idea is to embed the probability
simplex as a submanifold of the positive orthant. From this embedding, we establish the
geometry formulas of the probability simplex in Euclidean coordinates. The geometry
computations on discrete simplex guide us to introduce the ones in the Fre´chet mani-
fold of densities supported on a finite dimensional base manifold. Following the steps
of Nelson, Bakery-E´mery, Lott-Villani-Strum and the geometry of density manifold, we
demonstrate an identity that connects the Bakery-E´mery Γ2 operator (carre´ du champ
ite´re´) and Yano’s formula on the base manifold. Several examples of differential equations
in probability simplex are demonstrated.
1. Introduction
In recent years, optimal transport, a.k.a. the Monge-Kantorovich problem has attracted
a lot of attention in various fields, such as partial differential equations [5, 27], functional
inequalities [28], differential geometry [20, 22, 30] and evolutionary dynamics [18]. Given a
finite dimensional manifold M , it studies metrics in the set of probability densities P(M).
In particular, the L2-Wasserstein metric W endows the Riemannian metric tensor gW in
the set of densities. In literature [17], the infinite dimensional density space (P(M), gW ), in
the sense of Fre´chet manifold [16], is named density manifold. It gives the other viewpoint
on many classical equations. For example, the gradient flow in density manifold connects
with the Fokker-Planck equation [15], while the Hamiltonian flow in density manifold
relates to the Schro¨dinger equation [4, 17, 25, 26].
The Riemannian formulas in (P (M), gW ) play critical roles in analyzing dynamical
systems in P (M), understanding the geometry of base manifold M and designing related
numerical schemes. Three examples are as follows. First, the Hessian operator in density
manifold has been used to study the long-time behaviors of Fokker-Planck equations [6, 28];
Second, the differential structures between P(M) and its base manifold M have deep
relations. For instance, the Hessian of negative Boltzmann-Shannon entropy in density
manifold relates to the Ricci curvature by the Bochner’s formula [3] and connects to the
Yano’s formula [11]; Lastly, the Riemannian gradient operator in density manifold has
been used to design the evolutionary dynamics in population games. For more details see
[9, 18]. However, the Riemannian structures of density manifold are not completely clear.
For example, Villani asks the following questions on page 444-445 of his famous book [31].
Key words and phrases. Optimal transport; Probability manifold; Linear weighted Laplacian operator;
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“Can one define the Christopher symbol, Laplace operator, volume form and divergence
operator on density manifold, at least formally?” In addition, “Open problem 15.11: Find
a nice formula for the Hessian of the functional in density manifold.”
In this paper, we study the Riemannian structure of the probability simplex supported
on finite states with L2-Wasserstein metric tensor, a topic founded by [8, 21, 23]. And
we further extend the derivations into the infinite dimensional density manifold. We pay
special attention to the finite states for two reasons. On one hand, many realistic models,
such as population genetics [29] and statistical models [1, 2], are built on finite states.
Moreover, numerical schemes of Fokker-Planck equations [7] and Schro¨dinger equations
[10] are usually designed on the finite discrete grids. On the other hand, the finite states
will guide us the intuition for the study of infinite dimensional settings.
The approach mainly follows the study of linear weighted Laplacian operator (a con-
cept defined in section 2) in [10, 11, 18]. The result is sketched as follows. We construct
a Riemannian metric tensor in the discrete positive measure space (M+, g), where g is a
positive definite metric tensor in positive orthant. In Theorem 1, we show that the prob-
ability simplex endowed with the L2-Wasserstein metric tensor (P+, gW ) is a submanifold
of (M+, g). By the geometry structures in (M+, g), we derive the corresponding ones in
(P+, gW ), including Christopher symbol, volume form, Laplacian-Beltrami and Hessian
operators by [Proposition 2-9]. Similar derivations are also provided in the infinite dimen-
sional density manifold by [Proposition 10-18]. The Hessian operator in density manifold
is provided by [Proposition 15 and 18], by which the connection among the metric tensor
in P(M), Bakry-E´mery Γ2 operator and Yano formula inM are introduced in [Proposition
19].
In literature, the Riemannian structures of density manifold (P(M), gW ) have been
studied from the differential structures of the base manifold M , by the novel works of
Lafferty [17], Otto [27], Lott [19] and Gigli [14]. In [17], guiding by the stochastic me-
chanics, the Riemannian and symplectic structures of density manifold are introduced by
the tangent vectors in the base manifold M . This approach follows Moser’s theorem [24].
The density manifold is viewed as the quotient of the group of diffeomorphisms in M
which preserve the Riemannian volume of M . The gradient operator in density manifold
is derived by Otto [27]. In this approach, the dual coordinate system is used, which is
often named Otto calculus [31]. The geometric calculations in this dual coordinate system
have been done in [19], in which the curvature tensor in density manifold is established
by the ones in M . [14] develops a rigorous second order analysis on the space of proba-
bility measures with the finite second moment. In contrast to their works, we study the
geometry of density manifold by embedding it to the positive measure space. Thus the
geometry formulas are given in Euclidean (L2) coordinates. They are given directly from
the Riemannian metric tensor, the inverse of linear Laplacian operator. This angle lets us
derive the geometry formulas of probability simplex supported on both graphs and base
manifold M .
We note that the idea of embedding probability simplex into positive octant is motivated
by Shahshahani metric [29], also called Fisher-Rao metric in information geometry [1, 2].
And the L2-Wasserstein metric tensor in probability simplex is closely related to the
osmotic diffusion considered in Nelson’s stochastic mechanics [17, 26]. In addition, the
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connection between Γ2 operator and the metric tensor of density manifold follows the
work of Nelson [26], Bakery-E´mery [3], Lott-Villani-Strum [20, 30] and the study of Yano’s
formula [11, 33].
The plan of this paper is as follows. In section 2 and 3, we review the optimal transport
on a graph and establish the Riemannian structure of discrete probability simplex. In
section 4, we introduce the associated geometry formulas in density manifold. Several
examples of differential equations on probability simplex are introduced in section 5.
2. Review of optimal transport on graphs
In this section, we review the dynamical optimal transport on a graph [11]. We introduce
the Riemannian manifold structure for a probability simplex supported on a finite set of
states, which are vertices of a graph.
Consider a weighted undirected finite graph G = (V,E, ω), which contains the vertex
set V = {1, 2, · · · , n}, the edge set E, and the weights set ω on the edges. Here ω =
(ωij)i,j∈V ∈ Rn×n is a symmetric matrix, such that ωij =
{
ωji > 0 if (i, j) ∈ E
0 otherwise
. We
denote the adjacent set or neighborhood of node i by N(i) = {j ∈ V : (i, j) ∈ E}.
The probability simplex supported on all vertices of G is defined by
P(G) = {(ρ1, · · · , ρn) |
n∑
i=i
ρi = 1 , ρi ≥ 0} ∈ Rn ,
where ρi is the discrete probability distribution at node i, whose interior is denoted by
P+(G) = {(ρ1, · · · , ρn) |
n∑
i=1
ρi = 1 , ρi > 0} ,
and whose boundary is given by ∂P(G) = P(G) \ P+(G).
We first define the “metric tensor” on graphs. The discrete vector field v = (vij)i,j∈V ∈
R
n×n is a skew-symmetric matrix:
vij =
{
−vji if (i, j) ∈ E
0 otherwise
.
Given a potential Φ ∈ Rn, a discrete gradient vector field ∇GΦ = (∇ijΦ)i,j∈V ∈ Rn×n is
defined by
∇ijΦ = √ωij(Φ(i)− Φ(j)) .
For the simplicity of notation, we vectorize the matrix v,∇GΦ ∈ Rn×n. We decompose
the indirect edge set by two direct edge sets E =
−→
E ∪←−E with −→E = {(i, j) ∈ E : i > j} and←−
E = {(i, j) ∈ E : i < j}. We denote v = (vij)(i,j)∈−→E ∈ R|E|, ∇Φ = (∇ijΦ)(i,j)∈−→E ∈ R|E|.
Define the metric tensor of discrete vectors v, v˜ at each node i by
(v, v˜)i :=
1
2
∑
j∈N(i)
vij v˜ij .
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We next define the expectation value of the discrete inner product w.r.t the probability
distribution ρ:
(v, v˜)ρ :=
∑
i∈I
ρi (v, v˜)i =
∑
(i,j)∈ ~E
vij v˜ij
ρi + ρj
2
.
If v˜ = ∇GΦ is a gradient vector field, the above can be rewritten as
(v,∇GΦ)ρ =
∑
(i,j)∈ ~E
vij
√
ωij(Φi−Φj)ρi + ρj
2
=
n∑
i=1
Φi
∑
j∈N(i)
√
ωijvij
ρi + ρj
2
= ΦT
(−divG(ρv)) ,
where
− divG(ρv) :=
( ∑
j∈N(i)
vij
ρi + ρj
2
)n
i=1
. (1)
There are two definitions hidden in (1). First, divG : R
n×n → Rn maps any given vector
field m on the graph to
divG(m) = (
∑
j∈N(i)
√
ωijmji)
n
i=1 .
Second, the probability weight (flux) m = ρv of the vector field v is defined by
mij =
{
ρi+ρj
2 vij if (i, j) ∈ E
0 otherwise
,
where
ρi+ρj
2 represents the probability weight on the edge (i, j) ∈ E.
We are now ready to introduce the L2-Wasserstein metric on probability set P(G).
Definition 1 (L2-Wasserstein metric on a graph). Given ρ0, ρ1 ∈ P(G), the metric
W : P(G) × P(G)→ R is defined by(
W (ρ0, ρ1)
)2
= inf
ρ(t),v(t)
{∫ 1
0
(v(t), v(t))ρ(t)dt : ρ˙(t) + divG(ρ(t)v(t)) = 0, ρ(0) = ρ
0, ρ(1) = ρ1
}
.
(2)
Here the infimum is performed over the set of pairs (ρ(t), v(t)) such that ρ ∈ H1 (0, 1;Rn),
v : [0, 1]→ Sn×n is measurable.
Variational problem (2) has the other equivalent representation, which introduces the
probability simplex the Riemannian structure. To show this point, the following matrix
functions are needed.
Definition 2 (Linear Weighted Laplacian matrix). Define the matrix function L(·) : Rn →
R
n×n by
L(a) = DTΘ(a)D , a = (ai)
n
i=1 ∈ Rn ,
where
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• D ∈ R|E|×n is the discrete gradient operator
D(i,j)∈E,k∈V =


√
ωij, if i = k, i > j
−√ωij, if j = k, i > j
0, otherwise
;
• −DT ∈ Rn×|E| is the discrete divergence operator, also named the oriented inci-
dence matrix [12];
• Θ(a) ∈ R|E|×|E| is a weight matrix depending on a,
Θ(a)(i,j)∈E,(k,l)∈E =
{
ai+aj
2 if (i, j) = (k, l) ∈ E
0 otherwise
.
Let a = ρ ∈ P+(G), we next study the property of matrix L(ρ), from which we shall
build the Riemannian metric tensor of probability simplex.
Lemma 1 (Discrete Hodge decomposition). Given ρ ∈ P+(G), the following properties
hold:
(i) L(ρ) is a semi-positive matrix with a single zero eigenvalue. Denote the eigenvalue
and corresponding orthonormal eigenvectors of L(ρ) by 0 = λ0(ρ) < λ1(ρ) ≤ · · · ≤
λn−1(ρ), and U(ρ) = (u0, u1(ρ), · · · , un−1(ρ)),
L(ρ) = U(ρ)


0
λ1(ρ)
. . .
λn−1(ρ)

U(ρ)T ,
with
u0 =
1√
n
(1, · · · , 1)T . (3)
(ii) For any discrete vector field v and ρ ∈ P+(G), there exists a unique discrete
gradient vector field ∇GΦ ∈ R|E|, such that
vij = ∇ijΦ+Ψij , divG(ρΨ) = 0 ,
where Ψ is a discrete divergence free vector field w.r.t. ρ. In addition,
(v, v)ρ = (∇GΦ,∇GΦ)ρ + (Ψ,Ψ)ρ .
Proof. The proof is a direct extension of classical graph Hodge decomposition with the
probability weight function
ρi+ρj
2 . Given a discrete vector field v and ρ ∈ P+(G), we shall
show that there exists a unique gradient vector field ∇GΦ, such that
−divG(ρ∇GΦ) = L(ρ)Φ = −divG(ρv) .
Consider
ΦTL(ρ)Φ =
∑
(i,j)∈−→E
ωij(Φ(i)− Φ(j))2 ρi + ρj
2
= 0 .
Since ρi > 0 for any i ∈ V and the graph is connected, we find that Φ1 = · · · = Φn
is the only solution of above equation. Thus 0 must be the simple eigenvalue of L(ρ)
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with eigenvector (1, · · · , 1)T. Since divG(ρv) ∈ Ran
(
L(ρ)
)
and Ker
(
L(ρ)
)
= {u0}. Thus
there exists a unique solution of Φ up to a constant shrift, i.e. ∇GΦ is unique. And
Ψ = v − ∇GΦ satisfies divG(ρΨ) = divG(ρv) − divG(ρ∇Φ) = 0. Let vij = ∇ijΦ + Ψij ,
where divG(ρΨ) = 0. Then
(v, v)ρ =(∇GΦ,∇GΦ)ρ + 2(∇GΦ,Ψ)ρ + (Ψ,Ψ)ρ
=(∇GΦ,∇GΦ)ρ + (Ψ,Ψ)ρ ,
which finishes the proof. 
From Lemma 1, for any discrete vector field v, there exists an unique pair (∇GΦ,Ψ),
such that divG(ρv) = divG(ρ∇GΦ) and
(v, v)ρ = (∇GΦ,∇GΦ)ρ + (Ψ,Ψ)ρ ≥ (∇GΦ,∇GΦ)ρ .
Thus the metric W defined in (2) is equivalent to(
W (ρ0, ρ1)
)2
= inf
Φ(t)
{
∫ 1
0
(∇GΦ(t),∇GΦ(t))ρ(t)dt :
dρ
dt
+ divG(ρ∇GΦ) = 0, ρ(0) = ρ0, ρ(1) = ρ1}
= inf
Φ(t)
{
∫ 1
0
ΦT(t)L(ρ(t))Φ(t)dt :
dρ
dt
= L(ρ)Φ, ρ(0) = ρ0, ρ(1) = ρ1} .
(4)
2.1. Riemannian manifold of probability simplex. We demonstrate that (4) will
introduce the Riemannian metric tensor of the probability simplex in both primal and
dual coordinates. The probability simplex P(G) is a manifold with boundary. To simplify
the discussion, we focus on the interior P+(G). For more details of the study of geodesics
in the boundary set, see [13].
Denote the tangent space at a point ρ ∈ P+(G) by
TρP+(G) = {(σ(i))ni=1 ∈ Rn :
n∑
i=1
σ(i) = 0} .
Denote the space of potential function on the set of vertices set by F(G) = {(Φi)ni=1 ∈ Rn}.
Consider the quotient space
F(G)/R = {[Φ] | (Φ(i))ni=1 ∈ Rn} ,
where [Φ] = {(Φ(1) + c, · · · ,Φ(n) + c) | c ∈ R} are functions defined up to addition of
constants.
We introduce an identification map by linear Laplacian operator
V : F(G)/R → TρP+(G) , VΦ = L(ρ)Φ .
From Lemma 1, V : F(G)/R → TρP+(G) is a well defined map, linear, and one to one.
I.e., F(G)/R ∼= T ∗ρP+(G). Here T ∗ρP+(G) is the cotangent space of P+(G).
This identification induces the following inner product on TρP+(G).
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Definition 3 (Inner product in dual coordinates). Given ρ ∈ P+(G), the inner product
gW : TρP+(G) × TρP+(G)→ R takes any two tangent vectors σ1 = VΦ1 and σ2 = VΦ2 ∈
TρP+(G) to
gW (σ1, σ2) = σ
T
1 Φ2 = σ
T
2 Φ1 = (∇GΦ1,∇GΦ2)ρ . (5)
The above is written in the dual coordinates of Riemannian manifold. I.e. Φ ∈ F(G)/R.
We would like to give the inner product in primal coordinates σ ∈ TρP+(G). I.e. σ ∈
TρP+(G).
Definition 4 (Inner product in primal coordinates). Given ρ ∈ P+(G), the inner product
gW (·, ·) : TρP+(G) × TρP+(G)→ R is defined by
gW (σ1, σ2) := σ1
TL(ρ)†σ2 , for any σ1, σ2 ∈ TρP+(G) ,
where matrix L(ρ)† is the pseudo-inverse of L(ρ) defined by
L(ρ)† = U(ρ)


0
1
λ1(ρ)
. . .
1
λn−1(ρ)

U(ρ)T .
The connection of primal and dual coordinates are as follows. Denote σi = L(ρ)Φi,
i = 1, 2, then
σ1
TL(ρ)†σ2 = ΦT1L(ρ)L(ρ)
†L(ρ)Φ2 = ΦT1L(ρ)Φ2 , (6)
where the second equality is from the definition of pseudo-inverse, i.e. L(ρ)L(ρ)†L(ρ) =
L(ρ). Denote ρ˙ = dρ(t)
dt
, from which the variational problem (4) is rewritten as
(
W (ρ0, ρ1)
)2
= inf
ρ(t)∈P+(G)
{∫ 1
0
ρ˙(t)TL(ρ(t))†ρ˙(t)dt : ρ(0) = ρ0, ρ(1) = ρ1
}
.
By the time reparametrization, we have
W (ρ0, ρ1) = inf
ρ(t)∈P+(G)
{∫ 1
0
√
ρ˙T(t)L(ρ(t))†ρ˙(t)dt : ρ(0) = ρ0 , ρ(1) = ρ1
}
.
Since L(ρ)† is positive definite in TρP+(G),.
inf
σ∈Rn
{
σTL(ρ)†σ :
n∑
i=1
σi = 0 ,
n∑
i=1
σ2i = 1
}
=
1
λ1(ρ)
> 0 ,
and L(ρ) is smooth w.r.t. ρ ∈ P+(G), then (P+(G), gW ) is a (n − 1) dimensional Rie-
mannian manifold. As in [17], we call (P+(G), gW ) probability manifold.
3. Riemannian structures on probability manifold
In this section, we first construct a Riemannian metric tensor on positive orthant. We
then embed (P+(G), gW ) as a submanifold of positive orthant. From this angle, we derive
many geometry formulas in (P+(G), gW ) by the Euclidean coordinates in positive orthant.
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Consider the positive orthant (discrete positive measure space) by
M+(G) = {(µ1, · · · , µn) | µi > 0} ⊂ Rn+ ,
and
TµM+(G) = Rn .
It is clear that P+(G) ⊂M+(G). We next define a Riemannian inner product onM+(G).
Definition 5 (Inner product on M+(G)). Given µ ∈ M+(G), define the inner product
gM : TµM+(G))× TµM+(G)→ R by
gM(a1, a2) = aT1 g(µ)a2 , for any a1, a2 ∈ TµM+(G) ,
where
g(µ) = L(µ)† + u0uT0 ∈ Rn×n ,
and u0 =
1√
n
(1, · · · , 1)T.
We next show that (M+(G), gM) is a smooth n dimensional Riemannian manifold,
and (P+(G), gW ) is a (n− 1) dimensional submanifold of (M+(G), gM) with the induced
metric tensor.
Theorem 1 (Induced metric). Denote a natural inclusion by
ı : P+(G)→M+(G) , ı(ρ) = ρ ,
then ı induces a Riemannian metric tenor gW on P+(G) via pullback:
gW (σ1, σ2) = gM(σ1, σ2) , for any σ1, σ2 ∈ TρP+(G) .
Proof. Since L(µ)† = U(µ)


0
1
λ1(µ)
. . .
1
λn−1(µ)

U(µ)T with U(µ) = [u0, u1(µ), · · · , un−1(µ)],
then
g(µ) =
n−1∑
i=1
1
λi(µ)
ui(µ)ui(µ)
T + u0u
T
0 = U(µ)


1
1
λ1(µ)
. . .
1
λn−1(µ)

U(µ)T .
So g(µ) is a positive definite matrix and smooth w.r.t. µ ∈ M+(G), and (M+(G), gM) is
a smooth Riemannian manifold.
For any ρ ∈ P+(G) and σ1, σ2 ∈ TρP+(G), we shall show gW (σ1, σ2) = σT1 g(ρ)σ2, i.e.
σT1 (L(ρ)
† + u0uT0 )σ2 = σ
T
1 L(ρ)
†σ2 .
Since u0 =
1√
n
(1, · · · , 1)T, then uT0 σ2 = 1√n
∑n
i=1 σ2(i) = 0, thus σ
T
1 u0u
T
0 σ2 = 0, which
finishes the proof. 
Many geometry formulas of (P+(G), gW ) can be derived from the ones in (M+(G), gM).
We illustrate an example by the gradient operator.
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Proposition 1 (Gradient). Given F ∈ C∞(M+(G)), denote its gradient operators in
(M+(G), gM) and (P+(G), gW ) by ∇gF(ρ) ∈ TρM+(G), ∇WF(ρ) ∈ TρP+(G), respec-
tively. Then
∇WF(ρ) = −divG(ρ∇GdρF(ρ)) , dρF(ρ) = ( ∂
∂ρi
F(ρ))ni=1 ,
is the orthogonal projection related to g onM+(G), of the restriction of ∇gF(ρ) to P+(G),
i.e.
∇WF(ρ) = ∇gF(ρ)− gM(∇gF(ρ), u0)u0 .
Proof. Since
g(µ)−1 = U(µ)


1
λ1(µ)
. . .
λn−1(µ)

U(µ)T = L(µ) + u0uT0 ,
then
∇gF(ρ) =
(
L(ρ) + u0u
T
0
)
dρF(ρ) .
For any σ ∈ TρP+(G), notice σTu0 = 0 and u0 ∈ ker(L(ρ)), then
σTg(ρ)u0 = σ
T(L(ρ)† + u0uT0 )u0 = σ
TL(ρ)†u0 = 0 .
Thus the unit norm vector at ρ ∈ P+(G) is a constant vector u0. The orthogonal projection
of ∇gF(ρ) is
∇gF(ρ) −
(
uT0 g(ρ)∇gF(ρ)
)
u0 =
(
L(ρ) + u0u
T
0
)
dρF(ρ)− u0uT0 dρF(ρ)
=L(ρ)dρF(ρ) ,
which finishes the proof. 
We next proceed the geometric computations in (P+(G), gW ) by primal coordinates.
Given ρ ∈ P+(G), we first compute the commutator [·, ·]W : TρP+(G) × TρP+(G) →
TρP+(G).
Proposition 2 (Commutator). Given constant vectors σ1, σ2 ∈ TρP+(G), then
[σ1, σ2]W = 0 .
Proof. Consider F ∈ C∞(P+(G)). Since (σ1F)(ρ) := ddt |t=0F(ρ+ tσ1), then
([σ1, σ2]WF)(ρ) = d
dt
|t=0 d
ds
|s=0F(ρ+ tσ1 + sσ2)− d
ds
|s=0 d
dt
|t=0F(ρ+ tσ1 + sσ2)
=σT1 d
2
ρF(ρ)σ2 − σT2 d2ρF(ρ)σ1 = 0 ,
where d2ρF(ρ) = ( ∂
2
∂ρi∂ρj
F(ρ))1≤i,j≤n is the second differential of F(ρ). 
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We next derive the Levi-Civita connection in probability manifold. For two discrete
vector fields v, v˜, we further denote · ◦ · : R|E| ×R|E| → Rn by
v ◦ v˜ := ((v, v˜)i)ni=1 = (
1
2
∑
j∈N(i)
vij v˜ij)
n
i=1 ∈ Rn .
Proposition 3 (Levi-Civita connection). ∇W· · : TρP+(G) × TρP+(G) → TρP+(G) is de-
fined by
∇Wσ1σ2 = −
1
2
[
L(σ1)L(ρ)
†σ2 + L(σ2)L(ρ)†σ1
]
+
1
2
L(ρ)
(
∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2
)
,
where
(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2) = 12(∑j∈N(i)(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2))n
i=1
∈ Rn.
Proof. Given σi ∈ TρP+(G), i = 1, 2, 3, by the Koszul formula and Proposition 2, we have
gW (∇Wσ1σ2, σ3)
=
1
2
{
σ1(σ
T
2 L(ρ)
†σ3) + σ2(σT1 L(ρ)
†σ3)− σ3(σT1 L(ρ)†σ2)
}
=
1
2
d
dt
|t=0
{
(σT2 L(ρ+ tσ1)
†σ3 + σT1 L(ρ+ tσ2)
†σ3 − σT1 L(ρ+ tσ3)†σ2
}
=− 1
2
[
σT2 L(ρ)
†L(σ1)L(ρ)†σ3 + σT1 L(ρ)
†L(σ2)L(ρ)†σ3
]
+
1
2
σT1 L(ρ)
†L(σ3)L(ρ)†σ2
=σT3 L(ρ)
†
(
− 1
2
[L(σ1)L(ρ)
†σ2 + L(σ2)L(ρ)†σ1] +
1
2
L(ρ)(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2)
)
,
where the last two equalities are shown by the Claim 1 and 2 proved in below. Since
gW (∇Wσ1σ2, σ3) = σT3 L(ρ)†∇Wσ1σ2, for any σ3 ∈ P+(G), the result is proved.
Claim 1:
d
dt
|t=0σT2 L(ρ+ tσ1)†σ3 = −σT2 L(ρ)†L(σ1)L(ρ)†σ3 .
Proof of Claim 1. From Lemma 1, σT2 L(ρ + tσ1)
†σ3 = σT2 g(ρ + tσ1)σ3. Since L(ρ) =
−DTΘ(ρ)D is linear w.r.t. ρ, we shall show that
d
dt
g(ρ+ tσ1) = −g(ρ+ tσ1)L(σ1)g(ρ+ tσ1) . (7)
This is true since
d
dt
g(ρ+ tσ1) =− g(ρ+ tσ1) · d
dt
g(ρ + tσ1)
† · g(ρ+ tσ1)
=− g(ρ+ tσ1) · d
dt
[L(ρ+ tσ1) + u0u
T
0 ] · g(ρ + tσ1)
=− g(ρ+ tσ1) · L(σ1) · g(ρ+ tσ1) .
(8)
In above, the first equality holds by
0 =
d
dt
I =
d
dt
(g(ρ+tσ1)·g(ρ+tσ1)−1) = d
dt
g(ρ+tσ1)·g(ρ+tσ1)−1+g(ρ+tσ1)· d
dt
g(ρ+tσ1)
−1 ,
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and the second equality is true because the element in matrix function L(ρ) is linear w.r.t.
ρ. Hence from (7),
d
dt
σT2 L(ρ+ tσ1)
†σ3 =σT2
d
dt
|t=0g(ρ+ tσ1)σ3
=− (g(ρ)σ2)T · L(σ1) · g(ρ)σ3 .
For any σ ∈ TρP+(G), then
g(ρ)σ = L(ρ)†σ + u0uT0 σ = L(ρ)
†σ + (
1√
n
n∑
i=1
σ(i))u0 = L(ρ)
†σ .
Putting this in (8), we prove the claim 1. 
Claim 2:
σT1 L(ρ)
†L(σ3)L(ρ)†σ2 = σT3 L(ρ)
†L(ρ)
(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2) .
Proof of Claim 2. Since L(σ3) = D
TΘ(σ3)D, then
σT1 L(ρ)
†L(σ3)L(ρ)†σ2
=(DL(ρ)†σ1)TΘ(σ3)DL(ρ)†σ2
=
1
2
∑
(i,j)∈E
(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2)σ3(i) + σ3(j)
2
=
1
2
n∑
i=1
σ2(i)
1
2
∑
j∈N(i)
(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2) + 1
2
n∑
j=1
σ3(j)
1
2
∑
i∈N(j)
(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2)
=
1
4
σT3
( ∑
j∈N(i)
(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2)
)n
i=1
+
1
4
σT3
( ∑
i∈N(j)
(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2)
)n
j=1
=
1
2
σT3
( ∑
j∈N(i)
(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2)
)n
i=1
.
where the second last equality holds by relabeling i and j, i.e.( ∑
j∈N(i)
(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2)
)n
i=1
=
( ∑
i∈N(j)
(∇ijL(ρ)†σ1)(∇ijL(ρ)†σ2)
)n
j=1
.
Since (∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2) = 12
(∑
j∈N(i)∇ijL(ρ)†σ1 · ∇ijL(ρ)†σ2
)n
i=1
∈ Rn, then
1
2
σT3
( ∑
j∈N(i)
∇ijL(ρ)†σ1∇ijL(ρ)†σ2
)n
i=1
=σT3 g(ρ)g(ρ)
−1(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2)
=σT3 (L(ρ) + u0u
T
0 )(L(ρ)
† + u0uT0 )(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2)
=σT3 L(ρ)L(ρ)
†(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2) ,
where the last equality is from σT3 u0 = 0. It finishes the proof. 
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
By the Levi-Civita connection, we introduce the Christopher symbol of (P+(G), gW ) in
the standard Euclidean basis, i.e. ( ∂
∂ρ1
, · · · , ∂
∂ρn
).
Proposition 4 (Christopher symbol). Denote ΓW,k = (ΓW,kij )1≤i,j≤n ∈ Rn×n, such that
∑
1≤i,j≤n
ΓW,kij σ1(i)σ2(j) = (∇Wσ1σ2)(k) .
Then
ΓW,kij =
1
4
∑
k′∈N(k)
ωkk′
{1
2
(L†k′i − L†ki)(δjk + δjk′) +
1
2
(L†k′j − L†kj)(δik + δik′)
+ θkk′
∑
k′′∈N(k)
ωkk′′(L
†
ki − L†k′′i)(L†kj − L†k′′j)
− θkk′
∑
k′′′∈N(k′)
ωk′k′′′(L
†
k′i − L†k′′′i)(L†k′j − L†k′′′j)
}
,
where L(ρ)† = (L†ij)1≤i,j≤n, δij =
{
1 if i = j
0 if i 6= j , θkk′ =
ρk+ρk′
2 with the neighborhood index
k′′ − k − k′ − k′′′ .
Proof. Denote Φi := L(ρ)
†σi ∈ Rn, i = 1, 2, i.e. Φi(k) =
∑n
j=1 L
†
kjσi(j). And denote
Φ12 :=
1
2
(
∑
k′∈N(k)
∇kk′Φ1∇kk′Φ2)nk=1 ∈ Rn , (9)
From Proposition 3,
∇Wσ1σ2(k) =−
1
2
[
L(σ1)L(ρ)
†σ2 + L(σ2)L(ρ)†σ1 − L(ρ)(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2)
]
(k)
=− 1
2
∑
k′∈N(k)
(Φ2(k)− Φ2(k′))σ1(k) + σ1(k
′)
2
(C1)
− 1
2
∑
k′∈N(k)
(Φ1(k)− Φ1(k′))σ2(k) + σ2(k
′)
2
(C2)
+
1
2
∑
k′∈N(k)
(Φ12(k)− Φ12(k′))θkk′ . (C3)
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We next compute (C1), (C2), (C3). Here
(C1) =− 1
2
∑
k′∈N(k)
ωkk′
n∑
j=1
(L†kj − L†k′j)σ2(j)
σ1(k) + σ1(k
′)
2
=
1
4
∑
k′∈N(k)
ωkk′
n∑
j=1
(L†k′j − L†kj)σ2(j)
n∑
i=1
(δki + δk′i)σ1(i)
=
1
4
n∑
i=1
n∑
j=1
∑
k′∈N(k)
ωkk′(L
†
k′j − L†kj)(δki + δk′i)σ1(i)σ2(j) .
Similarly,
(C2) =
1
4
n∑
i=1
n∑
j=1
∑
k′∈N(k)
ωkk′(L
†
k′i − L†ki)(δkj + δk′j)σ1(i)σ2(j) .
By applying (9), we have
(C3) =
1
2
∑
k′∈N(k)
θkk′ωkk′(Φ12(k) −Φ12(k′))
=
1
4
∑
k′∈N(k)
θkk′ωkk′
{ ∑
k′′∈N(k)
ωkk′′(Φ1(k)− Φ1(k′′))(Φ2(k)− Φ2(k′′))
−
∑
k′′′∈N(k′)
ωk′k′′′(Φ1(k
′)− Φ1(k′′′))(Φ2(k′)− Φ2(k′′′))
}
=
1
4
∑
k′∈N(k)
θkk′ωkk′
{ ∑
k′′∈N(k)
ωkk′′
n∑
j=1
(L†jk − L†jk′′)σ1(j)
n∑
i=1
(L†ik − L†ik′′)σ2(i)
−
∑
k′′′∈N(k′)
ωk′k′′′
n∑
j=1
(L†jk′ − L†jk′′′)σ1(j)
n∑
i=1
(L†ik′ − L†ik′′′)σ2(i)
}
=
1
4
n∑
i=1
n∑
j=1
∑
k′∈N(k)
θkk′ωkk′
{ ∑
k′′∈N(k)
ωkk′′(L
†
jk − L†jk′′)(L†ik − L†ik′′)
−
∑
k′′′∈N(k′)
ωk′k′′′(L
†
jk′ − L†jk′′′)(L†ik′ − L†ik′′′)
}
σ1(j)σ2(i) .
From
∑
1≤i,j≤n Γ
W,k
ij σ1(i)σ2(j) = (∇Wσ1σ2)(k) = (C1) + (C2) + (C3), we prove the result.

Proposition 5 (Parallel transport). Denote ρ : (a, b)→ P+(G) be a smooth curve. Con-
sider σ(t) ∈ P+(G) be a vector field along curve ρ, then the equation for σ(t) to be parallel
along ρ(t) is
σ˙ − 1
2
(
L(σ)L(ρ)†ρ˙+ L(ρ˙)L(ρ)†σ
)
+
1
2
L(ρ)
(∇GL(ρ)†ρ˙ ◦ ∇GL(ρ)†σ) = 0 .
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The geodesic equation satisfies
ρ¨− L(ρ˙)L(ρ)†ρ˙+ 1
2
L(ρ)
(∇GL(ρ)†ρ˙ ◦ ∇GL(ρ)†ρ˙) = 0 . (10)
Proof. The parallel equation is derived by computing∇W
ρ˙(t)σ(t) =
(
σ˙k+
∑
1≤i,j≤n Γ
W,k
ij σiρ˙j
)n
k=1
=
0. Let σ(t) = ρ˙(t), then the geodesic is derived by setting∇W
ρ˙(t)ρ˙(t) =
(
ρ¨k+
∑
1≤i,j≤n Γ
W,k
ij ρ˙iρ˙j
)n
k=1
=
0. 
We are ready to give the curvature tensor, RW (·, ·)· : TρP+(G)×TρP+(G)×TρP+(G)→
TρP+(G).
Proposition 6 (Curvature tensor). Given σ1, σ2, σ3, σ4 ∈ TρP+(G), then
gW (RW (σ1, σ2)σ3, σ4)
=
1
2
{
σT2 L(ρ)
†L(m(σ1, σ3))L(ρ)†σ4 + σT1 L(ρ)
†L(m(σ2, σ4))L(ρ)†σ3
− σT2 L(ρ)†L(m(σ1, σ4))L(ρ)†σ3 − σT1 L(ρ)†L(m(σ2, σ3))L(ρ)†σ4
}
+
1
4
{
2n(σ1, σ2)
TL(ρ)†n(σ3, σ4) + n(σ1, σ3)TL(ρ)†n(σ2, σ4)− n(σ2, σ3)TL(ρ)†n(σ1, σ4)
}
,
where m, n : TρP+(G) × TρP+(G) → TρP+(G) are symmetric, antisymmetric operators
respectively, defined by
m(σa, σb) := ∇Wσaσb = −
1
2
[L(σa)L(ρ)
†σb+L(σb)L(ρ)†σa]+
1
2
L(ρ)(∇GL(ρ)†σa◦∇GL(ρ)†σb) ,
and
n(σa, σb) := L(σa)L(ρ)
†σb − L(σb)L(ρ)†σa .
Proof. Since [σ1, σ2]W = 0, then RW (σ1, σ2)σ3 = ∇Wσ1∇Wσ2σ3 −∇Wσ2∇Wσ1σ3. Thus
gW (RW (σ1, σ2)σ3, σ4) =σ1(gW (∇Wσ2σ3, σ4))− gW (∇Wσ2σ3,∇Wσ1σ4)
−σ2(gW (∇Wσ1σ3, σ4)) + gW (∇Wσ1σ3,∇Wσ2σ4) .
(11)
We first compute σ1(gW (∇Wσ2σ3, σ4)). Denote ρ˙(t) = σ1 and notice Claim 1, then
σ1(gW (∇Wσ2σ3, σ4))
=
d
dt
|t=0
{
− 1
2
[
σT3 L(ρ(t))
†L(σ2)L(ρ(t))†σ4 + σT2 L(ρ(t))
†L(σ3)L(ρ(t))†σ4
]
+
1
2
σT2 L(ρ(t))
†L(σ4)L(ρ(t))†σ3
}
=
1
2
[
σT3 L(ρ)
†L(σ1)L(ρ)†L(σ2)L(ρ)†σ4 + σT3 L(ρ)
†L(σ2)L(ρ)†L(σ1)L(ρ)†σ4
+ σT2 L(ρ)
†L(σ1)L(ρ)†L(σ3)L(ρ)†σ4 + σT2 L(ρ)
†L(σ3)L(ρ)†L(σ1)L(ρ)†σ4
]
−1
2
[
σT2 L(ρ)
†L(σ1)L(ρ)†L(σ4)L(ρ)†σ3 + σT2 L(ρ)
†L(σ4)L(ρ)†L(σ1)L(ρ)†σ3
]
.
(12)
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Similarly,
σ2(gW (∇Wσ1σ3, σ4))
=
1
2
[
σT3 L(ρ)
†L(σ2)L(ρ)†L(σ1)L(ρ)†σ4 + σT3 L(ρ)
†L(σ1)L(ρ)†L(σ2)L(ρ)†σ4
+ σT1 L(ρ)
†L(σ2)L(ρ)†L(σ3)L(ρ)†σ4 + σT1 L(ρ)
†L(σ3)L(ρ)†L(σ2)L(ρ)†σ4
]
−1
2
[
σT1 L(ρ)
†L(σ2)L(ρ)†L(σ4)L(ρ)†σ3 + σT1 L(ρ)
†L(σ4)L(ρ)†L(σ2)L(ρ)†σ3
]
.
(13)
We next derive gW (∇Wσ2σ3,∇Wσ1σ4). From proposition 3, we have
gW (∇Wσ2σ3,∇Wσ1σ4)
=
1
2
{
σT2 L(ρ)
†L(∇Wσ1σ4)L(ρ)†σ3 − σT2 L(ρ)†L(σ3)L(ρ)†∇Wσ1σ4 − σT3 L(ρ)†L(σ2)L(ρ)†∇Wσ1σ4
}
.
Notice
∇Wσ1σ4 =
1
2
{L(ρ)(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ4)− L(σ4)L(ρ)†σ1 − L(σ1)L(ρ)†σ4}
and L(·) is a matrix function linear on ρ. Thus
gW (∇Wσ2σ3,∇Wσ1σ4)
=
1
4
{
σT2 L(ρ)
†L
(
L(ρ)(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ4)
)
L(ρ)†σ3
+ σT1 L(ρ)
†L
(
L(ρ)(∇GL(ρ)†σ2 ◦ ∇GL(ρ)†σ3)
)
L(ρ)†σ4
− σT2 L(ρ)†L
(
L(σ1)L(ρ)
†σ4 + L(σ4)L(ρ)†σ1
)
L(ρ)†σ3
− σT1 L(ρ)†L
(
L(σ2)L(ρ)
†σ3 + L(σ3)L(ρ)†σ2
)
L(ρ)†σ4
+ σT2 L(ρ)
†L(σ3)L(ρ)†L(σ4)L(ρ)†σ1 + σT2 L(ρ)
†L(σ3)L(ρ)†L(σ1)L(ρ)†σ4
+ σT3 L(ρ)
†L(σ2)L(ρ)†L(σ4)L(ρ)†σ1 + σT3 L(ρ)
†L(σ2)L(ρ)†L(σ1)L(ρ)†σ4
}
.
(14)
In the derivation of (14), we use the following results, which can be proved similarly as
the ones in Claim 2:
σT2 L(ρ)
†L(σ3)
(
∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ4)
)
= σT1 L(ρ)
†L
(
L(σ3)L(ρ)
†σ2
)
L(ρ)†σ4 ,
and
σT2 L(ρ)
†L
(
L(ρ)(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ4)
)
L(ρ)†σ3
=σT1 L(ρ)
†L
(
L(ρ)(∇GL(ρ)†σ2 ◦ ∇GL(ρ)†σ3)
)
L(ρ)†σ4
=(L(ρ)†σ2 ◦ L(ρ)†σ3)TL(ρ)(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ4) .
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Similarly,
gW (∇Wσ1σ3,∇Wσ2σ4)
=
1
4
{
σT1 L(ρ)
†L
(
L(ρ)(∇GL(ρ)†σ2 ◦ ∇GL(ρ)†σ4)
)
L(ρ)†σ3
+ σT2 L(ρ)
†L
(
L(ρ)(∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ3)
)
L(ρ)†σ4
− σT1 L(ρ)†L
(
L(σ2)L(ρ)
†σ4 + L(σ4)L(ρ)†σ2
)
L(ρ)†σ3
− σT2 L(ρ)†L
(
L(σ1)L(ρ)
†σ3 + L(σ3)L(ρ)†σ1
)
L(ρ)†σ4
+ σT1 L(ρ)
†L(σ3)L(ρ)†L(σ4)L(ρ)†σ2 + σT1 L(ρ)
†L(σ3)L(ρ)†L(σ2)L(ρ)†σ4
+ σT3 L(ρ)
†L(σ1)L(ρ)†L(σ4)L(ρ)†σ2 + σT3 L(ρ)
†L(σ1)L(ρ)†L(σ2)L(ρ)†σ4
}
.
(15)
Substituting (12), (13), (14), (15) into (11), we derive the result. 
3.1. Jacobi equation. In this sequel, we establish two formulations of Jacobi fields
in (P+(G), gW ). As in Riemannian geometry, the Jacobi equation refers ∇Wρ˙ ∇Wρ˙ J +
RW (J, ρ˙)ρ˙ = 0, with given initial condition J(0), J˙(0) ∈ Rn. I.e. denote ρ(t) as
the geodesic and (X1(t), · · · ,Xn−1(t)) as an orthonormal frame along ρ(t). Consider
J(t) =
∑n−1
i=1 ai(t)Xi(t), thus
a¨i +
n−1∑
k=1
akgW (RW (Xi, ρ˙)ρ˙,Xk) = 0 , for i = 1, 2, · · · , n− 1 .
The other formulation of the Jacobi equation is derived by the calculus of variation.
Lemma 2 (Variations of energy). Consider an infinitesmall deformation ρǫ(t) = ρ(t) +
ǫh(t) ∈ P+(G) with h(t) = (hi(t))ni=1 ∈
(
C∞[0, 1]
)n
,
∑n
i=1 hi(t) = 0, and h(0) = h(1) = 0,
E(ρǫ) =
∫ 1
0
1
2
ρ˙ǫ(t)
TL(ρǫ(t))
†ρ˙ǫ(t)dt = E(ρ) + ǫδE(ρ)(h) + ǫ
2
2
δ2E(ρ)(h) + o(ǫ2) . (16)
The first and second variations defined in (16) satisfy
δE(ρ)(h) =
∫ 1
0
ρ˙TL(ρ)†
(
h˙− 1
2
L(h)L(ρ)†ρ˙
)
dt ,
and
δ2E(ρ)(h) =
∫ 1
0
(
h˙− L(h)L(ρ)†ρ˙)TL(ρ)†(h˙− L(h)L(ρ)†ρ˙) dt . (17)
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Proof. Since ρ˙ǫ ∈ TρP+(G) and Theorem 1 holds, then ρ˙Tǫ L(ρǫ)†ρ˙ǫ = ρ˙Tǫ g(ρǫ)ρ˙ǫ. We then
derive the result by the Taylor expansion.
E(ρǫ) =
∫ 1
0
1
2
(ρ˙+ ǫh˙)TL(ρ+ ǫh)†(ρ˙+ ǫh˙) dt =
∫ 1
0
1
2
(ρ˙+ ǫh˙)Tg(ρ+ ǫh)(ρ˙ + ǫh˙) dt
=
∫ 1
0
1
2
ρ˙Tg(ρ+ ǫh)ρ˙+ ǫh˙Tg(ρ+ ǫh)ρ˙+
ǫ2
2
h˙Tg(ρ+ ǫh)h˙ dt
=
∫ 1
0
{1
2
ρ˙TL(ρ)†ρ˙+ ǫ
[1
2
ρ˙T
d
dǫ
|ǫ=0g(ρ+ ǫh)ρ˙+ h˙TL(ρ)†ρ˙
]
+
ǫ2
2
[1
2
ρ˙T
d2
dǫ2
|ǫ=0g(ρ+ ǫh)ρ˙+ 2h˙T d
dǫ
|ǫ=0g(ρ+ ǫh)ρ˙ + h˙TL(ρ)†h
]}
dt+ o(ǫ2) .
(18)
To continue the derivation, we need the following claim.
Claim 3:

d
dǫ
g(ρ+ ǫh) =− g(ρ+ ǫh) · L(h) · g(ρ+ ǫh)
d2
dǫ2
g(ρ+ ǫh) =2g(ρ + ǫh) · L(h) · g(ρ + ǫh) · L(h) · g(ρ + ǫh) .
(19)
Proof of Claim 3. We show (19) by the following steps. From (7), we have
d
dǫ
g(ρ+ ǫh) =− g(ρ+ ǫh) · d
dǫ
g(ρ + ǫh)−1 · g(ρ+ ǫh)
=− g(ρ+ ǫh) · d
dǫ
(L(ρ+ ǫh) + u0u
T
0 ) · g(ρ+ ǫh)
=− g(ρ+ ǫh) · L(h) · g(ρ+ ǫh) .
Similarly, we have
d2
dǫ2
g(ρ+ ǫh) =
d
dǫ
( d
dǫ
g(ρ+ ǫh)
)
= − d
dǫ
(
g(ρ+ ǫh) · L(h) · g(ρ+ ǫh)
)
=2g(ρ + ǫh) · L(h) · g(ρ+ ǫh) · L(h) · g(ρ+ ǫh) .

Substituting (19) into (18) and using the fact g(ρ)ρ˙ = L(ρ)†ρ˙ by ρ˙ ∈ TρP+(G), we
derive the first and second variations in Lemma 2. 
Theorem 2 (Jacobi equation). Consider the geodesic ρ(t) ∈ P+(G) connecting ρ0 and
ρ1. The Jacobi equation of h(t) along the geodesic ρ(t) satisfies
h˙− L(h)L(ρ)†ρ˙ = 0 , h(0) = h(1) = 0 . (20)
Proof. Denote δ2E(ρ)(h) = ∫ 10 A(h, h˙)dt, where
A(h, h˙) =
(
h˙− L(h)L(ρ)†ρ˙)TL(ρ)†(h˙− L(h)L(ρ)†ρ˙) .
18 LI
The Euler-Lagrange equation of (17), d
dt
∇
h˙
A(h, h˙) = ∇hA(h, h˙), satisfies
d
dt
(
L(ρ)†
(
h˙− L(h)L(ρ)†ρ˙)) = (∇GL(ρ)†ρ˙ ◦ ∇GL(ρ)†(h˙− L(h)L(ρ)†ρ˙)) . (21)
On one hand, if h(t) satisfies (20), then it is a solution of (21). On the other hand,
if h(t) satisfies (21), then δ2E(h) = 12
∫ 1
0 h
T
(
d
dt
∇
h˙
A(h, h˙) − ∇hA(h, h˙)
)
dt = 0. Since
δ2E(h) = ∫ 10 (h˙−L(h)L(ρ)†ρ˙)TL(ρ)†(h˙−L(h)L(ρ)†ρ˙) dt = 0 and L(ρ)† is postive definite
in TρP+(G), then h(t) satisfies (20). 
3.2. Volume form, Divergence, Laplace-Beltrami and Hessian operator. In this
sequel, we study the volume form in (P+(G), gW ), based on which we introduce the diver-
gence and Laplace-Beltrami operator.
Theorem 3 (Volume form). Denote vol as the volume form of P+(G) in the Euclidean
metric. Then the volume form of (P+(G), gW ) satisfies
dvolW = Π(ρ)
− 1
2 dvol , with Π(ρ) := Πn−1i=1 λi(ρ) ,
where λi(ρ) are positive eigenvalues of L(ρ).
Proof. Since M+(G) is a smooth oriented manifold with dimension n, then P+(G) is a
submanifold of M+(G) with co-dimension 1. The orientation of P+(G) is induced by its
normal unit vector field u0 and the orientation on M+(G). Then the volume form on
(P+(G), gW ) can be given as follows. Denote the volume form of (M+(G), gM) by volg,
then for any ρ ∈ P+(G) and any u1, · · · , un−1 ∈ TρP+(G),
(dvolW )(u1, · · · , un−1) = (dvolg)(u0, u1, · · · , un−1) .
Since dvolg =
√
det(g(ρ))dvol and g(ρ)u0 = 1, it is clear that dvolW =
√
det(g(ρ))dvol =
Π(ρ)−
1
2 dvol. 
We continue the derivations based on volume forms in (P+(G), gW ).
Proposition 7 (Divergence, Laplace-Beltrami operators). Denote G(ρ) = (Gi(ρ))ni=1,
Gi(ρ) ∈ C∞(P+(G)). The divergence operator divW (·) : (C∞(P+(G)))n → C∞(P+(G))
satisfies
divWG(ρ) =Π(ρ)
1
2∇ρ · (G(ρ)Π(ρ)−
1
2 ) = ∇ρ · G(ρ)− 1
2
G(ρ)Tdρ log Π(ρ) ,
where ∇ρ· =
∑n
i=1
∂
∂ρi
.
Denote F(ρ) ∈ C∞(P+(G)). The Laplace-Beltrami operator ∆W : C∞(P+(G)) →
C∞(P+(G)) satisfies
∆WF(ρ) =Π(ρ)
1
2∇ρ · (Π(ρ)−
1
2L(ρ)dρF(ρ))
=tr(L(ρ) · d2ρF(ρ))−
1
2
(dρF(ρ))TL(ρ)
(
dρ log Π(ρ)
)
=
∑
(i,j)∈ ~E
ωij
ρi + ρj
2
(
∂2
∂ρ2i
− 2 ∂
2
∂ρi∂ρj
+
∂2
∂ρ2j
)F(ρ) − 1
2
∑
(i,j)∈ ~E
∇ijdρ log Π(ρ) · ∇ijdρF(ρ)ρi + ρj
2
.
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Proof. Consider a test function F(ρ) ∈ C∞(P+(G)) with compact support in P+(G).
Then∫
P+(G)
gW (∇WF(ρ),G(ρ))dvolW =
∫
P+(G)
dρF(ρ) · G(ρ)Π(ρ)−
1
2dvol
=−
∫
P+(G)
F(ρ)∇ρ · (G(ρ)Π(ρ)−
1
2 )dvol
=−
∫
P+(G)
F(ρ)Π(ρ) 12∇ρ · (G(ρ)Π(ρ)−
1
2 )dvolW ,
which finishes the proof.
From the divergence operator and noticing ∇WF(ρ) = L(ρ)dρF(ρ), we have
∆WF(ρ) = divW (∇WF(ρ)) = ∇ρ · (L(ρ)dρF(ρ)) + (dρF(ρ))TL(ρ)(dρ log Π(ρ)−
1
2 ) .
Since
∇ρ · (L(ρ)dρF(ρ))
=
n∑
i=1
∂
∂ρi
( ∑
j∈N(i)
(
∂
∂ρi
− ∂
∂ρj
)F(ρ)ρi + ρj
2
ωij
)
=
n∑
i=1
∑
j∈N(i)
(
∂2
∂ρ2i
− ∂
2
∂ρj∂ρi
)F(ρ)ρi + ρj
2
ωij − 1
2
∑
i=1
∑
j∈N(i)
(
∂
∂ρi
− ∂
∂ρj
)F(ρ)ωij
=
∑
(i,j)∈ ~E
(
∂2
∂ρ2i
− ∂
2
∂ρj∂ρi
)F(ρ)ρi + ρj
2
ωij − 1
2
∑
(i,j)∈ ~E
(
∂
∂ρi
− ∂
∂ρj
)F(ρ)ωij
+
∑
(j,i)∈ ~E
(
∂2
∂ρ2i
− ∂
2
∂ρj∂ρi
)F(ρ)ρi + ρj
2
ωij − 1
2
∑
(j,i)∈ ~E
(
∂
∂ρi
− ∂
∂ρj
)F(ρ)ωij Relabel i by j.
=
∑
(i,j)∈ ~E
(
∂2
∂ρ2i
− 2 ∂
2
∂ρj∂ρi
+
∂2
∂ρ2j
)F(ρ)ρi + ρj
2
ωij
=tr(L(ρ) · d2ρF(ρ)) ,
and (dρF(ρ))TL(ρ)(dρ log Π(ρ)− 12 ) =
∑
(i,j)∈ ~E ∇ijdρ log Π(ρ)−
1
2 ·∇ijdρF(ρ)ρi+ρj2 , we prove
the result. 
In the last, we define the Hessian operator on (P+(G), gW ), i.e. HessW (·, ·) : TρP+(G)×
TρP+(G)→ R.
Proposition 8 (Hessian operator). Given σ1, σ2 ∈ TρP+(G), then
HessWF(ρ)(σ1, σ2) =σT1 d2ρF(ρ)σ2 +
1
2
{
dρF(ρ)TL(σ1)L(ρ)†σ2 + dρF(ρ)TL(σ2)L(ρ)†σ1
− dρF(ρ)TL(ρ)
(
∇GL(ρ)†σ1 ◦ ∇GL(ρ)†σ2
)}
.
(22)
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Proof. From the definition of Hessian on a Riemannian manifold, we have
HessWF(ρ)(σ1, σ2) =gW (σ1,∇Wσ2∇WF(ρ))
=σ2
(
gW (σ1,∇WF(ρ))
) − gW (∇Wσ2σ1,∇WF(ρ)) . (23)
Denote dρ(t)
dt
|t=0 = σ2. Then
σ2
(
gW (σ1,∇WF(ρ))
)
=
d
dt
|t=0
(
σT1 dρF(ρ)
)
= σT1 d
2
ρF(ρ)σ2 .
Substituting the above formula and Proposition 3 into (23), we finish the proof. 
Remark 1. As in a Riemannian manifold (P+(G), gW ), given the orthonormal basis Xi =√
λi(ρ)ui(ρ), i = 1, · · · , n− 1, it is clear that
∆WF(ρ) =
n−1∑
i=1
HessWF(ρ)(Xi,Xi) .
4. Riemannian structures on density manifold
In this section, the approach in previous sections guides us to derive all geometry for-
mulas in infinite dimensional density space.
Suppose (M,gM ) is a smooth, compact, connected, d-dimensional Riemannian manifold
without boundary. gM is its metric tensor and dM is its Riemannian metric. A volume
element is a positive d-form represented by dx. The total volume of manifold is denoted
by vol(M). The gradient, divergence operator in M is denoted by ∇, ∇· respectively.
∆ = ∇ · (∇) is the Laplace-Beltrami operator in M .
4.1. Review of density manifold. We briefly review the L2-Wassertein metric for the
space of densities supported on M . Denote P2(M) as the set of probability density func-
tions with finite second moment. Given ρ0(x) and ρ1(x) ∈ P2(M), the L2-Wasserstein
metric between ρ0 and ρ1 is given by
(W (ρ0, ρ1))2 = inf
π
∫
M
∫
M
dM (x, y)
2π(x, y)dxdy ,
where π is among all joint measures supported on M ×M with martingales ρ0 and ρ1.
Equivalently, the L2-Wasserstein metric can be written as the dynamical variational prob-
lem. Denote the path ρt = ρ(t, x) connecting ρ
0(x) and ρ1(x) ∈ P+(M), then
(W (ρ0, ρ1))2 = inf
vt,ρt
{∫ 1
0
∫
M
v2t ρtdxdt :
∂ρt
∂t
+∇ · (ρtvt) = 0 , ρ0 = ρ0 , ρ1 = ρ1
}
, (24)
where the infimum is taken among all Borel vector field functions vt = v(t, x) ∈ TxM and
density path ρt. The equivalence between (24) and the above linear programming problem
can be shown by the duality argument and the Hopf-Lax formula in (M,dM ). For many
details see [31].
We now focus on (24). Notice that P2(M) is an infinite dimensional manifold with
boundary. Here the boundary refers the set in which the density function is zero at certain
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point. For better illustration, consider the space of positive smooth density functions
supported on M ,
P+(M) = {ρ(x) ∈ C∞(M) : ρ(x) > 0 ,
∫
M
ρ(x)dx = 1} ⊂ P2(M) .
In literature [17], P+(M), with metric tensor introduced by (24), is called density manifold.
The following linear operator is needed for describing the geometry of density manifold.
Definition 6. Given a(x) ∈ C∞(M), define the weighted Laplacian operator ∆a : C∞(M)→
C∞(M),
∆aΦ(x) = ∇ · (a(x)∇Φ(x)) , Φ(x) ∈ C∞(M) .
Let a(x) = ρ(x) ∈ P+(M), we can apply the Hodge decomposition on M by the elliptic
operator ∆ρ. For any smooth vector field v(x) ∈ TxM , there exists a potential function
Φ(x) ∈ C∞(M) module constant shrift, and a divergence free vector field Ψ(x) ∈ TxM ,
such that
v(x) = ∇Φ(x) + Ψ(x) , ∇ · (ρ(x)Ψ(x)) = 0 .
In other words,∫
M
v(x)2ρ(x)dx =
∫
M
[(∇Φ(x))2 +Ψ(x)2]ρ(x)dx ≥
∫
M
(∇Φ(x))2ρ(x)dx .
Thus the metric W defined in (24) is equivalent to
(
W (ρ0, ρ1)
)2
= inf
Φt : ρ0=ρ0, ρ1=ρ1
{
∫ 1
0
∫
M
(∇Φt)2ρtdxdt : ∂tρt +∇ · (ρt∇Φt) = 0}
= inf
Φt : ρ0=ρ0, ρ1=ρ1
{
∫ 1
0
∫
M
Φt(−∆ρtΦt)dxdt : ∂tρt = −∆ρtΦt} .
Definition 7. Denote the tangent space at ρ ∈ P+(M) by
TρP+(M) = {σ(x) ∈ C∞(M) :
∫
M
σ(x)dx = 0} .
Given σ1, σ2 ∈ TρP+(M), the inner product gW (·, ·) : TρP+(M)×TρP+(M)→ R is defined
by
gW (σ1, σ2) :=
∫
M
σ1(x)(−∆ρ)†σ2(x)dx ,
where (−∆ρ)† : TρP+(M)→ TρP+(M) is the pseudo inverse operator of −∇ · (ρ(x)∇).
Denote Φi(x) ∈ C∞(M) modulo additive constants, such that (−∆ρΦi)(x) = σi(x),
i = 1, 2. Then
gW (σ1, σ2) =
∫
M
Φ1(x)(−∆ρ)(−∆ρ)†(−∆ρ)Φ2(x)dx
=
∫
M
Φ1(x)(−∇ · (ρ(x)∇Φ2(x)))dx
=
∫
M
∇Φ1(x)∇Φ2(x)ρ(x)dx .
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Denote the path ρt = ρ(t, x) ∈ P+(M) connecting ρ0(x) and ρ1(x), and let ∂tρt =
−∆ρΦt = −∇ · (ρt∇Φt). Then the Wasserstein metric in (24) can be represented by
(W (ρ0, ρ1))2 = inf
ρt∈P+(M)
{∫ 1
0
gW (∂tρt, ∂tρt)dt : ρ0 = ρ
0 , ρ1 = ρ
1
}
.
By the arc-length time reparameterization [19], one can simply denote the L2-Wasserstein
metric by
W (ρ0, ρ1) = inf
ρt∈P+(M)
{∫ 1
0
√
gW (∂tρt, ∂tρt)dt : ρ0 = ρ
0 , ρ1 = ρ
1
}
.
4.2. Riemannian structures. Motivated by section 3, we first construct a Riemannian
metric in the positive measure space, and embed the density manifold as its submanifold.
The geometry structures of density manifold is then introduced by the L2 coordinates in
the positive measure space.
Consider
M+(M) = {µ(x) ∈ C∞(M) : µ(x) > 0} .
Thus P+(M) ⊂M+(M). Denote the tangent space at µ ∈ M+(M),
TµM+(M) = {A(x) ∈ C∞(M)} .
We define a Riemannian inner product on the infinite dimensional manifold M+(M).
Given µ ∈ M+(M) and A(x) ∈ C∞(M), denote a positive definite operator g(µ) : C∞(M)→
C∞(M) by
(g(µ)A)(x) =
(−∆µ)†(A(x)−
∫
M
A(y)dy) +
∫
M
A(y)dy . (25)
Definition 8 (Inner product on M+(M)). Given µ ∈ M+(M), define the inner product
gM : TM+(M)× TM+(M)→ R by
gM(A1(x), A2(x)) =
∫
M
A1(x)(g(µ)A2)(x)dx
=
∫
M
(A1(x)−
∫
M
A1(y)dy)(−∆µ)†(A2(x)−
∫
M
A2(y)dy)dx
+
∫
M
A1(y)dy
∫
M
A2(y)dy ,
for any A1(x), A2(x) ∈ TµM+(M).
We next show that (M+(M), gM) induces a metric in its submanifold (P+(M), gW ).
Denote ı : P+(M)→M+(M) a natural inclusion by ı(ρ) = ρ, then ı induces a Riemannian
metric tensor gW on P+(M) via pullback. In other words, for any σ1(x), σ2(x) ∈ TρP+(M),
gM(σ1, σ2) =
∫
M
(σ1(x)−
∫
M
σ1(y)dy)(−∆µ)†(σ2(x)−
∫
M
σ2(y)dy)dx
+
∫
M
σ1(y)dy
∫
M
σ2(y)dy
=
∫
M
σ1(x)(−∆ρ)†σ2(x)dx = gW (σ1, σ2) .
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We are ready to show the Riemannian structure of (P+(M), gW ) by the one in (M+(M), gM).
Proposition 9 (Gradient). Consider F ∈ C∞(M+(M)), denote its gradient operators
in (M+(M), gM) and (P+(M), gW ) by ∇gF(ρ) ∈ TρM+(M), ∇WF(ρ) ∈ TρP+(M),
respectively. Then
∇WF(ρ) = ∇gF(ρ)− gM(∇gF(ρ), u0)u0 = −∇ · (ρ(x)∇ δ
δρ(x)
F(ρ)) ,
where δ
δρ(x) represents the L
2 first variation and u0(x) ≡ 1√
vol(M)
.
Proof. Notice that
∇gF(ρ)(x) = (g(ρ)−1δρF(ρ))(x)
We show that g(ρ)−1 : C∞(M)→ C∞(M) is defined by
(g(ρ)−1A)(x) = −∆ρA(x) +
∫
M
A(y)dy , for any A(x) ∈ C∞(M) .
Since
g(ρ)−1(g(ρ)A)(x) =(−∆ρ)[(−∆ρ)†
(
A(x)−
∫
M
A(y)dy
)
+
∫
M
A(y)dy] +
∫
M
A(y)dy
=A(x)−
∫
M
A(y)dy +
∫
M
A(y)dy = A(x) .
Thus
∇gF(ρ) = g(ρ)−1δρF(ρ) = −∆ρδρF(ρ)(x) +
∫
M
δ
δρ(y)
F(ρ)dy .
Denote u0(x) =
1√
vol(M)
. For any σ ∈ TρP+(M), then∫
M
σ(x)(g(ρ)u0)(x)dx =
∫
M
σ(x)
[
(−∆†ρ)(u0(x)−
∫
M
u0(y)dy) +
∫
M
u0(y)dy
]
dx = 0 .
Notice
g(∇gF(ρ), u0) =
∫
M
(−∆ρδρF(ρ)(x)+
∫
M
δ
δρ(y)
F(ρ)dy) 1√
vol(M)
dx =
√
vol(M)
∫
M
δ
δρ(y)
F(ρ)dy ,
then the orthogonal projection of ∇gF(ρ) is
∇gF(ρ) − g(∇gF(ρ), u0)u0
=−∆ρδρF(ρ)(x) +
∫
M
δ
δρ(y)
F(ρ)dy −
∫
M
δ
δρ(y)
F(ρ)dy ·
√
vol(M) · 1√
vol(M)
=−∆ρδρF(ρ)(x) = −∇ · (ρ(x)∇ δ
δρ(x)
F(ρ)) ,
which finishes the proof. 
We derive the commutator on density manifold, i.e. [·, ·]W : TρP+(M) × TρP+(M) →
TρP+(M).
Proposition 10 (Commutator). Given σ1(x), σ2(x) ∈ TρP+(M), then
[σ1, σ2]W = 0 .
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Proof. Consider F ∈ C∞(P+(M)). Denote σ1(F(ρ)) := ddt |t=0F(ρ+ tσ1), then
[σ1, σ2]W (F(ρ)) = d
dt
|t=0 d
ds
|s=0F(ρ+ tσ1 + sσ2)− d
ds
|s=0 d
dt
|t=0F(ρ+ tσ1 + sσ2)
=
∫
M
∫
M
δ2
δρ(x)δρ(y)
F(ρ)σ1(x)σ2(y)− δ
2
δρ(x)δρ(y)
F(ρ)σ1(y)σ2(x)dxdy = 0 ,
where δ
2
δρ(x)δρ(y) is the L
2 second variation of F(ρ). 
We derive the Levi-Civita connection by the commutator on density manifold.
Proposition 11 (Levi-Civita connection). The operator ∇W· · : TρP+(M))×TρP+(M)→
TρP+(M) is defined by
∇Wσ1(x)σ2(x) =−
1
2
(
∆σ1∆
†
ρσ2 +∆σ2∆
†
ρσ1 +∆ρ(∇∆†ρσ1 · ∇∆†ρσ2)
)
(x) .
Proof. We apply the Koszul formula for σi ∈ TρP+(M), i = 1, 2, 3. Notice [σi, σj ]W = 0,
then
gW (∇Wσ1σ2, σ3) =
1
2
{
σ1(gW (σ2, σ3)) + σ2(gW (σ1, σ3))− σ3(gW (σ1, σ2))
}
=
1
2
d
dt
|t=0
∫
M
{
σ2(x)(−∆ρ+tσ1)†σ3(x) + σ1(x)(−∆ρ+tσ2)†σ3(x)− σ1(x)(−∆ρ+tσ3)†σ2(x)
}
dx .
(26)
The next two claims are needed to further calculate (26).
Claim 3:
d
dt
|t=0
∫
M
σ2(x)(−∆†ρ+tσ1)σ3(x)dx =
∫
M
σ2(x)∆
†
ρ∆σ1∆
†
ρσ3(x)dx .
Proof of Claim 3. Since
0 =
d
dt
(g(ρ+ tσ1)g(ρ + tσ1)
−1) =
d
dt
g(ρ+ tσ1)g(ρ+ tσ1)
−1 + g(ρ+ tσ1)
d
dt
g(ρ+ tσ1)
−1 ,
then
d
dt
g(ρ+ tσ1) =− g(ρ+ tσ1) d
dt
g(ρ+ tσ1)
†g(ρ+ tσ1)
=− g(ρ+ tσ1) d
dt
(−∆ρ+tσ1)g(ρ + tσ1)
=g(ρ+ tσ1)∆σ1g(ρ+ tσ1) ,
(27)
where the second equality is true since ∆ρ = ∇ · (ρ(x)∇) is linear w.r.t. ρ. From (6), we
obtain ∫
M
σ2(x)(−∆†ρ)σ3(x)dx =
∫
M
σ2(x)
(
g(ρ+ tσ1)σ3
)
(x)dx . (28)
PROBABILITY MANIFOLD VIA OPTIMAL TRANSPORT 25
From (34) and (28), we have
d
dt
|t=0
∫
M
σ2(x)(−∆ρ+tσ1)†σ3(x)dx =
∫
M
σ2(x)
d
dt
|t=0g(ρ + tσ1)σ3(x)dx
=
∫
M
σ2(x)g(ρ)(−∆σ1)g(ρ)σ3(x)dx
=
∫
M
σ2(x)∆
†
ρ∆σ1∆
†
ρσ3(x)dx .
where the last equality follows from the fact that, for any σ(x) ∈ TρP+(M),
g(ρ)σ(x) = (−∆ρ)†σ(x) +
∫
M
σ(x)dx = (−∆ρ)†σ(x) .

Claim 4:∫
M
σ1(x)∆
†
ρ∆σ3∆
†
ρσ2(x)dx = −
∫
M
σ3(x)∆
†
ρ∆ρ
(
∇∆†ρσ1(x) · ∇∆†ρσ2(x)
)
dx .
Proof of Claim 4.∫
M
σ1(x)∆
†
ρ∆σ3∆
†
ρσ2(x)dx =
∫
M
∆†ρσ1(x)∇ · (σ3(x)∇∆†ρσ2(x))dx
=−
∫
M
σ3(x)
(∇∆†ρσ1(x) · ∇∆†ρσ2(x))dx
=−
∫
M
σ3(x)∆
†
ρ∆ρ
(
∇∆†ρσ1(x) · ∇∆†ρσ2(x)
)
dx ,
where the second equality is given by integration by parts and the third one is introduced
by ∆†∆σ = σ if σ ∈ TρP+(M). 
Applying Claim 3 and 4, we have
gW (∇Wσ1σ2, σ3)
=
1
2
∫
M
σ3(x)∆
†
ρ∆σ1∆
†
ρσ2(x) + σ3(x)∆
†
ρ∆σ2∆
†
ρσ1(x)− σ1(x)∆†ρ∆σ3∆†ρσ2(x)dx
=
∫
M
σ3(x)(−∆ρ)†(−1
2
)
{
∆σ1∆
†
ρσ2(x) + σ3(x)∆
†
ρ∆σ2∆
†
ρσ1(x)− σ1(x)∆†ρ∆σ3∆†ρσ2(x)
}
dx .
From the definition of inner product gW , we finish the proof. 
By the Levi-Civita connection, we define the Christopher symbol in density manifold.
Definition 9. Denote the Christopher symbol operator at ρ ∈ P+(M) at x ∈ M by
ΓW,x : TρP+(M)× TρP+(M)→ R,
ΓW,x(σ1, σ2) = −1
2
(
∆σ1∆
†
ρσ2 +∆σ2∆
†
ρσ1 +∆ρ(∇∆†ρσ1 · ∇∆†ρσ2)
)
(x) .
It is clear ∇Wσ1σ2(x) = ∇Wσ2σ1(x) = ΓW,x(σ1, σ2). By this Christopher symbol, the
parallel transport and geodesic equation in density manifold are derived.
26 LI
Proposition 12 (Parallel transport). Denote ρ : (a, b)→ P+(M). Consider σt = σ(t, x) ∈
TρP+(G) be a vector field along curve ρt = ρ(t, x), then the equation for σt to be parallel
along ρt is
∂tσt =
1
2
(
∆σt∆
†
ρt
∂tρt +∆∂tρt∆
†
ρt
σt +∆ρt(∇∆†ρ∂tρt · ∇∆†ρσt)
)
.
Let σt = ∂tρt, then the geodesic equation satisfies
∂ttρt = ∆∂tρt∆
†
ρt
∂tρt +
1
2
∆ρt(∇∆†ρt∂tρt)2 . (29)
Proof. The parallel transport equation is derived by
∂tσ(t, x) = −ΓW,x(σt, ∂tρt) = 1
2
(
∆σt∆
†
ρt
∂tρt +∆∂tρt∆
†
ρt
σt +∆ρt(∇∆†ρ∂tρt · ∇∆†ρσt)
)
.
And the geodesic equation is introduced by
∂ttρt = −ΓW,x(∂tρt, ∂tρt) = ∆∂tρt∆†ρt∂tρt +
1
2
∆ρt(∇∆†ρt∂tρt)2 .

We introduce the curvature formulas in (P+(M), gW ) by the similar derivation in (11).
Denote RW (·, ·)· : TρP+(M)× TρP+(M)× TρP+(M)→ TρP+(M).
Proposition 13 (Curvature tensor). Given σ1, σ2, σ3, σ4 ∈ TρP+(M), then
gW (RW (σ1, σ2)σ3, σ4)
=
∫
M
1
2
{
σ2(x)∆
†
ρ∆m(σ1,σ4)∆
†
ρσ3(x) + σ1(x)∆
†
ρ∆m(σ2,σ4)∆
†
ρσ3(x)
}
− σ2(x)∆†ρ∆m(σ1,σ3)∆†ρσ4(x)− σ1(x)∆†ρ∆m(σ2,σ3)∆†ρσ4(x)
}
− 1
4
{
2n(σ1, σ2)∆
†
ρn(σ3, σ4)− n(σ1, σ3)∆†ρn(σ2, σ4) + n(σ2, σ3)∆†ρn(σ1, σ4)
}
dx ,
(30)
where operators m, n : TρP+(M)× TρP+(M)→ TρP+(M) are defined by
m(σa, σb) := −1
2
(
∆σa∆
†
ρσb +∆σb∆
†
ρσa +∆ρ(∇∆†ρσa · ∇∆†ρσb)
)
,
and
n(σa, σb) := ∆σa∆
†
ρσb −∆σb∆†ρσa .
We compute the Hessian operator in density manifold by (23). Denote HessW (·, ·) : TρP+(M)×
TρP+(M)→ TρP+(M).
Proposition 14 (Hessian operator). Given σ1, σ2 ∈ TρP+(M), then
HessWF(ρ)(σ1, σ2) =
∫
M
∫
M
δ2
δρ(x)δρ(y)
F(ρ)σ1(x)σ2(y)dxdy
+
1
2
∫
M
δ
δρ(x)
F(ρ)
(
∆σ1∆
†
ρσ2 +∆σ2∆
†
ρσ1 +∆ρ(∇∆†ρσ1 · ∇∆†ρσ2)
)
(x)dx .
(31)
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We next provide the formulation of the Laplacian-Beltrami operator in density manifold,
i.e. ∆W : C
∞(P+(M)) → C∞(P+(M)), by the technique used in proposition 7. The
following definitions are needed. Denote λi(ρ) > 0, i = 1, 2, · · · , be positive eigenvalues of
−∆ρ. In other words, there exists ui(x) ∈ C∞(M), such that
−∇ · (ρ(x)∇ui(x)) = λi(ρ)ui(x) .
Let λα,F (ρ), α ∈ I with the index set I, be eigenvalues of operator −∆ρδ2F(ρ). In other
words, there exists vα(x) ∈ C∞(M), such that
−∇x ·
(
ρ(x)∇x(
∫
M
δ2
δρ(x)δρ(y)
F(ρ)vα(y)dy)
)
= λα,Fvα(x) .
Proposition 15 (Laplacian-Beltrami operator). Given F(ρ) ∈ C∞(P+(M)), then
∆WF(ρ) :=trL2((−∆ρ)δ2F(ρ))−
1
2
∫
M
∇ log(det(−∆ρ))(x)∇ δ
δρ(x)
F(ρ)ρ(x)dx ,
where trL2((−∆ρ)δ2F(ρ)) =
∑
α∈I λα,F (ρ), and det(−∆ρ) = Π∞i=1λi(ρ).
Similar as the proof of Lemma 2, we introduce the Jacobi equation on density manifold.
Proposition 16 (Variations of energy and Jacobi equation). Consider an infinitesmall
deformation ρǫ(t, x) = ρ(t, x)+ǫh(t, x) ∈ P+(M) with h(t, x) ∈ C∞(M),
∫
M
h(t, x)dx = 0,
and h(0, x) = h(1, x) = 0,
E(ρǫ) =
∫ 1
0
1
2
∂tρ
ǫ
t(−∆ρǫt)†∂tρǫtdt = E(ρ) + ǫδE(ρ)(h) +
ǫ2
2
δ2E(ρ)(h) + o(ǫ2) .
Then the first and second variations satisfy
δE(ρ)(h) =
∫ 1
0
∫
M
∂tρt(−∆ρt)†
(
∂tht − 1
2
∆ht∆
†
ρt∂tρt
)
dxdt ,
and
δ2E(ρ)(h) =
∫ 1
0
∫
M
(
∂tht −∆ht∆†ρt∂tρt
)
(−∆ρt)†
(
∂tht −∆ht∆†ρt∂tρt
)
dxdt .
The Jacobi equation along the geodesic ρt satisfies
∂tht −∆ht∆†ρt∂tρt = 0 , h(0, x) = h(1, x) = 0 .
4.3. Connections with Dual coordinates. The dual coordinates in density manifold
has been considered in [19] and Chapter 3 of [17]. In this sequel, we illustrate the connec-
tion between Otto calculus and the primal coordinate system introduced in this paper.
Denote the smooth cotangent space at ρ ∈ P+(M) by
T ∗ρP+(M) = {FΦ, Φ ∈ C∞(M) : FΦ(σ) =
∫
M
σ(x)Φ(x)dx , for any σ ∈ TρP+(M)} .
For any constant c ∈ R and any σ ∈ TρP+(M),
F(Φ+c)(σ) =
∫
M
Φ(x)σ(x)dx+ c
∫
M
σ(x)dx =
∫
M
Φ(x)σ(x)dx = FΦ(σ) .
In other words, C∞(M)/R ∼= T ∗ρP+(M).
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The cotangent space and tangent space of density manifold can be identified by the
map Φ→ VΦ = −∆ρΦ(x). In other words, for any tangent vector σ(x) ∈ TρP+(M), there
exists a unique Φ(x) ∈ C∞(M)/R, such that
σ(x) = VΦ(x) = −∇ · (ρ(x)∇Φ(x)) . (32)
By the property of elliptical operator ∆ρ, one can show C
∞(M)/R ∼= TρP+(M). Thus
T ∗ρP+(M) ∼= TρP+(M).
The Riemannian inner product in density manifold can be represented by the cotangent
vectors. We apply the potential function Φ1(x), Φ2(x) to represent the tangent vector
σ1(x), σ2(x) ∈ TρP+(M) using (32), i.e. VΦ1 = σ1, VΦ2 = σ2. Thus the inner product in
density manifold is formulated by
gW (σ1, σ2) =
∫
M
σ1(x)(−∆ρ)†σ2(x)dx
=
∫
M
Φ1(x)(−∆ρ)Φ2(x)dx
=
∫
M
∇Φ1(x) · ∇Φ2(x)ρ(x)dx
=gW (VΦ1 ,VΦ2) .
As is known in the Fre´chet manifold, all geometric formulas in density manifold, including
gradient, Hessian, geodesic are equivalent between primal and dual coordinates. We next
illustrate this equivalence by the geodesic and Hessian operators.
Proposition 17 (Geodesic). Denote
Φt = Φ(t, x) = −(∇ · ρ(t, x)∇)† ∂ρ
∂t
(t, x) . (33)
The geodesic equation (29) is equivalent to the following two equations. One is the com-
pressible Euler equation {
∂tρt +∇ · (ρt∇Φt) = 0
∂tΦt +
1
2(∇Φt)2 = 0
;
The other satisfies
∂ttρt = ∇ ·
(
ρt(
∇ · (ρtvt)
ρt
vt +∇vtvt)
)
. (34)
where vt = v(t, x) = ∇Φt.
Remark 2. Equation (34) is (4.12) of [17], which relates to the stochastic mechanics [25].
Proof. On the one hand, substituting (33) into (29), we have
0 =∂t(∂tρt)−∆∂tρt∆†ρt∂tρt −
1
2
∆ρt(∇∆†ρt∂tρt)2
=− ∂t(∆ρtΦt) + ∆∂tρtΦt −
1
2
∆ρt(∇Φt)2
=−∆ρt(∂tΦt +
1
2
(∇Φt)2) .
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Recall ∂tρt = −∆ρtΦt. We derive the compressible Euler equation, where Φt is unique up
to a shrift of constant function w.r.t. t.
On the other hand, denote vt = v(t, x) = ∇Φ(t, x) in (33), then ∇vtvt = 12∇(∇Φt)2.
Thus the geodesic equation (29) forms
∂t(∂tρt) =∆∂tρt∆
†
ρt∂tρt +
1
2
∆ρt(∇∆†ρt∂tρt)2
=−∇ · (∂tρt∇Φt) + 1
2
∇ · (ρt∇(−∇Φt)2)
=∇ · (∇ · (ρt∇Φt)∇Φt) +∇ · (ρt∇vtvt)
=∇ · (ρt(∇ · (ρtvt)
ρt
vt +∇vtvt)
)
.

The second example is the Hessian operator in the density manifold.
Proposition 18 (Hessian operator by cotangent vectors).
HessWF(ρ)(VΦ1 ,VΦ2) =
∫
M
∫
M
∇x∇y δ
2
δρ(x)δρ(y)
F(ρ)∇Φ1(x)∇Φ2(y)ρ(x)ρ(y)dxdy
+
∫
M
(∇∇ δ
δρ(x)
F(ρ)∇Φ1(x),∇Φ2(x))ρ(x)dx ,
where ∇∇ denotes the Hessian operator on M .
Proof. Denote σ1(x) = VΦ1 , σ2(x) = VΦ2 . From (31), we have
HessWF(ρ)〈VΦ1 ,VΦ2〉
=
∫
M
∫
M
δ2
δρ(x)δρ(y)
F(ρ)∇x · (ρ(x)∇xΦ1(x))∇y · (ρ(y)∇yΦ2(y))dxdy (H1)
+
1
2
∫
M
δ
δρ(x)
F(ρ){−∆σ1Φ2(x)−∆σ2Φ1(x) + ∆ρ(∇Φ1(x) · ∇Φ2(x))}dx . (H2)
We apply the next two steps to estimate (H1) and (H2). First, by integration by parts
w.r.t. x and y twice, we derive
(H1) =
∫
M
∫
M
∇x∇y δ
2
δρ(x)δρ(y)
F(ρ)∇xΦ1(x)∇yΦ2(y)ρ(x)ρ(y)dxdy .
Second, denote F (x) = δ
δρ(x)F(ρ) in (T2), then
(H2) =− 1
2
∫
M
F (x)∇ · {σ1(x)∇Φ2(x) + σ2(x)∇Φ1(x)− ρ(x)∇(∇Φ1(x) · ∇Φ2(x))}dx
=
1
2
∫
M
∇F (x){σ1(x)∇Φ2(x) + σ2(x)∇Φ1(x)− ρ(x)∇(∇Φ1(x) · ∇Φ2(x))}dx
=
1
2
∫
M
∇F (x)(σ1(x)∇Φ2(x) + σ2(x)∇Φ1(x))dx (H21)
− 1
2
∫
M
ρ(x)∇F (x) · ∇(∇Φ1(x) · ∇Φ2(x))
}
dx (H22)
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We next derive (H21). Substitute σ1(x) = −∇·(ρ(x)∇Φ1(x)) and σ2(x) = −∇·(ρ(x)∇Φ2(x))
into the above formula, then
(H21) =− 1
2
∫
M
∇F (x)(∇ · (ρ(x)∇Φ1(x))∇Φ2(x) +∇ · (ρ(x)∇Φ2(x))∇Φ1(x))dx
=
1
2
∫
M
(
∇Φ1(x)∇(∇F (x) · ∇Φ2(x)) +∇Φ2(x)∇(∇F (x) · ∇Φ1(x))
)
ρ(x)dx .
We last prove the following claim.
Claim 5:
2(∇∇F (x)∇Φ1(x),∇Φ2(x))
=∇Φ1(x)∇(∇F (x) · ∇Φ2(x)) +∇Φ2(x)∇(∇F (x) · ∇Φ1(x))−∇F (x)∇(∇Φ1(x) · ∇Φ2(x)) .
(35)
Proof of Claim.∑
1≤a,b≤d
∇a(∇bF · ∇bΦ1)∇aΦ2 +∇a(∇bF · ∇bΦ2)∇aΦ1 −∇a(∇bΦ1 · ∇bΦ2)∇aF
=
∑
1≤a,b≤d
∇a∇bF∇aΦ1∇bΦ2 +∇bF∇a∇bΦ1∇aΦ2 +∇a∇bF∇aΦ1∇bΦ2
+∇a∇bΦ2∇aΦ1 −∇b(∇aΦ1 · ∇aΦ2)
=
∑
1≤a,b≤d
2∇a∇bF∇aΦ1∇bΦ2 +∇bF{∇a∇bΦ1∇aΦ2 +∇a∇bΦ2∇aΦ1 −∇b(∇aΦ1 · ∇aΦ2)}
=2
∑
1≤a,b≤d
∇a∇bF∇aΦ1∇bΦ2 .

Using the fact HessWF(ρ)(VΦ1 ,VΦ2) = (H1)+ (H2) = (H1)+ (H21)+ (H22) and the
claim, we finish the proof. 
The Hessian operator reminders us the connection between density manifold and Bakry-
E´mery [3]. In particular, (35) is exact formula (6) in [3].
4.4. Density manifold and Bakry-E´mery Γ2 operator. There is the other connection
between the primal and dual coordinates. We next illustrate this by an identity between
theBakry-E´mery Γ2 operator in M and geometry of density manifold. In literature [31],
this connection is known in dual coordinates. In this sequel, we demonstrate it from the
primal coordinates, especially the weighted Laplacian operator ∆ρ.
Denote h(x) ∈ C∞(M) and the operator Lh : C∞(M)→ C∞(M) by
LhΦ = ∆Φ(x)−∇h(x) · ∇Φ(x) .
Let Φ1(x), Φ2(x) ∈ C∞(M). The Γ operator : C∞(M)→ C∞(M) is given by
Γ(Φ1,Φ2) =
1
2
[Lh(Φ1Φ2)− Φ1LhΦ2 − Φ2LhΦ1] = ∇Φ1 · ∇Φ2 ,
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and the Γ2 operator : C
∞(M)→ C∞(M) is introduced by
Γ2(Φ1,Φ2) =
1
2
[LhΓ(Φ1,Φ2)− Γ(LhΦ1,Φ2)− Γ(LhΦ2,Φ1)] .
Denote the Gibbs measure ρ∗(x) = 1
K
e−h(x), where K =
∫
M
e−h(x)dx. Consider the
relative entropy
H(ρ|ρ∗) =
∫
M
ρ(x) log
ρ(x)
ρ∗(x)
dx =
∫
M
ρ(x) log ρ(x)dx+
∫
M
ρ(x)h(x)dx +K .
We shall present that the Hessian formula of H(ρ|ρ∗) in (P+(M), gW ) introduces the
following identity in Riemannian manifold (M,gM ).
Proposition 19.
HessWH(ρ|ρ∗)(VΦ1 ,VΦ2) =
∫
M
∆ρΦ1∆ρΦ2
ρ
+
(∇∇ log ρ
e−h
∇Φ1,∇Φ2
)
ρdx
=
∫
M
Γ2(Φ1,Φ2)ρdx ,
In particular, let Φ(x) = Φ1(x) = Φ2(x) and h(x) ≡ 0, then∫
M
1
ρ(x)
(∇ · (ρ(x)∇Φ(x)))2 + (∇∇ log ρ(x)∇Φ(x),∇Φ(x))ρ(x)dx
=
∫
M
[
RicM (∇Φ(x),∇Φ(x)) + tr(∇∇Φ(x)∇∇Φ(x))
]
ρ(x)dx ,
where RicM denotes the Ricci tensor on M .
Proof. The proof is straightforward by the Hessian operator of relative entropy in density
manifold. Since
HessWH(ρ|ρ∗)(VΦ1 ,VΦ2) =
∫
M
∆ρΦ1∆ρΦ2
ρ
+
(∇∇ log ρ∇Φ1,∇Φ2)ρ+ (∇∇h∇Φ1,∇Φ2)ρdx .
(36)
Rewriting (35) with Γ operator and doing integration by parts, we have∫
M
(∇∇ log ρ∇Φ1,∇Φ2)ρdx
=
1
2
∫
M
[
Γ(Γ(log ρ,Φ1),Φ2) + Γ(Γ(log ρ,Φ2),Φ1)− Γ(Γ(Φ1,Φ2), log ρ)
]
ρdx
=− 1
2
∫
M
Γ(log ρ,Φ1)∆ρΦ2 + Γ(log ρ,Φ2)∆ρΦ1 + Γ(log ρ,Γ(Φ1,Φ2))ρdx .
(37)
Notice
∇ log ρ = 1
ρ
∇ρ , (38)
then
∆ρΦ
ρ
=
∇ · (ρ∇Φ)
ρ
=
(∇ρ,∇Φ) + ρ∆Φ
ρ
=(∇ log ρ,∇Φ) +∆Φ = Γ(log ρ,Φ) +∆Φ .
(39)
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Substituting (35), (37), (38), (39) into (36), we have
HessWH(ρ|ρ∗)(VΦ1 ,VΦ2)
=
1
2
∫
M
(
∆ρΦ1
ρ
− Γ(log ρ,Φ1))∆ρΦ2 + (∆ρΦ1
ρ
− Γ(log ρ,Φ2))∆ρΦ1 − Γ(log ρ,Γ(Φ1,Φ2))ρdx
+
∫
M
(∇∇h∇Φ1,∇Φ2)ρdx
=
1
2
∫
M
{
∆Φ1∆ρΦ2 +∆Φ2∆ρΦ1 − Γ(ρ,Γ(Φ1,Φ2))
}
+
{
(∇∇h∇Φ1,∇Φ2)
}
ρdx
=
1
2
∫
M
{
∆Γ(Φ1,Φ2)− Γ(∆Φ1,Φ2)− Γ(∆Φ2,Φ1)
}
ρ
+
{
Γ(Φ1,Γ(h,Φ2)) + Γ(Φ2,Γ(h,Φ1))− Γ(h,Γ(Φ1,Φ2))
}
ρdx
=
1
2
∫
M
{
(∆−∇h · ∇)Γ(Φ1,Φ2)− Γ((∆ −∇h · ∇)Φ1,Φ2)− Γ((∆−∇h · ∇)Φ2,Φ1)
}
ρdx
=
∫
M
Γ2(Φ1,Φ2)ρdx ,
where the last equality is from the definition of Γ2 operator. As in (4a) of [3], from the
Bochner’s formula, we have
Γ2(Φ1,Φ2) =(∇∇h∇Φ1,∇Φ2) + RicM (∇Φ1,∇Φ2) + tr(∇∇Φ1∇∇Φ2) ,
which finishes the proof. 
Remark 3. We note that formulas (38) and (39) are widely used in Nelson’s stochastic
mechanics [25]. In particular, (39) relates to the osmotic diffusion operator in [17, 25].
In particular, if ρ(x) ≡ 1 and h(x) ≡ 0, then Proposition 19 shows the standard Yano’s
formula [33], which means∫
M
(∇ · (∇Φ(x)))2dx = ∫
M
RicM (∇Φ(x),∇Φ(x)) + tr(∇∇Φ(x)∇∇Φ(x))dx .
The derivation of Yano’s formula by the Hessian operator in density manifold is reported
in [11, 18]. It is one of the motivations for this paper.
5. Differential equations in probability manifold
In this section, we use several examples to illustrate the geometry formulas in probability
manifold.
Example 1 (Ordinary differential equations in probability manifold). Consider F(ρ) ∈
C∞(P(G)). On one hand, the gradient flow of F(ρ) satisfies
ρ˙ = −gradWF(ρ) ,
i.e.
ρ˙ = −L(ρ)dρF(ρ) = divG(ρ∇GdρF(ρ)) . (40)
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On the other hand, the Hamiltonian flow of F(ρ) satisfies
∇ρ˙ρ˙ = ρ¨+ (ρ˙TΓkρ˙)nk=1 = −∇WF(ρ) ,
i.e.
ρ¨− L(ρ˙)L(ρ)†ρ˙+ 1
2
L(ρ)(∇GL(ρ)†ρ˙ ◦ ∇GL(ρ)†ρ˙) = −L(ρ)dρF(ρ) . (41)
Equation (41) can be rewrite as the first order ODE system. Consider the dual coordinate
via Legendre transform, i.e. ρ˙ = L(ρ)Φ, then (41) forms
ρ˙+ divG(ρ∇GΦ) = 0 , Φ˙ + 1
2
∇GΦ ◦ ∇GΦ = −dρF(ρ) .
In other words,
ρ˙ =
∂
∂Φ
H(ρ,Φ) , Φ˙ = − ∂
∂ρ
H(ρ,Φ) ,
where
H(ρ,Φ) := 1
2
(∇GΦ,∇GΦ)ρ + F(ρ) .
Several examples of (40), (41) have been studied in [10, 11], which are Fokker-Planck
equations, Schro¨dinger equations on graphs respectively.
In addition, we are curious about the drift diffusion process associated with the canonical
volume form in (P+(G), gW ).
Example 2 (Stochastic differential equations in probability manifold). Consider the
Fokker-Planck equation in (P+(G), gW ) with drift vector ∇WF(ρ), F(ρ) ∈ C∞(P(G)),
diffusion constant β > 0 on a compact set B ⊂ P+(G). The zero-flux condition is pro-
posed on ∂B. Then the Fokker-Planck equation
∂P(t, ρ)
∂t
= divW (P(t, ρ)∇WF(ρ)) + β∆WP(t, ρ)
satisfies
∂P(t, ρ)
∂t
= Π(ρ)
1
2∇ρ ·
{
Π(ρ)−
1
2L(ρ)
(
P(t, ρ)dρF(ρ) + βdρP(t, ρ)
)}
. (42)
An associated drift-diffusion process of (42) on (P+(G), gW ) satisfies
dρt = −L(ρt)(dρtF(ρt) +
β
2
dρt log Π(ρt))dt+
√
2βL(ρt)
1
2 dBt . (43)
The stationary solution of (42) is a Gibbs measure in the space of probability densities
supported on (P+(G), gW ),
P
∗(ρ) =
1
K
e
−F(ρ)
β , where K =
∫
B
Π(ρ)−
1
2 e
−F(ρ)
β dvol . (44)
Proof. Using the fact that
dρP(t, ρ) = P(t, ρ)dρ log P(t, ρ) ,
then (42) forms
∂P(t, ρ)
∂t
= Π(ρ)
1
2∇ρ · (L(ρ)P(t, ρ)
(
dρF(ρ) + βdρ logP(t, ρ)
)
Π(ρ)−
1
2 ) . (45)
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Denote the density function in Euclidean volume form, f(t, ρ) = P(t, ρ)Π(ρ)−
1
2 , then (45)
forms
∂f(t, ρ)
∂t
= ∇ρ · [f(t, ρ)L(ρ)dρF(ρ)] + β∇ρ · [f(t, ρ)L(ρ)dρ log f(t, ρ)
Π(ρ)−
1
2
] .
Thus the infinitesimal generator of (42) satisfies
Afˆ(ρ) = −
n∑
i=1
∂fˆ(ρ)
∂ρi
(
L(ρ)(dρF(ρ) + β
2
dρ log Π(ρ)
)
(i) + β
∑
1≤i,j≤n
(L(ρ)
1
2L(ρ)
1
2 )ij
∂2fˆ(ρ)
∂ρi∂ρj
,
for any compactly-supported C2 function fˆ(ρ) with ρ ∈ B. Then the stochastic differential
equation (43) is derived. By solving ∂
∂t
f(t, ρ) = 0, we have
f∗(ρ) =
1
K
Π(ρ)−
1
2 e
−F(ρ)
β , where K =
∫
B
Π(ρ)−
1
2 e
−F(ρ)
β dvol .
In other words, P∗(ρ) = f∗(ρ)Π(ρ)
1
2 satisfies (44). 
Remark 4. Formula (43) suggests that a drift-diffusion process in (P+(M), gW ), forms
dρ(t, x) = ∇ ·
(
ρ(t, x)∇ δ
δρ
(F + β
2
log det(−∆ρ))(t, x)
)
dt+
√
2β(−∆ρ)
1
2dB(t, x) ,
where B(t, x) is the standard space-time Brownian motion. See [32] for more details.
6. Discussion
In this paper, we introduce the geometry formulas in probability manifold on graphs
with L2-Wasserstein metric. The main idea is to propose a Riemannian metric in the
positive measure space, and study the probability manifold as its submanifold. Similar
derivations are introduced in the infinite dimensional settings. We hope that this study
would help to design numerical schemes and analyze the related models in statistics and
population games. We will continue to work in this direction.
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