ABSTRACT An image texture was defined in terms of pixel intensities and directionality. However, most of the current texture representation methods did not consider the two key factors simultaneously. To effectively capture the directional and pixel intensity information of texture, in this paper, we propose a novel and robust local descriptor, named locally directional and extremal pattern (LDEP), for texture classification. It extracts directional local difference count pattern (DLDCP) being made up of DLDCP in the odd positions and DLDCP in the even positions to express directional information in the local area in the first place. Furthermore, to acquire the extremum information remained by DLDCP, by concatenating extremum location pattern (ELP), extremum difference pattern (EDP), and extremum compression pattern (ECP) from the sampling points, we extract a neighbors extremum related local pattern (NERLP). The experimental results obtained from four representative texture databases (Prague, Stex, UIUC, Kth-tips2-a, Brodatz, and CUReT) demonstrate that our proposed LDEP descriptor can achieve comparable accurate classification rates in different conditions (rotation, illumination, scale variation, viewpoint variation, and noise) with ten typical texture classification methods.
I. INTRODUCTION
An image texture was defined as the local spatial variations in pixel intensities and orientation [1] , [2] . Building an effective texture representation method is a key step in many computer vision tasks, including object recognition [3] - [5] , visual navigation [6] - [8] , image segmentation [9] - [12] , image retrieval [13] - [17] , scene understanding [18] - [21] , industrial inspection [22] - [25] etc. Up to now, a variety of texture representation/classification methods have been proposed. They include statistical methods [26] , [27] , structure methods [28] , [29] , model methods [30] , and transform domain based methods [31] , [32] . As a typical representation of statistical methods, local binary pattern (LBP) was proposed to represent image texture [33] . It has attracted attention from many scholars, and it has been widely promoted due to that it is a simple and efficient descriptor in some sense.
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Many skills have been proposed to enhance the discriminative performance of LBP, However, there are still some problems that need to be alleviated in the variations of LBP. Most of methods did not extract directional and extremum information simultaneously. In addition, they may not be robust to rotation, illumination, scale variation, viewpoint variation, and noise etc.
In order to alleviate the above issues, a novel and robust local descriptor, locally directional and extremal pattern (LDEP), is proposed for texture classification. Specifically, LDEP consists of directional local difference count pattern (DLDCP) and neighbors extremum related local pattern (NERLP). DLDCP is used for capturing local directional information due to that the directional information can be modelled by using local difference count pattern in odd and even positions. On the other hand, NERLP is used for representing neighbors extremum related information, neglected by DLDCP, due to that the intensity information of the pixels in a given local neighborhood can be captured by VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ the extremum in the same neighborhood. So our proposed LDEP can effectively capture the information of pixel intensities and directionality because LDEP extracts texture information from the perspective of the definition of texture. Experimental results demonstrate that our proposed LDEP descriptor is effective and performs better than six typical texture classification methods. The four contributions of this work are presented as follows: First, we propose to model the directionality of texture by using directional local difference count pattern (DLDCP). The proposed DLDCP consists of DLDCP in the odd positions (abbreviated as DLDCP-OP) and DLDCP in the even positions (abbreviated as DLDCP-EP). DLDCP extracts different directional feature information from spatial location and costs less computing time. Second, we propose to model the intensity information of the pixels by using neighbors extremum related local pattern (NERLP). The proposed NERLP can accurately capture effective intensity information from extremum location pattern (ELP), extremum difference pattern (EDP) and extremum compression pattern (ECP). Third, LDEP is built by extracting DLDCP and NERLP.
Finally, experimental results demonstrate that our proposed LDEP descriptor is effective in different conditions (rotation, illumination, scale variation, viewpoint variation, and noise) when compared with ten typical texture classification methods.
The rest of this paper is arranged as below: Brief reviews of existing methods are included in Section II. Section III describes the proposed LDEP, followed by a brief introduction of LDEP-based texture classification. Experimental results, as well as the corresponding comparative analysis, are showed in Section IV. Finally, we give a brief conclusion in Section V.
II. RELATED WORK
During the last two decades, various variants of LBP have been proposed and used for texture classification [34] - [52] . It can be found that an effective texture descriptor should be robust to rotation, illumination, scale variation, viewpoint variation, and noise when performing classification of texture images from different imaging conditions. To this end, researchers have designed some improved variants of LBP. Some of them are introduced as follows.
Traditional LBP only contains the symbol information of the image, but ignores the neighborhood difference magnitude information and the central pixel value information. To improve its robustness to rotation, completed modeling of local binary pattern operator is proposed to capture the rotation-invariant characteristic of textures and applied to texture classification [34] . LBC is used for counting the number of 1 in the symbol operation. Although LBC does not represent the microscopic structure of the image well, statistic LBC can make up for this deficiency. Moreover, [35] has also been built to further increase the classification performance of images. Furthermore, binary count for rotation invariant texture classification [35] has also been built to further increase the classification performance of images. Extended contrast local binary pattern [36] extracts feature patterns by repartitioning bins to classify texture images.
To alleviate the influence of illumination on classification performance, multi-scale counting and difference representation for texture classification [37] uses weber theorem and local binary count feature (segmentation threshold and adaptive division of differential perception) to classify images with illumination invariance. Low-light image enhancement via illumination map estimation [38] , more specifically, each pixel is computed by discovering the maximum values in different channels, separately. In addition, it applies a structure on the initial illumination map to build the final feature.
Considering that scale variation and viewpoint variation can also affect the classification performance, we employed wavelet transforms to perform multi-scale feature extraction on the projected image (symbol information and magnitude information) [39] . Arashloo et al. used a learning filter to linearly place a local area of the image on the subspace for operation [40] . On the other hand, we [41] used the granularities at multiple scales and orientations for texture classification. We proposed a texture classification method, which also provides good classification performance for images with viewpoint variation [42] . It extracts differential information based on the specified direction and distance.
To make the designed descriptor be robust to noise, Hong et al. proposed combining LBP difference and feature correlation for texture description [43] . It can capture the intrinsic link between features by using the gray level co-occurrence matrix and equalization of local area information. Ji et al. [44] use a median sampling principle to define a series of gradient feature descriptors, and to achieve good noise image classification performance. Median robust extended local binary pattern [45] was designed to utilize the median information of the local region, captures the microscopic and macroscopic features of the image, and achieves a high classification accuracy rate on noise images. Su and Jung [46] propose a two-step noise suppression method, which utilizes a noise level function and a justnoticeable-difference model to reduce noise. Wang et al. [47] improves the images by modifying the bisquare robust function and using the total-variation filter.
However, the above variants of LBP were not proposed from the perspective of the definition of texture. In the following section, we propose a novel texture descriptor, LDEP, to capture directional and pixel intensity information of texture, and in experimental results we will further demonstrate its good representation performance in complex imaging environment (rotation, illumination, scale variation, viewpoint variation, and noise).
III. LOCALLY DIRECTIONAL AND EXTREMAL PATTERN FOR TEXTURE CLASSIFICATION
In this section, an effective texture descriptor called locally directional and extremal pattern (LDEP), is proposed from the perspective of the texture definition for texture classification. LDEP consists of directional local difference count pattern (DLDCP) and neighbors extremum related local pattern (NERLP). In the following subsections, DLDCP is first designed for capturing local directional information due to that the directional information can be modelled by using local difference count pattern in odd and even positions. Furthermore, NERLP is proposed for representing neighbors extremum related information, neglected by DLDCP, due to that the intensity information of the pixels in a given local neighborhood can be captured by the extremum in the same neighborhood.
A. DIRECTIONAL LOCAL DIFFERENCE COUNT PATTERN (DLDCP)
Directional information is important for image texture. To capture the directional information of texture, we extract directional local difference count pattern (DLDCP) by utilizing odd and even neighbors of a given pixel to express the directional information of texture. Particularly, a DLDCP consists of DLDCP in the odd positions (denoted by DLDCP-OP) and DLDCP in the even positions (denoted by DLDCP-EP) due to that they are derived from the odd position and even position pixels of a given pixel, separately. Note that it is reasonable to extract DLDCP to capture the directional information due to that the local difference between the neighbor in the odd positions and the center pixel is different from that between the neighbor in the even positions and center pixel, and the two types of local differences can capture different directional information of texture. In this paper, P is the number of sampling points under equal spaced distance pixels, in which R is a radius of circle.
1) DLDCP-OP
To extract directional information in a local neighborhood of a given pixel, we look on this pixel as the central pixel, and represent the directional information by using the local differences between the central pixel and its circumjacent pixels in the odd and even positions respectively. It can be easily found that local differences between the central pixel and its circumjacent pixels in the odd positions can capture four different directional information from the local differences between the central pixel and its circumjacent pixels in the even positions. For clarity, we first describe the DLDCP in the odd positions (denoted by DLDCP-OP). Specifically, the DLDCP-OP consist of symbol information (DLDCP-OP_S), magnitude information (DLDCP-OP_M) and center information (DLDCP-OP_C).
Symbol information (DLDCP-OP_S) is defined as
where
g i (x, y) is set as the gray level from P circumjacent pixels, g c (x, y) corresponds to the center pixel gray value in a local region, and whose value is 1 if a is higher than or equal to 0, otherwise is 0. The magnitude information (DLDCP-OP_M) is defined as
is the difference magnitude of g i (x, y) and g c (x, y), and m c (x, y) is the mean value of all m i (x, y) in the whole image. These patterns mainly use information between center pixel and neighbors. However, the more information on center region is ignored. Therefore, the central information (DLDCP_C) is extracted and defined as
I c is mean value of entire image. Every pixel is considered as a central pixel to obtain the difference information with circumjacent pixels. Finally, DLDCP-OP_S, DLDCP-OP_M, and DLDCP_C are connected serially to create a texture descriptor, DLDCP-OP.
2) DLDCP-EP
Similarly, we can compute the corresponding DLDCP in the even positions (denoted by DLDCP-EP). Specifically, DLDCP-EP is also composed of three parts, DLDCP-EP_S, DLDCP-EP_M, and DLDCP_C. The first two can be respectively defined as
The last one is defined by the formulas (5).
3) ILLUSTRATION OF DLDCP
We first analyze the possible values of DLDCP. As we all know, LBP is created by the difference from peripheral pixels of the centre pixel. The feature value of LBP is between 0 and 255, and thus the resulting feature vector is 256 dimension. Each of DLDCP-OP_S and DLDCP-EP_S includes only 4 neighboring pixels and thus the resulting values is between 0 and 4. Hence, the resulting feature vector is more compact than the previous feature vector obtained by LBP.
For clarity, we show the extraction process of DLDCP-OP_S and DLDCP-EP_S in Fig. 1 . For example, a central pixel g c and its 8 round and clockwise distribution neighbors, in which R is 1. We can immediately calculate the every difference value between g c and g i , (−3, 0, −2, Furthermore, the calculation process of DLDCP-OP_M and DLDCP-EP_M is showed in Fig. 2 . Every pixel value is considered as a central pixel, such as 5, 8, 6, 12, 8, 10, 7, 4, 9. Then, we can calculate the absolute difference between them and the neighboring pixels, and gain the average difference of the entire image. Further, the center value that is surrounded by pixels located on the odd and even positions is used to compared with gained average difference value. Finally, we calculate the sum of their corresponding positions as DLDCP-OP_M and DLDCP-EP_M features.
So DLDCP can be built according to the previous DLDCP-OP_S, DLDCP-EP_S, DLDCP_C, DLDCP-OP_M and DLDCP-EP_M.
B. NEIGHBORS EXTREMUM RELATED LOCAL PATTERN (NERLP)
The intensity information of the pixels in a given image texture is as important as directional information when representing an image texture. In this subsection, we extract neighbors extremum related local pattern (NERLP) to model the intensity information of the pixels due to that the intensity information of the pixels in a given local neighborhood can be captured by the extremum in the same neighborhood. Specifically, NERLP consists of extremum location pattern (ELP), extremum difference pattern (EDP) and extremum compression pattern (ECP) from the sampling points.
1) EXTREMUM LOCATION PATTERN
The spatial location of the pixel is an extremely important texture feature for image classification. Especially, the extreme location information with detail and gray change, can reflect characteristics of the texture in the local area. So we extract the maximum value and its location, whose are respectively defined as (8) and (9),
where g i (x, y) is the pixel value of the i-th neighbor position.
Similarly, we extract the minimum value and its location, whose are respectively defined as (10) and (11) .
2) EXTREMUM DIFFERENCE PATTERN (EDP)
Instead of comparing the ambient pixels with the center pixel, we utilize the mean pixel value (maximum value and minimum value) in local area to replace the center pixel as a threshold. Then we can compute the corresponding symbol pattern and magnitude pattern of extremum difference, and obtain the extremum difference pattern (EDP). The symbol pattern of extremum difference pattern (EDP_S) is defined as
Note that due to that these neighbor values and the obtained extreme mean are subjected to symbol operations, we can obtain 8 binary numbers. Then each number is weighted to obtain a decimal number. However, when the image is rotated, the binary sequence will change, and results in changing decimal number. To keep rotation invariance, we perform rotation invariance processing. That is, the binary number x of a P-bit is cyclically rotated i times to minimize x. Furthermore, the uniform pattern U s is utilized to quantize the features. It can be seen from the definition that U s is the amount of conversions between 0/1 in a binary serial-number. The resulting texture feature is marked varying from 0 to P+1, including P+2 patterns. So the EDP_S characteristic is compact relatively.
The magnitude of extremum difference pattern (denoted by EDP_M) can be formulated as follows:
n c (b) denotes the mean value of n i (x, y) in entire image, and U n is also the number of transitions (0/1 or 1/0). 
3) EXTREMUM COMPRESSION PATTERN (ECP)
To quantize the pixel intensity of the center pixel, we further utilize the mod function to compute the extremum compression pattern (ECP), which is defined as (17)- (19),
where the mod function is a remainder function, which is the remainder of the two numeric expressions after division. Once the previous features are obtained, we can compute the NERLP. Fig. 3 show the extraction process of NERLP with the parameter (8,1) for clarity.
C. TEXTURE CLASSIFICATION
Once the LEDP is computed, we can adopt one-nearest neighbor classifier with a similarity measure to perform texture classification. In this work, we utilize the chi-square distance to measure the similarity between training images and the test images. For a training sample r M and a test samples r N , the similarity of them can be computed as
where r j M is the feature of the jth histogram in r M , r j N is the feature of the jth histogram in r N , and S is the feature number in all images. Fig. 4 shows the flow chart of the proposed texture classification method. We first extract the directional feature, DLDCP, consisting of DLDCP-OP and DLDCP-EP, which are respectively constructed by the corresponding symbol, magnitude and central information in the odd and even positions. Then we extract the extremal feature, NERLP, consisting of ELP, ENP, and ECP, which are respectively computed by (9) and (11), (12) and (15), and (18) and (19) . Furthermore, by concatenating the two above features, we can obtain the LDEP feature. Finally, the resulting texture descriptor LDEP is used for classification by using one nearest neighbor classifier.
IV. EXPERIMENTAL RESULTS
In this section, we will demonstrate the effectiveness of our proposed LDEP texture representation by performing a series of experiments on six challenging databases, as well as comparisons with ten representative texture representation methods.
A. EXPERIMENTAL SETTINGS AND TEXTURE DATASETS 1) EXPERIMENTAL SETTINGS
In the following experiments, we split the texture image datasets at random, and use a half for training and the rest for testing. We repeat the texture classification experiments 10 times and compute the average classification accuracy. To investigate the sensitivity of the radius, we test our proposed LDEP in three cases of radius, e.g. R = 1, 2 and 3. In addition, we also show the effectiveness of our proposed method in the absence of noise and different noise environment.
2) TEXTURE DATASETS
Prague 1 contains 89 512*512 gray-scale textures images from 10 thematic classes. We first select 40 texture images (shown in Fig. 5) , and divide each of them into 16 128*128 texture patches. They are denoted as Set-1. Then we use the whole dataset including 89 texture images, and divide each of them into 16 128*128 texture patches. For clarity, we denote them as Set-2 including 1424 (89*16) 128*128 texture patches. Stex 2 contains 476 512*512 gray-scale textures. Here, Set-3 contains 100 texture classes, which is shown in Fig. 6 , and everyone is divided into 16 128*128 overlapping patches of equal size. Finally, Set-3 includes 1600 (100*16) 128*128 texture images. Set-4 includes 7616 (476*16) 128*128 image samples. UIUC 3 is a standard and classic database, which contains 25 texture classes as exhibited in Fig. 7 . There are only 40 samples in each class with resolution of 640*480 in different sampling conditions. Set-5 contains 10 texture classes, as follows, T01_bark1, T02_bark2, T05_wood2, T08_granite, T09_marble, T15_brick2, T16_glass1, T17_glass2, T22_fur, T24_corduroy. We select two images randomly from every class, then each sample is divided into 12 160*160 patches of equal size. Therefore, Set-5 contains 240 (10*2*12) 160*160 samples. Total number of images used for Set-6 is 600 (25*2*12) 160*160 experimental samples.
The last database is Kth-tips2-a, 4 which consists of 11 images (samples). Each class includes 396 200*200 samples captured from different direction, lighting conditions, and viewing angle at least. In this study, Set-7 contains 8 texture classes, including 16a-scale_2_im_4_col, 3 http://homepages.inf.ed.ac.uk/rbf/CVonline/Imagedbase.htm#urban 4 http://www.nada.kth.se/cvap/databases/kth-tips/ 22a-scale_2_im_4_col, 23a-scale_2_im_4_col, 42a-scale_ 2_im_4_col, 44a-scale_2_im_1_col, 46a-scale_2_im_4_col, 48a-scale_2_im_4_col, and 52a-scale_2_im_4_col. 
B. EXPERIMENTAL RESULTS EVALUATION ON DATABASES 1) CLASSIFICATION PERFORMANCE AND COMPARISON
We first test our proposed method on Set-1 and Set-2. Table 1 reports the average classification accuracy rates (ACARs). It can be found that LDEP outperforms the other six methods by over 1.31%, 2.28%, and 3.97% respectively when R = 1, 2, and 3 in Set-1. Similarly, it can be seen from Table 1 that LDEP outperforms the other six methods by over 1.65%, 3.29%, and 4.88% respectively when R = 1, 2, and 3 in Set-2. Moreover, it can be seen that when the sampling radius R is equal to 2, the classification accuracy rate of CLBC and LDEP is the highest. When the sampling radius R is equal to 3, the classification accuracy rate of the ECLBP is the highest. So the sampling scale also has an important influence on the classification result.
We further demonstrate the effectiveness of our proposed LDEP by performing texture classification on Set-3 and Set-4. The results are reported in Table 2 . It can be seen that the classification accuracy of all methods is significantly reduced due to that the number of sample categories is bigger. However, LDEP outperforms the other six methods by over 3.04%, 3.67% and 4.45% respectively when R = 1, 2, and 3 in Set-3. Similar results can be observed in Set-4.
We next compare our proposed LDEP with the other six methods on the UIUC and Kth-tips2-a database. Table 3 reports the ACARs of the seven methods on Set-5 and Set-6. It can be found that LDEP performs better than the other six methods slightly on Set-5 and Set-6 when R = 1. However, for R = 3, the superiority of LDEP is obvious. Compared with the other five methods, the classification accuracy of CLBP is the closest to LDEP, because both methods make use of the symbol information, size information, and central pixel information of the pixel, and better integrate these features. Table 4 shows the ACARs of the seven methods on Set-7 and Set-8. It can be observed from Table 4 that LDEP is more stable than the other six methods, and outperforms the six methods by over 4.61% on Set-7, and by over 5.63% on Set-8. It can be clearly seen that the LBP achieves the lowest classification accuracy because it is not robust to image rotation, illumination, and the like. It can also be found that almost all methods have a significant decline with the sampling radius R increasing, and so the scale has an important impact on the classification accuracy in a complex sampling environment. However, in a whole, LDEP obviously outperforms the other five comparison methods. To further verify the effectiveness of LDEP, we compare it with four powerful LBP-based methods on two datasets, Brodatz and CUReT, which was used respectively in [51] and [34] . The first method is to construct a local directional ternary pattern for texture classification, denoted by LDTP [2] . It utilizes the contrast information and direction information based on the derivative changes, and it can obtain competitive or better classification performance through the Wilcoxon signed rank test. The second method is to build repulsive-and-attractive local binary gradient contours, denoted by RALBGC [48] . In RALBGC, the RLBGC and ALBGC utilize center information and the difference information between triplets of pixels, which are multiscale concatenated for better robustness. The third one is to propose local concave-and-convex micro-structure patterns for texture classification, denoted by LCCMSP [49] . It extracts local concave-and-convex characteristics, and that multi-scale histogram features are available. The forth one is to come up with attractive-and-repulsive center-symmetric local binary patterns for texture classification, denoted by ARCS-LBP [50] . It uses four doublets revolved around the center pixel to capture micro-structure and macro-structure information. Table 5 reports the ACARs of the five methods. It is apparent from Table 5 that all methods can achieve 100% classification accuracy on Brodatz dataset. It can be inferred that five methods have good classification performance for images with non-rotation changes and non-illumination changes. On CUReT dataset, it can be easily observed that our proposed LDEP slightly outperforms the other four methods. It may be because LDEP makes reasonable use of the local directional information to suppress the influence of the change of the angle of view. In addition, the extremum information in LDEP weakens the effect of sharp changes in pixel values under illumination.
In summary, LDEP is statistically validated, and it achieve good classification results on all used datasets under different conditions (rotation, illumination, scale variation, and viewpoint variation).
2) CLASSIFICATION PERFORMANCE WITH NOISE
To show the robustness of our proposed LDEP to noise, we test LDEP under poisson noise, speckle noise, salt and pepper noise. We extract LDEP on the datasets without noise while test LDEP on the datasets with noise. Fig. 9 shows the classification accuracy of the seven methods on four noise databases with poisson noise. In which, the abscissa values denote the Set-1, Set-3, Set-6, and Set-8 with the same poisson noise. It can be seen from Fig. 9 that LDEP outperforms the six methods on four databases with poisson noise. Fig. 10 and Fig. 11 show the classification accuracy of the seven methods on four databases respectively in the two cases of speckle noise, and salt and pepper noise. Specifically, we can obtain 12 noise datasets when each type of noises with three different variances, such as 0.01, 0.05, 0.1 is added to the four databases respectively. Fig. 10 and Fig. 11. 12 cases of noise datasets, that is, the 12 abscissa values in Fig. 10 and Fig. 11 . LBP obtains the lowest accuracy. And because every three datasets come from the same database, when the abscissa is 1, 4, 7, or 10, the classification accuracy of each method will probably have an abrupt fluctuation. It is easy to find that LDEP is obviously superior to the others.
In summary, our proposed LDEP is effective and robust to poisson noise, speckle noise, and salt and pepper noise, when compared with the six representative methods.
V. CONCLUSION
In this paper, we propose a novel and robust local descriptor, locally directional and extremal pattern (LDEP), for texture classification. The proposed LDEP consists of directional local difference count pattern (DLDCP) and neighbors extremum related local pattern (NERLP). DLDCP is used for capturing local directional information due to that the directional information can be modelled by using local difference count pattern in odd and even positions. In contrast, NERLP is used for representing neighbors extremum related information, due to that the intensity information of the pixels in a given local neighborhood can be captured by the extremum in the same neighborhood. The resulting LDEP can effectively capture the information of pixel intensities and directionality, and also is in accordance with the definition of texture. Experiment results on representative texture databases have demonstrated the effectiveness of our proposed LDEP-based texture classification method when compared with 10 representative texture classification methods. In future, we will build a robust color texture descriptor by statistically modeling the intensity features from interchannels of color texture images. 
