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Abstract Model-order reduction methods tackle the following general ap-
proximation problem: find an “easily-computable” but accurate approximation
ĥ of some target solution h?. In order to achieve this goal, standard method-
ologies combine two main ingredients: i) a set of partial observations of h?; ii)
some “simple” prior model on the set of target solutions. The most common
prior model encountered in the literature assume that the target solution h?
is “close” to some low-dimensional subspace. Recently, triggered by the work
by Binev et al. [3], several contributions have shown that refined prior models
(based on a set of embedded approximation subspaces) may lead to enhanced
approximation performance. In this paper, we focus on a particular decoder
exploiting such a “multi-space” information and evaluating ĥ as the solution
of a constrained optimization problem. To date, no theoretical results have
been derived to support the good empirical performance of this decoder. The
goal of the present paper is to fill this gap. More specifically, we provide a
mathematical characterization of the approximation performance achievable
by this variational “multi-space” decoder and emphasize that, in some specific
setups, it has provably better recovery guarantees than its standard “single-
space” counterpart. We also discuss the similarities and differences between
this decoder and the one proposed in [3].
Keywords Model-order reduction · Multi-space prior information · Perfor-
mance guarantees
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1 Introduction
Many approximation methods encountered in the domain of model-order re-
duction rely on the following ingredients:
1) some “prior” knowledge about the location of the target solution h? in the
ambient space H.1 This prior information typically takes the form of a
subsetMprior ⊂ H such that h? ∈Mprior.
2) a set of partial observations of h?, say {yj}mj=1. In this paper, we assume
that yj = 〈wj ,h?〉 where {wj}mj=1 is a basis of some m-dimensional sub-
space Wm.
Examples of problems exploiting these two ingredients include “projection-
based” reduction of linear parametrized partial differential equations (PPDE)
[11], some approximation methods for non-linear operators (e.g., GEIM [9],
DEIM [4], Gappy POD [5]) or data-assimilation schemes with reduced-order
models [3].
BothMprior and {yj}mj=1 provide some information about the location of
h? in H. In particular, in the case of linear measurements, observing {yj}mj=1
indicates that h? must belong to some m-dimensional affine subspace of H:
h? ∈ Py , {h ∈ H : 〈wj ,h〉 = yj for j = 1 . . .m}
=
{
h? + h : h ∈W⊥m
}
, (1)
where W⊥m is the orthogonal complement of Wm in H. The goal of an approx-
imation method then consists in combining effectively (in some sense) these
two sources of information to provide a good approximation ĥ of h?.
The choice of Mprior and Wm usually plays a crucial role in the perfor-
mance of the approximation methods since they determine a trade-off between
accuracy and complexity. A standard option consists in choosingMprior as:
Mprior = {h ∈ H : dist(h, Vn) ≤ ε̂n} (2)
where Vn is an n-dimensional subspace, dist(h, Vn) , minh′∈Vn
∥∥h− h′
∥∥ and
ε̂n ≥ 0. Prior model (2) indicates that the sought solution h? is close (up to
some error bounded by ε̂n) to an n-dimensional subspace Vn. This simple model
has been exploited in most contributions of the literature, see e.g., [4,5,9,11].
Recently, triggered by the work by Binev et al. [3], more refined definitions
ofMprior have been considered in [1,6–8]. In these works,Mprior is built from
a sequence of embedded approximation subspaces, that is
Mprior = ∩nk=0{h ∈ H : dist(h, Vk) ≤ ε̂k} (3)
where ε̂k ≥ 0, dim(Vk) = k and
V0 ⊂ V1 ⊂ . . . ⊂ Vn. (4)
1 In this paper, we assume that H is a Hilbert space with inner product 〈·, ·〉 and induced
norm ‖·‖.
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Prior (3) is usually referred to as “multi-space” prior. It indicates that h?
is located at some bounded distances of a sequence of embedded subspaces
{Vk}nk=0. This kind of information may for example stem from prior physical
knowledge about the process under study or come as a by-product of the
procedures computing the approximation subspaces, see e.g., [11].
Two different decoders exploiting multi-space information were proposed
in [3] and [1, 6–8]. In [3], the authors suggested to approximate h? by some
feasible point of the setMprior ∩Py. They showed theoretically that this par-
ticular decoder may outperform standard single-space procedures in specific
settings. In [1, 6–8] a different approach was considered: an approximation ĥ
of h? was computed as the solution of an optimization problem with con-
straints ĥ ∈ Mprior and ĥ ∈ Vn.2 The authors showed empirically that this
procedure may have superior approximation performance than single-space
approaches in different applicative domains. The goal of the present work is to
give some theoretical ground to these observations. More specifically, we derive
theoretical guarantees relating the approximation performance of the decoder
considered in [1, 6–8] to the distances between the target solution h? and the
approximation subspaces {Vk}nk=0.3 We show morerover in several examples
that, for particular choices of subspaces {Vk}nk=0 and Wm, this decoder can
lead to superior approximation guarantees than its standard counterpart (2).
The rest of this paper is organized as follows. In Section 2, we present
several applicative domains where the general framework described in this
introduction may apply. In Section 3, we recall the standard reconstruction
guarantees holding in the single-space setup, i.e., when the prior information
exploited by the approximation procedure only involves one n-dimensional
subspace Vn. Section 4 is dedicated to the multi-space setup. In Section 4.1,
we give a precise definition of the multi-space decoder considered in [1, 6–8]
and provide some theoretical guarantees on its performance (see Theorem 2).
In Section 4.2, we particularize this result to different setups and show that
the multi-space decoder proposed in [1,6–8] has provably more favorable per-
formance than the single-space approach in these cases. We also provide a
graphical interpretation of the geometry underlying the single and multi-space
problems, which leads to some further insights into the scenarios where multi-
space priors may be of interest. Finally, in Section 4.3 we discuss the similarities
and differences between the multi-space decoders proposed in [3] and [1, 6–8].
In particular we show that when {wj}mj=1 is an orthonormal basis, the theo-
retical guarantees derived in this paper are slightly more favorable than those
in [3] but that no general ordering of the decoder performances is possible.
The proof of our main result is finally detailed in Section 5.
2 We give a precise formulation of the decoders considered in [3] and [1,6–8] in Section 4
of this paper.
3 We note that the main result of this paper (see Theorem 2 in Section 4) was presented
in the scientific conferences Enumath’17 [7] and Morepas’18 [8] but not published elsewhere
with a complete description of the proofs.
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2 Standard approximation problems
In this section, we present several particularizations of the general approxima-
tion problem introduced in Section 1. This allows us to replace the different
contributions of the literature dealing with multi-space priors in their context
and motivate our theoretical results in Section 4 from an applicative perspec-
tive.
2.1 Reduced-order modeling
In the context of reduced-order modeling of PPDEs, see e.g., [11], the goal
consists in approximating the elements of a set of solutions:
M = {h? ∈ H : PDE(h?, θ) = 0 for some θ ∈ Θ} (5)
where Θ is some set of parameters and PDE(h?, θ) = 0 is an abstract notation
for the PPDE. In the case of elliptic PPDEs, the weak formulation of the
differential problem reads:
Find h? ∈ H such that aθ(h?,h) = bθ(h) ∀h ∈ H, (6)
where aθ : H×H → R and bθ : H → R are some problem-specific bilinear and
linear operators depending on θ.
If H is infinite (or very high) dimensional, solving (6) may be computation-
ally expensive. In order to alleviate this problem, model reduction combines a
subset of the constraints defined in (6) with some prior information on h? to
compute an approximated solution ĥ. For example, in the context of single-
space prior information (2), a typical approach consists in imposing “ĥ ∈ Vn”
where Vn is some proper n-dimensional subspace. Moreover, the subset of con-
straints in (6) used in the reduced model is usually defined as
“ĥ must be such that aθ(ĥ, zj) = bθ(zj) ∀1 ≤ j ≤ m”, (7)
where {zj}mj=1 is a family of linearly-independent elements of H.
We note that (7) is equivalent to imposing a constraint of the form (1).
Indeed, letting wj ∈ H be the Riesz representer of the linear form aθ(·, zj),
we have that
〈wj ,h?〉 = aθ(h?, zj) = bθ(zj), (8)





, it is easy to see that (7) is tantamount to enforcing
“ĥ ∈ Py”. We note that in this particular example, the definition ofwj depends
on θ and thus varies for each problem instance.
Another example of approximation problem closely-connected to model
reduction of PPDEs is the time-integration procedure considered in [6]. In
this contribution, the use of a semi-implicit integration scheme requires the
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resolution of a problem similar to (6) at each time step. In this particular
case, the bilinear operator appearing in the approximation problem (and thus
the definition of the subspace Wm) depends on the solution of the integration
scheme at the previous time step. The authors exploit a particular multi-
space procedure (see Section 4.1) to find a good approximated solution of this
problem.
2.2 Generalized empirical interpolation and data assimilation
The “Generalized Empirical Interpolation” and “Data Assimilation” problems,
considered respectively in [1, 9] and [3], are closely connected to the model-
reduction setup described above. In these frameworks, the set of target solu-
tions M takes the form of a compact subset of H and the goal is to recover
h? ∈ M (up to some accuracy) from a set of m linear measurements of h?,
say {〈wj ,h?〉}mj=1.
As a typical example of such a setup, one may mention (see e.g., [9]) the
case where M corresponds to a subset of the square-integrable functions on
a bounded domain Ω ⊂ Rd (e.g., defining the response of a physical system
to different operating conditions), and {wj}mj=1 characterizes the behavior of
some sensing devices probing the state of the physical system at different
locations, e.g.,4








where mj ∈ Ω and σ2 > 0 are some parameters. Going back to the generic
approximating problem introduced in Section 1, we see that the “observation”
subspace Wm is here trivially given by Wm = span({wj}mj=1).
Different priors have been considered in the literature to complement the
collected observations. The standard GEIM is based on single-space informa-
tion, where the estimate ĥ is contrained to belong some n-dimensional sub-
space Vn. Recently, GEIM has been reformulated in the context of multi-space
information (3) in [1]. The decoder considered in this contribution is presented
in Section 4.1. In [3] both single-space and multi-space prior information were
considered in the context of data assimilation. The multi-space proposed in
this contribution is different from the one considered in the present paper and
its definition is recalled in Section 4.3.
3 The single-space approximation
In this section, we review some of the guarantees of performance holding in the
single-space setup, that is when prior information of the form (2) is available.
4 In this example, wj models the fact that the state of the system can be sensed (with
some precision σ2) around mj ∈ Ω.
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The material presented in this section is not novel but is intended to support
our discussion in the next section.
When dealing with single-space approximations, a common option to com-
pute an approximation of h? consists in solving the following problem:




= yj for all j = 1 . . .m. (10)
In a nutshell, (10) is equivalent to finding an element of Vn satisfying the
observation constraints. Problem (10) is for example the standard approach
used in reduced modeling or GEIM. The setup of most interest in this case is
n = m, since a unique solution to (10) then exists under mild conditions (see
Theorem 1 below).
We note that, in the general case h? /∈ Vn and therefore ĥSS 6= h?. Nev-
ertheless, depending on the problem at stake, ĥSS may “close” to h? in some
situations. In fact, the quality of the approximation obtained from the single-
space problem (10) can be characterized as a function of the subspaces Wm
and Vn involved in this problem. More specifically, typical recovery results in
the single-space setup take the form
∥∥∥ĥ− h?
∥∥∥ ≤ C(Wm, Vn) dist(h?, Vn) (11)
where C(Wm, Vn) is some constant depending on Wm and Vn. For example,
in the context of Hilbert spaces the following result holds:









If σmin > 0, (10) admits a unique solution ĥSS and
∥∥∥h? − ĥSS
∥∥∥ ≤ σ−1min dist(h?, Vn). (13)
Moreover, (13) is tight in the following sense: ∀εn > 0, ∃h? ∈ H such that
dist(h?, Vn) = εn and
∥∥∥h? − ĥSS
∥∥∥ = σ−1min εn. (14)
A proof of this result can be found in [9, Theorem 2.4] for the first part
and [3, Theorem 2.9] for the second. We note that (13) is only one particular
example of guarantee valid for single-space approximations in Hilbert spaces.
Different guarantees exist in other setups. For example, in Banach spaces (11)
holds with a slightly larger constant C(Wn, Vn) = 1 + σ−1min, see [9, Theorem
1.3]. In the context of reduced-order model (cf. Section 2.1), similar results
exist where the constant C(Wn, Vn) is related to the “inf-sup stability” of the
operator characterizing the PPDE, see e.g., [2]. Other works also character-
ize the link between the worst-case approximation error and the Kolmogorov
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width of a set of target solutions, see e.g., [10]. In what follows, we will re-
strict our attention to (13), since it is valid in the context of Hilbert spaces
considered in this paper, and is more amenable to comparisons with our main
result stated in Theorem 2.
Before concluding this section, let us mention that the authors in [3, The-
orem 2.9] showed that the approximation computed in (10) is in fact the
“worst-case” optimal solution when single-space prior information (2) is avail-







where Mprior is defined in (2). Hence, as long as prior (2) is considered, ĥSS
corresponds to the element of H leading to the best worst-case approximation
error.
4 The multi-space approximation
In this section, we present a theoretical result supporting the performance of
the “multi-space” decoder considered in [1, 6–8]. We state our main result in
Theorem 2 and provide two examples of scenarios in which the multi-space
decoder has provably better performance guarantees than the standard “single
space” decoder (10). We then provide a graphical illustration of the geometry
underlying the single-space and the multi-space problems. Finally, we elaborate
on the differences and similarities between the results presented in this paper
and those in [3].
4.1 Recovery guarantee for the multi-space decoder considered in [1, 6–8]
Before stating our result, we recall the definition of the multi-space decoder
considered in [1, 6–8]:5




(yj − 〈wj ,h〉)2 (16)
subject to dist(h, Vk) ≤ ε̂k, k = 0 . . . n.
In the sequel, we assume without loss of generality that the vectors {wj}mj=1
are linearly independent (but not necessarily orthonormal). We also suppose
that the subspaces {Vk}nk=0 are embedded, that is, obey (4).
5 In this paper we assume that the constraints are defined ∀k ∈ {0 . . . n}. All the deriva-
tions presented hereafter may nevertheless be easily extended to the case where the con-
straints in (16) are only available for some k ∈ {0 . . . n}.
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We note that (16) can be seen as an extension of the single-space decoder
(10) discussed in Section 3. More specifically, if one removes the constraints in
(16), the problem becomes




(yj − 〈wj ,h〉)2. (17)
It is then quite easy to see that the unique solution of this problem is given
by (10) as soon as m = n and σmin > 0. On the other hand, we note that the
constraints in (16) define a set of feasible points of the form (3). Hence, if the
subspaces {Vk}nk=0 and widths {ε̂k}
n
k=0 are properly chosen, these constraints
add some valuable information about the position of the sought solution h?
in H. We may thus expect the multi-space decoder (16) to lead to enhanced
performance in some specific situations. In this section, we provide a mathe-
matical support to this intuition.
We remind the reader that we assume that h? ∈Mprior. When multi-space
prior (3) is considered, this entails that
dist(h?, Vk) ≤ ε̂k for all k = 0 . . . n, (18)
that is the target solution h? is a feasible point of the optimization prob-
lem (16). Under this assumption, we provide a mathematical characterization
of the performance achievable by the multi-space decoder (16). More specifi-
cally, we derive an upper bound on the approximation error ‖ĥMS − h?‖ de-
pending on the distance between h? and the different approximation subspaces
{Vk}nk=0. Our result is presented in Theorem 2 below.
In order to state our result we need to introduce the following quantities.
We first define the short-hand notations
εk = dist(h














where V ⊥n is the orthogonal complement of Vn in H. We let {vj}nj=1 be an






We note that such a basis always exists since we assume that the sequence of
subspaces {Vk}nk=0 obeys (4).
We define the Gram matrix G as
G = [〈wi,vj〉]i,j ∈ Rm×n, (22)





|xkj |(ε̂k−1 + εk−1) j = 1 . . . n, (23)
where xkj are the elements of matrix X appearing in the singular value de-
composition of G, that is G = UΛXT, where U ∈ Rm×m, X ∈ Rn×n are
orthogonal matrices and Λ ∈ Rm×n is the diagonal matrix of singular values
{σj}min(m,n)j=1 . In the sequel we will consider the extended set {σj}nj=1 by using
the following convention: if n > m, we define σj = 0 for all j > m. Without
loss of generality, we assume that the singular values {σj}nj=1 are sorted by
decreasing order of magnitude.









































j ≥ τ2, (25)










Using these notations, our result reads:
Theorem 2 Assume h? verifies (18) and let yj = 〈wj ,h?〉 for j = 1 . . .m.







Moreover, if σn > 0, (16) admits a unique solution.
The proof of Theorem 2 is presented in Section 5. We can make the following
remarks about the result presented in Theorem 2. First, we note that all
the quantities appearing in (24)-(26) are easily computable so that the upper
bound B({δj}nj=1, 2γεn) can be straightforwardly evaluated numerically.6 We
also notice that the performance guarantee stated in Theorem 2 is valid for
any values of m and n. In particular, if ε̂k < ∞ for all k = 0 . . . n, we always
6 If {εk = dist(h?, Vk)}nk=1 is known, the result provides an upper bound on the recon-
struction error for a particular h?. If not, setting εk = ε̂k provides an “a priori” upper bound
on the reconstruction error of any h? verifying (18).
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have B({δj}nj=1, 2γεn) < ∞ since all the terms in the right-hand side of (24)
are finite. This means that the multi-space decoder (16) always leads to a
bounded error even if m < n. This is in good accordance with the fact that
both h? and ĥMS belong to the bounded set Mprior ∩ Py. We note however
that when m < n, we have σn = 0 and the solution of (16) is usually no longer
unique.
Finally, let us point out that the upper bound (27) is not sharp. This can
for example be seen when m = n, ε̂k → ∞ for k = 0 . . . n, and {wj}mj=1 is an
orthonormal basis. In this case, problem (16) reduces7 to (17) which, in turn,
is equivalent to the single-space problem (10) as soon as σn > 0.8 Considering
the latter setup, we thus have ĥMS = ĥSS and a sharp upper bound on the
performance of the multi-space decoder is given by (13) in Theorem 1:
∥∥∥h? − ĥSS
∥∥∥ ≤ σ−1n εn. (28)







which is slightly more pessimistic than (28). In the next section, we neverthe-
less emphasize that the result stated in Theorem 2 is sufficiently accurate to
show the superiority of the multi-space decoder over its single-space counter-
part in some specific setups.
4.2 Comparison with the single-space approximation
We now turn our attention to the comparison between the performance achiev-
able by the standard single-space decoder (10) and its multi-space version (16).
More specifically, we show that the recovery guarantees obtained in the multi-
space setup may be much more favorable than in the single-space setup in some
specific settings. In order to allow a comparison between the single and multi-
space decoders, we consider the case where m = n and assume that {wj}mj=1
is an orthonormal basis. We note that, in such a case, we have σmin = σn and
γ ≤ 1. The specific settings considered hereafter are inspired from [3] and are
described in Examples 1 and 2. They correspond to different choices of matrix
X appearing in the singular value decomposition of the Gram matrix G de-
fined in (22). Since the latter matrix directly depends on the bases {wj}mj=1
and {vj}nj=1, these examples thus correspond to some particular choices of the
observation and approximation subspaces Wm and {Vk}nk=0.
7 In particular, all the constraints in (16) become inactive.
8 We note that σmin = σn because {wj}mj=1 is an orthonormal basis.
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Example 1 We first assume that X = In in the singular-value decomposition





1 j = 0 . . . n− 3,
ε
1
2 j = n− 2, n− 1,
ε j = n,
(30)





1 j = 1 . . . n− 3,
ε
1
2 j = n− 2, n− 1,
ε j = n.
(31)
In this setup, the upper bound (13) of Theorem 1 becomes:
∥∥∥ĥSS − h?
∥∥∥ ≤ σ−1n dist(h?, Vn) = ε−1ε = 1. (32)
We note that this is sharp. In particular, there exists some h? ∈ H such that
dist(h?, Vn) = εn and the equality holds in (32) (see second part of Theorem 1).
On the other hand, because X = In and ε̂j = εj , we have
δj = ε̂j−1 + εj−1 = 2εj−1. (33)
The index ` appearing in the definition of the function B in (24) is then smaller




















n ≥ 4ε2 ≥ 4γ2ε2 (34)
















≤ 3ε 12 . (35)
Hence the bound in the multi-space setup (35) can be arbitrarily small as
compared to (32) when ε→ 0.

12 C. Herzet1, M. Diallo1
Example 2 We now consider X = n−
1
2 1n×n where 1n×n is an n×n matrix of






2 j = 0,
1
2(n−1) j = 1 . . . n− 1,
ε j = n,
(36)




σ j = 1 . . . n− 1,
ε2 j = n,
(37)
for some 1 ≥ σ > ε whose value will be specified below.
With these choices, the upper bound (13) of Theorem 1 becomes:
∥∥∥ĥSS − h?
∥∥∥ ≤ σ−1n dist(h?, Vn) = ε−2ε = ε−1. (38)
























we obtain that index ` appearing in the definition of the function B in (24)














4n−1 + 4n−1 + ε2
) 1
2 ,
≤ 3n− 12 , (41)
where the last inequality follows from our initial assumption ε n−1.

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We conclude this section by providing a graphical representation of the
geometry of problem (16). Fig. 1 gives an illustration of the feasible set and
the iso-contours of the cost function appearing in (16); these quantities are
plotted in the plane Vn for m = n = 2.
If σn > 0, it can be seen (see Appendix A) that the cost function f(h) ,∑n
j=1(yj − 〈wj ,h〉)


















Here, the elements xij ’s correspond to the components of the orthonormal ma-
trix X appearing in the singular value decomposition of G. From (42), we thus
see that the iso-contours of f(h) in Vn correspond to n-dimensional ellipsoids






elongation of the ellipsoids along each axis v∗j is inversely proportional to the
singular value σj .
From a geometric point of view, bad recovery guarantees in the single-
space setup corresponds to situations where the “iso-contour” ellipsoids is very
elongated along (at least) one direction (i.e., σn is small): the center of the
ellipsoid ĥSS may then be quite distant from the optimal orthogonal projection
PVn(h
?).
The prior information used in the multi-space decoder (16) may provide a
solution to this problem by constraining ĥMS to belong to some prespecified
feasible set. Fig. 1 gives an illustration of such a situation. The feasible set
defined by the constraints in (16) is represented by the gray shaded area. In
the simplified setup considered here, it corresponds to the intersection of two
sets: the constraint associated to V0 imposes ĥMS to belong to a ball of radius
ε̂0; the constraint corresponding to V1 requires that ĥMS does not deviate from
the line passing through v1 by more than ε̂1. The multi-space estimate ĥMS
then corresponds to the element of the feasible set leading to the smallest value
of the cost function. We see in Fig. 1 that constraining the estimate ĥMS to
belong to the feasible set prevents it from deviating too far from PVn(h
?). In
particular, in the simple example described in Fig. 1, the multi-space estimate
leads to better approximation performance than its single-space counterpart.
The same type of conclusions can in fact be drawn in more general setups:
the multi-space decoder (16) is able to enhance the performance of the single-
space approach (10) as soon as the prior information used in (16) can compen-
sate for large deviations of the “iso-contour” ellipsoids. The gain achievable in
the multi-space setup thus depends on the relative configuration of the “iso-
contour ellipsoids” and the feasible set. We note that the shape of the ellipsoids















{h : dist(h, V0) ≤ ε̂0}
{h : dist(h, V1) ≤ ε̂1}
Fig. 1 Graphical representation of the geometry of the multi-space problem (16).
depends on the basis {v∗j}nj=1 and the singular value {σj}nj=1. Similarly, the
feasible set is fully defined by the basis {vj}nj=1 and widths {ε̂j}nj=0. Moreover,
{vj}nj=1 and {v∗j}nj=1 only differ up to an orthogonal transformation X, see
(43). This explains why the parameters {σj}nj=1, {ε̂j}nj=0 and {δj}nj=1 (which
depend on X) play a crucial role in the characterization of the performance of
the multi-space decoder in Theorem 2.
4.3 Comparison with the result by Binev et al. in [3]
In [3], the authors considered a different multi-space decoder:
Find ĥMSU ∈Mprior ∩ Py, (44)
whereMprior is defined in (3). In this section, we elaborate on the connections
and the differences between decoders (16) and (44).
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Let us first mention that, although exploiting some “multi-space” prior,
the two decoders differ in their definition. Whereas (16) addresses a varia-
tional problem where the estimate ĥMS is the solution of a convex optimiza-
tion problem, (44) focusses on a “feasility” problem, where one element in the
intersection of Mprior and Py must be found. The two decoders also differ
in the constraints they impose on the solution: (44) enforces ĥMSU to belong
to the affine subspace Py, whereas (16) imposes ĥMS ∈ Vn but minimizes
some distance (depending on {wj}mj=1) between ĥMS and Py. Although these
choices may lead to some differences in the implementation of these decoders,
we will restrict ourselves hereafter to a discussion of their performance.
In [3], the authors derived an upper bound on the approximation error
achievable by the multi-space decoder (44). In order to state their result, we
introduce the following notations. We first define
G̃ = [〈w̃i,vj〉]i,j ∈ Rm×n. (45)




|x̃kj |ε̂k−1 j = 1 . . . n, (46)
where x̃kj are the elements of matrix X̃ appearing in the singular value de-
composition of G̃, that is G̃ = ŨΛ̃X̃T (Ũ ∈ Rm×m, X̃ ∈ Rn×n are orthogonal
matrices and Λ̃ ∈ Rm×n is the diagonal matrix of singular values {σ̃j}min(m,n)j=1 ).
We define the extended set {σ̃j}nj=1 by using the following convention: if n > m,
we set σ̃j = 0 for all j > m. We assume that the singular values {σ̃j}nj=1 are
sorted by decreasing order of magnitude. The upper bound derived in [3] then
reads:
Theorem 3 ([3, Section 3]) Assume h? verifies (18). Then any solution







We note that, due to the close connection between problems (16) and (44),
the results stated in Theorems 2 and 3 are unsurprinsingly similar although
involving different quantities and constants. On the one hand, the quanti-
ties appearing in Theorem 2 (e.g., {σj}nj=1, {δj}nj=1 or γ) depends on the basis
{wj}mj=1 used to make the measurements {yj}mj=1. On the other hand, {σ̃j}nj=1
and {δ̃j}nj=1 used in Theorem 3 are only functions of the subspace Wm but
not specifically on the generating vectors {wj}mj=1.9 This is in good accor-
dance with the definitions of the decoders in (16) and (44) as discussed at the
beginning of this section.
9 Indeed, we note that the singular values {σ̃j}nj=1 and matrix X̃ only depend on the
subspace Wm but not on the orthonormal basis {w̃i}mi=1 used to define it.
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Despite of their differences, the upper bounds stated in Theorems 2 and 3
can be compared when {wj}mj=1 is an orthonormal basis and ε̂k = εk ∀k. In
this case, simple calculations show that
σj = σ̃j , δj = 2δ̃j , γ ≤ 1, (48)







Comparing (49) to (47), we then see that our result in Theorem 2 is more
favorable than Theorem 3 by a factor 2. However, no conclusion on the relative
performance of the multi-space decoders can be drawn from Theorems 2 and 3
since the bounds presented in these results are generally not sharp. In fact, we
emphasize herefafter that no general ordering of the performance of decoders
(16) and (44) can be made from a “worst-case” perspective, i.e., by considering





where Mprior is defined in (3). In particular, we provide two examples of
scenarios where either decoder (16) outperforms (44) or vice-versa.
First, we note that since Mprior ∩ Py is a bounded, closed, convex set,
E(ĥ) admits a unique minimizer which necessarily belongs toMprior∩Py, see
[3, Lemma 2.1 & Remark 2.4]. We denote this minimizer ĥWC in what follows.
From this remark, the scenario where (44) achieves better performance than
(16) is as follows: since ĥMSU ∈ Mprior ∩ Py, it may happen that ĥMSU is
(luckily) equal to ĥWC. In such a case, (44) thus attains the best-achievable
worst-case performance. On the other hand, if Py∩Vn = ∅, we have necessarily
that ĥMS /∈Mprior ∩ Py and, from the unicity of ĥWC, E(ĥMSU) < E(ĥMS).
A scenario where the reverse inequality holds is as follows. Assume that
Py ∩ Vn 6= ∅. In this case, ĥWC ∈ Vn as soon as Mprior ∩ Py is symmetric
around some point in Vn (see [3, Remark 2.2]). Moreover, ĥWC is a solution10
of the constrained problem (16) since it satisfies the problem’s constraints and
leads to a value of the cost function equal to zero. In this case, (16) thus attains
the optimal worst-case performance. On the other hand, since (44) may output
any point of Mprior ∩ Py, we do not have necessarily that ĥMSU = ĥWC. In
the latter case, we thus have E(ĥMS) < E(ĥMSU).
5 Proof of Theorem 2
In this section, we provide a proof of the result stated in Theorem 2. We first
note that problem (16) is equivalent to finding the minimum of a quadratic
10 It is in fact the unique solution as soon as n ≤ m and the vectors {wj}mj=1 are linearly
independent.
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function over a closed bounded subset of Vn. A minimizer thus always exists.
Moreover, the unicity of the minimizer stated at the end of Theorem 2 follows
from the strict convexity of the cost function over Vn when σn > 0.
In the rest of this section, we thus mainly focus on the derivation of the
upper bound (27). Our proof is based on the following steps. First, since ĥMS ∈



















where PVn(·) (resp. P⊥Vn(·)) denotes the orthogonal projector onto Vn (resp.
V ⊥n ). We then derive an upper bound on ‖PVn(h
?)− ĥMS‖2 as follows:
• We identify a set D such that PVn(h
?) − ĥMS ∈ D in Section 5.1. This
implies in particular that ‖PVn(h
?)− ĥMS‖2 ≤ supd∈D‖d‖2.
• We derive the analytical expression of supd∈D‖d‖2 as a function of the
parameters {εk}nk=0, {ε̂k}nk=0 and {σk}nk=1 in Section 5.2.
Combining these results, we obtain (27).
5.1 Definition of D
We express D as the intersection of two sets D1 and D2 that we define in Sec-
tions 5.1.2 and 5.1.3 respectively. In order to properly define these quantities,
we introduce some particular bases for Vn and Wm in Section 5.1.1.
5.1.1 Some particular bases for Vn and Wm
Let
G = UΛXT (52)
be the singular value decomposition of the Gram matrix defined in (22), where
U ∈ Rm×m and X ∈ Rn×n are orthonormal matrices and Λ ∈ Rm×n is the
diagonal matrix of singular values. We denote by {σj}nj=1 the set of singular
values of G sorted in their decreasing order of magnitude. We remind the
reader that if m < n, we adopt the convention σj = 0 ∀j > m.
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where U ∈ Rm×m and X ∈ Rn×n are the orthonormal matrices appearing
in (52). We note that {v∗j}nj=1 is an orthonormal basis whereas {w∗j}mj=1 is









σj if i = j
0 otherwise. (55)
5.1.2 Definition of D1


















where γ is defined in (20). We show hereafter that PVn(h
?)− ĥMS ∈ D1.
Let us first consider the intermediate set
S =
{





j=1(yj − 〈wj ,h〉)
2 is the cost function appearing in the vari-
ational formulation of multi-space decoder (16).
Clearly PVn(h


































Moreover, we also have ĥMS ∈ S. This can be seen from the following
arguments. First, PVn(h
?) is a feasible point for problem (16), that is
dist(PVn(h
?), Vk) ≤ ε̂k for k = 0 . . . n. (59)




〈vj ,h?〉vj + z, (60)
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where z ∈ V ⊥n , we have


































The first inequality follows from our initial assumption (18). The third equality
is true because z ∈ V ⊥n . Now, since ĥMS is a minimizer of f(h) over the set of
feasible points, we have f(ĥMS) ≤ f(PVn(h
?)) ≤ γ2ε2n and therefore ĥMS ∈ S.
Finally, we show that ĥMS ∈ S and PVn(h
?) ∈ S implies PVn(h
?)− ĥMS ∈





































where the second equality follows from the fact that {wj}mj=1 and {w∗j}mj=1
differ up to an orthonormal transformation; the last equality is a consequence
of (55) and the fact that h ∈ Vn by hypothesis.
We note that, since {v∗j}nj=1 is an orthonormal basis of Vn, PVn(h
?) −









− 〈v∗j , ĥMS〉.











































































where the first inequality follows from the standard inequality (a + b)2 ≤
2(a2 + b2), the second from (62), and the last one from the fact that ĥMS ∈ S
and PVn(h
?) ∈ S.
5.1.3 Definition of D2
Let










and the xij ’s are the elements of the matrix X appearing in the SVD decom-













We show hereafter that PVn(h
?)− ĥMS ∈ D2.
We first note that if h is feasible for problem (16), we must have
∣∣〈v∗j ,h
〉∣∣ ≤ η̂j . (66)
Indeed, if h is feasible, the constraint dist(h, Vk) ≤ ε̂k simply writes as
n∑
j=k+1
〈vj ,h〉2 ≤ ε̂2k.
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In particular, this implies that
|〈vk+1,h〉| ≤ ε̂k.





we obtain (66). In a similar way, we can find that
∣∣〈v∗j , PVn(h
?)
〉∣∣ ≤ ηj , (67)
by using the fact that dist(PVn(h
?), Vk) ≤ εk from (61).
Let us now show that PVn(h
?)−ĥMS ∈ D2. Since {v∗j}nj=1 is an orthonormal
basis of Vn, PVn(h




j by setting βj =
〈v∗j , PVn(h



















≤ η̂j + ηj = δj ,
where the last inequality follows from (66) and (67).
5.2 Expression of supd∈D‖d‖2









































δ2j + ρ δ
2
` , (70)





j ≥ 4γ2ε2n, (71)
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This can be seen by verifying the optimality condition of problem (68). We note
that problem (68) is the same (up to some constants) to the one considered
in [3, Section 3.1]. The solution (70) is therefore similar, up to some different
constants, to the one obtained in that paper.
6 Conclusions
In this paper, we provide a mathematical characterization of the performance
of some particular decoder exploiting a set of approximation subspaces. This
decoder was previously shown to lead to good empirical results in several
contributions [1, 6–8], although no proof of its theoretical performance was
provided in these works. Our result shows how the performance of this “multi-
space” decoder is related to the parameters defining the approximation prob-
lem: the observationWm and prior subspaces {Vk}nk=0, the quality of the prior
information (i.e., the widths {ε̂k}nk=0) and the distance between the target
solution h? and the approximation subspaces (i.e., {εk}nk=0). Based on this
result, we show that the “multi-space” decoder can have provably better re-
construction guarantees than its standard (“single-space”) counterpart in some
situations.
A Proof of (42)
In this appendix, we show that the cost function f(h) ,
∑n
j=1(yj − 〈wj ,h〉)
2 can be rewrit-




(〈wj ,h?〉 − 〈wj ,h〉)2. (73)

























where the first equality follows from the fact that {wj}nj=1 and {w
∗
j}nj=1 differ up to an
orthogonal transformation; the second is a consequence of (55) and our hypothesis h ∈ Vn.











if σn > 0. Hence, under this assumption, (74) can also be rewritten as in (42).
11 We remind the reader that we assume m = n.
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