Extending Eulerian polynomials and Faulhaber's formula 1 , we study several combinatorial aspects of harmonic sums and polylogarithms at non-positive multi-indices as well as their structure. Our techniques are based on the combinatorics of noncommutative generating series in the shuffle Hopf algebras giving a global process to renormalize the divergent polyzetas at non-positive multi-indices.
Introduction
The story begins with the celebrated Euler sum [16] ζ(s) = n≥1 n −s , s ∈ N, s > 1.
Euler gave an explicit formula expressing the following ratio (with i 2 = −1) :
where {b j } j∈N are the Bernoulli numbers. Multiplying two such sums, he obtained 1 First seen and computed up to order 17 by Faulhaber. The modern form and proof are credited to Bernoulli [36] .
Establishing relations among polyzetas, ζ(s 1 , s 2 ) with s 1 + s 2 ≤ 16, he proved [17] ∀s > 1, ζ(s, 1) = 1 2 ζ(s + 1) − 1 2
Extending (2), Nielsen showed that 2 ζ(s, {1} r−1 ) is an homogenous polynomial of degree n + r of {ζ (2), . . . , ζ(s + r)} with rational coefficients [40, 41, 42] (see also [26, 29] ).
After that, Riemann extended ζ(s) as a meromorphic function [44] on C. The series converges absolutely in H 1 = {s ∈ C|ℜ(s) > 1}. Moreover, if ℜ(s) ≥ a > 1, it is dominated, term by term, by the absolutely convergent series, of general term n −a so, by Cauchy's criterion, it converges in H 1 (compact uniform convergence and then represents a holomorphic fonction in 3 H 1 [44] ). In the same vein ζ(s 1 , . . . , s r ) is well-defined on C r as a meromorphic function [1, 23, 45, 39] . Denoting t 0 = 1, u r+1 = 1 and
this can be done via the following integral representations obtained by the convolution theorem and by changes of variables [25, 26, 29] ζ(s 1 , . . . , s r ) = In fact, one has two ways of thinking polyzetas as limits, fulfilling identities. Firstly, they are limits of polylogarithms, at z = 1, and secondly, as truncated sums, they are limits of harmonic sums when the upper bound tends to +∞. The link between these holomorphic and arithmetic functions is as follows.
For any r-uplet (s 1 , . . . , s r ) ∈ N r + , r ∈ N + and for any z ∈ C such that | z |< 1, the polylogarithm and the harmonic sum are well defined by These objects appeared within the functional expansions in order to represent the nonlinear dynamical systems in quantum electrodynanics and have been developped by Tomonaga, Schwinger and Feynman [13] . They appeared then in the singular expansion of the solutions and their successive (ordinary or functional) derivations [20] of nonlinear differential equations with three singularities [2, 12, 32, 33] and then they also appeared in the asymptotic expansion of the Taylor coefficients. The main challenge of these expansions lies in the divergences and leads to problems of regularization and renormalization which can be solved by combinatorial technics [7, 10, 12, 19, 20, 32, 33, 37] .
Let 4 H r = {(s 1 , . . . , s r ) ∈ C r |∀m = 1, . . . , r, ℜ(s 1 ) + . . . + ℜ(s m ) > m}. From the analytic continuation point of view [1, 14, 15, 23, 39, 45] 
Here, the Stirling numbers of first and second kind denoted S 1 (k, j) and S 2 (k, j) respectively, can be defined, for any n, k ∈ N, n ≥ k, by
These divergent cases require the renormalization of the corresponding divergent polyzetas. This is already done for the corresponding four first cases [8, 9, 32] and it has to be completely done for the remainder [22, 24, 38] . Since the algebras of polylogarithms and of harmonic sums, at strictly positive indices, are isomorphic respectively to the shuffle, (Q X , ⊔⊔ , 1 X * ), and quasi-shuffle algebras, (Q Y , , 1 Y * ), both admitting, as pure transcendence bases, the Lyndon words LynX and LynY over X = {x 0 , x 1 } (x 0 < x 1 ) and Y = {y i } i≥1 (y 1 > y 2 > . . .) respectively, we can index, as in [33, 34] , these polylogarithms, harmonic sums and polyzetas, at positive indices, by words.
Moreover, using Here, π Y is the adjoint of π X for the canonical scalar products where π X is the morphism of AAU,
The pure transcendence bases, denoted {S l } l∈LynX and {Σ l } l∈LynY , of respectively (Q X , ⊔⊔ , 1 X * ) and (Q Y , , 1 Y * ); and dually, the bases of Lie algebras of primitive elements {P l } l∈LynX and {Π l } l∈LynY of respectively the bialgebras (Q X , conc, 1 X * , ∆ ⊔⊔ , ǫ) and (Q Y , conc, 1 Y * , ∆ , ǫ) [6, 33, 34, 43] 
we established an Abel like theorem [32, 33, 34] , i.e.
leading to discover a bridge equation for these two algebraic structures
Extracting the coefficients in the generating series allows to explicit counter-terms which eliminate the divergence of {Li w } w∈x 1 X * and {H 
Afterwards, for their global renormalisation, we will consider their noncommutative generating series and will establish an Abel like theorem (Theorem 3) analogous to (4) . Finally, in Section 4, to determine their algebraic structures (Theorems 4, 5 and 6), we will construct a new law, denoted ⊤, on Q Y 0 , and will prove that the following morphisms of algebras, mapping w to H − w and Li − w , respectively, are surjective and will completely describe their kernels
2. Background , equipped by 6 The graded core of a subspace W is the largest graded subspace contained in W . It is conjectured that this core is all the kernel. One of us proposed a tentative demonstration of this statement in [33, 34] . If this holds, then this kernel would be generated by homogenous polynomials and the quotient be automatically N-graded.
7 From now on, without contrary mention, it will be supposed that the indices of harmonic sums and polylogarithms are taken as non-positive multi-indices. 8 or module, K is currently a ring.
1. The concatenation (or by its associated coproduct, ∆ conc ).
2. The shuffle product, i.e. the commutative product defined, for any x, y ∈ Y 0 and u, v, w ∈ Y * 0 , by
or by its associated 9 dual coproduct, ∆ ⊔⊔ , defined, on the letters y k ∈ Y 0 , by
The quasi-shuffle (or stuffle 10 , or sticky shuffle) product, i.e. the commutative product defined by, for any y i , y j ∈ Y 0 and u, v, w ∈ Y * 0 , by
or by its associated dual coproduct, ∆ , defined on the letters y k ∈ Y 0 by
and extended by morphism. In fact, this is the adjoint of the law as it satisfies, for all u, v, w
Let us consider the following differential and integration operators acting on C{Li w } w∈X * [33] :
In here, z 0 = 0 if ι 0 f (resp. ι 1 f ) exists 12 and else z 0 = 1. One can check easily that θ 0 + θ 1 = ∂ z and θ 0 ι 0 = θ 1 ι 1 = Id [12] .
For any u = y t 1 . . . y tr ∈ Y * 0 , one can also rephrase the construction of polylogarithms as Li u = (ι
The subspace C{Li w } w∈X * (which is, in fact, a subalgebra) is then closed under the action of {θ 0 , θ 1 , ι 0 , ι 1 } and the operators θ 0 ι 1 and θ 1 ι 0 admit respectively λ (see (3)) and 1/λ as eigenvalues (C{Li w } w∈X * is their eigenspace) [12] :
Eulerian polynomials and Stirling numbers
It is well-known that [11, 21] for any n ∈ N + ,
Using the notations given in Section 2.2, one also has
Let T be the invertible matrix
3. Combinatorial aspects of harmonic sums and polylogarithms 
∈ Mat ∞ (Q) be the invertible matrix 13 defined by
Let us consider also the following invertible matrix D ∈ Mat r (N)
Then its inverse, D −1 = (v i,j ), can be also described as follows
Proposition 1 ([11]
). For any N > 0 and y n 1 . . . y nr ∈ Y * , one has
. It follows the expected result:
13 In this paper, M −1 and M t denote as usual the inverse and transpose of the matrix M .
3. We get (for r = 1, this corresponds to Faulhaber's formula [18, 36] ) :
.
Proof -For any y n ∈ Y and w = y n y m ∈ Y * , putting p = (w) + |w|, we have 2. By Faulhaber's formula [18, 36] , one has H
. Thus, by inversion matrix, the third result follows.
Let H
Hence, H − (N) = D −1 β(N + 1) and the last result follows.
Example 1.
• For r = 1,
• For r = 2,
• For r = 3,
Combinatorial aspects of polylogarithms at non-positive multi-indices
Definition 2 (Extended Eulerian polynomials). For any w = y s 1 . . . y sr ∈ Y + , the polynomial A − w , of degree (w), is defined as follows
where, for any n ∈ N, A n denotes the n-th classical Eulerian polynomial.
Note that the coefficients of the polyomials {A 
For any
, where 12] . Hence,
1. The actions of θ i , ι i yield immediately the expected result. Next, using θ i , ι i , one has Li
and Li
t then, by matrix inversion, the expected result follows immediately.
3. The expected result follows by using (13) in the following expressions
. . . By Theorems 1, 2 and, for any w ∈ Y * 0 , denoting p = (w) + |w|, one also has
By Definition 3 and Proposition 2, we get 
P ∈ Q and n(P ) ∈ N be defined respectively by Li
It is immediate that 18 0 ≤ n(P ) ≤ max u∈suppP {(u)+ | u |}. Let p max := max u∈suppP {(u) + |u|} < +∞. We are extending 19 
else go to next step. 16 using the Kleene star of series without constant term
denote the inverses for Hadamard product of Θ and Λ respectively (to be compared with (4)). The equivalences are understood term by term. 18 The support of P = u∈Y * 0 x u u ∈ Q Y 0 is defined by suppP = {w ∈ Y * 0 | P | w = 0} and the scalar product, on Q Y 0 , is defined by P | w = x w . 19 This process, over Q Y 0 , ends after a finite number of steps. If the sum of above results is not 0 then it is C − P else one jumps to next step. For P = w∈Y * c w w, the similar algorithm can be used to compute B − P :
else go to next step.
• Step 2:
in Li Proof -Associating (s 1 , . . . , s k ) to w, the quasi-symmetric monomial function on the commuting variables t = {t i } i≥1 is defined by
By the -extended Friedrichs criterion [33, 34] , we get Lemma 1. Let A is a R-associative algebra with unit and f : ⊔ n≥0 P n −→ A (see Definition 5) such that
2. For any finite set I, one has f ( i∈I α i w i ) = i∈I α i f (w i ) where i∈I α i w i ∈ P n ( finite non-trivial positive linear combination).
Then f can be uniquely extended as a character i.e. S f = w∈Y * 0 f (w)w is grouplike for ∆ ⊔⊔ .
Proof -The linear span of P n is the space of homogeneous polynomials of degree n, (i.e., P n −P n = R n Y 0 ), P n being convex (and non-void), f extends uniquely, as a linear map, to R n Y 0 and then, as a linear map, on ⊕ n≥0 R n Y 0 = R Y 0 . This linear extension is a morphism for the shuffle product as it is so on the (linear) generators Y * 0 . By definition of f and S f , it is immediate S f | 1 Y * 0 = 1 A . One can check easily that ∆ ⊔⊔ (S f ) = S f ⊗ S f . Hence, S f is group-like, for ∆ ⊔⊔ .
Corollary 2. The noncommutative generating series C
− is group-like, for ∆ ⊔⊔ .
Proof -It is a consequence of Lemma 1 and Corollary 1. 
In the above tables, it can be clearly seen that C − • is linear on P n . For example, let u = y 1 and v = y 2 y 5 . Then u ⊔⊔ v = y 1 y 2 y 5 + y 2 y 1 y 5 + y 2 y 5 y 1 . Hence, we get
Note that y 1 y 2 y 5 , y 2 y 1 y 5 , y 2 y 5 y 1 ∈ P 11 . But we have also u v = y 1 y 2 y 5 + y 2 y 1 y 5 + y 2 y 5 y 1 + y 3 y 5 + y 2 y 6 . It is clearly seen that
However, as y 3 y 5 , y 2 y 6 ∈ P 10 , we can conclude that 
Structure of polylogarithms at non-positive multi-indices
We are constructing a new product on Q Y 0 which is associated with polylogarithms at non-positive multi-indices as an algebra. This construction will rest on the following very general lemma which gives a way to find a preimage of the given law.
Lemma 2. Let k be a field, V a k-vector space, A a k-AAU and φ : V ։ A be an onto (linear) mapping. We consider the k-AA 20 laws on V such that, for all
If x⊤y ∈ ker(φ) then x⊤y = 0.
Then the following clauses hold 1. There is at least a solution ⊤ 0 of (16) and (17).
2. Let G φ be the group of (linear) automorphisms (subgroup of GL(V )) stabilizing φ on the right, i.e. G φ := {α ∈ GL(V )|φ • α = φ}. Then any other law ⊤ satisfying (16) and (17) is of the form ⊤ = α • ⊤ 0 (one orbit under G φ ).
3. This statement holds with G
(1)
Proof -1. Let s be a linear section of φ, i.e. φ • s = Id A . Then let x⊤y = s(φ(x)φ(y)).
It is straightforward ⊤ satisfies (16) . Now, x⊤y = s(φ(x)φ(y)) ∈ Im(s) if, moreover x⊤y ∈ ker(φ), as (0) = Im(s) ∩ ker(φ), we must have x⊤y = 0 and hence (17).
2. We have to prove "Every product ⊤ of the form ⊤ = α • ⊤ 0 satisfies (16)-(17)" and conversely "every product ⊤ which satisfies (16)- (17) is of the form
Firstly, let us compute φ(x⊤y) = φ(α(x⊤ 0 y)) = φ(x⊤ 0 y) = φ(x)φ(y). This proves (16) . On the other hand, x⊤y ∈ ker(φ) is equivalent to φ(x⊤y) = 0. Then 0 = φ(x⊤y) = φ(α(x⊤ 0 y)) = φ(x⊤ 0 y). Hence, x⊤ 0 y = 0 and, because ⊤ 0 satisfies (17), and then, x⊤y = α(x⊤ 0 y) = 0 which proves (17) for ⊤.
Now, let us suppose that ⊤ satisfies (16) and (17) and first compute an idempotent (for ⊤) e such that φ(e) = 1 A . We start with any preimage e 0 of 1 A and form e = e 0 ⊤e 0 . Then φ(e 0 ⊤e 0 − e 0 ⊤e 0 ⊤e 0 ) = φ(e 0 )φ(e 0 ) − φ(e 0 )φ(e 0 )φ(e 0 ) = 1 − 1 = 0. Hence, e 0 ⊤e 0 − e 0 ⊤e 0 ⊤e 0 = e 0 ⊤(e 0 − e 0 ⊤e 0 ) ∈ ker(φ) and then, by (17), we have 0 = e 0 ⊤(e 0 − e 0 ⊤e 0 ) = e 0 ⊤e 0 − e 0 ⊤e 0 ⊤e 0 . Now e⊤e = (e 0 ⊤e 0 )⊤(e 0 ⊤e 0 ) = e 0 ⊤(e 0 ⊤e 0 ⊤e 0 ) = e 0 ⊤(e 0 ⊤e 0 ) = e 0 ⊤e 0 = e and φ(e) = φ(e 0 ⊤e 0 ) = 1 A 1 A = 1 A . Now, let y ∈ A. It is easy to check that the values x⊤e are independant from the choice of x, preimage of y. Set s(y) = x⊤e. For y = φ(x), we have
The map s is a section of φ as φ(s(y)) = φ(x⊤e) = φ(x)φ(e) = φ(x).
To end, it remains to prove that x⊤y = s(φ(x)φ(y)) but
Now x⊤y⊤e − x⊤y has image, by φ, zero and then x⊤(y⊤e − y) = 0 which, in virtue of (19) , ends the proof that s exists and is such that x⊤y = s(φ(x)φ(y)). Now, if s 1 , s 2 are two sections of φ, there is α ∈ G
(1) φ such that s 2 = αs 1 . We can reprove it easily in our context. One has just to consider a basis of Im(s 1 ), take into account that ker(φ) ⊕ Im(s 1 ) = ker(φ) ⊕ Im(s 2 ) = V and construct α by α | Im(s 1 ) = s 2 , φ | Im(s 1 ) and α | ker(φ ) = Id ker(φ) . Let ⊤ i be constructed from s i , i = 1, 2. Then x⊤ 2 y = s 2 (φ(x)φ(y)) = αs 1 (φ(x)φ(y)) = α(x⊤ 1 y).
3. Straightforward following the proof of the previous point.
Theorem 5.
1. There is at least a law ⊤ such that the morphism defined in (7) is onto and, such that, for any P, Q ∈ Q Y 0 ,
If P ⊤Q ∈ ker(Li
Any other law satisfying (20) , (21) is of the form α • ⊤( one orbit under G).
The associative commutative law ⊤ in (22) is non dualizable.
Proof -For V = Q Y 0 and φ = Li − • , the first result is a consequence of Lemma 2. The last is a consequence of the caracterization of dualizability [6] .
By Theorem 2, {Li
and then, one defines
This defines a law of ⊤ which is associative and commutative on Q Y 0 .
Example 7.
Since Li
− 1 Y * 0 = C then, for y ∈ Y 0 , y⊤1 Y * 0 = 1 Y * 0 ⊤y = y.
One has
By Theorem 2 and since (1 − z)
where γ m,n,k := 
The map of (6) is onto and ker H
Here, for any m, n ∈ N, A m,n,−1 = A m,n,−2 = 0.
and a s (u, v) ∈ Q, the law ⊤ given in (22) yields
, one has −k } k≥0 .
Lemma 3. Consider the difference equation
where P is a polynomial with coefficients in the Q-algebra A and f : N −→ A is an unknown function. Then Moreover, for any i ≥ j ∈ N + , one has
, if i = j, 1 S 1 (i, i)S 1 (j, j) i, t 1 ) . . . S 1 (t k , j) S 1 (t 1 , t 1 ) . . . S 1 (t k , t k ) − S 1 (i, j) S 1 (i, i)S 1 (j, j)
, if i > j.
Proof -In this paper, for any i, j ∈ N such that 0 ≤ i < j, it follows from the definitions that S 1 (i, j) = S 2 (i, j) = 0, and we can write the above formula in the matrix form .
Thus, by matrix inversion and the Stirling transform [3] , we get the first result :
The inverse matrix of S 1 (i, j) i,j≥1 , is well-known and leads also to the last result. The expected result follows.
Conclusion
In this work, we have etablished combinatorial and asymptotic aspects concerning harmonic sums and polylogarithms at non-positive multi-indices, by extending Faulhaber's formula, the Bernoulli and Eulerian polynomials.
Via an Abel like theorem about their noncommutative generating series, we have also globally renormalized the corresponding polyzetas and made precise their algebraic structures.
In the forthcoming works, we will give an integral representation for polylogarithms at non-positive multi-indices, {Li − w } w∈Y * 0 , for regularization of the corresponding polyzetas.
Appendix A : Cones and extensions
Let V be a R-vector space. We remind [4] the reader that a blunt convex cone in V is a convex cone which does not contain zero. If C = ∅ is such a cone, then the vector space generated by C is span R (C) = C − C = {x − y} x,y∈C .
Let S ⊂ X * a non empty linearly free set. The blunt convex cone generated by S is the set of sums C S = { w∈S α w w} α∈R . It amounts to the same to rephrase it with finite families and, in view of (24) , the linear span of S is exactly C S − C S . Now, C being still a non-empty convex cone, we say that a function ϕ : C → W (W be a R-vector space) is linear on C if φ(αx + βy) = αφ(x) + βφ(y) for x, y ∈ C, α, β ≥ 0, α + β > 0. This is an easy exercise to check that such a ϕ is the restriction of a unique linear mapφ (C − C) → W .
