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Abstract We study Fredholm determinants of the Painleve´ II and Painleve´ XXXIV ker-
nels. In certain critical unitary random matrix ensembles, these determinants describe
special gap probabilities of eigenvalues. We obtain Tracy-Widom formulas for the Fred-
holm determinants, which are explicitly given in terms of integrals involving a family
of distinguished solutions to the coupled Painleve´ II system in dimension four. More-
over, the large gap asymptotics for these Fredholm determinants are derived, where the
constant terms are given explicitly in terms of the Riemann zeta-function.
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1 Introduction
We consider the space of n× n Hermitian matrices M with probability distribution
1
Zn | detM |
2αe−nTrV (M)dM for α > −1
2
, (1.1)
where V : R→ R is a real analytic function and satisfies
lim
x→±∞
V (x)
log(1 + x2)
= +∞. (1.2)
Here dM is the Lebesgue measure for Hermitian matrices and Zn is the normalization
constant. It is well-known that the joint probability density function for the eigenvalues
of M is given by
pn(λ1, · · · , λn) = 1
Zn
n∏
i=1
|λi|2αe−nV (λi)
∏
i<j
(λi − λj)2, (1.3)
which can be put into a determinantal form
pn(λ1, · · · , λn) = 1
n!
det(Kn(λi, λj))
n
i,j=1, (1.4)
2
with the correlation kernel
Kn(x, y) = |xy|αe−n2 V (x)e−n2 V (y)
n−1∑
k=0
Pk(x)Pk(y); (1.5)
see for example [23] and [52]. The above kernel is so-called orthogonal polynomial ker-
nel, and Pk(x) is the k-th degree orthonormal polynomial with respect to the weight
|x|2αe−nV (x).
In the global regime, the limiting mean density of eigenvalues is
ρV (x) = lim
n→∞
1
n
Kn(x, x), (1.6)
which depends on the exact potential V (x); see [23] and [27]. However, the local statistics
of eigenvalues only rely on some general characteristics of the density function ρV (x)
and satisfy fascinating universal behaviors. For example, given a general real analytic
potential V and α = 0, the bulk university holds for any point x∗ in the bulk of the
spectrum, which implies that the limiting correlation kernel is the sine kernel
lim
n→∞
1
nρV (x∗)
Kn(x
∗ +
x
nρV (x∗)
, x∗ +
y
nρV (x∗)
) = Ksin(x, y) =
sin pi(x− y)
pi(x− y) , (1.7)
uniformly for x and y in compact subsets of R whenever ρV (x∗) > 0. Moreover, the
soft edge universality holds at a right regular edge point b of the support of ρV (x). This
means that, when ρV (x) ∼ cpi (b− x)
1
2 for c > 0 as x→ b−, the limiting correlation kernel
is the Airy kernel
lim
n→∞
1
(cn)2/3
Kn(b+
x
(cn)2/3
, b+
y
(cn)2/3
) = KAi(x, y) =
Ai(x)Ai′(y)− Ai′(x)Ai(y)
x− y , (1.8)
uniformly for x and y in compact subsets of R. The above results for the bulk and soft
edge universality were proved in [4, 28, 55].
Like other determinantal point processes, all information of unitary random matrix
ensembles is contained in the correlation kernel K. If we consider the gap probability that
there is no eigenvalue near the point x∗ in the bulk of the spectrum, it is given in terms
of a Fredholm determinant as follows
lim
n→∞
Prob
[
M has no eigenvalues in (x∗ − s
nρV (x∗)
, x∗ +
s
nρV (x∗)
)
]
= det[I −Ksins ],
(1.9)
where Ksins is the trace-class operator acting on L
2(−s, s) with the sine kernel Ksin(x, y)
in (1.7) and the Fredholm determinant det[I −Ksins ] is given by the following series
det[I −Ksins ] =
+∞∑
k=0
(−1)k
k!
∫ s
−s
...
∫ s
−s
det(Ksin(xi, xj))
k
i,j=1dx1 · · · dxk. (1.10)
We may also consider the gap probability near the rightmost edge point, i.e., the distri-
bution of the largest eigenvalue. Let λn be the largest eigenvalue of the matrix M and b
3
be the rightmost regular edge point. Then, the limiting distribution of λn is given by the
following Fredholm determinant
lim
n→∞
Prob[(cn)
2
3 (λn − b) < s] = det[I −KAis ], (1.11)
where KAis is the trace-class operator acting on L
2(s,∞) with the Airy kernel KAi(x, y)
in (1.8) and the Fredholm determinant det[I−KAis ] has a similar series expansion as that
in (1.9).
In [60], Tracy and Widom discovered that the Fredholm determinant det[I−KAis ] has
a more explicit form as follows
det[I −KAis ] = FTW(s) := exp
(
−
∫ +∞
s
(x− s)y2(x; 0)dx
)
, (1.12)
where y(x; 0) is the Hastings-McLeod solution to the homogeneous Painleve´ II (P2) equa-
tion (α = 0)
y′′(x;α) = xy(x;α) + 2y3(x;α)− α, (1.13)
satisfying the following asymptotic behaviors
y(x; 0) ∼ Ai(x), as x→ +∞, (1.14)
y(x; 0) ∼
√−x
2
(
1 +
1
8x3
+O(x−6)
)
, as x→ −∞. (1.15)
It is remarkable that the Tracy-Widom distribution FTW(s) appears not only in ran-
dom matrices, but also in random permutations [2], totally asymmetric simple exclusion
process [46] and many other areas.
Painleve´ II universality
For the unitary ensembles (1.1), when the limiting density function ρV (x) vanishes quadrat-
ically at an interior point x∗, the Painleve´ II universality emerges; see [4, 5, 18, 20]. For
example, consider the unitary ensemble (1.1) with the following quartic potential
V (x) =
x4
4
+
g
2
x2. (1.16)
When gcr = −2, the limiting density function is
ρV (x) =
x2
2pi
√
4− x2, for x ∈ [−2, 2].
And there is a one-cut to two-cut transition near the point x = 0 when the parameter
g varies in the neighbourhood of gcr. This type of phase transition is described by the
Painleve´ II kernels. More precisely, if n→∞ in the way such that 2−1/3n1/3(g + 2)→ t,
the double scaling limit of the correlation kernel near the origin is given by
lim
n→∞
22/3
n1/3
Kn(
x
2−2/3n1/3
,
y
2−2/3n1/3
) = KP2α (x, y; t), (1.17)
4
uniformly for x and y in compact subsets of R; see [5, 20]. The limiting kernel is con-
structed out of the ψ-functions associated with the Hastings-McLeod solution to the P2
equation (1.13). The precise description of the P2 kernel will be given later.
Similar to (1.9), once the limiting kernel is obtained, the gap probability near the
origin is given as follows
lim
n→∞
Prob
[
M has no eigenvalues in (− s
2−2/3n1/3
,
s
2−2/3n1/3
)
]
= det[I −KP2α,s], (1.18)
where KP2α,s is the trace-class operator acting on L
2(−s, s) with the P2 kernel in (1.17).
Painleve´ XXXIV universality
Now we turn to effect of the algebraic singular term | detM |2α in (1.1) near the soft edge.
Although this singular term does not change the eigenvalue distributions in the global
regime, it modifies the local eigenvalue statistics. Indeed, if there is a potential V (x)
such that the origin is a right regular edge point, then instead of the Airy kernel in (1.8),
the limiting eigenvalue correlation kernel becomes the Painleve´ XXXIV (P34 for short)
kernel; see Its, Kuijlaars and O¨stensson [40]. Later, a more general P34 kernel with two
parameters was obtained in the critical situation where a Fisher-Hartwig singularity of
both root and jump types appears near the soft edge of a perturbed Gaussian unitary
ensemble (GUE). More precisely, the joint probability density function for the eigenvalues
in this model is given by
pn(λ1, · · · , λn) = 1
Zn,α,ω
n∏
i=1
|λi−µ|2αχ(λi−µ)e−2nλ2i
∏
i<j
(λi−λj)2 for α > −1
2
, (1.19)
where χ(λ) =
{
ω, λ > 0
1, λ < 0
and ω ∈ C \ (−∞, 0); see [61] and [6, 63].
When α ∈ N and ω ∈ [0, 1], it is interesting to note that the above model can
be interpreted as a thinned and conditioned GUE. More precisely, let us consider a
thinned process for the GUE by removing each eigenvalue independently with probability
ω ∈ [0, 1]; see [7, 8]. Then, the eigenvalue distribution under the conditions that µ is an
eigenvalue with multiplicity α in GUE and all other thinned eigenvalues are smaller than
µ is given by (1.19). Recently, the thinning and conditioning models have appeared in
many situations. For example, gap and conditional probabilities for the thinned unitary
ensembles are derived in [6, 14]; the asymptotic behavior of mesoscopic fluctuations in
the thinned CUE is studied in [3]; the transition between the Tracy-Widom distribution
and the Weibull distribution as the probability ω ↓ 0 is considered in [10]; see also [11]
for another interesting transition. A nice application in the study of the Riemann zeros
can be found in [9].
Now let us consider the limiting kernel and take n→∞ in a way such that
lim
n→∞
2n2/3(µn − 1) = t.
5
The double scaling limit of the correlation kernel near the soft edge λ = 1 is given by
lim
n→∞
1
2n2/3
Kn(µn +
x
2n2/3
, µn +
y
2n2/3
) = KP34α,ω (x, y; t), (1.20)
uniformly for x and y in compact subsets of R \ {0}, with
KP34α,ω (x, y; t) =
ψ2(x; t)ψ1(y; t)− ψ1(x; t)ψ2(y; t)
2pii(x− y) , (1.21)
where (ψ1(x; t), ψ2(x; t))
T satisfies the Lax pair associated with the P34 equation. (The
detailed information about the functions (ψ1(x; t), ψ2(x; t))
T will be provided later in
Section 1.1.) For α = 0 and ω = 1, as the density function pn(λ1, · · · , λn) in (1.19) is
reduced to that of GUE, the P34 kernel becomes the shifted Airy kernel accordingly
KP340,1 (x, y; t) =
Ai(x+ t)Ai′(y + t)− Ai′(x+ t)Ai(y + t)
x− y ; (1.22)
see [40, Eq. (1.11)]. So, the P34 kernel furnishes as a generalization of the Airy kernel.
Moreover, the distribution of the largest eigenvalue in (1.11) is replaced by
lim
n→∞
Prob[2n2/3(λn − 1) < s] = det[I −KP34α,ω,s], (1.23)
where KP34α,ω,s is the trace-class operator acting on L
2(s,∞) with the P34 kernel in (1.21).
When α ∈ N and ω ∈ [0, 1], the above formula describe the largest eigenvalue distribution
of the conditional GUE (1.19).
In the past a few years, various Painleve´ kernels have been adopted to characterize
new universality classes in different critical random matrix models; for example, see
[1, 17, 18, 20, 62, 64]. However, there are very few results about the Tracy-Widom type
formulas for these kernels or their large gap asymptotics. To the best of our knowledge, the
only higher-order analogues of the Tracy-Widom formula for the Fredholm determinant
associated with the Painleve´ I hierarchy was obtained by Claeys, Its and Krasovsky in
[16], where the density function ρV (x) in (1.6) vanishes with the order 2k +
1
2
, k ∈ N
at an endpoint of its support. Besides the large gap asymptotics in [16], the only other
asymptotic result is obtained by Bothner and Its [12] in the study of the P2 kernel in
(1.17) with the parameter α = 0. However, an analogous expression of the Tracy-Widom
formula for the P2 kernel is still to be discovered.
In the present paper, we study the Fredholm determinant of the P2 and P34 kernels
with general parameters. We aim to find analogous expressions of the Tracy-Widom
formula for these determinants and evaluate their large gap asymptotics. We also plan
to study the P3 kernel at the hard edge with pole singularities in the potential in a
forthcoming publication [22].
1.1 Expressions of the P2 and P34 kernels
Before the statement of our main results, let us fist give the specific representation of the
P34 kernel in (1.21). The P2 kernel will be provided through its relation with the P34
kernel.
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The functions ψ1(x; t) and ψ2(x; t) in the P34 kernel (1.21) appear as solutions of the
Lax pair associated with the P34 equation. In addition, it is convenient to characterize
this kernel in terms of the following Riemann-Hilbert (RH) problem; see Its, Kuijlaars
and O¨stensson [40].
0
Ω2 Ω1
Ω4Ω3
Σ 1
Σ2
Σ3
Σ 4
Figure 1: Contours for the RH problem for Ψ: Σ1 = {arg ζ = 0}, Σ2 = {arg ζ = 23pi},
Σ3 = {arg ζ = pi} and Σ4 = {arg ζ = −23pi}.
RH problem for Ψ:
(a) Ψ(ζ) := Ψ(ζ; t;α, ω) is analytic for ζ ∈ C\ ∪4i=1 Σi, where the contours Σi are
depicted in Fig. 1;
(b) Ψ(ζ) satisfies the following jump conditions
Ψ+(ζ) = Ψ−(ζ)
(
1 ω
0 1
)
, ζ ∈ Σ1, (1.24)
Ψ+(ζ) = Ψ−(ζ)
(
1 0
e2piiα 1
)
, ζ ∈ Σ2, (1.25)
Ψ+(ζ) = Ψ−(ζ)
(
0 1
−1 0
)
, ζ ∈ Σ3, (1.26)
Ψ+(ζ) = Ψ−(ζ)
(
1 0
e−2piiα 1
)
, ζ ∈ Σ4; (1.27)
(c) As ζ →∞, the asymptotic behavior of Ψ(ζ) is given by
Ψ(ζ) =
(
1 0
−im2(t) 1
)[
I +
1
ζ
(
m1(t) im2(t)
−im3(t) −m1(t)
)
+O(ζ−2)
]
ζ−
1
4
σ3
I + iσ1√
2
e−θ(ζ,t)σ3 ,
(1.28)
where θ(ζ, t) = 2
3
ζ
3
2 + tζ
1
2 , arg ζ ∈ (−pi, pi) and mi(t) := mi(t;α, ω), i = 1, · · · , 3;
(d) The behavior of Ψ(ζ) at the origin is
Ψ(ζ) =
(
O(ζα) O(ζα)
O(ζα) O(ζα)
)
, if − 1
2
< α < 0 (1.29)
7
and
Ψ(ζ) =

(
O(ζα) O(ζ−α)
O(ζα) O(ζ−α)
)
, ζ ∈ Ω1 ∪ Ω4,(
O(ζ−α) O(ζ−α)
O(ζ−α) O(ζ−α)
)
, ζ ∈ Ω2 ∪ Ω3,
if α ≥ 0. (1.30)
Then, the P34 kernel
KP34α,ω (x, y; t) =
ψ2(x; t)ψ1(y; t)− ψ1(x; t)ψ2(y; t)
2pii(x− y) , (1.31)
is given in terms of the functions
(
ψ1(x; t)
ψ2(x; t)
)
:=

ω
1
2 Ψ+(x; t)
(
1
0
)
, if x > 0,
e−αpiiΨ+(x; t)
(
1
e2αpii
)
, if x < 0.
(1.32)
Obviously, from the behavior of Ψ(ζ) at infinity in (1.28), the function (ψ1(x; t), ψ2(x; t))
T
satisfies the following behaviours:(
ψ1(x; t)
ψ2(x; t)
)
=
ω
1
2√
2
e−(
2
3
x
3
2 +t
√
x)
(
x−
1
4 +O(x−
3
4 )
ix
1
4 +O(x−
1
4 )
)
, (1.33)
as x→ +∞; and(
ψ1(x; t)
ψ2(x; t)
)
=
√
2
( |x|− 14 cos(2
3
|x| 32 − t√|x| − αpi − pi/4) +O(|x|− 34 )
−i|x| 14 sin(2
3
|x| 32 − t√|x| − αpi − pi/4) +O(|x|− 14 )
)
, (1.34)
as x→ −∞. When α = 0, ω = 1, the above RH problem for Ψ is indeed the RH problem
for the Airy functions. Therefore, P34 kernel (1.31) is reduced to the shifted Airy kernel
(1.22); see [40, Eq. (1.11)].
Until now, we have not explained how the kernel in (1.31) is related to the P34 equa-
tion. The following proposition reveals their relations.
PROPOSITION 1 ([40, 41]). For α > −1
2
, ω ∈ C \ (−∞, 0) and t ∈ R, the model RH
problem for Ψ is uniquely solvable. In addition, let m2(t) be the function given in (1.28)
and
u(t; 2α, ω) = m′2(t)−
t
2
, (1.35)
then u(t; 2α, ω) (u(t) for short) satisfies the P34 equation
u′′(t) = 4u2(t) + 2tu(t) +
u′(t)2 − (2α)2
2u(t)
. (1.36)
8
Furthermore, the solution u(t; 2α, ω) is analytic on the real axis and uniquely determined
by following asymptotic behaviors:
u(t; 2α, ω) =
α√
t
(
n∑
k=0
ak
t3k/2
+O(t−3(n+1)/2)
)
+ (e2piiα − ω)Γ(2α + 1)
22+6αpi
t−(3α+
1
2
)e−
4
3
t3/2(1 +O(t−1/4))
(1.37)
as t→ +∞, with a0 = 1 and a1 = −α; and
u(t; 2α, ω) =

− t
2
+ 16α
2−1
8
t−2 +O(t−7/2), if ω = 0,
1√−t
[
iβ + 1
2
Γ(1+α−β)
Γ(α+β)
eiϑ(t;α,β)
+1
2
Γ(1+α+β)
Γ(α−β) e
−iϑ(t;α,β)
]
+O(t3|Reβ|−2), if ω = e−2piiβ,
(1.38)
as t→ −∞, with |Re β| < 1/2 and ϑ(t;α, β) = 4
3
|t|3/2 − αpi − 6iβ ln 2− 3iβ ln |t|.
REMARK 1. The P34 transcendent u(t; 2α, ω) in the above Proposition satisfies the
relation
21/3u(−2−1/3t; 2α, ω) = y′(t; 2α + 1
2
) + y2(t; 2α +
1
2
) +
t
2
, (1.39)
where y(z; 2α+ 1
2
) is one-parameter family of tronquee´ solutions of the P2 equation (1.13)
with the following asymptotics
y(t;α) =
√
−t
2
− α
2t
+O(t−5/2) + c(ω)(−t)−3α−1e− 2
√
2
3
(−t) 32 (1 +O(t−1/4)), (1.40)
as t→∞ and arg(−t) ∈ (−pi
3
, pi
3
]; see [31, (11.5.56)]. When ω = 0, this solution reduces
to the Hastings-McLeod solution for the P2 equation (1.13), which is uniquely determined
by the boundary conditions
y(t;α) ∼
√
−t/2, t→ −∞, y(t;α) ∼ α/t, t→ +∞; (1.41)
see [31, Remark 11.12].
Like the other Painleve´ equations, the RH problem for Ψ(ζ) in (1.24)-(1.30) implies
a Lax pair for the P34 equation. More precisely, we have
∂
∂ζ
Ψ(ζ) =
(
ut
2ζ
i− iu
ζ
−iζ − i(u+ t)− i (ut)2−(2α)2
4uζ
−ut
2ζ
)
Ψ(ζ), (1.42)
∂
∂t
Ψ(ζ) =
(
0 i
−iζ − 2i(u+ t
2
) 0
)
Ψ(ζ), (1.43)
where u(t) satisfies the P34 equation (1.36); see [40, Theorem 1.5].
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One can define the P2 kernel via the RH problem in a similar way. On the other hand,
the P2 kernel in (1.17) can be determined by the P34 kernel with the parameter ω = 0 as
follows:
KP2α (x,±y; t) =(xy)1/2
(
KP34α
2
− 1
4
,0
(−22/3x2,−22/3y2;−2−1/3t)
±KP34α
2
+ 1
4
,0
(−22/3x2,−22/3y2;−2−1/3t)
) (1.44)
for x > 0. When x < 0, the P2 kernel is obtained from the above formula and the
symmetry relation
KP2α (x, y; t) = −KP2α (−x,−y; t); (1.45)
see Claeys and Kuijlaars [19].
2 Statement of results
We will derive Tracy-Widom type formulas for Fredholm determinants of the P2 and P34
kernels, as well as their large gap asymptotics.
2.1 The coupled Painleve´ II system and their asymptotics
To express our Tracy-Widom type formulas, we need to introduce the following coupled
P2 systems in dimension four
dw1
dx
= − ∂H
∂v1
= 2(v1 + v2 +
x
2
)− w21
dv1
dx
= ∂H
∂w1
= 2v1w1
dw2
dx
= − ∂H
∂v2
= 2(v1 + v2 +
x−s
2
)− w22
dv2
dx
= ∂H
∂w2
= 2v2w2 + 2α
(2.1)
where vi := vi(x; s, 2α), wi := wi(x; s, 2α+
1
2
) and the HamiltonianH := H(v1, v2, w1, w2;x, s, 2α)
is given by
H(v1, v2, w1, w2;x, s, 2α) = −(v1 + v2)2 − (v1 + v2)x+ v1w21 + v2w22 + sv2 + 2αw2. (2.2)
With the transformations vi(x; s, 2α) = 2
− 1
3pi(−2 13x;−2 13 s, 2α) and wi(x; s, 2α + 12) =
−2 13 qi(−2 13x;−2 13 s, 2α + 12), the above Hamiltonian is equivalent to the one studied in
Sasano [57] via the following simple relation
HSasano(p1, p2, q1, q2;x, s, 2α) = −2− 13H(v1, v2, w1, w2;−2− 13x,−2− 13 s, 2α). (2.3)
The above coupled P2 system (2.1) was first introduced and studied by Sasano [57]. It
is regarded as a fourth-order extension of the classical P2 equation. The studies of other
coupled Paineve´ systems in dimension four can be found in [53, 58, 59]. In recent years,
the program to classify the four-dimensional Painleve´-type equations has been carried out
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by Kawakami, Nakamura and Sakai. In [56], from the isomonodromic deformation theory
of the Fuchsian equations, Sakai derived four source systems for 4-dimensional Painleve´
type equations, namely, the Garnier system in two variables, the Fuji-Suzuki system, the
Sasano system and the matrix Painleve´ system. Later, the complete degeneration scheme
of these four source systems was obtained in Kawakami, Nakamura and Sakai [50] and
Kawakami [47, 48, 49]. The coupled P2 system (2.1) appears in both of the degeneration
schemes of the Garnier system in two variables [49, (3.5)-(3.7))] and the Sasano system
[48, (3.22)-(3.23)]. Note that applications of the coupled P2 system in the study of the
Airy point process was discovered by Claeys and Doeraene [15] very recently.
Eliminating wi and vi from the Hamiltonian system (2.1), respectively, gives us the
following nonlinear equations for vi:
v1xx − v
2
1x
2v1
− 4v1(v1 + v2 + x
2
) = 0
v2xx − v
2
2x − 4α2
2v2
− 4v2(v1 + v2 + x− s
2
) = 0
(2.4)
and equations for wi:{
w1xx − 2w31 + 2xw1 + 4v2(w1 − w2)− (4α + 1) = 0
w2xx − 2w32 + 2(x− s)w2 − 4v1(w1 − w2)− (4α + 1) = 0
(2.5)
The coupled equations (2.4) are similar to [37, (2.1)], which was obtained from similarity
reduction of the Hirota-Satsuma system. Eliminating either one of the functions v1 or v2
from the above equation, one gets a fourth-order nonlinear differential equation. Besides,
if we set v1(x) = y
2(x), then the first equation becomes
y′′ − 2y3 − xy = 2v2y. (2.6)
When α = 0, taking the admissible solution v2 = 0 in (2.4), then (2.6) is reduced to the
standard P2 equation (1.13).
On the way to our Tracy-Widom type formulas, we need a class of distinguished
solutions to the couple P2 system. The solutions satisfy the following properties.
THEOREM 1. For α > −1
2
, ω ∈ C \ (−∞, 0) and s ∈ R, there exist real analytic
solutions vi(x) to the coupled P2 equations (2.4). Moreover, the solutions vi(x, s; 2α, ω)
satisfy the following asymptotic behaviors:
v1(x, s; 2α, ω) =
1
4pi
√
x
e−
4
3
x
3
2 c
24α
∣∣∣ s
x
∣∣∣2α (1 + αs
x
+O
(
x−3/2
))
, as x→ +∞, (2.7)
with the constant c =
{
ω, s > 0,
1, s < 0;
and
v2(x, s; 2α, ω) =
α√
x− s −
α2
(x− s)2 +O(1/x
3), as x→ +∞. (2.8)
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In addition, the functions wi(x, s; 2α+
1
2
, ω) and the Hamiltonian H(x; s) := H(v1, v2, w1, w2;x, s, α)
in (2.1) satisfy the following asymptotic behaviors:
w1(x, s; 2α +
1
2
, ω) = −√x+O(lnx), as x→ +∞, (2.9)
w2(x, s; 2α +
1
2
, ω) = −√x− s− α +
1
4
x− s +O(1/x
2), as x→ +∞, (2.10)
H(x; s) = −2α√x− s− α
2
x− s +O(1/x
2), as x→ +∞. (2.11)
REMARK 2. For α = 0 and ω = 1, then v2 = 0 and the equation (2.6) is reduced
to the P2 equation (1.13). From the asymptotic behaviors in (2.7), one immediately sees
that v1(x) = y
2(x; 0), where y(x;0) is the classical Hastings-McLeod solution to the P2
equation given in (1.14)-(1.15).
REMARK 3. When s = 0, we have v1 ≡ 0 and v2(x, 0; 2α, ω) = u(x; 2α, 0), where
u(x; 2α, 0) is the solution to the P34 equation and satisfies the asymptotic behaviors given
in Proposition 1.
2.2 Tracy-Widom type expressions for the Fredholm determi-
nants
Now we have the following integral representations for the Fredholm determinants of the
P2 and P34 kernels.
THEOREM 2. For α > −1
2
, ω ∈ C \ (−∞, 0) and s, t ∈ R, let KP34α,ω,s be the trace-class
operator acting on L2(s,∞) with the P34 kernel KP34α,ω (x, y; t) in (1.31), then we have
det[I −KP34α,ω,s] = exp
(
−
∫ +∞
t
(v1(x+ s) + v2(x+ s)− u(x))(x− t)dx
)
, (2.12)
where vi(x) = vi(x, s; 2α, ω) are the smooth solutions to the coupled P2 equations (2.4)
with the properties specified in Theorem 1 and u(x) = u(x; 2α, ω) is the P34 transcendent
given in Proposition 1.
REMARK 4. For α = 0 and ω = 1, we recover the celebrated Tracy-Widom dis-
tribution (1.12) from Theorem 1 and 2. Indeed, from the properties of the functions
vi(x) = vi(x, s; 2α, ω) described in Remark 2, the integral representation (2.12) becomes
det[I −KAis+t] = exp
(
−
∫ +∞
s+t
(τ − t− s)y2(τ ; 0)dτ
)
, (2.13)
where KAis+t is the trace-class operator acting on L
2(s+ t,∞) with the Airy kernel in (1.8)
and y(x; 0) is the Hastings-McLeod solution to the P2 equation given in (1.14)-(1.15).
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REMARK 5. When α ∈ N and ω ∈ [0, 1], the Tracy-Widom type formula (2.12) is the
largest eigenvalue distribution of the conditional GUE in (1.19). When α = 0, it agrees
with the results obtained by Claeys and Doeraene in [15, (2.8)]. Our result in (2.12)
holds for general parameter α > −1
2
, which enables us to establish the Tracy-Widom type
formula for the P2 kernel below.
Next, we establish a relation between the Fredholm determinants for the P2 and P34
kernels.
LEMMA 1. Let KP2α,s and K
P34
α,0,s′ be the trace-class operator acting on L
2(−s, s) and
L2(s′,+∞) with the P2 kernel KP2α (x, y; t) in (1.17) and P34 kernel KP34α
2
± 1
4
,0
(x, y;−2−1/3t)
in (1.31), respectively, we have
det[I −KP2α,s] = det[I −KP34α
2
+ 1
4
,0,s′ ] det[I −KP34α
2
− 1
4
,0,s′ ], (2.14)
where s′ = −2 23 s2, s > 0 and α > −1
2
.
Then, Theorem 2 and the above lemma gives us the Tracy-Widom type formula for
the Fredholm determinant of the P2 kernel.
THEOREM 3. For α > −1
2
, s > 0 and t ∈ R, let KP2α,s be the trace-class operator acting
on L2(−s, s) with the P2 kernel KP2α (x, y; t) given in (1.44), then we have
det[I −KP2α,s] = exp
(
−
∫ t
−∞
(y2(x;α)− 2−2/3w22(−2−1/3x+ s′, s′;α))(x− t)dx
)
, (2.15)
where s′ = −22/3s2, y(x;α) is the Hastings-McLeod solution to the P2 equation described
in (1.41), and w2(x, s;α) is the smooth solution to the equation (2.5) with the asymptotic
behaviors given in (2.10).
2.3 Large gap asymptotics for the Fredholm determinants
From (1.33), it is easy to see that the P34 kernel (1.31) satisfies the following asymptotic
behavior as x, y → +∞
KP34α,ω (x, y) = O(e
−c(x 32 +y 32 )),
for certain constant c > 0. From the series expansion of the Fredholm determinant (for
example, see the expansion for the sine kernel in (1.10)), we obtain
ln det[I −KP34α,ω,s] = O(e−cs
3
2 ), as s→ +∞,
where KP34α,ω,s is the trace-class operator with kernel K
P34
α,ω acting on L
2(s,∞). The large
gap asymptotics for the Fredholm determinant of the P34 kernel as s → −∞ are much
more involved and given in the following theorem.
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THEOREM 4. For α > −1
2
, ω ∈ C \ (−∞, 0) and t ∈ R, let KP34α,ω,s be the trace-class
operator acting on L2(s,∞) with the kernel KP34α,ω (x, y; t) in (1.31), we have the asymptotic
expansion for the Fredholm determinant as s→ −∞
ln det[I −KP34α,ω,s] =−
1
12
|s+ t|3 + 2
3
α|s| 32 − 2α|s| 12 t− (α2 + 1
8
) ln |s+ t| (2.16)
+
4
3
α sgn(t)|t| 32 + α2 ln |t|+
∫ +∞
t
(τ − t)
(
u(τ)− α|τ | 12 +
α2
τ 2
)
dτ + c0 + o(1),
where u(x) = u(x; 2α, ω) is the P34 transcendent given in Proposition 1. The constant c0
in the above formula is given explicitly as
c0 =
1
24
ln 2 + ζ ′(−1). (2.17)
where ζ ′(z) is the derivative of the Riemann zeta-function.
REMARK 6. For α = 0, we recover the large gap asymptotics for the Fredholm deter-
minant associated with the Airy kernel as s+ t→ −∞
ln det[I −KAis+t] = −
1
12
|s+ t|3 − 1
8
ln |s+ t|+ c0 + o(1), (2.18)
where KAis+t is the trace-class operator with the Airy kernel (1.8) acting on L
2(s+ t,+∞)
and c0 is given in (2.17); see [24, 60].
We also have the large gap asymptotics for the Fredholm determinant of the P2 kernel.
THEOREM 5. For α > −1
2
, let KP2α,s be the trace-class operator acting on L
2(−s, s)
with the kernel KP2α (x, y; t) given in (1.44), we have the asymptotic expansion for the
Fredholm determinant as s→ +∞
ln det[I −KP2α,s] = −
2
3
(s2 +
t
2
)3 +
4
3
αs3 + 2αst− (α2 + 3
4
) ln s+
2
√
2
3
α sgn(t)|t| 32
+ (
α2
2
+
1
8
) ln |t| −
∫ t
−∞
(τ − t)
(
y2(τ ;α) +
τ
2
− α√|2τ | +
α2
2
+ 1
8
τ 2
)
dτ + c1 + o(1),
(2.19)
where y(x;α) is the Hastings-McLeod solution to the P2 equation described in (1.41) and
the constant c1 is given explicitly as
c1 = −(α2 + 5
24
) ln 2 + 2ζ ′(−1). (2.20)
REMARK 7. For α = 0, the above large gap asymptotics can be reduced to that in
Bothner and Its [12]
ln det[I−KP20,s ] = −
2
3
s6−s4t− 1
2
(st)2− 3
4
ln s+
∫ +∞
t
(τ− t)y2(τ ; 0)dτ +c2 +o(1), (2.21)
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where y(x; 0) is the Hastings-McLeod solution to the P2 equation and the constant term
c2 = −1
6
ln 2 + 3ζ ′(−1).
In order to reduce (2.19) to (2.21), one needs the following total integral of the Hastings-
McLeod solution y(x; 0) to the P2 equation∫ ∞
t
(τ − t)y2(τ ; 0)dτ +
∫ t
−∞
(τ − t)(y2(τ ; 0) + τ
2
+
1
8τ 2
)dτ = − t
3
12
+
1
8
ln |t| − c0, (2.22)
where c0 is defined in (2.17). Note that the above formula directly follows from (1.12)
and (2.18).
The rest of the paper is organized as follows. In Section 3, we provide a representation
of the Fredholm determinant in terms of a RH problem and derive a differential identity
for the Fredholm determinant. Then, we transform this RH problem to a model one to
facilitate our future study. In Section 4, a Lax pair is derived from the model RH problem
obtained in the Section 3. The compatibility condition of the Lax pair is described by
the coupled P2 equations. The Ba¨cklund transformations for the coupled P2 system are
also studied. In Section 5, we study the asymptotic behaviors of the functions in the
Hamiltonian system (2.1) as x → +∞ and prove Theorem 1. Section 6 is then devoted
to the proof of Theorems 2-3. In Section 7, we evaluate the large gap asymptotics for the
Fredholm determinants. Finally, for the sake of completeness and possible interests, the
asymptotics of the functions vi(x) in Theorem 1 as x→ −∞ are derived in Appendix A.
3 Riemann-Hilbert problem for the Fredholm deter-
minant and differential identity
3.1 Riemann-Hilbert problem for the Fredholm determinant
and differential identity
Let KP34α,ω,s be the trace-class operator acting on L
2(s,∞) with the kernel KP34α,ω in (1.31),
the Fredholm determinant det[I − KP34α,ω,s] can be characterized in terms of the solution
of certain RH problems; see Deift, Its and Zhou [26] and Its et al. [38].
RH problem for Y :
(a) Y (z) is analytic for z ∈ C\(s,∞);
(b) Y (z) satisfies the jump condition on (s,∞)
Y+(x) = Y−(x)JY (x), JY (x) =
(
1 + ψ1(x)ψ2(x) −ψ1(x)2
ψ2(x)
2 1− ψ1(x)ψ2(x)
)
, (3.1)
where ψi(x) are defined in (1.32)
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(c) The asymptotic behavior of Y (z) at infinity:
Y (z) = I +
Y−1
z
+O(1/z2) as z →∞; (3.2)
(d) At possible endpoints z = 0 and z = s, Y (z) is square integrable.
LEMMA 2 ([26]). Let KP34α,ω,s be the trace-class operator acting on L
2(s,∞) with the
kernel KP34α,ω in (1.31) and assume (I − KP34α,ω,s)−1 exists, then the solution for the above
RH problem is given by
Y (z) = I − 1
2pii
∫ +∞
s
M(x)
x− z dx, M(x) =
( −F1(x)ψ2(x) F1(x)ψ1(x)
−F2(x)ψ2(x) F2(x)ψ1(x)
)
, (3.3)
where ψi(x) are defined in (1.32) and Fi(x) = (I − KP34α,ω,s)−1ψi(x). Conversely, the
functions Fi(x) can be expressed in terms of Y as follows(
F1(x)
F2(x)
)
= Y+(x)
(
ψ1(x)
ψ2(x)
)
, x > s, x 6= 0. (3.4)
From the above RH problem for Y , we derive a differential identity for the Fredholm
determinant of the P34 kernel as follows.
PROPOSITION 2. For α > −1
2
, ω ∈ C \ (−∞, 0) and s, t ∈ R, we have
d
dt
ln det[I −KP34α,ω,s] = i(Y−1)12, (3.5)
where Y−1 is the coefficient of the 1/z term as z →∞; cf. (3.2).
Proof. From (1.31) and (1.43), we have
d
dt
KP34α,ω (x, y; t) = −
1
2pi
ψ1(x)ψ1(y). (3.6)
Using properties of trace-class operators, we get
d
dt
ln det[I−KP34α,ω,s] = −tr((I−KP34α,ω,s)−1
dKP34α,ω,s
dt
) =
1
2pi
∫ ∞
s
((I−KP34α,ω,s)−1ψ1)(x)ψ1(x)dx.
(3.7)
Then, (3.5) follows from (3.3) and (3.4).
3.2 Model Riemann-Hilbert problem for Φ
Next, we transform the original RH problem for Y into a new one with constant jumps.
Observe that the jump matrix JY (x) in (3.1) can be factorized as follows:
JY (x) = Ψ+(x)
(
1 −ω
0 1
)
Ψ+(x)
−1 for x > 0 (3.8)
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and
JY (x) = Ψ+(x)
(
1 0
e2piiα 1
)(
1 −e−2piiα
0 1
)(
1 0
−e2piiα 1
)
Ψ+(x)
−1 for x < 0. (3.9)
This evokes us to introduce the following transformation
Φ˜(z) = Y (z)Ψ(z), if s ≥ 0 (3.10)
and
Φ˜(z) =

Y (z)Ψ(z), z ∈ ΩR1 ∪ Ω2 ∪ Ω3 ∪ ΩR4
Y (z)Ψ(z)
(
1 0
e2piiα 1
)
, z ∈ ΩL1
Y (z)Ψ(z)
(
1 0
−e−2piiα 1
)
, z ∈ ΩL4 ,
, if s < 0, (3.11)
where the regions are indicated in Fig. 2. Then, Φ˜ satisfies a RH problem as follows.
Ω2 Ω1
Ω4Ω3
Σ1
Σ2
Σ 3
Σ4
Ω1
L
Ω4
L
^
Σ4
Σ2
^
^
^
R
R
Σ1
Figure 2: Regions and contours for Φ˜ (Σˆ1 = [0, s] for s > 0 and Σˆ1 = [s, 0] for s < 0).
RH problem for Φ˜:
(a) Φ˜(z) := Φ˜(z;x, s;α, ω) is analytic for z ∈ C\Σˆi; see Fig. 2;
(b) Φ˜(z) satisfies the jump condition
Φ˜+(z) = Φ˜−(z)Ji(z), for z ∈ Σˆi (3.12)
with
J1(z) =
(
e2piiα 0
0 e−2piiα
)
, if s < 0, J1(z) =
(
1 ω
0 1
)
, if s > 0,
J2(z) =
(
1 0
e2piiα 1
)
, J3(z) =
(
0 1
−1 0
)
, J4(z) =
(
1 0
e−2piiα 1
)
;
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(c) The asymptotic behavior of Φ˜(z) at infinity:
Φ˜(z) =
(
1 0
−im2(t) 1
)(
I +O
(
1
z
))
z−
1
4
σ3
I + iσ1√
2
e−θ(z,t)σ3 , as z →∞,
(3.13)
where θ(z, t) = 2
3
z
3
2 + tz
1
2 , arg z ∈ (−pi, pi);
(d) The asymptotic behavior of Φ˜(z) at the node point s:
Φ˜(z) = Φ˜(s)(z)

(
1 ω ln(z−s)
2pii
0 1
)
, if s > 0(
1 ln(z−s)
2pii
0 1
)
C, if s < 0
as z → s, (3.14)
where Φ˜(s)(z) = Φ˜
(s)
0 (I + Φ˜
(s)
1 (z − s) + · · · ) is analytic at z = s and the constant
matrix C is
C =

(I − σ−)epiiασ3 z ∈ Ω2
(I + σ−)e−piiασ3 z ∈ Ω3
epiiασ3 z ∈ ΩL1
e−piiασ3 z ∈ ΩL4
; (3.15)
(e) The asymptotic behavior of Φ˜(z) at z = 0:
Φ˜(z) = O(1)Ψ(z), s > 0, Φ˜(z) = Φ˜(0)(z)zασ3 , s < 0, as z → 0, (3.16)
where Φ˜(0)(z) is analytic at z = 0.
To facilitate our future derivation of the associated Lax pair, let us introduce one
more transformation:
Φ(z) =
(
1 0
η 1
)
Φ˜(s+ z). (3.17)
Then, Φ(z) solves the following model RH problem.
RH problem for Φ:
(a) Φ(z) := Φ(z;x, s;α, ω) is analytic for z ∈ C\Σˆi; see Fig. 3;
(b) Φ(z) satisfies the same jump conditions as Φ˜(s+ z) on Σˆi;
(c) The asymptotic behavior of Φ(z) at infinity:
Φ(z) =
(
1 0
−ir2 1
)(
I +
Φ−1
z
+
Φ−2
z2
+
Φ−3
z3
+O
(
1
z4
))
z−
1
4
σ3
I + iσ1√
2
e−θ(z,x)σ3 ,
(3.18)
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Figure 3: The contour for Φ (left: s < 0; right: s > 0).
where θ(z, x) = 2
3
z
3
2 + xz
1
2 , arg z ∈ (−pi, pi) and
Φ−1 =
(
r1(x) ir2(x)
−ir3(x) −r1(x)
)
, Φ−2 =
(
k1(x) ik2(x)
−ik3(x) −k1(x)
)
, (3.19)
x = t+ s and the pre-factor in (3.17) is chosen to be η = im2(t)− ir2 + s(2x−s)4 i to
simplify the differential equations for Φ;
(d) The asymptotic behavior of Φ(z) at z = 0:
Φ(z) = Φ(0)(z)

(
1 ω ln z
2pii
0 1
)
, if s > 0(
1 ln z
2pii
0 1
)
C, if s < 0
as z → 0, (3.20)
where Φ(0) = Φ
(0)
0 (I + Φ
(0)
1 z + · · · ) is analytic at z = 0 and the constant matrix C
is defined in (3.15);
(e) The asymptotic behavior of Φ(z) as z → −s
Φ(z) = O(1)Ψ(z + s) for s > 0,
Φ(z) = Φ
(−s)
0 (s)
(
I + Φ
(−s)
1 (s) (z + s) +O(z + s)
2
)
(z + s)ασ3 for s < 0,
(3.21)
where the behavior of Ψ near origin is given in (1.29) and (1.30).
For s = 0, the jump conditions for Φ(z; t, 0;α, ω) in (3.17) is the same as that of
Ψ(z; t;α, 0). From (1.29) and (3.3), one can see that Φ(z; t, 0;α, ω)Ψ(z; t;α, 0)−1 =
Y (z)Ψ(z; t;α, ω)Ψ(z; t;α, 0)−1 is analytic in the complex plane with a removable sin-
gularity at the origin and tends to the identity matrix as z → ∞. Thus, we have the
following remark.
REMARK 8. For s = 0, we have
Φ(z; t, 0;α, ω) = Ψ(z; t;α, 0),
where Ψ(z; t;α, ω) is the solution to the RH problem associated with the P34 equation
given in Section 1.1.
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4 Coupled Painleve´ II equations
In this section, we derive a Lax pair from the model RH problem for Φ, which is a
Garnier system in two variables. The compatibility condition of the Lax pair gives us the
coupled P2 equations. We also show an important relation between the Hamiltonian H
in (2.1) and the RH problem for Φ. The solvability of the model RH problem for Φ and
the existence of real analytic solution to the P2 equations are justified. The Ba¨cklund
transformations for the coupled P2 system are also studied.
4.1 Lax pair
We derive a Lax pair from the RH problem for Φ. It furnishes as a generalization of the
Lax pair for the P34 equation given in (1.42).
PROPOSITION 3. We have the following Garnier system in two variables
Φz(z;x, s) =
(
v1x
2z
+ v2x
2(z+s)
i− iv1
z
− iv2
z+s
−i(z + x+ v1 + v2 + v
2
1x
4v1z
+
v22x−4α2
4v2(z+s)
) −v1x
2z
− v2x
2(z+s)
)
Φ(z;x, s), (4.1)
Φx(z;x, s) =
(
0 i
−iz − 2i(v1 + v2 + x2 ) 0
)
Φ(z;x, s), (4.2)
and
Φs(z;x, s) =
(
v2x
2(z+s)
− iv2
z+s
iv2 − i v
2
2x−4α2
4v2(z+s)
− v2x
2(z+s)
)
Φ(z;x, s). (4.3)
Moreover, the compatibility conditions Φzx = Φxz and Φxs = Φsx gives us the couple P2
equations (2.4) and
v2x = −(v1s + v2s), (4.4)
respectively.
Proof. Due to the fact that the jump matrices for Φ are all constants, then ΦzΦ
−1, ΦxΦ−1
and ΦsΦ
−1 are meromorphic functions with possible isolated singular points at −s and
0. Using the behavior of Φ at infinity, −s and 0, we have
Φz =
(
a(z;x, s) b(z;x, s)
c(z;x, s) −a(z;x, s)
)
Φ, (4.5)
Φx =
(
0 i
−iz + 2ir1 − ir22 − ir2x 0
)
Φ, (4.6)
and
Φs =
(
a2(x;s)
z+s
− iv2(x;s)
z+s
−ir2s + c2(x;s)z+s −a2(x;s)z+s
)
Φ, (4.7)
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where
a(z;x, s) =
a1(x; s)
z
+
a2(x; s)
z + s
(4.8)
b(z;x, s) = i− iv1(x; s)
z
− iv2(x; s)
z + s
(4.9)
c(z;x, s) = −iz − xi
2
+ 2ir1 − ir22 +
c1(x; s)
z
+
c2(x; s)
z + s
. (4.10)
Making use of the large-z expansion of Φ(z) in (3.18), we have from (4.6)
1
z
(
d
dx
Φ−1 + i[Φ−1, σ+]− i[σ−Φ−1,Φ−1]− i[Φ−2, σ−]
)
+O(1/z2) = 0,
where σ± are the constant matrices given below
σ+ =
(
0 1
0 0
)
and σ− =
(
0 0
1 0
)
. (4.11)
Particularly, the (1, 2) entry of the above matrix equation gives us the useful relation
r1 =
1
2
(−r2x + r22). (4.12)
Similarly, substituting large-z expansion of Φ(z) into (4.7), we obtain
r2s = −v2. (4.13)
With the aid of the above two formulas, the equation (4.6) and the expression for c(z;x, s)
in (4.10) are simplified to
Φx =
(
0 i
−iz − 2ir2x 0
)
Φ, (4.14)
and
c(z;x, s) = −iz − xi
2
− ir2x + c1(x; s)
z
+
c2(x; s)
z + s
. (4.15)
Let us consider the equations (4.5) and (4.6). Their compatibility condition Φzx = Φxz
gives us the following equations:
a =
i
2
bx (4.16)
c = −(z + 2r2x)b+ 1
2
bxx (4.17)
cx = −i− 2(iz + 2ir2x)a. (4.18)
Moreover, from the behavior of Φ at 0, −s in (3.20) and (3.21), we have
det
(
a1 −iv1
c1 −a1
)
= 0 and det
(
a2 −iv2
c2 −a2
)
= −α2. (4.19)
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Substituting (4.9) and (4.15) into (4.17) yields
r2x = v1 + v2 +
x
2
. (4.20)
By (4.8), (4.13) and (4.19)–(4.20), we get the Lax pair (4.1)–(4.3). And the coupled P2
equations (2.4) can be derived from (4.16), (4.17) and (4.19). Finally, by the compatibility
condition Φx,s = Φs,x and formulas (4.13) and (4.20), we obtain (4.4).
Note that the Lax pair system for Φ in (4.5)-(4.7) is equivalent to the one in [49,
(3.5)-(3.7)] by elementary transformation. The Lax pair for a general couple P2 system
with k regular singular points and one irregular singular point can be found in [15].
The Hamiltonian H in (2.1) will play an important role in the derivation of the large
gap asymptotics in Section 7. Besides its definition in (2.2), it also has the following
simple relation with the RH problem for Φ.
PROPOSITION 4. Let H be the Hamiltonian defined in (2.2). We have
H =
x2
4
− r2, (4.21)
where r2(x; s) = −i(Φ−1)12 and Φ−1 is the coefficient of 1/z term in the large-z expansion
of Φ(z); see (3.19).
Proof. From (4.1), we have
Φz(z)Φ
−1(z) = −izσ− +
(
0 i
−i(x+ v1 + v2) 0
)
+
1
z
(
v1x+v2x
2
−i(v1 + v2)
v21x
4iv1
+
v22x−4α2
4iv2
−v1x+v2x
2
)
+
1
z2
(
− sv2x
2
isv2
is
v22x−4α2
4v2
sv2x
2
)
+O(
1
z3
), (4.22)
as z →∞. On the other hand, from the large-z expansion of Φ in (3.18), we get
Φz(z)Φ
−1(z) = (I − ir2σ−)
{− izσ− − i[Φ−1, σ−]− i
2
xσ− + iσ+ (4.23)
+
1
z
(i[Φ−1,−1
2
xσ− + σ+ + σ−Φ−1]− i[Φ−2, σ−] + i
2
xσ+ − 1
4
σ3)
+
1
z2
(
i[Φ−1,
x
2
σ+ − σ+Φ−1 + x
2
σ−Φ−1 + σ−Φ−2 − σ−Φ2−1 +
i
4
σ3]
+ i[Φ−2,−1
2
xσ− + σ+ + σ−Φ−1]− i[Φ−3, σ−]− Φ−1
)
+O(1/z3)
}
(I + ir2σ−),
where the matrices σ± are given in (4.11). Comparing the above two formulas, one obtains
the following system of equations involving vi, ri and ki (the entries of Φ−1 and Φ−2; see
(3.19)):
r22 − 2r1 = v1 + v2 + x2 ,
r1r2 − x2r2 − r2(v1 + v2) + r3 + 12(v1x + v2x)− k2 + 14 = 0,
r22(v1 + v2)− r2(v1x + v2x)− r2r3 − 2r21 + xr1 + 2k1 + v
2
1x
4v1
+
v22x−4α2
4v2
= 0,
x
2
r22 − r2r3 + 2r2k2 + 12r2 − 2r21 − xr1 − 2k1 + sv2 = 0.
(4.24)
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Note that, in the above system, the first equation comes from the O(1) term; the second
and third one are from the O(1/z) term; and the last one comes from the (1,2) entry of
the O(1/z2) term. Eliminating the functions k1, k2 and r1, we obtain
r2 = (v1 + v2 +
x
2
)2 − v
2
1x
4v1
− v
2
2x − 4α2
4v2
− sv2 = x
2
4
−H, (4.25)
where the definition of H is given in (2.2). This finishes the proof of our proposition.
For later use, we derive two differential identities for the functions v2 and w2.
PROPOSITION 5. For s < 0 and z → s, with the behavior of Φ(z) given in (3.21),
we have
d
dx
ln
(
Φ
(−s)
0
)
11
(x) = w2(x) (4.26)
and
2α
d
dx
(
Φ
(−s)
1
)
11
(x) = −v2(x). (4.27)
Proof. From (4.2) in the Lax pair and (3.21), we have
d
dx
Φ
(−s)
0 =
(
0 i
−2i(v1 + v2 + x−s2 ) 0
)
Φ
(−s)
0 , (4.28)
d
dx
Φ
(−s)
1 =
(
Φ
(−s)
0
)−1( 0 0
−i 0
)
Φ
(−s)
0 , (4.29)
and
αΦ
(−s)
0 σ3
(
Φ
(−s)
0
)−1
=
(
1
2
v′2 −iv2
v′22 −4α2
4iv2
−1
2
v′2
)
. (4.30)
Then, the above three equations give us
d2
dx2
(
Φ
(−s)
0
)
11
= 2(v1 + v2 +
x− s
2
)
(
Φ
(−s)
0
)
11
= (w22 + w2x)
(
Φ
(−s)
0
)
11
(4.31)
and
d
dx
(
Φ
(−s)
1
)
11
= − 1
2α
v2. (4.32)
Thus, (4.26) and (4.27) immediately follow from the above two equations.
4.2 Vanishing lemma
LEMMA 3. Suppose that the homogeneous RH problem for Φ̂(z) shares the same jump
conditions and boundary behaviors near 0 and −s as Φ(z), but satisfies the following
asymptotic behavior at infinity
Φ̂(z) = O(
1
z
)z−
1
4
σ3
I + iσ1√
2
e−(
2
3
z3/2+xz1/2)σ3 as z →∞.
Then, for α > −1
2
, ω ∈ C\ (−∞, 0) and s, x ∈ R, the solution is trivial, that is Φ̂(z) ≡ 0.
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Proof. The proof is similar to [40] and [63, Lemma 1]. The key point is that the entries
in the jump matrices Ji in (3.12) satisfy the following conjugate relations (J1)11 = (J1)22
and (J2)12 = (J4)12.
COROLLARY 1. For α > −1
2
, ω ∈ C \ (−∞, 0) and s, x ∈ R, there is unique solution
to the RH problem for Φ. And there exist real analytic solutions v1(x; s) and v2(x; s)
to the coupled P2 equations (2.4) for real values of x. Moreover, the Hamiltonian H in
(4.21) is also real analytic for real values of x.
Proof. The solvability of the RH problem for Φ follows from Lemma 3, namely the van-
ishing Lemma; see the similar arguments in [28, 32, 33, 65]. Then, the functions ri(x)
in (3.19) are all analytic for real values x. Therefore, the Hamiltonian H in (4.21) is
also real analytic for real values of x. Similarly, from (4.1), the functions vi(x) can be
expressed as
v1(x) = i lim
z→0
z(Φ′(z)Φ(z)−1)12, (4.33)
v2(x) = i lim
z→−s
(z + s)(Φ′(z)Φ(z)−1)12, (4.34)
where ′ indicates the derivative with respect to z. Then, the analyticity of v1(x; s) and
v2(x; s) also follows from the solvability of the RH problem for Φ.
Moreover, once the solution exists, it is easy to prove its uniqueness with the boundary
conditions given in the RH problem for Φ. Let Υ :=
(
1 0
ir2 1
)
and note that σ3ΥΦ(z¯)σ3
also satisfies the RH problem for ΥΦ. From the uniqueness of the RH problem, we have
σ3ΥΦ(z¯)σ3 = ΥΦ(z). (4.35)
Finally, the above formula ensures that v1(x; s), v2(x; s) are real for real values of x.
4.3 Ba¨cklund transformations
From the model RH problem for Φ, we have the following useful Ba¨cklund transforma-
tions for the coupled P2 system. Similar arguments work for the Painleve´ equations; for
example, see [31] and [21, Sec. 6].
PROPOSITION 6. Let vi(x; 2α + 1) and vi(x; 2α) be the solutions to the coupled P2
system given in Theorem 1, we have
v1(x; 2α + 1) + v2(x; 2α + 1)− v1(x; 2α)− v2(x; 2α) = −w′2(x; 2α +
1
2
), (4.36)
w2(x; 2α +
3
2
) + w2(x; 2α +
1
2
) = − 2α + 1
v2(x; 2α + 1)
, (4.37)
where ′ indicates derivative with respect to x.
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Proof. From the RH problem for Φ, we see that Φ(z; 2α + 1) and
√
z + s σ3Φ(z; 2α)σ3
satisfy the same jump conditions. According to the asymptotic behaviors of Φ at infinity
and the singular points z = 0,−s, we find that Φ(z; 2α)(√z + s σ3Φ(z; 2α)σ3)−1 is mero-
morphic with a simple pole at z = −s. Moreover, using the behaviors of Φ at infinity in
(3.18), we have
Φ(z; 2α + 1) =
(
1 0
−ir2(x; 2α + 1) 1
)( −r2(x; 2α + 1) i
i(z + s)− i(r1(x; 2α + 1)− r1(x; 2α)) −r2(x; 2α)
)
(
1 0
−ir2(x; 2α) 1
)
σ3Φ(z; 2α)σ3√
z + s
, (4.38)
where ri(x) are given in (3.19). Similarly, the local behavior of Φ at z = −s gives us
lim
z→−s
√
z + sΦ(z; 2α + 1)σ3Φ(z; 2α)
−1σ3 = Φ˘(−s; 2α + 1)
(
0 0
0 1
)
σ3Φ˘(−s; 2α)−1σ3,
(4.39)
where Φ˘ is the series part of the expansion of Φ near z = −s in (3.21). From the equation
(4.1), we have
Φ˘(−s; 2α) =
√
iv2(x; 2α)/2α
(
1 1
v′2(x;2α)−2α
2iv2(x;2α)
v′2(x;2α)+2α
2iv2(x;2α)
)
dσ31 for α 6= 0 (4.40)
and
Φ˘(−s; 2α) =
√
−iv2(x; 2α)
(
1 0
v′2(x;2α)
2iv2(x;2α)
i
v2(x;2α)
)(
1 d2
0 1
)
for α = 0 (4.41)
with certain non-zero constants d1 and d2. Then, a combination of (4.38)-(4.41) yields
the following equationsr2(x; 2α + 1)− r2(x; 2α) =
−v′2(x;2α)+2α
2v2(x;2α)
,
v′2(x;2α+1)+2α+1
2v2(x;2α+1)
+
v′2(x;2α)−2α
2v2(x;2α)
= 0.
(4.42)
Using (4.21), the first equation of the above formula gives us the Ba¨cklund transformation
for the Hamiltonian H:
H(x; 2α + 1)−H(x; 2α) = v
′
2(x; 2α)− 2α
2v2(x; 2α)
. (4.43)
Finally, (4.36) and (4.37) follow from (2.1), (4.20) and (4.42).
REMARK 9. In the case s = 0, we have v1 = 0 and v2(x; 2α, ω) = u(x; 2α, 0) satisfies
the P34 equation (1.36) with parameter 2α and w2(x; 2α +
1
2
) = −21/3y(−21/3x; 2α + 1
2
)
satisfies the P2 equation (1.13) with parameter 2α+
1
2
. From (4.36) and (4.37), we recover
the following Ba¨cklund transformations for P2 and P34 equations
u(x; 2α + 1, 0)− u(x; 2α, 0) = −22/3y′(−21/3x; 2α + 1
2
), (4.44)
y(x; 2α +
3
2
) + y(x; 2α +
1
2
) =
2α + 1
y2(x; 2α + 1
2
) + y′(x; 2α + 1
2
) + x
2
; (4.45)
see [54, (32.7.1)-(32.7.2)], [35, (3.23)] and [36, (3.11)].
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5 Asymptotics of vi(x) as x→ +∞
In the present section and Appendix A, we perform the Deift-Zhou nonlinear steepest
descend method [28, 29, 30] for the model RH problem of Φ as the parameter x→ ±∞.
Then, based on the connection of vi(x) to Φ given in (4.33) and (4.34), we obtained their
asymptotics as x→ ±∞. As the steepest descent analysis in each section is independent,
we are going to use the same notation for the functions. We trust that this will not lead
to any confusion.
5.1 Nonlinear steepest descent analysis of Φ as x→ +∞
We rescale the variable and introduce the first transformation as follows:
A(z) = xσ3/4
(
1 0
ir2 1
)
Φ(xz). (5.1)
To normalize the large-z behavior of A(z), we define the g-function
g1(z) :=
2
3
(z + 1)3/2, arg(z + 1) ∈ (−pi, pi). (5.2)
It is easy to see that g1(z) −
(
2z3/2
3
+ z1/2
)
= 1
4z1/2
+ O(z−3/2) as z → ∞. The second
transformation is devoted to a normalization at infinity and a shift of jump contours
B(z) =
(
1 0
− i
4
x
3
2 1
)
A(z)ex
3
2 g1(z)σ3 , z ∈ I ∪ III ∪ IV,
A(z)ex
3
2 g1(z)σ3
(
1 0
±e2x 32 g1(z)σ3e±2piiα 1
)
, z ∈ II ∪ V,
(5.3)
where the regions are illustrated in Fig. 4. Then, B(z) satisfies the following RH problem.
Σ2
Σ 3
^
Σ4
Σ2
I
IIIII
IV
Σ4
^
V
−1
c
2c
1
Figure 4: Regions and contours for B (c1 = min(0,− sx) and c2 = max(0,− sx)).
RH problem 5.1. The function B(z) satisfies the following properties:
(a) B(z) is analytic in C\{Σ2 ∪ Σ4 ∪ (−∞,max(0,− sx)]};
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(b) B(z) satisfies the jump condition
B+(z) = B−(z)JB(z), (5.4)
where
JB(z) =

(
1 0
e2x
3
2 g1(z)e2piiα 1
)
, z ∈ Σ2,(
1 0
e2x
3
2 g1(z)e−2piiα 1
)
, z ∈ Σ4,(
0 1
−1 0
)
, z ∈ (−∞,−1),(
e2piiα e−2x
3
2 g1(z)
0 e−2piiα
)
, z ∈ (−1,min(0,− s
x
)),
and
JB(z) =

e2piiασ3 z ∈ (0,− s
x
) if s < 0,(
1 ωe−2x
3
2 g1(z)
0 1
)
, z ∈ (− s
x
, 0) if s > 0;
(c) The asymptotic behavior of B(z) at infinity:
B(z) =
(
I +O
(
1
z
))
z−
1
4
σ3
I + iσ1√
2
as z →∞. (5.5)
Note that
Re g1(z) < 0, for z ∈ Σ2 ∪ Σ4, and Re g1(z) > 0 for z ∈ (−1,+∞), (5.6)
then, the off-diagonal entries of the jump matrices are exponentially small as x → +∞.
Neglecting the exponential small terms, we arrive at the following outer parametrix.
RH problem 5.2. The function B(∞)(z) satisfies the following properties:
(a) B(∞)(z) is analytic in C\(−∞,− s
x
];
(b) B(∞)(z) satisfies the jump condition
B
(∞)
+ (z) = B
(∞)
− (z)

(
0 1
−1 0
)
, z ∈ (−∞,−1),
e2piiασ3 , z ∈ (−1,− s
x
);
(5.7)
(c) At infinity, B(∞)(z) satisfies the same asymptotics as B(z) in (5.5).
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To construct a solution to the above RH problem, let us first introduce a scalar
function h(z) as follows:
h(z) :=
(√
z − 1√
z + 1
)α
, z ∈ C \ (−∞, 1], (5.8)
where the power function zc, c /∈ Z, takes the principle branch with the cut along (−∞, 0).
Note that, h(z) satisfies the following jump conditions{
h+(x) = h−(x)e2piiα, x ∈ (0, 1)
h+(x)h−(x) = 1, x ∈ (−∞, 0). (5.9)
Then, a solution to the RH problem for B(∞)(z) is given explicitly as
B(∞)(z) =
(
1 0
2αi
√
1− s
x
1
)
(z + 1)−σ3/4
I + iσ1√
2
h1(z)
σ3 , (5.10)
where
h1(z) = h
(
z + 1
1− s
x
)
=
(√
z + 1−√1− s
x√
z + 1 +
√
1− s
x
)α
, z ∈ C \
(
−∞,− s
x
]
. (5.11)
The jump matrices of B(z)B(∞)(z)−1 are not uniformly close to the unit matrix near
the end-points −1, 0 and − s
x
. Then, local parametrices have to be constructed in neigh-
borhoods of the end-points.
Let U−1 := {z : |z+ 1| < δ} for certain small 0 < δ < 1/2. The local parametrix near
−1 should share the same jumps (5.4) with B in the neighborhood U−1, and match with
B(∞)(z) on |z+ 1| = δ. It is readily verified that such a parametrix can be represented as
follows
B(−1)(z) = E0(z)ZA(x(z + 1))
{
e(
2
3
x
3
2 (z+1)
3
2 +αpii)σ3 , arg z ∈ (0, pi),
e(
2
3
x
3
2 (z+1)
3
2−αpii)σ3 , arg z ∈ (−pi, 0),
(5.12)
where the pre-factor E0(z) is an analytic function in U−1. Here, ZA(z) is the following
solution to the well-known Airy model RH problem:
I
Σ 3
Σ4
Σ2
0
Σ1
II
III IV
Figure 5: Regions and contours for ZA.
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ZA(λ) = MA

(
Ai(λ) Ai(ω2λ)
Ai′(λ) ω2Ai′(ω2λ)
)
e−
pii
6
σ3 , λ ∈ I(
Ai(λ) Ai(ω2λ)
Ai′(λ) ω2Ai′(ω2λ)
)
e−
pii
6
σ3
(
1 0
−1 1
)
, λ ∈ II(
Ai(λ) −ω2Ai(ωλ)
Ai′(λ) −Ai′(ωλ)
)
e−
pii
6
σ3
(
1 0
1 1
)
, λ ∈ III(
Ai(λ) −ω2Ai(ωλ)
Ai′(λ) −Ai′(ωλ)
)
e−
pii
6
σ3 , λ ∈ IV,
(5.13)
where ω = e
2pii
3 , the constant matrix MA =
√
2pie
1
6
pii
(
1 0
0 −i
)
and the regions are
indicated in Fig. 5; cf. [29, (7.9)].
As x→ +∞, the other two endpoints 0 and− s
x
are every close to each other. Then, we
consider them together and look for the following local parametrix in U0 := {z : |z| < δ}.
RH problem 5.3. The function B(0)(z) satisfies the following properties:
(a) B(0)(z) is analytic in U0\(−∞,max(0,− sx)];
(b) B(∞)(z) satisfies the jump condition
B
(0)
+ (z) = B
(0)
− (z)

e2piiασ3 , z ∈ (0,− s
x
),(
e2piiα e−2x
3
2 g1(z)
0 e−2piiα
)
, z ∈ (−1, 0); for s < 0, (5.14)
and
B
(0)
+ (z) = B
(0)
− (z)

(
e2piiα e−2x
3
2 g1(z)
0 e−2piiα
)
, z ∈ (−1,− s
x
),(
1 ωe−2x
3
2 g1(z)
0 1
)
, z ∈ (− s
x
, 0),
for s > 0; (5.15)
(c) B(0)(z) fulfils the following matching condition on ∂U0:
B(0)(z)B(∞)(z)−1 = I + o(1), as x→ +∞.
A solution to the above RH problem is given explicitly as follows:
B(0)(z) =
(
1 0
2αi
√
1− s
x
1
)
(z + 1)−σ3/4
I + iσ1√
2
(
1 j(z)
0 1
)
h1(z)
σ3 , (5.16)
where
j(z) =

ω
2pii
∫ 0
− s
x
exp(− 4
3
x
3
2 (ζ+1)
3
2 )|h1(ζ)|2
ζ−z dζ +
1
2pii
∫ − s
x
− 1
2
exp(− 4
3
x
3
2 (ζ+1)
3
2 )|h1(ζ)|2
ζ−z dζ, s > 0
1
2pii
∫ 0
− 1
2
exp(− 4
3
x
3
2 (ζ+1)
3
2 )|h1(ζ)|2
ζ−z dζ, s < 0,
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for |z| < δ and h1(z) is defined in (5.11).
Now the final transformation is given by
C(z) =

B(z)B(∞)(z)−1, C\(U−1 ∪ U0),
B(z)(B(0)(z))−1, z ∈ U0,
B(z)(B(−1)(z))−1, z ∈ U−1.
(5.17)
Then, C(z) satisfies the following RH problem:
Σ4
Σ2
−1 0
Figure 6: Contour ΣC .
RH problem 5.4. The function C(z) satisfies the following properties:
(a) C(z) is analytic in C \ ΣC; see Fig.6;
(b) C(z) satisfies the jump condition C+(z) = C−(z)JC(z),
JC(z) = B
(0)(z)(B(∞)(z))−1, z ∈ ∂U0,
JC(z) = B
(−1)(z)(B(∞)(z))−1, z ∈ ∂U−1,
JC(z) = B
(∞)(z)JB(z)(B(∞)(z))−1, z ∈ ΣC \ ∂(U0 ∪ U−1);
(c) As z →∞, C(z) = I +O(1/z).
It follows from the properties of the local parametrices that
JC(z) =
{
I +O
(
x−3/2
)
, z ∈ ∂U−1,
I +O(e−cx), z ∈ ΣR \ ∂U−1,
(5.18)
where c is a positive constant, and the error term is uniform for z on the corresponding
contours. Then, it follows from the above formula
C(z) = I +O(x−3/2), (5.19)
uniformly for z in the complex plane; see [23, 29].
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5.2 Proof of Theorem 1
The analyticity of vi(x) for real values of x is proved in Corollary 1. Next, we compute
their asymptotics.
Based on the transformations Φ 7→ A 7→ B in (5.1) and (5.3), we have from (4.33)
and (4.34)
v1(x) = i lim
z→0
z(Φ′(z)Φ(z)−1)12 =
i√
x
lim
z→0
z(B′(z)B(z)−1)12, (5.20)
v2(x) = i lim
z→−s
(z + s)(Φ′(z)Φ(z)−1)12 =
i√
x
lim
z→−s/x
(z +
s
x
)(B′(z)B(z)−1)12. (5.21)
By the transformation (5.17) and the approximation (5.19), we have for |z| < δ
B(z) = (I +O(x−3/2))B(0)(z). (5.22)
Recalling the expression of B(0)(z) in (5.16), we find the asymptotics of v1 from (5.20)
and (5.22)
v1(x) =
 ω4pi√xe−
4
3
x
3
2 |h1(0)|2(1 +O(x− 32 )), s > 0,
1
4pi
√
x
e−
4
3
x
3
2 |h1(0)|2(1 +O(x− 32 )), s < 0,
as x→ +∞, (5.23)
where
|h1(0)|2 =
∣∣∣∣∣1−
√
1− s
x
1 +
√
1− s
x
∣∣∣∣∣
2α
=
1
24α
∣∣∣ s
x
∣∣∣2α(1 + αs
x
+O
(
1
x2
))
.
Similarly, we get the asymptotics of v2(x)
v2(x) =
α√
x− s −
α2
(x− s)2 +O(x
−3), as x→ +∞, if α 6= 0. (5.24)
If α = 0 and s < 0, the function Φ(z) is analytic at the point z = −s. By (5.21), we have
v2(x) = 0. If α = 0 and s > 0, we have the following asymptotics
v2(x) =
1− ω
4pi
√
x
e−
4
3
(x−s) 32 (1 +O(x−3/2)). (5.25)
Recall the relations among vi, wi and H in (2.1) and (2.2). Then, the asymptotics of
wi in (2.9) and (2.10), as well as the Hamiltonian H in (2.11), are derived by direct
computations. This completes the proof of Theorem 1.
To obtain the large gap asymptotics in Section 7, let us compute two more quantities,
namely
(
Φ
(−s)
0
)
11
(x; s) and
(
Φ
(−s)
1
)
11
(x; s). When s < 0, recalling the expansion of Φ(z)
in (3.21), we have from (5.1), (5.3), (5.16) and (5.22)(
Φ
(−s)
0
)
11
(x; s) = 2−2α−
1
2 exp(−2
3
(x−s) 32 )(x−s)−(α+ 14 )(1+O(x− 32 )) as x→∞ (5.26)
and (
Φ
(−s)
1
)
11
(x; s) = −√x− s+O(1/x) as x→∞. (5.27)
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6 Proof of Theorem 2-3
6.1 Tracy-Widom formula for P34 kernel: proof of Theorem 2
Before we use the differential identity in (3.5), let us first compute the coefficient Y−1.
Tracing back the transformation Y → Φ˜→ Φ in (3.10), (3.11) and (3.17), we obtain
Y (z) =
(
1 0
−η 1
)
Φ(z − s)Ψ(z)−1. (6.1)
From the expansions of Ψ and Φ at infinity in (1.28) and (3.18), the differential identity
in (3.5) yields the following more explicit form
d
dt
ln det[I −KP34α,ω,s] = −r2(s+ t; s) +m2(t)−
t2
4
+
(s+ t)2
4
, (6.2)
where m2 and r2 are coefficients in the asymptotics of Ψ and Φ near infinity in (1.28) and
(3.18), respectively. Note that x2/4 − r2(x) and x2/4 −m2(x) are Hamiltonians for the
coupled P2 and the P2 equations, respectively; see (4.21). The above formula and (4.20)
give us
d2
dt2
ln det[I −KP34α,ω,s] = u(t)− v1(s+ t)− v2(s+ t), (6.3)
where vi(x) = vi(x, s; 2α, ω) are the solutions to the coupled P2 equations (2.4) with the
properties stated in Theorem 1 and u(x) = u(x; 2α, ω) is the P34 transcendent with the
boundary condition (1.37).
For fixed s ∈ R, the limit below
lim
t→+∞
ln det[I −KP34α,ω,s] = 0 (6.4)
follows from the estimation of functions ψi in the P34 kernel in (1.31)
|ψi(z, t)| = O(e− 23 (z+t)2/3|z|α), as t→ +∞, (6.5)
uniformly for z > c0, c0 ∈ R. The above estimation can be found in the derivation of the
large-t asymptotics of the P34 transcendent in Its, Kuijlaars and O¨stensson [41]; see also
Section 5 with the parameter s = 0 therein.
Denote f(t, s) := ln det[I−KP34α,ω,s]. From (6.3) and (6.4), an integration by parts gives
us
ln det[I −KP34α,ω,s] = −
∫ +∞
t
d
dx
f(x, s)dx
= −
∫ +∞
t
(v1(x+ s) + v2(x+ s)− u(x))(x− t)dx, (6.6)
where the convergence of the above integral is guaranteed by the properties of u in
Proposition 1 and vi in Theorem 1. This completes the proof of Theorem 2.
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6.2 Tracy-Widom formula for P2 kernel: proof of Theorem 3
Let us first prove Lemma 1, which indicates the connection between the Fredholm deter-
minants of the P2 and the P34 kernels.
Proof of Lemma 1. By definition, we have the gap probability of the random matrices
(1.16) near zero
Prob[M has no eigenvalues in (−s(n), s(n))] =
1
Zn
∫
In
n∏
k=1
|xk|2αe−nV (xk)
∏
1≤i<j≤n
|xi − xj|2
n∏
k=1
dxk, (6.7)
where I := (−∞,−s(n))∪(s(n),+∞), s(n) = s
2−2/3n1/3 , V (x) =
x4
4
+ g
2
x2 and the constant
Zn =
∫
Rn
∏n
k=1 |xk|2αe−nV (xk)
∏
1≤i<j≤n |xi− xj|2
∏n
k=1 dxk. The multiple integrals can be
written in a form of the following Hankel determinants
Prob[M has no eigenvalues in (−s(n), s(n))] =
det
[∫
I
|x|2αe−nV (x)xi+jdx]n−1
i,j=0
det
[∫
R |x|2αe−nV (x)xi+jdx
]n−1
i,j=0
. (6.8)
Using the fact that the entries in the Hankel determinant vanish when i and j have
different parity, we rearrange the rows and columns in the Hankel determinant and obtain
detD : = det
[∫
I
|x|2αe−nV (x)xi+jdx
]n−1
i,j=0
= det
[ [∫
I
|x|2αe−nV (x)x2(i+j)dx][(n+1)/2]−1
i,j=0
0
0
[∫
I
|x|2αe−nV (x)x2(i+j+1)dx][n/2]−1
i,j=0
]
= det
[∫
I
|x|2αe−nV (x)x2(i+j)dx
][(n+1)/2]−1
i,j=0
det
[∫
I
|x|2αe−nV (x)x2(i+j+1)dx
][n/2]−1
i,j=0
;
see similar arguments in Forrester [34]. From the above formula, we have
Prob[M has no eigenvalues in (−s(n), s(n))] = Pα
2
+ 1
4
Pα
2
− 1
4
, (6.9)
where
Pα
2
± 1
4
=
det
[∫ +∞
s(n)2
|x|α± 12 e−nV (√x)xi+jdx
]l±−1
i,j=0
det
[∫ +∞
0
|x|α± 12 e−nV (√x)xi+jdx
]l±−1
i,j=0
, (6.10)
with l+ = [n/2] and l− = [(n + 1)/2]. Then Pα
2
± 1
4
describe the gap probability of the
following unitary ensembles of positive definite Hermitian matrices of size n/2
1
Zn/2
| det(M)|α± 12 e−n2 Tr(M
2
2
+gM)dM, (6.11)
where n is even. For gcr = −2, the density of the limiting eigenvalue distribution is given
by 1
2pi
√
x(4− x), x ∈ [0, 4]. At the origin, the soft edge and the hard edge coalesce. In
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the critical regime g = −2 + 21/3t
n2/3
, the limiting eigenvalue correlation kernel is the P34
kernel KP34α
2
± 1
4
,0
(x, y;−2−1/3t) in (1.31); see [19]. Then, the gap probability of these unitary
ensembles is given by
lim
n→∞
Pα
2
± 1
4
= det[I −KP34α
2
± 1
4
,0,s′ ], (6.12)
where KP34α
2
± 1
4
,0,s′ is the trace-class operator acting on L
2(s′,+∞) with s′ = −22/3s2. Mean-
while, the large-n limit of the gap probability for the unitary ensemble with quartic po-
tential is expressed as the Fredholm determinant of the P2 kernel in (1.18). Then, the
uniqueness of the limit of (6.9) as n→∞ implies (2.14). 
Now, we are ready to derive the Tracy-Widom formula for the P2-kernel determinant.
Proof of Theorem 3. By Theorem 2 and Lemma 1, we have for real values t and s ≥ 0
det[I −KP2α,s] = exp
(
−
∫ +∞
t′
(
2∑
i=1
vi(τ + s
′; s′;α− 1
2
, 0)− u(τ ;α− 1
2
, 0))(τ − t′)dτ
)
exp
(
−
∫ +∞
t′
(
2∑
i=1
vi(τ + s
′; s′;α +
1
2
, 0)− u(τ ;α + 1
2
, 0))(τ − t′)dτ
)
,
where s′ = −22/3s2, t′ = −2−1/3t, vi(x) = vi(x; s;α, ω) are the solutions to the coupled P2
equations (2.4) with the properties stated in Theorem 1 and u(t) = u(t;α, ω) is the P34
transcendent determined by the boundary condition (1.37). By the Hamiltonian systems
of equations (2.1) and the Ba¨cklund transformations (4.36), we have
2∑
i=1
(vi(x;α +
1
2
) + vi(x;α− 1
2
)) = w22(x;α)− (x− s). (6.13)
Similarly, using (4.44) and the relation between the P2 and P34 transcendents in (1.39),
we get
u(x;α +
1
2
, 0) + u(x;α− 1
2
, 0) = 22/3y2(−21/3x;α)− x, (6.14)
where y(x;α) is the Hastings-McLeod solution to the P2 equation described in (1.41).
Combining the above three formulas, we arrive at (2.15). This completes the proof of
Theorem 3. 
7 Large gap asymptotics
Finally, we apply the Deift-Zhou nonlinear steepest descent method to the RH problem
for Φ and obtain the asymptotics of Φ(z; s + t, s) as s → −∞. Then, we evaluate the
large gap asymptotics for the Fredholm determinants as s→ −∞.
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7.1 Nonlinear steepest descent analysis of Φ as s→ −∞
As we need the asymptotics of Φ(z; s+ t, s) for t fixed and s→ −∞, let us focus on the
case s < 0. In the first transformation, we rescale the variable and define:
S(ξ) =
(
1 0
ir2 1
)
Φ(|s|ξ)e|s|
3
2 λ(ξ)σ3 , (7.1)
where
λ(ξ) :=
2
3
ξ
3
2 +
s+ t
|s| ξ
1
2 = ξ
1
2
(
2
3
ξ − 1− t
s
)
.
Then S satisfies the following RH problem.
I
0
ΣS,1
II
III
1
^
ΣS,2
^
ΣS,3
^
ΣS,4
^
Figure 7: Contours for the RH problem S.
RH problem 7.1. The function S(ξ) satisfies the following properties:
(a) S(ξ) is analytic in C\ΣˆS,i, where ΣˆS,i are indicated in Fig. 7;
(b) S(ξ) satisfies the jump condition
S+(ξ) = S−(ξ)JS,i(ξ) for ξ ∈ ΣˆS,i (7.2)
with
JS,1(ξ) =
(
e2piiα 0
0 e−2piiα
)
, JS,2(ξ) =
(
1 0
e2|s|
3
2 λ(ξ)e2piiα 1
)
,
JS,3(ξ) =
(
0 1
−1 0
)
, JS,4(ξ) =
(
1 0
e2|s|
3
2 λ(ξ)e−2piiα 1
)
;
(c) The asymptotic behavior of S(ξ) at infinity
S(ξ) =
(
I +O
(
1
ξ
))
(|s|ξ)− 14σ3 I + iσ1√
2
as ξ →∞; (7.3)
(d) The asymptotic behavior of S(ξ) at ξ = 0, 1 is the same as that of Φ(z) at z = 0, |s|,
given in (3.20) and (3.21).
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Note that
Reλ(ξ) < 0, for ξ ∈ ΣˆS,2 ∪ ΣˆS,4, (7.4)
the off-diagonal entries of the jump matrices are exponentially small as |s| → +∞.
Neglecting the exponential small terms, we arrive at the following outer parametrix.
RH problem 7.2. The function S(∞)(ξ) satisfies the following properties:
(a) S(∞)(ξ) is analytic in C\(−∞, 1];
(b) S(∞)(ξ) satisfies the jump condition
S
(∞)
+ (ξ) = S
(∞)
− (ξ)

(
0 1
−1 0
)
, ξ ∈ (−∞, 0),
e2piαiσ3 , ξ ∈ (0, 1);
(7.5)
(c) At infinity, S(∞)(ξ) satisfies the same asymptotics as S(ξ) in (7.3).
Similar to RH problem 5.2, the solution is given explicitly as
S(∞)(ξ) =
(
1 0
2αi|s|1/2 1
)
(|s|ξ)− 14σ3 I + iσ1√
2
h(ξ)σ3 , (7.6)
where h(ξ) =
(√
ξ−1√
ξ+1
)α
is defined in (5.8) and satisfies the following expansion
h(ξ) = 1− 2α 1
ξ
1
2
+ 2α2
1
ξ
− 2
3
(α + 2α3)
1
ξ
3
2
+ · · · , as ξ →∞. (7.7)
For later use, we also compute the following refined expansion
S(∞)(ξ) =
(
I +
1
ξ
(
2α2 2αi|s|−1/2
−2
3
(α− 4α3)i|s|1/2 −2α2
)
+O
(
1
ξ2
))
(|s|ξ)− 14σ3 I + iσ1√
2
.
(7.8)
To construct the local parametrix near ξ = 0, we take the conformal mapping
λ2(ξ) = ξ(1 +
t
s
− 2
3
ξ)2, |ξ| ≤ 1
2
. (7.9)
The local parametrix is constructed in terms of the Bessel functions as follows
S(0)(ξ) = E(ξ)Z0(|s|3λ(ξ)2)
{
e(|s|
3
2 λ(ξ)+αpii)σ3 , arg ξ ∈ (0, pi),
e(|s|
3
2 λ(ξ)−αpii)σ3 , arg ξ ∈ (−pi, 0),
(7.10)
where E(ξ) is an analytic function in the disk |ξ| ≤ 1/2, and the function Z0(z) is
explicitly given in terms of the modified Bessel functions as follows:
Z0(z) = pi
1
2
σ3

(
I0(
√
z) i
pi
K0(
√
z)
pii
√
zI ′0(
√
z) −√zK ′0(
√
z)
)
, for z ∈ I,(
I0(
√
z) i
pi
K0(
√
z)
pii
√
zI ′0(
√
z) −√zK ′0(
√
z)
)(
1 0
−1 1
)
, for z ∈ II,(
I0(
√
z) i
pi
K0(
√
z)
pii
√
zI ′0(
√
z) −√zK ′0(
√
z)
)(
1 0
1 1
)
, for z ∈ III,
(7.11)
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for arg z ∈ (−pi, pi). It is well-known that, the above function Z0(z) satisfies the following
model RH problem; see [51].
I
Σ 3
Σ4
Σ2
0
II
III
Figure 8: Contours for the Bessel model RH problem of Z0
RH problem 7.3. Z0(z) satisfies the following properties:
(a) Z0(z) is analytic in C\Σi, where the contours Σi are illustrated in Fig. 8;
(b) Z0(z) satisfies the jump condition
Z0+(z) = Z0−(z)Ji(z), z ∈ Σi, i = 2, 3, 4, (7.12)
where
J2 =
(
1 0
1 1
)
, J3 =
(
1 0
1 1
)
, J4 =
(
0 1
−1 0
)
;
(c) The asymptotic behavior of Z0(z) at infinity
Z0(z) = z
− 1
4
σ3
I + iσ1√
2
(
I +
1
8
√
z
( −1 −2i
−2i 1
)
+O
(
1
z
))
e
√
zσ3 as z →∞.
(7.13)
To match the local parametrix S(0)(ξ) with the outer parametrix S(∞)(ξ) in (7.6) on
|ξ| = 1
2
, we choose the analytic pre-factor E(ξ) in (7.10) as
E(ξ) = S(∞)(ξ)
 e
−piiασ3 I−iσ1√
2
(|s|3λ(ξ)2) 14σ3 , arg ξ ∈ (0, pi),
epiiασ3 I−iσ1√
2
(|s|3λ(ξ)2) 14σ3 , arg ξ ∈ (−pi, 0).
(7.14)
Then, E(ξ) is analytic in the disk |ξ| ≤ 1/2. Moreover the following matching condition
is fulfilled
S(0)(ξ) = (I +O(1/s))S(∞)(ξ), |ξ| = 1
2
. (7.15)
For later use, we compute E(0) and E ′(0). Let
Eˆ(ξ) =
(
1 0
−2αi|s|1/2 1
)
E(ξ),
37
then we get from (7.14)
Eˆ(ξ) =
1
2
(hˆ(ξ) + hˆ(ξ)−1)(s2λ(ξ)2/ξ)
1
4
σ3 +
1
2
(|s|ξ)− 14σ3(hˆ(ξ)− hˆ(ξ)−1)σ2(|s|3λ(ξ)2) 14σ3 ,
(7.16)
where
hˆ(ξ) :=
(
1−√ξ
1 +
√
ξ
)α
= 1− 2αξ 12 + 2α2ξ − 2
3
(α + 2α3)ξ
3
2 +O(ξ)2 (7.17)
as ξ → 0. Thus, we find
Eˆ(0) =
(
|s| 12 (1 + t
s
)
1
2 2αi|s|−1(1 + t
s
)−
1
2
0 |s|− 12 (1 + t
s
)−
1
2
)
, (7.18)
and
Eˆ ′21(0) = −2αi|s|(1 +
t
s
)1/2. (7.19)
In the final transformation, we define
R(ξ) =
{
S(ξ)(S(∞)(ξ))−1, |ξ| > 1/2
S(ξ)(S(0)(ξ))−1, |ξ| < 1/2. (7.20)
Then, R satisfies the following RH problem.
RH problem 7.4. The function R(ξ) defined in (7.20) satisfies the following properties:
(a) R(ξ) is analytic in C\ΣR;
(b) R(ξ) satisfies the jump condition R+(ξ) = R−(ξ)JR(ξ),
JR(ξ) = S
(0)(ξ)(S(∞)(ξ))−1, |ξ| = 1
2
,
JR(ξ) = S
(∞)(ξ)JS(S(∞)(ξ))−1, ξ ∈ ΣR \ {|ξ| = 12};
(c) As ξ →∞, R(ξ) = I +O(1/ξ).
The jump JR − I is exponentially small for ξ ∈ ΣR \ {|ξ| = 12}. On the circle |ξ| = 12 ,
from asymptotics of the Bessel parametrix in (7.13), we have
JR = |s|− 14σ3
(
I + |s|−3/2
(
1 0
2αi 1
)
J1(ξ)
(
1 0
−2αi 1
)
+O((−s)−5/2)
)
|s| 14σ3 , (7.21)
where J1(ξ) is given by
J1(ξ) =
 −hˆ(ξ)2+hˆ(ξ)−28ξ1/2(1+ ts− 23 ξ) −i((hˆ(ξ)+hˆ(ξ)−1)2−3)8ξ(1+ ts− 23 ξ)
−i((hˆ(ξ)+hˆ(ξ)−1)2−1)
8(1+ t
s
− 2
3
ξ)
hˆ(ξ)2−hˆ(ξ)−2
8ξ1/2(1+ t
s
− 2
3
ξ)
 (7.22)
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with hˆ(ξ) defined in (7.17). Note that, the functions hˆ(ξ) + hˆ(ξ)−1, (hˆ(ξ)− hˆ(ξ)−1)/ξ1/2
are analytic near the origin and satisfy
hˆ(ξ) + hˆ(ξ)−1 = 2 + 4α2ξ +O(ξ2),
(hˆ(ξ)− hˆ(ξ)−1)/ξ1/2 = −4α− 4
3
(α + 2α3)ξ +O(ξ2).
(7.23)
From the expansion of the jump JR in (7.21), we get the following expansion
R(ξ) = |s|− 14σ3
(
I +
1
|s|3/2
(
1 0
2αi 1
)
R1(ξ)
(
1 0
−2αi 1
)
+O(s−3)
)
|s| 14σ3 , (7.24)
where R1(ξ) satisfies a RH problem as follows.
RH problem 7.5. The function R1(ξ) satisfies the following properties:
(a) R1(ξ) is analytic in C\{|ξ| = 1/2};
(b) R1+(ξ)−R1−(ξ) = J1(ξ), for |ξ| = 1/2;
(c) As ξ →∞, R1(ξ) = O(1/ξ).
Performing a residue computation, we get the solution to the above RH problem
R1(ξ) = −
 −hˆ(ξ)2+hˆ(ξ)−28ξ1/2(1+ ts− 23 ξ) −i((hˆ(ξ)+hˆ(ξ)−1)2−4+ 23 ξ(1+ ts )−1)8ξ(1+ ts− 23 ξ)
−i((hˆ(ξ)+hˆ(ξ)−1)2−1)
8(1+ t
s
− 2
3
ξ)
hˆ(ξ)2−hˆ(ξ)−2
8ξ1/2(1+ t
s
− 2
3
ξ)
 for |ξ| < 1
2
(7.25)
and
R1(ξ) =
(
0 1
8iξ(1+ t
s
)
0 0
)
for |ξ| > 1
2
. (7.26)
Particularly, we get by substituting (7.23) into (7.25)
(R′1(0))21 = i(2α
2(1 +
t
s
)−1 +
1
4
(1 +
t
s
)−2). (7.27)
Tracing back the transformation Φ→ S → R gives
Φ(|s|ξ) =
(
1 0
−ir2 1
)
R(ξ)S(∞)(ξ)e−|s|
3/2λ(ξ)σ3 . (7.28)
By (7.24) and (7.26), we get
R(ξ) = I +
1
8(1 + t
s
)ξ
( −2α|s|−3/2 −i|s|−2
−4α2i|s|−1 2α|s|−3/2
)
+O(|s|−5/2), (7.29)
for |ξ| > 1/2.
From the steepest descent analysis done above, we are able to derive the following
asymptotics for the functions vi, wi and the Hamiltonian H. These results will be used
in the derivation of the large gap asymptotics for the Fredholm determinants in the next
subsection.
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PROPOSITION 7. For fixed t, we have the following asymptotics, as s→ −∞
v1(s+ t; s) = −s+ t
2
+O(s−1/2), (7.30)
v2(s+ t; s) = α
1√|s| +O(1/s), (7.31)
w1(s+ t; s) =
1
2(s+ t)
+O(s−3/2), (7.32)
w2(s+ t; s) = −
√
|s|+O(s−1/2), (7.33)
H(s+ t; s) =
(s+ t)2
4
− 2α
√
|s| − 1
8
1
s+ t
+O(s−3/2), (7.34)
Proof. Recall that the outer parametrix S(∞)(ξ) is given explicitly in (7.6). From the
relation (7.1), the asymptotics of Φ(z) at z = −s are obtained from S(∞)(1). More
precisely, we have
ln
(
Φ
(−s)
0
)
11
(s+ t; s) =
1
3
|s|3/2 − t
√
|s| − (α+ 1
4
) ln |s| − (2α+ 1
2
) ln 2 +O(1/s), (7.35)
and (
Φ
(−s)
1
)
11
(s+ t; s) = −1
2
√
|s| − 1
2
t√|s| − α2 1|s| +O(s−3/2). (7.36)
Then, the expansions for v2 in (7.31) and w2 in (7.33) follow from the above formulas
and the differential identities in (4.26) and (4.27). Based on the relations among vi, wi
and H in (2.1) and (2.2), the other asymptotic expansions follow directly.
7.2 Large gap asymptotics: proof of Theorem 4
In Theorem 2, we have successfully expressed the Fredholm determinant of the P34 kernel
as an integral of solutions to the coupled P2 equations (2.4). This important represen-
tation can be further rewritten in terms of the tau function for the coupled P2 system.
Quite recently, in [13, 42, 43, 44], the asymptotics of the tau functions for the classical
Painleve´ equations have been successfully evaluated including the constant terms. In this
section, we will derive the large gap asymptotics by evaluating the asymptotic of the tau
function for the coupled P2 system.
From (4.20) and (4.21), we have
H ′(x) = −v1(x)− v2(x). (7.37)
Then, the Tracy-Widom formula (2.12) obtained in Theorem 2 can be written as
ln det[I−KP34α,ω,s] =
∫ +∞
t
(
H ′(x+s)+
α√
x
−α
2
x2
)
(x−t)dx+
∫ +∞
t
(
u(x)− α√
x
+
α2
x2
)
(x−t)dx.
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Note that both integrals above are convergent due to the asymptotics of u(x) in (1.37)
and H(x) in (2.11). Moreover, an integration by parts of the first integral gives us
ln det[I−KP34α,ω,s] = −
∫ +∞
s+t
(
H(τ)+2α
√
|τ − s|+ α
2
τ − s
)
dτ+
∫ +∞
t
(τ−t)
(
u(τ)− α|τ |1/2 +
α2
τ 2
)
dτ.
(7.38)
Note that, according to the theory of isomonodromic tau-functions in the sense of Jimbo-
Miwa-Ueno [45], the tau function can be defined as dx ln τ = H(x)dx, where H is the
Hamiltonian. Now, the only task for us is to compute the asymptotics of the first integral
as s→ −∞.
From the Hamiltonian system (2.1), we have
H =
1
3
(v1w1 + v2w2 + 2xH)x + 2αw2 +
2
3
sv2 − (v1w1x + v2w2x +H). (7.39)
Next, let us integrate both sides of the above formula from s + t to +∞. To ensure the
convergence, we need to add a few terms according to the asymptotics of the functions
vi, wi and H in Theorem 1. More precisely, we get
−
∫ ∞
s+t
(
H(τ) + 2α
√
|τ − s|+ α
2
τ − s
)
dτ = −2αI1(s+ t;α, ω)− 2s
3
I2(s+ t;α, ω) + I3(s+ t;α, ω)
+
1
3
(
v1w1 + v2w2 + α + 2(s+ t)H + 4αs sgn(t)
√
|t|+ 4α sgn(t)|t|3/2 + 2α2
)
,
(7.40)
where
I1(s+ t;α, ω) =
∫ ∞
s+t
(
w2(τ) +
√
|τ − s|+ α +
1
4
τ − s
)
dτ
= −2
3
sgn(t)|t|3/2 − (α + 1
4
) ln |t| − (2α + 1
2
) ln 2− ln
(
Φ
(−s)
0
)
11
(s+ t; s),
(7.41)
I2(s+ t;α, ω) =
∫ ∞
s+t
(
v2(τ)− α√|τ − s|
)
dτ = 2α
((
Φ
(−s)
1
)
11
(s+ t; s) + sgn(t)
√
|t|
)
,
(7.42)
and
I3(s+ t;α, ω) =
∫ ∞
s+t
(
v1(τ)w1x(τ) + v2(τ)w2x(τ) +H(τ) + 2α
√
|τ − s|+ α(2α + 1)
2(τ − s)
)
dτ.
(7.43)
Here, to obtain the explicit expressions of I1(s + t;α, ω) in (7.41) and I2(s + t;α, ω) in
(7.42), we use the differential identity in (4.26) and (4.27), as well as the asymptotics of(
Φ
(−s)
0
)
11
and
(
Φ
(−s)
1
)
11
in (5.26) and (5.27).
Although the exact expression of the integral I3(s+t;α, ω) is unavailable now, we may
consider its derivative with respect to the parameter α. From the Hamiltonian system
(2.1) and (2.2), we have
(v1w1x + v2w2x +H)α = (v1w1α + v2w2α)x + 2w2. (7.44)
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The above formula implies
∂
∂α
I3(s+t;α, ω) = − (v1(s+ t)w1α(s+ t) + v2(s+ t)w2α(s+ t))+2I1(s+t;α, ω). (7.45)
For s < 0, the function Φ(z;x, s) is independent of the parameter ω; see the model
Riemann-Hilbert problem for Φ in Sec. 3.2. Then, I3(s;α, ω) is also independent of the
parameter ω for negative s. For α = 0 and ω = 1, we have v2 = 0 and v1(x) = y
2(x; 0),
where y(x; 0) is the classical Hastings-McLeod solution to P2 equation; see Remark 2.
Moreover, the Hamiltonian H in (2.2) is reduced to the Hamiltonian H for the P2 equa-
tion. By (7.40), we have
I3(x; 0, 1) = −
∫ ∞
x
H(τ)dτ − 1
3
(v1(x)w1(x) + 2xH(x))
Note from (7.37), H′(x) = −v1(x). An integration by parts gives us
−
∫ ∞
x
H(τ)dτ = −
∫ ∞
x
(τ − x)H′(τ)dτ = −
∫ ∞
x
(τ − x)y2(τ ; 0)dτ, (7.46)
which is exactly the exponent of the Tracy-Widom distribution in (1.12). Therefore,
using (2.18), as well as (7.30) and (7.32), we have
I3(x; 0, 1) = −|x|
3
12
− 1
8
ln |x|+ ζ ′(−1) + 1
24
ln 2 +
1
6
+ o(1), as x→ −∞. (7.47)
Recalling the approximations in (7.30)-(7.36), we have asymptotics of the integrals in
(7.41), (7.42) and (7.45)
I1(s+ t;α, ω) = −1
3
|s|3/2 + t
√
|s|+ (α + 1
4
) ln |s| − 2
3
sgn(t)|t|3/2 − (α + 1
4
) ln |t|+O(1/s),
(7.48)
I2(s+ t;α, ω) = 2α
(
−1
2
√
|s|+ sgn(t)
√
|t| − 1
2
t√|s| − α2 1|s| +O(s−3/2)
)
, (7.49)
∂
∂α
I3(s+t;α, ω) = −2
3
|s|3/2 +2t
√
|s|+2(α+ 1
4
) ln |s|− 4
3
sgn(t)|t|3/2−2(α+ 1
4
) ln |t|+o(1).
(7.50)
Integrating the above formula about α, we have
I3(s+ t;α, ω) = I3(s+ t; 0, ω)− 2α
3
|s|3/2 + 2αt
√
|s|+ (α2 + α
2
) ln |s|
− 4α
3
sgn(t)|t|3/2 − (α2 + α
2
) ln |t|+ o(1).
(7.51)
Substituting the approximations (7.47)-(7.49) and (7.51) into (7.40), we obtain the asymp-
totics
−
∫ ∞
s+t
(
H(τ) + 2α
√
τ − s+ α
2
τ − s
)
dτ = − 1
12
|s+ t|3 + 2
3
α|s| 32 − 2α|s|1/2t
− (α2 + 1
8
) ln |s+ t|+ 4
3
α sgn(t)|t| 32 + α2 ln |t|+ c0 + o(1), (7.52)
where the constant c0 is given in (2.17).
This completes the proof of Theorem 4.
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7.3 Large gap asymptotics: proof of Theorem 5
From Theorem 4 and the relation (2.14), we obtain the following asymptotic expansion
for the Fredholm determinant of the P2 kernel as s→ +∞
ln det[I −KP2α,s] = −
2
3
(s2 +
t
2
)3 +
4
3
αs3 + 2αst− (α2 + 3
4
) ln s+
2
√
2
3
α sgn(t)|t|3/2
+(
α2
2
+
1
8
) ln |t|+ c1 + I∗ + o(1), (7.53)
where c1 is given in (2.20), and the integral I
∗ is given by
I∗ =
∫ +∞
−2− 13 t
(τ + 2−
1
3 t)
(
u(τ, α− 1
2
, 0) + u(τ, α +
1
2
, 0)− α√|τ | +
α2
2
+ 1
8
τ 2
)
dτ
= −
∫ t
−∞
(τ − t)
(
u(−2− 13 τ, α− 1
2
, 0)
2
2
3
+
u(−2− 13 τ, α + 1
2
, 0)
2
2
3
− α√|2τ | +
α2
2
+ 1
8
τ 2
)
dτ.
Then, the above formula and (6.14) gives us the integral in (2.19).
This completes the proof of Theorem 5.
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Appendix A Asymptotics of vi(x) as x→ −∞
In this appendix, we derive the following asymptotics of vi(x) as x → −∞. Similar to
Section 5, the Deift-Zhou nonlinear steepest descend method is applied to obtain the
asymptotics. Depending on the sign of s, we divide our computations into two parts.
A.1 Case I: s < 0
A.1.1 Nonlinear steepest descent analysis of Φ as x→ −∞
We first remove the exponential term in the large-z expansion e−θ(z,x)σ3 of Φ(z) in (3.18)
by introducing the following transformation:
A(z) =
(
1 0
ir2 1
)
Φ(z)eθ(z,x)σ3 , (A.1)
Then, we have a RH problem as follows.
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Figure 9: Regions and contours for A with s < 0.
RH problem A.1. The function A(z) satisfies the following properties:
(a) A(z) is analytic in C\ΣA, where ΣA = ∪4i=1Σˆi is indicated in Fig. 9;
(b) A(z) satisfies the jump condition
A+(z) = A−(z)JA,i(z) for z ∈ Σˆi (A.2)
with
JA,1 =
(
e2piiα 0
0 e−2piiα
)
, JA,2 =
(
1 0
e2θ(z,x)e2piiα 1
)
,
JA,3 =
(
0 1
−1 0
)
, JA,4 =
(
1 0
e2θ(z,x)e−2piiα 1
)
;
(c) The asymptotic behavior of A(z) at infinity:
A(z) =
(
I +O
(
1
z
))
z−
1
4
σ3
I + iσ1√
2
as z →∞; (A.3)
(d) A(z) has the same behavior near z = 0,−s as Φ(z), given in (3.20) and (3.21).
Because
Re θ(z, x) = Re
(
2
3
z
3
2 + xz
1
2
)
< 0, for z ∈ C±, (A.4)
as x→ −∞, the jumps JA,i(z) are exponentially close to the identity matrix except the
ones on the real line. Neglecting the exponential small terms, we arrive at the following
outer parametrix.
RH problem A.2. The function A(∞)(z) satisfies the following properties:
(a) A(∞)(z) is analytic in C\(−∞, |s|];
(b) A(∞)(z) satisfies the jump condition
A
(∞)
+ (z) = A
(∞)
− (z)

(
0 1
−1 0
)
, z ∈ (−∞, 0),
e2piαiσ3 , z ∈ (0, |s|);
(A.5)
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(c) At infinity, A(∞)(z) satisfies the same asymptotics as A(z) in (A.3).
Similar to RH problem 5.2, a solution to the above RH problem can be constructed
explicitly as
A(∞)(z) =
(
1 0
2αi|s|1/2 1
)
z−
1
4
σ3
I + iσ1√
2
h(z/|s|)σ3 , (A.6)
where h(z) is defined in (5.8).
Then, we turn to the local parametrix near the origin. Let θ(z, x)2 = z(2
3
z + x)2 be a
conformal mapping in the neighbourhood of the origin. Then, similar to S(0)(ξ) in (7.10)
of Section 7.1, the local parametrix A(0)(z) is given explicitly as follows:
A(0)(z) = E1(z)Z0
(
θ(z, x)2
){ eθ(z,x)σ3epiiασ3 , arg z ∈ (0, pi),
eθ(z,x)σ3e−piiασ3 , arg z ∈ (−pi, 0), (A.7)
where the pre-factor E1(z) is an analytic function in U0 := {z : |z| < δ} and Z0(z) is
given in (7.11).
To match the local parametrix A(0)(z) with the outer parametrix A(∞)(z) in (A.6) on
∂U0, we choose the analytic pre-factor E1(z) in (A.7) as
E1(z) = A
(∞)(z)
 e
−piiασ3 I−iσ1√
2
z
1
4
σ3
(|x| − 2
3
z
) 1
2
σ3 , arg z ∈ (0, pi),
epiiασ3 I−iσ1√
2
z
1
4
σ3
(|x| − 2
3
z
) 1
2
σ3 , arg z ∈ (−pi, 0),
for z ∈ U0.
(A.8)
Then, the following matching condition is fulfilled
A(0)(z) =
(
I +O(
1
x
)
)
A(∞)(z) as x→ −∞, (A.9)
uniformly for z ∈ ∂U0.
With the outer and local parametrices constructed explicitly in (A.6) and (A.7), we
introduce the final transformation as follows:
B(z) =
{
A(z)(A(∞)(z))−1, |z| > δ,
A(z)(A(0)(z))−1, |z| < δ. (A.10)
By the matching condition (A.9), one can verify that the jump of B(z) is
JB(z) = I +O(
1
x
) as x→ −∞,
which implies
B(z) = I +O(
1
x
) as x→ −∞, (A.11)
uniformly for z in the complex plane; see the similar analysis in RH problem 5.4.
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A.1.2 Asymptotics of vi(x)
Recall the transformation (A.1) and the representations of vi(x) in (4.33) and (4.34), we
have
v1(x) = i lim
z→0
z(A′(z)A(z)−1)12, (A.12)
v2(x) = i lim
z→−s
(z + s)(A′(z)A(z)−1)12. (A.13)
By the transformation (A.10), we obtain
A(z) = B(z)A(0)(z) for |z| < δ. (A.14)
Note that B(z) is analytic at the origin and satisfies the approximation (A.11). Moreover,
by (A.7), (7.11) and (A.8) in the expression of A(0)(z), the pre-factor E1(z) is analytic at
the origin and the Bessel parametrix satisfies the following relation
lim
z→0
zZ ′0(z)Z0(z)
−1 =
(
0 1
2i
0 0
)
.
Thus, we have from (A.12) and (A.14)
v1(x) =
(
B(0)E1(0)
(
0 1
2
0 0
)
E1(0)
−1B(0)−1
)
12
=
1
2
(E1(0))
2
11(1 +O(
1
x
)). (A.15)
From (A.6) and (A.8), we obtain
(E1(0))
2
11 = |x|. (A.16)
Finally, we get the asymptotics
v1(x) = −x
2
(1 +O(1/x)), x→ −∞. (A.17)
Similarly, by using the relation (A.10), (A.13), the definition of A(∞) in (A.6) and the
approximation (A.11), we have
v2(x) =
α√|s| +O(1/x), x→ −∞. (A.18)
A.2 Case II: s > 0
For s > 0 and ω = 0, it is easy to see that Φ(z) is analytic at z = s and v1(x) = 0.
Therefore, in this section, we consider the case ω = e−2piiβ with |Reβ| < 1
2
.
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Figure 10: Regions and contours for A with s > 0.
A.2.1 Nonlinear steepest descent analysis of Φ as x→ −∞
When s < 0, the function A(z) defined in (A.1) satisfies the following RH problem.
RH problem A.3. The function A(z) satisfies the following properties:
(a) A(z) is analytic in C\Σˆi, where the contours Σˆi are indicated in Fig. 10;
(b) A(z) satisfies the jump condition
A+(z) = A−(z)JA,i(z) for z ∈ Σˆi (A.19)
with
JA,1 =
(
eg0+(z)−g0−(z) e−2piiβ
0 eg0−(z)−g0+(z)
)
, JA,2 =
(
1 0
e2θ(z,x)e2piiα 1
)
,
JA,3 =
(
0 1
−1 0
)
, JA,4 =
(
1 0
e2θ(z,x)e−2piiα 1
)
;
(c) The asymptotic behavior of A(z) at infinity
A(z) =
(
I +O
(
1
z
))
z−
1
4
σ3
I + iσ1√
2
as z →∞; (A.20)
(d) The asymptotic behavior of A(z) at z = 0,−s is the same as that of Φ(z).
Based on the factorization(
eg0+(z)−g0−(z) e−2piiβ
0 eg0−(z)−g0+(z)
)
=
(
1 0
e2piiβe2g0−(z) 1
)(
0 e−2piiβ
−e2piiβ 0
)(
1 0
e2piiβe2g0+(z) 1
)
,
we introduce the second transformation
B(z) =

A(z)
(
1 0
e2piiβe2θ(z,x) 1
)
, z in the lower lens-shaped region;
A(z)
(
1 0
−e2piiβe2θ(z,x) 1
)
, z in the upper lens-shaped region;
A(z), otherwise.
(A.21)
Then, B(z) satisfies the following RH problem.
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Figure 11: Regions and contours for B.
RH problem A.4. The function B(z) satisfies the following properties:
(a) B(z) is analytic in C\ΣB,i; see Fig. 11 for the contours ΣB,i;
(b) B(z) satisfies the jump condition
B+(z) = B−(z)JB,i(z) for z ∈ ΣB,i (A.22)
with
JB,1 =
(
0 e−2piiβ
−e2piiβ 0
)
, J5 = J6 =
(
1 0
e2piiβe2θ(z,x) 1
)
,
JB,2 =
(
1 0
e2θ(z,x)e2piiα 1
)
, JB,3 =
(
0 1
−1 0
)
, JB,4 =
(
1 0
e2θ(z,x)e−2piiα 1
)
;
(c) At infinity, B(z) satisfies the same asymptotics as A(z) in (A.20);
(d) B(z) has the same behavior near z = 0,−s with Φ(z) given in (3.20) and (3.21).
Due to (A.4), as x→ −∞, the jumps are close to the identity matrix except the ones
on the real line. So, we arrive at the following outer parametrix.
RH problem A.5. The function B(∞)(z) satisfies the following properties:
(a) B(∞)(z) is analytic in C\(−∞, 0];
(b) B(∞)(z) satisfies the following jump condition
B
(∞)
+ (z) = B
(∞)
− (z)
(
0 1
−1 0
)
, z ∈ (−∞,−s),
B
(∞)
+ (z) = B
(∞)
− (z)
(
0 e−2piiβ
−e2piiβ 0
)
, z ∈ (−s, 0); (A.23)
(c) At infinity, B(∞)(z) satisfies the same asymptotics as A(z) in (A.20);
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To construct the outer parametrix, let us define the following scalar function h2(z) by
h2(z) =
(√
z + i
√
s√
z − i√s
)β
, z ∈ C \ (−∞, 0], (A.24)
where the power function zc, c /∈ Z, takes the principle branch with the branch cut along
(−∞, 0). Then, h2(z) satisfies the following jump condition
h2+(x)h2−(x) =
{
e2piiβ, x ∈ (−s, 0)
1, x ∈ (−∞,−s). (A.25)
With the function h2(z), one solution to the above RH problem is explicitly given by
B(∞)(z) =
(
1 0
2β
√
s 1
)
z−
1
4
σ3
I + iσ1√
2
h2(z)
σ3 . (A.26)
In the neighborhood of the origin, the local parametrix is similar to (A.7) and given
explicitly as follows:
B(0)(z) = E2(z)Z0(θ(z, x)
2)e(
2
3
z
3
2 +xz
1
2 )σ3epiiβσ3 , (A.27)
where Z0 is defined in terms of the Bessel functions (7.11). The analytic pre-factor E2(z)
is given by
E2(z) = B
(∞)(z)
 e
−piiβσ3 I−iσ1√
2
z
1
4
σ3
(|x| − 2
3
z
) 1
2
σ3 , arg z ∈ (0, pi),
e−piiβσ3 I−iσ1√
2
z
1
4
σ3
(|x| − 2
3
z
) 1
2
σ3 , arg z ∈ (−pi, 0),
(A.28)
for |z| < δ. With the properties of the Bessel functions, one can verify the following
matching condition
B(0)(z) = (I +O(1/x))B(∞)(z), (A.29)
uniform for |z| = δ as x→ −∞.
In the neighborhood of −s, we seek a local parametrix of the following form
B(1)(z) = E3(z)Bˆ
(1)(f0(z))e
1
2
piiβσ3eθ(z,x)σ3 , (A.30)
where f0(z) is the conformal mapping near −s < 0:
f0(z) := (|x|iz 12 − 2i
3
z
3
2 ) + (|x|s 12 + 2
3
s
3
2 )
= (s1/2 +
1
2
|x|s−1/2)(z + s) +O((z + s)2),
(A.31)
with arg z ∈ (0, 2pi) and E3(z) is analytic for |z + s| < s2 . Let
B˜(1)(z) = Bˆ(1)(z)

e−piiασ3 , arg z ∈ (0, pi
2
)
epiiασ3 , arg z ∈ (3pi
2
, 2pi)
I, arg z ∈ (pi
2
, 3pi
2
).
(A.32)
Then, B˜(1) satisfies the following RH problem.
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Figure 12: Regions and contours for B˜.
RH problem A.6. The function B˜(1)(z) satisfies the following properties:
(a) B˜(1)(z) is analytic in C\Σi, where Σi are indicated in Fig. 12;
(b) B˜(1)(z) satisfies the following jump condition
B˜
(1)
+ (z) = B˜
(1)
− (z)Ji(z), for z ∈ Σi (A.33)
with
J1 =
(
0 e−piiβ
−epiiβ 0
)
, J2 =
(
1 0
epii(β−2α) 1
)
, J3 = J7 = e
piiασ3 ,
J4 =
(
1 0
e−pii(β−2α) 1
)
, J5 =
(
0 epiiβ
−e−piiβ 0
)
, J6 =
(
1 0
e−pii(β+2α) 1
)
,
and J8 =
(
1 0
epii(β+2α) 1
)
;
(c) As z → 0,
B˜(1)(z) =
(
O(|z|α) O(|z|−|α|)
O(|z|α) O(|z|−|α|)
)
, α 6= 0,
and
B˜(1)(z) =
(
O(1) O(ln z)
O(1) O(ln z)
)
, α = 0.
The above RH problem is the same as the one in [25, (4.25)-(4.31)] up to a rotation.
The solution B˜(1)(z) can be constructed explicitly in terms of the confluent hypergeomet-
ric functions ψ(a, b, z)
B˜(1)(z) = C0
(
(2epii/2z)αψ(α + β, 1 + 2α, 2epii/2z)eipi(α+2β)e−iz
−Γ(1+α+β)
Γ(α−β) (2e
pii/2z)−αψ(1− α + β, 1− 2α, 2epii/2z)eipi(−3α+β)e−iz
−Γ(1+α−β)
Γ(α+β)
(2epii/2z)αψ(1 + α− β, 1 + 2α, 2e−pii/2ζ)eipi(α+β)eiz
(2epii/2z)−αψ(−α− β, 1− 2α, 2e−pii/2z)e−ipiαeiz
)
,
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for z in the sector with boundary Σ1 and Σ2, and the constant matrix C0 is
C0 = 2
βσ3eβpiiσ3/2
(
e−ipi(α+2β) 0
0 eipi(2α+β)
)
;
see [25, 39]. The expression of the solution in the other sectors is then determined by
using the jump conditions. Note that, from the properties of the confluent hypergeometric
functions ψ(a, b, z), the asymptotics of B˜(1)(z) as z →∞ is given by
B˜(1)(z) =
[
I +
1
z
(
− i(α2−β2)
2
−i22β−1 Γ(1+α−β)
Γ(α+β)
eipi(α−β)
i2−2β−1 Γ(1+α+β)
Γ(α−β) e
−ipi(α−β) i(α2−β2)
2
)
+O
(
1
z2
)]
z−βσ3e−izσ3 ,
(A.34)
in the region arg z ∈ (0, pi/2). Moreover, B˜(1)(z) satisfies the following differential equa-
tion
d
dz
B˜(1)(z) =
(
−iσ3 + 1
z
(
−β 22β Γ(1+α−β)
Γ(α+β)
eipi(α−β)
2−2β Γ(1+α+β)
Γ(α−β) e
−ipi(α−β) β
))
B˜(1)(z).
(A.35)
We take the analytic pre-factor E3(z) in (A.30) as
E3(z) =

B(∞)(z)e−(α+
β
2 )piiσ3ei(
2
3
|s| 32−x|s| 12 )σ3f0(z)βσ3 , Im z > 0,
B(∞)(z)
(
0 1
−1 0
)
e−(α+
β
2 )piiσ3ei(
2
3
|s| 32−x|s| 12 )σ3f0(z)βσ3 , Im z < 0,
(A.36)
with arg f0(z) ∈ (0, 2pi). Particularly, we have
E3(−s) = s− 14σ3
(
1 0
2β 1
)
1√
2
(
1 1
−1 1
)
e−(α−
β
2
+ 1
4
)piiσ3ei(
2
3
s3/2+|x|s1/2)σ3(2
√
s|x−2s|)βσ3 .
(A.37)
Using the expressions of B(∞)(z) in (A.26), the asymptotics of B˜(1)(z) in (A.34) and the
definition of B(1)(z) in (A.30), we have the following matching condition
B(1)(z)B(∞)(z)−1 = I + x−Reβσ3O(1/x)xReβσ3 = I +O(x2|Reβ|−1). (A.38)
In the final transformation, we define
C(z) =

B(z)(B(0)(z))−1, |z| < δ
B(z)(B(1)(z))−1, |z + s| < δ
B(z)(B(∞)(z))−1, otherwise.
(A.39)
By the matching conditions (A.29) and (A.38), one can verify that the jump of C(z) is
JC(z) = I +O(x
2|Reβ|−1),
where 2|Reβ| − 1 < 0. Therefore, we have
C(z) = I +O(x2|Reβ|−1), (A.40)
uniformly for z in the complex plane; see the similar analysis in RH problem 5.4.
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A.2.2 Asymptotics of vi(x)
Recall the transformations (A.1) and (A.21), and the representations of vi(x) in (4.33)
and (4.34), we have
v1(x) = i lim
z→0+
z(B′(z)B(z)−1)12, (A.41)
and
v2(x) = i lim
z→−s
(z + s)(B′(z)B(z)−1)12. (A.42)
From the transformation (A.39), we get
B(z) = C(z)B(0)(z), for |z| < δ. (A.43)
Thus, the asymptotics of v1(x) follows from (A.27) and the approximation (A.40)
v1(x) = −x
2
(1 +O(x2|Reβ|−1)), x→ −∞. (A.44)
Combining (A.30), (A.35) and (A.36), we get from (A.42)
v2(x) = i
(
C(−s)E3(−s)
(
−β 22β Γ(1+α−β)
Γ(α+β)
eipi(α−β)
2−2β Γ(1+α+β)
Γ(α−β) e
−ipi(α−β) β
)
E−13 (−s)C−1(−s)
)
12
.
(A.45)
Some straightforward computations give us
v2(x) =
1√
s
(
iβ +
1
2
Γ(1 + α− β)
Γ(α + β)
eiϑ˜(x,s,α,β) +
1
2
Γ(1 + α + β)
Γ(α− β) e
−iϑ˜(x,s,α,β)
)
(1+O(x2Reβ−1)),
(A.46)
where ϑ˜(x, s, α, β) = −2xs1/2 + 4
3
s3/2 − αpi − 6iβ ln 2− iβ ln(s)− 2iβ ln |x
2
− s|.
Finally, summarizing the asymptotics of vi(x) as x → −∞ in (A.17), (A.18), (A.44)
and (A.46), we obtain the following results.
THEOREM 6. Under the same conditions as in Theorem 1, the asymptotic behaviors
of vi(x) to the coupled P2 equations (2.4) are given by
v1(x, s; 2α, ω) = −x
2
(
1 + o(1)
)
, (A.47)
as x→ −∞; and
v2(x, s; 2α, ω) =

1√
s
(
iβ + Γ(1+α−β)
2Γ(α+β)
eiϑ˜(x,s,α,β) if s > 0,
+Γ(1+α+β)
2Γ(α−β) e
−iϑ˜(x,s,α,β)
)
(1 +O(x2Reβ−1)),
α√
|s| +O(1/x), if s < 0,
(A.48)
as x→ −∞, where ω = e−2piiβ, |Re β| < 1/2 and ϑ˜(x, s, α, β) = −2xs1/2 + 4
3
s3/2 − αpi −
6iβ ln 2− iβ ln(s)− 2iβ ln |x
2
− s|.
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