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GROUP-THEORETIC COMPACTIFICATION OF BRUHAT-TITS BUILDINGS
YVES GUIVARC’H AND BERTRAND RE´MY
Abstract: Let GF denote the rational points of a semisimple group G over a non-archimedean local field F , with
Bruhat-Tits building X. This paper contains five main results. We prove a convergence theorem for sequences of
parahoric subgroups of GF in the Chabauty topology, which enables to compactify the vertices of X. We obtain
a structure theorem showing that the Bruhat-Tits buildings of the Levi factors all lie in the boundary of the com-
pactification. Then we obtain an identification theorem with the polyhedral compactification (previously defined in
analogy with the case of symmetric spaces). We finally prove two parametrization theorems extending the Bruhat-
Tits dictionary between maximal compact subgroups and vertices of X: one is about Zariski connected amenable
subgroups, and the other is about subgroups with distal adjoint action.
Keywords: semisimple algebraic group, local field, Bruhat-Tits building, geometric convergence, polyhedral com-
pactification, amenability, distality.
Mathematics Subject Classification (2000): 22E20, 51E24, 22F50.
Introduction
There exist lots of deep motivations to construct compactifications of symmetric spaces and Eu-
clidean buildings. One of them is to determine the cohomological properties of arithmetic groups.
When the ambient algebraic group is defined over a global field of characteristic zero, this was done
in [BS73] and [BS76]. In positive characteristic, there are still important open questions [Bro89,
§VII], [Beh04]. Another related motivation is the compactification of locally symmetric manifolds
[Sat60a], in particular those carrying a natural complex structure. Some compactifications [BB66]
are useful tools in number theory, and also provide nice examples of complex projective varieties
of general type [AMRT75] or moduli spaces [ACT02]. We refer to [BJ02] for a recent review of
compactifications of symmetric spaces and of their quotients by lattices of the isometry group.
In this paper we are interested in compactifying Euclidean buildings by group-theoretic techniques.
In return, we obtain group-theoretic results, e.g. geometric parametrizations of classes of remark-
able closed subgroups in non-archimedean semisimple Lie groups. The analogy with the case of
symmetric spaces is of course highly relevant. In fact, our general project is to generalize to Bruhat-
Tits buildings all the compactification procedures described in [GJT98] or [Gui01] in the real case.
Furstenberg (i.e. measure-theoretic) and Martin compactifications are included in the project, but
will not appear in the present paper. Here, we are interested in the simplest approach: in the
real case, it consists in seeing each point of a symmetric space as a maximal compact subgroup of
the isometry group (via the Bruhat-Tits fixed-point lemma) and reminding that the space S (G)
of all closed subgroups of a given locally compact group G has a natural compact topology. The
latter topology is the Chabauty topology [Bou63], and the compactification under consideration
is the closure of the image of the map attaching to each point its isotropy subgroup. Of course,
one has to check that this map is a topological embedding onto its image, and this is done by
proving the Chabauty convergence of a suitable class of sequences in the symmetric space. This
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compactification is equivariantly homeomorphic to the maximal Satake compactification [Sat60b],
which itself was identified by C.C. Moore with the maximal Furstenberg compactification [Moo64].
In the non-archimedean case, an additional subtlety is that the Bruhat-Tits building, i.e. the
analogue of the symmetric space in this situation, is bigger than the set of maximal compact
subgroups (which corresponds to the vertices of the building). The statement below deals with
sequences of maximal compact subgroups only, but our most general result takes into account
sequences of parahoric subgroups (see Theorem 3 for a precise version).
Convergence theorem. Let G be a semisimple group over a local field F , and let X be its Bruhat-
Tits building. Let {vn}n≥1 be a sequence of vertices in some closed Weyl chamber Q
X
. By passing
to stabilizers in GF we obtain a sequence of maximal compact subgroups {Kvn}n≥1. We make the
following assumption:
for each codimension one sector panel Π of Q
X
, the distance dX(vn,Π) has a, possibly
infinite, limit as n→∞.
Then {Kvn}n≥1 is a convergent sequence in the space of closed subgroups S (GF ), endowed with the
compact Chabauty topology. The limit group D is Zariski dense in some parabolic F -subgroup Q
fixing a face of the chamber at infinity ∂∞Q. Moreover D can be written as a semi-direct product
K ⋉Ru(Q)F , where K is an explicit maximal compact subgroup of some reductive Levi factor of
Q, and Ru(Q)F is the unipotent radical of QF .
As already mentioned, this convergence is the key fact to define a compact space V
gp
X with a
natural GF -action. We call it the group-theoretic compactification of X. The next step then is to
understand the geometry of V
gp
X by means of the structure of GF . For instance, in the Borel-Serre
compactification, the boundary reflects the combinatrorics of the parabolic subgroups defined over
the ground field of the isometry group; a single spherical building is involved. In our case, the
group-theoretic compactification of the Euclidean building of each Levi factor of GF appears, as in
Satake’s compactifications of symmetric spaces [Sat60b]. The result below sums up Theorem 16.
Structure theorem. For any proper parabolic F -subgroup Q, the group-theoretic compactification
of the Bruhat-Tits building of the semisimple F -group Q/R(Q) naturally sits in the boundary of
V
gp
X . Let P be a minimal parabolic F -subgroup of G. We set D∅ = K ⋉Ru(P )F , where K is the
maximal compact subgroup of some reductive Levi factor of P . Then the conjugacy class of D∅
is GF -equivariantly homeomorphic to the maximal Furstenberg boundary F and is the only closed
GF -orbit in V
gp
X . In fact, for any closed subgroup D∈V
gp
X there is a sequence {gn}n≥1 in GF such
that lim
n→∞
gnDgn
−1 exists and lies in F .
There are then two ways to exploit this result. The first one is to use it to compare V
gp
X with
previous compactifications of Bruhat-Tits buildings. One compactification was defined in [Lan96]
by compactifying apartments first (the convergence there is the same as in flats of maximal Satake’s
compactifications), and then by extending the Bruhat-Tits gluing procedure which defines X out
of GF and the model of an apartment. We call the so-obtained compactification the polyhedral
compactification of X and we denote by V
pol
X the closure of the vertices in the latter space. We fill
a gap in [loc. cit.] pointed to us by A. Werner and then compare V
gp
X and V
pol
X , see Theorem 20
for a more precise version.
Identification theorem. Let G be a semisimple simply connected group defined over a non-
archimedean local field F . Let X be the corresponding Bruhat-Tits building. Then there exists
a natural GF -equivariant homeomorphism V
pol
X ≃ V
gp
X .
The second use of the compactification is to parametrize remarkable classes of closed subgroups.
By taking stabilizers, we can extend to the non-archimedean case a theorem of C.C. Moore’s
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[Moo79] which answers a question of H. Furstenberg’s and unifies the classification of maximal
compact and minimal parabolic subgroups in the same geometric framework. The proofs of the
result below (made more precise in Theorem 33) and of the next one use subtle results due to Ph.
Gille on unipotent elements in algebraic groups, in order to cover the case of a local ground field
of characteristic p > 0.
Parametrization theorem (amenable case). Any closed, amenable, Zariski connected subgroup
of GF fixes a facet in X
pol
. The closed amenable Zariski connected subgroups of GF , maximal for
these properties, are the vertex fixators for the GF -action on the polyhedral compactification X
pol
.
To state our last main result, we need to go back to the very definition of the group-theoretic
compactification. Since it is the closure of the maximal compact subgroups in the compact space
S (GF ) of closed subgroups of GF , it is natural to ask for an intrinsic characterization of the groups
appearing by taking the closure. A satisfactory answer is given by the notion of distality, which
formalizes the fact that a group action on a metric space has no contraction. Here the linear
action under consideration is given by the adjoint representation. We refer to Theorem 39 and its
preliminaries for a more precise version.
Parametrization theorem (distal case). Any subgroup of GF with distal adjoint action is
contained in a point of V
gp
X . The maximal distal subgroups of GF are the groups of V
gp
X , i.e. they
are the maximal compact subgroups and the limits of sequences of maximal compact subgroups. In
particular, they are all closed and Zariski connected.
Let us finish the presentation of our results by mentioning that our proofs may simplify some argu-
ments in the real case. We also plan to compare our approach to some concrete compactifications
defined by A. Werner in the SLn case [Wer01], [Wer04]. In the present paper, the latter case is
presented in the last section as an illustration of the general semisimple case. Unfortunately, it
would have been too long to develop it completely, but we think that checking the details is useful
to have a good intuition of the geometry of Euclidean buildings. At last, since algebraic group
theory uses a lot of notation, we found useful to collect some of it below.
Notation. In all this paper, we assume we are considering the following objects:
– a locally compact non-archimedean local field F , with valuation ring OF , uniformizer ̟F
and residue field κF = OF /̟F . The absolute value is denoted by | · |F and the discrete
valuation by vF : F → Z. We set: qF = |κF |;
– a simply connected semisimple algebraic F -group G;
– the Bruhat-Tits building X of G/F , whose set of vertices is denoted by VX .
We let F be an algebraic closure of the field F . There is a unique valuation vF : F → Q (resp.
absolute value | · |F ) extending vF (resp. | · |F ), and we denote by OF the valuation ring of F .
In general, given an algebraic group H over F , we denote by Lie(H) or h its Lie algebra, by HF its
F -rational points and by Lie(H)F or hF the F -rational points of the Lie algebra of H. We denote
by R(H) (resp. by Ru(H)) the radical (resp. the unipotent radical) of H.
Structure of the paper. Section 1 fixes notation and recalls basic facts on algebraic groups and
Bruhat-Tits theory; it also introduces the class of fundamental sequences in Euclidean buildings.
Section 2 is mainly devoted to studying convergence of fundamental sequences of parahoric sub-
groups for the Chabauty topology on closed subgroups in the semisimple group GF ; this is the main
step to define the group-theoretic compactification V
gp
X of the Bruhat-Tits building X. Section 3
describes V
gp
X and in particular shows that, as a GF -space, V
gp
X contains a single closed GF -orbit;
moreover the compactification of the Bruhat-Tits building of any Levi factor lies in the boundary
of V
gp
X . We also prove the identification with the polyhedral compactification X
pol
. Section 4 deals
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with compactifications of trees in a slightly more general context than rank one algebraic groups
over local fields; it can be seen both as an illustration of the previous sections and the first step of
induction arguments in the next section. Section 5 contains the proofs of the two parametrization
theorems in terms of the geometry of the compactification X
pol
; the two parametrized classes of
subgroups are that of maximal Zariski connected amenable and of maximal distal subgroups. Sec-
tion 6 provides examples of arbitrary positive F -rank since it deals with special linear groups; we
recall Goldman-Iwahori’s concrete definition of the Bruhat-Tits building of SLn(F ) and we try to
illustrate as many previous notions as possible.
Acknowledgements. We thank H. Abels, H. Behr, M. Brion, Ph. Gille, N. Monod, F. Paulin, G.
Rousseau and A. Werner for useful discussions during the preparation of this paper.
1. Bruhat-Tits buildings. Levi factors. Unbounded sequences
We introduce some algebraic subgroups and notation, and we recall the geometric meaning of the
valuated root datum axioms for the rational points GF . We also recall a more technical point:
the Bruhat-Tits building of a Levi factor naturally sits in the Bruhat-Tits building of the ambient
group G/F . We finally use the Cartan decomposition with respect to a suitable maximal compact
subgroup, in order to distinguish a class of sequences in buildings which will become convergent in
the group-theoretic compactification of the next section.
1.1. Bruhat-Tits buildings. We choose once and for all a maximal F -split torus T in G, to
which is associated an apartment A in the Bruhat-Tits building X [BT72, 2.8.11]. We denote
by Φ = Φ(T,G) the corresponding root system [Bor91, 8.17]. It is a (possibly non-reduced) root
system [BT65, 5.8] in the sense of [Bou81, VI.1]. In order to avoid confusions and to emphasize the
analogy with symmetric spaces, a sector of X [Bro89, VI.7] (in French 〈〈quartier 〉〉 [BT72, 7.1.4]) is
called a Weyl chamber in this article. We also use the terminology alcove [BT72, 1.3.8], so that the
word 〈〈chamber 〉〉 alone is meaningless in the present paper.
1.1.1. Let us pick in A a Weyl chamber Q with tip a special vertex which we call o. Let us
denote by c the alcove contained in Q whose closure contains o. We refer to A (resp. Q, o, c) as
the standard apartment (resp. Weyl chamber, vertex, alcove) of X. The fixator Ko = FixGF (o)
is called the standard maximal compact subgroup and its subgroup B = FixGF (c) is called the
standard Iwahori subgroup of GF . The choice of Q corresponds to the choice of a subset of positive
roots Φ+, or equivalently to the choice of a system of simple roots {as}s∈S which we identify with its
indexing set S. We set: Φ− = −Φ+. By definition of Φ, we have a decomposition of the Lie algebra
g as a T -module via the adjoint representation: g = g0 ⊕
⊕
a∈Φ ga, where g0 is the fixed-point set
of T . The group Ua with Lie algebra ga = {X ∈ g : Ad(t).X = a(t)X for each t∈ T} is the root
group associated to a. We denote by P the minimal parabolic F -subgroup determined by Φ+, i.e.
such that p = g0 ⊕
⊕
a∈Φ+ ga. For a subset I of S, we denote by ΦI the subset of roots which are
linear combinations of simple roots indexed by I. We also set: Φ±I = Φ
±∩ΦI , and Φ
I,± = Φ±−ΦI .
We also introduce the following F -subgroups [BT65, §4]:
the standard parabolic subgroup PI of type I, defined by pI = g0 ⊕
⊕
a∈ΦI
ga ⊕
⊕
a∈ΦI,+ ga;
the standard reductive Levi factor MI of PI , defined by mI = g0 ⊕
⊕
a∈ΦI
ga;
the standard semisimple Levi factor GI = [MI ,MI ] of PI ;
the standard unipotent radical U I = Ru(PI) of type I, also defined by u
I =
⊕
a∈ΦI,+ ga.
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The parabolic F -subgroup opposite PI with respect to T [Bor91, 14.20] is the F -subgroup with Lie
algebra mI⊕
⊕
a∈ΦI,− ga. When I = ∅, we simply omit the index ∅, e.g. we denoteM =M∅. Note
that in the classification theory of semisimple F -groups, the (GF -conjugacy class of the) semisimple
Levi factor [M,M ] is usually called the anisotropic kernel of G/F [Spr98, 16.2.1]. The F -points
[M,M ]F form a compact group [Rou77, 5.2.3], and we denote by ZG(T )cpt the commutative product
[M,M ]F · Tcpt, where Tcpt is the unique maximal compact subgroup of TF . The group ZG(T )cpt is
the pointwise fixator of the apartment A and the maximal compact subgroup of MF = ZGF (TF ).
1.1.2. A substantial part of Borel-Tits theory (i.e. the theory of reductive groups over an arbitrary
ground field [BT65]) can be summed up in combinatorial terms [Bor91, 21.15]. The most refined
version of this approach is provided by the notion of a generating root datum [BT72, 6.1]. This
is relevant to the case of an arbitrary ground field. The combinatorics becomes richer when the
ground field is a local field F as in our paper. One of the main results of Bruhat-Tits theory is
the existence of a valuation on the generating root datum of GF associated to the choice of the
maximal F -split torus T [BT84a, 5.1.20]. Each root group Ua is unipotent, abelian or metabelian,
and roughly speaking the latter notion corresponds to the existence of a filtration on each group
(Ua)F ; any such filtration comes from the filtration of the additive group (F,+) given by the
preimages of vF . Further compatibilities (e.g. with respect to the action of the normalizer of TF , to
taking some commutators) are required, but we are only interested in the geometric interpretation
of this valuation [Tit79, 1.4].
Let b∈Φ be a root and let {Ub,m}m∈Z be the decreasing filtration of (Ub)F given by Bruhat-Tits
theory [BT72, 6.2]. To the pair of opposite roots {±b} is attached a parallelism class ∂b of affine
hyperplanes in A and a family of affine hyperplanes {H∂b,m}m∈Z in this class, which are called the
walls directed by ∂b. The family {H∂b,m}m∈Z provides a useful exhaustion of A by the fixed-point
sets of the groups Ub,m [Tit79, 2.1]. More precisely, if b ∈ Φ
+ we denote by Db,m the half-space
of A bounded by H∂b,m which contains a translate of the Weyl chamber Q; otherwise, we choose
the other half-space to be Db,m. The family {H∂b,m}m∈Z is characterized by the fact that the
fixed-point set of Ub,m in A is equal to the half space Db,m. In other words, we have an increasing
exhaustion A =
⋃
m∈ZDb,m. Geometrically, the bigger m∈Z is, the smaller Ub,m is, and the bigger
Db,m = A
Ub;,m is. We suggest the reader to have a look at the third paragraph of 6.2.2 which deals
with the example of SLn(F ).
1.1.3. As a combinatorial Euclidean building, X can be endowed with a distance d of non-positive
curvature, unique up to homothety on each irreducible factor [BT72, 2.5]. More precisely, the
distance d makes X a CAT(0)-space [BH99, II]; we fix once and for all such a metric d. The
boundary at infinity ∂∞X, i.e. the space of geodesic rays modulo the relation of being at finite
Hausdorff distance from one another [BH99, II.8], is a geometric realization of the spherical building
of parabolic subgroups in GF [Bro89, VI.9E]. Therefore, we can also define the F -points of the
parabolic subgroups of G/F to be the stabilizers of the facets at infinity in ∂∞X. For instance,
the standard sector Q defines a chamber at infinity ∂∞Q, and we have: PF = StabGF (∂∞Q) =
FixGF (∂∞Q). The inclusion ∂∞Q ⊂ ∂∞A corresponds to the Levi decomposition P =M ⋉U : the
group M is characterized by the fact that MF is the fixator of the union of the facet ∂∞Q and its
opposite in ∂∞A. There is a similar geometric interpretation for each standard Levi decomposition
PI =MI ⋉ U
I .
Recall that a Furstenberg boundary for a topological group G is a compact metrizable G-space Y
whose continuous G-action is minimal (i.e. any orbit in Y is dense) and strongly proximal (i.e.
there is a Dirac mass in the closure of any G-orbit in the space M 1(Y ) of probability measures
on Y ) [Mar91, VI.1.5]. It is a classical fact that the family of Furstenberg boundaries of a given
semisimple Lie group coincides with the family of its flag varieties; in the non-archimedean case,
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this is checked for instance in [BM96, Proposition 5.1]. Moreover, if Q denotes a parabolic F -
subgroup of G, the F -rational points of G/Q form a homogeneous space under GF ; in fact, we
have: (G/Q)F = GF /QF [BT65, 4.13]. In this paper the quotient spaces GF /QF , for Q a parabolic
F -subgroup of G/F , are indifferently called Furstenberg boundaries or flag varieties.
Definition.We denote by F the (maximal) Furstenberg boundary GF /PF of GF . For each subset
I of simple roots of S, we denote by F I the Furstenberg boundary GF /(PI)F .
There is an obvious GF -equivariant map πI : F → F
I between Furstenberg boundaries. We denote
by ω (resp. ωI) the class of the identity in F (resp. in F
I). The preimage of ωI by πI is (PI)F .ω.
It is a copy in F of the (maximal) Furstenberg boundary of the Levi factor (MI)F ; we denote it by
FI . We denote by U
I,− the unipotent radical of the parabolic subgroup opposite PI with respect
to T ; we simply write U− for U∅,−. Note that there is a unique GF -invariant class of measures
on F [Mac52, §1], and that the (U−)F -orbit of ω is conegligible for this class. In the algebraic
terminology, (U−)F .ω is called the big cell of F . Let us finally recall that there is a natural way
to glue GF -equivariantly ∂∞X to X [BH99, II.8]. The so-obtained space is called the geometric
compactification of X; we denote it by X
geom
. The partition of the boundary of X
geom
under its
natural Ko-action is connected to flag varieties by the fact that each Ko-orbit is isomorphic, as a
Ko-space, to some flag variety of GF .
1.2. Levi factors. We recall that the Bruhat-Tits building X of G/F contains inessential realiza-
tions of the buildings of the Levi factors in G [BT72, 7.6]. We also introduce some remarkable
closed subgroups of GF . They will turn out to form the boundary of our compactification of X, or
to be the stabilizers of the points in this boundary.
1.2.1. We simply recall here (with our notation) the facts of [BT72, 7.6] we will be using later.
Recall that the apartment A is the vector space X∗(T )F ⊗Z R endowed with a suitable simplicial
structure and a natural action of NGF (TF ) (X∗(T )F⊗Z is the group of F -cocharacters of T ) [Tit79,
1.2]. Let I be a proper subset of simple roots in S. Let LI denote the affine subspace of A obtained
as the intersection of the walls passing through the vertex o and directed by the simple roots in I.
The semisimple Levi factor GI is simply connected [Spr98, 8.4.6, exercise 6] and we denote by AI
the standard apartment of its Bruhat-Tits building XI . We are interested in the subset (GI)F .A
of the (GI)F -transforms of the points in A, which we want to compare to XI . Intuitively, the idea
is that the direction LI is not relevant to the combinatorics of the semisimple Levi factor GI : it
corresponds to the cocharacters of T which centralize GI . But after shrinking (GI)F .A along LI ,
we obtain a realization of XI . This is formalized by [BT72, Proposition 7.6.4] which provides a
unique extension p˜I : (GI)F .A → XI of the natural affine map pI : A → AI between apartments,
with the following properties:
(i) the map p˜I is (GI)F -equivariant;
(ii) the preimage of AI by p˜I is A, and in fact the preimage of any apartment, wall, half-
apartment in XI is an apartment, a wall or a half-apartment in X, respectively;
(iii) there is an LI -action on (GI)F .A extending that on A with the following compatibility with
the (GI)F -action: g.(x + v) = g.x+ v for any g∈(GI)F , x∈(GI)F .A and v∈LI ;
(iv) the factor map
(GI)F .A
LI
→ XI is a (GI)F -equivariant bijection.
The choice of positive roots in Φ corresponding to the Weyl chamber Q induces a choice of positive
roots in the subroot system of GI , and the corresponding Weyl chamber of AI is pI(Q).
1.2.2. We denote by Q
X
the (non-compact) closure of the Weyl chamber Q in the building X.
It is a simplicial cone. Any of its codimension one faces is equal to the intersection of Q
X
with
the wall directed by some simple root s ∈ S and passing through o. We denote by Πs the latter
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cone, and we call it a sector panel of Q
X
. For any non-empty subset I of simple roots, we denote:
QI =
⋂
s∈I Π
s; for instance QS = {o}. We set: Q∅ = Q, so that Q
X
=
⊔
I⊂S Q
I . Note also that
LI above is the affine subspace generated by Q
I .
The points in Q
X
are parametrized by the distances to the sector panels Πs when s ranges over
S. Given a family d = {ds}s∈S of non-negative real numbers, we denote by xd the corresponding
point in Q
X
. Similarly, in the building XI we parametrize the closed Weyl chamber pI(Q)
XI
by
the set of finite sequences d = {ds}s∈I of non-negative real numbers (corresponding to the distances
to the sector panels pI(Π
s), s∈I). The point defined by the parameters d is denoted by xI,d. The
preimage p−1I (xI,d) is an affine subspace of A parallel to 〈Q
I〉, which we denote by LI,d. Each space
LI,d has dimension rkF (G)− | I |= dim(X)− | I |, where rkF denotes the F -rank of a semisimple
F -group.
Definition. We define KI,d to be pointwise fixator of the affine subspace LI,d in the reductive Levi
factor (MI)F , i.e. KI,d = Fix(MI)F (LI,d).
Denoting by σ the facet of AI containing xI,d, we have: KI,d = Fix(MI )F
(
p−1I (σ)
)
, i.e. the group
KI,d only depends on the facet of pI(Q
X
) containing xd. The group GI is generated by the root
groups Ua, where a is a root such that ∂a contains 〈Q
I〉. The group KI,d is the parahoric subgroup
of (MI)F generated by ZG(T )cpt and the groups Ua,m with a as before and m ∈Z such that the
closed half-apartment Da,m contains the affine subspace LI,d [BT72, 6.4]. Note that pI(〈Q
I〉) is a
special vertex in AI , which we choose as origin in AI . We simply write KI when LI,d = 〈Q
I〉 = LI .
The group KI (resp. KI ∩ GI) is a special maximal compact subgroup of the standard reductive
Levi factor (MI)F (resp. of the semisimple Levi factor (GI)F ).
1.2.3. We denote by T I the subtorus of T such that MI = ZG(T
I) and by TI the subtorus defined
as the identity component (GI ∩ T )
◦ for the Zariski topology. The latter group is a maximal F -
split torus of GI . The F -points of the former group have a geometric interpretation: (T
I)F =
StabTF (〈Q
I〉) = FixTF (∂∞Q
I). In fact, (T I)F acts on each any affine subspace LI,d in A as a
discrete cocompact group of translations. Intersecting the decomposition MI = GI · T
I along KI,d
provides a decomposition: KI,d = (GI∩KI,d)·Fix(T I)F (LI,d). The factor Fix(T I)F (LI,d) is the unique
maximal compact subgroup of (T I)F , and GI ∩KI,d is a parahoric subgroup of (GI)F . Intersecting
MI = GI · T
I along Stab(MI )F (LI,d) provides the decomposition: Stab(MI)F (LI,d) = KI,d · (T
I)F ,
with a well-understood action of each factor on LI,d. The groups DI,d and RI,d below will play an
important role in the definition and the description of the group-theoretic compactification of X.
Definition. Let I be a proper subset of simple roots and let d be a sequence of non-negative real
numbers indexed by I.
(i) We define DI,d to be the semidirect product KI,d ⋉ (U
I)F .
(ii) We define RI,d to be the semidirect product (KI,d · (T
I)F )⋉ (U
I)F
It follows from the above definitions that we have: RI,d = DI,d · (T
I)F .
1.3. Unbounded sequences. We define some classes of sequences in the Euclidean building X.
These sequences will turn out to be convergent in the later defined compactifications.
1.3.1. Recall that a sequence {xn}n≥1 in a topological space goes to infinity if it eventually leaves
any compact subset of this space.
Definition. Let {xn}n≥1 be a sequence of points in the Euclidean building X. Let Q
X
be the closure
of the Weyl chamber Q. Let I be a subset of the corresponding set S of simple roots.
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(i) We say that {xn}n≥1 is I-canonical if the following three conditions are satisfied:
(i-a) for each n ≥ 1, we have: xn∈Q
X
;
(i-b) for each s∈S \ I, we have: lim
n→+∞
distX(xn,Π
s) = +∞;
(i-c) there exists a facet σ in AI ∩ pI(Q
X
) such that pI(xn)∈σ for n >> 1.
(ii) We say that {xn}n≥1 is I-fundamental if there exists a converging sequence {kn}n≥1 in Ko
such that {kn.xn}n≥1 is an I-canonical sequence.
(iii) We simply say that {xn}n≥1 is fundamental if it is I-fundamental for some I ⊂ S.
Note that an I-fundamental sequence is bounded if, and only if, we have: I = S. Note also that
the condition for being I-canonical depends on the choice of the Weyl chamber Q while that for
being fundamental doesn’t. The condition of being I-canonical here is slightly more general than
in the real case [GJT98] since we don’t impose that the points be in the face of Q
X
. We have to
adopt this definition because TF doesn’t act transitively on the intersections of walls in a given
parallelism class.
1.3.2. Moreover in the context of symmetric spaces, the definition of I-fundamental sequences is
not exactly the same [GJT98, Definition 3.35]. The plain analogue of the latter definition would
be obtained by replacing condition (i-c) of 1.3.1 by the condition:
(i-c′) for each s∈I, the distance distX(xn,Π
s) converges as n→∞.
On the one hand, let us pick two points x and y in the alcove c, such that for any s∈S we have:
distX(x,Π
s) 6= distX(y,Π
s). Then any sequence {xn}n≥1 taking infinitely many times each value
x and y is S-fundamental in our sense, while it is not for the above plain translation from the case
of symmetric spaces. On the other hand, an injective sequence of points {x′n}n≥1 in the alcove c
converging to the tip o is S-fundamental for the modified definition, but isn’t for the definition
we will use (1.3.1). The sequences {xn}n≥1 and {x
′
n}n≥1 show that the two definitions of being
I-fundamental are different for I = S. To see the same phenomenon for I ( S, it suffices to
pick a non-trivial element t ∈ T I and to replace {xn}n≥1 (resp. {x
′
n}n≥1) by {t
n.xn}n≥1 (resp.
{tn.x′n}n≥1).
The reason why we use the definition of 1.3.1 is that we want the map x 7→ StabGF (x) = Kx to be
continuous for a certain topology on closed subgroups of GF (2.1). In the sequence {x
′
n}n≥1, all
the elements belong to the alcove c, so the associated sequence of parahoric subgroups {Kx′n}n≥1
is constant equal to the Iwahori subgroup B. But the parahoric subgroup attached to o = lim
n→∞
x′n
is the maximal compact subgroup Ko. Of course, this phenomenon occurs also for unbounded
fundamental sequences; this is reformulated in terms of convergence of parahoric subgroups in
2.3.3.
1.3.3. It is clear that a sequence is unbounded if, and only if, it has a subsequence going to infinity.
In our case, the existence of a Cartan decomposition of GF with respect to Q implies a more precise
result. The following lemma eventually says that any sequence in the building X has a convergent
subsequence in suitable embeddings of X (Theorem 3).
Lemma 1. Any sequence {xn}n≥1 in the building X has an I-fundamental subsequence for some
I ⊂ S. Moreover we can choose I to be proper in S whenever {xn}n≥1 is unbounded.
Proof. By Cartan decomposition with respect to Ko [BT72, 4.4.3 (2)], the closed Weyl chamber
Q
X
is a fundamental domain for the Ko-action on X: for each n ≥ 1, there exist kn ∈Ko and
qn∈Q
X
such that xn = kn.qn. Since Ko stabilizes each sphere centered at o, the sequence {xn}n≥1
is bounded if, and only if, so is {qn}n≥1. In this case, there exists a subsequence of {qn}n≥1
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converging to some q∈Q
X
, and since q lies in finitely many closures of facets, we are done. From
now on, {xn}n≥1 is assumed to be unbounded, so we may – and shall – assume that {xn}n≥1 goes
to infinity. We set: J1 = {s ∈ S : lim sup
n→+∞
distX(qn,Π
s) = +∞}. We have: J1 6= ∅. We pick
s1∈J1 and choose an increasing map ψ1 : N→ N such that lim
n→+∞
distX(qψ1(n),Π
s1) = +∞. Then
we set: J2 = {s ∈ S \ {s1} : lim sup
n→+∞
distX(qψ1(n),Π
s) = +∞}. If J2 = ∅, we set I = S \ {s1}
and ψ = ψ1; otherwise, we pick s2 ∈ S \ {s1} and choose an increasing map ψ2 : N → N such
that lim
n→+∞
distX(qψ1◦ψ2(n),Π
s2) = +∞. After a finite number of iterations, we obtain a subset J
of S and an increasing map ψ : N → N such that lim
n→+∞
distX(qψ(n),Π
s) = +∞ for s ∈ J and
lim sup
n→+∞
distX(qψ(n),Π
s) < +∞ otherwise. It remains to set I = S \ J and to pass to convergent
subsequences for distances to Πs, s ∈ I, to obtain an increasing map ϕ : N → N such that
distX(qϕ(n),Π
s) converges for s∈I and diverges otherwise. 
2. Group-theoretic compactification
We use the fact that for a locally compact group G, the set S (G) of closed subgroups of G carries a
natural compact topology with several equivalent descriptions [Bou63, VIII §5]. The starting point
is to see the vertices of the building X as the set of maximal compact subgroups of GF , hence as
a subset of S (GF ). In the context of semisimple real Lie groups, the idea is originally due to the
first author.
2.1. Chabauty topology and geometric convergence. Let G be a locally compact group. We
denote by C (G) the set of closed subsets of G.
2.1.1. The space C (G) can be endowed with a separated uniform structure [Bou71, II §1], defined
as follows [Bou63, VIII §5 6]. For any compact subset C in G and any neighborhood V of 1G in G,
we define P (C, V ) to be the set of couples (X,Y ) in C (G)× C (G) such that:
X ∩ C ⊂ V · Y and Y ∩C ⊂ V ·X.
The sets P (C, V ) form a fundamental system of entourages of a uniform structure on C (G). The
so-obtained topology on C (G) is called the Chabauty topology. The space S (G) of closed subgroups
is a compact subset of C (G) for the Chabauty topology [Bou63, VIII §5 3, The´ore`me 1].
We henceforth assume that G is metrizable; then so is the Chabauty topology. Moreover we can
define the topology of geometric convergence on C (G) [CEG87], in which a sequence {Fn}n≥1 of
closed subsets converge to F ∈C (G) if, and only if, the two conditions below are satisfied:
(i) Let ϕ : N → N be an increasing map and let {xϕ(n)}n≥1 be a sequence in G such that
xϕ(n)∈Fϕ(n) for any n ≥ 1. If {xϕ(n)}n≥1 converges to some x in G, then x∈F .
(ii) Any point in F is the limit of a sequence {xn}n≥1 with xn∈Fn for each n ≥ 1.
In fact, both topologies coincide:
Lemma 2. Let {Fn}n≥1 be a sequence of closed subsets in G. Then we have geometric convergence
lim
n→+∞
Fn = F if, and only if, Fn converges to F in the Chabauty topology.
Proof. For the sake of completeness, we recall the proof of this probably well-known lemma.
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2.1.2. Geometric convergence implies Chabauty convergence. Let us assume that we have geometric
convergence: lim
n→+∞
Fn = F . Let C be a compact subset in G and let Ω be an open, relatively
compact, neighborhood of 1G in G.
Let us first prove that here is an indexM ≥ 1 such that Fn∩C ⊂ Ω ·F for any n ≥M . If not, there
exist an increasing map ϕ : N→ N and a sequence {xϕ(n)}n≥1 such that xϕ(n)∈(Fϕ(n) ∩C) \Ω ·F
for each n ≥ 1. By compactness of C and up to extracting again, we may – and shall – assume
that {xϕ(n)}n≥1 converges, say to x, in C. But by condition (i), we have: x∈F , so for n >> 1 we
will have: xϕ(n)∈Ω.x, a contradiction.
It remains to prove that there is an indexM ≥ 1 such that F ∩C ⊂ Ω ·Fn for n ≥M . Let W be an
open, symmetric, neighborhood of 1G in G such that W ·W ⊂ Ω. By compactness of F ∩C, we can
write: F ∩C =
⋃l
i=1Wx
i for x1, x2, ... xl in F ∩C. By condition (ii), for each i∈{1; 2; ... l} we can
write: xi = lim
n→∞
xin, with x
i
n∈Fn for each n ≥ 1. For each i∈{1; 2; ... l}, there is an index Ni such
that xin∈Wx
i for any n ≥ Ni. We set: M = max1≤i≤lNi. For any n ≥ M and any i∈{1; 2; ... l}
we have: xi ∈Wxin. Let x ∈ F . Then there is i ∈ {1; 2; ... l} such that x ∈Wx
i, so that for any
n ≥M we have: x∈Ω · Fn.
2.1.3. Chabauty convergence implies geometric convergence. Let us assume that Fn converges to
F for the Chabauty topology.
Let ϕ : N→ N be an increasing map and let {xϕ(n)}n≥1 be a sequence in G such that xϕ(n)∈Fϕ(n)
for any n ≥ 1, converging to x∈G. We choose a compact neighborhood C of x in G. There is an
index N0 ≥ 1 such that xϕ(n)∈C for any n ≥ N0. Let us choose {Ωj}j≥1 a decreasing sequence of
compact symmetric neighborhoods of 1G in G such that
⋂
j≥1Ωj = {1}. By definition of Chabauty
convergence, there exists N1 ≥ N0 such that (F,Fϕ(n))∈P (C,Ω1) for any n ≥ N1. By induction,
we find an increasing sequence of indices {Nj}j≥1 such that (F,Fϕ(n))∈P (C,Ωj) for any n ≥ Nj .
Let n∈N. There is a unique j ≥ 1 such that n∈ [NJ ;Nj+1], and we can write: xϕ(n) = ωn.yn with
ωn ∈Ωj and yn ∈F . Since Ωj shrinks to {1} as j → ∞, we have: lim
n→∞
ω−1n .xϕ(n) = x. Since F is
closed, this implies x∈F and finally condition (i) for geometric convergence.
Let x ∈ F and let C and {Ωj}j≥1 be as in the previous paragraph. As before, we can find an
increasing sequence of indices {Nj}j≥1 such that (F,Fn)∈P (C,Ωj) for any n ≥ Nj. Since x∈F ∩C,
for any n∈ [NJ ;Nj+1] we can write: x = ωn.yn, with ωn∈Ωj and yn∈Fn. Then since Ωj shrinks
to {1} as j →∞, we have: lim
n→∞
yn = x, which proves condition (ii) for geometric convergence. 
2.2. Convergence of parahoric subgroups. In this subsection, we prove that after taking sta-
bilizers the fundamental sequences of points in the building X (1.3.1) lead to convergent sequences
of parahoric subgroups in the Chabauty topology.
2.2.1. The statement of the convergence result below uses the fact that the Euclidean buildings of
the Levi factors of GF appear in the Bruhat-Tits buildingX of GF (1.2). Recall that an I-canonical
sequence {xn}n≥1 defines a facet in the Bruhat-Tits building XI of the Levi factor GI /F (1.3.1).
Theorem 3. Let I be a proper subset of S. Let {xn}n≥1 be an I-canonical sequence of points in
the closed Weyl chamber Q
X
of X. Let σ be the facet in the Bruhat-Tits building XI defined by
{xn}n≥1. Let d = {ds}s∈I be any family of real non-negative numbers defining a point of σ. Then
the sequence of parahoric subgroups {Kxn}n≥1 converges in S (GF ) to the closed subgroup DI,d.
Since Q
X
is a fundamental domain for the Ko-action on X [BT72, 4.4.3 (2)], we readily deduce
the following consequence.
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Corollary 4. Let {xn}n≥1 be a fundamental sequence in the Bruhat-Tits building X. Then the
corresponding sequence of parahoric subgroups {Kxn}n≥1 converges in S (GF ) to a Ko-conjugate
of some subgroup DI,d. 
The rest of the subsection is devoted to proving Theorem 3. Let d = {ds}s∈I be a family of non-
negative parameters whose associated point in the Weyl chamber AI ∩ pI(Q
X
) lies inside the facet
σ. By compactness of the Chabauty topology on S (GF ), it is enough to show that DI,d is the only
cluster value of {Kxn}n≥1. Let {Kxψ(n)}n≥1 be a subsequence converging to some closed subgroup
D of GF .
2.2.2. Let us first prove some measure-theoretic results. Recall that if Y is a compact and metriz-
able topological space, then so is the weak-∗ topology on the space of probability measures M 1(Y )
by the Banach-Alaoglu-Bourbaki theorem. We apply this to the case when Y is a flag variety of
some semisimple F -group. For x in the apartment A, we denote by µx the unique Kx-invariant
probability measure on the Furstenberg boundary F , supported by the compact Kx-homogeneous
subspace Kx.ω.
Lemma 5. For each point x∈A, the big cell is conegligible, i.e. we have: µx
(
(U−)F .ω
)
= 1.
Proof. Let dkx be the Haar measure of total mass 1 on the compact group Kx. Let p : GF → F
denote the orbit map g 7→ g.ω. It is enough to show that the volume of (p |Kx)
−1
(
Kx.ω \ (U
−)F .ω
)
with respect to dkx is zero [Mac52, Lemma 1.3]. On the one hand, since Kx is an open subgroup of
GF , we have: dg |Kx= C · dkx, where C is a multiplicative constant > 0 and dg is a Haar measure
on GF . On the other hand, we have: (p |Kx)
−1
(
Kx.ω \ (U
−)F .ω
)
⊂ GF \ (U
− · P )F . Therefore we
finally obtain:
Vol
(
(p |Kx)
−1(Kx.ω \ (U
−)F .ω),dkx
)
≤ C · Vol(GF \ (U
− · P )F ,dg) = 0,
since small Bruhat cells are negligible for any Haar measure on GF . This proves that the big cell
(U−)F .ω is µx-conegligible. 
Let us denote by EI,σ the intersection of affine half-spaces p
−1
I (σ) in the apartment A (1.2.1).
Proposition 6. Let {xn}n≥1 be an I-canonical sequence defining the facet σ of XI . Let ν be a
cluster value of {µxn}n≥1.
(i) We have: Supp(ν)
Z
= GI .ω and RI,d < StabGF (ν). In particular, we have: supp(ν) ⊂ FI ,
where FI denotes the copy (GI)F .ω of the Furstenberg boundary of (GI)F .
(ii) If σ is a vertex of XI and if d = {ds}s∈I is the family of non-negative real numbers defining
σ, then we have: StabGF (ν) = RI,d.
Proof. Let ν = lim
n→∞
µxψ(n) be a cluster value as in the statement. We may – and shall – assume that
each point xψ(n) belongs to EI,σ. The group (T
I)F acts as a cocompact translation group on EI,σ,
so there is a compact complete system of representatives Y for the (T I)F -action on EI,σ. We can
write xψ(n) = tn.yn with tn∈T
I and yn∈Y for each n ≥ 1. Since Y is contained in finitely many
facets of EI,σ, up to extracting again, we may – and shall – assume that there is a facet τ such
that τ ⊂ Y and yn∈τ for each n ≥ 1. Moreover, by uniqueness we have: µtn.yn = tn∗µτ , where µτ
is the unique probability measure invariant under Kτ = StabGF (τ) with supp(µτ ) = Kτ .ω.
Let us set: R = StabGF (ν). The groups KI,d and T
I commute with one another. Moreover by
[BT72, 6.4.9] applied to KI,d in (MI)F and to Kτ in GF , we have: KI,d < Kτ . Therefore for
any k ∈KI,d, we have: k∗(tn∗µτ ) = tn∗(k∗µτ ) = tn∗µτ . By passing to the limit as n → +∞, the
previous paragraph implies that we have: KI,d < R.
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Let us pick a ∈ ΦI,−. The increasing family of affine half-apartments {tn.Da,m}n≥1 exhausts A.
Since tn.Da,m is the set of fixed-points of tnUa,mt
−1
n in A (1.1.2), we deduce that the valuation of
elements in tnUa,mt
−1
n goes to +∞ as n→ +∞. Let U
I,− be the unipotent radical of the parabolic
subgroup opposite PI with respect to T . The product map provides a T -equivariant isomorphism
of algebraic varieties
∏
a∈ΦI,+ U−a ≃ U
I,−. By the previous remark, lim
n→+∞
distX(Π
s, xm) = +∞
for each s∈S \ I implies at the group level that {tn}n≥1 is a contracting sequence on (U
I,−)F , i.e.
for any compact subset C in (U I,−)F and for any neighborhood Ω of the identity in (U
I,−)F , we
have: tnCt
−1
n ⊂ Ω for n >> 1.
Let f be a continuous function on F that is vanishing on FI . By definition of weak-∗ convergence,
we have:
ν(f) = lim
n→∞
∫
F
f(tnz) dµτ (z).
But by Lemma 5, for each index n ≥ 1 we have:∫
F
f(tnz) dµτ (z) =
∫
(U−)F .ω
f(tnz) dµτ (z).
For each z∈(U−)F .ω, the sequence {tn.z}n≥1 converges to some point in (U
−
I )F .ω, so the sequence
of functions {f ◦ tn}n≥1 simply converges to 0 on the big cell. Since µτ is of total mass 1, Lebesgue
dominated convergence theorem implies: lim
n→∞
∫
(U−)F .ω
f(tnz) dµτ (z) = 0, so ν(f) = 0 for each
f ∈C(F ) vanishing on FI . This finally implies: supp(ν) ⊂ FI .
At this stage, we already know that ν is fixed by KI,d and supported on FI . This implies that
supp(ν) is a (finite) union of KI,d-orbits in FI . These orbits are finite in number and the pull-back
of each of them under the orbit map (GI)F → FI of ω is Zariski dense in GI [BT72, 4.2.1]. This
implies that Supp(ν)
Z
= GI .ω, which is the first statement of (i). We also have: (T
I ⋉ U I)F < R
because (T I ⋉U I)F fixes pointwise FI . This implies that RI,d = KI,d · (T
I)F · (U
I)F < R, so that
(i) is now proved.
Note that conversely, we have: R < StabGF
(
Supp(ν)
Z)
, which by (i) implies R < (PI)F .
(ii). We now assume that σ is a vertex, i.e. that GI∩KI,d is a maximal compact subgroup of (GI)F .
We already know that: RI,d < R < (PI)F . Let us assume that there exists some r∈R \ RI,d. As
an element of (PI)F , this element can be written r = gtu with g∈ (GI)F , t∈ (T
I)F and u∈ (U
I)F .
Since tu∈R, we have: g ∈ (GI ∩ R) \ RI,d, which implies that GI ∩ R is strictly bigger than the
parahoric subgroup GI ∩KI,d of (GI)F . In view of the lattice structure of parahoric subgroups in
the affine Tits system of (GI)F , this implies that GI ∩KI,d contains a full simple factor of (GI)F .
The projection of ν on the flag variety of this factor would lead to an invariant probability measure
on the flag variety of a non-compact semisimple group. Since minimal parabolic subgroups are not
unimodular, this is impossible [Rag72, Lemma 1.4]. We finally have: R = RI,d. 
2.2.3. We now turn to the proof of the above convergence theorem (Theorem 3). With the notation
of 2.2.1, it is enough to show that D = DI,d, where D = lim
n→∞
Kxψ(n) . We start with a lower bound
for D with respect to the inclusion relation on closed subgroups in GF .
Lemma 7. The cluster value D contains DI,d.
Proof. We first show that the group D necessarily contains the unipotent radical (U I)F . Since
the product map provides a bijection:
∏
a∈ΦI,+ Ua ≃ U
I [BT72, 6.1.6], it is enough to show that
u ∈ D for any a ∈ ΦI,+ and any u ∈ (Ua)F . Let a ∈ Φ
I,+ and let u ∈ (Ua)F . By definition of
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a valuated root datum [BT72, 6.2.1], u belongs to a subgroup Ua,ϕa(u) of the filtration of (Ua)F
given by ϕa. Moreover there is a half-space Da,ϕa(u) of the apartment A, containing a translate
of Q, fixed by Ua,ϕa(u) and bounded by a wall whose direction is transverse to LI = 〈Q
I〉. Since
lim
n→+∞
dX(xψ(n),Π
s) = +∞ for each s ∈ S \ I, there is an index N ≥ 1 such that for any n ≥ N
we have: xψ(n) ∈ Da,ϕa(u). This is the geometric translation of the fact that Kxψ(n) contains
Ua,ϕa(u), hence u, for n ≥ N . This enables to see u as the limit of the sequence {gψ(n)}n≥N with
gψ(n) = u∈Kxn for each n ≥ N . By definition of geometric convergence, this implies u∈D.
We now show that the closed subgroup D necessarily contains the compact group KI,d. Let a be
a root in Φ(GI , TI): the direction ∂a contains LI . Let m ∈ Z be such that Da,m ⊃ p
−1
I (σ). For
n >> 1 the point xψ(n) lies in the closed half-apartment Da,m, so that Ua,m < Kvψ(n). As in the
previous paragraph, this shows that D contains Ua,m. Since the groups Ua,m with a and m as
above generate the parahoric subgroup GI ∩KI,d of GI [BT72, 6.4.9], we obtain: GI ∩KI,d < D.
Similarly, we see that: FixT I (p
−1
I (σ)) = FixT I (LI) lies in D. Finally, we have: KI,d < D since
KI,d = (GI ∩KI,d) · FixT I (LI). 
Thanks to the measure-theoretic results of 2.2.2, we also have an upper bound for D with respect
to the inclusion relation on closed subgroups in GF .
Lemma 8. The cluster value D is contained in RI,d.
Proof. Up to extracting again in order to have a convergent sequence of probability measures as
in 2.2.2, we may – and shall – assume that: lim
n→∞
Kxψ(n) = D and limn→∞
µxψ(n) = ν. Lebesgue’s
dominated convergence theorem then implies: D < StabGF (ν) [GJT98, Lemma 9.7]. If σ is a
vertex in XI , it remains to use Proposition 6 to conclude.
Otherwise, we note that RI,d is the intersection of the groups RI,d′ where d
′ varies over the families
of parameters defining a vertex in the closure of σ. Let us fix such a family of parameters d′,
defining a vertex v ∈ σ. Then for each n ≥ 1 there exists an element x′ψ(n) in the intersection of
the closure of the facet containing x′ψ(n) and of p
−1
I (v). For each n ≥ 1, we have: Kxψ(n) < Kx′ψ(n)
,
and up to extracting we may – and shall – assume that {Kx′
ψ(n)
}n≥1 converges for the Chabauty
topology to some closed subgroup D′ < GF . This group contains D, and by the first paragraph
dealing with the case of vertices in XI , we have: D
′ < RI,d′ . The conclusion follows by intersecting
over the vertices v in σ. 
The previous two lemmas show that we have:
(∗) DI,d = KI,d ⋉ (U
I)F < D < (KI,d · T
I)⋉ (U I)F = RI,d,
so it remains to show that the cluster value D = lim
n→∞
Kvψ(n) cannot be bigger than KI,d ⋉ (U
I)F .
By (∗), it is enough to show that T I ∩D < KI,d. Let G < GLm be an embedding of F -algebraic
groups.
Lemma 9. Let t∈D. Then any eigenvalue of t has absolute value 1.
Proof. By [PR94, Proposition 1.12], for any n ≥ 1 there exists gn ∈GLm(F ) such that we have:
Kxψ(n) < gnGLm(OF )g
−1
n . Using the definition of geometric convergence, we write: t = limn→∞
kn
with kn ∈Kxψ(n) for each n ≥ 1. Denoting by χM (x) the characteristic polynomial of a matrix
M ∈Mm×m(F ), we have: χkn(x) ∈ OF [x] for any n ≥ 1. Therefore, by passing to the limit we
obtain: χt(x) ∈ OF [x]. Let v0 denote the minimal valuation over Sp(t), the set of eigenvalues of
t counted with multiplicities, and let l denote the number of occurencies of v0 in Sp(t). We set:
13
χt(x) = x
m + a1x
m−1 + · · · + am. Since F is non-archimedean, we have: v(al) = l.v0, and since
χt(x)∈OF [x], we obtain: v0 ≥ 0, i.e. Sp(t) ⊂ O
×
F
. 
We can now conclude the proof of Theorem 3.
Proof. We keep the notation of the previous lemma. Let t ∈ T I ∩ D. Since t is a diagonalizable
matrix in GLm(F ), Lemma 9 implies that the subgroup 〈t〉 is relatively compact in GF . By the
Bruhat-Tits fixed-point lemma [BT72, Lemme 3.2.3], this implies that t fixes a point, say y, in
the building X. Let us call x the orthogonal projection of y onto the closed convex subset 〈QI〉
of X [BH99, II Proposition 2.4]. Since LI = 〈Q
I〉 is t-stable because t∈ T I , the uniqueness of x
implies that t fixes x. Since t acts as a translation on the affine space LI , we deduce that t fixes
LI pointwise. Finally, we have: t∈KI,d, and in view of the previous reductions this implies that
DI,d = KI,d⋉(U
I)F is the only cluster value of {Kvn}n≥1. This proves the desired convergence. 
2.3. Compactification of the vertices. Let K (GF ) denote the space of maximal compact sub-
groups in GF . Let K : x 7→ Kx denote the map assigning to a point x∈X its stabilizer Kx, i.e.
the parahoric subgroup StabGF (x).
2.3.1. The map (K |VX )
−1 establishes the one-to-one correspondence between maximal compact
subgroups of GF and vertices of its Euclidean building X, given by the Bruhat-Tits fixed-point
lemma [BT72, Lemme 3.2.3].
Proposition 10. The restriction
K |VX : VX → S (GF )
v 7→ Kv
of the above map K to the vertices of the Bruhat-Tits building X is a GF -equivariant topological
embedding of the set of vertices VX into the space of closed subgroups S (GF ) endowed with the
Chabauty uniform structure.
We can rephrase the proposition by saying that the subset K (GF ) of maximal compact subgroups
of GF is discrete for geometric convergence (2.1).
Proof. The GF -equivariance of K |VX is obvious, and so is the continuity since VX is discrete. The
injectivity is also clear since XKv = {v} for every vertex v. It remains to prove that (K |VX )
−1 is
continuous. Let {vn}n≥1 be a sequence of vertices such that the corresponding sequence {Kvn}n≥1
of maximal compact subgroups converges to some maximal compact subgroup Kv. We have to
show that lim
n→+∞
vn = v.
First, {vn}n≥1 is a bounded sequence in VX since otherwise we could extract a subsequence
{vϕ(n)}n≥1 going to infinity. Then we could extract again a subsequence as in Lemma 1: this
would lead to a contradiction with lim
n→+∞
Kvn = Kv since by Theorem 3 the latter subsequence
would converge to an unbounded limit group (2.2).
Now assume v′ = lim
n→+∞
vϕ(n) for some increasing map ϕ : N → N. By continuity we have:
lim
n→+∞
Kvϕ(n) = Kv′ . But the assumption limn→+∞
Kvn = Kv implies that Kv = Kv′ , hence v = v
′ by
injectivity of K |VX . This shows that v is the only cluster value of {vn}n≥1, which finally proves
the continuity of (K |VX )
−1. 
2.3.2. We can finally define the desired compactification of the set of vertices VX .
Definition. The closure of K (GF ) in the compact space S (GF ) is called the group-theoretic
compactification of the building X. We denote it by V
gp
X .
We note that for an arbitrary linear algebraic group G/F and for F of characteristic 0, we have:
K (GF ) 6= ∅ if, and only if, G/F is reductive [PR94, Proposition 3.15].
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2.3.3. We define the limit groups to be the cluster values of the sequences {Kxn}n≥1 where {xn}n≥1
is a sequence in the building X going to infinity. We denote by ∂gpX the set of limit groups.
Corollary 11. The set ∂gpX consists of the closed subgroups kDI,dk
−1 when k varies in K, I varies
over the proper subsets of the set of simple roots S, and d varies over the families of non-negative
real numbers indexed by I.
Proof. This is an easy combination of Lemma 1 and Corollary 4. 
The assignment x 7→ Kx is not a continuous map from X to S (GF ). Therefore geometrically, i.e.
as far as compactifications for X are involved, the only relevant limit groups are those arising from
sequences of maximal parahoric (equivalently, maximal compact) subgroups.
3. Geometric description of the compactification
We describe more precisely the compactification obtained in the previous section. We first compute
all stabilizers and single out a closed orbit GF -equivariantly homeomorphic to the flag variety F .
We also describe precisely the boundary of these compactifications. In the case when rkF (G) ≥ 2,
this provides a major difference between the geometric compactification and the group-theoretic one.
Finally we compare the group-theoretic compactification with the polyhedral one; since for vertices
they are the same, we can extend the group-theoretic compactification V
gp
X to a compactification
of the full Bruhat-Tits building X.
3.1. Stabilizers and orbits. We compute the isotropy groups and describe a specific closed orbit
for the GF -action on the boundary of V
gp
X .
3.1.1. Let us start with a lemma on Zariski closures of limit groups and of their normalizers. The
result is used to compute stabilizers.
Lemma 12. Let I be a subset of S and let d be a family of non-negative real numbers indexed by
I. The Zariski closure in G of any limit group DI,d, hence of any RI,d, is equal to the parabolic F -
subgroup PI . Therefore the family of the Zariski closures of the limit groups, or of their stabilizers,
coincides with the family of the parabolic proper F -subgroups of G.
Proof. Let B be the standard Iwahori subgroup. The rational points of the F -subgroup B
Z
contain
B, so they are of positive measure for any Haar measure on GF . By [Mar91, 2.5.3], this implies
B
Z
= G. This shows that if H is a semisimple simply connected group over F , then the fixator of
any facet in the Bruhat-Tits building of H/F is Zariski dense in H. It remains to apply this fact in
various Levi factors. Indeed, given DI,d, we have: GI ∩DI,d
Z
= GI ∩KId
Z
= GI . Together with
the Zariski density of the unique maximal compact subgroup of (T I)F in T
I , this finally implies:
DI,d
Z
= PI . The equality RI,d
Z
= PI is then clear since DI,d < RI,d < (PI)F . 
We see here a difference with the case of a semi-simple group over the real numbers. In the latter
case, a compact semi-group is the group of real points of an algebraic R-subgroup. This implies
that in the case of symmetric spaces, (the stabilizer of) any limit group is the group of real points
of an algebraic R-subgroup (in a suitable proper parabolic R-subgroup).
3.1.2. We can now compute the normalizer of each limit group for the GF -action by conjugation on
the space of closed subgroups S (GF ). This is slightly more general than computing the stabilizers
of the points of the GF -space V
gp
X .
Lemma 13. Let I be a subset of S and let d be a family of non-negative real numbers indexed by
I. We have: NGF (DI,d) = RI,d.
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Proof. Let us set R = NGF (DI,d). On the one hand, since conjugation by any g ∈ GF is an
algebraic automorphism of G, any r ∈ R stabilizes the Zariski closure DI,d
Z
. So by Lemma 12
and the fact that a parabolic subgroup is equal to its own normalizer [Bor91, 11.16], we obtain:
R < (PI)F . On the other hand, the group (T
I)F centralizes KI,d and normalizes U
I , so R contains
RI,d = DI,d · (T
I)F . At this stage we have: RI,d < R < (PI)F . It remains to show that R is not
bigger than RI,d. Since PI = (GI ·T
I)⋉U I and (T I ⋉U I)F < R, it is enough to show that R∩GI
is equal to KI,d ∩GI . The latter group is a parahoric subgroup of (GI)F , i.e. a parabolic subgroup
of the affine Tits system of parahoric subgroups in (GI)F [BT72, §2]. Therefore KI,d ∩GI is equal
to its normalizer in (GI)F [Bou81, IV.2 Proposition 4]. The group R ∩ GI normalizes DI,d ∩ GI .
Since DI,d ∩GI = KI,d ∩GI , this finally proves: R ∩GI < KI,d ∩GI . 
3.1.3. The GF -orbit described below will turn out to be the unique closed orbit in V
gp
X .
Lemma 14. The GF -orbit of the limit group D∅ is closed and GF -homeomorphic to the Furstenberg
boundary F .
Proof. We have: D∅ = K∅⋉ UF with K∅ = [M,M ]F · Tcpt and U = Ru(P ), and where Tcpt is the
unique maximal compact subgroup of TF . The orbit map GF → S (GF ) attached to D∅ under
the GF -action by conjugation, i.e. the map g 7→ gD∅g
−1 factorizes through the quotient map
GF → GF /PF , since by Lemma 13 for I = ∅ we have: NGF (D∅) = PF . The conclusion follows
from the compactness of F . 
3.2. Euclidean buildings in the boundary. In this subsection we fix I a proper subset of
the set of simple roots S of Φ = Φ(T,G). The choices of T , P and I determine a standard
parabolic F -subgroup PI , together with the reductive Levi factor MI and the semisimple Levi
factor GI = [MI ,MI ]. Recall that we have: PI =MI ⋉U
I = (GI ·T
I)⋉U I . We denote by (T I)cpt
the unique maximal compact subgroup of the F -split torus (T I)F .
3.2.1. On the one hand, we can introduce the Bruhat-Tits building XI of the semisimple F -group
GI . We can also apply the compactification procedure of 2.3 to XI : we obtain the group-theoretic
compactification V
gp
XI . This is a closed subset of the compact set S
(
(GI)F
)
of closed subgroups
of (GI)F . In this situation limit groups are given, up to conjugation, by subsets J of the set of
simple roots I of GI and families of non-negative real parameters d indexed by J . By Theorem 3, a
maximal limit group is of the form DJ,d∩GI = (KJ,d∩GI)⋉(U
J ∩GI)F , where KJ,d is the maximal
compact subgroup of the reductive Levi factor (MJ )F which is determined by the parameters d.
We denote such a limit group by DJ⊂I,d. To sum up, the boundary of V
gp
XI is the following set of
maximal limit groups in (GI)F :
{k.DJ⊂I,d.k
−1 : k∈(Ko ∩GI), J ⊂ I and d non-negative real parameters indexed by J}.
On the other hand, by [BT72, 7.6] there is a non-essential realization of XI in the building X
of G/F (1.2). The apartment A (resp. the Weyl chamber Q, the alcove c) in X determines an
apartment AI (resp. a Weyl chamber QI , an alcove cI) in XI . The vertices of the standard alcove
cI are affine subspaces of the apartment A; they determine limit groups in the closure of the Weyl
chamber Q. We denote the latter groups by DI,d0 , DI,d1 , ... DI,d|I| , and we denote by YI the union
of the (GI)F -orbits of the limit groups DI,di in S (GF ) when i ranges over {0; 1; ... |I |}.
We want to show that the closure of YI in V
gp
X is (GI)F -equivariantly homeomorphic to V
gp
XI .
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3.2.2. The connection is given by the map:
ϕI : S
(
(GI)F
)
→ S
(
(PI)F
)
⊂ S (GF )
H 7→ (H · (T I)cpt)⋉ (U
I)F ,
where S
(
(PI)F
)
is the set of closed subgroups in (PI)F . Note that ϕI goes from the natural
ambient compact space of the compactification V
gp
XI to the natural ambient compact space of the
compactification V
gp
X .
Lemma 15. The map ϕI is continuous and (GI)F -equivariant. It is injective on the subset of closed
subgroups of (GI)F containing Z(GI)F , therefore it induces a homeomorphism from the latter space
onto its image in S (GF ).
Proof. Injectivity. Let qI be the natural quotient map PI → PI/R(PI). Note that we have:
Ker(qI |GF ) = Z(GI)F . For H∈S
(
(GI)F
)
, we have: (qI ◦ϕI)(H) = qI
(
H ·(T I)cpt ·(U
I)F
)
= qI(H).
If H, H ′ ∈ S
(
(GI)F
)
are such that ϕI(H) = ϕI(H
′), then qI(H) = qI(H
′), so we finally have:
H · Z(GI)F = (qI |GF )
−1
(
qI(H)
)
= (qI |GF )
−1
(
qI(H
′)
)
= H ′ · Z(GI)F .
Continuity. Let us assume that we have: lim
n→∞
Hn = H in S
(
(GI)F
)
. Let g ∈ ϕI(H). Then
we can write: g = htu, with h ∈ H, t ∈ (T I)cpt and u ∈ (U
I)F . Since lim
n→∞
Hn = H, we can
write: h = lim
n→∞
hn with hn ∈ Hn for each n ≥ 1. This enables to write: g = lim
n→∞
gn with
gn ∈ ϕI(Hn) for each n ≥ 1. Now let {nj}j≥1 be an increasing sequence of integers, and let
gnj ∈ϕI(Hnj) converge in GF to some element g. We have to show that g∈ϕI(H). We can write:
gnj = hnj .tnj .unj with hnj ∈Hnj , tnj ∈ (T
I)cpt and unj ∈ (U
I)F . Since for every j ≥ 1 we have:
ϕI(Hnj ) < (PI)F = (MI)F ⋉ (U
I)F , the convergence of {gnj}j≥1 implies that of {unj}j≥1 in (U
I)F ,
and (up to extracting) that of {tnj}j≥1 in (T
I)cpt. This implies the convergence of {hnj}j≥1. Since
lim
n→∞
Hn = H, the limit belongs to H, and we have: g∈ϕI(H). This proves lim
n→∞
ϕI(Hn) = ϕI(H),
hence the continuity of ϕI .
Equivariance. Let g∈ (GI)F and let H be a closed subgroup of (GI)F . Since g normalizes U
I and
centralizes T I , we have:
ϕI(gHg
−1) = gHg−1 · g(T I)cptg
−1 · g(U I)F g
−1 = g
(
H · (T I)cpt · (U
I)F
)
g−1 = gϕI(H)g
−1,
which proves the desired equivariance. 
3.2.3. We can restrict the previous lemma to sets of closed subgroups corresponding to compacti-
fications. When rkF (G) > 1, this shows that the group-theoretic compactification of X is different
from the geometric compactification of the Bruhat-Tits building X. In the latter compactification,
the asymptotic boundary ∂∞X is a geometric realization of the spherical building of G/F ; this
spherical building reflects the combinatorics of the Tits system of the parabolic F -subgroups of G.
In the former one, the boundary contains infinitely many Euclidean buildings:
Theorem 16. Let I be a proper subset of the set of simple roots S of G.
(i) The map ϕI restricts to a (GI)F -equivariant homeomorphism from the group-theoretic com-
pactification V
gp
XI onto the closure YI
gp
of YI in the boundary of V
gp
X .
(ii) For any proper parabolic F -subgroup Q in G, the group-theoretic compactification of the
Bruhat-Tits building of the reductive F -group Q/Ru(Q) naturally sits in the boundary of
the compactification V
gp
X .
(iii) For any group D ∈ V
gp
X there is a sequence {gn}n≥1 in GF such that limn→∞
gnDgn
−1 exists
and lies in the closed orbit F = {gD∅g
−1}g∈GF .
(iv) The maximal Furstenberg boundary F ≃ GF /PF is the only closed GF -orbit in V
gp
X .
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Proof. (i). Let J be a subset of I and d be a family of non-negative real numbers indexed by J . We
have: ϕI(DJ⊂I,d) =
(
(KJ,d ∩GI)⋉ (U
J ∩GI)F
)
·
(
(T I)cpt ⋉ (U
I)F
)
. Since T I centralizes GI , this
group is also
(
(KJ,d ∩GI) · (T
I)cpt
)
⋉
(
(UJ ∩GI)F · (U
I)F
)
. Since (KJ,d ∩GI) · (T
I)cpt = KJ,d and
(UJ ∩GI) · (U
I) = UJ , this finally proves that ϕI(DJ⊂I,d) is equal to the maximal limit group DJ,d
of GF . This shows that ϕI(V
gp
XI
) is contained in V
gp
X ∩S
(
(PI)F
)
, and that the preimage ϕ−1I (DJ,d)
is compact in (GI)F if, and only if, J = I; in which case it is a maximal compact subgroup of
(GI)F .
By definition, YI is the union of the (GI)F -conjugacy classes of the maximal limit groups DI,d0 ,
DI,d1 , ... DI,d|I| (3.2.1), and the groups ϕ
−1
I (DI,d0), ϕ
−1
I (DI,d1), ... ϕ
−1
I (DI,d|I|) provide a complete
system of representatives for the (GI)F -conjugacy classes of maximal compact subgroups in (GI)F .
We have: YI ⊂ ϕI(V
gp
XI ), and by compactness of V
gp
XI and continuity of ϕI (Lemma 15), it follows
that YI
gp
⊂ ϕI(V
gp
XI
). Therefore, in order to prove (i) it remains to prove the converse inclusion.
Let D ∈ V
gp
XI . By definition of a group-theoretic compactification, we have: D = limn→∞
K ′n, where
K ′n is a maximal compact subgroup of (GI)F . By the first remark of the paragraph, for each n ≥ 1
we can write: K ′n = gnϕ
−1
I (DI,di(n))g
−1
n with gn ∈ (GI)F and i(n)∈{0; 1; ... | I |}. By equivariance
and continuity of ϕI , we have: ϕI(D) = lim
n→∞
gnDI,di(n)g
−1
n , which proves the desired inclusion.
(ii). Since the Bruhat-Tits building of a semisimple F -group is the building of its simply connected
covering F -group, (ii) follows from (i) by conjugating by a suitable element in Ko.
(iii). For a suitable element k∈Ko, the conjugate kDk
−1 lies in the group-theoretic compactification
of the apartment A attached to T . Let t∈TF be a regular element such that the vertex t.o lies in
the Weyl chamber Q. By Theorem 3 we have: lim
n→∞
tnkDk−1t−n = D∅, so we can take gn = t
nk.
(iv) follows directly from Lemma 13 and the previous paragraph. 
Let g ∈ (GI)F and u ∈ (U
I)F . We have: u.g(U
I)F .u
−1 = g.(g−1ug).(U I)F .u
−1. But since U I is
normalized by GI , this implies that u stabilizes the class g(U
I)F . It follows that we have:
u.
(
gKI,dg
−1 ⋉ (U I)F
)
.u−1 = u.
( ⋃
h∈gKI,dg−1
h.(U I)F
)
.u−1 =
⋃
h∈gKI,dg−1
h.(U I)F = gKI,dg
−1 ⋉ (U I)F .
This proves that the action by conjugation of the unipotent radical (U I)F on the limit groups of
GF contained in ϕI(V
gp
XI ) is trivial. Even more simply, the fact that T
I and GI commute with one
another implies that the action by conjugation of the torus (T I)F on the same subgroups is trivial.
To sum up, we have:
Lemma 17. The group (PI)F acts on ϕI(V
gp
XI
) via the projection map PI → GI . 
The lemma implies in particular that the (PI)F -action on ϕI(V
gp
XI ) is type-preserving.
3.3. Polyhedral compactification. In this subsection, we use a compactification procedure de-
fined in terms of the very definition of Bruhat-Tits buildings, i.e. by gluings. This construction is
analogous to the case of symmetric spaces. We show in Theorem 20 that, loosely speaking, the glu-
ing procedure for the polyhedral compactification eventually amounts to filling in the vertices left
empty by the group-theoretic procedure. Conversely, the Chabauty topology viewpoint provides a
concrete approach to the polyhedral compactification.
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3.3.1. The polyhedral compactification of Bruhat-Tits buildings is defined in [Lan96, §14].
The first step of the construction consists in compactifying an apartment, say A, by replacing
Weyl chambers by corners [Lan96, §2]. This is done by using the combinatorics of the root system
Φ associated to the maximal F -split torus T defining A [Lan96, 2.9]. We call the so-obtained
compactification the polyhedral compactification of A, and we denote it by A
pol
. In order to describe
it topologically, let us denote by Q
pol
the closure of the Weyl chamber Q in A
pol
, and let S be
the set of simple roots in Φ defined by Q. The points of Q
pol
are in bijection with the families of
parameters d = {ds}s∈S indexed by S with values in [0;+∞]. The topology on [0;+∞] extends the
natural one on [0;+∞) by taking the intervals [t,+∞), t ≥ 0, as a basis of neighborhoods of +∞.
To d is attached the subset I(d) of S by setting: s∈ I(d)⇔ ds < +∞. For each subset I of S, we
set: QI = {d : I(d) = I}. Set-theoretically, we have: Q
pol
=
⊔
I⊂S QI . The families d all of whose
parameters are real numbers, i.e. those for which I(d) = S, parametrize the points of Q
X
. In this
case the parameter ds corresponds to the distance to the face Π
s of Q
X
, where ∂∞Π
s is the panel
of type s of ∂∞Q in the spherical building at infinity ∂∞X. A sequence {dn}n≥1 converges to d if,
and only if, for each s∈S we have: lim
n→∞
ds,n = ds in [0;+∞]. For instance, any sequence {dn}n≥1
such that lim
n→∞
ds,n = +∞ for each s∈S, converges to the unique point of Q∅. Note that in the
case of a sequence of vertices in Q
X
, we obtain the same picture as the one given by convergence
of vertices of Q
X
in the group-theoretic compactification V
gp
X (Theorem 3).
In the second step of the compactification, one attaches two groups Px and Ux to each point x∈A
pol
.
Let us rephrase geometrically the definitions of Ux and Px when x ∈Q
pol
. We denote by d the
parameters associated to x.
Definition. For each root a∈Φ and each x∈A
pol
, we denote by Ua,x the biggest subgroup of (Ua)F
fixing x.
Geometrically, the fixed-point set of Ua,x in A is the smallest half-apartement bounded by a wall of
direction ∂a whose closure in A
pol
contains x. If a∈ΦI(d) then Ua,x is a non-trivial proper subgroup
of the filtration of (Ua)F given by the valuation of the root datum associated to the vertex o. If
a 6∈ ΦI(d) then Ua,x = {1} when a is a negative root, and Ua,x = (Ua)F when a is positive.
We further denote by Nx the fixator of x in StabGF (A) = NG(T )F . If x∈A then Nx is a compact
extension of the finite group Wx by FixGF (A) = ZG(T )cpt, where Wx is the stabilizer of x in the
affine Weyl group action on A. If x ∈ A
pol
\ A, then I(d) ( S and the finite parameters in d
determine a unique point, say xI , in the Weyl chamber pI(Q) in the standard apartment of the
Euclidean building XI of (GI)/F . In this case, the group Nx is the commutative product of the
compact fixator of xI in Stab(GI )F
(
pI(A)
)
by the torus (T I(d))F . In other words, we reduce the
case x∈A
pol
\ A to the case x∈A by passing to a Levi factor, and then add a non compact factor
corresponding translations orthogonal to the apartment of the Levi factor. The definitions below
are taken from [Lan96, 12.4].
Definition. The group Ux is defined to be the group generated by the groups Ua,x when a varies in
Φ, and the group Px is defined to be the group generated by Ux and Nx.
For an arbitrary x, the group Px turns out to be the stabilizer of x in GF once X
pol
is defined
[Lan96, 14.4 (i)]. If x ∈A then Px is equal to the parahoric subgroup Kx. Otherwise, since the
normalizer of TF , i.e. the stabilizer of A, is transitive on the Weyl chambers with tip o, we may –
and shall – assume that x∈Q
pol
\Q, and the situation is described as follows.
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Lemma 18. Let x∈Q
pol
\Q and let d be the parameters corresponding to x, with I ( S. Then:
(i) the limit group DI(d),d is equal to the group Ux · ZG(T )cpt;
(ii) its normalizer RI(d),d is equal to the group Px.
In this lemma the understatement is that in the index I(d),d we see d as a family of non-negative
real numbers indexed by I(d), i.e. we forget the infinite parameters of d.
Proof. (ii). By [Lan96, 12.6] we can write: Px = U
−
x U
+
x Nx, and by [Lan96, 12.5 (ii)] we can write:
U+x = U
+
I(d),x · U
I(d),+
x , where U
+
I(d),x (resp. U
I(d),+
x ) is generated by the groups Ua,x with a∈Φ
+
I(d)
(resp. a ∈ ΦI(d),+). It follows from the discussion after the definition of Ua,x that U
I(d),+ is the
full unipotent radical of the parabolic subgroup (PI)F . Morevover we have: U
−
x = U
−
I(d),x where
U−I(d),x is generated by the groups Ua,x with a ∈ Φ
−
I(d). This implies that U
−
I(d),xU
+
I(d),xNx lies in
the reductive Levi factor (MI)F so we can write Px = (U
−
I(d),xU
+
I(d),xNx) · (U
I(d))F . But it follows
from the description of parahoric subgroups in (GI)F [BT72, 6.4.9] and the description of Nx,
that U−I(d),xU
+
I(d),xNx is a group, namely the product of (T
I(d))F and of the parahoric subgroup
GI ∩KI(d),d of (GI)F . This finally implies: Px = (KI(d),d · (T
I(d))F )⋉ (U
I(d))F .
(i). By [Lan96, 12.5 (iii)], we have: Ux = U
−
x U
+
x (Nx ∩ Ux). Arguing as for (ii), we obtain:
Ux =
(
U−I(d),xU
+
I(d),x(Nx ∩ Ux)
)
· (U I(d))F . Multiplying by the pointwise fixator of A provides:
Ux ·ZG(T )cpt =
(
U−
I(d),x
U+
I(d),x
(Nx∩Ux)ZG(T )cpt
)
·(U I(d))F . By the description of (Nx∩Ux) given in
[Lan96, 12.5 (iv)], it follows that the group U−I(d),xU
+
I(d),x(Nx∩Ux)ZG(T )cpt is the parahoric sugbroup
KI(d),d of the reductive Levi factor (MI)F , so finally: Ux · ZG(T )cpt = KI(d),d ⋉ (U
I(d))F . 
The last step to define the polyhedral compactification consists in extending the equivalence relation
(R) used in [BT72, 7.4.2] to define X. The polyhedral compactification X
pol
is
GF ×A
pol
∼∗
, where
∼∗ is a suitable extension of (R) involving the groups Ux [Lan96, 14.2] and where x runs over A
pol
.
3.3.2. As pointed out to us by A. Werner, in order to use the polyhedral compactification X
pol
,
we need to fix the proof of [Lan96, 14.11]. In terms of Bruhat cells, the mistake amounts to saying
that a sequence of points of the big cell ΩF = (U
− · ZG(T ) · U
+)F , converging in GF , has its limit
in ΩF (while ΩF is open and dense in GF ). Here is the statement.
Proposition 19. Let {xn}n≥1 be a sequence in the compactification A
pol
of the apartment A. Let
{gn}n≥1 be a sequence in GF with gn∈Pxn for each index n ≥ 1. We assume that {gn}n≥1 converges
to some g∈GF and that {xn}n≥1 converges to some x∈A
pol
. Then, we have: g∈Px.
The proof uses the following reformulation of the proposition: let {xn}n≥1 be a sequence of A
pol
converging to x; then Px contains any Chabauty cluster value of {Pxn}n≥1.
Proof. Recall that we have a finite disjoint union decomposition: Q
pol
=
⊔
I⊂S QI (3.3.1), so there
is a subset J of S such that x ∈QJ ; and up to extracting a subsequence, we may – and shall –
assume that for each n ≥ 1, we have: xn∈QI for some subset I of S. In view of the topology on
Q
pol
, we have: J ⊂ I. Let us denote by dn (resp. by d) the parameters of the point xn (resp. of
x). We have: I(dn) = I for each n ≥ 1. By Lemma 18, the sequence {Pxn}n≥1 is nothing else than
the sequence {RI,dn}n≥1, and Px = RJ,d. We see QI as the standard Weyl chamber pI(Q) in the
building XI of the semisimple Levi factor GI .
Up to extracting a subsequence, we may – and shall – assume that there exists a closed subgroup
R < (PI)F such that {RI,dn}n≥1 converges to R for the Chabauty topology on the closed subgroups
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of (PI)F . We have: g∈R, so it is enough to show that R < RJ,d. Replacing G by its Levi factor GI ,
we are reduced to a convergence problem similar to that of 2.2, except that this time we consider
sequences of extensions of parahoric subgroups of (GI)F by the radical R(PI)F . Moreover the
sequence {xn}n≥1 is not a priori a J-canonical sequence in QI but since the facet of pJ(QI) = QJ
containing x lies in finitely many closures of facets, we are reduced to this case (possibly after
extracting again a subsequence). Let σ be the facet of QJ containing x, and let τ be the facet of
QJ defined by the J-canonical sequence {xn}n≥1 and such that τ ⊃ σ. We are only interested in an
upper bound for inclusion of R, i.e. in the analogue of Lemma 8. Since R(PI)F = (T
I)F ⋉ (U
I)F
acts trivially on the Furstenberg boundary FI = (GI)F .ω, we can use probability measures on FI
as in the proof of Proposition 6. If d′ is a family of parameters indexed by J and determining a
point in τ , then arguing as in the proof of Lemma 8, we obtain: R < RJ,d′ . The inclusion τ ⊃ σ
implies: RJ,d′ < RJ,d, so we finally obtain: R < RJ,d. 
3.3.3. Let us now define a map from the polyhedral compactification to the group-theoretic one.
Let x∈X
pol
and let Qx denote the parabolic F -subgroup Px
Z
(Lemma 18). We denote by X∗(Qx)F
the abelian group of algebraic characters of Qx defined over F . For each χ ∈ X
∗(Qx)F , we set:
χ =
(
|−|F ◦χ |Px
)
: Px → R
×
+ .
Definition. We denote by Dx the intersection of all the kernels of the continuous characters χ of
Px when χ varies over X
∗(Qx)F , i.e. Dx =
⋂
ξ∈X∗(Qx)F
χ.
Assume that x∈Q
pol
is defined by I and the parameters d, so that Px = RI,d and Qx = PI . Then
for g∈PI and χ∈X
∗(PI)F , we have: χ(g) = χ(t) where g = htu with h∈GI , t∈T
I and u∈U I . If
we choose g in RI,d, i.e. if h∈KI,d ∩GI , t∈ (T
I)F and u∈ (U
I)F , then this equality implies that
g belongs to Dx if, and only if, t∈ (T
I)cpt. In other words, when x∈Q
pol
the group Dx coincides
with DI,d.
Definition. We denote by V
pol
X the closure of the set of vertices VX in the polyhedral compactifica-
tion X
pol
.
It follows from the Cartan decomposition that convergence of sequences in a compactification
is basically described thanks to sequences in a given Weyl chamber. Therefore, in view of the
comparison between the Chabauty convergence of parahoric subgroups as described by Theorem 3
and the very definition of the polyhedral compactification of an apartment (3.3.1), the identification
below is not surprising.
Theorem 20. Let G be a semisimple simply connected group defined over a non-archimedean
local field F . Let X be the corresponding Bruhat-Tits building. Then the map D : x 7→ Dx
establishes a GF -equivariant homeomorphism between the polyhedral compactification V
pol
X and the
group-theoretic compactification V
gp
X .
Proof. Since the stabilizer map x 7→ Px = StabGF (x) is GF -equivariant, the map D is GF -
equivariant by definition of Dx in Px. Moreover a maximal limit group DI,d is the image by
D of the point in Q
pol
defined by the parameters (I, d). By equivariance, this implies that D is
surjective.
Let x, y∈V
pol
X be such that Dx = Dy. There exists g∈GF such that x, y∈g.A
pol
[Lan96, 14.7], so
we are reduced to the case when x, y∈A
pol
and Dx = Dy. In fact, using a suitable n∈NG(T )F , we
may – and shall – even assume that x∈Q
pol
, y∈A
pol
and Dx = Dy. Let us denote by I the subset
of S such that x∈QI , and let w be the element of the spherical Weyl group such that y∈w.Q
pol
.
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From x ∈QI , we deduce that Dx
Z
is the standard parabolic subgroup PI , and from y ∈ w.Q
pol
we deduce that Dy
Z
contains the minimal parabolic subgroup wPw−1. The equality Dx
Z
= Dy
Z
finally implies that Dy
Z
= wPIw
−1 and that w lies in the Weyl group WI of PI . In particular, we
have: y∈WI .QI , so y lies in pI(A). By the description of the limit groups it follows that x and y
are contained in the same facet of the apartment pI(A) in the building XI . If x and y are both in
V
pol
X , this implies x = y, which proves the injectivity of D .
At this stage, we know that D is a GF -equivariant bijection V
pol
X ≃ V
gp
X . By compactness, it
remains to show that D is continuous. Let {xn}n≥1 be a sequence in V
pol
X converging to some point
x. We can write xn = kn.qn with kn∈Ko and qn∈Q
pol
for each n ≥ 1 [Lan96, 14.18]. We have to
show that Dx is the only Chabauty cluster value of {Dxn}n≥1. Let D = lim
j→∞
Dxnj be such a cluster
value. We may – and shall – assume that {knj}j≥1 and {qnj}j≥1 are such that lim
j→∞
knj = k in Ko
and lim
j→∞
qnj = q in Q
pol
. By continuity of the GF -action on X
pol
[Lan96, 14.31], we have: x = k.q,
and the equivariance of D implies that D = kDqk
−1 and Dxnj = knjDqnj k
−1
nj . By continuity of the
GF -action by conjugation on S (GF ), it is enough to show that {Dqnj }j≥1 converges to Dq in the
Chabauty topology.
Let us denote by d the parameters of q and by dnj the parameters of qnj . By the finite disjoint union
decomposition: Q
pol
=
⊔
I⊂S QI (3.3.1), there exists J ⊂ S such that x∈QJ . Up to extracting a
subsequence, we may – and shall – assume that for each j ≥ 1, we have: qnj ∈QI for some I ⊂ S
such that J ⊂ I. We have: Dq = DJ,d, and Dqnj = DI,dnj
for any index j ≥ 1. In particular, we
have: Dqnj < RI,dnj
= StabGF (qnj), so applying Proposition 19 we obtain an upper for D with
respect to inclusion of closed subgroups: D < RJ,d. Then arguing geometrically as in Lemma 7
shows that we also have a lower bound: DJ,d < D. Since RJ,d = DJ,d · (T
J)F , it remains to show
that D ∩ T J < KJ,d. First we apply Lemma 9 to see that (in a linear F -embedding G < GLm)
any element in each limit group DI,dnj
has all its eigenvalues of absolute value equal to 1. Then
the proof of Lemma 9 itself shows that the same property holds for any element of the group D.
Arguing as in the final part in the proof of Theorem 3, we conclude that T J ∩ D < KJ,d. This
finally proves that Dq is the only cluster value of {Dqnj }j≥1. 
It was already known for the polyhedral compactification that the Bruhat-Tits buildings of the
semisimple quotients of the proper parabolic F -subgroups of G naturally sit in the boundary of
X
pol
[Lan96, 14.21]. The combination of Theorem 20 and of Theorem 16 enables to prove it
in a natural way. The limit groups contained in a given parabolic subgroup Q/F , once divided
out by the unipotent radical Ru(Q)F , are the closed subgroups appearing in the group-theoretic
compactification of the Euclidean building of Q/Ru(Q). Checking that both topologies coincide
(the one from the big ambient compactification V
gp
X and the one from the Chabauty topology on
the closed subgroups of QF ) amounts to computing convergence of sequences of limit groups by the
same techniques as those used to compute convergence of sequences of maximal compact subgroups.
Definition. Let X be the Bruhat-Tits building of a simply connected semisimple F -group G.
(i) We call Euclidean or Bruhat-Tits building at infinity of X
pol
, or of V
gp
X , the building of the
semisimple quotient of some proper parabolic F -subgroup of G, embedded as in the previous
subsection.
(ii) We call facet of X
pol
, or of V
gp
X , any facet in X or in a Euclidean building at infinity of
the compactification under consideration.
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There is a criterion in terms of stabilizers to decide whether two points lie in the same Euclidean
building, or in the same facet, of X
pol
.
Proposition 21. Let x and y be points in X
pol
.
(i) The groups Px and Py are commensurable if, and only if, they have the same Zariski closure.
Geometrically, this amounts for x and y to being in the same Bruhat-Tits building.
(ii) The same holds with Px and Py replaced by Dx and Dy, respectively.
(iii) We have: Px = Py if, and only if, Dx = Dy; geometrically, this amounts for x and y to
being in the same facet of X
pol
.
Proof. (i). Combining Lemma 18 and Lemma 12, we know that the Zariski closures Px
Z
and Py
Z
are
parabolic F -subgroups, hence are connected. If Px and Py are commensurable, then so are Px
Z
and
Py
Z
, and connectedness for the Zariski topology implies: Px
Z
= Py
Z
. Conversely, if Px
Z
= Py
Z
,
then we denote by Q this Zariski closure, and by p : Q → Q/R(Q) the quotient map dividing by
the radical. The groups p(Px) and p(Py) are open and compact in the same topological group, so
they are commensurable, and it remains to note that Px = p
−1
(
p(Px)) and Py = p
−1
(
p(Py)). This
proves (i), and (ii) is proved similarly.
(iii). The first equivalence follows from the equalities: Px = NGF (Dx) and Dx = Ker(∆Px). One
implication of the remaining equivalence is clear, while the other is proved in the second paragraph
of the proof of Theorem 20 (injectivity of D). 
4. The case of trees
We define the group-theoretic compactification of a locally finite tree X using the Chabauty topol-
ogy on the closed subgroups of a sufficiently transitive automorphism group G. Trees provide an
example for what was done in the previous sections, but results in this section also settle the initial
step of induction arguments used in the next section. Note that here, the tree X is only assumed
to admit a big (i.e. locally ∞-transitive) automorphism group. In particular, it needn’t come from
a rank-one algebraic group over a local field (e.g. it may be a homogeneous tree of valency 7).
4.1. Combinatorics of locally ∞-transitive groups. The full automorphism group Aut(X) is
endowed with the topology of uniform convergence on finite subsets [FTN91, I.4]. A basis of this
topology consists of the subsets UY (g) ⊂ Aut(X), where:
Y ⊂ X is finite, g∈Aut(X) and UY (g) = {h∈Aut(X) : g |Y = h |Y }.
The topology is locally compact and totally disconnected.
4.1.1. Rather than studying the only group Aut(X), we consider a wider class of closed non-
discrete subgroups defined in [BM00]. We denote by S(v, n) the sphere of radius n centered at v
and by B(v, n) the ball of same radius and center. We denote by Kv the stabilizer StabG(v).
Definition. A subgroup of tree automorphisms G < Aut(X) is called locally ∞-transitive if for
any vertex v∈X and any radius n, the group Kv is transitive on S(v, n).
Each vertex v has a type τv∈{0; 1} so that two adjacent vertices v and w are such that τv 6= τw. From
now on, we assume that the tree X admits a closed locally∞-transitive group G of automorphisms.
This implies in particular that X is semi-homogeneous, i.e. there are at most two possible valencies
(one for each type of vertex). We also assume that the group G is type-preserving, which can be
done after passing to a subgroup of index at most 2. The maximal compact subgroups in G are
the vertex fixators; they are open. We will use the following transitivity properties [BM00, Lemma
3.1.1].
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Lemma 22. Let X be a locally finite tree and let G < Aut(X) be a closed subgroup of tree auto-
morphisms. The following are equivalent.
(i) The group G is locally ∞-transitive.
(ii) For every vertex v∈X, the group Kv is transitive on ∂∞X.
(iii) The group G is non-compact and transitive on ∂∞X.
(iv) The group G is 2-transitive on ∂∞X. 
4.1.2. These transitivity properties have deep combinatorial consequences. To state this, we let
G be a closed locally ∞-transitive subgroup of Aut(X). We choose a geodesic line L (defining two
boundary points ξ, η∈∂∞X) and an edge E = [v; v
′] in L (defining two adjacent vertices v and v′).
We set: Pξ = FixG(ξ), NL = StabG(L) and BE = FixG(E).
Lemma 23. There exists sv∈G (resp. sv′ ∈G) fixing v (resp. v
′) and switching ξ and η, so that:
(i) the quadruple (G,Pξ , NL, {sv}) is a spherical Tits system with Weyl group Z/2Z;
(ii) the quadruple (G,BE , NL, {sv ; sv′}) is an affine Tits system with Weyl group D∞.
Recall that D∞ is the infinite dihedral group.
Proof. We prove the existence of a suitable symmetry sv as above. For any radius n∈N, by local
∞-transitivity there exists gn∈G whose restriction to B(v, n) is a symmetry sv around v stabilizing
the diameter [x;x′] = L ∩ B(v, n): first use transitivity on S(v, n) to get g′n∈Kv sending x on x
′;
then use the sphere centered at x′ and of radius twice bigger to get g′′n ∈Kv sending g
′
nx
′ on x.
The automorphism gn = g
′′
ng
′
n is an approximation of sv on B(v, n). All the elements gn are in the
compact subgroup Kv, so the sequence {gn}n∈N admits a cluster value which can be chosen for sv.
The same argument works for v′.
(i). We prove the axioms (T1)-(T4) of a Tits system [Bou81, IV.2]. We already know that there is
an element s∈N switching ξ and η since we can choose sv or sv′ . (We can also use 2-transitivity
of G on ∂∞X.) Let g∈G. Assume that g.ξ 6= ξ. Then, by 2-transitivity of G on ∂∞X, there exists
p ∈ Pξ such that p
−1g.ξ = η, which implies sp−1g.ξ = ξ. This proves the Bruhat decomposition
G = Pξ ⊔ PξsPξ, which implies the first half of (T1): G = 〈Pξ , s〉, as well as (T3). Axiom (T4) is
clear since sPξs
−1 = FixG(η) 6= Pξ. The group Pξ ∩ NL is nothing else than the pointwise fixator
of {ξ; η}: it is normal in the global stabilizer NL. This implies the second half of (T1), and (T2).
(ii). The tree X is a building with Weyl group D∞; its apartments are the geodesic lines and its
chambers are the edges. The group NL contains the reflections sv and sv′ , so it is transitive on
the edges in L. Combined with the 2-transitivity of G on ∂∞X, this implies the transitivity of G
on pairs of edges at given distance. Therefore G acts strongly transitively on X with respect to L,
which implies (ii) by [Ron89, Theorem 5.2]. 
4.1.3. As a consequence Kv is a parabolic subgroup (in the combinatorial sense) of the affine Tits
system of (ii): Kv = BE ⊔BEsvBE . Moreover by irreducibility of both Weyl groups, Pξ and Kv
are maximal subgroups of G [Bou81, IV.2]. After defining some additional subgroups, we obtain
further decompositions of G and of some subgroups.
Definition. Let ξ∈∂∞X and let τ be a hyperbolic translation of step 2.
(i) We denote by Dξ the subgroup of Pξ stabilizing each horosphere centered at ξ.
(ii) We set Tτ = 〈τ〉 and we denote by T
+
τ the semigroup {τ
n}n≥0.
For Bruhat-Tits buildings, there is a dictionary between apartments and maximal split tori. The
definition of the subgroup T here (i.e. the analogue of a maximal split torus) not only depends
on the choice of the geodesic line L, but also on that of τ . Nevertheless, if ξ (resp. η) denotes
the attracting (resp. repelling) point of τ , we may use the notation Tξ,η instead of Tτ . The choice
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of τ among other hyperbolic translations along (ξη) is usually harmless. In spite of these slight
differences with the algebraic definitions, there are analogues of well-known decompositions in Lie
groups. In the algebraic case, the group Dξ is bigger than a unipotent radical; the difference is
explained in further detail in 4.3.3.
Proposition 24. We denote by ∂2∞T the product ∂∞T × ∂∞T minus its diagonal.
(i) For any (ξ′, η′) ∈ ∂2∞T ,the group G contains a hyperbolic translation τξ′,η′ of step 2, with
attracting (resp. repelling) point ξ′ (resp. η′).
(ii) The group Dξ is transitive on every horosphere centered at ξ and G has an Iwasawa decom-
position: G = Kv ·Tτ ·Dξ, for any hyperbolic translation τ with attracting (resp. repelling)
point ξ (resp. η).
(iii) The group Pξ is amenable; it has a semidirect product decomposition: Pξ = Tτ ⋉Dξ.
(iv) The group G has a Cartan decomposition: G = Kv · T
+
τ ·Kv.
We note that (iii) and (iv) are proved and used in [LM92] to prove the vanishing at ∞ of matrix
coefficients of some unitary representations of Aut(X) (Howe-Moore property).
Proof. (i). The automorphism sv ◦ sv′ or its inverse is a required hyperbolic translation along the
geodesic line L. The case of an arbitrary geodesic line L′ follows by conjugation since G is 2-
transitive on ∂∞X.
(ii). Let v and v′ be two points on the same horosphere centered at ξ. Denote by {vn}n≥0 the set
of vertices of [vξ) ∩ [v′ξ), with βv0,ξ(vn) = −n where βv0,ξ is the Busemann function associated to
the ray [v0ξ) [BH99, II.8.17]. For each n ≥ 0, v and v
′ are on the same sphere centered at vn, so by
local ∞-transitivity, there exists gn∈G mapping [vn; v] onto [vn; v
′]. Each element gn fixes [v0; vn]
therefore lies in Kv0 . Any cluster value of {gn}n≥0 is an element of Dξ sending v to v
′, so that Dξ
is transitive on every horosphere centered at ξ. This gives the Iwasawa decomposition: let g ∈G;
by the previous result, g.v can be sent by some u∈Dξ to a point of (ξη), and by type-preservation,
a suitable power of τ sends (ug).v to v.
(iii). The amenability is proved in [LM92]. Let g∈Pξ and let S be a horosphere centered at ξ. By
type-preservation a suitable power τn sends g.S ∩ (ηξ) onto S ∩ (ηξ), so τng∈Dξ (once an element
of Pξ stabilizes a horosphere centered at ξ, it stabilizes all of them). The argument also shows that
〈τ〉 normalizes Dξ; this proves the semidirect product assertion since the only power τ
n stabilizing
S is 1.
(iv) is proved by using successive approximations of an automorphism in order to send v back onto
itself, using the compactness of Kv and its transitivity on all spheres around v. 
4.2. Compactifications. We define three ways to compactify the tree X, by means of measures,
closed subgroups and gluings, respectively. All these compactifications will be identified in the next
section.
4.2.1. We first deal with the measure-theoretic compactification of trees. First, as an easy conse-
quence of the transitivity properties, of the Iwasawa decomposition of G and of the amenability of
Pξ, we have:
Lemma 25. The geometric boundary ∂∞X is the maximal Furstenberg boundary of G.
Proof. The notion of Furstenberg boundary is recalled in 1.1.3. Minimality is satisfied since ∂∞X is
homogeneous under G. The dynamics of hyperbolic translations on ∂∞X [GdlH90, II.8.16] and the
Lebesgue dominated convergence theorem imply that: lim
n→∞
τn∗ µ = δξ, for any probability measure
µ on ∂∞X and any hyperbolic translation τ with attracting point ξ, provided that the reppelling
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point of τ is not an atom of µ. So by Proposition 24 (i), the closure of the G-orbit of any probability
measure µ on ∂∞X contains a Dirac measure. This proves that ∂∞X is a Furstenberg boundary of
G. At last, by the Iwasawa decomposition of Proposition 24 (ii), we can write G = KTD with K
compact and TD amenable, and it follows from this [Fur72, 4.4] that every Furstenberg boundary
of G is an equivariant image of G/TD ≃ ∂∞X. 
The above lemma says that ∂∞X plays for G the role of a maximal flag variety for a simple algebraic
group. The next lemma is another analogy in this spirit.
Lemma 26. Let X be a semi-homogeneous tree and let G be a closed locally ∞-transitive group of
automorphisms.
(i) To each vertex v∈X is associated a unique probability measure µv on ∂∞X whose fixator
is precisely the maximal compact subgroup Kv.
(ii) The assignment µ : v 7→ µv defines an embedding of the discrete set of vertices of X into
the space of probability measures M 1(∂∞X).
Proof. (i). By transitivity of Kv on ∂∞X, there is a unique Kv-fixed probability measure µv ∈
M 1(∂∞X) [Rag72, Lemma 1.4]. Since Kv is a maximal subgroup, if FixG(µv) were strictly bigger
thanKv, it would be the whole groupG. This is impossible since G contains hyperbolic translations,
and any such τ satisfies: lim
n→∞
τn∗ µv = δξ, where ξ is the attracting point of τ .
(ii). By (i) there is a one-to-one G-equivariant correspondence between the measures µv and the
maximal compact subgroups Kv, hence a one-to-one G-equivariant correspondence between the
measures µv and the vertices. By uniqueness of the measure attached to a vertex, we have µg.v =
g∗µv. Assume now that there is a cluster value ν in the subset {µv}v∈VX of M
1(∂∞X), so that ν is
the limit of an injective sequence {µvn}n≥1. This provides an injective sequence of vertices {vn}n≥1,
which has to go to ∞ by discreteness of VX . By the Cartan decomposition of Proposition 24 (iv),
there is a geodesic ray [vξ), a subsequence {vnj}j≥1 in [vξ) going to ∞ and {kj}j≥1 a sequence in
Kv converging to some k, such that lim
j→∞
k−1j vnj = ξ. This implies ν = δk.ξ, but the latter measure
is not fixed by any maximal compact subgroup: contradiction. 
The two previous lemmas lead us to the following natural definition of the Furstenberg compacti-
fication for trees.
Definition. The closure of the image of the map µ is called the measure-theoretic compactifica-
tion of the set of vertices VX of X. It is denoted by V
meas
X .
4.2.2. We now define the group-theoretic compactification, using the space of closed subgroups
S (G), endowed with the Chabauty topology.
Proposition 27. Let R = [vξ) be a geodesic ray in the tree X.
(i) Let {vn}n≥1 be a sequence of vertices in R = [vξ) going to∞. Then the sequence of maximal
compact subgroups {Kvn}n≥1 converges in S (G) to the subgroup Dξ.
(ii) The set K (G) of maximal compact subgroups of G is discrete in S (G), so the assignment
K |VX : v 7→ Kv defines an embedding of the set of vertices VX into S (G).
Proof. (i). By compactness of S (G), it is enough to show that any cluster value of {Kvn}n≥1 is
equal to Dξ. Let D = lim
j→∞
Kvnj < G be such a closed subgroup. Choose a geodesic line (ξη)
extending R and a step 2 hyperbolic translation τ along (ξη), with attracting point ξ. At last, fix
v′ a vertex of (ξη) adjacent to v. After passing to a subsequence, we may – and shall – assume
that Kvnj = τ
njKv′′τ
−nj where {nj}j≥1 is a sequence of positive integers such that lim
j→∞
nj = ∞
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and where v′′ = v or v′. Then by the Lebesgue’s dominated convergence theorem, lim
n→∞
τn∗ µv′′ = δξ
implies that D fixes δξ hence ξ. This implies D < Pξ. Conversely, let g ∈ D. Using D < Pξ
and Proposition 24 (iii), we can write g = uτN , with N ∈ Z and u ∈ Dξ. As an element of
a limit group, g can also be written g = lim
j→∞
τnjkjτ
−nj , for a sequence {kj}j≥1 of elements of
Kv′′ . Therefore there exists J ≥ 1 such that for any j ≥ J , we have: (uτ
N ).v′′ = (τnjkjτ
−nj).v′′.
Since u stabilizes any horosphere centered at ξ, there is a vertex z in (ξη) such that (uτN ).v′′
and τN .v′′ are on the same sphere centered at z. Hence, we may – and shall – choose j large
enough to have d
(
τnj .v′′, (uτN ).v′′
)
= 2nj − 2N . But the group τ
njKv′′τ
−nj stabilizes the spheres
centered at τnj .v′′, which implies that d
(
τnj .v′′, (τnjkjτ
−nj).v′′
)
= 2nj . Thus in order to have
(uτN ).v′′ = (τnjkjτ
−nj).v′′, we must have N = 0, hence g = u. This shows that D = Dξ. This
proves (i), which together with the same argument as for Lemma 26 (ii), implies (ii). 
Definition. The closure of the image of the map K |VX is called the group-theoretic compactifica-
tion of the set of vertices VX of X. It is denoted by V
gp
X .
4.2.3. The last compactification to be defined is the polyhedral one. As for Bruhat-Tits buildings,
we compactify the whole tree X by extending an equivalence relation defining X as a gluing (3.3).
Taking the closure of the set of vertices gives a compact space to be compared with the previous
compactifications. This is done in 4.3.
Let us consider the closure L ⊂ Xgeom of the geodesic line L = (ηξ) containing the standard edge
E = [v; v′]. The subspace L admits a D∞-action via the restriction map NL → NL |L. For the
sake of homogeneity of notation, for any x ∈ L we define Gx to be Kx if x ∈ L and to be Dx if
x∈L \ L = {ξ; η}. We define the binary relation ∼ by: (g, x) ∼ (h, y) if, and only if, there exists
n∈NL such that y = n.x and g
−1hn∈Gx. It is easy to see that ∼ is an equivalence relation.
Definition. We define the quotient space
G× L
∼
to be the polyhedral compactification of X. We
denote it by X
pol
.
We denote by [g, x] the class of (g, x) and by π : G×L→ X
pol
the natural projection. By definition,
we have: [g, x] = [gh, x] for any h∈Gx and [n, x] = [1, n.x] for any n∈N . The group G acts on
X
pol
by setting: h.[g, x] = [hg, x]. We can also define the map:
φ : G× L → X
geom
(g, x) 7→ g.x,
where g.x denotes the G-action on X
geom
. Now let g, h∈G and x, y ∈L. If (g, x) ∼ (h, y), then
y = n.x and g−1hn∈Gx for some n∈NL. Setting gx = g
−1hn, we obtain: h.y = hn.x = ggx.x = g.x.
Conversely, if h.y = g.x the equality x = g−1h.y implies that y = n.x for some n ∈ NL. Then
h.y = g.x writes g.x = hn.x, so that g−1hn.x = x. Since φ is surjective, by factorizing it through
π, we obtain a G-equivariant bijection φ : X
geom ∼= X
pol
.
Lemma 28. The space X
pol
is compact, so the factorization map φ is a G-homeomorphism and
X
pol
is a compactification of the tree X.
Proof. Let us denote by R = [vξ] the closure of the geodesic ray R = [vξ) in X
geom
. By local
∞-transitivity of G, it is a fundamental domain for the action of Kv on X
geom
. Since φ is a G-
equivariant bijection, this shows that the restricted projection map π : Kv×R→ X
pol
is surjective.
Hence, in order to conclude that X
pol
is compact, we need to show that it is Hausdorff, i.e. we
need to prove that the graph of ∼ is closed. Since (g, x) ∼ (g′, x′) is equivalent to g.x = g′.x′ in
X
geom
, this comes from the continuity of the G-action on the geometric compactification. 
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4.3. Identification and amenable subgroups. We identify all the previously defined compact-
ifications, and we recall that we can use them to parametrize maximal amenable subgroups of the
automorphism group G.
4.3.1. In the statement below, V
geom
X (resp. V
pol
X ) denotes the closure of the set of vertices in the
geometric compactification X
geom
(resp. in the polyhedral compactification X
pol
).
Proposition 29. Let X be a semi-homogeneous tree, with set of vertices VX . Let G be a closed
locally ∞-transitive subgroup of Aut(X). Then, the following compactifications of VX are G-
homeomorphic.
(i) The geometric compactification V
geom
X = VX ⊔ ∂∞X.
(ii) The polyhedral compactification V
pol
X .
(iii) The group-theoretic compactification V
gp
X = {Kv}v∈VX ⊔ {Dξ}ξ∈∂∞X .
(iv) The measure-theoretic compactification V
meas
= {µv}v∈VX ⊔ {δξ}ξ∈∂∞X .
Proof. By Lemma 28, we already have a G-homeomorphism: φ : V
pol
X ≃ V
geom
X . Setting V L =
(L∩VX)∪{ξ; η}, we have: V
pol
X = π(G×V L). The isomorphism between (ii) and (iii) follows from
factorizing the map:
ν : G× V L → M
1(∂∞X)
(g, x) 7→ g∗νx,
where νx is the probability measure µx, δξ or δη according to whether x ∈ L, x = ξ or x = η,
respectively. Finally, the isomorphism between (ii) and (iv) follows from factorizing the map:
H : G× V L → S (G)
(g, x) 7→ gHxg
−1,
where Hx is the closed subgroup Kx, Dξ or Dη according to whether x ∈ L, x = ξ or x = η,
respectively. 
4.3.2. Classifying maximal amenable subgroups of tree autmorphism groups was done in [FTN91,
I.8.1] by elementary geometric arguments. In our context, we find more natural to prove it by a
Furstenberg lemma about supports of limit measures:
Lemma 30. Let {gn}n≥1 be an unbounded sequence of tree automorphisms. Assume there are two
probability measures µ, ν on ∂∞X such that lim
n→∞
gn∗µ = ν. Then the support of the limit measure
ν contains at most two points.
Reference. This is [LMZ94, 4.3], or [BM96, Lemma 2.3] for general CAT(−1)-spaces. 
Proposition 31. Let H be an amenable subgroup of Aut(X). Then, either H fixes a vertex v∈X,
either it fixes a boundary point ξ∈∂∞X or it stabilizes a geodesic line L ⊂ T .
Proof. By amenability, H fixes a measure µ∈M 1(∂∞X). If H is compact, it fixes a vertex v∈VX .
Otherwise by lemma 30 the support of µ contains at most two points. It is stabilized by H, and
we obtain the last two possibilities according to whether |supp(µ) | = 1 or 2. 
Note that for the above two results, the automorphisms needn’t be type-preserving.
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4.3.3. The connection with Bruhat-Tits theory is the following. Let G be a simple algebraic group
over a non-archimedean local field F of F -rank 1. Then the Bruhat-Tits building X of G/F is a
semi-homogeneous tree. Its valencies are of the form 1+ qrF where qF is the cardinal of the residue
field κF and r ≥ 1. In this situation, the groups geometrically defined in 4.1 have interpretations
in terms of algebraic group theory [BT65], [BT84a, 6.1], [Bor91].
Let L be an apartment, i.e. a geodesic line, in X and let ξ and η be the ends of L. To this
apartment is attached a maximal F -split torus T of G. The GF -action on X naturally provides
the following chain of inclusions of closed subgroups:
FixGF (L) ( FixGF ({ξ; η}) = Pξ ∩ Pη ( StabGF (L).
All these groups can be described algebraically. First, the groups Pξ and Pη are the two op-
posite parabolic subgroups containing T . Their intersection FixGF ({ξ; η}) is the reductive Levi
factor MF = ZGF (TF ) with anisotropic semisimple factor M
′ = [M,M ]. The group M ′F is com-
pact. The stabilizer StabGF (L) is the normalizer NGF (TF ), and the fixator FixGF (L) is equal
to M ′F · Tcpt, where Tcpt is the unique maximal compact subgroup of TF . The quotient group
StabGF (L)/FixGF (L) = NGF (TF )/(M
′
F · Tcpt) is the affine Weyl group D∞ of GF . The in-
tersection Pξ ∩ Pη is the subgroup of NGF (TF ) which doesn’t switch ξ and η. The quotient
group NGF (TF )/(Pξ ∩ Pη) is the spherical Weyl group Z/2Z of G/F , and the quotient group
(Pξ ∩ Pη)/ZGF (TF ) is free abelian of rank one. Geometrically, a generator of the latter group
corresponds to a step 2 hyperbolic translation along L. This paragraph illustrates 1.1.1.
The algebraic situation provides another G-action, namely the (linear) adjoint representation Ad :
G → GL(g). The Lie algebra gF admits a direct sum decomposition into three Ad(TF )-stable
summands: gF = g
+
F ⊕ mF ⊕ g
−
F , where mF is the subspace on which TF acts trivially. Note that
mF is also the Lie algebra of the reductive anisotropic kernelMF , and we have: mF = [mF ,mF ]⊕tF ,
where tF = Lie(TF ). For the two other summands, there is a character α of T defined over F and
such that any t∈TF acts via the adjoint action on g
+
F (resp. g
−
F ) by multiplication by α(t) (resp.
α(t)−1). We can pick an element t∈ TF inducing a step 2 hyperbolic translation along L. Up to
replacing t by its inverse, we may – and shall – assume that the attracting point of t is ξ, and we
also assume that the signs ± in g±F have been chosen so that |α(t) |F> 1. Let Uξ (resp. Uη) be the
unipotent root group with Lie algebra g+F (resp. g
−
F ). We have: Uξ < Pξ since Lie(Pξ) = mF ⊕ g
+
F .
The adjoint action of t on g+F is expanding, whereas it is contracting on g
−
F . This can be seen
geometrically as follows. For each vertex v∈L we can define the subgroup Uξ,v = {g∈Uξ : g fixes
the geodesic ray [vξ) pointwise}. This provides a filtration on Uξ closely related to the valuated root
datum structure put on GF by Bruhat-Tits theory. The smaller is n∈Z, the bigger is the geodesic
ray [tn.vξ) fixed by the group tnUξ,vt
−n = Uξ,tn.v, and vice versa. This paragraph illustrates 1.1.2.
The lemma below relates the contraction property of the adjoint action of an element g∈Pξ and the
action on the horospheres centered at ξ. The latter action is used in 4.1.3 to define the subgroup
Dξ of Pξ. Recall that a group H acts distally on vector space V over a local field F via a linear
representation ϕ if the eigenvalues of any element ϕ(h), h∈H, have absolute value 1 (see also 5.2.1
for more details).
Lemma 32. In the above setting and with the above notation, we have:
(i) The limit group Dξ is the biggest subgroup of Pξ with distal adjoint action on gF .
(ii) We have the semidirect product decomposition: Dξ = (M
′
F · Tcpt) ⋉ Uξ, which can also be
written: Dξ = FixGF (L)⋉ Uξ
Proof. (i) follows from Lemma 40, and (ii) follows from the fact that the limit group Dξ can
be computed in two ways: from the algebraic viewpoint by Theorem 3 and from the geometric
viewpoint by Proposition 27. 
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Finally, we note that it is not hard to check that the GF -action on X is locally ∞-transitive. First,
we can invoke the general fact that GF has an affine Tits system providing a Euclidean building
on which it acts strongly transitively [Ron89, §5]. Since rkF (G) = 1, the affine Weyl group of this
Tits system is the infinite dihedral group and the building under consideration is a tree [Tit79, 2.7].
Strong transitivity of the GF -action in this case amounts to transitivity on pairs of vertices at given
distance from one another (with respect of types), and this implies what we need. We can also say
that given v a vertex in X, the stabilizer Kv is equal to the OF -points of some group scheme over
OF whose reduction modulo ̟F is a finite κF -group acting strongly transitively on the neighbours
of v [BT84a, 5.1.32]. This implies (2-)transitivity of the GF -action on spheres of radius one. For
bigger radii, one uses moreover that Uξ,v fixes [vξ) and acts transitively on the vertices at given
distance from v and different from the one in [vξ). This folding argument also proves that (ηξ) is
a fundamental domain for the Uξ-action on the tree X (Iwasawa decomposition).
5. Geometric parametrization of remarkable subgroups
Back to the algebraic situation, where G is a simply connected semisimple F -group of arbitrary
positive F -rank, we use the previously defined compactifications of the Bruhat-Tits building X to
parametrize two classes of remarkable subgroups of GF . The first class consists of the amenable
closed subgroups with connected Zariski closure. The second class consists of the subgroups acting
without any contraction on the Lie algebra gF of GF (via the adjoint representation).
5.1. Amenable subgroups. Compactifications of Bruhat-Tits buildings can be used to param-
etrize amenable subgroups in GF . In the case of real semisimple Lie groups, this was proved by
C.C. Moore, see [Moo64] and [Moo79].
5.1.1. A survey on amenable groups is for instance [Mar91, I.5]. The reference [Zim84, 4.1] will
be sufficient for our purposes. Here is our geometric classification result.
Theorem 33. Let G be a semisimple simply connected algebraic group defined over a locally compact
non-archimedean local field F . Let X be the Bruhat-Tits building of G/F and let X
pol
be its
polyhedral compactification.
(i) Any closed, amenable, Zariski connected subgroup of GF fixes a facet in X
pol
.
(ii) Conversely, the stabilizer of any facet in X
pol
is an amenable Zariski connected subgroup.
(iii) The closed amenable Zariski connected subgroups of GF , maximal for these properties, are
the vertex fixators for the GF -action on the compactification X
pol
.
Since maximal compact subgroups in GF are Zariski dense in G, hence connected, this theorem
is an extension of the one-to-one correspondence between maximal compact subgroups of GF and
vertices in X [BT72, Chap. 3]. Note that for any minimal parabolic F -subgroup Q, the group
QF is amenable and Zariski connected. Since any subgroup of GF containing QF is a parabolic
subgroup with non-compact semisimple quotient, QF is maximal for these properties. Moreover
any semisimple Levi factor of such a Q is anisotropic over F , i.e. its group of F -rational points
is compact and its Bruhat-Tits building is a point [Pra82, Theorem 1], [BT84a, 5.1.27]. This
point, appearing in the boundary of X
pol
, is of course considered as a facet. Maximal compact and
minimal parabolic subgroups provide the two extreme cases (at least with respect to the dimension
of the Zariski closure) of the above geometric parametrization.
Corollary 34. In the above situation, any closed amenable subgroup of GF has a finite orbit in
the compactification X
pol
.
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Note that since there is no non-positively curved distance on the compactification X
pol
, an amenable
subgroup may not have a fixed point in X
pol
. This is illustrated by the example of the normalizer
of a maximal F -split torus (5.3.1).
Proof. Let R be a closed amenable subgroup of GF . If H denotes the identity component of the
Zariski closure R
Z
, the intersection R◦ = H ∩ R is a finite index normal subgroup of R, which is
Zariski connected. Therefore, R◦ fixes a point x in X
pol
by Theorem 33. The orbit R.x has at
most [R : R◦] elements. 
5.1.2. The end of this subsection is devoted to proving the result. The first step consists of several
reductions.
Proof. (ii). The groups under consideration are the conjugates kRI,dk
−1 where k∈Ko, I is a set of
simple roots and d is a family of non-negative real numbers indexed by I (3.1). The amenablility
of RI,d is clear since this group is a compact-by-solvable extension of topological groups. Moreover
we have: RI,d
Z
= PI for any subset of simple roots I and any family of parameters d; and parabolic
subgroups are Zariski connected [Bor91, Theorem 11.16].
We concentrate on (i), and prove it by induction on rkF (G), the F -rank of the group G/F . The
induction hypothesis is the statement of (i) when rkF (G) ≤ n. The case n = 1, where the Bruhat-
Tits buildings are trees, is dealt with in Proposition 31, see also 4.3.3. We henceforth assume that
rkF (G) ≥ 2. Let R be a closed, amenable, Zariski connected subgroup of GF . If R is compact, we
are also done since by the Bruhat-Tits fixed point lemma, R fixes a point in X [BT72, 3.2.3]. We
henceforth assume that R is non-compact. Here is the most important reduction, which uses the
geometric structure of the boundary of X
pol
(Theorem 16 and Lemma 17).
Lemma 35. It suffices to show that R is contained in some proper parabolic F -subgroup P .
Proof. By Theorem 16, the group-theoretic compactification Y
pol
of the Bruhat-Tits building Y of
the semisimple F -group P/R(P ) naturally lies in the boundary of X
pol
. The group R acts on it
via its image under the quotient map q : P → P/R(P ). Moreover the closure of the image of an
amenable group by a continuous group homomorphism is again amenable [Zim84, Lemma 4.1.13].
Since rkF
(
P/R(P )
)
< rkF (G) we can use the induction hypothesis to have an R-fixed point in
Y
pol
, hence in the boundary of X
pol
. 
5.1.3. Our goal now is to prove that R < PF for some parabolic F -subgroup P of G.
We choose an embedding of F -algebraic groups G < GL(V ) where V is a finite-dimensional F -
vector space. We see R as a closed, amenable, Zariski connected subgroup of GL(VF ). An inductive
use of [dC04, Corollary 3.7] implies the existence of an R-stable flag
{0} = V0 ( V1 ( V2 ( ... ( Vd = VF ,
where the image of the natural map R → PGL(Vi/Vi−1) is relatively compact for each i ≥ 1. We
can therefore write: R < KTU , where Q = KTU
Z
is a proper parabolic subgroup of GL(V ) defined
over F , and TU = R(Q)F (the subgroup K is a maximal compact subgroup of the semisimple Levi
factor defined by the R-invariant flag) [Spr98, 8.4.6, exercise 4].
Let us consider the commutative square:
Q
pi
−→ Q/R(Q)
∪ ∪
G ∩Q
pi
−→ (G ∩Q)/
(
G ∩R(Q)
)
,
where the horizontal maps π are quotient maps in the sense of [Bor91, §6].
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Lemma 36. The closure π(R), taken in
(
Q/R(Q)
)
F
, is compact and contained in π
(
(G ∩Q)F
)
.
Proof. The maps π are separable, so π
(
(G ∩Q)F
)
is open and closed in
(
(G ∩Q)/
(
G ∩R(Q)
))
F
[BT73, II.3.18], which itself is closed in
(
Q/R(Q)
)
F
[Mar91, I.2.1.3(i)]. Therefore π
(
(G ∩Q)F
)
is
closed in
(
Q/R(Q)
)
F
, and since R < (G ∩ Q)F , we have: π(R) < π
(
(G ∩ Q)F
)
. We know that
R < KTU , so π(R) < π(K). This proves the compactness assertion. 
The statement of the next lemma uses the notion of F -trigonalizability for F -subgroups of GL(V )
[Bor91, 15.3].
Lemma 37. The group R normalizes a connected non-trivial F -trigonalizable F -subgroup H < G.
Proof. Let us denote by p : (G ∩ Q)F → (G ∩Q)F /
(
G ∩R(Q)
)
F
the restriction π|(G∩Q)F . It is a
continuous and surjective homomorphism of topological groups. Its image contains π(R) by Lemma
36. Let us set R˜ = p−1(π(R)). Since p is surjective, we have: p(R˜) = π(R). Since the groups are
locally compact [BT73, II.3.18], we have an isomorphism of topological groups: R˜/(R˜∩TU) ≃ π(R),
where the first group is endowed with the quotient topology [Bou63, VII Appendice I Lemme 2].
Since R is not compact, neither is R˜, and the previous isomorphism implies that R˜ ∩ TU cannot
be compact either. In particular, R˜ ∩ TU is infinite, so the identity component H =
(
R˜ ∩ TU
Z)◦
of the Zariski closure R˜ ∩ TU
Z
is an F -trigonalizable group of positive dimension. 
We conclude the proof of the theorem by the following.
Lemma 38. The group R lies in a proper parabolic F -subgroup of G.
Proof. We note that Ru(H) is defined over F [Bor91, 15.4 (ii)] and we distinguish two cases.
First case: the unipotent radical U = Ru(H) is non-trivial. If the characteristic of F is zero,
by [BT71, Introduction] there is a parabolic subgroup P = P(U) such that U < Ru(P ) and
N(U) < P . In the case char(F ) = p > 0, the residue field is anyway finite, hence perfect, so we
have [F : F p] ≤ p. Therefore we can use [Gil02, Theorem 2]: there is a parabolic subgroup P ′ of
G, defined over F and such that U < Ru(P
′). Denoting by Fs the separable closure of F , we can
choose a Borel subgroup B/Fs contained in P
′ and defined over Fs. Then Ru(B) contains Ru(P
′),
which implies that Ru(H) is Fs-embeddable. Therefore we can use [BT71, Introduction] also in
this case to conclude that there is a parabolic F -subgroup P = P(U) such that U < Ru(P ) and
NG
(
Ru(H)
)
∩GFs < P . Whatever the characteristic of F , we obtain: R < P(U).
Second case: we have Ru(H) = {1}. Then H is an F -split torus [Bor91, 15.4]. Since it is normalized
by R which is Zariski connected, it is actually centralized by R [Bor91, 8.10]. But the centralizer
of an F -split torus in a reductive F -group is a Levi factor of some parabolic F -subgroup [Bor91,
20.4]. We also find in this case that H, hence R, lies in some proper parabolic F -subgroup P . 
5.2. Distal subgroups. Compactifying the Bruhat-Tits building X can also be used to parame-
trize maximal distal subgroups in GF . For this we need the very definition of the group-theoretic
compactification of VX , i.e. we need to use the compactification in which points are closed subgroups
of GF . We don’t pass to stabilizers as in the previous subsection.
5.2.1. The notion of distality comes from topological dynamics; it is a natural extension of iso-
metric actions on metric spaces [Fur63]. A very general definition in the context of group actions
on uniform structures is given in [Abe81]. Roughly speaking, requiring distality of a group action
amounts to avoiding contractions (equivalently, expansions). The situations are different according
to whether one considers distal actions on compact spaces or on vector spaces. On projective spaces,
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the notion opposite distality, i.e. proximality (4.2.1), is a key tool in the proof of Tits’ alternative
[Tit72]; it is also an ingredient of the definition of a Furstenberg boundary [Mar91, VI.1].
Here we are only interested in actions on vector spaces over valuated fields, arising from linear
representations. In this case, a H-action arising from a linear representation ρ : H → GL(VF ) is
called distal if the closure of any ρ(H)-orbit in VF is minimal (4.2.1). This is equivalent to the fact
that the eigenvalues of 〈ρ(h)〉, for any h ∈H, are all of absolute value 1. (The eigenvalues of an
endomorphism of some F -vector space are taken in a suitable finite extension of F ; moreover the
absolute value is implicitly extended, in a unique way, to the algebraic closure F .) One implication
is obvious from computing iterations of endomorphisms [Mar91, II.1], and the other implication is
proved in [CG74] or [Abe78] (see [dC04] for fixing the confusion between irreducible and absolutely
irreducible H-modules in [CG74]).
Finally, we denote by Ad : G→ GL(g) the adjoint representation of G/F .
Theorem 39. Let G be a semisimple simply connected algebraic group defined over a locally compact
non-archimedean local field F . Let X be the Bruhat-Tits building of G/F and let V
gp
X be the group-
theoretic compactification of its vertices.
(i) Any subgroup of GF with distal adjoint action on gF is contained in a point of V
gp
X .
(ii) The adjoint action of any limit group of GF is distal.
(iii) The subgroups of GF with distal adjoint action on gF and maximal for these properties are
the groups of V
gp
X ; in particular they are closed and Zariski connected.
We note that Zariski connectedness is not required in the assumptions of the above theorem.
5.2.2. We can now prove the parametrization of distal subgroups in a non-archimedean semisimple
Lie group.
Proof. (iii). It is a straightforward consequence of (i), (ii) and Lemma 13 asserting that DI,d
Z
= PI
for each subset I of simple roots and each family of parameters d.
(ii). The groups under consideration are the conjugates kDI,dk
−1 where k∈Ko, I is a set of simple
roots and d is a family of non-negative real numbers indexed by I (3.1). The distality of DI,d is
clear since its adjoint image is a compact-by-unipotent extension of linear groups.
(i). The proof goes by induction on rkF (G), the F -rank of the group G/F . The induction hypothesis
is the statement of (i) when rkF (G) ≤ n. The case n = 1 is dealt with in the following lemma.
Lemma 40. Assume rkF (G) = 1. Let D be a non-compact subgroup in GF whose adjoint action
is distal. Then D lies in a limit group.
Proof. If D is bounded, it fixes a point in the Bruhat-Tits tree X of G/F . We henceforth assume
that D is unbounded. By iterating Furstenberg’s lemma [dC04, Theorem 3.10], there exists an
Ad(D)-stable flag:
{0} = V0 ( V1 ( V2 ( ... ( Vd = gF ,
such that the image of the natural map Ad(D) → GL(Vi/Vi−1) is relatively compact for each
i ≥ 1. This implies that the closure Ad(D) of Ad(D) in GL(gF ) is an amenable subgroup. Since
Ker(Ad|GF ) is finite, Ad|GF is a proper map, so the group (Ad|GF )
−1
(
Ad(D)
)
is amenable too, and
so is D as a closed subgroup of the latter group.
We henceforth use the notation of 4.3.3. We claim that D fixes a point, say ξ, in the ideal boundary
∂∞X. Otherwise, by Proposition 31 the group D would stabilize a geodesic line L and switch its
two ends. In other words, it would be contained in the normalizer N ′F of a maximal F -split torus T
′
F
and its image under the natural map N ′F → Z/2Z would be non-trivial. Since distality prevents D
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from containing a hyperbolic translation, we conclude that D would be contained in the extension
of Z/2Z by the maximal compact subgroup of T ′F , hence would be bounded: contradiction.
It follows from the previous paragraph that D is contained in a proper (equivalently, minimal)
parabolic subgroup Pξ of GF . Let us choose a maximal (i.e. one-dimensional) F -split torus T in
Pξ (equivalently, a geodesic line in X with one end equal to ξ). This provides a decomposition:
Pξ = (M
′
F · TF ) ⋉ Uξ, where Uξ = Ru(Pξ)F and M
′ is the semisimple Levi factor attached to T
such that M ′F · TF = ZGF (TF ). The distality of D in the adjoint action implies that the TF -part
of the decomposition of any element in D must lie in the maximal compact subgroup Tcpt of TF .
This finally proves that D is contained in the limit group Dξ. 
We henceforth assume that rkF (G) ≥ 2. Let D be a subgroup of GF whose adjoint action on the
Lie algebra gF of GF is distal. If D is bounded, it fixes a point in X [Bro89, VI.4], so we henceforth
assume that D is unbounded.
Lemma 41. It suffices to show that D is contained in some proper parabolic F -subgroup P of G.
Proof. Let D be a subgroup of GF with distal adjoint action, and such that some proper parabolic
F -subgroup P contains it. Distality is preserved by conjugation, so we may – and shall – assume
that P is the standard parabolic subgroup PI attached to the set of simple roots I. Let us denote
by qI : PI → PI/R(PI) the natural surjection. We also introduce pI the Lie algebra of PI and
R(pI) the Lie algebra of R(PI). The distality of the adjoint action of D on gF implies the distality
of the adjoint action of (qI |GF )
−1
(
q(D)
)
on (pI)F /R(pI)F ≃ Lie(GI)F . Since GI is a simply
connected semisimple F -group of F -rank smaller than rkF (G), we are in position to apply the
induction hypothesis. We deduce from it that there is a maximal limit group in (GI)F containing
(qI |GF )
−1
(
q(D)
)
. In view of the description of the limit groups in (GI)F , this says that there exist
k∈Ko∩GI , a subset of simple roots J in I and a family d of non-negative real numbers indexed by
J such that (qI |GF )
−1
(
q(D)
)
< k
(
KJ,d ⋉ (U
J ∩GI)
)
k−1, hence q(k−1Dk) < q
(
KJ,d ⋉ (U
J ∩GI)
)
.
Since UJ = (UJ ∩GI)⋉ U
I , this finally implies: k−1Dk < KJ,d ⋉ U
J = DJ,d. 
5.2.3. Our goal now is to prove that D < PF for some proper parabolic F -subgroup P of G. Again
by [dC04, Theorem 3.10] there exists an Ad(D)-stable flag
{0} = V0 ( V1 ( V2 ( ... ( Vd = gF ,
where the image of the natural map Ad(D) → GL(Vi/Vi−1) is relatively compact for each i ≥ 1
(see also [CG74]). We can therefore write: Ad(D) < KU , where Q = KU
Z
is a proper parabolic
F -subgroup of GL(g), U = Ru(Q)F and K is a maximal compact subgroup of the reductive Levi
factor defined by the Ad(D)-invariant flag. Let us consider the commutative square:
Q
pi
−→ Q/Ru(Q)
∪ ∪
Ad(G) ∩Q
pi
−→ (Ad(G) ∩Q)/
(
Ad(G) ∩Ru(Q)
)
,
where the horizontal maps π are quotient maps in the sense of [Bor91, §6]. The diagram is similar
to the one in the previous subsection, except that we replaced R(Q) by Ru(Q). We conclude the
proof of the theorem thanks to the last point of the following lemma, most of whose proof mimicks
the proofs of Lemmas 36, 37 and 38.
Lemma 42. With the above notation, the following holds.
(i) The closure π
(
Ad(D)
)
in
(
Q/Ru(Q)
)
F
, is compact and contained in π
(
Ad(G) ∩QF
)
.
(ii) The group Ad(D) normalizes a non-compact unipotent subgroup V of Ad(GF ).
(iii) The group D lies in a proper parabolic F -subgroup of G.
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Proof. (i). Once G is replaced by Ad(G) and R(Q) is replaced by Ru(Q), use the same arguments
as for Lemma 36.
(ii). Let us denote by p : (G ∩ Q)F → (G ∩ Q)F /
(
G ∩Ru(Q)
)
F
the restriction π|(Ad(G)∩Q)F . By
(i), we have: π
(
Ad(D)
)
< Im(p), so we can set: D˜ = p−1
(
π
(
Ad(D)
))
. Then, as for Lemma 37,
we obtain that V = Ker(p) ∩ D˜ is a non-compact unipotent subgroup in Ad(GF ), normalized by
Ad(D).
(iii). If the characteristic of F is 0, we can use [BT71, Introduction] in Ad(G) to obtain a parabolic
F -subgroup P ′ = P(V ) such that V < Ru(P
′) and NAd(G)(V ) < P
′. This proves (iii) in this
case because Ad−1(P ′) is a parabolic F -subgroup of G containing D. We henceforth assume that
char(F ) = p > 0. Then the group V is an infinite group of finite exponent, and so is its preimage
(Ad |GF )
−1(V ) since Ker(Ad) is finite. Then it follows from [Mar91, Lemma VIII.3.7] that the
identity component of the Zariski closure of (Ad|GF )
−1(V ), say V˜ , is a unipotent group of positive
dimension. As in the first case of the proof of Lemma 38, we can combine [Gil02, Theorem 2]
and [BT71, Introduction] to obtain a parabolic F -subgroup P = P(V˜ ) such that V˜ < Ru(P ) and
NG(V˜ ) ∩GFs < P . 
5.3. Discussion of the hypotheses. We discuss the hypotheses of our last two main theorems
on parametrization of remarkable subgroups. We show that Zariski connectedness is necessary to
properly parametrize amenable subgroups. We also suggest simplified proofs for both theorems
when the local ground field has characterisitic 0. Finally, we discuss the scope of all our results; in
particular, we explain that our results and proofs sometimes improve the case of symmetric spaces.
5.3.1. The Zariski connectedness assumption is necessary to classify amenable subgroups in GF
in terms of fixed facets (Theorem 33).
Lemma 43. Let T be the standard maximal F -split torus in G.
(i) The fixed-point set for TF acting on V
gp
X is the intersection of the closure of A in X
pol
with
the unique closed orbit in V
gp
X .
(ii) The group NG(T )F doesn’t have any fixed point in X
pol
.
Note that NG(T )F is amenable since it is the extension of the spherical Weyl group of GF by the
abelian group TF . This provides an amenable subgroup of GF with a finite orbit, but without any
fixed facet in X
pol
.
Proof. (i). Since TF is non-compact, it cannot have any fixed point in the building X. Let D be a
limit group normalized by TF . The Zariski closure Q = D
Z
is a parabolic F -subgroup normalized
by TF , i.e. a fixed point for TF acting on the spherical building at infinity ∂∞X. These are
the parabolic F -subgroups containing T , i.e. the stabilizers of the facets in the boundary ∂∞A.
Moreover Q has to be a minimal parabolic F -subgroup because TF cannot stabilize any maximal
compact subgroup in the Levi factor of Q associated to T (i.e. doesn’t stabilize any limit group
D such that D
Z
= Q) unless this Levi factor is itself compact. This shows that the limit groups
normalized by TF are the groups wD∅w
−1, where w ranges over the spherical Weyl group W .
(ii). It remains to note that if the normalizer NG(T )F had a fixed facet in X
pol
, this facet would
contain a vertex fixed by TF . But the vertices of the previous paragraph are obviously permuted
by W . 
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5.3.2. The proof of each theorem of the last two subsections is easier when the characteristic of
the local field F is 0. This is due to the fact that when char(F ) = 0, which we henceforth assume,
the unipotent radical of an algebraic group defined over F , is itself defined over F . This remark is
applied below to groups defined as Zariski closures.
Let R be a closed, non-compact, amenable subgroup in GF . We assume that the Zariski closure
R
Z
, which we denote by H, is connected. Using Lemma 35, we shall show that R lies in a proper
parabolic F -subgroup of G. If Ru(H) 6= {1}, by [BT71] there is a parabolic F -subgroup P such that
Ru(H) < Ru(P ) and R < NG
(
Ru(H)
)
< P . Otherwise H is a reductive F -group, so we can choose
a faithful, irreducible representation H → GL(V ) defined over F , and we denote by q the natural
surjection GL(VF )→ PGL(VF ). Then q(HF ) is closed in PGL(VF ), hence contains q(R), and we set
R˜ = (q|HF )
−1
(
q(R)
)
. By Zariski density, the representation V is also irreducible as an R-module,
and it follows from Zariski connectedness of R and the Furstenberg lemma that q(R) = q(R˜) is
compact [Zim84, Corollary 3.2.2]. Since we have a homeomorphism q(R) ≃ R˜/
(
R˜ ∩ Ker(q)
)
, this
implies that R normalizes a non-compact group of scalar matrices in GF . Therefore R centralizes
a non-trivial F -split torus in G, so it lies in (the Levi factor of) some proper parabolic F -subgroup.
Let D be a subgroup of GF with distal adjoint action on gF . We denote by H the identity
component of D
Z
, and by D◦ the subgroup D∩H of finite index in D. If Ru(H) 6= {1}, by [BT71,
Introduction] there is a parabolic F -subgroup P such that Ru(H) < Ru(P ) and D < NG(H) < P ,
and we can use Lemma 41. Otherwise Ad(H) is reductive, Ad(D◦) is Zariski dense in Ad(H) and
distal on gF . By [Pra82, Lemma 1] the group Ad(D
◦) is bounded, and since Ad|GF is proper, this
implies that D◦, hence D, is bounded.
5.3.3. We finish this section by mentioning two problems concerning the archimedean case of sym-
metric spaces. First the proofs in this section, together with their simplifications in characteristic
0, enable to prove analogues of Theorem 33 and Theorem 39 in the case of Lie groups obtained as
rational points of semisimple R-groups. This applies to the connected components of the isome-
try groups of Riemannian symmetric spaces of non-compact type, since the latter groups are then
semisimple center-free. Note that it is not clear that the existing litterature on compactifications
of symmetric spaces contains the analogues of Theorem 33 and Theorem 39. In general, it would
be interesting to check whether the present paper provides substantial simplifications to the more
classical real case. It is clear that not all results go through: e.g. maximal compact subgroups
in the real case are real points of Zariski closed R-subgroups, while they are Zariski dense in the
non archimedean case. Still, the geometric idea underlying the induction for the last two theorems
(i.e. using the action of Levi factors on symmetric spaces of smaller rank in the boundary) may be
useful.
Our second remark is that it may be possible to prove the geometric parametrization of amenable
subgroups by using [AB98]. This question can be asked in both the real and the non archimedean
cases.
6. The example of the special linear group
We illustrate some of the previous results and techniques to the case of the special linear group.
This is the opportunity to recall the concrete viewpoint of non-archimedean additive norms in
order to introduce the corresponding Euclidean building. The convergence of maximal compact
subgroups in the Chabauty topology can be checked by matrix computation. We draw a picture
describing the boundary of a Weyl chamber in terms of upper triangular-by-block matrices (i.e. in
terms of flags). Our approach is elementary, and we refer the reader to [Bou81, Planche I] for the
connection with root systems.
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6.1. The building in terms of additive norms and lattices. We recall the concrete definition
of the building of SLn(F ) by analogy with the case of the symmetric space of SLn(R).
6.1.1. Let us fix E a vector space of finite dimension n over the local field F . As in the real case,
we are interested in logarithms of norms [Tit79, 2.9]:
Definition. An additive norm on E is a map γ : E → R ∪ {+∞} satisfying:
(AN1) for any x∈E, we have: γ(x) = +∞ if, and only if, x = 0;
(AN2) for any x∈E and λ∈F , we have: γ(λx) = γ(x) + vF (λ);
(AN3) for any x, y∈E, we have: γ(x+ y) ≥ inf{γ(x); γ(y)}.
A basic result is the analogue of Gram-Schmidt reduction: for any ultrametric norm ‖ − ‖, there
exist a basis {ei}1≤i≤n and positive real numbers {Ci}1≤i≤n, such that for any x ∈ E, we have:
‖ x ‖= supi∈{1;2;... n}{Ci . |λi |}, where x =
∑n
i=1 λiei; we then say that the basis {ei}1≤i≤n is
adapted to the norm ‖−‖. By a result due to A. Weil, there always exists a basis simultaneously
adapted to any pair of norms [GI63, Proposition 1.3]. Let us fix now a basis B = {ei}1≤i≤n. For
each {ci}1≤i≤n∈R
n, we denote by ‖−‖B,{ci} the ultrametric norm
∑n
i=1 λiei 7→ supi{q
ci · |λi |}, and
by γB,{ci} the additive norm: − logq ◦ ‖ − ‖B,{ci}, also defined by:
∑n
i=1 λiei 7→ infi{vF (λi) − ci}.
The set NB = {γB,{ci} : {ci} ∈ R
n} is an n-dimensional affine space for the action Rn ×NB → NB
defined by ({di}, γB,{ci}) 7→ γB,{ci+di}.
Definition.We call the set of additive norms on E the Goldman-Iwahori space E, and we denote it
by NE. We denote by XE the quotient of NE in which two additive norms are identified whenever
their difference is constant, and we call it the Bruhat-Tits building of SL(E)
The notion of an OF -lattice, i.e. of a free sub-OF -module generating E over F , distinguishes in
NE some norms whose classes are the vertices of a simplicial structure on XE . To any OF -lattice
M is associated an additive norm γM by setting γM (x) = sup{n ∈ Z : x ∈ ̟
n
FM}. We have:
γM (E) = Z ∪ {∞}, and conversely, if γ ∈NE takes integral values then γ
−1(N ∪ {∞}) is an OF -
lattice, which we denote by Mγ . The correspondence Mγ ↔ γM is a bijection between the set LE
of OF -lattices in E and the set of additive norms with integral values on E. It is equivariant for
the natural left GL(E)-actions on LE and NE (by precomposition in the latter case).
Let now γ be an additive norm. We choose a basis B = {ei} adapted to it. Permuting the
indices i (resp. multiplying the vectors ei by powers of the uniformizer ̟F ) corresponds to actions
by monomial (resp. diagonal) matrices. Using these operations, we send γ onto γB,{ci} with
ci ∈ [0; 1[ and c1 ≤ c2 ≤ ... ≤ cn. We set c0 = 0 and cn+1 = 1 and define the OF -lattices
Mi(γ) = γ
−1([−ci;∞]) and the associated additive norms γ
(i) = γMi(γ). Whatever the choice of
the basis B, these matrix operations lead to the same ordered sequence of real numbers (ci)∈ [0; 1[
n
and the same OF -lattices. Moreover the sequence (ci)∈ [0; 1[
n only depends on the GL(E)-orbit of
γ. If γ∈NB′ for another basis B
′, then γ(i)∈NB′ for each i, and we have: γ =
∑n
i=0(ci+1 − ci)γ
(i).
Conversely, a family of OF -lattices {M0;M1; ...Mn} comes from an additive norm γ (i.e., Mi =
Mi(γ) for each i) if and only if: ̟FMn ⊂ M0 ⊂ M1 ⊂ ... ⊂ Mn and for any i with Mi 6= Mi+1,
i = dimκ
(
Mi/̟FMn
)
. This says that any additive norm is the barycenter of a well-defined system
of 〈〈weighted OF -lattices 〉〉 . Moding out by additive constants endowsXE with a simplicial structure
and a compatible GL(E)-action. The above facts on XE are proved in [GI63].
6.1.2. We henceforth see B = {ei} as an ordered basis. We call the convex hull of the homothety
classes of the above lattices Mi the closed facet associated to γ. The set of the homothety classes
of additive norms with the same flag of OF -lattices Mi is called the open facet associated to γ. A
facet of maximal dimension is called an alcove. The apartment AB associated to B is the set of the
classes of the additive norms to which B is adapted. The set of vertices in AB is denoted by VB. Let
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E ≃ Rn−1 be the quotient of the vector space Rn by the vector all of whose coordinates are 1. Since
the apartment AB is the quotient of NB by additive constants, we have a map E×AB → AB defined
by
(
[{di}], [γB,{ci}]
)
7→ [γB,{ci+di}]. This endows AB with the structure of an (n − 1)-dimensional
affine space. We call wall of AB an affine hyperplane of the form: {ci − cj = r} for some i 6= j
and r ∈ Z; we call wall of XE any SL(E)-transform of a wall of AB. To any ν = {νi}1≤i≤n ∈Z
n
we associate the OF -lattice Lν =
⊕
1≤i≤n OF̟
νi
F ei, and denote by [Lν ] its homothety class. The
subset of vertices in AB is VB = {[Lν ] : ν∈Z
n}. Less canonically, identifying the sequences ν such
that ν1 = 0 with Z
n−1, the map defined by: ν 7→ [Lν ] defines a bijection Z
n−1 ≃ VB. We denote by
o the vertex associated to the null sequence.
The subset of AB consisting of the classes of the additive norms [γB,{ci}] with ci < ci+1 for each
i < n is called the sector (or Weyl chamber) attached to B. It is denoted by Q and we denote by VQ
the set of vertices contained in the closure Q
X
of Q in XE . Given a subset I of {1; 2; ... n− 1}, the
sector face QI is the subset of the classes [γB,{ci}] in Q
X
satisfying ci = ci+1 for all i∈I. We call a
codimension one sector face, say defined by ci = ci+1, a sector panel and we denote it by Π
i. The
closure Q
X
is a simplicial cone whose faces are the sector faces QI ; the subset VQ consists of the
classes of lattices [Lν ] with ν1 ≤ ν2 ≤ ... ≤ νn and the convex hull of VQ is Q
X
. The non-decreasing
finite sequences correspond to VQ in the identification VB ≃ Z
n−1. At last, we have an action of
the symmetric group Sn on the additive norms by permuting the indices. It is compatible with
moding out by the additive constants, so it defines an action on AB for which Q
X
is a fundamental
domain. The main result about XE is that AB is a geometric realization of the tiling of R
n−1 by
regular simplices, and that the family of subcomplexes AB when B ranges over the bases of E, is
the apartment system of a Euclidean building structure on the space XE . These facts justify a
posteriori our use of the building terminology in this paragraph and the previous one [BT84b].
6.1.3. Let us now illustrate 1.1.3, which deals with the spherical building at infinity; a detailed
reference is [Bro89, V.8 and VI.9F]. For instance, the above sector Q defines a chamber at infinity
∂∞Q of the spherical building ∂∞XE ; the upper triangular standard Borel subgroup B is also
FixSL(E)(∂∞Q). Similarly, the standard torus T of determinant 1 matrices diagonal with respect
to the basis B defining AB, is also FixSL(E)(∂∞AB). Its normalizer N , generated by T and the
monomial matrices:
Ni =


idi−1 0 0
0
(
0 1
−1 0
)
0
0 0 idn−i−1


for i∈{1; 2; ... n− 1} is also StabSL(E)(∂∞A). Furthermore, let I be a subset of {1; 2; ... n− 1}. We
have the equivalence relation i ∼I j on {1; 2; ... n − 1} for which i < j are I-equivalent if, and only
if, {i; i+1; ...j−1} ⊂ I. We write {1; 2; ... n−1} as a disjoint union
⊔m
j=1 Ij of consecutive intervals
of integers, and we set dj =|Ij |, so that
∑m
j=1 dj = n. The standard parabolic subgroup PI is the
fixator of ∂∞Q
I , and it is also the group of determinant 1 matrices which are upper triangular by
block and whose j-th block has size dj . The standard reductive Levi subgroup MI is the fixator of
∂∞Vect(Q
I), i.e. of the asymptotic classes of the geodesic rays contained in Vect(QI): this is also
the fixator of the union of the facet at infinity ∂∞Q
I and of its opposite in ∂∞AB, or the group of
determinant 1 matrices which are diagonal by block and whose j-th block has size dj . To illustrate
completely 1.1 and 1.2, let us mention that the standard semisimple Levi factor GI = [MI ,MI ]
consists of the diagonal by block matrices whose j-th block has size dj and determinant equal to 1,
that T I is the subgroup of the torus T consisting of the scalar by block matrices whose j-th (scalar)
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diagonal block has size dj and finally that the unipotent radical U
Iconsists of the upper triangular
by block matrices whose j-th diagonal block is the dj × dj identity matrix.
In order to illustrate simply 1.2.1, let us consider the case where n = 3 and I reduces to {1}. In
other words, we are interested in the non-essential realization of the Bruhat-Tits building of the
upper left GL2 block inside the Bruhat-Tits building of SL3(F ). In this case, the affine subspace
L{1} of AB is the line {c1 = c2}. It is easy to check that its GL2(F )-transforms in AB are the
straight lines {c1 − c2 = r} when r ranges over Z. We can use the elementary unipotent subgroups
U12 and U21 to construct GL2(F ).AB. The so-obtained space is the product of a tree T by L{1}, the
vertices of T being the GL2(F )-transforms of L{1}, and the edges being the minimal strips between
two such lines. After 〈〈 shrinking the inessential direction L{1} 〉〉 , we obtain the Bruhat-Tits tree of
GL2(F ).
6.2. Convergence and compactification. After describing concretely the parahoric subgroups
of SL(E) and other subgroups related to the affine Tits system, we indicate how convergence of
canonical sequences of parahoric subgroups in the Chabauty topology can be proved by elementary
matrix computation.
6.2.1. We denote by c the alcove in Q
X
whose closure contains o: it is the alcove corresponding
to the flag of OF -lattices Mi where Mn =
⊕
j OF ej , Mi =
⊕
j≤n−i̟FOF ej ⊕
⊕
j>n−iOF ej for
0 < i < n and M0 = ̟FMn. We set: K = FixSL(E)(o) and B = FixSL(E)(c): these groups are the
standard maximal compact subgroup and Iwahori subgroup, respectively. We identify SL(E) to
SLn(F ) via B, so that K corresponds to SLn(OF ) and B to the subgroup of SLn(OF ) reducing to
the upper triangular matrices of SLn(κ) modulo ̟F . Since SL(E) acts transitively on the alcoves
of XE , the Iwahori subgroups are the conjugates of B. The standard parahoric subgroups are also
defined as subgroups of SLn(OF ) with the condition to be a parabolic subgroup modulo ̟F .
We denote by KI the intersection of the standard reductive Levi factor MI with the maximal
compact subgroup K, and we denote respectively by DI and RI the semi-direct products KI ⋉U
I
and (KI · TI)⋉ U
I . In matrix notations, this gives:
DI = {g∈


GLd1(OF ) ∗ · · · ∗
0 GLd2(OF ) ∗ · · ·
· · · 0 · · · ∗
0 · · · 0 GLdm(OF )

 : det(g) = 1}
and
RI = {g∈


k× ·GLd1(OF ) ∗ · · · ∗
0 k× ·GLd2(OF ) ∗ · · ·
· · · 0 · · · ∗
0 · · · 0 k× ·GLdm(OF )

 : det(g) = 1}.
From this, the Zarisiki density of DI in PI is obvious. The subgroup TI ∩K is infinite: its elements
are scalar by block matrices with coefficients in O×F . The group KI consists of the determinant
1 matrices in
∏m
j=1GLdj (OF ), and GI ∩ KI is a maximal compact subgroup of GI , naturally
isomorphic to
∏m
j=1 SLdj (OF ). In order to sum up the main combinatorial properties of SL(E) in
terms of Tits systems, we need to introduce the further 〈〈almost monomial 〉〉 matrix:
N0 =


0 · · · 0 −̟−1F
· · ·
0
idn−2
0
· · ·
̟F 0 · · · 0

 .
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It follows from Gauss reduction that
(
SL(E), B,N, {si}1≤i≤n−1
)
is a Tits system with associated
Coxeter system (Sn, {si}1≤i≤n−1) [Bou81, IV.2.2]. Moreover the spherical building at infinity
∂∞XE is a geometric realization of the combinatorial building associated to this Tits system [Bro89,
VI.9F]. From the interpretation ofXE in terms of additive norms, we see that the SL(E)-action onX
by precomposition is strongly transitive [Bro89, V.1]. This implies that
(
SL(E),B, N, {si}0≤i≤n−1
)
is a Tits system whose Weyl group is an affine reflection group with linear part the symmetric group
Sn [Bro89, V.1F, 1G, 2A].
6.2.2. We use more precise combinatorics for the group SL(E) ≃ SLn(F ), seen as a subset of the
n×n matrices Mn(F ) with basis {Eij}1≤i,j≤n, where Eij is the elementary matrix [δk,i ·δl,j]1≤k,l≤n.
Given any ordered sequence of scalars λ ∈ (k×)n, we denote by Diag(λ1, ...λn) the corresponding
diagonal matrix with respect to the ordered basis B. Given any ν ∈ Zn, we denote by ̟
ν
F the
diagonal matrix Diag(̟ν1F , ...̟
νn
F ). We also introduce the group Λ = {̟
ν
F : ν1 = 0} and the
semigroup Λ
+
= {̟
ν
F : 0 = ν1 ≤ ν2 ≤ ... ≤ νn}. For any ν ∈ Z
n, we have: ̟
ν
F .L0 = Lν ; this
shows that Λ is simply transitive on the vertices of AB, and the orbit map ̟
ν
F 7→ [Lν ] for the
origin o = [L0] provides a bijection Λ ≃ VB which identifies the vertices in Q
X
and the semigroup
Λ
+
. To keep on using subgroups of SLn(F ) exclusively, we also introduce the discrete subgroup
T0 = {̟
ν
F :
∑
i νi = 0} and the discrete semigroup T
+
0 = {̟
ν
F :
∑
i νi = 0 and ν1 ≤ ν2 ≤ ... ≤ νn},
which both lie in T .
Given I ⊂ {1; 2; ... n − 1} we can also define A I to be the set of affine subspaces in the apartment
AB which are intersections of |I | distinct walls parallel to Vect(Q
I); e.g., Vect(QI) belongs to A I ,
and A {1;2;... n−1} is the set VB of vertices in AB. The group Λ acts transitively on A
I ; moreover
any affine subspace of A I intersecting Q
X
can be written ̟
ν
F .Vect(Q
I) for some ̟
ν
F in Λ
+
. The
set of T0-orbits in A
I is finite, and there is a finite subset {E1;E2; ... Em} of A
I such that any
affine subspace of A I intersecting the semigroup can be written ̟
ν
F .Ej for some j and some ̟
ν
F in
the semigroup T
+
0 . The affine subspaces Ej as above can themselves be written tj.Vect(Q
I) with
tj ∈Λ. Therefore any affine subspace E of A
I can be written E = (t0tj).Vect(Q
I) with t0 ∈ T0,
tj∈Λ, and t0 can be chosen in Λ
+
whenever E meets Q
X
.
We can also deal with the action of elementary unipotent matrices on the apartment AB. Let
Uab = uab(F ) be the image of the homomorphism uab : (F,+)→ SL(E) defined by λ 7→ id + λEab.
Then the geometric interpretation of the valuation of the additive parameter λ is that the fixed-
point set of u = uab(λ) in AB is the half-space Du = {ca − cb ≤ vF (λ)}.
At last, in the case of the special linear group the Cartan decomposition SL(E) = K · T
+
0 ·K, as
well as the Iwasawa decomposition SL(E) = K ·T0 ·U
− (both with respect to B), can be proved by
direct matrix computation. It can also be checked that the apartment AB is a fundamental domain
for the action of the Iwahori subgroup B on the Bruhat-Tits building XE , and that the closure
Q
X
is a fundamental domain for the action of the maximal compact subgroup K on XE .
6.2.3. Let us now show that in the case of SLn(F ), Chabauty convergence can be proved by
elementary matrix computation. Let I ( {1; 2; ... n − 1} and {vn}n≥1 be an I-canonical sequence
of vertices in Q. In view of the properties of the T -action on the space A I (6.2.2), it is enough to
consider a sequence where the vertices all lie in the sector face QI and for which the distances to
the vector panels Πi for i 6∈ I explode. We denote by {Kvn}n≥1 the associated sequence of maximal
compact subgroups. Let us illustrate some points (Lemmas 7 and 8) of the proof of Theorem
3, which says that {Kvn}n≥1 converges to DI = KI ⋉ U
I . Using the previous parametrization
of VQ (6.2.2), we write vn = ̟
ν(n)
F .o, with νi+1(n) = νi(n) for each n ≥ 1 whenever i ∈ I and
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νi+1(n) − νi(n) → ∞ as n → ∞ otherwise. The corresponding sequence of compact subgroups is
{̟
ν(n)
F K̟
−ν(n)
F }n≥1, and we have to show that it converges to DI . It is enough to show that any
cluster value of {̟
ν(n)
F K̟
−ν(n)
F }n≥1 is equal to KI ⋉ U
I .
Let D be such a cluster value. Then D is the set of limits of converging sequences {gn}n≥1 with
gn ∈ ̟
ν(n)
F K̟
−ν(n)
F for each n ≥ 1. Let us write gn = ̟
ν(n)
F kn̟
−ν(n)
F with kn ∈ SLn(OF ). We
consider the conjugates ̟
ν(n)
F Eij̟
−ν(n)
F of the elements of the natural basis {Eij}1≤i,j≤n of the
n×n matrices. We have: ̟
ν(n)
F Eij̟
−ν(n)
F = ̟
νi(n)−νj(n)
F Eij . If i is not equivalent to j for ∼I and if
i > j, then this shows that lim
n→∞
̟
ν(n)
F Eij̟
−ν(n)
F = 0, which implies that D < PI . If i is equivalent
to j, then for any n ≥ 1 the diagonal matrix ̟
ν(n)
F centralizes Eij . Varying the equivalent i and
j, we obtain that ̟
ν(n)
F centralizes KI . This implies that we have: KI < D. Now we consider
the case when i is not equivalent to j and i < j, and we pick λ ∈ k, which we write λ = u̟vF
with u ∈ OF and v ∈ Z. For each n ≥ 1, we set kn = id + ̟
v−(νi−νj)(n)
F Eij . There is M ≥ 1
such that νi(n) − νj(n) ≤ v for any n ≥ M , so kn belongs to K for n ≥ M . This shows that any
element id+ λEij is the limit of an eventually constant sequence {gn}n≥1 with gn∈̟
ν(n)
F K̟
−ν(n)
F .
Therefore we have: U I < D.
6.3. Boundary, parametrizations and identifications. We describe the limit groups in the
boundary of the standard sector Q, and illustrate the geometric parametrization of maximal
amenable and distal subgroups. Then we announce a study of non maximal Furstenberg compact-
ifications in the SLn case, which is related to A. Werner’s compactification in terms of seminorms.
6.3.1. A special feature in the case of the group SLn(F ) is that the bigger group GLn(F ) also
acts on the Euclidean building. This is clear from the additive norm viewpoint; the drawback
of the GL(E)-action on XE is that it is not type-preserving, but the big advantadge is that it is
vertex-transitive. For instance, it is clear that the semigroup Λ
+
acts transitively on the vertices
of VQ. In fact it follows from the description of the Λ-action on the sets A
I of affine subspaces
obtained as suitable intersections of walls (6.2.2), that for any I ( {1; 2; ... n − 1} each limit group
of an I-canonical sequence is a suitable Λ
+
-transform of the group DI = KI ⋉ U
I . In the case
where n = 3, this says that there are three kinds of limit groups in the closure of the sector Q:
1. the single limit group obtained as the semidirect product of the unique maximal compact
subgroup Diag(O×F ) of the diagonal matrices by the unipotent upper triangular matrices U ;
2. the groups obtained as the semidirect product of a maximal compact subgroup in the upper
left GL2 diagonal block by the upper triangular unipotent group U
{1} of the matrices with
two additive parameters on the last column (the lower right diagonal coefficient is the inverse
of the determinant of the GL2 block);
3. the groups obtained similarly after replacing the upper left GL2 block by the lower right
one, and the last column by the first line.
This leads to the picture below. The group D{1} on the picture is the limit group of any sequence
going to infinity and staying in the sector panel Q{1}. The second class of {1}-canonical sequences
on the picture is represented by the first vertical dashed line on the right of Q{1}. The corresponding
limit group is: 
A ∈ GL2
(
O
×
F O
×
F
̟FO
×
F O
×
F
)
∗ ∈ F
∗ ∈ F
0 0 det(A)−1 ∈ O×F

.
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The difference between D{1} and the latter group is that the upper left block is not a maximal
compact subgroup of the corresponding Levi factor, but an Iwahori subgroup. The last class
of {1}-canonical sequences on the picture corresponds to the rightest vertical dashed line. The
corresponding limit group is obtained by taking GL2
(
O
×
F (̟F )
−1O
×
F
̟FO
×
F O
×
F
)
as upper left diagonal
block. Varying the rays in Q parallel to Q{1} and taking the limit groups, we describe the vertices
in a geodesic ray of the Bruhat-Tits tree of the upper left Levi factor GL2(F ) of SL3(F ).
{2}-canonical sequence
sector Q
D∅ =

a ∈ O×F ∗ ∈ F ∗ ∈ F0 b ∈ O×F ∗ ∈ F
0 0 (ab)−1


D{1} =

A ∈ GL2(OF ) ∗ ∈ F∗ ∈ F
0 0 det(A)−1 ∈ O×F


D{2} =

det(A)−1 ∈ O×F ∗ ∈ F ∗ ∈ F0
0
A ∈ GL2(O
×
F )


sector panel Π1
alcove c
{1}-canonical sequence
6.3.2. The limit groups described in 6.3.1 are the groups tDIt
−1 for t∈Λ
+
and I ( {1; 2; ... n−1}.
These groups have the common property to stabilize a flag on the subquotients of which they act
via a compact group (their unipotent part acts trivially on it). In fact, the SLn case together with
an embedding of F -algebraic groups, is used to prove the classification of amenable (5.1) and distal
(5.2) subgroups of arbitrary semisimple groups over F , so strictly speaking, for Theorem 33 and
Theorem 39, the SLn case is a necessary first step more than merely a concrete example.
Let us simply mention that in terms of flags, these theorems say that a distal (resp. a Zariski
connected closed amenable) subgroup of SLn(F ) stabilizes a flag on the subquotients of which the
corresponding linear (resp. projective) actions are via a compact group [dC04]. In both cases, the
proof of these statements goes by induction on the dimension n. The main tool for distality is to
use Burnside’s density theorem [Bou73, §4.2 The´ore`me 1] combined with the non-degeneracy of
the trace form. These ideas elaborate on the proof of the finiteness of torsion finitely generated
linear groups, and already appear in [Tit72], [CG74], [Pra82] for instance. Roughly speaking, the
case of amenablility is proved by replacing Burnside’s density theorem by Furstenberg’s lemma on
stabilizers of probability measures on projective spaces [Zim84, 3.2].
6.3.3. Let us finish this paper by mentioning that in the SLn case, a concrete interpretation of
the polyhedral compactification is given, at least for vertices [Lan96, 15]. In order to extend the
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description of the vertices in XE as OF -lattices (6.1.1), one has to introduce generalized OF -lattices,
and the notion of homothety has to be extended too [Lan96, Definition 15.1]. More recently, A.
Werner defined two concrete ways to compactify the Bruhat-Tits building of SLn(F ); the first
procedure uses sublattices in E [Wer01], and the second one uses seminorms on E [Wer04]. They
both lead to compactifications which are different from the polyhedral or the geometric one. In
a next paper, we will define a family of measure-theoretic (i.e. Furstenberg) compactifications for
SLn(F ). There is one compactification for each choice of a conjugacy class of proper parabolic
subgroups. The minimal parabolic subgroups lead to the group-theoretic compactification (up
to SLn(F )-equivariant homeomorphism): it is the maximal measure-theoretic compactification.
We will also investigate the connection between A. Werner’s compactifications and intermediate
measure-theoretic compactifications.
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