Abstract. Given models for healthy brains, tumor segmentation can be seen as a process of detecting abnormalities or outliers that are present with certain image intensity and geometric properties. In this paper, we propose a method that segments brain tumor and edema in two stages. We first detect intensity outliers using robust estimation of the location and dispersion of the normal brain tissue intensity clusters. We then apply geometric and spatial constraints to the detected abnormalities or outliers. Previously published tumor segmentation methods generally rely on the intensity enhancement in the T1-weighted image that appear with the gadolinium contrast agent, on strictly uniform intensity patterns and most often on user initialization of the segmentation. To our knowledge, none of the methods integrated the detection of edema in addition to tumor as a combined approach, although knowledge of the extent of edema is critical for planning and treatment. Our method relies on the information provided by the (non-enhancing) T1 and T2 image channels, the use of a registered probabilistic brain atlas as a spatial prior, and the use of a shape prior for the tumor/edema region. The result is an efficient, automatic segmentation method that defines both, tumor and edema.
Introduction
Automatic brain tumor segmentation from MR images is a challenging task that offers exposure to various disciplines covering pathology, MRI physics, radiologist's perception, and image analysis based on intensity and shape . Recently, it has been shown that blood vessels in the brain exhibit certain characteristics within the pathological regions [1] . An objective and reproducible segmentation procedure coupled with vascular analysis would allow us to study the relation between pathologies and blood vessels and may function as a new diagnostic measure.
Previous work on brain tumor segmentation typically uses the enhancement provided by the gadolinium contrast agent in the T1 channel or blobby shaped tumors with uniform intensity [2, 3] . Even though the intensity enhancement can aid the segmentation process, we show that it is not always necessary to obtain good results. In fact, the use of a contrast agent can be problematic. Typically, tumors are only partially enhanced and some early developing tumors are not enhanced at all. Blood vessels also generally appear enhanced by the contrast agent. These inconsistencies create an ambiguity in the image interpretation, which makes the T1-enhanced image channel a less than ideal feature for tumor segmentation.
Edema surrounding tumors and infiltrating mostly white matter was most often not considered as important for tumor segmentation. We showed previously [3] that edema can be segmented using a prior for edema intensity and restriction to the white matter region. The extraction of the edema region is essential for diagnosis, therapy planning, and surgery. It is also essential for attempts that model brain deformation due to tumor growth. The swelling produced by infiltrating edema most likely has distinctly different tissue property characteristics than tumor. Our new scheme presented here is based on the detection of "changes from normal" and will thus systematically include segmentation of edema. Differential identification of the two abnormal regions tumor and edema is clinically highly relevant. Even though the primary therapeutic focus will be on the tumor region, the edema region may require secondary analysis and treatment.
Our method combines the model of the normal tissues and the geometric and spatial model of tumor and edema. It relies only on the information provided in the T1 and T2 image channels. Tumor and edema are treated as intensity abnormalities or outliers. After identifying the abnormalities, an unsupervised clustering technique is applied to the intensity features before utilizing geometric and spatial constraints. We will demonstrate that this method can segment tumors with or without intensity enhancements and automatically detects the presence of edema, thus overcoming limitations of our previous method [3] . Our approach offers a means of approaching lesions of multiple types and image intensities, and, with a single method, lesions that enhance and do not, and that may or may not be surrounded by edema.
Density Estimation and Detection of Abnormalities
Manual brain tumor segmentation, the current gold standard, is a time consuming and tedious process that involves identifying image regions in 3-D volumes that deviate from the expected intensities. Considering this perspective, we can Fig. 2 . The white matter training data for a subject with tumor and edema, the horizontal axis represents the T1 intensities and the vertical axis represents the T2 intensities. Left: original samples obtained by atlas-guided sampling which is contaminated with samples from other distributions. Right: remaining samples after trimming using the robust MCD estimate.
treat the process of segmenting tumors as the process of identifying intensity and spatial outliers. Gering et al. [4] proposed a method that relies on the detection of abnormalities. Their method is an extension of the Expectation-Maximization technique that uses information contained in multiple layers. These information layers involve voxel intensities, spatial coherence, structural relationships, and user input.
The initial densities for the normal brain tissues is obtained using a probabilistic brain atlas shown in Fig. 1 [5] . The image data is registered using affine transformation with an atlas template using the mutual information criterion [6] . Training samples are obtained by taking a random subset of the voxels with high probability values. The set of samples is constrained to be the voxels with probabilities higher than 85% of the maximum probability for each class. The training data usually contains unwanted samples due to contamination with samples from other tissue types, especially tumor and edema. Our approach is to treat these contaminants as outliers and remove them from the training data.
The training samples for the normal brain tissue classes (white matter, gray matter, and cerebrospinal fluid/csf) are constrained to be well clustered. To impose this constraint, we use the robust estimate of the location and dispersion of the samples and remove samples that are not close to the location estimate (Fig. 2) . The robust estimate used is the one given by the MCD (Minimum Covariances Determinant) estimator. It is defined to be the ellipsoid that covers at least half of the data with the lowest determinant of covariance. A fast algorithm for computing the MCD estimate is described in [7] . Cocosco et al. [8] used an alternative approach by trimming the training samples using MST (Minimum Spanning Trees) and edge breaking.
Given the trimmed training samples for the normal brain tissue classes, we estimate the probability density functions for each class. This allows us to find voxels with abnormal intensities, where we define abnormal regions to be the ones with low posterior probabilities of white matter, gray matter, and csf within the brain.
Tumors do not always appear with uniform intensities, particularly in the case where some tissues inside the tumor are necrotic tissues. We therefore make no assumption regarding the intensity distributions and use a non-parametric model for the probability density functions. Each density is approximated using kernel expansion or Parzen windowing [9] . The density function for the class label
where K is the multivariate Gaussian kernel with standard deviation λ and t i is a class training sample. The kernel bandwidth λ is set to be 4% of the data range.
At this stage, the goal is to compute the density estimates and posterior probabilities for the class labels Γ = {white matter, gray matter, csf, abnormal, non-brain}. The iterative steps involved in fitting the density estimates to the image data are as follows:
1. Compute the values of the spatial priors using the atlas probabilities and initialize the density functions using atlas-guided sampling. 2. Compute the posterior probabilities. 3. Estimate bias field from white matter mask and apply correction. 4. Threshold the posterior probabilities and sample the high confidence regions.
Trim the samples for normal tissues using the MCD estimate. 5. Estimate the non-parametric density for each class labels using kernel expansions. 6. Repeat steps 2 to 5 until the change in posterior probabilities is below a certain threshold or a maximum number of iterations is reached.
At the initialization step, the spatial priors are set to be the atlas probabilities for white matter, gray matter, and csf. For the outlier/abnormal class, we use a fraction of sum of the white matter and gray matter atlas probabilities since tumor and edema usually appear in these regions and not in the csf regions. The density functions for normal tissues is initialized using the trimmed samples after thresholding the atlas probabilities. The initial density for the abnormal class is set to be uniform, which makes this class act as a rejection class. The brain voxels with intensity features that are different from those of healthy classes or not located in the expected spatial coordinates will be assigned to this class.
The bias field correction is performed iteratively, in the spirit of the method described in [10] . In step 3, the bias field is estimated using the difference of the white matter voxels and the white matter mean, this field is constrained to be smooth. More sophisticated bias field correction techniques can be used in this step [11, 12] . This iterative algorithm typically generates a good result after 5 iterations. The abnormal class density at different iterations for the Tumor020 data is shown in Fig. 3. 
Extracting Tumor and Edema
The densities and posterior probabilities computed for the abnormal class is a rough estimate of how likely the voxels are part of tumor or edema. Given this estimate, the next step would be to identify the tumor and edema voxels. We do Fig. 3 . The density of the abnormal class at different iterations of the fitting process for the Tumor020 data. The horizontal axis represents the T1 intensities and the vertical axis represents the T2 intensities. The two high density regions visible at the final iteration are the tumor and edema densities, which have a significant separation along the dimension of the T2 intensities.
this in two steps, the first is to separate the densities into two clusters and the second is to apply geometric and spatial constraints to the segmented structures.
Cluster Separation
Tumor and edema are generally separable given the information in the T2 channel. Since edema has high fluid content it appears brighter than tumor in this modality. To separate the densities, we sample the regions with high probability of abnormality and apply unsupervised clustering to generate the training data for tumor and edema. The method we have chosen is k-means clustering with k = 2 [9] . Once we obtain the clusters, we can identify the tumor cluster as the cluster with the T2 mean that has the lower value. The tumor and edema density estimates are then obtained using kernel expansion.
Edema does not necessarily appear together with tumor, therefore we should only perform the cluster separation if there exists a strong evidence. For a measure of validity of the separation, we use the overlap measure called the DaviesBouldin index [13] . This measure is the ratio of the average within cluster distances and the between cluster distance. The T2 channel contains most of the information needed for differentiating tumor and edema. Therefore, we have chosen to measure the overlap for only the T2 data of each cluster. If the amount of overlap is larger than a specified threshold, then the tumor density is set to be the density for the abnormal class and the edema density is set to zero.
Geometric and Spatial Constraints
We assume that tumor structures appear as blobby lumps and that edema structures are connected to the tumor structures. Here, we use the prior knowledge that edema, if present, is always contiguous with the tumor. The shape constraint is enforced by applying a region competition snakes with the tumor probability as the input [14] . The spatial constraint is enforced by setting edema probabilities that are not connected to a tumor region to zero.
Once we obtain the initial tumor and edema densities and posterior probabilities, we then fit the densities to the image data using the iterative steps described in section 2. The fitting algorithm for this stage is modified with the addition of an extra step where these geometric and spatial constraints are enforced. The set of class labels used at this stage is Γ = {white matter, gray matter, csf, tumor, edema, non-brain}. The tumor shape constraint is disabled at the last fitting stage. This is done to obtain the proper boundary for the tumor structures, which may not be entirely smooth. For instance, gliomas generally have ragged boundaries.
Results
We have applied the method to three real datasets as shown in Fig. 4 . Tumor020 has a partially enhancing tumor that causes a large deformation of the normal structures. Tumor025 contains a large, partially enhancing tumor inside the brain stem. Tumor033 contains a low grade tumor which is not highlighted in the T1-enhanced channel. The automatically generated tumor mask is compared with hand segmentation results. We used the VALMET segmentation validation tool [15] to generate the five metrics shown in Fig. 5 otherwise known as Jaccard's similarity coefficient [16] . The other measures are the maximum Hausdorff distance and the average surface distances (inside, outside, and absolute).
Discussion and Conclusion
This paper presents a new approach for automatic segmentation of tumors and adjoining edema from dual-channel MRI (T1 and T2 weighted channels). Alternative methods so far have either relied on mostly enhancing, homogeneous tumors. Further, they need user-guidance in training a supervised classifier or roughly outline the region of interest. Here, we show that robust estimation and outlier detection can be a promising new concept for detecting abnormalities in the brain. First shown in this paper, we present a technique that identifies tumor and edema, if present. Our collaborating clinicians confirm that this is a highly relevant feature, as the edema region often may require secondary analysis and treatment after the primary focus to the tumor region. The technique uses a concept that detects difference from normal and uses non-parametric estimates for distributions rather than traditional mixture Gaussian models. With the addition of prior knowledge of the shape of brain tumor and location of edema, automatic segmentation of tumor and edema is made possible. Continuing research will couple this new concept with our previously developed Expectation-Maximization based tissue and tumor segmentation scheme [3] , which showed good performance if the tumor was partially enhanced after contrastinjection. This paper shows three cases, with and without edema, processed with exactly the same scheme. We will apply the method to a set of over 15 archived routine tumor cases which all exhibit tumors which are highly variable in appearance, size, location, and structure. Validation will be possible since all these cases were also processed using a user-guided tool for tumor segmentation.
