ABSTRACT Pseudorandom number generators (PRNGs) are important in cryptography and have been used in several security applications, such as authentication protocols, session keys, key distribution, and keystream for a one-time pad. Producing PRNGs is a critical issue because they should be uniform in distribution, unpredictable, and independent. Several PRNGs are available, but the problem lies in determining the one with the best performance. The performance of PRNGs is determined by passing a set of statistical tests' set by the National Institute of Standards and Technology (NIST). The NIST also recommends random number generation using advanced encryption standard and triple data encryption standard algorithms with the counter mode of operation. Furthermore, several block cipher algorithms (BCAs) and alternates that are present may produce strong PRNG than NIST recommendations. Therefore, in this paper, different BCAs are explored and implemented, and their results are analyzed and addressed. This paper may help in producing a strong key generation, which is deemed necessary for cryptographic authentication and other security applications.
I. INTRODUCTION
Random number generators (RNGs) produce a sequence of zero and one bits, which play important roles in the use of encryption for various network security applications, such as key distribution, reciprocal authentication schemes, and session key generation. Perfect secrecy can be achieved if the key of the encipherment algorithm is a true random number. Two approaches generate a long stream of random nondeterministic and deterministic bits [1] . Nondeterministic bits are called true RNGs (TRNGs), which are normally inefficient and aperiodic. Deterministic bit with feedback is called a pseudorandom number generator (PRNG), which is efficient and periodic. Uniform distribution, unpredictability, and independence are the criteria utilized to validate a sequence of numbers regardless of whether they are true random numbers [2] .
To generate PRNGs by deterministic bits, asymmetric or symmetric ciphers can be utilized. An asymmetric algorithm can be used to build PRNGs, such as the Rivest-Shamir-Adleman and elliptic curve (EC) cryptography (ECC) algorithms. A symmetric cipher can be used to
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produce PRNGs using stream cipher algorithms or block cipher algorithms (BCAs). A stream cipher algorithm utilizes key length as long as a plain text. Thus, the keys, such as Rivest Cipher 4 (RC4) algorithms, are used once. BCAs, such as advanced encryption standard (AES) and triple data encryption standard (TDES) algorithms, can utilize different size keys and reuse keys. As asymmetric algorithms are typically much slower than symmetric ones, asymmetric algorithms are not used to generate open-ended PRNG bit streams [3] . According to [4] , the mechanisms that are utilized to produce PRNGs include counter mode (CTR) and cipher block chaining (CBC) mode of operation using AES algorithm with specific modifications and are evaluated them using the National Institute of Standards and Technology (NIST) Special Publication 800-22 [2] (a statistical test suite (STS) for RNGs and PRNGs for cryptographic applications). In [5] , the mechanism that is utilized to generate PRNGs is the CBC mode using blowfish algorithm and is evaluated using NIST SP 800-22 [2] .
From a cryptographic point of view [6] , the property of randomness is fundamental and reflected on the power of an encryption algorithm by selecting a strong encryption key to minimize the probability of detection/guessing of these numbers by an attacker. Thus, building strong keys is a critical issue in cryptography.
NIST SP 800-90 [7] has been used in AES and TDES BCAs with CTR mode for cryptographic PRNGs (CPRNGs). However, several BCAs and alternates that are available may produce strong CPRNGs than NIST recommendations. Thus, the problem is determining the one with the best performance. This problem serves as motivation this research. Therefore, in this research, different BCAs are explored and implemented, and their results are analyzed and addressed. This work may help and guide security implementers, developers, and researchers in producing a strong key generation, which is deemed necessary for cryptographic and authentication process.
The paper is presented as follows. Section 2 describes the related works. Section 3 discusses modern BCAs. Section 4 elaborates on research methodology. Section 5 sums up the conclusions. Finally, Section 6 presents future work directions.
II. RELATED WORK
One paper [4] discussed block cipher-based PRNGs. These generators are aimed at solving the issue of difficulty in ensuring proper security measures for the best random number generation. The different types of generators created with block ciphers and used as basis comprise HBC (based on modified CBC mode) and HTR (based on modified CTR mode), which utilize the security methods of pseudorandom generator against the selected input attacks of PRG-CIA under the assumption that the block cipher being used is a secure pseudorandom permutation. The structures between HBC and HTR differ, as HTR features a parallel design that makes it more sufficient compared with HBC's cascading design. The recursions for both HBC and HTR use block cipher only once compared with ANSI X9.17 PRNG, which uses the block cipher twice, making these generators much more efficient and secure. The results by NIST analysis revealed that both generators show excellence in their level of pseudorandomness, but a limitation of analysis is that the study cannot be generalized without controlling for confounding variables.
One study [5] discussed the modern issue of ensuring that data are protected by good cryptography, which by extension, means that RNGs must be exquisite. These RNGs are the most important piece to ensuring that cryptography is successful, and proper algorithms can be built. The present study analyzed the PRNGs that are deterministic in nature because they allow achievement of similarly results when the generator is run more than once. More specifically, this generator uses Blowfish block ciphers and CBC mode, which take a plain test from Blowfish output and its 64-bit time and date, producing three different random numbers through counter-based PRNG (CBPRNG), and then use the first and second numbers to generate a random 128 number with the third number used as the CBPRNG initial vector (IV). This generator method allows for a much varied number ranges to considerably increase security, which is why it is used for numerous large-scale security software programs. The limitation of this study was the lack of duplication to substantiate the results.
One article [8] aimed to solve the issue of creating a PRNG with both high performance and quality. The tests that were used to analyze the generator, that is, in this case, the Intel core i3, included a series of test called 6 TestU01, which showed that this method is highly efficient and quick. The method requires less time than a clock cycle for the pseudorandom generator to process one byte in either deterministic or non-deterministic mode. The first option of using deterministic mode allows for high-speed encryption of data, whereas non-deterministic mode provides the high performance of a RNG at a low cost and convenient use. The core limitation of this study pertains to the way that ''convenient use,'' which is discussed in the results, can be a nongeneralized variable and subjective term.
Another research [9] discussed how one can solve the issue of finding a proper framework that will allow generation of a pseudorandom sequester to be generalized into the cryptographic algorithm. This condition is necessary to ensure that the algorithm can be evaluated as swiftly as possible. Therefore, this past study used several different PRNGs in conjunction with cryptography algorithm block and stream ciphers to analyze for the best results. In this previous study, NIST tests were used as examples at each level of analysis for the algorithms. Using this method, each algorithm is eliminated within each stage of this process to leave only the best algorithm at the end. Results revealed that this method will leave only the most successful algorithm that is worthy of a privacy certificate using a specific model. The main limitation of this study includes the impossibility of controlling for all possible confounding variables in terms of their generalizability to multiple applications outside of the experiment.
One research [10] solved the problem of finding a fast symmetric block cipher to compensate for the immense amount of computational effort that is necessary for applications requiring this type of speed and accuracy. In general, the internet is growing and is utilized at an incomprehensible rate, indicating that the amount of data communicated across this platform requires secure, fast, and reliable processing. This goal can be secured by proper algorithms. In this study, the specific symmetric block ciphers that are analyzed include IDEA, Threefish, and Blowfish in NVIDIA GTX 690 within the bounds of Kepler architecture. This past study revealed that OpenMP or using the already existing GPU would lead to a negative result, whereas encryption at rate of 90.3, 50.82, and 83.71 Gbps for Threefish, Blowfish, and IDEA can pass the NIST series of tests, respectively, other than Crush and BigCrush, which are much stricter than the regular NIST test and TestU01 SmallCruch. The limitation of this previous study is that the method cannot pass stringent tests such Crush and BigCrush, which can infer the confounding variables that challenge its effectiveness. VOLUME 7, 2019 A study [11] utilized a new approach for the pseudorandom generator, and the filtering system was changed to a new 2-adic feedback that is based on the Anarim and Erguler research. This feedback system includes a ''bit-search'' editing generator. Therefore, the algorithm that is subsequently generated is created through a dynamic block to encrypt data. If the available memory is low, shrinking the dynamic block is necessary to create the algorithm. The algorithm automatically divides the block in this situation between each processing core to ensure that each core encrypts a portion of the data. This system's use of parallel implementation means that it not only works rapidly but is also secure. Through the ENT, DIEHARD, and NIST tests, this method has been shown to be successful and secure. No limitations were present in this study owing to the high accuracy and validity in the process and experiment.
One research [12] discussed how previous PRNGs often present themselves as unrealistic or ineffective in comparison with the new possibility of the Lorenz system, which utilizes a single generalized approach. In this case, unique algorithms are created to aid binary sequences in the generation of generalized least squares. Using statistical tests of NIST SP 800-22 and analyzing the level of security have shown that these PRNGs successfully complete the task while maintaining both efficiency and security. Therefore, with the exception of one simple subtest in the matching NIST SP 800-22 test, which is non-overlapping and insignificant, all results showed this method to be a good option. The confounding variables present within the study include the comparison with previous studies to prove the effectiveness of the Lorenz system rather than simply performing an original experiment to achieve the same goal.
Another research [13] centered around the proposition that using a combination of three separate chaotic maps would result in a security level that is by far superior to any other method using one chaotic map. The chaos theory for number generation is attractive and useful in these circumstances due to its incredible amount of sensitivity in the beginning stages, allowing it to create a highly secure and complex result, unlike other systems that lack sensitivity. The input IV would combine three separate chaotic maps and use the results to yield much more random numbers. After the NIST tests, the results of this past study showed a highly successful security level created with a large number sequence of highly random quality. This study's limitation involved the combination of three different variables and three chaotic maps rather than one. This condition increased the randomness of the results but also increased the possibility for error introduction.
One study [14] turned to lightweight techniques to solve the problem of computing power limitations in embedded microprocessors, such as the Internet of Things, wireless sensor network, and radio-frequency identification. The specific lightweight solution for implementing these services in the microprocessors is the Hash function of PRNGs. In this previous study, security tests were run on these microprocessors to ensure safety of the transmitted information. For quicker and better performance with less memory storage in the process, an AES accelerator based on implementation was used to ensure successful computing in the Hash function. This method is attractive for various security purposes because it barely utilizes any storage in either ROM or RAM, can be used in conjunction with an AES accelerator, and is also present for 8-, 16-, and 32-bit microprocessors from ARM, AVR, and MSP430. The limitation of this study was the lack of experimental duplication to affirm the results.
In article [15] , HENKOS, a new cryptographic algorithm, is proposed along with a new PRNG; the created algorithm is fast and secure. The design of this algorithm was carried out for fulfilling goals, such as the absence of short cycles and cryptographic security. The cryptosystem uses two keys: a data key and master key. The results showed the ease of implementation of a cryptographically secure algorithm, a fast algorithm, and a rapid PRNG. In this past article, the technologies included HENKOS algorithm and PRNG. The merits in the article included the Diehard battery test, NIST statistical test, ENT tests, and swiftness of the algorithm. The limitation concerned the adjustment of PRNG:SHA1 for comparison.
Article [16] discussed the vulnerability of encryption systems and the reason for the need of time to evolve toward better and dependable systems that are not only protected in terms of hardware but also international hacking attacks. The paper has proposed the method to protect hardware of cryptosystems, but the integration of embedded systems of two functions, which work on two key elements of online error detection, led to misleading and corrupt results. Nextbit statistical test was applied in this previous research. The authors have explained in detail the development of reliable cryptosystems. Not only the development and key features are discussed but also the implementation process, and the proposed strategy has been comprehensively explained. Advanced optimization of PRNG algorithms can achieve a secure cryptosystem as the inclusion of complete randomness can assure full protection against international attacks. In this previous article, the limitations included round-replica and PRNG properties. The new methods of round-based block ciphers were discussed in the article, providing knowledgeable and helpful understanding of cryptosystem protection.
A paper [17] discussed using ECC for pseudorandom number generation algorithms. This past research distinguished the proposed method and its advantages over other methods. One advantage of ECC schemes includes the public key mechanism as basis. This mechanism ensures encryption and other added benefits, such as key exchange algorithms. The numbers generated are totally random and require a key. This past work informs us that ECs are famous for their best performances and the algorithms they use. Although the method is traditional, refining it with new algorithms can achieve a different level of efficiency. NIST statistical test is also used in this paper to analyze the working algorithm. The article compares the results of existing and proposed algorithms, where the final results revealed that using the proposed algorithm provides better security in comparison with existing ones. The article was concluded by informing that random numbers are securely generated by the proposed algorithm. The limitation of this study concerned the whole sequence's identification.
Article [18] discussed how older systems have been obsolete and unsecured, indicating the need to innovate and introduce new systems based on the available knowledge and understanding of dynamics. As the world has become more online, and using the internet makes networks and users vulnerable to attacks by hackers, data security is a growing concern. The older methods are inapplicable, and a new method that is random and provides tier-based security is proposed, ensuring network-wide security in cloud and hardware. This previous work proposed a true random number encryption algorithm employing block cipher and PRNG. NIST and ENT test can be used in the random number encryption algorithm. The paper explained the function and implementation with result analysis, showing how incorporation of different layers increases network security and makes the proposed method favorable due to its reliability. This past study featured limitations concerning the secure first secret parameter setting on microprocessors.
A journal article [19] discussed the possibility of using an algorithm of hybrid systems to generate pseudorandom number algorithms based on two distinct approaches. The method is based on different parameter values switched to produce pseudorandom numbers from chaotic systems. The method ponders over the transition of different chaotic equations by using linear feedback shift registers (LFSR). The pseudorandom numbers generated were tested by using TestU01and NIST SP 800-22 test suites, which were all passed. This previous article elaborated on the mechanism and different algorithms that will be used, also providing in-depth analysis of the results obtained due to implementation of the proposed system. The paper concluded that shifting method-based number generators are efficient and feature high throughput rate. The data showed uniform distribution, indicating the consistency of the data provided and results obtained from implementation. The limitations included algorithms the chaotic maps undergo from partial keyspace and weak safety measures offered by low dimensions. The authors discussed the different possibilities of using the proposed methods in various applications, such as image encryption, which may require pseudo-randomness.
Article [20] focused on different aspects and applications of RNGs and where and how they are used. PRNG and TRNG algorithms work on two distinct principles based on mathematical properties. This past article discussed the probability of different outputs and how they may be unequal depending on the algorithm that alters the probability and output produced. The application is discussed with respect to banks and game development. For randomness testing, the paper used the NIST STS. This past article is an informative piece discussing a diverse and different approach when dealing with different conditions. PRNG is less secure than TRNG, but its throughput speed is superior than that discussed in the article. The paper has presented different ideas and how generators have been used on the proposed lines to display secure characteristics by permitting trustful logging. The limitation of PRNG is that it becomes less protected than the second algorithm. A personalized PRNG based on LFSR cascade was proposed.
Generators play an important role in real-world random numbers [21] . Apart from hardware RNGs, the most important class is deterministic RNG algorithm. These generators lack predictability of RNGs. Deterministic RNG should be used in cryptography as it fulfills all the requirements related to security, speed, and ease of implementation. DIEHARD and NIST test suites are mainly implemented in this study. The obtained results suggest that Cartesian Genetic Program can be used as a suitable choice for the evolution of PRNG. To understand a real-world example of such generators, the limitations of PRNGs should be identified and comprehended for better understanding of the needed properties. Moreover, it presents a function that is appropriate in several matters as presented before. Emphasis is placed upon the development and evolution of PRNGs, which are extremely fast and small and show no dependence upon expensive operations of addition or multiplication. The limitations concern the unmimicked inner PRNG working by fitness functions.
With the growing usage of electronic medium [22] , more innovative schemes of security should be available to allow information transfer in a secure manner and secure transmission and storage. The encryption method must be specified for each transaction. Therefore, new generator keys are required, and for such purpose, chaotic keys are the perfect choice. Ring coupling algorithm was used for the generation and robustness of a generator. The chaotic keys passed all the statistical and analytical tests, including those of NIST, autocorrelation, cross-correlation, Lyapunov exponent, and uniform distribution. For precise uniform distribution, approximate density function was applied, and any errors are identified by the software. The resultant chaotic system ensures a designed robust implementation on cryptosystem. Chaotic maps suggest that if any weak cryptographic features are present, they will cause chaotic PRNG performance, which in turn produces excellent cryptographic properties. The major limitation of this past research is that only 2D systems were described, and other methods were not compared with 2D systems.
Production of random number generators [23] is an important tool for generation of cryptographic keys, but security is also necessary. For algorithm steps, game theory, stimulation, and statistics play important roles in cryptography. RNG is an algorithm used to produce unpredictable and random keys. Different security aspects and performance are compared with linear congruential generator (LCG), LFSR, Blum-Blum-Shub (BBS), and service level agreement-LFSR (SLA-LFSR). The results showed that PRNGs are very important and are a requirement for cryptography, and if they are compromised, the entire cryptosystem is destroyed. Security systems are supported by the design of PRNG. The NIST statistical test was employed in this study of LCG, LFSR, BBS, and SLA-LFSR. The starting time should be short, and a frequent initialization is required for the effective functioning of PRNG. Among all the generators, the SLA-LFSR is the optimal PRNG because its optimal memory, long operation period, and usage of CPU provide an effective and efficient security system. The limitations concerned the repeatability and unpredictability of PRNG of numbers.
In [24] , random numbers played an analytical role in cryptographic fields. These numbers can be utilized in seed, cryptographic key, and nonce. Random numbers were used to initialize the generation of pseudorandom numbers followed by arbitrary keys. STSs, such as NIST, were used to check the generated pseudorandom numbers. The hardest part of the cryptography was its key management. On the basis of random sources of PC, RNG and PRNG algorithms were suggested. A RNG generates a random key of 128-256 bits from random sources of PC. A statistical analysis was used to check the generated random keys. All keys were checked in a cumulative manner along with clock frequency under the frequency test. All the keys yielded 88% result upon checking. On the other hand, PRNG passed all the tests with distinction and gave 100% result. The results suggest that random keys are reliable and useful for generation of results, whereas PRNG algorithms are reliable and provide security for transferred information. The limitations concerned the generation of imbalance sequences by BBS.
In [25] , the design, management, and function of highperformance data storage and processing systems have changed noticeably. The cloud computing systems are not only hybrids but can also support hardware acceleration. This past article provided knowledge on the implementation of the hybrid system of GOST R 34.12-2015-based PRNG. PRNG solves considerably varying tasks depending upon certain features. The basic statistical method can be used in the case of testing a debugging program, whereas NIST and DIEHARD can be the most preferred statistical tests to be used. In recent times, high-performance processing systems and data storage have changed to a significant extent. The stochastic conversion's multidimensional algorithms are used for high-performance general-purpose computing on graphics processing unit systems. A high degree of parallelism allows Grasshopper algorithm to offer multithreaded systems. For any special purpose in EUC, the hardware implementation of Grasshopper GOST R 34.12-2015 is one of the approaches still used. The limitations of this research concerned the reduced key spaces, nonrandom numbers, and poor choices of keys.
Article [26] featured several uses, such as sampling, games of chances, simulation, computer science, and functions, including cryptography, game programming, and data transmission. Three basic requirements should be fulfilled for using random systems in computer science.
1) The generated numbers should be unpredictable.
2) The generated numbers should exhibit statistical purposes.
3) The numbers that are produced must be incapable of reproducing. The random numbers which were followed using the above properties are categorized into two classes: PRNG and TRNG. A kind of PRNG was utilized for the production of stream encryption algorithms. Random numbers were generated with the help of stream cipher-based methods, which were implied on field-programmable gate array (FPGA) hardware. To obtain numbers, tests such as NIST were performed. Random numbers possess excellent statistical properties, and only non-linear combination generator method could not pass the test and also failed the frequency block test. The limitations concerned the passing of NIST statistical tests and FPGA based on 60 nm margin.
In [27] , different LCG PRNGS algorithms presented different results in the NIST test. Results showed that compared with PRNGs, all LCGs exhibited a poor performance. To a certain extent, the linear combination of LCG can be defined as Wichmann-Hill PRNG, performing well against the given NIST test. Few implementations, such as WELL44497b, and WELL512a, failed their serial test. On the other hand, MIXMAX PRNG performed well and passed the serial test. All other tests, such as non-overlapping, random excursion variant, and random excursion tests, were failed by the generators considered in the article. The PR value of non-overlapping template matching test was low with high chances of failure. Therefore, considering the test results in this previous paper, none of the generators is liable to be used for cryptographic applications. The limitations of this algorithms concerned the performance against battery tests prescribed in the NIST SP800-22rev.
In article [28] , acoustic lightweight PRNG algorithms, such as SLA-LFSR-PRNG, should be used; these algorithms consume CPU capacity, less memory, and adopt the strategies that are parallel with multi-thread to generate huge random numbers by benefitting from the gigantic parallel design of GPU and multi-core CPU. The cryptographically based generator possesses the capability to (LFSR), and all the entropies from given sound sources are driven out. One primary advantage of the suggested PRNG is the protection from major attacks. A secure CPRNG is immune to PRNG threats and features a low capacity and memory. The generator was tested in the STS of NIST SP 800-22, and all the tests were passed and presented significantly improved generator performance. The limitations included comparison of NIST SP 800-22 statistical test for the proposed generator with various system suites of the proposed generator on different systems.
In [29] , BBS is not considered a complex PRNG and needs a squaring operation and large modulus for the generation or production of each bit, making the algorithm slow computationally or heavy. The EC points toward point operations that have been extracted to the given PRNG algorithm and hence proves that reduced latency and good randomness properties show dependence upon the secrecy of P. The strength of BBS lies in integer factorization problem (IFP), whereas PRNG strength lies in discrete logarithm problem (DLP). The large modulus modulo requirement for BBS should be secure and slow in performance. The NIST STS was adopted in this previous article. Dependence on P was high, showing loopholes for PRNG. The performance test showed that the confidence level reached above 99.7%, but randomness tests were all passed. The test results of the article showed that BBS-ECPRNG is secure and statically produces randomness, which is required for various practical applications. In this study, the limitations of algorithms surround the observation of performance sequences at a minimum confidence level.
In article [30] , the Wi-Fi Protected Access 2 (WPA2), which exists in wireless routers, was assumed to follow a more secure security protocol for networks, although partial key vulnerability was exposed. The strength of BBS lies in IFP, whereas PRNG strength lies in DLP. This BBS-ECPRNG algorithm was used instead of algorithms in embedded routers. To prove the validity of this action, validity was checked and tested by the NIST statistical test, which proved that the generator is secure and generates randomness, which is essentially required in several cryptographic applications. The article showed that WPA2 passwords in routers were distributed in the Philippines. The research results and suggestions indicated that BBS-ECPRNG is much more efficient and recommendable against WPA2 as ECPRNG is random, secure, and fast. The limitation of BBS-ECPRNG is its generation of unpredictable and random WPA2 composition passwords, which are likely to decrease the success of password cracking.
Finally, the above-mentioned discussion highlights the importance of PRNGs and their issues. The presented information also opens new challenges for researchers in the area of cryptography. One challenge is the generation of PRNGs. To overcome this issue, different researchers applied different methods to produce PRNGs and adopted different validation methods, such as AES, DES, CAST-256, IDEA, and Blowfish. The NIST focuses on AES, whereas TDES generate PRNGs. However, other solutions that may manifest better performance are available. This point motivated this research.
III. MODERN BLOCK CIPHER ALGORITHMS A. THE ADVANCED ENCRYPTION STANDARD(AES)/RIJNDAEL
When NIST [1] , [3] , [31] , [32] wanted to use a new block cipher to replace the DES algorithm in 1997, it announced a competition with specific criteria, including cost, security, and implementation. The winning algorithm in the contest would be named the AES. NIST received responses from all over the world. Rijndael algorithm from Belgium was one of the algorithms sent by participants in the contest through a proposal by Vincent Rijmen & Joan Daemen in 1998 [3] , [33] . In 1999, Rijndael algorithm was one of the five finalists in the AES selection process [34] . In 2001, after the third AES candidate conference, Rijndael was selected by NIST as the AES algorithm [35] , receiving 86 votes and ranking the first [36] .
AES [1] , [3] , [31] is also one of the symmetric-key block ciphers for encryption of electronic data and produces PRNGs that are used in cryptographic applications. In addition, AES is a substitution-permutation network (SPN) that is used for encrypting and decrypting a data block of 128 bits and uses different rounds by key size type. AES features three key sizes, which can differ according to the number of bits (256, 192, or 128 bits) and depend on the number of rounds. Thus, three versions are given for AES algorithm: AES-256, AES-192, and AES-128.
AES algorithm [33] presents advantages, such as good security margin, excellent performance in different platforms, well-suited for smart cards due to its proper low RAM and ROM requirements, and convenient operations for defending against attacks, which are directed to smart card implementations, and support for other block and key sizes in 32-bit increments. No considerable disadvantages are identified with AES [33] .
AES is defined in several standards, such as NIST and Federal Information Processing Standards; thus, it is used in various software or hardware applications [31] . Several of these applications include disk encryption, archive and compression tools, Intel and AMD processors, and security for communications in LAN [31] , NIST PRNG [7] , secure/multipurpose internet mail extension, and IP security [1] . The AES has become a major field in today's modern cryptography.
B. MARS
When NIST [31] , [32] wanted to use a new block cipher to replace the DES algorithm in 1997, NIST announced a competition through specific criteria considering the cost, security, and implementation. Furthermore, the winning algorithm in the contest would be named the AES. NIST received responses from all over the world. MARS algorithm, USA, was one of the algorithms participants in the contest and sent a proposal by IBM in 1998 [31] , [33] , [37] . In 1999, MARS also became one of the five finalists in AES selection process [34] . MARS lost in the AES competition, receiving 13 votes and ranking the fifth [36] .
MARS [31] , [37] is also one of the symmetric-key block ciphers for encryption of electronic data and produces PRNGs that are used in cryptographic applications. In addition, MARS is a Feistel network (FN) that encrypts and decrypts a data block of 128 bits and uses 32 rounds. MARS features three sizes, namely, 256, 192, or 128 bits.
MARS algorithm [33] exhibits advantages, such as a large security margin, and on 32-bit platforms, it has shown a highly remarkable performance; it also shows remarkable speed with platforms, providing strong support for variable 32-bit rotations. However, MARS features several issues, which include its platform performance, which requires VOLUME 7, 2019 no support, and its algorithmic complexity [33] , [38] . Bruce Schneier and John Kelsey presented breaking 11 rounds using amplified boomerang techniques; boomerang attack also showed a straightforward meet-in-the-middle attack on MARS cipher [39] .
C. RIVEST CIPHER 6 (RC6)
The RC6 design was inspired and derived from RC5 cipher and overcomes certain weaknesses of its predecessor. RC6 was designed to meet the strict requirements for AES competition. In 1997 [31] , [32] , when NIST wanted to put a new block cipher to replace the DES algorithm, NIST announced a competition through specific criteria that cost, security and implementation. Furthermore, the winning algorithm in the contest would be named as AES. NIST was responses from all over the world. The RC6 algorithm from USA was one of the participating algorithms in the contest, sent through a proposal by Yiqun Lisa Yin, Matt Robshaw, Ron Rivest, and Ray Sidney in 1998 [31] , [33] . RC6 was one of the five finalists in the AES selection process in 1999 [34] . After the third AES candidate conference, RC6 lost in the AES competition, receiving 23 votes and ranking the fourth [36] . RC6 was also submitted to the European NESSIE project and Japanese CRYPTREC project [39] .
RC6 [31] , [37] , [38] is a symmetric-key block cipher for the encryption of electronic data and produces PRNGs that are used in cryptographic applications. In addition, RC6 is a FN that can encrypt and decrypt data with block of 128 bits using 20 rounds. RC6 features three sizes: 256, 192, and 128 bits.
RC6 algorithm [33] exhibits many advantages, including its attractive simplicity, especially with security analysis in a given restricted timeframe. RC6 and its key setup time are achieved rapidly on 32-bit platforms. Additionally, this algorithm is flexible with rounds that are completely parameterized. However, RC6 possesses certain issues, including the low-end smart card suitability and low security margin [33] . RC6 exists in several versions, such as ERC6, RC6W, and MRC6, with reduced-round versions without key whitening; however, in the original RC6, the 20-round version remains unbroken [39] .
D. SERPENT
When NIST [31] , [32] wanted to put a new block cipher to replace the DES algorithm in 1997, NIST announced a competition through specific criteria that cost, security and implementation. Furthermore, the winning algorithm in the contest would be named the Advanced Encryption Standard or AES. NIST was responses from all over the world. Serpent algorithm, UK, Israel, and Norway, was one of the algorithms participants in the contest and sent a proposal by Lars Knudsen, Eli Biham, and Ross Anderson in 1998 [31] , [33] . The Serpent algorithm was one of the five finalists in AES selection procedure in 1999 [34] . After the third AES candidate conference, Serpent algorithm was announced as the AES in 2001 by NIST [35] . The Serpent algorithm lost in the AES competition, obtaining 59 votes and placing second in rankings [36] .
Serpent algorithm [31] , [37] , [40] is one of the symmetrickey block ciphers for encryption of electronic data or production of PRNGs that are used in cryptographic applications. In addition, Serpent is a SPN that is used for encrypting and decrypting a data block of 128 bits using 32 rounds. The Serpent algorithm features three key sizes, including 128, 192, or 256 bits.
Serpent algorithm [33] includes various advantages, such as high security margin and convenient operations for defending against power and timing attacks. However, one disadvantage of Serpent algorithm includes its slowness across platforms [33] . Moreover, certain linear attacks on Serpent and differential linear attacks break 11 out of 32 rounds [39] . Bruce Schneier and John Kelsey also presented a boomerang attack, breaking nine rounds [39] .
E. TWOFISH
Twofish was inspired by Blowfish cipher [39] , which was published in 1993. When NIST [31] , [32] wanted to put a new block cipher to replace the DES algorithm in 1997, NIST announced a competition through specific criteria that cost, security and implementation. Furthermore, the winning algorithm in the contest would be named the Advanced Encryption Standard or AES. NIST was responses from all over the world. Twofish algorithm, USA, was one of algorithms participant in the contest and sent a proposal by Niels Ferguson, Doug Whiting, Chris Hall, David Wagner, Bruce Schneier, and John Kelsey in 1998 [31] , [33] . Twofish was one of the five finalists in AES selection process in 1999 [34] . Twofish lost in the AES competition, receiving 31 votes and finishing third in ranking [36] .
Twofish [31] , [37] , [41] is one of the symmetric-key block ciphers for the encryption of electronic data or production of PRNGs that are used in cryptographic applications. In addition, Twofish is a FN that is used for encrypting and decrypting a data block of 128 bits by using 16 rounds. Twofish features three key sizes, namely, 256, 192, and 128 bits.
Twofish algorithm [33] features advantages, such as a large security margin, notable speed across platforms, well-suited to smart cards, and support for arbitrary key sizes. However, the algorithm exhibits disadvantages, including its overall design complexity and key-dependent, S-box complicated analysis [33] . To date, saturation attack, a multiset attack breaking 8 out of 16 rounds, is said to be the most dangerous attack on reduced-round Twofish [39] .
IV. RESEARCH METHODOLOGY
The overall research is divided into five phases, which are shown in Figure 1 and described as follows:
The first phase involves block cipher selection. This step is imperative due to the large number of BCAs. After surveying, 20 BCAs are identified. As a result, five BCAs are selected: AES, MARS, RC6, Serpent, and Twofish. These BCAs are selected because they reached the finals in the AES competition and received approval. Moreover, these BCAs require two inputs, a key (128, 192, or 256 bits) and 128 bit data block, and 128 bit output block (Figure 2) .
B. PHASE 2: MODE OF OPERATION
After surveying, five modes of operation are identified: Electronic Code Book, CBC, Cipher FeedBack, Output FeedBack, and CTR. As a result, CTR operation mode was selected because it is used in NIST [7] to generate PRNG.
C. PHASE 3: DESIGN
This phase depends on selected BCAs and mode of operation. As a result, the proposed model uses a CTR mode of operation as NIST [7] . However, two differences are noted. The first is that the inputs (k and IV) are obtained by entropy source. Second, the design possesses no update function, as shown in Figure 3 .
This model features two functions, an initialize function and a generate function (Figure 3) . The initialize function includes three inputs, and all its sources are entropy sources, as shown in Figure 3a . These inputs include a key (128, 192, or 256 bits), an IV, which works as counter, and a seed, which is XORed with output block from the encryption algorithm. Then, the initialize function produces a new seed (K and IV) that is used as input in the generate function to generate PRNG, as shown in Figure 3b .
D. PHASE 4: IMPLEMENTATION
In this phase, a proposed model is implemented using hardware and software. For hardware, implementation is achieved on CPU 3.60 GHz and RAM 4.00 GB. For software, the software that is used comprise the following: operating system: Windows7, visual studio C++.Net 2012, crypto++ 7.0 version in 2018 [42] , HxD Hexeditor to read files in Hexadecimal format, Cygwin64 terminal [43] , and NIST STS application [2] . 
E. PHASE 5: RESULT EVALUATION AND ANALYSIS
This phase describes the result evaluation and analysis for 75 PRNG files. A total of 25 files were generated for the 128-bit key size, 25 files for the 192-bit key size, and 25 files for the 256-bit key size. Every size key is started with the rules utilized for evaluation and analysis for p-value and proportion of sequences [2] . In addition, for every 25 files generated, five PRNG files are considered for every BCA with a size of 10 Mb. Then, in the STS, 15 NIST tests are applied on the files, and results are analyzed and compared. Further, every PRNG file for BCA features the same inputs. Thus, PRNG file1 for AES, RC6, MARS, Serpent, and Twofish possesses the same inputs for Key, IV, and seed, and the same goes for PRNG file2 and other PRNG files. Table 1 shows the type of tests failed for each file and algorithm. Table 2 shows the total number of files that have passed and failed which is also shown in Figure 4 . The order of results is as follows: 1) RC6 2) AES and Twofish 3) MARS and Serpent 2) THE 192-BIT KEY SIZE Table 3 shows the type of tests that is failed for each file and algorithm. Table 4 shows the total number of files that have passed and failed ( Figure 5 ). The order of results is as follows: 1) Serpent and Twofish 2) MARS and RC6 3) AES
1) THE 128-BIT KEY SIZE
3) THE 256-BIT KEY SIZE Table 5 shows the type of tests that is failed for each file and algorithm. Table 6 shows the total number of files that have passed and failed (also shown in Figure 6 ). The order of results is as follows: 1) Twofish 2) AES and Serpent 3) MARS and RC6
V. CONCLUSION
To conclude this paper, we summarize the result analysis and comparison for 75 PRNG files that are generated by AES, MARS, RC6, Serpent, and Twofish utilizing the model proposed in this research. In 128-bit key size, five PRNG files are produced for every BCA, AES, MARS, RC6, Serpent, and Twofish, and 15 NIST tests are applied on these algorithms, producing 25 PRNG files. After analyzing and comparing the test results, the algorithms are arranged in the following order: 1) RC6 2) AES and Twofish 3) MARS and Serpent In 192-bit key size, five PRNG files are produced for every BCA, AES, MARS, RC6, Serpent, and Twofish, and 15 NIST tests are applied on these algorithms, producing 25 PRNG files. After analyzing and comparing all test results, the algorithms are arranged in the following order: 1) Serpent and Twofish 2) MARS and RC6 3) AES In the 256-bit key size, five PRNG files are produced for every BCA, AES, MARS, RC6, Serpent, and Twofish, and 15 NIST tests are applied on these algorithms, producing 25 PRNG files. After analyzing and comparing all test results, the algorithms are arranged in the following order: 1) Twofish 2) AES and Serpent 3) MARS and RC6 As a result, the motivation set out in this research work has been successfully achieved.
VI. FUTURE WORK
Future directions of this research are as follow:
1) The need to generate PRNGs with a large file size equivalent to 1Gb and perform several statistical test, such as NIST test, Diehard test and TestU01. 2) Utilization of different mode of operation and comparison with the proposal model. 3) Improvement of AES algorithm and its comparison with the original AES algorithm.
