1. Introduction {#sec1-1}
===============

Interest in resting state cerebral hemodynamic fluctuations, or spontaneous fluctuations, has increased significantly in the literature recently \[[@r1]--[@r4]\]. These oscillations, characterized by their low frequency (\< 0.1 Hz), can occur even in the absence of a task, and are often correlated between functionally related areas \[[@r5],[@r6]\]. Although the origin is still uncertain, it has been hypothesized that correlated fluctuations reflect synchronized variations in the neuronal activity of brain areas, and are characteristic of functional connections among different networks of the brain. The assumption that the origin of such correlated fluctuations is neuronal is supported by observed coherent ongoing activity in neuronal discharge patterns \[[@r7]--[@r9]\].

Functional Magnetic Resonance Imaging (fMRI) has been the choice for the majority of functional connectivity studies, since Biswal *et al.* first reported the correlation between the left and right somatosensory motor cortices at rest using Blood Oxygen Level Dependent (BOLD) contrast \[[@r5]\]. Due to fMRI's high spatial resolution and ability to cover the entire brain, subsequent studies were able to identify several consistent resting state networks, including motor, auditory, visual, attention, and default mode \[[@r10]--[@r14]\]. These networks have been shown to be consistent among subjects and even across species \[[@r14]--[@r17]\]. Clinical studies have demonstrated that resting-state connectivity is altered in disorders such as stroke \[[@r18]\], Alzheimer's disease \[[@r17]\], schizophrenia \[[@r19]\], multiple sclerosis \[[@r20]\], autism \[[@r21],[@r22]\], and epilepsy \[[@r23]\], suggesting a disruption of neuronal and/or vascular factors that contribute to high correlation in these networks.

The translation of functional connectivity methods to diffuse optics would enable a significant advance towards the understanding of the resting state brain. By employing functional connectivity methods with Near-Infrared Spectroscopy (NIRS), one can assess different populations of subjects and patients not easily measured with fMRI, such as neonates and infants, therefore contributing to better understanding of the development of resting state modes. The portability of NIRS instruments would also allow continuous bedside monitoring of both the healthy and the diseased brain, with application to clinical studies at lower cost, compared to MRI. In addition, the high temporal resolution provided by current continuous-wave NIRS systems (up to 10 Hz) prevents aliasing of higher frequency cardiac or respiratory activity, which is responsible for a significant fraction of variance in spontaneous BOLD-fMRI signals \[[@r24]--[@r26]\].

Previous studies with NIRS have shown that the detection of low frequency components is possible \[[@r27]--[@r30]\], and so is the application of functional connectivity methods to optical signals in adult human subjects \[[@r30]--[@r33]\]. While these studies demonstrate the potential of NIRS to investigate the resting state brain, they also lead to a number of interesting questions. For example, the hemodynamics measured by the optical signal are sensitive to systemic fluctuations associated with cardiac pulsation, respiration, blood pressure oscillations, and heart rate variations \[[@r34]\]. Because this background physiology overlaps with the low frequency fluctuations from neuronal activity, it is important to account for and/or remove such systemic contributions in order to better investigate spontaneous neuronal oscillations specifically. This can be achieved by performing high density measurements, and data from small source-detector separations can be used to account for these systemic contributions as derived from the scalp \[[@r30]\]. An alternative way to help separate out the background physiology in NIRS data is to include noninvasive auxiliary physiological measurements as inputs in the analysis, and stationary linear regression methods can be used to filter systemic fluctuations \[[@r35]\].

The possibility of simultaneously monitoring different areas over the head also allows for better separation of global systemic oscillations \[[@r36]\]. More importantly, a larger coverage of the brain represents an important step towards the exploration of the spatio-temporal patterns of the neuronal fluctuations with NIRS, in which it would be possible not only to understand the dynamics of a single region of interest but also to account for the interaction between different regions of the cortex. By taking advantage of a NIRS system with fast acquisition rate and 16 sources and 32 detectors, as described in \[[@r37]\], it is possible to arrange the optodes to cover most of an adult head and therefore collect optical data from prefrontal, sensorimotor, and visual cortices in both hemispheres simultaneously \[[@r34]\].

In this work, we performed a spatial-temporal correlation analysis of the NIRS signal over the whole head during the resting state. By choosing a source-detector pair as a seed, we calculated the correlation value between its time course and the time course of all other source-detector combinations, which allowed us to generate topographical correlation maps over the whole head, and to analyze their spatial patterns. In all cases, we found a bilateral response, with a high correlation between the seed chosen and its correspondingly symmetrical channel; this pattern is more evident in deoxy-hemoglobin than oxy-hemoglobin maps for a seed in either the sensorimotor cortex, occipital lobe, or frontal lobe. We also investigated the effects of global systemic physiology in the generated correlation maps by performing several filtering procedures; in particular, we showed the importance of filtering contributions from blood pressure oscillations which often tend to broaden areas with high correlations and mislead the interpretation of results. The methodology for removing systemic oscillations and performing functional connectivity analysis is described in section 2; topographic maps are shown in section 3, as well as statistical results and discussion for all the subjects analyzed; section 4 summarizes our main findings.

2. Methods {#sec1-2}
==========

2.1 Subjects and protocol {#sec2-1}
-------------------------

The experimental data used in this study was previously reported \[[@r34]\]. Baseline data were acquired from 11 healthy adult, male subjects. The mean age was 35 ( ± 12) years old. Subjects were laid supine in a recliner chair inside a quiet dark room, and instructed to "do nothing", as well as to minimize movement during the measurements. For each subject, 300-sec baseline runs were performed from 2 to 4 times. All procedures were approved by the Institutional Review Board at the Massachusetts General Hospital, where the experiments were carried out. All subjects gave their written informed consent.

2.2 Experimental setup {#sec2-2}
----------------------

Measurements were performed with a continuous-wave optical system (CW5, TechEn Inc., Milford, MA) using 32 laser diodes at 2 different wavelengths (690 and 830 nm, emitting \~10 mW each) and 32 avalanche photodiodes (APD) \[[@r37]\]. The lasers were frequency encoded at different frequencies between 6.4 and 12.6 kHz in 200 Hz steps. The detected signal by each APD was band-pass filtered to remove low-frequency noise and interference sources. A variable gain control stage was then used to match all signal levels to the acquisition level before being processed by an A/D board and collected by a computer.

The optical probe was secured to the subject's head with Velcro and foam material. It used 32 detector and 16 source positions designed to cover most of the head, including frontal, parietal, temporal and occipital lobes ([Fig. 1](#g001){ref-type="fig"} Fig. 1(a) Probe geometry showing sources (x), detectors (o), and source-detector pairs we used for the analysis (dotted lines). Each channel was classified as part of one of the four lobes showed in the figure, in both hemispheres. (b) Picture of the probe on a subject, as an example. (c) Representative relative hemoglobin time-courses for a single channel of one subject that was used for correlation analysis.). The configuration allowed for 50 different source-detector pair combinations (channels) with source-detector distances at 3.0 cm.

Blood pressure was simultaneously monitored with a home-made pressure sensor in order to separate out its background physiological signal. The device consisted of a pressure transducer in contact to the subject's finger and connected to an amplifier circuit whose output was recorded via an analog channel with an external eight-channel DAQ board configured for a sampling rate of 25,000 samples/s (National Instruments, Austin, TX). The box was synchronously integrated with the optical system and both the blood pressure data and the optical data were downsampled to the same 10 Hz for data analysis.

2.3 Data analysis {#sec2-3}
-----------------

In order to separate out individual source contributions, acquired data were demodulated and down-sampled to 10 Hz. Channels with signal-to-noise ratio less than 25% of the mean signal-to-noise ratio of all the channels were discarded and not included in the analysis due to poor quality. This procedure removed 2-8% of the channels in a single run. Light intensity for each source-detector pair at each wavelength was band-pass filtered between 0.009 and 0.08 Hz to eliminate slow drifts and to reduce physiological noise, and then converted to relative changes in optical density (ΔOD), similar to previous NIRS connectivity studies \[[@r30],[@r32]\].

Because low frequency blood pressure fluctuations (i.e. less than the respiratory frequency) do not have a very well defined signature in the systemic physiological power spectrum, an auxiliary measure of blood pressure fluctuations was used as a regressor to statically filter its contribution from the NIRS signal \[[@r25],[@r26]\]. The impulse response function for the regressor was calculated using the Tikhonov regression estimator:$$h_{n} = {(U_{BP}^{T}U_{BP} + \lambda^{2}I)}^{- 1}U_{BP}^{T}y_{n},$$where *h~n~* is the transfer function from the regression variable to the effect on the observation *y~n~* of the *n*-th channel (*y* = ΔOD), and *U~BP~* represents the regression variable (blood pressure in this work); λ is the regularization parameter that we set to 10^−1^ times the maximum of the diagonal elements of $U_{BP}^{T}U_{BP}$, and the superscript *T* denotes the transpose of the matrix. The convolution of the regressor and the transfer function describes the identified component in the observations, and the filtered signal *X~n~* is computed based on [Eq. (1)](#e1){ref-type="disp-formula"} as$$X_{n} = y_{n} - U_{BP} \otimes h_{n},$$where the symbol ⊗ in [Eq. (2)](#e2){ref-type="disp-formula"} denotes the convolution operation. This procedure removed systemic low frequency blood pressure contributions from the optical data that were not eliminated by band-pass filtering. From the filtered signal at the two wavelengths, changes in oxy-hemoglobin (HbO) and deoxy-hemoglobin (HbR) concentrations were obtained by using the modified Beer-Lambert law, with a differential pathlength factor of 6 for both wavelengths \[[@r34]\]. Total hemoglobin (HbT) concentration was determined as the sum of HbO and HbR.

Then, a global signal regression was performed for every resultant concentration time-series in every run, following the standard procedure in fMRI functional connectivity analysis \[[@r4],[@r38],[@r39]\]. In summary, the global signal, calculated by averaging the time series over all channels in the brain, is used as a regressor in a linear model:$$X_{n}(t) = \left( {\frac{1}{N}{\sum\limits_{n = 1}^{N}{X_{n}(t)}}} \right)\beta_{n} + v_{n}^{'}(t),$$where$X_{n}(t)$is a column vector that represents the time series of the measurement *X* \[*X* = HbO, HbR or HbT in [Eq. (3)](#e3){ref-type="disp-formula"}\] of the channel *n*, and $v_{n}^{'}(t)$is the corresponding time series after global signal regression; *N* is the total number of channels, and β is the regression coefficient. This spatial normalization also attempts to account for potential sources of physiological noise, causes correlation strengths to be distributed around zero, and forces the functional connectivity analysis to have both positive and negative correlations. After performing all the pre-processing steps described above, the fluctuations of each time series investigated ranged from approximately 1 to 6% of the mean over the period of a run, across all channels and subjects. Representative hemoglobin time-courses used for analysis were shown in [Fig. 1(c)](#g001){ref-type="fig"}, for a single channel of a subject. At each step, the power spectra were plotted for each channel in order to verify the effectiveness of each pre-processing procedure, and to guarantee that the correlation analysis reflected only spontaneous low frequency oscillations. In cases where the power spectra indicated contamination of the signal due to poor global systemic subtraction (i.e, when the amplitude at 1 Hz was greater than 0.3 times the amplitude at 0.01 Hz in the power spectrum) in more than 10% of the channels, the run was discarded in the analysis. This criterion provided an objective and quantitative method for excluding runs in which filtering of systemic physiology was poor. Based on this criterion, 9 runs were completely discarded, and 2 of the 11 subjects were eliminated from the statistical analysis.

For the correlation analysis, we chose one channel from a functional region of interest as a seed and calculated the Pearson correlation coefficient *r* between the time course of the seed and the time course of all other available channels. The correlation value obtained for each channel was mapped onto the probe geometry at a location halfway between the source and detector. An image was then formed by interpolating the correlation coefficients over the probe geometry using the inverse distance between each source-detector pair as the weight factor. The positioning of the seeds was defined according to the three main cortical regions covered by the probe: prefrontal cortex seeds were located at the anterior portion of the frontal lobe; seeds in the sensorimotor cortex covered the medial part of the parietal and the top of temporal lobes; and seeds in the visual cortex were placed in the occipital lobe ([Fig. 1](#g001){ref-type="fig"} shows the localization of the channels for each lobes, as we used for analysis). Due to the low spatial resolution of the probe used, the channel(s) that identified each of the above cited regions was the same in all subjects. At each cortical region, at least two seeds per hemisphere were tested. The correlation was calculated for each single baseline run, and the procedure was repeated for all runs for each subject. An average map of each subject was estimated by converting the obtained *r* values to *z* values using the Fisher's *r*-to-*z* transform for each run, averaging the z values across runs, and then converting back to *r* maps for presentation.

3. Results {#sec1-3}
==========

3.1 Correlation maps {#sec2-4}
--------------------

Examples of averaged correlation maps during baseline for three seeds (one for each region) for one subject are shown in [Fig. 2](#g002){ref-type="fig"} Fig. 2Average correlation maps during resting state in a subject for all the three hemoglobin contrasts when the seed was placed on (a) prefrontal, (b) sensorimotor, and (c) visual cortex. The position of the seed is indicated by the black circle, and the colorbar represents the correlation coefficients. Orientation of the head is indicated by the nose pointing up.. For all the three hemodynamic variables, it is evident that the region around the symmetric contralateral side is highly correlated with the seed chosen, indicating a strong association between the optical signal time courses of the two locations. This behavior was found in all the three main cortical regions, and is independent of the seed choice.

In order to quantify the coherent behavior with each seed's contralateral side, we extracted the correlation coefficient between a given source-detector pair and its symmetrical location on the other hemisphere. [Figure 3](#g003){ref-type="fig"} Fig. 3Grand average of the symmetric correlation values obtained for the three main cortical regions measured, for each hemoglobin contrast. Correlation was calculated between a given seed time course and its corresponding contralateral channel, and then averaged over all possible seeds in each region. Error bars represent the standard deviation across all subjects. summarizes the values found for HbO, HbR, and HbT signals, averaged across all subjects, and separated by the three main cortical regions covered by the optical probe. Although significant in all maps (ANOVA, p \< 0.05), in general the symmetrical functional correlations were slightly higher in HbR and HbT maps than in HbO maps. Regarding seed location, seeds placed on the prefrontal cortex yielded the lowest correlations to their contralateral side, compared to seeds placed on the sensorimotor and visual cortices.

3.2 Inter-region connectivity {#sec2-5}
-----------------------------

In addition to analyzing symmetrical correlations, acquiring measurements over the whole head also allows analysis of cortical interactions between different brain regions. Based on the position of the optodes, we defined 8 different regions of interest (ROIs) by matching the lobes covered by each channel (frontal, temporal, parietal, and occipital), and differentiating between the two brain hemispheres ([Fig. 1](#g001){ref-type="fig"}). In this classification scheme, each ROI accounted for 4-8 different channels. Then, for each subject, we calculated the maximum correlation between a seed channel in one of the cortical regions and all the other channels inside the ROI defined by the lobes (excluding the correlation of the seed channel with itself). [Table 1](#t001){ref-type="table"} Table 1Maximum correlation of HbO, HbR, and HbT maps, separated by 8 ROIs (4 different locations on the 2 hemispheres of the brain), when a seed is positioned at 3 different locations. Regions of high correlation are represented in bold, and uncertainty of the values denotes the standard error across all subjectsHbO**       **Prefrontal Seed IpsilateralPrefrontal Seed ContralateralSensorimotor Seed IpsilateralSensorimotor Seed ContralateralVisual Seed IpsilateralVisual Seed ContralateralFrontal**0.89 ± 0.040.81 ± 0.08**0.72 ± 0.070.63 ± 0.050.51 ± 0.100.54 ± 0.09Temporal**0.82 ± 0.09**0.39 ± 0.090.70 ± 0.040.32 ± 0.100.40 ± 0.090.35 ± 0.10Parietal**0.85 ± 0.08**0.56 ± 0.07**0.93 ± 0.090.82 ± 0.07**0.54 ± 0.050.30 ± 0.04Occipital0.32 ± 0.110.68 ± 0.080.24 ± 0.060.34 ± 0.08**0.83 ± 0.12**0.61 ± 0.12**       **HbR**       **Prefrontal Seed IpsilateralPrefrontal Seed ContralateralSensorimotor Seed IpsilateralSensorimotor Seed ContralateralVisual Seed IpsilateralVisual Seed ContralateralFrontal**0.83 ± 0.09**0.74 ± 0.070.66 ± 0.060.76 ± 0.120.38 ± 0.070.51 ± 0.07Temporal0.61 ± 0.040.71 ± 0.090.76 ± 0.080.51 ± 0.080.73 ± 0.090.56 ± 0.09Parietal0.59 ± 0.07**0.83 ± 0.110.91 ± 0.080.82 ± 0.09**0.58 ± 0.040.72 ± 0.06Occipital0.68 ± 0.100.37 ± 0.040.42 ± 0.060.25 ± 0.050.78 ± 0.080.67 ± 0.09**       **HbT**       **Prefrontal Seed IpsilateralPrefrontal Seed ContralaterallSensorimotor Seed IpsilateralSensorimotor Seed ContralateralVisual Seed IpsilateralVisual Seed ContralateralFrontal**0.96 ± 0.080.85 ± 0.07**0.77 ± 0.110.68 ± 0.090.53 ± 0.100.64 ± 0.11Temporal0.65 ± 0.080.56 ± 0.120.74 ± 0.120.70 ± 0.130.64 ± 0.090.42 ± 0.12Parietal**0.88 ± 0.090.83 ± 0.060.93 ± 0.100.83 ± 0.08**0.75 ± 0.080.72 ± 0.08Occipital0.30 ± 0.120.19 ± 0.080.68 ± 0.060.13 ± 0.04**0.84 ± 0.14**0.78 ± 0.06 summarizes the average results across all the subjects for HbO, HbR, and HbT, where regions of high correlation are shown in bold (i.e., *r \> 0.8,* so that the statistical threshold was p \< 0.01 for a sample size of 9 subjects). When the seed is placed in one of the channels of the sensorimotor cortex, the ROI with the highest spatial-temporal correlation is the contralateral parietal region for all three hemodynamic variables. Correlations in the visual and prefrontal cortices are more heterogeneous. The visual cortex is more closely associated with both ipsilateral and contralateral occipital lobes and the contralateral parietal lobe ROI, although in general yielding lower correlations, when compared to when the seed is in the sensorimotor cortex. Similarly, correlations with the prefrontal cortex showed different patterns for HbO, HbR, and HbT, with the similarity of being highly associated with ROIs under the parietal lobes. These results show inter-region cortical connections in the brain during the resting state.

3.3 Influence of global systemic signals {#sec2-6}
----------------------------------------

The importance of removing contributions from systemic physiology in the functional correlation analysis was previously reported in both the fMRI literature \[[@r1],[@r2]\] and NIRS literature \[[@r30]\]. Here, we performed several pre-processing steps to filter out systemic fluctuations and isolate spontaneous functional oscillations. Due to the high temporal resolution of NIRS (0.1 s in this work), contributions of systemic fluctuations such as respiration, heart rate, and cardiac pulsation are separable in the measured optical signal. Band-pass filtering of the data reduces the high frequency physiological components. Low frequency blood pressure fluctuations were removed by building a physiological filter from blood pressure auxiliary data. Last, we employed a global signal regression to account for remaining physiological interference. [Figure 4(a)](#g004){ref-type="fig"} Fig. 4(a) Power spectrum of one channel during a single run after each pre-processing step performed, from the acquisition (raw data) to the time course used for analysis. (b) Average correlation maps for one subject after performing all pre-processing steps (bottow row), and with all steps but BP regression (top row). (c) Percentage of channels greater than or equal to a certain threshold correlation value in HbO maps, as function of the correlation values. Error bars represent standard deviation across all runs of all subjects. shows the power spectra of HbO for one channel of a subject after each preprocessing step.

In particular, filtering out low frequency blood pressure oscillations was a critical step. Not accounting for it resulted in misleading results of functional connectivity. [Figure 4(b)](#g004){ref-type="fig"} shows an average correlation map for a subject when we performed all the pre-processing steps but blood pressure regression (top row), and the final correlation map as described in section *2C* (bottom row). The high correlation with the contralateral hemisphere, very well defined for a seed in the sensorimotor cortex as in [Fig. 4(b)](#g004){ref-type="fig"}, was less well defined when the blood pressure fluctuations were not regressed. Although the correlation across different cortical regions remained, maps with low frequency blood pressure oscillations resulted in higher correlation values over all the channels due to this global systemic effect. This behavior was seen in almost all runs of all subjects. The average number of channels with high correlation when all pre-processing steps but blood pressure filtering are performed is plotted for different threshold correlation values in [Fig. 4(c)](#g004){ref-type="fig"}, averaged over subjects and different seed positions (represented by the points labeled as "Without BP regression" in the figure). The percentage of channels correlated was smaller when all the pre-processing steps, including blood pressure filtering, were applied (With BP regression), indicating that low frequency blood pressure oscillations tend to broaden areas of high correlations. Performing global signal regression at the end of the pre-processing steps did not significantly change the power spectra of the NIRS signal \[as shown in [Fig. 4(a)](#g004){ref-type="fig"}\], and resulted in similar correlation maps with and without this pre-processing step.

4. Discussion {#sec1-4}
=============

In this work we examined the spatial-temporal correlations over the whole head across adult subjects during the resting state with NIRS. By choosing one channel as a seed, we projected the correlation values with all other channel combinations, which allowed us to generate spatial connectivity maps of the whole head ([Fig. 2](#g002){ref-type="fig"}). Unlike the common use of BOLD signal in functional connectivity MRI, which is derived from the paramagnetic properties of HbR, the NIRS signal is based on the intrinsic absorption of hemoglobin, therefore providing distinct maps for HbO, HbR, and HbT.

Among some different procedures already established and available from fMRI, the seed approach is the simplest if one wants to investigate spatial patterns, based on direct correlations with time-courses of signal change from a seed measurement. Although simple, this technique is still widely used in functional connectivity mainly due to its ease of interpretation and good sensitivity \[[@r1]\]. Its main limitation is the dependence on the *a priori* definition of a seed region, which prevents the method from studying multiple systems simultaneously. To overcome this limitation, blind source separation algorithms, such as Independent Component Analysis (ICA), have become popular in functional connectivity analysis of fMRI data \[[@r13],[@r14],[@r40]\]. Although promising, the application of data driven techniques raises other challenges such as the suitable number of independent components for analysis and how to correctly interpret the magnitude of the spatial components, as the independent components are defined only up to a multiplicative constant. In addition, very few studies have used ICA in optical data \[[@r33],[@r41]--[@r43]\], therefore performance of its algorithm in whole head resting state NIRS will demand further investigation in the near future.

One difference between fMRI and NIRS experiments is related to the positioning of the subject during the scan. While fMRI studies are done with the subject in the supine position, subjects were laid supine in a recliner chair for this NIRS experiment. Despite the fact that posture has shown to have a direct effect in systemic physiology and in optical signals \[[@r44],[@r45]\], our results from functional connectivity agree with previous reports from fMRI literature. The spatial-temporal correlations we found on the whole head during the resting state with NIRS data are summarized in [Fig. 3](#g003){ref-type="fig"} and [Table 1](#t001){ref-type="table"} and revealed robust connections between different regions of the brain. The finding that regions with similar functionality tend to be correlated in their spontaneous activity is consistent throughout the literature. In particular, the correlation between symmetrical hemispheric regions, as shown in [Fig. 3](#g003){ref-type="fig"}, has been replicated by many groups in fMRI \[[@r5],[@r6],[@r10],[@r27]\] and NIRS \[[@r30],[@r33]\] communities, mainly for the sensorimotor and visual cortices.

Maps of coherent spontaneous activity during resting state allow for the determination of long-range coherences that represent resting-state networks (RSNs). Several independently varying patterns of signal correlation across the brain in the resting state have been reported with BOLD fMRI \[[@r11]--[@r13]\]. Here, the approach to image large brain areas with a lower spatial resolution -- rather than obtaining higher-resolution tomographic images of ROIs over brain areas -- provided information of significant functional cortical spatial interactions. Although the regions with high correlation varied with the hemodynamic variable, a few discrete brain regions -- mostly the frontal and parietal lobes -- showed temporally coherent correlations with spontaneous signal fluctuations in the prefrontal area. When the sensorimotor cortex in one brain hemisphere was used as a seed its hemodynamic time-courses were highly correlated with the sensorimotor in the opposite hemisphere. In the visual system, fluctuations correlated only with signals of subregions within other visual areas and slightly over the parietal ROI. In general, we were able to identify robust correlated activity in the prefrontal, sensorimotor, and visual cortices with NIRS. Our results are in agreement with MRI findings for all the seed positions studied, and also suggest that correlations are network specific, and do not spread into neighboring, but functionally distinct, regions of the cortex \[[@r5],[@r16],[@r46]\]. Regarding the different hemodynamic parameters measured by NIRS, HbT provided robust maps with well defined strong correlations, suggesting that this contrast may be used to better localize functional connectivity, similar to what has been found in studies of functional activation \[[@r47],[@r48]\]. Differences within each region, although present in the maps, were not analyzed in this work. Future studies with better spatial registration of the probes, either by registration of the optodes in an atlas \[[@r49]\] or by combining NIRS with other techniques such as MRI \[[@r30]\], will be of interest in order to identify and compare RSNs already reported from fMRI community, such as the default network \[[@r11],[@r12]\].

One of the most important issues to be considered when looking at spontaneous oscillations is how to account for non-neuronal interference and filter it out. [Figure 4](#g004){ref-type="fig"} shows an example of how the presence of global systemic fluctuations may affect correlation analysis in a way that conclusions about the resting state could be misleading. In particular, it was seen that systemic physiology represented by low blood pressure fluctuations tends to broaden regions of high correlation values. This occurs due to the fact that this kind of signal component will be most likely uniformly present throughout the whole head and in all source-detector pairs, increasing their coherence and, therefore, their correlation values. In this work, we were able to remove these unwanted systemic contributions by performing linear regression with a static finite impulse response filter from auxiliary blood pressure data collected simultaneously to the optical signal. However, contributions from extracranial (i.e., skin and scalp) hemodynamics may still be present. Additional signal processing approaches can be used to further reduce these effects, such as a construction of a subset of signals with minimal penetration to brain \[[@r30]\]. In addition, alternative approaches that have been shown to improve estimates of functional hemodynamics include introduction of adaptive filter for global interference cancellation \[[@r50]\], use of principal component analysis (PCA) \[[@r36]\], dynamic estimation methods \[[@r35]\] and inclusion of anatomical information \[[@r51]\]. A combination of these methods can potentially be used to better understand and separate out systemic physiology from low frequency neuronal oscillations. The efficacy of these methods in functional connectivity studies with NIRS, however, is still unknown, and will be the subject of future studies.

5. Conclusions {#sec1-5}
==============

By using NIRS measurements that covered most of the head, including the prefrontal, sensorimotor, and visual cortices and extracting the correlation coefficient of concentration time courses from a seed measurement, we successfully created optical correlation maps of the whole brain. Different seed locations revealed consistent cortical interactions at different sites, as defined by regions of interest. Results obtained are in agreement to publications found in the fMRI literature. Although systemic physiology can often mask some of the actual spontaneous low frequency correlations, the power spectra of the optical data suggest that we were able to remove most of its contributions by band-pass filtering and regressing out blood pressure. The simplicity of the analysis, coupled with the inherent characteristics of NIRS such as high-temporal resolution, low cost, and portability, makes this tool a potential method both to study the origins of these spontaneous fluctuations and to be applied to the clinic, where brain diseases would potentially alter baseline hemodynamics.
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