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Abstract
In this dissertation, split-gate tunnel barriers in enhancement-mode silicon metaloxide-semiconductor (MOS) device structures are characterized electrically at liquid
helium temperatures (T = 4.2 K) using transport spectroscopy. Tunnel barriers with
di↵erent gate geometries and barriers implanted with a small number of antimony
donor atoms are characterized. Low disorder MOS tunnel barriers are demonstrated
and compared to the implanted cases. The ”clean” MOS tunnel barriers are an
important proof of principle that disorder free tunnel barriers can be achieved in
MOS. The implanted cases provide an important reference for the e↵ects of donors
and shallow traps on a MOS tunnel barrier.
To analyze these di↵erent geometries and cases with varying degrees of disorder,
we propose a compact model for multi-electrode tunnel barriers. The model is based
on a 1D barrier that is parameterized in terms of a barrier height and width and
on two mathematical frameworks: the Landauer-Büttiker formalism and transfer
matrices. The model is arrived at after considering a wide range of commonly used
models such as Simmons, WKB and Fowler-Nordheim models that typically have

vi
deficiencies because of the wide range of voltages examined and the consideration of
low dimensions and temperatures.
The proposed models are used to extract e↵ective barrier heights and widths
from the experimental data for a wide range of voltages. This provides a method to
quantitatively describe how the barrier changes with voltage and a way to compare
di↵erent gate geometries. It also provides a way to do energy spectroscopy on
shallow trap levels (i.e., order of 1-50 meV below the conduction band).

We

find that the barrier height shows several regimes of voltage dependence, either
linear or approximately exponential o↵ering functional forms for relatively simple
parameterization for these di↵erent regimes of operation. These results are compared
to electrostatic simulations and are found to agree qualitatively. Overall, this work
o↵ers critical insights about the details of electrostatic multi-electrode tunnel barriers
at low temperatures, including a new way to characterize the shallow disorder
potential in MOS barriers and a relatively rapid way to model them for extensions
to multi-barrier device structures.

vii

Contents

List of Figures

List of Tables

xi

xiii

1 Introduction

1

1.1

Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6

1.2

Dissertation outline . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

2 Fabrication of Si MOS tunnel barriers
2.1

9

QIST foundry process flow . . . . . . . . . . . . . . . . . . . . . . . .

10

2.1.1

Double-gated devices . . . . . . . . . . . . . . . . . . . . . . .

11

2.1.2

Charge defects and process-induced damage . . . . . . . . . .

14

2.1.3

Single-gated devices . . . . . . . . . . . . . . . . . . . . . . . .

18

2.1.4

Donors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

20

2.2

Nanofabrication at CINT . . . . . . . . . . . . . . . . . . . . . . . . .

22

2.3

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

24

Contents

viii

3 Low-temperature transport spectroscopy

26

3.1

Coulomb Blockade . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26

3.2

Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . .

29

3.3

Threshold voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

3.3.1

Field threshold . . . . . . . . . . . . . . . . . . . . . . . . . .

32

3.3.2

Threshold voltage at low temperatures . . . . . . . . . . . . .

35

3.3.3

Nano-structure threshold . . . . . . . . . . . . . . . . . . . . .

36

3.4

Diamond plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

37

3.5

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

39

4 Tunneling transport theory
4.1

40

Basic tunneling theory . . . . . . . . . . . . . . . . . . . . . . . . . .

41

4.1.1

Potential step . . . . . . . . . . . . . . . . . . . . . . . . . . .

42

4.1.2

Transfer matrix formalism . . . . . . . . . . . . . . . . . . . .

44

4.1.3

Rectangular barrier . . . . . . . . . . . . . . . . . . . . . . . .

47

4.2

WKB approximation . . . . . . . . . . . . . . . . . . . . . . . . . . .

48

4.3

Two-dimensional electron gas (2DEG) . . . . . . . . . . . . . . . . .

52

4.3.1

Density of states . . . . . . . . . . . . . . . . . . . . . . . . .

54

4.3.2

Electron density and Fermi energy . . . . . . . . . . . . . . .

55

4.4
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Chapter 1
Introduction
Over about the past half century, the minimum feature size on an integrated circuit
(IC) has decreased exponentially from about 10 µm in the 1970s to a 10 nm node
today with smaller nodes planned. One of the founders of Intel Corporation, Gordon
Moore, is credited with correctly predicting in 1965 that the transistor size would
shrink by 30%, thus doubling the number of transistors in an IC, every 1-2 years [1].
This is now known famously as Moore’s law.
The reduction in transistor size has led to highly dense chips with billions
of transistors and consequently more powerful and faster computers capable of
performing complex computations.

This is a result of not only innovations in

manufacturing ICs but also in designing ICs. Indeed in 1979 Gordon Moore noted
that the cost of designing an IC was increasing at about the same rate as the
complexity of the technology [2]. If nothing had changed, there would be very few
ICs being designed today at the level of the technology because of the difficulty in
designing products and the tremendous design costs. However, beginning in the late
1970s, Computer-Aided design (CAD) tools were introduced that handled many of
the design details, have helped keep costs down, and have allowed IC design to keep
pace with the level of the technology.
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Despite the persistent innovations of the semiconductor industry to keep Moore’s
law alive and well over the years since, continued scaling of the transistor at the same
rate is increasingly difficult and will likely reach a hard stop as the size approaches
atomic distances. Moreover, even with the capabilities of modern computers many
computational problems will remain intractable.

There are many examples in

application areas such as optimization, quantum chemistry, searching, and factoring
for which classical computers would take an impractically long time to solve presently
relevant problems.
The computers we use today are classical computers. They use binary digits or
bits to process and store information. A binary digit or bit has two possible values or
states that is either 0 or 1. The bit is physically represented by two voltage ranges;
a low voltage range close to 0 V represents one state and a high voltage range close
to the power supply voltage represents the other. Digital circuits use transistors to
switch between binary digits 0 and 1. The transistor predominately found in the ICs
of todays computers is the silicon metal-oxide-semiconductor field-e↵ect transistor
(Si MOSFET).
In 1982 Richard Feynman suggested that a computer based on the principles of
quantum mechanics could efficiently simulate quantum systems whereas a classical
computer would have essential difficulties [3]. This was one of the sparks that
inspired many people to consider quantum computer based ideas, however, at the
time it was unclear how to implement such an idea. In the 1990s two theoretical
breakthroughs introduced a plausible path forward. One was the theory of quantum
error correction [4, 5], which proposed a way to detect and correct errors in the
quantum bits (qubits) that were used for the quantum computation. The other was
Shor’s algorithm for prime factorization [6], which showed a way that quantum bits
could be combined and manipulated to achieve exponential speed-up compared to
the best classical approach to factoring prime numbers. Quantum algorithms that
promise speed-up for other problems have subsequently been discovered, for example,
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for data base search [7], quantum simulation [8], and quantum chemistry [9].
The fundamental concept of quantum computation is the quantum bit or qubit.
Two possible states for a qubit are the states |0i and |1i, which represent the classical
bits 0 and 1. However, the key di↵erence between a bit and a qubit is that a qubit
can exist in a state that is a linear combination or superposition of the states |0i and
|1i [10],
| i = ↵ |0i + |1i .
Here ↵ and

(1.1)

are complex quantities with a magnitude and a phase. Interestingly,

when a qubit is measured its quantum nature collapses and it reverts back to its
classical nature. That is, when a qubit is measured, the result is either |0i, with a

probability of |↵|2 , or the result is |1i, with a probability of | |2 . It is natural that
|↵|2 + | |2 = 1 because there are only two possibilities. The important point is that,
prior to measurement, the qubit exists in both states |0i and |1i.
The qubit is represented by a quantum two-level system. Some examples include
the ground and excited states of an atom, the vertical and horizontal polarization
of a single photon, and the two spin states (spin-up and spin-down) of a spin 1/2
particle. The actual realization of a physical quantum computer is exceptionally
demanding. The requirements include a system that is scalable, has well-defined
qubits, and is well isolated from its environment. A system that is well isolated from
the environment is needed to ensure long coherence times. At the same time, one
must have access to the qubits for initialization, manipulation, and measurement [11].
The difficulty is in finding the perfect balance between all these requirements. It is
believed that semiconductor devices, which have made modern digital computers so
successful today, will also help in the realization of a quantum computer.
Two of the most prominent candidates for qubits in a quantum computer are
electron spins in semiconductor quantum dots [12] and donor electron or nuclear spins
in semiconductors [13] as shown in Figure 1.1. Spin-based qubits in semiconductors
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(b)

Quantum dot architecture

Donor architecture
Control gates

SiO2

e–
31P

20 nm

Read-out

e–
31P

e–
31P

e–

Si
31P

Figure 1.1: Semiconductor qubit architectures. Single electrons are confined using
either (a) gate-defined quantum dots or (b) donors. The quantum dot architecture
can be implemented using heterostructures of either GaAs/AlGaAs, Si/SiGe, or
Si/SiO2 . Figure adapted from J. J. L. Morton, D. R. McCamey, M. A. Eriksson,
and S. A. Lyon, Embracing the quantum limit in silicon computing, Nature 479, 345
(2011).

are attractive because of their potential for long coherence times. Electron spins in
gallium arsenide (GaAs) quantum dots were found to have a spin coherence time on
the order of nanoseconds [14]. In contrast, spin qubits in silicon have coherence times
that are orders of magnitude longer than in III-V semiconductors [15,16]. Silicon has
a weak spin-orbit interaction and background nuclear spins can be removed because
there are zero nuclear spin isotopes with which the silicon can be enriched, while
none of the constituent elements of III-V semiconductors possess zero nuclear spin.
Furthermore, the immense amount of knowledge and experience in silicon electronics
provides a well established infrastructure for building silicon qubits together with
classical ICs. For these reasons, silicon has become an extremely attractive platform
for spin-based solid-state quantum computers and will be the focus of this thesis.
As we see from Figure 1.1, both the quantum dot and donor architectures share
some common characteristics. Both contain multiple gate electrodes to localize
electrons and for qubit operation. Both are lateral structures, meaning that electronic
transport occurs along a plane lateral to the interface confining the electrons (in the
case of Si MOS devices which is the topic of this thesis, the interface is Si/SiO2 ).
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In both cases, single electrons are localized to charge centers, either donor atoms
(which have a Coulombic potential well) or lithographically-defined quantum dots
(which is often modeled as a parabolic potential well). Finally, the charge centers are
separated from adjacent charge centers and electron reservoirs (not shown in figure)
by potential barriers. The barriers depend on the local electrostatic environment
and on the voltages of the gates. Operating the qubit typically requires electron
tunneling processes between adjacent charge centers and electron reservoirs.
Voltage-dependent tunnel barriers represent a significant increase in complexity
compared to static barriers (e.g. heterostructures or Schottky barriers). It is not
immediately obvious whether simple 1D phenomenological models that describe the
barrier with two parameters (typically a barrier height and width) are e↵ective
models. It is unclear how the barrier height and width change as a function of gate
voltage over a large voltage range. Furthermore, these quantum devices often contain
multiple gate electrodes and are operated at cryogenic temperatures (T  4.2 K).
How these factors exactly a↵ect the barrier are still unresolved.
In this dissertation, we present a thorough study of tunneling in these types
of silicon quantum devices that extends previous studies.

Several devices are

characterized electrically at cryogenic temperatures, T = 4.2 K, including donor and
quantum dot devices. The devices are characterized using transport spectroscopy,
in which the conductance through the device is measured as a function for gate and
bias voltages, and provides a simple way to characterize tunnel barriers.
The primary contribution is a theoretical model that uses a 1D rectangular barrier
parameterized in terms of a barrier height and width. We examine di↵erent methods
to compute transmission through the barrier, such as WKB and Fowler-Nordheim
tunneling. We present a method to calculate transmission through the barrier using
transfer matrices. This yields an exact analytical formula that agrees well with a
more advanced numerical model for a wide range of parameters. We fit the 1D
barrier model to experimental data and find it is sufficient to describe the observed
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tunneling over a wide range of voltages as long as the barrier height and width are
dependent on gate voltage. We find that the functional barrier height dependence
has multiple regimes, ranging from linear to approximately exponential. The model
also provides insight on how e↵ects such as neighboring gate electrodes, process
parameters, implanted donors for future qubits, and cryogenic temperatures a↵ect
the barrier and transport. The model is compared to electrostatic simulations and
we find that they agree qualitatively. Finally, this model provides a first step in
describing tunnel barriers in a compact way for simulation of networks of barriers or
quantum dots. Ultimately, this can be useful for design-rules based engineering of
tunnel junctions in quantum devices.

1.1

Publications

Below is a list of the publications during the course of my Ph.D studies.

1. A. Shirkhorshidian, J. King Gamble, L. Maurer, S. M. Carr, J. Dominguez,
G. A. Ten Eyck, J. R. Wendt, E. Nielsen, N. T. Jacobson, M. P. Lilly, and
M. S. Carroll. Spectroscopy of multi-electrode tunnel barriers. ArXiv e-prints,
May 2017.
2. A. Shirkhorshidian, N. C. Bishop, J. Dominguez, R. K. Grubbs, J. R. Wendt,
M. P. Lilly, and M. S. Carroll. Transport spectroscopy of low disorder silicon
tunnel barriers with and without Sb implants. Nanotechnology, 26(20):205703,
2015.
3. A. Shirkhorshidian, G. Ten Eyck, T. Pluym, J. R. Wendt, T.-M. Lu, M. P.
Lilly, and M. S. Carroll. Tunnel coupling characterization between quantum
dots and donor-like transitions in silicon. In Silicon Quantum Electronics
Workshop Abstracts, poster session, Albuquerque, NM, August 2014.
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4. A. Shirkhorshidian, N. C. Bishop, J. Dominguez, R. K. Grubbs, J. R. Wendt,
M. P. Lilly, and M. S. Carroll. Transport spectroscopy and modeling of a clean
MOS point contact tunnel barrier. In APS Meeting Abstracts, March 2014.
5. X. Gao, D. Mamaluy, E. Nielsen, R. W. Young, A. Shirkhorshidian, M. P.
Lilly, N. C. Bishop, M. S. Carroll, and R. P. Muller. Efficient self-consistent
quantum transport simulator for quantum devices. Journal of Applied Physics,
115(13):133707, 2014.
6. A. Shirkhorshidian, N. C. Bishop, R. W. Young, J. R. Wendt, M. P. Lilly,
and M. S. Carroll. Modeling split gate tunnel barriers in lateral double top
gated Si-MOS nanostructures. In APS Meeting Abstracts, February 2012.

1.2

Dissertation outline

In Chapter 2, we discuss the di↵erent Si MOS fabrication processes used to create
the devices studied in this dissertation. Both quantum dot and donor fabrication
processes are described.

Non-idealities that occur in the MOS system are also

discussed.
In Chapter 3 we discuss the low-temperature experimental setup and describe
the necessary conditions for observing the single electron charging e↵ects. We then
discuss the electrical characterization techniques including transport spectroscopy.
Chapter 4 describes tunneling transport theory. We first discuss basic tunneling
theory (transmission coefficient, potential step, rectangular barrier, and transfer
matrices). We next discuss the WKB method, which is a very common way to
approximate transmission through a barrier. In these devices, tunneling occurs
between low-dimensional (2D and lower) electron systems and are described in terms
of a density of states, Fermi energy, and electron density. We explain each of
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these parameters and how to calculate them. Next we discuss how to calculate the
conductance through a barrier as a function of the transmission coefficient using the
Landauer-Büttiker formalism. Finally we discuss disorder in electronic systems and
basic mesoscopic phenomena, both of which are important topics for small conductors
at low temperatures.
Chapter 5 presents the fabrication and measurement of silicon MOS split gate
point contact barriers with and without Sb implants. A rectangular tunnel barrier
model is developed that assumes a linear barrier height dependence on source-drain
voltage and non-linear dependence on gate bias. We’ll use this model to study the
barrier height/width dependence on gate voltage and as a technique for estimating
the binding energies of the resonant levels in the barrier. We’ll also combine this
model with other more standard models, such as Fowler-Nordheim and image charge
barrier lowering, to compare simulations against the experimental data.
In Chapter 6 a new theoretical, compact model for multi-electrode tunnel
barriers is introduced. The model is based on the Landauer-Büttiker formalism
and a numerical solution for transmission through the barrier and also accounts
for cryogenic e↵ects and the geometry of the leads.

We determine the barrier

height/width dependence on gate voltage and study how the barrier changes when
the voltage of a nearby gate electrode is changed. We compare these results to 3D
electrostatic simulations and find them to agree qualitatively.
Finally we conclude in Chapter 7.

9

Chapter 2
Fabrication of Si MOS tunnel
barriers
The prospects of using silicon as the host material in future applications of quantum
information science are very encouraging as discussed in the introductory chapter.
Most proposed physical implementations of a Si quantum computer involve a
potential well (such as a quantum dot or donor atom) that can trap a small number
of electrons [12, 13, 17]. This potential well is usually separated from high-density
electron reservoirs by tunnel barriers. In this chapter we will discuss the fabrication
processes of Si MOS tunnel barriers that are defined electrostatically using surface
gate electrodes. Unless otherwise noted all the devices considered were fabricated
by The Quantum Information Sciences and Technologies (QIST) group at Sandia
National Laboratories (SNL).
Charge defects are inherent in Si MOS devices and can have important
implications for Si MOS qubits. In addition many of the processing steps used
to fabricate Si MOS quantum devices produce damage by adding charge to critical
interfaces and dielectric layers. We will characterize the damage induced by various
fabrication steps and describe ways to repair or reduce the damage.
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Lastly, a process flow for developing nanostructures at the Center for Integrated
Nanotechnologies (CINT) will be described. The cleanroom at CINT is equipped
with a scanning electron microscope (SEM) that includes an electron beam
lithography (EBL) patterning capability. Metal electrodes with line-widths ⇡ 40 nm
and ⇡ 80 nm pitch can be routinely fabricated using this process. As part of this
thesis a new device process flow was developed and this process flow is currently
being assessed as a way to augment the devices from the QIST foundry.

2.1

QIST foundry process flow

The QIST fabrication process is normally separated into two phases. The first
phase of fabrication is performed in a fully qualified 0.35 µm Si CMOS foundry
at SNL, which is a wafer scale Si-only fabrication facility [18]. Ideally the entire
fabrication process would be done in the Si foundry because of the tightly controlled
and well-established processes, strict restrictions on materials allowed in the fab,
highly parallelized processing, and technical sta↵ expertise. However, in order to
define the nanoscale electrodes that are used to form tunnel barriers and quantum
dots, a portion of the processing must be done outside the Si foundry in a userfacility-like clean room capable of electron beam lithography. This second phase of
fabrication is performed on individual 2 cm ⇥ 2 cm sample dies that usually contain
four devices per die.
It is important to note that the process flow used to fabricate Si qubits at QIST is
ever-evolving and the processing steps and parameters presented here represent only
a snapshot of a baseline process with nominal values. The process flow illustrated
here was used to fabricate successful Si MOS quantum dot devices [19].
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Double-gated devices

This thesis work spanned several device design revisions.

Most of the earlier

designs used devices with a double-gated structure including the split-gate point
contact device considered later in this dissertation. The gate patterns were similar
to quantum dot devices in GaAs/AlGaAs [14, 20] and Si/SiGe modulation-doped
heterostructures [21, 22] that were depletion-mode devices, which means that the
device is normally “on” (charge carriers were already provided by the modulation
doping) and a gate voltage must be applied to turn the transport channel of the
device “o↵”.
On the other hand, Si MOS enhancement-mode devices have many advantages
over depletion-mode devices including a highly variable electron density and lack of
charge noise from the modulation-doped layer [10]. Enhancement-mode devices are
normally o↵ and a gate voltage must be applied to turn the device on. Hence a top
metal gate was used to form a two-dimensional electron gas (2DEG) at the Si/SiO2
interface while a lower set of gates were used to locally deplete and confine electrons
to form lower dimensional (1D or 0D) structures such as quantum dots.
The MOS gate stack is defined in the first phase of the process and includes a
p-type Si substrate, a 35 nm SiO2 gate dielectric layer, a 200 nm degenerately doped
poly-silicon (poly-Si) gate, and a 25 nm Si nitride layer that will be used as a mask
for the poly-Si etch in phase two of the process. The substrate is lightly doped with
boron at a concentration of 1015 cm 3 .
Degenerately doped source and drain Ohmic contacts are formed by ion
implantation of arsenic, nominally with a dose of 2 ⇥ 1015 cm

2

and energy 50 keV.

The gate oxide is grown by thermal oxidation at a temperature of 900 C for 150
minutes in a dry oxygen ambient. A 100 µm ⇥ 100 µm window is opened in the SiO2
field oxide to allow for further processing of custom nanostructures using EBL. A
cross-sectional schematic diagram of the device after the first phase of processing is
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SiO2
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Al2O3
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p-Si substrate
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window
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Pre EBL and Poly-Si etch
(a)

Post Poly-Si etch
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Post Final Metal Deposition
(c)

Figure 2.1: Cross-sections and optical microscope images illustrating process flow.
(a) As received parts after the first fabrication phase (i.e., pre EBL and poly-Si
etch). (b) Post poly-Si etch. Zoom-in shows a SEM of the nanostructure. (c) Post
secondary dielectric and final metal deposition.

shown in Figure 2.1(a).
In the second phase of fabrication, EBL and plasma etching are used to define the
nanoscale poly-Si gates. Figure 2.2 shows SEM images of two double-gated devices at
this stage of processing. Another example is shown in the zoom-in of Figure 2.1(b).
It is a top-down view showing the poly-Si gates (light gray) on top of the SiO2 gate
oxide (dark gray). The device in Figure 2.2(a) is a split-gate point contact and is
used to form a single tunnel barrier. This device is useful for measuring the energy
levels of impurities via transport spectroscopy [23].
Point contacts are also useful electrometers to detect single electron tunneling
events [24, 25]. The device in Figure 2.2(b) is a double quantum dot device [26]
integrated with point contacts on the left and right sides that can be used for charge
sensing [27, 28].
The next steps provide electrical isolation between the poly-Si gates and the top
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1 μm

500 nm

(a)

(b)

Figure 2.2: SEM images of two double-gated devices. White squares with crosses
represent ohmic contacts. (a) Split-gate tunnel barrier. The red square represents
an 80 nm ⇥ 80 nm implantation window for donor devices. (b) Double quantum dot
device. Dashed circles illustrate location of the quantum dots.

metal gate. The first step is a re-oxidation at 900 C for 24 minutes in dry oxygen.
This grows 10-20 nm of SiO2 on the poly-Si gates. Additionally, if it is a donor device,
this oxidation step also serves as an activation anneal for the implanted dopants [29].
Then 60 nm of aluminum oxide (Al2 O3 ) is deposited using atomic layer deposition
(ALD).

The device structure is completed by metallization of 100 nm of Al that defines
the top metal gate and bond pads. A cross-sectional schematic of a completed doublegated device after the second phase of processing is shown in Figure 2.1(c). The final
step is a forming-gas (FG) anneal at 400 C for 30 minutes. This step is crucial in
reducing the interface trap density and recovering a large fraction of the mobility, as
will be described next.
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Charge defects and process-induced damage

Charge defects are inherent and inevitable in practical MOS systems. These defects
can be intrinsic to the Si/SiO2 system, such as unsatisfied bonds at the plane
separating Si and the Si-O transition region leading to interface traps [30]. Many
standard fabrication processes can also generate additional defects. For example,
ionizing radiation, which can arise during EBL or metal deposition, can increase
both the amount of fixed charges in the oxide layer and interface traps [31]. There is
an immense amount of knowledge on the origin, characterization, and minimization
of charge defects in Si MOS systems gained through decades of research [30–37].
Through advances in process technologies and design methodologies, the CMOS IC
industry has been able to eliminate or sufficiently reduce the densities of these charge
defects to levels that allow predictable and successful circuit operation.
Despite all this foundational understanding, disorder such as charge defects and
non-uniform local strain in MOS systems remains a critical challenge in applications
for which the single electrons are sensitive to much smaller energy scale fluctuations
than typical transistors. One reason is because the figures of merit in standard
CMOS devices such as mobility and threshold drift are not necessarily the same in
Si qubits.
One of the most significant figures of merit for spin qubits is the spin coherence
time. Many proposed qubit operations rely on overlapping two electron spins and
introducing an exchange interaction.

This overlap strength is very sensitive to

electrostatic fluctuations and charge noise. Establishing the relative importance
of material properties that are readily measured such as mobility, interface trapped
density, fixed charge density and correlating them to properties such as charge noise
and coherence times will be very important for the future rapid development of this
technology. There are reports that charge defects in oxides and interfaces adversely
impact coherence times [38–40].
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In addition, disorder due to charge defects or non-uniform local strain can cause
parasitic or unintentional dot formation in the tunnel barrier regions, which can
make tuning and measuring electron transport in gate-defined quantum dots very
difficult [19]. Fixed positive oxide charges near the Si/SiO2 interface can form a
Coulomb potential well. The tail of this potential penetrates into the Si crystal and
forms a shallow trap that can bind electrons below the conduction band. Electron
spin resonance (ESR) measurements show that the devices fabricated at QIST have
shallow traps with confinement energies of only 2 meV [41].

Trapping potentials can also originate from impurities in the crystal lattice. In
contrast to charge defects, the binding energies of impurities such as, P, As, and Sb
are about 40-50 meV [42–44]. One of the main components of this dissertation is to
develop a methodology to probe the energies of shallow trapping potentials and this
will be discussed in a later chapter.

The phase II fabrication steps described in the previous section can severely
damage the high quality phase I material and add charge defects to the insulating
layers and Si/SiO2 interface. Each of these steps were characterized by measuring
changes in the low temperature (T = 4 K) mobility and the charge defect density [19].

High frequency and quasi-static capacitance-voltage (CV) measurements were
used to determine the interface trap density Dit and the flat-band voltage Vf b . Shifts
in Vf b are associated with a change in the sum of positive and negative fixed charges
in the oxide. Qf b is the equivalent fixed oxide charge calculated from the di↵erence
between the measured flat-band voltage and the theoretical flat-band voltage for
an ideal charge-free oxide and assumed to be near the interface [19]. Table 2.1 and
Table 2.2 are reproduced from Ref. [19] and summarize the results of low temperature
mobility and CV measurements simulating the QIST process flow.
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Table 2.1: Summary of 4.2 K mobility measurements
TSiO2 TAl2O3
µpeak
(nm) (nm) (cm2 V

Condition

1

s

1)

Start µpeak
(cm2 V 1 s 1 )

npeak
(cm 2 )

8000-16000

⇡ 1012

10000
10000
13800
13800

3.5 ⇥ 1012
2.4 ⇥ 1012
> 4 ⇥ 1012
1.8 ⇥ 1012

Phase I only

35

0

Phase I/EBL
Phase I/EBL/FG
Phase I/poly-Si etch/Al1
Phase I/poly-Si etch/Al/FG
Phase I/poly-Si
etch/ALD/Al
Phase I/poly-Si
etch/ALD/Al/FG
Phase I/Al
Phase I/Al/FG
Phase I/thermal Al

10
10
35
35

0
0
0
0

8000-16000
(wafer
dependent)
2000
6600
150
5250

35

60

300

13800

> 4 ⇥ 1012

35

60

8300

13800

1 ⇥ 1012

35
35
35

0
0
0

4950
8700
8000

14250
14250
8000

2 ⇥ 1012
1.2 ⇥ 1012

The mobility of phase I material varied from wafer to wafer and ranged from
8000-16000 cm2 V

1

s 1 . EBL is the first step in phase II and produces ionizing

radiation damage [33]. After EBL, the mobility can drop from 10000 cm2 V
to 2000 cm2 V

1

1

s

1

s 1 . Even though the EBL process cannot be adjusted to improve

the mobility, much of the mobility can be recovered using a FG anneal.
Significant damage can occur during the poly-Si plasma etch that can lower the
mobility to below 500 cm2 V

1

s 1 . This etch can be more detrimental because

it exposes the protective poly-Si overlayer and stops on the SiO2 gate dielectric,
� from the critical Si/SiO2 interface and usually in the active device region. A
350 A
large positive Vf b shift and corresponding negative Qf b shift is observed from CV
measurements after the poly-Si etch. This is indicative of negative charging of the
oxide and is consistent with previous reports on reactive ion etching [37].
Options to reduce the damage caused by ion and electron bombardment that
occurs during plasma etching include reducing the RF power and modifying the
1 Unless

noted, aluminum deposited via electron-beam evaporation.

Chapter 2. Fabrication of Si MOS tunnel barriers

17

Table 2.2: Summary of CV measurements
Condition
SiO2 2 /Al
SiO2 /Al2 O3 /Al
SiO2 /Al2 O3 /Al
SiO2 /Al/no FG anneal
(Ref. [19])
SiO2 /Al
SiO2 /poly-Si etch/Al
SiO2 /thermal Al

TSiO2-meas TAl2O3 Dit ± 1 ⇥ 1010 Vf b Qf b ± 3.2 ⇥ 1010
(nm)
(nm) (cm 2 eV 1 ) (V)
(cm 2 )
35.3
35
35

0
15
30

2.39 ⇥ 1010
2.88 ⇥ 1010
3.68 ⇥ 1010

-0.79
-0.45
-0.76

6.58 ⇥ 1010
1.17 ⇥ 1011
3.5 ⇥ 1010

N/A

0

3

N/A

N/A

70
44.7
35

0
0
0

1.74 ⇥ 1010
3.43 ⇥ 1010
3.32 ⇥ 1010

-0.86
-0.13
-1.25

5.38 ⇥ 1010
2.69 ⇥ 1011
2.71 ⇥ 1011

6 ⇥ 1012

plasma chemistry. Additionally, a dilute hydrofluoric (HF) etch after the poly-Si
etch can be used to remove the top surface of the SiO2 where much of the charge
damage occurs. This is followed by a re-oxidation to repair damage done to the gate
oxide and increase the oxide thickness since both the poly-Si and HF etch remove
some of the SiO2 . Finally, FG anneals are again crucial in recovering a large fraction
of the mobility.
The mobility is also reduced significantly after e-beam evaporation of Al for
the top metal gate. X-rays and backscattered electrons produced during e-beam
heating of the metal are known to damage underlying surfaces and produce charge
defects [35]. As with EBL, FG anneals are essential for repairing damage caused
by ionizing radiation. A lower value of Qf b for e-beam Al compared to thermal
evaporation of Al is observed, however the mobility is reduced more for e-beam Al
than thermal Al. This indicates that more negative charge centers are created by
e-beam deposition, which reduces the net e↵ective Qf b . The increase in the number
of charge centers, however, increases scattering which reduces the mobility [19].
Similar to the poly-Si etch, the ALD Al2 O3 dielectric layer results in positive
shifts for Vf b and corresponding negative shifts for Qf b . ALD Al2 O3 films have
many excellent dielectric properties including a high dielectric constant (✏r ⇡ 7.5 for
2 Oxides

grown in oxygen ambient at 1 atm with a temperature of 1000 C.
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Al2 O3 while ✏r ⇡ 3.9 for SiO2 ), the ability to conformally coat very high aspect ratio
structures, good surface adhesion, precisely controlled thicknesses, and low growth
temperatures [45, 46]. However, ALD Al2 O3 layers are also known to have fixed
negative charges with densities on the order of 1012 - 1013 cm

2

[47–49].

This is consistent with the observed shift in Qf b . The shift in Vf b is less positive
for thicker Al2 O3 films. This has been observed previously [47] and it is believed to
be related to damage caused by e-beam evaporation. The negative charge introduced
during e-beam deposition is farther from the interface for thicker films resulting in
smaller Vf b shifts [19].
Finally, note in Table 2.2 that after FG annealing there is little change in the
interface trap density Dit for the di↵erent fabrication steps.
Dit ⇡ 1012 cm

2

eV

1

Typical values of

before annealing and this drops to ⇡ 1010 cm

2

eV

1

after

the anneal [50, 51]. If forming-gas anneals are used then the largest contribution to
the disorder potential comes from the fixed charge density [19].

2.1.3

Single-gated devices

The double-gated structures described in the Section 2.1.1 use a global enhancement
gate to first form a two-dimensional electron sheet or 2DEG at the Si/SiO2 interface
while another set of gates deplete electrons locally to form lower dimensional
structures.

That is, the poly-Si gates pinch the electron channel into narrow

1D channels as can be imagined by traveling through any of the constrictions in
Figure 2.2. The previous section described a number of process steps, for example
metal deposition, which can produce charge defects. Moreover it was found that the
ALD Al2 O3 layer contains a large amount of negative charge. Therefore it would be
very beneficial if one can reduce the number of processing steps and avoid the ALD
Al2 O3 layer while still being capable of creating low dimensional structures. This
can be accomplished by using narrow-channel FETs.
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500 nm
poly-Si
SiO2
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dot
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Figure 2.3: Example of a single-gated device. (a) SEM image depicts two di↵erent
poly-Si gate designs in a single device. Dashed ellipses indicate quantum dot locations
and sizes. White squares with crosses indicate ohmic contacts. (b) Cross-sectional
schematic (not to scale) along the red dotted line in panel (a).

In this case a thin (⇡ 50 nm) wire-like gate forms a quasi-1D electron channel
while neighboring electrodes locally deplete the channel to form a tunnel barrier or
quantum dot. This design requires only a single layer of poly-Si gates and eliminates
the need for a global enhancement gate and secondary dielectric. Thus the fabrication
processes described in Section 2.1.1 remain largely unchanged except for the omission
of the Al2 O3 layer and Al top metal gate, although Al is used for the Ohmic contacting
bond pads. The process flow is described in Appendix A.

Figure 2.3 shows an example of a single-gated device. The SEM image illustrates
two di↵erent poly-Si gate designs in a single device. The upper set of gates can be
biased to form a large, many-electron quantum dot [52]. The bottom set of gates
resembles a broken or separated wire where the tunnel barriers are established by the
gaps between gates. The gate over the dot is decoupled from the gates controlling
the leads and tunnel barriers, which allow greater control. A small, few-electron,
quantum dot can be easily tuned with this gate design and its tunnel barrier will be
studied in a later chapter.
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Donors

For ideal quantum dots the tunnel barriers should be relatively free of impurities.
However, as mentioned previously, tunnel barriers are very useful tools for probing
single impurities by means of transport spectroscopy. Moreover, donors themselves
can be key components (i.e., qubits) in Si quantum computing architectures [13, 17].
Here the additional fabrication steps for implanting a small number of impurities,
specifically Sb, into the tunnel barrier region is summarized. These steps can be
applied to both double and single gated devices.
After the poly-Si etch, a small window, typically 80 nm ⇥ 80 nm, is patterned
using EBL in between two gates (see Figure 2.2). The rest of the device is covered
in resist and masked from implantation. Donor atoms, such as Sb or P, are then
implanted using ion implantation. The important point is that the window is between
two gates; thus the implantation is self-aligned to the tunnel barrier or quantum dot
location.
The device is then annealed to activate the dopants. This is the benefit of
using poly-Si as the gate material as opposed to Al because it can withstand high
temperature processing (i.e., an implant activation anneal) and allows self-aligned
implantation. One suggestion that re-oxidation can be beneficial is an instance for
which it was found that re-oxidation at 900 C for 24 minutes helps to better repair ion
implant damage and reduce both the interface trap density and fixed oxide charge
density compared to a 800 C rapid thermal anneal [29]. A typical implantation
energy for Sb is 120 keV with a dose of 2 ⇥ 1011 cm 2 . SRIM simulations [53] shown
in Figure 2.4 predict an average of 14 Sb atoms at a depth of ⇡ 26 nm below the
Si/SiO2 interface and a vertical straggle of ⇡ 16 nm.
A goal is to achieve full control over the dopants’ location through limiting the
straggle and subsequent di↵usion after implant. It is, therefore, important that the
donors do not di↵use too far from the original implantation site during the activation
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� of SiO2 and Si.
Figure 2.4: SRIM simulation of 120 keV Sb into 350 A

anneal from this perspective. Sb is believed to di↵use by a purely vacancy-based
mechanism and the di↵usion of Sb is retarded during oxidation due to Si interstitials
annihilating vacancies [54, 55]. We note that in some design instances it might be
beneficial for dopants to di↵use under the poly-Si electrode, however, small straggle
represents the ultimate limit of control and Sb is a species of interest from this
perspective.
The di↵usion length can be estimated by simply considering the intrinsic
di↵usivity of Sb in Si.The intrinsic carrier concentration in Si at T = 900 C = 1173 K
is ni = 5.3 ⇥ 1018 cm 3 , which is more than two orders of magnitude greater than
the peak concentration of Sb donors (⇡ 4.8 ⇥ 1016 cm 3 ). Thus the material can be

regarded as intrinsic. The intrinsic di↵usivity depends exponentially on temperature
and is given by an Arrhenius function [56],

D = D0 e

Ea /kT

(2.1)

Here Ea is the activation energy and D0 is an exponential pre-factor and are 3.88
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for Sb in Si. For T = 1173 K the thermal energy kT = 0.101 eV

and the intrinsic di↵usivity D = 9.5 ⇥ 10

17

cm2 s 1 . The di↵usion length is given

by,

L=

p

Dt

(2.2)

For a time t = 24 min. = 1440 s, the di↵usion length is 3.7 nm, which is small
relative to both the implant depth and lateral implant window size.

2.2

Nanofabrication at CINT

In this section a process flow is described for patterning nanometer metal electrodes
using EBL and additive (lift-o↵) processes. This process can be used as an alternative
to the second phase process of the QIST foundry described in Section 2.1.1. It is
di↵erent from the QIST process in many ways including: (1) the gate material is
a metal, typically a thin sticking layer of Ti followed by a thicker layer of Au,
instead of poly-Si (2) it is an additive lithography process where thin metal films
are deposited in select regions, in contrast to the subtractive lithography process
where plasma etching is used to selectively remove portions of the poly-Si gate (3)
EBL is performed using a modified SEM instead of a dedicated e-beam writer.
Figure 2.5 shows the fabrication steps.

A bi-layer PMMA (polymethyl

methacrylate) resist process is used to provide an enhanced undercut that
significantly improves lifto↵, especially for smaller features. PMMA is an organic
polymer commonly used in EBL as a high-resolution positive resist [57]. Polymers
are long chains of molecules that are formed by repeatedly linking smaller units
called monomers. Polymers are characterized by their monomers and their molecular
weight, which indicates the length of the polymeric chain.
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Figure 2.5: (a) Nanofabrication process flow at CINT. The individual steps are
described in the text. (b) Example of a nanostructure that can be fabricated with
this process. This particular nanostructure was fabricated by A. Shirkhorshidian.

First a layer of PMMA 495K A2 is spun onto the substrate. The number 495K
refers to the molecular weight. A2 indicates that the resist is composed of the
solvent anisole (which is environmentally safer than the other commonly used solvent
chlorobenzene) and that the solvent contains 2% PMMA by weight. Then a layer of
PMMA 950K A2, which has a higher molecular weight and hence a longer polymeric
chain, is spun on top of the previous PMMA layer.
The resist stack is baked and the sample is loaded into a SEM and is exposed
using a finely focused electron beam. The e-beam fragments the polymeric chains
(a process called chain scission) into smaller units that are easily dissolved when
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immersed in a developer solution while longer chains dissolve slower. Thus the higher
molecular weight resist is less sensitive to exposure and this leads to an enhanced
undercut.
The sample is developed using a mixture of MIBK (methyl isobutyl ketone) and
IPA (isopropyl alcohol). E-beam evaporation is used to deposit thin metal films,
usually 2 nm of Ti followed by 15 nm of Au. The metal is deposited on the resist
and on the substrate where the resist has been exposed and removed.
The last step is to remove the resist with acetone. The metal on top of the resist
stack is removed as well leaving behind only the metal film on the substrate; this
is known as lifto↵. The undercut profile greatly improves lifto↵ because it avoids
depositing metal on the sidewalls of the resist. Sidewall coverage could possibly
lead to peeling of the metal film o↵ of the substrate and result in poor pattern
transfer. An example of a nanostructure fabricated using this process, as part of
my work, is shown in Figure 2.5. In principle, this device might be used to shuttle
single electrons across an array of five quantum dots analogously to a charge-coupled
device (CCD) [58, 59].

2.3

Conclusion

A variety of devices were studied in this work including single tunnel barriers,
quantum dots, and donors. These devices are defined in Si MOSFETs and the
fabrication processes of these devices were described in this chapter. Although some
of the devices comprise of complex gate patterns for creating single and multiple
quantum dots, our focus is on using the devices to study the properties of single
tunnel barriers.
The importance of charge defects in Si MOS quantum devices was highlighted.
The e↵ects of each of the phase II fabrication steps has been previously examined
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in terms of changes to the low temperature mobility, interface trap density, and
flat-band voltage. Methods to mitigate the impact of process-induced damage were
highlighted including an evolution to a process flow with fewer processing steps.
Understanding the e↵ects of these known defects on tunnel barriers, and how to
measure them, is one of the underlying lines of inquiry of this thesis.
Finally, a process flow for developing nanostructures at CINT was described.
The process uses a modified SEM capable of EBL and lifto↵ techniques to define
nanoscale gate electrodes on top of a substrate. This allows for rapid development
and characterization of a variety of nanostructures and, in the future, provides
another reference point as to how changes in processing a↵ects the tunnel barrier.
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Chapter 3
Low-temperature transport
spectroscopy
In this chapter, the experimental setup and measurements used to characterize the
devices in this thesis are described. 1D current-voltage curves are presented and are
used to extract an important MOSFET parameter, the threshold voltage, both in
the field of the device and in the nano-structure. We then present the main tool
for characterizing tunnel barriers in this thesis, diamond plots. Unless otherwise
noted all the measurements discussed in this thesis were performed at liquid helium
temperatures, T = 4 K.

3.1

Coulomb Blockade

Before delving into the experimental setup and measurement techniques it is useful
to briefly discuss what the necessary conditions are to observe tunneling e↵ects due
to single electrons. This single electron tunneling is often referred to as Coulomb
oscillations or Coulomb Blockade. Consider the schematic of a lateral quantum dot
in Figure 3.1. The dot can be imagined as a localized charge center or island of charge.
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Figure 3.1: Schematic of lateral quantum dot connected to source and drain leads
by tunnel junctions and capacitively coupled to a gate electrode.

The dot is connected to the source and drain electrodes through tunnel barriers and
is capacitively coupled to a gate electrode VG , which controls the number of electrons
on the dot. We measure a current I through the dot in response to the source-drain
bias VSD .
It is necessary to satisfy two conditions to observe single electron tunneling
e↵ects [60]. First, the thermal energy of the electrons, kT , must be much smaller
than the charging energy e2 /C, where C is the total capacitance of the island i.e., the
capacitance of all the electrodes including the source, drain, and gate to the charge
center.
The charging energy is the energy required to add or remove a single electron
from the localized island. The charge center can actually be due to a number of
di↵erent sources including impurities [42–44], charge defects in the oxide of the MOS
structure [19,61], and strain from the gates [62,63]. These kinds of dots are sometimes
called natural or disorder dots. The charging energy for impurities such as P and
As range from 20 to 40 meV. The charging energy is found to be smaller for defects,
generally on the order from 1 to 10 meV [41].
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Quantum dots can also be formed electrostatically using the nano-scale gate
electrodes. These lithographically-defined dots are much larger, with a diameter
on the order of 50-100 nm. Since the capacitance of the dot scales with its radius,
the charging energy of lithographically-defined dots is small, typically on the order
of 1-30 meV [64, 65].
Second, the tunnel barriers must be sufficiently opaque such that the electron is
located either in the source, drain, or on the island, i.e., the measurement bandwidth
is much faster than the fluctuations in the number of electrons in the dot due to
tunneling. The time to charge or discharge the island is given by the RC time
constant

t = Rt C, where Rt is the resistance of the tunnel barrier. The Heisenberg

uncertainty relation requires the uncertainty in energy
by

E and time

t be related

E t > h where h is Planck’s constant. For the energy uncertainty to be much

smaller than the charging energy we must have (e2 /C) Rt C > h or Rt > h/e2 . Thus
the tunnel barrier resistance must be much greater than the resistance quantum,
h/e2 = 25.8 k⌦. These two conditions can be summarized mathematically as

e2 /C
Rt

kT,

(3.1)

h/e2 .

(3.2)

Weakly coupling the dot or island from the source/drain leads satisfies the second
condition. Performing the measurements at low temperatures can satisfy the first
condition. Liquid helium temperature (T = 4 K) corresponds to a thermal energy
of kT = 0.345 meV. This is usually sufficient for disorder dots since they have a
larger charging energy but lower temperatures are typically used to characterize
lithographically-defined dots. The device is first wire-bonded to a chip carrier,
connected to a custom-made 4 K cryostat system (also known as a dipper), and
then immersed into liquid helium to reach the desired temperature.
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Experimental setup

Each device on a sample die usually contains about 24 bond pads that correspond
to all the gates and ohmics. First, the sample is placed on a custom-made printed
circuit board (PCB). The surface of PCB has a designated area where the sample
is placed. A small amount of vacuum grease (Apiezon) is applied to this area and
the sample is mounted on top so that it is held in place. The PCB that contains the
sample is then mounted inside a custom-made copper enclosure. The bond pads of
the device are then wired to the pins of the PCB using a wire-bonder.
After wire bonding, the enclosure is often capped with a copper lid to ensure the
sample does not accidentally fall out later. The enclosure is then mounted on the end
of a dipper stick and connected to a Nano-D connector. This connects the device to
a breakout box on the other end of the dipper stick through twisted pair cables. The
breakout box uses BNC-type connections to communicate with the device. Roomtemperature checks are then performed using a Keithley 2400 source-meter to check
for gate leakage and unintended shorts. Finally the sample side of the dipper is
inserted into a liquid helium dewar.
In addition to low temperatures, a small probing voltage is also necessary. The
voltage must be smaller than the energy scales of the e↵ects being measured. The
typical AC source-drain voltage used in the measurements is vSD = 100 µV rms,
which corresponds to a temperature of T = evSD /k = 1.16 K.
The currents measured in these devices can be as high as 10 nA and as low as 1 pA.
With a source-drain voltage of 100 µV rms, this corresponds to a resistance range
from 10 k⌦ to 100 M⌦. Because of these low currents it is important to minimize
the noise in the system and properly amplify the signal. Low noise measurements in
this thesis were made using a current pre-amplifier, lock-in amplifier, and low-noise
voltage sources (such as Agilent 33500 arbitrary waveform generators and SIM928
batteries). All measurement electronics were at room temperature.
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Noise sources include Johnson (thermal) noise, 1/f (flicker) noise, and
interference such 60 Hz pickup and ground loops.

Low temperatures and low

frequencies help to reduce thermal noise, although frequencies greater than 13 Hz
were used to avoid 1/f noise. The operation frequency of the lock-in was typically
chosen to be a prime number, such as 149 Hz, to avoid factors or harmonics of
60 Hz. Ground isolators (for example at the output of the lock-in internal oscillator)
and careful circuit layout (i.e., ensuring all electronics, the dewar, and dipper are
connected to a single ground point, usually the instrument rack) were used to
eliminate ground loops. Typically the noise limit or noise floor at 4 K was found to
be on the order of 100 fA, which for most cases is sufficient.
Figure 3.2 shows the typical measurement circuit used in this study. In this
circuit, the AC signal that comes from the lock-in amplifier is divided down to
1:10,000 its output value and is passively added to a DC signal that is divided down
to 1:100 its output value using a resistive bias tee. There is a capacitive coupling
between the various gates and the sample. The output current from the sample
is connected to the input of the current pre-amp, which acts as a virtual ground.
The output of the current pre-amp is then connected to the inputs of both a lock-in
amplifier and a digital multi-meter. The measurement units and voltage sources are
connected through GPIB cables to a computer running Matlab, which collects the
data and controls the voltage sources.

3.3

Threshold voltage

After the device has been dipped into liquid helium and preliminary measurements,
such as gate leakage checks, are performed, the next step is to determine how much
positive bias must be applied to the gate to form a conducting channel. This is
known as the threshold voltage of the device.
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Figure 3.2: Schematic diagram of the measurement circuit used in this study.

The threshold voltage is a valuable characterization tool. It can be used to
determine the doping density profile and is important in measurements of series
resistance and channel length/width [66]. It gives the experimentalist a sense of the
stability of the device, for instance if the threshold voltage changes with time, if there
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are sudden shifts, or if it changes after sweeping the voltage on the gate electrode up
and down. Additionally, we will find it useful for estimating the fixed charge density
and calculating the electron density in the source/drain leads.
Interestingly though the threshold voltage is not uniquely defined.

There

are numerous definitions and methods for extracting the threshold voltage
experimentally [66,67] including linear extrapolation [68], constant drain current [69],
sub-threshold [70], and transconductance derivative [71]. We will discuss a common
and simple threshold voltage measurement technique, the linear extrapolation
method, in this section.
There are typically two types of threshold voltages in these devices: the threshold
in the field (usually called the field threshold) and the threshold through the nanostructure. In the field of the device, we assume a bulk or macroscopic gate i.e.,
we neglect e↵ects due to the nano-scale gate electrodes, such as fringing fields and
quantum confinement. This simplifies the analysis considerably so we will first
consider the field threshold.

3.3.1

Field threshold

The threshold voltage is measured using a small AC source-drain voltage, typically
vSD = 100 µV rms, applied across the ohmic contacts. Positive bias is applied to the
gate to induce an electron inversion layer and the current is measured as a function of
the gate voltage. All other gates are grounded in these measurements. An example
of such a measurement is shown in Figure 3.3. Note that we can get an estimate of
the noise floor by plotting in a semi-log scale as shown in Figure 3.3(b).
The current-voltage relationship for a long-channel MOSFET in the linear or
non-saturation regime (assuming the drain electrode is grounded) is given by [72],

W
1 2
I = µn Cox
(VG Vth ) vSD
v
,
(3.3)
L
2 SD
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Figure 3.3: Current in the field as a function of gate voltage for a SWAG device. (a)
Linear scale plot. The line fit is used to extract a field threshold of 0.48 V. Inset:
SEM of the device with relevant gates labeled. White boxes with crosses represent
ohmic contacts and red arrow illustrates where the current flows, although in reality
the ohmics are much farther away from the nano-structure region. (b) Log scale plot.

where VG is the gate voltage, Vth is the threshold voltage, vSD is the source-drain
voltage, µn is the electron mobility, Cox is the oxide capacitance per unit area, W is
the width of the channel, and L is the channel length. The oxide capacitance is given
by Cox = ✏ox /tox , where tox is the oxide thickness and ✏ox = 3.9✏0 is the permittivity
of SiO2 and ✏0 is the permittivity of free space.
Assuming vSD is small, Eq. 3.3 can be approximated as,
I ⇡ µn Cox

W
(VG
L

Vth ) vSD .

(3.4)

Thus the current is a linear function of the gate voltage. The threshold voltage can
be found by fitting a line to a region where the current is linearly dependent on the
gate voltage and extrapolating to zero current as shown in Figure 3.3(a).
The usual formula for the threshold voltage of an n-type MOSFET, neglecting
the body e↵ect (that is, zero voltage di↵erence between the source and bulk), is given
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by [72]
1
Vth = VF B + 2| p | +
Cox
where VF B is the flat-band voltage,

p

q
4✏s eNa | p |,

(3.5)

is the bulk potential (di↵erence between the

intrinsic and quasi-Fermi levels in the bulk of the semiconductor) and the third
term is the voltage across the oxide due to the depletion layer charge. The acceptor
concentration of the p-type substrate is Na and the electrical permittivity of the
semiconductor is ✏s = 11.7✏0 for silicon. The flat-band voltage is given by
VF B =
where

ms

Qf
,
Cox

ms

(3.6)

is the metal-semiconductor work function and Qf is the fixed surface

charge density.
Using Eq. 3.5, we can calculate Vth at T = 300 K to see how it compares to the
extracted field threshold at 4 K. The bulk potential at 300 K is given by
kT
| p| =
ln
e
where ni = 1.45 ⇥ 1010 cm

3

✓

Na
ni

◆

,

(3.7)

is the intrinsic concentration at 300 K. For an acceptor

concentration of Na = 1014 cm 3 , this gives | p | = 0.229 V. Assuming the electron
affinity is X = 4.05 V and the bandgap energy is Eg /e = 1.12 V for Si at 300 K,
then the semiconductor work function is

s

= X + Eg /2e + | p | = 4.84 V.

For an n+ poly-Si gate, the metal work function is
semiconductor work function di↵erence then is
fixed surface charge density Qf /e = 1011 cm
35 nm gives a threshold voltage Vth =

2

ms

=

m

= 4.05 V. The metal-

0.789 V. Finally assuming a

and a SiO2 gate dielectric thickness of

0.12 V at 300 K. Measured field thresholds

at 4 K ranged around 0.5 V for SWAG devices and around 1 to 2 V for the doublegated devices. Thus the threshold voltage increases at lower temperatures as we will
discuss next.
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Figure 3.4: Low temperature energy band diagram for a MOS system with a p-type
Si substrate biased into inversion. The quasi-Fermi level in the semiconductor Ef s
is pinned between the acceptor level Ea and top of the valence band EV due to
freeze-out.

3.3.2

Threshold voltage at low temperatures

At cryogenic temperatures (T  4 K), the quasi-Fermi level in the semiconductor is
pinned halfway between the acceptor energy levels and the top of the valence band
due to freeze-out, as shown in Fig. 3.4. For boron, the acceptor energy levels are
about 0.045 eV above EV . This Fermi level pinning will a↵ect both
through the semiconductor work-function
s

=X+

s

p

and

ms

given by,

Eg
+
2e

p.

(3.8)

Here X is the electron affinity and Eg is the bandgap energy of the semiconductor.
Recall that the bandgap energy also depends on temperature. For Si at T = 300 K
we have Eg = 1.12 eV. At low temperatures near absolute zero this increases to
Eg = 1.17 eV. Thus we find

p

= Eg /2

0.045/2 = 0.563 V. However, unlike Eg , the

e↵ect of low temperatures on the metal work function

m

and the electron affinity

X is not as clear and requires further investigation. We use
poly-silicon and assume X = 4.05 V for Si. This gives
and a metal-semiconductor work function of

ms

=

m

s

m

= 4.05 V for n+

= X + Eg /2 +
s

=

1.15 V.

p

= 5.20 V
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Figure 3.5: Current through the nano-structure as a function of gate voltage for
two types of devices. (a) Split-gate point contact. The current through the split
gates is measured as a function of the top Al gate voltage, VAG . Inset: SEM of a
representative device showing direction of current flow. Note that Al gate is not
shown in this SEM. (b) SWAG. Current is measured as the voltages VL , VC , and
VR are raised simultaneously. Inset: SEM of the device showing direction of current
flow.

3.3.3

Nano-structure threshold

Figure 3.5 shows measurements of the current through the nano-structure as a
function of gate voltage for a split-gate point contact and a SWAG device. From these
plots we see that conduction through the nano-structure occurs at higher voltages
than the field thresholds. Intuitively, this is reasonable because the electrons are
forced to travel through a narrow constriction defined by the poly-silicon gates.
E↵ects such as lateral quantum confinement [73,74] and fringing electric fields [75,76]
can increase the threshold voltage in narrow constrictions or nanowires.
In addition to higher threshold voltages, the current does not turn on smoothly
at these temperatures.

Disorder-induced potential wells can trap electrons and

introduce energy and voltage dependence in the transmission through a barrier.
This leads to resonances and a complex voltage dependence of the current. This
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Table 3.1: Field and nano-structure threshold voltages.
Sample # Description Field (V) Nano-structure (V)
1645
859
775

SWAG
Split-gate
Split-gate

0.48
1.2
2.0

2.3
1.9
5.5

also makes it difficult to extract a threshold in an unambiguous way. Approximate
threshold voltages for devices studied in this thesis are shown in Table 3.1.
Once we have conduction through the nano-structure, the other poly-Si gates
can be used to locally deplete electrons to form tunnel barriers and quantum dots.
Although threshold voltages and 1D scans such as those shown in Figure 3.5 are
useful, they alone do not provide enough quantitative information about the tunnel
barrier itself. More information can be gained using 2D scans (sometimes called
stability diagrams) that are described in the next section.

3.4

Diamond plots

A useful way to characterize tunnel barriers is by measuring the current through
the barrier as a function of gate voltage and DC source-drain bias, VSD . In these
measurements, we monitor both the di↵erential conductance, G = dI/dVSD , using
a lock-in amplifier and the DC current, I, using a digital multi-meter. Figure 3.6
shows two examples of these 2D scans, one for a split-gate point contact and the
other a SWAG device.
Sb donor atoms were implanted between the split-gates in the point contact
tunnel barrier. As discussed in Section 3.1, impurities and other forms of disorder
act as charge centers that can trap charge and produce resonances in the transport
measurements. In these 2D source-drain scans, resonances appear as crosses. The
slopes of the crosses contain information about the capacitive couplings between the
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Figure 3.6: Plots of di↵erential conductance as a function of gate voltage and sourcedrain bias for two types of devices. (a) Split-gate point contact implanted with Sb
donors. (b) SWAG.

gate and source/drain electrodes to the charge center [77]. These capacitive couplings
can be used to triangulate the 3D spatial location of the charge center [29].
The areas between the crosses resemble diamonds. In these regions the charge
configuration of the charge center is stable, i.e., the number of electrons is fixed. Thus
these 2D source-drain scans are also referred to as diamond plots or stability diagrams.
In idealized situations where the resonances are due to a single charge center, the
peak of the diamonds can be used as an estimate of the charging energy [44, 60],
although this is not always true so one must be careful in defining the charging
energy.
Lastly we note that the large source-drain bias in these diamond plots (VSD is
typically between 20 and 50 mV) allows detection not only the ground states of the
trapping potential but also of the excited state spectrum [78]. Thus these transport
measurements are spectroscopic, hence the name transport spectroscopy. The excited
states appear as lines running parallel to the edges of the diamonds [43].
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The stability diagram for the SWAG device shown in Figure 3.6(b) has a funnellike shape similar to that of the split-gate point contact; however, there are no obvious
resonances. We interpret this as a single tunnel barrier between the source/drain
leads, i.e., the tunnel barrier region does not contain trapping potentials or charge
centers.
As we will see in the subsequent chapters, we will use these type of measurements
to extract both a barrier height and width from the tunneling current dependence
on VSD , using a 1D barrier model. By repeating this extraction for di↵erent gate
voltages, we are able to describe or parameterize the barrier height and width in
terms of gate voltage.

3.5

Conclusion

In this chapter we discussed the 4 K measurement set-up and measurements used
to characterize tunnel barriers. We first reviewed the some basic concepts of single
electron tunneling, particularly how small and cold a conductor needs to be to exhibit
these e↵ects. Next, we explained how the device is prepared for measurements in
liquid helium and the low-temperature/low-noise measurement circuit.
We then discussed two measurements for characterizing tunnel barriers: threshold
voltage and diamond plots. The threshold voltage will be important for calculating
the electron density and Fermi energy in the source and drain leads. The threshold
voltage was found to increase at lower temperatures. We will use these diamond
plots together with a 1D barrier model to extract a tunnel barrier height and width
as a function of gate voltage.
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Chapter 4
Tunneling transport theory

In this chapter we discuss tunneling transport theory relevant to these voltage defined
barriers. None of the standard models are completely sufficient for parameterization
of the multi-electrode barriers that span wide voltage ranges and therefore require
modification of the existing models available in the literature. We begin by describing
two common methods for computing transmission through a barrier, namely transfer
matrices and the WKB approximation. We next examine some key parameters that
are important in low-dimensional electron systems including the density of states,
Fermi energy, and electron density. We then discuss how to calculate the conductance
through a barrier as a function of the transmission coefficient using the LandauerBüttiker formalism. We will focus on the non-linear transport regime for a twoterminal conductor. Finally we discuss disorder in electronic systems and basic
mesoscopic phenomena. In particular, we’ll talk about characteristic length scales
such as the mean free path and phase-relaxation length that determine whether a
conductor is di↵usive or ballistic and when e↵ects such as weak localization and
conductance oscillations become important. We’ll also briefly review the metalinsulator transition, which is relevant for understanding thresholds of 2D channels
at low electron densities. This chapter follows closely the theory found in the texts
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by Davies and Datta [79, 90].

4.1

Basic tunneling theory

The rectangular barrier is the standard textbook example used to demonstrate
quantum mechanical tunneling and is frequently used as a simple approximation
for more complex barrier shapes. The barrier is illustrated in Figure 4.1. The
barrier has a height U0 and a width w. Classically a particle, such as an electron,
needs kinetic energy E greater than the barrier height U0 to pass over the top of
the barrier; otherwise it will not pass through. In quantum mechanics, the wave-like
nature of particles becomes important. Particles are described by wavefunctions and
are governed by a wave equation known as the Schrödinger equation,
h̄2 d2
+ U (x) (x) = E (x).
2m dx2
This is the one-dimensional time-independent Schrödinger equation where

(4.1)
(x) is

the wavefunction, E is the energy of the particle, U (x) is the potential energy, and
m is the mass of the particle. Because of this wave-like description, there is a finite
probability that a particle, of energy E < U0 incident on the barrier, will tunnel
through the barrier and emerge on the other side, as illustrated in Figure 4.1. This
probability is known as the transmission coefficient T . The transmission coefficient
will depend on the barrier height U0 , the width w, and the energy of the impinging
particle E. As we will see, the current through the barrier is determined by the
probability of transmission. This will allows us to extract e↵ective barrier heights
and widths from the measured tunneling current.
Before calculating the transmission coefficient for a rectangular barrier, we first
consider the transmission of an electron at a potential step. We will then use this
result to build the transfer matrix of T -matrix formulation, which will allows us to
determine the transmission coefficient for arbitrary shaped potentials [79, 80].

Chapter 4. Tunneling transport theory

42
Potential
barrier

U0

E
U(x)
x

Transmitted
wave

Incident
wave

U(x) = 0
Region I

Region II
x = -w/2

Region III

x = w/2

Figure 4.1: Rectangular potential barrier of height U0 and width w. A particle, such
as an electron, with energy E < U0 is incident from the left and tunnels through the
barrier. The incident and transmitted wave functions are sinusoidal waves. Inside the
barrier, where the potential energy is greater than the kinetic energy of the incident
particle, the wave function is a decaying exponential.

4.1.1

Potential step

Consider an electron of energy E, traveling in the +x-direction towards a potential
step of height U0 for x > 0 and U (x) = 0 for x < 0, shown in Figure 4.2. The most
general case is to have two incoming waves and two outgoing waves. Assume first
that E > U0 so that the wavefunctions are propagating and the wavenumbers are
real and given by k12 = 2mE/h̄2 in region I and k22 = 2m(E

U0 )/h̄2 in region II.

The solutions to the Schrödinger equation are
8
>
<A exp (ik1 x) + B exp ( ik1 x) , x < 0,
(x) =
>
:C exp (ik2 x) + D exp ( ik2 x) , x > 0.

(4.2)

Imposing the boundary conditions that the value and slope of the wavefunction must
be continuous at x = 0 gives
A + B = C + D,

k1 (A

B) = k2 (C

D).

(4.3)

Thus, of the four amplitudes A, B, C, and D, only two can be found if the other
two are given.
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Figure 4.2: Potential step at x = 0 of height U0 on the right (region II) and U = 0
to the left of the step (region I). There are incoming and outgoing waves on either
side of the step.

Suppose we know the coefficients for the waves on the left and solve for the
coefficients for the waves on the right. Then from the conditions in (4.3), we have

C = 12 (1 + k1 /k2 ) A + 12 (1
D = 12 (1

k1 /k2 ) B.

k1 /k2 ) A + 12 (1 + k1 /k2 ) B.

(4.4)

Usually we assume the incident wave traveling from left to right has unit amplitude.
At the step, part of the incident wave is reflected with amplitude r and the other
part is transmitted with amplitude t. The reflected wave travels from right to left in
region I and the transmitted wave travels from left to right in region II. Also there is
no wave in region II traveling from right to left. We thus have A = 1, B = r, C = t,
and D = 0. Thus from Eq. (4.4) we have

t=

2k1
,
k1 + k 2

r=

k1 k2
k1 + k 2

(4.5)

It is more useful to know the flux or current of electrons rather than the amplitude of
the waves. For a wave A exp(ikx), the flux is given by (h̄k/m) |A|2 . The transmission
coefficient T then is the ratio of the transmitted flux to the incident flux. Similarly
the reflection coefficient R is the ratio of the reflected flux to the incident flux. Thus

region I
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Figure 4.3: Illustration of how transfer matrices can be used to get the overall
transmission amplitudes.

we have
(h̄k2 /m) |t|2
4k1 k2
k2
= |t|2 =
,
(h̄k1 /m)
k1
(k1 + k2 )2
✓
◆2
(h̄k1 /m) |r|2
k1 k 2
2
R=
= |r| =
.
(h̄k1 /m)
k1 + k2
T =

(4.6)
(4.7)

Now if E < U0 , then the waves in region II are no longer propagating waves (complex
exponentials) but instead are evanescent waves (real exponentials) with a wavenumber 22 = 2m (U0

E) /h̄2 . The outgoing wave becomes a decaying exponential

C exp( 2 x) and the incoming wave becomes a growing exponential D exp(2 x).
Thus for E < U0 , we can simply make the substitution k2 ! i2 . In this case the
reflection and transmission amplitudes become complex and we find that T = 0 and
R = 1. An infinitely thick barrier contains a single decaying exponential and carries
no current.

4.1.2

Transfer matrix formalism

The equations in (4.4) determine the amplitudes of the waves on the right as a
function of those on the left. This can be expressed as a matrix equation of the form
0 1
0 1 0
10 1
(21)
(21)
C
A
T
T12
A
@ A = T(21) @ A = @ 11
A@ A.
(4.8)
(21)
(21)
D
B
T21
T22
B
Here T(21) is the transfer or T -matrix from region I to region II. The advantage
of using T -matrices is that, once we know the T -matrix of a particular barrier or
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scatterer, such as the potential step, we can construct more complicated barrier
shapes and calculate the transmission amplitudes (and hence the transmission
coefficient) by just multiplying matrices.

Consider the example illustrated in

Figure 4.3 where three regions of constant potential are separated by two barriers or
scattering regions. There are two T -matrices and they are related to the amplitudes
by

0 1
0 1
C
A
@ A = T(21) @ A ,
D
B

0 1
0 1
E
C
@ A = T(32) @ A .
F
D

(4.9)

These can be combined to give the amplitudes in region III as a function of the
amplitudes in region I,
0 1
0 1
0 1
E
A
A
@ A = T(32) T(21) @ A = T(31) @ A ,
F
B
B

(4.10)

where T(31) = T(32) T(21) . The elements of the T -matrix give the reflection and
transmission amplitudes. Making the usual substitution A = 1, B = r, C = t,
and D = 0 in Eq. (4.8) gives
r=

T21
,
T22

t=

T11 T22 T12 T21
.
T22

(4.11)

The elements of the transfer matrix T(21) for the potential step for E > U0 are found
from Eq. (4.4) as
T(21) =

0

k2 + k1 k2

1 @
2k2 k2

k1

k1 k2 + k1

1

A ⌘ T(k2 , k1 ).

(4.12)

For E < U0 we simply make the replacement k2 ! i2 . This is the T -matrix for
the rising potential step shown in Figure 4.2. For a falling step, we just need to
swap k1 and k2 . The rectangular barrier shown in Figure 4.1 can be viewed as a
rising step followed by a falling step as we travel in the x-direction. Thus finding
the transmission through the rectangular barrier is simplified to just multiplying
matrices of the form of Eq. (4.12) in the correct order.
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Lastly, the transfer matrix in Eq. (4.12) is defined for a step at the origin, x = 0.
We need to construct a new matrix for a scatterer that occurs at some arbitrary
location x = x0 . This will only a↵ect the phase of the wave that hits the barrier.
We can find the new matrix T(x0 ) from the one defined at the origin T(0) in three
steps:

1. Translate the object from x0 to the origin by writing x0 = x

x0 . The

incoming wave on the left changes from exp(ik1 x) to exp(ik1 x0 )exp(ik1 x0 ),
which is equivalent to multiplying the wave’s amplitude by the phase factor
exp(ik1 x0 ). Similarly the outgoing wave on the left is multiplied by the factor
exp( ik1 x0 ). The phase factors are written as diagonal matrix and multiply
the original vector of amplitudes.

2. Use the T -matrix at the origin T(0) to calculate the amplitudes to the right of
the barrier.

3. Restore the object back to x0 by writing x = x0 + x0 . This again results in a
diagonal matrix of phase factors but with opposite sign to those in step 1 and
with wavenumber k2 instead of k1 .

Thus the new matrix T(x0 ) for an object at x = x0 written in terms of the T -matrix
at the origin T(0) is
0

T(x0 ) = @

e

ik2 x0

0

0
e

ik2 x0

1

0

A T(0) @

eik1 x0
0

0
e

ik1 x0

1

A.

(4.13)

We now show how to use the transfer matrix formalism to calculate the transmission
through the rectangular barrier by using Eqs. (4.11)-(4.13).
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Rectangular barrier

The rectangular barrier, shown in Figure 4.1, is centered at the origin and defined
as U (x) = U0 for |x| < w/2 and U (x) = 0 elsewhere. We first assume for simplicity
that E > U0 . The first step occurs at x =

w/2 and the wavenumber changes from

k1 to k2 . So we first need to translate the T -matrix in Eq. (4.12) to x =

w/2 using

Eq. (4.13). At the second step the wavenumber changes from k2 back to k3 = k1 .
Thus we swap k1 and k2 in Eq. (4.12) and translate it to x = w/2 using Eq. (4.13).
Thus the T -matrix from region I to region III is given by
0
1
0
1
ik1 w/2
ik2 w/2
e
0
e
0
A T(k1 , k2 ) @
A
T(31) = @
ik1 w/2
ik2 w/2
0
e
0
e
0
1
0
1
ik2 w/2
ik1 w/2
e
0
e
0
A T(k2 , k1 ) @
A.
⇥@
ik2 w/2
ik1 w/2
0
e
0
e

Multiplying the inner four matrices gives
0
1
ik1 w/2
e
0
1 @
A
T(31) =
ik1 w/2
2k1 k2
0
e
0
1
2
2
2
2
2k1 k2 cos k2 w + i(k1 + k2 ) sin k2 w
i(k1 k2 ) sin k2 w
A
⇥@
i(k12 k22 ) sin k2 w
2k1 k2 cos k2 w i(k12 + k22 ) sin k2 w
0
1
ik1 w/2
e
0
A.
⇥@
0
eik1 w/2
After the final multiplications the elements of T(31) are
(31)

T11

(31)

T12

(31)

T21

(31)

T22

2k1 k2 cos k2 w + i(k12 + k22 ) sin k2 w ik1 w
e
,
2k1 k2
i(k12 k22 ) sin k2 w
=
,
2k1 k2
i(k12 k22 ) sin k2 w
=
,
2k1 k2
2k1 k2 cos k2 w i(k12 + k22 ) sin k2 w ik1 w
=
e
.
2k1 k2
=

(4.14)
(4.15)
(4.16)
(4.17)

Chapter 4. Tunneling transport theory

48

The transmission amplitude t is given in terms of the matrix elements by Eq. (4.11)
as
t=

1
2k1 k2 e ik1 w
T11 T22 T12 T21
=
=
.
T22
T22
2k1 k2 cos k2 w i(k12 + k22 ) sin k2 w

(4.18)

The transmission coefficient T = |t|2 for the rectangular barrier is


4k12 k22
U02
T = 2 2
=
1
+
sin2 k2 w
4E(E U0 )
4k1 k2 + (k12 k22 )2 sin2 k2 w

where k1 = [2mE/h̄2 ]1/2 and k2 = [2m(E

1

,

(4.19)

U0 )/h̄2 ]1/2 . For E < U0 , we make the

replacement k2 ! i2 . Now the trigonometric sine function becomes a hyperbolic
sine, sin k2 w = sin i2 w = i sinh 2 w, and the transmission coefficient becomes

4k12 22
U02
T = 2 2
=
1
+
sinh2 2 w
2
2
2 2
4E(U
E)
4k1 2 + (k1 + 2 ) sinh k2 w
0
where 2 = [2m(U0

1

,

(4.20)

E)/h̄2 ]1/2 . In a subsequent chapter, we will use the transfer

matrix formalism to approximate the transmission through a rectangular under bias
using three potential steps and formulate an analytical solution.

4.2

WKB approximation

In the previous section, we used Schrödinger’s equation and the transfer matrix
formalism to compute the transmission through the potential step and rectangular
barrier (two potential steps in a row). We were able to do this analytically for these
simple barriers where the potentials are flat. Most realistic barriers however are not
flat potentials and can vary as a function of position and applied electric field. For
these more complicated barriers, analytically computing the transmission coefficient
using the Schrödinger’s equation or transfer matrices can quickly become intractable.
In this case numerical and approximate methods are often used.
One of the most widely used and established approximate methods is the WentzelKramers-Brillouin (WKB) or quasi-classical approximation [79, 81]. It allows one to
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obtain approximate solutions to Schrödinger’s equation and is generally applicable
to many other di↵erential equations. In particular, it is useful for calculating the
tunneling rate through potential barriers and the bound-state energies of potential
wells. The basic assumption in the WKB method is that the potential U (x) varies
slowly as a function of the position x. The wavelength of the particle is assumed
to be small such that the potential is essentially constant over a region of many
wavelengths. The overall e↵ect then is the amplitude and wavelength of the particle
also varies slowly in space.
The general WKB approximation for tunneling through barriers is given by [79]
r
 Z xR
2m(U (x) E)
T ⇡ exp
2
(x) dx , (x) =
,
(4.21)
h̄2
xL
where xL and xR are the left and right edges of the barrier, respectively. As an
example of applying the WKB method, consider the trapezoidal and triangular
barriers shown in Figure 4.4. These barriers can be used to model the current
through thin gate oxides, which is important issue in oxide integrity/reliability
for MOS devices and in electrically erasable programmable read-only memories
(EEPROMs) [66, 72], and interband tunneling in TFETs [82]. For the trapezoidal
eF x for 0  x  w and U (x) = 0 elsewhere. The

barrier we have U (x) = U0

electric field is F = V /w, where w is the barrier width and V is the voltage across the
barrier. This is often referred to as direct tunneling and is the dominant mechanism
for tunneling in thin gate oxides with thicknesses less than about 3.5 nm. Making
use of the substitution s(x) = U0
function
DT
TW
KB

⇡ exp

⇢

2
h̄

Z

w
0

eF x

p
2m (U0

E we obtain the approximate transmission

eF x

E) dx ,

8
9
U0 E
< 2p2m 2
=
= exp
s3/2
,
: h̄eF 3
;
U0 eF w E
( p
4 2m ⇥
= exp
(U0 E)3/2 (U0 eF w
3h̄eF

E)

⇤
3/2

)

.

(4.22)
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Figure 4.4: Computing the approximate transmission function using the WKB
method. (a) Trapezoidal barrier corresponding to direct-tunneling (b) Triangular
barrier corresponding to Fowler-Nordheim tunneling. E↵ect of image force barrier
lowering is also shown.

For the triangular barrier we have that U (x) = U0

eF x for x

0 and U (x) = 0

for x < 0. This situation occurs at high electric fields and is known as FowlerNordheim tunneling [83]. Evaluating the transmission coefficient using WKB is
similar to the trapezoidal barrier except now the barrier width has changed (see
Figure 4.4(b)) and E = U0

eF w0 . Therefore the second term inside the square

brackets of Eq. (4.22) is zero and we have
" p
4 2m
FN
TW
(U0
KB ⇡ exp
3h̄eF

#

E)3/2 .

(4.23)

In reality, the corner at the top of the barrier will be rounded of due to image force
q
eF
barrier lowering, which reduces the barrier height by an amount 4⇡✏
, where ✏b is
b
the permittivity of the barrier [84, 85].

The current density in the Fowler-Nordheim regime is found to be proportional to
FN
both the transmission function and square of the electric field, JF N / F 2 TW
KB [66].

Often this is plotted as log(JF N /F 2 ) vs. 1/F , which is called a Fowler-Nordheim

plot. At high biases, these plots yield a straight line of negative slope from which we
can estimate the barrier height [85].
A tunneling model based on the WKB approximation that is frequently used is the
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Simmons model [86]. Simmons originally developed this model to describe tunneling
through an arbitrary barrier in an insulating film between two metal electrodes. The
model is often applied to a rectangular barrier shape and provides a set of analytical
formulas depending on the bias across the barrier. At high biases, it yields FowlerNordheim tunneling. At low biases, it reduces to tunneling through a rectangular
barrier where the tunneling current density is

J / V exp



2w p
2m(U0
h̄

E) .

(4.24)

We will use the Simmons model in a subsequent chapter to simulate the tunneling
current. The advantage of the model is that it yields simple analytical formulas
for di↵erent bias regimes; however it has been noted that the model leads to large
errors and poor fits, especially as the cross-sectional area of the tunnel barrier leads
is reduced [87].

Lastly, we note that the WKB approximation has been found to give reasonably
good fits for lateral tunneling in quantum point contacts in Alx Ga1 x As/GaAs
hetero-structures [88]; however, the WKB method does have limitations. WKB
completely ignores reflections at locations where the potential changes, which
could be important for these laterally gated barriers with disorder and donors.
The assumption of a slowly varying potential may not be true.

Finally, these

models account for neither the pre-factor in the transmission function nor how the
transmission function varies as a function of gate and source-drain voltages over a
wide range. We find that none of these models are sufficient to parameterize the
tunnel barriers for the voltage range and the multi-gated nanostructures used for Si
quantum computing.
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Figure 4.5: Energy band diagram for a MOS system. A positive gate voltage Vg on
the metal gate electrode causes the bands to bend. This creates a potential well at the
interface between SiO2 and the p-type Si substrate where electrons are confined thus
forming a 2DEG. The discrete energy levels of the well correspond to the bottoms
of the first and second 2D subbands (see text).

4.3

Two-dimensional electron gas (2DEG)

As seen in Figure 4.5, when a sufficiently high gate voltage Vg is applied to the metal
in the MOS system such that the system is biased into strong inversion, the electric
field at the surface of the silicon causes the energy bands to bend substantially away
from their levels in the bulk of the silicon. The field attracts electrons to the oxidesilicon interface, where they are tightly confined by the conduction band barrier that
is approximately triangular.
In the strong inversion regime, at cryogenic temperatures, the quasi-Fermi level is
inside the conduction band and the electron density is sharply peaked near the oxidesilicon interface. This thin conducting sheet of charge is known as a two-dimensional
electron gas or 2DEG. The carrier concentration in the 2DEG is typically on the
order of 1011 cm

2

to 1012 cm

2

with a layer thickness on the order of approximately

5 nm.
For the 2DEG in Figure 4.5, the electrons are confined by the conduction band
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potential well in the z direction but are free to move in the the x-y plane. The
corresponding dispersion relation (i.e., the eigenenergy E versus the wavenumber k)
is given by,
E = E c + ✏n +

h̄2
k 2 + ky2 ,
2m⇤ x

(4.25)

where Ec is the conduction band edge and m⇤ is the e↵ective mass. The e↵ect of
the periodic lattice potential is incorporated into the e↵ective mass m⇤ and the
wavefunctions are smoothed out approximations of the true wavefunctions. For
example, in the the x-y plane the wavefunctions satisfying are approximated as plane
waves. However the actual wavefunctions are Bloch functions, where the simple plane
waves are multiplied by a periodic function that has a periodicity of the crystal lattice.
For 2DEGs in silicon MOS systems with a (100) crystal orientation the e↵ective mass
is m = 0.19m0 , where m0 is the free electron mass [89].
The index n numbers the di↵erent subbands or modes of the potential well with
di↵erent energies ✏n . Usually, at low temperatures and low densities only the lowest
subband (n = 1) is occupied. This allows us to simplify the system as a twodimensional conductor in the x-y plane. We can rewrite dispersion relation as,
E = En +

h̄2 k 2
,
2m

(4.26)

where En = Ec + ✏n and k 2 = kx2 + ky2 .
We next consider how to calculate the 2D electron density n as a function of the
Fermi energy Ef and the gate voltage Vg . This will then allow us to approximate
the Fermi energy as a function of gate voltage in the leads of the tunnel barrier.
The two key functions necessary for calculating n are the density of states g(E) and
the distribution function f (E). The electron density is then determined using the
following relation,
n=

Z

g(E)f (E) dE.

(4.27)
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Figure 4.6: Properties of a 2DEG. (a) k-space diagram showing quantized values of
kx and ky assuming periodic boundary conditions. (b) Density of states with only
the lowest subband occupied (c) Fermi function for a degenerate conductor.

4.3.1

Density of states

To find the density of states g(E), we must first calculate the allowed values of
kx and ky as determined by the boundary conditions. For free electrons that are
represented as traveling waves, periodic boundary conditions are more appropriate.
For a conductor of dimension L this means that exp(ik0) = 1 = exp(ikL). This is
satisfied if kL = 2⇡n. Thus for a 2D conductor with dimensions Lx and Ly , the
values of kx and ky are quantized and are given by,
kx =

2⇡nx
2⇡ny
, ky =
.
Lx
Ly

(4.28)

This is shown in Figure 4.6(a). Note that the dispersion relation in Eq. (4.26) is an
p
equation of a circle of radius k = 2m (E Es )/h̄. To find g(E) we must find the
total number of states NT (E) within the circle of radius k. This is simply the area
of the circle divided by the area in k-space occupied by an individual state
2⇡ 2⇡
4⇡ 2
⇥
=
,
Lx L y
A

(4.29)

where A = Lx Ly is the area of the conductor. Then the total number of states within
the circle is

⇡k 2
mA
=
(E Es ) .
(4.30)
2
4⇡ /A
2⇡h̄2
There are two additional factors that contribute to the total number of states. The
NT (E) =

first is spin degeneracy gs . This doubles the total number of states because the
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spin of the electrons can take one of two states, either up or down. The second is
related to the band structure of silicon. Bulk silicon has an indirect bandgap with
six equivalent conduction band valleys in the (100) directions. In inversion layers on
the (100) Si surface, the degeneracy of the valleys gv is reduced to two [89]. Thus
gs = 2 and gv = 2. Thus, for a 2D conductor, the density of states per unit area and
per unit energy is
g2 (E) =

1 d
m
NT (E) = gs gv
⇥ (E
A dE
2⇡h̄2

Es ) =

2m
⇥ (E
⇡h̄2

Es ) .

(4.31)

Here ⇥ is the Heaviside unit step function with ⇥(E) = 1 for E > 0 and ⇥(E) = 0
for E < 0. This is shown in Figure 4.6(b). The density of states has a value of about
1.6 ⇥ 1011 / cm2 meV for Si MOS with m = 0.19m0 .
Near the barrier region the channel is nearly pinched o↵ and the channel width
is thin. In this case a quasi-1D conductor may be a more appropriate description
for the leads. For a 1D conductor, we have a 1D k-space and the density of states is
(assuming gs = 2 and gv = 2)
2
g1 (E) =
⇡h̄

r

2m
.
E Ec

(4.32)

Finally for 0D, there is no free motion in any direction and all available states
exist only at discrete energies. Thus the density of states is described by a delta
function,
g0 (E) = 2 (E

Ec ) ,

(4.33)

where the factor of two is due to spin degeneracy.

4.3.2

Electron density and Fermi energy

The density of states, discussed in the previous section, gives us the number
of available states in a conductor.

In this section we discuss the distribution
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function that tells us how electrons are distributed among those available states.
At equilibrium, the function is given by the Fermi-Dirac distribution,
f (E) =
where Ef is the Fermi energy.

1
⇣
⌘,
E E
1 + exp kT f

(4.34)

At equilibrium, the Fermi energy is constant

throughout the system. For non-equilibrium, we use quasi-Fermi levels to describe
the distribution of states at di↵erent spatial locations.
Consider energies greater than the subband energy, E > Es . An important
limiting case that simplifies the distribution function is the degenerate or low
temperature limit, where
exp

✓

Es

Ef
kT

◆

⌧ 1.

(4.35)

In this case the Fermi energy is greater than the subband energy (Ef > Es ) and
Eq. (4.34) can be approximated as a step function
f (E) ⇡ ⇥(Ef

E).

(4.36)

This is shown in Figure 4.6(c).
We can now determine the 2D electron density using Eq. (4.27). Since both
the density of states and distribution function are step functions, the calculation is
simple and we find that
ns = Ns (Ef

Es ) ,

(4.37)

where Ns = 2m/⇡h̄2 . Above threshold, the electron density is approximately linear
with the gate voltage Vg assuming a simple capacitance model,
ns =

Cox
(Vg
e

Vth ) .

(4.38)

Equating Eq. (4.37) and Eq. (4.38), we can calculate the Fermi energy (relative to
the subband energy Es ) as a function of gate voltage,
Ef = Es +

Cox
(Vg
eNs

Vth ) .

(4.39)
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We will use Eq. (4.39) to calculate the quasi-Fermi levels of the leads of the tunnel
barrier.

4.4

Landauer-Büttiker formalism

Once we have an estimate of the transmission coefficient through the barrier as a
function of energy T (E) we need to relate it to more easily measured quantities,
i.e., current and voltage. To do this we use an approach that is widely used in
describing quantum transport and mesoscopic phenomena (generally, conductors are
mesoscopic when their dimensions are much larger than microscopic objects, such
as atoms, but are not large enough to be labeled as macroscopic, i.e., they do not
exhibit ohmic behavior). It has been used to describe a variety of topics including
the quantized conductance, the quantum Hall e↵ect, localization, and double-barrier
tunneling [90].
The basic idea is that the current through a conductor is directly related to the
probability of an electron transmitting through it. This idea was used as early as
the 1930s to calculate the I-V characteristics of tunnel junctions where T is much
smaller than unity [91]. In the 1970s, it was used to compute the I-V characteristics
of resonant tunneling diodes [92]. Later, Landauer related the conductance to the
transmission probability for a ballistic conductor (a conductor with T near unity).
Büttiker further developed this method to include multi-terminal conductors in a
magnetic field [93]. This approach is now generally known as the Landauer-Büttiker
formalism.
For a two-terminal conductor, the total current through the barrier or scattering
region is [90]
I=

Z

2e
T (E) [fs (E)
h

fd (E)] dE,

(4.40)

where fs (E) is the Fermi function in the source, fd (E) is the Fermi function in the
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drain, and T (E) is the total transmission function summed over the transverse modes
of the leads. Assuming that the transmission probability for each mode is the same
we can write T (E) = T (E)M (E), where M (E) is the number of modes at a given
energy E. The number of modes is related to the density of states of the leads and
is given by
M (E) = L

d

Z

E

gd (E 0 ) dE 0 ,

(4.41)

0

where gd is the density of states for a d-dimensional conductor (see Section 4.3.1)
and L is the cross-sectional length scale of the scattering region. For a 0D, 1D, and
2D density of states, the number of modes are respectively,
8
>
<1, E E0
M0 (E) =
>
:0, E < E0
p
4L 2mE
M1 (E) =
,
⇡h̄
2mL2 E
M2 (E) =
.
⇡h̄2

(4.42)

(4.43)
(4.44)

Assuming low temperature, the Fermi functions in the source and drain leads can
be approximated as step functions and the current through the barrier is given by
Z µS
2e
I=
dE T (E)M (E).
(4.45)
h
µ0
The limits of integration depend on VSD , see Figure 4.7. The lower limit is given by
µ0 = max (µD , 0).

4.5

Disorder and mesoscopic fundamentals

In large macroscopic conductors, the microscopic di↵erences between di↵erent
samples generally averages to zero. That is, the exact microscopic details, for example
the location of impurities or oxide charge defects, are di↵erent for each sample but
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Figure 4.7: Transport through a rectangular barrier for (a) small source-drain bias
VSD and (b) large VSD . Red dashed lines indicate the transport window.

on average the transport properties are the same for large samples. This allows large
samples to be characterized by macroscopic parameters, such as shape, size, impurity
concentration, etc. . . , and generally Ohm’s law holds [94]. However, we find that
as we move towards smaller conductors and lower temperatures, these microscopic
fluctuations become significant and the ohmic behavior associated with macroscopic
conductors breaks down. Surprisingly, this break down of Ohm’s law does not occur
at microscopic length scales but instead at much larger length scales (it depends on
the material, temperature, applied magnetic field, etc. . . , but it can vary from a few
nanometers to hundreds of microns [90]). This is the mesoscopic regime mentioned
in the previous section and the sample-dependent, microscopic fluctuations that
produce a random crystal potential is broadly referred to as disorder.
Generally a conductor is macroscopic and will exhibit ohmic behavior if its
dimensions are larger than certain characteristic length scales. These include the
Fermi wavelength

f,

the mean free path l, and the phase-relaxation length l .

The sizes of these characteristic lengths, relative to the size of the conductor,
determines whether the conductor is di↵usive versus ballistic and whether quantum
interference e↵ects, such as weak localization and universal conductance fluctuations,
are important. We’ll discuss each of these characteristic lengths, how they are
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a↵ected by parameters such as electron density, and how they a↵ect transport
through a conductor.
As discussed in the measurement chapter, the devices studied in this dissertation
are operated in the low conductance (low electron density, high resistance) regime.
This is because one of the criteria to observe single electron tunneling e↵ects is
that the resistance of the barriers must be greater than the resistance quantum,
Rt

h/e2 ⇡ 25.9 k⌦. Because of this the dominant e↵ect in these devices is the

Coulomb blockade e↵ect. However, at low temperatures and low electron densities,
there is another important e↵ect known as the metal-insulator transition (MIT)
where the device transitions from an e↵ective metallic phase to an insulating phase.
The MIT is influenced by disorder and we’ll review this concept in this section.

4.5.1

Characteristic lengths

Fermi wavelength

f

We know from Eq. (4.37) that the Fermi energy (relative to the subband energy) is
proportional to the 2D electron density. We also know that Fermi energy is related
to the Fermi wavenumber kf through the dispersion relation Ef = h̄2 kf2 /2m, see
Eq. (4.26). Therefore the Fermi wavenumber is related to the 2D electron density as
kf =

r

Assuming gs = 2 and gv = 2, we have kf =

4⇡ns
.
gs gv

p

(4.46)

⇡ns for silicon. The velocity of electrons

at the Fermi energy is the Fermi velocity, vf = h̄kf /m. The Fermi wavelength is
inversely proportional to the wavenumber so it goes down as the square root of the
electron density. For silicon we have
f

2⇡
=
=
kf

r

4⇡
.
ns

(4.47)
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in silicon, the Fermi wavelength is about

50 nm, the wavenumber is 1.25 ⇥ 106 cm 1 , the Fermi velocity is 0.76 ⇥ 107 cm/s and
the Fermi energy is about 3.2 meV. As the dimensions of the conductor are reduced
to near

f,

quantum e↵ects, such as energy quantization due to confinement, will

become more prominent.

Mean free path l
When an electric field is applied to a conductor, the electrons will drift along the
direction of the applied force and are accelerated for a time ⌧m , called the momentumrelaxation time, before they are scattered and lose their momentum. The drift
velocity is proportional to the applied field by the mobility
µ=

e⌧m
.
m⇤

(4.48)

Generally there are two types of scattering events or collisions that cause momentumrelaxation [94].

The first are elastic collisions with static potentials, including

impurities, defects, and interface e↵ects. The potentials do not vary with time and
momentum is conserved. The second are inelastic collisions with time-dependent
potentials such as lattice vibrations (electron-phonon scattering). The potentials
vary randomly in time. In addition to destroying momentum, inelastic scattering
also destroy interference-related e↵ects, i.e., they also contribute to phase-relaxation.
Low temperature (T = 4 K) Hall e↵ect measurements are used to measure
the mobility, from which we can estimate the momentum-relaxation time using
Eq. (4.48). The mean free path is the distance an electron travels before its initial
momentum is destroyed. It is related to ⌧m by the equation
l = v f ⌧m .

(4.49)

The Fermi velocity is vf = 0.76 ⇥ 107 cm/s for an electron density ns = 5 ⇥ 1011 cm

2

in silicon. For µ = 10000 cm2 /Vs, which is a good value for Si MOSFETs, the
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L << l

Figure 4.8: Di↵usive and ballistic transport regimes. (a) Di↵usive transport occurs
when the mean free path is less than dimensions of the conductor (l < W, L).
Scattering events due to impurities, defects, etc. . . , are represented by asterisks. At
low temperatures, the phase-relaxation length l can be longer than the mean free
path and this results in localization e↵ects. (b) In ballistic transport both dimensions
of the conductor are smaller than the mean free path (W, L < l). Reproduced
from C. Beenakker and H. van Houten, ”Quantum transport in semiconductor
nanostructures,” in Semiconductor Heterostructures and Nanostructures, Solid State
Physics, Vol. 44, (H. Ehrenreich and D. Turnbull, eds.) Academic Press, 1991.

momentum-relaxation time is about 1.1 ps and the mean free path is about 80 nm.
For lower mobilities, for example µ = 2500 cm2 /Vs, the momentum-relaxation time
is about 0.27 ps and the mean free path is about 20 nm. At low temperatures, the
mobility varies non-monotonically with increasing electron density (increasing gate
voltage) due to the opposite e↵ects of enhanced screening, which reduces charged
impurity scattering, and enhanced confinement, which increases surface roughness
scattering at the Si-SiO2 interface [89, 95]. Usually the devices are operated at low
densities so that screening of charged impurities is the more significant e↵ect and the
mobility is lower than the maximum possible mobility.
A conductor whose dimensions are much greater than the mean free path is called
a di↵usive conductor. Carriers experience many momentum-relaxation scattering
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events as they travel through the conductor. The di↵usive transport regime is shown
in Figure 4.8(a). On the other hand, if the dimensions of the conductor are much
less than the mean free path then the conductor is ballistic. The conductance G
of a ballistic conductor cannot be explained using the simple ohmic scaling law
G = (W/L) (the conductivity

is a material parameter independent of the sample

dimensions). If this were true then the conductance G would go to infinity as we
decrease L. Instead we find that, when L ⌧ l, the conductance is limited to a value
Gc by the contact resistance between the narrow channel and wider 2DEG regions.
This contact resistance is given by the Landauer formula (T ⇡ 1 for a ballistic
conductor) [90]
Rc = G c 1 =

h
12.9 k⌦
⇡
.
2
2e M
M

(4.50)

Where M is the number (an integer) of transverse modes or subbands in the narrow
constriction at the Fermi energy. The conductance no longer scales linearly with
the width W but instead shows discrete steps of height 2e2 /h. This is the quantized
conductance. It is usually found in high mobility heterostructures in GaAs/AlGaAs
[96, 97] and Si/SiGe [98] but can also occur in Si MOSFETs [99].

Phase-relaxation length l
Quantum mechanically, electrons are described as waves that carry not only
momentum, energy, etc. . . , but also a phase. Phase-relaxation (also called phase
decoherence) can be understood by considering the interference of these waves.
As an example, consider splitting a beam of electrons into two paths and then
recombining them [90]. If the electrons travel in a perfect crystal and the two paths
are identical then the electrons interfere constructively. If there is a relative phase
di↵erence between the two waves, for example by applying a magnetic field, then the
interference alternates from constructive to destructive and back.
Now suppose we add static scatterers, such as impurities and defects, randomly
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into each path. Now the waves may not interfere constructively at zero magnetic field
since the two paths are no longer identical. But because the potentials are static,
there is still a definite phase relationship between the two paths so we still end up
with a stationary interference pattern although it is shifted from the perfect crystal
case.
On the other hand, dynamic or fluctuating scatterers, such as lattice vibrations,
cause the phase-relationship between the waves in the two arms to vary randomly
with time. The scattered waves now vary randomly from constructive to destructive
interference and the time averaged interference will be zero.

The interference

amplitude is suppressed by a factor exp( ⌧t /⌧ ), where ⌧t is the transit time through
the path of the interferometer and ⌧ is the phase decoherence time.
Inelastic scattering with dynamic potentials that lead to phase decoherence
include electron-phonon scattering, scattering with impurities that have an internal
degree of freedom (such as spin) that fluctuates with time, and electron-electron
interactions. At low temperatures, the dominant source of phase decoherence is
usually electron-electron interactions. For low-mobility or di↵usive samples the phase
coherence length is [90]

p
D⌧ ,

(4.51)

1
D = ⌧m vf2 .
2

(4.52)

l =

where the di↵usion coefficient D is given by

At low temperatures, where electron-phonon scattering is suppressed, the phaserelaxation length can become larger than the mean free path, see Figure 4.8(a). The
conductor can then be viewed as a series of phase coherent subunits. As mentioned
above, elastic scattering alone is not e↵ective in destroying correlations in the phase
of the electron wave function. This leads to quantum interference e↵ects that enhance
the probability for backscattering and, consequently, a decrease in the conductance
of about e2 /h = 40 µ⌦

1

for conductor having an overall conductance much greater
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than ⇠ e2 /h. This partial confinement e↵ect is known as weak localization [90].
Furthermore, if the dimensions of a di↵usive conductor are smaller than the
phase-relaxation length, the random quantum interference between the disordered
scatterers lead to conductance fluctuations of universal magnitude ⇠ e2 /h as a
function of electron density or magnetic field.

These are known as universal

conductance fluctuations [100]. For samples consisting of N phase-coherent subunits,
the fluctuations are smaller by N 1/2 because of averaging over each subunit and are
thus not observed in large conductors.

4.5.2

Metal-insulator transition

It is well known that the resistivity ⇢ of a metal generally increases with increasing
temperature (d⇢/dT > 0). Conversely, the resistivity of an insulator generally
decreases with increasing temperature (d⇢/dT < 0). The metal-insulator transition
is a carrier density-induced change in the temperature dependence of the resistivity
of a conductor. There is a critical carrier density nc that separates an e↵ective highdensity metallic phase from an low-density insulating phase. For carrier densities
greater than the critical density (n > nc ), the resistivity increases with temperature
as in a metal. But for densities below the critical density (n < nc ), the the resistivity
decreases with temperature like an insulator.
The MIT occurs at low densities. The critical density is on the order of 1011
cm

2

for 2D conductors in Si. In this regime charged impurity scattering dominates

transport and interface roughness scattering is negligible, as mentioned in the
discussion on low-temperature mobility. Tracy et al. showed experimentally that
the 2D MIT in Si is a percolation transition [101]. Essentially, in the low-density
transport regime, the electron density is spatially inhomogeneous because of the
failure of screening of charged impurities, i.e., small puddles of electrons are formed
at low densities. In general, the greater the number of charged impurities (and hence
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the greater the disorder) results in a larger critical density.
Therefore, in order for the device to be conducting, the density should be greater
than the critical density. This should a↵ect then the threshold voltage as we will see
later.

4.6

Conclusion

In this chapter we discussed two methods for computing transmission through a
barrier: transfer matrices and the WKB approximation. We examined properties
of a 2DEG and discussed how to calculate the conductance through a barrier as
a function of the transmission coefficient using the Landauer-Büttiker formalism.
Finally we discussed basic mesoscopic phenomena including a brief review of the
metal-insulator transition. In the dissertation we will build upon and augment these
models to analyze and parameterize the barrier transport measurements over a wide
voltage range.
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Chapter 5
Low disorder Si barriers with and
without Sb implants
Amir Shirkhorshidian, Nathaniel C. Bishop, Jason Dominguez, Robert K. Grubbs,
Joel R. Wendt, Michael P. Lilly, and Malcolm S. Carroll

This chapter presents the fabrication and measurement of silicon MOS split gate
tunnel barriers with and without Sb implants. We observe transport that is free
of any pronounced unintentional resonances and resonances indicative of transport
through the Sb donors. We develop a rectangular tunnel barrier model with a linear
barrier height dependence on source-drain voltage and non-linear dependence on
gate bias. Using this model, we find that the barrier heights at the locations of some
of the resonances for the implanted tunnel barrier are between 15-20 meV, which
are consistent with transport through shallow partially hybridized Sb donors. The
dependence of width and barrier height on gate voltage is found to be linear over a
wide range of gate bias in the split gate geometry but deviates considerably when
the barrier becomes large and is not described completely by standard 1D models
such as Fowler-Nordheim or image charge barrier lowering. This chapter is adapted
from Nanotechnology 26, 205703 (2015) (Ref. [23]).
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Introduction

Tunnel barriers formed using electrostatic gate structures are common experimental
platforms for probing one-dimensional systems [102,103] including performing single
impurity transport spectroscopy [43,44]. They are also an essential building block for
zero-dimensional lateral quantum dots [19]. Transport near equilibrium in quantum
point contacts (PCs) has been examined in great depth in model material systems
such as GaAs. Silicon split-gate tunnel barriers are increasingly utilized because
of recent successes with forming silicon qubits using laterally gated electrostatic
quantum dots [104] as well as for donor spectroscopy. Despite recent successes, a
tunnel barrier in MOS without unintentional resonances, i.e. a clean barrier, has been
challenging to form and there is little reported directly about the characterization of
split gate barrier height, width and their dependence on voltage for the MOS system.
A common transport spectroscopy measurement is to monitor the current through
a constriction while varying the gate and source-drain bias. The gate bias changes
the barrier height and width. The source-drain bias changes the relative alignment
of the Fermi level to the barrier height and bound state energy levels within the
barrier thereby revealing resonances in the energy space. Improved understanding
of how to identify barrier height and width and map this to donor spectroscopy is
desirable. MacLean et al developed a model that assumes a linear dependence of
barrier height on gate and source-drain bias [105] and that fits experimental results
for split gate tunnel barriers in GaAs and SiGe/sSi [22], at least for limited bias
regimes. This linear dependence model could be used for this purpose. However,
it is unclear how well this model fits a tunnel barrier’s conductance dependence on
di↵erent gate voltages over a wider range of bias typically used for donor spectroscopy
and whether it can be used to extract useful information for transport spectroscopy
when additional resonances (i.e., donor atoms) have been injected into the tunnel
barrier. In addition, understanding the role of high fields and geometry are important
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for the voltage ranges and split-gate geometry used for this form of single-shallowbound-impurity spectroscopy [106].
In this chapter, we fabricate, measure and compare MOS split gate tunnel barriers
with and without Sb implants formed with processing parameters similar to those
used in CMOS processing. Clean barrier behavior is observed in the un-implanted
case for which process details are provided in this letter. The implanted barrier has
numerous resonances owing to single shallow impurities near the surface that shortcircuit the tunnel barrier. A rectangular tunnel barrier model that assumes a linear
barrier height dependence on source-drain and gate voltage is used to estimate barrier
heights and widths for the entire range of relevant biases in the split-gate geometry.
Fowler-Nordheim (FN) and image charge barrier lowering (ICBL) are also considered.
The barrier heights at the locations of some of the resonances for the implanted
tunnel barrier are between 15 and 20 meV, which are consistent with transport
through shallow partially hybridized Sb donors as predicted by theory and observed
in previous work for other impurities in Si (i.e., P and As). Sb is of interest for
quantum computing because it o↵ers improved positional control for single impurity
devices formed by ion implantation; however, it has been less well studied than P or
As from the perspective of activation, residual damage and transport spectroscopy
in a split gate geometry. Furthermore, we observe that the voltage dependence of
barrier height and width is found to be linear over a wide range of gate bias but
deviates considerably when the barrier becomes large.

5.2

Point contacts with and without Sb implants

The devices studied in this chapter are electrostatically formed tunnel barriers in
silicon using a surface Al gate and poly-Si depletion gates. The depletion gates are
inserted below the Al gate to form a PC configuration. The devices begin with a
p-type Si substrate with 1015 cm

3

boron. Arsenic is implanted to form the n+ source
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Figure 5.1: Split-gate point contacts and diamond plots. (a) SEM image of a Si split
gate structure before deposition of the Al2 O3 layer and Al top gate. The square represents
the 80 nm ⇥ 80 nm implantation window for the Sb donors and the arrow represents the
direction of current. (b) (Not to scale) Cross-sectional schematic diagram of a completed
device along the dash-dotted line in panel (a). (c) G as a function of VAG and VSD for the
non-implanted PC (Sample A). TP and CP are held constant at VT P = VCP = 2.5 V.
The white dashed line indicates the direction along which line fits were made to extract
barrier height and width. The black dashed line is a guide to the eye to indicate a contour
of constant conductance discussed in the text. (d) G as a function VAG and VSD for an
Sb-implanted PC (Sample B) with VT P = VCP = 4.85 V.

and drain contacts. A 35 nm silicon dioxide (SiO2 ) gate dielectric is subsequently
formed using thermal oxidation. Degenerately n-doped poly-Si is deposited over
the SiO2 layer and patterned using electron beam lithography (EBL) and a dry
etch. A scanning electron microscope (SEM) image of the poly-Si gate pattern of a
representative device is shown in Figure 5.1(a).
We characterize a PC (sample A) that is not implanted and an Sb implanted PC
(sample B). For sample B, a second EBL step follows the poly-Si etch. An 80 nm⇥80
nm implantation window is created between the top plunger (TP) and center plunger
(CP) poly-Si gates into which Sb is implanted with an energy and dose of 120 keV
and 4⇥1011 cm 2 , respectively. This corresponds to an average of ten Sb donors in
the constriction at a depth of approximately 27 nm below the Si/SiO2 interface.
Both samples then go through a second thermal oxidation at 900 C for 24 min
so that an additional 10-20 nm of SiO2 is grown on the poly-Si gates. The reoxidation step serves many purposes that include activating the Sb, repairing the
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damage caused by implantation, and smoothing surfaces for the deposition of the
second dielectric. An increase in fixed charge, Qf b , and interface trap densities, Dit ,
of 1011 cm

2

and 1010 cm

2

eV 1 , respectively, were found in samples that witnessed

an equivalent Si implantation dose, energy and a 24 min 900 C re-oxidation [29].
Under this thermal budget, we estimate a 5 nm di↵usion length for Sb, which is
small relative to both the implant depth and lateral implant window size. Finally,
60 nm of aluminum oxide (Al2 O3 ) is deposited using atomic layer deposition (ALD)
that isolates the poly-Si gates from the Al top gate. The Al top gate covers the
entire sample and is biased positively to enhance an inversion layer of electrons
at the Si/SiO2 interface while the poly-Si gates are biased negatively to locally
deplete electrons thus creating a single tunnel barrier. A cross-section schematic of a
completed Sb implanted device is shown in Figure 5.1(b). A thorough description and
study of the fabrication process flow of similar devices is presented in [19] although
the use of implant and oxidation for annealing of the implant are specific to this
work.

After fabrication, we measure the di↵erential conductances dependence on gate
and source-drain bias when immersed in liquid He. We measure the di↵erential
conductance G = dI/dVSD through the split gate structure using standard lockin techniques with an rms ac signal of 100 µV added to a dc source-drain bias
VSD . Figure 5.1(c) and (d) show the di↵erential conductance as a function of the
Al top gate voltage VAG and VSD at a constant TP and CP voltage for samples
A and B, respectively. The non-implanted PC shows no evidence of resonances
indicating that the disorder potential is small relative to the thermal energy kB T
in this particular bias range. The conductance dependence on voltage qualitatively
mimics clean behavior in the more ideal GaAs split gate configuration [102, 103]
showing regions of strong dependence on either VSD (positive VAG ) or VAG (large
magnitude VSD ) but without evidence of ballistic transport or quantum PC behavior
at this temperature. Transport through the Sb implanted PC, Figure 5.1(d), shows
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additional resonances and a significant positive o↵set in threshold voltage. This case
illustrates the e↵ect on transport when local potentials are introduced in a tunnel
barrier. The resonant transport is qualitatively consistent with several other reports
of shallow donor levels that are created in tunnel barriers after donors are introduced
into the tunnel barrier region, for example As [43] and P [44]. To our knowledge this
is the first report of clean transport spectroscopy of an Sb implanted tunnel barrier.

5.3

Simmons and Linear Models

We model the tunnel barrier using a rectangular barrier model [86] that depends on
the 1D parameters width and barrier height:
!
p
✓
◆
3 2m⇤ U ⇣ q ⌘2
2w p ⇤
I⇡
AVSD exp
2m U .
2w
h
h̄

(5.1)

Here U is the barrier height, w is the width, m⇤ is the e↵ective mass of an electron,
q is the electron charge, h̄ is Planck’s constant, and A is the cross-sectional area
perpendicular to the transport direction. The voltage dependence of the current
is modeled by starting with MacLean et al ’s model that the tunnel barrier height
depends linearly on VSD and VAG [105],
U = U0

q↵SD VSD

q↵GAT E VGAT E ,

(5.2)

where U0 is the barrier height at zero applied bias and ↵SD and ↵GAT E are the
capacitive couplings to the source/drain leads and the gate, respectively. In our case,
VGAT E = VAG . The linear dependence of the barrier height on VSD and VGAT E is
based on empirical observation from experiment, for example MacLean et al [105] and
simulations specific to this split gate geometry by Gao et al [107]. This trend might
be an extension of the linear voltage dependence of the electrochemical potential
of a quantum dot, which can also be interpreted as a linear dependence of the
conduction band edge on voltage. However, a full theoretical explanation of the
linear dependence region goes beyond the scope of this dissertation.
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To estimate the values of ↵SD and ↵GAT E , we assume that the energy di↵erence
between the top of the barrier and the Fermi level are constant for the linear
contours of constant conductance in the un-implanted barrier (i.e., VAG > 2 V)
and implanted barrier (i.e., VAG > 6.4 V), Figure 5.1(c) black dashed lines. That
is, a small change in the tunnel barrier height, dU , is linearly dependent on small
changes in the dc source-drain bias dVSD and the gate voltage dVGAT E . These are
balanced for any contour of constant conductance in the linear region indicated by
the black dashed lines. The positive and negative slopes can then be associated with
mp = CGAT E /(C

CS ) and mn = CGAT E /CS , respectively. Here C is the total

capacitance between all conductors and the barrier, CS is the capacitance between
the source and the barrier, and CGAT E is the capacitance between the gate and the
barrier. This method of extracting the capacitance ratios is similar for quantum
dots [77]. Then ↵SD and ↵GAT E are:
CS
1
=
,
C
1 + mn /mp
CGAT E
1
=
=
.
C
1/mn + 1/mp

↵SD =
↵GAT E

(5.3)
(5.4)

We substitute Eq. 5.2 into Eq. 5.1 and use a Taylor series expansion for the square
root term similar to [105] to approximate the current as I ⇡ I0 exp ( VSD ) for
constant values of VAG . Here I0 is the intercept and

is the slope of the region

where the current turns on exponentially (see Figure 5.2(a)). Both I0 and

depend

on U and w.

5.4

Dependence on gate voltage

We extract I0 and

from VSD line cuts at di↵erent fixed VAG , an example at

VAG = 2.1 V for the non-implanted barrier is shown in Figure 5.2(a). The line cuts
are used to establish the barrier heights and widths at each voltage VAG (Figure 5.2(b)
and (c)). We estimate the cross-sectional area A as the geometrical length for the
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barrier multiplied by the depth of the channel. From the SEM image in Figure 5.1(a)
the distance between the tips of the plunger gates is 240 nm but the ALD Al2 O3 fills
60 nm on either side of the constriction. Thus we estimate the length of the barrier
to be 120 nm and the channel to be 5 nm deep [95, 108]. The area of the PC is a
pre-factor in the current so inaccuracy in the choice of area will have a relatively
small e↵ect on the extracted barrier heights and widths shown in Figure 5.2. We
observe a linear dependence of w and U on VAG for a wide range of gate bias. A
linear dependence was qualitatively predicted by Gao et al [107] as mentioned earlier
in the chapter, but we also find similar magnitudes of U and w were predicted by
the complete semiclassical numeric simulation of the PC geometry. Note that the
dependence was calculated for a plunger gate not the top Al gate in that work [107].
The linear dependence of the barrier height on VAG is also qualitatively self-consistent
with the MacLean model (i.e., the starting assumption for the model).
The quantitative agreement can be examined by comparing the extracted
dependence of the barrier height on voltage from Figures 5.2(b) and (c) to what
is predicted by ↵SD and ↵GAT E obtained from our capacitance model. We find a
discrepancy of 2 meV or less in barrier height. This is the dominant source of numeric
uncertainty in the rectangular barrier height. We expect disagreement because the
initial estimate from the capacitance model uses a fixed width assumption.

5.5

Fowler-Nordheim and ICBL

The linear model fails to predict the tunnel barrier behavior at less positive
enhancement gate bias. FN width narrowing [86] and ICBL [85] are both mechanisms
that a↵ect current at high lateral fields. Direct fitting of the functional form of the
constant conductance contours to the standard forms of these models, however, does
not produce the observed current dependence on gate bias in the more negative bias
regime using a standard FN form [86] or the following common approximation for
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Figure 5.2: Extracted barrier parameters and linear model simulation. (a) Line cut along
VAG = 2.1 V from Figure 5.1(c), showing an exponential increase in the current through
the point contact as VSD increases. The parameters I0 and are found from the y-intercept
and slope of the line fit (black dashed line) to the exponential region, respectively. Inset
shows a schematic energy diagram of the tunnel barrier and definitions of U and w. The
chemical potentials of the source and drain reservoirs are given by µS and µD , respectively.
(b) U dependence on VAG extracted for VSD = 0. A linear fit can be used to approximate
U at high VAG while the curvature at low VAG can be fit by a higher order polynomial.
This is similar for w shown in panel (c). (d) dI/dVSD simulation as a function of VSD
and VAG . The simulation uses a linear dependence of U and w on VSD and VAG and also
accounts for width narrowing and image barrier lowering at high VSD . (e) Simulated U
without image barrier lowering. (f) Simulated U with image barrier lowering.

ICBL,

U =

p

q 3 F/4⇡✏S where F is the electric field due to the source-drain bias

and ✏S is the electric permittivity of the semiconductor [85]. An example simulation
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using linear dependence of the barrier height and width on voltage, combined with
high field width narrowing and ICBL e↵ects is shown in Figure 5.2(d). The model
clearly fails to predict the more complex contours of constant conductance seen in the
experiment (Figure 5.1). The simulation with ICBL does highlight that to produce
similar conductance values requires, consequently, larger barrier heights in the lowfield regime for the same gate biases. That is, the rectangular barrier height fits are
a lower estimate and inclusion of ICBL leads to roughly an 8 meV increase in barrier
height for this geometry and bias range as shown in Figures 5.2(e) and (f).

5.6

Non-linear conductance contours

To describe the non-linear part of the contours of conductance or funnel-like behavior
in the simulation, we extend the rectangular barrier height and width fits to these
regions (i.e., VAG < 2 V for the non-implanted case and VAG < 6.4 V for the
implanted case). Barrier heights and widths are shown in Figure 5.2(b) and (c).
Empirically, we find that the barrier height and width dependence on gate voltage is
non-linear. The dependence can be fit to a polynomial dependence on voltage. From
this empirical fit, this region can be simulated including the high field e↵ects and we
find that the simulation qualitatively captures the funnel-like behavior, as shown in
Figure 5.3(a). The conductance is also quantitatively within an order of magnitude
of the experiment. This is done by using the polynomial fit and with no modification
of further fitting parameters. The improved estimates of barrier heights and widths
in this bias region are shown in Figures 5.3(b) and (c).
We use a similar analysis to simulate the di↵erential conductance, barrier height,
and width for the implanted tunnel barrier, Figures 5.3(d)-(f). Table 5.1 shows
the linear model parameters for both the non-implanted and Sb-implanted tunnel
barriers. Note these parameters include FN and ICBL resulting in di↵erent values
for U0 than extracted in Figures 5.2 (b) and (c). Table 5.2 and Table 5.3 shows the
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Figure 5.3: Non-linear model simulations. (a) dI/dVSD simulation of the nonimplanted barrier using a non-linear model for U and w. White dashed line is a
guide for the eye to show where the conductance first turns on. (b) Simulated U for
the non-implanted case. (c) Simulated w for the non-implanted case. (d) dI/dVSD
simulation of the Sb-implanted barrier using a non-linear model for U and w. White
dashed line is a guide for the eye to show where the conductance first turns on. (e)
Simulated U for the Sb-implanted case. (f) Simulated w for the Sb-implanted case.

non-linear or polynomial model parameters for the non-implanted and Sb-implanted
barrier, respectively.

The polynomials are fits to the barrier height and width

dependences on voltage. The parameters do not include ICBL, which allows direct
adoption of the values from the fits.
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Table 5.1: Linear model parameters. w is given by w = w0
Device
↵SD
↵AG
(nm V 1 ) U0 (meV)
Non-implanted PC1
Sb-implanted PC2

0.4322
0.4280

0.0067
0.0061

7.2
2.0

78

VAG .
w0 (nm)

28
48

30
40

Table 5.2: Non-linear model parameters for the non-implanted barrier.
Non-implanted PC
U = 0.29z 5 + 0.55z 4 0.22z 3 + 0.09z 2 0.60z + 6.3 q↵VSD
w = 0.42z 5 + 1.03z 4 0.38z 3 0.09z 2 1.84z + 14.3
↵SD = 0.4322
z = (VAG 2.13)/ 0.23

5.7

Binding energy of resonant levels

Using this model, we can estimate the barrier heights and widths at each location
for which a resonance is observed. We find that the last resonance seen at low gate
voltage (VAG ⇡ 6.35 V) has a barrier height of approximately 12 meV, while the
barrier heights of the subsequent resonances decrease as the gate voltage increases
with values ranging from 6 to 2 meV. These values increase when we include imagecharge barrier lowering to 20 meV (not shown in figures, see Table 5.3) for the last
resonance and 13-10 meV for the resonances at higher gate voltage. This suggests
that the last resonance at low VAG regardless of model choice has a relatively large
binding energy and thus is more consistent with a D0 transition or first electron state
of the implanted donor. The additional resonances observed in the implanted barrier
case, Figure 5.1(d), are consistent with previous reports of transport through one or
several donors in the tunnel barrier [44]. Binding energies below the bulk value are
expected and have been reported for other impurities in Si [43].

1↵
2↵

AG
AG

= 0.0029 and U0 = 13 meV from linear fit in Figure 5.2(b).
= 0.0049 and U0 = 34 meV from a linear fit similar to Figure 5.2(b) (not shown).
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Table 5.3: Non-linear model parameters for the Sb-implanted barrier.
Sb-implanted PC3
U = 0.85z 3 + 2.2z 2 1.8z + 2.7 q↵VSD
w = 2.3z 4 + 0.08z 3 8.1z 2 + 3.1z + 28
↵SD = 0.4280
z = (VAG 6.5)/ 0.11
The resonances at higher VAG are due to unidentified states with shallower binding
energies. The identification is more ambiguous since the D

transition (or second

bound electron state of the donor), shallow traps, or defect states from process
induced damage at the MOS interface are all possible candidates that have binding
energies in the 1-5 meV range [41, 61]. We note that binding energy extraction
in many other donor transport spectroscopy studies has relied on more indirect
approaches, for example assignment of D0 and D

transitions from similar slopes

and B-field spin filling dependences, which can be used to extract a charging energy
and utilized as a measure of the binding energy. This approach can leave doubt,
particularly in tunnel junctions with many donors that have many resonant lines
many of which can also have similar capacitances to the gates making it sometimes
very difficult to make assignments necessary to extract a charging energy.

5.8

Conclusion

In summary, we fabricated MOS split-gate tunnel barriers with and without Sb
implants and performed transport spectroscopy at ⇠4 K. The un-implanted Si MOS
split gate conductance is free of resonant behavior at this temperature and shows
contours of constant conductance that are qualitatively similar to those observed in
split gate PCs from other more model material systems (e.g., GaAs). The implanted
3 When

ICBL is included, we increase the constant term to 11 in the equation for U to
maintain similar conductance contours. The estimated increase in barrier energy at 6.35 V
from 12 meV to 20 meV, mentioned in the discussion, comes from the increase to 11.
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PC in contrast has resonances in the transport spectroscopy. The resonant behavior
is consistent with previous reports of transport spectroscopy of P or As in Si tunnel
barriers for which the resonances are associated with transport through single donors.
These tunnel barriers are distinguished from previous experimental reports because
of (a) the specific fabrication process that uses a split-gate geometry, poly-silicon
conductors and oxidation to anneal damage combined with (b) the use of Sb as the
implanted donor for which, to our knowledge, there are no other reports of clear
transport spectroscopy in the literature.
The barrier height and width dependences on voltages are subsequently modeled
with a modified 1D rectangular barrier model. The model considers both shifting of
the barrier height relative to the Fermi level due to the applied gate voltages and
high field e↵ects due to lateral fields applied across the source-drain contacts, such
as FN like barrier narrowing. Barrier heights and widths can be estimated from
this simulation and are quantitatively similar to semi-classical numeric simulations
of related PC geometries. Reasonable agreement with the measured conductance is
also observed. Using this method, we estimate the barrier heights in the location
of the resonances in the implanted tunnel barrier, which provides estimates of the
depth of the resonant levels below the top of the barrier. A few of the resonances
are relatively deep (⇠20 meV) and are consistent with transport through Sb atoms
near the surface.
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Chapter 6
Spectroscopy of multi-electrode
tunnel barriers
Amir Shirkhorshidian, John King Gamble, Leon Maurer, Stephen M. Carr, Jason
Dominguez, Gregory A. Ten Eyck, Joel R. Wendt, Erik Nielsen, N. Tobias
Jacobson, Michael P. Lilly, and Malcolm S. Carroll

In the previous chapter, several models were used that were questionable. Examples
include the break-down of the linear model at low gate voltages, the validity of
the WKB approximation, and the lack of accounting for the lead geometries in the
Simmons model. In this chapter we propose a new theoretical, compact model for
multi-electrode tunnel barriers to obtain a more accurate picture. The model is
based on the Landauer-Büttiker formalism and a numerical solution for transmission
through the barrier. The barrier height shows several regimes of voltage dependence,
either linear or approximately exponential.

The e↵ects on transport threshold,

such as metal-insulator-transition and lateral confinement, are found to be nonnegligible and are discussed. We compare these results to semi-classical solutions of
Poissons equation and find them to agree qualitatively. This chapter is adapted from
Ref. [109].
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Introduction

A number of beyond Moore’s law device architectures rely on dense packing of tunnel
barrier based devices (e.g., tunnel FET logic [82], quantum dot based quantum
computing [110], quantum dot cellular automata [111] and single electron transistor
logic [112]). Several major challenges must be overcome to realize device architectures
that use tunnel barriers as a foundational element.

One of those foundational

challenges is developing rapid characterization techniques and models that can
predict behavior in these densely packed layouts for which ”cross-talk” of voltages
plays a role. For example, cross coupling of neighboring electrodes is likely an
e↵ect that will dramatically a↵ect tunnel based devices much more strongly than in
other previous device architectures because of potentially non-linear or exponential
dependences of currents on neighboring electrode voltages.
Although the modeling of tunnel barriers has a long history, there is little
available for modeling problems of many tunnel barriers in close proximity, which
(A) clarifies the e↵ects of neighboring electrode or (B) is efficient in handling the
potential complex interplays between neighboring multi-electrode voltages. Success
for extending designs of tunnel barrier devices, even to the immediately relevant
experimental demonstrations with small numbers of devices, requires an efficient
compact design and analysis capability that does not depend on detailed microscopic
modeling. A compact model foundation analogous to what is used for devices in
SPICE circuit modeling will be a necessary future step.
Observations of linear dependence of barrier height on voltage have been
conjectured for some geometries [105], but it is not clear under what conditions
this holds or over how wide a voltage range. In this work we examine simple 1D
phenomenological models of a tunnel barrier that use two parameters, a barrier height
and width, as a starting point to describe a multi-electrode tunnel barrier design.
We use tunneling spectroscopy at 4 K to experimentally characterize the voltage
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dependence of a lateral, electrostatically gated MOS tunnel barrier. We examine the
models in the context of an ansatz that the barrier height and width are functions
that depend independently on each electrode voltage in the lateral gate design. We
show in this work that the 1D model can describe this multi-electrode tunnel barrier
and might therefore act as the foundation for extending to more complex networks
of tunnel barriers. We further note that the lateral, electrostatically gated MOS
nanostructure is itself of interest as a model system that applies abstractly to many
other systems while also being directly informative to the ubiquitous MOS system
and its potential application to quantum information.
This chapter is organized as follows: In Sec. 6.2 we describe the device fabrication
and transport measurements of a relatively disorder free MOS multi-electrode tunnel
barrier. This tunnel barrier layout is one that has been used successfully for MOS
quantum bit (qubit) demonstrations [113]. The barrier is therefore a representative
case for which a compact model would be desirable (e.g., this is an example qubit
layout that requires the simultaneous tuning of multiple cross-coupled barriers).
We next consider that the tunneling transmission is sensitive to the wavenumber
of the electrons at the Fermi level. The experimental section, therefore, includes a
discussion of threshold, metal-insulator transition, and lateral quantum confinement
to obtain more accurate estimates of the Fermi energy and electrostatics of the
nanostructure.
Sec. 6.3 describes the 1D barrier model. A numerical approach is presented that
o↵ers both an efficient and accurate solve (i.e., it avoids unjustified assumptions
that are present in common workhorse models like WKB and Fowler-Nordheim).
A second simple analytic model is described and compared to the numeric model.
The analytic model can provide more intuitive insight and is easily implementable
(e.g., back of the envelope). Good agreement is observed in the comparison, which
provides a measure of confidence and guidance about when this simpler model can
be applied.
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Then in Sec. 6.4, we discuss the results of fitting the 1D barrier model to the data
including extraction of barrier heights and widths. The fits produce good agreement
to the measured currents over a wide bias range and for multiple electrode voltages
achieving a proof-of-principle demonstration that the 1D compact model could be
used to describe this multi-electrode barrier. In Sec. 6.5, we further compare these
results to electrostatic simulations and lithographic dimensions to better understand
whether the quantitative barrier heights and widths are reasonable. We find the
extracted values are qualitatively in agreement and semi-quantitatively accurate.

6.2

Multi-electrode barrier transport

The tunnel barriers are formed in a metal oxide semiconductor (MOS) field e↵ect
transistor (FET) inversion channel at a Si/SiO2 interface. The starting material is a
p-type Si substrate produced by a float-zone process and with a doping concentration
of ⇡ 1014 cm

3

boron. The structures are made by first forming heavily doped n+

ohmics using ion implantation of As. Next, a 35 nm SiO2 gate dielectric is grown
by thermal oxidation at 900 C. Degenerately doped n-type poly-Si is formed over
the SiO2 to complete the MOS gate stack. The gate structures are patterned using
electron beam lithography and a dry etch using a fabrication process described in
more detail elsewhere [114]. A scanning electron microscope (SEM) image of the
nanostructure gates and cross-sectional schematic view of the device are shown in
Figs. 6.1(a-b). As seen in Fig. 6.1(a) the relevant gates are separated from each
other by approximately 15 nm. The inversion channel is formed under the poly-Si
enhancement gates and the barriers are formed at gaps between the poly-Si gates.
A simplified model of the conduction band at low temperature is shown in
Fig. 6.1(c). A high-density electron channel forms when gates L, C, and R are
biased above threshold. If we decrease the bias on one of the gates below threshold,
electrons are locally depleted and the conduction band edge rises above the Fermi
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SiO2

Figure 6.1: Device geometry and threshold measurements. (a): False-color SEM of the
measured device. Only the red-colored gates (L, C, and R) are used; all other gates are
grounded. (b): Cross-sectional schematic of the device (not to scale). The device stack
includes a p-Si substrate (light grey), 35 nm thermally grown SiO2 (dark grey), and 200 nm
poly-Si gates (red). The L and R gates spread out to overlap n+ ohmics (purple) (c): Energy
diagram as described in the text showing conduction band minimum energy vs. distance
along the direction of current flow. (d): Di↵erential conductance for VR = 2.13 V and
VC = 1.60 V. Dashed lines correspond to the line cuts shown in Fig. 6.4(a). (e): Measured
current in the field of the device showing a field threshold of 0.48 V. (f): Measured current
through nanostructure for VR = 2.13 V and VC = 5.00 V giving a threshold of 0.60 V.
The VC value is chosen because it is representative of voltages above ⇠2.00 V. Threshold
decreases slightly for VC < 2.00 V. (g): Calculated threshold shift as function of wire
width for a field threshold of 0.48 V. Lateral quantum confinement is predicted to produce
a threshold shift. Details of the calculation are found in Appendix C.

level forming a tunnel barrier with source and drain leads to the left and right of the
barrier. The extent to which the Fermi level in the leads is above the conduction
band edge is proportional to the electron density. Assuming a 2D density of states
(DOS), the di↵erence between the Fermi energy Ef and conduction band edge EC is
Ef

EC =

⇡h̄2 n
,
mt g v

(6.1)
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where n is the 2D electron density, gv is the valley degeneracy, and mt is the electron
transverse e↵ective mass. Spin degeneracy, gs = 2, is already assumed. We use a
valley degeneracy gv = 2 and an e↵ective mass of mt = 0.19m0 , appropriate for 2D
electron inversion layers in Si(100) [89], where m0 is the free-electron mass.

We measure the di↵erential conductance G = dI/dVSD using a lock-in amplifier
with an AC excitation voltage of 100 µV at a modulation frequency of 149 Hz in
combination with a DC source-drain bias VSD . We also monitor the DC sourcedrain current ISD using a digital multi-meter. All measurements are performed at
approximately 4 K by immersing the sample in liquid He at an atmospheric pressure
of approximately 625 torr. A plot of the di↵erential conductance as a function of
VL and VSD for VR = 2.13 V and VC = 1.60 V is shown in Fig. 6.1(d). Disorder
such as charge defects in the gate oxide [19], impurities [43], or strain from the
gate stack [63] can cause sub-threshold resonances in these plots. The absence of
resonances suggests a single tunnel barrier between the source and drain leads. We
also note that the combination of the contact resistance and sheet resistance of the
channel leads to approximately 10 k⌦, which limits the maximum conductance.

To calculate the tunneling current, we first need to estimate the voltage
dependence of the Fermi energy in the leads. We first estimate the electron density
dependence on voltage in the field of the device. In the field we exclude e↵ects due
to the nanoscale gates, such as fringing fields and lateral quantum confinement (i.e.,
we assume a bulk poly-Si gate). We identify a field threshold of 0.48 V, Fig. 6.1(e).

One definition of threshold voltage for MOSFETs at high temperatures (such as
room temperature) is that it is the gate voltage for which the mobile electron charge
Qn = 0. At cryogenic temperatures there is a metal-insulator transition where one
must achieve a critical electron density ncrit before appreciable conduction begins.
Thus at low temperatures the threshold voltage is defined as the gate voltage for
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encrit . The expression for the threshold voltage is then given by
Vth = V0 + Vcrit .

(6.2)

In this expression V0 is the standard MOSFET threshold voltage (see Sec. 3.3.2) and
Vcrit = encrit /Cox , where Cox is the oxide capacitance per unit area. The critical
density can be extracted from Hall measurements [101].
We measure a percolation density threshold of np = 3.1 ⇥ 1011 cm

2

at

approximately 4 K in a Hall bar with nominally similar oxide/silicon interface as
used in this tunnel barrier experiment. We estimate the critical density with the
percolation density [101]. Assuming that n = ncrit at Vgate = Vth where Vth is the
threshold voltage then the electron density as a function of gate voltage is
n (Vgate ) =

Cox
(Vgate
e

Vth ) + ncrit ,

(6.3)

The electron density and Fermi energy can be calculated in the field using Eqs. 6.3
and 6.1. The accounting of the metal-insulator transition accommodates fitting
over the full range of voltages including the sub-threshold region using a simple 1D
capacitance model to approximate the density in the leads.
It is important to establish what defect densities below which ”clean” MOS tunnel
barriers begin to be observed and we can use the modified threshold to estimate
fixed charge for this device. We use the observed tunnel barrier threshold voltage
and critical density at cryogenic temperature to extract an e↵ective fixed charge
density, which we find to be Qf = 3.9 ⇥ 1010 cm 2 , following the adjusted MOS
threshold calculation above. The fixed charge would notably be below zero if the
critical density was not considered.
A reason to characterize the e↵ective defect charge at low temperature instead
of relying on a room temperature fixed charge characterization is because charge
trap densities might be higher at lower temperature. That is, small fluctuations in
potential might not confine charge at room temperature but would trap charge at
lower temperature.
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As additional reference, we also note other measures of the disorder in the starting
material. Hall measurements of the starting material also show a peak mobility of
5950 cm2 /(V·s). An estimated surface roughness and correlation length of 2.2 Å and
24 Å, respectively, was also obtained from the high density dependence [115].

The electron density in the nanostructure will di↵er from the field due to several
e↵ects: fringing fields, lateral quantum confinement and possibly 2D to 1D weak
localization or disorder e↵ects in the confined region.

The electrostatic e↵ects

of the narrowed lead have been directly calculated. We calculated electrostatic
modifications of threshold due to fringing fields numerically. For these dimensions
the e↵ects were small, less than 10%. We neglect them in the compact model. The
e↵ect of quantum confinement is, however, more significant [73].

We calculated the confinement threshold shift for this geometry over various wire
widths, see Fig. 6.1(g) and Appendix C. We measure a threshold of 0.60±0.05 V
for the nanostructure (i.e., VR = 2.13 V, VC = 5.00 V, and VL is increased). This
threshold is the linear extrapolation to zero current, Fig. 6.1(f). The threshold shift
falls within a range that would be expected for the ⇠70 nm width of the tunnel
barrier lead. The electron density in the leads can, therefore, be estimated using the
field threshold combined with an o↵set from quantum confinement. Disorder in 1D
also can e↵ect n = ncrit . Any increase in the local potential of a 1D wire represents a
direct barrier to transport and a source of enhanced weak localization. These e↵ects
can be challenging to directly quantify in practical devices, which is one of the goals
of this work (i.e., a compact model for rapid characterization of devices for future
computation). Since disorder and scattering are also e↵ects related to transmission
through a 1D barrier, for this compact model approach, we combine these e↵ects as
part of the extracted barrier height and width of a single barrier.
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Compact barrier model

We now examine how well a 1D barrier model and a voltage dependent
parameterization of barrier height and width fits the observed tunneling for multiple
bias conditions on di↵erent electrodes. At zero source-drain bias, we assume a
rectangular barrier with a width w, a left barrier height U0 , and a right barrier
height U1 . The two barrier heights allow for asymmetric plateaus in the leads. When
a source-drain bias VSD is applied, the chemical potentials or quasi-Fermi levels in the
source µS and drain µD separate by an amount proportional to VSD . The potential
in the barrier region then varies linearly with a slope equal to F , where F is the
electric field due to the source-drain bias, as shown in Fig. 6.1(c). Thus, for non-zero
source-drain bias, the wave-functions in the barrier region are Airy functions. In the
leads the wave-functions are propagating plane waves with an incident wave
reflected wave

r,

and a transmitted wave

i,

a

t.

We use the Landauer-Büttiker formalism to model the tunneling transport.
Assuming low temperature, the Fermi functions in the source and drain leads can be
approximated as step functions and the current through the barrier is given by [90]
I=

Z

µS

dE
µ0

2e
T (E)M (E).
h

(6.4)

Here, T (E) is the transmission coefficient of an electron with energy E, M (E) is the
total number of available transverse modes which depends on the DOS in the leads,
and µ0 = max (µD , 0). Thus, the product T (E)M (E) gives the total transmission
summed over the transverse modes.
We examine both a numerical and approximate analytic solution to computing
the transmission. Both are sufficiently efficient to find good fits for barrier height
and width for each gate voltage. The analytic solution provides an easy reference for
”back-of-the-envelope” estimates and quick insights in the lab, while showing very
good agreement with the more accurate numeric model over a wide range of voltages.
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The numeric approach, is however, used primarily in this work to extract barrier
heights and widths because it is more accurate. The numerical approach uses the
analytical, piecewise solution to Schrödinger’s equation and then numerically solves
the boundary matching problem as a system of equations. This approach gives us an
exceptionally fast forward solve (contrasted against fully numerical approaches) to
facilitate non-linear inference over a large experimental data set. For more details,
see Appendix B.

6.3.1

Three-step model

Reasonably good quantitative agreement can also be provided through solving the
transmission coefficient by approximating the linearly varying potential in the barrier
region with three potential steps, see Figure 6.1(c) and Figure 6.2. For VSD = 0, the
barrier reduces to a square barrier of height U0 and width w. The first step occurs
at x =

w/2 and has a fixed height of U0 . The next step occurs at x = 0 and has

a variable step height that depends on the source-drain bias VSD . The final step
occurs at x = w/2 and also has a variable height that depends on VSD . We use the
transfer or T -matrix formalism to compute the transmission coefficient [79, 80]. For
simplicity we only consider positive VSD but this approach can be easily applied to
negative VSD as well.
First consider the case where E > U0 .

There are four wavenumbers, each

corresponding to a particular region of the barrier as indicated by the roman numerals
in Fig. 6.2. The wavenumbers are given as follows:
k12 = 2mE/h̄2 ,

(6.5)

k22 = 2m (E

U0 ) /h̄2 ,

(6.6)

k32 = 2m (E

U0 + eVSD ) /h̄2 ,

(6.7)

k42 = 2m (E + eVSD ) /h̄2 .

(6.8)
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Figure 6.2: 1D potential energy U (x) diagram showing three step barrier model.
The energy of the impinging electron is E.

Here m is the e↵ective mass of the electron. Using the T -matrix formalism we find
the transmission coefficient to be:
T =

[f1 cos ✓ cos

4k4 /k1
,
f2 sin ✓ sin ]2 + [f3 sin ✓ cos + f4 cos ✓ sin ]2

(6.9)

where the coefficients f1 , f2 , f3 , and f4 are functions of the wavenumbers given by
k4
,
k1
k2 k 4
+
,
k1 k 3
k2
+ ,
k1
k3
+ .
k1

f1 = 1 +
k3
k2
k4
f3 =
k2
k4
f4 =
k3
f2 =

(6.10)
(6.11)
(6.12)
(6.13)

The arguments of the trigonometric functions depend on the width of the barrier as
✓ = k2 w/2 and

= k3 w/2. This is the general form of the transmission coefficient.

Now consider the large VSD case such that VSD > U0

E and U0 > E. The

form of the transmission coefficient and the wavenumbers remain the same except
the wavenumber in region II is replaced in the following manner: k2 ! i2 . Then the
trigonometric functions that have ✓ as the argument become hyperbolic functions,
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Figure 6.3: Comparison between the trapezoidal and three-step barrier models. (a):
Line-cut data from Fig. 6.1(d) for VL = 0.70 V together with fit using the trapezoidal
barrier model. The extracted fit parameters are used to calculate the current using
the three-step model. We then compare the resulting transmission coefficients T as
a function of (b) VSD , (c) U0 , and (d) w.

that is sin k2 w/2 ! i sinh 2 w/2 and cos k2 w/2 ! cosh 2 w/2. The wavenumber in
region II is now given by 22 = 2m (U0

E) /h̄2 .

Then consider the small VSD case such that VSD < U0

E and U0 > E, as shown

in Fig. 6.2. Again the form of the transmission coefficient remains the same except
now the wavenumbers in both region II and III are replaced: k2 ! i2 and k3 ! i3 .
The wavenumbers in region II and III are now given by 22 = 2m (U0
and 23 = 2m (U0

E

E) /h̄2

eVSD ) /h̄2 . Now all the trigonometric functions become

hyperbolic functions as discussed above.
Eq. 6.9 and the appropriate wavenumbers (based on the values of VSD , U0 , and
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E) are simple, analytic formulas for transmission that are a good approximation to
the trapezoidal barrier problem over a wide parameter range. We find that both
1D models can match the measured current dependences on voltage, Fig. 6.3(a).
We further find that the three-step model agrees well with the full numeric solution
for lower VSD relative to the barrier U0 , Fig. 6.3(b-c). For the rest of this chapter
we will use the numerical solution to the trapezoidal model for the more accurate
quantitative analysis.
The three-step model and, in particular, the trapezoidal barrier model are useful
alternatives to traditional approximate models of tunneling phenomena, such as the
WKB approximation [86] and Fowler-Nordheim tunneling [85, 116]. In particular
this approach avoids unnecessary and often unjustified assumptions by exactly
solving Schrödinger’s equation and more accurately accounting for the lead geometry.
Over the course of a numerical fit, the assumptions of these approximations can
easily become violated, invalidating the parameter extraction. Fowler-Nordheim, for
example, is only appropriate for large electric fields relative to the barrier but will
not be satisfactory over the range of voltages fit in this work. Both our numerical
solution to the trapezoidal barrier and the three-step model are simple enough to
allow rapid estimates of the barrier height and width from transport measurements
using a modern computer.

6.4

Parameter extraction

Figure 6.4(a) shows line-cuts at VL = 0.90, 0.80, 0.70 and 0.60 V from the data
in Fig. 6.1(d). We treat the barrier height U0 and width w as free parameters
and fit the trapezoidal barrier model to the data by minimizing a chi-squared test
statistic, resulting in maximum likelihood estimates (MLEs) of the parameters under
the assumption of independent and identically distributed, Gaussian errors. These
fits are shown in Fig. 6.4(a). The MLEs and expected errors for the parameters are
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Figure 6.4: Parameter extraction from experimental data. (a): Line-cut data from
Fig. 6.1(d) together with fits using semi-analytical model. For VL = 0.70 V we
compare 0D, 1D, and 2D DOS in the leads. Note that the data are plotted as the
absolute value of the DC source-drain current ISD versus the absolute value of VSD .
(b): Extracted barrier height U0 as a function of gate VL for a fixed width w =
12 nm. Dashed lines are fits to an exponential function. Curves are artificially o↵set
vertically to view each case independently. For VC = 1.60 V the o↵set is +3 meV and
for VC = 2.40 V the o↵set is -3 meV. There is a high degree of orthogonal control of
the barrier depending strongly on L and weakly on C. (c): Extracted exponent from
fits shown in panel (b) as a function of VC . The average exponent is 3.9 V 1 . (d):
Extracted barrier width w as a function of gate VL for a non-fixed U0 . (e): Confidence
region plot as function of w and U0 for VL = 0.70 V. Contours correspond to 67%,
90%, 95%, and 99% confidence levels.

shown in Table 6.1.
The expected errors were computed by constructing the profile likelihood function
(separately, for each parameter), and numerically determining a confidence level of
95%. To do this, we make the standard assumption that the di↵erence in the profile
likelihood function from the MLE value should be

2

(1) distributed. Unless otherwise
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Table 6.1: Extracted barrier parameters U0 and w for fits shown in Fig. 6.4(a).
VL (V)

DOS of leads U0 (meV)

0.90
0.80
0.70
0.70
0.70
0.60

0D
0D
0D
1D
2D
0D

w (nm)

17±3
18±4
19±5
27±8
29±9
20±5

12±3
11±3
12±3
12±3
12±3
12±3

noted, we assume throughout this chapter that the experimental standard error in
the observed currents is I = 0.1 · max (ISD ), where max (ISD ) is the maximum
source-drain current for a given gate voltage. From Table 6.1, we see that the barrier
width seems to be fixed at about 12 nm while the barrier height and its uncertainty
increase as VL decreases.
We repeat the fitting procedure for di↵erent VL values. Fig. 6.4(b) shows a
plot of the extracted barrier height as a function of VL for a fixed width of 12 nm
and three values of VC . In this case we assume I = 0.3 · max (ISD ) because the
errors were found to be smaller for a one-parameter fit. We find that at high VL
the barrier height varies linearly with gate voltage. However for low VL the barrier
height increases non-linearly.
Overall, we observe, that the dependence fits an exponential function of the
form f (x) = ae

bx

+ c. In Fig. 6.4(c), we compare the exponent b as a function of

VC , finding that it varies between 4.1 V

1

to 3.7 V

1

as VC changes from 1.60 V

to 2.40 V. The average exponent is 3.9 V 1 . This non-linear increase in barrier
height approximately coincides with the regime for which charge density is changing
exponentially as the electron channel is forming under the gate.
The width of the barrier is plotted as a function of VL for VC = 1.60 V in
Fig. 6.4(d). In this case we show a two-parameter fit where the barrier height is not
fixed. We see that the width appears to be a constant over the range of VL values
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considered. The average value is about 12 nm. We note that the extracted widths
correspond well with our gate pattern.
In the context of compact models, the overall barrier height and width
dependences on VL and VC have relatively simple forms that describe the behavior
over very wide bias ranges.
In addition to profile likelihood error bars, we also compute full 2D confidence
regions for the parameters U0 and w. Similar to the 1D case, we assume that the
di↵erence between the MLE point and the likelihood function is distributed as

2

(2).

Fig. 6.4(e) shows the result for VL = 0.70 V, where the contours represent di↵erent
confidence levels.
Besides performing the parameter extractions above, we consider cases where the
DOS in the leads is 0D, 1D, or 2D to examine if there are any distinguishing signatures
in the calculated dependences. The di↵erence in DOS a↵ects the total number of
available modes M (E) in Eq. 6.4. All three cases fit the data well when the barrier
heights and widths are allowed to adjust to compensate the change in the DOS. We
note that the estimated widths of the leads would be consistent with transversal
quantization and the energy level splitting is too large to warrant 1D DOS for the
transmission modes (i.e., multiple contributing 1D sub-bands). We therefore use the
0D DOS (i.e., a single 1D mode or sub-band) for the extracted barrier heights and
widths. More generally, it is unclear at this time what factors in the tunnel barrier
geometry express clearer signatures due to the DOS dimensionality. This is a topic
for future examination.

6.5

3D electrostatic simulations

We lastly compare the results of the 1D barrier model to electrostatic simulations
of the electron density and electric potential (i.e., the conduction band edge, EC ).
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Figure 6.5: 3D electrostatic simulations of the tunnel barrier. (a): Conduction
band energy plots for di↵erent values of VL . The other gates are VC = 1.60 V,
and VR = 2.13 V. The Fermi level is defined at zero in these plots. (b): Simulated
barrier height as a function of VL for VC = 1.60 V, VR = 2.13 V and an o↵set
voltage of 0.50 V. Solid line shows barrier height values where the e↵ect of quantum
confinement has been accounted for while the dashed line does not take into account
this e↵ect. Inset: Zoom-in of boxed region to clarify e↵ect of lateral confinement on
barrier height. (c): Barrier height as a function of VL for a range of o↵set voltages.
The o↵set voltage varies from 0.05 V (leftmost curve) to 0.50 V (rightmost curve) in
steps of 0.05 V. Solid and dashed lines have same meaning as in panel (b).

The electrostatics of the device is modeled using COMSOL Multiphysics software.
We use the Thomas-Fermi approximation to model the electric potential and the
electron density at the oxide-semiconductor interface with a 2D density of states for
the experimental gate voltages. The electron density is calibrated at a gate voltage
of 0.48 V by applying an o↵set voltage to all electrodes while ramping gate L. The
o↵set voltage is used to ensure that the electron density in the leads agrees with the
definition of threshold given by Eq. 6.3.
Plots of the conduction band energy as a function of VL and position are shown
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in Fig. 6.5(a). As VL is decreased a single barrier forms between gates L and C. The
barrier height is determined by calculating the saddle point in the potential, which
is found by calculating the gradient of the potential. We note that the shape of the
barrier will generally not be trapezoidal for a 1D cut of the conduction band energy
along a curve through the saddle point. The barrier height as a function of VL for
VC = 1.60 V, VR = 2.13 V, and an o↵set voltage of 0.50 V is shown in Fig. 6.5(b-c).
In the constriction where the barrier forms we expect quantum confinement to
have an e↵ect. These transverse confinement energies were computed for this device
geometry and become appreciable at the lower densities where the channel is narrow,
see Appendix C. The e↵ect of lateral confinement is shown more clearly in the inset
of Fig. 6.5(b). The confinement increases the barrier and rounds the dependence
on voltage at the intersection of two relatively linearly dependent regions. The
barrier height is relatively linearly dependent on voltage well before and well after the
electron channel is completely formed. The barrier goes to approximately zero once
the tunnel barrier gap is completely saturated with electron density. A qualitatively
similar rounded region between the intersection of two linearly voltage dependent
regions is seen in the extracted barrier heights in Fig. 6.4(b), although extended over a
wider voltage range. Better quantitative agreement is beyond the scope or goal of this
work (i.e., a simple compact model for device characterization). Improved agreement
would certainly require a more accurate three-dimensional simulation of the barrier
including self-consistent Schrödinger-Poisson calculations and 2D tunneling models
(e.g., non-equilibrium Green’s function approaches) [106, 107, 117].
We examine di↵erent o↵set voltages to further investigate the magnitude of the
quantum confinement e↵ect on increasing the barrier and softening the intersection of
the two linear regions (i.e., full depletion and channel formation regions). Fig. 6.5(c)
shows the barrier height as a function of VL for a variety of o↵set voltages (i.e.,
threshold o↵sets for the COMSOL calculation). Each curve shows the range from
no accumulation (large barrier) to a non-existent barrier (barrier height is zero or
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lower). We do see some increase in the rounding of the regions of intersection for
the highest VL . The larger rounding observed in experiment might, therefore, be
indicative of stronger quantum confinement or disorder e↵ects in the lead than is
being predicted by the simple confinement model used in this work.

6.6

Conclusion

In conclusion, we have measured and modeled the transport spectroscopy of a silicon
MOS surface electrode-defined tunnel barrier at 4 K. Multiple electrodes are used
to form the electrostatically defined barriers making for a large parameter space on
which the tunnel barrier is dependent.
We examine a 1D barrier model using voltage dependent barrier height and width,
which is found to fit the current-voltage dependence well over a large parameter
range. The model is quasi-analytic providing both accurate 1D transmission values
for the barrier model, while also being a fast extraction method to more readily enable
its application to multi-electrode cases. This includes providing confidence that this
formulation can accurately be used to efficiently simulate multi-electrode tunnel
barriers without the need of supporting computationally expensive microscopic
simulation of the tunnel barrier. Cryogenic and quantum confinement e↵ects are
included in the model to account for threshold and barrier height shifts.
The barrier height dependence on gate voltage was shown to be relatively linear
in the high and low voltage regimes with an intermediate non-linear regime that
is nearly exponential. The exponential dependence correlates with the depletion or
enhancement of the electron channel and simulations suggest that the barrier height
can be sensitive to 1D quantum confinement e↵ects.
To clarify how quantitatively accurate the 1D model might be, we also compare
the results of the 1D model to semi-classical solutions of Poisson’s equation using
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COMSOL and find that the simulations qualitatively agree well with the model
predicted three regimes.
Transport spectroscopy is a fast way to characterize tunnel barriers relative
to more time intensive and complex pulsing approaches used for these kinds of
barriers [24, 118, 119]. The combination of this method with transport spectroscopy
o↵ers a relatively rapid way to build a compact model of a tunnel barrier for multiple
gate electrodes and reasonably large bias ranges. This work should provide useful
insight about the details of electrostatic barriers and how to characterize them.
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Chapter 7
Summary and outlook

In this dissertation we measure the tunneling conductance through silicon MOS
voltage tunable barriers in silicon at T ⇡ 4 K and test a model for tunneling
that accurately estimates the conductance over a wide range of voltages. Many
tunnel barriers were measured using transport spectroscopy and examined using the
tunnel barrier model including split-gate and SWAG nanostructures, as well as donor
implanted barriers.
The 1D barrier model developed in this work uses a voltage dependent barrier
height and width. An exact, analytical transmission function is calculated that agrees
well with a numerical model for a large parameter space. Cryogenic and quantum
confinement e↵ects are included in the model to account for threshold and barrier
height shifts.
The barrier height dependence on gate voltage was shown to be relatively linear in
the high and low voltage regimes with an intermediate non-linear regime that is nearly
exponential. The regimes and their voltage dependences can be fit in a compact way
o↵ering a potential approach to parameterize more complex nanostructures that have
multiple tunnel barriers and electrodes.
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This dissertation furthermore studies an application of the tunneling model as an
approach to distinguish between resonances that are low or high probability donor
candidates in contrast with defects. Transport through Sb-implanted constrictions
and constrictions with no intentional doping were examined. In this particular
application, high barrier heights are indicative of donors in contrast with low binding
energies anticipated for many types of defects near the conduction band edge.
The good agreement between the tunneling model and experiment introduces
several implications including: (a) a better quantitative understanding of the physical
dependence of the barrier height on voltage, (b) an experimental method to extract
an e↵ective barrier height and width (for relative comparison between devices with,
for example, di↵erent processing), and (c) a foundation for a compact model of tunnel
barriers in quantum dot systems.
Possible applications or future directions of this work include characterizing
disorder in tunnel barriers by estimating the binding energies of the resonances
similar to the Sb-implanted point contact. Another possibility is quantifying the
amount of electrode cross-talk between barriers in a quantum dot device. Using this
compact model for tunnel barriers together with a model for the quantum dot will
be useful for simulating and designing more complicated device architectures that
involve a large number of barriers and dots.
Improvements to the model include developing automated software to fit and
extract barrier characteristics from experimental data perhaps in real time for rapid
analysis. Additionally, better quantitative agreement between the model and the
electrostatic simulations require a deeper theoretical and experimental investigation.
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Appendix A
Single-gated device process flow
In this appendix, the phase II fabrication steps for a device with a single poly-silicon
gate layer are listed. Figure A.1 illustrates the process flow.
500 nm

10 μm
Pre EBL and Poly-Si etch

10 μm
Post Poly-Si etch

10 μm
Post bonding pad metallization

Figure A.1: Optical microscope images illustrating single-gated device process flow.

1. E-beam lithography: EBL resist is patterned to form the nano-structure.
2. Hard-mask etch: Reactive ion etching (RIE) is used to etch SiNx down to the
poly-Si. CF4 /O2 , Cl2 /Ar, or CHF3 based recipes have been used.
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3. Poly-Si etch: 15 mTorr of 40 sccm Ar + 15 sccm HBr, 300 W inductivelycoupled plasma (ICP) with a 100 W RF chuck bias at 60 C. Used to etch
poly-Si down to the gate oxide.
4. Tungsten removal: 25 minute tungsten etch in 60 C H2 O2 .
5. RCA cleans: Two sequential cleans. RCA1 is 5:1:1 H2 O:NH4 OH:H2 O2 at 70 C
for 7 minutes. The second clean, RCA2, is 5:1:1 H2 O:HCl:H2 O2 at 70 C for
7 minutes.
6. Bonding pad metallization: Thermal evaporation of Al, ⇠2000 Å.
7. Forming-gas anneal: H2 /N2 , 400 C for 30 minutes.
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Appendix B
Transport formalism for a general
trapezoidal barrier
John King Gamble

In this appendix, a detailed calculation of tunneling through a “1D” trapezoidal
barrier is presented. We will use the Landauer-Büttiker formalism, computing the
transmission function via a semi-analytical approach. The calculation is credited to
Dr. John King Gamble previously of Sandia National Laboratories and is adapted
from Ref. [109].
The Landauer-Büttiker formalism is a general framework for computing tunneling
quantum transport through a device. It can handle devices with many leads and high
source-drain biases. The method breaks down when transport becomes non-ballistic,
through “vertical” scattering events. This occurs when energy is not conserved
throughout the scattering region; in this instance, more sophisticated techniques,
such as non-equilibrium Green’s functions, must be employed.
The case we consider here is a simple, two-terminal device. Within the Landauer-
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Büttiker formalism, the total current through the scattering region is given by
Z
2e
I = dE T̄ (E) (fs (E) fd (E)) ,
(B.1)
h
where T̄ (E) is the total transmission function at a given energy (summed up over
transverse modes), fs is the Fermi function of the source, and fd is the Fermi function
of the drain. The difficult part of computing I is to calculate the total transmission
function T̄ (E). To facilitate this, we decompose T̄ as
T̄ (E) =

X

Tm (E)

m2modes

= T (E)M (E),

(B.2)

where Tm (E) is the transmission of a given transverse mode, M (E) is the total
number of accessible modes at a given energy E. Hence, we have decomposed
the problem into computing T (E) and M (E) indpendently. First, we examine the
computation of T (E).

B.1

Computing the transmission function

The transmission function determines the probability of an incident mode tunneling
through the barrier. Schematically, we consider the case shown in Fig. B.1. There,
the transmission function is a function of the energy E and is parameterized by the
left-side barrier height U0 , the field F between the source and drain, the barrier
width w, and the right-side barrier height U1 .

B.1.1

Form of the Schrödinger equation

To compute the transmission function, we need to solve Schrödinger’s equation for
an incoming plane wave at a specified energy. Within each region, we can write down
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slope = -F
x=0

E=U0

x=w

E (tunneling energy)

E=0

A2

A1
B1

A3

U1

B2
E= U0-U1 -Fw

Figure B.1: Schematic of the transmission problem.

the solution analytically:

Here, we have k1 =

p

2mE
,
h̄

1 (x)

= A1 eik1 x + B1 e

2 (x)

= A2 Ai (a(x)) + B2 Bi (a(x)) ,

(B.4)

3 (x)

= A3 eik3 x .

(B.5)

=

0
3 (w).

(B.3)

p

need

0
1 (0)

3 (w),

to impose boundary conditions:
0
2 (w)

,

⇥ 2mF ⇤1/3 ⇥ U E
2m(E (U 0 U 1 F w))
0
,
and
a(x)
=
h̄
F
h̄2
2
A3
given by T = A1 . To solve for this quantity, we

k3 =

The transmission function is

ik1 x

1 (0)

=

2 (0),

=

0
2 (0),

2 (w)

=

⇤
x .

To satisfy the boundary conditions, we will also need to know the

formulas for the derivatives:
0
1 (x)

= A1 ik1 eik1 x B1 ik1 e ik1 x ,
✓
◆1/3
2F m
0
[A2 Ai0 (a(x)) + B2 Bi0 (a(x))] ,
2 (x) =
2
h̄
0
3 (x)

= A3 ik3 eik3 x .

(B.6)
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Renormalizing the Airy functions

One issue that arises immediately is that Airy functions that form the solution in
region 2 are not well-defined when F ! 0. This is a problem, since we want to
recover the original square barrier problem in this case. Since the argument of the
Airy functions is real, we can use the asymptotic form for F ! 0:
3/2
N
e 2/3z X ( 1)n
p
Ai(z) ⇠ lim AiN (z) ⌘
N !1
2 ⇡z 1/4 n=0
3/2
N
e2/3z X
Bi(z) ⇠ lim BiN (z) ⌘ p 1/4
N !1
⇡z n=0

n+

n + 56
n+
2⇡n!z 3n/2
5
6

n + 16
2⇡n!z 3n/2

3 n
4

1
6

3 n
4

,

(B.7)

.

(B.8)

These expressions are valid for real, large-magnitude z. We want to use this to
work out expressions for the boundary conditions of

2 (x).

We will use these to

renormalize the solution coefficients so that we don’t have undefined expressions.
Numerically, we find that we need only go to N = 0 to obtain good accuracy.
We write down the asympotic result at x = 0:
2

p
2m(U0

E)3/2

3F h̄
(F h̄)1/6 e
AiN =0 (a(0)) ⌘ ↵0 = p
,
1/12
2 ⇡ (2m)
(U0 E)1/4
2

BiN =0 (a(0)) ⌘
Using this, we rewrite the
2 (x)

2

0

p

(B.9)

E)3/2

2m(U0

3F h̄
(F h̄)1/6 e
=p
.
⇡ (2m)1/12 (U0 E)1/4

(B.10)

solution as:

= (A2 ↵0 )

Ai (a(x))
Bi (a(x))
+ (B2 0 )
↵0
0

⌘ A2 Ai (a(x)) + B2 Bi (a(x)) ,

(B.11)

where the new functions Ai and Bi have the property that
x

lim Ai (a(x)) = e h̄

F !0

lim Bi (a(x)) = e

F !0

x
h̄

p

2m(U0 E)

,

(B.12)

p

2m(U0 E)

,

(B.13)
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which are of course just the growing and decaying exponentials that span the solution
for a flat barrier.
Hence, this renormalization allows us to make contact with the simple limiting
case. We thus replace our region 2 wave function and derivative with following
piecewise definitions:

8
>
<A2 Ai(a(x)) + B2 Bi(a(x))
F F0
↵0
0
,
2 (x) =
p
p
>
:A2 e h̄x 2m(U0 E) + B2 e h̄x 2m(U0 E) F < F0
8
h
i
>
Ai0 (a(x))
Bi0 (a(x))
2F m 1/3
<
A
+
B
F F0
2
2
↵0
h̄2
0
0
p
(x)
=
.
h
i
p
p
2
>
: 2m(U0 E) A2 e h̄x 2m(U0 E) B2 e h̄x 2m(U0 E) F < F0
h̄

(B.14)

(B.15)

Here, we just relabeled the unknown coefficients A2 and B2 that we are solving for
to include the renormalization. We identify a good value of a threshold field F0
numerically.

B.1.3

Constructing the system of equations

Now that we have worked out the wave functions for all three regions, we are ready
to compute the transmission function. However, notice that we have five unknown
coefficients with only four constraints. This is because the full wave function needs
to be normalized, which provides the fifth constraint. However, the transmission
function only needs a ratio of coefficients, so we don’t need to worry about this
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additional constraint. Specifically, we divide through everywhere by A1 , giving:
= eik1 x + B̃1 e ik1 x ,
8
>
<Ã2 Ai(a(x)) + B̃2 Bi(a(x))
↵0
0
2 (x) =
p
x
>
:Ã2 e h̄ 2m(U0 E) + B̃2 e
1 (x)

3 (x)

(B.16)
F
p
x

h̄

2m(U0 E)

F0

,

(B.17)

F < F0

= Ã3 eik3 x ,

(B.18)

0
1 (x)

= ik1 eik1 x B̃1 ik1 e ik1 x ,
8
h
i
>
Ai0 (a(x))
Bi0 (a(x))
2F m 1/3
<
Ã2 ↵0 + B̃2
2
0
0
p h̄
h
p
p
2 (x) =
x
x
2m(U
E)
>
0
2m(U0 E)
2m(U0
:
h̄
h̄
Ã
e
B̃
e
2
2
h̄
0
3 (x)

= Ã3 ik3 eik3 x .

(B.19)

E)

i

F

F0

,

(B.20)

F < F0
(B.21)

2

Here, the tilde variables indicate scaling by A1 , so T = Ã3 k3 /k1 , where the last
factor comes from the di↵erence in velocity between incoming and outgoing modes.
We will now drop the tildes for convenience.
Considering first the case where the Airy functions are well-defined, we have the
following system of equations to solve:
Ai (a(0))
Bi (a(0))
A2 +
B2 + 0A3 ,
(B.22)
↵0
0
"✓
#
"✓
#
◆1/3 0
◆1/3 0
2F m
Ai (a(0))
2F m
Bi (a(0))
ik1 = ik1 B1
A2
B2 + 0A3 ,
↵0
h̄2
h̄2
0


⇥ ik3 w ⇤
Ai (a(w))
Bi (a(w))
0 = 0B1 +
A2 +
B2
e
A3 ,
↵0
0
"✓
#
"✓
#
◆1/3 0
◆1/3 0
2F m
Ai (a(w))
2F m
Bi (a(w))
0 = 0B1 +
A2 +
B2
↵0
h̄2
h̄2
0
⇥
⇤
+ ik3 eik3 w A3 .
1=

1B1 +

If instead the Airy functions are not well defined and we have to use the asymptotic
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forms, we have:
1=

1B1 + 1A2 + 1B2 + 0A3 ,
"p
#
"p
#
2m(U0 E)
2m(U0 E)
ik1 = ik1 B1 +
A2
B2 + 0A3 ,
h̄
h̄
h wp
i
h wp
i
⇥ ik3 w ⇤
2m(U0 E)
2m(U0 E)
h̄
h̄
0 = 0B1 + e
A2 + e
B2
e
A3 ,
"p
#
2m(U0 E) w p2m(U0 E)
0 = 0B1
e h̄
A2
h̄
"p
#
⇥
⇤
2m(U0 E) w p2m(U0 E)
+
e h̄
B2 + ik3 eik3 w A3 .
h̄

(B.23)

We cast these equations as a simple matrix problem solve for A3 .

B.2

Computing the total current

Now that we can reliably compute the transmission function, we need to use it to
compute the total current within the Landauer-Büttiker formalism. To do this, we
modify the schematic slightly to Fig. B.2.

B.2.1

Density of transverse modes

The total transmission function T̄ (E) is given by
T̄ (E) =

X

Tm (E)

(B.24)

m2modes

= T (E)M (E)
Z E
d
= T (E)L
dE 0 gd (E 0 ),
0

where Tm (E) is the transmission of a given transverse mode, M (E) is the total
number of accessible modes at a given energy E, g is the density of states, L is the
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cross-sectional length scale of the scattering region, and d is the dimension of the
lead. The three cases of interest are for 0D (one mode), 1D (sheet contacts), and 2D
(volume contacts) density of states, given by:
g0 (E) = (E0 E),
r
2
2m
g1 (E) =
,
⇡h̄ E
2m
g2 (E) =
,
⇡h̄2

(B.25)

where we have multiplied the usual formulas for the 1D and 2D DOS expressions by
2 for the extra valley degeneracy in silicon. Using these density of states formulas,
we compute M (E):

M0 (E) =

8
>
<1 E0  E

>
:0 E0 > E
p
4L 2mE
M1 (E) =
,
⇡h̄
2mL2 E
M2 (E) =
.
⇡h̄2

B.2.2

,

(B.26)

Computing the current

Equipped with the number of modes, we can compute current:
Z

2e
dE T̄ (E) (fs (E) fd (E))
h
Z
2e µ
⇡
dET (E)M (E),
h µ0

I=

where
µ0 =

8
>
<0

>
:µ

qVSD

µ

qVSD < 0

µ

qVSD

0

.

(B.27)

(B.28)
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E=U0

x=w
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slope = -F = qVSD/w

E=µ
µ

transport window

E=0
case 2: small source-drain bias
E = -qVSD

E=U0
E=µ
µ

transport window

E=0
E = -qVSD

Figure B.2: Schematic for computing the total current.

The two cases here correspond to the case 1 and case 2 in Fig. B.2. From the formulas
above, we can write three di↵erent current models:
Z
2e µ
I0 =
dET (E),
h µ0
p
Z
2e µ
4LT (E) 2mE
I1 =
dE
,
h µ0
⇡h̄
Z
2e µ
2mL2 ET (E)
I2 =
dE
,
h µ0
⇡h̄2
where we assume that for I0 the single mode is in the transport window.

(B.29)
(B.30)
(B.31)
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Appendix C
Lateral quantum confinement
John King Gamble

In this appendix, we consider the e↵ect of lateral quantum confinement on the
threshold voltage. This model is credited to Dr. John King Gamble previously
of Sandia National Laboratories and is adapted from Ref. [109].
In a simple square potential well or particle in a box, the discrete energy levels
increase as the width of the quantum well is reduced. Similarly, quantum confinement
in a nanowire causes the lowest sub-band to increase in energy. This e↵ect causes
a shift in the threshold voltage resulting in the threshold of a thin wire gate to be
larger than the threshold of a much wider gate (field threshold). This theory was
recently developed for nanowires in Si/SiGe heterostructures [73]; here, we apply it
to the MOS geometry shown in Fig. C.1(a).
To understand this e↵ect, we consider a range of wire gate voltages and wire
widths.

For each wire width, we compute the electrostatic potential for each

corresponding wire gate voltage by solving Poisson’s equation in 2D with the finite
element method in COMSOL Multiphysics. We then calculate the ground state
energy of the resulting confinement potential by solving Schrödinger’s equation. This
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(b)

Wire
width

(a)
200 nm

Wire
gate

35 nm

SiO2
Si

Figure C.1: Lateral quantum confinement and threshold voltage. (a) Cross-sectional
schematic of the MOS geometry used to model e↵ect of quantum confinement on
threshold voltage. (b) Wire threshold voltage as a function of wire width for di↵erent
field threshold voltages.

gives us the energy of the lowest sub-band as a function of voltage. We find that the
ground state energy is linear with gate voltage, that is,
E0L = mL VG ,

(C.1)

where E0L is the ground state energy of a wire of width L, mL is the slope or lever arm,
and VG is the wire gate voltage. As the wire width increases, the slopes mL saturate.
We then define the lever arm for an infinitely wide wire as approximately equal to
the lever arm for a 5000 nm wide wire, that is, m1 ⇡ m5000 = -0.91 meV/mV for
the MOS geometry shown in Fig. C.1(a).
Assuming that conduction occurs when the ground state energy is aligned with
some external reference energy level, E 0 (for example, the quasi-Fermi level), we
define the field threshold voltage as,
V1 =

E0
,
m1

(C.2)
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where V1 is the threshold for an infinitely wide wire (field threshold).
If the threshold voltage of a wire of width L is VL and we define the threshold
shift as

VL = VL

V1 , then we may write
VL = VL V1
E0
E0
=
mL m1
E 0 m1
E 0 mL
=
mL m1 m1 mL
E0
=
(m1 mL ) .
mL m1

(C.3)

We can re-write the expression for the threshold shift explicitly in terms of the field
threshold using Eq. C.2 as,
VL = V1
Moreover, using the definition

✓

◆

m1
mL

VL = VL

1 .

(C.4)

V1 , we can write a direct expression

for the wire threshold as,
VL = V1

m1
.
mL

(C.5)

We find that the lever arm mL as a function of wire width L is fit well by a decaying
exponential function, that is, mL ⇡ m1 + ae

bL

, where a = 0.32 meV/mV and

b = 0.003 nm 1 . The expression for the wire threshold Eq. C.5 then becomes,
VL = V1

m1
m1 + ae

bL

.

(C.6)

Thus we can calculate the wire threshold given a field threshold voltage and wire
width using this compact model. The wire threshold as a function of wire width
for di↵erent field thresholds is shown in Fig. C.1(b). We note this assumes that
lateral quantum confinement is the dominant e↵ect and the exact increase due to
confinement is geometry dependent.
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S. Das Sarma. Electron spin decoherence in isotope-enriched silicon. Phys.
Rev. Lett., 105:187602, Oct 2010.
[17] John J. L. Morton, Dane R. McCamey, Mark A. Eriksson, and Stephen A.
Lyon.
Embracing the quantum limit in silicon computing.
Nature,
479(7373):345–353, 11 2011.
[18] E. P. Nordberg. Silicon Metal-Oxide-Semiconductor Quantum Devices. PhD
thesis, University of Wisconsin-Madison, 2010.
[19] E. P. Nordberg, G. A. Ten Eyck, H. L. Stalford, R. P. Muller, R. W. Young,
K. Eng, L. A. Tracy, K. D. Childs, J. R. Wendt, R. K. Grubbs, J. Stevens, M. P.
Lilly, M. A. Eriksson, and M. S. Carroll. Enhancement-mode double-top-gated
metal-oxide-semiconductor nanostructures with tunable lateral geometry.
Phys. Rev. B, 80:115331, Sep 2009.
[20] F. H. L. Koppens, C. Buizert, K. J. Tielrooij, I. T. Vink, K. C. Nowack,
T. Meunier, L. P. Kouwenhoven, and L. M. K. Vandersypen. Driven coherent
oscillations of a single electron spin in a quantum dot. Nature, 442(7104):766–
771, 08 2006.
[21] Nakul Shaji, C. B. Simmons, Madhu Thalakulam, Levente J. Klein, Hua Qin,
H. Luo, D. E. Savage, M. G. Lagally, A. J. Rimberg, R. Joynt, M. Friesen, R. H.
Blick, S. N. Coppersmith, and M. A. Eriksson. Spin blockade and lifetimeenhanced transport in a few-electron Si/SiGe double quantum dot. Nat Phys,
4(7):540–544, 07 2008.
[22] C. B. Simmons, J. R. Prance, B. J. Van Bael, Teck Seng Koh, Zhan Shi, D. E.
Savage, M. G. Lagally, R. Joynt, Mark Friesen, S. N. Coppersmith, and M. A.

References

119

Eriksson. Tunable spin loading and T1 of a silicon spin qubit measured by
single-shot readout. Phys. Rev. Lett., 106:156804, Apr 2011.
[23] A Shirkhorshidian, N C Bishop, J Dominguez, R K Grubbs, J R Wendt, M P
Lilly, and M S Carroll. Transport spectroscopy of low disorder silicon tunnel
barriers with and without Sb implants. Nanotechnology, 26(20):205703, 2015.
[24] J. M. Elzerman, R. Hanson, L. H. Willems van Beveren, L. M. K. Vandersypen,
and L. P. Kouwenhoven. Excited-state spectroscopy on a nearly closed quantum
dot via charge detection. Applied Physics Letters, 84(23):4617–4619, 2004.
[25] C. B. Simmons, Madhu Thalakulam, B. M. Rosemeyer, B. J. Van Bael,
E. K. Sackmann, D. E. Savage, M. G. Lagally, R. Joynt, Mark Friesen, S. N.
Coppersmith, and M. A. Eriksson. Charge sensing and controllable tunnel
coupling in a Si/SiGe double quantum dot. Nano Letters, 9(9):3234–3238,
2009. PMID: 19645459.
[26] L. A. Tracy, E. P. Nordberg, R. W. Young, C. Borrás Pinilla, H. L. Stalford,
G. A. Ten Eyck, K. Eng, K. D. Childs, J. R. Wendt, R. K. Grubbs, J. Stevens,
M. P. Lilly, M. A. Eriksson, and M. S. Carroll. Double quantum dot with
tunable coupling in an enhancement-mode silicon metal-oxide semiconductor
device with lateral geometry. Applied Physics Letters, 97(19), 2010.
[27] E. P. Nordberg, H. L. Stalford, R. Young, G. A. Ten Eyck, K. Eng, L. A.
Tracy, K. D. Childs, J. R. Wendt, R. K. Grubbs, J. Stevens, M. P. Lilly, M. A.
Eriksson, and M. S. Carroll. Charge sensing in enhancement mode doubletop-gated metal-oxide-semiconductor quantum dots. Applied Physics Letters,
95(20), 2009.
[28] Khoi T. Nguyen, Michael P. Lilly, Erik Nielsen, Nathan Bishop, Rajib Rahman,
Ralph Young, Joel Wendt, Jason Dominguez, Tammy Pluym, Je↵ery Stevens,
Tzu-Ming Lu, Richard Muller, and Malcolm S. Carroll. Charge sensed Pauli
blockade in a metal–oxide–semiconductor lateral double quantum dot. Nano
Letters, 13(12):5785–5790, 2013.
[29] N. C. Bishop, R. W. Young, G. A. Ten Eyck, J. R. Wend, E. S. Bielejec, K. Eng,
L. A. Tracy, M. P. Lilly, M. S. Carroll, C. Borrás Pinilla, and H. L. Stalford.
Triangulating tunneling resonances in a point contact. ArXiv e-prints, July
2011.
[30] Bruce E. Deal. The current understanding of charges in the thermally oxidized
silicon structure. Journal of The Electrochemical Society, 121(6):198C–205C,
1974.

References

120

[31] T R Oldham, F B McLean, H E Boesch Jr, and J M McGarrity. An overview
of radiation-induced interface traps in MOS structures. Semiconductor Science
and Technology, 4(12):986, 1989.
[32] P. M. Lenahan and P. V. Dressendorfer. E↵ect of bias on radiation-induced
paramagnetic defects at the silicon-silicon dioxide interface. Applied Physics
Letters, 41(6):542–544, 1982.
[33] R. A. Gdula. The e↵ects of processing on radiation damage in SiO2 . IEEE
Transactions on Electron Devices, 26(4):644–647, Apr 1979.
[34] P. L. Castro and B. E. Deal. Low-temperature reduction of fast surface states
associated with thermally oxidized silicon. Journal of The Electrochemical
Society, 118(2):280–286, 1971.
[35] F. D. Auret and P. M. Mooney. Deep levels introduced during electron-beam
deposition of metals on n-type silicon. Journal of Applied Physics, 55(4):988–
993, 1984.
[36] H C Shin and Chenming Hu. Thin gate oxide damage due to plasma processing.
Semiconductor Science and Technology, 11(4):463, 1996.
[37] D Misra and E L Heasell. Electrical damage to silicon devices due to reactive
ion etching. Semiconductor Science and Technology, 5(3):229, 1990.
[38] Rogerio de Sousa. Dangling-bond spin relaxation and magnetic 1/f noise
from the amorphous-semiconductor/oxide interface: Theory. Phys. Rev. B,
76:245306, Dec 2007.
[39] T. Schenkel, J. A. Liddle, A. Persaud, A. M. Tyryshkin, S. A. Lyon,
R. de Sousa, K. B. Whaley, J. Bokor, J. Shangkuan, and I. Chakarov. Electrical
activation and electron spin coherence of ultralow dose antimony implants in
silicon. Applied Physics Letters, 88(11), 2006.
[40] Dimitrie Culcer and Neil M. Zimmerman. Dephasing of Si singlet-triplet qubits
due to charge and spin defects. Applied Physics Letters, 102(23), 2013.
[41] R. M. Jock, S. Shankar, A. M. Tyryshkin, Jianhua He, K. Eng, K. D. Childs,
L. A. Tracy, M. P. Lilly, M. S. Carroll, and S. A. Lyon. Probing band-tail
states in silicon metal-oxide-semiconductor heterostructures with electron spin
resonance. Applied Physics Letters, 100(2), 2012.
[42] H. Sellier, G. P. Lansbergen, J. Caro, S. Rogge, N. Collaert, I. Ferain,
M. Jurczak, and S. Biesemans. Transport spectroscopy of a single dopant
in a gated silicon nanowire. Phys. Rev. Lett., 97:206805, Nov 2006.

References

121

[43] G. P. Lansbergen, R. Rahman, C. J. Wellard, I. Woo, J. Caro, N. Collaert,
S. Biesemans, G. Klimeck, L. C. L. Hollenberg, and S. Rogge. Gate-induced
quantum-confinement transition of a single dopant atom in a silicon FinFET.
Nat Phys, 4(8):656–661, 08 2008.
[44] Kuan Yen Tan, Kok Wai Chan, Mikko Möttönen, Andrea Morello, Changyi
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