Define a set of lines in R 3 to be "stacked" with respect to v ∈ R 3 if, from a point far away in the direction of v, the lines are linearly ordered by the "crossing over" relation. Given a collection of skew lines and a point v, we ask, what is the largest stacked subset that must be present among the lines? This question is intimately related to the well-known Erdős-Hajnal conjecture via the Milnor-Thom theorem, a staple of combinatorial geometry. We describe this connection, resolve a special case of the question, state a generalizationthe "Geometric Erdős-Hajnal Conjecture" -and prove it in dimensions 1 and 2. We also offer several related questions, including an intriguing reformulation of Erdős-Hajnal as a problem in the logic of random graphs and a simple question about decomposability of semi-algebraic sets.
Suppose we have a collection L of n lines and a direction v in R 3 . Define T to be the set of the pairs (ℓ 1 , ℓ 2 ) ∈ L × L so that ℓ 1 "crosses over" ℓ 2 from the perspective of a point very far away in the direction of v. If the lines are pairwise skew, then T is a tournament, and we may ask for the size of its largest transitive subtournament: a set of lines which are linearly ordered by the "crossing over" relation, i.e., which appear to be "stacked" (q.v. Figure 1) . By Ramsey's Theorem, every tournament, including T , must have a transitive subtournament of size Ω(log n). Perhaps we can hope for more, however: T is very special, in that it is the result of a very specific construction. Surely, not all T can arise in this way from line configurations in R 3 ...? Indeed, the answer is "no". There are very few such tournaments. To see this, we first make precise the notion of "crossing over". Parameterize lines in R 3 as follows. Consider the plane perpendicular to v that passes through the origin. Call this the xy-plane. Then, consider the two planes x = 1 and x = −1. Each line ℓ crosses each plane in one point: (1, a, b) and (−1, c, d), respectively. (If ℓ is parallel to one of them, we may rotate the xy-plane and reparameterize so this is no longer the case. Since n is finite, this can be done for all the lines simultaneously.) Therefore ℓ can be described uniquely by the 4-tuple (a, b, c, d). Consider two lines, ℓ 1 = (a 1 , b 1 , c 1 , d 1 ) and ℓ 2 = (a 2 , b 2 , c 2 , d 2 ). They each project to a line on the xy-plane, and cross at a point (x, y), so ℓ 1 contains a point (x, y, z 1 ) and ℓ 2 contains (x, y, z 2 ). Whichever ℓ i has the larger z i "crosses over" the other. We may describe ℓ i as
and its projection ℓ Then ℓ ′ 1 and ℓ ′ 2 intersect when t 1 = t 2 and t 1 (c 1 − a 1 ) + a 1 = t 1 (c 2 − a 2 ) + a 2 , i.e., t 1 = (a 1 − a 2 )/((a 1 − a 2 ) − (c 1 − c 2 )). Therefore,
Now, to show that this construction can give rise to only a small fraction of all possible tournaments, we employ the following version of the "Milnor-Thom Theorem" (q.v. [5] ).
Theorem 1 (Milnor '64, Thom '65). Let R be the number of ±1-vectors in the set
In this case, the tournament T is determined by the sign of the m =
variables, so the number of such tournaments is at most
On the other hand, the total number of tournaments on n vertices is 2 ( n 2 ) , so this is a vanishingly small fraction. In particular, there is some T 0 which can never be a subtournament of a tournament arising from a line configuration in R 3 . What does this say about the original question, i.e., what is the largest transitive subtournament of a tournament T arising from the crossing patterns of a set of n lines? Here, the Erdős-Hajnal conjecture plays a role. Define hom(G), for a simple graph G, to be the size of the largest "homogeneous subset" of G, i.e., a clique or an independent set. One way to state Ramsey's Theorem is to say that hom(G) ≫ log(n) for G on n vertices.
Conjecture 1 (Erdős, Hajnal [3] ). For every graph H, there is an ǫ > 0 so that, if G on n vertices has no induced copy of H, then hom(G) ≫ n ǫ .
The intuition behind this conjecture is that the property of avoiding H as an induced subgraph is a mark of being very far from random, since a random graph will have many copies of H. On the other hand, it is notoriously difficult to deterministically construct a graph G coming anywhere close to the Ramsey bound. In a sense, hom(G) is a statistic which is very sensitive to "true" randomness. Therefore, if G avoids H, then hom(G) should be much larger than log(n) -something like n ǫ for ǫ > 0.
The Erdős-Hajnal conjecture, as stated above, does not directly apply to our situation, however, since we are interested in tournaments instead of graphs. Fortunately, Alon, Pach, and Sólymosi ( [1] ) have provided a very clever argument that the following analogous statement is actually equivalent to Conjecture 1. Define trans(T ) to be the size of the largest transitive subtournament of the tournament T .
Conjecture 2. For every tournament T , there is an ǫ > 0 so that, if T ′ on n vertices has no copy of T , then trans(
Therefore, if we believe Conjecture 1, then the fact that a tournament arising from a line configuration cannot contain a copy of T 0 implies that there is some ǫ LINE > 0 so that every configuration of lines in R 3 contains a "stacked" subset of size n ǫ LINE . Unfortunately, we do not have an unconditional proof of this statement. Nonetheless, we are able to resolve several related questions, including a special case of the above. Furthermore, we have a nontrivial upper bound on ǫ LINE : Proposition 2. ǫ LINE ≤ log 3/ log 7 ≈ 0.564575.
The proof of this fact relies on a computation and the following observation. Consider the three "non-stacked" lines of Figure 1 . By applying a linear transformation, we may "bundle" these lines into the union of a (double) cone and a cylinder, as thin as we wish, without disturbing the crossing relations. Then, the three cones can be arranged in the same way as the lines of the original three lines, so that now we have 9 lines with no stacked subset of size larger than 4. (See Figure 2. ) Proceeding recursively, we can construct a family of 3 k lines with no stacked subset of size larger than 2 k , i.e., ǫ LINE ≤ log 2/ log 3. An extensive computer search revealed the existence of a configuration of 7 lines with largest stacked subset of size 3. Therefore, we can improve this bound by the same construction to ǫ LINE ≤ log 3/ log 7.
Given a real-valued function f on R k and a set of points
is a tournament; if f is even, we may consider it a simple graph. In any case, the Milnor-Thom theorem implies that there are forbidden configurations, i.e., that there is some digraph G which cannot be an induced subgraph of Γ f (S). Using the Erdős-Hajnal conjecture as inspiration, then, we have the following. By "complete graph", we mean the digraph whose edges are all pairs (u, v) with u and v any two distinct vertices. We call a set
Conjecture 3 (Geometric Erdős-Hajnal). For every polynomial f : R k → R, there is an ǫ > 0 so that, for any f -general V ⊂ R k with |V | = n, Γ f (V ) contains a complete graph, an independent set, or an induced transitive subtournament of cardinality ≫ n ǫ .
We call any such f "Erdős-Hajnal", so that ǫ LINE > 0 iff (a − c)(ad − bc) is Erdős-Hajnal. The requirement that V be f -general corresponds to the requirement that the lines in a configuration be skew. This assumption, though not strictly necessary, great simplifies the discussion below.
It is also possible to generalize this idea as follows. For a set S ⊂ R k and a set of points V ⊂ R k , define Γ S (V ) to have V as its vertex set and (x, y) ∈ E(Γ S (V )) iff y − x ∈ S. Clearly, the definition of Γ f (V ) coincides with this definition when S = f −1 (R + ), at least for f -general sets V . Furthermore, we say that S is "Erdős-Hajnal" if there exists an ǫ > 0 so that, for any V ⊂ R k with |V | = n, Γ S (V ) contains either a complete graph, an independent set, or an induced transitive subtournament of of cardinality ≫ n ǫ . In the next section, we prove some basic facts about Erdős-Hajnal sets. In Section 2, we prove Conjecture 3 for k ≤ 2 and discuss a special case of the line configuration problem introduced above. Section 3 concludes with a few comments and open questions.
Erdős-Hajnal Sets
We collect some basic results concerning Erdős-Hajnal sets that we will use in the next section. First, the set algebra generated by Erdős-Hajnal sets consists entirely of Erdős-Hajnal sets. For X ⊂ R k , writeX for the topological closure of X and X ∁ for the complement of X.
Proposition 3. Complement, intersection, and union preserve the property of being Erdős-Hajnal.
Proof. The first claim is obvious. For the second, let A and B be Erdős-Hajnal sets, and consider G = Γ A∩B (V ) for some set V in R k of cardinality n. The vertex set of G 1 = Γ A (V ) contains a subset V 0 of size n ǫ A which induces an independent set, a complete graph, or a transitive tournament. Since B is Erdős-Hajnal, Γ B (V 0 ) has a subset V 1 of size n ǫ A ǫ B which induces an empty, complete, or transitive digraph
′ is empty, complete, or transitive according to whether the other G j is. If both G 1 and G 2 are transitive tournaments, then, by the Erdős-Szekeres Theorem, their intersection contains either a transitive subtournament of size n
or an independent set of size n ǫ A ǫ B /2 . The fact that the union of two Erdős-Hajnal sets is Erdős-Hajnal now follows from De Morgan's Law. Proof. The semialgebraic set (f g) −1 (R + ) is the complement of the symmetric difference of the sets A = f −1 (R + ) and
, except for some points of f −1 (0) and g −1 (0). These sets are of no consequence, however, since f g-generality implies f -generality and g-generality.
Our next results says that any bounded set which does not have the origin on its boundary is Erdős-Hajnal.
Proposition 5. Any bounded set B ⊂ R k with 0 ∈ ∂B is Erdős-Hajnal.
Proof. First, suppose that 0 ∈B. Since 0 ∈ ∂B =B\int B, it must be that 0 ∈ int B. Therefore, there is some r > 0 so that the closed ball of radius r about the origin is contained in B, and an R ≥ r so that the closed ball of radius R about the origin contains B. Partition space into a lattice of axis-parallel hypercubes (i.e., [0, s) k ) with side length s > 0 so that s √ k ≤ r. Let Λ denote the set of cubes containing the points of the lattice generated by te 1 , . . . , te k , where t = s(⌈R/s⌉ + 1). The t k distinct "cosets" Λ 1 , . . . , Λ t k of Λ partition the points of V , and no such Λ i contains a pair x, y with r < |y − x| ≤ R. Some Λ i contains at least n ′ = n/t k points of V , and, for each x, y ∈ Λ i , either there are √ n ′ points V 0 ⊂ V in one of the cubes comprising Λ i , or there are √ n ′ points V 0 ⊂ V in distinct cubes of Λ i . In the former case, y − x ∈ B for every pair of points in V 0 , so V 0 induces a complete digraph. In the latter case, y − x ∈ B for every pair x, y ∈ V 0 , so V 0 induces an independent set.
On the other hand, if 0 ∈B, then 0 ∈ int(B ∁ ). There are numbers r and R, 0 < r < R, so that the closed ball U of radius R about the origin contains B and the closed ball U ′ of radius r about the origin is disjoint from B. Let A = U \ B, so U ′ ⊂ A. A and U are bounded sets whose closure contains 0, but whose boundary does not. We may therefore apply the first part of the proof to each of these sets, and invoke Proposition 3 by noting that B = U \ A.
The last result of this section is that any semigroup -a subset of R k which is closed under addition -is Erdős-Hajnal.
Proposition 6. Any semigroup S is Erdős-Hajnal.
Proof. By Proposition 3, we may assume that S lies in one orthant. In that case, note that S ∩ −S = ∅. Furthermore, if (x, y) ∈ Γ S (V ) and (y, z) ∈ Γ S (V ), then y − x ∈ S and z − y ∈ S, so z − x = (z − y) + (y − x) ∈ S. Therefore, if we define y ≻ x for x = y whenever (x, y) ∈ Γ S (V ), then ≻ is antisymmetric and transitive, i.e., a partial order. By Dilworth's Theorem, there is a subset of V of size n 1/2 which is either a chain or an antichain, i.e., induces a transitive subtournament of Γ S (V ) or is an independent set.
Dimension at Most Two
In this section, we prove the following Theorem.
Theorem 7. Any polynomial f in at most two variables is Erdős-Hajnal.
Our strategy is to show that S = f −1 (R + ) belongs to the set algebra generated by semigroups, which we denote by A d in dimension d. Clearly, we may assume that f is irreducible, by Corollary 4. Note that the statement is obvious in the case that f is a function of only one variable: S is a finite union of intervals whose (possibly infinite) endpoints are on the same side of the origin, and each such interval is either a semigroup itself or a difference of two semigroups. We begin with the following Lemma.
Lemma 8. Any irreducible polynomial f in two variables for which there are infinitely many solutions to (x, y), ∇f (x, y) = 0 with f (x, y) = 0 must be of the form f (x, y) = ax + by for some a and b.
Proof. Suppose that there are infinitely many pairs (x, y) with (x, y), ∇f (x, y) = 0 and f (x, y) = 0. By Bézout's Theorem, the function h(x, y) = (x, y), ∇f (x, y) = x ∂f ∂x + y ∂f ∂y must be divisible by f (x, y). Consider the terms of highest x-degree in f , and choose among them the term of highest y degree, say cx r y s . It is easy to see that the analogous term for h is (r + s)cx r y s . Since these terms are unique, (r + s)c = c, i.e., r + s = 1. Therefore, f = ax + g(y) for some single-variable polynomial g and constant a. By symmetry, then, f must be of the form f = ax + by + d. However, f cannot have any constant term, since h has no constant term, so d = 0.
Lemma 9. Any irreducible polynomial f in two variables for which there are infinitely many solutions to (−y, x), ∇f (x, y) = 0 with f (x, y) = 0 must be of the form f (x, y) = a(x 2 + y 2 ) + b for some a and b.
Proof. Suppose that there are infinitely many common solutions to f (x, y) = 0 and (−y, x), ∇f (x, y) = 0. By Bézout's Theorem, the function h(x, y) = (−y, x), ∇f (x, y) = x ∂f ∂y − y ∂f ∂x must be divisible by f (x, y). Write h = g · f . The total degree of h is the same as the total degree of f , so g(x, y) = b, a constant. Furthermore, the operator xD y − yD x preserves total degree. Fix a degree d, denote by c i the coefficient of
Therefore, b is an eigenvalue of this matrix, which we will denote M d . We argue that the (nonzero) eigenvalues of where J is the "exchange" matrix whose only nonzero entries are ones on the antidiagonal, and v is an eigenvector corresponding to λ. Therefore, the number of nonzero elements of σ(M d ) is even. We may conclude that M d is invertible if d is odd, and has nullity 1 if d is even. In the latter case, it is easy to verify that the (d + 1)-vector w whose k th element is 0 if k is even and
if k is odd is a null vector of M d . The polynomial corresponding to w is (x 2 + y 2 ) d/2 , so we may write f = f 0 (x 2 + y 2 ) for some polynomial f 0 .
If the factorization of f 0 over R has no linear terms, then f −1 (R + ) = ∅, a contradiction. Therefore, f 0 (z) is divisible by z + a for some a ∈ R, and f is divisible by x 2 + y 2 + a. Since f is irreducible, the lemma follows.
Lemma 10. For any irreducible polynomial f (x, y) in two variables which is not of the form ax + by or a(
of open intervals of [0, 2π), with |I j | ≤ π/2 for each j, and a corresponding family {g j } m j=1 of C ∞ , monotone functions defined on each of the I j 's respectively, so that the variety defined by f -i.e., {(x, y) : f (x, y) = 0} -is the disjoint union of the graphs of the g j in polar coordinates, with the exception of finitely many points.
Proof. The set X of zeroes of f is a one-dimensional affine variety with finitely many singularities and finitely many components (in the Euclidean topology). (See [2] for basic facts concerning the differential topology of real algebraic varieties.) Furthermore, by the implicit function theorem, removing the singularities and 0 from X leaves a finite number of C ∞ arcs, i.e., diffeomorphic images of open intervals. (We consider a topological S 1 an arc in the obvious way, i.e., by removing one point.) Since f is not divisible by x or y, X has finitely many points in common with the x and y-axes, so we may even remove the two axes and still obtain such a decomposition. Clearly, it suffices to prove the Lemma for a single one of the resulting arcs, say, {(x(t), y(t)) : t ∈ (0, 1)}. We may also assume, without loss of generality, that all the points of this arc lie in the first quadrant.
Consider the function φ(t) = tan −1 (y(t)/x(t)). Differentiating yields
Suppose there are infinitely many t ∈ (0, 1) for which φ ′ (t) = 0. Then y ′ x − x ′ y = 0 at each such t, and multiplying by ∂f /∂x and applying the identity
By symmetry, x ′ (x, y), ∇f (x, y) = 0. However, x ′ and y ′ cannot both be zero, so (x, y), ∇f (x, y) = 0. Lemma 8 implies that f (x, y) = ax + by for some a and b, contradicting our hypothesis. Hence, there exist only a finite set {t j } l j=1 of values of t ∈ (0, 1) for which φ ′ (t) = 0. Now, consider the quantity d(
. If this equals zero at t ∈ {t j } l j=1 , then xx ′ + yy ′ = 0. Again, applying the identity x ′ · ∂f /∂x + y ′ · ∂f /∂y = 0 and noting that x ′ and y ′ cannot simultaneously be zero, we obtain that x ∂f ∂y − y ∂f ∂x = 0.
By Lemma 9, there are only finitely many t ′ j for which this equality can hold. If we remove the points (x(t j ), y(t j )) and (x(t ′ j ), y(t ′ j )) from the arc, we are left with a finite collection of arcs on which φ is C ∞ , monotone, and defined on an open interval of length at most π/2. Choosing one such interval I and letting
gives one of the g j of the desired decomposition: g j is monotone because
The other g j are obtained analogously.
Proof of Theorem 7. First, if f (x, y) = ax + by, then S is a half-plane, which is a semigroup, and the result follows immediately from Proposition 6. If f (x, y) = a(x 2 + y 2 ) + b, then either S is empty (in which case the result is immediate) or else S ∁ is a disk, and we may apply Proposition 5. Otherwise, let {g j } N j=1 be the collection of all the g j constructed in the previous Lemma, and let {I j } N j=1 be the corresponding intervals. Some of the g j we will classify as "unimportant" as follows. For each point x t on the graph Γ j of g j -i.e., the image of t ∈ (0, 1) in polar coordinates -consider the quantities
We argue these limits exist and equal ±1. If they did not exist (or equalled 0), then, since sgn is continuous everywhere but at 0, there must an infinite sequence of λ i → 1− (say) so that f (λ i x t ) = 0. But then, by Bézout's Theorem, f must be divisible by the equation of the line passing through x t and the origin, a contradiction. Furthermore, T − and T + are continuous functions of t : suppose, to the contrary, that there is a point x t ∈ Γ j and two sequences t 
By the monotonicity of g j , r > g j (φ). If x + y ∈ X j , then r ≤ g j (φ), a contradiction. Hence, X j is a semigroup. That C is a finite union of semigroups is obvious. We can write D as
Because f 0 (λ) = f (λv) is a polynomial in a single variable, f 0 is Erdős-Hajnal. Furthermore, (f
Finally, since each of the terms in (1) belongs to A 2 , we may apply Proposition 3 to conclude that S, and therefore f , is Erdős-Hajnal.
One is tempted to try to generalize Theorem 7 to higher dimensions. However, we believe this not to be possible, at least for dimension greater than three. We have the following (perhaps premature) conjecture. Theorem 11. There is an ǫ > 0, so that, for any line ℓ 0 and a family L of n skew lines in R 3 passing through ℓ 0 , there is a stacked subset of lines of cardinality ≫ n ǫ .
Proof. There are two cases: either ℓ 0 is parallel to v, the "vantage point" or not. In the first case, the lines intersecting ℓ 0 are ordered linearly by the crossing relation, so the entire set is stacked. Suppose, then, we are in the second case. Re-coordinatize so that the xy-plane is orthogonal to v, the projection of ℓ 0 onto the xy-plane is the locus of solutions to x = 1, and ℓ 0 passes through the x-axis. We may parameterize the lines of L as in the first section, i.e., as 4-tuples (a, b, c, d). Now, we have b = ta for some t ∈ R, and (a 1 , b 1 , c 1 , d 1 ) crosses over (a 2 , b 2 , c 2 , d 2 ) iff (∆a − ∆c)(∆a∆d − t∆a∆c) = ∆a(∆a − ∆c)(∆d − t∆c) > 0 where ∆ξ = ξ 1 − ξ 2 for each pair of parameters ξ i . Since the polynomials x, x − y, and x − ty are Erdős-Hajnal (say, by Theorem 7), their product is also (by Corollary 4), and the result follows.
Conclusion
We wish to mention the following generalization of Conjecture 1, which we believe to be at the heart of the matter. Suppose P is a sentence in the first order language of graphs. We say that P is "hereditary" if, whenever G has P , any induced subgraph of P .
Conjecture 5. If P is a hereditary sentence in the first-order language of graphs which is false of random graphs -i.e., Pr[G(n, 1/2) P ] → 0 as n → ∞ -then there exists an ǫ > 0 so that any G on n vertices satisfying P has a clique or independent set of size ≫ n ǫ .
The idea behind Conjecture 5 is that a hereditary property is somehow "global" -and that a property falsified by almost all graphs is an excellent indicator of nonrandomness. Therefore, because hom(G) is an extremely sensitive measure of randomness, one might suspect that such a property -like that of avoiding a particular induced subgraph -implies a polynomial-sized homogeneous subset.
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