ABSTRACT We investigate the modulus-based matrix splitting iteration algorithms for solving the linear complementarity problems (LCPs) and propose a new model to solve it. The structure of the new model is straightforward and can be extended to other issues of type of complementarity. Convergence analysis of the new approach for the symmetric positive definite matrix is also discussed. The numerical results of the proposed approach are compared with the existing algorithms to show its efficiency.
I. INTRODUCTION
Applied mathematics and particularly computational mathematics is seeking for developing and designing of suitable computational algorithms especially for solving algebraic systems. Due to the use of these algorithms in applied problems, mathematics, physics, statistics, engineering, electrical systems, mechanical problems, control issues, economic, financial and social science, this study is always at hand. Therefore, it is essential to provide a process for systematic review of mathematical modeling and numerical methods for solving these issues. The linear complementarity problem LCP (A, q), where A ∈ R n×n and q ∈ R n , seeks z ∈ R n and w ∈ R n which satisfy the following constraints:
This problem arises frequently in science and engineering problems [1] - [3] . The solution of LCPs divided into categories: direct methods and iterative methods that much attention was paid on the iterative methods. Iterative methods for solution of LCPs also divided into projected iterative methods [4] - [9] , modulus algorithms [10] - [12] , modulus-based matrix splitting iterative methods [13] - [17] , variant types of multisplitting iteration methods [18] - [20] , and preconditioning iterative methods [21] - [23] and their references.
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The modulus-based matrix splitting iteration techniques for solving LCP have recently pulled in a lot of consideration for the great execution in actual computation. Bai [14] , by transforming the original idea in [12] presented this type of iterative algorithms which not just gave a general system to the modified modulus method [24] and its extrapolated models [25] , but also propose a collections of algorithms, such as modulus-based Gauss-Seidel and SOR methods. In addition, many variants were well studied, inspired by this idea, including the accelerated iteration scheme [13] , the two-stage iteration algorithms [26] , the general model [27] , and so on.
Although modulus-based matrix splitting iterative methods are very interesting. But the proof of convergence of these models can be somewhat difficult. Consequently, the aim of this study is to introduce a novel model simpler than the standard modulus-based matrix splitting iterative algorithms.
This study proposes a new approach for solving the Eq. (1) and investigate its theoretical analysis. Numerical comparison with the existing algorithms are also presented. This study is structured as follows. We present the new approach and investigate its properties in next section. Section 3 is devoted to some numerical results. Concluding remarks are presented in Section 4.
II. A NEW MODEL OF THE MODULUS-BASED MATRIX SPLITTING
Here, we present the new model for solving the Eq. (1). By taking z = Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
following equation:
where γ is a positive constant and is a diagonal matrix with positive elements [14] . Now, for the new model, we define the following function:
Then by Eq.s (2) and (3), we obtain:
where,
In the following, we present the relative iterative method:
Step 2. For k = 0, 1, 2, . . . do:
Step3. If (z (k+1) − z (k) ) < ε, then stop; otherwise, set k = k + 1 and go to the previous step. It can also product a collections of iterative algorithms with appropriate matrix splitting choices and iteration parameters. 
ii) If B = A, C = 0, = αI , and γ = 1, Algorithm1 transform into the new modified modulus iteration method:
iii) If B = D, C = L + U , and γ = 2, Algorithm1 transform into the new modulus-based Jacobi:
iv) If B = D − L, C = U , and γ = 2, Algorithm1 transform into the new modulus-based Gauss-Seidel:
U , and γ = 2, Algorithm1 transform into the new modulus-based SOR:
, and γ = 2, Algorithm1 gives the new modulus-based AOR:
By this structure, we can see that the convergence proof for this class of methods is simpler than the existing algorithms. 
Since A is symmetric positive definite, it is easy to see that the matrix (αI − A)(αI + A) −1 is also symmetric. Therefore, analogously to [27] , we have:
So, the desired result is obtained.
III. NUMERICAL EXAMPLE
Here, we experimentally study the performance of the Algorithm 1 to solve the LCP (A, q). In our computations, the runs are started with z (0) = (1, 1, . . . , 1) T and are terminated with the following condition:
Example 1 [21] : Consider the following problem, where,
. By discretization, we transform the problem into a LCP (A, q) , where, A ∈ R n×n is a tridiagonal matrix of (−I m , H , −I m ), H ∈ R m×m is a tridiagonal matrix of (−1, 4, −1), n = m 2 and q = (4h 2 sin(4ij/m 2 )) ij , i, j = 1, . . . , m. Table 1 compares the elapsed time of the modulus-based Gauss-Seidel method [14] and new modulus-based GaussSeidel in Eq. (10) . It is obvious that the iteration numbers of both methods are the same.
From above results, when we used our method, we obtained convergence in less computing time.
IV. CONCLUSIONS
We have presented a new approach to speed up the convergence of the modulus-based matrix splitting iterative methods for solving the linear complementarity problem. Furthermore, we have proved the convergence analysis of the new model under certain circumstances. We have also compared the numerical results of the proposed approach with the existing algorithms presented in the literature. Numerical results show that our preconditioner can be considered as a suitable strategy for the investigated problem. 
