Solitary wave solutions of the generalized two-component Hunter–Saxton system  by Moon, Byungsoo
Nonlinear Analysis 89 (2013) 242–249
Contents lists available at SciVerse ScienceDirect
Nonlinear Analysis
journal homepage: www.elsevier.com/locate/na
Solitary wave solutions of the generalized two-component
Hunter–Saxton system
Byungsoo Moon ∗
Department of Mathematics, University of Texas at Arlington, Arlington, TX 76019-0408, USA
h i g h l i g h t s
• We determine the existence of solitary wave solutions of (gHS2) for σ = 0.
• We classify the solitary waves of (gHS2) for σ ≠ 0.
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1. Introduction
Consider the generalized two-component Hunter–Saxton system (gHS2)
utxx + 2σuxuxx + σuuxxx − ρρx + Aux = 0,
ρt + (ρu)x = 0, (1.1)
where σ ∈ R is the new free parameter, and A ≥ 0. System (1.1) is the short-wave (or high-frequency) limit
(t, x) → (ϵt, ϵx), ϵ → 0
of the generalized two-component Camassa–Holm system (gCH2) established in [1] which can be derived from shallow
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water theory with nonzero constant vorticity by using Ivanov’s modeling approach [2],
ut − utxx − Aux + 3uux − σ(2uxuxx + uuxxx)+ ρρx = 0,
ρt + (ρu)x = 0,
where u(t, x) represents the horizontal velocity of the fluid, and ρ(t, x) is related to the free surface elevation from equilib-
rium (or scalar density) with the boundary assumption, u → 0, ρ → 1 as |x| → ∞. The parameter A > 0 characterizes
a linear underlying shear flow so that the two-component CH system models wave–current interactions [3,4]. The real di-
mensionless constant σ is a parameter which provides the competition, or balance, in fluid convection between nonlinear
steepening and amplification due to stretching.
When (σ , A) = (1, 0), (1.1) becomes the two-component Hunter–Saxton system.Mathematical properties of the system
have been also studied further inmanyworks. cf. [5–11] and references therein. The two-component Hunter–Saxton system
is formally integrable [12] with a bi-Hamiltonian structure—it can be written as a compatibility condition of two linear
systems (Lax pair) with a spectral parameter ζ :
Ψxx =
−ζ 2ρ2 + ζmΨ
Ψt =

1
2ζ
− u

Ψx + 12uxΨ , m = −uxx.
If (σ , A) = (1, 0) and ρ ≡ 0, then (1.1) reduces to the Hunter–Saxton equation (HS)[13],
utxx + 2uxuxx + uuxxx = 0,
which is modeling the propagation of weakly nonlinear orientation waves in a massive nematic liquid crystal (see Hunter
and Saxton [13] for a derivation, and also [14–18]). The Hunter–Saxton equation also arises in a different physical context as
the high-frequency limit [19,20] of the Camassa–Holm equation for shallow water waves [21–23] (see Ionescu-Kruse [24]
for the alternative derivation) and a re-expression of the geodesic flow on the diffeomorphism group of the circle with a
bi-Hamiltonian structure [13,25] which is completely integrable [14,20].
Our goal is to study solitary wave solutions of (1.1) having the form
(u(t, x), ρ(t, x)) = (ϕ(x− ct), ρ(x− ct)), c ∈ R
for some ϕ, ρ : R → R such that ϕ → 0, ρ → 1 as |x| → ∞. Using a natural weak formulation of the generalized
two-component Hunter–Saxton system, we will establish exactly in what sense the peaked and cusped solitary waves are
solutions. It was shown in [26] that theµHS equation does not have solitarywave solutions on the line, but the periodicµHS
equation has cusped and anticusped periodic travelingwave solutions. In [6], the authors considered the two-component HS
equation for the particular choice of the parameter (σ , A) = (1, 0). They showed that there exists a smooth periodic solution
traveling wave of the two-component Hunter–Saxton equation and mentioned that Hunter–Saxton equation admits no
bounded traveling waves. Moreover, when σ = 1, ρ ≡ 0, and A ≠ 0 system (1.1) exhibits both smooth as well as
cusped traveling waves [27] and the cusped soliton solutions of (1.1) in this case were investigated in the context of
algebraic and complex geometry in [28]. However it is unclear whether the generalized two-component Hunter–Saxton
system (1.1) has solitary waves with singularities. We show here peaked solitary waves exist when σ > 1. It should be
pointed out that the peaked traveling waves capture a feature of the water waves of great height (solutions of the largest
amplitude to the governing equations for water waves) [29–31]. Moreover, the shape of some peakons is stable under small
perturbations, making these waves recognizable physically [32–34]. We also provide an implicit formula for the peaked
solitary waves. However whether these peaked solitary waves are solitons still remains open. It is worth mentioning that
for the Camassa–Holm equation the smooth solitary waves are solitons [35].
A special case of system (1.1) is when σ = 0. In [36], the authors showed that the solutions of (1.1) are global in time.
We show that the same results hold in the system case.
The remainder of the paper is organized as follows. In Section 2, we derive a weak formulation of (1.1) convenient for
solitary wave solutions. In Section 3 we determine the existence of solitary wave solutions of (1.1) for σ = 0. In Section 4,
we classify the solitary waves of (1.1) for σ ≠ 0. In particular we show the existence of peaked solitary waves for σ > 1.
2. Preliminaries
Consider solitary wave solutions of (1.1) with A > 0 having the form
(u(t, x), ρ(t, x)) = (ϕ(x− ct), ρ(x− ct)), c ∈ R
for some ϕ, ρ : R → R such that ϕ → 0, ρ → 1 as |x| → ∞. With the assumption ρ → 1 as |x| → ∞, we can define
ρ = 1+ η with η→ 0 as |x| → ∞ and hence we can rewrite system (1.1) as
utxx + 2σuxuxx + σuuxxx − (1+ η)ηx + Aux = 0,
ηt + ((1+ η)u)x = 0. (2.1)
Now we give the definition of solitary waves of (2.1).
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Definition 2.1. A solitary wave of (2.1) is a nontrivial traveling wave solution of (2.1) of the form (ϕ(x − ct), η(x − ct)) ∈
H1(R)× H1(R)with c ∈ R and ϕ, η vanishing at infinity along with the first and second derivatives of ϕ and η.
Integrating (2.1) over (−∞, x], and taking into account η(x), ϕ(x), ϕx(x), and ϕxx(x)→ 0 as |x| → ∞, one finds that ϕ(x)
and η(x)must satisfy
−cϕxx + σϕϕxx + σ2 ϕ
2
x −
1
2
(η + 1)2 + Aϕ + 1
2
= 0,
−cη + (1+ η)ϕ = 0.
(2.2)
Lemma 2.1. If (ϕ, η) is a solitary wave of (2.1) for some c ∈ R, then c ≠ 0 and ϕ(x) ≠ c for any x ∈ R.
Proof. From the definition of solitary waves and the embedding theorem we know that ϕ and η are both continuous. We
first need to show that c ≠ 0. Assume to the contrary that c = 0. Then (2.2) becomes
σϕϕxx + σ2 ϕ
2
x −
1
2
(η + 1)2 + Aϕ + 1
2
= 0,
(1+ η)ϕ = 0.
(2.3)
Since η→ 0 as |x| → ∞, the second equation of (2.3) implies ϕ(x) = 0 for |x| sufficiently large. Let x¯ = max{x : ϕ(x) ≠ 0}.
Then ϕ(x) ≡ 0 on [x¯,∞) and ϕ(x) ≢ 0 in (x¯ − δ, x¯) for any δ > 0. Consider now the first equation of (2.3) on [x¯,∞) we
know that η ≡ 0 on [x¯,∞). Then the continuity of η implies that there exists δ1 > 0 such that 1+ η(x) > 0 on (x¯− δ1, x¯),
combining which with the second equation of (2.3) leads to ϕ(x) ≡ 0 in (x¯− δ1, x¯). This is a contradiction. Therefore c ≠ 0.
Next we have to show that c−ϕ(x) ≠ 0. Suppose there is some x¯ ∈ R such that c−ϕ(x¯) = 0. From the second equation
of (2.2) we know ϕ(x¯) = (c − ϕ(x¯))η(x¯) = 0. So c = (c − ϕ(x¯))+ ϕ(x¯) = 0, a contradiction to c ≠ 0. Thus ϕ(x) ≠ c . 
Now we may rewrite (2.2) as
(σϕ − c)ϕxx + σ2 ϕ
2
x −
1
2
(η + 1)2 + Aϕ + 1
2
= 0,
η = ϕ
c − ϕ .
(2.4)
Plugging η = ϕc−ϕ into the first equation of (2.4) we obtain an equation for the unknown ϕ only
−cϕxx − 12
c2
(c − ϕ)2 + Aϕ +
1
2
= 0, (σ = 0),
ϕ − c
σ

ϕxx + 12ϕ
2
x −
1
2σ
c2
(c − ϕ)2 +
A
σ
ϕ + 1
2σ
= 0, (σ ≠ 0),
(2.5)
or equivalently,
ϕxx = −12
c
(c − ϕ)2 +
A
c
ϕ + 1
2c
, (σ = 0),
(ϕ − c
σ
)2

xx
= ϕ2x +
1
σ
c2
(c − ϕ)2 −
2A
σ
ϕ − 1
σ
, (σ ≠ 0).
(2.6)
3. Solitary waves for σ = 0
Let us consider the first equation of (2.6)
ϕxx = −12
c
(c − ϕ)2 +
A
c
ϕ + 1
2c
. (3.1)
By Lemma 2.1, we know c ≠ 0 and c − ϕ(x) ≠ 0. So the local regularity theory to elliptic Eq. (3.1) infers ϕ(x) ∈ C∞(R) and
so is η by the second equation of (2.4). Therefore all solitary waves are smooth in this case.
Multiplying both sides of (3.1) by 2ϕx and integrating on (−∞, x], it follows that
ϕ2x =
A
c
ϕ2 + 1
c
ϕ − c
(c − ϕ) + 1.
Then we obtain
ϕ2x =
ϕ2(Ac − 1− Aϕ)
c(c − ϕ) . (3.2)
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So the numbers 0 and c − 1A are the only possible extreme values of ϕ. We may rewrite (3.1) as the following systemϕx = vvx = −12 c(c − ϕ)2 + Ac ϕ + 12c , (3.3)
with c ≠ 0 and c − ϕ ≠ 0. Notice that functions on the right-hand side of (3.3) are locally Lipschitz for ϕ and v at a neigh-
borhood of one of the points (0, 0) and (c − 1A , 0). To obtain nontrivial traveling waves, (3.3) implies ϕ(x) ≠ 0 for x ∈ R.
With the help of the assumption on ϕ(x)→ 0 as |x| → ∞, we know from (3.2) that a necessary condition for the existence
is c ≥ 1A . But we may prove further that
Theorem 3.1. Let σ = 0. (2.1) admits a solitary wave solution if and only if
c >
1
A
. (3.4)
All solitary waves are smooth in this case.
Proof. We already discussed the regularity in the above. So we will just concentrate on the existence parts. If c = 1A , then
(3.2) becomes
ϕ2x =
−Aϕ3
1
A
 1
A − ϕ
 := G(ϕ). (3.5)
From (3.5) we see that ϕ(x) < 0 near −∞ because of A > 0. Since ϕ(x) → 0 as x → −∞, there is some x¯ sufficiently
negative so that ϕ(x¯) = −ϵ < 0, with ϵ sufficiently small, and ϕx(x¯) < 0. From the standard ODE theory, we can generate
a unique local solution ϕ(x) on [x¯− L, x¯+ L] for some L > 0. Since A > 0, we obtain
−Aϕ3 1
A − ϕ
′ = ϕ2(2Aϕ − 3) 1
A − ϕ
2 < 0, for ϕ < 0. (3.6)
Therefore G(ϕ) decreases for ϕ < 0. Since ϕx(x¯) < 0, ϕ decreases near x¯, so G(ϕ) increases near x¯. By (3.5) we know ϕx
decreases near x¯ and hence, both ϕ and ϕx decrease on [x¯− L, x¯+ L]. Because√G(ϕ) is locally Lipschitz in ϕ for ϕ ≤ 0, we
can easily continue the local solution to all of R and obtain that ϕ → −∞ as x → ∞, which contradicts to be in H1(R).
Thus there is no solitary wave when c = 1A . This completes the proof of Theorem 3.1. 
4. Solitary waves for σ ≠ 0
In this case we consider the second equation of (2.6)
ϕ − c
σ
2
xx
= ϕ2x +
c2
σ(c − ϕ)2 −
2A
σ
ϕ − 1
σ
. (4.1)
Inspired by the study of the traveling waves of the Camassa–Holm equation [37], we need the following Lemma 4.1 to deal
with the regularity of the solitary waves.
Lemma 4.1. Assume σ ≠ 0 and (ϕ, η) be a solitary wave of (2.1). Then
ϕ − c
σ
k ∈ C j R \ ϕ−1  c
σ

, k ≥ 2j. (4.2)
Therefore
ϕ ∈ C∞

R \ ϕ−1
 c
σ

. (4.3)
Proof. From Lemma 2.1 we know that c ≠ 0 and ϕ ≠ c and thus ϕ satisfies (4.1). Let v = ϕ − c
σ
and denote
p(v) = −2A
c

v + c
σ

− 1
σ
.
So p(v) is a polynomial in v. From the fact that ϕ ≠ c we see that
σ − 1
σ
c − v ≠ 0. (4.4)
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Then v satisfies
(v2)xx = v2x + p(v)+
c2
σ

σ − 1
σ
c − v
−2
.
From the assumption we see that (v2)xx ∈ L1loc(R). Hence (v2)x is absolutely continuous and hence
v2 ∈ C1(R), and then v ∈ C1(R \ v−1(0)).
By (4.4) and v + c
σ
∈ H1(R) ⊂ C(R), we know
σ − 1
σ
c − v
−2
∈ C(R) ∩ C1(R \ v−1(0)).
Moreover,
(vk)xx = (kvk−1vx)x = k2 (v
k−2(v2)x)x = k(k− 2)vk−2v2x +
k
2
vk−2(v2)xx
= k(k− 2)vk−2v2x +
k
2
vk−2

v2x + p(v)+
c2
σ

σ − 1
σ
c − v
−2
= k

k− 3
2

vk−2v2x +
k
2
vk−2p(v)+ kc
2
2σ
vk−2

σ − 1
σ
c − v
−2
. (4.5)
For k = 3, the right-hand side of (4.5) is in L1loc(R). We deduce that
v3 ∈ C1(R).
For k ≥ 4, we notice that (4.5) implies
(vk)xx = k4

k− 3
2

vk−4[(v2)x]2 + k2v
k−2p(v)+ kc
2
2σ
vk−2

σ − 1
σ
c − v
−2
.
Since v2 ∈ C1(R), it follows that
vk ∈ C2(R), k ≥ 4.
For k ≥ 8, we see from the above that v4, vk−4, vk−2, vk−2p(v) ∈ C2(R), and vk−2  σ−1
σ
c − v−2 ∈ C2(R \ v−1(0)).
Moreover, we have
vk−2v2x =
1
4
(v4)x
1
k− 4 (v
k−4)x ∈ C1(R).
We conclude from (4.5) that
vk ∈ C3(R \ v−1(0)), k ≥ 8.
Using these arguments to higher values of k we prove that vk ∈ C j(R \ v−1(0)) for k ≥ 2j, and hence (4.2). This completes
the proof of Lemma 4.1. 
Set x0 = min{x : ϕ(x) = cσ } (if ϕ ≠ cσ for all x then let x0 = +∞). Then we know x0 ≤ +∞. From Lemma 4.1, a solitary
wave ϕ is smooth on (−∞, x0) and hence the second equation of (2.6) holds pointwise on (−∞, x0). Therefore we may
multiply both sides of the second equation of (2.6) by 2ϕx and integrate on (−∞, x] for x < x0 to get
ϕ2x =
ϕ2(Ac − 1− Aϕ)
(c − ϕ)(c − σϕ) := F(ϕ). (4.6)
Using the idea as introduced in [37] it gives us the following conclusions.
(i) Assume F(ϕ) has a simple zero atm = c − 1A so that F(m) = 0 and F ′(m) ≠ 0. The solution ϕ of (4.6) satisfies
ϕ2x = (ϕ −m)F ′(m)+ O((ϕ −m)2) as x → m,
where f = O(g) as x → ameans that
 f (x)g(x)  is bounded in some interval [a− ϵ, a+ ϵ]with ϵ > 0. Therefore
ϕ(x) = m+ 1
4
(x− ξ)2F ′(m)+ O((x− ξ)4) as x → ξ, (4.7)
where ϕ(ξ) = m.
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(ii) If F(ϕ) has a double zero atm = 0, so that F ′(0) = 0, F ′′(0) > 0, then
ϕ2x = ϕ2F ′′(0)+ O(ϕ3) as ϕ → 0.
We obtain
ϕ(x) ∼ α exp

−xF ′′(0) as x →∞ (4.8)
for some constant α. Thus ϕ → 0 exponentially as x →∞.
(iii) If ϕ approaches a simple pole ϕ(x0) = cσ of F(ϕ) (when σ ≠ 1), then
ϕ(x)− c
σ
= β|x− x0|2/3 + O((x− x0)4/3) as x → x0, (4.9)
ϕx =

2
3
β|x− x0|−1/3 + O((x− x0)1/3) as x → x0,
−2
3
β|x− x0|−1/3 + O((x− x0)1/3) as x → x0
(4.10)
for some constant β . In particular, when F has a pole, the solution ϕ has a cusp.
(iv) If the change of direction: ϕx → −ϕx according to (4.6), then peaked solitary waves occur.
In view of this discussion (i)–(iv), we give the following theorem on the existence of solitary waves of (2.1) for σ ≠ 0.
Theorem 4.1. Let σ ≠ 0. Any solitary wave of (2.1) for σ ≠ 0 belongs to one of the following categories.
(i) For 0 < σ ≤ 1:
• A solitary wave (ϕ, η) of (2.1) exists if and only if condition (3.4) holds.
• If c > 1A , then there exist a smooth solitary wave ϕ > 0 withmaxx∈R ϕ(x) = c − 1A .
(ii) For σ < 0:
• If c > 1A , then there exist a smooth solitary wave ϕ > 0withmaxx∈R ϕ(x) = c− 1A , and an anticusped solitary wave (the
solution profile has a cusp pointing downward) ϕ < 0 withminx∈R ϕ(x) = cσ .
• If c = 1A , then there exist an anticusped solitary wave ϕ < 0 withminx∈R ϕ(x) = cσ .
(iii) For σ > 1:
• A solitary wave exists if and only if c satisfies (3.4). If c > 1A , then ϕ > 0.
• If 1A < c < σ(σ−1)A , then the solitary waves are smooth and unique up to translation withmaxx∈R ϕ(x) = c − 1A .
• If c = σ
(σ−1)A , then the solitary wave is peaked withmaxx∈R ϕ(x) = c − 1A = cσ .
• If c > σ
(σ−1)A , then the solitary waves are cusped withmaxx∈R ϕ(x) = cσ .
Moreover, each kind of the above solitary waves is unique and even up to translations. When c > 1A , all solitary waves decay
exponentially to zero at infinity.
Proof. First from (4.6) and the assumption ϕ(x) → 0 as |x| → ∞ we see that a necessary condition for the existence of a
solitary wave is that c ≥ 1A . If c = 1A then (4.6) becomes
ϕ2x =
−Aϕ3 1
A − ϕ
  1
A − σϕ
 := F1(ϕ). (4.11)
Hence we know that ϕ(x) < 0 near −∞. Similarly as in the proof of Theorem 3.1, we can find some x¯ sufficiently large
negativewithϕ(x¯) = −ϵ < 0 andϕx(x¯) < 0, andwe can establish a unique local solutionϕ(x)on [x¯−L, x¯+L] for some L > 0.
If σ < 0, we know that 11
A−σϕ
is decreasing when ϕ < 0. With the help of (3.5) we see that F1(ϕ) decreases for ϕ < 0.
Since we have ϕx(x¯) < 0, ϕ decreases near x¯. So F1(ϕ) increases near x¯. Therefore from (4.11), ϕx decreases near x¯, and then
both ϕ and ϕx decrease on [x¯− L, x¯+ L]. Since√F1(ϕ) is locally Lipschitz in ϕ for 1σA < ϕ ≤ 0, we can easily continue the
local solution to (−∞, x¯− L]with ϕ(x)→ 0 as x →−∞. On [x¯+ L,+∞), we can solve the initial problem
ψx = −

F1(ψ),
ψ(x¯+ L) = ϕ(x¯+ L)
all the way until ψ = 1
σA , which is a simple pole of F1(ψ). Using (4.9) and (4.10), we can establish an anticusped solution
with a cusp singularity at ϕ = 1
σA = cσ .
If σ > 0, a direct computation shows that
F ′1(ϕ) < 0, for ϕ < 0.
Therefore the same argument implies that ϕ(x)→ −∞ as x → +∞, which fails to be in H1(R). Hence there is no solitary
wave in this case.
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Nowwe consider c > 1A . From (4.6) we see that ϕ cannot oscillate around zero near infinity. Let us consider the following
two cases:
Case 1. ϕ(x) > 0 near−∞. Then there is some x¯ sufficiently large negative so that ϕ(x¯) = ϵ > 0, with ϵ sufficiently small,
and ϕx(x¯) > 0.
When 0 < σ ≤ 1,√F(ϕ) is locally Lipschitz in ϕ for 0 ≤ ϕ ≤ c − 1A . Hence there is a local solution to
ϕx =

F(ϕ),
ϕ(x¯) = ϵ
on [x¯− L, x¯+ L] for some L > 0. Therefore from (4.7) and (4.8) we obtain a smooth solitary wave solution with maximum
height ϕ = c − 1A and an exponential decay to zero at infinity
ϕ(x) = O

exp

−
√
2(Ac − 1)
c
|x|

as |x| → ∞. (4.12)
When σ > 1,
√
F(ϕ) is locally Lipschitz in ϕ for 0 ≤ ϕ < c
σ
. Using the previous arguments, if c − 1A < cσ (i.e., c < σ(σ−1)A ),
then we obtain smooth solitary waves with exponential decay.
If c − 1A = cσ (i.e., c = σ(σ−1)A ) then the smooth solution can be established until ϕ = c − 1A = cσ . However, it can make
a sudden turn at ϕ = c − 1A = cσ and so give rise to a peak. Since ϕ = 0 is still a double zero of F(ϕ), we still have the
exponential decay here.
Lastly if c − 1A > cσ (i.e., c > σ(σ−1)A ) then ϕ = cσ becomes a pole of F(ϕ). Hence from (4.9) and (4.10) we see that we
obtain a solitary wave with a cusp at ϕ = c
σ
and decaying exponentially.
Case 2. ϕ(x) < 0 near−∞. In this case we solve
ϕx = −

F(ϕ),
ϕ(x¯) = −ϵ
for some x¯ sufficiently large negative and ϵ > 0 sufficiently small.
When σ > 0 we see that F ′(ϕ) < 0 for ϕ < 0. Thus there is no solitary wave in this case.
When σ < 0, we know ϕ = c
σ
< 0 is a pole of F(ϕ). Hence from the previous arguments, we obtain an anticusped
solitary wave with minx∈R ϕ(x) = cσ , which decays exponentially.
Finally, from the standard ODE theory and the fact that the second equation of (2.5) is invariant under the transforma-
tions x → x+ k for any constant k, and x → −x, we conclude that the solitary waves obtained above are unique and even
up to translations. This completes the proof of Theorem 4.1. 
Next we try to find an implicit formula for the peaked solitary waves. Consider the case σ > 1 and c > 1A . Then from the
Theorem 4.1 we see that peaked solitary waves exist only when c = σ
(σ−1)A . In this case we have
ϕ2x =
Aϕ2
σ(c − ϕ) .
Since ϕ is positive, even with respect to some x¯ and decreasing on (x¯,∞), so for x > x¯we have
ϕx = −ϕ

A
σ(c − ϕ) .
Thus from the separation of variables we obtain
−(x− x¯) =
 ϕ
c− 1A
1
t

A
σ(c−t)
dt.
Lettingw = A
σ(c−t) , the above becomes
−(x− x¯) =
 A
σ(c−ϕ)
A2
σ
A
σ
(cw − A
σ
)w3/2
dw =
 A
σ(c−ϕ)
A2
σ
1√
w

c
cw − A
σ
− 1
w

dw
=
 A
σ(c−ϕ)
A2
σ


cσ
A
 12

c
w
√
cw −

A
σ
−
1
2

c
w
√
cw +

A
σ
+ 1
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Fig. 1. A peaked solitary wave profile y = ϕ(x)with x¯ = 0, A = 2, σ = 2, and c = 1.
Therefore we obtain an implicit formula for the peaked solitary waves.
− |x− x¯| =
 cσ
A
ln

√
cw −

A
σ
√
cw +

A
σ


A
σ(c−ϕ)
A2
σ
+ 2
√
σ
A
− 2
√
σ(c − ϕ)√
A
. (4.13)
A peaked solitary wave profile of (4.13) corresponding to x¯ = 0, A = 2, σ = 2, and c = 1 is plotted in Fig. 1.
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