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1The finding of Ferratt and Short (1986) that IS people and non-IS people do not differ within the same occupational groups
(clerical/operations, technical/professional, and managerial) is not relevant to the argumentation in this paper.
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THE IMPACT OF CASE ON IS PROFESSIONALS’
WORK AND MOTIVATION TO USE CASE
Juhani Iivari
Jari Maansaari
University of Oulu, Finland
Abstract
How does CASE (Computer Aided Systems/Software Engineering) technology affect the work of
information systems (IS) professionals? The question has  remained totally unexplored so far. It is
important because changes in work (job characteristics) have been found to affect job holders’
intrinsic motivation. The intrinsic motivation can be expected to be particularly significant in
knowledge-intensive professional work such as systems development and software engineering. This
paper analyzes the impact of CASE technology on job characteristics such as skill variety, task
identity, task significance, autonomy, and feedback. It also compares the significance of intrinsic
motivation (measured as a motivating potential score), extrinsic motivation (measured as perceived
usefulness), and subjective norms (measured as voluntariness) as determinants of CASE usage. The
results, based on a survey of 63 CASE users, show that the adoption of CASE had a significant
impact on most job characteristics. They also suggest that CASE usage is primarily determined by
subjective norms. When subjective norms are omitted, extrinsic and intrinsic motivation emerge as
significant predictors of CASE usage.
Keywords: CASE, usage, motivation, extrinsic motivation, intrinsic motivation, subjective norm.
1. INTRODUCTION
The impact of computing on the quality of work has been one of the major concerns in research into the organiza-
tional effects of new information technologies (Attewell and Rule 1984). Even though there are a number of
empirical studies on CASE adoption (Aaen et al. 1992; Banker and Kauffman 1991; Finlay and Mitchell 1994;
Guinan et al. 1997; Iivari 1996; Kusters and Wijers 1993; Norman and Nunamaker 1989; Orlikowksi 1989, 1993;
Premkumar and Potter 1995; Rai 1995; Rai and Howard 1994; Rubnik-Miklic and Zupancic 1995; Selemat et al.
1994, Urwiler et al. 1995; Wynekoop et al. 1992), Orlikowski (1989, 1993) is the only author to address the issue
of the impact of CASE on IS professionals’ work. In addition to the inherent interest of the issue, the question is also
significant because there is ample evidence that job design influences motivation, particularly that of individuals with
high needs for feelings of achievement, growth, and competence (Lawler 1973). Couger and Zawacki (1980) report
that computer personnel have the highest need for growth of all of the 500 occupations for which this has been
measured.1  Hackman and Lawler (1971) found that when jobs had high variety, autonomy, task identity, and
feedback, employees reported having a higher intrinsic motivation to perform well where “performing well” was
interpreted in terms of work quality rather than producing large quantities of work. Couger (1988) reports work itself
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to be the most significant motivational factor among the 11 analyzed in his survey. Consequently, one can expect
job characteristics to be influential determinants of IS professionals’ intrinsic motivation for doing well.
In as far as IS process innovations such as CASE tools affect the job characteristics of IS developers, the above
argumentation implies that they may have a significant impact on developers’ intrinsic motivation, performance, and
outcomes of work. Even though the findings of Orlikowski’s case studies  (1989, 1993) are confounded by the
concomitant IS architectural changes, organizational politics, etc., they clearly suggest that changes in systems
developers’ work  may be significant in the CASE introduction process. The purpose of this paper is to analyze the
perceived impact of CASE technology on IS professionals’ work, skill variety, task identity, task significance,
autonomy, and feedback (Hackman and Oldham 1980) and to compare the significance of intrinsic motivation
(measured as a motivating potential score, Hackman and Oldham 1980) and extrinsic motivation (measured as
perceived usefulness; Davis 1989; Moore and Benbasat 1991) as determinants of CASE usage.
The composition of the paper is the following. Section 2 describes the theoretical background and section 3 the
research method used. Section 4 presents the results of the paper, which are discussed in section 5. Finally, section 6
contains the conclusions reached in the paper.
2. THEORETICAL BACKGROUND
As noted above, there is a dearth of empirical research on the impact of CASE on the work of IS professionals. This
paper applies parts of the well-known job diagnostic framework of Hackman and Oldham to the analysis of impact.
The relevant parts are introduced in the next section.
To analyze motivation to use CASE, the paper distinguishes extrinsic versus intrinsic motivation  (Deci and Ryan
1985) and subjective (social ) norms (Fishbein and Ajzen 1975). These are explained in the following three sections.
2.1 The Job Diagnostic Framework
The heart of the job diagnostic framework (Hackman and Oldham 1980) is the proposition that jobs can be analyzed
in terms of five core dimensions:
1. Skill variety: The degree to which a job requires the use of a number of different skills and talents on the part of
the employee.
2. Task identity: The degree to which the job requires completion of a “whole,” identifiable piece of work, that is,
doing a job from beginning to end, and provides a visible outcome.
3. Task significance: The degree to which the job has a substantial impact on the lives or work of other people—
whether in the immediate organization or in the external environment.
4. Autonomy:  The degree to which the job allows the employee substantial freedom, independence and discretion
in scheduling the work and determining the procedures to be used in carrying it out.
5. Feedback from the job itself:  The degree to which work activities result in the employee obtaining direct, clear
information about the effectiveness of his or her performance.
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The framework assumes that the five core dimensions affect three critical psychological states in employees: the
experienced meaningfulness of the work, experienced responsibility for the outcomes of the work, and knowledge
of the results of the work.  Hackman and Oldham assume that skill variety, task identity, and task significance
influence the experienced meaningfulness of the work, that autonomy affects experienced responsibility for its
outcomes, and that feedback influences knowledge of its results. These three critical psychological states are
furthermore assumed to affect personal and work outcomes such as internal motivation, quality of work performance,
satisfaction with the work, and, inversely, absenteeism and turnover of labor. The above influences are contingent,
however, being dependent on the strength of the employee’s growth need.
Based on two interpretive case studies, Orlikowski (1989, 1993) reports certain changes in systems developers’ work
resulting from the introduction of CASE and concomitant changes. In one company, for example, “functional
consultants” felt that they had lost their autonomy (Orlikowski 1989) because of CASE tools and the technical
architecture imposed by “technical consultants,” whereas systems developers with a “business orientation” welcomed
CASE tools and did not see them as threatening their skills and marketability, although developers with a “technical
orientation” perceived them as a threat to their hard-earned skills and experience (Orlikowski 1993).2  Even though
these findings are perplexing, they justify the following hypotheses:
Hypotheses H1 a–e:  Adoption of CASE technology has a significant impact on job characteristics
such as (a) skill variety, (b) task identity, (c) task significance, (d) autonomy, and (e) feedback.
2.2 Intrinsic Versus Extrinsic Motivation of CASE Usage
Deci and Ryan (1985) propose that people expend effort in response to both intrinsic and extrinsic motivation. They
define extrinsic motivation as “behavior where the reason for doing it is something other than the activity itself” (p.
35) and intrinsic motivation as behavior “based on the innate, organismic needs for competence and self-determina-
tion” (p. 32).  Referring to Deci and others, Davis et al. (1992) describe extrinsic and intrinsic motivation by stating
that, “While extrinsic motivation influences behavior due to the reinforcement value of outcomes, intrinsic motiva-
tion refers to the performance of an activity for no apparent reinforcement other than the process of performing the
activity per se” (p. 1112). They suggest that individuals accept technology because its usage is useful and beneficial
(extrinsically motivating) and enjoyable and fun (intrinsically motivating). They interpret the perceived usefulness
of the technology acceptance model (TAM) as an example of extrinsic motivation, and suggest pleasure and
enjoyment as an example of intrinsic motivation (cf. Webster and Martocchio 1992).
Extrinsic motivation.  Following Davis et al. (1989), TAM is used here to “operationalize” extrinsic motivation.
TAM (Davis 1989; Davis et al. 1989) suggests two major constructs as antecedents of information technology usage:
perceived usefulness, “the degree to which a person believes that using a particular system would enhance his or her
job performance,” and perceived ease of use, “the degree to which a person believes that using a particular system
would be free of effort” (Davis 1989, pp. 320). Research into TAM has quite consistently found perceived usefulness
to be a significant predictor of usage (Adams et al. 1992; Davis et al. 1989;  Igbaria et al. 1995a; Igbaria and Iivari
1995; Mathiesson 1991; Szajna 1996), whereas the impact of perceived ease of use has been found to be more
indirect, being channeled through perceived usefulness.
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Davis developed TAM to explain the acceptance of end-user  computing technologies, and Moore and Benbasat
(1991) implicitly extended its area of application to cover IT innovations more generally, even though their decision
to take personal workstations as the empirical context of their study does not eliminate the individual bias of TAM.
They suggested that among the classical innovation characteristics (relative advantage, compatibility, complexity,
observability, and trialability; Rogers 1995), “relative advantage” can be interpreted as “perceived usefulness,” a d
“complexity” as “perceived ease of use.”  Their major trust is that perceptions of innovations (e.g., perceived
complexity) and especially of using innovations (e.g., perceived ease of use) are more significant than the primary
characteristics of innovations (e.g., objective complexity metrics).
Since CASE tools represent an organizational-level technology rather than an individual-level one (Fichman 1992),
it is questionable to what extent perceived usefulness may predict CASE usage. Iivari (1996) reports perceived
usefulness (measured as relative advantage; Moore and Benbasat 1991) to be a significant predictor of CASE usage
at the organizational level, but not at the individual level. The following hypothesis is therefore highly tentative:
Hypothesis H2:  Perceived usefulness is positively associated with CASE usage.
Intrinsic motivation. Davis et al. (1992) extended TAM to cover intrinsic motivation by including perceived
pleasure and enjoyment in the model, defining perceived pleasure and enjoyment as “the extent to which the activity
of using the computer is perceived enjoyable in its own right” (p. 1113). They report that perceived usefulnes  and
enjoyment both had significant effects on intentions to use a word processing program, whereas Igbaria et al. (1995b)
found the effect of perceived enjoyment to be non-significant as a predictor of microcomputer usage.
The above two studies associate intrinsic motivation with the pleasure and enjoyment of using an IT artifact. This
is justified when the artifacts are individual-level technologies under the control of each user without having a
significant impact on the users’ work. When an artifact represents more organizational-level technology with
significant influence on users work, an alternative interpretation of the intrinsic motivation is to take the changes in
users’ work into account (Deci and Ryan 1985).  The motivating potential score (MPS) (Hackman and Oldham 1980)
provides a means of linking changes in a user’s job dimensions to his or her intrinsic motivation.
Hackman and Oldham define the MPS by means of the equation:
MPS = [(skill variety + task identity + task significance)/3] x autonomy x feedback
Assuming that CASE tools influence the five core dimensions and the MPS, the resultant change can be conjectured
to influence the use of CASE tools. As pointed out above, there is a dearth of research in this area. The finding of
Gill (1996) that changes in expert system users’ job variety and task identity affect usage is consistent with the
conjecture, however.
Hypothesis 3:  The change in the MPS upon the adoption of CASE is positively associated with
CASE usage.
2.3 Subjective Norms as Determinants of CASE Usage
TAM is based on the theory of reasoned action (TRA) (Fishbein and Ajzen 1975), but excluding subjective norms
as determinants of behavioral intentions and actual behavior (Davis et al. 1989), which TRA assumes to be deter-
mined by attitudes toward behavior and subjective norms (Fishbein and Ajzen 1975).  An individual’s attitude toward
behavior is determined by his or her salient beliefs about the consequences of such behavior multiplied by his or her
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evaluation of those consequences.  A subjective norm is the individual’s perception of the social pressure to adopt
or not adopt that behavior, and is defined as a multiplicative function of his or her normative beliefs (i.e., perceived
expectations of specific referent individuals and groups) and his or her motivation to comply with these expectations.
Davis et al. (1989) excluded the subjective from TAM, referring to the unclear status of a “subjective norm” in TRA,
as also acknowledged by Fishbein and Ajzen (1975, p. 304). They, nevertheless tested subjective norms in their
empirical study of the adoption of word processing software, but did not find them significant. This finding may be
a result of the system analyzed (individual adoption of an innovation with a relatively low knowledge burden and
user interdependence in terms of Fichman).  Later research into TAM (Igbaria et al. 1995b; Igbaria and Iivari 1995)
has nevertheless found management support, which has a subjective norm aspect, to be a significant predictor of
usage.
As argued above, CASE technology forms an example of the organizational adoption of innovations with a high
knowledge burden or high user interdependence (Fichman 1992). Prior research into CASE adoption has found
management support to be a significant predictor of CASE usage (Iivari 1996; Premkumar and Potter 1995; Rai and
Howard 1994; Urwiler et al. 1995; Wynekoop et al.1992).  Iivari (1996), in particular, reports voluntariness to be
a dominant predictor of CASE usage, voluntariness being defined as “the degree to which use of the innovation is
perceived as being voluntary, or of free will” (Moore and Benbasat 1991, p. 195).  This paper applies voluntariness
as a (reversed) surrogate for the subjective norm.  The discussion by Moore and Benbasat clearly indicates that
voluntariness not only addresses whether an innovation is mandatory or not, but also whether an individual perceives
its use as being encouraged or discouraged and whether he or she feels a degree of compulsion for adoption and use.
Prior CASE research justifies the following hypothesis:
Hypothesis 4:  Voluntariness is negatively associated with CASE usage.
3. RESEARCH DESIGN
3.1 The Sample
The survey was carried out in winter 1996/1997. Based on customer information from CASE tool vend rs operating
in Finland and previous Finnish studies on CASE adoption, an initial list of 139 organizations was drawn up. The
survey was eventually concentrated on 87 organizations, after 52 had been were excluded because of failure to obtain
their contact information or because they did not use CASE tools or were not interested in participating. The
questionnaires were mailed to contact persons, mainly IS managers, who distributed them within the organization.
Of the 420 questionnaires mailed, 63 were returned from 44 organizations.  As a result, the final response rate was
15% at the level of questionnaires and 50% at the level of organizations. The response rate at the level of individual
respondents was considerably lower than that of 33% achieved in the previous CASE survey in Finland, conducted
in spring 1993 (Iivari 1996).3
Profiles of the 63 respondents and 44 organizations are provided in Tables 1 and 2.  Table 2 shows that 39% of the
organizations in the sample were software houses. The organizations were relatively large by Finnish standards, but
the majority of the average IS/SW (software) development projects were relatively small, comprising only three to
five people (45%).  Not surprisingly, the CASE experience of the organizations had increased relative to the situation
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in earlier studies in Finland (Aaen, et al. 1992; Iivari 1995; 1996), but the adoption rate was still found to be low,
as 57% of the organizations had less than 25% of their developers using CASE tools. Oracle, ADW/Key, Prosa, and
Select were the clear market leaders among the CASE tools. As Table 2 indicates, the number of CASE tools used
in the 44 organizations was 61. This indicates that each organization had 1.5 CASE tools on average. The idea of this
paper is to focus on perceptions concerning CASE technology rather than individual CASE tools, and it is accepted
that an organization may use several CASE tools.
3.2 Measurement
The idea of the survey was to employ existing validated measures as far as these were available. The questionnaire
is available from the authors on request.
3.2.1 Study Variables
Changes in core job dimensions:  The measures of changes in skill variety, task identity, task significance, autonomy,
and feedback were adapted from Hackman and Oldham.  Because the Hackman and Oldham instrument does not
measure changes in work dimensions, it was modified to capture changes in each aspect using three items, one of
which was reversely coded. It turned out, however, that the reversely coded item confused the respondents and
lowered the reliability of the measure on each dimension, in most cases below an acceptable level.  Therefore the
dimensions were measured using two items: skill variety with a reliability of 0.60, task identity 0.46, task signifi-
cance 0.62, autonomy 0.73, and feedback through the system 0.67.  All of the reliabilities except that for task identity
can be considered satisfactory. Task identity is also retained in the analysis, even though  its reliability is less than
ideal.4
Table 1.  Profiles of the Respondents (n = 63)



























































Table 2.  Profiles of the Participant Organizations (n = 44)






































































































































































































Perceived usefulness:  Perceived usefulness was measured using the short form of the instrument for relative
advantage proposed by Moore and Benbasat.  Its reliability was 0.84.
Voluntariness:  Voluntariness was measured using two items of the instrument suggested by Moore and Benbasat.
Their reliability was 0.90.
Usage:  CASE usage was measured using two items: perceived frequency of usage and perceived daily usage.
Frequency was measured on a five-point scale ranging from  (1) once a month or less to (5) every day. Perceived
daily usage varied from (1) almost not at all to (5) more than 3 hours. The Cronbach alpha of the scale was 0.59.
When the study variables were analyzed across industries, organizational size, IS size, and average project size, no
significant differences were found.
3.2.2 Control Variables
The selection of control variables was based on prior research into TAM, CASE adoption, and IS implementation.
Perceived ease of use has consistently been found to explain perceived usefulness and, indirectly, usage. Szajna
(1996) proposes that an experience component should be included in TAM.  Igbaria et al. (1995a) and Igbaria and
Iivari (1995) found computer experience to be a significant predictor of perceived ease of use, perceived usefulness,
and system usage in their studies of microcomputer usage.  Igbaria et al. (1995a) also found computer training to be
a significant predictor of the same three variables. Expectation realism is one of the classical implementation factors
(Ginzberg 1981a). It is also interesting because unrealistically high expectations can be expected to cause frustration.
In the context of CASE, Wynekoop et al. (1992) report the acceptance and level of use of a CASE tool to be higher
when an individual perceived the CASE tool to meet or exceed his or her expectations concerning the relative
advantage before using it. The last two control variables, participation and management support, are classical
implementation factors (Ginzberg 1981b). To our knowledge, participation has been largely neglected in prior
research into TAM and CASE adoption, although Iivari (1996) does report participation in the CASE selection and
planning process to be insignificant as a predictor of CASE usage. Management support, on the other hand, has been
found to be a significant predictor of usage in the context of both TAM (Igbaria et al. 1995a; Igbaria and Iivari 1995)
and CASE adoption (Iivari 1996; Premkumar and Potter 1995; Rai and Howard 1994; Urwiler et al. 1995; Wynekoop
et al. 1992).
Perceived  ease of use:  Perceived ease of use was modified from the short form of the complexity measure proposed
by Moore and Benbasat, who interpret perceived complexity as “perceived ase of use” in the sense of the TAM
(Davis 1989), and use phrases like “interaction with,” “easy to use,” and “learning to operate.”  These phrases, which
may lead the respondent to think in a narrow sense of the quality of the user interface only, were modified to the form
“to apply/to use”. The idea of the phrase “to apply” was to tap the aspect of whether the underlying ideas, assump-
tions, and limitations of the CASE tool are easy to understand and apply. The reliability of the four-item measure
of perceived complexity was 0.75.
CASE experience:  CASE experience was measured using two items: experience in years and experience in terms
of the number of projects completed. The reliability of the two items was 0.79.
CASE training:  Training was interpreted as covering internal (in-house) training, vendor courses, and private study,
and was measured using two items, the first asking about the adequacy of the training and the second about the
quality of the training.  The reliability of the two five-point items was 0.80.
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Expectations realism:  Expectations realism was measured as the difference between the perceived CASE impact
and expectations concerning it. Both perceived impact and expectations were measured using six five-point items
adopted from previous CASE research (Aaen et al. 1992):  impact on the speed of development, functional quality
of new applications, productivity of development, cost of development, quality of developed applications, and cost
of maintenance. Factor analysis by means of principal component analysis and varimax rotation gave only one factor.
The reliability of the scale was 0.86.
Participation:  The idea of the measure of participation was based on Doll and Torkzadeh (1989). Departing from
their detailed decomposition of the systems development process into eight stages, the CASE adoption process was
divided here into two phases: selection and implementation, measuring the discrepancy between the actual and
desired participation in each phase. The reliability of the two items was 0.74.
Management support:  Management support was measured using two five-point items:  the first asking about the
support given by top management and the second asking about the support of the IS management in the selection and
implementation of CASE tools. The reliability of the two items was 0.65.
4. RESULTS
4.1 Changes in the Core Dimensions of Work
The distributions of responses to the claims regarding changes in the five core dimensions as a consequence of CASE
adoption are given in Table 3, where the figures are rounded off to the nearest integer (using the SPSS function
RND). The one-sample t test is used to test the differences from the value 3. The t-values are calculated using the
original scale values for each of the five dimensions. The results show that the respondents perceived CASE as
having significantly increased skill variety, task identity, and feedback from their work, while it did not significantly
reduce any dimension. In general, the perceived changes in work are positive.
Table 3.  Changes in Dimensions of Work as a Consequence of CASE Adoption
Skill variety Task identity Task significance Autonomy Feedback
























































t 3.57*** 5.27*** -1.37 -0.23 3.01**
1 = totally disagree with the claim, 5 = totally agree with the claim
*p # 0.05 **p # 0.001 ***p # 0.001
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4.2 Motivation to Use CASE Technology
The inter-item correlations and control variables, reported in Table 4, show that only training and participation among
the control variables did not correlate significantly (p # 0.05) with any of those studied here. They are therefore
excluded from further analysis.
Table 4 shows that perceived usefulness (USF), motivating potential score (MPS), and voluntariness are all
significantly correlated with CASE usage. This means that when studied individually, they are significant predictors
of CASE usage. The following evalutions are based on regression analysis.  The intercorrelations in Table 4 reveal
no evidence of extreme multicollinearity.
Motivation to use CASE is analyzed in Table 5 by inserting perceived usefulness, motivating potential score, and
voluntariness successively to the regression equation. The results show that both USF and MPS are significant
predictors (ß = 0.25, p # 0.01 and ß = 0.24, p # 0.05, respectively), explaining 16% of the variance of CASE usage
(p # 0.01), with MPS increasing the variance explained by 5% (p # 0.10). When voluntariness (ß = -0.40, p # 0.001)
is inserted, only USF out of the previous two remains significant (p # 0.10). The three motivators explain 31% (p
# 0.001) of the variance, the change brought about by inserting voluntariness being 15% (p # 0.001).
Table 4. Inter-Item Correlations Between the Study and Control Variables























































USF = Perceived usefulness; MPS = Change in Motiviating Potential Score; EOU = Perceived Ease of USE
‘p # 0.10 *p # 0.05 **p # 0.01 ***p # 0.001
















  Np # 0.10 *p # 0.05 **p # 0.01 ***p # 0.001
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Table 6.  Motivation to Use CASE when Control Variables are Inserted




















































Np # 0.01 *p #0.05 **p # 0.01 ***p # 0.001
The role of the four control variables is described in Table 6.  Together they explain 22% of the variance in CASE
usage, management support being the only significant individual predictor (ß = 0.29, p # 0.05). When USF and MPS
are added to the regression equation, neither of them emerges as significant, while management support retains its
significance. USF increases the variance explained by 4% and MPS by 3%. When voluntariness is added to the
control variables individually, the variance explained increases by 19% (p # 0.001), and its coefficient (-0.47) is also
significant (p # 0.001). The last two columns report successive insertion of MPS and voluntariness into the regression
equation formed by the control variables and USF (column 2). When USF and MPS are included, USF remains
almost significant (p # 0.10). In this case, MPS increases the variance explained by 3% (insignificant), whereas
voluntariness in the last column increases the variance by 13% (p # 0.01). Columns 4 and 6 indicate that USF and
MPS do not increase the variance explained (41%) when voluntariness is included.
Table 7.  Motivation to Use Case When Management Support is Omitted










































Np # 0.10 *p # 0.05 **p # 0.01 ***p # 0.001
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Perceived usefulness is positively associated with CASE usage
The change in the MPS upon the adoption of CASE is positively associated with
CASE usage











* Significant (p # 0.10) only when voluntariness is excluded
** Significant (p # 0.10) only when management support and voluntariness are excluded
The results in Table 6 clearly indicate the significance of social factors such as management support and voluntari-
ness as significant determinants of CASE usage. To analyze further the role of extrinsic and intrinsic motivation, it
is instructive to test the situation when management support is excluded from the control variables. The results shown
in Table 7 indicate that entering USF and MPS individually and together gives them almost significant (p # 0.10)
regression coefficients whereas the insertion of voluntariness as well makes them insignificant. When entered
individually, they increase the variance explained by 5% and 6% (p # 0.10 in both cases), and MPS when entered
after USF by 5% (p # 0.10).
5. DISCUSSION
The support obtained for the hypotheses is summarized in Table 8. The results suggest that CASE users perceived
the adoption of CASE to increase their skill variety, task significance, and feedback from work. They also support
the conjecture of Fichman regarding the significance of the influence of management on the adoption of complex
innovations such as CASE and the finding of Iivari (1996) regarding the significance of voluntariness as a predictor
of CASE usage. The latter point is important, since voluntariness is largely neglected in prior implementation
research as a factor affecting acceptance of information systems, if its use as a dichotomous variable (voluntary
versus mandatory systems) is omitted.
Perceived usefulness (extrinsic motivation) and the change in the MPS upon the adoption of CASE (intrinsic
motivation) had positive associations with CASE usage, but these were significant only when the social determinants
of CASE usage, i.e., voluntariness and management support, were excluded from the analysis. It is also interesting
to note that even though perceived usefulness had a slightly higher correlation with CASE usage than the change in
MPS, they behaved very similarly in the regression analyses. With a couple of exceptions (column 3 in Table 5 and
column 5 in Table 6), their significances were at equal levels. 
Extrinsic and intrinsic motivation were not found to increase the variance explained as compared with the situation
in which only voluntariness was entered after the control variables. Does this mean that they are insignificant? Not
necessarily. The results of Tables 5 and 7 can be interpreted as implying that voluntariness mediates the effects of
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extrinsic and intrinsic motivation. When voluntariness is not included, both extrinsic and intrinsic motivation emerge
as significant, but not after entering voluntariness, or only at a lower level of significance. One can conceive of at
least two explanations for this effect. First, especially when one perceives CASE tools as being useful (extrinsic
motivation), one may feel a sense of “moral duty” to use it.  Second, when one perceives CASE tools as being useful
(extrinsic motivation) and the changes in the work as being positive (intrinsic motivation), one’s motivation to
comply with the expectations of CASE usage (normative beliefs) may increase. It is this that leads to the discussion
by Davis et al. (1989) on the unclear status of “subjective norms” in TRA, i.e., to what extent they may influence
attitudes toward behavior or vice versa. The above results confirm the need for a better understanding of the
relationship between extrinsic and intrinsic motivation and subjective norms.
The results also show that perceived usefulness and the change in MPS were not able to compensate for voluntari-
ness, which, when entered after them, added significantly (p # 0.01) to the variance explained in all cases (Tables
5, 6 and 7).  Consequently, it is tempting to conclude that the only definitely wrong way to address subjective norms
is to omit them.
This study has its limitations. It is a retrospective cross-sectional analysis based on perceptual data. The sampling
procedure may also be biased. The sample size of 63 respondents is small, because of the low response rate. The
results are based on CASE users in one country, and the extent to which these results can be generalized to other
countries is an open question.
Retrospective cross-sectional analysis as such does not allow conclusions to be drawn on causation. The close
negative association between voluntariness and CASE use, for example, could be explained as a positive effect of
management encouragement and demands on the CASE usage. A second explanation might be that the respondents
reporting high CASE usage have attributed it to management pressure and those reporting low CASE usage have
attributed it to voluntariness. As CASE usage is probably viewed as socially acceptable and even desirable, the latter
explanation seems unlikely when we are concerned with individual usage by the respondents.
Even though Moore and Benbasat strongly argue that subjective perceptions provide a sounder basis for theory
development than more objective data, one must admit that the reliability of perceptual retrospective data may be
questionable in the case of CASE usage, for example. Perceptual data may also allow the interpretation that, because
of perceived management encouragement and urging, the respondents wished to report higher CASE usage in order
to satisfy management’s implicit expectations. It is difficult to see any specific reason for this kind of bias, however,
since the respondents returned the completed questionnaires directly and anonymously. One should also note that
subjective perceptions are in a way inevitable when one is discussing motivation to use IT artifacts such as CASE
tools. In spite of this, there is a clear need for additional research, including more objective, and especially more
longitudinal, data.
The CASE user organizations were partly contacted on the basis of vendor data, and the contact persons in each
organization distributed the questionnaires. One could suspect that this procedure caused the sample to be biased
toward respondents with favorable attitudes toward CASE, i.e., that respondents with higher internal and external
motivation to use it and with higher usage rates would be chosen both when selecting respondents within organiza-
tions and when answering the questionnaire. On the other hand, it is not obvious that they would systematically
perceive strong subjective norms to use CASE, a factor that emerged as the dominant determinant of CASE usage.
Although the sample size of 63 respondents is small because of the low response rate, the number of cases was
nevertheless acceptable for the statistical analyses performed, even though it may partly explain why some regression
coefficients did not emerge as significant.
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The results are based on CASE users in one country, Finland, and it is an open question to what extent the results
can be generalized to other countries. The pivotal role of voluntariness found here largely contradicts the results of
previous research, in which management urging was found to have a relatively weak relationship  with system use
(e.g., Leonard-Barton and Deschamps 1988). These earlier findings are in all likelihood based on North American
data.  Iivari (1996) speculates as to whether the significance of voluntariness found in his earlier survey of CASE
usage in Finland can be attributed to differences in national cultures (e.g., Hofstede 1991), concluding that the
slightly lower power distance in Finland should reduce the significance of voluntarism compared with the situation
in the US and the lower level of individualism should increase it. In view of these cultural differences, there is a need
for cross-cultural studies of predictors of CASE usage in countries representing different national cultures.
6. CONCLUSIONS
What motivates IT and CASE usage?  The question is obviously of practical and theoretical relevance. The results
show the need for a comprehensive analysis of the motivators of IT usage.  Whether analyzed separately or together,
both extrinsic and intrinsic motivation were found to be significant. This association was qualified considerably,
however, when a subjective norm (voluntariness) was inserted into the analysis, as this did not increase the explana-
tion of variance in CASE usage as compared with the situation in which only the subjective norm  was included in
addition to the control variables. The results allow an interpretation that subjective norms may mediate the effect of
extrinsic and intrinsic motivation. The paper provides two explanations for this mediating role. The indirect effects
of intrinsic and extrinsic motivation underline the need to pay attention to them when pursuing successful CASE
adoption. Taking a more cautious attitude, one can conclude that in any case, increased extrinsic and intrinsic
motivation cannot be expected to be detrimental to CASE adoption and usage.
The comparable significance of internal motivation (measured as a change in the motivating potential score)
underlines the fact that CASE tools are not only technical artifacts but socio-technical systems, the usage of which
is influenced by their impact on IS developers’ work. At the same time, the significance of the subjective norm
underlines the social dimension of CASE tools and provides additional evidence for the significance of social factors
in the adoption of complex IT innovations such as CASE technology.
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