Abstract-MicroRNA (miRNA) are short, non-coding RNAs involved in cell regulation at post-transcriptional and translational levels. Numerous computational predictors of miRNA been developed that generally classify miRNA based on either sequence-or expression-based features. While these methods are highly effective, they require large labelled training data sets, which are often not available for many species. Simultaneously, emerging high-throughput wet-lab experimental procedures are producing large unlabelled data sets of genomic sequence and RNA expression profiles. Existing methods use supervised machine learning and are therefore unable to leverage these unlabelled data. In this paper, we design and develop a multi-view co-training approach for the classification of miRNA to maximize the utility of unlabelled training data by taking advantage of multiple views of the problem. S tarting with only 10 labelled training data, co-training is shown to significantly increase classification accuracy of both sequence-and expression-based classifiers, without requiring any new labelled training data. After 11 iterations of cotraining, the expression-based view of miRNA classification experiences an average increase in AUPRC of 15.81% over six species, compared to 11.90% for self-training and 4.84% for passive learning. Similar results are observed for sequence-based classifiers with increases of 46.47%, 39.53% and 29.43%, for co-training, self-training, and passive learning, respectively. The final co-trained sequence and expression-based classifiers are integrated into a final confidence -based classifier which shows improved performance compared to each individual view. This study represents the first application of multi -view co-training to miRNA prediction and shows great promise, particularly for understudied species with few available training data.
I. INTRODUCTION
Deo xyribonucleic acid (DNA) is a double helix mo lecule that encodes all the genetic info rmation for a species. For this genetic information to be made usable by the cells, DNA is transcribed into Ribonucleic acid (RNA). M icro RNA (miRNA) are transcribed regions of DNA that, after so me b iological processes, ultimately form short non-coding RNAs typically in the range of 18 to 25 nucleotides. Micro RNA are involved in cell regulation at the post-transcriptional and translational levels through the degradation and translation inhibition of messenger RNA (mRNA). MicroRNA act on mRNA through a silencing mechanis m and target a wide range of mammalian mRNA, affecting b iological activ ities such as cell cycle control [1] , biological develop ment [2, 3] , differentiation [4] and stress response [5] [6] [7] . Ev idence suggests that approximately 60-90% of mRNA have the potential to be targeted by miRNA [8] . Recent studies have also suggested that miRNA may act as tumor suppressors in different cancers such as liver [9] , colon [10] , prostate [11] and bladder cancers [12] .
The identification of novel miRNA requires an inter-discip linary approach, in wh ich both computational and experimental methods are involved. Th rough experimental approaches, a number of miRNA have already been identified for many distinct species, ranging fro m more than 2000 known human miRNA, to less than ten known mallard miRNA [13] . These known miRNA have been used as a basis to create a nu mber of co mputational methods to predict new miRNA. Such co mputational methods use supervised mach ine learning to identify and abstract the patterns present in previously discovered miRNA. These models seek to identify new putative miRNA sequences exh ibiting these patterns and classify arbitrary sequence windows as being either miRNA or non-miRNA. There are generally two different approaches to developing computational predictors of miRNA. Methods that examine the RNA sequence directly are referred to as de novo pred ictors, wh ile methods that look for ev idence of miRNA b iogenesis processing within next generation sequencing (NGS) exp ression data are referred to as NGS-or expression-based methods [14] . Sequence-and exp ression-based techniques detect pre-miRNA sequences forming miRNA-like hairpins and classify them based on the presence or absence of sequence-or expressionbased features, respectively. A significant challenge in the field of miRNA p rediction is that, for many species, there is a scarcity of labelled examp les of known miRNA. Th is makes the task of miRNA classification a very difficu lt matter, particu larly for newly sequenced species where there are few known miRNA exemplars available. According to miRbase [13] , of the thousands of existing species, experimentally validated miRNA sequences are available for only 271 species. Approximately 30% of these species have 15 or fewer known miRNA sequences, meaning that in general most species have very few train ing exemp lars available. The majority of current de novo and NGS-based miRNA predict ion techniques use supervised learning methods for the detection of novel miRNA, thereby requiring a large database of known miRNA . In addition, these methods do not always achieve high accuracy, resulting in many sequences being falsely pred icted to be miRNA. These false predictions represent a substantial loss of resources, as they lead to unnecessary experimental validation costs . Previous work has demonstrated that relying on training exemp lars fro m other species leads to reduced classification performance for the target species [15] . Therefore, if we are to create more effect ive miRNA predictors, either new miRNA sequences must be identified, or a method must be designed to create reliable miRNA predictors from smaller numbers of known miRNA exemplars.
While the scarcity of labelled known miRNA data presents a challenge, the emerging abundance of unlabelled sequence and expression data represents a hitherto untapped opportunity for miRNA prediction. This pro mpted us to propose a new semi-supervised miRNA predict ion technique that extracts maximal information fro m both the limited labelled miRNA data and the unlabelled data, therefore requiring very few known miRNA. We aim to not only minimize the number o f labelled training exemp lars required, but also to improve the performance of current prediction methods using fewer samples. In this way, we can create a mo re efficient method for the identification of novel miRNA, particularly for species with few known miRNA, while maximizing the return on investment for costly wet -lab validation experiments. As mentioned, all prev ious methods use supervised machine learning methods, which only make use of labelled instances for classification. Semisupervised machine learning methods also make use of both labelled and unlabelled data for classification; such methods are designed to work in situations where we have a small number of known exemplars and a large body of unlabelled data.
We have recently reported on the first application of semi-supervised machine learn ing for miRNA predict ion [16] . In that study, active learn ing is applied to guide the wet-lab experiments to iteratively increase the set of known miRNA within a species. Significant increases in miRNA predict ion accuracy were observed using active learning ; however, this approach presupposes the availability of wet -lab expe riments for validating specific putative miRNA to augment the train ing set. We here explore the application of another method of semi-supervised machine learning: mu lti-view co-training [17] . This approach differs fro m active learn ing in that no additional labelled t rain ing data or wet-lab experiments are required. Instead, the training set is grown using high-confidence predict ions fro m the classifiers themselves. Over-train ing is avoided by leveraging mult iple views of the problem and applying co -training rather than self-learn ing. As with active learning, mult iview co-training aims to learn patterns not only fro m the few labelled exemplars, but also from the unlabelled data. The present study represents the first application of multi-view co-training to the problem of miRNA prediction.
Multi-view co-training has been applied to a range of pattern classification problems over the past few years, especially those in wh ich labelled data is either rare o r co mes at a very h igh expense. The application o f co-training has mostly been focused on areas such as natural-language processing and signal processing, where data have mult iple v iews, such as text data and web data [18] . Applications of multi-view co-training to bioinformat ics have been limited to prediction of protein function [19] , pred iction of breast cancer survivability [20] , detection of mis-localized proteins in human cancers [21] , gene expression classification [18] , cancer sample classification [22] and phenotype prediction [23] . We anticipate that mult i-v iew co-training is likely widely applicable to the field o f bio informat ics, since the lack of labelled data is a concern in most bioinformatics problem domains.
We propose using mult i-v iew co-train ing for miRNA predict ion, which makes use of mu ltip le views of the problem to create distinct classifiers -one for each view. Each classifier is initially trained on a small set of labelled samples and is applied to an unlabelled data set. The most confidently predicted unlabelled instances from each of these views are added to the training set without experimental validation, and this process is repeated multip le times. In mult i-v iew co-training, we take advantage of the fact that the problem of miRNA pred iction can be approached fro m two distinct views: sequence ba sed de novo prediction or expression-based NGS predict ion. This creates two views for classificat ion, an expression-based view and a sequence-based view. It should be noted that both of these views have been previously applied to miRNA classification independently [24] and as an integrated feature set [25, 26] ; however, mult i-v iew co-training has yet to be exp lored in the field of miRNA predict ion. By applying mu lti-view co-training, we leverage each view using the other to create iteratively more powerful classifiers. The significant advantage of co -train ing is that there is no need for collecting any new labelled data (i.e. we do not require any new costly wet-lab experiments).
In the following sections, we demonstrate that leveraging multiple v iews of the miRNA prediction problem can be used, through multi-view co-t rain ing, to create more accurate predictors without actually labelling any new data. Performance is compared to self-learning, where a single v iew's classifier is reinfo rced with its own high -confidence predictions. Ultimately, the two views are combined using a confidence-based system to achieve a unified predictor more accurate than either view.
II. METHODS

A.
Data Set Selection To develop and evaluate miRNA predictors, we require datasets of "positive" sequences, known to be miRNA, and "negative" sequences, that meet the fundamental criteria to be miRNA [27] , but are known to have other functions (i.e. pseudomiRNA). To demonstrate the broad applicability of the approaches developed here, we use datasets from six distinct species: mouse, fruit fly, cow, horse, chicken, and human. For each species, we require five data sources: genomic data (UCSC genome browser database [28] ), short RNA NGS expression data (NCBI GEO database [29] ), a set of known miRNAs (miRbaserelease 22 [13] ), a set of known coding regions (Ensembl sequence database [30] ), and a set of non-miRNA known functional non-coding RNA (Rfam [31] ). The data source for each species is summarized in Table 1 .
Exp ression data were preprocessed using miRDeep2's "mapper.pl" script [32] that automates the mapping of read stacks to the reference genome and the computation of RNA secondary structures for each mapped region. Given an NGS data set and a reference genome, this script produces a set of candidate pre-miRNA sequences accompanied by their structure and read stacks mapping to the sequence region. These candidate pre-miRNA sequences are compared to only the high confidence miRbase dataset for that species; those sequences that match to a known miRNA sequence are labelled as true positives. Remaining candidate pre-miRNA form a candidate negative set. These sequences are then aligned against the coding region data of the related species using bowtie [33] (up to two mismatches permitted). Since sequences known to form mRNA are unlikely to also form miRNA, a ll candidate negative sequences that align to a coding region are selected as our final true negative data. To ensure that the miRNA predictors developed here are not simply distinguishing between coding and non -coding regions, all available functional non-coding RNA within the 6 species were added to the negative set; these sequences were annotated in Rfam [31] . These supplementary negative sequences are functional non-coding RNA such as transfer RNAs (t RNA) and small nucleolar RNAs (snoRNA). Finally, CD-HIT [34] is applied (sequence identity < 90%) is used to remove redundant and highly similar sequences. Table 1 summarizes the final count of true positives and negatives for each of the species. 
B.
Feature set selection Data fro m all species were pooled for each of the sequence and expression-based views separately. Sequence-based features are obtained from the widely used HeteroMiRPred collection of available features [35] . These features include sequence-based, secondary-structure-based, base-pair-based, triplet-sequence-structure-based and structural-robustness-related features. To find the most informative sequence-based features, the correlation-based feature subset selection method in the Weka package [36] was applied using default parameters to all the training data from the six species. This algorithm minimizes the correlation between selected features while maximizing their predictive strength. This results in a vector of 32 sequencedbased features, pertaining to min imu m free energy derived features, sequence/structure triplet features and din ucleotide sequence motifs, and structural robustness features . The eight expression-based features derived in [25] were used as our expression-based feature set, which consist of: (1) percentage of mature paired miRNA nts, (2) nu mber of pairs in lower stem, (3) the percentage of RNA-seq reads in region which are inconsistent with Dicer processing and (4) from the loop region that match Dicer processing, (5) the percentage of RNA-seq reads -(6) RNA-seq-reads from the mature miRNA and -(7) RNAseq-reads from miRNA* region which match Dicer processing, and (8) the total number of reads in the precursor region, normalized to experiment size.
C.
Classification Pipeline All classifiers in this experiment are built using SKLearn random forest library [37] , using default parameter values except for the number of trees, which was set to 500. Previous studies have demonstrated that random forest classifiers are effective for the prediction of miRNA [15, 38] and result in a balance between sensitivity and specificity [39] [40] [41] . We begin with a large set of labelled data. We then simulate the case where only a s mall subset of the data is labelled (forming our s eed training set and independent test set), whereas the majority of data are simulated to be unlabelled. This represents a scenario for an understudied or newly sequenced species, where only a small number of known miRNA would be available with which to create the miRNA classifier.
For each species, the data are split into 20% hold-out data, wh ich is used for testing the performance of the classifier, and the remaining 80% that is used for training the classifier. This distribution of data is rando mly repeated 100 t imes, resulting in different seed training, test, and unlabelled sets. Therefore, each learn ing strategy described in this paper is evaluated 100 times using different in itial seed training sets. The initial classifier for each view is built using a seed training set of 10 labelled samp les (5 positive, 5 negative) rando mly selected fro m the 80% split. After the in itial model is built, it is applied to the remainder of the 80% "unlabelled" set, where the single most confident positive and negative predictions will be selected by each view. These two instances will be removed fro m the unlabelled set of their own view and added to the train ing set of the opposite view. The classifier fo r each view is re-trained using their new training sets, and this procedure is continued for several iterat ions. After each iterat ion, the learn ing curves of each v iew are p lotted, where the area under the precision-recall curve (AUPR) is used as the summary performance metric over the 20% hold-out test dataset.
In [7] , where the learning curve trends are monitored at each iteration; the learning process is stopped once maximu m effect iveness has been reached and performing extra iterations does not result in a significant increase in performance. As mentioned above, in each iteration, the most confidently predicted positive and negative samples are added to the labelled train ing set of the alternate view. Clearly, more samples could be added per iteration to reduce computational load and expedite convergence. However, only two samples were selected in each iteration to ensure that only high-confidence predictions were being included in subsequent training sets. Our co-train ing pipeline can be observed in Figure 1 .
As can be observed from Figure 1 , we used a slightly different approach compared to the standard co -training approach originally proposed by Blu m and Mitchell [17] . In most co-train ing models, a pool is created containing all the labelled data. At each iteration, the train ing set for each classifier is formed fro m a random subset of the total labelled pool. Also, at the end of each iteration, each classifier contributes newly labelled samples to that common pool. Our approach d iffers in that each classifier has its own independent labelled training data and, at the co mplet ion of each iteration, each classifier contributes newly labelled data (i.e. its high confidence pred ictions) to the other classifier's training pool, not its own training set or to a shared pool. 
D. Comparing Co-training With Benchmark Algorithms
To evaluate the effectiveness of our proposed co-training method, we co mpared our results with two benchmark algorithms: a passive learning and self-train ing approach. The passive co-training strategy follows the multi-v iew co-training strategy outlined in Figure 1 exactly, except that the two samples selected to be added to the other view's labelled training data were chosen randomly, rather than based on prediction confidence. In this approach, at each iteration the two random forest classifiers built using the two view-based feature sets and the training data were applied to the 80% unlabelled set. For each view, t wo randomly selected instances were removed from the unlabelled set and added to the training set of the other view using the predicted class labels. The selected instances were not selected completely at random; rather, they were selected randomly fro m a group of predictions expected to be either in the positive or negative class. To explain further, when the model was applied to the unlabelled set, each of the unlabelled instances received a prediction score. This score indicated the probability of that instance being in the positive or negative class, with a range of 0 to 100% probability for each class. In the passive approach, we randomly selected one instance that was more than 50% predicted to be a positive, and one that was more than 50% predicted to be a negative. In this way, the intention was to add one positive and one negative sample at each iteration to keep the training set of the passive approach in balance with that of co -training. As with the actual multi-view cotraining strategy, this process was repeated for 11 iterations to enable direct co mparison using the same nu mber of training instances. By comparing our co-training classifier's performance to that of this passive classifier, we can determine the significance of adding the most confidently predicted points in performance, while controlling for training set size.
In addition to passive co-training, self-training was used as another benchmark algorithm against which to co mpare our co-training approach. In self-training, each view was strengthened by its own predict ions, meaning that learning was completed in each view independently [42] [43] [44] . In this approach, we created two classifiers, one fo r each of the sequence-and expression-based views. Each classifier was built using the same random forests, view-specific feature sets, and the same training, testing and unlabelled data sets previously described. Each classifier was built using its respective training set and, at each iteration, the trained model was applied to the unlabelled set. The single most confident positive and negative predictions were then removed fro m the unlabelled set and added to the training set of the view itself. Th is process was continued for the same number of iterations as co-training to fairly co mpare the results. By making this co mparison, the value of using different views to strengthen each other can be observed. It was hypothesized that co-train ing would outperform selftraining since using one's own predictions to reinforce one's beliefs is expected to lead to over-specializat ion (or drift ) and reinforcement of a classifier's erro rs. This is avoided in co-training since each classifier aug ments the training set of the other view, rather than its own.
E. Combining the Views
So far, we have evaluated the performance of each of the individual views developed using mult i-view co-training. Cotraining is frequently used as a means to create a larger labelled data set, rather than to perform classification. However, if we were to use co-training itself as a classification tool, it would be better to combine both developed views at the end of their learning to produce a more robust classifier. Several ways can be thought of to combine the mult iple views in co -training to arrive at a consensus decision. For the "classic" co-training approach [43] , there is a single pool of quasi-labelled training data. Therefore, a final integrated classifier can be trained from that common pool, leveraging features from both views. In the ca ses where there are three or more views available for the problem, voting amongst the views for the class of the instance would b e another reasonable approach. In our work, we create a co mbined co -training classifier considering the prediction confidence of both views for each instance. We do so using the prediction score produced by our algorithm for each instance and consider this a proxy for prediction confidence. When we obtain each views' prediction score for an instance, we compare the two scores produced by each view, and give the preference to the view with the higher confidence in prediction. For example, if an instance is predicted by the sequence-based view to have a 70% probability of being a miRNA, while the expression -based classifier predicts it to have a 60% probability of not being a miRNA, the comb ined co -training classifier will predict the instance to be a miRNA.
III. RESULTS
A. Establishing the Effectiveness of Co-Training for miRNA Prediction
To demonstrate the effectiveness of applying mu lti-v iew co-train ing for miRNA predict ion, we generated the performance learning curves of each view for the six species. Figure 2 illustrates the mean performance of the sequence and expressionbased classifiers at each iteration of co-training for all data sets , averaged over 100 experiments with rando mly selected seed training sets. For all six species, substantial improvements in AUPRC are observed over the 11 iterations. The increase in performance is most dramatic in the hu man (hsa) and cow (bta) data sets. In hu man, the expression-based classifier's average AUPRC increases by 30.6% and the sequence-based classifier more than doubles in average AUPRC, undergoing a 121% increase. Multi-view co-training appears to be least effect ive for chicken (gga) and horse (eca). The application of 11 iterat ions of cotraining to the chicken data set resulted in the expression and sequence-based classifier's average AUPRC increasing by 4.12% and 3.80%, respectively. When applied to the horse data set, the expression-based classifier's average AUPRC is enhanced by 4.05%, where the sequence-based classifier undergoes an increase of 9.77%. However, for both chicken and hsa mmu dme bta gga eca horse, the initial classifier was already surprisingly effect ive with in itial AUPRC values of over 0.87 fo r both, leaving lit tle room for improvement due to co-training.
B. Comparing Co-training With Benchmark Algorithms
Multi-view co-training was compared with two benchmark algorithms: 1) passive co -training, where samples are randomly selected at to be added to the training set of the alternate v iew in each iterat ion, and 2) single-v iew self-training, where learning is co mpleted independently in each view and high confidence predictions are added to each view's own training set at each iterat ion. In addit ion, the final iterations of co-training, passive learning and self-train ing are co mpared against a classifier without any iterative learning being applied (i.e. a classifier trained solely using the initial seed of 10 samples). This additional benchmark method is referred to as the "no-learn ing" classifier and corresponds to iteration zero in Figure 2 . After 11 iterations, the final perfo rmance of all methods are plotted on a precision-recall curve for each species. The full set of PR-curves for all six species are included in Supplementary Figures 1 and 2 . Table 2 summarizes these curves using mean area under precision-recall curve (AUPRC) over 100 random-seed repetitions. The final ro w of the table indicates the percent increase for each method relative to the no -learn ing classifier, averaged across all six species. For both the expression-and sequence-based classifiers, it can be observed that, in all six species, co-training outperforms all other methods. For clarity, the standard deviations are not shown, which were in the range of 0.001 to 0.003 for the different experiments. To test for the statistical significance of differences between methods observed in our results, the ANOVA test was first applied to the results in Table 2 . This test indicated that there is a statistically significant difference between the mean results of the groups (α = 0.05). The Tukey test was then applied between the co-training results and each of the other methods, and all results were found to be statistically significant (at α =0.01). Table 2 . Final AUPRC classification results using co-training, single-view (self-training), passive learning, and no-learning for expression and sequence-based views. Values in parentheses represent the percent increase relative to the no-learning classifier. The last row indicates average increase compared to the base "no-learning" classifier, averaged over all six species. By comparing our mu lti-view co-train ing approach against single-view self-training and passive approaches , we can better comprehend the value of using two views and adding the most confidently predicted instances to the training set. The passive co-training approach serves as a control for training set size, whereas the self-training approach highlights the value in using two independent views of the problem. Fro m the AUPRC values in Table 2 , it is evident that co-training outperforms the other classifiers over all of the six data sets. By demonstrating substantially better results than the passive learning and self-training classifiers, it can be concluded that miRNA classification using co -training is the superior method.
C.
A Combined Co-training Classifier We apply our proposed combined co-training algorith m to the data we had previously gathered for the individual views. The performance of the expression and sequence-based classifiers and the combined co-training approaches are compared in Figure 3 in terms of the average AUPRC values. These results illustrate the mean of 100 experiments with random seeds, as previously mentioned. In all cases, the combined co-training shows enhanced performance compared to each of the individual views on all data sets by taking advantage of the results from the dominant view. 
IV. DISCUSSION
During our experiments, we compared mu lti-view co-training to self-training. In the self-training approach, although the most confidently predicted points are added to the training set at each iteration, we only make use of one view of the pro blem. By making this comparison to our multi-view co-train ing approach, we are observing the effectiveness of strengthening one view using the other. By comparing the results of self-training to our co-training approach in Table 2 , the advantage of using mu ltiple views for train ing become clear. Here we observe an average co-training AUPRC that is 3.91% and 6.94% h igher than that of the self-training classifier over all the data sets for expression-and sequence-based classifiers, respectively. These results highlight the significance of using multiple views (where applicable) for solving a pattern classification problem.
When examin ing the learning curves for self-training (data not shown), it was observed that in some cases the performance increase would plateau at a much earlier stage compared to co-training. This may be due to the fact that the amount of evidence that one view can provide is limited. In these cases, a single-view classifier quickly exhausts the information available fro m that view. Adding any high confidence instances predicted by such a classifier to the training set will not further strengthen the view; beyond this point, the classifier is simply adding instances with similar characteristics to those already in its labelled training set, therefore providing the classifier with redundant data. In contrast, using a different view for augmenting the training set could be highly valuable.
In the passive co-training approach implemented in this study, despite making use of both views of the p roblem similar to the co-training approach, we do not use the most confidently predicted instances. Instead, we choose expected positive and negative instances randomly and without knowing the model's confidence in their labelling. The results of this appr oach show a high degree of fluctuation during iterations, demonstrating performance increase in some and decrease in the others. This is due to the random selection of instances to add to the training set, which in some cases leads to a mis labelled instance being added to the training set, therefore decreasing the classifier's performance. When comparing the results of this passive approach to our co-training approach, it can be observed that strictly adding high confidence predictions has a significant effect on the classifier's performance. By doing so, co-training demonstrates a 10.97% higher average AUPRC over all the data sets for the expression-based classifier, and a 17.24% higher average AUPRC for the sequence-based classifier. In addition, it can be observed that for the expression-based classifier in the chicken and mouse data sets, passive learning actually decreased the performance of the original models by 0.22% and 0.83%, respectively. This means that for these experiments, the addition of 22 instances resulted in weaker classifiers rather than strengthening them. This is due to the fact that a number of mis labelled points have been added to the original training sets for these species, causing the models to become weaker, since they are trained using incorrectly labelled data. These results underlie the importance of strictly adding high confidence instances to the training set, and that using multiple views alone is not sufficient fo r building a robust classifier.
The advantage of using multi-view co-train ing can be clearly seen in cases where one view initially performs much worse than the other. Fro m Figure 2 it can be observed that in all of the data sets, one view clearly outperforms the other before the start of co-training. After 11 iterations, it is observed that the weaker view greatly improves in performance, and approaches the performance of the stronger view, even surpassing it in two data sets (mouse and horse). In other words, by using multiple views, one view can co mpensate for the weak performance of another view. It must also be mentioned that during the different iterations of co-training, no misclassified instances were added to the training set of neither v iew. This means that in all cases, hsa mmu dme bta gga eca the top prediction of both views was a correct prediction, demonstrating the accuracy of the classifiers developed using cotraining. The fact that all instances that are newly added to the training set are correctly predicted is evidence th at this approach is successful.
The co-training variation we have implemented in this study (exp lained in section C of Methods) was first proposed by Brefeld and Scheffer [45] and has been since used in [19] . Th is variation of mu lti-v iew co-train ing ensures that the views do not converge and that they are learning fro m different instances, since the majority of the training sets from each view are nonoverlapping. Therefore, this method will further strengthen each view by directly incorporating evidence provided by another view into its training data. Since in this method each algorithm learns from the top predictions of the other algorithm, the algorithm is exposed to the risk of drift. That is, if one view starts making false predictions, these will quickly be amp lified. To reduce the chances of this occurring we only allow each classifier to add one positive and one negative instance to the training set of the other classifier at each learning iteration. Future work could compare this approach to traditional co-training, where a single labelled training set is used, to compare their robustness to drift over a number of iterations .Since we ult imately require a single classification fro m both views , we combined the final view-based classifiers trained using co-training to create a combined co-training classifier. The proposed confidence-based combination ru le proved to be highly effective. This indicates that mispredictions from individual views tend to have lower confidence than the correct predictions from the alternate view. By incorporating both views, we can take advantage of a greater number of strong predictions, therefore min imizing the number of weak predictions in our classifier and increasing performance.
V. CONCLUSION
In this study, we p ropose a novel mu lti-view co-training approach for the classificat ion of miRNA. By using a mu lt i-view approach, we take advantage of both sequence and expression -based features to maximize miRNA classificat ion accuracy, as measured using AUPRC. Using 11 iterations of co-train ing, the expression-based view of miRNA classification experiences a 15.81% increase on average over all data sets, compared to 11.90% for self-t rain ing and 4.84% for passive learning. The sequence-based classifier also experiences an increase of 46.47% across all species on averag e, where self-train ing and passive learning show 39.53% and 29.43% imp rovements, respectively. Finally, the developed sequence and expressionbased classifiers are integrated into a final confidence-based combined co-training classifier wh ich shows improved performance compared to each of the individual views. Considering the fact that we are using an absolute minimu m nu mber of labelled instances for classification (5 positive, 5 negative), these results demonstrate that mult i-view co-train ing is a highly effective approach for miRNA classification. This approach is expected to be particularly useful in cases where labelled training is scarce, such as for newly sequenced species that have yet to be thoroughly analyzed or annotated through costly web-lab experiments.
