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Résumé/Abstract i
Résumé
L’observation de la Terre par des systèmes d’acquisition d’images permet de suivre
l’évolution temporelle de phénomènes naturels tels que les séismes, les volcans ou les
mouvements gravitaires. Différentes techniques existent dont l’imagerie satellitaire, la pho-
togrammétrie terrestre et les mesures in-situ. Les séries temporelles d’images issues d’ap-
pareils photo automatiques (Time Lapse) sont une source d’informations en plein essor car
elles offrent un compromis intéressant en termes de couverture spatiale et de fréquence
d’observation pour mesurer les déplacements de surface de zones spécifiques. Cette thèse
est consacrée à l’analyse de séries d’images issues de la photographie terrestre et de l’ima-
gerie radar satellitaire pour la mesure du déplacement des glaciers Alpins. Nous nous inté-
ressons en particulier aux problèmes du traitement de Time Lapse stéréo pour le suivi d’ob-
jets géophysiques dans des conditions terrain peu favorables à la photogrammétrie. Nous
proposons une chaîne de traitement mono-caméra qui comprend les étapes de sélection au-
tomatique des images, de recalage et de calcul de champs de déplacement bidimensionnel
(2D). L’information apportée par les couples stéréo est ensuite exploitée à l’aide du logi-
ciel MICMAC pour reconstruire le relief et obtenir le déplacement tridimensionnel (3D).
Plusieurs couples d’images radar à synthèse d’ouverture (SAR) ont également été traités
à l’aide des outils EFIDIR pour obtenir des champs de déplacement 2D dans la géométrie
radar sur des orbites ascendantes ou descendantes. La combinaison de mesures obtenues
quasi-simultanément sur ces deux types d’orbites permet de reconstruire le déplacement
3D. Ces méthodes ont été mises en œuvre sur des séries de couples stéréo acquis par deux
appareils photo automatiques installés sur la rive droite du glacier d’Argentière et sur des
images du satellite TerraSAR-X couvrant le massif du Mont-Blanc. Les résultats sont pré-
sentés sur des données acquises lors d’une expérimentation multi-instruments menée en
collaboration avec l’IGN à l’automne 2013, incluant le déploiement d’un réseau de Géo-
cubes qui ont fournit des mesures GPS. Elles sont utilisées pour évaluer la précision des
résultats obtenus par télédétection proximale et spatiale sur ce type de glacier.
Mots-Clefs : Traitement de l’Information, Photogrammétrie, Imagerie Radar à Synthèse
d’Ouverture (RSO), Mesure de Déplacement, Reconstruction 3D, Glacier
Abstract
Earth observation by image acquisition systems allows the survey of temporal evo-
lution of natural phenomena such as earthquakes, volcanoes or gravitational movements.
Various techniques exist including satellite imagery, terrestrial photogrammetry and in-situ
measurements. Image time series from automatic cameras (Time Lapse) are a growing
source of information since they offer an interesting compromise in terms of spatial cove-
rage and observation frequency in order to measure surface motion in specific areas. This
PhD thesis is devoted to the analysis of image time series from terrestrial photography
and satellite radar imagery to measure the displacement of Alpine glaciers. We are parti-
cularly interested in Time Lapse stereo processing problems for monitoring geophysical
ii Résumé/Abstract
objects in unfavorable conditions for photogrammetry. We propose a single-camera pro-
cessing chain that includes the steps of automatic photograph selection, coregistration and
calculation of two-dimensional (2D) displacement field. The information provided by the
stereo pairs is then processed using the MICMAC software to reconstruct the relief and get
the three-dimensional (3D) displacement. Several pairs of synthetic aperture radar (SAR)
images were also processed with the EFIDIR tools to obtain 2D displacement fields in the
radar geometry in ascending or descending orbits. The combination of measurements ob-
tained almost simultaneously on these two types of orbits allows the reconstruction of the
3D displacement. These methods have been implemented on time series of stereo pairs ac-
quired by two automatic cameras installed on the right bank of the Argentière glacier and
on TerraSAR-X satellite images covering the Mont-Blanc massif. The results are presen-
ted on data acquired during a multi-instrument experiment conducted in collaboration with
the French Geographic National Institute (IGN) during the fall of 2013, with a network of
Géocubes which provided GPS measurements. They are used to evaluate the accuracy of
the results obtained by proximal and remote sensing on this type of glacier.
Key-Words : Information Processing, Photogrammetry, Synthetic Aperture Radar (SAR)
Imagery, Displacement Measurement, 3D Reconstruction, Glacier
Résumé/Abstract iii
Remerciements
Pour réaliser cette thèse, j’ai eu la chance d’obtenir une bourse de doctorat du VIED
(Vietnam International Education Development - Ministry of Education and Training) et
une bourse complémentaire du laboratoire LISTIC. J’aimerais remercier ces organismes.
Cette thèse est effectuée au sein du laboratoire LISTIC de l’Université de Savoie Mont
Blanc. Je remercie donc le laboratoire m’ayant accueilli dans ses locaux où j’ai passé ma
vie de doctorant. Je voudrais remercier tout particulièrement les secrétaires et l’équipe
technique pour leurs soutiens.
Je souhaite remercier Emmanuel Trouvé de m’avoir accueilli au sein du laboratoire
LISTIC, d’avoir accepté d’être mon directeur de thèse, d’avoir toujours pris le temps de
me donner des conseils et des remarques précieux. Grâce à ses qualités humaines et pro-
fessionnelles, j’ai pu mener correctement mes travaux de recherche.
Je tiens à remercier Flavien Vernier qui a accepté d’être co-directeur de ma thèse, qui
m’a toujours apporté de l’aide quand j’en avais besoin, de m’avoir encadrée avec patience
en donnant des réponses à mes questions dont des remarques positives qui m’ont beaucoup
encouragées.
Je tiens à remercier bien vivement Monsieur Jean-Marie NICOLAS, Professeur à Té-
lécom Paristech, pour m’avoir fait l’honneur d’accepter de présider le Jury de cette thèse,
ainsi que pour tous ses encouragements.
Je suis très honoré que Monsieur Marc PIERROT-DESEILLYGNY et Monsieur Laurent
POLIDORI aient accepté d’être les rapporteurs de mon travail de thèse. Je les remercie vi-
vement pour le temps qu’ils ont consacré à évaluer avec attention mon manuscrit.
Je remercie bien mes amis du laboratoire, grâce à eux, mon niveau de française a été
bien avancé . Merci à Abdellah, Fabien, Renaud, Yajing, Tibi, Fernanda, Ahmed, Nabil,
Liviu, Amaury, Hakam, Nicolas, Bastien, Ge, Mariem... qui font une partie importante de
ma vie pendant ces 4 ans. C’est eux qui ont partagé avec moi les moments difficiles, ainsi
que les moments heureux.
Je remercie évidemment l’équipe de Photogrammétrie et Télédétection à l’Université
des Mines et Géologies au Vietnam pour leurs soutiens.
Du côté personnel, je voudrais remercier mes parents, mes beaux parents, ma femme,
mon fils, ma sœur pour leurs soutiens pendant ces années. Sans leurs soutiens, je n’aurais
pas pu aboutir à ce que j’ai actuellement. Grâce à eux, j’ai pu surmonter une difficulté après
l’autre.

Table des matières
1 Introduction générale 1
1.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Structure du document . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Observation des glaciers par imagerie proximale et satellitaire 7
2.1 Sources d’informations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Images à partir d’appareils photo numériques automatiques . . . . 8
2.1.2 Images satellites . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.3 Données complémentaires . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Application à l’observation des glaciers . . . . . . . . . . . . . . . . . . . 27
2.2.1 Dynamique des glaciers . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 Risques glaciaires . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.3 Observation des glaciers . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3 Méthodologie 35
3.1 Time Lapse optique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.1 Préparation des données images . . . . . . . . . . . . . . . . . . . 36
3.1.2 Recherche du maximum de similarité . . . . . . . . . . . . . . . . 37
3.1.3 Sélection de l’image de référence et élimination des images inex-
ploitables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.4 Recalage des images . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.5 Mesure de déplacement en 2D . . . . . . . . . . . . . . . . . . . . 46
3.2 Stéréovision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2.1 Géométrie épipolaire . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.2 Rectification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.3 Reconstruction 3D . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 Time Lapse stéréo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 Mesure de déplacement dans les séries d’images radar . . . . . . . . . . . . 60
3.4.1 Une double information de déplacement . . . . . . . . . . . . . . . 60
3.4.2 Interférométrie radar . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4.3 Corrélation d’amplitude radar . . . . . . . . . . . . . . . . . . . . 64
3.4.4 Reconstruction du déplacement 3D par imagerie SAR . . . . . . . 67
3.4.5 Chaîne de traitement utilisée . . . . . . . . . . . . . . . . . . . . . 68
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
vi Table des matières
4 Résultats expérimentaux 73
4.1 Données expérimentales . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.1.1 Données des appareils photo . . . . . . . . . . . . . . . . . . . . . 75
4.1.2 Données satellitaires radar . . . . . . . . . . . . . . . . . . . . . . 78
4.1.3 Données complémentaires . . . . . . . . . . . . . . . . . . . . . . 80
4.2 Mesures obtenues par Time Lapse mono-caméra . . . . . . . . . . . . . . . 86
4.2.1 Déplacement 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3 Mesures obtenues par Time Lapse stéréo . . . . . . . . . . . . . . . . . . . 89
4.3.1 Reconstruction 3D . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.2 Calcul du déplacement 2D en mètre . . . . . . . . . . . . . . . . . 90
4.3.3 Calcul du déplacement 3D en mètre . . . . . . . . . . . . . . . . . 97
4.4 Mesures obtenues par imagerie radar . . . . . . . . . . . . . . . . . . . . . 100
4.4.1 Déplacement SAR 2D . . . . . . . . . . . . . . . . . . . . . . . . 100
4.4.2 Déplacement SAR 3D . . . . . . . . . . . . . . . . . . . . . . . . 107
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5 Conclusions et perspectives 113
A Le logciel MICMAC 117
A.1 Calibration de l’appareil photo . . . . . . . . . . . . . . . . . . . . . . . . 117
A.1.1 Tapioca . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
A.1.2 Tapas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
A.2 Conversation des coordonnées des points de contrôle . . . . . . . . . . . . 118
A.3 Points de contrôles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.3.1 Ajoute de points de contrôle initiaux . . . . . . . . . . . . . . . . . 119
A.3.2 Ajoute de tous les points de contrôle . . . . . . . . . . . . . . . . . 119
A.4 Création de modèles 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
A.4.1 Création d’un masque . . . . . . . . . . . . . . . . . . . . . . . . 120
A.4.2 Création de modèles 3D . . . . . . . . . . . . . . . . . . . . . . . 120
B Outils EFIDIR 121
B.1 Outils génériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
B.1.1 Découpe d’une image . . . . . . . . . . . . . . . . . . . . . . . . 121
B.1.2 Corrélation d’images . . . . . . . . . . . . . . . . . . . . . . . . . 122
B.1.3 Inversion 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.1.4 Différence d’images . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.2 Outils optiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
B.2.1 Recalage d’images . . . . . . . . . . . . . . . . . . . . . . . . . . 124
B.3 Outils SAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
B.3.1 Orthorectification SAR . . . . . . . . . . . . . . . . . . . . . . . . 124
B.4 Chaîne de traitements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Bibliographie 127
Table des matières vii
Notations utilisées de manière globale
A Les matrices sont notées en lettres droites majuscules
A−1 L’inverse de la matrice A
AT Transposée de la matrice A
[e]× La matrice antisymétrique 3x3 associée au vecteur e
u.v Produit scalaire des vecteurs u et v
u ∧ v Produit vectoriel des vecteurs u et v
Table 1 – Notations mathématiques
ed Point épipôle sur image droite
eg Point épipôle sur image gauche
Pd Matrice projection de l’image droite
Pg Matrice projection de l’image gauche
<0 ou O.XYZ Repère fixe de l’espace
<C ou C.xyz Repère camera
<c ou c.xy Repère image métrique
<o ou o.uv Repère image en pixel
{M}<0 = [X,Y,Z]T Coordonnées cartésiennes du point M exprimées dans le
repère<0
˜{M}<0 = [X,Y,Z, 1]T Coordonnées homogènes du point M exprimées dans le re-
père<0
{M}<c = [Xc,Yc,Zc]T Coordonnées cartésiennes du point M exprimées dans le
repère<c
˜{M}<c = [Xc,Yc,Zc, 1]T Coordonnées homogènes du point M exprimées dans le re-
père<c
{m}<c = [x, y, z]T Coordonnées cartésiennes du point m exprimées dans le
repère<c
˜{m}<c = [xc, yc, zc, 1]T Coordonnées homogènes du point m exprimées dans le re-
père<c
{m}<0 = [u, v]T Coordonnées cartésiennes du point m exprimées dans le
repère<0
˜{m}<0 = [u, v, 1]T Coordonnées homogènes du point m exprimées dans le re-
père<0
Table 2 – Notations spécifiques aux coordonnées
viii Table des matières
f Distance focale
αa Angle d’ouverture d’un pixel
ku Facteur d’échelle horizontal exprimé en pixels/mm
kv Facteur d’échelle vertical exprimé en pixels/mm
x0 Coordonnée x du point principal : intersection de l’axe optique
avec le plan image dans<c
y0 Coordonnée y du point principal : intersection de l’axe optique
avec le plan image dans<c
u0 Coordonnée u du point principal : intersection de l’axe optique
avec le plan image dans<o
v0 Coordonnée v du point principal : intersection de l’axe optique
avec le plan image dans<o
(uc, uv)T Coordonnées du point C dans<0
αu = ku. f Paramètre intrinsèque associé à ku
αv = kv. f Paramètre intrinsèque associé à kv
K Matrice des paramètres intrinsèques
T Matrice des paramètres extrinsèques
ou transformation rigide (rotation et translation) caractérisant la
transformation Objet / Caméra
F Matrice fondamentale d’un système stéréo
E Matrice escentielle d’un système stéréo
R Matrice de rotation
t Vecteur de translation
Aω Matrice de rotation selon X
Aϕ Matrice de rotation selon Y
Aκ Matrice de rotation selon Z
Table 3 – Notations spécifiques aux appareils photo
θS AR Angle d’incidence du radar
∆α Taille d’un pixel SAR au sol selon l’axe azimut
∆solLOS Taille d’un pixel SAR au sol selon l’axe range
∆LOS Taille d’un pixel SAR dans la géométrie SAR selon l’axe range
Table 4 – Notations spécifiques aux images radar
Table des figures
1.1 Installation des appareils photo en rive droite du glacier d’Argentière, 26
novembre 2012 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Photographie argentique . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Appareil photo numérique . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 CCD dans l’appareil photo . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Modèle sténopé d’un appareil photo . . . . . . . . . . . . . . . . . . . . . 11
2.5 SPOT1-7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Bandes du spectre électromagnétique . . . . . . . . . . . . . . . . . . . . . 17
2.7 Principe d’acquisition des images SAR (d’après [Fallourd 2011]) . . . . . 19
2.8 Effet de la pente sur la taille du pixel selon la direction LOS. En haut, par-
celle plane de sol de longueur ∆solLOS . En bas, raccourcissement ou dilatation
de la surface projetée en géométrie SAR en fonction de l’orientation de la
pente (d’après [Fallourd 2011]). . . . . . . . . . . . . . . . . . . . . . . . 21
2.9 Campagne de relevé de terrain par GPS sur le glacier d’Argentière en oc-
tobre 2006 dans le cadre du projet MEGATOR . . . . . . . . . . . . . . . . 23
2.10 Profil longitudinal (en rouge) et profil transversal (en bleu) de vitesse me-
surés par GPS sur le glacier d’Argentière (projet MEGATOR) . . . . . . . 24
2.11 Position de stations GPS permanentes, de coins réflecteurs et des deux ap-
pareils photo automatiques sur une image optique aéroportée (IGN 2008) . 24
2.12 Géocubes installés sur le glissement de terrain de Super-Sauze de la vallée
de l’Ubaye, Alpes-de-Haute-Provence. . . . . . . . . . . . . . . . . . . . . 25
2.13 Illustration d’un coin réflecteur installé sur le glacier d’Argentière en fé-
vrier 2007 et de sa visibilité dans une image SAR du satellite ENVISAT. . . 26
2.14 Schéma d’un glacier inspiré des schémas proposés dans les thèses de E.
Berthier [Berthier 2005] et de M. Schafer [Schafer 2007] . . . . . . . . . . 27
2.15 Risques associés à la barre de séracs du glacier de Taconnaz. Habitations
du hameau de Taconnaz 1) et route d’accès à Chamonix et au tunnel du
Mont Blanc 2) d’après [Fallourd 2012] . . . . . . . . . . . . . . . . . . . . 28
2.16 Aperçu des vitesses des glaciers à travers le centre de Karakoram du Pa-
kistan à partir des images du satellite ASTER du 26 juillet 2006 au 27 juin
2007 (d’après [Copland 2009]). . . . . . . . . . . . . . . . . . . . . . . . . 30
2.17 Champ de déplacement calculé par interférométrie SAR à partir de données
ERS Tandem (1 jour d’intervalle) sur les glaciers d’Argentière et de la Mer
de Glace. Résultat orthorectifié incrusté sur une image optique aéroportée
(IGN 2004) d’après [Trouvé 2007]. . . . . . . . . . . . . . . . . . . . . . . 31
2.18 Module du déplacement 2D estimé par corrélation d’amplitude incrusté
dans l’amplitude SAR ortho-rectifié ; (a) à partir du couple d’images TerraSAR-
X ascendantes du 16/08/2009 au 27/08/2009 ; (b) à partir du couple d’images
TerraSAR-X descendantes du 14/08/2009 au 25/08/2009 (d’après [Fallourd 2012]). 32
x Table des figures
2.19 Module du champ de déplacement 3D obtenu par inversion des résultats de
déplacement 2D à partir des couples d’images TerraSAR-X descendantes
(14-25/08/2009) et ascendantes (16-27/08/2009), incrusté dans une image
optique aéroporté (IGN 2008)(d’après [Fallourd 2012]). . . . . . . . . . . . 33
3.1 Chaîne de traitement permettant d’estimer le champ de déplacement 2D. . . 37
3.2 Corrélation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Chaîne de recalage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 Représentation de la projection V2D du vecteur déplacement sol V3D . . . 47
3.5 Quand on considère une seule image, le point m est la projection du point
M de l’espace, mais il est aussi la projection de Q (3.5a). En utilisant une
paire d’images, l’ambiguïté disparait et il devient possible de retrouver la
troisième dimension (3.5b). . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.6 Géométrie épipolaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.7 Exemples de mire de calibrage de caméra . . . . . . . . . . . . . . . . . . 53
3.8 Example de rectification d’image. . . . . . . . . . . . . . . . . . . . . . . 54
3.9 Mˆ minimise la distance à dg et dd. . . . . . . . . . . . . . . . . . . . . . . 55
3.10 Mˆ intersection de dˆg et dˆd. . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.11 Chaîne de traitement pour calculer la position des points en 3D . . . . . . . 56
3.12 Chaîne de traitement pour créer un modèle 3D par le logiciel MICMAC . . 57
3.13 Chaîne de traitement permettant d’estimer le champ de déplacement 3D
dans la géométrie caméra par différence de profondeurs . . . . . . . . . . . 58
3.14 Chaîne de traitement permettant d’estimer le champ de déplacement 3D
dans la géométrie sol par différence des nuages de points . . . . . . . . . . 61
3.15 Configuration géométrique d’acquisition d’une image maître et d’une image
esclave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.16 Projection 2D SAR (d’après [Fallourd 2012]) . . . . . . . . . . . . . . . . 66
3.17 Projection du vecteur déplacement sol V3D (d’après [Fallourd 2012]) . . . . 68
3.18 Chaîne de traitement des images SAR permettant de calculer des champs
de déplacement 2D en géométrie radar et 3D par combinaison de résultats
obtenus sur des orbites ascendantes et descendantes. . . . . . . . . . . . . 70
4.1 Localisation du glacier d’Argentière dans le massif du Mont Blanc sur une
carte Google Earth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Appareils photo automatiques installés sur la rive droite du glacier d’Ar-
gentière et positionnement d’un des Géocubes. . . . . . . . . . . . . . . . 75
4.3 Chute de séracs de Lognan (photo Luc Moreau) . . . . . . . . . . . . . . . 76
4.4 Photos acquises par les deux appareils photo installés sur la rive droite du
glacier d’Argentière . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.5 Perturbations sur les prises de photos . . . . . . . . . . . . . . . . . . . . 77
4.6 Images TerraSAR-X acquises entre le 21/10/2013 et le 14/11/2013 et les
photos acquises entre le 13/09/2013 et le 07/11/2013. . . . . . . . . . . . . 78
4.7 Modèle numérique de terrain final pour l’année 2013 obtenu à partir des
paires du 01/02/2013, 21/10/2013, 12/11/2013, d’après [Millan 2014] . . . 79
Table des figures xi
4.8 Différences d’élévation entre un MNT TanDEM-X (Oct. 2013) et le MNT
de référence SRTM (2010) au niveau des zones englacées. Cette diffé-
rence est superposée sur le MNT IGN de 2008 affiché en relief ombragé
(d’après [Millan 2014]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.9 Positions du glacier d’Argentière (massif du Mont Blanc) dans les images
TerraSAR-X. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.10 Composition colorée Rouge(23/10/2013)-Vert(03/11/2013)-Bleu(14/11/2011)
des données TerraSAR-X ascendantes sur la zone de Lognan. . . . . . . . 82
4.11 Les cônes de chantier sur les deux images. Ils servent de points de géoré-
férencement pour les traitements optiques. . . . . . . . . . . . . . . . . . . 82
4.12 Coins réflecteurs installés sur la rive droite (CR1, diagonale = 210cm) et
sur le glacier (CR2, diagonale=70cm) . . . . . . . . . . . . . . . . . . . . 83
4.13 Visibilité des coins réflecteurs sur la composition colorée des 3 images
TerraSAR-X ascendantes orthorectifiées Rouge(23/10/2013)-Vert(03/11/2013)-
Bleu(14/11/2011). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.14 Un des Géocubes installés sur le glacier d’Argentière, avec son panneau
solaire au-dessus de cônes destinés au suivi photogrammétrique. . . . . . . 84
4.15 Positions des Géocubes sur le glacier d’Argentière. . . . . . . . . . . . . . 85
4.16 MNT IGN de 2008 (4m). . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.17 Image de la série gauche et droite le 20/09/2013 avec les positions des 6
imagettes qui sont illustrées par les rectangles rouges de chaque image. . . 86
4.18 Pourcentage des imagettes utilisables entre le 13/09/2013 et le 07/11/2013. . 87
4.19 Déplacement en pixel du glacier sur la série droite à partir de l’image du
19/09/2013, (a) sur 1 jour (20/09/2013), (b) sur 5 jours (23/09/2013) . . . . 88
4.20 Ortho-projection de la reconstruction 3D du glacier à partir d’un couple
stéréo selon le point de vue de la caméra gauche. . . . . . . . . . . . . . . 89
4.21 Reconstruction 3D du glacier d’Argentière à partir d’un couple stéréo selon
le plan image droite. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.22 Déplacement en mètre du glacier sur la série droite à partir de l’image du
19/09/2013, (a) sur 1 jour (20/09/2013), (b) sur 5 jours (23/09/2013) . . . . 91
4.23 Vitesse en mètre par jour du Géocube 1006 obtenue par son GPS interne
pendant les 55 jours de la campagne d’expérimentation multi-instruments . 92
4.24 Vitesse en mètre par jour du Géocube 1006 obtenue par son GPS interne
pendant 20 jours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.25 La vitesse de la zone du Géocube 1006 calculée par corrélation d’images
pendant 55 jours à 1, 2 et 3 jours d’intervalle. . . . . . . . . . . . . . . . . 94
4.26 La vitesse de la zone du Géocube 1006 calculée par corrélation d’images
pendant 20 jours à 1, 2 et 3 jours d’intervalle. . . . . . . . . . . . . . . . . 95
4.27 Profils transversaux au niveau des 2 lignes de Geocubes. Déplacement à
11 jours du 20/09/2013 au 01/10/2013 mesurées par GPS et par l’appareil
photo gauche avec la carte profondeur calculée par stéréo . . . . . . . . . . 96
4.28 Composition colorée calculée à partir de deux modèles 3D à l’intervalle de
déplacement à 7 jours . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.29 Profil transversal de l’amplitude de la vitesse 3D de la ligne de GPS en amont 98
xii Table des figures
4.30 Profil longitudinal de l’amplitude de la vitesse de déplacement 3D . . . . . 98
4.31 Chaîne de traitement d’image SAR permettant d’estimer le champ de dé-
placement 3D par corrélation d’amplitude à partir de couples acquis sur
des trajectoires ascendantes et descendantes. . . . . . . . . . . . . . . . . 101
4.32 Déplacement 2D calculé avec le couple TerraSAR-X ascendant du 23/10/2013-
03/11/2013 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.33 Profils transversaux de vitesse 2D mesurés sur couples TerraSAR-X as-
cendants du 23/10/2013-03/11/2013 le long des deux lignes des Géocubes
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.34 Déplacement 2D calculé avec le couple TerraSAR-X descendant (21/10/2013-
12/11/2013) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.35 Résultats de l’inversion du déplacement 3D (module en m/j) obtenus en
combinant les résultats 2D des couples ascendants (à 11 jours, à 22 jours
ou les 2 deux) et du couple descendant à 22 jours. . . . . . . . . . . . . . . 107
4.36 Profil longitudinal de vitesse 3D calculé sur la partie inférieure du glacier
d’Argentière à partir des deux couples TerraSAR-X (ascendant du 23/10-
03/11/2013 et descendant du 21/10-12/11/2013). . . . . . . . . . . . . . . . 109
4.37 Profils transversaux de vitesse 3D (module) calculés sur la partie inférieure
du glacier d’Argentière à partir des deux couples TerraSAR-X (ascendant
du 23/10-03/11/2013 et descendant du 21/10-12/11/2013). . . . . . . . . . 109
4.38 Profils transversaux de vitesse 3D (module) calculés sur la partie inférieure
du glacier d’Argentière à partir des données SAR et optiques. . . . . . . . . 111
4.39 Profil longitudinal de vitesse 3D calculé sur la partie inférieure du glacier
d’Argentière à partir des données SAR et optiques. . . . . . . . . . . . . . 111
Liste des tableaux
1 Notations mathématiques . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
2 Notations spécifiques aux coordonnées . . . . . . . . . . . . . . . . . . . . vii
3 Notations spécifiques aux appareils photo . . . . . . . . . . . . . . . . . . viii
4 Notations spécifiques aux images radar . . . . . . . . . . . . . . . . . . . . viii
2.1 Caractéristiques de quelques satellites optiques. . . . . . . . . . . . . . . . 16
2.2 Tableau des principaux satellites SAR civils classés selon la date de leur
lancement. (? constellation de 4 satellites à usage dual : civil et militaire) . 17
2.3 Caractéristiques du satellite et du capteur TerraSAR-X . . . . . . . . . . . 18
4.1 Coordonnées des appareils photo installés sur la rive droite du glacier d’Ar-
gentière . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Caractéristiques des appareils photo numériques automatiques HR installés
sur la rive droite du glacier d’Argentière. . . . . . . . . . . . . . . . . . . . 76
4.3 Caractéristiques des images TerraSAR-X stripmap simple polarisation (HH)
commandées dans le cadre du projet EFIDIR. Les dimensions de pixels
correspondent aux valeurs données dans les fichiers xml accompagnant les
images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Comparaison des erreurs de déplacement 2D optique et GPS sur la ligne
Géocube en amont . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.5 Comparaison des erreurs de déplacement 2D optique et GPS sur la ligne
Géocube en aval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.6 Comparaison des déplacements 2D mesurés (en m/j) sur les trois coins
réflecteurs (CR1 fixe, CR2 et CR3 mobiles) dans les données SAR et la
projection des déplacements GPS issus des Géocubes installés à proximité. 106
4.7 Résultats de déplacement 3D calculés sur la zone des coins réflecteurs à
partir d’un couple ascendant à 11 jours et un couple descendant à 22 jours,
comparaisons avec les mesures GPS effectuées en début d’expérimentation. 110

Chapitre 1
Introduction générale
Sommaire
1.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Structure du document . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1 Contexte
Au cours des 40 dernières années, les moyens d’observation de la Terre ont beaucoup
augmenté avec le développement de l’imagerie satellitaire optique et radar, l’arrivée des
systèmes de positionnement globaux (GPS) et les progrès des appareils photographiques
numériques qui peuvent être utilisés comme sources d’informations. Ces moyens se déve-
loppent en réponse à une attente de plus en plus forte pour surveiller, mesurer et modéliser
les phénomènes naturels tels que les tremblements de terre, les volcans, les feux de forêt,
les glissements de terrain, l’érosion des sols, la fonte des glaces...
L’étude de la fonte des glaciers suscite un intérêt particulier en raison du réchauffe-
ment de la Terre car on peut considérer le recul des glaciers et la variation de leur vitesse
d’écoulement comme un indicateur du changement climatique. Des enjeux plus locaux
motivent également l’observation des glaciers. D’une part, plusieurs catastrophes ont été
provoquées par des glaciers de montagne (ruptures de poches d’eau subglaciaires, ava-
lanches liées à des chutes de séracs...). La surveillance de leur évolution peut servir à la
prévention des risques d’origine glaciaire pour les activités humaines dans les vallées en-
vironnantes. D’autre part, la fonte des glaciers menace les ressources en eau douce dans
certaines régions et peut avoir des conséquences économiques au niveau de la production
d’électricité et de l’activité touristique.
Il y a plusieurs sources d’informations pour étudier la dynamique des glaciers, en par-
ticulier la télédétection, la photogrammétrie ou les mesures effectuées directement sur la
surface. Pour les glaciers de montagne, le climat rigoureux et les difficultés d’accès en-
couragent à l’utilisation des données de télédétection. Le terme « télédétection » recouvre
non seulement des données satellitaires, mais aussi des données aériennes (photogrammé-
trie aérienne, images radar aéroportées, campagne lidar...) et des données de télédétection
proximale (photogrammétrie terrestre, scan laser...). Grâce aux lancements successifs de
satellites d’observation de la Terre qui fournissent des images de plus en plus fréquentes et
de mieux en mieux résolues, l’utilisation des données satellitaires est en plein essor. Elle
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permet de suivre des évolutions sans avoir à aller directement sur le site et y retourner régu-
lièrement pour collecter des mesures in situ. Un des avantages des données satellitaires est
de fournir une couverture spatio-temporelle conséquente : une image satellitaire peut cou-
vrir simultanément plusieurs glaciers voire tout un massif selon la résolution souhaitée. La
couverture complète d’une chaîne telle que les Alpes ou l’Himalaya est également possible
en quelques jours en utilisant plusieurs orbites. Dans le domaine de l’imagerie satellitaire,
il existe principalement deux types d’images : les images optiques et les images radar à
synthèse d’ouverture (SAR : Synthetic Aperture Radar). L’utilisation d’images radar per-
met de compléter l’imagerie optique en surmontant les inconvénients tels que la nécessité
d’éclairement solaire suffisant ou la présence de nuages.
En parallèle, avec le développement rapide des produits de haute technologie, les ap-
pareils photo numériques automatiques peuvent être utilisés avec un faible coût pour les
appareils grand public. La photographie terrestre offre les avantages de la télédétection
proximale. Comparée avec l’utilisation des données satellitaires, elle permet d’augmenter
la fréquence d’acquisition des images : plusieurs images par jour ou par heure si besoin.
Selon la configuration des lieux, elle est capable de fournir une couverture spatiale dense
d’une zone ciblée qui nécessite une surveillance particulière. Elle offre ainsi un bon com-
promis entre les images satellites et les mesures in situ généralement ponctuelles et parfois
difficiles à réaliser dans les zones à risque (zones crevassées, chute de séracs...). Dans le
domaine de la photogrammétrie, les appareils photo numériques sont désormais employés
pour de nombreuses applications. Cependant, il n’y a pas beaucoup d’étude réalisée pour
observer des glaciers en haute montagne par photographie terrestre.
1.2 Objectifs
Ces travaux de thèse s’inscrivent dans ce contexte de l’observation des glaciers Alpins
par télédétection proximale et satellitaire. Ils ont pour objectif d’utiliser ou développer des
méthodes de traitement d’images pour mesurer le déplacement de surface de glaciers à
partir de séries de photographies (Time Lapse) terrestres stéréo et de couples d’images sa-
tellitaires radar. Ils s’appuient sur des travaux réalisés précédemment au sein du laboratoire
d’accueil, le LISTIC 1, notamment dans le cadre du projet ANR EFIDIR 2. La thèse de
Renaud Fallourd [Fallourd 2012] avait en particulier permis de mettre au point les outils
nécessaires au calcul de champs de déplacement par corrélation d’images optiques ou ra-
dar, en exploitant les premières données du satellite TerraSAR-X et une série d’images ac-
quises par un appareil photo numérique automatique installé par le glaciologue Luc Moreau
à proximité du glacier d’Argentière. Cet appareil était initialement destiné à la surveillance
de l’écoulement d’eau sous la chute de séracs de Lognan.
Dans le cadre de cette thèse, nous avons principalement cherché à développer cette
source d’informations et les méthodes de traitement nécessaires à son exploitation. Pour
1. LISTIC : Laboratoire d’Informatique, Systèmes, Traitement de l’Information et de la Connaissance,
http ://www.polytech.univ-savoie.fr/listic
2. Projet EFIDIR : Extraction et Fusion d’Informations pour la mesure de Déplacement par Imagerie Radar,
ANR Masse de Données et COnnaissances 2008-2012, http ://www.efidir.fr
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Figure 1.1 – Installation des appareils photo en rive droite du glacier d’Argentière, 26
novembre 2012
cela, nous avons effectué l’installation de deux nouveaux appareils photo automatiques
en rive droite du glacier d’Argentière (cf. figure 1.1). Cette nouvelle installation devrait
permettre d’atteindre plusieurs objectifs.
– Le premier objectif est d’exploiter les Time Lapse fournis par chacun des appareils
pour calculer des champs de déplacement bidimensionnels (2D) sur une zone plus
importante couvrant la chute de séracs et le glacier sur environ 1 km2 en amont. Cet
objectif en apparence « simple » nécessite cependant la mise au point d’une chaîne
de traitement 2D pour effectuer automatiquement le traitement de séries d’images en
incluant des tâches non triviales telles que la sélection automatique des images ex-
ploitables, le choix d’une image « de référence », le recalage et le calcul des champs
de déplacements dans le plan image de chacun des appareils.
– Le second objectif est d’utiliser la configuration stéréoscopique pour reconstruire des
modèles numériques de la surface du glacier à partir des acquisitions simultanées des
deux appareils. Le problème de la reconstruction stéréo est en lui-même bien connu,
mais sa réalisation dans un contexte très différent de celui de la robotique ou de
la photographie multi vues de bâtiments est néanmoins source de problèmes. Pour
cette étape, nous avons utilisé le logiciel MICMAC développé par l’IGN et testé la
possibilité d’effectuer cette reconstruction à partir de seulement deux appareils et
quelques points de contrôles en subissant les contraintes des conditions expérimen-
tales (appareils grand publics, fortes variations thermiques, atmosphériques...).
– Le troisième objectif est de mettre au point et tester une méthode de traitement des
« Time Lapse Stéréo » pour calculer les champs de déplacements 3D en combinant
les résultats de l’analyse « temporelle » monoscopique et l’information stéréosco-
pique. Cet objectif peut être atteint par différentes stratégies de traitement, mais leur
mise en œuvre dépend fortement des incertitudes qui affectent les résultats précé-
dents.
Parallèlement au développement de ces mesures de déplacement par photographie ter-
restre, nous avons poursuivi l’exploitation des données satellitaires radar en traitant de nou-
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veaux couples d’images du satellite TerraSAR-X. Ces images ont été acquises sur le site
test Chamonix Mont-Blanc à l’occasion d’une expérimentation « multi-instruments » me-
née en collaboration avec l’IGN à l’automne 2013. Cette campagne de mesure a eu comme
objectif d’acquérir simultanément sur une même zone du glacier d’Argentière :
– des données in situ à l’aide d’un réseau d’une douzaine de « Géocubes » enregistrant
leur position GPS, système développé dans la thèse de Lionel Benoit [Benoit 2014a],
– des données proximales à l’aide de nos deux appareils photo automatiques installés
à environ 500 m en rive droite,
– des données satellitaires radar avec l’acquisition de trois images TerraSAR-X sur
une orbite ascendante et deux couples TanDEM-X sur une orbite descendante,
– une donnée satellitaire optique avec une acquisition Pléiade HR (triplet stéréo),
– une mesure de déplacement basale grâce au cavitomètre et un extensomètre installés
par Luc Moreau sous le glacier grâce aux galeries destinées au captage d’eau situées
sous la chute de séracs de Lognan.
Dans le cadre de cette thèse, nous avons contribué à cette expérimentation à travers
l’analyse des données images, photogrammétriques et satellitaires radar. Nous avons ainsi
exploité la chaîne de traitement EFIDIR pour calculer des champs de déplacement 2D (dans
le plan image SAR) dans chacune des configurations (ascendante et descendante), et égale-
ment des champs de déplacement 3D (Est, Nord, Up) par combinaison des résultats. Notre
objectif est ici d’une part de maîtriser les étapes du traitement SAR, dont certaines s’ap-
puient les mêmes outils que les traitements photogrammétriques, et d’autre part, d’évaluer
l’ensemble des résultats obtenus à partir photographie terrestre et par imagerie satellitaire
radar en effectuant des comparaisons avec les mesures GPS.
1.3 Structure du document
La suite de ce manuscrit de thèse comporte trois chapitres principaux et une conclusion
générale, suivis de deux annexes.
Dans le chapitre 2, nous introduisons les principales sources informations pour l’ob-
servation de la Terre et leur application pour la surveillance des glaciers. Les principales
sources d’informations utilisables sont présentées et classées en trois catégories compre-
nant la photographie terrestre, les images satellitaires (optique et radar) et les données
complémentaires : les données GPS et les modèles numériques de terrain (MNT). Nous
introduisons notamment la modélisation et la géométrie d’un appareil photo. Dans le do-
maine des données satellitaires, nous rappelons les principales sources de données issues de
capteurs passifs (optique) et actifs (radar). Puis, nous développons le principe de l’imagerie
SAR et sa géométrie spécifique qui conditionne les mesures de déplacement. L’utilisation
de ces données pour observer les glaciers est abordée dans la deuxième partie de ce cha-
pitre. Nous y présentons quelques éléments caractéristiques de la dynamique des glaciers
Alpins et des risques d’origine glaciaire et mentionnons certains travaux dédiés à leur ob-
servation.
Dans le chapitre 3, nous présentons la méthodologie de traitement qui permet de mesu-
rer des déplacements de surface à partir de ces deux sources d’informations. Deux chaînes
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de traitement complètes sont présentées qui correspondent aux données optiques acquises
par deux appareils photo et aux images radar. Pour les données issues des appareils photo,
nous présentons les principes des méthodes existantes et les traitements proposés en trois
étapes. Nous détaillons tout d’abord le traitement mono caméra (Time Lapse optique) qui
permet de calculer des déplacements 2D en pixel dans le plan image. Nous nous intéressons
ensuite à l’utilisation de plusieurs images prises de deux (ou plus) points de vue différents
pour retrouver l’information de relief (configuration stéréo ou multi géométrie), étape réa-
lisée par le logiciel MICMAC. Les cartes de profondeur obtenues par stéréo permettent de
retrouver la distance de l’appareil photo à la surface de l’objet et convertir les déplacements
2D pixeliques, en déplacements 2D métriques. Enfin à partir des deux ou plusieurs modèles
3D, nous évoquons comment utiliser les séries temporelles de couples stéréo (Time Lapse
optiques stéréo) pour obtenir des résultats de déplacements 3D entre deux dates différences.
L’autre source d’information traitée au cours de cette thèse est l’imagerie satellitaire radar.
Nous présentons dans la dernière partie de ce chapitre les traitements qui permettent de
mesurer le déplacement 2D dans une géométrie donnée (orbite ascendante ou descendante)
et de reconstruire le déplacement 3D lorsque les deux géométries sont disponibles quasi
simultanément.
Le chapitre 4 est consacré aux résultats obtenus avec les deux sources d’informations
(photographie terrestre et imagerie radar satellitaire) et les traitements présentés au chapitre
précédent. Il commence par la présentation du site du glacier d’Argentière et des données
utilisées pour calculer des déplacements lors d’une campagne de mesure menée en collabo-
ration avec l’IGN à l’automne 2013. Cette campagne a permis d’acquérir pendant 55 jours
des couples stéréo toutes les trois heures et des données GPS continues avec les Géocubes
sur des cibles : des cônes et des coins réflecteurs. Nous appliquons d’abord la méthode
de mesure de déplacement par maximum de similarité sur des couples d’images des deux
appareils photo et les couples d’images radar du satellite TerraSAR-X. Avec la photogra-
phie terrestre, la position de la surface est ensuite obtenue à l’aide de logiciel MICMAC
et utilisée soit pour obtenir des résultats de déplacement 2D métriques, soit pour calculer
le déplacement 3D. Avec l’imagerie radar, les déplacements 2D peuvent être directement
évalués dans la géométrie radar, ou combinés après orthorectification pour avoir un dépla-
cement 3D. Nous présentons et illustrons l’ensemble de ces résultats. Les déplacements
obtenus par les séries d’images sont comparés avec les vérités terrains fournies par les
GPS au niveau des coins réflecteurs et le long de profils transversaux et longitudinaux qui
permettent d’estimer la précision et les erreurs des résultats obtenus.
Le dernier chapitre dresse un bilan de ces travaux et des perspectives qu’il serait in-
téressant d’explorer. Les deux annexes qui terminent le manuscrit décrivent les principes
des deux ensembles logiciels utilisés en complément de la chaîne de traitement proposée :
MICMAC pour la reconstruction photogrammétrique et les EFIDIR-Tools pour la mesure
de déplacement par imagerie radar.
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imagerie proximale et satellitaire
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Dans ce chapitre, nous présentons plusieurs sources d’informations qui peuvent être
utilisées pour observer les glaciers et en particulier mesurer leur déplacement de surface.
Nous détaillons principalement deux types de données : d’une part les données « proxi-
males » issues d’appareils photographiques numériques qui permettent d’acquérir des ima-
ges répétées sur des zones d’intérêt ciblées, et d’autre part les données satellitaires optiques
ou radar qui fournissent des images de l’ensemble d’un ou plusieurs glaciers d’un mas-
sif. Chacune de ces sources d’informations a des avantages et des inconvénients dans le
contexte de l’observation des glaciers dont les caractéristiques et les enjeux sont ensuite
rappelés.
2.1 Sources d’informations
À l’heure actuelle, plusieurs sources d’informations sont disponibles pour surveiller,
mesurer ou donner des indicateurs d’évolutions à la surface de la Terre (changement d’oc-
cupation du sol, déformation de surface...). Ces données peuvent provenir de la télédé-
tection (remote sensing) spatiale ou aéroportée, de mesures in situ acquises au contact de
l’objet observé (GPS, balises, Ground Penetrating Radar...), ou de mesures proximales réa-
lisées par des instruments installés à proximité de la zone d’intérêt (appareils photo, laser
scan, Ground Based SAR...).
Grâce au développement des techniques spatiales et aux lancements successifs de sa-
tellites d’observation de la Terre, on peut récupérer et exploiter beaucoup d’informations
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pour suivre l’évolution de phénomènes géophysiques tels que les failles, les volcans, les
mouvements gravitaires... Parmi ces sources d’informations, on trouve en premier lieu les
images des satellites optiques et radar (RSO, Radar à Synthèse d’Ouverture, ou SAR, Syn-
thetic Aperture Radar, en anglais). Elles permettent de mesurer le déplacement d’objet
avec une haute précision sur de larges zones à intervalle de temps régulier. Les images
SAR sont capables de suivre une zone de déformation de la Terre de jour comme de nuit et
dans toutes les conditions météo. Cependant, leur faible répétitivité, plusieurs jours entre
2 acquisitions, leur coût pour la plupart des satellites et la complexité des traitements, sont
les principaux inconvénients de ces données.
Pour obtenir des vérités terrains en positionnement et déplacement, la principale source
d’information est aujourd’hui le système GPS (Global Positioning System). Son avantage
est de donner des mesures ponctuelles in situ très précises. Cependant, cette technique peut
être couteuse, voire dangereuse notamment lors d’une installation et du maintien de stations
GPS dans des zones à risque ou difficiles d’accès telles que les glaciers.
Le développement rapide des appareils photo numériques permet de chercher une al-
ternative diminuant ces inconvénients. L’installation d’un système photogrammétrique à
proximité de l’objet étudié permet d’observer son évolution à moindres frais. Ceci intéresse
tout particulièrement la communauté des géosciences pour observer des zones qui évoluent
telles que les rivières, les glaciers, les glissements de terrain... Cependant, ce système n’est
pas capable de prendre des images par tous les temps.
Dans cette section, on se propose de présenter différentes sources d’informations dis-
ponibles pour l’observation de la Terre. Ces sources d’informations peuvent être classées
en trois catégories. La première catégorie correspond aux photos numériques automatiques
prises de différents points de vue. La deuxième catégorie est constituée d’images satelli-
taires (optiques et radar). La troisième catégorie représente les mesures in situ qui contri-
buent à des bases de données complémentaires.
2.1.1 Images à partir d’appareils photo numériques automatiques
Avant l’arrivée de la photographie numérique, la photographie analogique (ou la pho-
tographie argentique) est une technique qui implique l’action de la lumière sur un support
pelliculaire. Elle permet à l’aide d’un film sensible à la lumière (cf. figure 2.1) d’obtenir
une photo par exposition. Le film (pellicule) est alors développé puis généralement tiré sur
papier. Grâce à la formidable avancée technologique de ces dernières années, la photogra-
phie analogique a été remplacée par la photographie numérique.
2.1.1.1 Appareils photo numériques
Un appareil photo numérique, grâce aux techniques de photogrammétrie, est un ins-
trument de télédétection proximal. L’appareil photo étant un système passif, il a besoin
d’une source de lumière. La photographie numérique est un enregistrement digitalisé des
informations lumineuses capturées par l’appareil.
Lorsque la lumière réfléchie par l’élément à photographier passe au travers de l’objectif
et du diaphragme, l’image est capturée par le capteur d’image numérique (cf. figure 2.2). Ce
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Figure 2.1 – Photographie argentique
Figure 2.2 – Appareil photo numérique
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système optique est composé d’un système de plusieurs lentilles qui permet de focaliser la
lumière. Puis, le diaphragme contrôle la quantité de lumière qui va atteindre le capteur. Des
ondes lumineuses vont arriver sur l’obturateur. C’est un élément mécanique qui s’ouvre
pour laisser passer la lumière pendant une certaine durée. Ensuite, les ondes lumineuses
atteignent le capteur (CCD ou CMOS) qui est constitué de photos éléments disposés sous
forme de matrice. La taille du capteur en nombre de photo-éléments donne la taille et la
résolution de l’image numérique. La quantité de lumière accumulée par les photo-éléments
génèrent des signaux analogiques qui sont numérisés. Enfin, ces signaux numérisés sont
enregistrés par la carte mémoire pour stocker l’image numérique.
Deux grandes familles de capteurs existent : les CCD 1 et les CMOS 2. Le CCD est
théoriquement plus cher, mais de meilleure qualité que le CMOS, cependant la différence
de qualité est très faible. Les CCD (cf. figure 2.3) existent encore sur les marchés des
appareils compacts. Les appareils reflex les plus courants quant à eux l’ont délaissé et
utilisent majoritairement des capteurs CMOS.
Figure 2.3 – CCD dans l’appareil photo
2.1.1.2 Modélisation et géométrie
Pour représenter la modélisation géométrique d’un appareil photo ou d’une caméra 3,
le modèle sténopé est souvent utilisé. Ce modèle est un modèle simplifié de l’appareil
photo. Le modèle sténopé représente une projection perspective. Ce modèle transforme un
point M dans l’espace 3D en un point m de coordonnées 2D dans l’image. Le point m est
l’intersection du rayon de projection (ou ligne de vue) et du plan image. Ce rayon est la
ligne entre le centre optique du système et le point 3D M.
Le modèle est défini par les repères suivants :
– <O = O.XYZ : le repère objet ou monde ou encore repère absolu ou global ; tous les
points en 3D sont définis dans celui-ci.
– <C = C.xyz : le repère caméra dont l’origine est le centre de projection et l’axe des z
est l’axe optique. Les axes x et y sont choisis comme étant parallèles au plan image et
1. Charge Coupled Device
2. Complementarity metal-oxide-semiconductor
3. on utilisera par la suite indifféremment « appareil photo » ou « caméra » par francisation du mot anglais
« camera »
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Figure 2.4 – Modèle sténopé d’un appareil photo
perpendiculaires entre eux. En plus, les axes choisis sont alignés avec les pixels. Par
convention, le repère caméra aura le centre de projection pour origine, l’axe optique
étant l’axe des z et le plan image se trouvant à z = f , où f est la distance focale de la
caméra.
– <c = c.xy : le repère capteur (plan rétinien) qui définit un repère 2D pour le plan
image en coordonnées métriques. Son origine est le point principal : le centre de
l’image c. Ses axes x et y sont parallèles aux axes x et y du repère caméra. Le repère
capteur peut être vu comme la projection orthogonale du repère caméra.
– <o = o.uv : le repère image ; c’est le repère 2D du plan image en coordonnées
pixeliques dont l’origine est en haut à gauche de l’image. L’axe u représente l’indice
des colonnes de l’image (de gauche à droite) et l’axe v l’indice des lignes de l’image
(généralement de haut en bas).
L’ensemble de ces repères permettront de détailler la transformation de tout point 3D
dans le repère monde en point 2D dans le repère image en pixel.
Utilisation des coordonnées homogènes
En vision par ordinateur, on utilise souvent les coordonnées homogènes [Faugeras 1993b],
[Faugeras 2001], [Hartley 2003]. Il y a plusieurs avantages à utiliser ces coordonnées. Elles
permettent de représenter des coordonnées dans l’espace projectif et d’exprimer le modèle
sténopé par une relation linéaire.
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Un point 2D de l’espace euclidien
m =
(
x
y
)
en coordonnées cartésiennes est défini dans l’espace projectif par
m =

wx
wy
w

en coordonnées homogènes avec w , 0. Un point 3D de l’espace euclidien
M =

x
y
z

en coordonnées cartésiennes est défini dans l’espace projectif par
M =

wx
wy
wz
w

en coordonnées homogènes avec w , 0. Pour des raisons de simplification, w est initiale-
ment affecté à 1.
Changement de repère : du point 3D à ses coordonnées pixeliques
– Transformation entre le repère monde et le repère caméra
Comme indiqué sur la figure 2.4, la transformation Objet/Caméra représente une
transformation entre le repère du monde<O et le repère caméra<C . La transforma-
tion Objet/Caméra se compose d’une rotation R et d’une translation t. Cette trans-
formation dépend des paramètres extrinsèques de la caméra, c’est à dire la position
et l’orientation de la caméra dans l’espace de la prise de vue <O. Soit [X,Y,Z, 1]T
les coordonnées homogènes du point M exprimées dans le repère objet. Ces coor-
données [XC ,YC ,ZC , 1]T dans le repère camera sont données par la transformation
T : 
XC
YC
ZC
1
 = R

X
Y
Z
1
 + t =
(
R t
0T 1
) 
X
Y
Z
1
 = T

X
Y
Z
1
 (2.1)
Ici, t est le vecteur de translation : t=

tx
ty
tz

et R est la matrice rotation : R = Aκ.Aϕ.Aω=

r11 r12 r13
r21 r22 r23
r31 r32 r33

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où
Aω =

1 0 0
0 cosω − sinω
0 sinω cosω
 ,
Aϕ =

cosϕ 0 sinϕ
0 1 0
− sinϕ 0 cosϕ

et
Aκ =

cos κ − sin κ 0
sin κ cos κ 0
0 0 1

avec ω, ϕ et κ les angles de rotation respectivement selon les axes X, Y et Z. T est
une matrice de transformation 4 x 4 donnée par :
T =
(
R t
0T 1
)
=

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
 .
Les paramètres de la transformation rigide entre ces deux coordonnées ne dépendent
que du positionnement de la caméra par rapport à son environnement.
– Transformation entre le repère caméra et le repère capteur (plan rétinien)
La deuxième transformation relie le repère caméra <C au repère capteur <c (plan
rétinien). C’est une projection perspective (matrice 3x4, notée P) qui transforme un
point 3D [XC ,YC ,ZC]T en un point-image [x, y]T (en unité métrique).
Les coordonnées x et y du point m , projection de M sur l’image, peuvent être cal-
culées selon :
xc = f
XC
ZC
yc = f
YC
ZC
On peut représenter ces équations dans le système de coordonnées homogènes :

xc
yc
1
 =

f 0 0 0
0 f 0 0
0 0 1 0
 .

XC
YC
ZC
1
 = P.

XC
YC
ZC
1
 (2.2)
– Transformation entre le repère capteur et le repère image
Il faut effectuer un changement d’unité : le repère capteur est un repère métrique
(on mesure par exemple en m) ; dans le repère image, l’unité est le pixel ce qui est
une unité sans dimension. Soit x0 et y0 les coordonnées du coin en haute à gauche
de l’image, par rapport au repère image. Soit ku et kv les facteurs d’échelle respec-
tivement horizontal et vertical, exprimés en nombre de pixels par m. Considérons
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le point m avec les coordonnées x et y dans le repère capteur. Ses coordonnées par
rapport au repère image sont obtenues en effectuant un changement d’échelle et une
translation en coordonnées homogènes :
u
v
1
 =

ku 0 0
0 kv 0
0 0 1
 .

1 0 −x0
0 1 −y0
0 0 1


xc
yc
1
 (2.3)
Maintenant, nous pouvons combiner les équations 2.2 et 2.3 pour modéliser la
projection complète du repère caméra vers le repère image en pixels notée transfor-
mation Caméra/Image sur la figure 2.4 :

u
v
1
 = K

XC
YC
ZC
1
 (2.4)
avec
K =

ku f 0 u0 0
0 kv f v0 0
0 0 1 0
 , (2.5)
où u0 et v0 sont les coordonnées en pixel de l’intersection de l’axe optique avec le
plan image et sont donnés respectivement par −kux0 et −kvy0. En théorie ce point est
le centre de l’image. Les cinq paramètres ( f , ku, kv, u0 et v0) sont dépendants de la
caméra, mais indépendants de la scène 3D. Ils constituent les paramètres intrinsèques
de la caméra, K étant la matrice intrinsèque de la caméra.
– Transformation globale entre le repère monde et le repère image
Nous combinons les équations 2.1 et 2.4 pour obtenir le modèle global qui trans-
forme un point 3D du repère monde en un pixel 2D du repère image :

u
v
1
 =

ku f 0 u0 0
0 kv f v0 0
0 0 1 0

(
R t
0T 1
) 
X
Y
Z
1
 (2.6)
2.1.2 Images satellites
2.1.2.1 Différents capteurs satellitaires
En 1957, un premier satellite russe (Spoutnik 1) a été lancé. Depuis cette année, beau-
coup de satellites différents ont été également lancés pour l’observation de la Terre, par
exemple l’observation de l’atmosphère, de l’océan et des surfaces continentales. Leur cou-
verture spatiale et temporelle est précieuse. Les satellites d’observation fournissent un
grand nombre d’informations de différentes natures, nous nous intéressons principalement
ici aux images optiques et aux images radar.
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Imagerie optique
L’imagerie optique satellitaire comme la photographie terrestre ou aérienne utilise la
réflexion du rayonnement solaire dans le visible et l’Infra-Rouge (IR). Elle fonctionne dans
les cas d’un éclairement solaire suffisant et en l’absence de nuage.
Plusieurs types d’acquisitions sont possibles :
– Les images monospectrales n’enregistrent qu’une bande du spectre électromagné-
tique. C’est le cas des images panchromatiques qui enregistrent tout le spectre visible
dans une seule bande et fournissent une image en niveau de gris.
– Les images couleur sont les images optiques couleur classiques, l’image se décom-
pose en 3 bandes rouge, vert et bleu.
– Les images multispectrales enregistrent plusieurs bandes correspondant à différentes
parties du spectre visible et infra-rouge. C’est le cas des images des satellites Land-
sat ou du capteur MERIS (Medium Resolution Imaging Spectrometer) du satellite
ENVISAT qui fournissent respectivement 7 et 15 bandes spectrales entre 400 et 800
nm de longueur d’onde.
– Les images hyperspectrales qui fournissent en chaque pixel un véritable profil spec-
tral avec plus d’une centaine de bandes très étroites.
Figure 2.5 – SPOT1-7
On peut citer, par exemple, la famille des satellites SPOT 4 (cf. figure 2.5) développés
par le CNES (Centre National d’Etudes Spatiales) dont le premier satellite a été lancé en
1985. Les satellites de SPOT-1 à SPOT-4 ont une résolution de 10 mètres en mode pan-
chromatique et de 20 mètres en mode couleur (trois ou quatre canaux dans les longueurs
d’onde visibles ou du proche infrarouge). Le satellite SPOT-5 (lancé en mai 2002) présente
une résolution de 2,5 m dans la bande panchromatique et après un traitement dit de pan-
sharpening dans les trois canaux visibles et dans le canal proche infrarouge. Les satellites
SPOT-6 et SPOT-7 ont été lancés respectivement en septembre 2012 et juin 2014 par l’In-
dian Space Research Organisation (ISRO). Ils donnent une résolution de 1,5 m en mode
panchromatique et couleur et de 6 m en mode multispectral. SPOT-7 devrait continuer à
fournir des données en haute résolution jusqu’en 2024. Le tableau 2.1 présente différents
satellites optiques avec leurs caractéristiques principales.
4. SPOT : Système Pour l’Observation de la Terre
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Satellite Dates Bande spectrale Résolution Fauchée
SPOT 1 1986-2003
Panchromatique 10 m
60 kmSPOT 2 1990-...
Multispectral 20 m
SPOT 3 1993-1996
SPOT 4 1998-...
Monospectral 10 m
60 km
Multispectral 20 m
SPOT 5 2002-...
Panchromatique 5 m et 2,5 m
60 km
Multispectral 10 m
SPOT 6 2012-... Panchromatique 1,5m
60 km
SPOT 7 2014-... Multispectral 6 m
Pléiade 1A 2011-... Panchromatique 0.5m
100km
Pléiade 1B 2012-... Multispectral 2m
IKONOS 2 1999-...
Panchromatique 0,8 m
11 km
Multispectral 3,2 m
QUICKBIRD 2 2001-...
Panchromatique 0,61 m
16,5 km
Multispectral 2,4 m
Landsat 5 1984-2013
Multispectral 30 m
185 km
IR thermique 120 m
Landsat 7 1999-...
Panchromatique 15 m
185 kmMultispectral 30 m
IR thermique 60 m
Table 2.1 – Caractéristiques de quelques satellites optiques.
Imagerie radar
Un radar est un système actif qui repose sur l’émission et la réception de faisceaux
d’ondes électromagnétiques. À chaque pixel de l’image radar, on associe une valeur com-
plexe issue du signal reçu après émission et rétro-diffusion par une surface. Le radar utilise
généralement des fréquences comprises entre 1 et 300 GHz correspondant à des longueurs
d’onde de 30cm à 1mm (cf. figure 2.6).
En plus de fonctionner de jour comme de nuit et par n’importe quel temps, l’imagerie
SAR a plusieurs avantages. L’information qu’elle contient sur la surface imagée renseigne
sur des propriétés physiques différentes de celles de l’imagerie optique : rugosité, humidité,
orientation de la surface ou de cibles ponctuelles [Maître 2001]. En fonction de la longueur
d’onde, elle permet également d’observer des éléments proches de la surface lorsque l’onde
pénètre par exemple le couvert forestier ou la neige. Elle contient également une informa-
tion de distance qui peut être utilisée pour positionner les cibles ou mesurer leur déplace-
ment entre plusieurs acquisitions avec une grande précision. Elle permet ainsi d’obtenir des
cartes de déformation alors que les mesures in situ par GPS restent ponctuelles.
Dans le domaine de l’imagerie satellitaire SAR, le premier satellite civil SEASAT
(1978) de la NASA (agence spatiale des Etats-Unis) avec un capteur SAR a été lancé pour
l’observation des océans, mais aussi l’étude de la glace polaire. Il a fonctionné juste 108
jours à cause d’un court-circuit de son système électrique. 13 ans après, deux nouveaux
satellites civils SAR ERS-1 (1991) et JERS-1 (1992) ont été lancés respectivement par
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Figure 2.6 – Bandes du spectre électromagnétique
l’agence spatiale européenne (ESA) et japonaise (JAXA). Ces deux satellites sont restés en
orbite jusqu’en 2000 et 1998 respectivement.
Les images SAR des satellites civils lancés dans les années 90, jusqu’au satellite EN-
VISAT lancé par l’ESA en 2003, étaient de résolution décamétrique. A partir de 2006
(ALOS) et 2007 (COSMO-SkyMed, TerraSAR-X, Radarsat-2), une nouvelle génération
de satellites radar a permis d’obtenir des images SAR Haute Résolution (HR) avec une
résolution métrique voire sub-métrique en mode spotlight pour TerraSAR-X. Enfin, le lan-
cement réussi du satellite Sentinel-1A (avril 2014) et la nouvelle politique de distribution
des données adoptée par l’ESA vont permettre d’accéder à un grand nombre d’images SAR
gratuitement avec une forte répétitivité (tous les 12 jours puis 6 jours avec Sentinel-1B).
Les principaux satellites dotés de capteurs SAR sont rappelés dans le tableau 2.2.
Satellite Dates Appartenance Bande Résolution (max)
SEASAT 1978-1978 NASA L 25mx25m
ERS-1 1991-2000 ESA C 20mx15,8m
JERS-1 1992-1998 NASDA L 18mx18m
ERS-2 1995-2011 ESA C 20mx15,8m
Radarsat-1 1995-... CSA C 10mx10m
ENVISAT 2002-2012 ESA C 30mx30m
ALOS 2006-2011 JAXA L 10mx10m
COSMO-SkyMed ? 2007-... ASI X 1mx1m
TerraSAR-X 2007-... DLR X 0,5mx0,5m
EADS Astrium
Radarsat-2 2007-... CSA C 1mx1m
TanDEM-X 2010-... DLR X 0,5mx0,5m
EADS Astrium
Sentinel-1A 2014-... ESA C 5mx5m
Table 2.2 – Tableau des principaux satellites SAR civils classés selon la date de leur lance-
ment. (? constellation de 4 satellites à usage dual : civil et militaire)
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Dans le cadre de cette thèse, nous avons utilisé les images du satellite TerraSAR-X
(TSX) pour observer le déplacement des glaciers. Le tableau 2.3 présente les principales
caractéristiques de ces données. Dans la section suivante, nous résumons les principes et la
géométrie d’une image SAR.
Paramètres d’orbite
Altitude 514 km
Orbite/jour 15 211
Cycle 11 jours
Angle d’inclinaison 97.44◦
Angle de squint 0◦
Paramètres du capteur
Dimensions antenne h = 0.7 m - l = 4.8 m
Bande X
Fréquence et longueur d’onde 9.65 GHz - 3.1 cm
PRF 2.0 kHz à 6.5 kHz
Bande passante 150 MHz au max
Fréquence d’échantillonnage Fe 110 MHz à 164 MHz
Angle d’incidence θS AR 15◦ à 60◦
Table 2.3 – Caractéristiques du satellite et du capteur TerraSAR-X
2.1.2.2 Principes de l’imagerie satellite SAR
Le capteur SAR utilise le principe d’écho-location qui est à la base du radar. Il émet
des impulsions (pulse) électromagnétiques sur un côté. L’image SAR est construite à partir
du temps de vol aller-retour des ondes émises par l’antenne. La taille et la localisation
des pixels de l’image sont donc liées à la variable temps dans la direction de visée du radar
appelée LOS (Line of Sight). Pour former une image, le capteur SAR utilise le déplacement
du porteur (avion ou satellite) et émet en visée latérale dans un plan quasi perpendiculaire
à sa trajectoire, avec un angle d’incidence θS AR par rapport au nadir (la verticale) qui peut
être variable en fonction de la configuration du capteur lors de l’acquisition. La figure 2.7
illustre ce principe.
Les satellites tournent autour de la Terre dans un plan légèrement incliné par rapport
à l’axe de rotation de la Terre. Une partie du sol peut donc être imagée selon deux types
d’orbites : les orbites ascendantes 5 et descendantes 6 et sous différents d’angles d’inci-
dence. Cette diversité est utile pour observer la scène sous différents angles et augmenter
la fréquence d’acquisition d’images. Elle permet également de mesurer des projections des
déplacements dans différentes géométries SAR et reconstruire des champs de déplacement
3D (Est, Nord, Up) à partir de ces projections.
Le référentiel d’image SAR est donc formé de deux directions de nature différente :
5. Ascendante : le satellite passe de l’hémisphère Sud à l’hémisphère Nord.
6. Descendante : le satellite passe de l’hémisphère Nord à l’hémisphère Sud.
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– la direction de la visée du satellite (LOS) où les pixels sont échantillonnés en distance
(range),
– la direction azimutale le long de la trajectoire du satellite où l’échantillonnage vient
de la répétition de l’émission des pulses à une fréquence appelée PRF (Pulse Repe-
tition Frequency).
L’image SAR commence ainsi en azimut au début de l’acquisition (early azimuth) et conti-
nue jusqu’à la fin d’acquisition (late azimuth). En range, elle couvre un intervalle de surface
lié à la largeur de la fauchée, entre les points de la première colonne, les plus proches du
capteur (near range) et ceux de la dernière colonne, les plus éloignés (far range), comme
illustré figure 2.7.
Nadir
t n,0
t N ,0
t 0,0
Trajectoire du satellite
Une ligne de l'image SAR
θSAR
Near 
range
Far 
range
x
y
z
Δα
ΔLOS
sol
Direction 
azimut
Direction 
en distance
(LOS) 
early 
azimuth
late 
azimuth
Figure 2.7 – Principe d’acquisition des images SAR (d’après [Fallourd 2011])
L’image SAR obtenue depuis le satellite est une image brute (appelée « données raw »)
dont la résolution est très mauvaise en range en raison de la durée du pulse émis, et en
azimuth du fait de l’ouverture de l’antenne réelle et de la distance satellite-sol. Pour pou-
voir l’utiliser, l’image brute est focalisée grâce à l’application de plusieurs filtres dans le
domaine spectral. Un premier filtre appliqué en range consiste à corréler le signal reçu avec
le pulse émis. Le gain en résolution est fonction de la largeur de bande du pulse. Avec 150
MHz de bande passante, les données TerraSAR-X atteignent ainsi une résolution métrique.
L’image ainsi obtenue est focalisée en distance, mais les échos des cibles s’étalent sur
de nombreuses lignes du fait de la largeur du lobe en azimut liée à la longueur de l’antenne
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réelle qui est forcément limitée. Un second filtre est appliqué pour focaliser l’image en
azimut en utilisant le déplacement du porteur pour synthétiser une antenne de grande taille
(antenne à ouverture synthétique). Un filtre adapté qui reconstruit l’évolution fréquentielle
de la réponse des cibles sur les différentes lignes permet de focaliser l’image en azimut. La
résolution obtenue est d’autant plus fine que l’antenne synthétique (les positions du capteur
dont les lignes sont sommées) est longue. Avec les données TerraSAR-X, on atteint une
résolution de l’ordre de 2 mètres sans dépointer l’antenne (en mode stripmap) et inférieure
au mètre en mode spotlight où l’antenne est dépointée vers l’avant avant d’arriver sur la
scène puis vers l’arrière de manière à illuminer les cibles sur un plus grand nombre de
lignes et former ainsi une plus grande antenne synthétique.
A l’issue de cette focalisation, on dispose d’images complexes (SLC : Single Look
Complex) dont l’amplitude correspond à la force de la rétrodiffusion du sol et la phase
comprend un terme géométrique lié à la distance radar sol modulo la longueur d’onde
[Hanssen 2001]. Sous certaines conditions, cette phase peut fournir une mesure de distance
très précise (de l’ordre d’une fraction de la longueur d’onde) et être utilisée pour mesurer
des déformations de surface par différence de phase. Cette technique appelée D-InSAR
(interférométrie SAR différentielle) est employé dans des applications telles que la mesure
de déformations sismiques, de subsidences urbaines... Elle nécessite cependant une grande
stabilité de la rétrodiffusion à l’intérieur des cellules de résolution. Les évolutions rapides
de la surface des glaciers Alpins rendent son application difficile voire impossible avec des
images acquises à plusieurs jours d’intervalle (11 jours pour les données TerraSAR-X).
2.1.2.3 Géométrie d’une image SAR
Dans la section 2.1.2.2, nous avons présenté les principes de la formation des images
SAR. Pour construire ces images, la technique d’écho-location est utilisée. Elle provoque
beaucoup de déformations géométriques dans la direction LOS. Avec une surface plane
horizontale et une surface en pente, la longueur en LOS de la parcelle imagée lpente sera
différente de la longueur l correspondant à une parcelle horizontale (figure 2.8).
Sur une surface horizontale (figure 2.8-haut), la taille ∆solLOS de la parcelle du sol imagée
dans la direction en LOS, est donnée par :
∆solLOS =
∆LOS
sin(θS AR)
On peut voir que ∆solLOS > ∆LOS , la parcelle dans l’image SAR est donc plus petite qu’en
réel au sol. Sur une surface en pente face à la visée du capteur SAR, la longueur lpente sera
plus grande que la longueur l (figure 2.8-gauche). La taille du pixel ∆penteLOS selon la direction
LOS équivalente à la longueur lpente sera donc plus grande que ∆LOS . Le pire cas étant si la
pente est perpendiculaire à la visée radar. Dans ce cas, tous les points de la pente sont à la
même distance du satellite et se retrouvent par conséquent dans le même pixel de l’image
SAR. La distorsion s’inverse si la pente est dans l’autre sens (figure 2.8-droite).
La formule suivante permet de recalculer la longueur de pente réelle :
∆
pente
LOS =
sin(θS AR)
sin(θS AR − αpente) .∆LOS .
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Elle nécessite une connaissance a priori de la pente αpente qui peut être apportée par un
modèle numérique de terrain.
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Figure 2.8 – Effet de la pente sur la taille du pixel selon la direction LOS. En haut, parcelle
plane de sol de longueur ∆solLOS . En bas, raccourcissement ou dilatation de la surface projetée
en géométrie SAR en fonction de l’orientation de la pente (d’après [Fallourd 2011]).
Deux autres effets viennent compliquer l’utilisation des images SAR en présence de
relief (zones de montagne, milieu urbain...). Le premier est le phénomène de recouvrement
(foldover) qui intervient lorsque la pente orientée face au radar dépasse l’angle d’incidence
local. L’ordre des points se retrouve inversé dans l’image SAR par rapport à l’ordre des
points au sol quand on s’éloigne du nadir : le long de cette pente d’angle αpente > θS AR les
points les plus hauts sont plus proches du satellite que les points les plus bas. Cela se traduit
dans les images par une superposition de 3 contributions sur une même zone de l’image :
typiquement la vallée, recouverte par le flan de la montagne qui se replie sur elle, puis le
plateau quand on s’éloigne à nouveau du capteur.
Le second effet est celui des zones d’ombre, lorsque qu’un obstacle (bâtiment, mon-
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tagne...) s’intepose entre le capteur et le sol. Une ombre se caractérise par des pixels
proches de zéro à cause de l’absence de signal rétrodiffusé aux cases distance correspon-
dantes. A la différence des ombres et parties cachées en optique, dans les images SAR la
source d’éclairement et le capteur sont au même point. En optique les ombres liées à la
position du soleil restent visibles en plus sombre et les parties cachées du capteurs sont
occupées par l’obstacle. En SAR, les deux sont confondues et apparaissent dans l’image
comme des zones où les pixels ne mesurent que le bruit du capteur.
L’angle d’incidence est donc un paramètre important dans l’acquisition des images
SAR sur une zone de montagne. Une visée qui se rapproche du nadir (θS AR faible) aug-
mente la présence de foldover. En revanche, des zones d’ombre apparaissent lorsque l’angle
d’incidence augmente. Quand on dispose d’un modèle numérique de terrain et on connait
la trajectoire du porteur, il est possible de simuler les zones de foldover et d’ombres, au sol
et dans l’image SAR [Pétillot 2010].
2.1.3 Données complémentaires
2.1.3.1 Géo-Positionnement par Satellite
Pour certains traitements (recalage, géoréférencement ou changement de système de
coordonnées) ou vérifier des résultats obtenus à partir des données de télédétection, la
détermination de positions de points distincts est nécessaire. Ces points serviront ensuite de
points de contrôle et de vérité terrain. Par les techniques GPS (Global Positioning System)
ou DGPS (Differential Global Positioning System), les coordonnées de points de contrôle
peuvent être déterminées avec précision.
Le système de positionnement mondial GPS est un système de localisation qui utilise
31 satellites en orbite autour de la Terre depuis 1995 [Parkinson 1996]. Les géoposition-
nements GPS (la latitude, la longitude et la hauteur) se calculent n’importe où dans le
monde, de jour comme de nuit, et quelles que soient les conditions météorologiques. En
connaissant la position de 4 satellites et la distance entre le récepteur GPS et ces satellites,
le géopositionnement peut se calculer par triangulation [Duquenne 2005].
La technique GPS a été appliquée pour observer des phénomènes naturels tels que
la déformation de volcans [Janssen 2007], les glissements de terrain [Travelletti 2012] ou
le déplacement et la hauteur des glaciers. Au niveau de l’observation des glaciers, cette
technique est régulièrement utilisée pour mesurer des points repérés à l’aide de balises
d’ablation ancrées dans la glace. Des profils transversaux et longitudinaux sont ainsi re-
calculés chaque année sur plusieurs glaciers du massifs du Mont-Blanc par le Laboratoire
de Glaciologie et Géophysique de l’Environnement (LGGE) de Grenoble et mis à disposi-
tion dans le cadre du service d’observation GlacioClim 7. Ces mesures permettent notam-
ment d’observer les tendances générales de l’évolution des glaciers à l’échelle des massifs
[Vincent 2005].
On peut également citer les travaux effectués dans le cadre du projet MEGATOR 8 où
7. Service d’Observation GLACIOCLIM : Les GLACIers, un Observatoire du CLIMat (Alpes, Andes,
Antarctique), http ://www-lgge.ujf-grenoble.fr/ServiceObs/
8. Projet MEGATOR : Mesure de l’Evolution des Glaciers Alpins par Télédétection Optique et Radar, ACI
Masse de données 2004-2007, http ://www.megator.fr/
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plusieurs profils GPS ont été réalisés [Koehl 2009] (cf. figure 2.9) :
– Sur le glacier de Leschaux (09/2005), des profils longitudinaux ont été créés. Ils ont
permis d’estimer un déplacement moyen de 19 cm/jours.
– Sur la partie haute du glacier d’Argentière (10/2006), des profils longitudinaux et
transversaux (cf. figure 2.10) ont permis d’estimer un déplacement moyen de 35
cm/jours au milieu du glacier (profil longitudinal) et de 17 cm sur la zone d’accumu-
lation (profil transversal).
Figure 2.9 – Campagne de relevé de terrain par GPS sur le glacier d’Argentière en octobre
2006 dans le cadre du projet MEGATOR
Ce projet a aussi permis l’installation de 3 stations GPS permanentes dans le massif
du Mont-Blanc : GPS1 mobile ancrée la partie haute du glacier d’Argentière vers 2700m,
GPS2 fixe à proximité du refuge d’Argentière et GPS4 fixe sur la vallée de Chamonix. Un
an après, dans le cadre du projet EFIDIR, une quatrième station GPS permanente a été
déployée : (GPS3) mobile, ancrée sur la partie basse du glacier d’Argentière vers 2400m
juste avant la chute de séracs de Lognan (cf. figure 2.11).
Afin de mesurer simultanément la position et le déplacement d’un ensemble de points,
un système de « Géocubes » a été développé par le Laboratoire d’Opto-Electronique et de
Micro-Informatique (LOEMI) de l’Institut Géographique National (IGN). Un Géocube est
basé autour de trois modules : un module GPS, un module de gestion et un module radio 9.
Parmi ces modules, le module GPS permet d’obtenir soit une localisation absolue appro-
chée, soit une localisation relative sub-centimétrique. En effet, si l’on considère plusieurs
récepteurs GPS installés sur une surface d’environ 1km2, les précisions de positionnement
9. Géocubes : http ://loemi.recherche.ign.fr/pdf/brochureGeocube1.pdf
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Figure 2.10 – Profil longitudinal (en rouge) et profil transversal (en bleu) de vitesse mesurés
par GPS sur le glacier d’Argentière (projet MEGATOR)
Figure 2.11 – Position de stations GPS permanentes, de coins réflecteurs et des deux appa-
reils photo automatiques sur une image optique aéroportée (IGN 2008)
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entre récepteurs sont excellentes par rapport à la précision absolue de chacun des éléments.
Les Géocubes ont été appliqués pour surveiller le glissement de terrain de Super-Sauze de
la vallée de l’Ubaye, Alpes-de-Haute-Provence (cf. figure 2.12) pendant 3 mois au cours
de l’été 2012 [Benoit 2014b].
Figure 2.12 – Géocubes installés sur le glissement de terrain de Super-Sauze de la vallée
de l’Ubaye, Alpes-de-Haute-Provence.
Colocalisation de mesures - utilisation de coins réflecteurs
Dans le contexte de mesures multi-instruments, les points GPS doivent être observables
par différents instruments. Une colocalisation des mesures est en effet utile pour pouvoir
comparer en des points précis des résultats obtenus par différentes sources telles que par
exemple des Géocubes, des photographies de terrain ou des images satellites. Cette ques-
tion s’est posée lors de la campagne de mesure « multi-instruments » réalisée sur le glacier
d’Argentière dont les résultats seront détaillés au chapitre 4.
Avec des photos prises à une distance caméra-objet importante (entre 500 et 1000m
dans le cas du glacier d’Argentière), il est quasi impossible de repérer des points GPS avec
précision. Pour visualiser ces points sur les photos, un système de repères optiques, comme
des cônes de chantier (cf. figure 4.14), doit être installé.
Avec les images SAR, des coins réflecteurs (corners reflectors) [Knott 2004] peuvent
être positionnés dans la scène et servir de repère électromagnétique de façon équivalente
aux bâches noires avec une croix blanche souvent utilisées en photogrammétrie. Un coin
réflecteur est constitué de trois plans métalliques (cf. figure 2.13). Ces trois plans sont des
triangles rectangles isocèles perpendiculaires entre eux. Ils permettent une rétro-diffusion
des ondes électromagnétiques exactement selon la ligne de visée si le coin réflecteur est
correctement orienté pour l’orbite et l’angle d’incidence d’un satellite radar. Dans ce cas,
un coin réflecteur apparaît comme un point très brillant en forme de sinus cardinal bi-
dimensionnel selon les directions en LOS et en azimut. Il est alors relativement facile de
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retrouver ces points dans les images SAR (cf. figure 2.13) et de suivre leur déplacement
par corrélation [Fallourd 2011]. Si la position d’un coin réflecteur est également connue par
GPS, elle permet d’affiner le géoréférencement des images SAR ou de corriger des offsets
de recalage entre images.
Figure 2.13 – Illustration d’un coin réflecteur installé sur le glacier d’Argentière en février
2007 et de sa visibilité dans une image SAR du satellite ENVISAT.
2.1.3.2 MNT
Un Modèle Numérique de Terrain (MNT) est une représentation 3D de la surface d’un
terrain ou d’une planète, créée à partir des données d’altitude du terrain. Le MNT ne prend
pas en compte les objets présents à la surface du terrain tels les plantes et les bâtiments
comme un Modèle Numérique d’Élévation (MNE). Depuis les années 90, les MNT ont été
régulièrement utilisés pour suivre les glaciers : cartographie, caractérisation de la surface,
mesure de l’évolution de l’épaisseur, mesure de déplacement... Plusieurs méthodes existent
afin de créer un MNT :
– à partir de la stéréoscopie d’images optiques [Toutin 2001, Gamache 2004],
– à partir d’images SAR par interférométrie Radar (InSAR) comme le MNT mondial
SRTM (Shuttle Radar Topography Mission) réalisé en 2000 [Rabus 2003] et celui en
cours de construction par la mission TanDEM-X [Martone 2015],
– par altimétrie satellitaire [Wingham 2006].
Grâce à un ensemble de MNT d’une même zone à des époques différentes, il est pos-
sible de calculer les changements de surfaces et d’effectuer, par exemple, des bilans de
masse d’un glacier. Un MNT le plus à jour possible est également une donnée indispen-
sable pour corriger les erreurs induites par le relief sur les images SAR.
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2.2 Application à l’observation des glaciers
La télédétection spatiale s’est beaucoup développée au cours du XXe siècle avec de
nombreux satellites d’observation de la Terre mis en orbite. L’imagerie satellitaire est de-
venue l’une des sources d’information les plus utilisées par les géophysiciens. En parallèle,
l’instrumentation de terrain a évolué avec notamment des appareils photo numériques à bas
coût qui sont de plus en plus utilisés en géosciences [Cardenal 2008], [Jiang 2008]. Ces
techniques ont été appliquées à différents domaines tels que l’étude des glissements de
terrain [Tarchi 2002], [Hervas 2003], ou l’activité sismique et volcanique [Michel 2002],
[Gourmelen 2005]... Ces deux sources d’informations ont également été appliquées à l’ob-
servation de l’évolution des glaciers qui est un enjeu majeur d’un point de vue risque, res-
source en eau et comme indicateur des évolutions climatiques. De nombreux travaux utili-
sant la télédétection se sont donc intéressés à la caractérisation de la surface et la mesure du
déplacement des glaciers [Berthier 2005], [Trouvé 2007], [Bhambri 2009], [Fallourd 2012].
2.2.1 Dynamique des glaciers
Les glaciers se caractérisent par leur localisation, ils peuvent être de vallée, suspendus
ou en dôme. Ils peuvent également être alpins ou polaires. Pour finir, ils peuvent être tempé-
rés, c’est-à-dire que la glace a une température avoisinant 0 degré Celsius, ou froid, dans ce
cas, la température est bien en dessous de 0 degré Celcius. On trouve dans [Schafer 2007]
une description détaillée des glaciers terrestres.
Figure 2.14 – Schéma d’un glacier inspiré des schémas proposés dans les thèses de E.
Berthier [Berthier 2005] et de M. Schafer [Schafer 2007]
On peut distinguer deux comportements de la glace selon les zones d’accumulation
ou d’ablation illustrées figure 2.14. La frontière entre ces deux zones est une ligne qui est
appelée ligne d’équilibre. La formation de glace se déroule dans la zone d’accumulation où
la neige tombée durant la saison la plus froide persiste toute l’année. La couche de neige
persistante dans cette zone est appelée névé. La glace formée glisse vers la vallée et se
retrouve dans la zone d’ablation. Cette zone correspond à la partie du glacier où la couche
de neige ne persiste pas toute l’année. Le glacier fond selon la température durant la saison
chaude.
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Dans ce travail, nous nous intéressons aux glaciers alpins qui sont de type tempéré.
N’étant pas collé à la roche, ils se déplacent sous l’effet de leur poids en fonction de la
topographie basale et de la présence d’eau.
2.2.2 Risques glaciaires
L’étude des dynamiques des glaciers montre que les glaciers de montagne sont une
source de risques pour les activités humaines environnantes (dans la vallée par exemple).
À l’heure actuelle, avec le réchauffement climatique, ces risques glaciaires s’accroissent.
Les principaux risques glaciaires sont :
– Les chutes de séracs
Les séracs sont des amoncellements de blocs de glace très instables. Ils ont été for-
més lorsqu’un glacier subit une importante rupture de pente. Avec des tailles et des
volumes impressionnants, leurs chutes constituent un risque réel. Généralement, ces
chutes sont plus dangereuses quand elles ont lieu au niveau du front du glacier. Par
exemple, la chute de séracs du glacier de Taconnaz (cf. figure 2.15) présente un
danger important puisqu’elle se situe au-dessus d’activités humaines. Dans l’hiver,
lorsqu’une chute de sérac a lieu, elle peut déclencher une avalanche qui risque d’at-
teindre les habitations de Taconnaz, la route d’accès à Chamonix et au tunnel du
Mont Blanc. Cependant, lorsque les chutes de glace affectent une zone sauvage sans
activité humaine, elles sont inoffensives, par exemple, le cas de la chute de séracs du
glacier d’Argentière au niveau de Lognan.
Figure 2.15 – Risques associés à la barre de séracs du glacier de Taconnaz. Habitations
du hameau de Taconnaz 1) et route d’accès à Chamonix et au tunnel du Mont Blanc 2)
d’après [Fallourd 2012]
– Les crevasses
Elles présentent un risque sur les glaciers ayant une activité touristique, en hiver,
pour les skieurs, en été, pour les randonneurs. Celles-ci ne sont pas toujours visibles
et leur profondeur peut atteindre plusieurs dizaines de mètres.
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– Les avalanches
Elles peuvent être provoquées par une chute de séracs ou une rupture du front gla-
ciaire.
– Les vidanges de lacs glaciaires
La fonte d’un glacier et les pluies peuvent provoquer la formation de lacs progla-
ciaires. Ces lacs peuvent se situer en contrebas du glacier si l’eau est retenue par un
barrage morainique, sur ou dans le glacier. Il y a un risque qu’un bloc de glace se
détache et provoque, en tombant dans le lac, une submersion du barrage. La vidange
du lac peut également être provoquée par la rupture du barrage, qui cède sous la
pression de l’eau accumulée.
– Les ruptures de poches d’eau sous-glaciaires
Des poches d’eau peuvent se former sous la glace. Elles sont difficiles à détecter
et mesurer car il faut disposer de moyen d’investigation en sub-surface tels que les
géoradars (GPR : Ground Penetraiting Radar). Leur rupture subite sous l’effet de la
pression peut entrainer des catastrophes telles que la destruction de l’établissement
thermal de Saint-Gervais en juillet 1892 qui a causé près de 200 morts.
2.2.3 Observation des glaciers
Pour surveiller et mieux comprendre le fonctionnement des glaciers, de nombreuses
équipes ont développé des méthodes utilisant les moyens d’observation de la Terre présen-
tés section 2.1. Ces données permettent de suivre l’évolution de certains glaciers sur plu-
sieurs années en s’intéressant principalement aux bilans de masse et aux vitesses d’écoule-
ment. Ces mesures sont nécessaires pour modéliser le processus d’écoulement des glaciers
et prédire leur évolution.
Données satellitaires
Dans [Scambos 1992], les auteurs utilisent une méthode de corrélation pour estimer la
vitesse d’un glacier polaire à partir d’images LANDSAT. Dans [Berthier 2004], ils utilisent
différents MNT pour mesurer la fonte des glaciers. On peut citer également [Rabatel 2005]
où ils déterminent la ligne d’équilibre d’un glacier et effectuent un bilan de masse à par-
tir d’images satellitaires. Grâce à la grande couverture des images satellites, les études
peuvent également s’effectuer sur l’ensemble des glaciers d’un massif montagneux. Dans
[Copland 2009], les auteurs se sont intéressés à des glaciers du Pakistan avec des données
ASTER (cf. figure 2.16).
La plupart des méthodes de mesure de déplacement par imagerie satellitaire ont été
appliquées aux glaciers. On trouve dans [Kaab 2004] une description de toutes les tech-
niques de télédétection mises en œuvre pour suivre les glaciers. L’interférométrie SAR
(InSAR), qui est très utilisée pour mesurer des champs de déplacement d’origine sismique
[Massonnet 1993], a également été employée pour mesurer des déplacements de glaciers
polaires [Goldstein 1993]. Cependant, cette technique est contrainte par un faible change-
ment de surface ; dans le cas contraire, la mesure est impossible. Pour les glaciers alpins,
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Figure 2.16 – Aperçu des vitesses des glaciers à travers le centre de Karakoram du
Pakistan à partir des images du satellite ASTER du 26 juillet 2006 au 27 juin 2007
(d’après [Copland 2009]).
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il faudra attendre le lancement de ERS-2 dans la configuration Tandem pour obtenir des
couples ERS1/2 à 1 jour d’intervalle où la surface des glaciers a suffisamment peu changé
pour que la différence de phase soit exploitable [Vasile 2007, Trouvé 2007](cf. figure 2.17).
Figure 2.17 – Champ de déplacement calculé par interférométrie SAR à partir de don-
nées ERS Tandem (1 jour d’intervalle) sur les glaciers d’Argentière et de la Mer de
Glace. Résultat orthorectifié incrusté sur une image optique aéroportée (IGN 2004)
d’après [Trouvé 2007].
Plus récemment, la thèse de Renaud Fallourd s’est intéressée au calcul du déplacement
des glaciers du massif Mont-Blanc à partir des images TerraSAR-X par corrélation d’am-
plitude. Le module des champs de vitesse qu’il a obtenu avec les données acquises en 2009
est illustré sur des images ascendantes et descendantes (cf. figure 2.18). Des champs de dé-
placement 3D (Est Nord Up) ont également été calculés par inversion à partir des couples
d’images ascendantes et descendantes concomitantes (cf. figure 2.19).
La thèse de Fanny Ponton a permis de poursuivre ce travail en calculant des champs de
déplacement sur des images acquises en 2011 et confronter l’ensemble de ces résultats avec
les données GPS enregistrées entre 2009 et 2011 par les stations permanentes installées
dans la vallée de Chamonix et sur le galcier d’Argentière (cf. figure 2.11) [Ponton 2014].
Photographie terrestre
La photographie terrestre a également permis de mesurer le déplacement de glaciers à
partir de photos argentiques scannées. Dans un premier temps, ces résultats ont été ponc-
tuels [Krimmel 1986, Harrison 1986, Harrison 1992], puis Adrian N. Evans [Evans 2000]
a calculé des champs de déplacement avec une méthode de corrélation d’images. Bien que
les appareils photo numériques se soient bien développés, il n’y a pas beaucoup de tra-
vaux effectués avec ce type d’appareil. Parmi les premiers travaux utilisant des dispositifs
numériques automatiques on peut citer [Ahn 2010] et [Svanem 2010].
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(a)
(b)
Figure 2.18 – Module du déplacement 2D estimé par corrélation d’amplitude incrusté dans
l’amplitude SAR ortho-rectifié ; (a) à partir du couple d’images TerraSAR-X ascendantes
du 16/08/2009 au 27/08/2009 ; (b) à partir du couple d’images TerraSAR-X descendantes
du 14/08/2009 au 25/08/2009 (d’après [Fallourd 2012]).
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Figure 2.19 – Module du champ de déplacement 3D obtenu par inversion des résul-
tats de déplacement 2D à partir des couples d’images TerraSAR-X descendantes (14-
25/08/2009) et ascendantes (16-27/08/2009), incrusté dans une image optique aéroporté
(IGN 2008)(d’après [Fallourd 2012]).
En 2010, Renaud Fallourd s’est également intéressé au calcul de champs de déplace-
ment à partir de séries de photographies acquises par Luc Moreau sur la chute de séracs
de Lognan [Fallourd 2010]. Cette première tentative d’utilisation de Time Lapse (initiale-
ment destinés à surveiller la sortie de l’eau sous le glacier d’Argentière) nous a conduit
à effectuer une nouvelle installation permettant d’acquérir des Time Lapse stéréo avec un
recul suffisant pour observer une partie du glacier d’Argentière située en amont de la chute
de séracs de Lognan. Deux appareils photo automatiques ont été installés fin 2012 et ont
permis d’acquérir les données photogrammétriques traitées dans cette thèse.
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2.3 Conclusion
Dans la première partie de ce chapitre, nous avons vu qu’il existe différentes sources
d’informations qui permettent d’observer les évolutions et déformations à la surface du
globe. Dans la section précédente, nous avons rappelé que les glaciers de montagne sont
une source de risques pour les activités humaines environnantes et cité certains travaux qui
ont permis d’exploiter les données de télédétection pour l’observation des glaciers. Ces
données offrent l’avantage d’une grande couverture spatiale pour imager un glacier dans
son intégralité, voire tout un massif afin de tirer des conclusions sur les évolutions liées
aux changements climatiques. En revanche, leur fréquence d’acquisition reste relativement
limitée en dehors de quelques systèmes optiques qui permettent des acquisitions quoti-
diennes mais avec une couverture partielle du globe (cas du satellite Formsat). On a vu
également que des mesures GPS sont réalisées sur certains glaciers, soit lors de campagnes
mesurant un certain nombre de points, typiquement des profils relevés chaque année, soit
de façon continue mais en de rares points et avec une grande difficulté de maintenance.
Entre ces deux types de données, la photographie terrestre offre une alternative intéres-
sante qui rend possible :
– une couverture dense d’une partie d’un glacier que l’on souhaite surveiller « de plus
près »,
– une fréquence d’acquisition plus importante et maîtrisée par l’utilisateur, qui peut
devenir journalière ou même de plusieurs images par jour si la dynamique de l’objet
nécessite une cadence plus importante,
– une maintenance du dispositif moins complexe et moins risquée que l’installation
d’instrument sur le glacier dont la surface est enfouie sous la neige en hiver et s’érode
en été dans les zones d’ablation.
Dans le cadre de cette thèse, nous allons donc nous intéresser en priorité aux problèmes
posés par le traitement de séries d’images issues d’appareils photo automatiques, en parti-
culier lorsque deux appareils sont utilisés simultanément pour acquérir des Time Lapse sté-
réo. Parallèlement nous poursuivrons le traitement de données satellitaires entrepris dans
le cadre du projet EFIDIR et des thèses de Renaud Fallourd et Fanny Ponton. Bien que de
nature très différente, ces deux types d’images utilisent des outils similaires et posent des
problèmes liés à la gestion des séries temporelles auxquels une réponse commune peut être
apportée. Le chapitre suivant sera consacré aux aspects méthodologiques et aux chaînes de
traitement qu’il a été nécessaire de mettre en place pour répondre à cette problématique.
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L’observation de la Terre par des données de télédétection satellitaires, aéroportées,
proximales et des mesures in situ permet d’analyser des changements de surface de type
géomorphologique, sismique ou volcanique, ou de suivre l’évolution de zones urbaines, vé-
gétales ou glaciaires... Selon les différentes sources de données, il existe plusieurs méthodes
de traitement pour analyser les changements de surface et en particulier les déformations.
Dans ce chapitre, nous présentons des méthodes de traitement qui permettent de mesurer
les déplacements de surface à partir de deux sources d’informations. Nous présentons tout
d’abord les méthodes existantes et la stratégie de traitement proposée pour exploiter les
données optiques acquises par des appareils photo dans les trois cas suivants :
– une série temporelle issue d’un seul appareil (Time Lapse optique) qui fournit des
déplacements 2D dans le plan image,
– plusieurs images prises de points de vue différents pour retrouver l’information de
relief, des positions 3D à un instant donné (configuration stéréo et multigéométrie),
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– enfin la combinaison du temporel et de la multigéométrie en traitant des séries tem-
porelles de couples stéréo (Time Lapse optique stéréo) qui offre la possibilité de
reconstruire les déplacements 3D par plusieurs approches.
L’autre source d’informations traitée au cours de cette thèse est l’imagerie satellitaire
radar. Nous rappelons dans la dernière section de ce chapitre les principales méthodes uti-
lisées en imagerie SAR et les étapes de la chaîne de traitement développée dans le cadre
du projet ANR EFIDIR et des thèses de R. Fallourd [Fallourd 2012] et Y. Yan [Yan 2012].
Ils ont développé respectivement des outils qui permettent de mesurer le déplacement 2D
dans une géométrie donnée (orbite ascendante ou descendante) et de reconstruire le dépla-
cement 3D lorsque les deux géométries sont disponibles quasi simultanément. La conclu-
sion de ce chapitre met en évidence les points communs et les spécificités du traitement de
ces deux sources d’informations dont les résultats seront présentés au chapitre suivant.
3.1 Time Lapse optique
L’objectif de cette section est de mesurer le déplacement d’objets en 2D à partir de
données acquises avec un appareil photo. À l’heure actuelle, deux approches existent : le
flot optique et la recherche du maximum de similarité. Le terme de flot optique désigne le
champ de vecteurs décrivant le mouvement de chaque pixel dans une séquence d’images.
Pour calculer le flot optique, on suppose qu’un pixel conserve son intensité lumineuse au
cours de son déplacement. On peut citer l’article de Baker et al [Baker 2011]. Dans notre
cas, nous utilisons des Time Lapse avec des prises de vues à plusieurs heures d’intervalle.
Par conséquent, l’intensité lumineuse varie entre les différentes prises de vue et le flot op-
tique n’est donc pas utilisable. Dans cette thèse, nous allons nous concentrer sur la méthode
du maximum de similarité et ses applications.
La chaîne de traitement développée au cours de cette thèse (cf. figure 3.1) permet d’es-
timer le champ de déplacement 2D à partir des prises de vue numériques d’un appareil
photo terrestre. Différentes étapes sont nécessaires pour obtenir ce champ de déplacement.
L’apport de la couleur est généralement faible, les images sont donc traitées en niveau de
gris (point 1 de la figure). Par expérience, les systèmes d’acquisition optique, bien que fixés
au sol, bougent à cause des conditions climatiques (vent, température...). Une étape de re-
calage des séries d’images est donc nécessaire. Il est possible d’utiliser une approche S IFT
pour recaler les images (points 2b et 4) ou par corrélation de zones de l’image (points 2a,
3 et 4). En suite, le déplacement 2D des objets en mouvement peut être calculé à partir des
images recalées (point 5 de la figure 3.1).
3.1.1 Préparation des données images
Les images prises avec des appareils photo grand public sont généralement formées des
trois bandes Rouge-Vert-Bleu (RVB) en valeur entière sur 8 bits. L’algorithme du maxi-
mum de similarité que nous utilisons nécessite des images monochromes. Dans notre cas,
on propose de convertir les images JPEG en images en niveaux de gris monobandes par l’in-
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Figure 3.1 – Chaîne de traitement permettant d’estimer le champ de déplacement 2D.
termédiaire d’une somme pondérée sur les 3 bandes RVB par la formule de Craig [Pratt 1991] :
Igris = 0.30 × IRouge + 0.59 × IVert + 0.11 × IBleu. (3.1)
Cette image, Igris s’appelle également l’image ou le signal de luminance.
3.1.2 Recherche du maximum de similarité
La recherche du maximum de similarité est une méthode qui estime la ressemblance
entre deux images selon une fonction de similarité. Pour résoudre ce problème, pour chaque
point considéré sur l’image maître une fenêtre centrée en ce point est définie : la fenêtre
maître. La meilleure position (ressemblance) de cette fenêtre dans une fenêtre de recherche
sur l’image esclave est déterminé en fonction d’une mesure de similarité. Les fonctions de
similarité les plus utilisées sont les fonctions de corrélation dont l’expression peut varier
selon la nature des signaux traités. Par extension, la méthode du maximum de similarité est
souvent appelée méthode de corrélation d’image. Les objectifs de cette méthode sont les
suivants :
– Rechercher des points de correspondance sur deux ou plusieurs images pour recaler
ces images.
– Créer des cartes du déplacement 2D pour estimer le mouvement à partir d’une série
d’images acquises par un appareil photo.
3.1.2.1 Formalisme de la mesure
Pour un pixel (k, l) de l’image maître I, le vecteur déplacement V(k, l) est obtenu par le
calcul des valeurs de la fonction de similarité D(p, q) entre la fenêtre maître M centrée sur
le pixel (k, l) et la fenêtre esclave E de même taille déplacée de (p, q) dans l’image esclave
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I′. Sur l’image maître I, la fenêtre maître M est définie par le nombre de lignes Mr et le
nombre de colonnes Mc. Sur l’image esclave I′, la fenêtre de recherche R est définie par
le nombre de lignes Rr et le nombre de colonnes Rc avec la taille de R plus grande que la
taille de la fenêtre maître M (cf. figure 3.2).
Maître (I)
Esclave (I')
Fenêtre
 de
 recherche
 (R)
 
Fenêtre maître (M)
p̂
q̂
k
l
Dk , l( p̂ , q̂)
Rr
M r
Rc
M c
pmin
pmax
qmin
qmax
pixel (k ,l )
colonnes j
lignes i
Fenêtre esclave (E) 
Figure 3.2 – Corrélation
Pour chaque déplacement (p, q) de la fenêtre esclave dans la fenêtre de recherche, une
valeur de similarité D(p, q) est calculée. Enfin, la position de la fenêtre esclave la plus
semblable peut être déterminée grâce à la fonction de similarité. La meilleure position
( pˆ, qˆ) est définie par le maximum de la fonction de similarité, exprimé dans l’équation 3.2.
Dk,l( pˆ, qˆ) = max
p,q
(Dk,l(p, q)). (3.2)
Dans notre cas, les fenêtres maîtres et de recherche sont centrées en (k, l). Le point
(k, l) dans l’image maître se situe donc en (k + pˆ, l + qˆ) dans l’image esclave. Le résultat
de corrélation est la carte de déplacement où chaque point (k, l) contient le vecteur de
déplacement (pˆ, qˆ) entre le point (k, l) de l’image maître et son homologue dans l’image
esclave.
3.1.2.2 Différentes fonctions de similarité
Actuellement, il existe beaucoup de fonctions de similarité capables de mesurer la res-
semblance [Aschwanden 1992], [Faugeras 1993a], [Lan. 1997], [Garcia 2001]. L’intercor-
rélation (Cross-Correlation) entre deux images M et E, l’une maître et l’autre esclave, est
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la fonction de similarité la plus couramment utilisée. Elle est définie comme le produit
scalaire entre les 2 vecteurs de taille Mr.Mc que forment les 2 images :
CC(p, q) =
∑
(k,l)∈M
M(k, l)E(k + p, l + q) (3.3)
Généralement, la fonction d’intercorrélation centrée (Zero mean Cross-Correlation)
est préférée à l’intercorrélation parce qu’elle est moins sensible aux variations du niveau
moyen du voisinage considéré. Elle est définie par :
ZCC(p, q) =
∑
(k,l)∈M
(M(k, l) − M)(E(k + p, l + q) − E) (3.4)
où M et E représentent respectivement la moyenne sur la fenêtre maître M et sur la fenêtre
esclave E.
Il est possible d’utiliser l’intercorrélation normalisée (Normalized Cross-Correlation)
parce qu’elle évite l’effet de fortes intensités d’une image sur le pic de corrélation. Cette
méthode borne la mesure de similarité entre 0 et 1. Elle est définie par :
NCC(p, q) =
∑
(k,l)∈M M(k, l)E(k + p, l + q)√∑
(k,l)∈M |M(k, l)|2 ∑(k,l)∈M |E(k + p, l + q)|2 (3.5)
ZNCC (Zero mean Normalized Cross-Correlation) est une fonction qui permet de com-
biner les avantages des fonctions NCC et ZCC. Elle permet également de définir plus faci-
lement un seuil en dessous duquel les résultats de corrélation sont mauvais. Cette méthode
borne la mesure de similarité entre -1 et 1. Elle est définie par :
ZNCC(p, q) =
∑
(k,l)∈M(M(k, l) − M)(E(k + p, l + q) − E)√∑
(k,l)∈M |M(k, l)|2 ∑(k,l)∈M |E(k + p, l + q)|2 (3.6)
Dans nos approches, nous utiliserons généralement NCC qui est un bon compromis
entre la qualité du résultat et le temps de calcul.
3.1.3 Sélection de l’image de référence et élimination des images inexploi-
tables
Dans une série d’images, il faut choisir les pairs d’images à former pour mesurer le dé-
placement ou le décalage. Il existe plusieurs stratégies pour résoudre ce problème comme
« common master », « Leap Frog » ou « network ». L’approche « common master » génère
tous les couples entre une image maître et toutes les autres. L’approche « Leap Frog » choi-
sit de traiter les paires d’images aux instants t et t+n, avec le plus souvent n = 1, c’est-à-dire
mesurer les déformations entre chaque image et la suivante. L’approche « network » ne pose
aucune contrainte sur les paires formées. Elle permet de traiter un plus grand nombre de
paires de façon redondante pour améliorer les performances dans une série d’images.
Dans notre cas, nous allons utiliser l’approche « common master » qui nécessite de
choisir une image de référence sur laquelle la série d’images sera recalée. La méthode
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« naturelle » consiste à choisir la première image comme image de référence. D’autres mé-
thodes cherchent l’image qui minimise un critère. L’approche que nous proposons consiste
à prendre l’image qui minimise la somme des distances de recalage avec les autres images.
Sur les N images dans chaque série, K imagettes sont découpées sur des zones fixes
(les montagnes autour du glacier pour l’application traitée). Ces imagettes ont pour objectif
de calculer le décalage entre chaque acquisition et définir les points de référence pour le
recalage global. Les décalages entre chaque date d’une imagette k sont calculés par une
méthode de corrélation. Les valeurs de déplacement sont regroupées dans des matrices Dkx
et Dky correspondants respectivement aux décalages en colonnes et en lignes :
Dkx =

dxk(1, 1) · · · dxk(1,N)
...
. . .
...
dxk(N, 1) · · · dxk(N,N)
 Dky =

dyk(1, 1) · · · dyk(1,N)
...
. . .
...
dyk(N, 1) · · · dyk(N,N)
 .
Les valeurs dxk(n,m) et dyk(n,m) représentent pour l’imagette k respectivement les déca-
lages en colonne et en ligne de l’image m par rapport à l’image n.
Pour chaque imagette k, les distances entre les couples d’images (n,m) sont alors cal-
culées :
dk(n,m) =
√
dxk(n,m)2 + dyk(n,m)2.
On peut ainsi chercher l’image « médiane » qui minimise la somme des distances aux autres
images :
dkmin = minn (
∑
m
dk(n,m)), (3.7)
nkre f = arg min
n
(
∑
m
dk(n,m)).
Les distances dk(n,m) dépendant de l’imagette k, l’image de référence recherchée n’est
donc pas forcément la même selon l’imagette utilisée. Le choix va donc se porter sur
l’image nre f qui apparait le plus fréquemment comme image de référence :
nre f = mode
k
(nkre f ),
où mode est la valeur modale du vecteur constitué des nkre f , c’est-à-dire l’indice de l’image
qui apparait le plus souvent comme référence. En cas d’égalité, s’il y a plusieurs images de
référence possibles, les valeurs données par l’équation (3.7) seront discriminantes.
Ces résultats donnent également pour chaque image, les points d’intérêts relatifs à
l’image de référence nre f . Soit (xk, yk) le point au centre de l’imagette k. Les positions
des points d’intérêts sur l’image n sont alors données par la matrice Pn :
Pn =

x1 + dx1(nre f , n), y1 + dy1(nre f , n)
· · ·
xk + dxk(nre f , n), yk + dyk(nre f , n)
· · ·
xK + dxK(nre f , n), yK + dyK(nre f , n)

.
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Ces points d’intérêts sont ensuite utilisés pour la détermination d’une transformation de
recalage.
Les matrices Dkx et Dky étant théoriquement antisymétriques, une estimation des erreurs
pour chaque imagette k dans chaque image n est donnée par :
Errkn =
∑
m
(dxk(n,m) + dxk(m, n))2 +
∑
m
(dyk(n,m) + dyk(m, n))2. (3.8)
Ces valeurs permettent d’écarter certaines imagettes sur certaines images, voire des
images entières qui ne seraient pas utilisables en raison notamment de conditions météoro-
logiques. Une erreur de recalage pour une image n est alors donnée par :
Errn =
∑
k
Errkn.
La mise à l’écart d’imagettes ou d’images entières nécessite naturellement la détermination
d’un seuil d’erreurs.
3.1.4 Recalage des images
Dans le cas de séries d’images acquises dans des conditions naturelles, la mesure de
déplacement nécessite des prétraitements. Les conditions climatiques (température, vent,
pluie...) font que les appareils photo bougent. Ceci influe sur les séries d’images et oblige
à les recaler.
3.1.4.1 Définition et élément de l’algorithme de recalage des images
Le recalage d’images, en anglais registration, est une étape importante en traitement
d’image qui permet d’effectuer ou rechercher une transformation géométrique (cf. équa-
tion 3.9) entre l’image référence et l’image esclave ou plusieurs images (série d’images)
de la même scène prises à des instants différents (multitemporel). Ces images peuvent éga-
lement être acquises à partir de points de vue différents (multivue) ou par des capteurs
différents (multimodalité).
La mise en correspondance de deux images d’une même scène nécessite de définir une
transformation géométrique f qui relie les coordonnées (x, y) d’un pixel dans l’image de
référence I et ses coordonnées (x′, y′) dans l’image esclave I′ :
x′ = fx(x, y) y′ = fy(x, y)
Les deux images sont alors mises en correspondance par l’équation :
I(x, y) = g(I′( fx(x, y), fy(x, y))) + n(x, y) (3.9)
où g est une transformation des valeurs d’intensités entre deux images (transformation
radiométrique) et n(x, y) un terme de bruit qui englobe les erreurs géométriques et radio-
métriques résiduelles.
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Historiquement les approches manuelles et semi-manuelles pour la sélection et l’appa-
riement de points de contrôle (Ground Control Points, GCPs) sont importantes en télédétec-
tion. Dans notre cas, il s’agit de traiter automatiquement des séries importantes d’images.
Nous nous intéressons donc aux approches automatiques pour recaler des images.
En raison de la diversité des données (images optiques de terrain, images optiques
satellitaires, images SAR, images médicales...) et en raison de divers types de dégra-
dations, il est impossible d’avoir une méthode de recalage universelle qui s’applique à
toutes les tâches de recalage. Toutes les méthodes doivent prendre en compte non seule-
ment le type supposé de déformation géométrique entre les images, mais aussi la dé-
formation radiométrique et la corruption du bruit. Quelques articles peuvent être cités,
par exemple : le recalage des images pour les données de télédétection par Fonseca et
Manjunath [Fonseca 1996], une étude exhaustive de méthodes de recalage d’images par
Brown [Brown 1992] et le recalage des images générales par Zitova et Flusser [Zitova 2003],
Modersitzki [Modersitzki 2004] et Goshtasby [Goshtasby 2005]. La plupart des méthodes
de recalage comportent les quatre étapes suivantes [Zitova 2003] (cf. figure 3.3) : détec-
tion de caractéristique, mise en correspondance, estimation du modèle de transformation,
déformation et ré-échantillonnage.
Détection de caractéristique
Mise en correspondance
Estimation du modèle de
transformation
Déformation et 
ré-échantillonnage
Figure 3.3 – Chaîne de recalage.
3.1.4.2 Détection de similarités
Les algorithmes de recalage d’images sont souvent classés en deux approches, les
algorithmes basés sur des caractéristiques « feature-based » et ceux basés sur des zones
« area-based ». Dans les algorithmes « area-based », des zones ou des régions de données
d’images originales sont mises en correspondance. Ceci ne nécessite pas de prétraitement
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comme la détection des points caractéristiques. Dans les algorithmes « feature-based », les
images d’origine sont prétraitées pour extraire des caractéristiques distinctives. Ces points
caractéristiques sont utilisés pour la mise en correspondance. Il existe beaucoup de mé-
thodes :
– Sélection manuelle
Dans cette méthode, l’utilisateur sélectionne visuellement des points de correspon-
dance entre les deux images, et utilise ensuite ces points pour calculer et valider
une transformation géométrique. Des points de contrôle sélectionnés manuellement
peuvent aussi servir à la mise en correspondance automatique [Kennedy 2003] et
sont souvent utilisés pour étudier la précision de systèmes automatiques de recalage.
– Extraction de points caractéristiques
Plusieurs méthodes extraient d’abord un ensemble de points caractéristiques dans
chaque image, puis elles mettent en correspondance ces points selon les proprié-
tés locales des images. Les points caractéristiques sont généralement déterminés par
l’application d’un opérateur qui cherche les points d’intérêt tels que les coins, les
zones de fort gradient... On recense de nombreux travaux sur la détection de points
d’intérêt et le calcul de descripteurs qui sont ensuite utilisés pour mesurer la simila-
rité entre les caractéristiques ponctuelles et effectuer la mise en correspondance.
Beaudet [Beaudet 1978] a été le premier à proposer un détecteur de points d’intérêt.
Cet opérateur utilise les dérivées secondes du signal. Moravec [Moravec 1977] pro-
pose un opérateur qui recherche le maximum de la variation directionnelle moyenne
de l’intensité dans une fenêtre entourant un pixel. Kitchen et Rosenfeld [Kitchen 1982]
proposent une méthode qui recherche les points de même intensité le long des contours
et qui présente le maximum de courbure. Harris [Harris 1988] propose une adapta-
tion de la méthode de Moravec en considérant toutes les directions et en incluant un
filtre gaussien pour être moins sensible au bruit. D’autres approches peuvent égale-
ment être citées : Forstner [Forstner 1987], Heitger et al. [Heitger 1992]...
À l’heure actuelle, une des méthodes les plus utilisées est la méthode SIFT (Scale In-
variant Feature Transform) [Lowe 1999]. Elle est particulièrement robuste au bruit
et invariante aux changements d’échelle, de perspective et d’éclairage. Les points
caractéristiques sont décrits par des vecteurs de gradient à leur voisinage. La com-
paraison de ces vecteurs permet de définir les points correspondants.
– Approches basées sur des lignes et régions
Ces approches utilisent des caractéristiques étendues comme des lignes, des contours
et des régions. Les régions caractéristiques sont détectées au moyen de méthodes de
segmentation [Pal 1993]. La précision de la segmentation influence les résultats de
recalage. Goshtasby et al. [Goshtasby 1986] ont proposé un raffinement du proces-
sus de segmentation pour améliorer la qualité du recalage. Les caractéristiques de
ligne peuvent être les représentations des segments de ligne générale [Hsieh 1992],
[Moss 1997], [Wang 1997], les contours d’un objet [Dai 1997], [Govindu 1998], les
routes [Li 1992]...
– Méthodes du maximum de similarité
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Ces méthodes calculent directement une mesure de similarité pour des régions mises
en correspondance. Elles comparent les images pixel par pixel en fonction des va-
leurs d’intensité. Ces méthodes utilisent la fonction de similarité (cf. section 3.1.2)
pour extraire et mettre en correspondance directement l’intensité des images sans
analyse de structure.
– Méthode dans le domaine de Fourier
Pour accélérer la vitesse de calcul ou si les images ont été acquises dans des condi-
tions différentes ou si elles sont corrompues par du bruit dépendant de la fréquence,
les méthodes « de Fourier » sont préférées plutôt que les méthodes de corrélation.
Dans notre chaîne de traitement, nous avons utilisé la méthode du maximum de simi-
larité avec la fonction d’intercorrélation normalisée (NCC, équation 3.5). Il n’y a pas de
détection de caractéristique dans ces approches de sorte que la première étape du recalage
des images est omise. C’est-à-dire que l’étape de détection des caractéristiques et l’étape
de mise en correspondance sont effectuées en même temps. Comme nous avons qu’un seul
point de vue pour chaque série, il y a peu de décalage entre les pixels d’une série. Cette
méthode nous semble donc la mieux adaptée à notre problème.
3.1.4.3 Estimation du modèle de transformation
L’étape de mise en correspondance a permis de construire des points correspondants
entre les 2 images. On suppose qu’il existe un modèle de transformation ( fx(x, y), fy(x, y))
permettant de superposer l’image esclave sur l’image de référence (cf. équation 3.9). Cette
transformation peut être plus ou moins complexe et déterminée selon différentes méthodes.
– Translation
Si l’image esclave est seulement translatée par rapport à l’image de référence, les
points correspondants dans les images seront liés par :
x = x′ + h
y = y′ + k
qui peut s’écrire sous forme de matrice p = T.p′ :
x
y
1
 =

1 0 h
0 1 k
0 0 1


x′
y′
1

où p et p′ sont respectivement les coordonnées homogènes de points correspondants
dans l’image de référence I et l’image esclave I′, et T est la matrice de translation.
Un seul point de correspondances (2 coordonnées) est nécessaire pour déterminer
cette transformation.
– Rigide
Lorsque l’image esclave a subi une translation et une rotation par rapport à l’image
de référence, les distances entre les points et les angles entre les lignes restent inchan-
gées d’une image à l’autre. Cette transformation est appelée transformation rigide ou
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euclidienne et peut être écrite comme :
x = x′.cosθ − y′.sinθ + h
y = x′.sinθ + y′.cosθ + k
et sous forme de matrice p = T.R.p′ :
x
y
1
 =

1 0 h
0 1 k
0 0 1


cosθ −sinθ 0
sinθ cosθ 0
0 0 1


x′
y′
1

où θ représente la différence d’orientation de l’image esclave par rapport à l’image
de référence. À partir d’une paire de points correspondants (4 coordonnées) dans
chaque image, une ligne est obtenue. L’angle entre ces lignes détermine θ.
– Affine
Dans cette transformation entre deux images, il existe une translation, une rotation,
un facteur d’échelle et une transvection. La transformation affine peut s’écrire :
x = a1x′ + a2y′ + a3
y = a4x′ + a5y′ + a6
et sous forme de matrice p = M.p′ :
x
y
1
 =

a1 a2 a3
a4 a5 a6
0 0 1


x′
y′
1

où M est la matrice de transformation affine. À partir de trois points de correspon-
dances (6 coordonnées), les coefficients de la transformation affine peuvent être re-
trouvés.
– Projective
Cette transformation intègre une transformation affine et un vecteur de projection.
Elle représente l’une des transformations globales de l’image la plus générale. La
transformation projective peut être écrite comme :
x =
a1x′ + a2y′ + a3
a7x′ + a8y′ + 1
y =
a4x′ + a5y′ + a6
a7x′ + a8y′ + 1
et sous la forme de matrice p = M.p′ :
x
y
w
 =

a1 a2 a3
a4 a5 a6
a7 a8 1


x′
y′
1

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où M est la matrice de transformation projective. À partir de quatre points de corres-
pondances (8 coordonnées) les coefficients de la transformation projective peuvent
être retrouvés.
Quelle que soit la méthode choisie, un nombre de points de correspondance supérieur
au minimum requis par la méthode est utilisé. Une approche par minimisation est
alors utilisée pour déterminer les paramètres de la méthode.
Déformation et ré-échantillonnage
Les méthodes de recalage fournissent des coordonnées recalées en valeurs réelles. Un
post-traitement de ré-échantillonnage est donc nécessaire pour obtenir des coordonnées
pixeliques entières. Les méthodes les plus classiques sont :
– Le plus proche voisin
Cette méthode consiste à prendre comme valeurs entières l’arrondi à l’unité des va-
leurs réelles. Cette méthode a l’avantage de préserver les intensités de l’image.
– L’interpolation bilinéaire
Dans une interpolation bilinéaire, l’intensité en un point est déterminée à partir de
la somme pondérée des intensités des quatre pixels les plus proches de lui. Cette
méthode est l’une des plus utilisées, c’est celle que nous utiliserons par la suite. Elle
est définie par :
I(u′, v′) = Wu,vI(u, v) + Wu+1,vI(u + 1, v) + Wu,v+1I(u, v + 1) + Wu+1,v+1I(u + 1, v + 1)
(3.10)
avec,
Wu,v = (u + 1 − u′)(v + 1 − v′)
Wu+1,v = (u′ − u)(v + 1 − v′)
Wu,v+1 = (u + 1 − u′)(v′ − v)
Wu+1,v+1 = (u′ − u)(v′ − v)
où (u, v), (u + 1, v), (u, v + 1) et (u + 1, v + 1) sont les coordonnées des 4 pixels
encadrant le point et I(u, v), I(u+1, v), I(u, v+1) et I(u+1, v+1) sont respectivement
les intensités à (u, v), (u + 1, v), (u, v + 1), et (u + 1, v + 1).
– L’interpolation par sinus cardinal
Cette méthode est la plus précise et aboutit à une reconstruction exacte de la valeur
du signal à partir du signal échantillonné si l’on dispose d’un voisinage infini. En
pratique on peut se limiter à un voisinage fini (typiquement 8x8 autour du point à
interpoler), mais cette méthode reste néanmoins plus couteuse en calcul.
3.1.5 Mesure de déplacement en 2D
Dans la section précédente, nous avons présenté l’application de la méthode du maxi-
mum de similarité (cf. section 3.1.2) au problème de recalage d’images. La deuxième uti-
lisation classique de cette méthode est de mesurer le déplacement de certaines parties de
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l’image. Dans cette partie, on cherche à estimer le déplacement en 2D par corrélation. Les
images étant recalées sur des zones fixes, le décalage calculé par corrélation correspond
au déplacement des zones mobiles. Les mesures de déplacement (dx, dy) présentées dans
cette partie sont réalisées dans la géométrie de l’appareil photo (cf. figure 3.4). On mesure
donc dans le plan image en colonne et en ligne la projection V2D = (dx, dy) du vecteur
déplacement sol V3D = (ve, vn, vu).
O≡M t
M t+1
mt
mt+1
V 3D
X (Est)
Y (Nord )
Z (Altitude)
ve
vn
vu
V 2D
dx
dy
Plan image à l'instant (t)
Plan image à l'instant (t+1)
Appareil photo
Repère monde
Figure 3.4 – Représentation de la projection V2D du vecteur déplacement sol V3D
En pratique, nous allons relancer l’algorithme de corrélation avec la fonction NCC sur
toute l’image pour obtenir la carte de déplacement. Après normalisation par l’intervalle
de temps qui sépare les acquisitions, les déplacements dx et dy calculés par la corrélation
sont exprimés en pixel/jours. Pour convertir les champs de déplacement en m/jour, il est
nécessaire de prendre en compte dans un premier temps la taille du pixel ∆pixel. La taille
d’un pixel ∆pixel au niveau du capteur dépend de la dimension du capteur CCD (hauteur h
et largeur l), de la taille de l’image en pixel (lignes et colonnes), du format de l’image (4 :3
ou 3 :2 ou 16 :9). À partir de l’équation tan(αa) =
∆pixel
f , αa étant très petit, on peut faire
l’approximation suivante :
∆pixel = tan(αa). f ≈ αa. f
où αa est l’angle d’ouverture d’un pixel qui s’exprime en rad/pixel et f est la focale de
caméra. Dans un second temps, il faut calculer les distances d entre la position de l’appareil
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et les positions des point sur la terre (en mètre).
Dans l’article de Aschenwald [Aschenwald 2001], et de Corripio [Corripio 2004], ils
ont utilisé un programme de vision par ordinateur basé sur un modèle de caméra perspec-
tif appliqué sur un MNT pour géoréférencer des photographies. Ce programme prend en
entrée la longueur focale, la position et l’orientation de l’axe optique de l’appareil photo,
permet de simuler la prise de vue en projetant les points du MNT dans le plan image. Une
difficulté avec cette approche est d’avoir un MNT qui soit suffisamment résolu et à jour
par rapport aux acquisitions traitées. Dans le cas de glaciers qui subissent une forte éro-
sion, un MNT tel que celui fourni par l’IGN peut dater de plusieurs années, donc avoir plus
d’une dizaine de mètres d’erreur en altitude. Pour cette raison, nous cherchons à utiliser une
configuration stéréo qui fournisse une information de position 3D aux mêmes dates que les
images qui mesurent le déplacement. À l’aide du logiciel MICMAC 1, après avoir donné
les positions de points de contrôle mesurées par GPS, une carte de profondeur est obtenue
dans la géométrie de l’image de référence dans le système RGF 2 projection Lambert 93
(projection générale).
À chaque position d’un pixel, nous avons la relation :
d(m)
f (m)
=
dx(m)
dx(pixel).∆(m/pixel)pixel
(3.11)
où dx(m) est le déplacement dx en mètre. Il sera obtenu par :
dx(m) =
d.dx(pixel).∆pixel
f
(3.12)
Notons que d.∆pixelf est la taille du pixel en m au sol. En utilisant la carte de déplacement en
pixel créée par corrélation et la carte de profondeur issue d’un couple stéréo concomitant,
nous pouvons obtenir la carte de déplacement 2D en mètre.
3.2 Stéréovision
Dans la section 2.1.1.1, nous avons présenté le système géométrique d’une caméra.
Une caméra est un capteur qui transforme tous points visibles de l’espace tridimensionnel
3D en points dans l’espace bidimensionnel 2D de l’image. Cette transformation supprime
la troisième dimension et est irréversible.
La figure 3.5a illustre les points M et Q de l’espace se projettent tous deux sur le
plan image en un seul et même point p. En utilisant deux caméras comme le montre la
figure 3.5b, il est possible de déterminer la position tridimensionnelle du point par trian-
gulation. En effet, il existe un seul point de l’espace correspondant à la paire de points
projetés (mg,md) et un seul correspondant à (mg,qd). La triangulation consiste à détermi-
ner l’intersection des deux droites projectives dans l’espace. La géométrie d’un système
stéréoscopique est appelée géométrie épipolaire.
1. MICMAC (Multi Images Correspondances par Méthodes Automatiques de Corrélation) est un logiciel
pour la mise en correspondance automatique dans le contexte géographique
2. Réseau Géodésique Français
3.2. Stéréovision 49
M
Q
m
C
(a) Vision monoscopique
Q
M
mg
md
qd
C g Cd
(b) Vision stéréoscopique
Figure 3.5 – Quand on considère une seule image, le point m est la projection du point
M de l’espace, mais il est aussi la projection de Q (3.5a). En utilisant une paire d’images,
l’ambiguïté disparait et il devient possible de retrouver la troisième dimension (3.5b).
3.2.1 Géométrie épipolaire
La figure 3.6 présente la géométrie d’un système stéréoscopique à deux caméras. Elle
permet de définir la relation entre les projections Pg sur l’image gauche et Pd sur l’image
droite, d’un point M de la scène observée. Cette géométrie se définit par différentes struc-
tures :
– Un plan épipolaire (Π) est un plan contenant la ligne de base. Cette ligne est la droite
qui passe par les 2 centres de caméras.
– Une droite épipolaire (lg ou ld) est l’intersection d’un plan épipolaire avec le plan
image.
– L’épipôle (eg ou ed) est le point d’intersection de toutes les droites épipolaires d’une
image. Ce point se situe sur la ligne de base.
– La matrice fondamentale F décrit la transformation entre un point de l’image gauche
et sa ligne épipolaire dans l’image droite
À partir de la matrice fondamentale, on peut définir une contrainte très forte par l’équa-
tion 3.13 : la contrainte épipolaire.
xTd .F.xg = 0 (3.13)
où xg=
(
ug vg 1
)T
et xd=
(
ud vd 1
)T
. Cette contrainte est vraie pour tout couple de
points correspondants xg, xd résultant de la projection d’un même point 3D M. Elle ex-
prime le fait que chaque point de l’image gauche doit se trouver sur la droite épipolaire
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m
ligne de base ligne de base 
(π)
π
l g l d
e g ed
C g Cd C g Cd
e g ed
Figure 3.6 – Géométrie épipolaire.
correspondant à ce point sur l’image droite. Dans le cas des épipôles F.eg = FT .ed = 0 ; eg
et ed appartiennent respectivement au noyau de F et FT .
Afin de déterminer la matrice fondamentale, l’équation 3.13 peut se réécrire sous la
forme :
(
ud vd 1
)
.

f11 f12 f13
f21 f22 f23
f31 f32 f33
 .

ug
vg
1
 = 0. (3.14)
En utilisant un jeu de N paires de points stéréos correspondants : (xgi ,xdi) avec l’équa-
tion 3.14, on obtient le système linéaire suivant :
Af = 0, (3.15)
où
f =
(
f11 f12 f13 f21 f22 f23 f31 f32 f33
)
et
A =

ug1ud1 vg1ud1 ud1 ug1vd1 vg1vd1 vd1 ug1 vg1 1
ug2ud2 vg2ud2 ud2 ug2vd2 vg2vd2 vd2 ug2 vg2 1
. . .
ugN udN vgN udN udN ugN vdN vgN vdN vdN ugN vgN 1

Le système présente 9 inconnues, cependant, f33 ne présente qu’un facteur d’échelle dans
le système, il est donc affecté à 1. Il existe plusieurs méthodes pour résoudre ce système :
RANSAC, [Hartley 2003, Tuan 1992, Hartley 1997b, Boufama 1994]. Ces méthodes né-
cessitent au minimum 8 points de correspondances, voire que 7 en intégrant des contraintes,
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pour déterminer la matrice fondamentale. En pratique un plus grand nombre de points est
utilisé afin de minimiser les erreurs.
La matrice fondamentale permet de retrouver les matrices de projection des 2 caméras.
En supposant que la matrice de projection gauche est :
Pg = [I|0],
la matrice de projection droite sera donnée par
Pd = [[ed]×F|ed],
où [ed]× est la matrice antisymétrique construite à partir de l’épipôle droit ed =
(
e1 e2 e3
)T
:
[e]× =

0 −e3 e2
e3 0 −e1
−e2 e1 0
 .
Cependant, les matrices Pg et Pd sont définies à une ambiguïté projective près. C’est-à-dire
que, pour toute homographie, H, P′g = PgH et P′d = PdH sont des matrices de projection
valides pour le système.
Pour déterminer les matrices de projection, il est préférable d’utiliser la matrice essen-
tielle E qui est un cas particulier de F. En considérant une matrice de projection gauche
Pg = [I|0],
la matrice de projection droite sera dans ce cas
Pg = [R|t],
où R est une matrice de rotation et t est un vecteur de translation. Ainsi la matrice E se
définit par
E = [t]xR.
La matrice E peut également se définir par rapport à la matrice fondamentale F par
E = KTd FKg,
où Kd et Kg sont respectivement les matrices intrinsèques des caméras droite et gauche.
L’avantage de la matrice essentielle est qu’elle permet de déterminer Pg et Pd sans ambi-
guïté projective, mais son utilisation nécessite la calibration de l’appareil photo pour déter-
miner K. Le détail précis du calcul des matrices F et E est expliqué dans [Hartley 2003].
3.2.1.1 Calibration de caméra
En vision par ordinateur, afin de calculer la position de points 3D (reconstruction 3D)
à partir de plusieurs photos 2D prisent de différents points de vue, la connaissance précise
des paramètres intrinsèques et extrinsèques est d’une importance cruciale. C’est la raison
pour laquelle l’appareil photo doit être calibré avant le processus de traitement d’images.
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Les données intrinsèques fournies par le constructeur ne sont que des valeurs standards. La
calibration donnera en plus les erreurs de distorsion propre à l’appareil.
Il y a deux types de calibration : la calibration d’un capteur monoculaire (une seule
caméra) et la calibration d’un capteur de stéréovision (deux caméras ou plus). Le but de
la calibration est de déterminer les différents éléments de la matrice des paramètres in-
trinsèques K, la position et l’orientation de la caméra par rapport au référentiel du monde
(dans le cas d’une seule caméra) soit la matrice T ou l’orientation relative de ces deux
caméras (deux caméras ou plus). La calibration permettra également de déterminer les dis-
torsions de l’image induites par le système de lentilles de l’appareil. Cette distorsion peut
être de différente nature : distorsion radiale, de décentrage et prismatique [Weng 1992,
Zeller 1996, Garcia 2001]. Cette distorsion s’applique au niveau du repère image <c et
affecte la position des coordonnées de tout point m =
(
x y 1
)T
de la manière suivante :
mreel = m + δr(m) + δd(m) + δp(m)
où δr, δd et δp sont respectivement les distorsions radiales, de décentrage et prismatiques.
Ces valeurs sont fonction de la position de m. Le modèle de distorsion utilisé est généra-
lement appelé R3D1P1 [Ricolfe-Viala 2010] pour : distorsion radiale d’ordre 3, distorsion
de décentrage d’ordre 1 et distorsion prismatique d’ordre 1. Il est donné par la matrice de
distorsion
D =

1 0 ∆x
0 1 ∆y
0 0 1

où
∆x = x(r1(x2 + y2) + r2(x2 + y2)2 + r3(x2 + y2)3)
+d1(3x2 + y2) + 2d2xy
+p1(x2 + y2)
et
∆y = y(r1(x2 + y2) + r2(x2 + y2)2 + r3(x2 + y2)3)
2d1xy + d2(x2 + 3y2)
p2(x2 + y2),
(r1, r2, r3, d1, d2, p1, p2) étant les paramètres de distorsion. Un modèle de distorsion radiale
unique, d’ordre 1 à 3 est souvent utilisé, pour l’ordre 3, il est donné par :
∆x = x(r1(x2 + y2) + r2(x2 + y2)2 + r3(x2 + y2)3)
et
∆y = y(r1(x2 + y2) + r2(x2 + y2)2 + r3(x2 + y2)3).
Pour calibrer, il existe plusieurs approches, le principe restant le même. Il consiste
à prendre une série de photos d’un même objet selon différents points de vue. L’approche
classique de calibration (ou calibration hors ligne ou calibration forte) d’une caméra consiste
à utiliser un modèle de mire (cf. figure 3.7) dont la géométrie 3D est connue.
La méthode d’auto calibration et calibration faible remplace la mire par n’importe
quelle scène 3D [Faugeras 1992, Sturm 1997, Marc 1997] inconnue. La scène 3D doit être
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Figure 3.7 – Exemples de mire de calibrage de caméra
texturée et de préférence avec un relief pour augmenter les contraintes géométriques. Ces
approches sont capables d’estimer les paramètres intrinsèques (incluant les coefficients de
distorsion) et les paramètres extrinsèques correspondant à chaque position de la caméra
[Faugeras 1986, Lenz 1988, Zhang 2000]. Quelle que soit la technique choisie, des points
de correspondance doivent être trouvés entre les images de calibration. La détection de
ces points est similaire à celle utilisée pour le recalage d’image (cf. section 3.1.4). Elle est
présentée dans la section 3.1.4.2.
Il existe un très grand nombre de logiciels permettant d’effectuer la calibration d’ap-
pareil photo ou de banc stéréoscopique. En particulier, le logiciel MICMAC du laboratoire
MATIS de l’IGN [Pierrot-Deseilligny 2011]. Nous utiliserons ce logiciel dans cette thèse
pour la calibration et la reconstruction 3D.
3.2.2 Rectification
La stéréoscopie conventionnelle assume généralement que la géométrie des caméras
est horizontale, c’est-à-dire que les axes optiques sont parallèles et que les centres op-
tiques sont déplacés parallèlement aux lignes horizontales des images. Toutefois, il est très
rare que les caméras soient parfaitement alignées selon ce modèle. La rectification est un
problème et une étape importante de la stéréoscopie qui peut résoudre ce problème. Elle
consiste à transformer les images comme présentées dans la figure 3.8.
D’un point de vue algorithmique, la rectification consiste à trouver les transformations
G et R qui placent les épipoles à l’infini :
e′′1
0
0
 = G

e′1
0
e′3
 = GR

e1
e2
e3

où (e1, e2, e3)T est la position d’un épipôle, R est une rotation qui le place en y = 0 et
G une transformation qui le place à l’infini. Plusieurs transformations R et G sont pos-
sibles pour rectifier une paire d’images. La minimisation d’une contrainte supplémen-
taire est donc nécessaire, comme par exemple minimiser la distorsion ou le rééchentillo-
nage [Gluckman 2001].
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Figure 3.8 – Example de rectification d’image.
Plusieurs méthodes sont disponibles dans la littérature de la vision par ordinateur [Ayache 1991,
Hartley 1999, Fusiello 2000]. Notons toutefois que cette étape n’est pas nécessaire, elle
permet de simplifier la reconstruction 3D, mais il est possible de s’en passer.
3.2.3 Reconstruction 3D
Le problème de la reconstruction 3D est un problème de triangulation [Hartley 1997a].
Comme le montre la figure 3.5b, le problème consiste à retrouver un point 3D M connais-
sant ses positions 2D mg = (xg, yg)T et md = (xd, yd)T sur deux photos. Soit dg la droite
dans l’espace 3D qui passe par le centre optique de l’appareil gauche Cg et l’image de M :
mg. Soit dd la droite dans l’espace 3D qui passe par le centre optique de l’appareil droit Cd
et l’image de M : md. Le problème théorique consiste à déterminer l’intersection de dg et
dd.
En pratique, dg et dd ne se croisent jamais. Ceci est dû à plusieurs facteurs comme l’er-
reur d’appariement, les erreurs d’estimation des paramètres intrinsèques et extrinsèques...
Le problème se ramène donc à estimer la position Mˆ de M en minimisant un critère.
Une première solution classique consiste à définir Mˆ comme le point 3D le plus proche
de dg et dd (cf. figure 3.9). Mathématiquement, le problème consiste à trouver Mˆ tel que :{
mg × PgMˆ = 0
md × PdMˆ = 0
Si les matrices de projection gauche et droite sont définies par :
Pg =

P1Tg
P2Tg
P3Tg
 Pd =

P1Td
P2Td
P3Td

où PiTg (PiTd ) est le vecteur ligne définit par la ième ligne de Pg (Pd), le problème consiste à
résoudre
AMˆ = 0
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C g C d
mg md
(d g)
(d d )
M̂
Figure 3.9 – Mˆ minimise la distance à dg et dd.
avec
A =

xgP3Tg − P1Tg
ygP3Tg − P2Tg
xdP3Td − P1Td
ydP3Td − P2Td

Une autre approche consiste à déterminer mˆg = (xˆg, yˆg)T et mˆd = (xˆd, yˆd)T de tel sorte
que les droites dˆg et dˆd se coupent exactement en Mˆ (cf. figure 3.10).
C g C d
m̂g m̂d
M̂
eg ed
mg
(d̂ g)
md
(d̂ d )
Figure 3.10 – Mˆ intersection de dˆg et dˆd.
Il est facile de voir qu’il y a une infinité de solutions, par exemple calculer mˆd tel
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que mˆg = mg... Dans ce cas il faut une contrainte supplémentaire comme minimiser les
distances entre mˆg et mg et entre mˆd et md. Ceci consistera à déterminer Mˆ qui minimise :
min
Mˆ
C(mg,md) = d(mg, mˆg) + d(md, mˆd)
où d(x, y) est la distance euclidienne entre les points x et y.
Après avoir présenté la manière de reconstruire un point 3D, le problème de la re-
construction 3D consiste à l’appliquer sur « tous » les points de l’image. Il faut donc, pour
tout point de l’image gauche, trouver son homologue sur l’image droite. Cette opération
est réalisée par une corrélation dense des 2 images (cf. section 3.1.2). Cette opération,
très couteuse en temps, est guidée. Grâce à la modélisation épipolaire, pour tout point de
l’image gauche, la position de son homologue est sur la ligne épipolaire correspondante. Il
est ainsi facile à comprendre pourquoi la rectification des images facilite la recherche des
points homologues. Dans le cas d’images rectifiées, pour tout point de l’image gauche, la
position de son homologue est sur la même ligne de pixel dans l’image droite.
Image gauche Image droite
Détection points caractéristique
(SIFT, SURF)
Appariement
Calcul la matrice 
Fondamentale
Calcul les épipôles 
les matrices projections
Points contrôles 
au sol
Calcul la position
des points en 3D 
Positions des points 3D
Figure 3.11 – Chaîne de traitement pour calculer la position des points en 3D
La figure 3.11 synthétise la reconstruction 3D. À partir de 2 images, un ensemble de
points caractéristiques sont extraits avec des méthodes comme SIFT ou SURF. Grâce à
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l’appariement de ces points, la détermination de la géométrie épipolaire et la calibration
des deux appareils sont effectuées. Pour terminer, le calcul du modèle 3D à un facteur
d’échelle près est effectué en utilisant un algorithme de corrélation dense. L’intégration de
points de contrôle permettra de géoréférencer le modèle dans le système de coordonnées
des points de contrôle.
Pour résoudre ce problème, nous avons choisi d’utiliser la suite photogrammétrique
MICMAC de l’IGN [Pierrot-Deseilligny 2011]. Elle permet, grâce à un ensemble de photos
prises de différents points de vue, de reconstruire l’objet photographié en 3D. Pour créer
un modèle 3D à partir d’un ensemble d’images, il faut passer par 4 étapes. Chacune de ces
étapes illustrées dans la figure 3.12 est réalisée par un des outils du logiciel MICMAC :
– La recherche et l’appariement des points homologues à l’aide de Pastis qui utilise
l’algorithme de SIFT
– Le calcul des orientations et des positions des appareils photo grâce à Apero
– La génération des cartes de profondeurs est réalisée par MicMac
– La génération du nuage de points par la fonction Nuage2Ply
Figure 3.12 – Chaîne de traitement pour créer un modèle 3D par le logiciel MICMAC
Dans un premier temps, on prend un échantillon d’images pour commencer la cali-
bration. On génère les points homologues sur ces images puis on construit la calibration.
Ensuite, on crée les points homologues sur les images à partir desquelles on souhaite le
modèle 3D. À partir de là, on génère les orientations et positions des appareils photo, puis
les cartes de profondeurs. Finalement, on forme le modèle 3D.
3.3 Time Lapse stéréo
Dans la section 3.1, nous avons présenté la chaîne de traitement proposée pour obtenir
le déplacement 2D à partir de deux images acquises par un seul appareil à deux dates
différences. L’objectif de cette section est de retrouver le déplacement 3D grâce à deux
appareils photo fournissant deux séries d’images, une série gauche et une série droite, qui
forment une série de couples stéréo.
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Figure 3.13 – Chaîne de traitement permettant d’estimer le champ de déplacement 3D dans
la géométrie caméra par différence de profondeurs
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La figure 3.13 illustre la chaîne de traitement conçue pour estimer le champ de dépla-
cement 3D. Elle inclut deux parties représentées en bleu et en rouge. Dans la partie bleue,
nous obtenons deux champs de déplacement 2D à partir de deux couples d’images prises à
deux dates différences : un champ sur l’appareil gauche (dgX , d
g
Y ) et un sur l’appareil droit
(ddX , d
d
Y ). La partie rouge correspond au traitement 3D et à la détermination du déplacement
en unité métrique qui nécessite une information de profondeur.
La chaîne complète de traitement que nous proposons figure 3.13 débute par le choix
d’une image de référence dans chaque série pour les recaler. Cette première étape présentée
dans la section 3.1.3 introduit une méthode originale qui permet de sélectionner l’image de
référence, mais également de détecter des zones d’image inutilisables, voire éliminer des
images entières, à cause de conditions météorologiques défavorables. Le recalage, l’étape
suivante présentée en section 3.1.4, est indispensable, car, même si chaque série est prise
par le même appareil photo et depuis le même point de vue, les conditions climatiques font
bouger l’appareil.
À partir des séries d’images recalées, les champs de déplacement en pixel (dg/dX , d
g/d
Y )
peuvent être calculés pour tout couple d’images d’une série droite et gauche. Ce calcul
s’effectue par une méthode de corrélation présentée en section 3.1.2. Pour estimer le dé-
placement en 3D, il nous manque les variations de profondeur ∆gZ et ∆
d
Z . Pour résoudre ce
problème, nous avons utilisé le logiciel MICMAC pour créer des modèles 3D sous forme
de nuages de points (cf. section 3.2). Ce processus est illustré par la partie rouge dans
la figure 3.13. Un des avantages de MICMAC est qu’il fournit une carte de positions 3D
dans la géométrie de la photo. Plusieurs méthodes sont alors envisageables pour calculer le
déplacement 2D ou 3D en mètre.
Utilisation de la profondeur
Connaissant les positions des appareils photo, nous pouvons construire la carte de dis-
tance en mètre (carte de profondeur) entre l’appareil photo et tous les points de l’image.
À partir des cartes de déplacements en pixel et des cartes de profondeur, en connaissant la
focale des appareils et la taille des pixels, les champs de déplacements en pixel (dg/dX , d
g/d
Y )
sont convertis en mètre dans le plan image, en utilisant l’équation 3.12, et sont notés
(∆g/dX ,∆
g/d
Y ). Les différences de profondeur ∆
g/d
Z fournissent la troisième composante des
champs de déplacement 3D mesurés pour chacun des appareils, ceci dans le repère de la
caméra <C considéré (gauche ou droite). Cette différence de profondeur s’obtient, pour
chaque pixel (x, y) de l’image gauche ou droite et à l’instant t par l’équation suivante :
∆Z<C = p(x + dX , y + dY , t + 1) − p(x, y, t), (3.16)
où p(x, y, t) est la profondeur du pixel (x, y) à l’instant t. Dans cette approche, nous négli-
geons l’angle du rayon de projection, car les déplacements sont relativement faibles par
rapport à la taille de l’image (cf. figure 3.13).
Suivi des nuages de points
Une seconde méthode consiste à utiliser directement la carte de positions 3D dans la
géométrie de la photo sans passer par le déplacement 2D en mètre dans le plan image.
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Connaissant les cartes de déplacements en pixel dans chaque projection, il est possible de
retrouver le déplacement 3D par une différence des positions 3D (cf. figure 3.14).
Ainsi, pour chaque pixel (x, y) de l’image gauche ou droite et à l’instant t, le déplace-
ment 3D ∆3D peut s’obtenir de la manière suivante :
∆x = x3D(x + dX , y + dY , t + 1) − x3D(x, y, t),
∆y = y3D(x + dX , y + dY , t + 1) − y3D(x, y, t),
∆z = z3D(x + dX , y + dY , t + 1) − z3D(x, y, t),
(3.17)
où x3D(x, y, t), y3D(x, y, t) et z3D(x, y, t) sont les coordonnées 3D dans le monde réel à l’ins-
tant t du pixel (x, y).
Inversion des projections du déplacement mesurées par différents capteurs
Une troisième méthode possible consiste à utiliser uniquement les déplacements 2D
en mètre obtenus dans les deux géométries correspondant à l’appareil gauche et l’appareil
droit. Connaissant les paramètres extrinsèques Tg et Td de ces deux appareils, le déplace-
ment 2D en mètre dans chaque géométrie est donné par :
∆g = Tg∆3D
∆d = Td∆3D
On est ramené à un problème d’inversion qui consiste à déterminer ∆3D tel que :
∆2D = T∆3D
où ∆2D = (∆
g
X ,∆
g
Y ,∆
d
X ,∆
d
Y ) et T est le regroupement de Tg et Td. En minimisant l’erreur
quadratique, ∆3D est donné par :
∆3D = (T T T )−1T T ∆2D. (3.18)
En pratique, cette approche nécessite que les 4 mesures (∆gX ,∆
g
Y ,∆
d
X ,∆
d
Y ) comportent trois
projections selon des axes linéairement indépendants, donc que les deux plans image ne
soient pas parallèles.
3.4 Mesure de déplacement dans les séries d’images radar
3.4.1 Une double information de déplacement
A l’issue de la synthèse SAR (cf. section 2.1.2.2, les images brutes ont été conver-
ties en images SLC (Single Look Complex) de manière à obtenir des pixels de résolution
décamétrique (dans les années 90/2000 avec ERS, ENVISAT...), métrique (depuis 2007
avec RadarSat-2, TerraSAR-X...) et même sub-métrique avec le mode Staring Spotlight de
TerraSAR-X [Mittermayer 2014]. On peut alors analyser une image SLC comme un signal
complexe bidimensionnel, représenté par :
z = Ae jϕ (3.19)
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Figure 3.14 – Chaîne de traitement permettant d’estimer le champ de déplacement 3D dans
la géométrie sol par différence des nuages de points
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qui se caractérise par une amplitude A et une phase ϕ en chaque pixel. La phase ϕ est
connue seulement modulo 2pi et mesure le déphasage entre l’onde émise par le radar et
l’onde globalement rétrodiffusée par la cellule de résolution :
ϕ = ϕ0 + 2kpi (3.20)
où ϕ0 ∈ [−pi, pi].
La phase ϕ peut être décomposée en deux termes, un terme correspondant à la phase
géométrique ϕgeo (c’est le déphasage dû au trajet aller-retour supposé rectiligne de l’onde),
et un terme lié à l’interaction entre le sol et l’onde dépendant de la nature du sol et de
l’angle d’incidence de l’onde ϕpropre :
ϕ = ϕgeo + ϕpropre (3.21)
où ϕgeo = 2piλ 2R avec λ est la longueur d’onde de l’onde radar et R est la distance entre le
point au sol et le satellite radar.
S’il n’y a pas de changement d’état de surface et si les images sont acquises sous le
même angle de visée (petite base), on considère que ϕpropre est constante dans le temps,
donc ϕpropre disparaît lorsqu’on calcule la différence de phase (ϕM − ϕS ) entre la phase
de l’image maître ϕM et celle de l’image esclave ϕS . C’est le principe de l’interféromé-
trie radar InSAR qui va chercher à mesurer cette différence de trajet pour en déduire une
information de relief ou de déplacement si le sol a bougé entre les deux acquisitions.
Les images SLC apportent donc une double information de déplacement.
– À travers l’amplitude de l’image et son échantillonnage en range et en azimut, on
pourra mesurer le déplacement d’un objet en mouvement par des techniques d’offset
tracking comparables à celles de l’imagerie optique exposées section 3.1. La conver-
sion des offset mesurés est cependant très différente puisqu’il ne s’agit plus d’une
géométrie projective avec une profondeur inconnue, mais d’un déplacement 2D me-
suré directement en mètre (via les pas d’échantillonnage) dans le plan range-azimut.
– À travers la phase de l’image, en formant des différences de phase après recalage des
pixels d’un même point, on pourra mesurer la différence de chemin entre les deux
positions du satellite et la position du point à chaque date. Cette information mono
dimensionnelle doit encore être convertie en élévation à l’aide de la connaissance
précise des orbites ou en déplacement 1D selon l’axe de visée radar si l’élévation
du point est connue par ailleurs (utilisation d’un DEM ou d’un second couple en
interférométrie différentielle).
Dans la suite de cette section, on rappellera tout d’abord les grandes lignes de l’interfé-
rométrie SAR, puis on détaillera la mesure de déplacement 2D par corrélation d’amplitude
qui s’avère être la seule utilisable sur les glaciers, et on terminera par la reconstruction de
déplacement 3D lorsque l’on peut avoir des couples sur des orbites ascendantes et descen-
dantes acquises quasi simultanément.
3.4.2 Interférométrie radar
Grâce à la précision de la phase, l’interférométrie radar (InSAR) permet en principe
d’effectuer les mesures de déplacement les plus précises. En effet, un tour de phase équivaut
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à un déplacement d’une demi-longueur d’onde (2pi ⇔ λ/2), soit quelques centimètres
en bande C ou X (λ = 5.6cm ou 3.1cm respectivement). Le principe de l’InSAR utilise
conjointement au moins deux images radar complexes (SLC) : une image maître M et une
image esclave S . Soient RM et RS les distances d’un point P au radar lors des acquisitions
des images maître M et esclave S (cf. figure 3.15).
Figure 3.15 – Configuration géométrique d’acquisition d’une image maître et d’une image
esclave.
Selon l’équation 3.21, on a :
ϕM(P) =
4pi
λ
RM + ϕpropreM (P) et ϕS (P) =
4pi
λ
RS + ϕpropreS (P) (3.22)
La réalisation d’un interférogramme est possible si les deux images sont acquises dans la
même géométrie sur des orbites répétées, lorsque les deux phases propres sont les mêmes
ou quasiment les mêmes. La différence de phase ϕ(P) permet alors de retrouver la diffé-
rence de chemin :
ϕ(P) = ϕM(P) − ϕS (P) = 4pi
λ
(RM − RS ) (3.23)
Bien que l’on utilise des images de même orbite, la trajectoire du satellite n’est pas
exactement la même entre les dates d’acquisitions. Il existe alors une distance entre les
deux trajectoires appelée ligne de base (baseline B) qui est généralement exprimée par
rapport à la projection perpendiculaire de RS sur la ligne de visée du premier satellite S M
(cf. figure 3.15). Cette ligne de base perpendiculaire Bperp conditionne la sensibilité du
couple au relief (effet stéréoscopique).
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Avant de pouvoir calculer la différence de phase, il est nécessaire de recaler l’image
esclave par rapport à l’image maître. Contrairement au recalage entre photographies qui
s’appuie sur les parties fixes, on cherche ici à recaler également les zones en déplacement
pour faire interférer les pixels d’une même cellule de résolution. Un bon recalage (sub
pixellique) est nécessaire pour que le signal de différence de phase ne soit pas perdu rien
qu’à cause des erreurs de recalage. Après avoir effectué ce recalage, la réalisation de l’in-
terférogramme est possible par le calcul du produit conjugué des deux images complexes.
zM.z∗S = AM.e
jϕM .AS .e− jϕS = AM.AS .e j(ϕM−ϕS ) = AM.AS .e jϕint (3.24)
En réalité, la phase interférométrique contient plusieurs termes qu’il faut pouvoir com-
penser ou éliminer pour atteindre la mesure de déplacement [Trouvé 1996]. En plus du
bruit, il y a deux contributions utiles : la phase topographique ϕtopo et la phase de déplace-
ment ϕdep, mais également un terme de phase orbitale ϕorb dû à la différence de trajectoire
du satellite entre les deux acquisitions, ainsi qu’un terme de phase atmosphérique ϕatm dû à
la variation des conditions atmosphériques (pression, température, humidité) entre les deux
dates.
ϕ(P) = ϕorb + ϕatm + ϕtopo + ϕdep (3.25)
La méthode InSAR a été largement appliquée pour observer la Terre avec de nom-
breux résultats pour mesurer des glissements de terrain [Rott 2006], [Colesanti 2006], des
tremblements de terre [Vadon 2000], [Kobayashi 2012], l’activité volcanique [Usai 2003],
[Hooper 2004], [Poland 2006] et des déplacements des glaciers. Au niveau de l’observation
des glaciers, la méthode InSAR a pu être utilisée pour l’étude de déplacement de surface de
différents types de glaciers. Elle a déjà fourni de bons résultats aussi bien pour les glaciers
rocheux [Rignot 2002], [Papke 2012], [Liu 2013], pour les glaciers froids [Cheng 2006],
[Han 2011] et les glaciers tempérés [Fatland 2003], [Trouvé 2007], [Capps 2010], [Joughin 2010].
Cependant, la plupart de ces résultats ont été obtenus soit sur des glaciers relativement
froids dont la surface change peu (en antarctique par exemple), soit à l’aide de couples
d’images très rapprochées comme les couples ERS-Tandem à un jour qui ont permis de
préserver la cohérence de la phase sur les glaciers de montagne à nos latitudes, au moins
en période hivernale.
Avec les données TerraSAR-X à 11 jours, il n’y a pas eu de résultat d’interférométrie
sur les glaciers de la vallée de Chamonix. Ceci est dû à l’écart temporel qui reste important
et à la très grande sensibilité de la bande X aux changements d’état de surface. En l’ab-
sence de mesure de déplacement via l’information de phase, nous nous sommes intéressés
à l’utilisation de l’information d’amplitude des données TerraSAR-X dont la résolution (2
mètres en mode stripmap) est compatible avec la vitesse des glaciers du massif du Mont-
Blanc (déplacement souvent supérieur à un mètre en 11 jours).
3.4.3 Corrélation d’amplitude radar
Dans la section 3.1.2, la méthode de la corrélation a été présentée pour chercher des
points de correspondance ou créer une carte du déplacement entre deux images à partir de
deux appareils photo. Dans cette partie, nous allons présenter l’application de la méthode
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de corrélation d’amplitude aux images SAR. Le principe est le même : on se base sur l’am-
plitude de l’image maître et celle de l’image esclave acquises à deux dates différentes, et
on estime le décalage de l’image esclave par rapport à l’image maître selon les deux direc-
tions, en range et en azimut, par une fonction de similarité [Vernier 2011]. Il y a cependant
des différences importantes dues à la nature du signal radar et à la géométrie des images
SAR.
Concernant la nature du signal, l’amplitude (ou l’intensité) d’une image SAR est affec-
tée par le phénomène de chatoiement (speckle). On considère souvent à tord ce phénomène
comme un « bruit », mais il est parfaitement reproductible (déterministe) lorsqu’il n’y a pas
de changement d’état de surface et que les cibles sont vues exactement sous le même angle.
Dans ce cas, le speckle est dit « corrélé » entre les images et il peut contribuer à l’accroche
de la fonction de similarité, en particulier dans les zones non texturées. Certains auteurs
parlent dans ce cas de speckle tracking [Michel 1999a]. On notera que si les réalisations
du speckle sont corrélées et les données complexes sont disponibles, on peut alors choisir
comme fonction de similarité la cohérence interférométrique qui est utilisée en InSAR pour
le recalage sub pixelique. Par contre, si le speckle est décorrélé, il apparait comme un bruit
multiplicatif qui réduit les performances de la mesure de similarité. Seules les zones suffi-
samment texturées ou des cibles ponctuelles peuvent alors être suivies par feature tracking.
Le choix de la fonction de similarité « optimale » dépend a priori du niveau de corrélation
du speckle.
Plusieurs fonctions de similarité ont été proposées dans [Erten 2009] pour les don-
nées d’amplitude avec speckle corrélé ou décorrélé et dans [Harant 2011] ou [Erten 2013]
pour les données polarimétriques. Des comparaisons ont été faites dans [Deledalle 2010]
avec des fonctions de similarité utilisées pour le calcul de moyennes non locales, et dans
[Fallourd 2011] en étudiant les performances obtenues sur différents types de cibles pré-
sentes sur le glacier d’Argentière : coin réflecteur, zone d’accumulation, zone d’ablation,
crevasses... Les fonctions de corrélation conventionnelles (NCC ou ZNCC) définies sec-
tion 3.1.2 apparaissent comme un bon compromis par rapport à des fonctions optimisées
pour des conditions/cibles particulières, car ces conditions sont très variables entre les
couples et peuvent aussi varier à l’intérieur de la scène traitée. Dans sa thèse, Renaud
Fallourd [Fallourd 2012] a utilisé ces deux fonctions de corrélation (NCC et ZNCC) pour
étudier le déplacement de surface des glaciers du Mont-Blanc. Pour comparer les résultats
obtenus par ces deux fonctions, il a testé plusieurs tailles de la fenêtre de recherche (varia-
tion de 11 × 11 à 121 × 121 pixels) et plusieurs mesures de confiance associées au calcul
(largeur, hauteur du pic de corrélation...). La fonction ZNCC a l’avantage d’offrir une me-
sure de confiance plus robuste que la fonction NCC pour écarter les erreurs d’appariement.
On emploiera cependant par la suite la fonction de corrélation NCC qui est la plus rapide
en l’état actuel des outils implémentés dans la chaîne de traitement du projet EFIDIR uti-
lisée dans cette thèse. D’autres logiciels tels que la chaîne ROIPAC [Rosen 2004] dédiée
à l’interférométrie SAR, ou l’ensemble COSI-Corr [Leprince 2007], comportent des outils
pour calculer la corrélation entre 2 images SAR. Ils constituent les outils de corrélation des
images SAR les plus répandus dans la communauté géophysique.
Concernant les aspects géométriques, les mesures de déplacement par corrélation (ou
autre fonction de similarité) sont généralement effectuées à partir de couples d’images
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SAR acquises sur une orbite répétée comme en interférométrie SAR. On peut cependant
relâcher la contrainte sur la base perpendiculaire et utiliser des couples de bases plus im-
portante qu’en InSAR, car la décorrélation du speckle (perte de cohérence) n’empêche pas
de mesurer un offset par corrélation d’amplitude sur les régions suffisamment texturées.
Mais il vaut mieux que la surface soit vue à peu près sous le même angle pour que la ré-
trodiffusion soit comparable. La forte sensibilité de la réponse à l’orientation du sol et des
cibles rend par exemple quasi impossible la recherche de corrélation entre deux images
acquises respectivement sur une orbite ascendante et une orbite descendante.
Le calcul d’offset par corrélation d’amplitude dans la géométrie radar fournit alors
un déplacement 2D en pixels qui correspond à la projection du déplacement réel dans le
plan image. Après avoir fait des corrections pour tenir compte de l’effet stéréoscopique
et des erreurs de recalage, ce champ de déplacement peut être converti en mètre par jour
(m/j) en multipliant les offsets par le pas d’échantillonnage dans chacune des directions
et en divisant par le nombre de jours qui séparent les deux acquisitions. On obtient ainsi
deux composantes (viLOS , v
i
az) du vecteur déplacement selon les axes LOS et azimut qui
dépendent de l’orientation de l’orbite i ∈ {des, asc}, de l’angle d’incidence au sol θi et de
la direction azimutale (l’angle α entre le Nord et la trace au sol de l’orbite, cf. figure 3.16).
Figure 3.16 – Projection 2D SAR (d’après [Fallourd 2012])
Les vecteurs directeurs ~uiLOS et ~u
i
az de ces axes peuvent être calculés à partir des données
orbitales et sont donnés dans le référentiel local (Est, Nord, Up) par :
~uascLOS =

sin (θasc) cos (α)
sin (θasc) sin (α)
−cos (θasc)
 et ~uascaz =

−sin (α)
cos (α)
0
 (3.26)
pour les couples sur des orbites ascendantes, et
~udesLOS =

−sin
(
θdes
)
cos (α)
sin
(
θdes
)
sin (α)
−cos
(
θdes
)
 et ~udesaz =

−sin (α)
−cos (α)
0
 (3.27)
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pour les couples sur des orbites descendantes. Si on veut comparer les résultats obtenus
dans une géométrie radar et des mesures de déplacement 3D obtenues par exemple par
GPS ou issues d’un modèle physique, il est nécessaire de projeter les déplacements (Est,
Nord, Up) dans le plan image radar à l’aide des vecteurs ci-dessus.
La corrélation d’image SAR est fréquemment utilisée pour les grands changements sis-
mique [Michel 1999a, Michel 1999b, Tobita 2001, Raucoules 2010], volcanique [Tobita 2001]
ou glacière [Berthier 2005, Vernier 2011, Fallourd 2011]. Bien que moins précise, la cor-
rélation est plus robuste que l’InSAR. Elle donnera une erreur comprise entre un dixième
de pixel et un pixel [Michel 1999a, Tobita 2001, Pathier 2006]. Elle sera également utilisée
pour des déplacements faibles, mais supérieurs au dixième de pixel, où l’InSAR est diffi-
cilement utilisable [Avouac 2006, Pathier 2006]. Dans [Casu 2011] les auteurs ont réussi à
diminuer l’erreur à 1/30eme de pixel, ils ont pu ainsi remplacer les interférogrammes par
les résultats de corrélation dans l’approche SBAS.
3.4.4 Reconstruction du déplacement 3D par imagerie SAR
Les déplacements 2D mesurés dans le plan image SAR peuvent servir directement pour
observer la distribution spatiale du mouvement d’un glacier (sous réserve qu’il ne s’écoule
pas perpendiculairement à ce plan) ou l’évolution de sa vitesse au cours du temps quand
on dispose d’une série d’images dans la même géométrie [Ponton 2014]. Ces projections
du déplacement peuvent également être utilisées directement pour contraindre un modèle
physique du déplacement observé [Yan 2012]. Cependant, pour un utilisateur peu habitué
à l’imagerie radar ou pour des comparaisons avec d’autres sources d’informations, il peut
être plus intéressant de chercher à retrouver une mesure tridimensionnelle du déplacement.
Si on ne dispose que d’une seule géométrie SAR, il est nécessaire de rajouter de l’infor-
mation a priori sur l’orientation du déplacement. Dans le cas de l’observation du mouve-
ment des glaciers Alpins, il est possible de faire l’hypothèse d’un déplacement tangentiel
à la surface ou dans la ligne de plus grande pente [Berthier 2005]. Ces hypothèses per-
mettent de reconstruire un déplacement 3D (Est, Nord, Up) plus facile à interpréter, mais
avec des erreurs pouvant venir de l’imprécision du modèle numérique de terrain utilisé ou
de la non-validité de ces hypothèses.
Si on dispose d’acquisitions SAR dans des géométries différentes et de couples cou-
vrant à peu près la même période, il est possible de reconstruire un déplacement 3D à partir
d’au moins 3 projections sur des vecteurs linéairement indépendants. C’est le cas avec des
couples acquis dans une géométrie ascendante et une géométrie descendante (cf. figure
3.17).
On peut exprimer les déplacements 2D observés R = (vascLOS , v
asc
az , v
dec
LOS , v
des
az )
t en fonc-
tion du vecteur déplacement 3D recherché V3D = (vE , vN , vU)t et des vecteurs de projection
donnés équations 3.26 et 3.27 regroupés dans une matrice P :
R = PV3D (3.28)
Le déplacement 3D recherché est obtenu en inversant cette équation. La solution qui
minimise l’erreur quadratique est donnée par :
V3D =
(
PT P
)−1
PT R (3.29)
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Figure 3.17 – Projection du vecteur déplacement sol V3D (d’après [Fallourd 2012])
Pour tenir compte des incertitudes sur les mesures R, on peut introduire leur matrice
de covariance ΣR. Le déplacement 3D peut alors être estimé par la méthode des moindres
carrés généralisée qui donne :
V3D =
(
PT Σ−1R P
)−1
PT Σ−1R R (3.30)
Dans ce cas, l’incertitude sur le déplacement 3D résultat est donnée par la matrice de co-
variance ΣV :
ΣV =
(
PtΣ−1R P
)−1
(3.31)
La mise en œuvre de cette solution nécessite de calculer les variances et covariances des
observations. On peut pour cela s’appuyer sur des zones stables, mais avec le risque d’esti-
mer des erreurs qui affectent des zones dont les propriétés (texture, changement, altitude...)
sont différentes de celles des zones d’intérêt. C’est le cas en particulier sur les glaciers dont
le comportement radiométrique diffère sensiblement de celui des zones de montagne, de
forêt ou de vallée présentes dans les images. On se limitera par la suite à la solution des
moindres carrés non pondérés donnée par l’équation 3.29.
3.4.5 Chaîne de traitement utilisée
Pour obtenir les résultats présentés dans le chapitre suivant (section 4.4), nous avons
utilisé la chaîne de traitement développée dans le cadre du projet EFIDIR. Les principaux
modules ont été développés :
– durant la thèse d’Ivan Pétillot [Pétillot 2008] et le stage de Master de Diana Rosu
[Rosu 2010] pour la prise en compte des orbites, le calcul des corrections topogra-
phiques et l’orthorectification des résultats,
– durant la thèse de Renaud Fallourd [Fallourd 2012] pour la recherche de similarité
et les conversions des offsets en déplacement métriques,
– durant la thèse de Yajing Yan [Yan 2012] pour l’inversion du déplacement 3D.
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L’ensemble de ces traitements est disponible au sein des EFIDIR–Tools, logiciel libre dont
le développement est coordonné par le LISTIC.
La figure 3.18 présente les principales étapes de traitement pour obtenir un champ de
déplacement 3D à partir de deux couples d’images SAR acquis respectivement sur une
orbite ascendante et descendante.
1. On utilise deux imagettes SAR (l’image maître et l’image esclave recalée sur l’image
maître) découpées approximativement sur la zone d’intérêt à l’aide du MNT corres-
pondant et des orbites. Cette stratégie de recalage initial par simple translation permet
de réduire la zone de recherche et évite un réechantillonnage de l’image esclave qui
dégraderait les performances de la mesure de similarité.
2. On calcule une carte dense d’offset par maximum de corrélation (NCC) à l’aide d’un
algorithme optimisé et distribué [Vernier 2011] qui permet d’obtenir en un temps rai-
sonnable un résultat sur des dimensions importantes (typiquement 8000 × 8000 pour
couvrir les principaux glaciers de la vallée de Chamonix avec des images TerraSAR-
X stripmap). La taille de la fenêtre de corrélation est relativement importante (typi-
quement 65×65 pixels) pour obtenir des résultats plus fiables. La taille de la fenêtre
de recherche est ajustée en fonction du déplacement maximum attendu. La position
du maximum est interpolée de manière à avoir une mesure sub-pixelique. À ce stade,
le vecteur d’offset obtenu contient un éventuel déplacement, mais également la dé-
formation géométrique due à la baseline et au relief ainsi que les erreurs de recalage
résiduelles.
3. La déformation géométrique est calculée à partir du MNT et des orbites puis sous-
traite des offsets en range. Les erreurs résiduelles peuvent être estimées à partir des
parties fixes autour des glaciers. En pratique avec les données TerraSAR-X, seule
une erreur en azimut due au recalage pixelique doit être corrigée en estimant une
constante sur les parties fixes entourant la zone en déplacement ou à l’aide d’une
zone comportant des cibles stables fortement rétrodiffusantes (bâtiment, pylône, coin
réflecteur...). Après ces corrections, les offsets sont convertis en champs de déplace-
ment en mètre par jour et fournissent le champ de déplacement 2D (vLOS , vAz) en
géométrie SAR.
4. Les composantes des champs de déplacement sont orthorectifiées à l’aide du MNT
initial de manière à obtenir sur une même grille en géométrie sol les 4 composantes
de déplacement nécessaires à l’inversion du déplacement 3D. Un masque des zones
à inverser et un seuil sur la hauteur du pic de similarité peuvent être appliqués pour
se limiter aux mesures les plus fiables dans la zone d’intérêt.
5. Enfin lorsque les quatre composantes de déplacement SAR R = (vascLOS , v
asc
az , v
des
LOS , v
des
az )
sont disponibles , le déplacement 3D V3D = (vE , vN , vU) est obtenu par moindres car-
rés.
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Figure 3.18 – Chaîne de traitement des images SAR permettant de calculer des champs
de déplacement 2D en géométrie radar et 3D par combinaison de résultats obtenus sur des
orbites ascendantes et descendantes.
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3.5 Conclusion
Dans la première partie de ce chapitre, nous avons rappelé les méthodologies pour
déterminer les déplacements 2D en pixel à partir de « Time Lapse » optiques. Afin d’obtenir
ces résultats plusieurs étapes sont nécessaires, en particulier, le recalage des images. Bien
que prise du même point de vue, les images ne sont pas recalées, car l’appareil photo
bouge légèrement à cause des conditions climatiques. Dans cette opération de recalage,
nous proposons une méthode originale qui consiste à chercher l’image de référence, celle
sur laquelle sont recalées toutes les autres, en minimisant un critère de distance aux autres
images. Dans un second temps, nous rappelons les méthodologies afin de reconstruire une
scène en 3D à partir d’un couple d’images stéréoscopiques. Dans le cadre de cette thèse,
cette phase du calcul est effectuée à l’aide du logiciel MICMAC. Cette étape importante
permet de passer du calcul du déplacement en 2D pixellique présenté dans la première
partie à un déplacement 3D en mètres. Pour ce dernier calcul, nous proposons une chaîne
complète de traitement permettant, à partir de « Time Lapse » stéréoscopiques, d’obtenir le
déplacement 3D en mètres de l’objet observé.
Par la suite, nous avons présenté les images SAR et comment calculer un déplacement
à partir de cette source de donnée : InSAR ou corrélation d’amplitude. Sur notre site expé-
rimental, seule la corrélation d’amplitude fonctionne, l’intervalle entre 2 acquisitions SAR
est trop long et la surface du glacier a trop changé pour que l’InSAR fonctionne. Bien que
les images SAR et les images optiques soient techniquement très différentes, nous mon-
trons que le calcul des déplacements 2D et 3D à partir de ces 2 sources de données est
très similaire et utilise les mêmes bases algorithmiques. Que ce soit des images optiques
de luminance (niveau de gris) ou des images SAR d’amplitude, un pré recalage est néces-
saire. Ce dernier peut se baser sur des points de contrôle au sol (cible et corner) ou sur
des similarités dans les « Time Lapse » optiques et les séries SAR. Par la suite, le calcul du
déplacement peut s’effectuer dans les 2 cas par un algorithme de corrélation dense utilisant
la fonction de similarité NCC ou ZNCC. Pour finir, une méthode d’inversion, en ayant plu-
sieurs projections 2D du déplacement 3D, permet de retrouver ce dernier. Les différences
que l’on peut observer entre les traitements de ces 2 sources de données sont celles propres
aux capteurs et à la méthode d’acquisition. Par exemple, les images SAR peuvent nécessi-
ter des corrections topographiques, quant aux images optiques un filtrage sur les conditions
atmosphériques permet d’éliminer des résultats aberrants.
La section suivante présentera la mise en application de ces méthodologies dans le
cadre d’une expérimentation sur un site réel : le glacier d’Argentière.
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Ce chapitre est essentiellement consacré aux données traitées et aux résultats expéri-
mentaux obtenus au cours de cette thèse. Nous présentons tout d’abord les données ac-
quises par deux appareils photo automatiques installés sur le bord du glacier d’Argentière
dans le massif du Mont Blanc, les données satellitaires SAR du satellite TerraSAR-X trai-
tées sur la même zone ainsi que les données complémentaires (GPS, MNT...) utilisées pour
les traitements et pour évaluer les résultats. Nous présentons ensuite les résultats obtenus à
l’aide des deux chaînes de traitement (photographique et radar) présentées au chapitre pré-
cédent. Elles ont été appliquées pour mesurer le déplacement 2D de la surface du glacier
d’Argentière et tenter de reconstruire une information tridimensionnelle de positionnement
et de déplacement. Les résultats et les difficultés rencontrées sont évalués en s’appuyant
sur des données GPS acquises lors d’une expérimentation multi-instruments menée en col-
laboration avec l’IGN à l’automne 2013 [Benoit 2014c].
4.1 Données expérimentales
Au cours de cette thèse, nous avons contribué à développer un système formé de deux
appareils photo automatiques destiné à acquérir des séries temporelles de couples stéréo à
partir de deux points fixes à proximité d’un objet géophysique en déplacement (glissement
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de terrain, glacier...). Les expériences ont été effectuées sur le glacier d’Argentière où les
appareils ont été installés pour la première fois au milieu de la thèse en novembre 2012.
Le glacier d’Argentière est un glacier tempéré situé dans le massif du Mont-Blanc
(Chamonix, France) dans les Alpes françaises. Ce massif est à cheval entre trois pays :
la France, l’Italie et la Suisse. La figure 4.1 situe le glacier Argentière dans le massif du
Mont-Blanc. Il s’étend sur 10km entre les altitudes de 1600m et 3400m. En 2003, il cou-
vrait une surface de 12.4 km2. Ce glacier est instrumenté depuis plusieurs décennies avec
notamment des mesures annuelles de vitesse et de bilan de masse réalisées par le Labora-
toire de Glaciologie et Géophysique de l’Environnement (LGGE) dans le cadre du service
d’observation GlaciOClim.
Ce glacier a permis de nombreuses expérimentations scientifiques en raison de son
accès relativement facile et de l’existence de galeries souterraines dédiées au captage d’eau
qui permettent de mesurer également la vitesse basale au niveau de la chute de séracs de
Lognan [Moreau 2010]. Il a notamment fait l’objet d’une collaboration entre le LISTIC et
le DLR (agence aérospatiale allemande) dans le cadre du projet MEGATOR qui a permis de
réaliser deux campagnes d’acquisition d’images SAR polarimétriques aéroportées E-SAR
[Landes 2007]. Le LISTIC a depuis constitué dans le cadre du projet EFIDIR une archive
importante d’images du satellite TerraSAR-X lancé en 2007 et son jumeau TanDEM-X
lancé en 2010 (plus de 50 images acquises à ce jour sur ce site). Dans le cadre de cette thèse,
nous avons ainsi pu bénéficier d’acquisitions nouvelles programmées en octobre/novembre
2013 pour traiter des images SAR et des « Time Lapse stéréo » acquis à la même période.
Figure 4.1 – Localisation du glacier d’Argentière dans le massif du Mont Blanc sur une
carte Google Earth.
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4.1.1 Données des appareils photo
Les appareils photo numériques automatiques utilisés pour l’observation du glacier
d’Argentière sont situés sur la rive droite à 2631m et 2683m, séparés d’une base de 158,6m
(cf. table 4.1). La figure 4.2 illustre la position des appareils photo, leur angle de vue et
un des Géocubes (cf. section 2.1.3.1) que nous utilisons comme référence. Ce Géocube
est au centre du réseau de Géocubes et à équidistance des bords du glacier. Les appareils
permettent d’observer une surface glaciaire d’environ 1km2 incluant la chute de séracs
de Lognan illustrée figure 4.3. Ils ont été installés pour la première fois le 26/11/2012 en
collaboration entre les laboratoires LISTIC, EDYTEM et ISTerre dans le cadre du projet
Mont-Blanc (Université de Savoie).
Figure 4.2 – Appareils photo automatiques installés sur la rive droite du glacier d’Argen-
tière et positionnement d’un des Géocubes.
Caméra
Coordonnées géographiques Coordonnées planes
Latitude Longitude Altitude X Y Z
Gauche 45.970995◦ 6.977469◦ 2631.499 1007860.075 6549008.189 2631.499
Droite 45.972194◦ 6.976352◦ 2683.745 1007766.989 6549136.815 2683.745
Table 4.1 – Coordonnées des appareils photo installés sur la rive droite du glacier d’Argen-
tière
Ce dispositif entièrement automatisé est basé sur des appareils photo numériques DMC-
LX 3 de marque Panasonic. Il s’agit de deux appareils compacts HD possédant 10.4 mil-
lions de pixels. Leurs caractéristiques sont présentées dans le tableau 4.2. Dans la configu-
ration du 13 septembre 2013 au 8 octobre 2013, ils ont acquis 5 photos stéréoscopiques par
jour de 9 h à 21 h avec un intervalle de 3h (cf. figure 4.4).
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Figure 4.3 – Chute de séracs de Lognan (photo Luc Moreau)
Nombre de pixels 10M
Taille d’image 3776 x 2520
Angle d’ouverture 2.7 × 10−4rad/pixel
Table 4.2 – Caractéristiques des appareils photo numériques automatiques HR installés sur
la rive droite du glacier d’Argentière.
(a) Image gauche à 9h le 14/09/2013 (b) Image droite à 15h le 19/10/2013
(c) Image gauche à 12h le 13/09/2013 (d) Image droite à 18h le 18/10/2013
Figure 4.4 – Photos acquises par les deux appareils photo installés sur la rive droite du
glacier d’Argentière
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Plusieurs perturbations sont apparues avec l’installation photogrammétrique, notam-
ment les conditions météorologiques : les nuages, l’humidité, la pluie, la neige, des pro-
blèmes de flou dus à l’autofocus à contre-jour... (cf. figure 4.5).
(a) Humidité (b) Nuage
(c) Neige (d) Flou
(e) Ombre (f) Absence de texture
Figure 4.5 – Perturbations sur les prises de photos
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4.1.2 Données satellitaires radar
Dans le cadre de cette thèse, 5 images TerraSAR-X couvrant le massif du Mont-Blanc
ont été commandées en mode stripmap (SM) entre le 21/10/2013 et le 14/11/2013 (cf.
figure 4.6). L’acquisition en mode SM, simple polarisation, permet d’obtenir des images
couvrant une grande surface. Ces données sont acquises avec une résolution approxima-
tivement de 2m x 2m sur une surface de 30km en range (la direction perpendiculaire à
l’orbite du satellite) et de 50 km en azimut (la direction parallèle à l’orbite du satellite).
Leurs principales caractéristiques sont rappelées dans le tableau 4.3.
Images
TerraSAR-X
Appareil
photo
ascendant
descendant
13/09 21/10 23/10 03/11 07/11 12/11 14/11
Figure 4.6 – Images TerraSAR-X acquises entre le 21/10/2013 et le 14/11/2013 et les
photos acquises entre le 13/09/2013 et le 07/11/2013.
Les 3 images acquises sur des orbites ascendantes permettent de former 2 couples à
11 jours et un couple à 22 jours d’intervalle. Les deux images acquises sur des orbites
descendantes sont séparées de 22 jours. Elles proviennent de 2 couples TanDEM-X ini-
tialement destinés à la reconstruction de modèle numérique de terrain par interférométrie
simultanée : l’onde émise par TerraSAR-X est reçue par les deux satellites TerraSAR-X et
TanDEM-X. Plusieurs MNT ont été calculés à partir de données TanDEM-X dans le cadre
du stage de Romain Millan [Millan 2014] (cf. figure 4.7). Les résultats obtenus ont permis
d’effectuer des calculs différentiels par rapport à des MNT plus anciens (SRTM...) et cher-
cher à quantifier la perte de volume des glaciers sur plusieurs années (cf. figure 4.8). En
revanche, la précision obtenue (de l’ordre de 4m) ne semble pas suffisante pour faire des
calculs de différence de MNT sur une courte période.
Dans cette thèse, nous avons simplement utilisé une image de chacun des couples in-
terférométriques (l’image TerraSAR-X) pour calculer un champ de déplacement entre ces
2 dates (22 jours) dans la géométrie descendante et le combiner avec les résultats obtenus
dans la géométrie ascendante pour reconstruire un champ de déplacement 3D.
Les figures 4.9-a) et 4.9-b) illustrent respectivement une acquisition descendante et
ascendante et localisent le glacier d’Argentière sur les images SAR. Les évolutions tempo-
relles peuvent être observées en formant une composition colorée Rouge-Vert-Bleu (RVB)
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Figure 4.7 – Modèle numérique de terrain final pour l’année 2013 obtenu à partir des paires
du 01/02/2013, 21/10/2013, 12/11/2013, d’après [Millan 2014]
Figure 4.8 – Différences d’élévation entre un MNT TanDEM-X (Oct. 2013) et le MNT de
référence SRTM (2010) au niveau des zones englacées. Cette différence est superposée sur
le MNT IGN de 2008 affiché en relief ombragé (d’après [Millan 2014]).
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Trajectoire Descendante Ascendante
Heure d’acquisition 05 h 44 UTC 17 h 25 UTC (J+2)
Angle d’incidence θS AR w 37◦ w 45◦
Taille pixel (range×azimut)
1.36 m × 2.05 m 1.36 m × 1.95 m
Stripmap Simple pol.
Table 4.3 – Caractéristiques des images TerraSAR-X stripmap simple polarisation (HH)
commandées dans le cadre du projet EFIDIR. Les dimensions de pixels correspondent aux
valeurs données dans les fichiers xml accompagnant les images.
avec trois images d’amplitude acquises à différentes dates. La figure 4.10 illustre cette
composition.
4.1.3 Données complémentaires
Le but de l’expérimentation « multi-instruments » menée avec l’IGN à l’automne 2013
a été de suivre le déplacement du glacier dans le temps et en fonction des conditions cli-
matiques. Pour effectuer ces mesures, un réseau de Géocubes (instrument GPS) et un en-
semble de cônes géoréférencés ont été installés sur les bords et sur le glacier. Les Géocubes
donnent une vérité terrain en plusieurs points et les cônes ont le rôle de points de géoréfé-
rencement et de recalage pour la photogrammétrie. Pour recaler les images SAR et suivre
des cibles brillantes, nous avons aussi installé des coins réflecteurs, points de repère pour
les images satellites radar. Par la suite, les données photographiques et les données satelli-
taires vont être croisées avec les informations fournies par les Géocubes.
4.1.3.1 Positions mesurées par GPS
Un ensemble de points a été mesuré par GPS lors de l’expérimentation menée à l’au-
tomne 2013.
– Des cônes
Pour recaler et géoréférencer les photos, nous avons besoin au moins de 4 points
de correspondances sur les deux photos. Une dizaine de cônes de chantier ont été
déposés sur la rive droite du glacier d’Argentière et mesurés par GPS. La figure 4.11
présente la position de ces cônes dans les images.
– Des coins réflecteurs
Pour recaler les images SAR et vérifier les résultats obtenus par les images satel-
litaires, 3 coins réflecteurs ont été installés : 1 gros coin réflecteur fixe (CR1) sur
rive droite du glacier d’Argentière et 2 petits coins réflecteurs mobile sur le glacier
(CR2 et CR3). Ils sont illustrés sur la figure 4.12 et leur réponse dans les images
TerraSAR-X ascendantes est mise en évidence figure 4.13. On notera que CR1 ins-
tallé durablement sur la rive droite apparait en blanc, car il est présent sur les 3
images, alors que CR2 et CR3, qui ont été démonté le 7/11, apparaissent en rouge
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(b) 23/10/2013 - orbite ascendante
Figure 4.9 – Positions du glacier d’Argentière (massif du Mont Blanc) dans les images
TerraSAR-X.
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Figure 4.10 – Composition colorée Rouge(23/10/2013)-Vert(03/11/2013)-
Bleu(14/11/2011) des données TerraSAR-X ascendantes sur la zone de Lognan.
Figure 4.11 – Les cônes de chantier sur les deux images. Ils servent de points de géoréfé-
rencement pour les traitements optiques.
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teinté de vert, car ils répondent plus fortement dans la première image et sont absents
dans la dernière.
Figure 4.12 – Coins réflecteurs installés sur la rive droite (CR1, diagonale = 210cm) et sur
le glacier (CR2, diagonale=70cm)
– Des Géocubes
La campagne d’expérimentation effectuée du 13 septembre au 8 novembre 2013 sur
le glacier d’Argentière en collaboration avec l’IGN a permis d’effectuer les premiers
tests de Géocubes sur glacier [Benoit 2014a]. 11 Géocubes ont été fixés sur des tiges
plantées dans la glace. Les figures 4.14 et 4.15 illustrent respectivement l’installation
d’un Géocube et les positions des 11 Géocubes sur l’image gauche. Cette campagne
a permis d’acquérir des données GPS continues (toutes les 30 secondes), pendant 5
jours sur l’ensemble des 11 récepteurs mobiles installés. Les problèmes de stabilité
des tiges enfoncées dans la glace pour les Géocubes et leurs panneaux solaires ont
ensuite hélas rendu inutilisables la plupart des Géocubes. Seul un Géocube a fonc-
tionné jusqu’à la fin de l’expérimentation (55 jours). Il est donc possible de comparer
les résultats de déplacement obtenus par les séries d’images optiques et SAR avec
une vérité terrain fournie par ce GPS jusqu’à la date où le matériel au sol a été retiré.
4.1.3.2 Modèle Numérique de Terrain (MNT)
Plusieurs MNT réalisés à des dates différentes permettent d’effectuer des bilans volu-
métriques ou des bilans de masse en introduisant la densité de la glace. Le MNT utilisé
dans ces travaux de thèse couvre la partie française des Alpes (Haute-Savoie et Savoie). Il
a été réalisé par l’IGN lors de l’été 2008 avec un dispositif d’imagerie optique aéroportée.
Nous utilisons une restitution sur une grille à un pas de 4m. La figure 4.16 présente ce
MNT et la zone d’intérêt de Lognan qui a été découpée.
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Figure 4.13 – Visibilité des coins réflecteurs sur la composition colorée des 3
images TerraSAR-X ascendantes orthorectifiées Rouge(23/10/2013)-Vert(03/11/2013)-
Bleu(14/11/2011).
Figure 4.14 – Un des Géocubes installés sur le glacier d’Argentière, avec son panneau
solaire au-dessus de cônes destinés au suivi photogrammétrique.
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Figure 4.15 – Positions des Géocubes sur le glacier d’Argentière.
(a) Vallée de Chamonix (b) Zone d’intérêt : Lognan
Figure 4.16 – MNT IGN de 2008 (4m).
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4.2 Mesures obtenues par Time Lapse mono-caméra
4.2.1 Déplacement 2D
Le calcul du déplacement est effectué après recalage des séries d’images en appliquant
la méthode présentée dans la section 3.1.5.
À cause de la météo, le nombre d’images que l’on est capable d’utiliser dépend de la
qualité des imagettes que l’on cherche à corréler pour le recalage. La figure 4.17 présente 2
images de la série temporelle gauche et droite le même jour (20/09/2013), avec les positions
des 6 imagettes qui ont été choisies pour le recalage. Elles ont été placées proche et de part
et d’autre de la zone d’intérêt : le glacier.
Figure 4.17 – Image de la série gauche et droite le 20/09/2013 avec les positions des 6
imagettes qui sont illustrées par les rectangles rouges de chaque image.
La corrélation de ces zones échoue principalement à cause de nuages ou de chutes de
neige. La figure 4.18 illustre le pourcentage des imagettes utilisables au cours de l’expéri-
mentation de l’automne 2013.
À partir de la figure 4.18, on peut voir que pour les deux premiers jours (correspondant
aux dates 13/09 et 14/09), toutes les imagettes sont bonnes donc ces deux images sont
utilisables. Par contre, les 5 jours suivants, le pourcentage d’imagettes utilisables varie de
65% à 81%, c’est-à-dire que dans l’image il existe une ou deux imagettes qui ne sont
pas bonnes. On peut également voir que quelques jours sont très mauvais comme les 24,
27,28,29, 51,52,53 et 55ème. On ne peut pas utiliser ces images.
Les conditions d’éclairage étant également une source de perturbation, par la suite de
ce manuscrit, uniquement les photos prises à 12h ont été utilisées. La figure 4.19 repré-
sente les orientations et amplitudes des déplacements (en pixel) mesurés à 1 et 5 jours
d’intervalle, respectivement entre le 19/09/2013 et le 20/09/2013, et entre le 19/09/2013
et le 23/09/2013. Ces résultats sont calculés par corrélation avec une taille de fenêtre de
recherche de (53 × 53) pixels et une fenêtre maitre de (33 × 33) pixels. Ceci nous donne
un déplacement maximal de 10 pixels dans chaque direction. Ces tailles de fenêtre ont été
définies expérimentalement dans la thèse [Fallourd 2012]. Avec une machine 8 cœurs i7
à 3GHz et 24Go, le temps de calcul est d’environ 5h pour toutes les images (54 couples à
1 jour d’intervalle et 50 couples à 5 jours d’intervalle, en moyenne 3 minutes par couple).
Ces résultats mettent en évidence le déplacement du glacier et sont cohérents : le glacier
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Figure 4.18 – Pourcentage des imagettes utilisables entre le 13/09/2013 et le 07/11/2013.
se déplace vers la droite de l’image conformément à la pente. On observe également une
accélération du glacier sur la partie droite de l’image, qui correspond à la chute de séracs
où les séracs accélèrent avant de tomber.
La figure 4.19 laisse également apparaître un déplacement homogène au niveau des
montagnes qui est dû à l’erreur résiduelle après recalage des images et dépend de la fonc-
tion de recalage utilisée. La zone centrale de l’image comporte peu d’erreurs, car les points
de recalage sont centrés sur cette zone, alors que les zones montagneuses périphériques
présentent plus d’erreurs. Afin de renforcer la mesure, le calcul du déplacement est effec-
tué pour différents intervalles de temps (T,T + 1), (T,T + 2), (T,T + 3)... Ceci permet de
rendre les mesures plus robustes. D’une part, le déplacement est plus important par rapport
aux incertitudes de recalage : l’erreur résiduelle à 1 jour peut être du même ordre de gran-
deur que le déplacement recherché (cf. figure 4.19b). D’autre part, la redondance entre ces
couples doit permettre de recalculer les déplacements et positions journalières du glacier
par une méthode d’inversion intégrant l’ensemble des mesures (approche réseau).
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(a) Orientation du déplacement à 1 jour (b) Amplitude du déplacement à 1 jour
(c) Orientation du déplacement à 5 jours (d) Amplitude du déplacement à 5 jours
Figure 4.19 – Déplacement en pixel du glacier sur la série droite à partir de l’image du
19/09/2013, (a) sur 1 jour (20/09/2013), (b) sur 5 jours (23/09/2013)
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4.3 Mesures obtenues par Time Lapse stéréo
4.3.1 Reconstruction 3D
Pour effectuer la reconstruction 3D via le logiciel MICMAC, une première étape de
calibration est nécessaire. Le problème que nous rencontrons dans ce type d’expérimenta-
tion est que les appareils photo de terrain subissent d’importantes variations thermiques qui
modifient sensiblement les paramètres intrinsèques de ces derniers. De plus les deux appa-
reils sont conditionnés pour le terrain et une calibration initiale sur site est difficile à mètre
en œuvre. Nous nous sommes donc appuyés sur une calibration initiale d’un troisième
appareil, non conditionné pour être installé sur le terrain, mais identique à ceux installés.
En utilisant cette calibration approchée de nos appareils et en utilisant un couple stéréo
des appareils de terrain, nous avons obtenu le modèle 3D du glacier présenté figure 4.20.
Un des avantages de MICMAC est qu’il fournit naturellement ce modèle 3D selon le plan
Figure 4.20 – Ortho-projection de la reconstruction 3D du glacier à partir d’un couple
stéréo selon le point de vue de la caméra gauche.
image. Lors de la reconstruction, en choisissant l’image gauche puis l’image droite comme
image maître, nous obtenons les modèles 3D selon les plans image gauche et droite. Les 3
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composantes Est, Nord, Up pour le plan image droite sont présentées en figure 4.21. Cette
information est indispensable, elle nous permet, connaissant la position des appareils photo,
de calculer les cartes de profondeur gauche et droite afin de déterminer les déplacements
2D en mètre.
(a) Composante Est du modèle 3D (b) Composante Nord du modèle 3D
(c) Composante Up du modèle 3D
Figure 4.21 – Reconstruction 3D du glacier d’Argentière à partir d’un couple stéréo selon
le plan image droite.
4.3.2 Calcul du déplacement 2D en mètre
Ayant obtenu les images de profondeurs, la figure 4.19 illustrant les déplacements en
pixel est convertie en mètre en utilisant l’équation 3.12. Ce résultat est présenté dans la
figure 4.22. Les résultats optiques étant converti en mètre, il est possible de comparer les
résultats de déplacement obtenus par les séries d’images avec les vérités terrains fournies
par les GPS.
Les déplacements GPS (en m/j) du Géocube 1006 (cf. figure 4.15) sont illustrés fi-
gures 4.23 et 4.24. La figure 4.23 représente l’ensemble des résultats sur 55 jours, quant à
la figure 4.24 elle présente les résultats entre le 19/09 et le 08/10 (20 jours). Les 16 premiers
jours de cette période sont les plus propices à la photogrammétrie, car au-delà du 03/10 une
couche de neige est apparue.
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(a) Déplacement à 1 jour
(b) Déplacement à 5 jours
Figure 4.22 – Déplacement en mètre du glacier sur la série droite à partir de l’image du
19/09/2013, (a) sur 1 jour (20/09/2013), (b) sur 5 jours (23/09/2013)
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Figure 4.23 – Vitesse en mètre par jour du Géocube 1006 obtenue par son GPS interne
pendant les 55 jours de la campagne d’expérimentation multi-instruments
Figure 4.24 – Vitesse en mètre par jour du Géocube 1006 obtenue par son GPS interne
pendant 20 jours.
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Ces résultats peuvent être comparés avec ceux obtenus à partir des photos (en mètre),
donnés par les figures 4.25 sur 55 jours et 4.26 sur 20 jours. Ces derniers sont obtenus après
correction de l’erreur de recalage par interpolation linéaire entre l’erreur résiduelle en un
point rive gauche et un autre point rive droite. L’axe x de l’image étant orienté approxima-
tivement dans la direction Nord-Ouest, un déplacement positif en x sur l’image correspond
dans les données GPS à un déplacement négatif dans la composante Est et positif dans la
composante Nord.
La décélération entre les jours 1 et 2 suivie d’une accélération s’observe sur les 2 jeux
de mesures : en x sur l’image et en Est et Nord sur le GPS. Au-delà du 7ème jour, une
décélération progressive s’observe également sur les jeux de mesures et à partir du 11ème
jour les changements de vitesse – accélérations et décélérations – sont identiques. Au 7ème
jour d’observation, c’est-à-dire entre les jours 7 et 8, les résultats obtenus par photo donnent
une vitesse négative, ce qui est incohérent. Ceci est dû à un fort changement de luminosité
entre ces deux jours, les jours précédents étaient clairs et un couvert nuageux s’est installé
à partir du 8ème jour (cf. figures 4.17). Cette observation est identique sur les 2 séries
d’images droite et gauche. Le cas le plus critique intervient au 17ème jour où l’observation
par photo n’est plus possible, des nuages se sont installés dans la vallée et empêchent
l’acquisition de photos utilisables. Les résultats donnés par les figures 4.25 et 4.26 montrent
qu’il n’y a quasiment pas de déplacement selon l’axe y. Ils sont de l’ordre de grandeur
de l’erreur résiduelle. Ils apportent cependant une information utile : les résultats qu’ils
donnent à partir de la prise en compte du 17ème jour sont incohérents et montrent que
l’image du 17ème jour est inutilisable.
Pour finir, nous remarquons que bien que le mouvement soit correctement calculé par
photogrammétrie lors des périodes observables – les changements de vitesse et l’ordre
de grandeur des déplacements sont corrects – une erreur non négligeable reste présente
entre les mesures GPS et le calcul par photogrammétrie. Notons toutefois que cette com-
paraison est faite en un seul point. La figure 4.27 présente, pour la période du 20/09/2013
au 01/10/2013 soit 11 jours, la comparaison entre les déplacements mesurés par chaque
ligne de Géocubes et ceux calculés par photogrammétrie. Ces profils transversaux mettent
également en évidence les légers écarts qui peuvent apparaître entre les Géocubes et la
photogrammétrie. Cependant, ces erreurs sont relativement faibles pour les déplacements
mesurés, ceci valide donc nos mesures photogrammétriques. Ces résultats sont d’autant
plus intéressants qu’ils mettent en évidence des zones particulières du glacier qui néces-
siteraient une étude plus approfondie. Notamment, si nous nous focalisons sur la zone
entourant le Géocube 1014 sur le profil aval figure 4.27b, ce dernier semble être entre 2
zones à plus forte vitesse. L’une de ces zones correspond au pique d’accélération observé
entre les Géocubes 1013 et 1027 en amont figure 4.27a. Est-ce une erreur de corrélation
ou est-ce un phénomène physique du glacier ? Ces zones apparaissent clairement sur les
figures 4.19b et 4.19d respectivement en bleu et bleu clair pour les images de corrélation
optique, mais également sur les figures 4.32e et 4.34e pour ce qui concerne les résultats
SAR. Les tableaux 4.4 et 4.5 présentent respectivement les erreurs des résultats optiques
mesurées sur les points GPS en amont et en aval. Ces résultats sont très encourageants, car
ils présentent une erreur moyenne de l’ordre de 5mm par jour avec une acquisition à plus
de 500m et une taille de pixel comprise entre 15 et 30cm.
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(a) Déplacement dx pendant 55 jours
(b) Déplacement dy pendant 55 jours
Figure 4.25 – La vitesse de la zone du Géocube 1006 calculée par corrélation d’images
pendant 55 jours à 1, 2 et 3 jours d’intervalle.
Géocube Géocube Géocube Géocube Géocube
1020 1001 1006 1013 1027
Erreur (m/jour) 0,015 -0,005 0,004 0,011 0,002
Moyen 0,005
Écart type 0,008
Table 4.4 – Comparaison des erreurs de déplacement 2D optique et GPS sur la ligne Géo-
cube en amont
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(a) Déplacement dx pendant 20 jours
(b) Déplacement dy pendant 20 jours
Figure 4.26 – La vitesse de la zone du Géocube 1006 calculée par corrélation d’images
pendant 20 jours à 1, 2 et 3 jours d’intervalle.
Géocube Géocube Géocube Géocube Géocube Géocube
1016 1007 1018 1010 1014 1025
Erreur (m/jour) 0,006 0,009 -0,017 0,011 0,020 0,011
Moyen 0,005
Écart type 0,013
Table 4.5 – Comparaison des erreurs de déplacement 2D optique et GPS sur la ligne Géo-
cube en aval
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(a) Profil photogrammétrique des déplacements sur la ligne de Géocubes en amont
(b) Profil photogrammétrique des déplacements sur la ligne de Géocubes en aval
Figure 4.27 – Profils transversaux au niveau des 2 lignes de Geocubes. Déplacement à 11
jours du 20/09/2013 au 01/10/2013 mesurées par GPS et par l’appareil photo gauche avec
la carte profondeur calculée par stéréo
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4.3.3 Calcul du déplacement 3D en mètre
L’étape suivante consiste à calculer le déplacement 3D. Pour cela, nous nous appuyons
sur la méthode donnée par l’algorithme 3.17. Le calcul est effectué entre le 13/09/2013
et le 20/09/2013, soit 7 jours d’intervalle. La carte des déplacements 3D obtenue à partir
de deux modèles 3D est donnée par la figure 4.28. Le glacier se déplaçant vers le Nord
Figure 4.28 – Composition colorée calculée à partir de deux modèles 3D à l’intervalle de
déplacement à 7 jours
Ouest, la composition colorée comporte principalement du vert et quasiment pas de rouge,
le déplacement en Up étant faible elle intégrera en plus du bleu moyen. Les erreurs de
corrélation qui apparaissent dans le haut et le bas de l’image sont du à dues givre sur la
terrain dans la seconde image (20/09/2013). Cette illustration des résultats met particu-
lièrement en évidence les erreurs qui apparaissent au niveau des crevasses. La variation
d’altitude à leur niveau étant très importante, la moindre erreur de calcul de déplacement
ou de reconstruction 3D met en évidence les crevasses. Le mouvement 3D réel du glacier
est plus homogène que le résultat obtenu. Ces erreurs sont de 2 natures. Les premières
proviennent des erreurs de corrélation, notamment sur les zones du glacier où il manque
de texture. Elles apparaissent sur l’image sous forme de taches colorées non homogènes.
Les secondes proviennent des modèles 3D et principalement des erreurs de recalage de ces
modèles. Ce qui explique la mise en évidence des crevasses.
Bien que des erreurs apparaissent sur les résultats 3D, ils peuvent être comparés aux
résultats GPS. La figure 4.29 présente un profil traverse de la carte du déplacement 3D
passant par la ligne de Géocubes en amont du glacier. Il donne l’amplitude de la vitesse
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du déplacement 3D calculé par GPS et par photogrammétrie. Le profil présenté dans cette
Figure 4.29 – Profil transversal de l’amplitude de la vitesse 3D de la ligne de GPS en amont
figure a été filtré pour éliminer les valeurs aberrantes. Il met en évidence les erreurs de
calcul qui apparaissent sur l’image de déplacement, mais montrent que les résultats restent
cohérents. L’amplitude du déplacement 3D est du même ordre que ce soit à partir des
données GPS ou des données optiques.
En observant le profil longitudinal d’amplitude de la vitesse de déplacement 3D fi-
gure 4.30, on remarque que les vitesses de déplacement sont cohérentes avec la topographie
du glacier. Notons que ce profil a également été filtré pour éliminer les valeurs aberrantes.
Figure 4.30 – Profil longitudinal de l’amplitude de la vitesse de déplacement 3D
Sur la partie plane du glacier, le déplacement est de l’ordre de 0,2m par jour. Plus nous nous
rapprochons de la chute de séracs, plus la vitesse de déplacement augmente pour dépasser
0,3m par jour au niveau de la chute de séracs.
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La chaîne de traitement des images SAR présentée dans la section 3.4 a été appliquée
aux données SAR acquises lors de la campagne de mesure multi-instruments menée à l’au-
tomne 2013 sur le glacier d’Argentière. Nous avons obtenu des résultats qui permettent
d’observer le déplacement du glacier tout d’abord en 2D dans chacune des géométries ra-
dar (ascendante et descendante), puis en 3D en combinant ces résultats. L’ensemble des
étapes de la chaîne est illustré par la figure 4.31.
4.4.1 Déplacement SAR 2D
4.4.1.1 Données ascendantes
Le calcul des champs de déplacement commence par la découpe d’une partie des
images SAR correspondant au MNT de la zone étudiée (cf. figure 4.16-b). Les positions
range-azimut des points du MNT sont calculées à l’aide des données orbitales fournies
dans les fichiers xml qui accompagnent les images. Les valeurs min et max en range et
azimut sont utilisées pour définir le rectangle de crop des images SAR sur la zone d’inté-
rêt. Les trois images ainsi découpées dans les données ascendantes font approximativement
1400× 1400 pixels. Cette découpe fournit un pré recalage des images suffisant pour les su-
perposer et observer les changements radiométriques (cf. figure 4.10). On peut également
déjà observer le déplacement dans une animation s’il est plus important que les offsets
subpixeliques résiduels et les offsets en range dus au relief.
Les tables de correspondance (Look Up Tables) entre les points du MNT et ceux des
images SAR sont utilisées par la suite pour :
– ré-échantillonner en géométrie radar une information disponible en géométrie sol
telle qu’une ortho-photo (cf. figure 4.32-a),
– calculer la différence de chemin entre les deux positions du satellite (points les plus
proches sur chaque orbite) pour chaque point du sol afin de convertir cette différence
en offset en range dus au relief,
– ré-échantillonner en géométrie sol (sur la grille du MNT) les résultats obtenus en
géométrie radar.
Après découpe des images « pré recalées », une carte d’offset en range-azimut est calcu-
lée par recherche du maximum de similarité avec comme fonction la corrélation normalisée
(NCC) définie section 3.1.2. Ces cartes en sortie de l’étape 2 présentées en figure 4.31 sont
ensuite corrigées :
– en range à l’aide de l’information d’offset topographique calculée à partir du MNT
et des orbites. Cette correction est fonction de la variation d’altitude dans la zone
traitée et de la base perpendiculaire du couple. Pour le couple ascendant du 23/10-
03/11/2013 ces corrections vont de 0.6 à 0.94 pixel pour la zone traitée où les alti-
tudes varient de 1900 à 3000 m.
– en azimut à l’aide d’une constante calculée sur une zone fixe. Dans le cas des don-
nées ascendantes où l’on dispose d’un coin réflecteur fixe installé en rive droite (cf.
figure 4.11), nous avons mesuré l’offset résiduel en azimut sur ce point et soustrait
cette valeur sur l’ensemble de la composante dy. Par exemple sur le premier couple
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Figure 4.31 – Chaîne de traitement d’image SAR permettant d’estimer le champ de dé-
placement 3D par corrélation d’amplitude à partir de couples acquis sur des trajectoires
ascendantes et descendantes.
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à 11 jours d’intervalle, on mesure 0.4 pixel d’offset résiduel qui correspondrait à un
déplacement de 0.07m/j en l’absence de correction.
Les deux composantes du déplacement ainsi obtenues sont illustrées figure 4.32-c)-d),
ainsi que le module et l’orientation du résultat figure 4.32-e)-f). On notera que la com-
posante en range est très proche de 0 en raison du déplacement du glacier qui s’effectue
principalement dans la direction azimutale des données ascendantes. Cette direction se re-
trouve en rouge sur la carte des orientations du déplacement. La composante dy apparaît
avec un contraste positif, car elle s’effectue « vers le bas » de l’image dans la géométrie
initiale, mais les figures ont été retournées verticalement de manière à remettre « le Nord
au Nord » pour faciliter la lecture des résultats en géométrie SAR.
Ces résultats sont calculés par corrélation avec une taille de fenêtre de recherche de
(105 × 95) pixels et une fenêtre maitre de (65 × 65) pixels. Ceci nous donne un déplacement
maximal de (20 × 15) pixels respectivement en ligne et colonne. Ces paramètres ont été
définis expérimentalement dans la thèse [Fallourd 2012].
Pour mieux voir les résultats obtenus avec les images ascendantes, nous avons créé
deux profils de vitesse transversaux qui passent à proximité des deux lignes des Géocubes
installés par l’IGN. La figure 4.33 montre les deux composantes (range et azimut) et le
module de la vitesse calculée dans le premier couple TerraSAR-X ascendant acquis à la
fin de l’expérimentation et les vitesses moyennes des Géocubes calculées sur les périodes
où ils ont fonctionné. On constate un relativement bon accord entre les mesures SAR et
celles des GPS projetées en géométrie SAR. On note cependant que ces profils traversent
des zones où la corrélation a fourni des valeurs aberrantes, en particulier sur la ligne en
aval.
4.4.1.2 Données descendantes
Les résultats obtenus avec le couple d’images à 22 jours acquises sur des orbites des-
cendantes sont illustrés figure 4.34. La figure est en géométrie radar, mais avec cette fois un
retournement horizontal de manière à remettre l’Est et l’Ouest du bon côté. La dimension
de la zone découpée à partir du MNT est de 1824×1245 pixels. On peut constater que mal-
gré les 22 jours qui séparent les acquisitions, la corrélation fournit des mesures cohérentes
sur une bonne partie du glacier : seules quelques zones présentent clairement des valeurs
aberrantes visibles par leur contraste. On perçoit très nettement l’accélération à l’approche
de la chute de séracs et le ralentissement sur la partie relativement plate entre les deux
zones crevassées. Le contraste positif de la composante dx vient de l’orientation initiale
des images en géométrie descendante (le déplacement s’effectue dans le sens croissant en
range). Le contraste est négatif pour la composante dy car le glacier remonte légèrement
vers le haut de l’image (écoulement dans la direction Nord-Ouest). On notera sur l’image
du module que la correction des effets de relief en range et la correction d’offset sur partie
fixe en azimut ont permis d’obtenir une vitesse quasiment nulle tout autour du glacier sur
les zones qui corrèlent correctement.
Les valeurs de déplacement 2D mesurées dans les couples ascendants et descendants
à la position des trois coins réflecteurs ont été reportées dans le tableau 4.6. Bien que la
période couverte par les images SAR ne coïncide pratiquement pas avec la période où les
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(a) Ortho-photo ré-échantillonnée (b) Amplitude SAR
(c) Composante dx (range) (d) Composante dy (azimut)
(e) Magnitude (f) Orientation
Figure 4.32 – Déplacement 2D calculé avec le couple TerraSAR-X ascendant du
23/10/2013-03/11/2013
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(a) Profil de vitesse de la ligne en amont
(b) Profil de vitesse de ligne en aval
Figure 4.33 – Profils transversaux de vitesse 2D mesurés sur couples TerraSAR-X ascen-
dants du 23/10/2013-03/11/2013 le long des deux lignes des Géocubes
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(a) Ortho-photo ré-échantillonnée (b) Amplitude SAR
(c) Composante dx (range) (d) Composante dy (azimut)
(e) Magnitude (f) Orientation
Figure 4.34 – Déplacement 2D calculé avec le couple TerraSAR-X descendant
(21/10/2013-12/11/2013)
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GPS des Géocubes ont mesuré le déplacement de façon précise, nous avons comparé nos
mesures avec les valeurs de déplacements des Géocubes les plus proches. Les résultats
des GPS des Géocubes 1001 et 1007 ont été calculés à partir de 5 premiers jours de fonc-
tionnement (14/09-19/09) et la vitesse journalière est la moyenne du déplacement mesuré
pendant ces 5 jours. Afin d’effectuer cette comparaison, ces déplacements sont projetés
dans les plans (range azimut) des images SAR à partir des vecteurs ~uascLOS , ~u
asc
az , ~u
des
LOS , ~u
des
az .
Ces vecteurs dépendent de la direction azimutale à la latitude de la scène et de l’angle
d’incidence local. Les composantes de ces vecteurs dans le repère Est, Nord, Up pour les
images traitées sont :
~uascLOS =
(
0, 698 0, 111 −0, 707
)
~uascaz =
(
−0, 156 0, 988 0
)
pour les couples ascendants, et pour le couple descendant :
~udesLOS =
(
0, 594 0, 094 −0, 799
)
~udesaz =
(
−0, 156 −0, 988 0
)
Configuration
CR1 (fixe) CR2 (Geocube 1007) CR3 (Geocube 1001)
Range Azimut Range Azimut Range Azimut
2D ASC.
GPS projeté 0 0 -0,051 0,090 -0,058 0,096
SAR -0,006 0,000 -0,062 0,094 -0,064 0,130
Erreur en vecteur 0,006 0 0,011 -0,004 0,006 -0,034
Erreur en module 0,006 0,012 0,034
2D DES.
GPS projeté 0 0 0,080 -0,058 0,079 -0,063
SAR 0,006 -0,014 0,165 -0,113 0,272 -0,184
Erreur en vecteur -0,006 0,014 -0,085 0,055 -0,193 0,121
Erreur en module 0.015 0,101 0,228
Table 4.6 – Comparaison des déplacements 2D mesurés (en m/j) sur les trois coins réflec-
teurs (CR1 fixe, CR2 et CR3 mobiles) dans les données SAR et la projection des déplace-
ments GPS issus des Géocubes installés à proximité.
Sur le coin réflecteur fixe (CR1), on constate un très léger déplacement résiduel en
range inférieur au centimètre qui confirme la précision des corrections des offset dus au
relief effectuées à partir des orbites et du MNT. On constate en revanche un léger dépla-
cement en azimut (1.4 cm/j) dans le couple descendant, car il n’y a pas eu de correction
d’offset en azimut en l’absence de coin réflecteur. Depuis, un second coin réflecteur a été
installé et orienté pour les données descendantes en vue de l’automatisation du traitement
des données sentinels acquises depuis l’automne 2014.
Sur les coins réflecteurs mobiles, on constate des résultats relativement fiables en géo-
métrie ascendante, avec une précision de l’ordre du cm par jour, et une erreur plus impor-
tante en azimut sur le CR3. Il faut noter que ces deux coins installés dans la glace sont plus
petits et orientés plus approximativement que le gros coin réflecteur (CR1) fourni par le
DLR en 2007 et initialement destiné à la calibration (cf. figure 4.12). Ils créent néanmoins
un point brillant suffisamment fort pour renforcer la corrélation. Ils présentent par contre un
risque de mouvement propre dû aux tiges ancrées dans la glace (problème rencontré avec
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les Géocubes). Ce mouvement est peut-être à l’origine de l’erreur de mesure plus impor-
tante sur le CR3. Enfin, on constate que les erreurs sont plus importantes avec les données
descendantes. Cette différence peut s’expliquer par une plus grande incertitude de mesure
due à l’évolution de la surface entre les images acquises à 22 jours d’intervalle et par l’ab-
sence de coins réflecteurs orientés pour ces acquisitions. Elle peut également être due à une
accélération du glacier après le 3 novembre qui entrainerait un mouvement plus important
perçu dans le couple descendant. L’erreur de mesure au niveau du CR3 est à nouveau plus
importante, probablement à cause du manque de texture nécessaire à la corrélation.
4.4.2 Déplacement SAR 3D
(a) Ortho-photo IGN 2008 échantillonnée à 4m (b) Ascendant 11 j., descendant 22 j. et profils
(c) Ascendant 22 j., descendant 22 j. (d) Ascendant 11 j. et 22 j., descendant 22 j.
Figure 4.35 – Résultats de l’inversion du déplacement 3D (module en m/j) obtenus en
combinant les résultats 2D des couples ascendants (à 11 jours, à 22 jours ou les 2 deux) et
du couple descendant à 22 jours.
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Les résultats obtenus avec les couples ascendants peuvent être combinés avec celui du
couple descendant pour reconstruire un champ de déplacement 3D (Est, Nord, Up) selon la
méthode présentée section 3.4.4 en supposant qu’ils mesurent différentes projections d’un
même déplacement. Cette hypothèse de mouvement stationnaire semble réaliste d’après
les mesures GPS effectuées par l’IGN en septembre octobre, sous réserve qu’il n’y ait pas
d’événements pluvieux importants qui provoquent des accélérations du glacier de courte
durée [Benoit 2014c].
Nous avons ainsi calculé plusieurs résultats de déplacement 3D satellitaire radar en
utilisant :
– les 2 résultats de déplacement 2D illustrés précédemment : couple ascendant à 11
jours (23/10-03/11/2013) et descendant à 22 jours (21/10-12/11/2013),
– les 2 résultats obtenus avec les couples à 22 jours qui ont l’avantage de couvrir quasi-
ment la même période (23/10-14/11/2013 et 21/10-12/11/2013), mais s’appuient sur
une mesure ascendante plus bruitée à cause de la plus grande évolution de la surface
en 22 jours,
– les 3 résultats obtenus en intégrant les résultats à 11 jours et 22 jours en ascendant,
et le résultat à 22 jours en descendant.
Ces trois résultats sont illustrés figure 4.35 avec une photographie aérienne de 2008
(ortho-image IGN ré-échantillonnée à 4m associée au MNT). Visuellement, nous pouvons
constater que la vitesse semble légèrement plus élevée lorsque l’on prend en compte la
mesure à 22 jours en ascendant (figures 4.35-c)-d)) qu’avec la mesure ascendante à 11
jours (figure 4.35-b)). Cette différence peut provenir d’une augmentation de la vitesse sur
la période du 3 au 14 novembre, mais en l’absence de mesure GPS et de photographies
après le 8 novembre (fin de la campagne de mesure menée avec l’IGN), il est difficile de
confirmer ou infirmer cette hypothèse. On constate également qu’il y a une plus grande
zone où la mesure n’est pas fiable lorsque l’on considère le couple à 22 jours ascendant.
Pour mieux voir les résultats de déplacement 3D radar, nous avons construit sur le ré-
sultat le moins bruité (11 jours ascendant, 22 jours descendant), un profil longitudinal et 4
profils transversaux : 2 au niveau des lignes de Géocubes, 1 en aval en se rapprochant de la
chute de séracs de Lognan et un en amont. La position de ces profils est tracée sur la figure
4.35-b). Sur le profil longitudinal présenté figure 4.36, on peut observer les trois compo-
santes Est Nord Up ainsi que le module du déplacement. Ce profil longitudinal illustre bien
l’accélération du glacier d’Argentière au niveau de la chute de séracs de Lognan. Sur les
profils transversaux présentés figure 4.37, on observe au centre un module du déplacement
3D de l’ordre de 20 cm/j qui correspond aux valeurs obtenues par GPS, avec un ralentisse-
ment aux deux bords sur les profils amont et aval. Les fluctuations importantes des profils
au niveau des lignes de Géocubes sont dues à des mesures 2D aberrantes qu’il conviendrait
de filtrer par un seuillage sur le niveau de confiance afin de n’effectuer l’inversion 3D que
sur des points où l’on dispose de mesures ascendantes et descendantes obtenues avec une
confiance suffisante.
Nous avons également cherché à comparer les déplacements 3D radar obtenus sur la
fin de l’expérimentation au niveau des 3 coins réflecteurs avec les mesures GPS obtenues
plus tôt. Les erreurs sur les trois composantes et le module du vecteur d’erreur sont donnés
dans le tableau 4.7. Sur le point fixe (CR1), on obtient une erreur de l’ordre de 5mm/j
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Figure 4.36 – Profil longitudinal de vitesse 3D calculé sur la partie inférieure du glacier
d’Argentière à partir des deux couples TerraSAR-X (ascendant du 23/10-03/11/2013 et
descendant du 21/10-12/11/2013).
Figure 4.37 – Profils transversaux de vitesse 3D (module) calculés sur la partie infé-
rieure du glacier d’Argentière à partir des deux couples TerraSAR-X (ascendant du 23/10-
03/11/2013 et descendant du 21/10-12/11/2013).
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en horizontal et 1mm/j en vertical. Le CR2 donne une erreur de 8cm/j qui commence à
être importante par rapport à l’amplitude du déplacement. L’erreur observée sur le CR3
(18cm/j) est équivalente à l’amplitude du déplacement, ce qui rend le résultat difficilement
exploitable. Il faut cependant noter qu’il s’agit de résultats ponctuels, avec de petits coins
réflecteurs uniquement dans une seuls des géométries d’acquisition et un couple à 22 jours.
Configuration
CR1 (Geocube 1021) CR2 (Geocube 1007) CR3 (Geocube 1001)
Est North Up Est North Up Est North Up
GPS réel 0 0 0 -0,101 0,075 -0,016 -0,106 0,081 -0,010
3D -0,005 0,004 0,001 -0,161 0,102 -0,064 -0,224 0,150 -0,132
Erreur en vecteur 0,005 -0,004 -0,001 0,060 -0,027 0,048 0,118 -0,069 0,122
Erreur en module 0,007 0,081 0,183
Table 4.7 – Résultats de déplacement 3D calculés sur la zone des coins réflecteurs à partir
d’un couple ascendant à 11 jours et un couple descendant à 22 jours, comparaisons avec
les mesures GPS effectuées en début d’expérimentation.
4.5 Conclusion
Nous avons présenté dans ce chapitre les résultats obtenus au cours d’une expérimenta-
tion multi-instruments menée en collaboration avec l’IGN à l’automne 2013. Ces résultats
représentent le calcul des déplacements 2D et 3D par photogrammétrie et par imagerie
SAR. L’ensemble de ces résultats est comparé aux vérités terrain fournies par les Géo-
cubes. Ceci met en évidence que les valeurs de déplacement mesurées par ces techniques
sont bonnes dans l’ensemble. Les erreurs qui apparaissent en optique et radar sont prin-
cipalement dues à l’algorithme de corrélation qui ne fonctionne pas s’il n’y a pas assez
de texture sur le glacier. Nous mettons aussi en évidence l’importance du calage des mo-
dèles 3D optiques pour le calcul du déplacement. Sous certaines conditions, des zones de
crevasses par exemple, d’importantes erreurs apparaissent dans les résultats.
Pour conclure ce chapitre, les figures 4.38 et 4.39 illustrent respectivement la superpo-
sition des résultats transversaux et longitudinaux obtenus par imagerie SAR et optique. Ces
résultats mettent en évidence la cohérence des calculs, mais également l’ensemble des er-
reurs qui leurs sont associées. Ils cumulent les erreurs de calcul 2D, de géoréférencement et
de reconstruction 3D du mouvement. Ces erreurs se traduisent par des erreurs de recalage
entre les différents résultats présentés. Elles sont de l’ordre du mètre en SAR et quelques
dizaines de mètres en optique. Ceci est notamment dû aux erreurs de géoréférencement en
SAR et optique et de reconstruction 3D en optique.
Quant aux erreurs de calcul 2D, elles apparaissent sous forme de “bruit de mesure”.
Pour ces dernières, le choix de la taille de fenêtre de corrélation a une grande importance,
plus elle est petite moins elle a de texture pour s’accrocher et plus elle est grande, plus elle
lisse les résultats. Ces résultats mettent également en évidence les capacités de couvertures
et d’échantillonnage des différents instruments. La couverture est de quelques points avec
les GPS à une couverture dense de toute la surface d’un glacier avec les images SAR.
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Figure 4.38 – Profils transversaux de vitesse 3D (module) calculés sur la partie inférieure
du glacier d’Argentière à partir des données SAR et optiques.
Figure 4.39 – Profil longitudinal de vitesse 3D calculé sur la partie inférieure du glacier
d’Argentière à partir des données SAR et optiques.
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Dans les résultats présentés, nous avons pour le profile longitudinal 471 points en SAR
et 2886 points en optique, et nous avons respectivement 61 points et 429 points pour le
profile transversal. Ces résultats ouvrent des perspectives de recherche pour améliorer les
acquisitions et les méthodes de calcul des déplacements 2D et 3D, afin notamment de
réduire les erreurs et de mieux exploiter les différentes sources d’informations.

Chapitre 5
Conclusions et perspectives
Les travaux de thèse présentés dans ce manuscrit ont été consacrés au traitement de
séries temporelles de photographies terrestres et d’images radar satellitaires pour la mesure
du déplacement des glaciers Alpins. Nous nous sommes attachés au développement et à la
mise en œuvre de chaînes de traitement automatiques permettant de gérer la répétitivité des
acquisitions, typiquement une image par jour pour les Time Lapse optiques, trois images par
mois pour les données SAR (cycle de 11 jours pour le satellite TerraSAR-X, de 12 jours
pour Sentinel-1A lancé en avril 2014). Nous avons exploré deux directions principales :
d’une part l’exploitation de l’axe temporel en mono vue pour des mesures de déplacement
bidimensionnelles (2D) et d’autre part la reconstruction de l’information tridimensionnelle
(3D) à l’aide de données multi vues : 2 appareils photographiques en configuration stéréo
ou des images acquises sur des orbites ascendantes et descendantes d’un satellite radar.
Nous avons pu tester la plupart des méthodes envisagées sur des données expérimentales
acquises sur un objet géophysique en déplacement : le glacier d’Argentière situé dans le
massif du Mont-Blanc. Une campagne de mesures multi-instruments menée en collabora-
tion avec l’IGN a permis d’acquérir sur une même période des données radar satellitaires (5
images TerraSAR-X), des séries temporelles de photographies terrestres (5 couples stéréo
par jour pendant 55 jours) et des mesures in situ : 11 points de mesures GPS continues à la
surface du glacier, qui ont fourni des vérités terrain pour évaluer les résultats obtenus par
télédétection spatiale et proximale.
Pour l’exploitation des séries temporelles mono vue, on peut considérer aujourd’hui
que les chaînes de traitement des données optiques ou SAR qui calculent des champs de
déplacement 2D dans la géométrie du capteur sont complètement automatisées. Elles sont
disponibles sous forme de logiciel libre au sein des EFIDIR Tools. Les résultats obtenus
sont des déplacements en pixel dans le cas des images optiques du fait de la géométrie
projective, et directement en mètre dans le cas des données SAR grâce à l’échantillonnage
en distance et en azimut. Dans les deux cas, les mesures sont basées sur la recherche du
maximum de similarité qui nécessite la présence d’une texture suffisante et une faible évo-
lution temporelle de la zone imagée (changements de surface limités entre les dates). Dans
ces conditions, les mesures sont exploitables dès que le déplacement entre les deux images
est suffisamment important (typiquement supérieur au dixième de pixel) et lorsque l’on est
en mesure d’affiner le recalage initial entre images, à l’aide d’imagettes sur les parties fixes
ou de cibles (naturelles ou artificielles) dont la position est connue a priori. Les erreurs ré-
siduelles de recalage restent cependant une des principales sources d’incertitude observée,
aussi bien en photographie terrestre (modélisation insuffisante des distorsions géométriques
du capteur, mauvaise répartition des points de contrôle...) qu’en imagerie satellitaire (in-
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certitudes sur les orbites, erreur de modèle numérique de terrain utilisé pour compenser les
effets de relief...).
Pour la reconstruction de l’information 3D par photogrammétrie terrestre, nous nous
sommes appuyés sur le logiciel libre MICMAC développé par l’IGN qui permet de recons-
truire la position des points dans l’espace à partir de couples stéréo. L’utilisation qui en a été
faite a nécessité des interventions manuelles, mais elle pourrait être automatisée avec une
meilleure maîtrise des outils bas niveau. Nous avons ensuite proposé plusieurs stratégies
de reconstruction du déplacement 3D à partir des déplacements 2D mesurés par chacun des
appareils et des modèles numériques de surface successifs issus des couples stéréo. Les in-
certitudes qui affectent les déplacements mono vues et les modèles numériques de surface
obtenus se sont avérées trop importantes pour comparer les différentes stratégies, mais les
premiers résultats de reconstruction du déplacement 3D montrent que cette information est
bien captée par le dispositif expérimental testé sur le glacier d’Argentière. Le manque de
contrôle des acquisitions SAR et la nécessité d’obtenir des couples quasi simultanés sur
des orbites ascendantes et descendantes rend plus aléatoire la possibilité de reconstruire
le déplacement 3D à partir de données satellitaires radar. Nous avons néanmoins réussi à
effectuer cette reconstruction avec des données TerraSAR-X et TanDEM-X qui recouvrent
partiellement la période de l’expérimentation multi-instruments menée sur le glacier d’Ar-
gentière. Ces résultats illustrent la stratégie de reconstruction du déplacement « Est Nord
Up » à partir de projections mesurées dans deux géométries images différentes. On notera
cependant qu’une connaissance approximative de la surface (un MNT préexistant) reste
nécessaire pour orthorectifier ou simplement colocaliser les résultats obtenus dans chacune
des géométries. Cette stratégie d’inversion pourrait être mise en œuvre à partir de deux
appareils photo observant un même déplacement sous des angles différents qui fournissent
des projections non coplanaires. Si la configuration du terrain impose une base importante
nuisible à l’appariement stéréo, cette contrainte sera au contraire un avantage pour recons-
truire le déplacement 3D sans passer par le calcul des surfaces 3D.
Ces travaux ont mis en évidence le potentiel et les limitations liées à ces deux sources
d’informations. Dans des travaux futurs, il est nécessaire de chercher à réduire les sources
d’erreurs constatées au cours de cette thèse. Il serait également intéressant d’exploiter la
complémentarité de ces données pour améliorer la qualité des mesures et leur couverture
spatiale et temporelle.
Afin de réduire les sources d’incertitude, des progrès peuvent être faits au niveau
de l’acquisition en travaillant avec des appareils photo professionnels qui offriraient une
meilleure résolution (spatiale et dynamique) et une meilleure optique plus stable dans le
temps. Pour l’observation continue d’un site spécifique, la mise en place de balises ou le
repérage de cibles visibles de part et d’autre de la zone en déplacement apporterait une
réduction sensible des erreurs de recalage des images et de reconstruction 3D (meilleure
estimation des paramètres extrinsèques des appareils, de la matrice fondamentale...). Au ni-
veau des traitements, on peut s’attendre également à une amélioration importante des résul-
tats si l’on exploite la redondance des séries temporelles en adoptant la stratégie de calcul
en réseau (N/N+1, N/N+2, N+1/N+2...) au lieu de se limiter au calcul de proche en proche.
Cette stratégie est déjà mise en œuvre en interférométrie SAR satellitaire pour rechercher
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des déplacements inférieurs aux perturbations dues aux effets atmosphériques. L’adapta-
tion aux données traitées et l’introduction de pondérations pour diminuer l’influence des
couples les moins fiables auraient nécessité des développements que nous n’étions pas en
mesure de réaliser au cours de cette thèse.
La complémentarité de l’observation des glaciers par imagerie satellitaire radar et par
photographie terrestre est très forte. Au niveau de la couverture spatiale, seule l’imagerie
satellitaire peut raisonnablement couvrir des zones importantes si l’on souhaite par exemple
modéliser l’écoulement de l’ensemble d’un glacier de taille conséquente (tel que le com-
plexe de la Mer-de-Glace, le glacier d’Aletsch en Suisse ou des glaciers himalayens). Au
niveau de la couverture temporelle, la fréquence d’acquisition des données satellitaires res-
tant limitée, la photographie terrestre permet des observations beaucoup plus fréquentes sur
des zones ciblées dont le mouvement est révélateur de la dynamique du glacier ou critique
pour la gestion du risque.
La complémentarité vient également des propriétés de l’imagerie optique et radar.
D’une part, les images radar sont peu sensibles aux conditions météorologiques alors que
les photographies deviennent inexploitables en présence de nuage. D’autre part, les para-
mètres physiques qui conditionnent l’albédo en optique et la rétrodiffusion en radar sont
très différents. Ils peuvent être à l’origine de structures/textures favorables à la corréla-
tion pour une source et peu présentes dans l’autre. De même, des changements de surface
peuvent diminuer la corrélation dans les données optiques sans la dégrader dans les don-
nées radar (une faible couche de neige sèche par exemple) ou vis-versa (modification de
l’humidité du sol...).
Pour toutes ces raisons, il sera intéressant de développer des méthodes pouvant exploi-
ter conjointement les deux sources d’informations en fonction de leur disponibilité. Une
première direction peut consister à utiliser une des sources comme information a priori
pour améliorer/faciliter le traitement de l’autre (utilisation du déplacement moyen pour ré-
duire les zones de recherche, rejet des mesures erronées, test de cohérence...). Une seconde
direction consisterait à fusionner des mesures, par exemple en combinant des projections
du déplacement estimées par les différentes sources. Enfin, si l’on dispose de modèles ma-
thématiques des déformations ou de modèles physiques de l’écoulement du glacier, une
direction prometteuse est de se tourner vers les méthodes d’assimilation de données pour
estimer les paramètres des modèles et densifier les observations : spatialiser les données
à haute résolution temporelle issues de la photographie, ou au contraire interpoler à un
pas de temps plus fin les données satellitaires en cohérence avec les données proximales
disponibles.
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MicMac est un logiciel qui permet la mise en correspondance automatique dans le
contexte géographique. Il a été créé par Marc Pierrot Deseilligny à l’IGN. Il dispose de
plusieurs outils qui sont utilisés dans le domaine de la photogrammétrie. C’est un logiciel
disponible sous Linux, sous Mac et sous Windows, il s’exécute en ligne de commande
et doit être paramétré par des fichiers XML. Ce système de paramétrage permet un grand
contrôle de l’utilisateur sur le processus de mise en correspondance. Cependant, ce système
peut être parfois contraignant de par sa complexité. Un ensemble d’outils simplifiés ont
donc été développés pour répondre à la plupart des utilisations. Nous présenterons ici ceux
utilisés dans le cadre de cette thèse. Le logiciel MICMAC et sa documentation détaillée
sont disponibles sur le site de l’IGN (http ://logiciels.ign.fr).
A.1 Calibration de l’appareil photo
A.1.1 Tapioca
Tapioca est une interface simple de calcul de points correspondances. La syntaxe géné-
rale de fonction Tapioca est :
mm3d Tapioca Mode Files Arg1 Arg2 ...Opt1=Val Opt2=Val ...
Les arguments sont :
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– Mode est un mode de fonctionnement, c’est-à-dire un moyen de calculer les couples
d’images qui doivent être appariés. Ces valeurs sont All pour toutes les paires pos-
sibles, MulScale pour une optimisation multi échelle, Line pour une sélection adap-
tée à l’acquisition des images linéaires, et File pour les fichiers XML décrivant les
paires.
– File spécifie le chemin des images qui doivent être apparié.
– Opt spécifie les options relatives au mode utilisé.
A.1.2 Tapas
Tapas est l’outil simplifié qui calcule les orientations relatives des appareils photo. Il
fournit ainsi une calibration du système.
mm3d Tapas ModeCalib "les images RGB" [InCal=...] Out=...
Les arguments sont :
– ModeCalib définit le mode de calibration, les plus classiques étant RadialExtended,
RadialBasic et AutoCal.
– Out spécifie le répertoire de sortie des résultats.
– InCal spécifie le répertoire d’entrée d’une précalibration obtenue par Tapas.
Il est parfois nécessaire d’effectuer la calibration en plusieurs itérations. Une première en
utilisant le mode RadialExtended ou RadialBasic et en utilisant un sous ensemble des
images de calibration. Puis une seconde en utilisant le mode AutoCal, le résultat de la
première calibration, et l’ensemble des images de calibration. Ceci permet d’obtenir un
résultat plus robuste.
A.2 Conversation des coordonnées des points de contrôle
MICMAC propose également un outil de conversion de système de coordonnées : GCP-
Convert. Notamment pour passer de points de contrôle d’un système sphérique en un sys-
tème cartésien localisé.
mm3d GCPConvert InCoorfFormat "fichier de coordonnées" ChSys=... Out=...
Les arguments sont :
– InCoorfFormat spécifie le format des coordonnées d’entrées. Il est fréquemment spé-
cifié par AppInFile qui signifie que le format est défini dans le fichier de coordon-
nées.
– ChSys spécifie le fichier XML permettant de faire la transformation de système de
coordonnées.
– Out spécifie le fichier XML de sorite.
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A.3 Points de contrôles
Pour définir les points de contrôle sur les images, l’opération s’effectue en 2 étapes.
A.3.1 Ajoute de points de contrôle initiaux
Une première étape consiste à définir au moins 3 points de contrôle sur au moins 2
images. Ils serviront par la suite à prélocaliser les autres points de contrôle.
SaisieAppuisInit "Images" RepCalib nom_GCP GCP_init_file
Les arguments sont :
– RepCalib répertoire de calibration issu de Tapas.
– nom_GCP fichier contenant les noms des points de contrôle initiaux.
– GCP_init_file “nom de fichier” contenant les positionnements des points de contrôle
initiaux.
Ensuite, les orientations des images peuvent être basculées dans le repère réel. Cette
étape donne une orientation approximative du système.
mm3d GPSBascule "toutes les images" RepCalib RepBasculeInit Coord GCP_init_file
Les arguments sont :
– RepCalib répertoire de calibration issu de Tapas.
– RepBasculeInit répertoire contenant les résultats de ce basculement initial.
– Coord fichier XML contenant les coordonnées résultant de GCPConvert.
A.3.2 Ajoute de tous les points de contrôle
La seconde étape s’appuie sur la première pour pré localiser l’ensemble des points de
contrôle sur l’ensemble des images. Cette étape permet de corriger les pré localisations et
ainsi améliorer l’orientation absolue du système.
SaisieAppuisPredic "toutes les images" RepBasculeInit Coord GCP_file
Les arguments sont :
– GCP_file “nom de fichier” contenant les positionnements de tous les points de contrôle.
Comme précédemment les orientations de toutes les images sont basculées dans le
repère réel.
mm3d GPSBascule "toutes les images" RepCalib RepBascule Coord GCP_file
Les arguments sont :
– RepBascule répertoire contenant les résultats de ce basculement.
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A.4 Création de modèles 3D
A.4.1 Création d’un masque
Il peut être préférable de définir un masque sur l’objet que l’on souhaite reconstruire
avant de lancer la reconstruction 3D. Ceci réduira le calcul à la zone d’intérêt.
SaisieMasque "Nom d’image maitre"
A.4.2 Création de modèles 3D
Pour terminer, la reconstruction 3D peut s’effectuer dans le repère réel.
MICMAC "fichier de paramètre "
Ce fichier XML de paramètres contiendra l’ensemble des informations nécessaires à la
reconstruction 3D : répertoire de calibration, géoréférencement, image de référence...
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Les outils EFIDIR sont une suite de logiciels dédiés au traitement d’images SAR et Op-
tiques Ils ont été conçus dans le cadre du projet ANR EFIDIR. Ils disposent de plusieurs
modules dédiés à différentes catégories de traitement : transformations géométriques, cal-
cul de déplacement, fusion de données... Ces outils sont disponibles sous Linux, sous Mac
et sous Windows et s’exécutent en ligne de commande. Ils intègrent un système de chai-
nage qui permet de définir simplement la suite des traitements à effectuer, mais également
d’utiliser soit la puissance multicoeur d’une machine, soit la distribution de la chaîne de
traitement sur un cluster de machines de calculs. L’ensemble des outils EFIDIR et leurs do-
cumentations sont disponibles sur le site EFIDIR (http ://www.efidir.fr). Nous présenterons
ici ceux utilisés dans le cadre de cette thèse.
B.1 Outils génériques
Tout outil EFIDIR supporte l’option « -h » qui donne l’ensemble de ses paramètres
optionnels ou non. Ici, seuls certains paramètres sont présentés.
B.1.1 Découpe d’une image
Crop est un outil de découpe d’images. Il est généralement utilisé pour focaliser les
traitements SAR sur la zone d’intérêt, mais également pour obtenir les imagettes de reca-
lage que nous utilisons.
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crop
−−input InputImage
−−output OutputImage
−−row FirstRow
−−column FirstColumn
−−nb_rows NbRow
−−nb_columns NbCol
Les arguments sont :
– InputImage : nom de l’image d’entrée.
– OutputImage : nom de l’image découpée.
– FirstRow : première ligne à garder
– FirstColumn : première colonne à garder
– NbRow : nombre de lignes à conserver
– NbCol : nombre de colonnes à conserver
B.1.2 Corrélation d’images
Distcorr_ splitter est l’outil de corrélation dense. Son résultat principal est une carte de
disparité dense. Ce traitement étant l’un des plus longs en temps de calcul, distcorr_ splitter
s’adapte au nombre de coeurs ou machines disponibles pour le traitement.
distcorr_splitter
−− masterFileName MasterImage
−− slaveFileName SlaveImage
−− isplacementFileName DispImage
−− window_nb_rows MRow
−− window_nb_columns MCol
−− window_search_nb_rows RRow
−− window_search_nb_columns RCol
−− sub_pixel opt
Les arguments sont :
– MasterImage : image maitre.
– SlaveImage : imade esclave.
– DispImage : image de disparité résultante.
– MRow : nombre de lignes de la fenêtre maitre.
– MCol : nombre de colonnes de la fenêtre esclave
– RRow : nombre de lignes de la fenêtre de recherche.
– RCol : nombre de colonnes de la fenêtre de recherche.
– opt : mode d’interpolation sub pixelique 0 : aucun, 1 :Parabolic 3D, 2 : Parabolic 2D,
3 : Mixte parabolique 3D ou 2D si la 3D ne fonctionne pas.
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B.1.3 Inversion 3D
La fonction inversion_ 3D_ dpl permet de passer au déplacement 3D à partir des dépla-
cements 2D obtenus grâce à un couple d’images en track ascendante et un couple d’images
en track descendante.
inversion_3D_dpl
−−file_def def
−−file_mask mask
−−file_error error
−−disp_surf surf
−−sigma_u u
−−process p
−−confidence_type type
−−start_X X
−−start_Y Y
−−X_over X_over
−−Y_over Y_over
−−number n
−−max_error max_error
−−min_error min_error
Les arguments sont :
– def : liste des noms des fichiers de déplacements 2D (hortorectifiés)
– mask : nom de l’image masque sur la zone d’intérêt
– error : liste des noms des images d’incertitude de mesure
– surf : fichier de sortie contenant les 3 composantes de déplacements
– u : incertitude de mesure après reconstruction
– p : type de calcul : 1 - pondéré 2 - non pondéré
– type : type de confiance (1 : fwhm/curvature - 2 : similarity peak)
– X : première colonne à traiter
– Y : première ligne à traiter
– Xover : dernière colonne à traiter
– Yover : dernière colonne à traiter
– n : nombre de projection
– max_error : seuil de l’erreur minimale
– min_error : seuil de l’erreur maximale
B.1.4 Différence d’images
L’opérateur de différence permet de faire la différence d’images multi bandes (canaux).
Cette différence s’effectue entre les mêmes bandes de 2 images. Elle peut être appliquée
pixel à pixel où prendre en compte une image de déplacement afin d’effectuer une diffé-
rence prenant en compte un offset de pixel. Ceci nous permet notamment d’effectuer la
différence de 2 images de points 3D à t et t+1 en tenant compte d’un déplacement entre ces
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images.
difference
−− master_name MasterImage
−− slave_name SlaveImage
−− difference_name DiffImage
−− shift_image_name DispImage
Les arguments sont :
– MasterImage : image maitre.
– SlaveImage : imade esclave.
– DiffImage : image de différences.
– DispImage : image de déplacements.
B.2 Outils optiques
B.2.1 Recalage d’images
Le recalage d’image s’appuyant sur la bibliothèque OpenCV. Il ne fonctionne, par
conséquent, que sur des formats d’images supportés par cette bibliothèque, c’est à dire
des formats optiques.
registration
−− master MasterImage
−− slave SlaveImage
−− output RegisteredImage
−− master_POI MPOI
−− slave_POI SPOI
−− registration_type opt
Les arguments sont :
– MasterImage : image maitre.
– SlaveImage : imade esclave.
– RegisteredImage : image esclave recalée.
– MPOI : liste des points d’intérêt sur l’image maitre.
– SPOI : liste des points d’intérêt sur l’image esclave.
– opt : numéro de fonction de recalage utilisée : 0 affine(défaut), 1 projective, 2 homo-
graphie.
B.3 Outils SAR
B.3.1 Orthorectification SAR
L’orthorectification SAR permet de projeter les déplacements 2D mesurés sur le MNT.
Ceci permettra notamment d’effectuer le calcul du déplacement 3D dans la même géomé-
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trie, celle du MNT.
interpol_azim_range_radar2ground
−− amplitude_img_name InputImage1
−− range_img_name InputImage2
−− azimuth_img_name InputImage3
−− interpolation_type interpolation
−− input_ignored_value iiv
−− output_ignored_value oiv
−− amplitude_2_ground_img_name OutputImage
Les arguments sont :
– InputImage1 : nom de l’image amplitude veut orthorectifier.
– InputImage2 : nom de l’image de range.
– InputImage3 : nom de l’image d’azimut.
– interpolation : le type d’interpolation : 1 - bilinear, 2 - nearest neighbor.
– iiv : Valeur ignorée dans les images de range et d’azimut.
– oiv : Valeur ignorée dans l’image de sortie.
– OutputImage : nom de l’image orthorectifiée.
B.4 Chaîne de traitements
L’API de chaîne d’EFIDIR est un mécanisme puissant qui permet d’appliquer un opéra-
teur en série, effectuer des chaînes d’opérateurs ou faire du “parameter sweeping” (tester un
ensemble de valeurs de paramètres pour un opérateur ou une chaîne donnée). Toute chaîne
EFIDR est par nature un opérateur EFIDIR, ce qui augmente ces capacités. Un des avan-
tages notoires de ces chaînes est que le mécanisme d’exécution prend en compte naturel-
lement les systèmes multicoeurs et les clusters de calcul. Il peut ainsi accélérer l’exécution
d’une chaîne en déterminant automatiquement les tâches indépendantes de cette dernière
en les exécutant en parallèle. Un point très important sur ce système, lorsque l’exécution
de telle chaîne peut être très longue, est le fait qu’elles sont tolérantes aux pannes. En cas
d’interruption indésirée de la chaîne, une rééxécution de celle-ci reprendra à l’endroit de la
chaîne où la coupure a eu lieu.
Cette API existe en langage Python et C, la version Python, présentée ci-après est celle
recommandée. La création d’une chaîne s’effectue principalement en 2 étapes. La première
consiste à définir les tâches grâce à la fonction :
target_create(commands, inputs, outputs)
où commands est la liste des commandes à exécuter, inputs la liste des fichiers d’entrée des
commandes et outputs la liste des fichiers de sortie. La seconde étape consiste à créer la
chaîne via la fonction :
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chain_create(nom, targets)
où nom est le nom que l’on souhaite donner à cette chaîne et targets la liste des tâches
qui ont été précédemment définies. La chaîne ainsi créée peut soit être exécutée soit être
sauvegardée.
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Résumé
L’observation de la Terre par des systèmes d’acquisition d’images permet de suivre l’évolution temporelle
de phénomènes naturels tels que les séismes, les volcans ou les mouvements gravitaires. Différentes techniques
existent dont l’imagerie satellitaire, la photogrammétrie terrestre et les mesures in-situ. Les séries temporelles
d’images issues d’appareils photo automatiques (Time Lapse) sont une source d’informations en plein essor car
elles offrent un compromis intéressant en termes de couverture spatiale et de fréquence d’observation pour me-
surer les déplacements de surface de zones spécifiques. Cette thèse est consacrée à l’analyse de séries d’images
issues de la photographie terrestre et de l’imagerie radar satellitaire pour la mesure du déplacement des glaciers
Alpins. Nous nous intéressons en particulier aux problèmes du traitement de Time Lapse stéréo pour le suivi
d’objets géophysiques dans des conditions terrain peu favorables à la photogrammétrie. Nous proposons une
chaîne de traitement mono-caméra qui comprend les étapes de sélection automatique des images, de recalage
et de calcul de champs de déplacement bidimensionnel (2D). L’information apportée par les couples stéréo
est ensuite exploitée à l’aide du logiciel MICMAC pour reconstruire le relief et obtenir le déplacement tridi-
mensionnel (3D). Plusieurs couples d’images radar à synthèse d’ouverture (SAR) ont également été traités à
l’aide des outils EFIDIR pour obtenir des champs de déplacement 2D dans la géométrie radar sur des orbites
ascendantes ou descendantes. La combinaison de mesures obtenues quasi-simultanément sur ces deux types
d’orbites permet de reconstruire le déplacement 3D. Ces méthodes ont été mises en œuvre sur des séries de
couples stéréo acquis par deux appareils photo automatiques installés sur la rive droite du glacier d’Argentière
et sur des images du satellite TerraSAR-X couvrant le massif du Mont-Blanc. Les résultats sont présentés sur
des données acquises lors d’une expérimentation multi-instruments menée en collaboration avec l’IGN à l’au-
tomne 2013, incluant le déploiement d’un réseau de Géocubes qui ont fournit des mesures GPS. Elles sont
utilisées pour évaluer la précision des résultats obtenus par télédétection proximale et spatiale sur ce type de
glacier.
Mots-Clefs : Traitement de l’Information, Photogrammétrie, Imagerie Radar à Synthèse d’Ouverture (RSO),
Mesure de Déplacement, Reconstruction 3D, Glacier
Abstract
Earth observation by image acquisition systems allows the survey of temporal evolution of natural pheno-
mena such as earthquakes, volcanoes or gravitational movements. Various techniques exist including satellite
imagery, terrestrial photogrammetry and in-situ measurements. Image time series from automatic cameras
(Time Lapse) are a growing source of information since they offer an interesting compromise in terms of
spatial coverage and observation frequency in order to measure surface motion in specific areas. This PhD
thesis is devoted to the analysis of image time series from terrestrial photography and satellite radar imagery
to measure the displacement of Alpine glaciers. We are particularly interested in Time Lapse stereo proces-
sing problems for monitoring geophysical objects in unfavorable conditions for photogrammetry. We propose
a single-camera processing chain that includes the steps of automatic photograph selection, coregistration and
calculation of two-dimensional (2D) displacement field. The information provided by the stereo pairs is then
processed using the MICMAC software to reconstruct the relief and get the three-dimensional (3D) displa-
cement. Several pairs of synthetic aperture radar (SAR) images were also processed with the EFIDIR tools
to obtain 2D displacement fields in the radar geometry in ascending or descending orbits. The combination
of measurements obtained almost simultaneously on these two types of orbits allows the reconstruction of
the 3D displacement. These methods have been implemented on time series of stereo pairs acquired by two
automatic cameras installed on the right bank of the Argentière glacier and on TerraSAR-X satellite images
covering the Mont-Blanc massif. The results are presented on data acquired during a multi-instrument expe-
riment conducted in collaboration with the French Geographic National Institute (IGN) during the fall of 2013,
with a network of Géocubes which provided GPS measurements. They are used to evaluate the accuracy of the
results obtained by proximal and remote sensing on this type of glacier.
Key-Words : Information Processing, Photogrammetry, Synthetic Aperture Radar (SAR) Imagery, Displace-
ment Measurement, 3D Reconstruction, Glacier
