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Introduction
For two vertices u, v of a tree T we denote by p T (u, v) the unique path between u and v in 134 T . A vertex w of a path P that is not an endpoint of P is termed an internal vertex of P . We 135 also say that P crosses w. A cherry of a tree T is a connected subgraph of T consisting of two 136 leaves of T connected to an internal vertex of T .
137
Intersections and union of paths: Given two paths P, P ′ in a graph, we write P P ′ to denote 138 that P and P ′ are non-intersecting, i.e. edge-disjoint. The split vertices of P and P ′ is the set 139 of junctions in their union P ∪ P ′ and is denoted by split(P, P ′ ). Whenever P and P ′ intersect 140 and split(P, P ′ ) = ∅ we say that P and P ′ are non-splitting and denote this by P ∼ P ′ . In this 141 case P ∪ P ′ is a path or a cycle. When P and P ′ intersect and split(P, P ′ ) = ∅ we say that they 142 are splitting and denote this by P ≁ P ′ . Clearly, for any two paths P and P ′ exactly one of the 143 following holds: P P ′ , P ∼ P ′ , P ≁ P ′ .
144
When the graph G is a tree, the union P ∪ P ′ of two intersecting paths P, P ′ on G is a tree 145 with at most two junctions, i.e. |split(P, P ′ )| ≤ 2 and P ∪ P ′ is a path whenever P ∼ P ′ .
146
The VPT, EPT and ENPT graphs:
Let P be a set of paths in a tree T . The 147 graphs Vpt(P), Ept(P) and Enpt(P) are graphs such that V (Enpt(P)) = V (Ept(P)) = 148 V (Vpt(P)) = {p|P p ∈ P}. Given two distinct paths P p , P q ∈ P, {p, q} is an edge of Enpt(P) 149 if P p ∼ P q , and {p, q} is an edge of Ept(P) (resp. Vpt(P)) if P p and P q have a common edge 150 (resp. vertex) in T . See Figure 1 for an example. From these definitions it follows that 151 Observation 2.1 E(Enpt(P)) ⊆ E(Ept(P)) ⊆ E(Vpt(P)).
152
Two graphs G and G ′ such that V (G) = V (G ′ ) and E(G ′ ) ⊆ E(G) are termed a pair (of 153 graphs) denoted as (G, G ′ ). If Ept(P) = G (resp. Enpt(P) = G) we say that T, P is an EPT Figure 1: A host tree T , a collection of paths P = {P 1 , P 2 , P 3 , P 4 , P 5 } defined on T and the corresponding graphs Vpt(P), Ept(P) and Enpt(P).
(resp. ENPT) representation for G. If Ept(P) = G and Enpt(P) = G ′ we say that T, P is 
158
A cherry of a representation T, P is a cherry of T with leaves v, v ′ such that v (resp. v ′ ) is 159 an endpoint of exactly one path P (resp. P ′ ) of P.
160
Throughout this work, in all figures, the edges of the tree T of a representation T, P are 161 drawn as solid edges whereas the paths on the tree are shown by dashed, dotted, etc. edges.
162
Similarly, edges of Enpt(P) are drawn with solid or blue lines whereas edges in E(Ept(P)) \ 163 E(Enpt(P)) are dashed or red. We sometimes refer to them as blue and red edges respectively.
164
For an edge e = {p, q} we use split(e) as a shorthand for split(P p , P q ). We note that e is a red and only if it is biconnected; in this case the unbounded face forms the unique Hamiltonian cycle.
175
The weak dual graph of a planar graph G is the graph obtained from its dual graph, by removing 
EPT Graphs

180
We now present definitions and results from [12] that we use throughout this work.
181
A pie of a representation T, P of an EPT graph is an induced star K 1,k of T with k leaves 182 v 0 , v 1 , . . . , v k−1 ∈ V (T ), and k paths P 0 , P 1 , . . . P k−1 ∈ P, such that for every 0 ≤ i ≤ k − 1 both tation of it contains a pie with k paths.
188
P n−1
Figure 2: The representation of EPT cycle; a pie
Let P e def = {p ∈ P| e ∈ p} be the set of paths in P containing the edge e. to a subcollection P e of paths for some edge e of T , or to a subcollection P[K] of paths for some 194 claw K of T .
195
Note that a claw-clique is a pie with 3 leaves. 
ENPT Graphs and EPT, ENPT Graph Pairs
197
In this section we present definitions and results from [3] that we use throughout this work,
198
introduce new terms, and prove basic results.
199
Equivalent and minimal representations: We say that the representations T 1 , P 1 and T 2 , P 2
200
are equivalent, and denote by T 1 , P 1 ≅ T 2 , P 2 , if their corresponding EPT and ENPT graphs 201 are isomorphic under the same isomorphism (in other words, if they constitute representations 202 of the same pair of graphs (G, G ′ )).
203
We write T 1 , P 1 T 2 , P 2 if T 2 , P 2 can be obtained from T 1 , P 1 by one of the following 204 two minifying operations:
205
• Contraction of an edge e of T 1 (and of all the paths in P 1 using e). We denote this 206 operation as contract(e).
207
• Removal of an initial edge (tail) e of a path P of P 1 . We denote this operation as tr(P, e).
208
The partial order is the reflexive-transitive closure of the relation , and T 1 , P 1 operations contract(e), contract(e ′ ) (resp. contract(e), tr(P, e ′ )) are interchangeable, and for
226
two not necessarily distinct edges e, e ′ the operations tr(P, e), tr(P ′ , e ′ ) are interchangeable.
228
Lemma 2.2 If
229
Proof: Let G i = Ept(P i ) and G ′ i = Enpt(P i ). We observe that both minifying operations are 230 monotonic in the sense that they neither introduce neither new intersections, nor new splits.
231
Namely, for 1
236
EPT holes: A pie of T, P is an independent set of Enpt(P). Therefore combining with
237
Theorem 2.1 we have the following lemma that we use in our proofs:
238
Lemma 2.3 If there is a representation for a pair (G, G ′ ) then there is no blue edge (i.e. edge
239
of G ′ ) in a hole of length greater than 3 in G.
240
Proof: A hole of size a least 4 is represented by a pie. For any two paths P p , P q of this pie, we
241
have either P p ≁ P q or P p P q , therefore {p, q} is not an ENPT edge.
243
Combining Lemma 2.3 with Theorem 2.1, we obtain the following characterization of pairs
, exactly one of the following holds:
245
• k > 3. In this case C k is represented by a pie. Therefore G ′ is an independent set. In
246
other words, C k consists of red edges. We term such a hole, a red hole.
247
• k = 3 and C k consists of red edges. G ′ is an independent set. We term such a hole a red 248 triangle.
249
• k = 3 and C k contains exactly one ENPT (blue) edge (G ′ = P 1 ∪ P 2 ). We term such a 250 hole a BRR triangle, and its representation is an edge-clique.
251
• k = 3 and C k contains two ENPT (blue) edges (G ′ = P 3 ). We term such a hole a BBR 252 triangle, and its representation is an edge-clique.
253
• k = 3 and C k consists of blue edges (G ′ = C 3 ). We term such a hole a blue triangle.
254
EPT contraction: Let T, P be a representation and P p , P q ∈ P such that P p ∼ P q . We denote
255
by T, P /Pp,Pq the representation that is obtained from T, P by replacing the two paths P p , P q
256
by the path P p ∪ P q , i.e. T, P /Pp,Pq def = T, P \ {P p , P q } ∪ {P p ∪ P q } . We term this operation 257 a union. Lemma 2.4 follows from the below observation.
258 split(P q , P r ).
260
Lemma 2.4 [3] Let T, P be a representation for the pair (G, G ′ ), and let e = {p, q} ∈ E(G ′ ).
261
Then G /e is an EPT graph. Moreover G /e = Ept( T, P /Pp,Pq ).
262
Contraction of pairs: The definition of the contraction operation extends to pairs: The con-
263
traction of an ENPT edge does not necessarily correspond to the union operation in the ENPT 264 representation. More concretely, let P p ,P q and P q ′ be such that P p ∼ P q , P p ∼ P q ′ and P q ≁ P q ′ .
265
Then G ′ /{p,q} is not isomorphic to Enpt( T, P /Pp,Pq ) as {q ′ , p.q} / ∈ E(Enpt( T, P /Pp,Pq )). Let
266
(G, G ′ ) be a pair and e ∈ E(G ′ ). If for every edge e ′ ∈ E(G ′ ) incident to e, the edge e ′′ = e△e ′
267
(forming a triangle together with e and e ′ ) is not an edge of
e, or when there is no ambiguity about the pair under consideration we say that e is contractible.
270
We say that a pair is contractible if it is contractible on some ENPT edge. Clearly, (G, G ′ ) is 271 not contractible if and only if every edge of G ′ is contained in at least one BBR triangle. an outerplanar graph G we will refer to the weak dual tree of G, whereas for a (not necessarily 282 outerplanar) graph G we will refer to a weak dual tree of G.
283
The following lemma describes the effect of contraction on weak dual trees.
284
Lemma 2.5 [3] Let (G, C) be a pair satisfying (P 2), (P 3) and let W(G, C) be a weak dual tree 285 of (G, C). (i) There is a bijection between the contractible edges of (G, C) and the intermediate 
288
Representations of ENPT holes: Our goal in this work is to characterize the representations 289 of ENPT holes. More precisely we characterize representations of pairs (G, C n ) where C n is a
290
Hamiltonian cycle of G. For this purpose we define the following problem.
291
HamiltonianPairRec Input: A pair (G, C n ) where C n is a Hamiltonian cycle of G Output: A minimal representation T, P of (G, C n ) if such a representation exists, "NO" otherwise.
292
For n = 3 the only possible pair is (C 3 , C 3 ) whose unique minimal representation is by 3 293 identical paths consisting of one edge each.
294
Let T be a tree with k leaves and π = (π 0 , . . . , π k−1 ) a cyclic permutation of the leaves.
295
The tour (T, π) is the following set of 2k paths: (T, π) contains k long paths, each of which 296 connecting two consecutive leaves π i , π i+1 mod k . (T, π) contains k short paths, each of which 297 connecting a leaf π i and its unique neighbor in T .
298
two paths of the tour do not cross each other. A tour is planar if it has a planar embedding.
300
Note that a tour (T, π) is planar if and only if π corresponds to the order in which the leaves 301 are encountered by some DFS traversal of T .
302
Consider the following three properties
303
• (P 1): (G, C n ) is not contractible.
304
• (P 2): (G, C n ) is (K 4 , P 4 )-free, i.e., it does not contain an induced sub-pair isomorphic to 305 a (K 4 , P 4 ).
306
• (P 3): Every red triangle of (G, C n ) is a claw-clique, i.e. corresponds to a pie of T, P .
307
Note that (P 1) and (P 2) are properties of pairs and (P 3) is a property of representations.
308
We say that (P 3) holds for a pair (G, C) whenever it has a representation T, P satisfying (P 3).
309
It is convenient to define the following problem.
310
P3-HamiltonianPairRec
Input: A pair (G, C n ) where C n is a Hamiltonian cycle of G and n ≥ 4. Output: A minimal representation T, P of (G, C n ) that satisfies (P 3) if such a representation exists, "NO " otherwise.
311
In this work we extend the following results of [3] . 
316
(i) (G, C n ) satisfies assumptions (P 1 − 3).
317
(ii) (G, C n ) has a unique minimal representation satisfying (P 3) which is a planar tour of a 318 weak dual tree of G.
319
(iii) G is Hamiltonian outerplanar and every face adjacent to the unbounded face F is a triangle 320 having two edges in common with F , (i.e. a BBR triangle).
321
For n = 4 there are two possible pairs, namely (K 4 , P 4 ) and (K 4 − e, C 4 ), each of which 322 satisfying (P 1), (P 2) and having a unique minimal representation. Therefore in this work we 323 assume n ≥ 5.
324
The opposite of a sequence of union operations that create one path is termed breaking apart.
325
Namely, breaking apart a path P is to replace it with paths P 1 , . . . , the tour is planar the broken tour is also planar, i.e. has a planar embedding.
329
3 ENPT Holes Satifying (P 2) and (P 3) 
Contraction of Pairs
331
In this section we investigate properties of the contraction operation in our goal to extend
332
Theorem 2.4 to contractible pairs. More specifically, we characterize representations of pairs
333
(G, C) satisfying (P 2), (P 3). We show that (i) the contraction operation preserves ENPT 334 edges, (ii) the order of contractions is irrelevant and (iii) the contraction operation preserves
335
(P 2), (P 3).
336
Proof: By Lemma 2.4 T, P /Pp,Pq is an EPT representation for G /e . It remains to show 339 that it is an ENPT representation for G ′ /e , i.e. that for any two paths P p ′ , P q ′ ∈ T, P /Pp,Pq ,
340
the edge e ′ = {p ′ , q ′ } is in E(G ′ /e ) ⇐⇒ P p ′ ∼ P q ′ . Let P s = P p ∪ P q and s be the vertex 341 obtained by the contraction. We assume first that
e ′ ∈ E(G ′ ) ⇐⇒ P p ′ ∼ P q ′ as required. Now we assume without loss of generality that 343 P p ′ = P s and we recall that e = {p, q} ∈ E(G ′ ) is the contracted edge. We have to show that
and
Clearly, (2) implies (1). To conclude the proof, assume that (1) holds. Then
Combining with (1) this implies that exactly 349 one of P p ∼ P q ′ and P q ∼ P q ′ holds. Therefore without loss of generality P p ∼ P q ′ , P q ≁ P q ′ .
350
Then e ′ = {p, q ′ } ∈ E(G ′ ) and 
Based on this result, we denote the contracted pair as (G, G ′ ) /Ē and say thatĒ is con-372 tractible.
373
If T 2 , P 2 = T 1 , P 1 /Pp,Pq for two paths P p , P q ∈ P 1 we denote this by
The relation U is the reflexive-transitive closure of U , and
reflexive-transitive closure of C , and
By Lemma 3.1, U is homomorphic to C .
379
Following the above definitions, a non-contractible pair of graphs is said to be contraction-380 minimal, because it is minimal in the partial order C .
381
We proceed by showing that the contraction operation preserves assumptions (P 2), (P 3).
382
Lemma 3.3 Let {p, q, r} be a BBR triangle of (G, G ′ ) /e with {p, r} being the red edge. Then by U is also a sub-pair of (G, G ′ ), contradicting our assumption. Therefore v ∈ U . By Lemma 397 3.3 we have that v / ∈ {q, r}. Therefore, let without loss of generality v = p, e = {p ′ , p ′′ } and 398 p ′′ is adjacent to q in G ′ . {p ′ , q} is a non-edge of G, because e is contractible. As {p, s} and 399 {p, r} are edges of G /e , {p ′ , s} or {p ′′ , s} is an edge of G, and {p ′ , r} or {p ′′ , r} is an edge of G.
400
If {p ′′ , s} is an edge of G then {p ′′ , r} is a non-edge of G since otherwise {p ′′ , q, r, s} induce a 
405
(ii) Assume, by contradiction, that (G, G ′ ) has a representation T, P satisfying (P 3) and 406 that no representation of (G, G ′ ) /e satisfies (P 3). Let v be the vertex created by the contraction 407 of e = {v ′ , v ′′ }. Then by Lemma 2.4 T, P /P v ′ ,P v ′′ is a representation of (G, G ′ ) /e and it contains 408 a red edge-clique {p, q, r}. If v / ∈ {p, q, r} then {p, q, r} is an edge-clique of T, P , contradicting 409 our assumption. Assume without loss of generality that v = p. Let e 0 be an edge of T defining 410 the edge-clique {v, q, r}. Since e 0 ∈ P v ′ ∪ P v ′′ , without loss of generality e 0 ∈ P v ′ . Then 411 {v ′ , q, r} induces an edge-clique on e 0 . This is clearly a red edge-clique since e is contractible, a 412 contradiction.
414
We now describe how minimal representations of (G, G ′ ) /e can be obtained from minimal 415 representations of (G, G ′ ).
416
Lemma 3.5 Let T, P be a minimal representation, T ′ , P ′ a representation such that
417
T ′ , P ′ T, P /Pp,Pq and T ′ , P ′ ≅ T, P /Pp,Pq . Let e be an edge of T involved in a minimal 418 sequence of minifying operations s that obtains T ′ , P ′ from T, P /Pp,Pq . There is an operation 419 of s and a path P such that the operation removes e from P (tr(P, e), or contract(e) and e ∈ P )
420
where at least one of the following holds:
e is a tail of P p ∩ P q , P ∩ P p ∩ P q = {e} and P ∩ (P p ∪ P q ) {e}.
422
(ii) e is incident to an internal vertex u of P p ∪ P q , e is a tail of P , P is not in a pie with center 423 u.
424
Proof: Let G = Ept(P) and G ′ = Enpt(P) and consider an operation op of s. Without loss
425
of generality we can assume that op is the first operation of s, by Lemma 2.1. Furthermore,
426
by Lemma 2.2, the representation obtained by applying op is also equivalent to T, P /Pp,Pq .
427
Therefore without loss of generality op is the only operation of s. Note that op is defined on
428
T, P /Pp,Pq except when op is tr(P p ∪ P q , e). In this case e is a tail of P p or P q (or both). In 429 the following discussion, whenever we apply op to T, P , we mean that we apply tr(P p , e) or 430 tr(P q , e) one of which is well defined on T, P .
431
By the minimality of T, P , op cannot be applied to T, P . More precisely, if op is applied,
432
either an edge of G becomes a non-edge, or a red edge of (G, G ′ ) becomes a blue edge. We term
433
such an edge of (G, G ′ ) an affected edge and the corresponding paths of T, P affected pair of 434 paths. Let {r, s} be an affected edge of (G,
of affected paths in T, P /Pp,Pq , contradicting the fact that op can be applied to T, P /Pp,Pq .
436
We conclude that {P r , P s } ∩ {P p , P q } = ∅. Assume without loss of generality that P s = P p , i.e.
437
P r , P p is an affected pair of paths. We consider two disjoint cases:
438
Case 1) {r, p} becomes a non-edge after applying op. Then P r ∩P p = {e} for some edge e of T ,
439
and after the removal of e the intersection becomes empty. On the other hand P r ∩(P p ∪P q ) {e},
440
because otherwise P r and P p ∪ P q constitute an affected pair of paths in T, P /Pp,Pq . Then e 441 is a tail of P p ∩ P q (see Figure 3 a) and P r is the claimed path P (note that possibly r = q as 442 opposed to the figure). In this case i) holds.
443
Case 2) {r, p} is a red edge, and it becomes a blue edge after applying op. Then P r ≁ P p
444
(therefore r = q) and P r , P p do not split after applying op. Therefore split(P r , P p ) = {u} for 445 an endpoint u of e, e is a tail of exactly one of P r , P p , and u is an internal vertex of P p thus of
e is a tail of P , and e / ∈ P ′ . If P is not in a pie with 447 center u then ii) holds. Otherwise P has two neighbors {P ′ , P ′′ } in this pie. e ∈ P ′′ because 448 e / ∈ P and e is an edge incident to u, the center of the pie. Recalling that e is a tail of P we 449 conclude that after the removal of e from P , its intersection with P ′′ becomes empty. Therefore 450 i) holds.
452
Lemma 3.6 Every split vertex of a path P of a broken planar tour is a center of a pie containing 453 P .
454
Proof: By construction, every split vertex of a path P of a tour is a center of a pie containing
455
P . We will show that the same holds for a broken planar tour. Let P ′ 1 , P ′ 2 be two paths of a 456 broken planar tour such that v ∈ split(P ′ 1 , P ′ 2 ). These paths are sub-paths of two paths P 1 , P 2 of 457 a tour and v ∈ split(P 1 , P 2 ). Then v is a center of a pie containing P 1 , P 2 and also other paths.
458
Each one of the other paths has at least one sub-path in the broken planar tour that crosses v.
459
These paths, together with P ′ 1 , P ′ 2 constitute a pie with center v of the broken planar tour. We 460 conclude that every split vertex of P is a center of a pie, and therefore case (ii) of Lemma 3.5 is 461 impossible.
463
We notice that by Lemma 3.6 it follows that the case (ii) of Lemma 3.5 is impossible. 3.2 Small Cycles: the pairs (G, C 5 ) and (G, C 6 )
465
We now return to the study of the representations of pairs (G ′ , C ′ ) satisfying (P 2), (P 3). Without 466 loss of generality we let V (G ′ ) = V (C ′ ) = {0, 1, . . . , n − 1}, n ≥ 5 and note that all arithmetic 467 operations on vertex numbers are done modulo n.
468
In this Section we analyze the special cases of n ∈ {5, 6}. This cases are special because Therefore {1, 3} and {1, 4} are the only red edges in this pair.
480
(ii) We contract {3, 4} of (G ′ , C 5 ) and obtain the pair (G, C 4 ) with one red edge {1, 3.4}.
481
This pair has a unique minimal representation T ′ , P ′ characterized in [3] . Any representation 482 of (G ′ , C 5 ) is obtained by splitting the path P ′ 3.4 of T ′ , P ′ into two overlapping paths and Lemma 3.8 If (G ′ , C 6 ) satisfies (P 2) and (P 3) then it is not contractible.
487
Proof: Assume, by way of contradiction, that (G ′ , C 6 ) satisfies (P 2) (P 3) and the edge e = {0, 1} 488 is contractible. Therefore, {0, 2} and {5, 1} are non-edges of G ′ . {2, 5} is also a non-edge, because 489 otherwise {0, 1, 2, 5} is a hole of size 4 with blue edges. Then {0, 1} must be in a BRR triangle.
490
Figure 4: (a) The unique ENPT representation of C 5 satisfying (P 2) and (b) corresponding pair (G, C 5 ). path on 4 vertices in G ′ . Since none of the paths P 0 , P 1 , P 2 , P 3 , P 5 split from another,
499
their union is a graph with maximum degree two, i.e. every representation of them is 500 an interval representation where no three paths intersect at one edge. Now P 4 ∼ P 5 and 501 P 4 ∼ P 3 . Therefore, P 4 intersects all of P 0 , P 1 and P 2 and does not split from them. Then 502 {4, 0} , {4, 1} , {4, 2} are blue edges, a contradiction.
503
• {1, 3} is an edge of G ′ , {2, 4} is not an edge of G ′ : Assume by way of contradiction {0, 1} 504 is contracted, the contracted pair is the same as the pair in Figure 4 (b) where contracted 505 edge {0, 1} corresponds to vertex 1 of (G, C 5 ). We will show that 1 can not be a vertex 506 obtained by a contraction. Let {1 ′ , 1 ′′ } be the contracted edge. For the following discussion 507 consult Figure 4 (a). One endpoint of each one of P 1 ′ , P 1 ′′ is the same as the endpoints
blue chord. edge. The key to the correctness of the algorithm is the following lemma that among others 520 enables us to consider only one minifying operation.
521
Lemma 3.9 Let T, P be a minimal representation of (G, C), T ′ , P ′ a broken planar tour 522 representation such that T ′ , P ′ T, P /Pp,Pq and T ′ , P ′ ≅ T, P /Pp,Pq . Every operation in a minimal sequence of operations that obtains T ′ , P ′ from T, P /Pp,Pq is a contract(e) 524 operation, where e is a tail of P p ∩ P q .
525
Proof: Consider an operation in a minimal sequence of minifying operations as in the statement 526 of the lemma. Let e be the edge involved in the operation, and let P r be a path whose existence 527 is guaranteed by Lemma 3.5. By Lemma 3.6, case (ii) of Lemma 3.5 is impossible. Then case
528
(i) of the lemma holds, i.e. there is a path P r such that a) the minifying operation removes e 529 from P r , b) e is a tail of P p ∩ P q , c) P r ∩ P p ∩ P q = {e}, and d) P r ∩ (P p ∪ P q ) {e}.
530
The minifying operation is either contract(e) or tr(P r , e). We will show that if tr(P r , e) can 531 be applied, i.e. no affected pair after applying tr(P r , e), then contract(e) can also be applied.
532
For the following discussion consult Figure 3 a) where split(P r , P p ) = ∅, i.e. the dotted part of 533 P r adjacent to e in the figure, is empty.
534
Without loss of generality we assume that e is a tail of P p . Since e is not a tail of P p ∪ P q ,
535
we have r = p.q. e divides T into two subtrees T 1 , T 2 . As e is a tail of P p , P p can not intersect 536 both subtrees. We assume without loss of generality that T 2 ∩ P p = ∅. LetP denote the set 537 of paths of T, P /Pp,Pq , i.e.P = P \ {P p , P q } ∪ {P p ∪ P q } and e ′ be the edge adjacent to e 538 in P r ∩ (P p ∪ P q ). Every path of P ∈P that contains e contains also e ′ , because otherwise 539 P ∩ P r = {e} and (P, P r ) would constitute an affected pair of tr(P r , e). For k ∈ {1, 2}, let P k =
540
P ∈P| P ∩ T k = ∅ ∧ e is a tail of P . Note that by definition, P 1 ∩ P 2 = ∅. As e ′ ∈ T 2 ∩ P r ,
541
we have P r ∈ P 2 . We note that for every path P s ∈ P 2 , P p ∼ P s , i.e. {p, s} is an edge of C. As 542 the degree of p is 2 in C and both of q and r neighbors of p in C, we conclude that P 2 = {P r }.
543
On the other hand, P 1 = ∅ because for every path P s ∈ P 1 , {s, r} is an affected pair of tr(P r , e)
544
(as P s ∩ P r = {e}). Therefore P 1 ∪ P 2 = {P r }, i.e. the only path with tail e is P r .
545
Assume by way of contradiction that there exists an affected pair {s, t} of contract(e). As 546 e ′ ∈ P s ∩ P t , they intersect after the contraction. Therefore {s, t} is a red-edge that becomes 547 blue after the contraction. This can happen only if e is a tail of exactly one of P s , P t . Therefore,
548
r ∈ {s, t} from the above discussion. But then {s, t} constitute an affected pair of tr(P r , e),
549
contradicting to our initial assumption. We conclude that contract(e) has no affected pairs.
551
Figure 5: The effect of union and minifying operations, and the reversal of this effect by Procedure AdjustEndpoint (invoked with p = i). FindMinimalRepresentation-P2-P3 returns "NO" in the validation phase. Therefore we 556 assume that n ≥ 6, and that (G ′ , C ′ ) is a "YES" instance, i.e. it has at least one representa-557 tion satisfying (P 3). We will show that for any pair (G ′ , C ′ ) satisfying (P 2), and a minimal 558 representation T ′ , P ′ of (G ′ , C ′ ) that satisfies (P 3), the representation T ′ ,P ′ returned by
559
FindMinimalRepresentation-P2-P3 is a broken planar tour and
We will prove by induction on the number k of contractible edges of (
is not contractible, therefore satisfies (P 1). In this case the algorithm invokes
return BuildPlanarTour(G ′ , C ′ ) 4:
return "NO"
6:
Contract: 7: Pick an arbitrary contractible edge e = {i, i + 1} of C ′ 8: (G, C) ← (G ′ , C ′ ) /e 9: Let j be the vertex of (G, C) created by the contraction of the edge e 10:
Recurse: 11: T ,P ← FindMinimalRepresentation-P2-P3(G, C).
12:
Uncontract: 13: T ′ ,P ′ ← T ,P 14: Let u and v be the endpoints of P j such that
15:
u (resp. v) is contained in P i−1 (resp. P i+2 ) 16: Replace P j ∈P ′ by two copies P i and P i+1 of itself 17: AdjustEndpoint( T ′ ,P ′ , G, i, u) 18: AdjustEndpoint( T ′ ,P ′ , G, i + 1, v)
Validate: 19: if Ept(P ′ ) = G ′ and T ′ ,P ′ satisfies (P 3) then 20:
return T ′ ,P ′ 21: else
22:
return "NO" 23: function AdjustEndpoint( T ,P , G, p, w) ⊲ w is the endpoint of P p to be adjusted
24:
e w denotes the tail of P p incident to w
25:
X w denotes {P x : e w ∈ P x and {p, x} / ∈ E(G)}
26:
Y w denotes {P y : P p ∩ P y = {e w } and {p, y} ∈ E(G)}
27:
while Y w = ∅ and X w = ∅ do 28:
tr(P p , e w )
29:
if X w = ∅ then ⊲ Also Y w = ∅ as the while loop terminated
30:
Subdivide e w into two edges e w , e ′ w ⊲ Revert the minifying operation 31:
for P x ∈ X w do 32:
tr(P w , e w ′ )
33:
As (G ′ , C ′ ) contains at least one contractible edge, one such edge {i, i + 1} is chosen arbitrarily 565 by the algorithm and contracted. The resulting pair (G, C) = (G ′ , C ′ ) /{i,i+1} has the following 566 properties:
567
• Satisfies (P 2), (P 3). (By Lemma 3.4)
568
• The number of contractible edges is k − 1.
569
• |V (G)| ≥ 6. This is because
we have k = 0 by Lemma 3.8.
571
Therefore, (G, C) satisfies the assumptions of the inductive hypothesis. Let T ′ , P ′ be a 572 minimal representation of (G ′ , C ′ ) satisfying (P 3). Then
is a representation of
. By the inductive hypothesis, T ,P is a broken planar tour that
.
In other words T ,P is obtained from T ′ , P ′ by replacing the two paths P i , P i+1 with the 576 path P i ∪ P i+1 , then applying a (possibly empty) sequence of minifying operations. By Lemma 577 3.9, these minifying operations are contract(e) for a tail e of P i ∩ P i+1 . In the Uncontract 578 phase, FindMinimalRepresentation-P2-P3 performs a reversal of these transformations.
579
See Figure 5 for the following discussion. One endpoint of each one of P i and P i+1 is an 580 endpoint of P i ∪ P i+1 . Therefore one needs to determine only one endpoint of each one of P i 581 and P i+1 . First P i ∩ P i+1 is duplicated and the so obtained paths are called P i , P i+1 .
582
For p ∈ {i, i + 1}, let w be the endpoint of P p to be adjusted. e w denotes the tail of P p incident 583 to w. We denote by X w the set of paths containing e w such that vertices of G ′ corresponding to 584 these paths are not adjacent to p. We denote by Y w the set of paths intersecting P p only on e w 585 and whose corresponding vertices in G ′ are adjacent to p. If Y w is empty (that is, every path 586 that intersects P p also intersects P p \ {e w }, e w can be safely removed from P p without losing 587 intersections. If X w is non-empty this removal is a necessary operation. The algorithm performs 588 these tail removals as long as they are necessary and safe. If at the end of this loop, X w is empty 589 then we are done. Otherwise X w and Y w are non-empty, then e w can not be safely removed 590 from P p . In this case AdjustEndpoint subdivides e w (thus reversing the minifying operation 591 contract(e)) and removes one tail from P p and one tail from every path X ∈ X w , so that P p 592 does not intersect X but still intersects every path Y ∈ Y w .
594
4 ENPT Holes Satifying (P 3)
595
In the previous section we relaxed assumption (P 1). In this section we relax assumption (P 2), i.e. we allow sub-pairs isomorphic to (K 4 , P 4 ). In Section 4.1 we investigate the basic properties 597 of the representations of such sub-pairs, and characterize the representations of pairs (G, C) 598 with at most 6 vertices. In Section 4.2 we show that in bigger cycles such pairs can intersect 599 only in a particular way, and we define the aggressive contraction operation that transforms a 600 pair (G ′′ , C ′′ ) with a (K 4 , P 4 ) to a pair (G ′ , C ′ ) with one less vertex and at least one (K 4 , P 4 ) 601 less. Using these results, in Section 4.3 we present an algorithm that finds the unique minimal 602 representation of a given pair (G, C) satisfying (P 3) with more than 6 vertices. 
Representations of (K 4 , P 4 ) and Small Cycles
where the first vertex is one of the endpoints of the the induced P 4 , the second vertex is its 606 neighbor and so on. (p, q, r, s) is a (K 4 , P 4 ) of (G, G ′ ) whenever {p, q, r, s} induces a sub-pair 607 (K 4 , P 4 ) of (G, G ′ ) and p, s are the endpoints of the induced sub-path isomorphic to P 4 . Clearly,
608
(p, q, r, s) = (s, r, q, p).
609
We start with a Lemma that characterize representations of (K 4 , P 4 ) pairs in general. This 610 lemma will be useful in developing our results. Then we present the unique minimal repre-611 sentation of (G, C 5 ) pairs containing a (K 4 , P 4 ). Together with Lemma 3.7 this completes the 612 characterization of all the (G, C 5 ) pairs because a (G, C 5 ) satisfies (P 3) vacuously. We continue 613 by proving more properties of minimal representations of induce (K 4 , P 4 ) sub-pairs of pairs
614
(G, C) with at least 6 vertices. Using these properties we show that a (G, C 6 ) satisfying (P 3)
615
does not contain sub-pairs isomorphic to (K 4 , P 4 ).
616
Lemma 4.1 Let K = (i, i + 1, i + 2, i + 3) be a (K 4 , P 4 ), T, P be a representation of K, and
There is a path core(K) of T with endpoints u, v such that:
618
(i) split(P i , P i+2 ) = {u}, split(P i+1 , P i+3 ) = {v}, P i+1 (resp. P i+2 ) does not cross u (resp. v).
619
(
620
(iii) At least one of P i , P i+3 crosses both endpoints of core(K) and ∅ = split(P i , P i+3 ) ⊆ {u, v}.
621
(iv) P i+1 ∪ P i+2 crosses both endpoints of core(K).
622
(v) The removal of the edges of P i+1 ∪ P i+2 from T disconnects P i from P i+3 .
623
Proof: (i) Assume, by way of contradiction, that |split(P i , P i+2 )| = 2. Let these two vertices be 624 w, w ′ . As P i+1 ∼ P i and P i+1 ∼ P i+2 we conclude that P i+1 ⊆ p T (w, w ′ ). P i+3 ≁ P i+1 therefore 625 P i+3 splits from P i+1 in at least one vertex w ′′ that is an intermediate vertex of p T (w, w ′ ).
626
Then P i+3 splits from P i+2 at w ′′ contradicting the fact that {i + 2, i + 3} is an ENPT edge.
627
Therefore |split(P i , P i+2 )| = 1 and by symmetry, |split(P i+1 , P i+3 )| = 1. Let split(P i , P i+2 ) = {u} 628 and split(P i+1 , P i+3 ) = {v}. We define core(K) = p T (u, v). For the rest of the claim, assume by 629 contradiction that P i+1 crosses u. Then either P i+1 ≁ P i or P i+1 ≁ P i+2 , contradicting the the 630 fact that {i, i + 1} and {i + 1, i + 2} are ENPT edges.
631
At this point we can uniquely define the following edges that will be used in the rest of the 632 proof: e i (resp. e i+2 ) is the edge of P i \ P i+2 (resp. P i+2 \ P i ) incident to split(P i , P i+2 ), and 633 e i+1 and e i+3 are defined similarly. Note that e i = e i+2 and e i+1 = e i+3 , but the definition does 634 not exclude the possibility that, for instance e i = e i+1 .
635
(ii) A claw-clique of size 4 contains exactly one ENPT edge, however a path isomorphic 636 to P 4 contains three edges. Therefore the representation of K 4 is an edge-clique. Let e be an 637 edge defining this edge-clique, i.e. e ∈ P K . The removal of e from T disconnects it into two 638 subtrees. In order to prove that P K ⊆ core(K) it suffices to show that u and v are in different case r ′ = u = v). All the 4 paths contain e and cross r ′ (so that each one crosses at least one of 642 u, v), i.e. they "enter" r ′ from the same edge e ′ (where possibly r ′ = r and e ′ = e). If r ′ / ∈ {u, v} 643 then as P i+1 crosses v and P i+2 crosses u, r ′ ∈ split(P i+1 , P i+2 ), contradicting P i+1 ∼ P i+2 .
644
Therefore we can assume without loss of generality that r ′ = u. Then the edges e i and e i+2 645 are incident to r ′ . Then P i+1 (resp. P i+3 ) contains e i (resp. e i+2 ) because P i+1 ∼ P i (resp.
646
P i+3 ∼ P i+2 ). Therefore r ′ ∈ split(P i+1 , P i+2 ), contradicting P i+1 ∼ P i+2 . Therefore u and v 647 are in different subtrees, i.e. e ∈ p T (u, v) = core(K). As e can be any edge defining the edge-
648
clique this implies that P K ⊆ core(K). It remains to prove that P i+1 ∩ P i+2 ⊆ core(K). For 649 this purpose, it is sufficient to show that both of P i+1 and P i+2 have one endpoint in core(K).
650
Indeed, assume without loss of generality that P i+1 does not have an endpoint in core(K). Then 651 P i+1 crosses u and does not include at least one of the edges e i , e i+2 . Therefore P i+1 ≁ P i or 652 P i+1 ≁ P i+2 , a contradiction.
653
Consult Figure 6 for the rest of the proof.
654
(iii) By the above discussion u (resp. v) is an intermediate vertex of P i and P i+2 (resp.P i+1
655
and P i+3 ), and they all intersect in at least one edge e ∈ core(K). In order to see the first part of 656 the claim assume, by way of contradiction, that both of P i and P i+3 have an endpoint in core(K),
657
in this case P K is between these two endpoints. Therefore P i ∼ P i+3 , a contradiction.
658
We now proceed to show the rest of the claim: Let w ∈ split(P i , P i+3 ). e i / ∈ P i+3 because 659 otherwise P i+3 ≁ P i+2 , and by symmetry e i+3 / ∈ P i . Therefore, w is on core(K by removing e from core(K). If w is an intermediate vertex of core(K), then at least one of 662 P i+3 ≁ P i+2 , P i ≁ P i+1 holds, depending on the sub-path w belongs. We conclude w ∈ {u, v}.
663
Together with P i ≁ P i+3 , this implies the claim. Note that split(P i , P i+3 ) = {u, v} if and only if 664 both of P i and P i+3 cross both endpoints u, v of core(K).
665
(iv) As {i + 1, i + 2} is an ENPT edge, Q def = P i+1 ∪ P i+2 is a path. Moreover, e i+1 ∈ P i+1
666 and e i+2 ∈ P i+2 , therefore {e i+1 , e i+2 } ⊆ Q, implying the claim.
667
(v) It suffices to show that core(K) separates P i and P i+3 . Suppose that after the removal 668 of core(K) the two paths still intersect. This is possible only if e i+3 ∈ P i or e i ∈ P i+3 . Assume 669 without loss of generality that e i+3 ∈ P i . Then P i ≁ P i+1 , a contradiction.
670 671
split(P i , P i+3 ) = {u, v} v u
split(P i , P i+3 ) {u, v} v u Figure 6 : Representations of (K 4 , P 4 ) pairs where split(P i , P i + 3) = {u, v} and split(P i , P i + 3) {u, v}, respectively Pairs (G, C 5 ) with induced (K 4 , P 4 ) pairs are different than bigger cycles in a few respects.
672
Therefore we analyse this case separately. We recall that a pair (G, C 5 ) satisfies (P 3) vacuously, 673 and that in Section 3.2 we found the unique minimal representation of a pair (G, C 5 ) that satisfies 674 (P 2). We now investigate the representation of a pair (G, C 5 ) that does not satisfy (P 2).
675
Theorem 4.1 If (G, C 5 ) does not satisfy (P 2) then (i) G is isomorphic to the graph depicted 676 in Figure 7 , and (ii) (G, C 5 ) has a unique minimal representation also depicted in Figure 7 .
677
Proof: Assume without loss of generality K = (0, 1, 2, 3) is a (K 4 , P 4 ) of (G, C 5 ), and let 678 core(K) = P T u, v. If split(P 0 , P 3 ) = {u, v} then P 4 ⊆ core(K), implying that P 4 ∼ P 1 or 679 P 4 ∼ P 2 , i.e. at least one of {1, 4} or {2, 4} is an ENPT edge, a contradiction.
680
Assume without loss of generality split(P 0 , P 3 ) = {u}, and that P 3 crosses both u and v.
681
Then P 0 has one endpoint u ′ in core(K), and P 0 ∩ P 3 = p T (u, u ′ ).
682 core(K). By Lemma 4.1 (iv) core(K) ⊆ P 1 ∪ P 2 . We conclude that P 4 ∩ (P 1 ∪ P 2 ) = ∅, i.e.
684
P 4 ∩ P 1 = ∅ or P 4 ∩ P 2 = ∅. As {4, 1} and {4, 2} are not ENPT edges, we have that P 4 ≁ P 1 685 or P 4 ≁ P 2 . On the other hand P 4 does not cross u and by Lemma 4.1 (i), P 2 does not cross 686 v, thus split(P 2 , P 4 ) = ∅. Therefore P 4 ≁ P 1 and P 4 P 2 . Moreover, split(P 4 , P 1 ) = {v}, i.e.
687
P 4 crosses v. Therefore one endpoint u ′′ of P 4 is in p T (u, u ′ ), and must be between u ′ and the 688 endpoint of P 1 in core(K).
689
It is easy to see that the path P K can be contracted to one edge e without affecting the 690 relationships between the paths. Similarly, any edge between u and e, and any edge between 691 e and u ′′ can be contracted. The path p T (u ′ , u ′′ ) can be contracted to one edge, and the path its unique minimal representation is the one depicted in Figure 7 . Let i ∈ V (G). i is adjacent 700 to every vertex of C 5 . We observe that in both cases above a) P i is a sub-path of p T (u, v), 701 and b) there is a specific edge e of p T (u, v) that is also in P i . Therefore, for any two vertices 702 i, j ∈ V (G) P i and P j are intersecting sub-paths of p T (u, v), thus P i ∼ P j . We conclude that G 703 is a complete graph.
705
We now extend Lemma 4.1. As opposed to Lemma 4.1 that investigates the structure of a 706 (K 4 , P 4 ) regardless of any specific context, the next lemma provides us with further properties 707 of minimal representations satisfying (P 3) of pairs (G, C).
708
Lemma 4.3 Let K = (i, i + 1, i + 2, i + 3) be a (K 4 , P 4 ) of a pair (G, C) satisfying (P 3) with at 709 least 6 vertices. Let T, P be a minimal representation of (G, C) and let P K = {P i : i ∈ K}.
710
(i) P K = {e} for some edge e which is used exclusively by the paths of P K , i.e. e ∈ P j ⇒ j ∈ 711 K.
712
(ii) e divides T into two subtrees T 1 , T 2 such that T 1 is a cherry of < T, P K > with center w 1 .
713
We denote this subtree as cherry(K).
714
(iii) split(P i , P i+3 ) = {w 2 } ⊆ V (T 2 ).
715
(iv) N G (j) = K if and only if split(P j , P i )∪split(P j , P i+3 ) = {w 1 }. The unique vertex j satisfying 716 this condition is one of i + 1, i + 2. assume that a path P j / ∈ P K intersects P K . Then K ∪ {j} is an edge-clique of G. We claim 720 that this K 5 contains at least one red triangle, contradicting (P 3). Indeed, as C has at least 6 721 vertices, j is adjacent in C to at most one vertex k ∈ {0, 3}. K \ {k} contains one red edge. The 722 endpoints of this edge together with j constitute a red edge-clique. Therefore, no path of P \ P K 723 intersects P K . Then no intermediate vertex of P K is a split vertex. By the minimality of 724 T, P , P K consists of one edge, say e.
725
(ii) Let T 1 , T 2 be the subtrees obtained by the removal of e from T . As V (G) \ K is a 726 connected component of G, the union of the paths P \ P K is a subtree T ′ of T . T ′ is a subtree of 727 T 1 or a subtree of T 2 , because otherwise there is at least one path of P \P K using e, contradicting 728 (i). Without loss of generality let T 2 be the subtree containing T ′ , and T 1 be the subtree that 729 intersects only paths of P K . By Lemma 4.1 (ii), T 1 contains exactly one endpoint of core(K).
730
For i ∈ {1, 2}, let w i be the endpoint of core(K) that is in T i . w 1 is the only split vertex in
731
T 1 because it contains only paths of P K . As the representation is minimal, there are no edges 732 between e and w 1 , as otherwise they could be contracted. Any subtree of T 1 starting with an 733 edge incident to w 1 can be contracted to one path because the subtree does not contain split 734 vertices. Moreover this path can be contracted to one edge, because all the paths entering the 735 subtree intersect in its first edge. There are only two such subtrees, therefore T 1 is isomorphic
736
to P 3 and w 1 is its center.
737
(iii) Assume that |split(P 0 , P 3 )| = 2. Then by Lemma 4.1, split(P 0 , P 3 ) = {w 1 , w 2 }, i.e. w 1
738
is an internal vertex of both P 0 and P 3 . In this case, one can remove from P 0 its unique edge 739 in T 1 without affecting the relationships between the paths. This contradicts the minimality of 740 T, P . Indeed, a) any change in T 1 affects relationships between paths of P K only, b) P K is 741 not affected, therefore all the paths of P K still intersect, c) {w 1 } = split(P 0 , P 3 ) = split(P 0 , P 2 )
742
and {w 2 } = split(P 1 , P 3 ) hold after the tail removal.
743
Now assume that split(P 0 , P 3 ) = {w 1 }. P 0 crosses w 2 because split(P 0 , P 2 ) = {w 2 }. Then P 3
744
does not cross w 2 . As P 4 ∼ P 3 , P 4 , P 2 , P 0 intersect in the last edge of P 3 , and thus constitute a 745 red edge-clique, contradicting (P 3). We conclude that split(P 0 , P 3 ) = {w 2 }.
746
(iv) First assume j / ∈ {i + 1, i + 2}. Clearly, N G (j) = K. Moreover, we have split(P j , P i ) ∪ 747 split(P j , P i+3 ) = {w 1 }. Indeed, if j / ∈ K then w 1 is not a vertex of P j and if j ∈ {i, i + 3} the 748 condition holds because (iii).
749
We now assume j ∈ {i + 1, i + 2}. By Lemma 4.1 (v), the removal of P 1 ∪ P 2 disconnects P 0 750 from P 3 . Then the tree T ′ intersects P 1 ∪ P 2 . Therefore, at least one of P 1 , P 2 intersects T ′ . By
751
Lemma 4.1 i) one of P 1 , P 2 does not cross w 2 , i.e. does not intersect T 2 which in turn includes
752
T ′ , a contradiction. We conclude that exactly one of P 1 , P 2 intersects T ′ . In other words exactly
is symmetric.
757
We term, as isolated, the vertex j ∈ {i + 1, i + 2} of K = (i, i + 1, i + 2, i + 3) satisfying T, P a minimal representation of (G, C) satisfying (P 3). If there is a path P j / ∈ P K intersecting 764 core(K), then j = i − 1 and |core(K)| = 2, otherwise |core(K)| = 1. Figure 8 : A minimal representation of a pair (G, C) with an induced (K 4 , P 4 ) with N G (i+1) = K.
Proof: Let P K = {e}, and assume that j / ∈ K and P j ∩ core(K) = ∅. Recall that e / ∈ P j . If 766 P j splits from core(K) then it splits from each one of P i , P i+2 , P i+3 . In particular {j, i, i + 2}
767
constitutes a red edge-clique, thus violating (P 3). If P j ⊆ core(K) then P j ∼ P i+2 implying 768 j ∈ {i + 1, i + 3} ⊂ K, contradicting our assumption. Therefore P j crosses the endpoint w 2 769 of core(K). Then P j intersects with each one of P i , P i+2 , P i+3 in the last edge of core(K).
770
Therefore a) P j ≁ P i+2 because j / ∈ {i + 1, i + 3}, and b)
constitutes a red edge-clique, violating (P 3). Therefore P j ∼ P i , implying j = i − 1. Note that
consists of a single edge e ′ ( = e), because 773 otherwise they can be contracted to a single edge without affecting the relationships between 774 the paths P i−1 , P i , P i+2 , P i+3 that are the only paths that intersect the contracted edges. Then 775 core(K) consists of the two edges e, e ′ . If P i−1 does not intersect core(K) then P K are the only 776 paths that intersect core(K). Therefore, all the edges of core(K) can be contracted to one edge.
778
Lemma 4.5 A pair (G, C) with 6 vertices satisfying (P 3) does not contain an induced (K 4 , P 4 ).
779
Proof: Assume without loss of generality that [0, 1, 2, 3] is a (K 4 , P 4 ) of (G, C). Let T, P 780 be a representation of (G, C) satisfying (P 3). For i ∈ {0, 3} let T i be the unique connected 781 component of T \ core(K) intersecting P i . By Lemma 4.4, P 4 does not cross w 2 . Therefore P 4 782 is completely in T 3 . As P 4 ∩ P 5 = ∅, P 5 intersects T 3 . If P 5 is completely in T 3 then P 5 P 0 , 783 otherwise P 5 ≁ P 0 . Both cases contradict the fact that {5, 0} is an edge of C.
785
4.2 Intersection of (K 4 , P 4 ) pairs and Aggressive Contraction
786
We now focus on pairs with at least 7 vertices. We start by analyzing the intersection of their 787 (K 4 , P 4 ) sub-pairs.
788
Lemma 4.6 Let (G, C) be a pair with at least 7 vertices satisfying (P 3), and
790
(i) There is at most one (K 4 , P 4 ),
(K 4 , P 4 ) exists then K ′ = [i + 5, i + 4, i + 3, i + 2] (and therefore {i + 2, i + 4} is an edge of G).
792
(ii) If {i + 2, i + 4} is an edge of G then
794
Proof: Let without loss of generality i = 0. 3, 4, 5) . As 3 is adjacent to 1, 3 is not isolated
798
(ii) Assume {2, 4} is an edge of G and that, by way of contradiction, K ′ = {2, 3, 4, 5} is not a (K 4 , P 4 ). Consult Figure 9 for the following discussion. For j ∈ {0, 3} let T j be the connected 800 component of T \ core(K) intersecting P j . As P 4 ∼ P 3 , Lemma 4.4 implies that P 4 is completely 801 in T 3 . P 4 ≁ P 2 , by our assumption. Let w 3 be the endpoint of P 3 in T 3 and w 4 be the split 802 vertex of P 2 and P 4 . Then w 3 ∈ p T (w 2 , w 4 ) (possibly w 3 = w 4 ). P 5 does not intersect at least 803 one of P 2 and P 3 , because otherwise K ′ is a (K 4 , P 4 ). Then it does not intersect P 3 . The union
804
of the paths P 6 , . . . P n−1 constitutes a subtree T ′ of T that intersects both P 0 and P 5 . Therefore
805
there is at least one path P j ∈ {P 6 , . . . P n−1 } crossing the last edge of P 3 (incident to w 3 ). Then 806 {2, 4, j} is an edge-clique defined by this edge. Moreover, a) P 2 ≁ P 4 , b) P j ≁ P 2 because 807 j / ∈ {1, 3}, P j ≁ P 4 because j / ∈ {3, 5}. Therefore {2, 4, j} is a red edge-clique, contradicting the 808 assumption that (P 3) is satisfied. By the above lemma (K 4 , P 4 ) sub-pairs may intersect only in pairs. We term two intersecting 811 (K 4 , P 4 ) pairs as twins, and a (K 4 , P 4 ) not intersecting with another as a single (K 4 , P 4 ).
812
Given a (K 4 , P 4 ) K = [i, i + 1, i + 2, i + 3] of a pair (G ′′ , C ′′ ) satisfying (P 3), the aggressive 813 contraction operation is the replacement of the vertices i+2, i+3 by a single vertex (i+2).(i+3).
814
We denote the resulting pair (G ′′ /e , C ′′ /e ) (where e = {i + 2, i + 3}) as (G ′′ , C ′′ ) /K . The following 815 lemma characterizes the aggressive contraction operation in the representation domain.
816
Lemma 4.7 Let (G ′′ , C ′′ ) be a pair with at least 7 vertices, T ′′ , P ′′ be a representation of it 817 satisfying (P 3), and K = [i, i + 1, i + 2, i + 3] be a (K 4 , P 4 ) of (G ′′ , C ′′ ). Then:
818
(G ′′ , C ′′ ) /K is a pair satisfying (P 3) and a representation T ′ , P ′ of (G ′ , C ′ ) = (G ′′ , C ′′ ) /K 819 satisfying (P 3) is obtained from T ′′ , P ′′ by first removing cherry(K) and also cherry(K ′ ) if
820
K and K ′ are twins, and then applying the union operation to P i+2 and P i+3 .
821
Proof: Let without loss of generality i = 0. Recall that by Lemma 4.6, {2, 4} is an edge of G ′′ ,
822
if and only if K is a twin. Figure 10 illustrates the following two steps in the case that K is a 823 single.
824
Step 1) We remove cherry(K) (and also cherry(K ′ ) when K and K ′ are twins) from T ′′ .
825
By Lemma 4.3 we know that by removing cherries we don't lose any edge intersection, and
826
we loose exactly one split vertex per cherry, namely the center of the cherry. This vertex (or 827 vertices) is split(P 1 , P 3 ) (and also split(P 2 , P 4 ) when K is a twin the union operation on the paths P 2 , P 3 , and by Lemma 3.4 the resulting graph satisfies (P 3).
836
4.3 Algorithm performs the reversal of steps 1 and 2 described in Lemma 4.7, (see Figures 10, 11 ).
844
A broken tour with cherries is a representation obtained by adding cherries to a broken tour. have a unique solution, and whenever n ≥ 6 this solution is a broken planar tour with cherries.
847
Proof: As the case |V (G ′′ )| < 6 is already solved, we will show that for any given pair (G ′′ , C ′′ )
848
with |V (G ′′ )| ≥ 6, FindMinimalRepresentation-P3 solves P3-HamiltonianPairRec. If
849
(G ′′ , C ′′ ) is a "NO" instance, then the instance has no representation satisfying (P 3). In this case 850 then the algorithm returns "NO" at the validation phase. Therefore we assume that (G ′′ , C ′′ ) is 851 a "YES" instance, and prove the claim by induction on the number k of induced (K 4 , P 4 ) pairs 852 of (G ′′ , C ′′ ).
853
If k = 0 then (G ′′ , C ′′ ) does not contain any (K 4 , P 4 ) pairs, therefore satisfies (P 2). In this
854
case the algorithm invokes FindMinimalRepresentation-P2-P3 and the claim follows from
Aggressive Contraction:
⊲ Renumber vertices if necessary.
Recurse:
Build Representation: 9: T ,P ← T ′ ,P ′ . 10: Replace P (i+2).(i+3) by two copies P i+2 and P i+3 of itself. MakeCherry( T ,P , i + 4, i + 2). 14: else ⊲ K is a single
15:
w ← the endpoint of P i+2 which is not in core(K).
16:
AdjustEndpoint( T ,P , G ′′ , P i+2 , w).
17: MakeCherry( T ,P , i + 1, i + 3).
18:
Validate: 19: if Ept(P) = G ′′ andP satisfies (P 3) then 20:
return T ,P 21: else
22:
return "NO" 23: function MakeCherry( T ,P , p, q)
24:
Let v ∈ V (T ) be the common endpoint of P p , P q .
25:
Add two new vertices v ′ , v ′′ and two edges {v, v ′ } , {v, v ′′ } toT .
26:
Extend P p so that the endpoint v is moved to v ′ .
27:
Extend P q so that the endpoint v is moved to v ′′ . • The number of (K 4 , P 4 ) pairs is less then k.
862
• 
871
If K is not a twin then step 2, i.e. the union operation is reversed by breaking apart the 872 path P (i+2).(i+3) into two paths P i+2 and P i+3 . Then step 1 is reversed by invoking procedure
873
MakeCherry (see Figure 10 ).
874
If K is a twin, then cherry(K) and cherry(K ′ ) are uniquely determined by Lemma 4.3
875
(ii) and procedure MakeCherry acts accordingly. This determines all the endpoints of 876 P i , P i+1 , P i+2 , P i+3 , P i+4 , P i+5 that are different from the representation T ′ ,P ′ (see Figure   877 11).
879
In this section we show that it is impossible to generalize the algorithms presented in the previous 881 sections to the case where (P 3) does not hold, unless P = NP.
882
We start with a definition and a related lemma that are central to this section. Given a pair Proof: If |K| ≤ 3, G \ K has at most 3 connected components, thus comp(G, C, K) is 3-893 colorable. Therefore we assume |K| > 3. If K is an edge-clique defined by an edge e then the 894 paths P K = {P v : v ∈ K} are exactly the paths in P that contain e. The edge e divides T into 895 two subtrees T 1 , T 2 rooted at the endpoints r 1 , r 2 of e. Similarly, if K is a claw-clique defined 896 by a claw {e 1 , e 2 , e 3 }, as T has maximum degree 3, the claw divides the tree into three subtrees 897 T 1 , T 2 , T 3 , rooted at the center r 1 = r 2 = r 3 = r of the claw. In both cases the following two 898 statements hold: a) every path of P \ P K is contained in one of these subtrees, b) every path of 899 P K that intersects a subtree T i crosses its root r i .
900
All the vertices of a connected component G i are represented by paths that are in the same 901 subtree T j (j ∈ {1, 2, 3}). This is because otherwise there are at least two adjacent vertices in G i 902 that are in two different subtrees, a contradiction. We color every vertex G i of comp(G, C, K)
903
with color j ∈ {1, 2, 3} depending on the subtree on which the paths representing its vertices they are in different connected components. Therefore, (i)
910
(iii) P v 1 and P v 2 are in T i , (iv) P v intersects T i and crosses its root r i . Furthermore, we assume 911 without loss of generality that P v 1 is closer to r i than P v 2 (see Figure 12) . Consider the subtree
because otherwise there is a path P u representing a vertex 913 u ∈ G 2 that intersects P v 1 , in other words u ∈ G 2 is adjacent to v 1 ∈ G 1 , a contradiction. Let 914 {v, v ′ } be the vertices of K adjacent to the arc v 2 belongs to. P v ′ intersects T i and crosses its 915 root r i . Moreover, P v ′ intersects T ′ , as it is adjacent to at least one vertex of G 2 . We conclude
contradicting |K| > 3. 
934
We claim that the vertices of the graph H ′ = comp(G, C, K) can be partitioned into two sets 
945
Given a 3-coloring of H ′ , in the sequel we present such a representation T, P (see Figure 14) .
946
We start with the construction of the tree T . T has a vertex r of degree at most 3 that divides 947 it into at most 3 subtrees T 1 , T 2 , T 3 , each of which with maximum degree 3. Each T i corresponds 948 to one color of the given 3-coloring of H ′ . We describe in detail the subtree T 1 , assuming 
954
We proceed with the construction of the paths P. Every vertex u k of G is represented by • A vertex u ′ i,k of S k that is between two vertices u i,k and u j,k of S k is represented by a path 962 P ′ i,k between the two leaves ℓ i,k and ℓ j,k .
963
• A vertex u ′ j,k of S k that is between two vertices u j,k and u k of S k is represented by a path 964 P ′ j,k between the two leaves ℓ j,k and ℓ k .
965
• A vertex u ′ k of S k that is between two vertices u k of S k and u i,k+1 of S k+1 is represented 966 by a path P ′ k between the two leaves ℓ k and ℓ i,k+1 .
967
The vertices u i,k and u j,k are in the connected components Q i and Q j respectively, which edge-clique, otherwise they constitute a claw-clique. We leave to the reader to verify that T, P 973 is a representation of (G, C). Figure 14 : A representation T, P of a pair (G, C) corresponding to some 3-colorable graph H.
Conclusions and Future Work
982
In this study, we considered the characterization of minimal representations of ENPT cycles.
983
We described an algorithm to find the unique minimal representation of such graphs that satisfy 984 assumption (P 3). This assumption assumes that every red clique is represented by a claw-clique.
985
We have shown that there is no efficient algorithm to achieve this goal in general (i.e. without 986 this assumption) unless P = NP. Through this algorithm we characterized such representations 987 as broken planar tours with cherries. Note that if we allow red edge-cliques, the is not necessarily 988 a planar tour. The first such representation is a non-planar tour whose ENPT graph is a cycle.
989
Another example is depicted in Figure 15 . This representation is not a tour since the set of its
990
"long" paths does not define a cyclic permutation of the leaves of the tree.
991
Another direction of research would be investigating the relation of ENPT graphs with 992 other graph classes. It is easy to see that ENPT \ EPT = ∅; for example consider the wheel 993 W 5,1 = C 5 +K 1 : it is not EPT graph but is an ENPT graph. On the other hand, we believe that
994
EPT \ ENPT = ∅, but it is harder to prove it. In [12] graphs in VPT ∩ EPT is characterized.
995
Another interesting research topic could be the characterization of the graphs in EPT ∩ ENPT.
996
Last but not least, restriction to EPT graphs of decision/optimization problems known to 997 be N P − Hard in general graphs, such as minimum vertex coloring, maximum stable set, and 998 hardness of recognition of ENPT graphs seem to be major problems to investigate on these 999 graphs. Figure 15: A representation of C 10 which is not a tour.
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