Abstract-In this paper, we apply the Shannon wavelet basis functions to the method of moments to evaluate the radar cross section (RCS) of the conducting and resistive surfaces. The problem is modeled by the integral equations of the first or second kind. An effective numerical method for solving these problems based on the moments method and using Shannon wavelet basis functions is proposed. The validity and accuracy of the method is checked on some examples, and the Shannon wavelets are compared with the well-known block-pulse functions (BPFs) from the viewpoint of computational efficiency. The problem of evaluating the RCS is treated in detail, and illustrative computations are given for some cases. This method can be generalized to apply to objects of arbitrary geometry and arbitrary material. 
INTRODUCTION
The development of numerical methods for solving integral equations in Electromagnetics has attracted intensive researches for more than four decades [1, 2] . The use of high-speed computers allows one to make more computations than ever before. During these years, careful analysis has paved the way for the development of efficient and effective numerical methods and, of equal importance, has provided a solid foundation for a through understanding of the techniques.
Over several decades, electromagnetic scattering problems have been the subject of extensive researches (see and their references).
Scattering from arbitrary surfaces such as square, cylindrical, circular, spherical [3] [4] [5] [6] [7] [8] [9] are commonly used as test cases in computational Electromagnetics, because analytical solutions for scattered fields can be derived for these geometries [3] .
An important parameter in scattering studies is the electromagnetic scattering by a target which is usually represented by its echo area or radar cross section (RCS) [55] . The echo area or RCS is defined as the area intercepting the amount of power that, when scattered isotropically, produces at the receiver a density that is equal to the density scattered by the actual target [56] . For a two-dimensional target the scattering parameter is referred to as the scattering width (SW) or alternatively as the radar cross section per unit length.
When the transmitter and receiver are at the same location, the RCS is usually referred to as monostatic and it is referred to as bistatic when the two are at different locations [55] . Observations made toward directions that satisfy Snell's law of reflection are usually referred to as specular. Therefore the RCS of target is very important parameter which characterizes its scattering properties. A plot of the RCS as a function of the space coordinates is usually referred to as the RCS pattern.
Evaluating the radar cross section of the conducting or resistive surfaces leads to solve the integral equations of the first or second kind. For solving these integral equations, several numerical approaches have been proposed [57, 58] . These numerical methods often use the basis functions and transform the integral equation to a linear system that can be solved by direct or iterative methods [57] . It is important in these methods to select an appropriate set of basis functions so that the approximate solution of integral equation has a good accuracy.
It is the purpose of this paper to use a set of orthogonal basis functions called Shannon wavelets and to apply them to the method of moments to evaluate the RCS of the conducting or resistive surfaces. Using this method, the first or second kind integral equation reduces to a linear system of algebraic equations. Solving this system gives an approximate solution for these problems.
First of all, the electric field integral equation is introduced. After this, an extensive review of wavelets containing the definition and expansion is performed. Then, the method of moments is proposed for solving the mentioned integral equations using Shannon wavelet basis functions. The validity and accuracy of the method is checked on some examples, and the Shannon wavelets are compared with the well-known block-pulse functions from the viewpoint of computational efficiency. Finally, the RCS problem is described in detail and solved by the presented method, and illustrative computations are given to complete the procedure.
ELECTRIC AND MAGNETIC FIELD INTEGRAL EQUATIONS
The key to the solution of any scattering problem is a knowledge of the physical or equivalent current density distributions on the volume or surface of the scatterer. Once these are known then the radiated or scattered fields can be found using the standard radiation integrals. A main objective then of any solution method is to be able to predict accurately the current densities over the scatterer. This can be accomplished by the integral equation (IE) method [55] .
In general there are many forms of integral equations. Two of the most popular for time-harmonic Electromagnetics are the electric field integral equation (EFIE) and the magnetic field integral equation (MFIE). The EFIE enforces the boundary condition on the tangential electric field and the MFIE enforces the boundary condition on the tangential components of the magnetic field. The electric field integral equation will be discussed here.
Electric Field Integral Equation
The electric field integral equation (EFIE) is based on the boundary condition that the total tangential electric field on a perfectly electric conducting (PEC) surface of scatterer is zero [55] . This can be expressed as
or
where, S is the conducting surface of the scatterer and r = r s is the position vector of any point on the surface of the scatterer. The subscript t indicates tangential components. The incident field that impinges on the surface of the scatterer induces on it an electric current density J s which in turn radiates the scattered field. The scattered field everywhere can be found using the following equation [55] :
where:
, is the permittivity of the medium; µ, is the permeability of the medium; ω, is the angle frequency of the incident field; ∇, is the gradient operator; A, is the magnetic vector potential, so that
where, R is the distance from source point to the observation point.
Equations (3) and (4) can also be expressed as [55] 
where, η is the intrinsic impedance of the medium and β is the phase constant; r and r are the position vectors of the observation point and source point respectively. also,
In Eq. (5), ∇ and ∇ are, respectively, the gradients with respect to the observation and source coordinates and G(r, r ) is referred to as Green's function for a three-dimensional scatterer. If the observations are restricted on the surface of the scatterer (r = r s ), then Eq. (5) through Eq. (7) can be expressed using Eq. (2) as
Because the right side of Eq. (8) is expressed in terms of the known incident electric field, it is referred to as the electric field integral equation (EFIE). It can be used to find the current density J s (r ) at any point r = r on the scatterer. It should be noted that Eq. (8) is actually an integro-differential equation, but usually it is referred to as an integral equation. Equation (8) is a general surface EFIE for three-dimensional problems and its form can be simplified for two-dimensional geometries.
WAVELET: DEFINITION AND EXPANSION, THE SHANNON SYSTEM
A wavelet is a "small wave", which has its energy concentrated in time to give a tool for the analysis of transient, nonstationary, or time-varying phenomena [59] . It still has the oscillating wave-like characteristic but also has the ability to allow simultaneous time and frequency analysis with a flexible mathematical function.
In this section, the definition of wavelets and expansion of any function f (t) in terms of these basis functions is presented. Also, the Shannon wavelet system is introduced.
Definition and Expansion
We start by defining the scaling function and then define the wavelet in terms of it.
Let L 2 (R) be the space of square integrable functions. A set of scaling functions in terms of integer translates of the basic scaling function or father wavelet ϕ(t) is defined by [59] 
The subspace of L 2 (R) spanned by these functions is defined as
This means that
One can generally increase the size of the subspace spanned by changing the time scale of the scaling function. A two-dimensional family of functions is generated from the basic scaling function or father wavelet by scaling and translation by [59] 
whose span over k is
So, {ϕ j,k (t)} k is a basis for V j . This means that if f (t) ∈ V j , then it can be expressed as
where Eq. (14) represents the projection of the function f onto the subspace of scaling functions or father wavelets at resolution j. According to the above definitions, it is clear that
The nesting of the spans of ϕ(2 j t − k), denoted by V j and shown in Eq. (15), is achieved by requiring that ϕ(t) ∈ V 1 , which means that if ϕ(t) is in V 0 , it is also in V 1 , the space spanned by ϕ(2t). This means ϕ(t) can be expressed in terms of a weighted sum of shifted ϕ(2t) as
where the sequence {h(n)} of real or perhaps complex numbers is called the scaling function or father wavelet coefficients (or the scaling filter or the scaling vector) and the √ 2 maintains the norm of the scaling function with the scale of two.
The Eq. (16) is called the refinement equation, the multiresolution analysis (MRA) equation, or the dilation equation [59, 60] . Now, a different set of functions ψ j,k (t) can be defined that span the differences between the spaces spanned by the various scales of the scaling function. These functions are the mother wavelets. There are several advantages to requiring that the father wavelets and mother wavelets be orthogonal. Orthogonal basis functions allow simple calculation of expansion coefficients satisfying Parseval's theorem that allows a partitioning of the signal energy in the wavelet transform domain. The orthogonal complement of V j in V j+1 is defined as W j . This means that all members of V j are orthogonal to all members of W j . We require
for all appropriate j, k, l ∈ Z.
The relationship of the various subspaces can be seen from the following expressions. Using Eq. (15) we may start at any V j , say at j = 0, and write
Now, the wavelet spanned subspace W j can be defined such that
which extends to
In general this gives
when V 0 is the initial space spanned by the scaling function ϕ(t − k). The scale of the initial space is arbitrary and could be chosen at a higher resolution of, say, j = j 0 to give
or at even j = −∞ where Eq. (20) becomes
Since these mother wavelets reside in the space spanned by the next narrower father wavelet, W 0 ⊂ V 1 , they can be represented by a weighted sum of shifted father wavelet ϕ(2t) defined in Eq. (16) by
for some sequences of coefficients {h 1 (n)}. It can be shown that the mother wavelet coefficients are required by orthogonality to be related to the father wavelet coefficients by [59, 60] 
the function generated by (22) gives the mother wavelet ψ(t) for a class of expansion functions of the form
where 2 j is the scaling of t, 2 −j k is the translation in t, and 2 j/2 maintains the L 2 norm of the wavelet at different scales. The set of these functions is a basis for the space of square integrable functions L 2 (R), i.e.,
The Shannon Wavelet System
Wavelets are grouped into families, with names such as the Haar wavelets, the Mexican Hat wavelets, the Shannon wavelets and etc. [61] . Shannon wavelets are the real part of the so-called harmonic wavelets [62] [63] [64] . They have a slow decay in the time domain but a very sharp compact support in the frequency (Fourier) domain. This fact, together with the Parseval's identity is used to easily compute the inner product and the expansion coefficients of the Shannon wavelets [62, 65] .
A set of Shannon scaling functions or father wavelets in the subspace V j is defined as [65] 
It is clear that for j = k = 0, we have the basic scaling function or father wavelet which is shown in Fig. 1 . The mother wavelets are
Fig . 2 shows the basic mother wavelet for j = k = 0. The Fourier transforms of these functions are respectively obtained of the following equations [66] : 
where, the characteristic function χ(ω) is defined as
The family of functions {ψ j,k (t)} is an orthogonal wavelet basis with respect to the inner product defined as
which, according to the Parseval's identity, can be expressed as [66] 
where, ' * ' stands for the complex conjugate.
IMPLEMENTING THE METHOD OF MOMENTS USING SHANNON WAVELET BASIS FUNCTIONS
In this section, we apply the Shannon wavelets as orthogonal basis functions in solving the integral equations of the first or second kind by moments method. Consider the following Fredholm integral equation of the first kind:
where, k(s, t) and y(s) are known functions but x(t) is unknown. We can select a sequence of finite dimensional subspaces V j ⊂ L 2 (R), j ≥ 1. Let {ϕ n,k } n k=1 be a wavelet basis for V j in which, n = 2 j . This means that we consider the resolution or scale j. Moreover, , b) ). Approximating the function x(s) with respect to the Shannon wavelet basis functions by (14) gives:
such that the c k s are wavelet coefficients of x(s) that should be determined.
Substituting Eq. (34) into (33) follows:
Now, let s i , i = 1, 2, . . . , n, be n appropriate points in interval [a, b); putting s = s i in Eq. (35) follows:
or:
Now, replace with =, hence Eq. (37) is a linear system of n algebraic equations for n unknown coefficients c 1 , c 2 
Using the same procedure mentioned above, we obtain
Eq. (39) is a linear system of n algebraic equations for n unknown coefficients c 1 , c 2 , . . . , c n . So, an approximate solution x(s) n k=1 c k ϕ n,k (s), is obtained for Eq. (38).
EVALUATING THE RADAR CROSS SECTION OF THE CONDUCTING AND RESISTIVE STRIPS
Now, the RCS of conducting and resistive surfaces is evaluated. We consider two cases for implementing our method; a conducting strip and a resistive strip. In Fig. 3 , there is a strip that is very long in the ±z direction. Firstly, we assume that we have a conducting strip. The tangential electric field at the surface of a perfect conductor must vanish (i.e., equal zero) [67] . Expressed mathematically:
According to Fig. 3 , the incoming electromagnetic wave is polarized with an electric field parallel to the z-axis. This polarization therefore produces a current on the strip that follows along the zaxis. The magnetic field of this wave is entirely in the x-y plane, and is therefore transverse to the z-axis. It is referred as a transverse magnetic (TM) polarized wave.
The magnetic vector potential of the current flowing along the strip is given by [67] 
where: µ 0 = 4π × 10 −7 H/m, is free space permeability;
0 (k|x − x |), is 2D free space Green's function; H (2) 0 (x), is a Hankel function of the second kind of zero order. So, the electric field is given by
where, ω is the frequency of the wave.
According to boundary condition (41), the Eq. (44) becomes
Choosing E inc (x) = e jkx cos φ 0 :
It is a Fredholm integral equation of the first kind with complex kernel of the following form:
e jkx cos φ 0 . Now, consider a resistive strip and assume that R s (x) is its surface resistance. Note that the units of surface resistance are in Ω/m 2 . The boundary condition at the surface of a thin resistive strip is given by the following equation [67] :
where, I z (x) is the surface current of the strip. Assuming E inc = e jkx cos φ 0 , from Eq. (44) and Eq. (48) it follows:
Eq. (49) can be converted to the following equation:
This is a Fredholm integral equation of the second kind and can be solved by the presented method. However, from Eqs. (46) and (49) I z (x) can be obtained and then the RCS of the strip can be computed easily.
The radar cross section in two dimensions is defined mathematically as [67] 
In the presented case, the RCS is obtained of the following equation [67] :
Also, it is possible to define a logarithmic quantity with respect to the RCS, so that σ dBlm = 10 log 10 σ.
Although we can now calculate the current distribution and RCS using our proposed method, but we prefer to check the validity and accuracy of this approach on some examples firstly, and then deal with the main problem.
Numerical Examples
Here, we solve some integral equations to show the accuracy of presented method. Also, we compare our obtained results with the results that we have calculated via implementing the moments method using the well-known BPFs. It should be mentioned that the integral equations have been selected such that their kernels and the kernel of Eqs. (46) and (49) are identical (i.e., Hankel function). Also, we remind the reader that an m-set of block-pulse functions over any interval [a, b) is defined as [58] 
where, i = 0, 1, . . . , n − 1, with a positive integer value for n. 
Example 1. Consider the following Fredholm integral equation of the first kind:
. The exact and approximate values of I(x) magnitude for a = 0.5, k = 2π, and for scale j = 3 (n = 8) are shown in Table 2 . 
with the exact solution I(x) = x 4 − exp(−x 2 /a 2 ) sin 2 (x/a 2 ), and
0 (k|x − x |). For a = 0.25, k = π, and for scale j = 3 (n = 8), Table 3 gives the exact and approximate values of I(x) magnitude.
Referring to the numerical results presented in Tables 1-3 , it is concluded that the proposed method as a numerical approach has a high accuracy and efficiency for solving integral equations of the form (55) or (56), in which, G(x, x ) = H (2) 0 (k|x−x |). Also, the results show that using the Shannon wavelets to implement the moments method for solving these problems leads to higher accuracy than BPFs.
The results presented here have been calculated for n = 4 and 8, because for these values of n, the differences between the results of our method and the results obtained of "MM" using BPFs could be more obvious. However, we implemented the method for n = 16, 32, 64 and 128 too, and the results approached the exact values, quickly; so that for n = 16 and n = 32, the mean-absolute errors were around 10 −4 and 10 −5 , respectively; and these errors decreased by increasing n. This can confirm good stability and quick convergence of the proposed Table 3 . Numerical results for example 3 (n = 8). method. We remind that the mean-absolute error is defined as
where, x(s) is the exact solution and x n (s) is the approximate solution.
Calculating the Current Distribution and RCS Via Presented Approach
Now, we have the necessary tools for solving Eqs. (46) and (49) . Applying the proposed method in solving these equations gives the current distribution across the conducting or resistive strip, respectively. Then, the RCS can be obtained of Eqs. (52) and (53) . Firstly, assume that the strip is perfect conductor. So, the Eq. (46) , and f = 0.3 GHz are given. Also, the current distributions for a = 2λ and a = 4λ are shown in Figs. 7-9 and 10-12, respectively. We have considered scale j = 5 (n = 32) to obtain these solutions. Considering φ 0 = π 2 , the bistatic radar cross sections of the strip for a = 2λ, 6λ, and 8λ are respectively given in Figs. 13-15 . Now, consider a resistive strip and assume that the R s (x) has a uniform distribution throughout the surface of strip. Considering Eq. 3 . Also, in Fig. 21 the monostatic RCS of this strip is given. It is seen that the level of the first side lobe is nearly 13 dB down from the main lobe.
Finally, consider a quadratic resistive taper expressed by
where, k is a real coefficient. Figure 22 shows the quadratic taper of a 6λ-wide strip for k = 2. After computing I(x) by Eq. (49) 
CONCLUSION
We proposed a numerical method for evaluating the RCS of conducting and resistive surfaces based on using Shannon wavelet basis functions in moments method.
As the numerical results showed, this method reduces an integral equation of the first or second kind to a linear system of algebraic equations.
The validity and accuracy of this approach was checked on some examples, and the Shannon wavelets were compared with the wellknown BPFs from the viewpoint of computational efficiency. The obtained results showed that our method is more accurate.
The problem of RCS was described in detail, and illustrative computations were given for some cases. The presented approach can be generalized to apply to objects of arbitrary geometry and arbitrary material.
