We show the Williams Conjecture is false for irreducible shifts of finite type by examining relative sign-gyration numbers of conjugacies between shifts with no points of period one or two.
Introduction
The shifts of finite type (SFTs) are topological dynamical systems which are the fundamental building blocks of symbolic dynamics, with applications to diverse topics such as smooth hyperbolic systems [1] , coding [19] , C * -algebras [6] , [9] and matrix theory [2] . The classification of SFTs (up to topological conjugacy) is a central open problem of symbolic dynamics. This problem has been dominated for over two decades by the Williams Conjecture that shift equivalence classifies SFTs. In [13] , we gave a counterexample in the reducible case, but the conjecture remained open in the most important case, the irreducible case. In this paper we give the counterexample in the irreducible case announced in [14] .
Both counterexamples grow out of the Factorization Theorem of [16] , which related two fundamental representations of the automorphism group of a shift of finite type developed in the work of several authors. The Factorization Theorem states that the SGCC (Sign-Gyration-Compatability-Condition) representation of the automorphism group of an SFT factors through its dimension representation, and by certain explicit formulas. The proof of this theorem allows one to define a certain relative cohomology class whose nontriviality would give a counterexample to Williams' conjecture in the irreducible case (Section 7). In this paper we produce an example realizing this scheme, and in the course of this a simplification of the original proof of the Factorization Theorem (Section 6).
To make the paper readily checkable, accessible and reasonably self-contained, and to exhibit the ultimate simplicity of the obstruction to Williams' conjecture, we provide sections of background and explanation through the developments of [16] . Although it was difficult for us to find any example at all to demonstrate the nontriviality of the obstruction, the example makes it clear that the obstruction is meaningful much more generally. The setting for the obstruction, which at present is precisely formulated but incompletely understood, allows optimism for further progress on the classification problem, which has been stuck for so long at the level of Williams' conjecture.
General background
A square nonnegative integral matrix A presents an edge shift of finite type σ A as follows. Let A be the adjacency matrix of a directed graph G: If A is n×n, then G has vertices 1, 2, . . . , n and the number of edges from vertex i to vertex j is A(i, j). Let X A be the set of doubly infinite sequences x = . . . x −1 x 0 x 1 . . . such that for all i, x i is in the edge set E of G, and the terminal vertex of x i equals the initial vertex of x i+1 . Let X A have the compact, metrizable, zerodimensional topology which is its relative topology as a subset of E Z . Then σ A is the shift homeomorphism from
(In this paper, we will read composition from left to right.) The group of automorphisms (self-conjugacies) of σ A is denoted Aut(σ A ). For a thorough introduction to SFTs, see [19] .
Let Λ be a subset of a ring such that Λ contains 0 and 1. Let A and B be square matrices over Λ. An elementary strong shift equivalence over Λ from A to B is a pair (R, S) of rectangular matrices over Λ such that A = RS and B = SR. When such a pair exists, the matrices A and B are defined to be lag-1 strong shift equivalent over Λ. Strong shift equivalence is the equivalence relation on matrices over Λ which is the transitive closure of lag-1 strong shift equivalence.
Matrices A and B with entries from Λ are shift equivalent over Λ if there exist matrices R and S over Λ and a positive integer n such that the following equations hold:
The ideas of shift equivalence and strong shift equivalence were introduced by Williams [26] . He proved that matrices A and B are strong shift equivalent over Z + if and only if the SFTs σ A and σ B are isomorphic. However, strong shift equivalence over Z + remains to this day a somewhat mysterious equivalence relation; for example, it is not known if there is a decision procedure for determining whether given matrices (even 2 × 2 matrices) are strong shift equivalent over Z + . Williams proposed shift equivalence over Z + as a much more manageable and understandable equivalence relation.
For any Λ, strong shift equivalence over Λ implies shift equivalence over Λ. Shift equivalence over Z + can be understood and manipulated with semigroup theory, linear algebra, algebraic number theory and algebraic group theory, and there is a decision procedure [10] , [11] for determining whether two matrices are shift equivalent over Z + . The final link of Williams' work [26] was the theorem: If two matrices are shift equivalent over Z + , then they are strong shift equivalent over Z + . Unfortunately, Williams' proof was incorrect; in the erratum, this theorem became Williams' conjecture [26] , which has framed the study of the classification problem in the intervening years.
A matrix A is irreducible if it is square and nonnegative and for every entry (i, j) there exists k > 0 such that A k (i, j) > 0. A matrix A is primitive if there exists k > 0 such that every entry of A k is strictly positive. The topologically mixing SFTs are those which are isomorphic to σ A for primitive A. The SFTs with a dense forward orbit (the irreducible SFTs) are those which are isomorphic to σ A for irreducible A. Any SFT is the disjoint union of finitely many irreducible SFTs, which support all the ergodic theory and recurrent dynamics, and a wandering set of connecting orbits. The topological dynamics and classification of irreducible SFTs easily reduce to the mixing case. Thus Williams' conjecture is of greatest interest for irreducible matrices, especially primitive matrices.
Two facts (applied to Λ = Z) greatly simplify the study of Williams' conjecture:
1. For Λ a principal ideal domain: Shift equivalence over Λ implies strong shift equivalence over Λ [27] , [3] .
2. For Λ a subring of the reals: Primitive matrices are shift equivalent over Λ if and only if they are shift equivalent over Λ + (:= Λ ∩ [0, ∞)) [21] .
Thus in the primitive case, Williams' Conjecture can be reformulated as the statement: If two primitive matrices are strong shift equivalent over Z, then they are strong shift equivalent over Z + . We will produce a counterexample to this formulation.
The RS(Λ) complex
Again, Λ is a subset of a ring such that Λ contains 0 and 1. It is natural to view a strong shift equivalence over Λ as a path. Wagoner introduced and developed the space of strong shift equivalences over Λ as an algebraic topology framework for this view. [23] ; [24] , [25] ). The space RS(Λ) of strong shift equivalences over Λ is the geometric realization of the simplicial set where an n-simplex consists of the following data:
(a) an (n + 1)-tuple A 0 , . . . , A n of square matrices over Λ and (b) for each i < j a strong shift equivalence (R ij , S ji ) over Λ from A i to A j such that the RS Triangle Identities hold for i < j < k; that is,
The face operators are the usual forgetful ones and the degeneracies insert the strong shift equivalence (Id, A i ) from A i to itself. The space RS(Λ) is a naturally oriented CW complex. Abusing notation, we will refer, for example, to A i as a vertex, to (R, S) as an edge and to [(R 1 , S 1 ), (R 2 , S 2 ), (R 3 , S 3 )] as a triangle (for which the corresponding A 0 , . . . , A n is
To understand the genesis of the Triangle Identities, we must recall how an elementary strong shift equivalence A = RS, B = SR over Z + determines an elementary conjugacy c from σ A and σ B . View A and B as adjacency matrices of directed graphs with disjoint vertex sets, and view R and S as adjacency matrices for sets of edges between these vertex sets. According to the defining equations, for any vertices i, j the number of A-edges a from i to j equals the number of (two-edge) RS paths rs from i to j (here the initial vertex of the edge r is i, the terminal vertex of the edge s is j, and the terminal vertex of r equals the initial vertex of s). So we may chose a bijection α of A-edges and RS-paths respecting initial and terminal vertices. Similarly we may choose a bijection β of B-edges and SR-paths respecting initial and terminal vertices. Now the conjugacy c is defined by the composition
where the first and third bijections are defined by coordinatewise application of the bijections α and β, and the middle bijection just shifts parentheses.
If π is a permutation of edges respecting initial and terminal vertices, then the map x → x ′ given by
. . determines a self conjugacy (automorphism). Such an automorphism is an elementary simple automorphism of Nasu [20] . An automorphism of σ A is simple if it is a composition of automorphisms of the form φcφ −1 where c is elementary simple and φ is a conjugacy. Note, the conjugacy c of the previous paragraph is uniquely determined by (R, S) up to composition by simple automorphisms.
A triangle in RS(Z + ) has a crucial property: there are associated elementary conjugacies c i = c(R i , S i ) such that c 1 c 2 = c 3 modulo composition by simple automorphisms [25] . The "modulo"qualification in this statement is necessary for a single reason: if two of the three edges are the same, then it may be necessary to choose different bijections of edges in the definitions of the associated conjugacies in order to get a commuting diagram of conjugacies. For example, if (R 1 , S 1 ) = (R 3 , S 3 ) and (R 2 , S 2 ) forces c 2 to be a nontrivial automorphism, then the choices of bijections for c 1 and c 3 must be different to permit c 1 c 2 = c 3 .
The Triangle Identities were designed so that two paths from A to B in RS({0, 1}) give rise to the same conjugacy if and only if the paths are homotopic in RS({0, 1}) [24] . In particular, π 1 (RS({0, 1}), A), the fundamental group of a component of RS({0, 1}) with basepoint A, is isomorphic to Aut(σ A ). An important consequence is that two paths from A to B are homotopic in RS(Z + ) if and only if they give rise to conjugacies which are equal modulo composition with a simple automorphism [25] . In particular,
where Simp(σ A ) is the group of simple automorphisms of σ A . Thus one has an algebraic topology setting for studying the automorphisms of σ A , which has proved very useful. For purposes of our counterexample to Williams' conjecture, we do not need this deeper theory, only more direct consequences of the triangle property of the preceding paragraph.
Direct limit modules and RS(Λ)
Suppose Λ is a ring with unity, acting from the left on Λ n , the free Λ-module of rank n with elements given as row vectors. Let A be an n × n matrix over Λ. Let G A denote the direct limit Λ-module obtained by the action of A from the right on Λ n . So, an element of G A is an equivalence class [(v 
We let Aut(s A/Λ ) denote the group of Λ-module automorphisms of G A which commute with s A/Λ . If Λ = Z, then the module G A is just an abelian group, and we may suppress Λ from the notation. It is well-known that square matrices over Λ define isomorphic Λ-modules as above if and only if the matrices are shift equivalent over Λ ( [18] , [3] ).
If A is nonsingular and Λ is an integral domain, then Aut(s A/Λ ) is simply the group of nonsingular matrices M over the field of fractions of Λ such that AM = M A and for all large k, M A k has all entries in Λ. Here the action of a matrix R is by R :
An elementary strong shift equivalence (R, S) over Λ from A = RS to B = SR induces the isomorphism of Λ-modules R :
, where ε(i) is 1 or −1 depending on whether the edge (R i , S i ) is traversed with positive or negative orientation. Any path from A to B is homotopic to some such path. We associate to P the module isomorphism
Finally, suppose that Λ is a principal ideal domain. For this case we can summarize the significance of the Triangle Identities in RS(Λ) as derived by Wagoner [24] . The automorphism P described above depends only on the homotopy class of the path P from A to B. Also, the map P → P induces an isomorphism from π 1 (RS(Λ), A) → Aut(s A/Λ ).
For a matrix A over Z + , it follows that the inclusion map
Periodic points and relative sign-gyration numbers
Suppose φ is a conjugacy from σ A to σ B . For a given positive integer m, let P o m (σ A ) denote the points in σ A -orbits of cardinality m. Let (x 1 , . . . , x k ) be a basis for P o m (σ A ): that is, a tuple of distinct points x i such that each σ A -orbit of cardinality m contains exactly one of the points x i . Similarly let (y 1 , . . . , y k ) be a basis for P o m (σ B ). Then there is a permutation π of {1, . . . , k} and a ktuple of integers (n(1), . . . , n(k)) such that φ(x i ) = (σ B ) n(i) y π(i) . We define the orbit sign number OS n (φ) in Z/2 to be 0 if the permutation π has even sign and 1 otherwise. We define the gyration number in Z/m to be GY m (φ) = i n(i). Finally we define in Z/m the sign-gyration number
where the last sum is over the positive integers i < m such that m/i is a power of 2 (and an empty sum is 0). "SGCC" is as defined in the introduction [4] .
If φ is an automorphism (i.e., A = B) and the two bases (x 1 , . . . , x k ), (y 1 , . . . , y k ) are the same, then φ → OS m (φ), φ → GY m (φ) and φ → SGCC m (φ) define group homomorphisms from Aut(σ A ) to Z/2 and Z/m which do not depend on the particular choice of base. We let GY, OS and SGCC denote the product maps, e.g. GY(φ) = m GY m (φ) ∈ n Z/m. A key fact for us is that SGCC vanishes on simple automorphisms [20] .
To apply these ideas in RS(Z + ), at each vertex A we make a definite choice of basis for each P o n (σ A ), and at each edge (R, S) we make a definite choice of elementary conjugacy c(R, S). This is done by certain natural lexicographic rules, chosen in [16] . For each edge (R, S), these choices determine SGCC m (c(R, S)), which we abbreviate as SGCC m (R, S). To a path P = (R 1 , S 1 ) ε(1) (R 2 , S 2 ) ε(2) . . . (R k , S k ) ε(k) from A to B in RS(Z + ) we associate the relative sign-gyration number
From the explicit combinatorics, one derives [16] for each m a function sgc m from edges (R, S) of RS(Z + ) into Z/m such that sgc m (R, S) = SGCC m (R, S),
The function sgc m is a polynomial function of the entries of R and S with rational coefficients whose denominators divide (2m)!. In particular, sgc m (R, S) only depends on the the values of R and S modulo m(2m)! [16] . As m increases, sgc m becomes extremely complicated. Our counterexample will use only sgc 2 , which is given by the formula
Note that sgc 2 (R, S) only depends on the values of R and S modulo 4. Now suppose c 1 , c 2 , c 3 are the elementary conjugacies we have associated to the sides of an RS(Z + ) triangle. If c 1 c 2 = c 3 , then a simple computation [16] shows SGCC(R 1 , S 1 ) + SGCC(R 2 , S 2 ) = SGCC(R 3 , S 3 ) .
Because SGCC vanishes on simple automorphism and c 1 c 2 = c 3 modulo simple automorphisms, this addition formula holds for all RS(Z + ) triangles. That is, SGCC vanishes around RS(Z + ) triangles.
The obstruction
In this section, m is a positive integer and L m = L denotes a positive integer such that L/m is an integer which is divisible by the denominators of the coefficients in the polynomial formula sgc m . If m = 2, then we can take L = 4; for any m, we could use L = m(2m)!. We define sgc m from RS(Λ)-paths into Z/m by the same polynomial formulas as for RS(Z + )-paths, when the formulas make sense on Λ. The formulas do make sense if Λ = Z/L. Likewise the formulas make sense if Λ is a set of rational numbers whose denominators are relatively prime to L, if we view p/q as pq −1 (modulo L). For Λ = Z we define sgc = m sgc m as a homomorphism into m Z/m.
SGCC is a function on paths in RS(Z + ) which carries information about the action of associated topological conjugacies on periodic points. The crucial issue is to relate this information to the algebra of matrices and eigenvalues surrounding the direct limit modules. To this end, we want to extend SGCC to a function on paths of edges in RS(Z) which is compatible with the RS(Z) Triangle Identities. We will check sgc vanishes around RS(Z) triangles. Because sgc agrees with SGCC on RS(Z + ), we can then simply use sgc for the desired extension of SGCC. It will be computationally useful to prove the more general statement:
Cocycle Lemma 6.1. Suppose Λ is (i) Z/L or (ii) a set of rationals whose denominators are relatively prime to L. Then sgc m vanishes around RS(Λ) triangles.
from these three matrices with the Triangle Identities:
This gives us an RS(Z
Then sgc m vanishes around T ′ , because sgc m = SGCC m around T ′ . Therefore sgc m vanishes around T , because sgc m only depends on the matrix entries modulo L.
In case (ii), T modulo L is an RS(Z/L) triangle, and we reduce to case (i).
The Factorization Theorem (1.4 of [16] ) stated that the SGCC homomorphism on Aut(σ A ) factored through the dimension representation ρ, by certain explicit formulas. We want to point out here that we have proved a version of the Factorization Theorem (which improves a little on the original, as explained in Remark 8.1). We present the dimension representation ρ : Aut(σ A ) → Aut(s A ) as ρ : Aut(σ A ) → π 1 (RS(Z), A), as explained in Section 4. Now the homomorphisms sgc m on paths of edges in RS(Z) depend only on the homotopy class of a path and therefore induce a homomorphism from π 1 (RS(Z), A) into m Z/m. We regard this as a map (which for simplicity we also call sgc) from Aut(s A ) into m Z/m. Then we can summarize the improved version of the Factorization Theorem as follows.
Factorization Theorem 6.2. If A is a square matrix over Z + , then the map SGCC on Aut(σ A ) is the composition ρ followed by sgc. Now suppose the Cocycle Lemma applies to a PID Λ and P is a strong shift equivalence over Λ from A to B. We view P as a path of edges in RS(Λ). The relative sign-gyration number sgc m (P) depends only on the homotopy class of P as a path in RS(Λ). Identify π 1 (RS(Λ), A) with Aut(s A/Λ ). Then we can associate to the pair (A, B) This set depends only on the pair (A, B) and we can now formulate the obstruction: if P ′ is any strong shift equivalence over Λ from A to B, then sgc m (P ′ ) must lie in rsgc m,Λ [A, B].
When Λ = Z, we may omit it from the notation as before. In the case Λ = Z, we may combine the information over all m and define the relative sign-gyration coset in prod m Z/m as rsgc[A, B] = sgc(P) + sgc (Aut(s A )) .
The counterexample
We will produce primitive matrices A and B satisfying the following conditions:
(1) tr(A) = tr(A 2 ) = 0, (2) sgc 2 vanishes on Aut(s A ) and (3) there is a path in RS(Z) from A to B with nonzero sgc 2 .
It follows from (2) and (3) that rsgc 2 [A, B] = {1}, so sgc 2 (P) = 1 for every strong shift equivalence γ from A to B. If P were a strong shift equivalence over Z + from A to B, then sgc 2 (P) would vanish, since SGCC = sgc over Z + and the subshifts σ A , σ B have no points of period 1 or 2. Therefore A and B are not strong shift equivalent over Z + .
We can return to the language of the introduction to describe this. Let RS m (Z + ) denote the union of path components of RS(Z + ) containing those primitive A having no points of period less than or equal to m. The map P → sgc m (P) gives a cohomology class in H 1 (RS(Z), RS m (Z + ); Z/m). If this class is nonzero on any RS(Z) path between primitive A and B where tr(A m ) = 0 , then A and B are shift equivalent but not strong shift equivalent over Z + .
It remains to actually find matrices satisfying the conditions. This was difficult for us ([14] , Section 5). Define 
The matrices A and B are primitive; A = SR, B = RS; and tr(A) = tr(A 2 ) = 0. The condition sgc 2 (R, S) = 0 can be checked with a simple program (for example the Maple program provided in [14] ). It remains to check that sgc 2 vanishes on Aut(s A ). The determinant of A is −1, so Aut(s A ) is C(A), the centralizer of A in GL(7, Z). The characteristic polynomial of
is isomorphic to the algebraic number field Q[t]/p(t) under the isomorphism induced by t → A. Under this isomorphism, C(A) corresponds to a subgroup of the units group U of the algebraic integers of this field. Because Q(A) has a real embedding, the only torsion elements of U are 1 and −1. Because tr(A) = 0, the formula for sgc 2 shows sgc 2 (−I) = 0.
The polynomial p has three real and four complex roots, so the Dirichlet Units Theorem gives U ∼ = Z 4 ⊕ Z/2 . A PARI computer calculation gives the following system of fundamental units for U: For this we multiply the matrices by 9 to clear denominators (9 ≡ 1 mod 4) and apply our little program. That finishes the proof. We remark that in checking, we can avoid dependence on PARI. We can variously check that a polynomial f (t) indeed defines an algebraic unit, e.g. crudely by examining the characteristic polynomial of f (A). Then we only need to verify that the system of four units together with {−1} is a system of generators for U modulo squares. For this it suffices to define a homomorphism π from U to (Z/2) 5 which sends (f 1 (t), f 2 (t), f 3 (t), f 4 (t), −1) to a basis. We choose π, the product of homomorphisms π 1 , . . . , π 5 into Z/2. For each π i , we choose an odd prime m and an integer t such that p(t) ≡ 0 (mod m); we define π i (f ) = 0 if f (t) is a quadratic residue (mod m) and π i (f ) = 1 otherwise. We choose (m 1 , m 2 , m 3 , m 4 , m 5 ) = (17, 17, 41, 11, 11) and (t 1 , t 2 , t 3 , t 4 , t 5 ) = (2, 4, 3, 1, 10) and summarize the computations in the matrices below, where Thus the version of the Factorization Theorem proved in Section 6 differs from the original in two ways: A is no longer required to be primitive, and in the primitive case the explicit homomorphism sgc differs from the explicit homomorphism used in [16] . The proof differs in that the Cocycle Lemma is considerably simpler than the localization and positivity arguments of [16] . However, our counterexample would work just as well with the extension sgcc 2 . The simplified extension with the Cocycle Lemma was pointed out to us by M. Boyle in the course of examining our original version. (ii) sgc 2 (−R, −S) = sgc 2 (R, S) + sgc 2 (−I, −A).
If A is nonnegative and tr(A) = 0, then the formula for sgc 2 shows sgc 2 (−I, −A) = 0. Hence sgc 2 (−I, −M ) = 0 for any M which is strong shift equivalent to A over Z, and the difference between sgcc 2 and sgc 2 disappears.
3. Computer calculations of sgc m rapidly approach impossibility as m increases, even when one uses some other special formulas adapted to the case when R, S are polynomials in a common variable. 4 . When A has entries in Z + , G A acquires a natural order structure making it a dimension group. (For this reason, the unordered group G A is sometimes referred to as the dimension group of A or of σ A [19] .) This also explains the terminology for Krieger's dimension representation, which is defined by way of a Grothendieck-style construction of a version of G A from certain compact sets [18] , [4] , [5] . In our paper the order structure plays no role.
5. The Factorization Theorem was originally proved as a key ingredient for understanding the action of Aut(σ A ) on periodic points. The condition SGCC = 0 is the only obstruction to the action of Ker(Aut(σ A )) on finite subsystems of σ A [17] .
6. The counterexample [13] to the reducible Williams Conjecture involved a fundamentally different argument which relied on one consequence of the Factorization Theorem: the example (4.1) of [16] for which the dimension representation is not surjective. More generally, one ingredient which is necessary for the classification of reducible SFTs is the determination of the range of the dimension representation on irreducible SFTs [15] .
7. Although we have produced a counterexample to the irreducible Williams Conjecture, it is in no way a repudiation of the ideas of shift equivalence and strong shift equivalence, which remain part of the foundation for work on the classification problem.
