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Variable Anisotropic Singular Integral Operators
Marcin Bownik, Baode Li, and Jinxia Li∗
Abstract. We introduce the class of variable anisotropic singular integral operators
associated to a continuous multi-level ellipsoid cover Θ of Rn introduced by Dahmen,
Dekel, and Petrushev [12]. This is an extension of the classical isotropic singular
integral operators on Rn of arbitrary smoothness and their anisotropic analogues
for general expansive matrices introduced by the first author [5]. We establish the
boundedness of variable anisotropic singular integral operators T on the Hardy spaces
with pointwise variable anisotropyHp(Θ), which were developed by Dekel, Petrushev,
and Weissblat [14]. In contrast with the general theory of Hardy spaces on spaces of
homogenous type, our results work in the full range 0 < p ≤ 1.
1 Introduction
Caldero´n-Zygmund operators play an important role in harmonic analysis on Rn and
are the central object of study. They are bounded not only on Lebesgue Lp(Rn) spaces
for 1 < p < ∞, but also on its natural extension for 0 < p ≤ 1, the Hardy Hp(Rn)
spaces. While Hardy spaces were initially defined in the complex variable setting, they
were extended to real-variable setting in the celebrated works of Stein and Weiss [30] and
Fefferman and Stein [16]. Since then, Hardy spaces have been studied in different settings
and domains. Among the most general setting, where Hardy spaces are studied, are certain
metric measure spaces known as spaces as homogeneous type, which were introduced by
Coifman and Weiss [10, 11]. However, due to lack of higher order smoothness and vanishing
moments, such spaces can be meaningfully defined only when p is close to 1, see [2, 21, 22].
In this paper we are interested in developing results for Hardy spaces on Rn which
hold for the entire range of 0 < p ≤ 1. This includes classical isotropic Hardy spaces of
Fefferman and Stein [16], parabolic Hardy spaces of Caldero´n and Torchinsky [8, 9], and
anisotropic Hardy space associated with expansive matrices [5] which were also studied
in [3, 4, 7, 23, 32, 33]. However, the most general class of (unweighted) Hardy spaces on
R
n defined for the entire range of 0 < p ≤ 1 are spaces with pointwise variable anisotropy
developed by Dekel, Petrushev, and Weissblat [14]. More precisely, they correspond to the
largest class of spaces of homogeneous type on Rn equipped with Lebesgue measure for
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which Hardy spaces were developed for all 0 < p ≤ 1. Roughly speaking they correspond
to quasi-distances on Rn for which balls are equivalent to ellipsoids. More precisely, these
spaces are determined by continuous ellipsoid covers of Rn, which were introduced and
studied by Dahmen, Dekel, and Petrushev [12].
Several results for spaces with pointwise variable anisotropy were shown including grand
maximal function characterization, atomic decomposition, and classification of Hardy
spaces [14], the duality of Hardy spaces [15], and molecular decomposition [1]. These
results are generalizations of well-known results for Hardy spaces in the classical isotropic
setting of Rn, parabolic setting, and anisotropic setting. However, an important miss-
ing ingredient in the setting of continuous ellipsoid covers is a satisfactory definition of
Caldero´n-Zygmund operators of arbitrary smoothness. In this paper we close this remain-
ing link by providing the definition of Caldero´n-Zygmund operators which is the extension
of the class of operators in the anisotropic setting [5] and at the same type in the setting
of spaces of homogeneous type [10].
The theory of singular integral operators plays an important role in harmonic analysis
and partial differential equations; see, for example, [19, 20, 29]. In the classical isotropic
setting of Rn we consider Caldero´n-Zygmund operators T with regularity s of the form
Tf(x) =
∫
Rn
K(x, y)f(y), x 6∈ supp f, f ∈ C∞c (R
n),
whose kernel K(x, y) satisfies the bound
|∂αyK(x, y)| ≤ C|x− y|
−n−|α| for all x 6= y and multi-indices |α| ≤ s. (1.1)
It is well-known that operators T are bounded on isotropic Hardy spaces Hp(Rn) provided
that s > n(1/p − 1) and T preserves vanishing moments T ∗(xα) = 0 for |α| < s, see
[28, Proposition 7.4.4], [29, Theorem III.4]. The first author [5] introduced anisotropic
Caldero´n-Zygmund operators associated with expansive dilations and has shown their
boundedness on anisotropic Hardy spaces, where the anisotropy is fixed and global on Rn.
An extension of these results to product anisotropic Hardy spaces was done in [25]. In the
context of Hardy spaces with pointwise variable anisotropy [14] we introduce the following
class of singular integral operators adapted to variable anisotropy depending on a point x
in Rn and a scale t in R.
Suppose that Θ is a continuous ellipsoid cover consisting of ellipsoids θx,t with center
x ∈ Rn and scale t ∈ R of the form θx,t =Mx,t(B
n)+x, where Mx,t is an invertible matrix
and Bn is the unit ball in Rn, see Definition 2.1. An ellipsoid cover Θ defines a spaces of
homogeneous type [12] with quasi-distance ρΘ defined as infimum of ellipsoid volumes
ρΘ(x, y) := inf
θ∈Θ
{|θ| : x, y ∈ θ} .
An anisotropic analogue of the bound (1.1) takes the form∣∣∂αy [K(·,My,m·)](x,M−1y, my)∣∣ ≤ C/ρΘ(x, y) for all x 6= y and multi-indices |α| ≤ s,
(1.2)
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where m = − log2 ρΘ(x, y). It can be shown that (1.2) is a generalization of (1.1) when
Θ is the isotropic cover consists of balls θx,t = 2
−t
B
n + x. Moreover, (1.2) with regularity
s = 1 implies the well-known estimates in the setting of spaces of homogeneous type
|K(x, y)| ≤ C/ρΘ(x, y),
|K(x, y)−K(x, y′)| ≤ C
[ρΘ(y, y
′)]δ
[ρΘ(x, y)]1+δ
if ρΘ(y, y
′) ≤
1
2κ
ρΘ(x, y),
where κ is the triangle inequality constant of ρΘ. The main result of this paper shows
the boundedness of variable anisotropic singular integral operators T from Hp(Θ) to itself
and from Hp(Θ) to Lebesgue spaces Lp(Rn) for the entire range of 0 < p ≤ 1, provided
regularity and vanishing moments of T are met analogous to the isotropic case. This
generalizes classical results for isotropic Hardy spaces of Fefferman-Stein [16, 28] and
anisotropic Hardy spaces [5].
The proof of the main theorem is conceptually simple, but technically challenging. The
central idea is to show that T maps atoms into uniformly bounded functions in Hp(Θ)
known as molecules. Then, the atomic decomposition of Hp(Θ) yields the boundedness
of T . The main technical problem with this argument is that boundedness on atoms does
not necessarily imply boundedness of T unless equivalence of finite and infinite atomic
decompositions is shown [6, 27]. Instead, motivated by the paper of Huang, Liu, Yang,
and Yuan [24], we improve the Caldero´n-Zygmund decomposition of Hp(Θ) by showing
that atomic decomposition of any f ∈ Hp(Θ)∩Lq(Rn) also converges in Lq(Rn) norm for
1 < q <∞.
This paper is organized as follows. In Section 2, we first recall notation, definitions, and
properties of continuous ellipsoid cover Θ and quasi-distance ρΘ that are used throughout
the paper. In Section 3 we define the Hardy space Hp(Θ) by means of the radial grand
maximal function and the nontangential grand maximal function with arbitrary aperture
and recall its characterization by atomic decompositions. In the next section we show
technical improvements in the Caldero´n-Zygmund decomposition and the atomic decom-
position of variable anisotropic Hardy space Hp(Θ), which were originally established by
Dekel, Petrushev, and Weissblat [14]. Section 5 is devoted to variable anisotropic sin-
gular integral operators (VASIOs). We show that VASIOs are indeed an extension of
the classical isotropic singular integral operators on Rn of arbitrary smoothness and their
anisotropic analogues for general expansive matrices. Finally, in Section 6 we prove main
theorems by showing that T is bounded from Hp(Θ) to Lp(Rn) and bounded from Hp(Θ)
to itself.
Finally, we make some conventions on notation. Let N := {1, 2, . . .} and N0 := {0}∪N.
For any α := (α1, . . . , αn) ∈ Nn0 , |α| := α1 + · · · + αn and ∂
α := ( ∂∂x1 )
α1 · · · ( ∂∂xn )
αn .
Throughout the whole paper, we denote by C a positive constant which is independent of
the main parameters, but it may vary from line to line. The symbol D . F means that
D ≤ CF . If D . F and F . D, we then write D ∼ F . For any sets E, F ⊂ Rn, we use
E∁ to denote the set Rn \ E. Let S be the space of Schwartz functions, S ′ the space of
tempered distributions, and CN the space of continuously differentiable functions of order
N .
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2 Anisotropic Continuous Ellipsoid Covers of Rn
In this section we recall the properties of continuous ellipsoid covers which were originally
introduced by Dahmen, Dekel, and Petrushev [12]. An ellipsoid ξ in Rn is an image of the
Euclidean unit ball Bn := {x ∈ Rn : |x| < 1} under an affine transform, i.e.,
ξ :=Mξ(B
n) + cξ ,
whereMξ is an invertible matrix and cξ is the center. For any ellipsoid ξ and λ > 0, define
a dilated ellipsoid λξ by
λξ := λMξ(B
n) + cξ .
Let us begin with the definition of continuous ellipsoid covers, which is from [12, Defi-
nition 2.4].
Definition 2.1. We say that
Θ := {θx, t : x ∈ R
n, t ∈ R}
is a continuous ellipsoid cover of Rn, or shortly a cover, if there exist constants p(Θ) :=
{a1, . . . , a6} such that:
(i) For every x ∈ Rn and t ∈ R, there exists an ellipsoid θx, t := Mx, t(B
n) + x, where
Mx, t is an invertible matrix and x is the center, satisfying
a12
−t ≤ |θx, t| ≤ a22
−t. (2.1)
(ii) Intersecting ellipsoids from Θ satisfy “shape condition”, i.e., for any x, y ∈ Rn, t ∈ R
and s ≥ 0, if θx, t ∩ θy, t+s 6= ∅, then
a32
−a4s ≤ 1/‖(My, t+s)
−1Mx, t‖ ≤ ‖(Mx, t)
−1My, t+s‖ ≤ a52
−a6s. (2.2)
Here, ‖ · ‖ is the matrix norm of M given by ‖M‖ := max|x|=1 |Mx|.
Lemma 2.2. (i) Let Θ be a continuous ellipsoid cover. Then there exists J := J(p(Θ)) ≥
1 such that for any x ∈ Rn and t ∈ R,
θx, t ⊂
1
2
θx, t−J .
(ii) For any x, y ∈ Rn and s, t ∈ R with t ≤ s, if θx, t ∩ θy, s 6= ∅, there exists a constant
γ > 0 such that
θy, s ⊂ θx, t−γ .
Part (i) of Lemma 2.2 is shown in [14, Lemma 2.3]. Part (ii) is an easy adaptation of
the proof of [12, Lemma 2.8], see also [14, Lemma 2.4]. Note that by increasing γ and J
if necessary we can assume that J = γ. However, we prefer to keep a separate notation
for J and γ to be consistent with the convention used in [12, 14]. The following is an
immediate consequence of Lemma 2.2.
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Lemma 2.3. Let x ∈ Rn, t ∈ R and γ be as in Lemma 2.2(ii). Then, the sets θx, t−(j+1)γ \
θx, t−jγ, j ∈ Z, are pairwise disjoint and
R
n = θx, t ∪
⋃
j∈N0
(θx, t−(j+1)γ \ θx, t−jγ), (2.3)
R
n \ {x} =
⋃
j∈Z
(θx, t−(j+1)γ \ θx, t−jγ). (2.4)
Proof. By Lemma 2.2(ii) we have θx, t−jγ ⊂ θx, t−(j+1)γ for all j ∈ Z. Hence, θx, t−(j+1)γ \
θx, t−jγ , j ∈ Z, are pairwise disjoint. Moreover, by Lemma 2.2(i) for any k ∈ N0 we have
θx, t ⊂
1
2k
θx, t−kJ .
Hence,
R
n =
⋃
k∈N0
2kθx, t ⊂
⋃
k∈N0
θx, t−kJ =
⋃
j∈N0
θx, t−jγ ⊂ R
n,
and the above inclusions are equalities. Likewise,
θx, t+kJ ⊂
1
2k
θx, t
implies that
{x} =
⋂
k∈N0
1
2k
θx, t =
⋂
k∈N0
θx, t+kJ =
⋂
j∈N0
θx, t+jγ .
Hence, (2.3) and (2.4) follow immediately.
Definition 2.4. A quasi -distance on a set X is a mapping ρ : X × X → [0,∞) that
satisfies the following conditions for all x, y, z ∈ X:
(i) ρ(x, y) = 0⇔ x = y;
(ii) ρ(x, y) = ρ(y, x);
(iii) For some κ ≥ 1,
ρ(x, y) ≤ κ(ρ(x, z) + ρ(y, z)).
Dekel, Han, and Petrushev have shown that an ellipsoid cover Θ induces a quasi-distance
ρΘ on R
n, see [13, Proposition 2.1]. Moreover, Rn equipped with the quasi-distance ρΘ
and the Lebesgue measure is a space of homogeneous type, [12, Proposition 2.10].
Proposition 2.5. Let Θ be a continuous ellipsoid cover. The function ρΘ : R
n × Rn →
[0,∞) defined by
ρΘ(x, y) := inf
θ∈Θ
{|θ| : x, y ∈ θ} (2.5)
is a quasi-distance on Rn. Moreover, the Lebesgue measure of balls
BρΘ(x, r) := {y ∈ R
n : ρΘ(x, y) < r} (2.6)
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with respect to the quasi-distance ρΘ satisfies
|BρΘ(x, r)| ∼ r for all x ∈ R
n, r > 0,
with equivalence constants depending only on p(Θ).
The following lemma is proved for discrete ellipsoid covers [13, Theorem 2.1] and con-
tinuous ellipsoid covers [14, Theorem 2.9].
Lemma 2.6. Let Θ be a continuous ellipsoid cover and ρΘ induced by (2.5). There exist
positive constants C0 and C1 such that
C0|x− z|
1
a4 ≤ |ρΘ(x, z)| ≤ C1|x− z|
1
a6 for all x, z ∈ Rn and ρΘ(x, z) ≥ 1.
The following result is stated without the proof in [14, Theorem 2.7]. For completeness,
we include its proof.
Proposition 2.7. Let Θ be a continuous ellipsoid cover and let ρΘ be a quasi-distance as
in (2.5). For any ball BρΘ(x, r) with x ∈ R
n and r > 0, there exist t1, t2 ∈ R such that
θx, t1 ⊂ BρΘ(x, r) ⊂ θx, t2 and |θx, t1 | ∼ |θx, t2 | ∼ r,
where equivalence constants depend only on p(Θ).
Proof. By (2.5), any ball BρΘ(x, r) with respect to quasi-distance ρΘ is a union of all
ellipsoids θ in Θ that contain x and |θ| < r, i.e.,
BρΘ(x, r) = {y ∈ R
n : ρΘ(x, y) < r} =
⋃
x∈θ∈Θ, |θ|<r
θ. (2.7)
We claim that there exists an ellipsoid θx, t1 ∈ Θ such that |θx, t1 | < r and |θx, t1 | ∼ r. In
fact, by (2.1), we know that for the two constants a˜1 := log2 a1 and a˜2 := log2 a2, it holds
true that
2−t+a˜1 ≤ |θx, t| ≤ 2
−t+a˜2 for any x ∈ Rn and t ∈ R.
Hence, by a substitution t˜ = t− a˜2, we have
2−t˜+a˜1−a˜2 ≤ |θx, t˜+a˜2 | ≤ 2
−t˜.
Taking t1 := t˜+ a˜2 and
r
2 := 2
−t˜, leads to
2a˜1−a˜2−1r ≤ |θx, t1 | ≤
r
2
.
This shows that
θx, t1 ⊂ BρΘ(x, r) and |θx, t1 | ∼ r. (2.8)
Let t ∈ R such that a12
−t = r. Then for any ellipsoid θ = θy, s ∈ Θ with |θ| < r we
have
a12
−s ≤ |θy, s| < r = a12
−t ≤ |θx, t|.
Variable Anisotropic Singular Integral Operators 7
Hence, t ≤ s. In addition, if x ∈ θy, s, then by Lemma 2.2(ii)
θy, s ⊂ θx, t2 , where t2 := t− γ.
Since θ ∈ Θ with x ∈ θ and |θ| < r is arbitrary, (2.7) implies that
BρΘ(x, r) ⊂ θx, t2 and |θx, t2 | ∼ r.
Combining this with (2.8) completes the proof of Proposition 2.7.
It is often useful to use a non-symmetric variant of the quasi-distance ρΘ as in (2.5).
Proposition 2.8. Let Θ be a continuous ellipsoid cover. For any x, y ∈ Rn define
ρ1(x, y) := infy∈θx, t∈Θ |θx, t|. Then ρ1(x, y) ∼ ρΘ(x, y) with equivalence constant inde-
pendent of the choice of x, y ∈ Rn.
Proof. Obviously, ρΘ(x, y) ≤ ρ1(x, y). So it remains to prove that there exists a constant
C > 0 such that ρ1(x, y) ≤ CρΘ(x, y). Let r = 2ρΘ(x, y). By Proposition 2.7, there exist
two ellipsoids θx, t1 and θx, t2 such that |θx, t1 | ∼ |θx, t2 | ∼ r and
θx, t1 ⊂ BρΘ(x, r) ⊂ θx, t2 .
Since y ∈ BρΘ(x, r) ⊂ θx, t2 , by the definition of ρ1, we conclude that
ρ1(x, y) ≤ |θx, t2 | ∼ r = 2ρΘ(x, y),
which completes the proof of Proposition 2.8.
Finally, we will need the following useful lemma.
Lemma 2.9. Let z ∈ Rn, t ∈ R, and y ∈ θz, t. Then, for any k ∈ N we have
θz, t−(k+1)γ \ θz, t−kγ ⊂ θy, t−(k+2)γ \ θy, t−(k−1)γ , (2.9)
where γ is as in Lemma 2.2(ii).
In particular, if x ∈ θz, t−(k+1)γ \ θz, t−kγ for some k ∈ N, then
ρΘ(x, z) ∼ ρΘ(x, y) ∼ 2
−t+kγ . (2.10)
Proof. Since
y ∈ θz, t−(k+1)γ ∩ θy, t−(k+1)γ 6= ∅,
by Lemma 2.2(ii) we have θz, t−(k+1)γ ⊂ θy, t−(k+2)γ . Likewise, since
y ∈ θz, t−(k−1)γ ∩ θy, t−(k−1)γ 6= ∅,
Lemma 2.2(ii) yields θy, t−(k−1)γ ⊂ θz, t−kγ . Therefore, by taking complements we deduce
(2.9).
Finally, let x ∈ θz, t−(k+1)γ \ θz, t−kγ for some k ∈ N. By Proposition 2.8 and (2.9) we
have
ρΘ(x, z) = ρΘ(z, x) ∼ ρ1(z, x) ∼ 2
−t+kγ ∼ ρ1(y, x) ∼ ρΘ(y, x) = ρΘ(x, y).
This yields (2.10).
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3 Variable Anisotropic Hardy Spaces
In this section we recall the definition and properties of Hardy spaces with pointwise
variable anisotropy which were originally introduced by Dekel, Petrushev, and Weissblat
[14].
Let Θ be a continuous ellipsoid cover. For any locally integrable function f on Rn, the
Hardy-Littlewood maximal operators MBρΘ and MΘ are defined, respectively, to be
MBρΘf(x) := sup
r>0
1
|BρΘ(x, r)|
∫
BρΘ (x, r)
|f(y)|dy (3.1)
and
MΘf(x) := sup
t∈R
1
|θx, t|
∫
θx, t
|f(y)|dy, (3.2)
where BρΘ(x, r) is as in (2.6). By Proposition 2.7, see [14, Lemma 3.2], these two maximal
functions are pointwise equivalent
MBρΘf(x) ∼MΘf(x) for all f ∈ L
1
loc , x ∈ R
n. (3.3)
Definition 3.1. Let N, N˜ ∈ N0 with N ≤ N˜ . For a function ϕ ∈ C
N , let
‖ϕ‖N, N˜ := max|α|≤N
sup
y∈Rn
(1 + |y|)N˜ |∂αϕ(y)|.
Define
SN, N˜ := {ϕ ∈ S : ‖ϕ‖N, N˜ ≤ 1}.
For each x ∈ Rn, t ∈ R and θx, t =Mx, t(B
n) + x ∈ Θ, denote
ϕx, t(y) :=
∣∣det(M−1x, t)∣∣ϕ(M−1x, ty).
Definition 3.2. Let f ∈ S ′, ϕ ∈ S, and λ ∈ (0,∞). The nontangential maximal function
with aperture λ of f is defined by
Mλϕf(x) := sup
t∈R
sup
y∈λ θx, t
|f ∗ ϕx, t(y)| for all x ∈ R
n.
For any N, N˜ ∈ N0 with N ≤ N˜ , the nontangential grand maximal function with aperture
λ of f is defined by
Mλ
N, N˜
f(x) := sup
ϕ∈S
N, N˜
Mλϕf(x) for all x ∈ R
n.
When aperture λ = 1, we obtain the nontangential maximal function Mϕf and the non-
tangential grand maximal function M
N, N˜
f of f , respectively.
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Definition 3.3. Let f ∈ S ′ and ϕ ∈ S. The radial maximal function of f is defined by
M◦ϕf(x) := sup
t∈R
|f ∗ ϕx, t(x)| for all x ∈ R
n.
For any N, N˜ ∈ N0 with N ≤ N˜ , the radial grand maximal function of f is defined by
M◦
N, N˜
f(x) := sup
ϕ∈S
N, N˜
M◦ϕf(x) for all x ∈ R
n.
Next, we give the pointwise equivalence of the nontangential grand maximal function
Mλ
N, N˜
f and the radial grand maximal function M◦
N, N˜
f of f , the proof of which is moti-
vated by [5, p.17, Proposition 3.10].
Theorem 3.4. For any N, N˜ ∈ N0 with N ≤ N˜ , there exists a constant C := C(N, N˜ , λ)
such that for all f ∈ S ′,
M◦
N, N˜
f(x) ≤Mλ
N, N˜
f(x) ≤ CM◦
N, N˜
f(x) for a.e. x ∈ Rn.
Proof. The first inequality is obvious. To show the second inequality, note that
Mλ
N, N˜
f(x) = sup{|f ∗ ϕx, t(x+ λMx, ty)| : y ∈ B
n, t ∈ R, ϕ ∈ S
N, N˜
} (3.4)
= sup{|f ∗ φx, t(x)| : φ(z) := ϕ(z + λy), y ∈ B
n, t ∈ R, ϕ ∈ S
N, N˜
}
= sup{M◦φf(x) : φ(z) = ϕ(z + λy), y ∈ B
n, t ∈ R, ϕ ∈ SN, N˜}.
For φ(z) = ϕ(z + λy) with y ∈ Bn, we have
‖φ‖N, N˜ = sup
|α|≤N
sup
x∈Rn
(1 + |x|)N˜ |∂αϕ(x+ λy)| (3.5)
= sup
|α|≤N
sup
x∈Rn
(1 + |x− λy|)N˜ |∂αϕ(x)|
≤ (1 + λ)N˜ sup
|α|≤N
sup
x∈Rn
(1 + |x|)N˜ |∂αϕ(x)| = (1 + λ)N˜‖ϕ‖
N, N˜
.
Combining (3.4) and (3.5), we have
Mλ
N, N˜
f(x) ≤ sup{M◦φf(x) : φ ∈ S, ‖φ‖N, N˜ ≤ (1 + λ)
N˜} ≤ (1 + λ)N˜M◦
N, N˜
f(x),
which is desired and hence completes the proof of Theorem 3.4.
Hence, from Theorem 3.4 and a proof similar to that of [7, Proposition 2.11(i)], we
deduce that, for any f ∈ S ′ ∩ L1loc ,
|f(x)| ≤M◦
N, N˜
f(x) ≤Mλ
N, N˜
f(x) ≤ CM◦
N, N˜
f(x) for a.e. x ∈ Rn. (3.6)
Let Θ be a continuous ellipsoid cover of Rn with parameters p(Θ) = {a1, . . . , a6} and
let 0 < p ≤ 1. We define Np = Np(Θ) as the minimal integer satisfying
Np(Θ) >
max(1, a4)n + 1
a6p
, (3.7)
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and then N˜p = N˜p(Θ) as the minimal integer satisfying
N˜p(Θ) >
a4Np(Θ) + 1
a6
.
Definition 3.5. Let Θ be a continuous ellipsoid cover, 0 < p ≤ 1 and M◦ := M◦
Np, N˜p
.
The variable anisotropic Hardy space is defined as
Hp(Θ) := {f ∈ S ′ : M◦f ∈ Lp}
with the quasi-norm ‖f‖Hp(Θ) := ‖M
◦f‖p.
As in the classical case, the anisotropic Hardy spaces can be characterized and then
investigated through atomic decompositions. The following Definitions 3.6 and 3.7 come
from [14, Definitions 4.1 and 4.2], respectively.
Definition 3.6. For a continuous ellipsoid cover Θ, we say that (p, q, l) is admissible if
0 < p ≤ 1 ≤ q ≤ ∞, p < q and l ∈ N0, such that l ≥ Np(Θ) with Np(Θ) as in (3.7). A
(p, q, l)-atom is a function a : Rn → R such that
(i) supp a ⊂ θx, t for some θx, t ∈ Θ, where x ∈ R
n and t ∈ R;
(ii) ‖a‖q ≤ |θx, t|
1
q
− 1
p ;
(iii)
∫
Rn
a(y)yαdy = 0 for all α ∈ Nn0 such that |α| ≤ l.
Definition 3.7. Let Θ be a continuous ellipsoid cover and (p, q, l) an admissible triple
as in Definition 3.6. The atomic Hardy space Hpq, l(Θ) associated with Θ is defined to be
the set of all tempered distribution f ∈ S ′ of the form f =
∑∞
i=1 λiai, where the series
converges in S ′, {λi}i ⊂ C,
∑∞
i=1 |λi|
p < ∞, and {ai}i are (p, q, l)-atoms. Moreover, the
quasi-norm of f ∈ Hpq, l(Θ) is defined by
‖f‖Hp
q, l
(Θ) := inf
(∑
i
|λi|
p
) 1
p
 ,
where the infimum is taken over all admissible decompositions of f as above.
The following theorem due to Dekel, Petrushev, and Weissblat [14, Sections 4.1 and
4.3] shows the atomic characterization of Hp(Θ).
Theorem 3.8. Let Θ be a continuous ellipsoid cover, 0 < p ≤ 1 ≤ q ≤ ∞, p < q
and Np(Θ) ≤ l ∈ N0 with Np(Θ) as in (3.7). Then H
p(Θ) = Hpq, l(Θ) with equivalent
quasi-norms.
Variable Anisotropic Singular Integral Operators 11
4 Atomic decomposition of anisotropic Hardy spaces
In this section we show technical improvements in the Caldero´n-Zygmund decomposition
and the atomic decomposition of variable anisotropic Hardy space Hp(Θ), which were
originally established by Dekel, Petrushev, and Weissblat in the form of Theorem 3.8.
While these are incremental improvements of results in [14], they play a crucial role in the
proofs of Theorems 5.11 and 5.12 in Section 6.
Lemma 4.1. Let Θ be a continuous ellipsoid cover and 0 < p ≤ 1.
(i) The inclusion Hp(Θ) →֒ S ′ is continuous;
(ii) Hp(Θ) is complete.
Proof. To prove (i), for any φ ∈ S, by [15, Formula (5.8)], we have
|〈f, φ〉|p ≤ C
∫
θ0, 0
(M◦f(x))pdx ≤ C‖f‖pHp(Θ),
which implies that the inclusion Hp(Θ) →֒ S ′ is continuous. Mimicking the proof of [5,
Proposition 3.12], we can show (ii).
Now, let us recall the Caldero´n-Zygmund decomposition established in [14]. Throughout
this section for a given continuous ellipsoid cover Θ, we consider a tempered distribution
f such that for every λ > 0, |{x : M◦f(x) > λ}| < ∞, where M◦ is the grand maximal
function as in Definition 3.5. For fixed λ > 0, define
Ω := {x : M◦f(x) > λ}.
By [14, Section 4.2], there exist sequences {xi}i∈N0 ⊂ Ω and {ti}i∈N0 , such that
Ω =
⋃
i∈N0
θxi, ti , (4.1)
θxi, ti+γ ∩ θxj , tj+γ = ∅ ∀ i 6= j, (4.2)
θxi, ti−J−2γ ∩ Ω
∁ = ∅ ∀ i ∈ N0, (4.3)
θxi, ti−J−2γ−1 ∩ Ω
∁ 6= ∅ ∀ i ∈ N0, (4.4)
where J and γ are as in Lemma 2.2. Moreover, there exists a constant L > 0 such that
♯{j ∈ N0 : θxj , tj−J−γ ∩ θxi, ti−J−γ 6= ∅} ≤ L ∀ i ∈ N0, (4.5)
where ♯E denotes the cardinality of a set E.
Fix φ ∈ C∞ such that suppφ ⊂ 2Bn, 0 ≤ φ ≤ 1 and φ ≡ 1 on Bn. For every i ∈ N0,
define φ˜i := φ(M
−1
xi, ti
(x − xi)). Obviously, φ˜i ≡ 1 on θxi, ti . By Lemma 2.2(i), we have
supp φ˜i ⊂ xi + 2Mxi, ti(B
n) ⊂ θxi, ti−J . For every i ∈ N0, define
φi(x) :=
{
φ˜i(x)∑
j φ˜j(x)
, if x ∈ Ω,
0, if x /∈ Ω.
(4.6)
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Observe that φi is well defined since by (4.1) and (4.5), 1 ≤
∑
i φ˜i(x) ≤ L for every x ∈ Ω.
Also φi ∈ C
∞ and suppφi ⊂ θxi, ti−J . By (4.1) and (4.6), we have
∑
i φi(x) = 1Ω(x),
which implies that the family {φi}i∈N0 forms a smooth partition of unitary subordinate
to the cover of Ω by the ellipsoids {θxi, ti−J}i∈N0 .
Let Pl denote the space of polynomials of n variables with degree ≤ l, where Np(Θ) ≤ l,
see (3.7). For each i ∈ N0 we introduce an Hilbert space structure on the space Pl by
setting
〈P,Q〉i :=
1∫
φi
∫
Rn
P (x)Q(x)φi(x)dx for any P, Q ∈ Pl. (4.7)
The distribution f ∈ S ′ induces a linear functional on Pl given by
Pl ∋ Q 7→ 〈f,Q〉i.
By the Riesz Lemma it is represented by a unique polynomial Pi ∈ Pl such that
〈f,Q〉i = 〈Pi, Q〉i for any Q ∈ Pl. (4.8)
Definition 4.2. For every i ∈ N0, define the locally “bad part” bi := (f − Pi)φi and the
“good part” g := f −
∑
i bi. The representation f = g +
∑
i bi, where g and bi as above,
is a Caldero´n-Zygmund decomposition of degree l and height λ associated with M◦.
We will use the following three results, which are [14, Lemma 4.8, Lemma 4.11(ii), and
Lemma 4.13], respectively. In particular, Lemma 4.4 guarantees convergence of
∑
i bi.
Lemma 4.3. There exists a positive constant C such that
sup
y∈Rn
|Pi(y)φi(y)| ≤ Cλ,
where φi and Pi are defined in (4.6) and (4.8), respectively.
Lemma 4.4. Suppose f ∈ Hp(Θ), 0 < p ≤ 1. Then the series
∑
i bi converges in H
p(Θ)
and there exists a positive constant C, independent of f and i ∈ N0, such that∫
Rn
[
M◦
(∑
i
bi
)
(x)
]p
dx ≤ C
∫
Ω
(M◦f(x))pdx.
Lemma 4.5. Suppose
∑
i bi converges in S
′. Then there exists a positive constant C,
independent of f ∈ S ′ and λ > 0, such that
M◦g(x) ≤ Cλ
∑
i
ν−ki(x) +M◦f(x)1Ω∁(x),
where ν := 2 a6JN and
ki(x) :=
{
k, x ∈ θxi, ti−J(k+2) \ θxi, ti−J(k+1) for some k ∈ N0,
0, x ∈ θxi, ti−J .
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The following two lemmas are extensions of [14, Lemmas 4.12 and 4.14] from the setting
of L1 to Lq spaces, 1 < q <∞. At the same time, these results are extensions of [7, Lemmas
4.8 and 4.10] to the variable anisotropic setting (albeit without weights).
Lemma 4.6. If f ∈ Lq with 1 ≤ q < ∞. Then
∑
i bi converges in L
q. Moreover, there
exists a positive constant C, independent of f and i, such that ‖
∑
i |bi|‖q ≤ C‖f‖q.
Proof. When q = 1, this result was shown in [14, Lemma 4.12]. Hence, we only need to
consider the case 1 < q <∞.
When 1 < q <∞, from bi = (f − Pi)φi and Lemma 4.3, it follows that∫
Rn
|bi(x)|
qdx =
∫
Rn
|(f(x)− Pi(x))φi(x)|
qdx (4.9)
≤ 2q−1
(∫
θxi, ti−J
|f(x)φi(x)|
qdx+
∫
θxi, ti−J
|Pi(x)φi(x)|
qdx
)
≤ C
(∫
θxi, ti−J
|f(x)|qdx+ λq|θxi, ti−J |
)
.
For the set Ω as in (4.1), by Lemma 2.2, (4.1), and (4.3) we have
Ω =
⋃
i∈N0
θxi, ti−J . (4.10)
Therefore, by (4.5), (4.9), (4.10), and the Lq boundedness of M◦ (see [14, Theorem 3.8]),
we have ∑
i
∫
Rn
|bi(x)|
qdx ≤ C
(∑
i
(∫
θxi, ti−J
|f(x)|qdx+ λq|θxi, ti−J |
))
≤ CL
(∫
Ω
|f(x)|qdx+ λq|Ω|
)
≤ CL
(∫
Ω
|f(x)|qdx+
∫
Rn
(M◦f(x))qdx
)
.
∫
Rn
|f(x)|qdx.
Since supp bi ⊂ suppφi ⊂ θxi, ti−J , by Ho¨lder’s inequality and (4.5), we deduce that(∫
Rn
(∑
i
|bi(x)|
)q
dx
) 1
q
≤
(∫
Rn
(∑
i
∣∣∣bi(x)1θxi, ti−J (x)∣∣∣
)q
dx
) 1
q
≤

∫
Rn
(∑
i
|bi(x)|
q
) 1
q
(∑
i
|1θxi, ti−J (x)|
q′
) 1
q′
q dx

1
q
≤ L1−
1
q
(∑
i
∫
Rn
|bi(x)|
qdx
) 1
q
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≤ C
(∫
Rn
|f(x)|qdx
) 1
q
,
where 1/q + 1/q′ = 1.
Lemma 4.7. If M◦f ∈ Lp with 0 < p ≤ 1, then M◦g ∈
⋂
1≤q<∞ L
q. Moreover, there
exists a positive constant C1, independent of f and λ, such that, when 1 ≤ q <∞,∫
Rn
(M◦g(x))qdx ≤ C1λ
q−p
∫
Rn
(M◦f(x))pdx.
If f ∈ Lq with 1 ≤ q < ∞, then g ∈ L∞ and there exists a positive constant C2,
independent of f and λ, such that
‖g‖∞ ≤ C2λ.
Proof. When q = 1, this result was shown in [14, Lemma 4.14]. Hence, we only need to
consider the case 1 < q <∞.
When 1 < q <∞, by Lemma 4.5, we obtain∫
Rn
[M◦g(x)]qdx ≤ C
[
λq
∫
Rn
(∑
i
ν−ki(x)
)q
dx+
∫
Ω∁
(M◦f(x))qdx
]
, (4.11)
where ki(x) is as in Lemma 4.5. For any x ∈ θxi, ti−J(k+2) \ θxi, ti−J(k+1) with k ∈ N0, by
(3.3), we have
2−kJ ≤ C
1
|θxi, ti−J(k+2)|
∫
θxi, ti−J(k+2)
1θxi, ti (y)dy
≤ CMΘ(1θxi, ti )(x) ∼MBρΘ (1θxi, ti )(x),
where MBρΘ and MΘ are as in (3.1) and (3.2), respectively.
From the Fefferman-Stein boundedness of the vector-valued maximal function, see [18,
Section 6.6], MBρΘ is bounded on L
a6Nq(ℓa6N ) space with a6N > 1. Hence, ν = 2
a6JN ,
(4.1), and (4.5), yield∫
Rn
(∑
i
ν−ki(x)
)q
dx =
∫
Rn
(∑
i
2−ki(x)Ja6N
)q
dx
.
∫
Rn

[∑
i
(
MBρΘ (1θxi, ti )(x)
)a6N]1/(a6N)
a6Nq
dx
.
∫
Rn
[∑
i
(1θxi, ti (x))
a6N
]q
dx
.
∫
Ω
dx ∼ |Ω|.
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By (4.11), we further conclude that∫
Rn
(M◦g(x))qdx ≤ C
[
λq|Ω|+
∫
Ω∁
(M◦f(x))qdx
]
≤ C
[
λq−p
∫
Ω
(M◦f(x))pdx+ λq−p
∫
Ω∁
(M◦f(x))pdx
]
≤ Cλq−p
∫
Rn
(M◦f(x))pdx.
This implies that M◦g ∈
⋂
1≤q<∞ L
q.
Next suppose that f ∈ Lq, 1 ≤ q <∞. By Lemma 4.6, we deduce that g and bi, i ∈ N0,
are functions and
∑
i∈N0
bi converges in L
q. Thus, for a.e. x ∈ Rn,
g = f −
∑
i
bi = f1Ω∁ +
∑
i
Piφi.
By Lemma 4.3 and (4.5), for every x ∈ Ω, we have |g(x)| ≤ Cλ. Moreover, for a.e. x ∈ Ω∁,
by (3.6), we obtain that |g(x)| = |f(x)| ≤M◦f(x) ≤ λ. Therefore ‖g‖∞ ≤ Cλ.
Motivated by [26, Corollary 28] and [7, Corollary 4.11], we have the following lemma,
which is an extension of [14, Corollary 4.15] from the setting L1 to Lq spaces, 1 ≤ q <∞.
Lemma 4.8. For any 0 < p ≤ 1 and 1 ≤ q < ∞, the subspace Hp(Θ) ∩ Lq is dense in
Hp(Θ).
Proof. Let f ∈ Hp(Θ). For any λ > 0, let f = gλ +
∑
i b
λ
i be the Caldero´n-Zygmund
decomposition of f of degree l ≥ Np(Θ) and height λ associated with M
◦ as in Definition
4.2. By Lemma 4.4, we know that∥∥∥∥∥∑
i
bλi
∥∥∥∥∥
p
Hp(Θ)
≤ C
∫
{x:M◦f(x)>λ}
[M◦f(x)]pdx→ 0 as λ→∞,
which implies gλ → f in Hp(Θ). Moreover, by Lemma 4.7, we have M◦gλ ∈ Lq, 1 ≤ q <
∞. From this and (3.6), we deduce that gλ ∈ Lq, 1 ≤ q < ∞. This finishes the proof of
Lemma 4.8.
Following [14, Section 4.3], for each k ∈ Z, we consider the Caldero´n-Zygmund decom-
position of f of degree l ≥ Np(Θ) at height 2
k associated with M◦,
f = gk +
∑
i
bki ,
where
Ωk := {x : M◦f > 2k}, bki := (f − P
k
i )φ
k
i , θ
k
i := θxki , tki
.
Here, sequences {xki }i∈N0 ⊂ Ω
k and {tki }i∈N0 ⊂ R satisfy (4.1)-(4.5) for Ω
k, functions
{φki }i∈N0 are defined as in (4.6), and polynomials {P
k
i }i∈N0 are projections of f onto Pl
with respect to the inner product given by (4.7).
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Next, we define P k+1ij as the orthogonal projection of (f −P
k+1
j )φ
k
i with respect to the
inner product
〈P,Q〉j :=
1∫
φk+1j
∫
Rn
P (x)Q(x)φk+1j (x)dx for all P, Q ∈ Pl.
That is, P k+1ij is the unique polynomial in Pl such that∫
Rn
(f(y)− P k+1j (y))φ
k
i (y)Q(y)φ
k+1
j (y)dy =
∫
Rn
P k+1ij (y)Q(y)φ
k+1
j (y)dy for all Q ∈ Pl.
In particular, if θxki , tki−J
∩ θxk+1j , t
k+1
j −J
= ∅, then P k+1ij = 0.
For each k ∈ Z, define the index set
Ik := {(i, j) ∈ N0 : θxki , tki−J
∩ θxk+1j , t
k+1
j −J
6= ∅}.
We will need to employ two additional results [14, Lemmas 4.16 and 4.17], respectively.
Lemma 4.9. The following holds for any k ∈ Z.
(i) For any (i, j) ∈ Ik we have θxk+1j , t
k+1
j −J
⊂ θxki , tki−J−3γ−1
,
(ii) There exists L′ > 0, which does not depend on k, such that
♯{i ∈ N0 : (i, j) ∈ Ik} ≤ L
′ for any j ∈ N0.
Lemma 4.10. There exists a constant C > 0, such that for every i, j ∈ N0 and k ∈ Z,
sup
x∈Rn
∣∣∣P k+1ij (x)φk+1j (x)∣∣∣ ≤ C2k+1.
Moreover, P k+1ij = 0 if (i, j) 6∈ Ik.
Motivated by [24, Proposition 4.10], we have the following extension of Theorem 3.8,
which yields convergence of atomic decompositions in Lq norm.
Theorem 4.11. Let 0 < p ≤ 1, 1 < q < ∞, and l ≥ Np(Θ). Then, for any f ∈ L
q ∩
Hp(Θ), there exist a sequence of (p,∞, l)-atoms {aki }k∈Z, i∈N0 , a sequence {λ
k
i }k∈Z, i∈N0 ⊂
C, and a positive constant C independent of f such that∑
k∈Z
∑
i∈N0
|λki |
p ≤ C‖f‖pHp(Θ) (4.12)
and
f =
∑
k∈Z
∑
i∈N0
λki a
k
i converges in L
q. (4.13)
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Proof. Let f ∈ Lq ∩Hp(Θ) with 1 ≤ q < ∞ and 0 < p ≤ 1. Following the proof of [14,
Theorem 4.19] with [14, Lemma 4.14] being replaced by Lemma 4.7, we obtain the same
conclusion, an atomic decomposition of f , under the assumption f ∈ Lq ∩Hp(Θ) instead
of f ∈ L1 ∩Hp(Θ). More precisely, define a sequence of functions {hki }k∈Z, i∈N0 by
hki := f1(Ωk+1)∁φ
k
i − P
k
i φ
k
i +
∑
j∈N0
P k+1j φ
k+1
j φ
k
i +
∑
j∈N0
P k+1ij φ
k+1
j .
By Lemma 4.3 and Lemma 4.10 we conclude that
‖hki ‖∞ ≤ C2
k. (4.14)
Moreover, there exist a sequence of (p,∞, l)-atoms {aki }k∈Z, i∈N0 , which are supported on
ellipsoids {θxki , tki−J−3γ−1
}k∈Z, i∈N0 , and a sequence {λ
k
i }k∈Z, i∈N0 ⊂ C, such that (4.12)
holds, hki = λ
k
i a
k
i for all i, j ∈ N0, and
f =
∑
k∈Z
∑
i∈N0
λki a
k
i =
∑
k∈Z
∑
i∈N0
hki converges in S
′. (4.15)
It remains to prove that the atomic decomposition (4.15) also converges in Lq norm.
Since suppφk+1j ⊂ θxk+1j , t
k+1
j −J
and suppφki ⊂ θxki , tki −J
, by Lemma 4.10 we have
supphki ⊂ θxki , tki −J
∪
 ⋃
j∈N0, (i, j)∈Ik
θxk+1j , t
k+1
j −J
 .
Hence, by (4.1), (4.3), and (4.5) applied at levels k and k+1 and by Lemma 4.9, it follows
that∑
i∈N0
1 supphki
≤
∑
i∈N0
1θ
xk
i
, tk
i
−J
+
∑
(i,j)∈Ik
1θ
x
k+1
j
, t
k+1
j
−J
≤ L1Ωk +
∑
j∈N0
∑
i∈N0,(i,j)∈Ik
1θ
x
k+1
j
, t
k+1
j
−J
≤ L1Ωk + LL
′1Ωk+1 ≤ L(1 + L
′)1Ωk .
In the last step we used Ωk+1 ⊂ Ωk. This together with (4.14) implies that∑
i∈N0
|hki | ≤ CL(1 + L
′)2k1Ωk . (4.16)
Since f ∈ Lq ∩ Hp(Θ), for almost every x ∈ Rn, there exists k(x) ∈ Z such that
2k(x) < M◦f(x) ≤ 2k(x)+1. From this and (4.16), we deduce that, for a.e. x ∈ Rn,∑
k∈Z
∑
i∈N0
|hki (x)| ≤ CL(1 + L
′)
∑
k∈(−∞,k(x)]∩Z
2k1Ωk
≤ CL(1 + L′)2k(x)1Ωk(x) ∼M
◦f(x).
Therefore, the series
∑
k∈Z
∑
i∈N0
hki converges absolutely pointwise a.e. to some func-
tion f˜ ∈ Lq. By the Lebesgue dominated convergence theorem we deduce that f˜ =∑
k∈Z
∑
i∈N0
hki converges unconditionally in L
q. By (4.15) we necessarily have f = f˜ ∈ Lq,
which yields (4.13).
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5 Variable Anisotropic Singular Integral Operators
In this section, we introduce the notion of variable anisotropic singular integral operators
associated with a continuous ellipsoid cover Θ and show that such operators are bounded
from Hp(Θ) to Lp and from Hp(Θ) to itself for 0 < p ≤ 1.
Coifman and Weiss [10, Chapter III.2] have introduced the general notion of singular
integral operators defined on arbitrary spaces of homogeneous type. By Proposition 2.5 a
continuous ellipsoid cover Θ induces a quasi-distance ρΘ with respect to which R
n becomes
a space of homogeneous type. This leads to the definition of singular integral operators
associated with a continuous ellipsoid cover Θ, which satisfy Ho¨rmander’s condition, see
[10, Chapter III.2] and [29, Chapter I.5].
Definition 5.1. A locally square integrable functionK on Ω := {(x, y) ∈ Rn×Rn : x 6= y}
is called a variable anisotropic singular integral kernel with respect to a continuous ellipsoid
cover Θ if there exist two positive constants c > 1 and C such that∫
BρΘ (y, cr)
∁
|K(x, y)−K(x, y′)|dx ≤ C, (5.1)
where y′ ∈ BρΘ(y, r), y ∈ R
n and BρΘ(y, r) is as in (2.6).
We say that T is a variable anisotropic singular integral operator (VASIO) of order 0 if
T : L2 → L2 is a bounded linear operator if there exists a kernel K satisfying (5.1) such
that
Tf(x) =
∫
Rn
K(x, y)f(y)dy for all f ∈ C∞c , x 6∈ supp (f).
The fundamental theorem about singular integral operators, which holds on arbitrary
spaces of homogeneous type, asserts that T is also bounded from L1 to weak-L1. Then,
the Marcinkiewicz interpolation theorem implies that T is bounded from Lq to Lq for
1 < q ≤ 2. Thus, we have the following theorem, see [10, Theorem III.2.4] and [29,
Theorem I.3].
Theorem 5.2. Let T be a VASIO of order 0 and 1 < q ≤ 2. Then T extends to a bounded
linear operator Lq → Lq.
Remark 5.3. To get boundedness for entire range of 1 < q < ∞, one needs to impose a
symmetric variant of (5.1) with variables x and y being interchanged, which by the duality
yields the boundedness for 2 < q <∞.
Since we are interested in the boundedness of singular integral operators on the Hardy
spaces Hp(Θ), 0 < p ≤ 1, we need to impose smoothness hypothesis on the kernel K,
which is much stricter than that given by Definition 5.1. To this end we shall extend the
definition of Caldero´n-Zygmund operators in anisotropic setting which was given in [5,
Definition 9.2].
Definition 5.4. Let s ∈ N0 and let T be a VASIO as in Definition 5.1 with kernel K(x, y)
in the class Cs as a function of y. Then we say that T is a VASIO of order s if there exists
a constant C > 0 such that for any (x, y) ∈ Ω and for any multi-index |α| ≤ s we have∣∣∂αy [K(·,My,m·)](x,M−1y,my)∣∣ ≤ C/ρΘ(x, y) where m := − log2 ρΘ(x, y). (5.2)
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More precisely, the left hand side of (5.2) means |∂αy K˜(x,M
−1
y,m y)|, where K˜(x, y) :=
K(x,My,m y). The smallest constant C satisfying (5.2) is called a Caldero´n-Zygmund
norm of T , which is denoted by ‖T‖(s).
Next we will show that Definition 5.4 is an extension of the class of Caldero´n-Zygmund
operators associated with expansive dilations, which was introduced in [5, Definition 9.2].
For this we need the following estimate on higher order derivatives under linear change of
variables, which is stated implicitly in [5, p.25].
Lemma 5.5. Let h be a function in the class Cs, s ∈ N0, defined on an open subset
U ⊂ Rn. Let M : Rn → Rn be a linear invertible map. Let h˜ be dilation of h by M
defined by h˜(x) = h(Mx) for x ∈ M−1U . Then, there exists a constant C = C(s, n) > 0
depending only on s and the dimension n such that
|∂α[h(M ·)](M−1x)| = |∂αh˜(M−1x)| ≤ C‖M‖|α| sup
|β|=|α|
|∂βh(x)| for x ∈ U, |α| ≤ s.
(5.3)
Proof. For any k = 1, . . . , s, and x ∈ U , let Dkh(x) be the total derivative of h at x of
order k, which is a symmetric multilinear functional Dkh(x) : Rnk = Rn × · · · × Rn → R.
The norm of multilinear functional is given by
‖Dkh(x)‖ := sup{|Dkh(x)(v1, . . . , vk)| : vi ∈ R
n, |vi| = 1, i = 1, . . . , k}.
For any multi-index α = (α1, . . . , αn) ∈ N
n
0 , |α| = k, let σ : {1, . . . , k} → {1, . . . , n} be the
mapping that takes each value j = 1, . . . , n exactly αj times. Then, the partial and total
derivates satisfy the relationship
∂αh(x) = Dkh(x)(eσ(1) , . . . , eσ(k)),
where e1, . . . , en denote the standard basis of R
n. An inductive application of the chain
rule yields a convenient formula for total derivatives
D
kh˜(x)(v1, . . . , vk) = D
kh(Mx)(Mv1, . . . ,Mvk)
for any vectors v1, . . . , vk ∈ R
n. Consequently, we have
‖Dkh˜(M−1x)‖ ≤ ‖M‖k‖Dkh(x)‖ for x ∈ U.
Since all norms in finite dimensional space are equivalent we have
sup
|β|=k
|∂βh(x)| ∼ ‖Dkh(x)‖.
Since the same equivalence holds for h˜,
sup
|β|=k
|∂β h˜(M−1x)| . ‖M‖k‖Dkh(x)‖ . ||M ||k sup
|β|=k
|∂βh(x)|,
and (5.3) follows.
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Example 5.6. Consider a n × n real matrix A with eigenvalues λ satisfying |λ| > 1. By
[5, Lemma 2.2], there exists an ellipsoid ∆ := {x ∈ Rn : |Px| < 1}, where P is some
invertible n × n matrix, such that Bk ⊂ Bk+1, where Bk := A
k∆ for k ∈ Z. Moreover,
the volume |Bk| = b
k, where b := |detA|. Then we can define a semi-continuous ellipsoid
cover in the sense of [12, Definition 2.5] by
Θ := {θx,−k log2 b := x+A
kP−1(Bn) : x ∈ Rn, k ∈ Z} = {x+Bk : x ∈ R
n, k ∈ Z}. (5.4)
We can easily turn Θ into continuous ellipsoid cover by setting for all x ∈ Rn, t ∈ R,
θx,t = x+Bk, where k = −⌊t/ log2 b⌋.
According to [5, Definition 2.3] a homogeneous quasi-norm ρA associated with expansive
dilation A is defined by
ρA(x) :=
∑
k∈Z
bk1Bk+1\Bk(x) for x ∈ R
n,
where b := |detA|. Let ρΘ be the quasi-distance corresponding to the cover Θ given by
(2.5). A simple calculation shows that
ρΘ(x, y) = ρΘ((x− y)/2,−(x − y)/2) = bρA((x− y)/2) for all x, y ∈ R
n. (5.5)
In other words, for any k ∈ Z,
ρΘ(x, y) = b
k ⇐⇒
x− y
2
∈ Bk \Bk−1. (5.6)
Thus, ρΘ is a translation invariant quasi-distance on R
n, which reflects invariance of
ellipsoid cover Θ under translations.
By Definition 5.4, (5.4), and (5.6), a kernel K of VASIO of order s associated to the
ellipsoid cover Θ satisfies for any (x, y) ∈ Ω,∣∣∣∂αy [K(·, AkP−1·)](x, PA−ky)∣∣∣ ≤ C/ρΘ(x, y) = Cb−k, |α| ≤ s,
where integer k ∈ Z satisfies x− y ∈ 2(Bk \ Bk−1). Hence, by (5.5) and Lemma 5.5, the
kernel K coincides with the kernel of Caldero´n-Zygmund operators of order s associated
with expansive dilation A∣∣∣∂αy [K(·, Ak·)](x,A−ky)∣∣∣ ≤ C/ρA(x− y) = Cb−k, |α| ≤ s, (5.7)
where integer k ∈ Z satisfies x− y ∈ Bk \Bk−1, see [5, Definition 9.2].
When A = λI with |λ| > 1 we can take an equivalent quasi-norm ρ given by ρ(x) = |x|n.
Then, it is not difficult to show that the kernel of a Caldero´n-Zygmund operator of order
s satisfying (5.7) coincides with the classical definition, see [17, Section III.7], [28, Section
7.4], and [29, Section III.3]. That is, there exists C > 0 such that for any (x, y) ∈ Ω,∣∣∂αyK(x, y)∣∣ ≤ C|x− y|−n−α, |α| ≤ s.
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Next we show that the definition of singular integral operators in the setting of con-
tinuous ellipsoid covers is consistent with the Caldero´n-Zygmund operators on spaces of
homogenous type, see Proposition 2.5.
Proposition 5.7. Let K be kernel of VASIO of order 1. Then, there exist positive con-
stants δ and C such that for all x 6= y ∈ Rn we have
|K(x, y)| ≤ C/ρΘ(x, y), (5.8)
|K(x, y)−K(x, y′)| ≤ C
[ρΘ(y, y
′)]δ
[ρΘ(x, y)]1+δ
if ρΘ(y, y
′) ≤
1
2κ
ρΘ(x, y). (5.9)
In particular, the kernel K satisfies (5.1).
Proof. By (5.2) we have (5.8). Next we prove (5.9). For a fixed x, y ∈ Rn with x 6= y, let
r := (κ+ 1)ρΘ(x, y). By Proposition 2.7 there exists m ∈ R such that
BρΘ(x, r) ⊂ θx,m and 2
−m ∼ |θx,m| ∼ r. (5.10)
Define a rescaled kernel K˜(u, v) := K(u,My,mv), u, v ∈ R
n.
Take any y′ ∈ Rn such that ρΘ(y, y
′) ≤ 12κρΘ(x, y). By Lagrange’s mean value theorem,
there exists some ξ on the segment between y and y′ such that
|K(x, y)−K(x, y′)| =
∣∣∣K˜(x,M−1y,my)− K˜(x,M−1y,my′)∣∣∣
=
∣∣∣∣∣∣
∑
|α|=1
∂αy K˜
(
x,M−1y,mξ
)
(M−1y,my −M
−1
y,my
′)α
∣∣∣∣∣∣
. sup
|α|=1
∣∣∂αy [K(·,My,m·)](x,M−1y,mξ)∣∣ ∣∣M−1y,m(y − y′)∣∣ .
Let l := − log2 ρΘ(x, ξ). By Lemma 5.5 and Definition 5.4, we have
|K(x, y)−K(x, y′)| (5.11)
. sup
|α|=1
∣∣∣∂αy [K(·,Mξ, lM−1ξ, lMy,m·)](x, (M−1ξ, lMy,m)−1(Mξ, l)−1ξ)∣∣∣ ∣∣M−1y,m(y − y′)∣∣
. ‖M−1ξ, lMy,m‖ sup
|α|=1
|∂αy [K(·,Mξ, l·)](x,M
−1
ξ, l ξ)|
∣∣M−1y,m(y − y′)∣∣
. ‖M−1ξ, lMy,m‖
1
ρΘ(x, ξ)
∣∣M−1y,m(y − y′)∣∣ .
Since ρΘ(y, ξ) ≤ ρΘ(y, y
′) (convexity of ellipsoids) we have
ρΘ(x, y) ≤ κ[ρΘ(x, ξ) + ρΘ(y, ξ)] ≤ κ[ρΘ(x, ξ) + ρΘ(y, y
′)]
≤ κ
[
ρΘ(x, ξ) +
1
2κ
ρΘ(x, y)
]
.
Hence,
ρΘ(x, y) ≤ 2κρΘ(x, ξ). (5.12)
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Likewise,
ρΘ(x, ξ) ≤ κ[ρΘ(x, y) + ρΘ(y, ξ)] ≤ (κ+ 1/2)ρΘ(x, y).
Since ξ ∈ BρΘ(x, r) ⊂ θx,m we have θx,m ∩ θξ, l 6= ∅. Since ρΘ(x, y) ∼ ρΘ(x, ξ) we have
2−m ∼ 2−l and hence |m− l| . 1. By (2.2) we deduce that
‖M−1ξ, lMy,m‖ ≤
{
a52
−a6(m−l) m ≥ l,
(1/a3)2
a4(l−m) l ≥ m,
(5.13)
and hence ‖M−1ξ, lMy,m‖ . 1.
By Lemma 2.3 there exists k ∈ Z such that y′ ∈ θy, kγ \ θy, (k+1)γ . By Proposition 2.8
and (5.10)
2−kγ ∼ ρ1(y, y
′) ∼ ρΘ(y, y
′) . ρΘ(x, y) ∼ 2
−m.
This implies that there exists a constant η > 0
m− kγ ≤ η.
Since M−1y, kγ(y − y
′) ∈ Bn, the property (2.2) implies that
|M−1y,m(y − y
′)| = |M−1y,mMy, kγM
−1
y, kγ(y − y
′)| ≤ ‖M−1y,mMy, kγ‖|M
−1
y, kγ(y − y
′)|
= ‖M−1y,mMy, kγ+ηM
−1
y, kγ+ηMy, kγ‖|M
−1
y, kγ(y − y
′)|
≤ ‖M−1y,mMy, kγ+η‖‖M
−1
y, kγ+ηMy, kγ‖|M
−1
y, kγ(y − y
′)|
. 2−a6(kγ−m) ∼
[ρΘ(y, y
′)]a6
[ρΘ(x, y)]a6
.
Combining this with (5.11), (5.12), and (5.13) yields
|K(x, y)−K(x, y′)| .
1
ρΘ(x, y)
[ρΘ(y, y
′)]a6
[ρΘ(x, y)]a6
=
[ρΘ(y, y
′)]a6
[ρΘ(x, y)]1+a6
.
Therefore, (5.9) holds with δ = a6.
Finally, the fact that K satisfies (5.1) follows from general results for spaces of homo-
geneous type. More precisely, we claim that (5.1) with the constant c = 2κ. Indeed, take
y′ ∈ BρΘ(y, r) for some r > 0. By (5.9) and Proposition 2.5 we have∫
BρΘ(y, 2κr)
∁
|K(x, y)−K(x, y′)|dx .
∫
BρΘ (y, 2κr)
∁
rδ
[ρΘ(x, y)]1+δ
dx
=
∞∑
i=1
∫
BρΘ (y, 2
i+1κr)\BρΘ (y, 2
iκr)
rδ
[ρΘ(x, y)]1+δ
dx
≤
∞∑
i=1
rδ
(2iκr)(1+δ)
|BρΘ(y, 2
i+1κr)|
∼
∞∑
i=1
2−iδ . 1.
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The following lemma is a convenient strengthening of Definition 5.4.
Lemma 5.8. Suppose that T is a VASIO of order s as in Definition 5.4. Then, there
exists a constant C > 0 such that for any z ∈ Rn, t ∈ R, k ∈ N, x ∈ θz, t−(k+1)γ \ θz, t−kγ,
and y ∈ θz, t, we have∣∣∣∂αy [K(·,Mz, t−kγ ·)](x,M−1z, t−kγy)∣∣∣ ≤ C2t−kγ for |α| ≤ s.
Here, γ is as in Lemma 2.2(ii) and the constant C depends only on ‖T‖(s) as in Definition
5.4 and p(Θ) as in Definition 2.1.
Proof. By Lemma 2.9 we have x ∈ θy, t−(k+2)γ \ θy, t−(k−1)γ and
ρΘ(x, z) ∼ ρΘ(x, y) ∼ 2
−t+kγ . (5.14)
By Definition 5.4 we have∣∣∂αy [K(·,My,m·)](x,M−1y,my)∣∣ ≤ C/ρΘ(x, y) ≤ C2m, (5.15)
where m = − log2 ρΘ(x, y). From (5.14) it follows that 2
−m = ρΘ(x, y) ∼ 2
−t+kγ . Hence,
there exists a constant η > 0
|m− (t− kγ)| ≤ η. (5.16)
Define M :=M−1y,mMz, t−kγ . Since θy,m ∩ θz, t−kγ 6= ∅, by (2.2) and (5.16) we deduce that
||M || ≤
{
a5 m ≤ t− kγ,
2a4η/a3 t− kγ ≤ m.
Hence, by Lemma 5.5, (5.15), and (5.16), we conclude that for |α| ≤ s,∣∣∣∂αy [K(·,Mz, t−kγ ·)](x,M−1z, t−kγy)∣∣∣
=
∣∣∂αy [K(·,My,mM−1y,mMz, t−kγ ·)](x, (M−1y, mMz, t−kγ)−1M−1y,my)∣∣
. ||M−1y,mMz, t−kγ‖
|α|
∣∣∂αy [K(·,My,m·)](x,M−1y,my)∣∣
≤ C(2a4η/a3)
s2m ≤ C2η(2a4η/a3)
s2t−kγ .
This finishes the proof of Lemma 5.8.
Our ultimate goal is to show that anisotropic Caldero´n-Zygmund operators T are
bounded on Hp(Θ). Generally, we can not expect this unless we also assume that T
preserves vanishing moments. Hence, we adopt the following definition motivated by [5,
Definition 9.4].
Definition 5.9. Let s ∈ N and 1 < q <∞. We say that a VASIO T of order s satisfies
T ∗(xα) = 0 for all |α| ≤ l,
where l < a6s/a4, if for any f ∈ L
q with compact support with vanishing moments∫
Rn
f(x)xαdx = 0 for all |α| < s, we have∫
Rn
Tf(x)xαdx = 0 for all |α| ≤ l.
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When the continuous ellipsoid cover Θ comes from an expansive dilation A as in Ex-
ample 5.6, then Definition 5.9 overlaps with [5, Definition 9.4]. In the isotropic setting,
when A = λI, λ > 1, this definition coincides with the analogous property of vanishing
moments of T investigated by Coifman and Meyer in [28, Chapter 7.4].
The actual value of q is not relevant in Definition 5.9 as we merely need that T : Lq → Lq
is bounded. However, the requirement that l < a6s/a4 is essential to guarantee that the
integrals
∫
Rn
Tf(x)xα dx are well defined for all |α| ≤ l. This is a consequence of the
following lemma.
Lemma 5.10. Let l, s ∈ N, 1 < q < ∞. Let T be a VASIO of order s. Suppose that
f ∈ Lq satisfies supp f ⊂ θz,t for some z ∈ R
n, t ∈ R, and
∫
Rn
f(x)xαdx = 0 for all
|α| < s. Then, for some C > 0 depending only ‖T‖(s) and p(Θ),
|Tf(x)| ≤ C||f ||q|θz, t|
−1/q2−kγ(1+a6s) for x ∈ θz, t−(k+1)γ \ θz, t−kγ , k ∈ N. (5.17)
In particular, if l < a6s/a4, then∫
Rn
|Tf(x)|(1 + |x|l) dx <∞. (5.18)
Proof. Take any x ∈ θz, t−(k+1)γ \ θz, t−kγ , k ∈ N, and y ∈ θz, t. Define the rescaled kernel
K˜(u, v) := K(u,Mz, t−kγv), u, v ∈ R
n. By Lemma 5.8, we have, for all α ∈ Nn0 with
|α| ≤ s,
|∂αy [K˜(x,M
−1
z, t−kγy)| ≤ C2
t−kγ . (5.19)
Since supp f ⊂ θz, t, we can write
Tf(x) =
∫
θz, t
K(x, y)f(y)dy =
∫
θz, t
K˜(x,M−1z, t−kγy)f(y)dy. (5.20)
Now we expand K˜ into the Taylor polynomial of degree s − 1 (only in y variable) at the
point (x,M−1z, t−kγz), that is
K˜(x, y˜) =
∑
|α|≤s−1
∂αy K˜(x,M
−1
z, t−kγz)
α!
(y˜ −M−1z, t−kγz)
α +Rs(y˜), (5.21)
where y˜ :=M−1z, t−kγy and y ∈ θz, t. Then, using (5.19) and (2.2), we see that the remainder
term Rs satisfies
|Rs(y˜)| ≤ C sup
ξ∈θz, t
sup
|α|=s
|∂αy K˜(x,M
−1
z, t−kγξ)||y˜ −M
−1
z, t−kγz|
s (5.22)
≤ C2t−kγ sup
w∈Bn
|M−1z, t−kγMz, tw|
s
≤ C2t−kγ(1+a6s).
Moreover, by Ho¨lder’s inequality we have∫
θz, t
|f(y)|dy ≤ ‖f‖q|θz, t|
1/q′ . 2−t/q
′
‖f‖q, (5.23)
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where 1/q+1/q′ = 1. Finally, using (5.20), (5.21), the vanishing moments of f up to order
s− 1, (5.22) and (5.23), we obtain that
|Tf(x)| ≤
∫
θz, t
|Rs(M
−1
z, t−kγy)f(y)|dy ≤ C2
−kγ(1+a6s)2t/q‖f‖q,
which implies (5.17).
To show the second part (5.18) we first choose k0 ∈ N large enough such that for any
x ∈ (θz,t−k0γ)
∁, we have ρΘ(x, z) ≥ 1. Then, we split the integral into two parts∫
Rn
|Tf(x)|(1 + |x|l) dx =
(∫
θz,t−k0γ
+
∫
(θz,t−k0γ)
∁
)
|Tf(x)|(1 + |x|l) dx =: I + II.
The first integral is bounded by Ho¨lder’s inequality and the boundedness of T : Lq → Lq,
I . C
∫
θz,t−k0γ
|Tf(x)| dx ≤ C
{∫
θz, t−k0γ
|Tf(x)|q dx
} 1
q
|θz, t−k0γ |
1
q′ <∞.
By Lemma 2.6 and Proposition 2.8 we have
|x− z| . ρθ(z, x)
a4 ∼ 2(−t+kγ)a4 for x ∈ θz,t−(k+1)γ \ θz,t−kγ , k ≥ k0.
Hence, ∫
θz,t−(k+1)γ\θz,t−kγ
|x− z|l dx . |θz,t−(k+1)γ |2
(−t+kγ)la4 . 2(−t+kγ)(la4+1).
We estimate the second integral using (5.17),
II =
∞∑
k=k0
∫
θz,t−(k+1)γ\θz,t−kγ
|Tf(x)|(1 + |x|l) dx
. ||f ||q|θz, t|
−1/q
∞∑
k=k0
2−kγ(1+a6s)
∫
θz,t−(k+1)γ\θz,t−kγ
(1 + |z|l + |x− z|l) dx
. ||f ||q|θz, t|
−1/q
∞∑
k=k0
2−kγ(1+a6s)(2−t+kγ + 2(−t+kγ)(la4+1))
. ||f ||q|θz, t|
−1/q
∞∑
k=k0
(2−t−kγa6s + 2−t(la4+1)+kγ(la4−sa6)) <∞.
The last series converges since we have assumed that la4 − a6s < 0.
We are now ready to state the main results of the paper, Theorems 5.11 and 5.12. These
are generalizations [5, Theorems 9.8 and 9.9] to Hardy spaces with pointwise variable
anisotropy.
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Theorem 5.11. Let Θ be a continuous ellipsoid cover with parameters p(Θ) = {a1, . . . , a6}
and 0 < p ≤ 1. Suppose that T is a VASIO of order s such that
s >
a4
a6
Np(Θ) where Np(Θ) =
⌊
max(1, a4)n+ 1
a6p
⌋
+ 1, (5.24)
T ∗(xα) = 0 for all α ∈ Nn0 , |α| ≤ Np(Θ). (5.25)
Then, T extends to a bounded linear operator from Hp(Θ) to itself.
Theorem 5.12. Let Θ be a continuous ellipsoid cover with parameters p(Θ) = {a1, . . . , a6}
and 0 < p ≤ 1. Suppose T is a VASIO of order s with
s >
1/p − 1
a6
. (5.26)
Then, T extends to a bounded linear operator from Hp(Θ) to Lp.
6 Proofs of Theorems 5.11 and 5.12
To prove Theorems 5.11 and 5.12, we need the following definition and some lemmas.
Definition 6.1. For l ∈ N0, let Pl denote the linear space of polynomials of degree ≤ l.
For an ellipsoid θ ⊂ Rn, let πθ : L
1(θ) → Pl be the natural projection defined, via the
Riesz lemma, for all f ∈ L1(θ) and Q ∈ Pl,∫
θ
πθf(x)Q(x) dx =
∫
θ
f(x)Q(x) dx. (6.1)
Lemma 6.2. For any l ∈ N0, there exists a positive constant C depending only on l such
that for any ellipsoid θ ⊂ Rn and f ∈ L1(θ),
sup
x∈θ
|πθf(x)| ≤ C
1
|θ|
∫
θ
|f(x)|dx. (6.2)
Proof. Let θ :=M(Bn) + z for some invertible matrix M and z ∈ Rn. For a fixed l ∈ N0,
we choose an orthonormal basis {Qα : |α| ≤ l} of Pl with respect to the L
2(Bn) norm.
Since
πBnf =
∑
|α|≤l
(∫
Bn
f(x)Qα(x)dx
)
Qα for any f ∈ L
1(Bn),
we conclude that that there exists C > 0 such that∣∣∣∣ sup
x∈Bn
πBnf(x)
∣∣∣∣ ≤ sup
x∈Bn
∑
|α|≤l
(∫
Bn
∣∣∣f(y)Qα(y)∣∣∣ dy) |Qα(x)| ≤ C 1
|Bn|
∫
Bn
|f(x)|dx. (6.3)
Our goal is to show that (6.2) holds with the same constant C works for the ellipsoid θ.
We claim that
πθ−zf = (DM−1 ◦ πBn ◦DM )f, where DMf(x) := f(Mx), x ∈ R
n. (6.4)
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Indeed, for any Q ∈ Pl, by (6.1), we have∫
θ−z
(DM−1 ◦ πBn ◦DM )f(x)Q(x)dx = |detM |
∫
Bn
πBn(DMf)(x)Q(Mx)dx
= |detM |
∫
Bn
f(Mx)Q(Mx)dx =
∫
θ−z
f(x)Q(x)dx =
∫
θ−z
πθ−zf(x)Q(x)dx.
From (6.3) and (6.4), it follows that, for any f ∈ L1(Bn),
sup
x∈θ−z
|πθ−zf(x)| = sup
x∈θ−z
|(DM−1 ◦ πBn ◦DMf(x)| = sup
x∈Bn
|πBn(DMf)(x)| (6.5)
≤ C
1
|Bn|
∫
Bn
|f(Mx)|dx = C
1
|θ − z|
∫
θ−z
|f(x)|dx.
Likewise, we claim that for z ∈ Rn,
πθf = (τz ◦ πθ−z ◦ τ−z)f, where τzf(x) := f(x− z), x ∈ R
n. (6.6)
Indeed, for any Q ∈ Pl, by (6.1), we have∫
θ
(τz ◦ πθ−z ◦ τ−z)f(x)Q(x)dx =
∫
θ−z
πθ−z(τ−zf)(x)Q(x+ z)dx
=
∫
θ−z
f(x+ z)Q(x+ z)dx =
∫
θ
f(x)Q(x)dx =
∫
θ
πθf(x)Q(x)dx.
Then, by (6.5) and (6.6),
sup
x∈θ
|πθf(x)| = sup
x∈θ−z
|πθ−z(τ−zf)(x)| ≤ C
1
|θ − z|
∫
θ−z
|f(x+ z)|dx = C
1
|θ|
∫
θ
|f(x)|dx.
This finishes the proof of Lemma 6.2.
The following lemma is a generalization of [5, Lemma 9.3].
Lemma 6.3. Let (p, q, l) be admissible as in Definition 3.6 and δ > a4l+1. Suppose that
g is a measurable function on Rn such that(
1
|θz, t|
∫
θz, t
|g(x)|qdx
) 1
q
≤ C|θz, t|
− 1
p for some θz, t ∈ Θ with z ∈ R
n, t ∈ R, (6.7)
|g(x)| ≤ C|θz, t|
− 1
p 2−kγδ for x ∈ θz, t−(k+1)γ \ θz, t−kγ with k ∈ N0,
(6.8)∫
Rn
g(x)xαdx = 0 for |α| ≤ l. (6.9)
Then, g ∈ Hp(Θ) and ‖g‖Hp
q, l
(Θ) ≤ C, where C > 0 is a constant independent of g.
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Proof. Given an ellipsoid θ ∈ Θ consider the natural projection πθ : L
1(θ)→ Pl given by
(6.1). Define the complementary projection π˜θ = I− πθ, i.e., π˜θf = f − πθf . By (6.2), we
know that π˜θ is bounded on L
q(θ), i.e.,
‖π˜θf‖Lq(θ) ≤ C0‖f‖Lq(θ),
with the constant C0 independent of θ ∈ Θ. Moreover,∫
θ
π˜θf(x)x
αdx = 0 for all |α| ≤ l.
We want to represent g as a combination of atoms supported on θz, t−jγ , j ∈ N0, where
γ is as in Lemma 2.2(ii). Define the sequence of function {gj}
∞
j=0 by
gj = 1θz, t−jγ π˜θz, t−jγg.
Clearly, supp gj ⊂ θz, t−jγ . Since
‖g0‖q ≤ C0‖g1θz, t‖q ≤ C0|θz, t|
1
q
− 1
p
and g0 has vanishing moments up to order l, we deduce that g0 is a C0 multiple of some
(p, q, l)-atom (namely (C0)
−1g0).
We claim that gj → g in L
1 (and hence in S ′) as j → ∞. It suffices to show that
‖πθz, t−jγg‖L1(θz, t−jγ) → 0 as j → ∞. Indeed, let {Qα : |α| ≤ l} be an orthonormal basis
of Pl with respect to the L
2(Bn) norm. By the argument used to show (6.2) we have
πθz, t−jγg =
(
τz ◦DM−1
z, t−jγ
◦ πBn ◦DMz, t−jγ ◦ τ−z
)
g (6.10)
=
∑
|α|≤l
(∫
Bn
DMz, t−jγ ◦ τ−zg(x)Qα(x)dx
)
τz ◦DM−1z, t−jγ
Qα
=
∑
|α|≤l
(∫
Bn
g(Mz, t−jγx+ z)Qα(x)dx
)
τz ◦DM−1z, t−jγ
Qα
=
∑
|α|≤l
(∫
θz, t−jγ
g(x)Qα(M
−1
z, t−jγ(x− z))dx
)
|det(M−1z, t−jγ)|τz ◦DM−1z, t−jγ
Qα.
By (6.9) and the uniform boundedness of coefficients of the polynomials Qα(M
−1
z, t−jγx) for
j ≥ 0, we also have∥∥∥τz ◦DM−1z, t−jγQα∥∥∥L1(θz, t−jγ) =
∫
θz, t−jγ
∣∣∣τz ◦DM−1z, t−jγQα(x)∣∣∣ dx
=
∫
θz, t−jγ
|Qα(M
−1
z, t−jγ(x− z))|dx
= |det(Mz, t−jγ)|
∫
Bn
|Qα(x)|dx
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≤ C|det(Mz, t−jγ)|
and ∫
θz, t−jγ
g(x)Qα(M
−1
z, t−jγx)dx = −
∫
θ∁
z, t−jγ
g(x)Qα(M
−1
z, t−jγx)dx→ 0 as j →∞.
From this, we conclude that
‖πθz, t−jγg‖L1(θz, t−jγ) → 0 as j →∞,
which shows
g = g0 +
∞∑
j=0
(gj+1 − gj) in L
1. (6.11)
In fact, we will prove that we also have convergence in Hp(Θ) by showing that gj+1 − gj
are appropriate multiples of (p,∞, l)-atoms supported on θz, t−(j+1)γ . Indeed,
‖gj+1 − gj‖∞ = ‖1θz, t−(j+1)γ π˜θz, t−(j+1)γg − 1θz, t−jγ π˜θz, t−jγg‖∞ (6.12)
= ‖1θz, t−(j+1)γ\θz, t−jγg − 1θz, t−(j+1)γπθz, t−(j+1)γg + 1θz, t−jγπθz, t−jγg‖∞
≤ ‖1θz, t−(j+1)γ\θz, t−jγg‖∞ + ‖1θz, t−(j+1)γπθz, t−(j+1)γg‖∞
+ ‖1θz, t−jγπθz, t−jγg‖∞
=: I + II + III.
For I, by (6.8), we have
I = ‖1θz, t−(j+1)γ\θz, t−jγg‖∞ ≤ |θz, t|
−1/p2−jγδ . |θz, t−jγ |
− 1
p 2−jγ(δ−1/p).
Since ∥∥∥1θz, t−jγτz ◦DM−1z, t−jγQα∥∥∥∞ = supx∈θz, t−jγ
∣∣∣τz ◦DM−1z, t−jγQα(x)∣∣∣
= sup
x∈θz, t−jγ
|Qα(M
−1
z, t−jγ(x− z))|
= sup
x∈Bn
|Qα(x)| ≤ C1
for all |α| ≤ l, then by (6.9) and (6.10), we have
‖1θz, t−jγπθz, t−jγg‖∞ ≤ C1
∑
|α|≤l
∣∣∣∣∣
∫
θ∁z, t−jγ
g(x)Qα(M
−1
z, t−jγ(x− z))dx
∣∣∣∣∣ |det(M−1z, t−jγ)|.
Notice that |Qα(x)| ≤ C2|x|
l for any x ∈ (Bn)∁ and some constant C2 > 0. By (2.2) and
(6.8), we have∣∣∣∣∣
∫
θ∁z, t−jγ
g(x)Qα(M
−1
z, t−jγ(x− z))dx
∣∣∣∣∣ ≤ C2
∫
θ∁z, t−jγ
|g(x)|
∣∣∣M−1z, t−jγ(x− z)∣∣∣l dx
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≤ C2|θz, t|
− 1
p
∞∑
i=j
∫
θz, t−(i+1)γ\θz, t−iγ
2−iγδ|M−1z, t−jγ(x− z)|
ldx
≤ C2|θz, t|
− 1
p |det(Mz, t−jγ)|
∞∑
i=j
2−iγδ
∫
M−1z, t−jγMz, t−(i+1)γ(B
n)
|x|ldx
. |θz, t|
− 1
p 2−t+jγ
∞∑
i=j
2−iγδ‖M−1z, t−jγMz, t−(i+1)γ‖
l|det(M−1z, t−jγMz, t−(i+1)γ)|
. |θz, t|
− 1
p 2−t−jγ(δ−1)
∞∑
i=j
2−γδ(i−j)2a4lγ(i−j)2γ(i−j)
. |θz, t−jγ |
− 1
p 2−t−jγ(δ−1−1/p)
The last series converges since δ > a4l + 1. Therefore, III . |θz, t−jγ |
− 1
p 2−jγ(δ−1/p).
Similarly, we also have II . |θz, t−(j+1)γ |
− 1
p 2−jγ(δ−1/p). Inserting the estimates of I, II
and III into (6.12) we conclude that for some constant C4 > 0 we have
‖gj+1 − gj‖∞ ≤ C4|θz, t−(j+1)γ |
− 1
p 2−jγ(δ−1/p).
Since functions gj ’s have vanishing moments up to order l, gj+1 − gj is a λj multiple
of a (p,∞, l)-atom aj supported on θz, t−(j+1)γ . That is, gj+1 − gj = λjaj and λj =
C42
−jγ(δ−1/p). By (6.11), we have
‖g‖Hp
q,l
(Θ) ≤
(C0)p + ∞∑
j=0
|λj |
p

1
p
=
(C0)p + (C4)p ∞∑
j=0
2−jpγ(δ−1/p)

1
p
=: C <∞.
The last series converges since l ≥ Np(Θ), a4 ≥ a6, and hence,
δ − 1/p > a4Np(Θ)− 1/p > a4
max(1, a4)n+ 1
a6p
− 1/p > 0.
This finishes the proof of Lemma 6.3.
Remark 6.4. A function g satisfying (6.7), (6.8) and (6.9) is referred to as a molecule
localized around the ellipsoid θz, t. Lemma 6.3 shows that a molecule g belongs to H
p(Θ)
with Hp(Θ) norm bounded by some constant depending only on (p, q, l) and δ. We also
remark that our definition of molecule is more restrictive than what normally is understood
as a molecule. For more properties of molecules we refer the interested readers to [31] in
isotropic setting, [33] in weighted anisotropic setting, and [1] in variable anisotropic setting.
Lemma 6.3 can be deduced from [1, Theorem 1.2], but the verification would not be
very enlightning and we opted for a direct proof. Such an argument would rely on two
observations. First, we observe that [1, Theorem 1.2] holds under the assumption that
(p, q,m) is admissible and d > a4m+ 1− 1/q, since we automatically have
a4m+ 1− 1/q > max(1/p − 1/q, a4n(1− 1/q)).
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Second, a calculation shows that any function g satisfying (6.7), (6.8), and (6.9) is a
(p, q, l, d)-molecule, as defined in [1], for any d satisfying
δ > d+ 1/q > a4l + 1.
The following lemma, which is a generalization of [5, Lemma 9.5], shows that a VASIO
preserving vanishing moments maps atoms into molecules.
Lemma 6.5. Let s ∈ N, 0 < p ≤ 1, 1 < q <∞, T be a VASIO of order s satisfying (5.24)
and (5.25). Then there exists a constant C > 0, depending only on the Caldero´n-Zygmund
norm ‖T‖(s) of T , such that ‖Ta‖Hp(Θ) ≤ C for every (p, q, s − 1)-atom a.
Proof. Let a be a (p, q, s − 1)-atom and supp a ⊂ θz, t with z ∈ R
n and t ∈ R. Since
T : Lq → Lq is bounded, see Theorem 5.2 and Remark 5.3, we have(∫
θz, t−γ
|Ta(x)|q dx
) 1
q
. ||a||q ≤ |θz, t|
1
q
− 1
p . |θz, t−γ |
1
q
− 1
p .
By Lemma 5.10 for x ∈ θz, t−(k+1)γ \ θz, t−kγ , k ∈ N, we have
|Ta(x)| . ||a||q|θz, t|
−1/q2−kγ(1+a6s) . |θz, t−γ |
− 1
p 2−kγ(1+a6s). (6.13)
Hence, Ta satisfies (6.7) and (6.8) with respect to θz, t−γ and δ = 1+a6s. Furthermore, Ta
satisfies (6.9) because T ∗(xα) = 0 for all |α| ≤ l = Np(Θ). By (5.24) we have δ > 1 + a4l.
Therefore, by Lemma 6.3, there exists a constant C > 0 independent of a such that
‖Ta‖Hp
q, l
(Θ) ≤ C. By Theorem 3.8, it follows that ‖Ta‖Hp(Θ) . C.
Proof of Theorem 5.11. Let f ∈ Hp(Θ) ∩ Lq. By Theorem 4.11, there exists an atomic
decomposition
f =
∑
k∈Z
∑
i∈N0
λki a
k
i converges in L
q (6.14)
such that aki ’s are (p,∞, s − 1)-atoms, and hence also (p, q, s− 1)-atoms, and∑
k∈Z
∑
i∈N0
|λki |
p ≤ C‖f‖pHp(Θ). (6.15)
Since T is bounded on Lq (see Theorem 5.2 and Remark 5.3), it follows that Tf =∑
k∈Z
∑
i∈N0
λki Ta
k
i in L
q and hence
Tf =
∑
k∈Z
∑
i∈N0
λki Ta
k
i in S
′. (6.16)
Since T is a VASIO of order s and T ∗(xα) = 0 for all |α| ≤ Np(Θ), by Lemma 6.5, we
obtain ‖Taki ‖Hp(Θ) ≤ C
′. Recall that ℓp norm dominates ℓ1 norm for 0 < p < 1. Thus, by
(6.15) and (6.16), we have
‖Tf‖pHp(Θ) = ‖M
◦(Tf)‖pp ≤
∥∥∥∥∥∥
∑
k∈Z
∑
i∈N0
|λki |M
◦(Taki )
∥∥∥∥∥∥
p
p
≤
∑
k∈Z
∑
i∈N0
|λki |
p‖M◦(Taki )‖
p
p
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=
∑
k∈Z
∑
i∈N0
|λki |
p‖Taki ‖
p
Hp(Θ) ≤ C
′
∑
k∈Z
∑
i∈N0
|λki |
p ≤ C ′C‖f‖pHp(Θ).
By the density of Lq ∩Hp(Θ) in Hp(Θ), see Lemma4.8, and the completeness of Hp(Θ),
see Lemma 4.1(ii), we deduce that T extends to a bounded linear operator from Hp(Θ)
to Hp(Θ).
Proof of Theorem 5.12. Let l := max(Np(Θ), s−1). Let a be a (p, q, l)-atom with suppa ⊂
θz, t, where z ∈ R
n and t ∈ R. We first show
‖Ta‖p ≤ C
′. (6.17)
By Lemma 5.10 we deduce that (6.13) holds for x ∈ θz, t−(k+1)γ \ θz, t−kγ , k ∈ N. Hence,∫
θ∁z, t−γ
|Ta(x)|pdx =
∞∑
k=1
∫
θz, t−(k+1)γ\θz, t−kγ
|Ta(x)|pdx (6.18)
. |θz, t−γ |
−1
∞∑
k=1
2−pkγ(1+a6s)|θz, t−(k+1)γ | .
∞∑
k=1
2−pkγ(1+a6s−1/p) . 1.
The last series converges by the assumption (5.26). By the boundedness of T on Lq,
1 < q <∞, and Ho¨lder’s inequality∫
θz, t−γ
|Ta(x)|pdx ≤
(∫
θz, t−γ
|Ta(x)|qdx
)p/q
|θz, t−γ |
1−p/q . ||a||pq |θz, t−γ |
1−p/q . 1.
This together with (6.18) implies that (6.17) holds true.
Next we proceed exactly as in the proof of Theorem 5.11. By Lemma 4.10, any f ∈
Lq∩Hp(Θ) admits an atomic decomposition (6.14) into (p, q, l)-atoms aki ’s such that (6.15)
holds and Tf =
∑
k∈Z
∑
i∈N0
λki Ta
k
i in L
q. Hence there exists a subsequence of the partial
sum sequence {
∑K
k=−K
∑K
i=1 λ
k
i Ta
k
i }K∈N0 which converges almost everywhere to Tf . In
that sense, we have
Tf =
∑
k∈Z
∑
i∈N0
λki Ta
k
i almost everywhere.
By the monotonicity of the ℓp-norm with 0 < p ≤ 1, (6.15), and (6.17), we deduce that
for f ∈ Lq ∩Hp(Θ),
‖Tf‖pp =
∥∥∥∥∥∥
∑
k∈Z
∑
i∈N0
λki Ta
k
i
∥∥∥∥∥∥
p
p
≤
∥∥∥∥∥∥
∑
k∈Z
∑
i∈N0
|λki ||Ta
k
i |
∥∥∥∥∥∥
p
p
≤
∑
k∈Z
∑
i∈N0
|λki |
p
∥∥∥Taki ∥∥∥p
p
≤ C ′
∑
k∈Z
∑
i∈N0
|λki |
p ≤ C ′C‖f‖pHp(Θ).
The density of Lq∩Hp(Θ) in Hp(Θ), see Lemma 4.8, implies that T extends to a bounded
linear operator from Hp(Θ) to Lp.
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