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Re´sume´ – Une technique de re´duction de donne´es astronomiques comme e´tape pre´liminaire a` une classification d’images de galaxies lointaines
est pre´sente´e. Le classifieur retenu est base´ sur une mode´lisation markovienne causale en e´chelle sur le quadarbre. Ce papier pre´sente les re´sultats
encourageants obtenus par cette approche.
Abstract – A technique of astronomical data reduction as a preliminary stage of farway galaxies images classification is presented. The
retained classifier is based on a in-scale-causal-Markovian modeling on the quadtree. This paper presents the encouraging results obtained by
this approach.
1 Introduction
La segmentation non supervise´e d’images reste a` ce jour
un proble`me difficile, en particulier dans le cas d’observations
multispectrales ou hyperspectrales. Des travaux ante´rieurs ont
permis de de´velopper diffe´rents classifieurs dans le cadre bien
e´tabli de l’infe´rence baye´sienne[1], en particulier de nombreux
travaux base´s sur une mode´lisation markovienne sur chaıˆne ou
arbre[2, 3, 4] ont montre´ a` la fois leur efficacite´ en temps de
calcul et leur grande robustesse au bruit. Ces approches se dis-
tinguent d’autres techniques par la prise en compte de l’infor-
mation de voisinage spatial et/ou en e´chelle, l’estimation non
supervise´e des parame`tres du mode`le et la capacite´ de s’adap-
ter a` des donne´es multidimensionnelles [5]. Les cartes de seg-
mentation obtenues sont satisfaisantes jusqu’a` une dizaine de
bandes, au dela` les re´sultats se de´gradent rapidement a` cause
du phe´nome`ne de Hughes[6] qui se manifeste par une perte
de pre´cision redoutable dans l’estimation des parame`tres des
me´langes de lois (terme d’attache aux donne´es). Ainsi l’arrive´e
re´cente d’images hyperspectrales astronomiques a` quelques cen-
taines de bandes pose a` nouveau le difficile proble`me de l’ex-
traction de classes. Il s’agit alors de tirer profit de la grande
quantite´ d’observations pour ge´ne´rer une carte de segmenta-
tion robuste tout en contournant le proble`me d’estimation de
parame`tres dans un espace de grande dimension a` faible den-
site´ d’observations.
Ce proble`me, bien connu en te´le´de´tection, peut eˆtre aborde´
en effectuant au pre´alable une e´tape de re´duction de l’espace
de repre´sentation, pre´liminaire a` la classification[7]. En effet,
la forte corre´lation entre bandes spectrales adjacentes intro-
duit une redondance d’information utilise´e pour regrouper les
images en sous ensembles de bandes fortement corre´le´es. Des
projections line´aires locales sur chaque sous-ensemble [8, 9]
peuvent alors eˆtre re´alise´es, et correspondre a` une projection
globale non line´aire prenant en compte les line´arite´s locales et
minimisant l’espace de recherche des axes de projection.
Plus pre´cise´ment, l’Analyse en Composantes Principales (A-
CP) est une technique classique utilise´e en imagerie multis-
pectrale astronomique (jusqu’a` une dizaine de bandes) pour
la recherche d’information utile [10]. Elle a pour objectif de
de´corre´ler les diffe´rentes composantes spectrales sur chaque
pixel a` l’aide d’une projection line´aire. C’est une me´thode glo-
bale qui suppose implicitement que la distribution des donne´es
dans l’espace initial est un hyperellipsoı¨de caracte´rise´ par la
moyenne et la matrice de covariance globale [8]. Ainsi, cette
approche base´e sur un crite`re e´nerge´tique global, peut provo-
quer la perte de´finitive d’information caracte´risant d’e´ventuels
structures locales des donne´es.
Plus re´cemment, l’Analyse en Composante Inde´pendantes
(ACI) [11] a fait l’objets de nombreux de´veloppements. Cette
technique conside`re les observations re´sultant d’une combinai-
son line´aire de sources inde´pendantes, suppose´es non gaus-
siennes. En effet, dans le cas gaussien la de´corre´lation entrai-
nant l’inde´pendance, l’ACI n’a alors pas d’inte´reˆt. Cette tech-
nique a e´te´ utilise´e dans [12] pour l’analyse d’images astrono-
miques a` 4 bandes.
Dans cet article, nous adoptons, en section 2, une strate´gie
de regroupement de bandes (cf. Fig. 1) en utilisant un algo-
rithme de ”bottom to up clustering” avec une mesure de simila-
rite´ multie´chelles[13]. La re´duction au sein de chaque sous en-
semble sera alors re´alise´e (section 3) par une ACP ou une ACI
(algorithme FastICA avec de´corre´lation de´flationniste [11]). Les
images ainsi re´duites alimentent un classifieur markovien hie´ra-
rchique de´fini sur une structure de type quadarbre[4]. Cette
strate´gie a e´te´ valide´e sur images de synthe`se (9 bandes) et
teste´e sur images astronomiques (12 bandes). Les re´sultats ob-
tenus sont pre´sente´s dans la quatrie`me partie de l’article.
FIG. 1 – Technique de re´duction propose´e.
2 Regroupement des bandes spectrales
Le regroupement des diffe´rentes bandes spectrales est base´
sur une technique de coalescence de bas en haut (”bottom to
up clustering”) utilisant une me´trique de similarite´ multie´chelle
base´e sur les histogrammes normalise´s [13] auquel sont ajoute´s
les barycentres. Le barycentre g d’une image est de´fini par ses
coordonne´es xg et yg donne´es par :
(xg, yg)t =
1∑
x
∑
y f(x, y)
∑
x
∑
y
(x, y)tf(x, y) (1)
ou` x et y sont les coordonne´es d’un pixel dans l’image et f(x, y)
la luminosite´ de ce pixel.
Chaque image est de´compose´e en e´chelle graˆce a` une tech-
nique de filtrage/de´cimation. La distance entre deux images
s’e´value en sommant les diffe´rences entre leurs histogrammes
et barycentres sur toutes les e´chelles. Nous obtenons ainsi une
matrice {dij} des distances entre les images i et j, i, j ∈ {1, · · ·
, N} , ou` N de´signe le nombre de bandes. Comme dij = dji,
seule la partie triangulaire supe´rieur de {dij} est stocke´e. Soient
Ci = {i} , i = 1, · · · , N , les N clusters initiaux et S =
⋃
i Ci
l’ensemble de tout les clusters. La technique consiste a` fusion-
ner a` chaque ite´ration les deux clustersCi etCj dont la distance
est minimale pour former un nouveau cluster Ck . Les clusters
Ci et Cj sont e´limine´s et la distance entre Ck et les autres clus-
ters est calcule´e. L’algorithme peut eˆtre de´crit comme suit :
– S ← {C1, · · · , CN}
– Pour chaque Ci, Cj ∈ S2 calculer dij
– Pour chaque K = N + 1 a` 2N − 1
{
– (Ciˆ, Cjˆ) = arg min(Ci,Cj)∈S2 dij
– Ck ← Ciˆ
⋃
Cjˆ
– S ← {S − {Ciˆ} − {Cjˆ}}
⋃
Ck
– ∀ Ch ∈ S − {Ck} calculer : dhk ← dhi + dhj − dij
}
Il existe plusieurs fac¸ons de calculer dhk, celle retenue dans
l’algorithme pre´ce´dent donne la structure en arbre la plus e´quili-
bre´e pour les donne´es[14].
3 Re´duction et classification
L’ACP recherche une transformation W qui de´corre`le les
composantes multispectrales dans l’espace de projection selon
l’e´quation :
z =Wy (2)
avec y le vecteur des donne´es observe´es de dimension N , W
la matrice de projection et z les vecteurs projete´s. La matrice
de covariance des donne´es est calcule´e et de´compose´e en N
valeurs propres par ordre de´croissant, seules les m premie`res
sont retenues. Les vecteurs colonnes de la matrice de projection
sont donne´s par les vecteur propres correspondants aux valeurs
propres retenues. Nous obtenons ainsi une approximation op-
timale au sens de l’erreur quadratique moyenne des donne´es
initiales sur un espace re´duit[15].
L’ACI repose sur le mode`le suivant [11] :
y = As (3)
avec A la matrice de me´lange et s les sources inde´pendantes.
L’objectif est d’estimer la matrice de projection W = A−1
pour retrouver les sources suppose´es inde´pendantes et non gaus-
siennes. En se basant sur un corollaire du the´ore`me de la limite
centrale, qui affirme que la somme de deux variables ale´atoires
est plus proche de la gaussienne que n’importe laquelle des
deux variables, la majorite´ des techniques d’ACI cherchent W
maximisant la non gaussiannite´ des sources. Cette dernie`re est
mesure´e par le Kurtosis (cumulant normalise´ d’ordre 4) peu
robuste, ou la ne´guentropie de´finie par :
J(y) = H(yg)−H(y) (4)
ou` H(y) est l’entropie de y et H(yg) l’entropie d’un vec-
teur gaussien de meˆme covariance. Hyva¨rinen a propose´ une
approximation robuste de la ne´guentropie et un algorithme ra-
pide pour sa maximisation (FastICA) [11]. Nous avons choisi la
version FastICA avec de´corre´lation de´flationiste qui recherche
les vecteurs colonnes de W l’un apre`s l’autre en favorisant les
premiers. Elle se base sur la proce´dure d’orthogonalisation de
Gram-Schmidt qui contraint le vecteur colonne wi a` apparte-
nir a` l’espace orthogonale aux i − 1 vecteurs de´ja` determine´s.
Comme l’inde´pendance implique la de´corre´lation, la maximi-
sation de la ne´guentropie se fait sur l’espace re´duit des donne´es
de´corre´le´es par une ACP initiale ou` toutes les valeurs propres
sont garde´es.
Pour les deux techniques, nous n’avons garde´ qu’un seul axe
de projection pour chaque sous ensemble e´tabli par regrou-
pement. Les images ainsi obtenues alimentent un classifieur
base´ sur une mode´lisation markovienne causale en e´chelle. La
de´cision est effectue´e selon le crite`re MPM (Mode de la Mar-
ginale a Posteriori) :
xˆopt = argxmin
∑
x∈Ωx
L(x, xˆ)P (Y = y, X = x) (5)
ou` y de´signe les observations multispectrales et x est le champ
des e´tiquettes (carte de segmentation) qui prennent leurs va-
leurs dans Ωx, P (Y = y, X = x) est la distribution jointe et
L(x, xˆ) est la fonction de couˆt :
L(x, xˆ) =
∑
m∈M
(1− δ(xm, xˆm)) (6)
avec M l’ensemble de tous les sites du champ et δ() est la
fonction de Kronecker.
l’estimation des parame`tres est re´alise´e graˆce a` l’algorithme
ICE [4].
4 Re´sultats
Les re´sultats obtenus sur images de synthe`se 9-bandes (Fig.
2) sont pre´sente´s sur la Fig. 3 pour 3 et 6 regroupements. Les
performances obtenues sur ces images pour l’ACP et l’ACI en
fonction du nombre de regroupements (”clusters”) sont pre´sen-
te´es Fig. 4. Dans les deux cas on remarque que la courbe pre´sen-
te un minimum d’erreur en fonction du nombre de groupe-
ments, puis les re´sultats se de´gradent pour deux raisons : 1)
quatre classes pre´sentes sur les images de synthe`se (carre´, tri-
angle, cercle et fond) ne´cessitent ide´alement 4 clusters ; 2) le
phe´nome`ne de Hughes devient perceptible lorsqu’on atteint la
dizaine de bandes. La figure 5 pre´sente une observation de
galaxies lointaines (situe´e dans la zone ”Chandra Deep Field
south”) a` faible rayonnement sur 12 bandes spectrales. Les deux
cartes de segmentation obtenues sur 4 classes avec une ACP ou
ACI pre´alable a` la segmentation sur le quadarbre markovien
(image en bas a` gauche et a` droite respectivement de la figure
5) montrent dans le cas de l’ACI une meilleure de´tection des
zones e´tendues a` faible rapport signal sur bruit.
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FIG. 2 – Les neufs images de synthe`se utilise´es.
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FIG. 3 – Les re´sultats des segmentations sur 4
classes pour les images de synthe`se avec 3 clusters
({{3, 6, 7, 8, 9}, {1, 2}, {4, 5}} Fig. 2) : (1) ACP (2) ACI
, et 6 clusters ({{3, 9}{6}, {7, 8}, {1}, {2}, {4, 5}} Fig. 2) :
(3) ACP (4) ACI .
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FIG. 4 – Comparaison de l’erreur de classification en fonction
du nombre de clusters pour l’ACI et l’ACP.
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FIG. 5 – Les douze images astronomiques utilise´es pour le test (en haut) avec les cartes de segmentations sur 4 classes avec 4
clusters en utilisant l’ACP et l’ACI (en bas de gauche a` droite respectivement).
