A numerical technique for the solution of a class of fractional optimal control problems has been proposed in this paper. The technique can used for problems defined both in terms of Riemann-Liouville and Caputo fractional derivatives. In this technique a Reflection Operator is used to convert the right Riemann-Liouville derivative into an equivalent left Riemann-Liouville derivative, and then the two point boundary value problem is solved numerically. The proposed method is straightforward and it uses an available numerical technique to solve fractional differential equations resulting from the formulation. Examples considered here show that the numerical results obtained using this and other techniques agree very well.
INTRODUCTION
Accurate modeling of many dynamic systems leads to a set of Fractional Differential Equations (FDEs) [1] . A Fractional Dynamic System (FDS) is a system whose dynamics is described by FDEs, and a Fractional Optimal Control Problem (FOCP) is an optimal control problem for a FDS.
Variational principles have been presented for FOCPs defined in terms of Riemann-Liouville (R-L) and Caputo derivatives [2, 3, 4] . These principles lead to a set of FDEs (analogous to Euler-Lagrange equations for an integer order system) and a set of transversility conditions which must be satisfied at both ends [2, 3, 4] . Thus, they lead to Two Point Boundary Value Problems (TPBVPs). Both left and right fractional derivatives arise in the formulation even when the problem definitions contain only one of them. Solving these TPBVPs analytically is a nontrivial task, and for this reason researchers have proposed numerical techniques for solving these problems. Agrawal [2] proposed a variational work approach and the Lagrange multiplier technique to solve numerically FOCPs defined in terms of R-L derivatives. A recent paper by Agrawal [3] used Volterra integral equation to solve the same problem where the derivatives are defined in the sense of Caputo. Similar attempts have been made by several researchers for solving the fractional order optimal control problem of distributed systems [5, 6] . This paper proposes a numerical algorithm for solving a class of FOCPs where the derivatives are taken in the sense of Riemann-Liouville. It uses a property of a Reflection Operator to convert a right derivative to a left derivative and then solves the FOCPs by a standard numerical method for solving FDEs [1] . It has been further shown that with a minor modification the formulation can be used to solve an FOCP defined in the sense of a Caputo derivative. Two examples are considered to demonstrate the effectiveness of this technique in solving the FOCPs. The examples considered show that the numerical results obtained using this and other techniques agree very well.
2
BASIC DEFINITIONS This paper uses three fractional derivatives, the RiemannLiouville, the Caputo and the Grünwald-Letnikov, of order α , n n < < − α 1 , where n is an integer. These derivatives are defined as follows [1] :
Left and right Riemann-Liouville fractional derivatives 
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FRACTIONAL OPTIMAL CONTROL PROBLEM i. Formulation using Riemann-Liouville derivatives An FOCP in terms of R-L derivatives can be defined as follows: Minimize the performance index
and the initial condition where x(t) and u(t) are the state and the control variable, and a, b, q, and r are constant. Actually, they can be functions of t. In this paper, we will consider them as constant. The case where they are functions of t will be considered elsewhere. Note that the final state is not specified. For this problem, the optimal conditions obtained by Agrawal [2] are
ii. Formulation using Caputo derivatives An FOCP in terms of Caputo derivatives can be defined as follows: Minimize the performance index
and the initial condition . Once again, the final state is not specified. Optimal conditions for this problem obtained by Agrawal [3] 
4
NUMERICAL ALGORITHM This section provides a numerical method to solve a set of two linear FDEs with constant coefficients. The equations will contain both left and right derivatives. Here, the state and the control are considered as scalar functions. However, the method can be extended in a straight forward manner for the case where the state and the control are defined by vectors of dimensions greater than 1. The method uses a Reflection Operator Q which is defined as [7] ) (
where g(t) is a continuous function and ) (t g is the reflected function. Note that as the variable t increases from 0 to 1, the reflected function moves from the end point (t=1) to the initial point (t=0).
i. Numerical Method for Problems Defined Using R-L Derivatives.
Let us consider the following two FDEs We will use the Grünwald-Letnikov (G-L) formulations for solving FDEs using the numerical method given in [1] 
Equations (24) and (27) ii. Numerical Method for Problems Defined Using Caputo Derivatives. Equating the last term on the right hand side of Eq. (24) to zero, and solving the same set of equations, we obtain the solution for the TPBVP defined in the sense of the Caputo derivative. This is obvious from (20) since the Caputo derivative of a constant is zero.
5
NUMERICAL EXAMPLES In this section, we consider two FOCPs, one defined in terms of the R-L derivatives and the other Caputo derivatives. 
The results obtained by solving Eqs. (24) and (27) with different values of α are shown in Figures 1 and 2 . Here the results for α=1 are obtained using an analytical technique. It can be seen that the state and the control variables approach the analytical solutions as α →1. The results are also similar to those obtained by Agrawal [2] . CONCLUSIONS A numerical scheme has been presented to solve a class of fractional optimal control problems which could be defined in the R-L or the Caputo derivative sense. The method used a property of the Reflection Operator for solving two point boundary value problems. It was discussed that the definition of the left G-L derivative and the Reflection Operator can be used to obtain the definition of the right G-L derivative. The proposed method has taken the limits of integration as zero and one. This is not the limitation of the present work. With a little modification the method can be used to solve problems for arbitrary but bounded integration limits. Numerical examples are taken for the linear time invariant systems for the sake of simplicity. After some modification, the technique can be used for the time varying systems. The proposed method can be combined with the Shooting method to solve other variational problems.
