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We study the scattering of photons from periodically modulated quantum-optical systems. For excitation-
number conserving quantum optical systems, we connect the analytic structure of the frequency-domainN -photon
scattering matrix of the system to the Floquet decomposition of its effective Hamiltonian. Furthermore, it is
shown that the first order contribution to the transmission or equal-time N−photon correlation spectrum with
respect to the modulation frequency is completely geometric in nature i.e. it only depends on the Hamiltonian
trajectory and not on the precise nature of the modulation being applied.
I. INTRODUCTION
Quantum information processing and communication systems rely strongly on the generation and manipulation of non-classical
states of light [1–12]. Implementing quantum systems for such applications often involves interfacing a localized quantum
system (e.g. a few-level system such as a quantum dot or color center) with bosonic baths (such as optical fibers or waveguides).
Significant control over the states of light emitted by the localized system into the bosonic bath can be gained by engineering the
coupling between the two [13–15], and by controlling the excitation of the localized system [16–18]. Recently, the ability to
modulate the localized system on frequency-scales comparable to or exceeding the decay rate of the localized system into the
bosonic bath has been demonstrated in various quantum-optical platforms such as quantum dots [19] and color centers [20]. This
has opened up the possibility of engineering the spectral content of the photons scattered by the localized system into the bosonic
bath by engineering the modulation applied on the localized system. Such spectral engineering could enable quantum networks
of localized systems that are robust to variations in their physical characteristics, unlock quantum information protocols relying
on high-dimensional entangled photon states [21] and realize non-reciprocal photon transport [22].
From a theoretical standpoint, it has opened up the question of how to calculate and understand the scattering properties
of the modulated localized system. The scattering properties of time-independent (unmodulated) localized systems can be
completely described by its scattering matrix. Significant progress has been made in developing single and two-photon scattering
matrices for specific localized systems (e.g. two-level systems, Jaynes Cumming systems) by adapting a variety of different
techniques from quantum field-theory [23–26]. The problem of systematically calculating scattering and emission from a general
time-independent Markovian localized system was addressed in refs. [27, 28], and it was shown that the computation of scattering
matrices only required diagonalization of an effective non-hermitian Hamiltonian that is completely restricted to the Hilbert
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2space of the localized system. The introduced formalism can be used to derive explicit relationships between the few-photon
scattering properties of the localized system and the spectrum of its effective Hamiltonian [29, 30] and this has been employed to
understand a number of experimentally relevant quantum systems [30, 31].
While most of the efforts in calculating and understanding scattering matrices were restricted to time-independent localized
systems, a procedure for calculating the propagator from pulsed localized systems (i.e. systems whose Hamiltonian has time-
dependence only within a finite time-window) was recently developed [32, 33]. It was shown that it is possible to define a
scattering matrix for a time-dependent system provided it is asymptotically time-independent, and a recipe for its computation
was provided [32]. This procedure was applied to understand scattering of a single-photon from a two-level system driven by
a pulsed laser, and the scattering matrix was shown to have significantly different structure from that of a time-independent
two-level system [32].
In this paper, we consider the problem of calculating the scattering matrix for a periodically modulated localized system. We
focus exclusively on localized systems which are excitation number conserving even in the presence of periodic modulation,
and relate the scattering matrices to the Floquet decomposition of the non-Hermitian effective Hamiltonian of the localized
system. Special attention is paid to the difference in the analytic properties of the resulting scattering matrix from the scattering
matrix of time-independent systems. Finally, we consider the slow modulation regime and study the properties of the equal-time
N−photon correlation function. It is shown that this correlation function, to the zeroth order in the modulation frequency, is
equal to the time-average of the instantaneous correlation function obtained by assuming the system to be time independent and
that the first order correction is completely geometric in nature.
This paper is organized into three major sections — section II introduces the mathematical model of the system under
consideration along with a review of the frequency-domain scattering matrix. Section III presents the construction and general
properties of the N−photon scattering matrix for a periodically modulated quantum system. As an example, single and
two-photon scattering from a cavity with Kerr-nonlinearity is studied. Finally, in section IV, we study the properties of the
equal-time N−photon correlation function in the slow modulation regime.
II. MODEL AND PRELIMNARIES
This section is intended to introduce the model for the system under consideration and also provide a review of scattering
theory for open quantum systems. The analysis in this section closely follows that of refs. [28, 32].
We consider a general class of time-dependent systems which have a periodic localized system interacting with two bosonic
baths schematically depicted in Fig. 1a. The Hilbert space of the two bosonic baths is described by frequency-dependent
annihilation operators aω and bω. These operators satisfy the bosonic commutation relations: [aω, aν ] = 0, [bω, bν ] =
0, [aω, a
†
ν ] = δ(ω − ν), [bω, b†ν ] = δ(ω − ν) and [aω, bν ] = [aω, b†ν ] = 0. The dynamics of this system are governed by the
following time-dependent Hamiltonian:
H(t) = Hs(t) +
∑
s∈{a,b}
∫ ∞
−∞
ωs†ωsωdω +
∑
s∈{a,b}
∫
i
(
Ls†ω − sωL†
) dω√
2pi
(1)
3Here L is the operator through which the localized system couples to the bosonic baths. Throughout this paper, we will consider
the bath described by aω as the input bath and that described by bω as the output bath. For simplicity, we assume that the two
baths couple equally to the localized system.
We will also assume the localized system and its coupling to the bosonic baths to be excitation number conserving —
this requires that (a) the Hilbert space Hs of the localized system can be expressed as a direct sum of subspaces: Hs =
H0s ⊕H1s ⊕H2s . . . such that each subspaceHns is invariant under evolution with respect to the system Hamiltonian Hs(t) and
(b) L maps the subspaceHns toHn−1s for n ≥ 1, L† maps the subspaceHns toHn+1s for n ≥ 0 and L annihilatesH0s i.e.H0s is
within the null-space of L. Throughout this paper, we will refer to Hns as the nth excitation subspace and associate with it an
excitation number n. The operator L then decreases the excitation number of the localized system’s state by 1 and L† increases it
by 1. Furthermore, evolving a state inH0s with respect to H(t) is identical to evolving it with respect to Hs(t) without interacting
with the bosonic bath — H0s is therefore the space of the ground states of the localized system. In this paper, we will restrict
ourselves to systems with a single ground state |g〉 i.e.H0s = {|g〉}.
As is shown in appendix A, for an excitation-number conserving system with a single ground state, N photons incident on
the localized system can only scatter into N outgoing photons, and consequently the scattering properties of the system can be
described by the N -photon scattering matrix:
S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) = 〈vac; g|
( N∏
i=1
bωi
)
Sˆ
( N∏
i=1
a†νi
)
|vac; g〉 (2)
a b
FIG. 1. Schematic: a. Schematic of the a modulated localized system coupling to the bosonic baths. The Hilbert space of the localized system
is denoted byHs and the Hilbert space of the bosonic baths are described by the frequency-dependent annihilation operators aω and bω . The
Hamiltonian of the localized system is denoted by Hs(t), and L is the system operator through which the localized system couples bosonic
baths. b) Schematic of the level-structure of an excitation-number conserving localized system. The Hilbert space of the system can be divided
intoH0s,H1s,H2s . . . , which correspond to space of states with excitation numbers 0, 1, 2 . . . . The operator L mapsHns toHn−1s for n ≥ 1
and annihilate the states inH0s while the operators L† mapsHns toHn+1s .
4where Sˆ is the scattering-matrix defined via [34]:
Sˆ = lim
t+→∞
t−→−∞
U0(t0, t+)U(t+, t−)U0(t−, t0) (3)
Here U(·, ·) is the propagator corresponding to the Hamiltonian H(t) and U0(·, ·) is the propagator corresponding to the
Hamiltonian H0(t) corresponding to the uncoupled localized system and bosonic baths:
H0(t) = Hs(t) +
∑
s∈{a,b}
∫ ∞
−∞
ωs†ωsωdω (4)
Additionally, t0 is a time-reference that is used for defining the input and output asymptotes corresponding to the states incident
and scattered from the localized system [34]. While this time reference does not affect the scattering matrix of a time-independent
system, it encodes the ‘time of arrival’ of the incident photon wave-packet and thus is relevant for time-dependent system.
Using the input-output formalism [28, 35], it can easily be shown that the scattering matrix element in Eq. 2 is related to the
Heisenberg-picture system operator L(t) = U(t0, t)L U(t, t0) via (refer to appendix B for derivation):
S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) = (−1)Ne−iφ(t0)
∫ ∞
−∞
· · ·
∫ ∞
−∞
G(t1, t2 . . . tN ; s1, s2 . . . sN )
N∏
i=1
ei(ωiti−νisi)
dtidsi
2pi
(5)
where φ(t0) =
∑N
i=1(ωi − νi)t0 and we have introduced the time-domain system Green’s function:
G(t1, t2 . . . tN ; s1, s2 . . . sN ) = 〈vac; g|T
[ N∏
i=1
L(ti)
N∏
i=1
L†(si)
]
|vac; g〉 (6)
where T [·] indicates time-ordering in its arguments. An application of the quantum regression theorem can allow us to evaluate
these Green’s functions entirely within the Hilbert space of the localized system by replacing the Heisenberg operators L(t)
and L†(t) with respect to the Hamiltonian H(t) with Heisenberg operators L˜(t) and L˜†(t) with respect to the non-Hermitian
effective Hamiltonian Heff(t) = Hs(t)− iL†L i.e.
G(t1, t2 . . . tN ; s1, s2 . . . sN ) = 〈g|T
[ N∏
i=1
L˜(ti)
N∏
i=1
L˜†(si)
]
|g〉, (7a)
where
O˜(t) = Ueff(0, t)OUeff(t, 0) for O ∈ {L,L†}, (7b)
with Ueff(t, s) being the propagator corresponding to Heff(t). It can be noted that both Heff(t) and Ueff(t, s) do not effect
the excitation number of the state that they act on, and can therefore be described by their restrictions Hneff(t) and U
n
eff(t, s)
respectively within the nth excitation subspaceHns . Eqs. 5 and 7 are used in the following sections to study the computation and
5properties of the frequency-domain scattering matrix.
III. SCATTERING MATRICES
In this section, we explore the systematic construction of the frequency-domain scattering matrices (Eq. 5) of the modulated
quantum system. Special attention is paid to the similarities and differences that arise in these scattering matrices relative to the
time-independent case. Explicit results are provided for single and two-photon scattering matrices.
A. Construction and analytic properties
The discrete time-translation symmetry of the periodically modulated quantum system imposes a fundamental constraint
on the structure of the N−photon frequency-domain scattering matrix. In particular, the form of the scattering matrix should
conserve the total photon frequency modulo Ω — this implies that the scattering matrix S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) can be
written as a sum of terms proportional to δ(
∑N
i=1 ωi −
∑N
i=1 νi − kΩ):
S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) =
∞∑
k=−∞
e−ikΩt0Sk(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN )δ
( N∑
i=1
ωi −
N∑
i=1
νi − kΩ
)
. (8)
Note that here we have explicitly shown the dependence on the time-reference t0 used for defining the scattering matrix (Eq. 3)
that enters Eq. 5 as a phase factor depending on the difference between the total input and output frequencies under consideration
— the discrete time-translation symmetry of the Hamiltonian ensures that the scattering matrix is periodic in t0 with period 2pi/Ω.
This general form of the scattering matrix can be contrasted with the scattering matrix for time-independent systems, which
would be proportional to δ(
∑N
i=1 ωi −
∑N
i=1 νi) since it conserves the total photon frequency and consequently be independent
of the time-reference t0.
The functions Sk(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) in Eq. 8 can, in general, be further decomposed into a sum of a non-singular
function, denoted by SCk (ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ), and terms with delta-function singularities. The connected part of the
N−photon scattering matrix, SC(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ), can then be defined as:
SC(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) =
∞∑
k=−∞
e−ikΩt0SCk (ω1, ω2 . . . ωN ; ν1, ν2 . . . νN )δ
( N∑
i=1
ωi −
N∑
i=1
νi − kΩ
)
. (9)
From a physical standpoint, SC(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) accounts for all the nonlinear interactions between the N incident
photons that are induced by the localized quantum system — while it conserves the total photon frequency modulo Ω, it can in
general lead to a change in the individual photon frequencies. Furthermore, an application of the cluster decomposition principle
allows us to construct the full N−photon scattering matrix from its connected part and the connected part of fewer photon
6scattering matrices [28, 29]:
S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) =
∑
B
∑
P
|B|∏
k=1
SC(ωBkP (1), ωBkP (2) . . . ; νBPk(1), νBPk(2) . . . ), (10)
where B is an ordered partition of {1, 2, 3 . . . N} into smaller subsets, P is a permutation of {1, 2, 3 . . . } and BP is the partition
B applied on {P (1), P (2) . . . P (N)}.
For time-independent localized system, it can be shown that the frequency domain scattering matrix is completely determined
by the spectral decomposition of the effective Hamiltonian of the localized system. In particular, the position and linewidth of
resonances in the N−photon scattering matrix are determined by the complex eigenvalues of the effective Hamiltonian, and the
amplitude of the scattering matrix at these resonances is determined by its eigenvectors. For periodically modulated localized
systems, a similar relationship can be established between the scattering matrices and the Floquet decomposition of the effective
Hamiltonian. Since the effective Hamiltonian is non-Hermitian, its Floquet decomposition within the n−excitation subspace
requires the solution of the following eigenvalue equations [36]:
Hneff(t)|φnk (t)〉+ i
d
dt
|φnk (t)〉 = λnk |φnk (t)〉 (11a)(
Hneff(t)
)†|χnk (t)〉 − i ddt |χnk (t)〉 = (λnk)∗|χnk (t)〉 (11b)
where λnk is the k
th Floquet eigenvalue of Hneff(t) and (|φnk (t)〉, |χnk (t)〉) are the kth birothogonal Floquet eigenvectors of Hneff.
We note that both |φnk (t)〉 and |χnk (t)〉 are periodic with periodicity of the system Hamiltonian: |φnk (t + T )〉 = |φnk (t)〉 and
|χnk (t+ T )〉 = |χnk (t)〉. They also satisfy 〈χnk (t)|φnl (t)〉 = δk,l for all t ∈ (0, T ]. The Floquet eigenvalue λnk will be, in general,
a complex number and can be expressed in terms of its real and imaginary parts: λnk = ε
n
k − iκnk/2. We note that εnk can only be
uniquely specified to modulo Ω. Provided such biorthogonal states exist, the propogator Uneff(t, s) in the n
th excitation subspace
can be expressed as:
Uneff(t, s) =
∑
k
|φnk (t)〉〈χnk (s)| exp(−iλnk (t− s)). (12)
This decomposition of the propagator along with Eq. 7 can be used to relate the frequency domain scattering matrices to the
Floquet decomposition of the effective Hamiltonian. Due to the periodic time-dependence of the Floquet states, the frequency-
domain scattering matrices has resonances at εnk + pΩ for p ∈ Z with linewidths κnk . Furthermore, the amplitudes of these
resonances are determined by the Fourier components of the periodic Floquet eigenstates |φnk (t)〉 and |χnk (t)〉. This is made
more explicit for single and two-photon scattering matrices in the following subsection.
B. Single and two-photon scattering matrices
Of particular interest are the single and two-photon scattering matrices, since they can often be easily probed experimentally
with transmission and two-photon correlation experiments. Following the procedure outlined above for the single-photon
7scattering matrix, we obtain (details in appendix C):
S(ω; ν) =
∑
k∈Z
e−ikΩt0Sk(ν)δ(ω − ν − kΩ), (13a)
with
Sk(ν) =
∑
m∈Z
L1→0k+mD
(
1
i(ε1 +mΩ− ν) + κ1/2
)
L0→1m . (13b)
Here ε1 and κ1 are vectors of ε1n and κ
1
n respectively and D(·) constructs a diagonal matrix from a vector that is passed as its
argument. L1→0k is a row vector and L
0→1
k is a column vector, and their elements are given by:
[
L1→0k
]
n
=
∫ T
0
〈g|L|φ1n(t)〉eikΩt
dt
T
and
[
L0→1k
]
n
=
∫ T
0
〈χ1n(t)|L†|g〉e−ikΩt
dt
T
(14)
Clearly, the form of the single-photon scattering matrix implies that a photon at frequency ν is in general scattered into photons
at frequencies differing from ν by an integer multiple of Ω. Furthermore, the amplitude of transmission at these sidebands would
in general depend on the Fourier series components of the Floquet states |φ1n(t)〉 and |χ1n(t)〉.
A similar procedure can be followed for the computation of the two-photon scattering matrix. As is shown in appendix
C, the connected part of the two-photon scattering matrix, SC(ω1, ω2; ν1, ν2) can be expressed as a sum of two components:
SC,1(ω1, ω2; ν1, ν2) which is completely determined by the Floquet-decomposition of H1eff(t) and S
C,2(ω1, ω2; ν1, ν2) which
depends on the Floquet-decomposition of H2eff(t):
SC,1k (ω1, ω2; ν1, ν2) =
1
2pii
∑
P,Q
∑
p,m,n∈Z
[
L1→0p D
(
1
i(ε1 − ωP (1) + pΩ) + κ1/2
)
L0→1n+p−kP
1
ωP (2) − νQ(2) − nΩ
L1→0m+nD
(
1
i(ε1 − νQ(2) +mΩ) + κ1/2
)
L0→1m
]
, (15a)
SC,2k (ω1, ω2; ν1, ν2) =
1
2pi
∑
P,Q
∑
p,m,n∈Z
[
L1→0p D
(
1
i(ε1 − ωP (1) + pΩ) + κ1/2
)
L2→1n−p+kD
(
1
i(ε2 − ν1 − ν2 + nΩ) + κ2/2
)
L1→2n−mD
(
1
i(ε1 − νQ(2) +mΩ) + κ1/2
)
L0→1m
]
, (15b)
where P,Q are permutations of the two-element set {1, 2}, P indicates the principal part, ε2 and κ2 are vectors of ε2n and κ2n
and L2→1n ,L
1→2
n are matrices whose elements are given by:
[
L2→1k ]m,n =
∫ T
0
〈χ1m(t)|L|φ2n(t)〉eikΩt
dt
T
and
[
L1→2k ]m,n =
∫ T
0
〈χ2m(t)|L†|φ1n(t)〉e−ikΩt
dt
T
(16)
The full two-photon scattering matrix can be constructed from the connected parts in Eqs. 13 and 15 by an application of the
cluster decomposition principle (Eq. 10). We note that while it appears that SC,1(ω1, ω2; ν1, ν2) has singularites corresponding
to principle parts — as is shown in Appendix C, a proper evaluation of the summation removes these singularities.
8As an illustrative example of this procedure, we consider the computation of the single- and two-photon scattering matrices
for a cavity with Kerr-nonlinearity and a periodically modulated resonance frequency. The Hamiltonian of the localized system
under consideration here is given by:
Hs(t) = ∆(t)a
†a+ χ(a†)2a2, (17)
with a coupling operator L =
√
κ/2 a. Here, ∆(t) is the periodic modulation applied on the cavity mode, χ is the photon-photon
repulsion in the cavity due to the Kerr nonlinearity and κ is the decay rate of the cavity. We assume that the mean of ∆(t) over
one period is 0. Since the N−excitation subspace for this system has dimensionality 1, there is only one solution to the Floquet
problem in Eq. 11:
|φN1 (t)〉 = |χN1 (t)〉 = e−iNϕ(t)
(a†)N√
N !
|g〉 and εN1 = −
iNκ
2
+ χN(N − 1), (18)
where ϕ(t) =
∫ t
0
∆(t′)dt′. With this choice of Floquet states, L1→0k ,L
0→1
k ,L
2→1
k and L
1→2
k in Eqs. 14 and 16 reduce to scalars
given by:
L1→0k =
√
καk, L2→1k =
√
2καk, L1→2k =
√
2κα∗k, and L
0→1
k =
√
κα∗k (19)
where αk are the Fourier-series components of e−iϕ(t):
e−iϕ(t) =
∑
k∈Z
αke
−ikΩt. (20)
Therefore, the single-photon scattering matrix (Eq. 13) evaluates to
Sk(ν) =
∑
m∈Z
αk+mα
∗
m
i(mΩ− ν) + κ/2 . (21)
Similarly, using Eqs. 15, the two-photon scattering matrices evaluate to:
SC,1k (ω1, ω2; ν1, ν2) =
κ2
2pii
∑
P,Q
∑
p,m,n∈Z
[
αpα
∗
n+p−kαm+nα
∗
m(
i(pΩ− ωP (1)) + κ/2
)(
i(mΩ− νQ(2)) + κ/2
)P 1
ωP (2) − νQ(2) − nΩ
]
, (22a)
SC,2k (ω1, ω2; ν1, ν2) =
κ2
pi
∑
P,Q
∑
p,m,n∈Z
[
αpαm−p+kα∗n−mα
∗
m(
i(pΩ− ωP (1)) + κ/2
)(
i(nΩ + 2χ− ν1 − ν2) + κ
)(
i(mΩ− νQ(2)) + κ/2
)],
(22b)
Numerical studies of the single and two-photon transport through a modulated Kerr cavity with ∆(t) = ∆0 sin Ωt are shown
Figure 2. Figure 2a shows the total single-photon transmission T (ν) =
∑
k∈Z |Sk(ν)|2 through the cavity for slow modulation
(Ω κ) and fast modulation (Ω κ) of its resonant frequency. In the fast modulation regime, the transmission spectra shows
resonances at integer multiples of Ω with the transmission being smaller than the resonant transmission for unmodulated cavity.
9a b
FIG. 2. Single photon scattering from a modulated Kerr cavity. a. The total single-photon transmission as a function of the input frequency
ν for different modulation frequencies. b. Amplitude of scattering a single-photon at frequency ν into an output photon at frequency ν + kΩ
as a function of ν and k. ∆0 = 3κ has been assumed in all simulations.
In the slow modulation regime, moderate transmissions are achieved if the input photon is within the resonant frequencies
achieved by the periodic modulation ([−∆0,∆0]). The amplitude |Sk(ν)| of a photon at frequency ν scattering into a photon
at frequency ν + kΩ within the slow and fast modulation regime is shown in Figs. 2b. We point out that the single-photon
transmissions obtained here are unaffected by the non-linearity χ in the cavity mode — they are identical to the classical
transmission that would be obtained through a linear cavity with the same modulation [37].
The connected part of the two-photon scattering matrix corresponding to the kth side-band under excitation by two photons
at frequencies ν1 = ν2 = 0, SCk (ω1, ω2; ν1 = 0, ν2 = 0), is shown in Fig. 3. Since the output frequencies ω1 and ω2 of the
two photons emitted into this sideband are constrained to satisfy ω1 + ω2 = kΩ, they can be completely parametrized by their
frequency different δ = ω1 − ω2. As can be seen from Fig. 3 — the amplitude of the connected part increased on increasing
the nonlinearity χ. This is intuitively expected since the connected part captures the photon-photon interactions induced by
the localized system. Furthermore, we note that there is an asymmetry in the amplitudes of the connected part corresponding
to k = 1 and k = −1 — this can be attributed to the fact that the nonlinearity χ results in an increase in the cavity resonant
frequency with the number of photons in the cavity and thus has larger contribution to one side-band as opposed to the other.
Indeed, in the two-level system limit (χ→∞), it can be seen from Fig. 3 that both the sidebands have identical connected part
amplitudes.
15 10 5 0 5 10 15
Frequency difference [ ]
0.0
0.2
0.4
0.6
|SC1( /2 /2, /2 /2; 0, 0)|2
= 0.2
= 1.0
= 5.0
15 10 5 0 5 10 15
Frequency difference [ ]
0.0
0.2
0.4
0.6
0.8
|SC0 ( /2, /2; 0, 0)|2
= 0.2
= 1.0
= 5.0
15 10 5 0 5 10 15
Frequency difference [ ]
0.0
0.2
0.4
0.6
|SC1 ( /2 + /2, /2 + /2; 0, 0)|2
= 0.2
= 1.0
= 5.0
FIG. 3. Two photon scattering from cavity with Kerr non-linearity: The connected part of the two-photon scattering matrix for the
k = −1, 0, 1 sidebands with the two input photons being at ν1 = ν2 = 0 as a function of the frequency difference δ between the output
photons. Note that the two output photon scattered into the kth sideband are constrained have a mean frequency of kΩ/2. Parameter values of
Ω = 2.5κ and ∆0 = 3κ have been assumed in all simulations.
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IV. GEOMETRIC PROPERTIES IN SLOWMODULATION REGIME
In a number of physical systems, the modulation period is significantly smaller than the timescale of evolution of the localized
system [38, 39]. Such systems are considered to be in the slow modulation regime and have been a subject of significant
theoretical interest. In particular, for closed quantum systems, observables such as the Berry phase [40] can be defined which
only depend on the geometry of the Hamiltonian being modulated and are independent of the modulation being applied to the
Hamiltonian. In this section, we study scattering from a slowly modulated quantum system. In particular, it is shown that the
equal time N−photon correlation function, to the zeroth order in modulation frequency, is equal to the time-average of the
instantaneous correlation function obtained by assuming the system to be time independent. Furthermore, we show that the
first-order correction to the N−photon correlation function is purely geometric in nature i.e. it is independent of the precise form
of the modulation applied on the Hamiltonian.
We consider a localized system with Hamiltonian dependent on a set of parameters p = {p1, p2 . . . pM}: Hs(p). These
parameters are varied along a closed loop C within the space of allowed parameters periodically to yield a Hamiltonian
Hs(t) = Hs(p(t)). The equal-time N−photon correlation GN (ν) at frequency ν is defined in terms of the N−photon scattering
matrix via:
GN (ν) =
1
N !T
∫ T
0
∣∣∣∣ ∫ ∞−∞· · ·
∫ ∞
−∞
S(ω1, ω2 . . . ωN ; ν, ν . . . ν)
N∏
i=1
e−iωitdωi
∣∣∣∣2dt, (23)
or equivalently in terms of the N−excitation Green’s function via:
GN (ν) =
1
N !T
∫ T
0
∣∣∣∣ ∫ ∞−∞· · ·
∫ ∞
−∞
G(t, t . . . t; s1, s2 . . . sN )
N∏
i=1
e−iνsidsi
∣∣∣∣2dt. (24)
For N = 1, from Eq. 13 this correlation function is identical to the total transmission
∑∞
k=−∞ |Sk(ν)|2 through the localized
system. For N ≥ 2, this correlation function can be measured with N−photon coincidence counts on the emission from the
localized system.
We now consider the calculation of a perturbative expansion for GN (ν) with respect to Ω. As is shown in appendix D, it
follows from the definition of the N−excitation Green’s function that
1
N !
∫ ∞
−∞
· · ·
∫ ∞
−∞
G(t, t . . . t; s1, s2 . . . sN )
N∏
i=1
e−iνsidsi = e−iNνt
[
G(0)N (p(t); ν) + G(1)N (p(t); ν) ·
dp(t)
dt
+O(Ω2)
]
, (25a)
where G(0)N (p; ν) is zeroth order in the modulation frequency Ω and is given by:
G(0)N (p; ν) = (−i)N 〈g|LN
[ 1∏
n=N
(Hneff(p)− nν)−1L†
]
|g〉 (25b)
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and G(1)N (p; ν), also zeroth order in Ω, is given by:
G(1)N (p; ν) = (−i)N−1
N∑
k=1
〈g|LN
[ k+1∏
n=N
(Hneff(p)− nν)−1L†
]
(Heff(p)− kν)−1∇p
[ 1∏
n=k
(Hneff(p)− nν)−1L†
]
|g〉. (25c)
Here Hneff(p) is the n−excitation effective Hamiltonian as a function of the parameters p. The equal-time N−photon correlation
function can now be expanded into a perturbative series in Ω: GN (ν) = G
(0)
N (ν) + ΩG
(1)
N (ν) +O(Ω
2) where both G(0)N (ν) and
G
(1)
N (ν) are zeroth order in Ω. It follows from Eqs. 24 and 25 that the zeroth order contribution G
(0)
N (ν) is given by:
G
(0)
N (ν) =
∫ T
0
∣∣G(0)N (p(t); ν)∣∣2 dtT . (26)
It can be noted that |G(0)N (p; ν)|2 is the equal-time N−photon correlation function that would be measured from the emission of
a time-independent localized system with Hamiltonian Hs(p) and consequently to zeroth order GN (ν) is simply a time-average
of the instantaneous correlation function |G(0)N (p; ν)|2. Furthermore, G(0)N (ν) is dynamical in nature i.e. it is dependent on the
precise modulation of the parameters p. The first order contribution, G(1)N (ν), is given by:
G
(1)
N (ν) =
1
pi
Re
[ ∫ T
0
[G(0)N (p(t); ν)]∗G(1)N (p(t); ν) · dp(t)dt dt
]
=
1
pi
Re
[ ∮
C
(G(0)N (p; ν))∗G(1)N (p; ν) · dp]. (27)
It can immediately be seen that the first order correction G(1)N (ν) is completely geometric in nature i.e. it only depends on the
loop C in the parameter space that the parameters p trace during modulation.
As an illustrative example, we consider scattering from a Jaynes Cumming system formed by coupling a cavity with resonant
frequency ωc to a two-level system at frequency ωe:
Hs(g) = ωeσ
†σ + ωca†a+ (gaσ† + g∗a†σ), (28)
where we modulate the complex cavity-TLS coupling strength g periodically as a function of time to obtain a time-dependent
Hamiltonian. We assume that this system coupled to the bosonic bath with through the cavity mode i.e. L =
√
κ/2 a where κ is
the decay rate of the cavity. We consider three different modulations of g as depicted in Fig. 4a which traverse the same loop
in the complex plane per period. The shaded regions in Fig. 4a indicate the rate of change of g with time at different points
on the loop. Figure 4b shows the zeroth and first order contributions to the transmission spectrum T (ν) = G1(ν) for the three
different choices of g(t). We clearly see that the zeroth order contribution T (0)(ν) is dependent on the time-dependence of the
modulation applied on g whereas the first order contribution T (1)(ν) is identical for the three different modulation schemes i.e. it
is completely geometric in nature. A similar behavior can be seen for the zeroth and first order contributions to the equal-time
two-photon correlation.
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a b
c
FIG. 4. Scattering from a slowly modulated Jaynes Cumming system: a. Modulation trajectories considered in our calculations — the
dashed line indicates the loop in the complex plane along which the cavity-TLS coupling constant g is varied in one modulation period. The
thickness of the colored shaded region around any point on the loop indicates how fast g is changing at that point. b. Zeroth order and first
order contribution to the total single-photon transmission T (ν) = G1(ν) through the Jaynes Cumming system as a function of the input
frequency ν. c. Zeroth order and first order contribution to the equal-time two photon correlation G2(ν) in the output of the Jaynes Cumming
system as a function of the input frequency ν.
V. CONCLUSION
In this paper, we studied scattering of photons from periodically modulated quantum systems. A procedure for constructing
N−photon scattering matrices and relating them to the Floquet decomposition of the effective Hamiltonian of the quantum
system was outlined. Furthermore, we studied the properties of the equal time N−photon correlation function in the slow
modulation regime and show that the first order correction with respect to the modulation frequency is completely geometric
in nature. The formalism and results presented in this paper are of fundamental interest in the study of time-dependent open
systems as well as for simulating quantum systems relevant for building quantum information processing systems.
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Appendix A: Photon number conservation by the scattering matrix
Let Πns be the projector onto the n
th excitation subspaceHns . The excitation number operator µs can be constructed from Πns
via:
µs =
∞∑
n=0
nΠns . (A1)
By construction, µs = µ†s and µs|φ〉 = n|φ〉 for |φ〉 ∈ Hns . Additionally
[L, µs] = L. (A2)
To see this, suppose |φ〉 ∈ Hns for any n ≥ 1 then L|φ〉 ∈ Hn−1s . Therefore,
Lµs|φ〉 = nL|φ〉 and µsL|φ〉 = (n− 1)L|φ〉 =⇒ [L, µs]|φ〉 = L|φ〉. (A3)
Furthermore, for |φ〉 ∈ H0s , since µs|φ〉 = 0 and L|φ〉 = 0 it follows that [L, µs]|φ〉 = 0 = L|φ〉. This shows that the operators
L and µs satisfy Eq. A2
Finally, consider the excitation number operator µ for the full system constructed by adding µs with the photon number
operator for the two baths,
µ = µs +
∑
l∈{a,b}
∫ ∞
−∞
l†ωlωdω. (A4)
From the commutator [L, µs] = L it follows that [H(t), µ] = 0 i.e. the observable corresponding to µ is a conserved quantity.
Since a state with N photons in the bosonic baths and the system in |g〉 is an eigenstate of µ with eigenvalue N , this conservation
law immediately implies that it can only scatter into a state with N photons in the bosonic baths.
Appendix B: Relating the scattering matrix elements to the Green’s function
In this appendix, we derive the relationship between the Green’s function G(t1, t2 . . . tN ; s1, s2 . . . sN ) and the scattering
matrix element S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) (Eq. 5). Using the fact that Hs(t)|g〉 = 0 and L|g〉 = 0, it follows from
Eq. 1 that H(t)|g; vac〉 = 0. Noting that the propagator U0(tf , ti) with respect to the Hamiltonian H0(t) (Eq. 4) satisfies
U0(ti, tf )lωU0(tf , ti) = lωe
−iω(tf−ti) ∀ l ∈ {a, b}, the scattering matrix element S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) can be
expressed as:
S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN ) = e
−iφ(t0) lim
t+→∞
t−→−∞
ei
∑N
i=1(ωit+−νit−)〈g; vac|T
[( N∏
i=1
bωi(t+)
)( N∏
i=1
a†νi(t−)
)]
|g; vac〉,
(B1)
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where aν(t−) = U(t0, t−)aνU(t−, t0) and bω(t+) = U(t0, t+)bωU(t+, t0) with U(·, ·) being the propagator with respect to
the Hamiltonian H(t) (Eq. 1) and T [·] indicates a time-ordering with respect to its arguments. Note that since t+ ≥ t−, this
time-ordering is effectively an identity operation in Eq. B1. Next, we use the Heisenberg equations of motion for aν(t) and bω(t)
— from Eq. 1, it follows that:
d
dt
aν(t)
bω(t)
 = −i
νaν(t)
ωbω(t)
+ 1√
2pi
L(t)
L(t)
 (B2)
These equations of motion can easily be integrated from t− to t+ to yield the following:
a†ν(t−) = a
†
ν(t+)e
−iν(t+−t−) −
∫ t+
t−
L(s)e−iν(s−t−)
ds√
2pi
(B3a)
bω(t+) = bω(t−)e−iω(t+−t−) +
∫ t+
t−
L(t)e−iω(t+−t)
dt√
2pi
(B3b)
Substituting Eq. B3b into Eq. B1 and noting that any term with bωi(t−) goes to 0 since the time-ordering operator places it to the
right of L(t) ∀ t ∈ (t−, t+), bωi(t−) commutes with aνi(t−) and annihilates |g; vac〉, we obtain:
S(ω1, ω2 . . . ωN ; ν1, ν2 . . . νN )
= e−iφ(t0) lim
t+→∞
t−→−∞
∫ t+
t−
· · ·
∫ t+
t−
〈g; vac|T
[( N∏
i=1
L(ti)
)( N∏
i=1
a†νi(t−)
)]
|g; vac〉
N∏
i=1
eiωiti
dti√
2pi
(B4)
Similarly, substituting Eq. B3a into Eq. B4 and noting that any term with aνi(t+) goes to 0 since the time-ordering operator
places it to the left of L(t), L(t) ∀ t ∈ (t−, t+) and that a†νi(t+) annihilates 〈g; vac|, we obtain the result in Eq. 5.
Appendix C: Scattering matrix calculation
1. Single-photon scattering matrix
The starting point for the calculation of the single-photon scattering matrix is the evaluation of the single-photon Green’s
function which is given by:
G(t; s) = 〈g|T [L˜(t)L˜†(s)]|g〉 = 〈g|LU1eff(t, s)L†|g〉Θ(t ≥ s). (C1)
Using the Floquet decomposition of U1eff(t, s) (Eq. 12), this can be expressed as:
G(t; s) =
(
L1→0(t)D
[
e−iλ
1(t−s)]L0→1(s))Θ(t ≥ s), (C2)
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where L1→0(t) is a row-vector and L0→1(s) is a column-vector, and their elements are given by:
[
L1→0(t)
]
n
= 〈g|L|φn(t)〉 and
[
L0→1(s)
]
= 〈χ1n(s)|L†|g〉 (C3)
We note that L1→0k and L
0→1
k defined in Eq. 14 of the main text are simply the Fourier series coefficients of L
1→0(t) and L0→1(s)
respectively:
L1→0(t) =
∑
k∈Z
L1→0k e
−ikΩt and L0→1(s) =
∑
k∈Z
L0→1k e
ikΩs. (C4)
From Eqs. 5, C1 and C4, it follows that the single-photon scattering matrix S(ω; ν) is given by Eq. 13 in the main text.
2. Two-photon scattering matrix
The two-excitation Green’s function G(t1, t2; s1, s2), given by Eq. 7 with N = 2, is symmetric under the swap operations
t1 ↔ t2 and s1 ↔ s2. Defining G(t1, t2; s1, s2) = G(t1, t2; s1, s2)Θ(t1 ≥ t2 and s1 ≥ s2), it follows that:
G(t1, t2; s1, s2) =
∑
P,Q
G(tP (1), tP (2); sQ(1), sQ(2)), (C5)
where P,Q are permutations of the two-element set {1, 2}. It thus follows from Eq. 5 that:
S(ω1, ω2; ν1, ν2) =
∑
P,Q
e−iφ(t0)S(ωP (1), ωP (2); νQ(1), νQ(2)), (C6)
where
S(ω1, ω2; ν1, ν2) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
G(t1, t2; s1, s2)
2∏
i=1
ei(ωiti−νisi)
dtidsi
2pi
. (C7)
From Eq. 7, it follows that:
G(t1, t2; s1, s2) = G1(t1, t2; s1, s2) + G2(t1, t2; s1, s2), (C8)
where
G1(t1, t2; s1, s2) = 〈g|L(t1)L†(s1)L(t2)L†(s2)|g〉Θ(t1 ≥ s1 ≥ t2 ≥ s2)
= 〈g|LU1eff(t1, s1)L†|g〉〈g|LU1eff(t2, s2)L†|g〉Θ(t1 ≥ s1 ≥ t2 ≥ s2) (C9a)
G2(t1, t2; s1, s2) = 〈g|L(t1)L(t2)L†(s1)L†(s2)|g〉Θ(t1 ≥ t2 ≥ s1 ≥ s2) (C9b)
= 〈g|LU1eff(t1, t2)L†U2eff(t2, s1)LU1eff(s1, s2)L†|g〉Θ(t1 ≥ t2 ≥ s1 ≥ s2). (C9c)
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Using the Floquet decomposition of U1,2eff (t, s) (Eq. 12), it follows that:
G1(t1, t2; s1, s2) =(
L1→0(t1)D
[
e−iλ
1(t1−s1)]L0→1(s1))(L1→0(t2)D[e−iλ1(t2−s2)]L0→1(s2))Θ(t1 ≥ s1 ≥ t2 ≥ s2), (C10a)
G2(t1, t2; s1, s2) =(
L1→0(t1)D
[
e−iλ
1(t1−t2)]L2→1(t2)D[e−iλ2(t2−s1)]L1→2(s1)D[e−iλ1(s1−s2)]L1→0(s2))Θ(t1 ≥ t2 ≥ s1 ≥ s2), (C10b)
where L1→0(t),L0→1(s) are defined in Eq. C3 and L2→1(t), L1→2(s) are matrices with elements
[
L2→1(t)
]
m,n
= 〈χ1m(t)|L|φ2n(t)〉 and
[
L1→2(s)
]
m,n
= 〈χ2m(s)|L†|φ1n(s)〉. (C10c)
It can be noted that L2→1k and L
1→2
k defined in Eq. 16 of the main text are simply the Fourier series coefficients of L
2→1(t) and
L1→2(s):
L2→1(t) =
∑
k∈Z
L2→1k e
−ikΩt and L1→2(s) =
∑
k∈Z
L1→2k e
ikΩs. (C11)
Using Eq. C10 to evaluate the integral in Eq. C7, we obtain:
S(ω1, ω2; ν1, ν2) =
∑
k∈Z,
j∈{1,2}
Sjk(ω1, ω2; ν1, ν2)δ(ω1 + ω2 − ν1 − ν2 − kΩ), (C12a)
where
S1k(ω1, ω2; ν1, ν2) =
1
2pii
∑
p,m,n∈Z
[
L1→0p D
(
1
i(λ1 − ω1 + pΩ)
)
L0→1n+p−k
(
1
i(ω2 − ν2 − nΩ)− i0+
)
L1→0m+nD
(
1
i(λ1 − ν2 +mΩ)
)
L0→1m
]
, (C12b)
S2k(ω1, ω2; ν1, ν2) =
1
2pi
∑
p,m,n∈Z
[
L1→0p D
(
1
i(λ1 − ω1 + pΩ)
)
L2→1n−p+kD
(
1
i(λ2 − ν1 − ν2 + nΩ)
)
L1→2n−mD
(
1
i(λ1 − ν2 +mΩ)
)
L0→1m
]
. (C12c)
The full two-photon scattering matrix can be constructed from Eqs. C6 and C12. To explicitly extract the connected part of the
two-photon scattering matrix, we note that 1/(x− i0+) = P(1/x) + piδ(x) — the connected part of the scattering matrix can
thus be obtained by replacing 1/(x − i0+) by P(1/x) in the resulting expressions for the scattering matrix. This yields the
results in Eq. 15 in the main text.
Finally, we show that SC,1k (ω1, ω2; ν1, ν2) defined in Eq. 15 is not singular despite containing the principle parts. We begin by
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rewriting it as
SC,1k (ω1, ω2;ν1, ν2) =
∑
P,Q
∑
n∈Z
Sk−n(ωP (1) − (k − n)Ω)Sn(νQ(2))P 1
ωP (2) − νQ(2) − nΩ ,
=
∑
n∈Z
2∑
i=1
[
Sk−n(ωi − (k − n)Ω)Sn(ν¯i)P 1
ω¯i − ν¯i − nΩ + Sk−n(ω¯i − (k − n)Ω)Sn(νi)P
1
ωi − νi − nΩ
]
=
∑
n∈Z
2∑
i=1
[
Sn(ωi − nΩ)Sk−n(ν¯i)P 1
ω¯i − ν¯i − (k − n)Ω + Sk−n(ω¯i − (k − n)Ω)Sn(νi)P
1
ωi − νi − nΩ
]
(C13)
where λ¯1,2 = λ2,1 for λ ∈ {ω, ν} and Sk(ν) is the scattering amplitude of a single-photon at frequency ν into frequency ν + kΩ
defined in Eq. 13. We note that since the arguments of SC,1k are constrained to satisfy ω1 + ω2 − ν1 − ν2 = kΩ, it follows that:
SC,1k (ω1, ω2; ν1, ν2) =
∑
n∈Z
2∑
i=1
[
Sn(νi − (νi − ωi + nΩ))Sk−n(ν¯i)− Sk−n(ν¯i + (νi − ωi + nΩ))Sn(νi)
]
P 1
νi − ωi + nΩ
(C14)
Noting that
Sn(ν − δ)Sm(ν¯)− Sn(ν)Sm(ν¯ + δ) = Mn,m(ν, ν¯, δ)δ (C15)
where Mn,m(ν, ν¯, δ), defined below, is a smooth and finite function of its arguments:
Mn,m(ν, ν¯, δ) =
∑
i,j
∑
p,q∈Z
[
L0→1p
]
i
[
L1→0p+n
]
i
[
L0→1q
]
j
[
L1→0q+m
]
j
(λ1j + λ
1
i + (p+ q)Ω− ν¯ − ν)
(λ1i + pΩ− (ν − δ))(λ1j + qΩ− ν¯)(λ1i + pΩ− iν)(λ1j + qΩ− (ν¯ + δ))
, (C16)
it follows that
SC,1k (ω1, ω2; ν1, ν2) =
∑
n∈Z
2∑
i=1
Mn,k−n(νi, ν¯i; νi − ωi + nΩ). (C17)
This shows that SC,1k (ω1, ω2; ν1, ν2) is indeed a well defined and finite function of the input and output frequencies subject to the
constraint ω1 + ω2 − ν1 − ν2 = kΩ.
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Appendix D: Equal time N -photon correlation function in slow modulation regime
In this appendix, we provide a derivation of Eq. 25 of main text. Noting that the N−excitation Green’s function
G(t1, t2 . . . tN ; s1, s2 . . . sN ) is symmetric under permutation of the times s1, s2 . . . sN , it follows that:
1
N !
∫ ∞
−∞
· · ·
∫ ∞
−∞
G(t, t . . . t; s1, s2 . . . sN )
N∏
i=1
e−iνsidsi =
∫ ∞
−∞
· · ·
∫ s3
−∞
∫ s2
−∞
G(t, t . . . t; s1, s2 . . . sN )
N∏
i=1
e−iνsidsi. (D1)
Furthermore, from Eq. 7, we obtain that if s1 ≤ s2 · · · ≤ sN then:
G(t, t . . . t; s1, s2 . . . sN ) = 〈g|LN
[ 1∏
n=N
Uneff(sn+1, sn)L
†
]
sN+1=t
|g〉 (D2)
To proceed further, we consider the evaluation of
∫ t
−∞
Uneff(t, s)O(s)e
−iνsds, (D3)
where O(s) is a time-dependent operator which is assumed to be slowly varying. Since Uneff(t, s) is the propagator corresponding
to the Hamiltonian Hneff(t), it follows that:∫ t
−∞
Uneff(t, s)O(s)e
−iνsds = −i
∫ t
−∞
[
∂
∂s
(
Uneff(t, s)e
−iνs)](Hneff(s)− ν)−1O(s)ds. (D4)
Applying integration by parts, we obtain:
∫ t
−∞
Uneff(t, s)O(s)e
−iνsds = −i(Hneff(t)− ν)−1O(t)e−iνt + i
∫ t
−∞
Uneff(t, s)
∂
∂s
[
(Hneff(s)− ν)−1O(s)
]
e−iνsds. (D5)
Repeating a similar calculation for the integral on the right of Eq. D5 and neglecting terms that are second order in the derivatives
of Hneff(t) and O(t), we obtain:∫ t
−∞
Uneff(t, s)O(s)e
−iνsds ≈ −i(Hneff(t)− ν)−1O(t)e−iνt + (Hneff(t)− ν)−1
∂
∂t
[
(Hneff(s)− ν)−1O(s)
]
e−iνt (D6)
Repeated application of this to the integral in Eq. D1 together with neglecting any terms that second order or higher in the
derivatives of effective Hamiltonian, we obtain the result in Eq. 25.
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