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Abstract 
Job-shop production can be very complex and extremely volatile, especially when part variability is high and orders require an increasingly 
large amount of processing steps. Achieving a manufacturing performance that is robust against volatilities is of great importance in such 
systems. We therefore develop an early indication system to detect potentially problematic situations (e.g. processing delays) in a job-shop and 
to forecast a set of key performance indicators with the aim of increasing the robustness of manufacturing performance by improved reaction 
possibilities. We compare the results predicted by the early indication system with a discrete-event simulation. Our findings show that 67.8% of 
the processes that developed issues in the simulated environment were detected by the system beforehand, while the schedule deviation 
forecasting had an error rate of 34.4%. 
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1. Introduction 
A job-shop is a manufacturing organization principle 
consisting of machines being clustered based on the 
operations they perform [1]. Although the trend goes towards 
more automatized manufacturing organization principles, 
certain types of production facilities (e.g. manufacturing of 
products with high variance and low production volume) 
cannot be transformed due to the complexity and uniqueness 
of the items produced. Therefore it is necessary to consider 
the challenges that these systems are faced with, one of the 
major ones being low manufacturing performance [2]. 
Possible causes for such low manufacturing performance 
values can be process disruptions, such as subtle changes in 
part geometry, different machine characteristics, machine 
breakdowns or process specific delays, all contributing to the 
increasing challenge of accurately predicting the future 
running state of a job-shop. In a job-shop in which process 
disruptions can be predicted accurately, preventive measures 
can be implemented and thus the manufacturing performance 
robustness against disruptions is increased. Yet predicting 
potential disruptions in job-shops is not trivial, since a 
multitude of internal and external factors influence the 
production process.  
The aim of this paper is to develop an early indication 
system to detect critical situations within a job-shop 
environment. Based on historical data from a real case job-
shop that produces large scale press tools (dies), the early 
indication system generates a consensus that predicts the 
value of a set of key performance indicators (cost fulfilment, 
failure rate, additional work content, schedule deviation, 
schedule adherence) for a given time period in the future. 
This enables us to see how the performance of the system 
develops in the upcoming time period and to identify the 
possibly problematic orders that cause the respective 
performance level.  
The results predicted by the early warning system are then 
compared to the prediction results of a simulation model. The 
orders that are subject to disruptions in the simulation are 
recorded and compared to the critical orders identified by the 
early indication system. 
© 2014 Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
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The remainder of the paper will be structured as follows. 
The second section reviews existing literature on early 
indication systems, forecasting methods and manufacturing 
performance robustness in job-shops. In the third section, the 
concept for the early-indication system is introduced. 
Subsequently, a case study where the early indication system 
is applied to a real job-shop scenario is presented in section 
four. The fifth section compares the prediction results from 
the early indication system to those of a discrete-event 
simulation. Finally, the results are discussed and a conclusion 
towards the method is provided. 
2. State of the art 
2.1. Early indication systems 
Early indication or early warning systems are algorithms 
that process a set of input information, predict the future state 
of the system and, based on the pre-determined constraints, 
alert the designated user about a possible breach of the set 
limits [3]. An efficient early indication system should be able 
to warn the responsible manager early enough in order for 
changes to the system to still be possible and the foreseen 
critical situations to be avoided.  
Early indication systems are generally applicable and have 
not been used originally in production or logistic systems [4]. 
Previously, such early warning techniques have been 
developed to detect mostly nature-related hazards. Scientists 
developed a system that had the purpose of detecting and thus 
preventing forest fires [5]. They observed that a simple 
forecasting based on the analysis of environmental factors 
would not lead to accurate results and therefore included an 
adjustment routine that regulated the analysis based on the 
particular characteristics of each forest. This led to an 
increase of the effectiveness of their developed early 
indication system  
Furthermore, Zhao described that an important step within 
the development of an early indication system is the 
identification of risks. This is particularly difficult in business 
environments as there could potentially be a wide range of 
risks that could occur in a multitude of situations. For such 
applications, the accuracy of the prediction greatly depends 
on the complexity of the analyzed system [6].  
Nevertheless, nowadays several researchers focus on 
developing such early warning systems for the manufacturing 
areas as well. In [7] the authors develop a simulation based 
warning system that mimics the real production environment 
based on initially set parameters and use RFID technology to 
track the real-time material flow and then trigger various 
events within the early warning system. 
2.2. Forecasting of manufacturing performance in 
manufacturing 
An important part of an early warning system is its 
underlying forecasting method. Forecasting is regarded as the 
complex procedure through which the upcoming 
development of an analyzed time series is predicted based on 
an extrapolation of previously recorded data and on an 
analysis of the available planned information or future 
environmental conditions that might affect the respective 
system [4,8–10]. As portrayed in Figure 1, a forecasting 
process is usually comprised of two components: an objective 
mathematical model and subjective human input [9].  
 
Figure 1: Example forecasting framework [9] 
While the mathematical model attempts to determine a 
pattern in the recorded system data, the judgmental analysis 
attempts to identify influences between the system 
performance and documented environmental conditions [8].  
In the context of manufacturing, several approaches have 
been introduced to forecast different aspects of manufacturing 
performance. In [11], a forecasting approach for job-shop 
flow time prediction and tardiness control is introduced. The 
authors evaluate several order dispatching rules to determine 
which has a positive influence on the accuracy of the forecast 
of flow time and therefore better predict the tardiness of 
orders. A more advanced approach is described by Asadzadeh 
[10] who develops an algorithm that combines artificial 
neural network theory with a blend of conventional and fuzzy 
regression. The algorithm described has the role of improving 
the accuracy of lead time forecasting within a manufacturing 
environment.  
2.3. Manufacturing performance robustness in job-shops 
Robustness, in general, can be described as a system 
characteristic, which “enables the system to maintain its 
functionalities against external and internal perturbations” 
[11]. As complexity and fluctuating influence factors in 
manufacturing systems are increasing (e.g. volatile demand or 
supply rates), the ability to maintain functionality in the face 
of external and internal perturbations seems a desirable 
attribute or target for a manufacturing system.  
An extensive body of literature that is concerned with 
robustness in job-shop manufacturing exists for robust 
scheduling [12–15]. A robust schedule is defined as “a 
schedule that is insensitive to unforeseen shop floor 
disturbances given an assumed control policy” [12]. Such 
approaches provide production schedules that anticipate 
potential fluctuations and disturbances and thus result in a 
better performance under uncertainty. To measure the 
robustness of the production schedules, performance 
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indicators such as average float time [12], tardiness [13], 
combinations of tardiness and makespan [14] are analyzed 
under disturbances such as machine breakdowns. 
As already introduced in previous works [16], we define a 
manufacturing system to be robust when the manufacturing 
performance does not significantly deteriorate in the face of 
fluctuations and disturbances. Contrary to the robust 
scheduling approaches, our aim is not the development of a 
robust schedule, but to render the manufacturing performance 
of the job-shop robust against fluctuations by introducing a 
control policy. We therefore suggest measuring the 
manufacturing performance robustness using operational 
performance measures such as tardiness or throughput time. 
3. Early indication system for detection of critical 
situations  
The system developed within this paper primarily aims at 
creating an as accurate as possible overview of the future 
state of the respective analyzed system and serve as a 
facilitator in the decision making during the planning 
procedure. The first part of our suggested early indication 
system deals with the detection of possible upcoming critical 
situations within the job-shop. To identify upcoming process 
entries that could develop issues and thus to release a 
warning, past data is analyzed and complimented with 
planned orders and their characteristics. As job-shops 
produce mostly unique parts or products in very small 
batches, there is a general uncertainty towards how a machine 
would perform when processing a specific part. However, 
there are connections between particular part families that 
develop similar issues during certain processes. Such 
associations are specific to each individual job-shop, resulting 
in the need for an initial analysis at the time of 
implementation of the early indication system. Once these 
part families have been established, the average deviation and 
the frequency of deviation from the manufacturing 
performance indicators are calculated. Our approach focuses 
on only one performance indicator, namely the schedule 
deviation (TA).  
                                                                 (1) 
It shows the scale of the deviation of orders from the 
determined production plan by measuring either the delay or 
earliness (li) after they have been processed on the machine. 
Based on experience of the analyst and particularities of each 
individual part family, thresholds need to be defined to 
determine at which point a deviation becomes critical for the 
production facility.  
The second sub-section of the early indication system 
consists of a forecasting consensus of an assortment of 
indicators that are required by the performance analysis of the 
respective system. Within the prognosis consensus, one has 
the option of including as many forecasting methods as 
desired. The early indication system suggested here includes 
the two most common techniques: moving average and 
exponential smoothing. Despite the modern advancements in 
the field, forecasting results will always be incorrect as they 
are merely an approximation of the future [8,9]. Therefore, 
one must always assume the imperfection of the prognosis 
results and determine the accuracy of the prognosis before 
further utilizing them. In order to determine the accuracy of a 
prognosis, one needs to calculate the forecasting error [9]. Let 
the error of a forecast (et) be defined as the arithmetic 
difference between the recorded value (Dt) and the forecasted 
value (Ft) for the given period (t). 
                                                   (2) 
Given that the forecast error for a significant time period 
has been calculated using Formula (2), a series of indicators 
can be then determined to establish the accuracy of the 
respective forecasting report. Christou [9] presents several 
indicators of the sort, such as mean deviation (MDt), mean 
percentage deviation (MPDt), mean absolute deviation 
(MADt) and mean absolute percentage deviation (MAPDt). 
However, research has identified that, in practice, MAPDt is 
mostly used as it is depicted in percentages and does not 
depend on the scale of the time series [9]. 
                                        (3) 
In some cases however, MAPDt does not reflect properly 
the forecast quality as it is very sensitive to strong 
fluctuations, hence a median value of the individual forecast 
errors is calculated. When using the mean or median absolute 
percentage deviation to determine the accuracy of a 
forecasting report, the following scale can be used to 
determine the level of precision of the used prognosis method 
[9]: 
Table 1: Accuracy of a forecasting method based on the MAPD 
scale level of precision 
            MAPDt < 10% excellent 
10% < MAPDt < 20% good 
20% < MAPDt < 30% moderate 
            MAPDt > 30% poor 
 
One of the most well-known and appreciated quantitative 
forecasting methods is the moving average technique. It is 
represented by a mathematical method that determines the 
future value of a time series based on the M most recent 
observations [17]. In order to be most accurate, this technique 
needs to be adjusted to the specifics of each time series. If the 
chosen M parameter is too small, then the forecast will be too 
responsive to isolated fluctuations within the time series, 
leading to inaccurate prognosis. On the other hand, if M is too 
large, then relevant fluctuations will be averaged out and the 
resulting value will not be realistic enough [18]. 
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                                                              (4) 
The moving average method has several drawbacks that 
have fuelled the research for improved forecasting technique. 
One of its downsides affects particularly the time series with 
a trend component. The forecast value will be able to depict 
the respective slope, but it will not be able to catch up with 
the trend and it will always overestimate or underestimate the 
time series [9]. 
Exponential smoothing is an extension of the moving 
average method that employs different weighting of the more 
recent time series values than the ones in the past, the weights 
decreasing according to an exponential function [8,17]. An 
advantage of this technique is that it also takes into account to 
a certain extent the deviation between the previous recorded 
and forecasted value [9]. 
                                   (5) 
Implementing an exponential smoothing technique 
requires taking into account the characteristics of the 
respective time series for the appropriate selection of the 
smoothing factor α. If the fluctuations within the data are very 
small then a low smoothing factor can be used as the previous 
forecast error becomes not significant. However, if the time 
series records high fluctuations, then a higher α value is 
recommended in order for the forecast to be more responsive 
to the time series variations and increase the accuracy of the 
prognosis [17]. 
Depending on the analyzed system, each of the two 
methods needs to be calibrated accordingly in order for the 
forecast to be as accurate as possible. As a result, one needs 
to adjust the M parameter or the smoothing factor, 
respectively, in accordance with the characteristics of each 
system and thus obtain a better forecasting result. The 
consensus is created through a weighted average of the 
predicted results as obtained from the chosen forecasting 
methods. The weights of each value (wi) are determined by 
the size of forecasting error of its respective method 
(MAPDt), with n being the number of forecasting methods, 
which is shown in equation 6. 
                                                    (6) 
Hence, the lower the forecasting error of a certain method, 
the higher its influence is in the overall prediction report. 
Nevertheless, if a method presents significantly high error 
rates, the exclusion from the consensus is strongly 
recommended.  
  
4. Application on a die manufacturing job-shop 
4.1. Parameterizing the early indication system 
The early indication system described in section 3 has 
been applied to a real dataset originating from a mechanical 
production job-shop within the automotive industry. The 
environment consists of 29 machines that are separated in 7 
groups according to the operation they perform (milling, 
turning, grinding etc.) [19] and produce small to medium-
sized metal components that are further assembled to 
construct complete dies (press-tools). For the analysis, 24 
weeks of production data have been exported and prepared, 
summarizing into 7287 process entries. 
  
 
Figure 2: Overview of the studied job-shop 
Implementing the developed method is performed in two 
major steps: calibrating and introducing the forecasting 
methods within the prognosis report/consensus and 
configuring the detection algorithm for critical situations 
within the job-shop. For the purpose of the current analysis, 
only the two most common forecasting methods, moving 
average and exponential smoothing, will be used, however 
there is still the possibility of including as many and as 
complex forecasting techniques as required. 
Calibrating the moving average method means 
determining the length of the past observation period (M). 
The size of the parameter shall be identified based on each 
individual dataset according to the cyclical/seasonal pattern it 
may present. The analyzed job-shop manifested a mostly 
weekly cycle, due to the lower activity during the weekend 
period. Hence, an investigation of the better observation 
period length has been performed, testing for multiples of 7 
days.  
Table 2: Determination of the M parameter 
M 7 14 21 
MAPD (%) 47.0 50.3 47.4 
 
It can be observed from Table 2 that the forecasting 
attempt with parameter M=7 return the lowest prognosis error 
(MAPD). This means that the forecast is more accurate if it 
takes into consideration only the previous 7 days as opposed 
to a longer time period. As a result, the moving average shall 
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be forecasting the schedule deviation of the upcoming period 
based on information recorded from the previous 7 days. 
Determining an appropriate α for the exponential 
smoothing could in theory be done just by observing the data 
fluctuations. However, the analyzed job-shop presents 
isolated high fluctuations at random times and therefore a 
decision towards a low or high smoothing factor cannot be 
made. Instead, the same procedure as for the moving average 
has been performed, testing for several α values, resulting in 
the lowest error rate for a smoothing factor of 0.8, as can be 
observed in Table 3.  
Table 3: Determination of the smoothing factor 
α 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
MAPD (%) 55.9 43.6 52.6 55.9 57.1 57.0 54.8 36.5 48.7 
 
Based on the described calculation of the weighting factor 
of methods within the consensus, we now determine the 
weights of each forecasting technique according to the 
respective size of prognosis error. Thus, the moving average 
is allocated a weighting factor w1 = 0.455 and the exponential 
smoothing w2 = 0.545. Further, using the determined 
weighting factors, the upcoming schedule deviation of the 
system is calculated, as illustrated in Figure 3.  
 
 
Figure 3: Overview of the recorded and forecasted schedule deviation 
The second part of implementing the system consists of 
determining the categories in which processes can be grouped 
and the limits at which the warning should be released. This 
section is highly dependent on the particular characteristics of 
each job-shop and needs to be set up under diligent 
supervision of onsite experts. The studied job-shop produces 
unique parts, each being custom-designed to fit the purpose 
of each final assembled product. However, there are clear part 
categories that have very similar geometry and are therefore 
very likely to develop similar issues. In addition, since the 
machines are considerably different, even within the same 
resource group, we determined that the processes should be 
separated into sets according to the part type and the machine 
it is processed at. As a result, 1108 groups were identified, 
each containing on average 2.67 processes, but some up to 
even 157 process entries, as can be observed in Figure 4. 
 
 
Figure 4: Number of processes per part category 
Further, based on the part categories, an analysis was 
carried out from the historical data to determine the average 
schedule deviation and the frequency with which the 
processes within the category developed problems. A process 
is considered to be problematic if it develops a positive 
schedule deviation. It was then decided that every process 
with a frequency of deviation of more than 80% or with an 
average schedule deviation of more than one shop calendar 
day (SCD) should be considered as a group that is likely to 
develop problems. Following, based on the identified possible 
problematic groups, the future planned processes were linked 
and it was determined that 19 of the planned processes to be 
produced in the upcoming two weeks have a likelihood of 
more than 90% of developing an issue. These processes will 
be further investigated during the simulation stage to 
determine if in fact they are problematic or not. 
4.2. Simulation model description and results 
Apart from the traditional methods described, Christou 
mentions that there are also other, more complex techniques 
that one can use in order to forecast the future state of a time 
series, such as simulation or artificial neural networks [9]. To 
assess the quality of the prediction results of the time series 
method, a simulation model has been developed that also 
predicts problematic orders. The model is using discrete-
event simulation with the architecture and process data 
obtained from the studied job-shop.  
The simulation is designed in such a manner to replicate as 
accurately as possible the real job-shop. As a result, every 
process is released in the system as planned and routed to the 
exact machines and in the same sequence as determined by 
the order plan. Since every part is unique, a generic work 
content figure per machine cannot be used. However, the 
production feedback and plan data does contain exact work 
content figures that have been used within the simulation. 
Each machine has a buffer that sorts the orders based on the 
earliest due date, as for the most urgent orders to be favored. 
Furthermore, the modeled machines have implemented shift 
schedules to mimic as closely as possible the reality.  
The simulation procedure consists of an initial warm-up of 
the system for 21 weeks, followed by a run of the planned 
orders for the upcoming week. All the parameters of the 
processes have been recorded in table form and exported at 
the end of the routine to be analyzed.  
The simulation revealed that for the analyzed time window 
28 processes developed problems leading to a positive 
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schedule deviation and thus, bad performance. Out of the 28 
processes, 19 were previously detected by the system, while 
the other 9 were categorized with low likelihood of becoming 
critical, yet still developed problems. Therefore, the 
developed early indication system was able to detect 67.8% 
of the upcoming problematic orders. This shows that the 
developed logic has potential of correctly identifying possibly 
problematic processes, yet there exists potential for 
improvement.  
Furthermore, the forecasting consensus calculated within 
the system was compared to the results obtained from the 
simulation. The increasing deviation trend was indeed 
confirmed, however the method was not able to predict the 
scale of deviation grow. In comparison with the simulation, 
the forecast report has an error rate (MAPD) of 34.4%. This 
result can indeed be categorized with rather medium to poor 
forecasting accuracy. 
 
 
Figure 5: Overview of the recorded, simulated and forecasted schedule 
deviation 
The presented approach, although not demonstrating a 
high accuracy, shows that even with basic and inaccurate 
forecasting methods, one is still able to improve the precision 
of the final prognosis report, just by combining the results 
within the consensus. Furthermore, since the method is so 
versatile, one can customize it to accommodate more accurate 
forecasting methods or implement techniques that fit the 
particular characteristics of each job-shop environment in 
particular. Nevertheless, comparing with the initial error rates 
of the individual methods, it is clearly visible that the 
inclusion within a consensus in the described manner is truly 
beneficial.  
5.  Conclusion 
Within this paper we described the development and 
application of an early indication system for detecting critical 
situations within a job-shop environment and compared the 
predicted results with those of a discrete-event simulation. 
Our study shows that the early indication system is indeed 
able to detect the majority of the upcoming critical situations 
(up to 68.7%) and that the consensus of several forecasting 
methods, weighted inversely proportional according to their 
error rates, leads to more accurate results. 
However, although the results of the final forecasting 
report were more precise than the individual methods, it is 
still to be considered to be rather poor, its error rate being 
34.4%. Furthermore, there were several processes within the 
simulation run that developed problems while running 
through the system, that where not detected by the early 
indication system. Hence, there are still processes that, 
despite the low likelihood, develop into critical situations. 
Further research into the underlying causes of these cases 
would help improve the accuracy of the early indication 
system.  
This system, through its versatility, facilitates further 
research towards improving the accuracy of both the 
forecasting of indicators and of the detection of potential 
problems. In addition, implementing the simulation routine 
results within the final prognosis report could lead to the 
lowering of the overall forecasting error and thus improve the 
accuracy of the developed system.  
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