Abstract-The performance of two Bluetooth piconets linked through a shared device is analyzed using the tools of queueing theory. We analyze both possible topologies: the master/slave (MS) bridge, in which the shared device is the master in one of the piconets and a slave in the other, and the slave/slave (SS) bridge, where the shared device is the slave in both piconets. Two scheduling policies, limited service and exhaustive service, are considered. Analytical results are derived for the probability distribution of access delay (i.e., the time that a packet has to wait before being serviced) and end-to-end delay for both intrapiconet and interpiconet bursty traffic. SS bridge has been found to offer lower access delays and local end-to-end delay than its MS counterpart, which provides lower end-to-end delay for nonlocal traffic due to the smaller number of hops (three, instead of four) for such traffic. In both topologies, exhaustive service scheduling was found to provide lower delays than the limited service one. All analytical results have been confirmed through simulations.
I. INTRODUCTION
A MONG modern wireless local area network (LAN) technologies, Bluetooth holds great promise-not only as a simple cable replacement solution, but also as a feasible solution for short range ad hoc networking [4] , [6] .
Bluetooth devices are organized in piconets, ad hoc structures that contain a master device and up to seven simultaneously active slave devices, as shown in Fig. 1(a) . Each piconet hops through the available RFs in a pseudorandom manner; the hopping sequence (also known as the channel) is determined from the Bluetooth device address of the piconet master [4] . Each channel is divided into time slots of s, which are synchronized to the clock of the piconet master. The master polls the slaves by sending them packets with appropriate identification and (when available) data; slaves can talk back to the master only when addressed, and only immediately after being addressed by the master. Master (downlink) and slave (uplink) transmissions occur in alternative slots and they use different frequencies from the hopping sequence. This scheme, known as time-division duplex (TDD), is schematically shown in Fig. 1(b) .
More complex networks may be obtained when two or more Bluetooth piconets share a device, or several of them; such a network is called a scatternet. (A Bluetooth device may be a slave in several piconets, but it can be a master in at most one piconet.) Data packets may be relayed from one network to another through the shared device, which then functions as a bridge. Depending on the exact role of the bridge device in the piconets it links, two cases may be distinguished. The bridge device may act as the master in one piconet and a slave in the other one [master/slave or MS bridge, shown in Fig. 2(a) ], or it can be a slave in both piconets it belongs to [slave/slave or SS bridge, shown in Fig. 3(a) ].
These and other characteristics mean that Bluetooth networks operate in a rather different manner from other wireless networks [4] . Consequently, detailed analyses of the performance of such networks are necessary if Bluetooth technology is to be accepted as a common standard for ad hoc voice and data networks, as is widely anticipated [16] . Yet, performance analyses of Bluetooth networks are still scarce, and most of them deal with simple networks-single piconets only. (This may be attributed, in part at least, to the fact that several important issues, such as scheduling policy and exact mode to be used for bridging, are left unspecified in the current version of the Bluetooth specification [4] .) To the best of authors' knowledge, comparative analysis of the two scatternet topologies, which is certainly more interesting as a research topic, has not been attempted so far. In this paper, we analyze and compare the performance of both Bluetooth bridge topologies with bursty traffic. Main performance indicators are mean values of various delay variables, namely, access delay when the packet is generated in the network and end-to-end delay for both local (i.e., intrapiconet) and nonlocal (interpiconet) traffic. We investigate the impact of parameters such as packet burst arrival rate, traffic locality, and the time interval between bridge exchanges on those performance indicators. We also investigate the performance of both scatternet topologies under limited service and exhaustive service scheduling. All analyses are based on the tools of queueing theory, in particular, theory of queues with vacations [3] , [15] , [19] , [20] , and verified through simulations. This approach implies the use of large (in fact, infinite) size buffers, although small buffers may be more common in practice because Bluetooth devices are assumed to be low-power devices. However, since the data traffic will be generated by the applications running on the devices themselves, the packet arrival rates will be low and buffer overflows will be rare, even with small buffers.
It should be noted that the current version of the Bluetooth specification, while it indeed introduces the concept of a scatternet, does not define a protocol for forwarding or routing data from one piconet to another [4] . In fact, because addressing schemes used in Bluetooth have only local significance, a bridging function cannot exist at all at the Bluetooth link layer. Instead, it has to be handled by higher layers of the Bluetooth protocol stack, which is likely to incur additional cost in terms of performance. Nevertheless, our analysis is still useful as it provides a theoretical lower limit on delay times and, thus, defines a reference point for future bridging protocols.
The paper is structured as follows. In Section II, we will discuss the operation of two different scatternet topologies, including scheduling policies, and explain some rather mild assumptions we have adopted. Section III presents the queueing theoretic analysis of the scatternet with an MS bridge, followed by an analogous analysis of the scatternet with an SS bridge in Section IV. Both Sections contain a detailed assessment of performance of the topologies in question, based on analytical solutions and simulation results. Our findings are discussed and compared with those of other authors in Section V. Finally, Section VI concludes the paper and presents some challenges for future research.
II. ON TOPOLOGIES AND SCATTERNET OPERATION
We will describe the operation of two scatternet topologies in more detail, first the one with an MS bridge and then the one with an SS bridge. We will also explain the performance indicators we have chosen for our analysis, and list some assumptions that are needed to obtain analytical solutions for the values of those indicators.
A. MS Bridge Operation
A generic topology of the scatternet with an MS bridge is shown in Fig. 2(a) , and its operation is schematically depicted in Fig. 2(b) . During the time interval denoted with , this device assumes the role of piconet master and services its slaves: i.e., it routes the packets from and to its slaves and queues the packets for destinations in the other piconet. At the same time and in the same fashion the master of services the slaves in its own piconet. When the interval is over, the bridge switches to piconet as a slave, and the packets queued in the master are sent to the bridge, while the packets queued in the bridge are sent in the opposite direction, to the master of . Once all the queued packets have been exchanged, both the master of and the bridge return to servicing slaves in their respective piconets. The interpiconet traffic packets received by the bridge and master are queued in the appropriate downlink queues and delivered to their respective destinations.
We assume that the packet exchange between the master of piconet and the bridge device is done exhaustively, i.e., it will last until all queued packets in both master and the bridge device are exchanged. The rationale for this is simple: since all communications in a Bluetooth piconet must be initiated by its master, slaves in either piconet cannot communicate at all during the exchange period. Therefore, the bridge exchange should be as short as possible, which in turn necessitates the use of exhaustive scheduling.
The exchange may be terminated when a NULL packet is received from a slave in response to a POLL packet from master. In Bluetooth communications, a POLL packet means that the master has no data to send, while a NULL packet means that the polled slave (which, in this case, is the bridge device) has no data to send [4] . Alternatively, since the number of packets in either queue is known and will not change during the exchange (which is performed in the exhaustive mode), the bridge and master can exchange this information before the actual packet exchange starts. Either way, the number of frames during an exchange is equal to the number of packets to be sent from the master of to the bridge device or the number of packets to be sent from the bridge device to the master of , whichever is larger, plus one frame for coordination at the beginning or at the end of the exchange. Once all packets are sent, the bridge exchange ends, and both the master of and the bridge may return to local operation.
Note that the duration of the time interval between successive bridge exchanges must be known to both the master of and the bridge, so that they can simultaneously switch to the exchange operation. This can be accomplished using the Bluetooth HOLD mode [4] , [16] , although other arrangements are possible, including several recently proposed extensions to the Bluetooth specification itself [8] , [21] .
B. SS Bridge Operation
The other scatternet topology is shown in Fig. 3 (a) and (b) depicts its operation. The bridge device acts as slave in both piconets and alternates between them: it spends some time (say, ) in , then switches to for some time (say, ), then switches back to , and so on. Whenever the bridge joins a piconet, the master exchanges packets with the bridge. After finishing this exchange, the master returns to servicing regular slaves in its piconet. Local operation lasts until the bridge joins the piconet again; it includes the time interval in which the bridge is with the other piconet. Note that this scenario is totally symmetric with respect to piconets and . As before, we assume that the bridge exchanges are performed exhaustively, and end of the bridge exchange may be sensed from a POLL-NULL packet exchange between the bridge and the corresponding master, or it may be negotiated in advance, as explained above.
Again, the time intervals and must be known to both the bridge and respective piconet masters, so that the exchange operation may be started simultaneously. We will assume that the time intervals and have fixed values, with on account of the symmetry of the scatternet. (The impact of the actual values for and on scatternet performance will be analyzed in detail in subsequent discussion.) This operation may be accomplished through the use of Bluetooth SNIFF mode, in which the bridge is instructed to attempt communication with the master at regular time intervals [2] , [4] , [16] , but other arrangements are possible as well.
C. Additional Idle Times
Regardless of the particular topology of the scatternet, the bridge device will periodically switch from one piconet to another and back. Each such switch requires re-synchronization of its clock, during which no transmission can take place. Namely, all transmissions in Bluetooth are synchronized, in frequency and phase, with the time slot clock of the master device, and all frames start on even-numbered slots [4] . Therefore, the bridge device has to adjust the frequency and phase of its own clock to the frequency and phase of the clock of the master in the piconet it joins, as shown in Fig. 4 . The actual duration of the clock sync time required for synchronization depends on the phase difference of corresponding clocks. It may take any value from 0 to [2] , but its mean value may easily be calculated to be equal to the Bluetooth time slot .
An additional idle time may occur when the bridge device switches from one piconet to another because there can be no guarantee that both participants will join the exchange at the same time, even though an agreement about it has been made in advance. As Bluetooth packets may be one, three, or five packets long, one of the participants may join the exchange exactly at the appointed time, while the other one might be in the midst of a frame that has to be completed before the switch can take place, as shown in Fig. 4 . The frame sync time may take any value from 0 to (either way) and its mean value depends on the mean packet length.
Fortunately, both of these delays are small compared with other delays in the scatternet, as will be seen in subsequent analyses. If the switches are not made too often, they will not have any noticeable effect on results.
D. Scheduling Policies
Communication between piconet masters and proper slaves in their respective piconets may be performed using any of several scheduling policies known [20] . However, we will analyze the performance of only two of these.
• Under limited service scheduling, the master polls each slave sequentially but within a single frame only, and then moves on to the next slave, regardless of whether an actual data transmission (in either direction) has taken place or not.
• Under exhaustive service scheduling, the master stays with one slave as long as there are packets to send either way, and moves on to next slave only when both downlink and uplink queues for the current one are empty, as detected via a POLL-NULL frame. In both cases the next slave to be polled is determined through a simple round-robin, or cyclical, algorithm: the slave address field (AM_ADDR) is incremented by one each time (and wrapped around to one at the last slave).
The two scheduling policies mentioned above are actually limiting cases for a family of policies that can be applied in Bluetooth networks. Apparently, limited service is the simplest policy to implement, and it provides a convenient yardstick against the performance of other policies can be measured. On the other end, optimal performance may be obtained using scheduling policies such as stochastically largest queue (SLQ) [14] . However, this policy requires that "the lengths of all queues are known at all times" to the server (i.e., piconet master), and the next queue (i.e., master-slave channel) to be served is the one which has the highest sum of master and slave queues [5] . Obtaining such information is not quite feasible in Bluetooth piconets, because the Bluetooth packet structure has no provisions for simple exchange of relevant information: packet headers do not have any fields to carry this information, nor are there any spare bits to be used to that effect [4] . As a consequence, if the information on queue status is to be exchanged between the piconet master and its slaves, it will have to be done at the expense of actual packet payload. This may not seem too much from the viewpoint of higher layers of the protocol stack, which by default incur some administrative overhead. At the MAC level, however, it seems more practical to focus on policies that do not require the master to have any knowledge of the length of slaves' queues [5] . In that case, exhaustive service is the scheduling policy of choice, since it has been shown to offer best performance for polling systems that are symmetrical (i.e., the same traffic is offered to all queues) and nonidling (i.e., the master does not repeatedly poll the slave with an empty queue) [13] , [14] . Indeed previous experiments have demonstrated the superiority of exhaustive (and, in some cases, even limited) service over other scheduling policies [5] , [9] .
E. Performance Indicators and Basic Assumptions
The operation of both scatternet topologies may be analyzed using a queueing model, under the assumption that only proper slaves generate and receive any traffic; piconet masters and bridge device just route packets between their corresponding source and destination devices. This assumption simplifies our calculations without loss of generality; if it does not hold, the only modification needed is the adjustment of packet arrival rates.
Each piconet slave is assumed to maintain a packet queue, whilst the master maintains a number of queues, one for each slave; these queues will be referred to as uplink and downlink queues, respectively. (The downlink queue at a slave and the corresponding uplink queue at the master will sometimes be referred to as the slave channel.) The piconet master also maintains an output queue that holds the packets to be forwarded to the other piconet through the bridge. The bridge device maintains a similar queue (in case of an MS bridge), or two queues in case of an SS bridge.
The performance of the scatternet will be mainly determined by queueing delays in each of the queues the packets have to wait in, and we will use three composite delay variables as our main performance indicators. First is the access delay , the time a data packet has to wait in the uplink queue of the source device before it is serviced. This parameter is important for both local and nonlocal traffic, as all packets, regardless of their destination, must wait in the corresponding uplink queue at the originating device. The other two are end-to-end delays , which measure the total time a packet has to spend in transit, i.e., from the moment it enters the uplink queue at the source, to the time it arrives at its destination device. Of course, corresponding values for local and nonlocal traffic will differ, as packets with nonlocal destinations have to pass through the bridge.
Packets are generated in bursts or batches, the arrivals of which follow a Poisson distribution with arrival rate of . (Modeling using single packets with Poisson arrivals has been shown to be inaccurate for real life data traffic [18] .) This approach corresponds to the case where Bluetooth is used as the data link layer for IP traffic: since IP PDUs are longer than Bluetooth ones, a single IP PDU will have to be segmented into several Bluetooth packets-thus giving rise to a packet burst. We will assume that the arrivals in the downlink and bridge queues follow Poisson distribution as well, and that downlink, uplink, and bridge queues operate independently from one another. Strictly speaking, these assumptions are not entirely correct, yet they do simplify the analysis without sacrificing accuracy, as the agreement of analytical solutions with simulation results vividly confirms.
The length of the burst follows the probability distribution that may be described with a probability generating function (PGF) , where is the probability that the burst will contain exactly packets [7] . Then, the mean value of the burst length is . In this work, we will use geometric distribution of packet burst length as a first approximation, since the exact characteristics of Bluetooth data traffic are unknown at this time. Other, possibly more realistic distributions may easily be incorporated into our analysis framework, provided their first and second moments are known.
All packets within a single burst have the same destination, and all destinations are equally probable. All packet-generating slaves within a piconet exhibit the same value for traffic locality , i.e., the probability that both the source and destination of the burst will be in the same piconet. Local traffic will be handled within either piconet, whereas the traffic with nonlocal destinations will have to be forwarded through the bridge device.
The Bluetooth specification allows data packets of three sizes only: namely, one, three, and five slots [4] . It may be reasonable to expect that preference will be given to longer packets because of their higher information-carrying capacity, but the current Bluetooth specification poses no restrictions on the actual distribution of sizes, and both symmetric and asymmetric traffic are allowed (see, for example, [4, Part B, Sec. 4.6] for rough estimates of available throughput). Since we assume symmetric, slave-to-slave traffic only, the same packet size distribution will be assumed for all slaves, in both uplink and downlink traffic. The probabilities of packet length being one, three, and five slots will be denoted with , , and , respectively; of course, . The corresponding PGF is . First and second moments of the packet length distribution are equal to and , respectively.
The queueing theoretic analysis presented in this paper will make use of the equivalent Laplace-Stieltjes transform (LST) of the probability distributions. The LST of a distribution may be obtained from the corresponding PGF by substituting the variable with [20] ; for example, the LST of the packet burst length probability density function (pdf) is and the LST of the packet length PDF is .
III. PERFORMANCE OF THE MS BRIDGE
We will analyze the performance of the two scheduling policies separately, starting with limited service scheduling. The number of packet-generating slaves in the scatternet with an MS bridge is and for piconets and . Then, the burst arrival rates for interpiconet traffic will be and , for traffic flows from to , and from to , respectively.
A. Access Delay Under Limited Service Scheduling
In order to determine the mean access delay, we need the mean duration of piconet service cycle, the time interval for a piconet master to service all of its slaves once under the limited service, round-robin scheduling policy. Since our model is symmetrical with respect to the two piconets, as well as to the slaves within either piconet, we may consider just one master-slave channel in one piconet, say . As noted above, this channel may be modeled as a pair of queues, for which the burst arrival rates will be for the slave (uplink) queue, and for the corresponding downlink queue at the master.
If we denote the length of the cycle time in piconet with , the probabilities that the channel queues are not empty will be and for master and slave queues, respectively. Then, the duration of the downlink communication may be described with a PGF of the form (1) while the corresponding PGF for the duration of the uplink communication will be (2) Since the probability of a bridge exchange occurring within the target service cycle time is , the PGF for the bridge exchange portion of the cycle time is (3) where stands for the PGF of the distribution of the bridge exchange time, which may be written as (4) where denotes the PGF of the distribution of the number of exchanged data packets (5) and denotes the PGF of the distribution of the number of empty (i.e., POLL and NULL) packets sent during the exchange (6) The mean value of the exchange time is . It should be noted that we are deliberately making a simplifying assumption here: namely, under the limited service policy, at most one data packet is transferred from the slave to the master during the polling cycle. Therefore, data bursts going from to may be (partially) interleaved in the bridge queue of , which may result in a decrease of effective burst size. When modeling bridge delays, however, we will assume that bursts retain their original size-which is the worst case with regard to burstiness, and the calculated bridge delays will actually be the upper bounds of respective delays for a given burst size. Assuming that most of the traffic is actually intrapiconet traffic (i.e., traffic locality is close to one), the probability of interleaving will not be high, and the actual bridge delay will be close to our upper bound.
Consequently, the PGF for the duration of the cycle time in piconet is given by
Finally, the mean value of the service cycle time may be obtained by solving the equation . Since and are functions of the average cycle time, mean service cycle time is (8) where denotes the mean packet length. The second moment of the cycle time is . In queueing theory, the concept of vacation may be applied to a system in which multiple queues are serviced by a single server [20] . When the server services a client according to the chosen service discipline, it then goes on to service other clients, and thus becomes unavailable to that particular client. From the viewpoint of that client, the server takes a vacation, which lasts until the next visit to the client. (If the client queue is empty at the time of next server visit, the server will immediately start a new vacation). The vacation time is, then, the time while the server is busy servicing other client queues. The duration of the vacation period may be described with the following PGF:
and its first and second moments are and , respectively. The mean value of vacation period will be (10) where stands for mean service cycle time determined in (8) . With all the above components in place, and making use of the fact that the LST for the cycle and vacation time probability distributions can be obtained by simply replacing the variable with in the corresponding PGFs, we may calculate the LST for distribution of the waiting time (access delay) at the slave queue [20] (11) where and denote the LST of the vacation time and cycle time probability distributions, respectively. The average access delay at the slave is then calculated as and its value is (12) where denotes the second factorial moment of the packet burst length distribution.
Analogous expressions may be obtained for piconet , except that the number of packet-generating slaves should be set to .
B. Properties of the Access Delay
It may be interesting to analyze the behavior of mean access delay when the aggregate packet arrival rate is kept constant, , while the mean burst size is variable. To that effect, let us analyze (12) as follows.
1) The mean value of exchange time, , can be shown to be proportional to , and is therefore constant when the mean burst size increases while the mean burst size is kept constant. 2) Knowing this, and looking at (8), we note that the mean piconet cycle time is also dependent on the product of and , and therefore constant. 3) Consequently, the mean vacation time as in (10) is also constant.
Having found this, let us take a closer look at (12) , which has three terms.
• Since we have assumed geometric distribution of packet burst length, the second factorial moment is , therefore .
• may be expressed as a linear combination of products of components , , ,
When
, all components will be linear functions of packet arrival rate, e.g., (where and are constants), except for the second derivative , which contains the second derivative and has the form . Since , this means that is a linear function of . Overall, will be a linear function of .
• By the same token, the second moment of vacation time can be shown to have the form , and is therefore a linear function of .
In summary, the numerators of all three fractions from (12) are linear functions of , and the denominators of all three depend on packet arrival rate which is constant. Therefore, we conclude that the mean access delay time is a linear function of mean burst size -or, in plain words, the burstier the traffic, the longer the access delay. This, somewhat surprising notion may be useful in the design of packet segmentation policy; such policies are, however, beyond the scope of the present paper.
C. End-to-End Delays Under Limited Service Scheduling
The end-to-end delay is slightly more complicated, as two distinct cases may be observed. If both the source and destination nodes of a packet are in the same piconet, the total delay is the sum of two components: the access delay at the slave and the queueing delay at the master, as shown in Fig. 5(a) . The LST of this delay is . However, the burstiness of the traffic in the downlink (master) queue will differ from that of the traffic in the slave (uplink) queue because the bursts from different source slaves with the same destination will become interleaved in the same downlink queue, which will in turn lead to an equivalent decrease in burst length. Exact analysis of this phenomenon is fairly involved, and we will only present an approximate model for the decrease of the burst length , where is the parameter of geometric distribution [7] . Since two slaves in a piconet, say, , have the same local destination with the probability , the probability that the two bursts will not overlap in time (and, consequently, that they will not be interlaced in the same downlink queue) will be . Therefore, given the parameter of the geometric distribution of burst length at the source slave, the equivalent parameter of the packet burst at the master (downlink) queue will be (13) The new equivalent mean burst length will be . In order to maintain the same server utilization under decreased burst length, the burst arrival rate has to be scaled so that . The mean queueing delays in master downlink queues in piconets and , respectively, are equal to
Mean value of the end-to-end delay for local traffic is equal to and , for piconets and , respectively. If, on the other hand, the packet has to go through the bridge, it will experience an additional queueing delay, as shown in Fig. 5(b) . Since the packets in the bridge are served exhaustively, the corresponding LST for the bridge queueing delay (for packets going from to ) is (16) where . The LST for the distribution of end-to-end delay of nonlocal traffic going from to is then . The mean bridge queueing delay for packets going from to is (17) where denotes the second moment of packet length distribution. Also, since is constant, the second component of the previous expression is only . By the same token, packets going from to will experience the queueing delay which may be obtained as (18) Overall, the mean end-to-end delay time will be (19) (20) for packets going from to and from to , respectively.
An analysis analogous to the one presented in Section III-B may be used to show that (14) and (17) increase linearly with mean burst size, provided that the packet arrival rate is kept constant.
D. Delays Under Exhaustive Service Scheduling
The case of exhaustive service scheduling must be analyzed in a slightly different manner. Since exhaustive service scheduling preserves the length of bursts in the bridge queue of , the PGF for the length of the exchange time between the bridge and the master of piconet can be written in the form (21) with the mean value of . Although (21) and (4) have the same form, the former gives the exact delay, not just its upper bound, because the exhaustive service essentially preserves the burstiness of the traffic-the entire burst from the slave is transferred without interruption to the corresponding downlink queue. Occasionally, a burst might be interrupted due to the bridge exchange, but even in this case the transfer could be resumed after the exchange, and such burst will actually reappear in the corresponding downlink queue.
Another important difference with respect to the limited service scheduling is that, in local operation of the piconet, a number of packet pairs (downlink, followed by an uplink) may be exchanged between the master and a single slave during a single visit to that slave. The actual number of packets exchanged is equal to the number of packets in the downlink queue or the number of packets in the corresponding uplink queue, whichever is larger, plus one. Let denote the single channel service time (the time to empty both uplink and downlink queues for one particular slave channel), the PGF of which is (22) where stands for the PGF of the distribution of the number of data packets exchanged between the master and a slave In all these expressions, and , while denotes the service cycle time in piconet ; its PGF is , while its mean value can be obtained as (25) Then, the piconet cycle time is the sum of the random variables which correspond to the channel service times and the bridge exchange time. As the PGF of the bridge exchange component of the piconet cycle time is (26) the PGF for the piconet cycle time will be (27) By solving the system of (22)-(27), we can obtain a closed form expression for the PGF of the cycle time. Mean value of the cycle time is shown in (28), at the bottom of the page.
When the PGFs for the channel service time and piconet cycle time are known, the PGF for the server vacation time can be determined as (29) and its first and second moments are and , respectively. Mean vacation time is then given by (30)
In order to calculate mean access delay, we need to determine the time it takes to service a single packet-the packet service time [20] . In an isolated piconet, packet service time is proportional to the packet length. In a scatternet, however, this time will be extended due to the fact that the master does not service its local slaves all the time-after every spent in local service, a bridge exchange takes place. The PGF for the packet service time is (31) and its first and second moments are and , respectively. By substituting in place of in the previously derived PGFs we obtain the LST for individual components of the access delay; the LST of the distribution of overall access delay is (32) The mean access delay can then be obtained as (33) Since the bridge exchange is always performed in exhaustive mode, its LST will have the same form as its limited service counterpart from (16) .
With exhaustive scheduling in the piconets, the burst sizes at the master will not change and, therefore, the queueing delay at the master is equal to the access delay at the slave, , which in turn may be obtained from (32). As in the case of limited service scheduling, local and nonlocal end-to-end (28) delay times can be obtained by adding the corresponding delay components.
Again, both local and nonlocal end-to-end delays may be shown to be linear functions of mean burst size, provided that the packet arrival rate is kept constant.
E. Comparing the Delays Under Limited and Exhaustive Service Scheduling
Let us now compare mean access delays under the two scheduling policies, as given by (12) and (33). Each of these two expressions has three components that correspond to mean time to service a slave channel, mean time to service a packet burst, and mean time to service a packet. In either case, the overall delay is dominated by the second term, which is larger than the other two by almost an order of magnitude. In case of high-burst arrival rates, the mean access delays may be approximated with their dominant terms (34) (35) At high-burst arrival rates, the denominator of (35) approaches zero much faster than the one in (34), which means that the dominant component of the access delay will rise faster under exhaustive service scheduling. The explanation for this is simple: under limited service scheduling, the term is limited by , and it does not depend on the mean burst size or the burst arrival rate. Under exhaustive service scheduling, however, the term increases linearly with burst arrival rate , which in turn means that the term exhibits a similar dependency. Consequently, under very high-packet burst arrival rates, exhaustive service should exhibit higher delays than limited service.
On the other hand, at low-burst arrival rates both the numerator and the second term in the denominator of (35) will be small, hence, the overall delay should be lower than its limited service counterpart (34).
It may be worth noting that similar results have been reported by other authors [5] , [9] , but these were obtained with simulation only, and within a single piconet only.
F. Analysis and Simulation Results
In order to assess the impact of various scatternet and traffic parameters on performance indicators such as access delay and end-to-end-delay, we have plotted analytical solutions of (12) and (19) . For all measurements, both piconets were assumed to have six packet-generating slaves ( , ), mean packet length was with , and traffic locality was . Analytical results were subsequently verified with a Bluetooth piconet simulator, built using the object-oriented Petri Net-based simulation engine Artifex by Artis Software Inc.
[1], running on a Linux platform. The simulator operates at a MAC level, and it contains separate classes for slave devices with bursty packet generator, piconet masters (one of which contains the bridge logic), and a top-level scatternet class that integrates all other classes and provides measurement capabilities. In order to eliminate possible transient effects at system start-up, all measurements were taken after an initial warm-up delay needed to bring the system to a steady state. Since the simulation results correspond quite well to those obtained analytically, they will be presented and discussed together.
The impact of traffic burstiness is depicted by the diagrams in Fig. 6 , where different delay variables are plotted as functions of the mean length of the burst, while keeping the packet arrival rate per slave constant and equal to . Continuous lines denote analytical solutions, while the diamonds show results obtained by simulation. The following observations may be made.
• As predicted, an increase in mean burst length corresponds to a nearly linear increase in all delay variables. In other words, the delays are almost linear functions of traffic burstiness, and smaller delays could be achieved by keeping the burst length as small as possible, which may be accomplished through appropriate segmentation mechanisms. Packet segmentation is another topic currently missing from the Bluetooth specification [4] and, as such, it presents an interesting research topic; some preliminary results are reported in [10] and [11] .
• The end-to-end delay for nonlocal traffic is higher than the corresponding delay for local traffic, as could be ex- • All three delay variables are smaller by about 30% when exhaustive service scheduling is used. Fig. 7 shows the dependency of mean access delay on burst arrival rate and time interval between bridge exchanges, for mean burst length of . The corresponding results for mean end-to-end delay for nonlocal traffic are shown in Fig. 8 . Again, the correlation between analytical and simulation results is quite good, both in shape and in absolute values. Also, there appears to be a broad but not very pronounced minimum in the end-to-end delay for nonlocal traffic. Finally, it should be noted that mean end-to-end delay for nonlocal (i.e., interpiconet) traffic can reach values in the range of seconds; similar results have been obtained for file transmissions in the single piconet case [5] . Although such long delays might seem unacceptable for individual packets, they may still be quite manageable in the context of file transmissions.
Mean nonlocal end-to-end delays are shown from a slightly different perspective in Fig. 9, i. e., as a function of traffic locality and time between bridge exchanges . Both analytical solutions (upper row) and simulation results (bottom row) show that the dependency is similar in shape to the previous one. This similarity should come as no surprise, as the decrease in probability of local destinations actually leads to an increase of the number of packets that have to be routed through the bridge, which in turn leads to longer bridge exchanges and less time for servicing local slaves, hence the longer delays. Again, the exhaustive service scheduling performs better than its limited service counterpart.
The relative advantage of exhaustive service over limited service may be illustrated through the ratios of end-to-end delays for local and nonlocal traffic, as shown in Fig. 10 . (Ratios of access delays has been omitted for brevity, and because they are less interesting anyway.) As can be seen, exhaustive service has about 15% to 20% advantage for a wide range of values of independent parameters. Limited service offers comparable or smaller delays only at very small values of and high values of -which are not very likely in practice. Non-local end-to-end delay is always better under exhaustive service scheduling. To the best of authors' knowledge, these are the first results of this kind to be reported in the literature. Although other authors have found that exhaustive service performs better than limited service, except at high-arrival rates where limited service is marginally better [5] , their results have been obtained exclusively through simulation, for a rather limited range of parameter values, and-most important of all-they hold within a single piconet only.
IV. PERFORMANCE OF THE SCATTERNET WITH AN SS BRIDGE
We can describe the operation of the scatternet with a queueing model similar to the one previously used to model the operation of the scatternet with an MS bridge. We will again focus on access delay and end-to-end delays for both local and nonlocal traffic as main performance indicators. 
A. Access Delay Under Limited Service Scheduling
Since this particular scatternet topology is symmetrical with respect to the piconets it contains, it will suffice to consider packet exchange between the bridge and one of piconet masters only. In order to determine the duration of the exchange, we will assume that the scatternet operates in a steady state. This means that all the packets queued in between two successive exchanges (i.e., after the end of one exchange and before the start of the subsequent one) will be serviced. In other words, all packets waiting in the piconet master will be transferred to the bridge, while all those from the bridge will be sent to the master and distributed in the corresponding downlink queues. The number of frames exchanged between a master and the bridge in a single session is equal to the number of packets sent to the bridge or the number of packets received from it, whichever is larger, plus an extra frame for coordination, as explained in Section II-A. Given that one cycle of bridge exchanges is equal to , we could write the PGF for the length of the exchange time as (36) where denotes the PGF of the distribution of the number of exchanged data packets (37) and denotes the PGF of the distribution of the number of empty (i.e., POLL and NULL) packets sent during the exchange (38)
In the above equations, and stand for burst arrival rates for interpiconet traffic from to and from to , respectively. The mean value of the exchange time may, then, be obtained as . (Note that the last equation is similar to (4), except that the time interval between bridge exchanges has been replaced with
.) The burst arrival rate in the slave (uplink) queue will be and the burst arrival rate for the master (downlink) queue of this channel will be . If we denote the length of the cycle time in piconet with , the probabilities that the channel queues are nonempty will be and for master and slave queues, respectively. Then, the duration of the downlink communication may be described with a PGF of the form (39) while the corresponding PGF for the duration of the uplink communication will be (40)
Occasionally, a piconet service cycle will be interrupted due to the bridge exchange, and the time for that particular service cycle will effectively be extended by an amount equal to the bridge exchange time. The probability of an exchange occurring within any given service cycle time in the period is . Then, the PGF for the bridge exchange time in a piconet cycle is The second moment of the cycle time is then . The duration of the vacation period may be described with the following PGF: (44) and its first and second moments are and , respectively. Similar to the case of the MS bridge, the mean vacation time is given by (45) where mean service cycle time is given by (43). The LST for distribution of the waiting time (access delay) at the slave queue is (46) where and denote the LST of the vacation time and cycle time probability distributions, respectively. The average access delay at the slave is then calculated as , and its value is (47)
B. End-to-End Delays Under Limited Service Scheduling
As in the case of the scatternet with an MS bridge, local and nonlocal end-to-end delays have to be considered separately. The local traffic will experience two delays only, the access delay and the queueing delay in the downlink queue, as shown in Fig. 11(a) . The expression for access delay has already been derived in Section IV-A, while the delay in the downlink queue at the master can be calculated by taking into account the change in burstiness because of burst interleaving in downlink queues, as explained in Section III-D, and its LST is (48)
The mean end-to-end delay for local traffic will be and , for piconets and , respectively. On the other hand, nonlocal traffic will have as much as four hops to make and four delays to experience: access delay, delay in the master bridging queue, delay in the bridge queue toward the master of the other piconet, and finally the delay in that master's downlink queue, as shown in Fig. 11(b) . The first and With these components, the overall LST for the distribution of end-to-end delay of nonlocal traffic going from to may be written as , and its mean value is (53) Analogous expressions for the packets flowing in the opposite direction may be obtained with ease, due to the inherent symmetry of the scatternet.
Both mean access delay and mean end-to-end delay may be shown to be linear functions of mean burst length when the packet arrival rate is kept constant, using an analysis analogous to the one presented in Section III-B.
C. Delays Under Exhaustive Service Scheduling
The analysis of exhaustive service follows closely the one presented earlier in the context of the scatternet with an MS bridge, therefore, we will omit repeated explanations for brevity. Using the same assumptions as before, the PGF for the length of the exchange time between the and bridge may be written in the form (54) and its mean value is . Let denote the time to serve a single channel in piconet , i.e., the time to empty both channel queues for one particular slave; its PGF is, then (55) and denote the PGFs of probability distributions of the number of data and empty packets, respectively, exchanged between the master and a slave.
Let denotes the service cycle time in piconet , the PGF of which is , while its mean value can be obtained as
Piconet cycle time is the sum of channel service times and the bridge exchange time. The PGF which models the bridge exchange time in a single piconet cycle is equal to (57) Then, the PGF for the piconet cycle time is equal to (58) By solving the system of (55)- (58), we can obtain closed form expression for the PGF of the cycle time, from which the mean service cycle time is found to be shown in (59), at the bottom of the page.
Then, the PGF for the server vacation time can be determined as follows: (60) and its first and second moments are and , respectively. Mean vacation time is (61) The packet service time may be determined as follows: in an isolated piconet, it will depend only on the packet length; in a scatternet, it will be extended due to the fact that local piconet operation is periodically (i.e., once every ) interrupted due to the bridge exchange. The corresponding PGF then becomes (62) and its first and second moments are and , respectively. The LST for the distribution of the overall access delay in piconet can be obtained as
Mean access delay can be obtained from (63) as , which evaluates to (64)
The LST for the delay at the master has the same form as for the access delay, . The LSTs for both access and master delay in the piconet can be calculated from the expressions similar to (63). With the bridging delays given by (51) and (52), the overall LST for the distribution of end-to-end delay of nonlocal traffic from to is, then, . Therefore, the average values of interpiconet delays can be calculated by adding average delays of their respective components, much in the same way we did in the case of limited service scheduling.
Again, using the analysis analogous to the one in Section III-B, it can be shown that mean delays increase linearly with mean burst size when the packet arrival rate is kept constant.
D. Analysis and Discussion of Results
As before, we have plotted the analytical solutions for different delay variables, and verified those solutions through simulation. The following parameter values were used, unless otherwise specified: each piconet had six active slaves, i.e.,
; burst arrival rate per slave, if fixed, was ; mean packet length was , with ; traffic locality was ; and times between bridge exchanges, if fixed, were , where s is the time slot of the Bluetooth clock.
In order to assess the impact of traffic burstiness, we have calculated and plotted the delay times as functions of mean burst size , as shown in Fig. 12 . In both diagrams, analytical solutions are shown as continuous lines, while diamonds stand for results obtained through simulation. As predicted, the delays are nearly linear functions of mean burst size, regardless of the scheduling policy, but delays are significantly lower when exhaustive service scheduling is used.
The dependency of mean access delay on burst arrival rate and time between bridge exchanges (we assume that ) is shown in Fig. 13 . It can be observed that exhaustive service scheduling offers a distinct advantage over the limited service one, even though the shapes of the delay dependency as burst arrival rate and time change are quite similar. Note that very small values of lead to an increase in delay times. Again, the agreement between analytical solutions and simulation results is very good.
Next set of diagrams (Fig. 14) show the dependency of mean nonlocal end-to-end delay on burst arrival rate and time between bridge exchanges (we assume that ). We do not show the local end-to-end delay, since it would provide little extra information except for the fact that it is lower than the its nonlocal counterpart by about . As before, both scheduling policies exhibit similar results; as before, exhaustive service scheduling offers a distinct advantage over the limited service one; and as before, the agreement between analytical solu- tions and simulation results is very good. This provides further proof of the validity of our queueing theoretic approach.
Note that the end-to-end delay for nonlocal traffic increases with , the time between bridge exchanges, especially at lower burst arrival rates, unlike its MS bridge counterpart where the rate of increase is barely noticeable. This is due to the fact that bridge exchanges (or, rather, the time instants in which they start) are spaced exactly apart, hence, the nonlocal end-to-end delay virtually contains as an additive component. Fig. 15 shows the dependency of mean nonlocal end-to-end delay on traffic locality and time between bridge exchanges . As in the case of the scatternet with a MS bridge, this dependency is similar in shape to the previous one (end-to-end delay versus burst arrival rate and time between bridge exchanges). Again, the exhaustive service scheduling performs noticeably better than its limited service counterpart.
Finally, we have plotted the ratios of end-to-end delay times under exhaustive service to those obtained under limited service, using simulation results; this dependency is shown in Fig. 16 . As can be seen, the exhaustive service scheduling outperforms the limited service one by about 10% to 20% in terms of access delay, and about 13% to 17% in terms of end-to-end delay for nonlocal traffic, in the entire range of values of and displayed on the diagram.
V. WHAT DO THESE DIAGRAMS REALLY MEAN?
The results of our analysis may be summarized as follows. First, performance of Bluetooth networks, expressed in terms of mean access delay and mean end-to-end delay, shows monotonic behavior with respect to different traffic parameters such as packet or burst arrival rate, traffic locality, and mean burst length. The dependence is by no means linear, though, and sharp increases of delay times may be experienced when one or more of the following conditions happen:
• high-burst arrival rates;
• low probability of local traffic;
• short intervals between bridge exchanges. Such behavior could have been expected because the delays in the network are actually queueing delays, as indicated in a number of earlier papers (for example, in [5] , [6] , [9] , and [11] ). Regardless of the topology and/or scheduling policy, delays are not too sensitive on , the time interval between bridge exchanges. There is a caveat, though: this time interval should not be too small, and values in the range over 40 to should give satisfactory results. In general, the access delay and local end-to-end delay slowly decrease when increases, while the nonlocal end-to-end delay increases at a slightly higher rate than the other two. (This rate is higher in the topology with an SS bridge, for reasons explained in Section IV-D, but it tends to flatten out at higher burst arrival rates.) Still, the gradients are quite low and the exact value of does not seem to be critical for scatternet performance, although this issue probably deserves more attention in future research.
Second, with regard to scatternet topology, we may conclude the following.
• Mean access delay is lower in the scatternet topology with an SS bridge, due to the fact that both piconet masters can spend more time servicing the slaves in their respective piconets. The same holds for mean end-to-end delay for local (i.e., intrapiconet) traffic. • On the other hand, mean end-to-end delay for nonlocal traffic is lower in the scatternet topology with an MS bridge, due to the lower number of hops that the packets have to pass: three, compared with four in the case of the topology with an SS bridge.
• The scatternet with an MS bridge is more sensitive to the combination of high-packet burst arrival rate or low traffic locality, and too short time interval between bridge exchanges. Here "more sensitive" should be taken to mean that the relative increase in delays is higher, or more significant, in the region where these conditions apply. Again, these are extreme conditions that are not likely to be encountered in practice. • The differences between the two topologies are not high, however, and considerations other than delay performance might be given priority when deciding on the topology of a scatternet. Finally, exhaustive service scheduling has been found to regularly outperform limited service scheduling, sometimes by as much as 30%, under a wide range of parameter values (burst arrival rate, time interval between bridge exchanges, and traffic locality). The difference gets smaller as burst arrival rate increases; at very high-burst arrival rates limited service actually performs better than the exhaustive service. A theoretical explanation of this behavior has been presented in Section III-E, but the actual mechanism may be explained as follows. Under low loads, limited service scheduling will essentially "waste" slots (i.e., there will be many empty POLL-NULL exchanges, or exchanges with a single data packet only and a POLL or NULL packet in the other direction), while exhaustive service will "pull out" all (or almost all) packets when a packet burst arrives. Under high loads, the proportion of "wasted" slots decreases, and the performance of limited service improves relative to exhaustive service.
It should be noted that exhaustive service scheduling does not guarantee fairness, unlike its limited service counterpart. An acceptable tradeoff seems to be the so-called -limited or -limited service [20] , where the master will stay with the same slave for at most frames, and then move on to the next slave. Some initial results show that most of the improvement associated with exhaustive service may be obtained with values of as low as 3 to 5, while still providing a sufficient degree of fairness [17] . Although these results were obtained for the case of a single piconet only, similar improvements should be expected in more complex networks as well; this is a promising avenue for further research.
Similar results have been reported by others. For example, Johansson et al. have concluded that limited service scheduling offers lower waiting time than the exhaustive service one, especially under medium to heavy traffic load [9] . On the other hand, Kalia et al. have shown that more sophisticated scheduling policies, such as exhaustive service scheduling, can improve performance compared with the simple limited service, round robin scheduling [10] , [11] . However, their work relies on the assumption that the master is aware of the state of slaves' queues, so that optimum scheduling decisions can be made; such assumption is not quite appropriate at the Bluetooth MAC level, as explained in Section II-D. Also, Capone et al. have found that the exhaustive service scheduling offers best performance, except at very high-traffic loads where the limited service policy provides lower overall delays. Other authors have also investigated the scheduling problem from the viewpoint of higher layers of the protocol stack, by simulating the performance of TCP/IP traffic transmitted using the Bluetooth MAC [6] , [12] . It should be stressed that all of these results apply to single piconet only, and scatternet parameters such as traffic locality and time interval between bridge exchanges are not mentioned at all.
VI. WHAT NEXT?
This paper presents a comprehensive analysis of scatternet performance using the theory of queues with vacations. It has been shown that the two bridge topologies offer comparable performance: the SS bridge performs better in terms of delays for intrapiconet traffic, while the MS bridge performs better for interpiconet traffic. In either case, local piconet operation should use exhaustive service scheduling, which has been found to offer superior performance in the Bluetooth environment.
Future work could proceed in several directions. First, the operation of Bluetooth scatternets should be analyzed from the viewpoint of higher layers of the protocol stack (such as IP over Bluetooth). Some research on this issue has been done, but much more is needed before definitive conclusions may be drawn. In particular, policies for packet segmentation and reassembly should be examined in view of performance analyses such as the one reported in this paper.
Second, the operation of Bluetooth scatternets should be analyzed under different traffic models, preferably those that try to mimic real life traffic patterns for devices, such as PDAs, that are most likely candidates for communication using Bluetooth technology.
Finally, the practical implications of performance analyses on scatternet formation and restructuring, should be examined, and appropriate modifications could be made to the Bluetooth specification itself.
