Block diagram and System Flow Chart of MFHSNN Classifier
In this method study describes Iris recognition using Modified Fuzzy
Hypersphere Neural Network (MFHSNN) with its learning algorithm, which is an It is observed that Bhattacharyya distance is superior in terms of training and recall time as compared to Euclidean, Manhattan distance measures. The feasibility of the MFHSNN has been successfully appraised on CASIA database. It is found superior in terms of generalization and training time with equivalent recall time [13] .
Topology of MFHSNN
The MFHSNN consists of four layers as shown in Figure. ./=i
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EachFanode delivers non-fuzzy output described as, Ok = 0if nk<T, otherwise,
MFHSNN Learning Algorithm
The supervised MFHSNN learning algorithm for creating fuzzy hyperspheres in hyperspace consists of three steps.
A. Creating of HSs
Given the hlh training pair (Rh,dn) find all the hyperspheres belonging to the class dn. These hyperspheres are arranged in ascending order according to the distances between the input pattern and the center point of the hyperspheres. After this following steps are carried sequentially for possible inclusion of input pattern
Step 1: Determine whether the pattern Rh is contained by any one of the hyperspheres. This can be verified by using fuzzy hypersphere membership function defined in equation (5.
1). If Rh is contained by any of the hypersphere then it is
included, therefore in the training process all the remaining steps are skipped and training is continued with the next training pair.
Step 2: If the pattern Rh falls outside the hypersphere, then the hypersphere is expanded to include the pattern if the expansion criterion is satisfied. For the hypersphere ntj to include Rh the following constraint must be met.
Here the study has proposed a new approach for testing expansion of new hyperspheres based on Bhattachaiyya distance which is sum of the absolute differences yields superior results as compared to Euclidian distance and Manhattan distance [13] [14] [15] .
If the expansion criterion is met then pattern Rh is included as:
Step 3: If the pattern Rk is not included by any of the above steps then new hypersphere is created for that class, which is described as: where 5 is a small number selected just enough to remove the overlap. In our experiments the value of 5 chosen is 0.0001. Hence, the hypersphere mq is contracted just enough to remove the overlap as shown in figure 5 .5(b).
Experimental Results and Discussion on MFHSNN
An example is demonstrated in 2-D space The timing analysis of training and recall are depicted in Table 5 .2 with number of hyperspheres and recognition rates and other classifiers used for Iris patterns are depicted in Table 5 .3. 
Conclusion
This study has focused on Iris Recognition Using Modified Fuzzy Therefore, the data set supplied to MFHSNN is divided into three sets the experiment is performed on all the three sets. In 1st set, 175 patterns of 25 classes out of which 125 are used for training and the rest 50 are used for testing. In 2nd set, 570
patterns of 95 classes out of which 380 for training and 190 for testing. In 3rd set, 756 patterns of 108 classes out of which 540 for training and 216 for testing. The result for 540 images for training and 216 images for testing with its timing analysis of training and recall is compared with other classifier, and also recognition rates in terms of number of hyperspheres.
