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a b s t r a c t 
Ego-motion estimation and localization in large environments are key components in any assistive technol- 
ogy for real-time user orientation and navigation. We consider the case where a large known environment is 
explored without a priori assumptions on the initial location. In particular we propose a framework that uses 
a single portable 3D sensor to solve the place recognition problem and continuously tracks its position even 
when leaving the known area or when signiﬁcant changes occur in the observed environment. 
We cast the place recognition step as a classiﬁcation problem and propose an eﬃcient search space reduc- 
tion considering only navigable areas where the user can be localized. Classiﬁcation hypotheses are then 
discarded exploiting temporal consistency w.r.t. a relative tracker that exploits only the sensor input data. 
The solution uses a compact classiﬁer whose representation scales well with the map size. After being local- 
ized, the user is continuously tracked exploiting the known environment using an eﬃcient data structure that 
provides constant access time for nearest neighbor searches and that can be streamed to keep only the local 
region close to the last known position in memory. Robust results are achieved by performing a geometrically 
stable selection of points, eﬃciently ﬁltering outliers and integrating the relative tracker based on previous 
observations. 
We experimentally show that such a framework provides good localization results and that it scales well with 
the environment map size yielding real-time performance for both place recognition and tracking. 
© 2015 The Authors. Published by Elsevier Inc. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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1. Introduction 
User orientation and navigation represent important aspects of
ssistive technologies aiming at increasing the independence of dis-
bled, patients or elderly people, for instance related to autonomous
heelchair driving, e.g. [2,8] . Furthermore, assistance in orientation
nd navigation is a key aspect for applications in civil engineering
r security systems whereby operators have to inspect large facilities
nd recover information localized to their speciﬁc position. An exten-
ive evaluation of this kind of applications can be found in [16] . 
Simultaneous Localization And Mapping (SLAM) techniques
ointly build a map of an unknown environment and track the user
nside it. Ego-motion techniques beneﬁt instead from an a priori
nowledge of the environment. This imposes the need for solving a
lace recognition problem to precisely locate the user in the map be-∗ Corresponding author. 
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077-3142/© 2015 The Authors. Published by Elsevier Inc. This is an open access article undeore tracking it. Both systems share the need to recover user poses
t frame rate and comprise different components used at different
tages of the computation, e.g. [24] , or running in parallel threads,
.g. [17] : 
• Mapping grows a model of the scene given the current acquired
sensor observations. If the environment is known this step is not
performed since the map is assumed to be complete. 
• Place recognition recovers a set of candidate locations inside a
known environment with no prior knowledge of the sensor pose.
This typically happens at the system bootstrap or when the track-
ing component fails. 
• Tracking estimates, at frame rate, the sensor pose given a cur-
rent observation and a current map description (either built by
the mapping component or known in advance). 
Solutions for SLAM systems incorporate exteroceptive sensors
ith GPS devices or external odometers but speciﬁcally target out-
oor applications, e.g. [11] . Moreover, speciﬁc SLAM formulation has
een proposed by Steven Lovegrove [26] for standard cameras, by
zadi et al. [15] for depth cameras, and by Moosmann and Stiller [20]r the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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dfor laser scanners. Alternative solutions that can also be employed in
indoor environments have been proposed using moving laser scan-
ners, such as the one introduced by Bosse et al. [3] and by Zhang
and Singh [33] . Our solution employs a single 3D sensor in order to
provide a common solution for different types of operation modes
(indoor/outdoor, vehicle mounted or user-carried). Moreover, we
speciﬁcally target situations where it is possible to generate accurate
models of the explored environments prior to the user localization.
Typically these models are built using a LIDAR sensor by acquiring a
set of high resolution scans. Notice, however, that it is possible to use
the same real-time 3D sensor to build the map using a SLAM frame-
work, e.g. [33] . 
Place recognition requires scalability to large maps since there are
no a priori assumption on the initial user location. Moreover, it can
employ subsequent sensor observations to reﬁne its initial estima-
tions. Current solutions to this problem employ appearance-based
probabilistic models (e.g. [23] ), that can be extended with geomet-
ric information of selected points of interest (e.g. [4] ). The goal is to
build a set of observations that can be queried with new acquisitions
in order to retrieve the most similar ones. To be as fast as possible,
observations are generally stored as numerical sequences in the bag-
of-words space (BoW). Some works in this area can be found in [1,10]
and the references therein. Our solution is based on an iterative re-
weighting of possible locations with fast bootstrapping that uses a
single sensor observation. A key factor for scalability to large maps
is the pre-computation of lightweight descriptors from the reference
maps and their organization in a kd-tree structure with associated
poses. This way, queries in the descriptor space are used to eﬃciently
populate the system with candidate locations given the ﬁrst observa-
tion. Then, in subsequent update steps, by estimating the sensor local
motion and using queries in the descriptor space, we draw a new set
of possible locations with associated weights. 
This approach is comparable with the general Monte Carlo Local-
ization techniques presented by Thrun et al. [28,29] that make use
of particle ﬁlters. However their techniques aim at precisely estimat-
ing the sensor probability distribution by approximating it with a set
of weighted particles in order to solve all stages of the localization
problem. Our place recognition component, instead, only needs a fast
and rough pose estimation, since precise pose tracking is performed
by the subsequent tracking component once a unique location has
been identiﬁed. Moreover, our system only has to ensure that pos-
sible locations are not discarded and thus does not require a precise
sensor pose probability density estimation. For this reason, we do not
require a dense sampling of the reference map. However, in certain
cases, a low sampling density may lead to tracking loss situations due
to wrong particle initialization. We overcome this problem by draw-
ing a new set of particles each time the sensor has moved a given
distance, according to the tracking estimation. 
Tracking in known environments requires access to large maps.
Such systems must employ data structures whose memory require-
ments scales well with respect to large environments while retain-
ing real-time performance. Generally, scalability is achieved using
sparse structures such as general octrees, e.g. [6,32] , dense voxel
maps that use volume cyclical indexing, e.g. [30] , or sparse represen-
tations based on voxel hashing, e.g. [22] . One of the most popular
solutions for this is Octomap [14] , which represents a 3D map as a
probabilistic occupancy grid organized in an octree structure. 
Tracking requires nearest neighbor searches in order to register
the current observation to the map. Approaches based on octrees or
kd-trees provide reasonable searching times (typically logarithmic
w.r.t. the map size) and good scalability. In our approach we intro-
duce an alternative voxel representation that combines the fast ran-
dom accesses provided by dense voxel representations and the scala-
bility provided by sparse data structures. 
Pose tracking is then performed using one of many variations of
the Iterative Closest Point (ICP) algorithm, ﬁrstly introduced by Chennd Medioni [7] . A review of ICP algorithms focused on real-time ap-
lications can be found in [25] . For correct pose tracking, our system
erforms a selection of points to be used in the registration process
hat ensures good geometric stability for the ICP algorithm. Then, a
trategy to eﬃciently discard wrong correspondences ensures that
egistration is performed only using the ones providing consistent so-
utions (inliers). 
Finally, our framework incorporates in the registration process
.r.t. the reference model a robust relative pose estimator, based on
revious observations (from here on relative tracker ), that relies only
n the clouds produced by the sensor. This allows real-time track-
ng even when the user leaves the map or if the observed environ-
ent differs too much from the initially acquired model (e.g. furni-
ure were changed). By re-entering the known map the system auto-
atically recovers the correct position and thus avoids drift accumu-
ation. Moreover, the relative tracker is also used in the place recog-
ition step to update candidate locations. 
Our solution was demonstrated during the Microsoft Indoor Lo-
alization Competition (IPSN 2015) winning the ﬁrst place [18] . 
Main contributions of this paper are: 
• A search space reduction technique based on ﬂoor and navigable
space detection, including the physical constraints of the sensor
setup. 
• A scalable place recognition strategy to localize the sensor in large
environments using a set of pre-computed descriptors that avoids
direct access to the large reference maps. 
• An eﬃcient data structure to represent the map that provides con-
stant time nearest neighbor searches and a low memory footprint.
• A fast point selection strategy that ensures geometrically stable
results. 
• An inlier selection technique that eﬃciently removes the interfer-
ence of outliers during the registration process. 
• A fusion between a relative tracker and the registration against
the reference map that allows the user to navigate through non-
mapped or largely modiﬁed areas. 
• A complete system that provides real-time results with high ac-
curacy. 
The paper is structured as follows: in Section 2 we present our on-
ine place recognition strategy, in Section 3 we show how to perform
nline tracking once the user pose has been identiﬁed in a known
nvironment. Then we present our experimental results in Section 4
nd, ﬁnally, in Section 5 we draw the conclusions and outline the fu-
ure work. 
. Place recognition 
The place recognition component recovers an initial estimate of
he user location and orientation without a priori information. It re-
uires to run online at frame rate to provide potential locations given
he current sensor observation. Moreover, for scalability purposes,
t should not make use of the full 3D map models during execution
ince it might provide poses related to distant locations (and thus not
oaded in memory), or even different maps. In order to satisfy these
wo requirements, a pre-processing stage is introduced in order to (1)
educe the search space of available poses and (2) train a robust and
ompact classiﬁer that, given an observation, eﬃciently estimates the
ossibility of being in a speciﬁc location. 
For clarity purposes we assume, without loss of generality, that
he map model Z axis is always roughly aligned with the gravity vec-
or. 
.1. Search space reduction 
First we detect navigable areas throughout the entire map. These
reas are deﬁned as the volume where the sensor is likely to be placed
uring the exploration of the environment. 
C. Sánchez et al. / Computer Vision and Image Understanding 149 (2016) 197–208 199 
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1 In case of sensors providing 360 ° horizontal ﬁeld of view, we increase the particles 
by computing additional input descriptors Q(q ) = { q 0 , . . . , q i , . . . , q N Q } by horizontally 
shifting the range values. Each descriptor q i corresponds to the readings that the sensor 
would produce if rotated by 2 π i / N Q on its local Z axis. Each resulting set of particles 
q are then rotated according to i . Since we focus on ground motion (backpack or vehicle mounted
ensor), navigable areas are expected to be in a relatively narrow
pace over the navigable ﬂoor. For this reason, we initially identify the
xtents of the ﬂoor. Floor extraction is performed over a sparse voxel
epresentation of the environment, V , where each full voxel, v (i ) , con-
ains a normal vector to the surface locally deﬁned by the points
round its centroid, n 
(i ) 
. We extract a subset of voxels that represent
andidate ﬂoor voxels, F ⊆V , by checking that the vertical component
f their associated normal is dominant, i.e. n 
(i ) · (0 , 0 , 1) T ≥ , where
is typically a value between 0.5 and 1. 
This constraint alone leads to classifying too many voxels as ﬂoor
e.g. tables or empty shelves). To address this problem, we introduce
he concept of reachability. Given a reachable voxel f ∈ F , all surround-
ng voxels (g (1) , g (2) , . . . , g (m ) ) ∈ F are considered as reachable if the
ollowing conditions are satisﬁed: 
 f − g (i ) ‖ ≤ θ0 (1) 
 f Z − g (i ) Z ‖ ≤ θ1 (2) 
 g (i ) ∩ V = ∅ (3) 
here θ0 ≥ V size in (1) stands for the maximum step distance (e.g. 0.5
 for a walking motion, or the minimum value, V size , for a car mo-
ion in order to maintain contiguity of voxels), θ1 in (2) stands for the
aximum vertical step size and C g (i ) in (3) stands for the simpliﬁed
olume of the observer, centered over the ﬂoor voxel g i (a bounding
ylinder in our implementation). 
Initial reachable voxels can be provided manually but, since the
eneration of the map was performed by placing the scanner over
eachable voxels, this initialization can automatically be performed
ssuming ﬂoor voxels below the acquisition positions as reachable.
ccording to these conditions, detecting all ﬂoor voxels F ∗⊆F is per-
ormed in a ﬂooding-algorithm style that iterates until all reachable
oor voxels have been explored and evaluated. Once the ﬂoor has
een identiﬁed, navigable space, N , is deﬁned as the set of voxels, n ( i ) 
 N , above ﬂoor voxels where n (i ) ∩ V = ∅ . 
In order to further reduce the navigable space, we also introduce
hysical constraints related to particular operability of the system
e.g. vertical and angular limits on the possible sensor pose for a
peciﬁc sensor mounting) that provides an effective navigable space
 
∗⊆N . Such constraints have been empirically selected by running a
et of experiments on sample datasets (see Section 4 ). 
.2. Global localization 
In order to build a pose classiﬁer, we need to initially deﬁne a com-
act representation of each single observation. In particular, we adopt
he simple and fast-to-compute compact descriptor deﬁned by Tad-
ei et al. [27] : we split the range image retrieved by the sensor in
 b × H b regular bins and, for each one, we estimate a median range
alue. All these values are stacked in a descriptor of the observed
rame d . 
We then randomly generate a set of training poses T =
 T 0 , . . . , T i , . . . , N T } in the known effective navigable space N ∗⊆N .
or each pose T i we synthesize a depth image by ray-casting the 3D
ap to a sensor image plane aligned to the provided pose and we
xtract its descriptor d T i from the generated depth image. We build
 kd-tree T = 
{
d T i → T i 
}
which maps all generated descriptors d T i 
o their corresponding pose T i . Given a descriptor q , the set of loca-
ion/descriptor pairs that are close in the descriptor space can be re-
rieved by performing eﬃcient searches on T , with logarithmic com-
lexity. Notice that, given the set of training samples 
{
d T i → T i 
}
, it
s also possible to build more compact classiﬁers, e.g. as described
n [13] . Nevertheless we experimentally observed that N ∗ was smallnough to retain the full training set in memory and to perform clas-
iﬁcation by radial nearest neighbor searches in the descriptor space
f the kd-tree. 
During execution the pose classiﬁer is used to recover the possi-
le locations, from here on particles, given the current observation.
n particular, we split the process in two different stages: the initial-
zation , which deals with the estimation of particles when no a priori
nformation is available and the update , which deals with the evalua-
ion of particles and their resampling. 
In the initialization stage we need to draw a set of particles given a
ingle sensor observation. We proceed as follows: 
1. Given the last sensor observation we compute its associated de-
scriptor q and recover a set of particles  performing a radial
search on T given a threshold r in the descriptor space. 1 
2. We associate a weight w p to each particle p ∈ : 
w p = (q | p ) = 1 − ‖ d p − q ‖ r 
where d p is the descriptor associated to the particle p retrieved
from T . w p is 1 for perfectly matching descriptors and 0 for de-
scriptors on the search sphere boundary. 
3. Finally, weights are collected in w and normalized to have
max w = 1 . 
The update stage deals with the update of the particles  =
0 , . . . , N while the sensor moves given their associated weights
 = w 0 , . . . , w N . Notice that this step makes use of a relative tracker
hat registers one cloud to its predecessor according to the technique
xplained in the next section. In particular we proceed as follows: 
1. We use the relative tracker and the current observation to update
all particles in . 
2. When a given distance is travelled since last particles were cre-
ated, a new descriptor ˆ q is computed from the last observation.
This is used to retrieve from T a set of particles ˆ , similarly to
step 1 in the initialization stage. 
2. The weight associated to each particle ˆ  j ∈ ˆ  is computed as: 
ˆ w ˆ  j 
= ( ˆ  q | ˆ  j ) ( ˆ   j ) 
( ˆ  q) 
(4) 
and once all weights have been computed, they are normalized to
have a maximum value of 1. 
3. We update  = ˆ  and w = ˆ w and repeat the iteration of the up-
date stage. 
Eq. (4) computes the weight associated to each particle using the
ayes theorem expressed in possibility theory alike in [9] . Individual
erms of (4) are: 
( ˆ  q | ˆ  j ) = 1 − ‖ ˆ
 d j − ˆ q‖ 
r 
(5) 
( ˆ   j ) = max 
k =1 ... N 
d( k , ˆ  j ) ≤1 
w k ∗
(
1 − d( k , ˆ  j ) 
)
(6) 
( k , ˆ  j ) = 
‖ k − ˆ  j ‖ 
t n 
(7) 
( ˆ  q) = 
ˆ N q 
N T 
(8) i
200 C. Sánchez et al. / Computer Vision and Image Understanding 149 (2016) 197–208 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. 2D representation of our proposed map structure where, for the sake of clarity, 
only the closest near voxels are shown. Full voxels are displayed as grey boxes. Near 
voxels are represented by yellow boxes with a red line connecting their centroid with 
the associated nearest neighbor. Empty voxels are displayed as white boxes. (For inter- 
pretation of the references to color in this ﬁgure legend, the reader is referred to the 
web version of this article.) 
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CEq. (5) estimates the possibility of the descriptor ˆ  q, given the pose ˆ  j 
in the same way as in step 1 of the initialization stage. 2 Equ. (6) evalu-
ates the likelihood of being at pose ˆ  j by ﬁnding the most compatible
particle in . This compatibility is deﬁned as the weighted relative
distance ( Eq. (7) ) between the previous particle k and particle ˆ  j 
given a normalization factor t n . Eq. (8) estimates the distinctiveness
of the current observation by comparing the number of neighbors re-
trieved w.r.t. the size of the training set, e.g. extremely ambiguous
poses like in corridors will produce lots of results, resulting in high
ambiguity. 
The update stage is iterated until particles converge to a single
location, i.e. when they are all inside a sphere of radius t c . At this point
we consider the problem solved and the pose tracking component is
started. 
3. Pose tracking 
The pose tracking component deals with computing the local mo-
tion of the sensor as it moves around the environment. Knowing the
previous estimated pose, when a new acquisition is received, we per-
form a local registration between the map and the observed points.
From the resulting transformation, the implicit motion is inferred and
applied to the previously estimated pose. 
To accurately track the sensor pose in real-time, it is important (1)
to employ a data structure speciﬁcally designed for nearest neighbor
searches, (2) to correctly select a stable and representative subset of
the input points to perform the registration (this is particularly im-
portant in degenerate environments which contain few large domi-
nant directions, e.g. long corridors, tunnels or symmetrical environ-
ments where there are few proper points to hinder erroneous regis-
trations) and (3) to properly detect outliers and exclude them from
the optimization process. 
3.1. Map representation 
In our proposed map structure, two different lists of elements are
stored and synchronized: a compact list of surfels, L , and a dense grid
of voxels, V , built with a speciﬁc voxel size. Each surfel l i ∈ L stores a
position in world coordinates, p i , and a unit normal, n i . Each voxel,
v i ∈ V stores a current state that can be either full , empty or near . Full
voxels store an index to the surfel l v i ∈ L, whose associated position
falls into. Empty voxels store a null reference and near voxels store an
index to the surfel l v j ∈ L whose associated position distance d v to the
voxel center is the smallest. Notice that we consider near voxel only if
the distance d v is under a given threshold d max , otherwise the voxel
is considered empty . Fig. 1 illustrates the proposed representation. 
With this map representation, all nearest neighbor searches are
pre-computed oﬄine and stored inside the dense grid. At run time,
given a query point in world coordinates, we approximate the com-
putation of its nearest neighbor in the map by calculating the voxel
that contains it. Then, if the voxel state is full or near , we return the
associated surfel. Otherwise, we notify that there are no neighbors. 
Notice that, for the proposed approach (1) all operations per-
formed during a single search present a constant execution time, re-
gardless of the size of the map. In comparison kd-tree and octree
structures provide, on average, logarithmic times with respect to the
size of the map. Moreover, by properly setting d max we (2) implicitly
perform an initial outlier rejection of correspondences that are too
separated when looking for nearest neighbors in ICP. 
The main disadvantage of using dense voxel structures for repre-
senting large environments consists in their memory footprint. We
solve this problem using a three-level hierarchical structure where2 In case of multiple input descriptors Q ( q ), each must be taken into account indi- 
vidually. 
a  
λ  ntermediate nodes are blocks of 32 × 32 × 32 nodes. This way, when
 node is completely empty, it does not have to be stored and, given
he proposed leaf size, 2 5 × 2 5 × 2 5 , we can address each single in-
ernal voxel using only two bytes, plus an extra bit to mark the empty
nes ( 15 + 1 bits). A similar shallow tree with high fanout has also
een proposed for general 3D data processing by [21] . Additionally,
ur implementation allows streaming so that only the part inside the
ange of the sensor has to be in memory. Since the sensor moving
peed is orders of magnitude below the associated load operations,
n-line execution memory requirements are always bounded and the
ap is always updated around the sensor pose. 
.2. Point selection strategy 
We must ensure that the selected subset of points of the current
cquisition is representative enough to correctly lock the less deﬁned
egrees of freedom during the registration. Gelfand et al. [12] propose
o perform a selection based on the contribution on the point-plane
istance of moving each point, p i , and its associated normal, n i , using
 transformation vector [ r T t T ]. This can be expressed as: 
d i = 
[
r T t T 
]
·
[
p i × n i 
n i 
]
(9)
y linearizing rotations using the small angles approximation. 
Considering only rotations in Eq. (9) , the error introduced in the
oint-plane distance is proportional to the point distance w.r.t. the
ensor and to the angle between its normal and the viewing ray. This
eads to selecting far points and points whose normal is as perpen-
icular as possible to the viewing ray. Unfortunately, moving laser
roduces nonuniformly distributed points and, in particular, distant
reas are acquired with a lower point density and thus provide poorly
stimated normals. Also, for circular environments, when the sensor
pproaches the symmetry axis angles between viewing rays and nor-
als vanish making the proposed formulation not suited for this ap-
roach. 
We solve these problems by explicitly distinguishing between
ranslations and rotations. In order to properly constrain translations,
e consider only point normals. We compute the covariance matrix
or translations C t as: 
 t = 
[
n 1 · · · n k 
]
·
⎡ 
⎣ n 
T 
1 
· · ·
n 
T 
k 
⎤ 
⎦ 
nd extract its associated eigenvectors x 1 , x 2 , x 3 , and eigenvalues
≥ λ ≥ λ . Acquisition points are then classiﬁed into three bins,1 2 3 
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Fig. 2. Three different conﬁgurations where point p i and normal n i contribute differently to lock rotations around axis x . The ﬁrst case is well constrained ( d i = 1) whereas both 
the second (normal aligned with the rotation axis) and third conﬁgurations (normal pointing toward the rotation center) are unconstrained ( d i = 0 ). 
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  b 1 , b 2 , b 3 } as follows: 
 i ∈ b j ←→ 
∣∣p i · x j ∣∣ > | p i · x k | , ∀ k  = j 
When the three bins are balanced, the translation degrees of free-
om are equally constrained. On the other hand, in degenerate cases,
.g. long corridors, one bin will be considerably less populated than
he others, e.g. the one containing the points whose normals are par-
llel to the longitudinal axis. 
With respect to orientations, we compute the principal rotation
xes using cross products between positions and normals. The result-
ng covariance matrix is deﬁned as follows: 
 R = 
[
p 1 × n 1 · · · p k × n k 
]
·
⎡ 
⎣ p 1 × n 
T 
1 
· · ·
p k × n T k 
⎤ 
⎦ 
Similarly to translations, we calculate the associated eigenvec-
ors x 1 , x 2 , x 3 , and eigenvalues λ1 ≥ λ2 ≥ λ3 . Then, points
rom the input cloud are classiﬁed into three bins, { b 1 , b 2 , b 3 } as
ollows: 
 i ∈ b j ←→ 
∣∣n i · x j ∣∣ < | n i · x k | , ∀ k  = j 
For each bin, we approximate the rotation center as the weighted
ean of the contained positions, according to their distance to the
ensor 3 : 
 = 
∑ n 
i =1 ‖ p i ‖ · p i ∑ n 
i =1 ‖ p i ‖ 
nd, then, for each point in the bin, we estimate how much it con-
ributes on locking rotations over its corresponding eigenvector, x ,
s: 
 i = ( 1 − | n i · x | ) · ( 1 − | n i ·m i | ) (10) 
here m i is the normal vector connecting the point to the rotation
enter, i.e. m i = ( c −p i ) ‖ c −p i ‖ . The two terms in Eq. (10) weight the inﬂuence
f a given point normal according to its perpendicularity to either the
otation axis or the vector connecting the point to the rotation center
the more perpendicular the higher the weight). Notice that this value
s independent of the point distance to the sensor. Fig. 2 shows three
onﬁgurations that provide different values for d i . 
When bins associated with small d values contain too many
oints, rotations around the axis considered are poorly constrained:
e need to select only the points with the highest values. Fig. 3
llustrates this concept showing sample histograms of d values re-
overed from an environment with high symmetry and from another
ne where rotations are properly deﬁned. 
.3. Registration and inlier selection 
For registration purposes, we consider as wrong correspondences
hose between sensor points (in world coordinates), p W 
i 
, and map3 This approximation is valid for 360 ° sensor. For different ﬁelds of view alternative 
pproximations would be required, i.e. voting strategies based on the Hugh transform. 
F
roints, q i , that are inconsistent with the rest of the correspondences.
his occurs when: (a) the point seen by the sensor corresponds to an
bject that is not present in the map (i.e. something that was added
r removed after the original acquisition) or (b) the estimated p W 
i 
is
ar from its corresponding point in the map. In both cases, the near-
st neighbor does not make geometrical sense w.r.t. the other corre-
pondences. Classical ways to identify these outliers employ heuris-
ics based on relative positions and normals between corresponding
oints: neighbors whose distance is larger than a given threshold or
ith very different normal orientations are considered outliers. Ex-
mples can be found in [25] . These approximations are useful when
sing high tolerance values (e.g. corresponding points farther than
m may be wrong in most cases) but, in these cases, their discrimina-
ive power is low. Instead of explicitly identifying outliers, our strat-
gy employs, at each ICP iteration, a RANSAC based approach to draw
 set of candidate transformations ( sample step ). This set is then an-
lyzed to identify the best transformation to apply at that iteration
 consensus step ). 
We initially consider the bins related to translations described in
ection 3.2 . Then we evaluate if rotations are properly deﬁned over all
he axes. If this is not the case for a given axis, we add a bin containing
he points that better constrain such rotation, i.e. points with largest
 i values. 
Then, we consider the last estimated motion (using the two previ-
usly registered poses) to perform an initial guess on the new sensor
ose: 
ˆ 
t = t−1 · ( t−2 −1 ·t−1 ) ∈ SE 3 
Starting from this guess, each iteration of the ICP algorithm draws
 set of potential transformations and then recover the best one to be
pplied. 
Sample step . Initially we create n random sets of points, S , where
ach set s ( j ) ∈ S contains one randomly selected point from each bin.
his way, the total number of points considered can be expressed as
 n or 4 n , depending on how well rotations are deﬁned. 
For each one of these points, we compute the associated po-
ition in world coordinates, p W , using ˆ t and its correspondingig. 3. Rotation histograms for a nonsymmetric environment (left) and for a symmet- 
ic one (right). 
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Fig. 4. Inlier selection. Axes represent the main dominant dimensions of the computed 
transformations. Each point represents a candidate transformation colored according 
to the iteration in which they have been marked as outliers (some outlier transforma- 
tions too far from the center have been omitted). Dark red points represent transfor- 
mations marked as inliers. The ellipses represent the normal estimations at speciﬁc 
subsequent iterations. (For interpretation of the references to color in this ﬁgure leg- 
end, the reader is referred to the web version of this article.) 
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r  nearest surfel in the map, { q i , n i } , is searched, creating the correspon-
dence c 
( j) 
i 
= { p W 
i 
, q i , n i } ∈ s ( j) Once all correspondences in each set
are solved, the rigid transformation T ( j) = [ R ( j) t ( j) ] that minimizes
the expression 
E ( j) = 
n ∑ 
i = i 
((
R ( j) p i + t ( j) − q i 
)
· n i 
)2 
is computed for each one of them independently. 
Consensus step . Considering that correspondences of each set
are deﬁned over observed points that properly lock on all six degrees
of freedom, their associated rigid transformations are expected to be
similar. However, in the presence of outliers and considering the re-
duced number of points for each set, resulting transformations will
be randomly different. We approximate the estimation error with a
gaussian distribution and identify outlier correspondences by remov-
ing the sets that diverge from such distribution. We proceed itera-
tively by initially considering all transformations and computing the
associated normal distribution N (μ, 	) where: 
μ = 1 
n 
n ∑ 
j=1 
γ ( j) 
	 = 1 
n 
[
γ (1) − μ · · · γ (n ) − μ
]
·
⎡ 
⎣ 
(γ (1) − μ) T 
· · ·
(γ (n ) − μ) T 
⎤ 
⎦ 
being γ ( n ) the rigid transformations associated with each set ex-
pressed as a vector, where rotations are in yaw, pitch, roll angles.
Then, according to N (μ, 	) Mahalanobis distances for each set are
computed as 
d ( j) = (γ ( j) − μ) T 	−1 (γ ( j) − μ)  χ2 6 
and transformations with an associated probability smaller than 1%
are discarded. This process is iteratively repeated (updating N (μ, 	)
with the remaining transformations at each step) until no transfor-
mations are discarded, or a minimum number of inlier transforma-
tions are reached. The ﬁnal registration is estimated considering only
the correspondences present in the sets associated with the remain-
ing transformations. 
Fig. 4 shows the results after the proposed inlier selection strat-
egy. Notice how all independently computed transformations are dis-
tributed around a well deﬁned central position. Also notice that the
distribution quickly converges to the ﬁnal estimated transformation,
when considering all the correspondences marked as inliers. .4. Relative tracker integration 
To improve the overall system robustness, we combine our pro-
osed sensor tracking component with a relative tracker. 
After a pose has been estimated, its associated points in world co-
rdinates are stored into a kd-tree. Given a new acquisition, when
he registration algorithm creates the sets of points ( p W 
i 
), it looks for
earest neighbors in both the reference map ( q M 
i 
, n 
M 
i ) and in the pre-
iously ﬁxed cloud ( q O 
i 
, n 
O 
i ). Correspondences are, then, deﬁned as: 
 
( j) 
i 
= 
{{ p W 
i 
, q M 
i 
, n 
M 
i } 
∥∥p W 
i 
− q M 
i 
∥∥− s ≤ ∥∥p O 
i 
− q O 
i 
∥∥
{ p W 
i 
, q O 
i 
, n 
O 
i } 
∥∥p W 
i 
− q M 
i 
∥∥− s > ∥∥p O 
i 
− q O 
i 
∥∥
here s corresponds to the voxel size and compensates the differ-
nt resolution between the voxelized ground truth map and the non-
iscretized kd-tree of the previously ﬁxed cloud. 
Main beneﬁts are that (a) surfaces missing in the reference map
an be exploited during the registration process and that (b) the sys-
em allows exploring non-mapped areas by continuously tracking the
ser. In this latter case the system corresponds to the local tracking
escribed by Ceriani et al. [5] . 
. Results 
In order to evaluate the proposed localization and tracking sys-
em, we ran several tests using four different datasets acquired with
 LIDAR scanner: (a) a two ﬂoor building with a large lab downstairs
nd several oﬃces on the ﬁrst ﬂoor, with an approximated surface
f 1400 m 2 ; (b) a conference building with a single ﬂoor and an ap-
roximated surface of 1800 m 2 ; (c) an industrial workshop with high
eilings and with an approximated surface of 30 0 0 m 2 ; (d) a large
nderground tunnel that can be explored by a car, and with a total
ength of 2.2 km. All models are obtained by registering the acqui-
itions to a common reference frame using the method of [31] . The
nal point cloud is generated by storing points and associated nor-
als (and, if present, colors) after a voxel subsampling step of size
cm or 10 cm. 
For these datasets, we evaluated the system using a Velodyne
DL-32E sensor mounted in three different conﬁgurations: on a back-
ack for walkthroughs, on a Segway and on the top of a car ( Table 4 ).
esults were generated using a computer with an Intel Xeon CPU @
.80 GHz with 8 GB of RAM and a 64 bit operating system. 
.1. Place recognition 
In order to reduce the search space for the place recognizer, ﬂoors
or all the maps were computed using the proposed ﬂooding algo-
ithm. At this stage, we used large voxels (20 cm) to perform the com-
utations, since there is no need for a highly detailed representation
f the ﬂoor limits. Average ﬂoor computation time for the three build-
ngs was only 0.14 s while the tunnel dataset took 3.91 s. Fig. 5 shows
he results for the oﬃce building (a). 
Once ﬂoors were computed, we estimated the effective navigable
pace, N ∗⊆N . In particular, for the backpack mounted application, we
an several tests including normal walking over ﬂat surfaces, running,
alking on stairs and performing fast rotations. During these tests,
he position of the observer was continuously tracked and logged.
ome of the results achieved are presented in Fig. 6 . 
Given the obtained heights histogram shown in Fig. 6 (left), the
tandard human height distribution [19] and the distance of the sen-
or from the carrier’s head ( 10 cm ), the effective height range above
he ﬂoor was estimated as [ 154 . 7 cm . . . 204 . 6 cm ] . 
We then constrained rotations over the X and Y axes, since persons
ypically only bend some degrees while walking, and allowed free
otations over the Z axis. Given the obtained distribution shown in
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Fig. 5. Results of the ﬂoor extraction algorithm using map (a) ( 25 . 6 m × 64 m × 16 m ). Black points represent the scanner positions during acquisition. These locations have been 
used to automatically select the set of initial active voxels. 
Fig. 6. Empirical parameter selection for the search space reduction. (Left) deviation of the sensor with respect to the mean height to the ﬂoor observed during several walk- 
throughs. (Right) deviation of the sensor with respect to the vertical axis ( Z ) observed during several walkthroughs. 
Table 1 
Navigable space reduction. 
Map Volume ( m 3 ) Navigable ( m 3 ) Ratio (%) 
(a) 26,214.4 677.6 2.58 
(b) 19,660.8 564.3 2.87 
(c) 1,101,0 0 0.5 669.9 0.06 
(d) 72,170,864.6 11,329.6 0.02 
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t  ig. 6 (right) our training process only considers deviations of 8.41 °
rom the vertical axis ( μ + 2 σ ). 
Given these parameters, the total volume reduction on the search
pace (considering only positions) is shown in Table 1 . Notice how,
or regular buildings (oﬃce (a) and conference (b) building), the re-
ulting search space is around 2% –3% of the total volume of the map
hile, in the workshop (c) and the tunnel (d) this ratio is consider-
bly lower due to the high ceilings of the ﬁrst, and the low density of
avigable areas in the second. 
To measure place recognition performance, we used ﬁve acquisi-
ion sequences and estimated the ground truth tracks by employing
ur tracking component with a manually initialized sensor position.
hen, we trained a place recognition classiﬁer using simultaneously
he three different buildings of our datasets (a, b and c). 
Each single track was processed starting, each time, from a differ-
nt observation and running the place recognizer until convergence
as detected. Once this happened, we ran the tracking component
rom the estimated pose during the next ﬁve observations and used
he resulting position to check against the ground truth trajectory. If
he total error was below 10 cm, we considered that the achieved re-
ult was correct. 
The total number of bins used for the descriptor was 12 × 1. The
election of this particular value was conditioned by two main rea-
ons: (1) the Velodyne HDL-32E sensor provides high resolution on
he horizontal axis, but only 32 lines on the vertical one. Splitting
ata over this axis will lead to a loss of generality. (2) According to
he experiments performed, 12 bins in the horizontal axis provide
 good compromise between performance and correction (too large
escriptors render to bigger training sets and increase query times). Queries to the training set were performed with a radius of r =
 m in the descriptor space. This value allows, on average, errors of
.25 m per bin. If we consider that training samples were generated
ith a density of V size = 10 cm 3 , ﬁrst 17 . 3 cm = 
√ 
3 V 2 
size 
correspond to
he maximum distance between a random pose and its closest train-
ng sample, and the remaining 7.7cm attempt to mitigate the effects
ntroduced by outliers when computing the descriptor for a given ob-
ervation. 
During the experiments, each time the sensor moved more than
m the place recognizer was queried again. A priori possibilities
or potential poses were computed considering t n = 1 m and that
ocations were only comparable if their relative orientation was
maller than 45 °. These values attempt to mitigate the cumulated
rift of the relative tracker and the effects of discretization in the
escriptor space: considering only 12 bins gives a precision for ro-
ations on Z of ± 15 °. Accumulating this error together with the
eviation of the sensor w.r.t. the vertical axis over a 2m trajec-
ory leads to a precision loss of around 65cm. The remaining 35cm
ry to compensate tracking drift and the density of the training
amples. 
In order to detect convergence and start tracking, we used a
hreshold of t c = 1m , since we observed that our tracker provides
table results when initialized with this degree of ambiguity (we ex-
erimentally observed that results were correct 93.5% of the times).
 smaller t c would lead to a smaller recall and slower convergence
hereas a larger one would lead to a smaller precision, i.e. would be
ore prone to wrong localizations. 
The total size of the training set used for the three buildings was
elow 2MB. 
Since we did not provide information about the speciﬁc building
n which the user was moving, ﬁrst candidate solutions were spread
niformly all over the three environments. As the sensor moved, am-
iguity was progressively reduced and particles gathered around a
ingle cluster until convergency was detected. Fig. 7 summarizes how
uch the sensor needed to move before converging for almost 3.0 0 0
ifferent executions, considering only the cases where achieved re-
ults were correct (93.5%). In these cases, the ﬁnal position error was
n average 4.2 mm after 5 iterations of the tracking component. In
he other 6.5% cases the resulting pose was not correct generally
204 C. Sánchez et al. / Computer Vision and Image Understanding 149 (2016) 197–208 
Fig. 7. Convergency distances for correct executions (93.5%) considering all trajecto- 
ries and using a training set that considers three different buildings. Note how the 
distribution peaks between 2 m and 6 m, providing a fast convergency rate on average. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2 
Map sizes for the different datasets. 
Map Voxel size Dimensions Size 
(m) (m) (MB) 
(a) 0.1 25.6 × 64 × 16 23 .89 
(a) 0.05 22.4 × 59.2 × 11.2 124 .72 
(b) 0.1 64 × 32 × 9.6 15 .57 
(c)-o 0.1 134.4 × 64 × 19.2 69 .11 
(c)-o 0.05 129.6 × 64 × 19.2 404 .28 
(c)-i 0.05 89.6 × 51.2 × 24 304 .71 
(d) 0.1 442 × 425.6 × 284 860 .37 
Table 3 
Map average nearest neighbor computation times and er- 
rors for the proposed map representation compared with a 
standard kd-tree implementation. 
Map Voxel Points Voxel kd-tree Error 
size 
(m) (#) (ns) (ns) (mm) 
(a) 0.1 184K 53.7 573.3 0.220 
(b) 0.1 149K 54.99 687.61 0.244 
(c) 0.05 1.3M 77.32 744.46 0.083 
(d) 0.1 9M 69.23 876.26 0.185 
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cbecause, at some point, the sensor passed too close to obstacles and
the computed descriptor lead to a wrong result. 
Fig. 8 shows a sample trajectory inside map (c), where it can be ap-
preciated which situations led to a fast convergency, and which ones
needed more iterations to disambiguate the sensor’s pose. 
4.2. Pose tracking 
The pose tracking component has been evaluated by isolating each
one of its components and generating individual results (map repre-
sentation, point selection, inlier selection and relative tracker inte-
gration) and by measuring the overall accuracy and performance of
the complete system. 
4.2.1. Map representation 
To evaluate the scalability of the proposed map representation
and to compare how it performs w.r.t. standard kd-trees, we mea-
sured the space requirements of loading the entire voxel structure of
each dataset in memory and isolated the nearest neighbor searches
in the registration process to estimate the average computation time
per query. 
Table 2 shows the memory footprint of each dataset (fourth col-
umn), considering the voxel size (second column) and the dimensionsFig. 8. Convergency distances for a sample trajectory inside map (c) (89.6 m × 51.2 m × 2
position, and following the illustrated path in alphabetically increasing direction. As it can be
to a fast convergence. On the other hand, situations in which the sensor had a limited view 
ould only be estimated when a disambiguating acquisition was performed. Also, case E corre
it. f the complete voxel structure (third column). Notice that for the in-
ustrial building (c), two cases are considered: one that extends the
riginal map by adding information about the exterior, (c)-o, and the
riginal map where only the interior is stored (c)-i. 
Table 3 compares nearest neighbor searching times of the pro-
osed map representation w.r.t. a standard kd-tree. For this test,
oth structures contained the same number of points and queries
ere performed using the same data. Results in columns 4 and 5
re expressed in nanoseconds per point and represent the aver-
ge time considering all queries. Column 6 shows the average near-
st neighbor error of the proposed map representation, due to the
iscretization of the space. Column 3 shows the total number of
oints in the map. 
Notice how average searching times are always around 10 times
aster than using kd-trees. Also notice how, the overall error in cases
a), (b), and (d), where a voxel size of 10 cm was used, is around
.2mm. If this is reduced to 5cm, as shown in case (c), the error falls
o 0.08mm. 
According to these results, it can be concluded that our map
epresentation is faster than Octomap because of the constant time4 m). Each point shows the distance it took to converge (in meters) starting from its 
 noticed, poses where the sensor had a complete view of the environment (case A) led 
of the environment took longer to converge (cases B, C and D), since the correct pose 
sponds to a corridor where the pose of the sensor could only be resolved after leaving 
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Fig. 9. Point selection for symmetric environments. (Left) results for orientations of the technique proposed by [12] , shaded according to the estimated contribution of each point to 
lock rotations over the Z axis. (Right) results for the same case using our proposed selection technique. The rotation axis is displayed as a dashed black line, placed in the estimated 
center of symmetry. The labels identify speciﬁc regions: A and C show vertical structures that allow recovering the correct rotation (points that correspond to the ﬁrst case of Fig. 2 ). 
B contains points very far from the scan location. 
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Fig. 10. Results of the proposed inlier selection algorithm. Each point represents the 
result of a single frame. 
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cccess to random points and nearest neighbors. Given that Octomap
s based on an octree implementation, results are expected to be sim-
lar to kd-trees or slightly slower, since octrees are not symmetrically
alanced. 
.2.2. Point selection 
In the experiments, we observed that our point selection tech-
ique to ensure geometric stability always provided robust results.
e also observed that, if this feature was not enabled, tracking was
ost when navigating on corridors. However, no signiﬁcant differ-
nces were detected when comparing the stability of the results w.r.t.
he technique proposed by Gelfand et al. [12] . On the other hand, exe-
ution times were always smaller to our technique, since the binning
trategy used avoids sorting points according to their locking capa-
ilities. 
An additional test to evaluate the point selection strategy for
ymmetric environments was performed. In this case, our technique
roperly locked orientations by selecting correct points, but the one
roposed in [12] failed. Fig. 9 shows a comparison of both techniques
or one of the trajectory frames. In this case, our point selection strat-
gy (right) is not affected by the distance between points and the sen-
or. This way, critical points like the ones shown in cases A and C can
e selected. This fact is evident when comparing results for case B.
ince our selection is normalized according to distances, the effect of
he furthest points does not compromise the selection of the closest
nes. 
.2.3. Inlier selection 
In order to evaluate the proposed inlier selection strategy, we pro-
eeded as follows: we mounted a Velodyne HDL-32E sensor on a tri-
od without moving it. The ﬁrst frame was used as reference model
nd, during the rest of the experiment, outliers were progressively
dded (e.g., people were moving around and objects moved). This
ay, we could classify inliers correspondences by evaluating the dis-
ance between each point and its nearest neighbor in the reference
rame. 
Fig. 10 shows the ﬁnal precision of our inlier selection strategy
.r.t. the number of outliers in the input cloud. Notice how, when the
otal number of outliers is below 20%, our precision is almost always
00% (no wrong correspondences are selected for registration). As the
verall number of outliers increases, precision decreases. On average,
he proposed experiment had 27.83% wrong correspondences, that
ead to a precision of 98.97%. 
.2.4. Relative tracker integration 
To illustrate the beneﬁts of the proposed relative tracker integra-
ion in the pose update component, we recorded a track where, start-ng from the inside of building (a), we moved into a nonscanned room
nd performed some loops by going out of the building and entering
rom a different door. Fig. 11 shows the results achieved. 
Notice how, when the sensor leaves the known environment
cases A, C and D), the tracking relies on the relative tracker only. Also,
uring the transitions between the known map and the non-mapped
reas, the point selection strategy proposed gradually takes more in-
ormation from the most convenient map without any speciﬁc logic
o deal with these situations (take for example the transition shown
n case C, right). As it can be observed, the accuracy of the proposed
egistration algorithm ensures that, when the user reenters the map
fter exploring the non-mapped areas, the relative tracker drift is low
nough so that the tracking using the reference map can continue.
inally, when the sensor is moving inside the known space, it can
e noticed how some of the points used for registration are taken
rom the previous observation. This is generally due to the presence
f points that have no valid correspondences in the reference map,
ut they do in the local map of the relative tracker. For instance, the
nvironment in case B has big windows that allow the sensor to ac-
uire points from the outside, which are not present in the original
ap. For a drift analysis of the relative tracker alone the reader may
efer to [5] . 
.2.5. Overall accuracy and performance 
To measure the overall accuracy of the proposed pose tracking
echnique, we performed an analysis of the ICP residuals after each
loud registration. This is imposed by the lack of a ground truth tra-
ectory for free motion over a large indoor scenario, since the area to
over is too big for using accurate external reference systems. 
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Fig. 11. Results of the relative tracker integration during a sample walk-through inside map (a) (25.6 m × 64 m × 16 m) where the sensor moves to a non-mapped room (A, 
illustrated in (right)) without loosing track of its position and, then, it performs two loops outside the building (C and D). The trajectory is shaded according to the percentage of 
points used from the ground truth map. The rest is taken from the relative tracker local map. 
Fig. 12. Tracking accuracy comparison between the standard ICP (red) and the proposed robust implementation (blue) in an environment without outliers (left) and in an envi- 
ronment with outliers (right). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13. System overall performance during tracking for a backpack mounted setup. 
The dashed red line indicates the maximum execution time for real-time results using 
the Velodyne HDL-32E sensor (12 Hz). (For interpretation of the references to color in 
this ﬁgure legend, the reader is referred to the web version of this article.) 
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s  Fig. 12 (left) shows the average point-plane distances when mov-
ing inside an outlier-free scenario for both, the classical point-plane
ICP algorithm and for our robust ICP. The absence of outliers was en-
sured by performing the acquisitions immediately after scanning the
ground truth model, represented using a voxel size of 10cm. Residu-
als for both approaches are almost identical, peaking on 2cm, which
is within the nominal accuracy of the Velodyne HDL-32E sensor. 
On the other hand, Fig. 12 (right) shows signiﬁcant differences
when changes are introduced into the environment. In this case, the
track was recorded after refurbishing the environment. Our robust
ICP implementation provides much better results than using the clas-
sical point-plane ICP, due to the eﬃcient selection of inlier correspon-
dences. In this case, residuals peak in 3cm due to the interference of
the outliers in the point-plane distance estimation for computing the
shown histogram. 
Given that the system must provide results in real-time, we mea-
sured the overall performance during the pose tracking for different
kinds of motion in all the datasets. Fig. 13 shows the execution time
spent in registering each cloud and computing the new pose of the
sensor for a walking setup scenario. This process takes normally be-
tween 20ms and 30ms but, at some frames, a peak around 100ms is
observed. 
These peaks are related to the kd-tree generation for the relative
tracker, which is triggered when a ﬁxed distance is travelled since the
time of the last update of the tree. The faster the sensor moves, the
more this event will affect the overall performance. To avoid frame
dropping, the kd-tree generation and the relative tracker can run in
different threads so the latter uses the last available kd-tree until the
new one is ready. 
In Table 4 average performance of the system is shown for three
different setups (walking, segway mounted and car mounted) evalu-
ated using the four datasets. Notice how, the faster the sensor moves,
the lowest the performance due to the relative tracker kd-tree up-
dates. Since the Velodyne HDL-32E sensor provides readings at 12z, all cases ensure real-time results, leaving processor time for per-
orming additional operations. Finally, notice that in the current im-
lementation all tracking computations were performed using a sin-
le CPU core. 
Our system was also evaluated in the Microsoft Indoor Local-
zation Competition, where 28 different approaches were compared
n two different categories: infrastructure and infrastructure-free.
uring the set up stage teams had 7 h to prepare the system
map acquisition and pre-processing in our case). In the evaluation
tage, a user carrying the sensor was asked to navigate through
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Table 4 
System execution performance for different setups. 
Setup Speed (m/s) Datasets Performance (Hz) 
Backpack  1 . 4 (a), (b), (c) 39.98 
Segway  3 . 6 (c) 27.36 
Car  5 . 5 (d) 23.34 
Fig. 14. Microsoft Indoor Localization Competition (IPSN 2015) results. Notice that 
overall accuracy of our system was affected by the measurement procedure of the 
competition: measures were taken while standing over the reference points, and thus 
biasing the results. Moreover, ground truth positions were acquired with indirect mea- 
surements w.r.t. the reference origin. 
2  
o  
c  
a  
t  
m  
t  
i
5
 
a
 
b  
u  
t  
d  
s
 
t  
k  
v  
b  
a  
m
 
p  
b  
r  
d  
t  
 
a  
a  
s  
o  
t
 
p  
o  
m  
g  
t
S
 
i
R
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[
 
[  
 
[  
 0 reference points that were manually measured. As Fig. 14 shows,
ur system achieved the higher overall accuracy, even though it was
ompeting in the infrastructure-free category. Next 8 best teams were
ll infrastructure approaches using beacons placed in known posi-
ions with different technologies, like ultrasonic time-of-ﬂight trans-
itters (Lazik), ultra wideband emitters (Timedomain, Campbell, In-
raNav) and IMUs among others. More information can be found
n [18] . 
. Conclusion and future work 
We presented a complete system to assist in indoor localization
pplications that provides real-time results. 
By adding a pre-processing stage, an eﬃcient place recognizer has
een proposed that exploits the local motion of the sensor, estimated
sing a relative tracker, and a compact and fast-to-compute descrip-
or. During the training of the place recognizer, a search space re-
uction strategy has been proposed that considers the physical con-
traints related to a particular operation mode of the system. 
Pose tracking is performed using an eﬃcient map representation,
hat provides constant nearest neighbor searching times, and that
eeps memory requirements low. Our registration algorithm pro-
ides robust results by (1) selecting points that ensure geometric sta-
ility, (2) eﬃciently discarding outliers and (3) being fused with a rel-
tive tracker which allows using points not present in the reference
ap for registration and navigating through non-mapped areas. 
The overall system scales well with the map size, allowing the ex-
loration of large environments since (1) the map representation can
e streamed from disk, (2) the relative tracker works only over a local
epresentation that can be kept in memory, (3) the place recognition
oes not employ the map during execution and, ﬁnally, (4) the size of
he training set is small so that it can be used for large environments.Experimental results have proven the system to perform tracking
t frame rate leaving plenty of CPU time to run additional operations
nd to produce accurate results (within the nominal accuracy of the
ensor used), even when plenty of outliers are introduced. Moreover,
ur solution was demonstrated during the Microsoft Indoor Localiza-
ion Competition (IPSN 2015) winning the ﬁrst place [18] . 
We plan to collect a series of datasets for indoor environments by
roviding ground truth measurements of the correct user position in
rder to perform an in depth evaluation of the localization perfor-
ance. Moreover, we plan to evaluate different classiﬁcation strate-
ies to reduce the training samples by retaining the same discrimina-
ive power and different descriptors representations. 
upplementary material 
Supplementary material associated with this article can be found,
n the online version, at 10.1016/j.cviu.2015.11.012 
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