In this paper, we theoretically justify an approach popular among participants of the Higgs Boson Machine Learning Challenge to optimize approximate median significance (AMS). The approach is based on the following two-stage procedure. First, a real-valued function f is learned by minimizing a surrogate loss for binary classification, such as logistic loss, on the training sample. Then, given f , a thresholdθ is tuned on a separate validation sample, by direct optimization of AMS. We show that the regret of the resulting classifier (obtained from thresholding f onθ) measured with respect to the squared AMS, is upperbounded by the regret of f measured with respect to the logistic loss. Hence, we prove that minimizing logistic surrogate is a consistent method of optimizing AMS.
Introduction
This paper concerns a problem of learning a classifier to optimize approximate median significance (AMS), which was the goal of the Higgs Boson Machine Learning Challenge (HiggsML), hosted by Kaggle website (see Adam-Bourdarios et al. (2014) for details on this contest and description of the problem).
In particular, we are interested in an approach to optimize AMS, based on the following two-stage procedure. First, a real-valued function f is learned by minimizing a surrogate loss for binary classification, such as logistic loss function, on the training sample. In the second stage, given f , a threshold is tuned on a separate "validation" sample, by direct optimization of AMS with respect to a classifier obtained from f by classifying all observations with value of f above the threshold as positive class (signal event), and all observations below the threshold as negative class (background event).
This approach became very popular among HiggsML challenge participants, mainly due to the fact that its first stage, learning a classifier, does not exploit the task evaluation metric (AMS) in any way and thus can employ without modifications any standard classification tools such as logistic regression, LogitBoost, Stochastic Gradient Boosting, Random Forest, etc. (see, e.g., Hastie et al. (2009) ). Despite its simplicity, this approach proved to be very effective in achieving high leaderboard score in HiggsML. 1 The intuition behind this approach is clear: minimization of logistic loss results in estimation of conditional probabilities of signal and background event, and the AMS is assumed to be maximized by classifying the events most likely to be signal as signal events. This paper formalizes this intuition by showing that the approach described above constitutes a consistent method of optimizing AMS. More specifically, we use the notion of regret with respect to some evaluation metric, which is a difference between the performance of a given classifier and the performance of the optimal classifier with respect to this metric. Given a function f , and a classifier h f,θ obtained from f by thresholding f atθ, we give a bound on the regret of h f,θ measured with respect to the squared AMS by the regret of f measured with respect to the logistic loss, given that the thresholdθ is tuned by optimization of AMS among all classifiers of the form h f,θ for any threshold value θ.
To our knowledge, this is the first regret bound of this form applicable to a nondecomposable performance measure such as AMS. We also discuss generalization of our approach to different performance measures and surrogate loss functions.
Related work. The issue of consistent optimization of performance measures which are functions of true positive and true negative rates has received increasing attention recently in machine learning community (Narasimhan et al., 2014; Natarajan et al., 2014; Zhao et al., 2013) . However, these works are mainly concerned with statistical consistency also known as calibration, which determines whether convergence to the minimizer of a surrogate loss implies convergence to the minimizer of the task performance measure as sample size goes to infinity. Here we give a much stronger result which bounds the regret with respect to squared AMS by the regret with respect to logistic loss. Our result is valid for all finite sample sizes and informs about the rates of convergence.
Recently, Mackey and Bryan (2014) proposed a classification cascade approach to optimize AMS. Their method, based on the theory of Fenchel's duality, iteratively alternates between solving a cost-sensitive binary classification problem and updating misclassification costs. In contrast, the method described here requires solving an ordinary binary classification problem just once.
Outline. The paper is organized as follows. In Section 2, we introduce basic concepts needed to state our main result presented in Section 3 and proved in Section 4. Section 5 discusses generalization of our results beyond AMS and logistic loss.
Problem Setting
Binary classifier. In binary classification, the goal is, given an input (feature vector) x ∈ X, to accurately predict the output (label) y ∈ {−1, 1}. We assume input-output pairs (x, y), which we call observations, are generated i.i.d. according to Pr(x, y). 2 A classifier is a mapping h : X → {−1, 1}. Given h, we define the following two quantities:
which can be interpreted as true positive and false positive rates of h.
2. The original HiggsML problem also involved observations' weights, but without loss of generality, they can be incorporated into the distribution Pr(x, y).
AMS and regret. Given a classifier h, define its approximate median significance (AMS) score (Cowan et al., 2011) as
It is easier to deal with a squared AMS, AMS 2 (h), and this quantity is used throughout the paper. It is easy to verify that AMS 2 (s, b) is increasing in s and decreasing in b. Moreover, AMS 2 (s, b) is jointly convex with respect to (s, b). Let h * AMS be the classifier which maximizes the AMS 2 over all possible classifiers:
Given h, we define its AMS regret as the distance of h from the optimal classifier h * AMS measured by means of AMS 2 :
Logistic loss and logistic regret. Given a real number f , and a label y, we define the logistic loss ℓ log : {−1, 1} × R → R + as:
The logistic loss is a commonly used surrogate loss function for binary classification, employed in various learning methods, such as logistic regression, LogitBoost or Stochastic Gradient Boosting (see, e.g., Hastie et al. (2009) ). It is convex in f , so minimizing logistic loss over the training sample becomes a convex optimization problem, which can be solved efficiently. Another advantage of logistic loss is that the sigmoid transform of f , (1+e −f ) −1 , can be used to obtain probability estimates Pr(y|x). Given a real-valued function f : X → R, its expected logistic loss L log (f ) is defined as:
Let f * log = arg min f L log (f ) be the minimizer of L log (f ) among all functions f : X → R. We define the logistic regret of f as:
Main Result
Any real-valued function f : X → R can be turned into a classifier h f,θ : X → {−1, 1}, by thresholding at some value θ:
where sgn(x) is the sign function, and we use the convention that sgn(0) = 1.
The purpose of this paper is to address the following problem: given a function f with logistic regret R log (f ), and a threshold θ, what is the maximum AMS regret of h f,θ ? In other words, can we bound R AMS (h f,θ ) in terms of R log (f )? We give a positive answer to this question, which based on the following regret bound:
Lemma 1 There exists a threshold θ * , such that for any f ,
The proof is quite long and hence is postponed to Section 4. Interestingly, the proof goes by an intermediate bound of the AMS regret by a cost-sensitive classification regret, with misclassification costs proportional to the gradient coordinates of the AMS. Lemma 1 has the following interpretation. If we are able to find a function f with small logistic regret, we are guaranteed that there exists a threshold θ * such that h f,θ * has small AMS regret. Note that the same threshold θ * will work for any f , and the right hand side of the bound is independent of θ * . We are now ready to prove the main result of the paper:
Theorem 2 Given a real-valued function f , letθ = arg max θ AMS(h f,θ ). Then:
Proof The result follows immediately from Lemma 1 by noticing that solving max θ AMS(h f,θ ) is equivalent to solving min θ R AMS (h f,θ ), and that min θ R AMS (h f,θ ) ≤ R AMS (h f,θ * ).
Theorem 2 motivates the following procedure for AMS maximization:
1. Find f with small logistic regret, e.g. by employing a learning algorithm minimizing logistic loss on the training sample.
2. Given f , solveθ = arg max θ AMS(h f,θ ).
Theorem 2 states that the AMS regret of the classifier obtained by this procedure is upperbounded by the logistic regret of the underlying real-valued function. We now discuss how to approach step 2 of the procedure in practice. In principle, this step requires maximizing AMS defined by means of an unknown distribution Pr(x, y). However, it is sufficient to optimize θ on the empirical counterpart of AMS calculated on a separate validation sample. Due to space limit, we only give a sketch of the proof of this fact:
Step 2 involves optimization within a class of threshold functions (since f is fixed), which has VC-dimension equal to 2 (Devroye et al., 1996) . By convexity of AMS 2 ,
(see, e.g. Boyd and Vandenberghe (2004) ), whereŝ andb are empirical counterparts of s and b. By VC theory, the deviations ofŝ from s, andb from b can be upperbounded with high probability uniformly over the class of all threshold functions by O(1/ √ m), where m is the validation sample size. This and (1) implies, that AMS 2 (s, b) of the empirical maximizer is O(1/ √ m) close to the max θ AMS 2 (h f,θ ). Hence, step 2 can be performed within O(1/ √ m) accuracy on a validation sample independent from the training sample.
Proof of Lemma 1
The proof consists of two steps. First, we bound the AMS regret of any classifier h by its cost-sensitive classification regret (introduced below). Next, we show that there exists a threshold θ * , such that for any f , the cost-sensitive classification regret of h f,θ * is upperbounded by the logistic regret of f .
Bounding AMS regret by cost-sensitive classification regret. Given a real number c ∈ (0, 1), define a cost-sensitive classification loss ℓ c : {−1, 1} × {−1, 1} → R + as:
where 1[A] is the indicator function equal to 1 if predicate A is true, and 0 otherwise. The cost-sensitive loss assigns different costs of misclassification for positive and negative labels. Given classifier h, the expected cost-sensitive loss of h is:
where s(h) and b(h) are true positive and false positive rates defined before. Let h * c = arg min h L c (h) be the minimizer of the expected cost-sensitive loss among all classifiers. Define the cost-sensitive classification regret as:
Any convex and differentiable function g(x) satisfies g(x) ≥ g(y) + ∇g(y) ⊤ (x − y) for any x, y in its convex domain (Boyd and Vandenberghe, 2004) . Applying this inequality to AMS 2 (s, b) jointly convex in (s, b), we have for any s, b, s * , b * ∈ [0, 1]:
Given classifier h, we set
, and:
Since AMS 2 (s, b) is increasing in s and decreasing in b, both
are positive, which implies C > 0 and 0 < c < 1. In this notation, (2) boils down to:
where the last inequality follows from the definition of h * c . Thus, the AMS regret is upperbounded by the cost-sensitive classification regret with costs proportional to the gradient coordinates of AMS 2 (s * , b * ) at optimum h * AMS . 4 Bounding cost-sensitive classification regret by logistic regret. We first give a bound on cost-sensitive classification regret by means of logistic regret conditioned at a given x. This part relies on the techniques used by Bartlett et al. (2006) . Then, the final bound is obtained by taking expectation with respect to x, and applying Jensen's inequality.
Given a label h ∈ {−1, 1}, and η ∈ [0, 1], define conditional cost-sensitive classification loss as:
The reason this quantity is called "conditional loss" becomes clear if we note that for
, where η(x) = Pr(y = 1|x). In other words,
) is the loss of h conditioned on x. Given η, let h * c = arg min h∈{−1,1} ℓ c (η, h). It can be easily verified that:
Note that:
Given a real number f , and η ∈ [0, 1], define conditional logistic loss as:
Let f * log = arg min f ∈R ℓ log (η, f ). By differentiating ℓ log (η, f ) with respect to f , and setting the derivative to 0, we get that: f * log = log η 1 − η , and ℓ log (η, f * log ) = −η log η − (1 − η) log(1 − η), the binary entropy of η. The conditional logistic regret of f is given by r log (η, f ) = ℓ log (η, f ) − ℓ log (f * log ). The conditional regret has a particularly simple form when f is re-expressed as a probability estimate η f :
where η f := 1 1 + e −f , and D(η η f ) = η log Given real number f , define h f,θ * = sgn(f − θ * ), where:
surrogate can be replaced by any other convex surrogate loss ℓ, such that the following property holds: There exists a threshold θ * which is a function of the cost c, such that for all f , R c (h f,θ * ) ≤ λ R ℓ (f ), for some positive constant λ. This property is satisfied by, e.g., squared error loss ℓ sq (y, f ) = (y − f ) 2 with λ = 1, which can be verified by noticing that the logistic regret upperbounds the squared error regret by Pinsker's inequality. We conjecture that all strongly proper composite losses (Agarwal, 2014) hold this property.
