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Abstract
This work introduces a transformation-based
learner model for classification forests. The weak
learner at each split node plays a crucial role in
a classification tree. We propose to optimize the
splitting objective by learning a linear transfor-
mation on subspaces using nuclear norm as the
optimization criteria. The learned linear trans-
formation restores a low-rank structure for data
from the same class, and, at the same time, max-
imizes the separation between different classes,
thereby improving the performance of the split
function. Theoretical and experimental results
support the proposed framework.
1. Introduction
Classification Forests (Breiman, 2001; Criminisi & Shot-
ton, 2013) have recently shown great success for a large va-
riety of classification tasks, such as pose estimation (Shot-
ton et al., 2012), data clustering (Moosmann et al., 2007),
and object recognition (Gall & Lempitsky, 2009). A classi-
fication forest is an ensemble of randomized classification
trees. A classification tree is a set of hierarchically con-
nected tree nodes, i.e., split (internal) nodes and leaf (ter-
minal) nodes. Each split node is associated with a different
weak learner with binary outputs (here we focus on binary
trees). The splitting objective at each node is optimized us-
ing the training set. During testing, a split node evaluates
each arriving data point and sends it to the left or right child
based on the weak learner output.
The weak learner associated with each split node plays
a crucial role in a classification tree. An analysis of
the effect of various popular weak learner models can be
found in (Criminisi & Shotton, 2013), including decision
stumps, general oriented hyperplane learner, and conic sec-
tion learner. In general, even for high-dimensional data, we
usually seek for low-dimensional weak learners that sepa-
rate different classes as much as possible.
High-dimensional data often have a small intrinsic dimen-
sion. For example, in the area of computer vision, face im-
ages of a subject (Basri & Jacobs, 2003), (Wright et al.,
2009), handwritten images of a digit (Hastie & Simard,
1998), and trajectories of a moving object (Tomasi &
Kanade, 1992), can all be well-approximated by a low-
dimensional subspace of the high-dimensional ambient
space. Thus, multiple class data often lie in a union of low-
dimensional subspaces. These theoretical low-dimensional
intrinsic structures are often violated for real-world data.
For example, under the assumption of Lambertian re-
flectance, (Basri & Jacobs, 2003) show that face images of
a subject obtained under a wide variety of lighting condi-
tions can be accurately approximated with a 9-dimensional
linear subspace. However, real-world face images are often
captured under additional pose variations; in addition, faces
are not perfectly Lambertian, and exhibit cast shadows and
specularities (Cande`s et al., 2011).
When data from the same low-dimensional subspace are
arranged as columns of a single matrix, the matrix should
be approximately low-rank. Thus, a promising way to han-
dle corrupted underlying structures of realistic data, and as
such, deviations from ideal subspaces, is to restore such
low-rank structure. Recent efforts have been invested in
seeking transformations such that the transformed data can
be decomposed as the sum of a low-rank matrix compo-
nent and a sparse error one (Peng et al., 2010; Shen &
Wu, 2012; Zhang et al., 2011). (Peng et al., 2010) and
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(Zhang et al., 2011) are proposed for image alignment (see
(Kuybeda et al., 2013) for the extension to multiple-classes
with applications in cryo-tomograhy), and (Shen & Wu,
2012) is discussed in the context of salient object detection.
All these methods build on recent theoretical and computa-
tional advances in rank minimization.
In this paper, we present a new formulation for random
forests, and propose to learn a linear discriminative trans-
formation at each split node in each tree to improve the
class separation capability of weak learners. We optimize
the data splitting objective using matrix rank, via its nu-
clear norm convex surrogate, as the learning criteria. We
show that the learned discriminative transformation recov-
ers a low-rank structure for data from the same class, and,
at the same time, maximize the subspace angles between
different classes. Intuitively, the proposed method shares
some of the attributes of the Linear Discriminant Analy-
sis (LDA) method, but with a significantly different metric.
Similar to LDA, our method reduces intra-class variations
and increases inter-class separations to achieve improved
data splitting. However, we adopt the matrix nuclear norm
as the key criterion to learn a transformation, being this
appropriate for data expected to be in (the union of) sub-
spaces. As shown later, our method significantly outper-
forms the LDA method, as well as state-of-the-art learners
in classification forests. The learned transformations help
in other classification task as well, e.g., subspace based
methods (Qiu & Sapiro, 2013).
2. Transformation Forests
A classification forest is an ensemble of binary classifica-
tion trees, where each tree consists of hierarchically con-
nected split (internal) nodes and leaf (terminal) nodes.
Each split node corresponds to a weak learner, and evalu-
ates each arriving data point and sends it to the left or right
child based on the weak learner binary outputs. Each leaf
node stores the statistics of the data points that arrived dur-
ing training. During testing, each classification tree returns
a class posterior probability for a test sample, and the forest
output is often defined as the average of tree posteriors. In
this section, we introduce transformation learning at each
split node to dramatically improve the class separation ca-
pability of a weak learner. Such learned transformation is
virtually computationally free at the testing time.
2.1. Learning Transformation Learners
Consider two-class data points Y = {yi}Ni=1 ⊆ Rd, with
each data point yi in one of the C low-dimensional sub-
spaces of Rd, and the data arranged as columns of Y. We
assume the class labels are known beforehand for training
purposes. Y+ and Y− denote the set of points in each
of the two classes respectively, points again arranged as
columns of the corresponding matrix.
We propose to learn a d× d linear transformation T,1
arg
T
min ||TY+||∗ + ||TY−||∗ − ||T[Y+,Y−]||∗, (1)
s.t.||T||2 = 1,
where [Y+,Y−] denotes the concatenation of Y+ and Y−,
and ||·||∗ denotes the matrix nuclear norm, i.e., the sum of
the singular values of a matrix. The nuclear norm is the
convex envelop of the rank function over the unit ball of
matrices (Fazel, 2002). As the nuclear norm can be op-
timized efficiently, it is often adopted as the best convex
approximation of the rank function in the literature on rank
optimization (see, e.g., (Cande`s et al., 2011) and (Recht
et al., 2010)). The normalization condition ||T||2 = 1 pre-
vents the trivial solution T = 0; however, the effects of
different normalizations is interesting and is the subject of
future research. Throughout this paper we keep this partic-
ular form of the normalization which was already proven
to lead to excellent results.
As shown later, such linear transformation restores a low-
rank structure for data from the same class, and, at the same
time, maximizes the subspace angles between classes. In
this way, we reduce the intra-class variation and introduce
inter-class separations to improve the class separation ca-
pability of a weak learner.
2.2. Theoretical Analysis
One fundamental factor that affects the performance of
weak learners in a classification tree is the separation be-
tween different class subspaces. An important notion to
quantify the separation between two subspaces Si and Sj is
the smallest principal angle θij (Miao & Ben-Israel, 1992),
(Elhamifar & Vidal, 2013), defined as
θij = min
u∈Si,v∈Sj
arccos
u′v
||u||2||v||2 . (2)
Note that θij ∈ [0, pi2 ]. We show next that the learned trans-
formation T using the objective function (1) maximizes the
angle between subspaces of different classes, leading to im-
proved data splitting in a tree node. We start by presenting
some basic norm relationships for matrices and their corre-
sponding concatenations.
Theorem 1. Let A and B be matrices of the same row
dimensions, and [A,B] be the concatenation of A and B,
we have
||[A,B]||∗ ≤ ||A||∗ + ||B||∗,
with equality obtained if the column spaces of A and B are
orthogonal.
1We can also consider learning a s × d matrix, s < d, and
simultaneously reducing the data dimension.
Learning Transformations for Classification Forests
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Original subspaces
(a)
[
θAB = 0.79, θAC = 0.79, θBC = 1.05
]
Y+ = {A(green),B(blue)},Y− = {C(red)}.
00.020.040.060.080.1
0
0.05
0.1
−0.04
−0.02
0
0.02
0.04
0.06
0.08
Transformed subspaces
(b) T =
 0.42 0.33 −0.130.39 0.32 −0.16
−0.17 −0.14 0.81
;[
θAB = 0.006, θAC = 1.53, θBC = 1.53
]
.
0
0.2
0.4
0.6
0.8
1
−0.5
0
0.5
1
0
0.2
0.4
0.6
0.8
1
Original subspaces
(c)
[
θAB = 1.05, θAC = 1.05, θAD = 1.05,
θBC = 1.32, θBD = 1.39, θCD = 0.53
]
,
Y+ = {A(blue),B(light blue)},
Y− = {C(yellow),D(red)}.
0
0.02
0.04
0.06
0.08
−0.01
0
0.01
0.02
0.03
−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
Transformed subspaces
(d) T =
 0.48 0.08 −0.030.18 0.04 −0.16
−0.03 −0.01 0.98
;[
θAB = 0.03, θAC = 1.41, θAD = 1.40,
θBC = 1.41, θBD = 1.41, θCD = 0.01
]
.
Figure 1. Learning transformation T using (1). We denote the angle between subspaces A and B as θAB (and analogous for the other
pairs of subspaces). As indicated in (a) and (c), we assign subspaces to different classesY+ andY−. Using (1), we transform subspaces
in (a),(c) to (b),(d) respectively. We observe that the learned transformation T increases the inter-class subspace angle towards the
maximum pi
2
, and reduces intra-class subspace angle towards the minimum 0.
Proof. See Appendix A.
Based on this result we have that
||TY+||∗ + ||TY−||∗ − ||T[Y+,Y−]||∗ ≥ 0, (3)
and the proposed objective function (1) reaches the min-
imum 0 if the column spaces of two classes are orthogo-
nal after applying the learned transformation T; or equiva-
lently, (1) reaches the minimum 0 when the angle between
subspaces of two classes is maximized after transforma-
tion, i.e., the smallest principal angle between subspaces
equals pi2 .
We now discuss the advantages of adopting the nuclear
norm in (1) over the rank function and other (popular) ma-
trix norms, e.g., the induced 2-norm and the Frobenius
norm. When we replace the nuclear norm in (1) with the
rank function, the objective function reaches the minimum
when subspaces are disjoint, but not necessarily maximally
distant. If we replace the nuclear norm in (1) with the in-
duced 2-norm norm or the Frobenius norm, as shown in
Appendix B, the objective function is minimized at the triv-
ial solution T = 0, which is prevented by the normalization
condition ||T||2 = 1.
Thus, we adopt the nuclear norm in (1) for two major ad-
vantages that are not so favorable in the rank function or
other (popular) matrix norms: (a) The nuclear norm is
the best convex approximation of the rank function (Fazel,
2002), which helps to reduce the variation within classes
(first term in (1)); (b) The objective function (1) is in gen-
eral optimized when the distance between subspaces of
different classes is maximized after transformation, which
helps to introduce separations between the classes.
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2.3. Synthetic Examples
We now illustrate the properties of the above mentioned
learned transformation T using synthetic examples in
Fig. 1 (real-world examples are presented in Section 3).
We adopt a simple gradient descent optimization method
(though other modern nuclear norm optimization tech-
niques could be considered) to search for the transforma-
tion matrix T that minimizes (1). As shown in Fig. 1, the
learned transformation T via (1) increases the inter-class
subspace angle towards the maximum pi2 , and reduces intra-
class subspace angle towards the minimum 0.
2.4. Transformation Learner Model for a Classification
Tree
During training, at the i-th split node, we denote the ar-
riving training samples as Y+i and Y
−
i . When more
than two classes are present at a node, we randomly di-
vide classes into two categories. This step is to purposely
introduce node randomness to avoid duplicated trees as dis-
cussed later. We then learn a transformation matrix Ti us-
ing (1), and represent the subspaces of TiY+i and TiY
−
i
as D+i and D
−
i respectively. The weak learner model at
the i-th split node is now defined as θi = (Ti,D+i ,D
−
i ).
During both training and testing, at the i-th split node, each
arriving sample y uses Tiy as the feature, and is assigned
to D+i or D
−
i that gives the smaller reconstruction error.
Various techniques are available to perform the above
evaluation. In our implementation, we obtain D+i
and D−i using the K-SVD method (Aharon et al.,
2006) and denote a transformation learner as θi =
(Ti,D
+
i (D
+
i )
†,D−i (D
−
i )
†), where D† = (DTD)−1DT.
The split evaluation of a test sample y, |Tiy −
D+i (D
+
i )
†Tiy|, only involves matrix multiplication,
which is of low computational complexity at the testing
time.
Given a data point y ⊆ Rd, in this paper, we considered
a square linear transformation T of size d × d. Note that,
if we learn a “fat” linear transformation T of size r × d,
where (r < d), we enable dimension reduction along with
transformation to handle very high-dimensional data.
2.5. Randomness in the Model: Transformation Forest
During the training phase, we introduce randomness into
the forests through a combination of random training set
sampling and randomized node optimization. We train each
classification tree on a different randomly selected training
set. As discussed in (Breiman, 2001; Criminisi & Shotton,
2013), this reduces possible overfitting and improves the
generalization of classification forests, also significantly re-
ducing the training time. The randomized node optimiza-
tion is achieved by randomly dividing classes arriving at
each split node into two categories (given more than two
classes), to obtain the training sets Y+ and Y−. In (1), we
learn a transformation optimized for a two-class problem.
This randomly class dividing strategy reduces a multi-class
problem into a two-class problem at each node for transfor-
mation learning; furthermore, it introduces node random-
ness to avoid generating duplicated trees. Note that (1)
is non-convex and the employed gradient descent method
converges to a local minimum. Initializing the transforma-
tion T with different random matrices might lead to differ-
ent local minimum solutions. The identity matrix initial-
ization of T in this paper leads to excellent performance,
however, understanding the node randomness introduced
by adopting different initializations of T is the subject of
future research.
3. Experimental Evaluation
This section presents experimental evaluations using pub-
lic datasets: the MNIST handwritten digit dataset, the Ex-
tended YaleB face dataset, and the 15-Scenes natural scene
dataset. The MNIST dataset consists of 8-bit grayscale
handwritten digit images of “0” through “9” and 7000 ex-
amples for each class. The Extended YaleB face dataset
contains 38 subjects with near frontal pose under 64 light-
ing conditions (Fig. 2). All the images are resized to 16×16
for the MNIST and the Extended YaleB datasets, which
gives a 256-dimensional feature. The 15-Scenes dataset
contains 4485 images falling into 15 natural scene cate-
gories (Fig. 3). The 15 categories include images of living
rooms, kitchens, streets, industrials, etc. We also present
results for 3D data from the Kinect datatset in (Denil et al.,
2013). We first compare many learners in a tree context for
accuracy and testing time; then we compare with learners
that are common for random forests.
3.1. Illustrative Examples
Figure 2. Example illumination in the extended YaleB dataset.
We construct classification trees on the extended YaleB
face dataset to compare different learners. We split the
dataset into two halves by randomly selecting 32 light-
ing conditions for training, and the other half for testing.
Fig. 4 illustrates the proposed transformation learner model
in a classification tree constructed on faces of all 38 sub-
jects. The third column shows that transformation learn-
ers at each split node enforce separation between two ran-
domly selected categories, and clearly demonstrates how
data in each class is concentrated while the different classes
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Figure 4. Transformation learners in a classification tree constructed on faces of 38 subjects. The root split node is shown in the first
row and its two child nodes are in the 2nd and 3rd rows. The first column denotes training samples in the original subspaces, with
different classes (subjects) in different colors. For visualization, the data are plotted with the dimension reduced to 3 using Laplacian
Eigenmaps (Belkin & Niyogi, 2003). As shown in the second column, we randomly divide arriving classes into two categories and learn
a discriminative transformation using (1). The transformed samples are shown in the third column, clearly demonstrating how data in
each class is concentrated while the different classes are separated. The fourth column shows the first dimension of transformed samples
in the third column.
Figure 3. 15-Scenes natural scene dataset.
are separated.
A maximum tree depth is typically specified for random
forests to limit the size of a tree (Criminisi & Shotton,
2013), which is different from algorithms like C4.5 (Quin-
lan, 1993) that grow the tree only relying on termination
criterion. The tree depth in this paper is the maximum tree
depth. To avoid under/over-fitting, we choose the maxi-
mum tree depth through a validation process. We also im-
plement additional termination criteria to prevent further
training of a branch, e.g., the number of samples arriving at
a node.
In Table 1, we construct classification trees with a max-
imum depth of 9 using different learners ( no maximum
depth is defined for the C4.5 tree.). For reference pur-
pose, we also include the performance of several subspace
learning methods, which provide state-of-the-art classifi-
cation accuracies on this dataset. Using a single classi-
fication tree, the proposed transformation learner already
significantly outperforms the popular weak learners deci-
sion stump and conic section (Criminisi & Shotton, 2013),
where 100 trees are used (30 tries are adopted here). We ob-
serve that the proposed learner also outperforms more com-
plex split functions SVM and LDA. The identity learner
denotes the proposed framework but replacing the learned
transformation with the identity matrix. Using a single tree,
the proposed approach already outperforms state-of-the-art
results reported on this dataset. As shown later, with ran-
domness introduced, the performance in general increases
further by employing more trees.
While our learner has higher complexity compared to weak
learners like decision stump, the performance for random
forests is judged by the accuracy and test time. Increasing
the number of trees (sublinearly) increases accuracy, at the
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Figure 5. Classification accuracy using transformation learner forests.
Table 1. Classification accuracies (%) and testing time for the
Extended YaleB dataset using classification trees with different
learners.
Method Accuracy Testing
(%) time (s)
Non-tree based methods
D-KSVD (Zhang & Li, 2010) 94.10 -
LC-KSVD (Jiang et al., 2011) 96.70 -
SRC (Wright et al., 2009) 97.20 -
Classification trees
Decision stump (1 tree) 28.37 0.09
Decision stump (100 trees) 91.77 13.62
Conic section (1 tree) 8.55 0.05
Conic section (100 trees) 78.20 5.04
C4.5 (1 tree) (Quinlan, 1993) 39.14 0.21
LDA (1 tree) 38.32 0.12
LDA (100 trees) 94.98 7.01
SVM (1 tree) 95.23 1.62
Identity learner (1 tree) 84.95 0.29
Transformation learner (1 tree) 98.77 0.15
cost of (linearly) increased test time (Criminisi & Shotton,
2013). As shown in Table 1, our learner exhibits similar
test time as other weaker learners, but with significantly im-
proved accuracy. By increasing the number of trees, other
learners may approach our accuracy but at the cost of or-
ders of magnitude more test time. Thus, the fact that 1-2
orders of magnitude less trees with our learned matrix out-
performs standard random forests illustrates the importance
of the proposed general transform learning framework.
3.2. Randomized Trees
We now evaluate the effect of random training set sam-
pling using the MNIST dataset. The MNIST dataset has
a training set of 60000 examples, and a test set of 10000
examples. We train 20 classification trees with a depth of
9, each using only 10% randomly selected training sam-
ples (In this paper, we select the random training selection
rate to provide each tree about 5000 training samples). As
shown in Fig. 5a, the classification accuracy increases from
93.74% to 97.30% by increasing the number of trees to
20. Fig. 6 illustrates in detail the proposed transformation
learner model in one of the trees. As discussed, increas-
ing the number of trees (sublinearly) increases accuracy, at
the cost of (linearly) increased test time. Though report-
ing a better accuracy with hundreds of trees is an option
(with limited pedagogical value), a few (∼20) trees are suf-
ficient to illustrate the trade-off between accuracy and per-
formance.
Using the 15-Scenes dataset in Fig. 3, we further evaluate
the effect of randomness introduced by randomly dividing
classes arriving at each split node into two categories. We
randomly use 100 images per class for training and used
the remaining data for testing. We train 20 classification
trees with a depth of 5, each using all training samples.
As shown in Fig. 5b, the classification accuracy increases
from 66.23% to 79.06% by increasing the number of trees
to 20. We notice that, with only 20 trees, the accuracy is
already comparable to state-of-the-art results reported on
this dataset shown in Table 2. We in general expect the
performance increases further by employing more trees.
Table 2. Classification accuracies (%) for the 15-Scenes dataset.
Method Accuracy (%)
ScSPM (Yang et al., 2009) 80.28
KSPM (Lazebnik et al., 2006) 76.73
KC (Gemert et al., 2008) 76.67
LSPM (Yang et al., 2009) 65.32
Transformation forests 79.06
3.3. Microsoft Kinect
We finally evaluate the proposed transformation learner in
the task of predicting human body part labels from a depth
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Figure 6. Transformation-based learners in a classification tree constructed on the MNIST dataset. The root split node is shown in the
first row and its two child nodes are in the 2nd and 3rd rows. The first column denotes training samples in the original subspaces,
with different classes in different colors. For visualization, the data are plotted with the dimension reduced to 3 using Laplacian
Eigenmaps (Belkin & Niyogi, 2003). As shown in the second column, we randomly divide arriving classes into two categories and
learn a discriminative transformation using (1). The transformed samples are shown in the third column, clearly demonstrating how
data in each class is concentrated while the different classes are separated. The fourth column shows the first dimension of transformed
samples in the third column.
image. We adopt the Kinect datatset provided in (Denil
et al., 2013), where pairs of 640 × 480 resolution depth
and body part images are rendered from the CMU mocap
dataset. The 19 body parts and one background class are
represented by 20 unique color identifiers in the body part
image. For this experiment, we only use the 500 testing
poses from this dataset. We use the first 450 poses for train-
ing and remaining 50 poses for testing. During training, we
sample 10 pixels for each body part in each pose and pro-
duce 190 data points for each depth image. Each pixel is
represented using depth difference from its 96 neighbors
with radius 8, 32 and 64 respectively, forming a 288-dim
descriptor. We train 30 classification trees with a depth of
9, each using 5% randomly selected training samples. As
shown in Fig. 5c, the classification accuracy increases from
55.48% to 73.12% by increasing the number of trees to 30.
Fig. 7 shows an example input depth image, the groud truth
body parts, and the prediction using the proposed method.
4. Conclusion
We introduced a transformation-based learner model for
classification forests. Using the nuclear norm as opti-
mization criteria, we learn a transformation at each split
node that reduces variations/noises within the classes, and
increases separations between the classes. The final classi-
fication results combines multiple random trees. Thereby
we expect the proposed framework to be very robust to
noise. We demonstrated the effectiveness of the proposed
learner for classification forests, and provided theoretical
support to these experimental results reported for very di-
verse datasets.
(a) Depth. (b) Groundtruth. (c) Prediction.
Figure 7. Body parts prediction from a depth image using trans-
formation forests.
Learning Transformations for Classification Forests
A. Proof of Theorem 1
Proof. We know that ((Srebro et al., 2005))
||A||∗ = min
U,V
A=UV′
1
2
(||U||2F + ||V||2F ).
We denote UA and VA the matrices that achieve the mini-
mum; same for B, UB and VB; and same for the concate-
nation [A,B], U[A,B] and V[A,B]. We then have
||A||∗ = 1
2
(||UA||2F + ||VA||2F ),
||B||∗ = 1
2
(||UB||2F + ||VB||2F ).
The matrices [UA,UB] and [VA,VB] obtained by con-
catenating the matrices that achieve the minimum for A
and B when computing their nuclear norm, are not neces-
sarily the ones that achieve the corresponding minimum in
the nuclear norm computation of the concatenation matrix
[A,B]. It is easy to show that
||[A,B]||2F = ||A||2F + ||B||2F ,
where ||·||F denotes the Frobenius norm. Thus, we have
||[A,B]||∗ = 1
2
(||U[A,B]||2F + ||V[A,B]||2F )
≤ 1
2
(||[UA,UB]||2F + ||[VA,VB]||2F )
=
1
2
(||UA||2F + ||UB||2F + ||VA||2F + ||VB||2F )
=
1
2
(||UA||2F + ||VA||2F )
+
1
2
(||UB||2F + ||VB||2F )
= ||A||∗ + ||B||∗.
We now show the equality condition. We perform the sin-
gular value decomposition of A and B as
A = [UA1UA2]
[
ΣA 0
0 0
]
[VA1VA2]
′,
B = [UB1UB2]
[
ΣB 0
0 0
]
[VB1VB2]
′,
where the diagonal entries of ΣA and ΣB contain non-zero
singular values. We have
AA′ = [UA1UA2]
[
ΣA
2 0
0 0
]
[UA1UA2]
′,
BB′ = [UB1UB2]
[
ΣB
2 0
0 0
]
[UB1UB2]
′.
The column spaces of A and B are considered to be or-
thogonal, i.e., UA1′UB1 = 0. The above can be written
as
AA′ = [UA1UB1]
[
ΣA
2 0
0 0
]
[UA1UB1]
′,
BB′ = [UA1UB1]
[
0 0
0 ΣB
2
]
[UA1UB1]
′.
Then, we have
[A,B][A,B]′ = AA′ + BB′
= [UA1UB1]
[
ΣA
2 0
0 ΣB
2
]
[UA1UB1]
′.
The nuclear norm ||A||∗ is the sum of the square root of
the singular values of AA′. Thus, ||[A,B]||∗ = ||A||∗ +
||B||∗.
B. Basic Propositions
Proposition 2. Let A and B be matrices of the same row
dimensions, and [A,B] be the concatenation of A and B,
we have
||[A,B]||2 ≤ ||A||2 + ||B||2,
with equality if at least one of the two matrices is zero.
Proposition 3. Let A and B be matrices of the same row
dimensions, and [A,B] be the concatenation of A and B,
we have
||[A,B]||F ≤ ||A||F + ||B||F ,
with equality if and only if at least one of the two matrices
is zero.
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