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Abstract
A longstanding goal in synthetic biology has been to build synthetic gene circuits with the ability
to harness nature’s capability of precise gene expression regulation. Advancements in RNA technology
have established RNA-based regulators with distinct advantages over traditional protein-based
regulators such as faster signal propagation, versatile programmability, and low cellular burden, which
has created an interest in the field to construct innovative synthetic gene circuits using de novo RNAbased regulators. However, our understanding of the behavior and kinetics of RNA-RNA interactions
for the construction of gene circuits is incomplete. This thesis proposes a model-guided design
framework that integrates mechanistic modeling and statistical analysis with experimental efforts to
overcome this challenge. The proposed framework features: first, define the application of gene circuit;
second, select the circuit's architecture and relevant gene regulatory components based on desired
dynamics; third, develop a mathematical model to describe the involved biomolecular reaction in the
system and identify relevant kinetic information from literature; fourth, perform in vivo or in
vitro experimental construction and validation of the circuit.
The feasibility of the framework is first demonstrated by assessing the viability of an RNA-only
I1-FFL gene circuit. The proposed design is evaluated using a combined experimental and mathematical
approach to elucidate the kinetics of RNA-RNA interactions for timescale critical circuit architectures.
The framework is then extended to evaluate the relationship between regulation level (transcription or
translation) and circuit dynamics using four design variations of the I1-FFL circuit. The performance
of each circuit is compared using mechanistic modeling, statistical analysis, and standard control theory
concepts, which provide a quantitative way to reveal the effect of regulation level and circuit behavior.
The major contributions of this thesis include: (1) it demonstrates the utility of modeling to
troubleshoot and debug circuit design (2) it reveals the importance of regulation level in designing
synthetic circuits. Together, the findings presented in this thesis aim to facilitate the design and
implementation of gene circuits with increased complexity and functionality.
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Chapter 1. Introduction
The evolution and function of living organisms are controlled at the molecular level by proteins,
nucleic acids, and small molecules [1, 2]. Interactions between these entities create a network of
biological signals called gene regulatory networks. In single-celled organisms, gene regulatory networks
respond to environmental stimuli by optimizing the cell for survival in new conditions. This
communication path between the cell and the environment is moderated through complex biochemical
reactions that alter the cell's behavior or gene expression. Analogous to controller networks used to
predict behavior and optimize industrial processes, natural biological systems contain gene networks
that tightly regulate the expression of genes. Since the 1950s, the fundamental knowledge of gene
regulatory networks has grown exponentially; as a result, new, exciting technologies have been
developed for numerous problems spanning human health, manufacturing, and the environment.
Examples of historical technologies include engineering E. coli to produce Insulin in 1982, the invention
of polymerase chain reaction PCR in 1983, and the introduction of genetically modified foods in the
1990s. These technologies leverage our understanding of the physiological processes that govern gene
expression. In recent decades, new tools and techniques have been developed to unlock the potential of
manipulating gene regulatory networks, leading to new fields of science.
Synthetic biology is a multidisciplinary research field that aims to construct artificial gene
circuits that possess functionalities found in natural biological systems in a predictable and controllable
manner. It is a branch of science that encompasses a broad range of methodologies from biophysics,
control engineering, molecular biology, and systems biology to investigate the underlying mechanisms
and dynamics of cellular gene regulation. Over the previous decades, novel synthetic circuits such as
bistable switches, logic gates, and arithmetic circuits have been implemented in living organisms. These
innovations in synthetic circuit design have paved the way for applications in biotechnology such as
biosensor development [3], bioproduction of synthetic chemicals [4], and engineered cell therapies [5,
6].
The methods for engineering biological systems in synthetic biology can be generally categorized
into two fundamental approaches. First, the top-down approach aims to impart new functions to
existing microorganisms using techniques from microbiology, genetic engineering, and metabolic
engineering [7]. This application-driven strategy takes advantage of a host organism’s existing gene
regulatory network and has provided breakthroughs in various industries such as healthcare,
environmental remediation, biomanufacturing, and food production. The primary benefit to the topdown approach is using the co-factors, transcription pathways, and metabolites present in the host;
however, this does impose limitations associated with expressing exogenous genes such as resource
competition and cellular burden [8].
In contrast, the more knowledge-driven bottom-up approach seeks to build a completely
artificial system de novo from non-living building blocks [8]. This reverse engineering strategy allows
synthetic biologists to study the basic principles governing major interactions in biological systems.
Additionally, it allows the construction of accurate mathematical models to investigate and understand
more complex biological systems [9]. However, while the bottom-up provides greater insight into the
1

mechanics and guiding principles of singular interactions that control gene regulatory networks, the
modularity of synthetic components is often lost as the system becomes more complex. Therefore, a
significant bottleneck in synthetic biology is designing and integrating synthetic circuits in a predictable
manner [10].
Previous efforts in synthetic biology have focused on utilizing protein regulators to construct
gene circuits [11], and recent developments in RNA technology have expanded the components
available for designing de novo circuits [12, 13]. As synthetic biology and RNA regulators become more
integrated, it creates exciting opportunities to transform the way synthetic systems are designed. The
success of RNA-based regulators over traditional protein regulators is due to their unique
characteristics, such as faster signal propagation, programmability, and reduced cellular burden. Despite
the growing number of tools available to synthetic biologists, little is known concerning the effects of
modularity on RNA-based regulators. For the field of synthetic biology, the most significant hurdles to
this problem involve the uncharacterized or unknown interactions among biomolecular components.
Although experimental investigations provide valuable, measurable kinetic data, these systems'
dynamic, non-linear behavior means that many of the interactions will change over time. This further
convolutes the evolution of the novel gene circuit dynamics. Therefore, a significant gap in unlocking
the potential of the available RNA regulatory toolbox is the lack of guidelines or framework that could aid
in the predictable design and evaluation of RNA genetic circuitry [12].
Mathematical models are invaluable tools to address the problem of reliably engineering
synthetic circuits and can be utilized to unravel the inherent complexity of biological systems. Built on
our physical understanding and assumptions of biological phenomena, models aim to capture the
dynamics of gene regulatory networks by representing the molecular-level interactions as chemical
reactions with kinetic parameters. Modeling and a bottom-up approach in tandem allow for effective
use of troubleshooting, parameterization, optimization, and mechanistic understanding of complex
pathways. Mathematical modeling plays a critical role in bridging the gap between designing de
novo RNA regulators and constructing gene circuits in vivo.
This thesis focuses on the viability of a model-guided approach to address the challenges of
designing and implementing synthetic gene circuits with de novo RNA regulatory components. As the
available number of gene regulators continue to evolve, we anticipate a growing need for mathematical
modeling to guide the predictable design of novel gene circuits. The work presented in this thesis
demonstrates the utility of mechanistic models to investigate and debug gene circuit behavior by using
a variety of computational techniques such as parameter estimation and sensitivity analysis. The
framework presented in Figure 1 summarizes this approach towards the model-guided design of
synthetic circuits. First, we specify the application of the circuit to be designed, along with the expected
dynamics. Second, based on the desired dynamics we identify the circuit's architecture and relevant gene
regulatory components. Third, we develop a mathematical model to describe the involved biomolecular
reaction in the system and identify relevant kinetic information from literature. Computational analyses
such as simulations and sensitivity analysis will be performed to investigate the behavior and dynamics
of the proposed circuit. Fourth, we perform in vivo or in vitro experimental construction and validation
of the circuit. The mathematical model can also be parametrized with the experimental data to
troubleshoot and tune the circuit performance.
2

Figure 1. Framework of model-guided design of synthetic gene circuits. (1) Define the application or
goal of a synthetic circuit (2) Design the architecture of the circuit and identify regulatory components
relevant for the application (3) Establish the mechanistic model along with available kinetic information
from the literature to perform preliminary simulations and sensitivity analysis (4) Construct plasmids
of regulatory components to validate circuit dynamics experimentally.
The thesis is organized as follows: Chapter 2 provides background on the current advancements
related to gene regulation mechanisms, mathematical modeling of genetic circuits, and statistical analysis
techniques; Chapter 3 and Chapter 4 provide proof-of-concept studies for the proposed model-guided
approach of designing and evaluating synthetic circuits with RNA-based regulators including the
experimental design, model derivation, and statistical analysis; Chapter 5 concludes the findings and
provides possible directions for future work.
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Chapter 2. Background
Synthetic biology aims to develop frameworks that guide the design, construction, and
engineering of biological components with increasing complexity. This goal extends to endeavors
focused on creating devices that modify the behavior of cellular systems by controlling gene expression.
Advancements in RNA technology have enabled synthetic biologists to investigate the application of
RNA-based regulators in the construction and design of synthetic circuits. This chapter summarizes
mechanisms of gene regulation, RNA-based regulators, gene regulatory motifs, techniques of modeling
regulatory mechanisms, and discusses theoretical approaches for statistical analysis.
2.1. Mechanisms of Gene Regulation
The building blocks of synthetic biology, such as proteins, nucleic acids, and small molecules,
have distinct function and can all be engineered to some extent in vivo. The central dogma of biology
[14] is an essential framework for understanding the transfer of information and mechanisms of gene
expression in molecular biology. Figure 2 shows that transcription generates messenger RNA (mRNA)
from the corresponding DNA sequence. The single-stranded mRNA undergoes translation which
converts the nucleotide sequence into a sequence of amino acids that eventually produce a protein. Gene
expression results from a two-stage process that converts genetic information into proteins. The
complexity of gene expression depends on the number of biopolymers and small molecules that control
this process at each stage.

Figure 2. Diagram of gene expression in eukaryotic organisms with a protein-encoding DNA through
the process of transcription and translation [15].
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Proteins provide several functions in biological systems, such as providing structure, catalyzing
reactions as enzymes, and regulating genes. A significant group of known protein regulators are called
transcription factors which initiate and regulate the transcription of genes. Note that transcription
factors can positively or negatively regulate transcription. An example of negative regulation is when an
inhibitor protein binds to the promoter site and decreases the mRNA production, and an example of
positive regulation could be a transcription factor protein activates transcription by binding to the
promoter site. Protein-based regulators have been a longstanding focus for synthetic circuit
construction due to their dynamic range and orthogonality. However, RNA-based regulators provide
several advantages over protein-based regulators, such as programmability, fast signal propagation, and
low cellular burden [16] [17], thus have started to receive increased popularity .
While RNA is most known for its crucial role in transferring genetic information, RNA is more
than a messenger. Genetics research has revealed the guiding principles of gene expression, and in the
process, discovered the vital relationship between RNA and regulation of cellular behavior [18]. In
addition, RNA has been demonstrated to be a powerful tool in engineering biological systems due to its
structural flexibility and versatility. The ability of RNAs to sense and respond with a range of inputs
allows devices constructed with RNA to integrate cellular information and actuation with specific
signals into defined functions [19]. Synthetic circuits built with RNA devices promise to advance the
field; however, circuit design with RNA still presents challenges for synthetic biologists, particularly
around stability and programmability [20].
2.1.1. Anatomy of Genetic Devices
The biological components used to control the process of gene expression can be categorized
based on their composition: DNA, RNA, or protein. This broad organization is crucial for identifying
the compositional characteristics of biological parts and determining the appropriate circuit design
according to the genetic context of the system [21]. Alternatively, these molecular parts can also be
categorized by their functional role. For example, most genetic circuits are composed of the following
four major components: (1) regulator which provides constitutive control; (2) sensor which detects
environmental signals; (3) transmitter which provides physical insulation for connecting parts; (4)
actuator, which generates output [22].
Regulators are one of the most widely understood molecular parts that primarily function
within a gene regulatory network by controlling gene expression. Regulators can be further broken
down into subcategories based on the gene expression stage they operate within (i.e., pre- transcription,
post-transcription). While proteins are robust engineering substrates utilized for their functional
diversity, RNA molecules carry out necessary regulations across many metabolic and gene networks.
Specifically, noncoding RNAs (ncRNAs) have become an emerging regulator due to their
programmable nature [23]. In addition, the advancement of new orthogonal regulators has enabled
synthetic biologists to manipulate the desired expression of genes within the system and led to the
construction of more sophisticated circuits [24].
Sensors perform a crucial function in gene regulatory networks by interpreting environmental
or cellular signals and converting these signals to conformational changes of molecular parts or gene
5

regulatory activities [22]. The role of sensors in the gene network depends on the corresponding physical
input signal such as temperature and chemical signals (including toxins, hormones, heavy metal ions)
[25]. Once registered by the sensor, these physical inputs cause an energy-dependent change in the
conformational state of the sensor. Examples of synthetic RNA temperature-dependent sensors have
successfully demonstrated a link between temperature fluctuations and changes in gene expression [2527]. Additionally, synthetic circuits have been constructed to take advantage of quorum-sensing in
bacteria to control biofilm formation and dispersal [28].

Figure 3. Flow diagram of contrasting RNA-based synthetic components: sensors, actuators, and
transmitters. The design of constitute RNA devices to perform a derived function is crucial for
constructing de novo circuits [27].
Transmitters are typically composed of peptides or noncoding nucleotide sequences that
provide insulation for connecting components [22]. Transmitters play several functional roles, such as
optimizing device performance, helping establish synergistic effects, and fine-tuning expression
levels. Actuators are typically the component of the machine that is responsible for converting energy
into mechanical movement. In biology and more specific gene regulation, actuators are the molecular
parts that produce measurable outputs such as fluorescence or luminescence. These reporters are
utilized to investigate the behavior or dynamics of a synthetic circuit or system. For instance, the
6

development of mCherry red protein allows synthetic biologists to create live imaging of mRNAprotein interactions and study post-transcriptional processes [29]. Generally, the actuator and sensor
components of the circuit are physically connected. Once the ligand binds to the sensor and causes a
conformational change, the sensor component alters the activity of the actuator. Therefore, the action
of the actuator is proportional to the output of the bound state of the sensor component and, ultimately,
the ligand or small molecule concentration in the environment [18].
The function of synthetic circuits is determined by the constitutive components used to
construct the circuit. As illustrated in Figure 3, the development of RNA devices requires a strong
understanding of these components to design synthetic circuits in a predictable manner. A considerable
effort in synthetic biology is dedicated to the characterization and development of new genetic
components to improve the performance of RNA devices. A longstanding problem in synthetic biology
is integrating de novo RNA regulators into novel genetic circuit designs due to the limited understanding
of the kinetic behavior of these regulators. Therefore, this thesis focuses on investigating the dynamic
behavior of de novo RNA regulators with the goal of developing predictable and programmable
synthetic circuits.
2.1.2. RNA-based Control Devices
The predictability and programmability of nucleic acid-based regulators make them promising
tools for constructing synthetic circuits [30]. In addition, progress in creating large libraries of nucleic
acid regulators, that contain information regarding specific RNA folding and function, has established
interest in applying RNA regulators to control gene expression [13]. The unique properties of RNA
have led to the development of a diverse pool of RNA regulators that control transcription [31],
translation[32], and mRNA degradation [33]. For example, de novo designed synthetic RNA regulators
such as small transcriptional activation RNA (STAR) [34] and toehold switch (THS) [35] have
demonstrated a wide dynamic range and design flexibility for regulation at the transcription and
translation level. Small transcriptional activation RNA (STAR) controls the transcription of the
downstream gene. The STAR mechanism (Figure 4a) starts by forming a terminator structure which
pauses the transcription process. Once the complementary antisense RNA binds to the appropriate site
of the target RNA, it inhibits terminator formation, and transcription of the downstream gene resumes.
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Figure 4. Mechanisms of common RNA-based regulators at both the transcriptional and translational
level (a) STAR mechanism controls the activation of transcription; in the presence of STAR
transcription is activated (b) THS mechanism controls the activation of translation; if THS trigger is
present then translation is activated (c) 3WJ mechanism operators at the translational level; if 3WJ and
conjugate mRNA bind then translation is inhibited [36].
Toehold switches (Figure 4b) are a type of riboregualtor that controls translation initiation by
blocking the start codon and ribosome binding site (RBS) into a stable hairpin structure. The translation
of the downstream gene is only initiated if the conjugate trigger RNA binds the THS stem, thereby
unfolding the hairpin structure and allowing translation to resume. Due to the high ON/OFF ratio
present with these interactions, THS has been used in applications such as ribocomputing devices in
AND/OR/NOT logic gates [37]. The term ‘ribocomputing’ refers to systems composed of de novo
designed parts that design computing devices with specified functions and configurations in cellular
environments [37]. RNA-based repressors called three-way junction (3WJ) repressors (Figure 4c) [38]
have expanded the capability of THS. Similar to THS, the 3WJ repressor forms an RNA hairpin
structure after transcription. However, the unstable nature of the hairpin allows the 3WJ repressor to
undergo translation, and the translation is inhibited when the conjugate 3WJ trigger is present and binds
to the 3WJ repressor to form a stable hairpin structure, thereby blocking the start codons and RBS. For
examples of de novo designed RNA regulators such as siRNA, CRISPR, microRNAs, and ribozymes,
see Refs [39-41].
8

2.2. Gene Regulatory Network Motifs
Cellular gene regulatory networks contain repeating patterns called motifs which have provided
advantages to organisms throughout their evolution [42, 43]. One of the most prominent motifs studied
in model organisms such as the bacterium Escherichia coli and yeast Saccharomyces cerevisiae is the
feedforward loop (FFL) [44, 45]. In their simplest form, FFL motifs can be represented by three genetic
nodes X, Y, and Z, connected by signaling pathways. As the signals between the nodes can be a
combination of negative or positive regulation, there are eight possible FFL structural topologies; four
are categorized as incoherent feedforward loop (IFFL) and four as coherent feedforward loop (CFFL)
[44]. The two most studied FFL motifs are the coherent feedforward loop type 1 (C1-FFL) and the
incoherent feedforward loop type 1 (I1-FFL) shown in Figure 5c and 5d. The I1-FFL demonstrates a
faster response time than coherent type-1 FFL in which both X and Y activate Z [42]. The increased
response time of I1-FFL enables organisms like Escherichia coli to respond quickly to environmental
disturbances, such as glucose starvation. Analyzing FFL topologies and their biological significance
provides synthetic biologists with a valuable platform to study system dynamics and improve the
predictability and performance of synthetic genetic circuits [46]. Control engineering has been utilized
to stabilize the performance of dynamic systems within specified conditions. Feedback and feedforward
loops are used to reduce the effects of disturbances and are prevalent in natural biological systems. The
prevalence of these motifs in natural gene regulatory networks allows for the seamless integration of
synthetic biology and control theory principles.
2.2.1. Incoherent Feedforward Loop
The I1-FFL circuit, shown in Figure 5d, is composed of two regulatory pathways that operate
in opposition, where gene X activates genes Y and Z, while component Y represses gene Z. Due to this
incoherence in regulation, the I1-FFL circuit can generate a pulse of gene Z expression. The I1-FFL
circuit’s capability to produce a pulse has attracted considerable interest due to its broad applications in
biosensing [47], noise buffering [48], bandpass filter [49], and fold-change detection [50]. The IFFL
may be prevalent because of its small size and stability: feedback loops with delays often result in an
unstable outcome, while the IFFL with delays produces pulsed gene expression, which can be linked to
diverse processes in living organisms ranging from stress response, signaling, and development [51, 52].
Recent efforts have successfully implemented IFFL circuits with CRISPR interference (CRISPRi) [53,
54], micros RNAs [55], and DNA strand displacement mechanisms [56]. In addition, IFFL has been
discovered in eukaryotic chemotaxis pathway [57] and tumor necrosis factor pathway in HeLa cells [58].
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Figure 5. Network schematic of Gene Expression and Feedforward Loop Motifs: (a) directed
interactions with an arrow represent activation or up-regulation (b) directed interaction with a bar
represent repression or down-regulation (c) Schematic of coherent feedforward loop type 1 architecture
in which all interactions between X, Y, and Z are activation (d) Schematic of incoherent feed-ward loop
type 1 architecture in which X activates Y and Z while Y represses Z.
The I1-FFL circuit is one of the simplest and most studied gene circuits both theoretically and
experimentally. The circuits' topological features, including pulse production, fast response, and
multiple regulation pathways, render the I1-FFL an excellent model to study the performance of de
novo regulators. Specifically, the ability of the I1-FFL circuit to generate a pulse provides a unique
quantitative measure of the system’s behavior. The pulse generation property is a key feature of the I1FFL gene circuit that is utilized throughout the work presented in this thesis.
2.3. Mechanistic Modeling of Gene Circuits
Genes from an engineering perspective could be considered nodes apart of a network with
inputs, RNA polymerase or transcription factors, and outputs, gene expression, typically quantified the
associated protein concentration. In other words, the level of gene expression (expressed protein
concentration) is dependent on the corresponding regulators that interact with that specific gene;
however, these biochemical interactions are non-linear in nature, meaning the system is dynamic and
challenging to predict [59]. Therefore, understanding the function of a specific node apart from a
network is crucial in extrapolating the system's behavior with increasing complexity.
In synthetic biology, models serve as a tool to predict a network’s behavior and characteristics.
Mechanistic modeling accomplishes this task by integrating methods from molecular biology,
engineering, and systems biology to establish models based on biological mechanisms. This is an
important distinction from data-driven models or statistical modeling techniques such as cluster
analysis, multiple regression, and correlation which come with limitations as the models are only
10

reflective of the data provided [60]. On the other hand, mechanistic models aim to represent causality
in the system as each equation accounts for changes in biological variables over time. These equations
are composed of functions that represent the binding, transport, and chemical interactions within the
gene regulatory networks. Combining modeling and experimental techniques can improve the model's
ability to capture and predict the system's behavior. As mentioned, the modeling component allows
synthetic biologists to design and analyze the predictive behavior of gene circuits. The experimental
component provides quantitative data of natural systems and libraries of biological parts that can be
used to construct circuits. While experimental efforts provide models with invaluable data related to the
kinetic parameter values, mathematical modeling can streamline experimental efforts by testing
experimental parameters and informing which would be the most informative for testing the hypothesis
[61]. For reviews that discuss combined mathematical modeling and experimental methods in synthetic
biology, see Refs [62, 63].
2.3.1. Mechanistic Model Derivation
The behavior of gene regulatory networks can be described using thermodynamics and chemical
kinetics once the underlying mechanisms are known. Mechanistic models primarily utilize ordinary
differential equations (ODEs) to describe the mechanisms of biological systems. ODEs are particularly
useful for modeling dynamic systems composed of various molecular species and reactions. Mass action
kinetics is an important framework and necessary to understand how mechanistic models are composed.
The law of mass action considers all the elementary binding, state transition, and dissociation events to
follow the laws of chemical kinetics [64]. Elementary reactions assume that the rate of reactions can be
represented by the relative molecular concentrations or gene activity of reactants and products.
Following this mass action approach provides an accurate, quantitive way for modeling the behaviors of
gene regulatory networks [65]. For example, consider the general form of mass action that represents the
reversible reaction between two reactants.
𝐴+𝐵 ⇌𝐶

(1)

In this case, reactants A and B form product C in a reversible reaction. Intuitively, the formation
of C is dependent on the presence of both A and B. Likewise, C must be present to produce A and B.
Therefore, this reaction can be represented by the following three ODEs.
𝑑[𝐴 ]
= −𝜅! [𝐴][𝐵] + 𝜅# [𝐶 ]
𝑑𝑡

(2)

𝑑[𝐵 ]
= −𝜅! [𝐴][𝐵] + 𝜅# [𝐶 ]
𝑑𝑡

(3)

𝑑[𝐶]
= 𝜅! [𝐴][𝐵] − 𝜅# [𝐶]
𝑑𝑡

(4)

11

Understanding the basics of Mass Action Kinetics is fundamental for describing gene expression
in synthetic biology. Here, a basic example is introduced to describe the process of modeling gene
expression from DNA to protein, including transcription, mRNA degradation, translation, and protein
degradation.
𝐷𝑁𝐴 ⟶ 𝑚𝑅𝑁𝐴 + 𝐷𝑁𝐴
(5)
𝑚𝑅𝑁𝐴 ⟶ ∅

(6)

For this example, it is assumed a strong promoter is used; therefore, all the promoters are active
and unbound. Also, it can be assumed that the concentration of transcription factors and RNA
polymerase is greater than the gene of interest. RNA polymerase binds to the promoter site and beings
transcribing the DNA at a rate, 𝜅 $% , given by the total number of base pairs in the gene. This
transcription rate can be multiplied by the concentration of plasmid or copy number of the gene and
divided by the volume of the cell to give the maximum rate of transcription. The rate of mRNA
degradation, 𝛿&'() , varies depending on the stability of the RNA in the cell. After the mRNA has
been degraded, mRNA can no longer be used. Therefore, the rate equation is given below.
𝑑[𝑚𝑅𝑁𝐴 ]
= 𝜅 $% [𝐷𝑁𝐴] − 𝛿&'() [𝑚𝑅𝑁𝐴]
𝑑𝑡

(7)

.
After the gene has been transcribed, the mRNA undergoes translation to form the protein for
which it is encoded for. It is assumed that an even distribution of ribosomes and tRNAs, so the rate of
translation, 𝜅 $* , is dependent on the length of the mRNA and the concentration of mRNA. Note
that mRNA is not consumed in the process of translation.
𝑚𝑅𝑁𝐴 ⟶ 𝑚𝑅𝑁𝐴 + 𝑃𝑟𝑜𝑡𝑒𝑖𝑛
𝑃𝑟𝑜𝑡𝑒𝑖𝑛 ⟶ ∅

(8)
(9)

Translation is assumed to be a continuous process for the purpose of reducing the complexity
of the model. Similar to mRNA, proteins can degrade in the cellular environment, but the increased
stability of proteins means this degradation rate is negligible. Instead, the rate of dilution, 𝛿+,-./01 , is
accounted for as the cell grows over time.
𝑑[𝑃𝑟𝑜𝑡𝑒𝑖𝑛 ]
= 𝜅 $* [𝑚𝑅𝑁𝐴] − 𝛿+,-./01 [𝑃𝑟𝑜𝑡𝑒𝑖𝑛]
𝑑𝑡

(10)

Together this basic set of ODEs can model the transcription and translation of a gene. The
necessary information such as rate constants, concentrations, and initial conditions must be supplied to
solve the system. The constants typically come from experimental measurements reported in the
literature. While models can provide a depth of knowledge, simplified models contain assumptions to
reduce the complexity of the model, thereby decreasing the number of associated kinetic parameters;
12

however, it is possible the assumption could be invalidated for certain conditions. For example, enzyme
kinetic models such as Henry-Michaelis-Menten) assume that some of the reactions are at steady-state
or equilibrium to simplify the model without affecting the ability of the model to capture the observed
behavior [66]. For some model applications, these assumptions must be reconsidered if the model is
unable to capture the behavior of the system.
2.3.2. Hill Function
In 1910 A.V. Hill [67] introduced the Hill equation to describe the equilibrium relationship
between oxygen tension and hemoglobin saturation. Since its conception, Hill functions have been
useful for modeling several biological systems such as cell cycle [68], signaling [69], and oscillators [70].
The success of the Hill model is tied to its effectiveness for fitting to experimental data and flexibility in
specific applications [71]. The general form of Hill functions is described below in which 𝜃 represents
the fraction of protein-bound to ligand, L represents total ligand concentration, Kd represents the
relative dissociation constant, and n is the Hill coefficient. The value of the Hill coefficient corresponds
to the cooperative binding properties of the ligand in the system. For example, positive, cooperative
binding (n > 1) occurs when the affinity for other ligand molecules increases when the complex is
formed, negative cooperative binding (n < 1) occurs when the affinity for other ligands decreases when
the complex forms and noncooperative binding (n =1) occurs when the affinity for ligand is not
dependent on the state of other ligand molecules.
[𝐿]1
𝜃=
[𝐿]1 + 𝐾2

(10)

Hill functions have widely been applied in modeling gene expression, particularly when a system
is regulated by transcription factors. Extending the example of deriving ODEs to model transcription,
the equation below represents the binding of the transcription factor, TF, to a promoter site.
𝑃𝑟𝑜𝑚𝑜𝑡𝑒𝑟 + 𝑛 ∗ 𝑇𝐹 ⇌ 𝐵𝑜𝑢𝑛𝑑 𝑃𝑟𝑜𝑚𝑜𝑡𝑒𝑟

(11)

In this case, the transcription factor activates the transcription of the downstream gene.
Therefore, only bound promoters will result in the production of mRNA. The Hill function for this
binding is given below.
[𝑇𝐹]1
𝐵𝑜𝑢𝑛𝑑 𝑃𝑟𝑜𝑚𝑜𝑡𝑒𝑟
(12)
𝜃=
=
1
[𝑇𝐹] + 𝐾2
𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑜𝑚𝑜𝑡𝑒𝑟
The parameter 𝜃 described the fraction of bound promoters present in the system. Therefore,
this expression can be accounted for in mRNA production by multiplying 𝜃 by the maximum
transcription rate. The equation below describes mRNA production by transcription factor activation
while accounting for mRNA degradation.
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𝑑[𝑚𝑅𝑁𝐴 ]
[𝑇𝐹]1
= 𝜅 $% [𝐷𝑁𝐴]
− 𝛿&'() [𝑚𝑅𝑁𝐴]
𝑑𝑡
[𝑇𝐹]1 + 𝐾2

(13)

If the transcription factor down-regulates or represses gene expression instead of up-regulating,
then the Hill function can be modified. The mRNA production term is multiplied by the fraction of
unbound promoter, which is given by the expression 1- 𝜃 .
𝑑[𝑚𝑅𝑁𝐴 ]
[𝑇𝐹]1
= 𝜅 $% [𝐷𝑁𝐴] D1 −
F − 𝛿&'() [𝑚𝑅𝑁𝐴]
𝑑𝑡
[𝑇𝐹]1 + 𝐾2

(14)

Although Hill functions have proven to be valuable tools in modeling biological systems, the
assumptions that come with these functions might not always be valid. For example, the model carries
the assumption that the ligand binds to the receptor simultaneously; this description has been criticized
as an inaccurate representation of the physical phenomena [72]. Similar to other kinetic models used to
reduce model complexity, the Hill function relies on the assumption that binding, and dissociation of
the ligand occur so fast that the bound ligand is at equilibrium. However, this assumption is invalid for
signaling cascade in which the association and dissociation occur on the same time scales as the
perturbation and responses [64]. In addition to deterministic models, Hill functions have been used in
combinations with ODEs to construct stochastic models [73, 74].
2.4. Statistical Analysis Approaches
The kinetic parameter uncertainties and complexity of biological systems affect the dynamic
behavior of mathematical models. An essential issue in synthetic biology is developing methods to
quantitatively understand the relationship between parameter variations and system behavior. Given
the inherent intricacies of biological systems, accounting for the range of biomolecular and
environmental interactions with mathematical modeling in a predictable manner is a challenge.
Applying computational techniques such as parameter estimation and sensitivity analysis have been
demonstrated to improve the reliability and predictability of models, as they improve the quantitative
understanding of complex biological systems by identifying valuable kinetic parameter information.
2.4.1. Parameter Estimation
Parameter estimation is a curial step in constructing mathematical models that can capture and
predict the behavior of natural biological systems [75]. Kinetic parameters are typically sourced from
available literature to establish a working model; however, this is more feasible for models with smaller
parameter sets. Due to the non-linear nature of biological models, sophisticated algorithms are required
to automate the process of parameter estimation. Global optimization methods are widely used to
perform parameter estimation with experimental data. Generally, these optimization methods can be
divided into two categories deterministic or stochastic [76]. Applying optimization to parameter
estimation typically involves locating the minimum or maximum of an objective function. The objective
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function often represents how well the model simulations agree with the experimental data, typically by
taking the squared difference between the two. Deterministic methods typically converge to the global
optimum using rigorous algorithms, while stochastic methods solve optimization problems using
randomized iterations, variables, or sampling. Both methods have been implemented successful
parameter estimation in systems biology, although there are some advantages and disadvantages for each
approach.
Deterministic methods are a more traditional approach towards parameter estimation of
biological models due to the degree of certainty in finding a solution. For example, gradient-based
methods [77] are one of the most efficient deterministic approaches towards solving optimization
problems. Generally, these methods can provide a complete solution to the global optimization problem
with theoretical guarantees that the solution is the optimum. In addition, software packages have
provided accessible methods for synthetic biologists to tackle global optimization efforts. Villaverde and
coworkers conducted a recent study comparing the performance of global optimization software
programs for parameter estimation of large metabolic networks. In particular, the results showed
sophisticated gradient-based methods, FMINCON, maximized success rate while minimizing
computational time [78]. Developed by MathWorks as a part of the optimization toolbox in the
program MATLAB, FMINCON is designed to locate the minimum objective function value using
algorithms that compute the value of the gradient of the objective function. FMINCON has been
successful for various parameter estimation applications for complex multivariable functions, including
negative feedback architecture [79] and metabolite biosensors [80]. While deterministic approaches
provide complete and rigorous solutions for global optimization problems, they can be computationally
intensive and generally more effective for models with limited parameters.
By contrast, stochastic methods only guarantee a globally optimal solution asymptotically in
most cases; however, stochastic strategies can be useful in solving problems that cannot be handled by
deterministic methods [78]. A distinct advantage of the stochastic method over deterministic is the
decreased computational cost, and this is beneficial for models with a high number of kinetic parameters
such as metabolic and cell signaling pathways. Recently, stochastic models have gained attention for
solving optimization problems for systems with experimental data that exhibit a non-negligible level of
noise [81]. Examples of relevant stochastic methods include Monte Carlo [82] and Bayesian
optimization [83].
2.4.2. Sensitivity Analysis
Once the kinetic parameters are identified, the ODEs can then be solved for simulation-based
analysis under various conditions to further investigate the circuit properties. One such analysis
technique is sensitivity analysis, which provides valuable insight into how perturbations in parameter
values would affect the system dynamics.
Sensitivity analysis can be divided into local and global sensitivity analysis. For the local
sensitivity analysis, each individual parameter is varied within a specified range. One way to perform
such a perturbation would be using a range of multiplication factors between 10-3 to 103 to vary each
parameter. A local sensitivity analysis can specify information related to the tunability of kinetic
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parameters on system behavior and provide guidelines for component selection in experimental
realization. While local sensitivity analysis observes the effects of single variable perturbation, global
sensitivity analysis discerns the effects of perturbing all the parameter at the same time over the entire
parameter range.
For global sensitivity analysis, the parameter space is explored using techniques such as random
sampling-high dimensional model representation, Monte Carlo simulation, or multiparametric
sensitivity analysis [75]. Meaning, for each simulation the parameters are simultaneously and randomly
perturbed within a specific range. A traditional method utilized in random sampling is the Latin
hypercube approach [84] which ensures the unbiased selection of parameter values. In the context of
statistical sampling, Latin hypercube sampling discretizes each parameter value into N evenly space
internals which corresponds to the total number of N samples. Latin hypercube sampling ensures that
the set of random parameter values is an accurate representation of the variability in the parameter space.
For additional examples of applied sensitivity analysis with Latin hypercube sampling and Monte Carlo
simulation, see Ref [85, 86].
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Chapter 3. Model-guided Experimental Realization of RNA-based Circuits
The development of circuits with de novo designed RNA components is the subject of interest
and research. In this chapter, we used a combined experimental and mathematical modeling approach
are utilized to explore the dynamics of RNA regulators with the type 1 incoherent feedforward loop (I1FF) circuit topology. A mechanistic modeling approach along with parameter estimation and sensitivity
analysis were used to analyze and guide the construction of the synthetic circuit. The results in this
chapter demonstrate the utility of mathematical modeling to guide the design of RNA gene circuits.
3.1. Research Objective
Examples of emerging RNA regulators such as small transcriptional activating RNA (STAR,
toehold switch (THS), and three-way junction (3WJ) repressor provide a robust platform to achieve
complex regulation of transcription and translation. These de novo designed RNA components provide
modular parts to construct RNA synthetic gene circuits in living cells. Protein regulators are the
traditional choice for constructing gene circuits and have successfully been studied in type 1 incoherent
feedforward loop (I1-FFL) topology. The pulse generation properties of the I1-FFL provide the ideal
model to investigate the unique characteristics of RNA regulators compared to protein regulators.
Systematic construction and analysis of RNA-based synthetic I1-FFL circuits with the capability to
show pulse gene expression in vivo has not been demonstrated. Although the kinetic understanding of
nucleic acids is incomplete, mathematical models along with techniques such as parameter estimation
and sensitivity analysis can elucidate the underlying dynamic properties of novel circuit designs.
This project aims to apply a model-guided approach towards the design and implementation of
de novo RNA regulatory components in living cells. First, we constructed an RNA-only I1-FFL circuit
in E. coli and analyzed the circuit dynamics. Then, we established a mathematical model to
comprehensively investigate the dynamics of the RNA-only I1-FFL circuit under various system
conditions. Both the experimental and simulation results indicate that the RNA-only I1-FFL circuit
lacks sufficient time delay between the activation and inhibition pathway to generate a pronounced
pulse, thereby confirming the importance of timescale difference in the I1-FFL circuit topology. Based
on these results, an alternative RNA-protein hybrid I1-FFL circuit was developed. A mathematical
model of the RNA-protein hybrid circuit was developed to confirm the possibility of pulse generation
and reduce experimental efforts. After the RNA-protein hybrid mathematical model showed a
possibility for pulse generation, the molecular circuit was then constructed and tested in E. coli. The
RNA-protein hybrid circuit demonstrated a pulse under a range of inducer concentrations and showed
continuity between model prediction and circuit performance. The results from this work
demonstrated the success of applying mathematical models to understand and address in vivo circuit
behavior.
This chapter was previously published as Hong, S., Jeong, D., Ryan, J., Foo, M., Tang, X., & Kim, J.,
“Design and Evaluation of Synthetic RNA-Based Incoherent Feedforward Loop,” Biomolecules
(2021). https://doi.org/10.3390/biom11081182
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3.2. Methods
All experimental work presented in this Chapter was completed by our collaborators from
Pohang University of Science and Technology in Pohang, South Korea, under the direction of Dr.
Jongmin Kim.
3.2.1. Plasmid Construction, Cell Culture, and Microplate Reader Analysis
Backbones for the plasmids were taken from the commercial vectors pET15b, pCDFDuet, and
pCOLADuet (EMD Millipore, Billerica, MA, USA). Node X was constructed in pET15b. Node Y and
node Z were constructed in pCDFDuet and pCOLADuet. All constructs were cloned via Gibson
assembly and round-the-horn site-directed mutagenesis. Plasmids were purified using Enzynomics EZPure Plasmid Prep Kit (Catalog number: EP101-200N). Plasmid sequences were confirmed by DNA
sequencing. Plasmids were transformed into strains via chemical transformation. E. coli BL21 AI strain
for RNA-only IFFL circuit and E. coli BL21 DE3 strain for RNA–protein hybrid IFFL circuit were
used for in vivo tests.
Transformed cells were cultured on Luria-Bertani (LB) agar plates (1.5% agar) and then single
colonies were inoculated into 500 μL LB liquid medium supplemented with appropriate antibiotics:
pCOLADuet (50 μg/mL Kanamycin), pCDFDuet (50 μg/mL Spectinomycin), pET15b (100 μg/mL
Ampicillin). These cells were grown overnight (~16 h) in 96-well plates with shaking at 800 r.p.m. and
37 ◦C. For the RNA-only IFFL circuit, overnight cultures were diluted 1/100-fold, and then Isopropyl
β-D-1-thiogalactopyranoside (IPTG) and Arabinose were treated immediately. IPTG was treated at
four different concentrations: 500 μM, 125 μM, 31.2 μM, 7.81 μM. Arabinose was treated at four
different concentrations: 6600 μM, 1650 μM, 412.5 μM, 103.1 μM. For the RNA–protein hybrid IFFL
circuit, overnight cultures were diluted 1/50-fold, and then IPTG and anhydrotetracycline (aTc) were
treated immediately. IPTG was treated at four different concentrations: 1 mM, 0.2 mM, 0.1 mM, 0.02
mM. aTc was treated at six different concentrations: 400 nM, 200 nM, 40 nM, 4 nM, 2 nM (200 ng/mL,
100 ng/mL, 20 ng/mL, 10 ng/mL, 2 ng/mL, 1 ng/mL). An aliquot of 200 μL of inducer-treated cells
was added per well on a 96-well Black Plate (SPL Life Sciences, Pocheon, Korea). Plates were incubated
at 37 ◦C with double orbital shaking in a Synergy H1 microplate reader (BioTek, Winooski, VT, USA)
running Gen5 3.08 software. GFP Fluorescence (excitation: 479 nm, emission: 520 nm) and OD600
were measured at 10-min intervals during incubation. The RNA-only IFFL circuit was incubated for 5
h (31 cycles), and the RNA–protein hybrid-based IFFL circuit was incubated for 8 h (49 cycles). GFP
fluorescence levels were normalized as follows: GFP fluorescence for LB blank was subtracted and the
resulting value was divided by OD600. The number of replicates was three for RNA-only and six for
RNA–protein hybrid IFFL circuits.
3.2.2. Mathematical Modeling
The mathematical models for each circuit were solved using MATLAB odes23s solver to
simulate the GFP concentration. Parameter estimation for both the RNA-only and RNA-protein
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hybrid models were performed by fitting to experimental measurements using the MATLAB
optimization functions fminsearch and fmincon, respectively. The primary difference between the two
being the presence of constraints applied to the parameters being optimized. In addition, the MATLAB
random number generation function rand was used to randomly select kinetic parameters within the
perturbed range for the sensitivity analysis. All the related MATLAB scripts for this work are available
at https://github.com/mathiasfoo/ifflbiomolecule
3.3. Results
3.3.1. RNA-only Circuit Construction and Performance
The RNA-only circuit was first constructed using the host organism E. coli. Following the threenode architecture of the I1-FFL circuit shown in Figure 6a. The X node featured a trans-acting RNA
which controlled STAR elements of the two downstream nodes, Y and Z. The Y node contains a 3WJ
trigger RNA which then downregulates the expression of the Z node. Together the design circuit, X
activated Z directly and inhibited Z indirectly through an intermediate node Y to complete the I1-FFL
circuit.
At the molecular level, separate plasmids were used for each of the three components X, Y, and
Z to allow different combinations of circuit components to easily test in E. coli. The composition of
each plasmid is show in Figure 6a and described as: X plasmid contained a trans-acting RNA under the
control of the T7 promoter (pT7), Y plasmid contained a STAR connected to a 3WJ trigger under the
control of the Lac promoter (pLlacO), and Z contained a STAR connected to a 3WJ switch and a GFP
reporter. Utilizing different promoters allowed for the separate control of X, Y, and Z transcripts with
different inducers such as Arabinose and IPTG. For example, the X plasmid’s T7 RNAP expression is
controlled by Arabinose in the BL21 AI strain; therefore, different concentration of Arabinose would
control the expression of X plasmid. Similar, the Lac repressor featured on the Y and Z plasmid could
be controlled by IPTG levels thereby modifying the output of both Y and Z.
We conducted an activation experiment focusing on the input node X and output node to test
the performance of STAR and trans-acting RNA regulators. This X to Z activation mechanism is
described in Figure 6b. The results from this test proved that the production of GFP on the Z plasmid
is a function of both inducers IPTG and Arabinose; therefore, GFP levels increased with increasing
inducer levels. Note that at high inducer concentrations, the molecular circuit response becomes
saturated and GFP levels plateau. Once the X activation mechanism was successfully implemented, all
three plasmids were tested in E. coli at various inducer concentrations. Similar to the activation of Z, the
production of the 3WJ trigger contained in Y plasmid begin immediately after the activation via transacting RNA for STAR from X. The inhibitory mechanism between the Y and Z node via 3WJ trigger
is illustrated in Figure 6c. With the proposed design, it was anticipated that the speed of the direct
activation of X and Z was faster than the speed of the indirect inhibition through Y. Our hypothesis was
that the time scale difference between the activation and repression pathways allows for the circuit
design to potentially show a pulse in GFP fluorescence signal.
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Figure 6. Architecture of RNA-only IFFL circuit composed of STAR and 3WJ repressor. (a) Detailed
node constructs of RNA-only IFFL circuit. (b) Schematic of the STAR activation mechanism by X on
Z. (c) Schematic of the 3WJ inhibition by Y on Z. (d) Expected GFP expression profile in the presence
and absence of the 3WJ trigger activated by STAR. Note, TX stands for transcription and TL stands
for translation.
All three plasmids were simultaneously transformed into the E. coli BL21 AI strain to test this
hypothesis in vivo. The expression levels of Y and Z were simultaneously controlled by IPTG while the
strength of X expression levels was controlled by Arabinose. In addition to inducer concentration, four
difference variants of Y to modulate the repression strength: regular Y (the 3WJ trigger immediately after
the STAR element under pLlacO), insulated Y (the 3WJ trigger connected via ribozyme after the STAR
element under pLlacO), Decoy (an inactive control sequence under pLlacO), and constitutive (a 3WJ
trigger under pLlacO). The GFP expression levels were expected to decrease as the level of repression
increased. The RNA-only circuit with different Y species was then screened using various IPTG and
Arabinose concentrations to understand the circuit dynamics. The in vivo characterization of the RNAonly circuit performance is shown in Figure 7. As expected, the highest GFP levels were achieved with
an absence of 3WJ trigger (Decoy) due to the absence of repression. Both the insulated and the
constitutive Y nodes reduced GFP signals to low levels for all recorded inducer concentrations. While
the variable repression strengthen between each Y node was represented, no clear pulse generation was
20

observed for any of the Y species and inducer concentrations examined. Note that GFP expression does
not monotonically increase with inducer concentration, possibly due to the saturation of promoter
activity and cellular burden. In addition, the GFP signal can be unreliable once the cells reach the
stationary phase which is represented by the gray dashed area in the plots of Figure 7. The results from
the experimental study indicate that the RNA trigger expressed from Y can bind to the RNA switch
domain expressed from Z with fast kinetics; therefore, there may be insufficient time delay for the GFP
reporter to accumulate before the repression dominates the signal. To confirm these speculations, we
then utilized mathematical modeling to explore the dynamics of the RNA-only circuits.

Figure 7. Experimental in vivo characterization of the RNA-only IFFL circuit composed of STAR and
3WJ repressor. Time course of GFP fluorescence measurements for different inducer concentration.
Data for the first 90 min are removed due to low OD600 values, and the time points beyond 200 min
are marked as gray dashed area to indicate the transition to stationary phase. The letters ‘I’ and ‘A’
represent IPTG and Arabinose, respectively.
3.3.2. RNA-only Circuit Mathematical Model Investigation
Contradicting the principles of the I1-FFL topology, the experiments showed no pulse
generation for the RNA-only circuit We established a mathematical model to understand if this
phenomenon was due to the circuit design or the range of the inducer concentration tested in
experiments. The mathematical model shown in Figure 8 represents the key biomolecular interactions
of the process omitting the detailed STAR-RNA interaction. Due to the nonlinear behavior of inducer
concentration and expression shown in Figure 7, Hill activation functions was used to model the activity
of IPTG and Arabinose. The ODEs are given by:

21

Figure 8. RNA-only mathematical model. Hill function is used to represent inducer molecules, IPTG
and Arabinose, binding to plasmids to initiate transcription.
The model is defined with the kinetic variables 𝛼 which is production rate, 𝛾 and 𝜔 which are
the binding rates, and delta which is the degradation rate. For the Hill functions, 𝐼3,3 and 𝐼4+$5 are the
Arabinose and IPTG inducer concentration with the corresponding 𝐾3,3 and 𝐾4+$5 as the Hill
constants with m and n as the Hill coefficients. The total plasmid concentrations in the system are
represented by 𝑃%,.-.37 , 𝑃8,.-.37 and 𝑃9,.-.37 for the corresponding output components X, Y, and Z.
Lastly, 𝑃8∗ and , 𝑃9∗ represent the IPTG induced Y and Z plasmids which are then available for
transcription activation.
Parameter estimation was performed by fitting the model to experimental measurements using
the MATLAB function fminsearch. Specifically, the experimental data chosen to estimate the 15 kinetic
parameters in the model were IPTG concentrations of 500 μM and 7.81 μM and Arabinose
concentration of 6600 μM, 1650 μM and 103.1 μM. These fitted parameters are summarized in
Appendix Table A.1, and the simulation results compared to experimental are shown in the top row of
Figure 9. We then varied the IPTG and arabinose concentration of the fitted model to validate the
prediction capabilities of the estimated parameters. The second row of Figure 9 shows the comparison
of model predication and experimental results. The results indicate the model can capture and predict
the dynamics of the RNA-only circuit design across various IPTG and Arabinose concentrations.
With the fitting and prediction results, we then used the model to predict the system behavior
across a wider range of inducer concentrations. The results from these predictions are given in the
bottom row of Figure 9 and indicate that no pulse could be achieved with the RNA-only IFFL circuit
even under a broad range of inducer concentrations. The conclusions from the experimental studies and
the results from the modeling further suggest that there is insufficient time delay to generate a pulse in
the output GFP. Therefore, a sufficient time scale difference between the activation and inhibition
pathways should be applied to generate a pulse from the circuit.
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Figure 9. RNA-only IFFL experiment and simulation. Top Row: experimental (solid red line with
crosses) and model fitted (blue) GFP concentration. Middle Row: experimental (solid green line with
crosses) and model predicted (blue) GFP concentration under new conditions. Bottom Row: model
predicted GFP concentration for varying IPTG and Arabinose concentration; the grayscale solid lines
represent different IPTG concentration at 2000 μM, 250 μM, 31.2 μM and 7.81 μM. The letters ‘I’ and
‘A’ represent IPTG and Arabinose, respectively.
3.3.3. RNA-protein Hybrid Mathematical Model Investigation
After investigating the RNA-only IFFL circuit, an alternative RNA-protein hybrid IFFL circuit
design was proposed which featured an THS for RNA-based regulation and a transcription factor for
the protein-based regulation. The protein-based regulator is designated as the repression mechanism;
therefore, the widely used Tet repressor proteins, TetR, could be utilized to realize this design. The
hypothesis for the RNA-protein hybrid design was that the protein regulator formation would
contribute to a sufficient time delay in the inhibition pathway and result in pulse generation in the
output concentration. In addition to TetR, a titratable small molecule aTc was introduced to control
the effect of time delay of the inhibition pathway [87].
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Figure 10. RNA-protein hybrid IFFL design and mathematical model. (a) The pulse generator design
was implemented by fast THS activation and slow TetR repression. THS trigger activates GFP
expression immediately while delayed TetR formation causes a pulse in the rate of GFP production. (b)
mathematical model for the RNA-protein hybrid circuit.
A mathematical model was developed, shown in Figure 10b, following the same argument as
the RNA-only IFFL circuit to validate our hypothesis regarding inhibition time delay and pulse
generation. The RNA-protein hybrid model utilizes a THS mechanism as opposed to the STAR
mechanisms described in the RNA-only circuit; therefore, the X component is the RNA trigger which
activates the translation of both Y and Z. The THS reaction mechanisms was modeled using an
intermediate species X:Z and X:Y to account for the binding interaction between the trigger RNA (X)
and the THS (Y and Z). Similar to the RNA-only model the Hill activation function was used to
account for the nonlinear effect of the inducer molecule IPTG on X and Z plasmids. The kinetic
parameters are described by the following α is the production rate, δ is the degradation rate, γ and ω are
the binding rates, 𝐾4+$5 is the Hill constant, and n is the Hill coefficient. 𝑃%,.-.37 , 𝑃8,.-.37 and 𝑃9,.-.37
are the plasmids that transcribe X, Y, and Z. TetR binds to 𝑃9 to form the complex 𝑃9,/; at rate of ω.
Based on the similarities between the RNA-only and the RNA-protein hybrid model, the RNAprotein hybrid model kinetic parameters were estimated from the shared RNA kinetic parameters of the
fitted RNA-only model, and the protein-related kinetic parameters were inferred from relevant
literature. Merging the estimated kinetic parameters established a working RNA-protein hybrid model
to explore the circuit dynamics, and the detailed information regarding these parameter values are given
in Appendix Table A.2. The simulation results using these initial parameter values are plotted with a
solid black line at various inducer concentrations as illustrated in Figure 11. Since the previous RNAonly experimental tests demonstrated that saturated inducer levels induce stress in the host organism,
the IPTG and aTc concentration range was constrained between 400 nM and 4 nM and 1mM to 0.01
mM for the simulations, respectively.
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Figure 11: RNA-protein hybrid IFFL circuit simulation and kinetic parameter sensitivity analysis. The
solid black line represents the model predication at the nominal kinetic parameter estimates. The solid
magenta line represents the ten random kinetic perturbation for each subplot. The letter ‘I’ represents
IPTG.
Due to the uncertainty of kinetic parameter values, a global sensitivity analysis was performed
by perturbing the kinetic parameter within + 50% of the initial values given in Appendix Table A.2.
Randomly perturbing the kinetic parameters provides more confidence of the performance of the
proposed RNA-protein hybrid I1-FFL design. Ten randomly selected perturbations were performed at
each experimental condition as the focus of this modeling work is to confirm the ability of the proposed
circuit design to generate a pulse even if the kinetic parameters deviate from the original estimation. The
randomly selected perturbations are plotted with solid magenta lines in Figure 11. The results shown in
Figure 11 demonstrate that across the examined inducer range the RNA-protein hybrid circuit can
achieve a pulse. Note, the variation of inducer concentration affects the characteristics of the pulse
generated.
3.3.4. RNA-protein Hybrid Experimental Realization
We constructed and tested the RNA-protein hybrid circuit in vivo to build on the investigation
and analysis provided by the modeling. The design for the circuit reflects many of the details of the
proposed mathematical model such as including the protein-based regulator TetR as the intermediate
node Y. The X regulatory node acts as the trigger RNA which is under the control of pT7. The
intermediate node Y under a constitutive promoter contained THS to regulate translation of TetR. The
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output node Z under control of pT7 and Tet operator site (TetO) contained THS to regulate the
translation of GFP. As done with the RNA-only circuit, all three components (X, Y, and Z) were
encoded in sperate plasmids and are illustrated in Figure 12a. These separate plasmids were then
transformed in E. coli BL21 DE3 which contains the genomic T7 RNAP under the control of Lac
promoter. Therefore, the expression levels of the X and Z were controlled by inducer IPTG while the
expression levels of Y were constitutively expressed. Moreover, the expression of Y node can be tuned
using the following methods: adjusting promoter strength of Y, modifying the protein degradation tag
of TetR, and including the titratable small molecule aTc. In addition, the high affinity between TetR
and the target promoter TetO typically means that a very low concentration of TetR is required to
impact the promoter activity [88]. Therefore, a weak promoter (J23116) was chosen for the Y plasmid
encoding TetR expression. Various degradation tags with different degradation strength (ASV, AAV,
and LVA) were incorporated and tested to tune the TetR expression. In addition to varying degradation
tags, the small molecule aTc was varied to titrate the leaky TetR expression and ensure adequate
accumulation of active TetR present in the system.

Figure 12. Architecture of RNA-protein hybrid IFFL circuit composed of THS and TetR regulation.
(a) Detailed node constructs of RNA-protein hybrid IFFL circuit. (b) Schematic of the THS activation
by X on Z. (c) Schematic of the TetR inhibition by Y on Z. (d) S Schematic of aTc treatment in RNAprotein hybrid IFFL circuits.
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First an activation experiment with input node X and output node Z were tested to ensure
adequate performance between the trigger RNA and THS pairs. As illustrated in Figure 12b, the X
component or in this case trigger RNA activates the translation of GFP upon binding to the
corresponding THS. Since the test omits inhibitory reactions from TetR, we observed a positive
correlation between increased concentration of inducer IPTG and GFP fluorescence. Note, that
increasing inducer concentration past the saturation threshold results in no further increase in GFP
fluorescence. After the successful implantation of the activation test, we included all three plasmids in
E. coli to test with various inducer concentration. As mentioned previously, the protein regulator TetR
inhibits the transcription of GFP by binding to the TetO in pT7 as shown in Figure 12c. In addition,
the small molecule aTc can bind to TetR thereby reducing the TetR repression strength.
Once all three plasmids were simultaneously transformed in E. coli BL21 DE3 strain, the GFP
florescence was measured to analyze the performance of the circuit. As shown in Figure 13, circuit was
tested under various aTc and IPTG inducer concentrations. The experimental results show a
pronounced pulse across several inducer conditions. These results confirm the conclusion from the
preliminary modeling that a pulse generation is possible for the hybrid circuit. The pulse generation was
more pronounced at higher aTc and IPTG concentrations. In addition, low concentrations of aTc
produced a small pulse of GFP expression thereby confirming the expected early accumulation of TetR.
The strength of the degradation tags also influenced the characteristic of the pulse as a stronger
degradation tag correlated with a more pronounced pulse response. Note, that the decay in GFP signal
for the RNA-protein circuit occurs before the stationary phase (gray dashed area). The experimental
results verified that the proposed RNA-protein hybrid IFFL circuit could indeed produce a pulse in
vivo, and the results confirm the conclusions provided from the mathematical modeling.

Figure 13. Experimental in vivo results for RNA-protein hybrid circuit. Time course measurement of
GFP fluorescence for different inducer concentrations. Data for the first 50 min were removed due to
low OD600 values, and the time points beyond 300 min are marked as gray dashed area to indicate the
transition to stationary phase. The letter ‘I’ represents IPTG.
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3.4. Summary
De novo designed RNA regulators, including STAR, THS, and 3WJ repressor were used to
construct a circuit and investigate the unique dynamic behaviors of utilizing RNA-based regulators.
First, an RNA-only I1-FFL circuit was built and tested in vivo using STAR and 3WJ repressors. The
results from the in vivo circuit tests indicated that the fast kinetics of the RNA-RNA interactions were
unable to provide a significant timescale difference between the inhibition and activation pathways. A
mechanistic model based on the RNA-only circuit was established to confirm this observation. Then,
the RNA-only circuit model parameter estimation was done using the experimental data generated from
the in vivo test. The RNA-only model simulations provided additional evidence that the RNA-only I1FFL circuit cannot generate a pulse due to insufficient time delay. An alternative RNA-protein hybrid
circuit design was proposed to increase the time delay between the activation and inhibition pathways,
and a mathematical model was developed to explore the feasibility of this design. The results from the
preliminary modeling indicated that pulse generation could be achieved with the RNA-protein hybrid
circuit design, which was validated with experimental realization in E. coli. Together, the work presented
in this chapter demonstrates the versatility of de novo RNA regulators for synthetic circuits, showcases
the importance of timescale dependent circuit design, and exhibits the value of a combined experimental
and modeling approach to guide and troubleshoot the design of synthetic circuits.
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Chapter 4. Model-based Analysis Regulation Level and Gene Circuit Dynamics
As discussed previously, innovations in RNA technology have enabled the development of new
tools for regulating gene expression at both the transcriptional and translational levels. However, the
relationship between regulation level and circuit dynamics remains unexplored. Mathematical models
are revolutionary tools in guiding the construction of synthetic biological circuits. It has been a longstanding interest in synthetic biology to use these models to capture and predict circuit dynamics
accurately. The previous chapter demonstrated the effectiveness of mechanistic models to successfully
predict RNA-based circuit performance by integrating experimental data with deterministic models.
The work presented in this chapter extends the previous work by using mechanistic modeling and
computational analysis to investigate how regulation at the transcription and translation level affects the
pulse property of the I1-FFL gene circuit.
4.1. Research Objective
Despite the growing library of RNA-based tools for constructing circuits, the effect of
regulation and circuit dynamics remains largely unexplored. As the complexity of gene circuits increases,
a fundamental understanding of this relationship would be extremely valuable for the design and
construction of synthetic circuits. Mechanistic models have become increasingly valuable tools for
predicting performance and fine-tuning circuit design. In addition to predicting circuit dynamics,
modeling can provide further detail regarding the individual component, thereby enabling a broader
understanding of the relationship between the constituent components and the overall dynamics of the
circuit.
In this study, we developed mechanistic models based on four different variations (TX, TL, HY1, HY-2) of the I1-FFL circuit to examine the effect of regulation level on pulse characteristics. We then
defined performance metrics to quantify and categorize the dynamics of each circuit. Next, a local and
global sensitivity analysis were utilized to investigate the circuits’ dynamics in terms of the pulse
generation and the defined metrics. Using the local sensitivity analysis, we explore the effect of varying
a single parameter on the achievable dynamics of each circuit. The results from the analysis indicate
similar parameter tunability for the transcription downregulation circuits (TX and Hybrid TY-2) and
the translation downregulation circuits (TL and Hybrid TY-1). Following these results, we performed
a global sensitivity analysis with a Latin Hypercube Sampling approach to examine the relationship
between kinetic parameters and overall circuit performance. The results from the global sensitivity
analysis show the translation downregulation circuits gave the lowest number of simulations that meet
the specified performance criteria, while the transcription downregulation circuits showed the highest
number of simulations that meet the required specifications. These results suggest that the regulation
level of the I1-FFL circuit repression pathway dictates the pulse characteristics over the activation
pathways.
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4.2. Methods
All experimental work presented in this Chapter was completed by our collaborators from
Pohang University of Science and Technology in Pohang, South Korea, under the direction of Dr.
Jongmin Kim.
4.2.1. Mathematical Modeling
The mathematical models for each circuit were solved using MATLAB odes23s solver for both
the local and global sensitivity analysis. To ensure unbiased sampling of parameters in the global
sensitivity analysis, the Latin Hypercube Sampling approach was utilized, and the MATLAB function
rand was used to aide in the random selection of kinetic parameter perturbations. The violin plots shown
in Figures 18 and 19 are plotted using the MATLAB function violinplot.m developed by B. Bechtold,
which can be downloaded from https://github.com/bastibe/Violinplot-Matlab. All the MATLAB
scripts used for simulation in this study can be found at https://github.com/mathiasfoo/4ifflcircuits.
4.2.2. Plasmid Construction, Cell Culture, and Microplate Reader Analysis
Plasmids were constructed using PCR, Gibson assembly and round-the-horn site-directed
mutagenesis. All DNA templates for the TX Circuit were assembled from single-stranded DNAs
purchased from Bionics. STAR-target pair sequence was Target Variant 1-STAR Variant 1[89]. The
synthetic DNA strands were amplified via PCR to form double-stranded DNAs. The resulting DNAs
were then inserted into plasmid backbones using about 30-bp homology domains via Gibson assembly.
Promoter change from pT7 to other promoters (J23110, J23119, pT7 (TetO)) was done by round-thehorn site-directed mutagenesis. All plasmids were cloned in the E.coli DH5α strain and validated
through DNA sequencing. Backbones for the plasmids were taken from the commercial vectors
pET15b, pCDFDuet, pCOLADuet (EMD Millipore). Node X was constructed in pET15b. Node Y
and node Z were constructed in pCDFDuet and pCOLADuet. GFPmut3b-ASV was used as the
reporter. This GFP is GFPmut3b with an ASV degradation tag. TetR was used with ASV degradation
tag as well. Plasmids were purified using Enzynomics EZ-Pure Plasmid Prep Kit. Plasmids were
transformed into strains via chemical transformation. E. coli BL21 DE3 strain for TX Circuit was used
for in vivo tests.
Transformed cells were cultured on Luria-Bertani (LB) agar plates (1.5% agar) and then single
colonies were inoculated into 500 μL LB liquid medium supplemented with appropriate antibiotics:
pCOLADuet (50 μg/mL Kanamycin), pCDFDuet (50 μg/mL Spectinomycin), pET15b (100 μg/mL
Ampicillin). These cells were grown overnight (~16 h) in 96-well plates with shaking at 800 r.p.m. and
37°C. For the TX Circuit, overnight cultured cells were diluted 1/100-fold into fresh medium and
returned to shaking (800 r.p.m., 37°C). After 80 min, diluted cells were induced with the appropriate
combination of 0.1 mM Isopropyl β-D-1-thiogalactopyranoside (IPTG) and anhydrotetracycline (aTc).
aTc was treated at four different concentrations: 100 ng/mL, 50 ng/mL, 20 ng/mL, 0 ng/mL (200 nM,
100 nM, 40 nM, 0 nM). An aliquot of 200 μL of inducer-treated cells was added per well on a 96-well
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Black Plate (SPL Life Sciences, Pocheon, Korea). Plates were incubated at 37°C for 10h 30min (64
cycles) with double-orbital shaking in a Synergy H1 microplate reader (BioTek, Winooski, VT, USA)
running Gen5 3.08 software. GFP Fluorescence (excitation: 479 nm, emission: 510 nm) and OD600
were measured at 10-min intervals during incubation. GFP fluorescence levels were normalized as
follows: GFP fluorescence for LB blank was subtracted and the resulting value was divided by OD600.
4.3. Results
4.3.1. Mechanistic Model Design
A simplified mechanistic model for the four I1-FFL genetic circuit variations were developed,
as shown in Figure 14. Each model focuses on the high-level nucleic acid interactions at the
transcriptional and translational regulation level while lumping RNA polymerase, small molecule
inducers, and ribosome activity into related kinetic parameters. Although such a simplified mechanistic
model does not encompass the exhaustive dynamics of the system, highlighting the two key regulatory
levels transcription and translation establishes a general model that can be expanded to include more
details for experimental implementation. This mechanistic modeling approach allows for the study of
key kinetic parameters while providing a model that can be adapted for future studies.

Figure 14. Four variations of the I1-FFL gene circuit with a focus on regulation level. (A) TX Circuit:
transcription regulation for the activation pathways (dotted green line) and repression pathways (dotted
red line). (B) TL Circuit: translation regulation for both activation and repression pathways. (C) HY-1
Circuit: transcription activation and translation repression. (D) HY-2 Circuit translation activation and
transcription repression.
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The first I1-FFL circuit named TX circuit is designed with only transcriptional level regulations.
As shown in Figure 14A, X RNA is constitutively transcribed from plasmid 𝑃% at rate 𝛼% and binds to
𝑃8 and 𝑃9 to activate transcription at rate of 𝛾8 and of 𝛾9 , respectively. An example of this interaction
could be utilizing STAR for transcriptional activation. In addition, plasmids 𝑃8 and 𝑃9 are initially off,
and the transcription activation only occurs when a free plasmid binds to X RNA. Once transcription
is activated, Z RNA is translated to GFP at rate of 𝛼5<+ , and the repressor RNA transcript Y can bind
to both the free Z plasmid (𝑃9 ), activated Z plasmid (𝑃9 3=.0>/ ), and Z RNA at a binding rate of 𝛽$% .
Here, we can consider the repressor Y RNA as the engineered gsRNA within a CRISPRi system for
experimental realization.
The second I1-FFL circuit, named TL Circuit is designed with only translational level
regulation. The corresponding mathematical model is described in Figure 14B. As done with the TXCircuit, X RNA is constitutively transcribed from plasmid 𝑃% at a rate of 𝛼% . However, instead of
binding to the respective plasmids, X RNA binds to Y or Z RNA to initiate translation which can be
realized with toehold switch (THS). Specifically, X RNA in this case would be the conjugate trigger
RNA which would unwind the hairpin (Y and Z RNA) through toehold-mediated strand displacement
reaction forming the complexes X:Y and X:Z at a rate of 𝛾8 and of 𝛾9 respectively. Once the THS
complex is formed, X:Z can undergo translation to form GFP at a rate of 𝛼5<+ . Therefore, the X: Y
complex forms a riboregulator that targets Z RNA thereby inhibiting translation at rate of 𝛽$* .
The third and fourth I1-FFL circuits feature a combination of both transcription and
translation regulations as illustrated in Figure 14C and 14D. The first type named Hybrid TY-1 Circuit
is designed with transcription activation of Y and Z by X while Y represses Z through translation
regulation. Such a design can be realized by using STAR for the activation, and Y being toehold switch
for the translation repression of Z. The second type named HY-2 Circuit features translation activation
of Y and Z by X, with Y repressing Z at the transcription level. In this scenario, Y and Z translation
activations can be achieved with the THS mechanism described in the TL Circuit and the transcription
repression of Z can be achieved with the CRISPRi system described in the TX Circuit.
4.3.2. Performance Metrics for Sensitivity Analysis
Referring to previous studies on the I1-FFL circuits and standard concepts from systems and
control theories, four performance metrics (Figure 15A) were defined to quantify the dynamics of the
simulated GFP output: Rise Time (TR) defined as the time taken for the output to reach from 10% (T1)
to 90% (T2) of its maximum concentration; Pulse Width (PW) defined as the time taken for the pulse
to reach from 10% before (T1) and after (T3) the maximum concentration; Pulse Height (PH) defined
as the maximum concentration value (Y1); Steady-State Value (SS) defined as the final concentration
value (Y2). These metrics provide crucial context regarding the performance of the circuits for the local
and global sensitivity analysis. In addition to these metrics, four quantitative requirements were added
to ensure each simulation produces a characteristic pulse. The four requirements are defined: maximum
output must occur before a cutoff time point (5-hour); Steady State Value must be < 10% of maximum
output value; Rise Time must be < 150 min, and Pulse Width > 30 min.
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Figure 15. (A) Pulse metrics definitions: Rise Time, Pulse Width, Pulse Height, and Steady State. (B)
Simulation plot with corresponding nominal values (C) Nominal parameter value table.
Since our analysis relies on the characteristics of the output GFP concentration profile, it is
critical to have each of the circuits start with a similar GFP profile. By tuning the kinetic parameters, we
identified a common set of biologically relevant kinetic parameters except for 𝛽, the binding rate
between the repressive nod Y and Z, which was used to tune the magnitude of each circuit’s output.
Shown in Figure 15C, is the nominal parameter set used for all four circuits.
4.3.3. Local Sensitivity Analysis: Circuit Parameter Impact
With the proposed designs, we first investigate what dynamics each of the four circuits could
achieve by manipulating the model parameters. For this purpose, we performed a local sensitivity
analysis, where a single parameter is varied within a specified range in each simulation, and the
performance is then analyzed using the four-performance metrics. This analysis investigates the effect
of changing only one parameter at a time on the output dynamics and could provide guidelines for
component selection in experimental realization. For example, the transcription rate can be changed
with different promoters, and the translation initiation rate can be changed with different ribosome
binding sites. For each simulation, one parameter for each circuit was varied by multiplying with a
“multiplication factor”, which ranges from 10-3 to 103 on a logarithmic basis. A total of 55 simulations
were performed for each variable; therefore, a total of 660, 825, 770, and 825 simulations were
conducted for the TX, TL, HY-1 and HY-2 Circuits, respectively. Note, each circuit contains a different
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number of parameters. Applying the requirements specified in previous section, we found that all four
circuits obtained a similar percentage of simulations that met our specification, despite slight differences
in the TL and HY-2 Circuit. Specifically, we obtained 70%, 65.8%, 70.9% and 75.5% success rates for
the TX, TL, HY-1, and HY-2 Circuits, respectively.
The local sensitivity analysis results in Figure 16 reveal several key observations about the
tunability of the dynamics. In general, individually perturbing the kinetic parameters shows a more
prominent effect on elongating the rise time (TR) and expanding the pulse width (PW), with a tunable
range of 0.2x to 4x for the rise time and 0.5x to 4x for the pulse width obtained with the nominal values
(as indicated by the red horizontal lines). Interestingly, the transcription downregulation circuits (TX
and HY-2) demonstrate a similar response to individual kinetic parameter manipulation that such a
manipulation tends to have a higher chance of increasing the pulse height (PH) and the steady state value
(SS), instead of decreasing the two metrics. On the contrary, single parameter manipulation in the
translation downregulation circuits (TL and HY-1) shows both moderate increase and decrease in the
two metrics. This observation further suggests different types of regulation might lead to distinct
dynamics, and the repression pathway might dominate such effects as compared to the activation
pathway in the I1-FFL circuit.

Figure 16. Local sensitivity analysis results: the overall distribution of the metric across all four circuits.
Red line represents the metric value at nominal parameter values. Blue data points represent the
simulated metric values subject to each parameter variation. The most sensitive parameters for each
metric across all four circuits are shown with green arrows.
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Figure 17. The histogram of the most influential parameters. (A) TX circuit. (B) TL circuit (C) HY-1
circuit (D) HY-2 circuit.
After investigating the dynamics range each circuit can achieve, we proceeded to identify
parameters that most significantly affect the circuit dynamics. Such an understanding would allow us
to adjust circuit dynamics in an efficient manner, thereby reducing experimental costs for component
design. To facilitate the analysis, we focus on the top three parameters that significantly affect the
maximum and minimum value of each metric. The results given in Figure 17 summarize the total
number of times each parameter is found as the top three most impactful parameters. The histogram is
interpreted as the following: for example, 𝛿9 is found five times in the TX circuit, meaning that it is
identified as one of the top three impactful parameters in five out of the eight scenarios for TX circuit,
across all four metrics. Reading off the histogram we can then identify the most impactful parameters
for each circuit. Excluding the four Z mRNA and GFP-related parameters, we found that the most
impactful parameters for the TX circuit are 𝛼8 and 𝛼% , for the TL circuit is 𝛽$* , for the HY-1 circuit
are 𝛼% and 𝛼8? and for the HY-2 circuit is 𝛿%9 .
In total, the local sensitivity analysis provides evidence that the transcription downregulation
circuits (TX and HY-2) share the common impactful parameters 𝛼% and 𝛼8 . In addition, the translation
downregulation circuits (TL and HY-1) share the common parameters 𝛼8 ! and 𝛾8 . This again suggests
circuits with the same repression pathway tend to show a higher similarity in their properties.
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4.3.4. Global Sensitivity Analysis: Circuit Feasibility
The local sensitivity analysis provides insight on the effect of perturbing a single parameter on
the output dynamics of each circuit. To complement the analysis, we also performed a global sensitivity
analysis for a holistic understanding of how the kinetic parameters would affect the dynamics of the four
models cooperatively. This type of analysis is accomplished by simultaneously varying all the parameters
randomly in each simulation, and the performance of each circuit is analyzed in terms of the same four
metrics as used in the local sensitivity analysis.
To ensure an unbiased sampling of parameter values, the Latin Hypercube Sampling [90, 91]
approach was adopted to randomly generate a parameter that is within 10-2 to 102 of the nominal value
of each parameter. In the Latin Hypercube Sampling, each parameter is discretized into n evenly spaced
intervals (corresponding to a total of n samples), and each interval is sampled exactly once in the
simulation. This approach avoids biased sampling and provides an exhaustive selection of parameter
values within the range of interest. For this analysis, each parameter is evenly discretized into 10,000
intervals, generating a total of 10,000 random combinations of parameter sets for each of the four
circuits. Again, only simulations that met the performance criteria are analyzed.
According to the results in Figure 18, we found that of the 10,000 simulations, the TX and HY2 Circuits gave the highest number of simulations that met our criteria (368 and 259 simulations
specifically), while the TL and HY-1 Circuits had the lowest number of simulations with 87 and 68,
respectively. This observation suggests that a transcription downregulation might provide a higher
flexibility in parameter design to achieve a desirable pulse response, in comparison to a translation
downregulation.

36

Figure 18. Violin plot distribution of metrics across all four circuits: (A) Rise Time (B) Pulse Width (C)
Pulse Height (D) Steady State. Each data point represents the parameter value of a specific simulation,
the shaded regions is the kernel density estimate, the grey box is the interquartile range of each parameter,
and the clear data point represents the median value of the parameter distribution.
A closer inspection of results in Figure 18 reveals several findings. First, the rise time distribution
is similar across all circuits except that the TX Circuit shows simulations with significantly higher rise
time. While most of the simulations produced a pulse width between 30 and 100 minutes in all four
circuits, the TX and HY-2 circuits had more simulations with a pulse width above 100 minutes. This
observation suggests that for a longer pulse duration, the TX and HY-2 Circuits might be a more
suitable choice. The pulse height distribution also shows a high similarity across all four circuits, with
the exception that the TL Circuit produced on average a lower pulse height, as compared to the other
three. The most prominent difference is observed in the steady-state concentration distribution, where
the transcription downregulation circuits (TX and HY-2) have lower steady state values than the
translation downregulation circuits (TL and HY-1). Furthermore, the steady-state value distribution
indicates that the TX and HY-2 Circuits have a higher chance of adapting to the initial concentration
after the pulse, as compared to the TL and HY-1 Circuits, given the fact that the output concentration
in all simulations was initiated at zero. Note that the y-axis for the pulse height and steady state value is
in natural log.
We then proceeded to investigate the relation between the parameter values and the pulse
properties. Figure 19 shows the parameter value distribution of four specific parameters to highlight the
key observations from our results. The distributions of parameters 𝛼% and 𝛾8 indicate that both the TX
and the HY-2 Circuits have a more even distribution than the TL and HY-1 Circuits. This means that
the specified pulse property can be achieved with any parameter in the specified range with a similar
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probability. However, a higher 𝛼% value would have a higher chance of obtaining the specified pulse
property for the TL circuit, while a lower 𝛼% value would be favored in the HY-1 Circuit. We also note
similar observations in the 𝛾8 distribution. The 𝛿5 distribution indicates a low GFP degradation rate
would be needed for all four circuits to produce a pulse that meets our specification. The 𝛿9 distribution
of the TX Circuit shows a prominent bimodal profile and shows a slightly bimodal profile for the HY2 Circuit, indicating a higher chance of obtaining the specified property with parameter values from
either the top or the bottom region of the specified parameter range. These observations again suggest a
higher similarity between circuits with the same downregulation mechanism (TX vs. HY-2 and TL vs.
HY-1).

Figure 19. Violin plot distribution of parameter values across all four circuits: (A) 𝛼% distribution (B)
𝛾8 distribution (C) 𝛿5 distribution (D) 𝛿9 distribution. Each data point represents the parameter value
of a specific simulation, the shaded regions is the kernel density estimate, the grey box is the interquartile
range of each parameter, and the clear data point represents the median value of the parameter
distribution.
4.3.5. Experimental Construction of the TX Circuit
The simulation analysis suggests the TX and HY-2 Circuits have the highest chance of
generating a pulse, and since our previous work has demonstrated the success of a pulse generation with
the HY-2 Circuit (RNA-protein hybrid), we sought to experimentally validate the TX Circuit in this
study. For the experimental construction of the TX Circuit, we utilized the STAR mechanisms for the
X node which activates the transcription of Y and Z nodes shown in Figure 20A. In addition, the Y
node encodes a TetR protein that represses the transcription of the Z node and is described in Figure
20B. Similar to the previous experimental validation, all three nodes are encoded in separate plasmids to
allow different combinations of circuit components to be tested in E. coli.
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Figure 20. The TX Circuit is composed of the STAR activation and the TetR repression pathway. (A)
Schematic of the X to Z activation pathway. (B) Schematic of the comprehensive TX circuit in which
STAR (X) activates the expression of TetR, which binds to TetO to block RNAP access for Z
transcription repression. aTc treatment is used to tune repression strength of TetR.
Specifically, the X node encodes STAR under the control of pT7, the Y encodes a STAR target
followed by TetR under a constitutive promoter, and the Z node encodes a STAR target followed by
GFP reporter under the control of pT7 and the TetR operator site (TetO). As done with the previous
experimental studies, each of the plasmids are transformed in E. coli BL21DE3 with the T7 RNAP
under the control of the Lac promoter. Therefore, X and Z plasmids can be controlled using the small
molecule inducer IPTG while the expression of Y is constitutive. As done with the HY-2 Circuit (RNAprotein hybrid), the repression strength of the Y node can be tuned by adjusting the promoter strength
of Y and adding a small molecule inducer, anhydrotetracycline (aTc) which titrates TetR. The
regulatory strength of node Y can also be tuned, by either adjusting the promoter strength of Y or by
adding a small molecule inducer anhydrotetracycline (aTc) that titrates TetR. Therefore, we
constructed the Y node with a strong promoter J23119 and a weak promoter J23110 for the STAR
target expression and tested the performance of the circuits with different concentrations of aTc.
The results shown in Figure 21 summarizes the GFP expression of the TX Circuit in E. coli. The
experimental testing conditions were subject to four different aTc concentrations (100 ng/mL, 50
ng/mL, 20 ng/mL, and 0 ng/mL), with 0.1 mM of IPTG. There are several observations given by the
results. First, we obtained prominent pulse generation in both the TX Circuits by tuning the promoter
strength and the aTc concentration, see results for aTc = 20, 50, and 100 ng/mL. This aligns with our
simulation findings that tuning 𝛼8 (i.e., transcription rate) could effectively manipulate the dynamics,
as 𝛼8 being found one of the most impactful kinetic parameters for the TX Circuit. Second, the results
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suggest that a higher aTc concentration will be needed to achieve a pulse generation. The increased aTc
concentration primarily compensates the enhanced transcription of a stronger Y promoter. Note that
for aTc = 50 and 100 ng/mL, the pulse is only observed for circuit with promoter J23119, whereas for
aTc = 20 ng/mL, the pulse is only observed for circuit with promoter J23110. In summary, we
confirmed that the TX Circuit can exhibit a pulse generation in vivo by tuning the key parameters
identified from our computational analysis.

Figure 21. Experimental validation of the TX Circuit confirms the achievability and tunability of a pulse
in the output GFP concentration. Time course of GFP fluorescence measurements with inducer IPTG
concentration of 0.1 mM, and aTc concentrations of 100 ng/mL (A), 50 ng/mL (B), 20 ng/mL (C),
and 0 ng/mL (D). Data for the first 80 mins are removed due to the low OD600 values, and the time
points beyond 400 mins are marked as gray dashed areas to indicate the transition to stationary phase.
Relative errors for GFP fluorescence/OD600 are from the standard deviation of three biological
replicates.
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4.4. Summary
In this chapter, the I1-FFL gene circuit was utilized to investigate how transcription and
translation regulation affect the pulse generation capability and characteristics of the circuit. Four
variations of the I1-FFL circuit were designed (TX, TL, HY-1, and HY-2) each featuring a different
combination of transcription or translation regulation across the regulation pathways between circuits
three nodes (X, Y, Z). We defined a set of metrics and simulation criteria to distinguish the pulse
properties of each circuit for our analysis. A local sensitivity analysis in which a single parameter was
varied was done to determine the impact of each individual parameter on performance metrics, and a
global sensitivity analysis in which every parameter was randomly varied was done to investigate the
behavior of the circuit to kinetic parameter perturbations. Both the local and global sensitivity analysis
results indicate similar characteristics between circuits exhibiting the same downregulation, suggesting
that the downregulation pathway dominates the dynamics in the I1-FFL circuit. In addition, the global
sensitivity analysis provides evidence that an I1-FFL circuit with transcription downregulation could
have a greater chance of achieving a pulse based on the number of successful simulations. These
observations align with the HY-1 and HY-2 circuit experiments presented in the previous chapter, and
we decided to experimentally construct the TX Circuit to build off these results. The results from the
TX Circuit experimental trails showed that TX Circuit can exhibit pulse generation, and the kinetic
parameters identified from the computational analysis can help tune circuit dynamics. In future studies,
we plan to construct each of the four I1-FFL variations in vivo and develop more detailed mechanistic
models to build from the work presented here.
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5.1. Conclusion

Chapter 5. Conclusion and Outlook

This thesis demonstrates the versatility and ability of a model-guided approach to direct the
design and construction of synthetic circuits with de novo RNA regulators. We leveraged mechanistic
models to capture the dynamics of synthetic circuit designs, and we utilized sensitivity analysis to gain a
deeper understanding of the behaviors of the circuit under kinetic parameter perturbations. In addition,
we applied modeling to refine and validate experimental construction and observation of synthetic
circuits in vivo.
The results in Chapter 3 showcase the use of mechanistic modeling and parameter estimation
to guide the design of RNA-based circuits in a combined experimental and modeling approach. We first
proposed an RNA-only I1-FFL circuit which featured the first combination of the RNA regulators
STAR and 3WJ in a genetic circuit design. However, our experimental observations suggested the fast
kinetic RNA-RNA interactions lead to an insufficient time delay required to generate a pulse. To
confirm this hypothesis, a mechanistic model was written and parametrized with the experimental
measurements to complete a compressive study of the RNA-only circuit dynamics. The model
simulations covered a broader range of inducer concentrations to investigate the RNA-only circuit
dynamics. The simulations results proved the RNA-only circuit would be unable to generate a pulse
and confirmed the observations developed from experimental observations.
The failure of the RNA-only I1-FFL circuit to generate a pulse in vivo provides evidence that
the fast reaction kinetics of RNA regulators could be challenging to implement in timescale-critical
circuit designs. To explore potential solutions, an alternative RNA-protein hybrid model was
developed. Using modeling simulations and sensitivity analysis, we demonstrated that the RNA-protein
hybrid circuit could indeed produce a pulse. Together, the results indicate that combining the large
libraries of RNA regulators such as STAR and 3WJ with existing protein regulators could expand the
dynamic range of synthetic circuits. In addition, the RNA-protein hybrid model utilized the
parametrized kinetic information from the RNA-only model to confirm the timescale sensitivity of the
I1-FFL, and this transferability suggests that RNA-based regulators can be combined with other
components and maintain similar kinetics. While the kinetic understanding of de novo RNA-RNA
interactions is not fully understood, these results suggest some modularity of kinetic information
between RNA-based regulatory components.
In contrast, the study in Chapter 4 expands the application of mathematical modeling to
investigate the relationship between regulation level and I1-FFL gene circuit behavior which utilizes
many of the same principles of modeling and analysis described in Chapter 3. However, this study
focuses more on developing a high-level framework to understand the effect of regulation level and pulse
performance. The global and local sensitivity analysis results suggest that the downregulation pathway
dictates the achievable dynamics of the circuits as opposed to the activation pathways. In addition, the
results from the global sensitivity analysis provide evidence that transcription downregulation could
provide flexibility in design as both the transcription downregulation circuits had a higher probability
of producing a pulse over the translation downregulation circuits. This observation aligns with the
results of the HY-1and HY-2 circuits analogous to the RNA-only circuit and RNA-protein hybrid
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circuit constructed in Chapter 3. In addition, a TX Circuit was constructed in vivo to build off the
previous work. The results from the experimental study show that the TX Circuit can generate a pulse
and demonstrate that key parameters from the computational analysis can be utilized to tune circuit
behavior. However, the mechanistic models developed in this study have represented the detailed
biomolecular interactions in the system using lumped kinetic parameters and biological relevant values
inferred from previous experiments. As a result, there could be possible changes in dynamics with
experiments; therefore, more detailed modeling and experiments will be needed for further validation.
In summary, the work presented in this thesis utilizes modeling to reveal the effect of fast kinetic
RNA-RNA interactions in timescale critical circuit designs and uncover the relationship between
regulation level (transcription vs. translation) and circuit behavior. Several computational tools,
including gradient-based optimization and sensitivity analysis, are utilized to investigate the kinetic
characteristics of synthetic circuits. The framework in this study is built on first principle concepts and
can be extended to study other regulator components and systems. As the complexity of gene circuits
continues to grow, so will the need for mathematical modeling. Together, the findings presented in this
thesis aim to facilitate the design and implementation of gene circuits with increased complexity and
functionality.
5.2. Future Work
In future studies, experimental realization and detailed modeling of the four I1-FFL circuit
variations with RNA-based regulators will be pursued to gain a more comprehensive examination of
how different regulation points would affect the dynamics of the circuit. In addition, this study can be
expanded to incorporate other circuits such as oscillators and toggle switches, where timescale is critical,
to analyze further the effects of translation and transcription regulation in determining the dynamics of
the gene circuits. The framework presented in this thesis provides a viable approach to guide the design
of synthetic circuits with mathematical modeling. This model-guided approach could be extended to
efforts in synthetic biology that aim to characterize gene circuits using cell-free systems. Cell-free gene
expression systems provide distinct advantages as an alternative to in vivo experiments. Due to the
controllable nature of cell-free systems, they are typically easier to develop and calibrate mathematical
models. This unique property of cell-free systems allows synthetic biologists to quickly gain valuable
kinetic information for model development. However, in vitro characterization presents challenges
such as the absence of homeostasis and constrained reaction times. Additional work is necessary to
understand better the difference in deriving kinetic parameter information between in vivo and in vitro
experimental studies for mathematical modeling applications.
Resource competition is known to be one of the leading causes for gene circuit implementation
failure in vivo. For this reason, several synthetic biologists have investigated the use of synthetic circuits
to control the distribution of cellular resources to mitigate the strain of resource competition on the
circuit performance. In addition, modeling has been used to account for cellular resources such as RNA
polymerase, ribosomes, and transcripts. Integrating resource competition with circuit design principles
is crucial for constructing complex synthetic circuits. Future studies will pursue circuits designed to
control and mitigate resource competition in host organisms to aid this effort in synthetic biology.
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Appendix A. Kinetic Parameter Tables
Table A.1. Estimated kinetic parameters for RNA-only IFFL circuit by fitting the model to the
experimental GFP data [36].

Table A.2. RNA-protein hybrid IFFL circuit initial parameter estimation. Parameter values derived
from RNA-only IFFL circuit estimation were rounded to generalize the parameter estimation for the
hybrid circuit. The lower and upper bound columns represent the values used for the sensitivity analysis
[36].
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