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phase-coupling of cross-frequency oscillations has been shown to relate to memory processes.
Here we investigate the hypothesis that reactivations of memory patterns, induced by either
external stimuli or internal dynamics, are manifested as distributed cell assemblies oscillating
at gamma-like frequencies with life-times on a theta scale. For this purpose, we study the
spatiotemporal oscillatory dynamics of a previously developed meso-scale attractor network
model as a correlate of its memory function. The focus is on a hierarchical nested organization
of neural oscillations in delta/theta (2–5 Hz) and gamma frequency bands (25–35 Hz), and in
some conditions even in lower alpha band (8–12 Hz), which emerge in the synthesized ﬁeld
potentials during attractor memory retrieval. We also examine spiking behavior of the
network in close relation to oscillations. Despite highly irregular ﬁring during memory
retrieval and random connectivity within each cell assembly, we observe precise spatiotem-
poral ﬁring patterns that repeat across memory activations at a rate higher than expected
from random ﬁring. In contrast to earlier studies aimed at modeling neural oscillations, our
attractor memory network allows us to elaborate on the functional context of emerging
rhythms and discuss their relevance. We provide support for the hypothesis that the
dynamics of coherent delta/theta oscillations constitute an important aspect of the formation
and replay of neuronal assemblies.
This article is part of a Special Issue entitled Neural Coding 2012.
& 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-SA license. Elsevier B.V.
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Cortical and hippocampal gamma oscillations have long been
viewed as the neural correlate of active processing and
memory recall (Gray and Singer, 1989; Gray and Di Prisco,
1997; Roelfsema et al., 1997; Tallon-Baudry et al., 1997, 1998;
Fries et al., 2001, 2007, 2008, Lee et al., 2005; Jacobs and Kahana,
2009). More recently power changes in these oscillations have
been observed to be phase-locked to delta and theta rhythms
in various tasks (Chrobak and Buzsaki, 1998; Basar et al., 2001;
Schack et al., 2002; Lakatos et al., 2005; Canolty et al., 2006,
2010; Jensen and Colgin, 2007; Tort et al., 2008; Siegel et al.,
2009; Axmacher et al., 2010; Kendrick et al., 2011; Ito et al.,
2012). This cross-frequency modulation phenomenon, com-
monly referred to as nesting, has thus been hypothesized to be
functionally implicated in memory processes. Its function still
remains elusive though despite accumulating insights into the
mechanistic origins of nesting (White et al., 2000; Tiesinga
et al., 2001; Rotstein et al., 2005; Kramer et al., 2008; Neymotin
et al., 2011). Based on experimental ﬁndings various roles of
the slower modulatory rhythms have been suggested. For
instance, inputs to visual, auditory, sensory or olfactory
sensory modalities seem to be sampled on this slower time
scale (Uchida and Mainen, 2003; Maldonado et al., 2008;
Schroeder et al., 2010; Ito et al., 2012). In addition, theta has
been recognized as the time scale of plasticity (Huerta and
Lisman, 1993; Holscher et al., 1997), encoding (Klimesch, 1999;
Sederberg et al., 2003; Ward, 2003; Rutishauser et al., 2010) and
maintenance (Lee et al., 2005; Siegel et al., 2009; Fuentemilla
et al., 2010) of memory items. Further, increased cross-
frequency coupling has been observed during active mainte-
nance of working memory (Shack et al., 2002; Palva et al., 2010;
Axmacher et al., 2010) or after learning a discrimination task
(Tort et al., 2008; Kendrick et al., 2011) in hippocampal and
cortical regions. At the same time, cortical memories have
been reported to be directly represented by the elevatedFig. 1 – Connectivity scheme of the network. Basket cells (49 in
cells belonging to a speciﬁc attractor by black triangles. The ligh
attractors. The network has a total of 9 hypercolumns with 49 m
(attractors). Connectivity is given as the proportion (here express
the pre-synaptic population connects to.spiking activity in speciﬁc cell assemblies (Fuster and
Alexander, 1971; Goldman-Rakic, 1995). In the light of these
ﬁndings nested oscillations seem to reﬂect processes con-
nected both to the formation and subsequent reactivation of
cell assemblies representing memory patterns. Here we will
focus on the latter aspect and study the hypothesis that
cortical memories manifest themselves as distributed cell
assemblies oscillating at gamma-like frequencies with life-
times in the range of a theta scale.
To this end we use a previously developed biophysically
detailed attractor network model of association cortex
(Lundqvist et al., 2006), which has been observed to display
nested delta/theta (25 Hz) and gamma oscillations (2535 Hz)
as a correlate of active memory retrieval (Lundqvist et al., 2011,
2012). Although we model association cortex, we hypothesize,
taking into account the distributed nature of cortical mem-
ories, that similar dynamics might be observed in sensory
cortex and hippocampus. Relative to our previous studies we
are concentrated here on the neural mechanisms behind the
emergent coupling between these oscillations and their dis-
tinct spatial synchronization proﬁles in the context of attractor
memory function, which allows then for relating our ﬁndings
to vast biological data on cortical memory retrieval and
maintenance. We simulate our network in two functional
modes where activation of a stored attractor memory pattern
can serve as a mechanistic model of neural processes under-
lying two different physiological phenomena: (i) sequential
memory replay as part of ongoing working memory main-
tenance (Fuentemilla et al., 2010), and (ii) so-called pattern
completion allowing for retrieval of memory from fragmented
input (Jo et al., 2007). In both cases, delta/theta waves with
spatially distributed gamma-like oscillations on their ridge
appear in the synthesized ﬁeld potentials. The activity in
delta/theta band reﬂects the activations of coding cell assem-
blies in the network and it is globally coherent. Nested gamma
oscillations are on the other hand the substrate of local
processing and exhibit spatially dependent coherence,each hypercolumn) are depicted by black circles, pyramidal
t gray triangles depict pyramidal cells from other, rivaling
inicolumns in each. It stores 49 orthogonal patterns
ed in %) of cells in the post-synaptic population that a cell in
b r a i n r e s e a r c h 1 5 3 6 ( 2 0 1 3 ) 6 8 – 8 770similarly as in the experimental observations (Jacobs et al.,
2007; Sirota et al., 2008). In addition, we observe under some
circumstances the emergence of 10 Hz active alpha rhythm,
which is part of a 1:3:9 phase locking hierarchy constituted
by theta, alpha and gamma oscillations (Ito et al., 2012).
We demonstrate biological plausibility and functional advan-
tages of nested theta/gamma oscillations in comparison with
the non-oscillatory regime of the attractor network. The
nested oscillations also lead to a signiﬁcant increase of precise
ﬁring sequences revealing the presence of spatiotemporally
structured ﬁring patterns that reoccur with increased like-
lihood during assembly activations (Abeles et al., 1993; Prut
et al., 1998). This effect co-exists with highly irregular ﬁring on
a single-cell level. Our ﬁndings allow for making testable
predictions and can be linked to cortical substrates of memory
function.2. Results
We examined oscillatory and spiking phenomena emerging
during simulated memory retrieval in two different paradigms
using a layer 2/3 attractor network. The network had a hyperco-
lumnar structure (Fig. 1) spanning some 1.51.5 mm2 of a
subsampled cortical sheet and comprising 15,000 Hodgkin–Fig. 2 – Basic activity in the two types of simulations of memor
cued pattern completion paradigm where a new attractor memo
hypercolumns are marked in gray whereas spikes in even hyper
are displayed in the inlet. B: Raster plot of pyramidal cell activit
phenomenon (displayed as in A). Four different patterns are sti
period 0–5 s) and then replayed in a stochastic manner (most cl
(5–11 s). C: The mean power spectrum of the LFPs averaged withi
A. D: The mean power spectrum obtained during simulations oHuxley-type multi-compartmental neurons and 2,000,000
synapses. The model was constituted by 9 hypercolumns each
containing 49 minicolumns. Pyramidal cells within the same
functional minicolumn had dense recurrent connections and
common inputs from layer 4 (Yoshimura et al., 2005). Each
hypercolumn was deﬁned by the minicolumns sharing non-
speciﬁc feedback inhibition (Yoshimura et al., 2005) from the
same basket cell pool, and thus extending 500 μm (Yuan et al.,
2011). The model operated in a bistable regime (Amit and Brunel,
1997; Djurfeldt et al., 2008; Lundqvist et al., 2010) with two
distinct network states. During a so-called non-coding ground
state all pyramidal cells exhibited low-level irregular activity
(0.2 s1, Cv2¼0.9770.20), whereas in the coding attractor state
each hypercolumn acted as a winner-take-all module with cells
in only one minicolumn active at an elevated rate (3–10 s1,
Cv2¼0.9870.25). There were 49 distinct, globally distributed
patterns of network activity, or cell assemblies, acting as attrac-
tor memories. Although these patterns (Fig. 1) were set up
manually (see Experimental procedures), they could be assumed
to have been formed by prior learning. They consisted of subsets
of minicolumns, one from every hypercolumn, connected by
structured horizontal long-range axons (Muir et al., 2010). The
cell assemblies had ﬁnite life-time due to the mechanism of
cellular adaptation (see Experimental procedures), which forced
them to terminate after 300ms and caused the network toy phenomena. A: Rasterplot of pyramidal cell activity in the
ry is partially stimulated every second. Spikes in odd
columns in black. The red stripe marks the range of cells that
y in the network simulation of cortical memory replay
mulated during the initial 5 s of the simulation (not shown
early seen in the inlet) during the displayed time interval
n each hypercolumn during the cued memory simulation, cf.
f a periodic replay of attractor patterns, cf. B.
Fig. 3 – A conceptual illustration of the neural population
mechanisms underlying the generation of theta (upper
panel) and gamma oscillations (middle panel) as well as the
emergence of the nesting phenomenon (bottom panel)
during cell assembly activation. Triangles denote
populations of pyramidal cells whereas circles correspond to
populations of basket cells. Level of neural activity is
marked in shades of gray (see Activity bar). Theta (top panel)
emerges with the activation of a cell assembly (a set of bright
triangles). Gamma oscillations (middle pannel) stem from
the interaction between local pyramidal (triangle) and
basket cell populations (circle). Nested oscillations occur
when both gamma and theta emerge in the network as a
result of the aforementioned mechanisms.
b r a i n r e s e a r c h 1 5 3 6 ( 2 0 1 3 ) 6 8 – 8 7 71return to the ground state, i.e. its default operational mode.
In this work we considered two alternative approaches to
disrupting this default state dynamics and forcing the network's
transition to the coding attractor state. They relate to two
separate memory phenomena but result in similar retrieval
dynamics once a cell assembly activation is initiated.
The ﬁrst approach, functionally corresponding to pattern
completion from a fragmentary input, consisted in partial
stimulation of one of the stored memory patterns (stimulation
of 5 out of 9 minicolumns participating in a unique distributed
pattern, see Experimental procedures) leading to a short-
lasting activation of the cell assembly (Fig. 2A). In every 20-s
simulation, 20 different patterns were stimulated (partially
cued) at a rate of 1 s1. Each stimulation could be treated as an
independent trial since the inter-stimulus intervals were long
enough for the network to return to the default ground state.
Less frequent stimulation of the network did not have any
qualitative effect on its dynamics.
In the second approach, the incorporation of augmentation, i.
e. slow synaptic facilitation (Wang et al., 2006, see Experimental
procedures) added new functional aspects to the dynamics.
These simulations correspond to memory processes involved
in a memory replay phenomenon, which can be linked to multi-
item working memory maintenance in the cortex (Fuentemilla
et al., 2010). A speciﬁc memory pattern was stimulated at ﬁrst, as
in the previous simulation paradigm, and after the resulting brief
initial activation the internal dynamics of the network caused
this particular attractor state to periodically reactivate without
any successive external stimulation (Mongillo et al., 2008;
Lundqvist et al., 2011, 2012). This occurred since the synaptic
augmentation had a longer time constant than the synaptic
depression. During periods of activity in the recurrent network
these two synaptic mechanisms balanced each other out, but
once the memory retrieval terminated synaptic depression
started decaying faster. As a result, synaptic conductances of
the excitatory recurrent connections of the recently terminated
patterns became temporarily boosted. This way 5.070.7
(mean7standard deviation, 100 trials) memory items could be
encoded by initial sequential activation of the corresponding
attractor states followed by spontaneous periodic reactivations of
these speciﬁc patterns. Fig. 2B illustrates a spike raster obtained
during part of a trial with periodic reactivations. Trials were
typically run for 20 s to obtain reliable statistics.
2.1. General characteristics of the oscillatory and spiking
activity during simulated memory phenomena
We analyzed both the spiking activity and the synthesized LFP
signals collected during simulated memory processes impli-
cated in memory pattern completion or sequential memory
replay phenomena. During periods of interleaved idling in the
non-coding ground state and memory activation we found in
both types of memory simulations distinct frequency compo-
nents in the power spectrum corresponding to the upper
alpha/lower beta oscillations and the coupled (Chrobak and
Buzsaki, 1998; Palva et al., 2005; Canolty et al., 2006) theta- (2–
5 Hz) and gamma- (25–35 Hz) band activity (Fig. 2C and D). The
nested theta and gamma oscillations accompanied the coding
attractor states (Fig. 3). In cued trials, an additional 10 Hz
alpha rhythm coupled to the gamma and theta emerged in thesynthesized LFPs (Fig. 2C). Finally, the aforementioned upper-
alpha-/lower-beta-band activity (1520 Hz) was manifested as
an attribute of the idling non-coding ground state. Here
however we only focused on the nested oscillations during
memory retrieval in the coding attractor states. The coherence
analysis performed on the LFPs within as well as between
hypercolumns revealed a generally decreasing trend with both
distance and frequency. Spiking, although highly irregular for
single cells (Lundqvist et al., 2010), was coupled to the
synthetic LFP and revealed the existence of spatiotemporal
patterns of local neural activity. A more detailed investigation
of the mechanisms underlying the generation of the oscilla-
tion phenomena and coherence in each frequency band, cross-
frequency-, spike-ﬁeld- and multi-spike-coupling is reported
below. The modulatory effects of relevant parameters are also
studied and demonstrated. Generally however, it should be
stressed that the oscillatory phenomena in the network are
robust and qualitatively they do not hinge on any parameter
ﬁne-tuning (Lundqvist et al., 2006, 2010).2.2. Delta/theta oscillations as a result of quasi-stable
attractors
Typically, once an attractor network enters an attractor state
it remains in it until terminated by external mechanisms
Fig. 4 – Theta as a result of quasi-stable attractors. A: Cued activation of an attractor memory in simulations of pattern
completion phenomenon leading to a theta wave (in red in the bottom panel) in the synthesized LFP (in black in the bottom
panel) with length related to the dwell time. B: A theta wave is also produced for each reactivation of an attractor in the
memory replay. In both A and B the top panel illustrates spike correlates of the attractor retrieval process (spike raster for one
hypercolumn). Spikes produced in the attractor coding minicolumn are marked in red. C: In a control setup with attractors of
inﬁnite life-time (black) the theta peak disappears while the gamma peak remains as in the pattern completion (blue) and
memory replay (red) simulations. Please note that the frequency axis has discontinuity at 7 Hz. D: Location of the theta peak
depends on the level of adaptation, which determines the attractor dwell time. E: The average dwell time plotted against the
mean theta frequency for simulations with cued activations (blue) and spontaneous periodic reactivations (red) of attractor
memories. The vertical and horizontal error bars reﬂect the standard deviation of the estimated peak theta frequency and the
attractor life-time, respectively, over a series of attractor activations in 10 trials. F: Global coherence in the theta band for both
types of memory simulations. Coherence was averaged over all pairs of hypercolumns in the networks.
b r a i n r e s e a r c h 1 5 3 6 ( 2 0 1 3 ) 6 8 – 8 772(stimulations). However, if a network is equipped with neural
fatigue it visits the coding attractor states only for a short
time and then falls out of them (Lansner and Fransén, 1992;
Treves, 2005; Lundqvist et al., 2006). In our simulations, both
memory pattern completion and memory replay relied on
attractors with ﬁnite dwell time (Fig. 2A and B), whoseactivation gave rise to a pronounced wave in the synthetic
LFP (Figs. 3 and 4A and B) manifested by the low-frequency
peak in the power spectrum (Fig. 2C and D). The rhythm
originated mainly from the pyramidal cells that did not parti-
cipate in the activated memory pattern. They were temporarily
depressed towards the reversal potential of GABA synapses,
b r a i n r e s e a r c h 1 5 3 6 ( 2 0 1 3 ) 6 8 – 8 7 73hence causing the theta trough in the averaged ﬁeld potential.
When the network in a control case was set to exhibit
stationary persistent attractors by reducing adaptation (see
Experimental procedures), theta oscillations were abolished
(Fig. 4C). The level of cellular adaptation (CaNMDA inﬂux rate),
which served as an underlying mechanism for attractor deac-
tivation, had a strong impact on the frequency of the emerging
theta rhythm (Fig. 4D). This dependency stemmed from the
direct effect of cellular adaptation on the attractor dwell time,
which was in turn approximately inversely proportional to the
mean theta frequency (Fig. 4E). The rate of attractor activation
played a secondary role in this regard.
In both memory simulation paradigms the theta-band
coherence was high within the whole network, i.e. globally
between all pairs of hypercolumns (Fig. 4F). We also found
strong phase locking patterns due to abrupt onsets and
terminations of attractors and estimated PLV at 0.93 for cued
pattern completion and 0.95 for memory replay scenarios.
2.3. Local gamma oscillations nested in the delta/theta
rhythm
In this study, gamma was produced locally with hypercol-
umns serving as generators due to the normalizing feedback
inhibition exerted by basket cells on pyramidal cells during
attractor memory retrieval (cf. Fig. 3). The gamma oscillatory
effect itself is known from so-called pyramidal-interneuron
network gamma (PING) circuits (Whittington et al., 2000;
Brunel and Wang, 2003). In our networks the inhibitory
feedback mechanism had an additional functional role to
support winner-take-all dynamics within the scope of each
hypercolumn (Fries et al., 2007; Lundqvist et al., 2010) and
ensure irregular low-rate ﬁring (Brunel and Wang, 2003;
Lundqvist et al., 2010). To illustrate the local origin of gamma,
the basket cells were demonstrated to ﬁre with a slight delay
in time when compared to the pyramidal cells (Fig. 5A), which
created the descending slope of the gamma cycle. This
preferred phase of ﬁring was not seen (in fact, tests for
uniform circular distribution could not be rejected) when
the same analysis was performed with the use of spiking
activity of basket cells in the neighboring hypercolumns.
We were also interested in the mechanism underlying the
relatively broad gamma peak, seen in Fig. 2C and D, when
compared to the other distinct frequency components in the
power spectrum. For this purpose, we examined the temporal
evolution of the rhythm over the attractor activation period.
We found that the dominant gamma frequency was higher at
the burst onset and then gradually slowed down (black and
red curves, respectively, in Fig. 5B) due to adaptation.
We have previously reported that the modularization into
distinct hypercolumns with local feedback inhibition signiﬁ-
cantly increases the stability of persistent oscillatory activity
(Lundqvist et al., 2010) through desynchronization of excita-
tory inputs. Here, we aimed to study how this desynchroni-
zation affected long-range coherence in the gamma band.
To this end, we applied a moving window approach over
entire trials in both simulation paradigms and examined the
average coherence. As expected, strong coherence was found
locally within each hypercolumn (Jacobs et al., 2007; Sirota
et al., 2008) whereas between different hypercolumns overdistances up to 500 μm the coherence was signiﬁcantly
weaker (Fig. 5C) in agreement with experimental ﬁndings
(Sirota et al., 2008). Further, we increased the conductance of
long-range excitation, forming the cell assemblies, to gain
insight into the effect of long-range excitatory connections on
the synchronization of distant minicolumns. As a result, a
considerable difference between the lowest and the highest
level of long-range excitation tested in our simulations was
observed (Fig. 5D, shown only for memory pattern comple-
tion) with higher coherence for lower excitation. This was
likely due to the shorter attractor dwell times for low excita-
tion conﬁgurations. When CaNMDA inﬂux rate was reduced in
such a manner that attractors were stationary (see Experi-
mental procedures), coherence dropped overall by 0.1
(dotted line in Fig. 5D).
In order to examine whether coherence accounted only for
amplitude covariance, we estimated local and global phase
locking in the gamma band. As expected, we found locally
strong phase locking close to 1 (Fig. 5E), with essentially all
ﬁring events occurring at a speciﬁc phase of the gamma cycle
(Fig. 8A), as observed experimentally (Jacobs et al., 2007;
Sirota et al., 2008). Globally, phase locking was signiﬁcantly
smaller but present (Fig. 5E), which substantiated the coher-
ence patterns mentioned above. In addition, phase locking
was largely unaffected within the dominant gamma band by
varying conductance of the long-range excitation (Fig. 5F).
Next, we investigated an alternative scenario where the
actual relevance of gamma oscillations nested on delta/theta
to the dynamics of a cell assembly activation could be
understood. For this purpose, we reduced the effectiveness
of the basket cell feedback loop in order to abolish the gamma
rhythm. This was accompanied by increased spike rates and
less coordinated ﬁring (Fig. 6A). The non-oscillatory regime
resulted in less sharp pattern transitions manifested by a
wider distribution of the latencies of individual minico-
lumns that got activated as part of a distributed cell assembly
(Fig. 6B). It appeared then that gamma oscillations facilitated
more synchronous and abrupt transitions in the network.
Furthermore, in the non-oscillatory case a higher variability
of attractor dwell times was observed (Fig. 6C).2.4. Alpha oscillations emerge from selective preferred
phase of ﬁring within theta oscillations
During theta oscillations in the cuedmemory retrieval mode, the
network model also produced distinct alpha oscillations with a
frequency of approximately 10 Hz (Fig. 2C), here referred to as
alpha or lower alpha oscillations. Their emergence strongly dep-
ended on the presence of synaptic depression between pyrami-
dal cells since its removal rendered the peak to disappear
(Fig. 7A). This also explained why the rhythm was not detected
in the simulations of the memory replay phenomenon (Fig. 2D),
where the effect of synaptic depression was approximately
balanced by the augmentation during brief bursts of attractor
activations (Wang et al., 2006; Lundqvist et al., 2011). An addi-
tional important prerequisite was a relatively high amount of
recurrent excitation (Fig. 7A). The level of excitation had there-
fore a direct impact on the amplitude of the 10 Hz alpha
rhythm (plotted with solid lines in Fig. 7A).
Fig. 5 – Gamma-band activity from feedback inhibition. A: Preferred phase of ﬁring during the gamma oscillation (a conceptual
reference cycle in gray) in the pattern completion simulations. Local cells within each hypercolumn (black) have a strong
tendency to ﬁre at a concentrated part of the local gamma oscillation, with inhibitory cells (bottom panel) phase-shifted
relative to pyramidal cells (top panel). In contrast, global inhibitory cells from other hypercolumns (red, bottom panel) are not
phase-locked to the local synthetic LFP. B: The gamma spectral dynamics during attractor retrieval within the ﬁrst 150 ms
(initial in black) and the last 150 ms (ﬁnal in red) periods of the process in the memory replay (top panel) and pattern
completion (bottom panel) paradigms. C: Global (in black) and local (in red) coherence in the gamma band in the memory
replay (top panel) and pattern completion (bottom panel) simulations. Please note that only part of the coherence axis is
shown and the horizontal dotted line marks the division in two ranges, the lower for global coherence values and higher for
the local ones. D: Global gamma-band coherence estimated in the pattern completion paradigm at varying levels of long-
range excitation. In addition, coherence for a stationary attractor case at 100% level of long-range excitation is shown (black
dotted line). E: Global and local phase locking in the gamma band for both memory paradigms. F: Global gamma-band PLV
estimated in the simulations of memory pattern completion at varying levels of long-range excitation.
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band oscillations was rather high in the entire network (Fig. 7B).
This suggested that coordinated depression in large subpopula-
tions rather than single cells produced this rhythm, which wasFig. 6 – Activation of a distributed memory pattern in an
oscillatory vs. non-oscillatory regime. A: Rasterplot of the
activity of pyramidal cells subsampled from a hypercolumn in
the non-oscillatory regime over a period with 2 attractor
activations. Spikes produced in the attractor coding
minicolumn are marked in red. B: Figure depicts the
dispersion of latencies of individual minicolumns which get
activated as part of a distributed memory pattern during its
retrieval. The dispersion is evaluated as a standard deviation
of the activation times of 9 minicolumns (one minicolumn per
hypercolumn). The distribution marked in red describes an
oscillatory case and the one in black describes a non-
oscillatory case. C: Distribution of attractor dwell times in the
oscillatory (red) and non-oscillatory case (black).manifested in three peaks in the peri-stimulus time histogram
for the ﬁring rates (Fig. 7C). To test this hypothesis, we examined
how consistently individual cells in an active assembly contrib-
uted to the observed population effect of ﬁring rate modulation.
By ordering the cells within a memory pattern-coding minicol-
umn with respect to the median time of their spike latencies
estimated in relation to the onset of the corresponding attractor
(Fig. 7D), we could identify four clusters. Three of them contained
cells with distinct preferred theta phases of ﬁring (Jacobs et al.,
2007), hence representing stable subpopulations underlying the
generation of alpha cycles. The remaining cluster was composed
of cells without any selectivity in ﬁring phase.2.5. Hierarchical nesting of the three rhythms
Next we examined how the fastest rhythm in the network, the
gamma rhythm, was related to simultaneous theta and, in the
simulations demonstrating a pattern completion phenomenon,
alpha oscillations. To this end, n:m phase synchrony and phase-
amplitude coupling effects were evaluated for different pairs of
rhythms. The strongest phase-amplitude coupling was observed
between theta and gamma oscillations (strength of modulation,
PLVPAM¼0.80, see Experimental procedures) with gamma ampli-
tude lowest at the peaks of theta (cf. Jacobs and Kahana, 2009) in
accordance with the modulatory effect of theta phase on
pyramidal cell ﬁring (Fig. 8A). The phase-amplitude modulation
for theta-alpha and alpha-gamma pairs was estimated at 0.75
and 0.70, respectively. As can be seen in Fig. 8A, a similar
hierarchy of coupling relations was also found with 1:3 phase
synchrony (PLV1:3) for theta-alpha and alpha-gamma rhythms,
and 1:9 for the theta-gamma pair. In the simulations of memory
replay analogous results for theta and gamma coupling (Fig. 8B)
were reported. In conclusion, gamma appeared as a basic unit in
a hierarchical organization of neural oscillations consistently
with biological evidence (Basar et al., 2001; Lakatos et al., 2005;
Canolty et al., 2006; Sirota et al., 2008; Schroeder and Lakatos,
2009; Canolty and Knight, 2010; Palva et al., 2010). We also
investigated how spiking activity was controlled within this
hierarchy of LFP rhythms. The spike phase distributions indi-
cated larger width of modulation by slower theta oscillations
than faster gamma (Fig. 8A and B).
2.6. Spiking is structured into reoccuring chains
Finally, to connect our work with theories based on experimen-
tally observed precise spatiotemporal ﬁring patterns,
we investigated the repetitive occurrence of those in the
simulations with cued memories. For 50 reactivations of the
same pattern, we used a “sliding tape algorithm” (Abeles and
Gerstein, 1988; see Experimental procedures) to identify all
multi-neuronal sequential ﬁring patterns consisting of at least
three spikes and occurring more than twice (Fig. 9A and B). We
found signiﬁcantly more such patterns than expected at a
chance level. In the oscillatory regime, we could observe a
higher number of spatiotemporal spike patterns that occurred
at least three times within a trial despite considerably higher
ﬁring rates in the regime without gamma and alpha oscillations
(25 compared to 8 s1 on average). Finally, clear differences in
the distribution of the total spike sequence durations (time
Fig. 7 – 10 Hz alpha rhythm during cued activation of attractor memories. A: Power spectrum in the 812 Hz band during
network simulations for different levels of recurrent excitation (in % relative to nominal level). Dashed lines correspond to
varying levels of recurrent excitation with removed synaptic depression on the excitatory connections. B: Global coherence
(calculated between all pairs of hypercolumns in the network) in the alpha band for different levels of recurrent excitation. C:
Peri-stimulus time histogram for ﬁring rates during cued attractor activation at different levels of recurrent excitation (lower
panel). For comparison, a corresponding plot for ﬁring rates aligned on attractor onset in memory replay simulations is shown
in the upper panel. D: Demonstration of spiking in an active minicolumn during 40 cued attractor activations. Neurons are ordered
according to the median time of spiking relative to attractor onset. Representative cells are marked (blue, pink, green, red) and
their spike histograms (relative to attractor onset) are plotted below.
b r a i n r e s e a r c h 1 5 3 6 ( 2 0 1 3 ) 6 8 – 8 776span) vs. the number of their reoccurrences (Fig. 9C and D)
reﬂected the modulatory effect of the underlying alpha rhythm
on ﬁring patterns in the oscillatory case.3. Discussion
We used a biophysically detailed attractor network model,
which with minor modiﬁcations was adapted to simulations oftwo memory phenomena – memory pattern completion and
periodic replay of memory items. In the pattern completion
scenario external partial stimulation caused a full activation of
a stored attractor memory. The memory replay phenomenon,
which can be associated with physiological processes involved
in multi-item working memory maintenance in the cortex
(Mongillo et al., 2008; Fuentemilla et al., 2010; Lundqvist et al.,
2011, 2012), for example during Sternberg task (Sternberg,
1966), consisted in spontaneous sequential reactivation of a
Fig. 8 – Nested oscillations  phase coupling effects and the distribution of spike phases with reference to theta, alpha and
gamma cycles during attractor activation in the pattern completion (A) and memory replay (B) simulations. n:m phase locking
between three pairs of oscillations found in the cued-based paradigm (top panel in A, from left to right), i.e. theta–gamma (1:9),
theta–alpha (1:3) and alpha–gamma (1:3), reveals the hierarchy of 3 Hz, 10 Hz and 30 Hz rhythms (the relationship PLVn:m
between two narrow-banded signals with central frequencies f1 and f2 is depicted as a function of f1 for ﬁxed f2). The width of
the distribution of spike phases (bottom panel in A) with reference to the gamma rhythm is considerably smaller than with
reference to the alpha and theta rhythms. Analogous coupling effects between theta and gamma oscillations can be identiﬁed
in simulations of the network performing a periodic reactivation of attractor memories (B).
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external stimulation. The focus of this study was on the
oscillatory dynamics emerging in the synthesized LFPs and
precise spatiotemporal ﬁring patterns during these simulated
memory processes. At the heart of these investigations was
the hypothesis that memory object representations are man-
ifested as gamma-like oscillations in distributed cell assem-
blies that can be activated by external stimuli (Gray and Di
Prisco, 1997) or reﬂect internal working memory maintenance
(Tallon-Baudry et al., 1998). These assemblies have a life-timecorresponding to a theta scale, providing an alternative inter-
pretation of the functional aspects of nested oscillations
compared to previous models (Lisman and Idiart, 1995;
Jensen and Lisman, 1998), as discussed later in more detail.
In both functional paradigms examined in the network model,
hierarchical nesting of oscillations involving the delta/theta
(25 Hz) and gamma (2535 Hz) rhythms emerged during the
activation of attractor memories. In the pattern completion
scenario we also observed coherent alpha (812 Hz) oscilla-
tions as part of the nested hierarchy. More speciﬁcally, the
Fig. 9 – Precise spatiotemporal ﬁring patterns. Histogram of the number of occurrences of precise spike patterns of different
complexities (the number of participating spikes) within a minicolumn during oscillatory (A) and non-oscillatory (B) attractor
retrieval. Chance-level occurrences are indicated by red dots. C and D: Scatter plot of the number of pattern occurrences
(repetitions) vs. their total duration (time span) in the oscillatory (C) and non-oscillatory case (D).
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deactivation cycle was reﬂected in the considerable increase
in the power of the theta rhythm, the phase of which
modulated the amplitude of gamma and alpha oscillations.
The results of our simulations also suggest the emergence of n:
m phase synchrony between the three components (1:3:9).
Spiking in a neural population was tightly locked to the locally
coherent gamma oscillations and more broadly distributed
over the alpha and theta cycles. We also found that despite the
fact that gamma oscillations resulted in highly irregular ﬁring
on a single cell level, as quantiﬁed by Cv2 near 1, there was
simultaneously a larger number of precise higher-order spa-
tiotemporal spike patterns than in the network operating in
the regime with abolished gamma activity or expected by
chance. Since the activation of attractors in our model could be
viewed from a functional perspective as the retrieval of
memory items, the cross-frequency coupling phenomena
manifested in the network are discussed in the context of
memory function in accordance with experimental evidence
gathered at both macroscopic (Schack et al., 2002; Palva et al.,
2005; Jensen and Colgin, 2007) and mesoscopic scales
(Lee et al., 2005; Canolty et al., 2006; Siegel et al., 2009;
Axmacher et al., 2010; Ito et al., 2012; Kendrick et al., 2011) in
different cortical regions. Although we neither modeled aparticular memory task nor faithfully reproduced correspond-
ing experimental ﬁndings, the simulations reported here
alongside their results bear relevance to dynamical and func-
tional aspects of memory processes with cortical substrates
that involve the aforementioned phenomena of memory
pattern completion or memory replay.
3.1. Gamma rhythm and local computation
The network's gamma oscillations were generated in the model
on a local spatial scale within each hypercolumn due to strong
lateral feedback inhibition (Whittington et al., 2000; Brunel and
Wang, 2003). A hypercolumn was in fact deﬁned by the spatial
extent of this recurrent inhibition. This localized aspect of
feedback inhibition was motivated by histology (Yoshimura
et al., 2005; Yuan et al., 2011). As a result, local coherence was
high but on a global scale it considerably dropped, in line with
experimental ﬁndings (Gray and Singer, 1989; Jacobs et al., 2007;
Sirota et al., 2008). The gamma cycle dynamics allowed small
shifts in the excitability of individual neurons to have consider-
able impact on the spiking output (Fries et al., 2007; Lundqvist
et al., 2010). Therefore, small top-down attentional excitation or
external stimulation modulating spike timing can have a strong
effect on networks operating in the gamma regime with fast
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2008; Lundqvist et al., 2010).
As a result, this type of gamma oscillations has several
interesting features in functional networks. It underlies a
winner-take-all mechanism (Fries et al., 2007; Lundqvist et al.,
2010), provides low ﬁring rates in the synchronous irregular
regime (Brunel andWang, 2003), and yet allows for fast stimulus/
attention driven switching between competitors (Borgers et al.,
2005; Fries et al., 2007; Lundqvist et al., 2010). The strong
dependence of coherence on spatial distance evident for gamma
oscillations (Sirota et al., 2008) reﬂected the local nature of the
computations they mediated in the model. The global coherence
was still however signiﬁcantly above zero and it was even higher
for short-lived rather than stationary attractors. This effect was
due to the fact that the gamma oscillations were nested on the
highly coherent theta rhythm providing the synchronization
framework within a short period of time following the attractor
onset. An effect of increased gamma synchrony, reported in
experiments during memory tasks (Miltner et al., 1999; Lutzen-
berger et al., 2002) could thus potentially reﬂect burstiness or
nesting on the slower rhythms.3.2. Global coherent theta oscillations
Theta oscillations exhibited considerably higher global coherence
than the gamma rhythm. They reﬂected the activation of a
distributedmemory pattern in the network. The ﬁnite dwell time
of attractors resulting in theta oscillations was governed by
neural fatigue, but could equally well have been implemented
with a second type of interneurons (Krishnamurthy et al., 2012).
The high coherence in the switching was enabled by the global
excitatory connectivity forming the attractors in combination
with the balanced network state.
In biology, increased theta power seems to be coupled to
the processes of encoding (Klimesch, 1999; Sederberg et al.,
2003; Kendrick et al., 2011) and maintenance (Lee et al., 2005;
Siegel et al., 2009; Fuentemilla et al., 2010) of cortical
memories. The view that theta oscillations during memory
tasks are related to assembly reactivations is supported by
the observations that coding neurons are phase locked to
theta during delay periods of working memory tasks with a
preferred ﬁring phase carrying maximal information about
the stimulus (Lee et al., 2005). In our network the preferred
ﬁring phases occurred when a speciﬁc assembly or subpo-
pulation was maximally activated and the other ones maxi-
mally suppressed as a result of local feedback inhibition in
the network.
The model also shed light on the phenomenon of theta
phase reset by a stimulus and recall (Gevins, 1997; Rizzuto
et al., 2006; Ito et al., 2012). For instance, consistently with our
effect of theta wave generation driven by attractor memory
activation, Rizzuto et al. (2006) observed in a working memory
task stimulus-induced reset of theta phase in many cortical
regions. The contribution of theta reset phenomenon to
establishing global synchrony that could hypothetically facil-
itate memory processes was emphasized. In addition, it was
recently found that phase of delta/theta waves is locked to
the onset of ﬁxations in visual cortex (Ito et al., 2012) as
observed in our cued pattern completion paradigm.3.3. Suggested functional role of nested oscillations
The delta/theta rhythm in our network reﬂects the activa-
tion of a previously wired neuronal assembly accompa-
nied by increase in ﬁring rates due to the recurrent
connectivity within this assembly. In this light, theta
oscillations are driven by cell assemblies rather than the
opposite. Still however, the slow frequency could also, in
other circumstances, reﬂect general excitability of the
network (Lakatos et al., 2005; Neymotin et al., 2011)
governed by intrinsic connectivity and cell properties
(White et al., 2000). We hypothesize that this is the case
during learning. In this scenario, the gamma oscillation
dynamics would underlie the selection of a local winning
subpopulation based on response properties and the
external input to that particular site. The intrinsic slow
rhythm coherent over distance, on the other hand, would
facilitate the Hebbian process of forming spatially distrib-
uted assemblies  attractors similar to the ones stored in
the proposed network that could be used in several
memory paradigms. In other words, theta oscillations
would provide a window for bursting and wiring within a
cortical area, and the neural mechanisms underlying
gamma activity would mediate control of burst rates and
selection of local winners within an area of around
0.5 mm.3.4. Precise spatiotemporal ﬁring patterns co-exist with
highly irregular ﬁring
Multi-neuron spatiotemporal ﬁring patterns, called precise
ﬁring sequences (Abeles and Gerstein, 1988; Abeles et al.,
1993; Prut et al., 1998; Abeles and Gat, 2001), were found to
reoccur within minicolumns with a higher rate than chance
as the respective assemblies were repeatedly activated. The
coexistence of structured multi-neuronal ﬁring with highly
irregular single neuron ﬁring accompanied by gamma
oscillations might seem counterintuitive at ﬁrst sight,
especially if each cell connects to other cells within the
same assembly (minicolumn) randomly with the same
probability. The structured ﬁring could however be under-
stood from the perspective of the balanced currents that
yield spiking irregularity at a single-cell level in oscillatory
networks (Brunel and Wang, 2003; Lundqvist et al., 2010). In
this regime, small perturbations in excitability, either in
spatial or in temporal domain, have much stronger impact
on spike timing compared to a regime with high net
excitation. Therefore the effect that some cells by chance
are acting as hubs in the recurrent network, or that some
cells are unidirectionally connected to others, might
emerge in the spiking patterns in balanced networks. Here,
the nested oscillations with cells having distinct preferred
ﬁring phases also contributed to the higher number of
precise ﬁring sequences. It should be stressed that despite
the fact that individual cell assemblies were replayed at
relatively regular intervals, the reoccurrence of speciﬁc
spatiotemporal spike patterns did not follow the same
trend.
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Nested oscillations have also been identiﬁed in simulations
of minimalistic hippocampal networks (White et al., 2000;
Tiesinga et al., 2001; Rotstein et al., 2005) and complex
cortical bottom-up networks (Neymotin et al., 2011). In
addition, Kramer et al. (2008) have recently examined
interactions between oscillations in separate cortical layers
and demonstrated in a simpliﬁed model the occurrence of
lower-beta activity due to period concatenation of simulta-
neousfaster rhythms. Our focus was to investigate the
phenomenon of an oscillatory hierarchy in a functional
memory network. We showed that the recurrent connec-
tivity storing attractor memory patterns, hypothesized to
arise from learning, could provide a foundation for the coex-
istence of oscillations in multiple bands and speciﬁc cross-
frequency effects. To date, computational studies have instead
stressed the importance of intrinsic cell properties (Tiesinga
et al., 2001; Rotstein et al., 2005; Neymotin et al., 2011),
inhibitory networks (White et al., 2000; Tiesinga et al., 2001;
Rotstein et al., 2005) and layer interactions (Kramer et al., 2008)
as the key underlying mechanisms. Our ﬁndings do not contra-
dict these studies, as the origins of oscillations in single-
frequency bands in our network can be linked to these studies,
but rather shed new light upon potential functional implica-
tions of nested oscillatory dynamics.
Such functional aspects of nested oscillations have pre-
viously been investigated in a hippocampal network model
(Lisman and Idiart, 1995; Jensen and Lisman, 1998), where
cell assemblies activated and de-activated at the time scale
of a gamma cycle. Our model on the other hand predicts
that, for item memories, cells belonging to the same assem-
bly should ﬁre in consecutive gamma cycles within the same
theta cycle. This could be experimentally tested by simulta-
neous LFP recordings and two-photon imaging. The idea has
already some support from single-cell phase-locking pat-
terns since all coding V4-neurons seem to have a shared and
relatively broad preferred theta phase (Lee et al., 2005). In
addition, there does not seem to be any compelling evidence
in cortex for distinct preferred theta phases when multiple
items are held in memory (Siegel et al., 2009). Our cortical
model thus suggests that, in contrast to the hippocampal
model of phase precession proposed by Lisman and Idiart
(1995), during maintenance of several item memories infor-
mation about them should be separated into distinct theta
waves with a rapid change in information content at a
certain phase of theta. The ﬁnding that single cells within a
cell assembly in our network could have distinct preferred theta
phase makes it more difﬁcult to experimentally distinguish the
two models however. It opens up the possibility that single
memory items, even if acting as dynamical attractors activated
on a theta scale, are not solely rate coded but also contain
temporal information. While some cells ﬁre throughout the
activation of the associated attractor, others will only ﬁre in a
subset of gamma oscillations. The information content will
thus gradually change during the activation of an item, from
one gamma cycle to the next. This idea has received experi-
mental support from the locust olfactory system (Wehr and
Laurent, 1996), where distinct subsets of projection neurons
ﬁring selectively in different cycles of the evoked bursts of 20 HzLFP oscillations convey information about an odor stimulus.
Our results suggest that nested oscillations facilitate such
combinatorial coding in time.4. Conclusion
In the presented work we investigated the origins and functional
aspects of multi-band oscillatory dynamics emerging in our
cortical attractor network model adapted to simulate two mem-
ory phenomena: memory pattern completion and working
memory maintenance by periodic replay. The nested hierarchy
of gamma (25–35 Hz) and theta (2–5 Hz) rhythms was shown to
arise during activation of memory patterns. Our previous mod-
eling studies have presented that the elevated ﬁring during
retrieval and maintenance of memory traces is consistent with
attractor network dynamics. Here we demonstrate that a speciﬁc
class of such networks, i.e. oscillatory, modular and globally
distributed, bears resemblance with respect to oscillatory
dynamics and spatiotemporal ﬁring structure to cortical net-
works. Not only does oscillatory power modulations, but also
spatial coherence and cross-frequency coupling patterns show
strong similarities to the effects seen in biology during cortical
processing. In prospective work we intend to further investigate
the theta rhythm as a functional correlate of the process of
creating such cell assemblies through Hebbian learning. This
computational study has been, to the best of our knowledge, the
ﬁrst attempt to explore the rich oscillatory dynamics with spatial
aspects of coherence and synchronization patterns, and cross-
frequency effects emerging in a functional biophysically
detailed model.5. Experimental procedures
5.1. The network model
We adapted a biophysically detailed network model of cortical
layer 2/3 developed earlier (Lundqvist et al., 2006, 2010; Djurfeldt
et al., 2008) and used it for two distinct memory simula-
tion paradigms. The only conceptual difference in the model
conﬁguration between the two paradigms was the addition of
augmentation (please see Section 2.4 for details) in the network
simulating periodic memory replay. In addition, some connec-
tivity strengths and the background noise excitation were
different for the two networks (Table 1), otherwise they were
identical. They both had a hypercolumnar and minicolumnar
organization (Fig. 1). Neurons within a hypercolumn were orga-
nized in 49 non-overlapping subpopulations (minicolumns) and
the network was composed of 9 such hypercolumns. The
minicolumns were spread out on a two-dimensional square grid
with 1.5mm side and each minicolumn had a diameter of
30 mm. All pyramidal cells in a minicolumn shared the same x
and y coordinates but were spread out on the z-axis along
500 mm. Interneurons were placed near the center of each
minicolumn with respect to the z-axis. All conduction delays
were calculated assuming a conduction speed of 0.5m/s.
The cells included were layer 2/3 pyramidal cells and soma
targeting basket cells assumed to correspond to fast spiking cells.
Each layer 2/3 portion of a minicolumn contained 30 pyramidal
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cells within each minicolumn were recurrently connected and
shared layer 4 inputs (Yoshimura et al., 2005). Synaptic weights
and connectivity were motivated by biological data (Thomson
et al., 2002; Lundqvist et al., 2006, 2010). Neuron models were
multi-compartmental and conductance-based following the
Hodgkin–Huxley and Rall formalisms.
5.2. Connectivity
Similar to previous studies (Lundqvist et al., 2006, 2010), the
connectivity was set up to store non-overlapping memory
patterns. In this work 49 such cell assemblies comprising 9
equally selective minicolumns from different hypercolumns
were set up by hand before the onset of the simulations and
were assumed to have been formed during learning. The
patterns were stored by the long-range connectivity between
pyramidal cells belonging to the minicolumns constituting
the pattern (Fig. 1).
Locally, the pyramidal cells in a minicolumn were con-
nected to 25% of the other pyramidal cells in their own
minicolumn (Thomson et al., 2002) as well as to 8 closest
basket cells in their own hypercolumn. The basket cells
provided feedback inhibition targeting the cell soma of 70%
of all pyramidal neurons within their hypercolumn non-
selectively (Yoshimura et al., 2005). Connections between
pairs of neurons were randomly generated according to the
connection densities. All connections that a neuron by
chance formed onto itself were excluded from the network.
The local network connectivity and the corresponding sizes
of excitatory postsynaptic potentials (PSPs) were constrainedTable 1 – Table of cell parameters.
Parameter Pyr




ENa sodium current equilibrium potential (eq. pot.) 50
ECa calcium current eq. pot. 150
EK potassium current eq. pot. 80
ECaðNMDAÞ eq. pot. (NMDA) 20
gm membrane leak conductance 0.74
cm membrane capacitance 0.01
Soma diameter7st. dev. 217
gNa initial segment 250
gK initial segment 83
gNa soma 150
gK soma 250
gnoise for pattern completion 0.08
gnoise for periodic replay 0.06
CaV inﬂux rate 1.00
CaNMDA inﬂux rate 4.44
CaNMDA decay rate 1
CaV decay time rate 6.3
gK (CaV ) 29.4
gK (CaNMDA) 6
Dendritic compartment area (fraction of soma) 4
Initial section area (fraction of soma) 0.1with biological data, mostly from Thomson et al. (2002). For
long-range (global) connections data is rather scarce as this type
of connectivity is difﬁcult to measure quantitatively. We there-
fore extrapolated the available experimental data based on
theoretical considerations to arrive at a plausible amount of
long-range connections between pyramidal cells (Lundqvist
et al., 2006, 2010). Each pyramidal cell had 90 excitatory
synapses from other distant pyramidal cells that were part of
the same memory pattern. With only 9 hypercolumns in the
network this resulted in excessive long-range connectivity
density of 30% (Lundqvist et al., 2006). The density level is
considerably reduced as the number of hypercolumns increases
towards real cortical scales. The single cell as well as attractor
dynamics are however independent of scale (Djurfeldt et al.,
2008).
5.3. Neuron model
Our neuron models (Lansner and Fransén, 1992) were multi-
compartmental and conductance-based, following the Hodg-
kin–Huxley and Rall formalisms. Pyramidal cells consisted of
6 compartments (soma, basal dendritic, initial segment, and
three apical dendritic) and interneurons of 3 compartments
(soma, dendritic, and initial segment). The potential in a
compartment was calculated by integrating the currents
dE
dt
¼ ðEleakEÞ gm þ∑ðEcompEÞ gcore þ ðEextEÞ gext þ Ichannels þ Isyn
cm
;
where cm is the capacitance of the membrane proportional to its
area, gm is the membrane leak conductance, Eleak is the equili-
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compartments with potential Ecomp and the conductance gcore,
which depends on compartmental cross section (equal for basal
and apical dendrites, smaller for initial segment). gext is a non-
speciﬁc excitatory conductance with reversal potential Eext.
Ichannels is the active currents from different ionic channels in
the membrane of the compartment, including voltage-
dependent Naþ, Kþ, and Ca2þ channels as well as Ca2þ-depen-
dent Kþ channels. Isyn is the current through glutamatergic
(AMPA, NMDA type) and GABA-ergic synapses on the compart-
ment. The kinetics of Ichannels and Isyn are described by Hodgkin–
Huxley-type equations presented in Supplementary material.
Parameters were tuned to mimic the spiking behavior of
the respective neuron type (Table 1). Pyramidal cells were
strongly adapting and basket cells almost non-adapting
(Cauli et al., 2000). For individual cells of a certain type all
parameters were ﬁxed except cell size, which varied 710%
according to uniform distribution. While conductances were
identical for all connections between two speciﬁc cell popula-
tions, the size distribution introduced a moderate variability
in cell excitability and PSPs.
5.4. Synapse model
The pyramidal-to-pyramidal connections had both AMPA and
voltage dependent NMDA components. Synapses formed by
pyramidal cells onto basket cells were purely AMPA-mediated
while the inhibitory cells formed GABAA type synapses.
Excitatory inputs (including noise) were placed on the second
apical and on the basal dendritic compartment, while the
inhibitory basket cells were connected to the soma. The
synapses formed by pyramidal cells were fully saturating in
the sense that the conductance gsyn during repetitive ﬁring
could only sum up to the peak conductance resulting from a
single presynaptic spike. After a synaptic event conductance
decayed back to zero with a time constant τsyn, characteristic of
each synapse type (Table A2 in the Supplementary material).
The axonal conduction speed was 0.5 m/s and the synaptic
delay 0.5 ms. Synaptic plasticity between pyramidal cells was
implemented according to Tsodyks et al.'s model (1998).
Depression was multiplicative, i.e. decreasing the synaptic
conductance of the synapse by 25% with each incoming spike
and decaying back to the initial conductance with the time
constant of 0.4 s (Wang et al., 2006). Augmentation that was
used in the periodic replay simulations was additive, where
10% of the initial maximal conductance was added to the
augmented maximal conductance for each incoming spike.
The decay time constant for augmentation was 6 s (Thomson,
2000; Wang et al., 2006). More information on synaptic kinetics
can be found in Supplementary material.
5.5. Noise and input from layer 4
The pyramidal cells received noise input through excitatory
AMPA synapses activated by simulated Poisson spike trains with
an average ﬁring of 300 s1 but with very small conductances
(10 times smaller than local pyr–pyr conduction, cf. Table 1).
This source alone made the pyramidal cells spike at 2 s1.
Single minicolumns could be selectively stimulated (Yoshimura
et al., 2005) by pyramidal cells representing layer 4 input cells.Each minicolumn had 5 such cells. They were activated to
produce 2–3 spikes by independent input spike trains generated
by Poisson processes with the average rate of 100 s1 and the
duration of 30ms, and innervated 30 layer 2/3 cells with feed-
forward connections (50% connectivity). Typically, 5 out of 9
memory pattern-related minicolumns, each one in a different
hypercolumn, were stimulated through layer 4 cells to model a
fragmentary input. This setup was found adequate for selectively
activating attractors in our layer 2/3 network, though more
elaborate models (Sirosh and Miikkulainen, 1994) of layer 4 to
2/3 connectivity exist.
5.6. Network dynamics in pattern completion and working
memory replay paradigms
Depending on the level of cellular adaptation (CaNMDA inﬂux
rate) the attractors coding for memory items were either
stable or had ﬁnite life-times. By default, attractors had
limited life-time due to relatively strong cellular adaptation,
which caused the attractor activations to terminate several
hundred milliseconds after the onset. To estimate attractor's
life-time we deﬁned the term of attractor dwell time, Tdwell,
computed using the spike data as the interval between the
attractor activation and deactivation events. The activation
was identiﬁed as a transition period from the state of
distributed ﬁring activity within each hypercolumn to the
state where at least 50% of all spikes from pyramidal cells in
each hypercolumn originated only from a single minicolumn.
This transition was tracked with a 100-ms sliding window
shifted by 10ms. Analogously, the transition from such a
unimodal to a more uniform distribution of spiking events
within a hypercolumn was deﬁned as an attractor deactivation.
In the model the attractor dwell time was directly depen-
dent upon the parameter setup of the cellular adaptation
(Lundqvist et al., 2006). Persistent attractor dynamics, on the
other hand, could be enforced by reducing adaptation to
15% of the reference level (Table 1) in the ﬁnite dwell time
regime (Lundqvist et al., 2010). This was used on two occa-
sions, i.e. when we investigated the origin of a theta cycle and
tested gamma-band synchrony.
Additionally to the coding attractor states, the network
had a non-coding ground state (Amit and Brunel, 1997;
Djurfeldt et al., 2008) with all excitatory cells in the network
spiking at a very low rate (0.2 s1). This ground state could
be stable, quasi-stable or completely unstable, depending on
excitation levels (including both contribution from recurrent
connections and background noise excitation). High excita-
tion tended to destabilize this state. If other parameters were
ﬁxed, in particular background noise excitation, the conduc-
tance of recurrent excitation could be increased by 60%
before the ground state destabilized. In the simulations with
partially cued memories (the pattern completion paradigm),
the ground state was thus always stable. Additionally in this
setting, the coding attractors had ﬁnite life-time so that
external stimuli could cause a brief activation of a speciﬁc
cell assembly at the cost of this otherwise stable ground state.
In the memory replay paradigm, the addition of augmentation
in the excitatory recurrent connections led to a temporary
increase of excitation within a particular coding cell assembly
following a prior activation triggered by stimulation. This
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recurrent excitatory connections of the speciﬁc attractor
destabilized the ground state. This caused the network to
spontaneously reactivate the augmented assembly and then,
owing to the attractors' ﬁnite life-times, fall back to the ground
state. Due to the decay of augmentation, the subset of
assemblies selected for replay needed to be reactivated by
the network within the decay time window (see Experimental
procedures) following their last deactivation to maintain their
elevated excitability. Up to 6 attractor memories could be
simultaneously augmented and hence periodically reactivated
(Lundqvist et al., 2011, 2012).
5.7. Simulation
We used the SPLIT simulator developed for simulations of
large, biophysically detailed network models, which can run
on a single processor as well as on massively parallel
machines (Hammarlund and Ekeberg, 1998). The presented
model has previously been scaled up to the size of 22 million
neurons and 11 billion synapses on a supercomputer (Djurfeldt
et al., 2008). The network simulated here typically consisted of
14,553 cells connected by 1.8 million synapses. Simulations
were typically performed on 128 nodes of the supercomputer
at the Center for Parallel Computers at KTH Royal Institute of
Technology, Stockholm, Sweden. The simulation time step
was 0.1 ms and it took 81 s to simulate 1 s of network activity.
5.8. Analysis of LFP signals and spiking activity
Local ﬁeld potentials (LFPs) were estimated by calculating the
average soma potential for all pyramidal cells in local popu-
lations at every time step, similarly to the approach adopted
by Ursino and La Cara (2006). Although LFP is more directly
linked to the synaptic activity (Logothetis, 2003), the averaged
membrane potentials have been reported to be correlated
with LFPs (Okun et al., 2010). In particular, low-pass-ﬁltered
components of synaptic currents reﬂected in membrane
potentials appear to carry the portion of the power spectral
content of extracellular potentials that is relevant to our key
ﬁndings (Lindén et al., 2010). As regards the phase response of
estimated extracellular potentials, the delays of different fre-
quency components are spatially dependent (Lindén et al., 2010).
However, irrespective of the LFP synthesis, phase-related phe-
nomena reported in this study remain qualitatively unaffected
since they hinge on relative rather than absolute phase values.
All analyses in this study were performed using MATLAB.
In the ﬁrst step, LFPs were subsampled at the frequency of
1 kHz and correspondingly, spikes obtained in the majority of
cases from pyramidal cells, except the analysis of the pre-
ferred phase of ﬁring of basket cells, were binned at 1 ms
resolution. Then a low-pass ﬁlter was applied to the LFP
signals with the cut-off frequency of 250 Hz in the forward
and reverse directions to avoid any phase distortions. The
analyses carried out in this work fall into the following
categories: spectral quantiﬁcation, estimation of coherence
and phase locking, analysis of spike timing with respect to
LFP phase, instantaneous ﬁring rate estimation, spiking
variability quantiﬁcation and examination of the spatiotem-
poral structure of spiking activity.5.9. Spectral analysis, coherence, phase locking and
phase-amplitude coupling for nested oscillations
The power spectra of LFP trials were obtained using the
multitaper method (Thomson, 1982) with a family of ortho-
gonal tapers produced by Slepian functions (Slepian, 1978),
commonly utilized in the analysis of neural data recorded
experimentally. The number of tapers, determined by the
amount of time and frequency smoothing, depended on the
frequency range being examined. On average, for low fre-
quencies up to 5 Hz the time window was set to ﬁt at least 3
cycles. For the mid-range, roughly from 5 to 15 Hz, at least 5
cycles were ﬁt within the window span. Finally, for the
gamma range the time windows were adjusted to account
for 10 or more full cycles. To obtain power spectra estimates,
the time–frequency representations were averaged over quasi-
stationary time intervals.
The coherence for a pair of LFP signals was calculated
using their multitaper auto-spectral and cross-spectral esti-
mates. The complex value of coherence was evaluated ﬁrst
based on the spectral components averaged within a 1-s
window. Next, its magnitude was extracted to produce the
time-windowed estimate of the coherence amplitude. The so-
called global coherence was estimated as the grand average
over all pairs of LFP signals produced in the hypercolumns. The
local phenomena were quantiﬁed for signals generated within
the scope of the respective hypercolumn.
In addition, phase locking statistics were estimated for
LFPs to examine synchrony without the interference of
amplitude correlations (Lachaux et al., 1999; Palva et al.,
2005). The analysis was ﬁrst performed individually for
theta-, alpha- and gamma-range oscillations (with 1:1
phase relation) generated during an active attractor-coding
state. In addition, cross-frequency phase coupling effects
were investigated in the following pairs: theta–alpha (3:1),
theta–gamma (9:1) and alpha–gamma (3:1). Phase locking
value n:m (PLVn:m) between two LFP signals with instanta-
neous phases Φx(t) and Φy(t) was evaluated within a time










The window length, N, was adjusted to reach the compromise
between the reliability of the estimate and the stationarity of
the signals under consideration – it varied between 0.5 and
1 s, and was kept constant within any comparative analysis.
It should be noted that phase locking between the same
frequency band components, i.e. PLV1:1, is denoted in most
cases as PLV. The instantaneous phase of the signals was
estimated from their analytic signal representation obtained
using a Hilbert transform. Before the transform was applied
the signals were narrow-band ﬁltered with low time-domain
spread ﬁnite-impulse response ﬁlters.
Additionally, a nesting relationship between theta, alpha
and gamma oscillations was examined by analyzing phase-
amplitude coupling effects (Vanhatalo et al., 2004; Monto
et al., 2008; Penny et al., 2008). At ﬁrst, LFPs were band-pass
ﬁltered in the forward and reverse directions to extract the
desirable frequency components: theta (25 Hz), alpha
(812 Hz) and gamma rhythms (2535 Hz). Then, their
b r a i n r e s e a r c h 1 5 3 6 ( 2 0 1 3 ) 6 8 – 8 784analytic representations were extracted by applying a Hilbert
transform. For each pair of the rhythms, the amplitude
envelope of the faster component was ﬁltered using the same
ﬁlter that was applied to obtain the slower one. Finally, 1:1
phase synchrony between the resultant ﬁltered envelope and
the original envelope of the slower oscillation was estimated
using PLV1:1 statistics to quantify the strength of phase-
amplitude modulation (referred to as PLVPAM), which is one
of the most common manifestations of nesting.
5.10. Preferred phase of ﬁring, ﬁring rate estimation and
spiking variability
The analysis of spike timing with respect to LFP phase was
performed for gamma, alpha and theta oscillations during an
active attractor-coding state. The reference rhythms and
their instantaneous phase were obtained by ﬁltering and
applying a Hilbert transform.
In addition, a more detailed examination was made to
distinguish peaks in the phase distribution for the gamma
rhythm when studying individual contributions from basket
and pyramidal cells. The signals generated within each hyper-
column were then matched with the spikes produced by the
corresponding local basket and pyramidal cells. In addition,
spikes produced by basket cells from other hypercolumns were
also examined to compare with the local phase distribution. All
the ﬁring phase distributions were statistically assessed using
circular statistics. First, in order to test the null hypothesis about
uniform circular distribution of the gamma phases of spikes
produced locally by pyramidal and basket cells, Rao's spacing
test (Rao, 1976), Hodges–Ajne test (Zar, 1999) and the standard
Rayleigh test (Fischer, 1995) were performed (Berens, 2009). Since
the hypothesis about the uniformity of the phase ﬁring was
rejected in both cases at the 0.05 signiﬁcance level, it was veriﬁed
whether these circular random variables followed a von Mises
distribution by estimating Watson's U2 statistic (Lockhart and
Stephens, 1985). However, the hypotheses for both pyramidal
and basket cells were rejected and in consequence, a nonpara-
metric evaluation of the preferred phase of ﬁring with 95%
conﬁdence intervals was performed using a bootstrap computa-
tion of the circular Hodges–Lehmann statistic as a point estimate
along with a so-called equal-tailed arc as an interval estimate
(Otieno, 2002; Otieno and Anderson-Cook, 2006). These techni-
ques have been demonstrated to perform well for skewed or
nonsymmetrical sample distributions (Otieno, 2002), as in the
cases investigated here. Finally, the null-hypothesis that the two
mean preferred phases (for pyramidal and basket cells) were
equal was subjected to nonparametric permutation test (po0.01).
Circular visualization of ﬁring phase distributions with
respect to theta, alpha and gamma rhythms was made with
the use of the circular statistics toolbox (Berens, 2009) in
MATLAB.
The analysis of instantaneous ﬁring rates in the model
during attractor activation was performed using peri-
stimulus time histogram by aligning spike sequences with
respect to the attractor onset. The resulting histogram with
bins of width between 20 and 40 ms was then smoothed with
Gaussian kernel.
We used a local measure of spike train variability of
variation, Cv2 (Holt et al., 1996) to verify irregular ﬁringpatterns exhibited by cell assemblies during activation. The









where Ii is the inter-spike interval between the i-th and the
iþ1-th spike in the spike train of length n. We report the
mean and its standard deviation for a sample of 100 cells.
Cv2E1 implies approximately exponential distribution of
inter-spike intervals.
5.11. Spatiotemporal ﬁring patterns
Spike trains collected during simulations were searched for
multiple occurrences of spatiotemporal ﬁring patterns. A
pattern, πc, of complexity c was deﬁned as a sequence of c
spikes, Si (i¼1,.., c), produced by at least two different cells
within a minicolumn and appearing more than twice in 200-s
trials, i.e. N(π)42. Since only precise ﬁring sequences were of
our interest, the data resolution was ﬁxed at 1 ms and the
maximum allowed jitter of inter-spike-intervals, Δti ¼ tiþ1ti,
over a set of pattern occurrences was 71 ms, i.e.
πc : ðS1; S2;…Si…;Sc; Δt1;Δt2;…Δti…Δtc1Þ:
To ensure that spike sequences originate in the periods of
elevated ﬁring activity of the corresponding cell assemblies,
the limitation on the overall pattern duration was imposed.
In particular, ∑c1i ¼ 1ΔtirTdwell.
At ﬁrst, we applied a detection algorithm to identify spike
sequences independently in each minicolumn. To this end,
we adopted a similar approach to that proposed by Abeles
and Gerstein (1988), often referred to as a “sliding tape”
algorithm, where the data are treated as if they were lying
along a long paper tape. Then two copies of the tape are slid
past each other and repeated constellations of overlapping
patterns are selected as candidate patterns. The relevance
of the characteristic classes of spike sequences, deﬁned by
their complexity and the duration, was then assessed by
comparing their quantity with the number of patterns
expected to occur at a chance level. The chance-level esti-
mate was made with the use of an ad hoc method proposed
by Abeles and Gerstein (1988). In short, it consists in search-
ing the data to count the number of spike sequences of a
given complexity, c, and overall duration, T, without account-
ing for precise inter-spike intervals. Then with the use of
probabilistic combinatorics the expected number of patterns
representing the given class was estimated. We encourage
interested readers to refer to the original publication by
Abeles and Gerstein (1988).Acknowledgments
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