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This paper establishes a useful method for computing the group- 
complexity #G, of a finite semigroup consisting of, at most, two nonzero 
$ classes. This method uses the subsemigroup structure of the semi- 
group rather than homomorphism chains, the method of previous efforts 
(see [ 1, Chapter 91 or [3]). 
In this paper the reader is assumed to be acquainted with the ter- 
minology and results of [ 1, Chapters. 1, 5-91. All semigroups considered 
herein are finite. 
In [2] a function #, , defined in terms of subsemigroups, and which 
assigns to every finite semigroup a nonnegative integer, was introduced 
and was shown to be a lower bound to #c , the group-complexity of a 
semigroup. #, is defined in Section 2. It was conjectured in [2] that 
#I(S) = #G(S) f or all finite semigroups S. Indeed, for all examples 
and cases known to the authors at that time, #,(S) does equal #G(S). 
These include union of groups semigroups, inverse semigroups, the full 
transformation semigroup on n letters, O-simple semigroups, and 
commutative semigroups. This paper proves that if S has at most two 
nonzero # classes, then #,(S) = #G(S). 
Recently, however, the author showed that #, was not the best lower 
bound to #G, i.e., #[ # #G . The counter-example appears in a paper 
by John Rhodes and the author [4]; in [4] an improved lower bound 
function is introduced, called #s, and #,(S) < #s(S) < #G(S) for all 
semigroups S. 
The long range goal of this line of work is to find a method for com- 
puting the complexity of a semigroup in terms of its subsemigroup 
structure. One hopes to prove, for instance, that #s = #,G . This paper 
is a first step towards proving this (in some form), for it is highly likely 
that this two 4 class case will be used critically in an induction argument 
in the general proof. 
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Most of the tools of Section 2 (2.5,2.6, 2.7,2.8, and 2.9) are heretofore 
unpublished work of John Rhodes. I thank him for his permission to 
include and use them here. 
1. PRELIMINARY RESULTS 
We will be considering RM semigroups in this paper. For the defini- 
tion, see Definition 8.2.14 of [l]. An RM semigroup S, has a unique 
O-minimal ideal I that is regular and nontrivial, and S acts faithfully on 
the right of I. That is, if is, = is, for all i E I, then s1 = sa . Assume 
throughout this section that S has a zero. 
Since I is regular and O-minimal in S, it is O-simple. I is called the 
distinguished ideal of S and I-(O) is called the distinguished $ class of S. 
Give1 a Rees matrix representation d”(G; A, B; C) (see [l, Theorem 
7.1.21]), where G is isomorphic to a maximal subgroup of I-(O), A = 
{al ,..., a,} indexes the .%? classes of I-(O), B = {b, ,..., b,) indexes the 
9 classes of I-(O), and C : B x A -+ G” is the structure matrix. Since 
multiplication by s E S on the right and left of I is a right and left 
translation, respectively, of I; and since I has been given a Rees matrix 
representation, the action of s on Ican be described as in [ 1,7.2.12-7.2.141. 
Namely, let s E S. Then there exists functions #s(s) : B” + B”, S(s) : 
B” --+ G” #=(s) : A” 4 A”, and X(s) : A” -+ G” such that for all (g, a, b) E I 
and 
s - (& a> 4 = (w(4& #&)(4,4, (1.2) 
where (g, a, 0) = (g, 0, b) E (0, a, b) = 0 by convention. Each of the 
functions sends zero to zero, and #s(s)(b) = 0 if and only if 6(s)(b) = 0 
and #L(s)(a) = 0 ‘f 1 and only if X(s)(a) = 0. Furthermore, there is an 
extremely useful relation between these functions called the “linked 
equation”: 
+)@) C(#R,(s)(b), u, = C(b, +ds)@)) A(s)(u) 
for a 1 a E A and for all b E B (1.3) 
where C(b, 0) E C(0, LZ) = C(0, 0) = 0 by convention. This equation 
is established in [l, Fact 7.2.14(d)]. 
Since S is an RM semigroup, every element of S is a distinct right 
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translation of I. Given the Rees matrix representation .M’(G; A, B; C) 
of I, there is an alternate description of S as a semigroup of 1 B 1 x 1 B / 
row monomial matrices over G” (see [l, Fact 7.2.151). For the most 
part, it will be this description of S that we study and use. Let s E S 
and let #R(~) and 6(s) be as described in (1.1). Then #,Js) represents the 
“skeleton” of s as a matrix, and S(s)(b) gives the group entry in the 
bth row of s. 
The functions (and matrices) described above presumably depend 
upon the choice of &“(G; A, B; C), so this must be delineated. We 
are interested in changes in the Rees representation of I from JP 
(G; A, B; C) to JP(G; A, B; C’) where G, A, and B are unaltered. 
This is called a normalization of C to C’ or, for short, a normalization of C 
(see [l, Fact 7.1.231). All normalizations of C are achieved as follows: 
If 0 : &(G; A, B, C) ++A” (G; A, B; C’) is an isomorphism, then 
there exist functions 1 : A -+ G and r : B + G such that 
ok, a, b) = (W’ gr(b)Y, a, 4 (1.4) 
and 
C’(b, a) = r(b) C(b, a) Z(a) (1.5) 
Conversely, given the maps 1 and r, the map 0 defined in (1.4) is a 
normalization of C. 
It is clear that the functions #R(~) and I,!J~(s) are unaltered by a normali- 
zation, but S(S) and h(s) do change with a normalization. Thus it must 
be understood which structure matrix 6(s) and h(s) are associated with. 
In the interest of easy notation, we make the following changes at this 
point. For t,!~Js)(b), write bs, and for #Js)(a), write sa. Then (6s,)s, = 
b(s,s,) and s2(s1a) = (s&a. F ur th ermore, let 6, = 6(s) and h, = X(s). 
Then the linked equation (1.3) reads 
6,(b) C(bs, a) = C(b, sa) &(a) for all a E A, b E B 
We now proceed to establish results needed in Section 3. 
(1.3) 
DEFINITION 1.1. Let C: B x A -+ G” be a structure matrix of a 
regular $ class, /, with 9 and 9 classes A = {al ,..., a,} and B = 
{b 1 7.e.y b,}, respectively. 
(a) Two rows b 1 , b, E B of C are attached if and only if there exists 
a E A such that C(b, , a) # 0 and C(b, , a) # 0. “Attached” is a reflexive, 
symmetric, but not a transitive relation on B. 
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(b) Let B’ be a subset of B. Two rows of C b, , b, E B’ are transi- 
tively attached with respect to B’ if and only if there exists bl’,..., b,’ E B’ 
such that b, is attached to bl’, 6,’ is attached b2’,..., b,’ is attached to b, . 
(If B’ = B, we say b, and b, are transitively attached.) In other words, 
“transitively attached” is the transitive closure of the relation “attached”. 
Thus “transitively attached” is an equivalence relation and partitions 
B (or B’). 
Remark 1.2. Notice that the relations “attached” and “transitively 
attached” are invariant under normalizations of C and, in fact, depend 
only on the 9 classes of J, B = {b, ,..., b,}. 
We first concern ourselves with the action on the B’s. 
DEFINITION 1.3. Let S be an RM semigroup with distinguished ideal 
J’(G; A, B; C). Let s E 5’. By the (right) range of s we mean the set 
(bs: b E B} - (0). V iewing s as a row monomial matrix, the (right) range 
of s consists of those b E B such that the bth column of s is nonzero. 
By the left range of s we mean the set {sa: a E A} - (0). 
It should be noted that if H is a subgroup of S, then every element of 
H has the same right and left range, so it is proper to talk about the 
right and left range of H and transitive components within the ranges. 
PROPOSITION 1.4. Let S be an RM semigroup with distinguished ideal 
A” (G; A, B; C). 
(a) Let s E S. If b,s and b,s are attached (0 is attached to nothing), 
then b, and b, are attached. In other words, the inverse image of “attached” 
is ‘attached.” In particular, for each b, E B, the set {b E B: bs = b,} is 
pairwise attached. 
(b) Let H be a subgroup of S and let h E H. Further let e be the 
identity of H. Let R C B be the right range of H. If b, , b, E R and b,h 
and b,h are transitively attached with respect to R, then b, and b, are 
transitively attached with respect to R. 
(c) Let h E H be the group element of part (b), and let R’ C R C B 
be a transitive component of H. If b, , b, E R’ and b,h and b,h are transitively 
attached with respect to R’, then b, and 6, are transitively attached with 
respect to R’. 
Proof. (a) We use the linked equation (1.3). So there exists a E A 
such that C(b,s, u) f 0, i = 1, 2. Then 
S,(b,) C[bis, a] = C[b, , sa] A,(a), i= 1,2 (*I 
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a,(&) # 0 since his # 0, so the left side and hence the right side of (I(0 
is nonzero. Thus C[b, , sa] # 0, i = I, 2, and b, and 6, are attached. 
The last statement is derived from the fact that every b is attached to 
itself. 
(b) and (c) Assume b, , b, E R (Ii’). Then b,h, b,h E R (R’). Since 
b,h and b,h are transitively attached with respect to R (R’), there exists 
&‘,..., b,’ E 23 such that b,h is attached to bi’h, b,‘h is attached to 
bz’h,..., b,‘h is attached b,h (and b,‘h E R’, i = l,..., n). But eh = h, so 
b,‘h = (b,‘e)h. N ow bile E R (bile E R’), so we can say there exists 
6; ,..., bk E R (E R’) such that b,h is attached to bib,..., b:h is attached 
to b,h. Then by (a), b, is attached to 6; ,..., 62 is attached to b, , so b, and 
b, are transitively attached with respect to R (R’). 1 
LEMMA 1.5. Let S be an RM semigroup with respect to &“(G; A, 
B; C) and let e E S be an idempotent. Let RA C A and R, C B be the left 
and right ranges of e. Then if b, , b, E R, are attached, then there exists 
a E RA that attaches them, i.e., C(b, , a) # 0 and C(b, , a) # 0. 
Proof. Since b, and b, are attached, there exists a’ E A such that 
C(b, , a’) # 0, i = 1, 2. Since 6, E R, , bie = b, and 6,(bi) # 0. Then 
bY (1.3) 
6,(bJ C(b,e, a’) = C(bi , ea’) &(a’) # 0 
so C(b, , ea’) # 0 and e * a’ E R, . Choose a = e . a’. 1 
Now we investigate the action of s E S on the group coordinate of 
&?(G; A, B; C), i.e., we investigate 6, : B” -+ G”. 
DEFINITION 1.6. Let A4 = [mii] be a matrix with entries in G”, 
where G is a group, and let N be some part of M. We say N is single- 
valued if and only if (mij E N) consists of, at most, 0 and one group 
element. In other words, the nonzero entries of N are all the same group 
element. 
LEMMA 1.7. Let S be an RM semigroup with distinguished ideal 
I z J’(G; A, B; C), and let e E S be an idempotent. Let R, C A and 
R, C B be the ranges of e. Then there exists a normalization of C to C’ 
such that C’(b, a) = C’(be, a) = C(b e a , ) f  or all a E R, and for all b such 
that be # 0. 
Proof. Since e2 = e and e * (g, a, b) = (h,(a)g, ea, b), it is easy to show 
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that if a E RA , then h,(a) = 1. Similarly on the right, if b E R, , then 
6,(b) = 1. 
Let b E B be such that be # 0. Then by (1.3) 
6,(b) C(be, a) = C(b, efz) h(a) for all a E A 
If a E R, , this reduces to 
C(be, a) = G,(b)-T(b, a) 
since h,(u) = 1 and 6,(b) # 0. (C(be, u) and C(b, u) may be zero.) 
Define C’: B x A + G” by C’(b, u) = r(b)C(b, u) l(u), where I: 
B + G is given by r(b) = 6,(b)-i for all b E B and where 1: A + G is 
given by Z(u) = 1 for all a E A (see opening review). If b E R, , then 
8,(b) = 1, so 
C’(be, u) = C(be, a) = G,(b)-T(b, U) = Y(b) C(b, a) l(U) 
= C’(b, a) 
for all a E R, and for all b E be # 0. 1 
The following will be used critically in this paper. 
PROPOSITION 1.8. Let S be an RM semigroup with distinguished ideal 
.M”(G; A, B; C). Let H be a subgroup of S with ranges R, C A and 
R, C B and a transitive component R’ = {b, ,..., b,} C R, . Assume there 
exists a normalization C’ of C with the property that, given a E R, , the 
set {C’(bi , a): i = l,..., m} is single valued. Let e be the identity of H. 
(a) Then there exists a normalization C” of C with the property 
that, given a E R, , the set {C”(b, a): b E B and be E R’} is single valued. 
(b) Assume C is the normalization described in part (a). Let b, ,..., b, 
be transitively attached with respect to R’. Let h E H. Then (viewing h us a 
matrix associated with this normalization) (co1 b, u *.* v co1 bk} of h is 
single-valued. (By co1 b, of h, we mean the set of entries in the b,th column 
of h-1 
Proof. (a) By Lemma 1.7, there exists a normalization C” of C’ 
(associated with e) with the property that 
C”(b, a) = C”(be, a) = C’(be, u) 
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for all a E R, and for all b such that be # 0. Perform this normalization 
Then C”(bi , a) = C’(b, , a) i = l,..., n for all a E R, since bie = bi . And 
by assumption given a E R, , the set {C”(6,, a): i = l,..., m} is single 
valued. Thus by Lemma 1.7, given a E RA , the set {C”(b, a): b E B and 
be E R’} is single valued. 
(b) For each a E RA , let g, E G be the value of the nonzero entries 
of the set (C(b, a): b E R’). If that set has no nonzero entries, let g, = 0. 
First assume br’, b,’ E R’ are attached. Then by Lemma 1.5 there 
exists a E RA such that C(b,‘, a) = C(b,‘, u) = g, # 0. Let 6 E B be such 
that bh = b,’ or b,‘. Then S,(b) # 0 and by the linked equation (1.3) 
S,(b) C(bh, u) = C(b, ha) h&z) # 0 
so 
%(b) = C(h w h&w gel 
Now since bh E R’ and ha E RA , we have 
C(b, ha) = C(bh, ha) = gha # 0 
by part (a). Thus 
and does not depend on b, but only a. Hence for every bE B such that 
bh = b,’ or b2’, 
W) = &W g,‘. 
Thus (co1 b,’ u co1 b,‘) is single valued. 
Now if b, and b, are transitively attached with respect to Ii’, then 
there exists 6, ,..., 6, E R’ such that b, is attached to 6i , 6i is attached to 
6 2 7 **a> 6, is attached to b, . Since b, , b, and Si , i = I,..., m belong to 
R, , co1 b, , co1 b, , and co1 6, , i = l,..., m are all nonzero. Thus (co1 
b, U co1 6,},..., (co1 6, U co1 b,} being single valued implies (co1 b, U co1 
b,) single valued. 
Now the same reasoning applies to the transitively attached set 
(b, ,..., bkh I 
COROLLARY 1.9. Given the situation in Proposition 1.8, if b E R’, 
then (co1 b} is single valued. 
Proof. Since b is transitively attached to itself, the statement follows 
from Proposition 1.8. 1 
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Remark 1.10. In Proposition 1.8, and Corollary 1.9 if R’ C R, is a 
union of transitive components of H instead of just one (e.g., let R’ = RB), 
then the assertions and the proof remain valid. This is easy to check, and 
it allows us to prove a useful fact about idempotents in the special case 
when the entire structure matrix is singlevalued (and hence, can be 
normalized to (0, l}, i.e., every entry of the normalized structure matrix 
is either a zero or a 1). 
COROLLARY 1 .ll. Let S be an RM semigroup with distinguished ideal 
.A”(G; A, B; C) where C can be and has been normalized to (0, l}. 
(a) Let e E S be any idempotent. Then e (as a matrix) has entries (0, l}. 
(b) EG( S) has afaithf I p u re resentation as a semigroup of 1 B 1 x ) B 1 
row-monomial matrices with entries either 0 OY 1. 
Proof. (a) The right range of e, R, , consists of the nonzero columns 
of e, and if b, E R, , then 6,(b,) = 1. By Corollary 1.9 each column of e 
is single-valued, so e can consist of only (0, l}. 
(b) Clearly. 1 
Graham [5] showed that if S is a O-simple semigroup, then EG(S) is 
combinatorial if and only if the structure matrix of the nonzero $ 
class of S can be normalized to (0, l}. We now extend this result to all 
finite semigroups. 
PROPOSITION 1.12. Let S be an arbitrary$nite semigroup. Then EG(S) 
is combinatorial if and only if the structure matrix of every regular $ class 
of S can be normalized to (0, l}. 
Proof. Assume EG(S) is combinatorial and let J be a regular $ 
class of S. Then J” 1 S, so EG(J”)I EG(S) and EG(J”) is combinatorial. 
Thus by Graham’s result, the structure matrix of J can be normalized to 
VA 1). 
Conversely, assume the structure matrix of each regular J class of S 
can be normalized to (0, 11. Then the same statement is true for the 
subsemigroup EG( S). A ssume J is a noncombinatorial J class of EG(S), 
i.e., J contains a nontrivial subgroup G. (Let T = EG(S)). Then the 
homomorphism RM, is 1 : 1 when restricted to G, so RM,(T) has a 
noncombinatorial distinguished $ class, J’ = RM,(J), whose structure 
matrix can be normalized to (0, l}. Do it. By Corollary 1.11, each 
idempotent of RM,( T) is a matrix over (0, 1). Thus we see that RM,(T) 
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is a semigroup of row-monomial matrices over (0, l}, since EG(RM,( T))= 
RM.A 0 
Now recall that the homomorphism RLM on any RM semigroup can 
be achieved by replacing every nontrivial group entry in the matrices 
of the RM semigroup by the identity 1 and then identifying elements 
with equal matrices. Since every element of RM,(T) is a matrix over 
(0, 1) already, it is clear that RLM(RM,( T)) = RM,( T). Thus RM,( T) is 
an RLM semigroup and the distinguished 4 class is combinatorial. 
This is a contradiction to the assumption that J was noncombinatorial. 
Therefore EG(S) is combinatorial. 1 
2. THE STATEMENT OF THE PROBLEM AND SOME REDUCTIONS 
We now state the theorem of this paper (Theorem 2.4) and proceed 
to reduce the proof to a critical case which will be handled in Section 3. 
DEFINITION 2.1. S is a “T,” semigroup if and only if S is generated 
by a chain L, > L, > --a > L, of its 9 classes. (L, > Lj if and only if 
SlL{ 3 SILj) 
DEFINITION 2.2. Let S be a semigroup, and consider chains of 
subsemigroups of S of the form 
[S, , -WS,), S, 9 J=&),..., S,l 
where S, is a noncombinatorial “Tl” semigroup contained in S, S, is 
a noncombinatorial “T1” semigroup contained in EG(S,),..., S, is a 
noncombinatorial “Tl” semigroup contained in EG(S,-,). Let n be the 
length of such a series. 
Define a function #, from all finite semigroups to the nonnegative 
integers by #,(S) = maximum of the lengths of all such chains of 
subsemigroups of S. 
The main result of [2] is the following theorem. 
THEOREM 2.3. Let S be a semigroup. Then #,(S) < #c(S). 
The central subject of this paper is the verification of the following 
theorem. 
THEOREM 2.4. Let S be a semigroup consisting of at most a zero 
and two nonxero $ classes. Then #,(S) = #c(S). 
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Proof. The remainder of this section will be devoted to proving the 
easy cases and reducing the nontrivial case down to managable size. 
Section 3 will handle the nontrivial case. 
DEFINITION 2.5. Let S be a semigroup. Recall the definition [l, 
Definition 5.2.16(c)]) of the delay machine Ds : C S u {*I + S u (*} 
defined by IIs = * and Ds(xI ,..., xn) = x,.-r , xi E S u {*}. (Ds)S 
is a combinatorial semigroup (see [l, Facts 5.2.29(b) and 5.2.321). 
(a) Let k be a positive integer. Define D.J = Ds , IIs2 = DsDso, and 
Dsk = DsDk’-l’” Then Dsk: 
. . . = Dsk(x, ,..., ;k) = *, 
2 S u {*} -+ S u {*} with Dsk(xI) = 
and Dsk(xI ,..., x,) = x,-~ , n > k. Clearly 
(Dsk)s is combinatorial. 
(b) Let k be a positive integer. Define the machine KS : C S ---f 
ts u {*I) x .*. x (S u {*}) x S (K terms) by 
where A: S-t S x .** x S (K times) is the diagonal map A(s) = 
(s,..., s). Then Kss is combinatorial and 
When k = 2, this machine becomes 2s, which is used extensively 
in earlier work (e.g., see [l]). 
LEMMA 2.6. Let S be a semigroup with a maximal # class, J, that is 
null. Let T be the ideal S - J. Then #o(S) = #o(T). 
Proof. Since J is maximal and null, it is one element, say n and 
n2 E T. Let k be the smallest positive integer such that nk--l = e is an 
idempotent (in T). Then n7e = en7 for all Y  > 0. Then verify the follow- 
ing machine equation: 
sf = h,[T'f x (0, l,..., k - l}‘f] k,=&~ (2.1) 
where 
k-l 
e-e 
(1) h, : s u {*} x ... x S u {*} x S---f T’. x (0, l,..., k - l}’ 
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with 
(9 0) if x1 = -a* = Xk = n, 
(n% 0) if xk = t 6 T and xkpl = ... = Xkpr-l = 12 
4(x, ,-**, Xk) = and Xk-r-2 # n, 
(6 0) if xk = t E T and x&l # n, 
(I, y) if xk = *a* = xkWr = n and xk-,-1 # 71. 
(2) h, : TJ x (O,..., k - l>‘- S with 
Then from (2.1), #G(S) < #G(TI) = #G(T) < #G(S) so #c(S) = 
#G(T). (See [l, Chapters 5 and 61 for relations between machines and 
complexity employed here.) 1 
LEMMA 2.7. Let S be a semigroup with a maximal $ class, J, that 
is regular. Let G be any maximal subgroup of J and let T be the ideal 
S - J. Then 
#o(S) = #OF ” Tl 
Proof. Let e be the identity of G. Label the 9 classes of JL, ,..., L, 
and the 9 classes of J, R, ,..., R, so that G CL, and G C R, . Then 
label the Z classes Hii = Ri n Li , i = l,..., m and j = l,.,., n. Then 
G = HI, . Choose elements Xi E HiI , i = l,..., m and Sj E HIi , j = l,..., 12 
(see Rees Theorem [l, 7.1.211). Then if j E Hii , there exists g E G such 
that j = X,gS, . Furthermore for all i and j, 6,h, E G u T. Now verify the 
following machine equation. 
sf = h3(({Xi} u T)lf x (L, u T)‘f x {rj}“f) h,Y$‘h,~ (2.2) 
where 
x = [{Ai : i = I,..., m} u Tll x (L1 u T)’ x {Sj :j = I,..., n}“’ 
and 
(1) h, : S+ X with 
if s E J and s = higsj, 
if s E T. 
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(2) h,:Xu{*} x X-tXwith 
A,[*, (a, Y, WI = (a, Y, 4 
and 
h2@1 9 Yl 9 bl), (a2 > Y2 3 b2)l = (a2 7 b2Y2 3 b2,. 
(3) h, : X -+ S with 
h,(a, y, 4 = UYb. 
Then from (2.2) we have 
#G(S) = #G& u T). 
Now let S’ denote the semigroup {L, u 7’). T is an ideal of S’, and 
every element of I,, is of the form &g6, , g E G. Verify the following 
machine: 
where 
5”’ = h2[{hi}1zf x (G u T)‘f x ((6,) u T>‘fl h2r2xuh,r (2.3) 
x = (Ai : i = l,..., ,}‘I x (G u T)’ x ((6,) u T)T 
and 
(1) h, : S’ -+ X with 
(hi > g, 
h1N = ](I, I, s) 
81) if sEL, and s=h,g&, 
if s E T. 
(2) h,:(Xu{*}) x X+Xwith 
A,[*, (4 Y, @I = (a, Y, 4 
and 
h,[(a, 3 Yl 9 0, (a2 > Y2 7 b2)l = (a2 9 b2Y2 > b2). 
(3) hj : X -+ S’ with &(a, y, b) = uyb. 
Then (2.3) implies #G(S’) = #G(G u T), so 
#c(S) = #G(G U T)- I 
Recall the definition of the partial product machine PPf [l, Definition 
5.3.101 and the fact that #G(S) = #,[(PPSf)s] [l, Lemma 9.2.111. The 
following Lemma is really Lemma 5.3.12 of [l] stated differently. 
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LEMMA 2.8. Let S be a semigroup with a left ideal V and a subsemi- 
group T such that S = V v T. Then 
#G(S) < #G(V) + #G(T)- 
Proof. Verify that 
Sf = h3( Vf x 2-f) h,r2;I,,,(V’“7f x PPTfp,r (2.4) 
where T’ = T v {c} and where 
(1) h, : S -+ V’ x T’ with 
if s E V, 
if SES- VCT. 
(2) ha : [(I” X T’) u {*}] X ( Vz x T’) + Vz x T’ with 
u*, b-J> q = (u, q 
and 
if t, = c and t, # c, 
otherwise. 
(3) h, : Vz x T’ + S with h,(v, t) = vt, where I and c act like 
identities of S. The element (I, c) does not occur. 
Then (2.4) gives 
#c(S) d #o(V) + #o(T). I 
PROPOSITION 2.9. Let S be a semigroup with k noncombinatorial $ 
classes. Then #G(S) < k. 
Proof. Induct on the order of S. Suppose the assertion is true for all 
semigroups with order less than n, and assume 1 S / = 12. Let J be a 
maximal (in the $ class ordering) f class of S, and let T = S - J, 
an ideal of S. Assume S has k noncombinatorial y classes. Then T has 
k or k - 1 noncombinatorial $ classes, depending on whether or not 
J is noncombinatorial. 
If J is null, then by Lemma 2.6, #G(S) = #c(T). But T has k non 
combinatorial flclasses, so #G(S) = #G(T) < k, by induction. 
Let J be regular and let G be a maximal subgroup of J. Then by 
Lemma 2.7, #G(S) = #G(T u G). But by Lemma 2.8, 
#AT LJ G) < #G(T) + #o(G). 
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If J is combinatorial, then G = {I) and T has K noncombinatorial $ 
classes. Then #G(G) = 0 and #o(S) = #o( T u G) = #G(T) < k, by 
induction. If J is noncombinatorial, then G # {l}, so #G(G) = 1 and T 
has k - 1 non-combinatorial $ classes, so #c(T) < K - 1 by induction. 
Put it all together and it spells 
#o(S)=#c(TuG)d#o(T)+l <k--l+1 =k I 
Partial Proof of Theorem 2.4 
Let S be a semigroup with two nonzero $ classes, J1 and Jz . First, 
suppose S has a zero, and J1 and Jz are not comparable, i.e., J1 $ J2 
and Jz $ J1 . If #,(S) = 0, then S is combinatorial, i.e., #c(S) = 0. 
Assume #,(S) = 1. Then by methods of [l, Section 8.21 
S < < IT(RM,JS) x LLMJi(S): Ji regnlar} x n{NJi(S): Ji null}. 
But in all cases, LLM,I(S) and N,((S) are combinatorial and RM,((S) is 
O-simple. Thus by Axiom I for complexity and Proposition 2.9, #G(S) = 
1. #,(S) = 2 cannot happen in this case. 
Now assume Jz > J1 , and add a zero if S does not have one, so 
s = I1 u I2 u {O}, and Jz > J1 > (0). 
If #,(S) = 0, then S must have no nontrivial groups. Thus #G(S) = 0. 
If #,(S) = 2, then #G(S) 3 2 by Theorem 2.3. But by Proposition 2.9, 
#G(S) < 2. Hence #G(S) = 2 = #,(S). 
If #,(S) = 1 and only one of J1 and Jz is noncombinatorial, then again 
by Proposition 2.9 #c(S) = 1. Thus assume #,(S) = 1 and both J1 
and Jz are noncombinatorial. Let H be a maximal subgroup of Jz , and 
let S’ = H u J1 u {0} C S. Then #G(S’) = #G(S) by Lemma 2.7. 
We want to show that #G(S’) = 1. S ince S’ is regular, we have by methods 
of [l, Section 8.21 that 
S’ < < RM&Y) x LLMJl(S’) x RM,@‘) x LLM,(S’) 
so by Axiom I of complexity 
#&V = max{#dRM#‘L #GWMJ~WI, #GWMS’)I, #GWK&VI~ 
But the last three have #G equal to 1 by Proposition 2.9, so it remains 
to prove that #GIRMJI(S’)] = 1. S ince RM,I(S’) is noncombinatorial 
and RMJ1(S’)I S, we have #,[RM,I(S’)] = 1 (If S ( T, then #,(S) < 
#,(T)). Thus we have reduced the proof of Theorem 2.4 to the following 
proposition. 
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PROPOSITION. If S is an RM semigroup consisting of $ classes Jz > 
J1 > {0}, where Jz is a nontrivial group and Jl is the noncombinatorial 
distinguished f class, and if #I(S) = 1, then #c(S) = 1. This is proved 
in Section 3. 
3. THE CRITICAL CASE 
Let S be an RM semigroup consisting of three f classes, Jz > 
J1 > (01, where Js is a nontrivial group and J1 is noncombinatorial and 
is the distinguished $ class of S. We will show that if #,(S) = 1, then 
#G(S) = 1, th us completing the proof of Theorem 2.4. 
Let J2 be known as H, a nontrivial group, and let e be the identity of H. 
Let B = (b, ,..., b3 be the 9 classes of J1 arranged in the following way: 
Let R = (b, ,..., 6,) be the range of H, and let B, ,..., B, be the transitive 
components of H (in R) where B, = (b, ,..., bil}, B, = {bi,+l ,..., bi2} ,..., 
B, = {bi,-,+I >..., b,}. Furthermore, subdivide each Bi into transitively 
attached with respect to B, 9 classes Bi, ,..., Biii , i = l,..., K, so that 
the .Y classes of each Bij are adjacent to each other. (See Fig. 3.1). 
Label (b,,, ,..., b,), the 9 classes not in the range of H, by b,, = 
B k+l ,..., b, = B, . Also, for convenience we write Bk+l = Btkfljl ,..., 
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Frc. 3.1. An example of the arrangement and partition of the 2’ classes of JI 
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B, = B,,, thus allowing the following statement: The 9 classes 
B = {b, ,..., br} have been partitioned on two levels, the first being in 
B< blocks, i = l,..., n, and the second being a subdivision of the Bi 
blocks into Bij blocks, i = I,..., n; j = I,..., ji . Notice that ji = 1 for 
i = k + I,..., n. The Bi blocks will be known as the transitive component 
blocks of B (a misnomer, since only B, ,..., B, are transitive components 
of H), and the Bij blocks will be known as the LTA blocks of B (LTA = 
local transitively attached.) Also, the 9 classes have been arranged so 
that the Bi’s and Bii’s are “connected” and appear in the correct order 
(see Fig. 3.1 for an example). 
Let A = {al ,..., a,> be the 9 classes of J1 arranged so that Halb, is a 
group, G. Give J1” a Rees matrix representation &?“(G; A, B; C). We 
will show that the assumption #1(S) = 1 allows us to normalize C into 
a special form. 
LEMMA 3.1. Let S be as defined above. If #,(S) = 1, then the structure 
matrix C of J1 can be normalized to (0, I} on any of the transitive com- 
ponents of H (but not necessarily simultaneously). That is, C, when restricted 
to A x Bi , i = l,..., k, can be normalized to (0, l}. 
Proof. Let Bi , i = l,..., k, be any transitive component of H, and 
let T, be the <‘T1” semigroup generated by H and any 9 class belonging 
to Bi . Then Ti = H U (G x A x Bi) u {0), and since #,(S) = 1, 
EG( Ti) is combinatorial. Thus by Proposition I. 12, every $ of Ti is 
normalizable to (0, 11. 
Let A, = {u E A: C(b, a) # 0 for some b E Bi}, and let A, = A - A, . 
Then C(b, a) = 0 for all a E A, and b E Bi . Let Ji’ = G x A, x Bi . 
It is easy to show that all the Green relations in S are retained when 
restricted to Ji’. Thatis,ifx,yE Ji’andxolyinS,thenxoly in Ti, 
for (Y = $, 9, 9 and 2. Then it is clear that Ji’ is a j class of 
Ti ; hence Ji’ can be normalized to (0, 1) which in turn implies that the 
structure matrix of J when restricted to A, x Bi is normal&able to 
(0, l}. Then since C(b, a) = 0 for all a E A, and b E B, , we conclude that 
the structure matrix of J when restricted to A x Bi is normalizable 
to{OJ). I 
COROLLARY 3.2. There exists a normalization, C’, for J1 with the 
property that given a E A, C’(b, u) f or all b E Bi either equals zero OY a 
single group value, i.e., the column a of C’ restricted to B, , i = I,..., k, is 
single valued. 
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Proof. Since for each Bi , i = 1 ,..., k, a normalization to (0, l> is 
possible, let yi : B 4 G and li : A + G, i = l,..., k, be functions that 
achieve these normalizations. Notice that the values that ri takes on off 
of Bi are unimportant. Define r: B + G by r(b) = ri(b) if b E B, , 
i = I,..., k and r(b) arbitrary otherwise. Then r and Zi will achieve the 
normalization to (0, l} on B, , i = l,..,, k. Define C’ : B x A --+ G” by 
C’(b, a) = r(b) C(b, a). If b E Bi , i = l,..., k, then r(b) C(b, u) l{(a) = 0 
or 1, so C’(b, u) = 0 or Zi(u)-l. Thus each column of C’ when restricted 
to Bi , i = I,..., k, is single-valued. m 
COROLLARY 3.3. There exists a normalization for J1 so when S is 
represented us t x t row-monomial matrices over G” with respect to this 
normalization, every element of H has the columns associated with each 
LTA block single-valued. That is, for each h E H, (co1 Bii} = u(c01 b: 
b E B,} of h is single valued. 
Proof. For i = k + I,..., n, (co1 Bij} consists of all zeros for 
each h E H, since they are not in the range of H. Consider the LTA 
blocks for i = I,..., k. By Proposition 1.8(a), the structure matrix C’ of 
Corollary 3.2 can be normalized to C”: B x A -+ G” where, given 
a E RA , the left range of H, the set (C”(b, a): b E B and be E Bi} is 
single-valued. Then Proposition 1.8(b) applied to h (as a matrix associated 
with this normalization) yields the assertion. [ 
Now give Jr” the Rees matrix representation J”(G; A, B; C) where 
C is the normalization that exists by Corollary 3.3. This C will remain 
fixed from this point forward. Represent S as the semigroup of 1 B / x ( B j 
row-monomial matrices over G” associated with C. Of course, by Corol- 
lary 3.3, every element of H has the columns associated with each 
LTA block single-valued. 
We propose to take every element s E S (as a matrix) and construct a 
new matrix T(s) that is an “approximation” to s. This will be done by 
breaking up s into block form with the rows and columns being the 
LTA blocks, {Bfj} ( see Fig. 3.2 for an example). As will be shown in the 
next lemma, each of these blocks will be single-valued for every s E S. 
Then T(s) will be a square matrix with rows and columns labeled (B,} 
and with entries as follows: The entry for the Bij x Bipj, spot will 
be the (single) group entry in the Bij x Bitif block of s, if any. 
Otherwise the entry will be zero. 
LEMMA 3.4. Let s E S. The LTA blocks of s (us described above) are 
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FIG. 3.2. Breaking s into LTA block form. 
single-valued. Thus T(s) is well-defined. Furthermore T(s) is a row-monomial 
matrix. If T(s) is broken into (Bi : i = I,..., n) blocks, then each Bi x Bj 
block will be a (not necessarily square) column-monomial matrix (as well 
as row-monomial). Lastly, T(s) in this block form will be row-monomial, 
i.e., for each row B, there will be at most one nonzero Bi x Bj block. 
Proof. There are two cases to consider: elements of H and elements 
of Jr . First consider H. 
Let h E H. The columns b,+l ,..., b, of h are all zeros, since they are not 
in the range, R, of H. (And b,,, = Bfk+lJl ,..., b, = B,,). And since 
there is at most one nonzero entry in each row b,,, ,..., b, , it follows that 
all LTA blocks outside the R x R portion of h are single valued. 
Subsequently, (since Bfk+l)l = Bk+l ,..., B,, = B,), each of the rows 
Bi , i = k + l,..., n, of T(h) has at most one entry in each block, and 
each of the columns Bi , i = k + l,..., n, are all zeros. Therefore each 
Bi x Bj block of T(h) outside the R x R portion is a column monomial 
matrix. 
Now restrict attention to the R x R portion of h. Because the B, ,..., B, 
are transitive components of H, the nonzero entries of h are in Bi x Bi 
block form down the diagonal. Within each Bi we have the LTA blocks 
B il 7”‘, B ij. , and entries in each of those collection of columns are 
single valued by Corollary 3.3. Now, the nonzero entries in any co1 B, 
all occur in some row B,j by Proposition 1.4(c) since the b’s of B, are 
transitively attached with respect to Bi and if b, E Bii, and b, E Bija , 
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jr # j, , then b, and b, are not transitively attached with respect to Bi . 
Conversely, the nonzero entries in any row Bij all occur in some co1 
Bij, , for otherwise h-l would violate Proposition 1.4(c). Thus each 
B, x Bi block of h can be subdivided into LTA blocks, and only one 
block in each row and each column have nonzero entries, and each block 
is single valued. (See Fig. 3.3 for an example of an element of h restricted 
to its B, x B, portion, and see Fig. 3.4 for T(h) restricted to its Bi x Bi 
portion.) Thus it is clear that h and T(h) satisfy the assertions of the 
lemma. 
Now consider j E Jr , where j = (g, a, b). j as a matrix is all zeros 
except in column b, where the entries are C(b, , a)g in the ith position, 
i = l,..., t. (Of course, C(b, , Q) may be zero for many i.) By Corollary 
3.2, the set 
&l 
Bi2 
Bi3 
&4 
41 
0 0 0 
0 0 0 
0 0 0 
- 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
gi4 0 0 
0 gi4 0 
O O gi4 
42 
0 gi1 0 
0 0 gi1 
gil O O 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
-- 
-- 
-- 
&2 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 Bi3 
0 gi3 0 
gi3 0 0 
0 0 0 
0 0 0 
0 0 0 
&4 
0 0 0’ 
0 0 0 
0 0 0 
giz 0 0 
0 0 gi2 
0 gi, 0 
0 0 0 
0 0 0 
0 0 0 
- 
0 0 0 
0 0 0 
0 0 0 
FIGURE 3.3. Example of an element of h E 4 restricted to its Bi x Bi portion, where 
Bi has 12 rows and 4 LTA blocks. 
i gi40 O gi1 0 O cl gi3 0 g,, 0O 1 
FIGURE 3.4. T(h) of Fig. 3.3 restricted to its Bi x Bi portion. 
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{C(b’, a): b’ E BJ, i = l,..., n, is single valued. Thus, if b E Bij , then the 
blocks Bi*j, x Bii are single valued, and all the others are zero. It is also 
clear from the form of j that T(j) is row-monomial and T(j) broken 
into block form (via B,, i = I,..., n) is row monomial. It remains to 
be shown that each B, x Bi block of T(j) is column monomial. Since 
bEBi, we need only consider the blocks Bj x Bi , j = I,..., n. If 
j E {k + I,..., n} the assertion is true, since Bj is a single row of j. So 
let j E {I,..., k} and suppose Bj x Bi is not column monomial. This 
means that there exists b,’ E Bj, and b,’ E Bj,* , Ii # la , such that 
C(b,‘, a) # 0 and C(b,‘, a) # 0. 1 Thus b,’ and b,’ are attached, a 
contradiction, since they are not transitively attached with respect 
to Bj. 1 
Remark 3.5. The remainder of the proof of the main theorem utilizes 
the concept of division of (faithful) right transformation semigroups. 
For the definition, see Definition 5.2.10 of [I]. 
Let (X, S) and (Y, T) be right transformation semigroups. In order 
to prove that (X, S)I(Y, T), t i is sufficient to show that there exists a 
subset Y’ C Y, an element s” E T for every s E S, and a map 0: Y’ - X 
such that 
(1) Y’SC Y’foralls~Sand 
(2) B(y’s”) = 8(y’)s for ally’ E Y’ and for all s E S. 
This statement is proved in [I, Exercise 5.2.101. 
The semigroup S of this section is an RM semigroup so (G” x B”, S) 
is a faithful right transformation semigroup. Also (B”, RLM(S)) is a 
faitful right transformation semigroup, it being the projection of the 
action of S on the B” part of G” x B”. RLM(S) has at most one non- 
combinatorial f class, so #,(RLM(S)) < 1 by Proposition 2.9. 
Another semigroup we need is (R)(C)(M) (n, G), the semigroup of all 
n x 71 row and column monomial matrices over G”. Let I = (l,..., ar>. 
Then (G” x I”, B%?d(n, G)) is a faithful right transformation semi- 
group, and in [2] it is shown that gVd(n, G) is an inverse semi- 
group so #c(W%‘d(n, G)) < 1. 
DEFINITION 3.6. Let B = {B, ,..., B,}, the transitive component 
blocks of B. Let CBi , i = l,..., n, be the constant map to Bi , i.e., 
CBi gF,(B”) is defined by Bj * CBj = B, for allj~{l,..., n> and 0 * C,* = 0. 
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Define ~EF,(B”) by 
Bie if = 1 
4 if B, C Range of H or Bie = {0}, 
BY if Bj $ Range of H and BjeE By. 
It is easy to verify that CC,% = CBi for all i E {I,..., n> and 
Gi * if = 1 
Gi if Bi C R or Bie = (O), 
CBi, if Bi e R and B,e # {O}. 
Furthermore, B and C,‘ , i = l,..., n are idempotents, so {t?, CBj : i = 
1 ,.**, n) is a combinatorial subsemigroup of F#‘). Write S, = {c’, 
C B1 ,..., C&}“. Then (B”, S,) is a faithful right transformation semigroup. 
THEOREM 3.7. Let S be as described above. Then 
(G” x B”, S) I [(G” x I”, 99?A(p, G)) 1 (B”, S,)] x (B”, RLM(S)) (3.1) 
where I = { I,..., p} and p >, ji , i = 1 ,..., n. Thus #G(S) < 1. 
Proof. We use the method outlined in Remark 3.5. Define Y ‘ C G” x 
I” x B” x B” by 
Y’ = {(g,j, B, , b): b E Bij and g # 0) u {(x, y, z, 0): x E G”, y E I”, z E B”} 
Define 8: Y’ + G” x B” by 
Q(g, i, Bi ,‘b) = 1 I;; ;; if b = 0, if b#O (and hence g # O}. 
Let T = (G” x I”, S%JZ(p, G)) w (B”, S,) x RLM(S). For 
each s E S, we define s” E T as follows: s” 3 (fs, x,, RLM(s)), where 
x, E S, andf, : B” -+ B%?&(p, G). Then the action is 
(8, i, & , W = Ng,j)fd4), &x, , b . RJQW)]. 
Define x, and fs as follows: 
x, = “c& 
I- 
if SE H, 
if SE Bi, 
0 if s = 0, 
and f,(BJ is the p x p matrix obtained by taking the nonzero matrix 
block in row Bi of T(s) (a ji x ji, row and column monomial matrix 
by Lemma 3.4) and extending it to a p x p matrix by adding zeros so the 
60711 r/2-6 
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nonzero portion of the result is in the upper left hand corner. If either 
Bi = 0 or s = 0, f,(Bi) is the p x p zero matrix. 
Now we must verify that y’s” E Y’ and 8(y’s”) = f?(y’)s for all y’ E Y and 
s E S. Let s E S, and let (g, j, Bi , b) E Y’. We divide this into two cases: 
(1) (b)Z?LM(s) = 0 and (2) (b)RLM(s) # 0. 
If (b)RLM(s) = 0, th en B(y’)s = (0, 0) and y’s” = (g, j, Bi , b)f = 
(g’, j’, Bi’, 0), so y’E E Y’ and 8(y’s^) = (0, 0) = e(y’)s, in this case. 
If (b)RLM(s) = b’ # 0, then by the definition of Y’, g # 0, j # 0, 
Bi # 0, and b E B, . Then 8(y’) = (g, b) and e(y’)s = (g’, b’) where 
g’ # 0. Consider (g, j, B, , b)f = [(g, j)f,(B&, Bix,, b’]. (Notice that 
s # 0). Let b’ E B,, . Assume s E H, so x, = E The action of E on B is 
defined so that if b E B, , and b - e # 0 and b - e E Bj , then B,c = Bj 
(see Definition 3.6). But if s E H then b - s E Bj since Bj is a transitive 
component of the range of H and b - s = (b - e)s. Hence b * s = 
(b)RLM(s) = b’ E B, so Bi, = B,. Ifs = (gr, a,, b,) E Jr, then b - s = b, 
so b, = b’. Thus x, = C,. and Bix, = B, . We have shown that if 
b - s = b’ E B, , then Bix, = B, . 
Now consider (g, j)f,(BJ. In the matrix s, row b has the entry g-lg’ 
in column b’, since (g, b)s = (g’, b’). Therefore, since b E Bii , in the 
matrix T(s) row Bij has the entry g-lg’ in column B, . Thus f,(B,) in 
row j has the entry g-‘g’ in column r. In other words, (g, j)fS(Bi) = 
kg-‘g’, r) = (g’, Y)’ 
We have shown that (g, j, Bi , b)s” = (g’, Y, B, , b’) where b’ E B, and 
g’ # 0. Thus (g, i, 4 , b)S E Y’ and Q’s”) = 0(y’)s = (g’,b’). This 
establishes (3.1). Then, since #,(RLM(S)) < 1, #G(SB) = 0, and 
#&=WP; G)) = 1, @-( , we conclude that #c(S) < 1 thus proving 
Theorem 3.7. 1 
But by assumption #[(S) = 1, so #,(S) = 1. This completes the 
proof of Theorem 2.4. 
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