While the ML-EM algorithm for reconstruction for emission tomography is unstable due to the ill-posed nature of the problem, Bayesian reconstruction methods overcome this instability by introducing prior information, often in the form of a spatial smoothness regularizer. More elaborate forms of smoothness constraints may be used to extend the role of the prior beyond that of a stabilizer in order to capture actual spatial information about the object. Previously proposed forms of such prior distributions were based on the assumption of a piecewise constant source distribution. Here, we propose an extension to a piecewise linear model { the weak plate { which is more expressive than the piecewise constant model. The weak plate prior not only preserves edges but also allows for piecewise ramplike regions in the reconstruction. Indeed, for our application in SPECT, such ramplike regions are observed in ground-truth source distributions in the form of primate autoradiographs of rCBF radionuclides. To incorporate the weak plate prior in a MAP approach, we model the prior as a Gibbs distribution and use a GEM formulation for the optimization. We compare quantitative performance of the ML-EM algorithm, a GEM algorithm with a prior favoring piecewise constant regions, and GEM algorithm with our weak plate prior. Pointwise and regional bias and variance of ensemble image reconstructions are used as indications of image quality. Our results show that the weak plate and membrane priors exhibit improved bias and variance relative to ML-EM techniques.
Introduction
The maximum-likelihood (ML) approach using the expectation maximization (EM) algorithm has enjoyed continuing interest in emission tomography. However, due to the ill-posed nature of the reconstruction problem, the ML-EM method is known to be unstable and diverges in a least squares sense at higher iteration numbers. In contrast, Bayesian reconstruction methods in emission tomography are attractive in that they overcome this instability while retaining an important advantage of the ML-EM approach, notably a principled means of incorporating the imaging model. These methods extend ML approaches via maximum a posteriori (MAP) approaches.
Prior information serves as a regularizer for EM, but one might also view the use of priors as a means of incorporating actual, known information regarding the local spatial character of the source. Several such prior distributions have been proposed in the literature 1, 2, 3, 4, 5, 6, 7, 8] . In most of these proposals, the model for the object prior was based on assumptions of piecewise smoothness; here, piecewise smoothness corresponds to a notion of nearly constant, within undulations, patches in the object. These assumptions corresponded to the general observation, especially for brain imaging in single-photon emission computed tomography (SPECT) and positron emission tomography (PET), that various pharmaceuticals tend to concentrate somewhat uniformly in grey matter and in white matter and are absent from cerebro-spinal uid (CSF), with a ratio of concentration approximately 4:1:0 for grey, white, and CSF, respectively 9, 10, 11]. Our own early work incorporated one such prior, a \weak membrane" model, to capture notions of piecewise smoothness 12, 8, 13, 14] . Most of the simulation experiments were done with the mathematical phantoms which were themselves piecewise constant. Reconstruction algorithms, including our own, that use this kind of piecewise constant assumption as prior perform better, according to most reasonable metrics, than those that make no such assumption, when tested on such phantoms. However, the self-consistent loop of piecewise constant prior and piecewise constant phantom leads one to question whether these good results generalize to a realistic clinical setting where the underlying (patient) source distribution may not be piecewise constant.
Here we argue for more expressive priors able to model more complicated forms than a piecewise constant source. To the extent that actual source distributions are more accurately modeled by these more expressive priors, we might expect more accurate reconstructions (in the sense of reduced bias and variance) and, hopefully, better reconstructions in a given task-speci c sense. A natural question arises: what is the nature of a typical source structure? Preliminary evidence that the source structure is not piecewise constant is displayed in the form of autoradiograph source distributions of rhesus primates that have undergone testing for radiopharmaceutical development. Empirical evidence for this claim is illustrated for the case of regional cerebral blood ow (rCBF) SPECT in the form of a rhesus autoradiograph ( Fig. 1 ) \ground truth" image of a radionuclide spatial distribution of a blood ow agent 99m Tc- ECD 15] . Fig. 1 (and also Fig. 7) shows that many of the edge regions are not piecewise constant. In this case, the piecewise constant prior may lead to errors.
To overcome the above problems we propose a more accurate model, the weak plate prior. The essential feature of our prior model is that it favors piecewise linear ramplike regions. In fact, the weak plate is a part of a family of \mechanical" models { weak membrane (1st order), weak plate (2nd order), and weak quadric (3rd order) { in which a class of smoothness constraints derived from properties of ideal physical materials are used as models in the associated reconstruction problem 16]. Smoothness priors often correspond to a notion of tting a member of a class of smooth functions to the data; \weak" constraints refer to the allowed inclusion of spatial discontinuities in the t. Thus a weak membrane is a low order (1st derivative) spline allowed to have breaks (0th-order discontinuities) and a weak plate is the familiar (2nd-order) thin plate spline that is allowed to have breaks and creases (discontinuities in 0th and 1st derivatives). The weak plate prior is thus an extension of weak membrane to higher order. This paper is concerned with the technical means of incorporating a piecewise linear priors, and with performance testing to validate possible advantages of a higher order prior. In Sec. 2 we discuss the mechanical models as priors in detail, then derive a Bayesian reconstruction model using the weak membrane and weak plate priors in Sec. 3. A MAP estimate for this Bayesian model is di cult to compute; in this section we present a deterministic annealing algorithm to address these computational di culties. In Sec. 4 we present implementational details plus simulation results showing the advantages of our new prior in the sense of reduced bias and variance. We conclude with a discussion in Sec. 5, noting some limitations of this initial study.
Mechanical Models as Priors
In this section we discuss qualitatively the nature of the weak membrane (WM) and weak plate (WP) priors and defer to Sec. 3 their incorporation into a formal Bayesian framework. Because our priors take the form of the familiar Gibbs model, they may be expressed as energy functions.
Since our priors encourage the formation of smooth regions punctuated by a locus of discontinuities, we must include a mathematical means to model these discontinuities. Geman and Geman 17] introduced an unobservable line process l into the image model to preserve the discontinuities in the reconstructions, and versions of the line processes have been proposed for medical imaging in 18, 19, 8] . The line processes as proposed in 17] are binary variables (0 or 1) that act to suspend smoothness constraints at sites where they are turned on (l = 1). A horizontal line process at location (i; j), l h ij = 1, indicates a horizontal edge (discontinuity between pixels along the vertical direction) and a vertical line process, l v ij = 1, indicates a vertical edge (discontinuity along the horizontal direction). By embedding these line processes into the reconstruction space, the mechanical models for conventional smoothness constraints are extended to include weak continuity constraints 20].
We may write the energy for the WM prior as a function of the source, f, and the line processes, l, both de ned on a two dimensional (2-D) lattice indexed by i; j. 21 ].
In (1), f v and f h are the rst order derivatives along the vertical and the horizontal directions, respectively, and are de ned as f v (i; j) def = f i+1;j ?f i;j and f h (i; j) def = f i;j+1 ?f i;j .
The binary variables l v and l h are vertical and horizontal line processes, respectively, and and are positive hyperparameters. Note that if l is set to zero everywhere, the prior reduces to a familiar smoothness regularizing term penalizing the rst squared derivatives. Of course, one could set l = 1 at all locations to minimize energy, but the last term penalizes the creation of the discontinuities, charging an amount at each such site. Therefore, the two terms in (1) encourage smoothness except where discontinuities (l ij = 1) occur. (As a physical analogy, the elastic membrane is said to be \broken" when l ij = 1 .) Note that spurious discontinuities in the reconstruction may be generated by noise. If is close to zero there is little to discourage the formation of spurious discontinuities. But as increases fewer discontinuities form, and for su ciently large the probability of spurious discontinuities becomes negligible. If is too high, no discontinuities form and the prior again reduces to the simple smoothness constraint. The qualitative e ect of the WM prior is to simultaneously detect the discontinuities and convolve the data with a smoothing lter only within continuous regions.
However, due to its nature in favoring piecewise constant reconstructions, the WM prior has the unfortunate e ect of turning a ramp into a single step or stepped terraces depending on the lter scale as shown in Figs. 2(b) and (c). This is the \gradient limit" e ect 21], which is a fundamental limitation of the WM. If the gradient of a ramp exceeds the limit, a discontinuity appears in its reconstruction. If the gradient is much greater than the limit, a solution with multiple breaks might have the smallest energy. The gradient limit is inversely proportional to the scale : the coarse scale (large ) turns ramps into a few steps (Fig. 2(b) ) and the ne scale (small ) turns ramps into many steps (Fig. 2(c) ). As is lowered, the ramp is better approximated, but the smoothing action of the prior becomes less e ective. This disadvantage of the WM leads, in fact, to signi cant errors in the SPECT reconstructions as shown in our simulations. . If l is set to zero everywhere, the prior reduces to the familiar thin plate spline smoothing functional. However, unlike the WM which encourages only the formation of piecewise constant regions, the WP encourages smoothness even in ramplike regions without incurring a penalty. That is, a \crease", a discontinuity in rst derivative, will turn on the line process. Thus the discontinuities in the WP correspond to discontinuities in the source gradient in addition to those in the source itself. Of course, one might set l = 1 at all locations to minimize energy, but the last term penalizes the creation of the discontinuities, charging in amount of each discontinuity. The interpretation 21] of line processes in the weak plate is a little di erent than in the WM; a crease appears as a contour along which the line processes are set, but a step appears as a thick contour of set line processes, two elements wide. This corresponds to the notion that, for a discrete signal, a step discontinuity may be interpreted as two adjacent creases.
A Bayesian Reconstruction Model with Weak Plate Prior
We model our problem on a 2-D nite discrete lattice indexed by i; j. Lowercase bold quantities denote 2-D vector elds and the corresponding lowercase, italicized quantities denote the elements of the vector eld. Similarly, uppercase bold quantities denote 2-D random elds. Thus, Pr(F = f) denotes the probability that the random eld F takes the value f and f ij denotes an element of f at the location (i; j). The informal notation in Sec. 2 is thus made precise.
We begin by formulating our reconstruction problem from Bayes' Theorem with the aid of the line processes:
where f; l, and g are the source intensities, line processes, and projection data, respectively, and F; L; G are the associated 2-D random elds. In particular, the 2-D random eld F represents the array of Poisson means of the Poisson emission probability density at each pixel. The term Pr(F = f; L = l) is the prior probability for the elds F and L, Pr(G = gjF = f; L = l) the likelihood probability, and Pr(G = g) a constant. We estimate both the source eld and the discontinuity eld simultaneously by maximizing the a posteriori probability distribution, the MAP estimate (f;l):
where the last equality derives from the fact that G is independent of L.
Derivation of an Energy Function for MAP estimation
We model both the likelihood and the prior as Gibbs distributions. A Gibbs distribution is speci ed by an energy function E and the partition function Z (a suitable normalization).
Since the partition function is a normalization over all possible con gurations of Y and not of X, it is usually a function of x. We describe the process by which an energy function can be obtained from the two terms in (2) constituting the posterior. Since the number of detected counts in SPECT is independently Poisson distributed, we model the likelihood as:
where g t def = P ij H t ;ij f ij . In (4), g t is the number of detected counts in the detector bin indexed by t at angle , g t is the expected number of counts for a particular source f, and H t ;ij is the probability that a photon emitted from source location (i; j) hits detector bin t at angle . The major physical factors for SPECT, attenuation, scatter, and detector response, can be adequately modeled as linear e ects and summarized by the probability matrix H t ;ij .
Using (3) and (4), the likelihood energy becomes
where the term log(g t !) was dropped since it does not involve f. The prior is de ned over the source intensities and line processes. The corresponding prior energy is
which, for the cases of WP and WM, becomes
respectively. (Equations (5) and (6) repeat previous expressions, but with the understanding that f and l are now realizations of associated random elds.) We may thus write the following overall energies by simply taking the ? log of the posterior to get
for WP and WM, respectively.
As it stands, the energy functions above are di cult to minimize, since they contain mixed binary and continuous variables. (5) and (6) and reduce the problem simply to a minimization over the source f alone. The new prior energies become
where q U ij = ( U ij ; U ij ; U ij > : (10) for WP, and
for WM. The similarity of forms in (9) and (11) (5) and the use of binary line variables has been circumvented, there are problems associated with minimizing an energy function consisting of the likelihood and the broken parabola. The broken parabola makes the energy function non-convex and non-di erentiable, thereby ruling out gradient-based descent methods.
A Continuation Method
In this subsection, we further re ne the expression for the prior and present a deterministic annealing algorithm for the minimization of the energy function. The derivation here is skeletal as we make use of extensive reference to our previous work for the WM case 12, 13, 14] . We show that the broken parabola can be approached by a sequence of associated functions. The sequence approaches as a parameter approaches in nity. The sequence can be obtained by rst considering a transformation of the probability distributions to
This new sequence of probability distributions, indexed by the real parameter ( > 0), is clearly related to the distributions in (3). As approaches in nity, this new distribution becomes a highly peaked version of the distribution in (3). As far as MAP estimation is concerned, the location of the maximum is unchanged. In our deterministic annealing framework, , identi ed as the inverse of a computational \temperature" ranges from low to high values according to an annealing schedule.
The broken parabola was obtained by eliminating the line process from the original objective function. The line process can also be \eliminated" from the posterior distribution Pr (F = f; L = ljG = g). First, the marginal posterior distribution of the intensities is obtained by integrating out the line process from the Gibbs distribution. Since the prior does not involve the data g, the partitioning of the posterior distribution can be written as
where Pr (F = fjG = g) is the marginal posterior of F. The energy function arising out of the marginal posterior of F is a function of f alone and not of l. In 12, 14] , we show that this function contains a smooth Gibbs prior that approaches the broken parabola as the parameter is increased: At large values of , if > V ij , the rst term inside the log( ) expression dominates and the entire expression reduces to V ij . If < V ij , the second term inside the log( ) expression dominates and the entire expression reduces to . Inspection reveals that the function at large is in fact the broken parabola of (10) . At low values of , the function is smooth, and, as can be seen from Fig. 3(b) , approaches the broken parabola as ! 1. The overall energy function to be minimized at each is thus E(f; ) = E D (f) + E MP (f; ); (12) where
Our original overall energy has thus been transformed in two stages to the overall energy de ned above. Note that our notational conventions regarding V ij apply directly to (12) , so that both the WM and WP cases are represented by this equation.
Our task now reduces to nding the minimum at a given of this energy function. The minimum is to be tracked as is increased. Despite the absence of the line processes from our nal energy function, they are implicitly contained in the broken parabola that is reached at limiting values of the control parameter .
We summarize here our derivation 12, 13, 14] of a deterministic annealing algorithm to minimize the overall energy in (12) . We utilize the familiar incomplete/complete data formulation of the Generalized Expectation Maximization (GEM) MAP approach 3]. The maximization step of the GEM-MAP algorithm in our case results in the minimization of M(fjf n ; ) def = ?Q(fjf n ) + E MP (f; ); 
andf n is the estimate of f at the nth iteration. Note that the expectation step simply involves substitutingf n+1 forf n in M(fjf n ). One could use an EM approach instead of GEM. However, unlike the EM approach, the GEM approach merely requires a monotonic increase in M-step without the requirement of maximization.
In this work, for the maximization step, we apply the method of Iterated Conditional Modes (ICM) 24], essentially a coordinate-wise descent method, to the above energy function M(fjf n ; ). ICM is a logical choice for the optimization method since it can be used to obtain convenient closed form solutions for the update equation.
Step sizes necessary for gradient descent methods are also avoided. ICM minimizes the energy function by a coordinate-wise descent procedure performed by minimizing the energy function with respect to f ij while keeping all other source intensities xed. Then a new location is chosen and the same method is repeated. After a full sweep of the lattice, the procedure is repeated until convergence criteria are met. Then is increased and ICM is repeated. 
and showed that z ij can be identi ed as the mean value of the line process l ij conditioned on f and g at each . (Note that in equations that follow, the notation z h i;j and z v i;j for the case of WM corresponds to V ij equal to V v ij or V h ij , respectively.)
With the new variables, M(fjf n ; ) becomes M(f; zjf n ; ). Now, we can perform ICM by keeping f ij frozen while descending on z ij and keeping z ij frozen while descending on f ij . As derived in 13, 14, 12] The factors, X2 and X3, for the WP were not derived in 13, 14] , but their derivation, although messy, follows in a manner similar to that of the WM case in 13, 14] . The interested reader may nd the derivation in 25], available on request.
The M-step thus consists of two kinds of ICM updates. We rst update f according to update equation (16) over the entire image and then update z according to (15) over the entire image as well. Once the new estimatef n+1 has been obtained, a new M-step objective function is generated by substitutingf n+1 forf n to get M(f; zjf n+1 ; ). Then the two-step ICM procedure is repeated. In this manner, the entire GEM procedure is carried out until convergence. Qualitatively, the update alternates between update of the (analog) line processes and the intensities.
To complete the de nition of the algorithm, we specify two stopping criteria and an annealing schedule that speci es the rule for changing at each epoch. For our simulations, we used doubling schedule for . Iterations at a given are performed until the relative energy change En?E n?1
En?E 0 , where n indexes iteration number within an epoch, is less than a threshold . The entire simulation is terminated when z ij or z ij 1? , where is chosen as a threshold. Since z corresponds 14] to the conditional expected value of the line process l, the approach of z to 0 or 1 corresponds to the approach of the function to su ciently close distance from the broken parabola.
A special case occurs in the update of f ij in (16) : when all neighboring z values are su ciently close to unity, X 2 approaches zero and the expression in (16) appears to diverge. However, in the limit as z ! 1 the expression, in fact, reduces to the standard EM update equation since the smoothing action of the prior is suspended at this location.
The strategy above was predicated on setting the partial derivative of M(f; zjf n ; ) with respect to f ij to zero and solving for f ij . This does not guarantee that the obtained solution is a minimum of M(f; zjf n ; ). In 14], a proof is given showing that the solution obtained is indeed a minimum.
In summary, energy minimization consists of minimizing, at a given , the expression M(fjf n ; ) in (13) until the stopping criterion governed by threshold is reached. Then is increased according to the annealing schedule. Iterations at di erent proceed until the nal stopping criterion speci ed by is attained.
Experiments and Results
We performed 2-D simulation studies with projection data from 128 128 phantoms, with 128 projection angles over 360 and 192 detector bins at each projection. Both detector bin and image pixel linear dimensions were 2 mm.
In this work we considered attenuation e ects only. For attenuation correction, we used a method proposed by Liang et al. 27 ] that utilizes the Siddon's method 28] to recursively compute attenuation factors along each projection ray starting at the pixel closest to the detector. Though our projection scheme works even in the case of nonuniform attenuation, we considered only uniform attenuation (a good approximation for brain imaging) with an e ective attenuation coe cient equal to 0.12 cm ?1 . At each stage of our iterative reconstructions, then, compensation consisted of simply an attenuated forward projection. To generate projection data, we simply add Poisson noise to each of the attenuated projections of the phantom, using the noiseless projection value as the mean in a Poisson random number generator. The implementational details can be found in 29].
We tested the four reconstruction algorithms { GEM-MAP with the WM prior, GEM-MAP with the WP prior, and ML-EM with two di erent stopping rules. For convenience, we will refer to these simply as the WM, WP, EM-1, and EM-2 algorithms. The algorithms were tested on two digital phantoms, A and B. Phantom A (Fig. 4(a) ) was derived from a digitized (256 256) rhesus monkey autoradiograph 15] of the rCBF SPECT agent 99m Tc-ECD. We simply cropped the 256 256 original to a circular region and resampled into a 128 128 matrix. With this geometrical scaling and 2mm pixel size, the equivalent physical extent of each rCBF pattern was somewhat larger than that of a human brain. E ects of attenuation were thus sizable. The grey values of the autoradiograph were not gamma corrected for lm response, but we scaled the grey level distribution of the phantom A to have an average contrast of 4:1 between grey matter and white matter. This was accomplished using average values in regions clearly belonging to grey or white matter. Phantom B (Fig. 4(b) ) is a 2-D Ho man brain phantom with activities of 4:1:0 in grey matter, white matter and CSF, respectively. (Note that the Ho man phantom is piecewise constant.) The total number of detector counts for phantoms A and B were approximately 732K and 300K, respectively, where the number of counts for phantom A was determined by scaling the 300K Ho man counts by the ratio (area phantom A / area phantom B). To evaluate and compare, in an ensemble sense, quantitative performance of the reconstruction algorithms, we generated two sets of 40 independent noise realizations of attenuated projection data for each phantom.
For the ML-EM reconstructions, we used two di erent stopping rules. For our EM-2 algorithm, we intended to utilize the 2 stopping rule proposed by Llacer where M is the number of detector bins. Since our imaging system has 192 128 bins, the rule dictates that the ML-EM algorithm should be stopped when 2 = 24; 576, which for our simulations resulted in a typical number of iteration of around 5. At this point, the reconstructed images seemed to be far oversmoothed. We instead used 2 = 11; 990 for phantom A and 2 = 8; 170 for phantom B. These choices were made qualitatively based on the starting point for deterioration of the smoothness. The corresponding average number of iterations was 25 for both phantoms A and B. Our EM-1 algorithm adhered to a second stopping rule based on minimum root mean squared (RMS) error in the reconstruction. (We were interested in seeing the reconstruction stopped at the minimum RMS error though, of course, this rule is not applicable in the clinic.) With our simulations, the average number of iterations for the minimum RMS error averaged 16 for phantom A and 15 for phantom B. For our noise trials, we xed the number of iterations at these average values.
A problem with Bayesian methods, including our WP and WM models, is that it is di cult to set hyperparameters ( and in our case) automatically. While this is an area of active research by us and others 31, 32] , for the present work we set these values empirically. For the WM reconstructions, we rst chose the parameter value of by considering the degree of smoothness in the reconstructed images; the was adjusted to smooth out the noise while keeping the edge structure. The gradient limit e ects were also considered in nding the value of . Having set the , we adjusted the parameter empirically to preserve grey/white matter boundaries. With simulations, was set to 5.0 for both phantoms, and was set to 0.18 for phantom A and 0.22 for phantom B. The annealing schedule ran through 12 to 16 values with a doubling at each new value of starting from = 0:03125. The initial value for the parameter was chosen to be small enough to yield a very smooth initial reconstruction 14] but to approach the broken parabola in a reasonable amount of computation time.
We terminated iterations at a given when the relative energy change En?E n?1
En?E 0 was less than the threshold = 0:05 as described in Sec. 3. The entire simulation was terminated using a threshold value of = 0:1 as described in Sec. 3. With these criteria for WM, there were approximately 5 to 20 iterations per each for a total of around 200 iterations. For WP reconstructions was set to 5.0 for both phantoms, and to 0.1 for phantom A and 0.2 for phantom B. Stopping criteria were identical to the WM case. The initial condition for f was a constant intensity of 1.0 for all four algorithms and z was initialized to 0.5 for both WM and WP algorithms. Figures 5 and 6 show anecdotal reconstructed images from the four reconstruction algorithms for both phantoms. Several qualitative observations may be noted in Fig. 5 . The WM reconstruction, Fig. 5(c) , looks arti cially patchy, a result not unexpected since WM tends to favor piecewise constant reconstructions. The gradient limit e ects (\patchiness") may be reduced by increasing , but then a tradeo results and the reconstructed images become excessively smooth. The WM attempts to create step edges even in the ramp regions, resulting in spurious discontinuities. By extension to a higher order model, the WP reconstructions avoid the artifacts of WM reconstructions as seen in Fig. 5(d) . Comparison of WP to the EM reconstructions in Fig. 5 shows that WP reduces noise without introducing artifacts. While the visual improvements from EM-1 and EM-2 to WP are not stunning, close inspection reveals that the WP reconstruction, in fact, captures subtle aspects of the phantom in Fig. 5 that are missed by the EM-algorithms. These qualitative observations are supported by quantitative analyses below. Further qualitative observations are shown in Fig. 6 , using the piecewise constant Ho man phantom of Fig. 4(b) . The WM reconstruction in Fig. 6(c) does not appear to be qualitatively stunning, but performs relatively well in a quantitative sense as described below. Again, the WP reconstruction of Fig. 6(d) suppress noise with no ill e ects when compared to the EM reconstructions of Figs. 6(a) and (b) . Figure 7 (a) shows two lines on phantom A along which pro les are displayed for the four algorithms. The pro les for line 2 in Figs. 7(e)-(h) are revealing. Both EM plots are noisy, the result for EM-1 (fewer iterations) is smoother than that for EM-2 but incurs a bias error. The WM reconstruction illustrates the tendency towards piecewise constant regions. Note especially in Fig. 7(g) , the pro le in the edge region around pixel 37. The WM has reconstructed a ramp as a step edge typifying the kinds of ensemble accuracy and precision errors reported below. On the other hand, the at regions are, as expected, better approximated by WM than the EM algorithms. Comparison of the WP result in Fig. 7(h) shows that the noise errors typical of EM (Figs. 7(e) and (f)) and edge approximation and hot spot errors typical of WM Fig. 7(g) wheref k ij is the k th reconstruction of phantom f at location (i; j) and the summation is over K = 40 independent noise trials. To display the bipolar bias image, an intermediate grey scale value of 128 out of 256 levels was used as zero bias. A standard deviation image, ij , is de ned as
where f ij is the mean off ij over the noise trials de ned as f ij def = 1
Note that the same grey scale normalization is used for all images in a given gure to allow fair comparisons. Figures 8 and 9 show our bias/STD images for phantoms A and B, respectively. In general, the bias images in Figs. 8 and 9 show a negative bias for high-signal (grey matter) regions and a positive bias for low signal (white matter) regions. Despite the unsatisfactory WM anecdotal images, the bias for WM (Figs. 8(b) and 9(b) ) compares favorably with that of EM-1 and WP. The bias for WM appears less correlated with image intensity than for the case of WP and EM-1. More interesting results are seen in the case of STD images. The STD images for EM, Figs. 8(d) and 9(d) show noise growing with signal intensity as expected. The de ciency of the WM prior is illustrated in the STD images, Figs. 8(e) and 9(e). In both ramplike (Fig. 8) and steplike (Fig. 9) edge regions, the variance is high. This e ect appears to be due to the fact that the WM prior results in unstable estimates of edge location; in di erent noise realizations, the locations of continuity breaks can shift. However, in regions far from edges, the WM performs well in the sense of low variance. The WP prior produces excellent variance results as seen in Figs. 8(f) and 9(f) . The relatively uniform STD images there indicate low variance both in ramp and step regions, as well as in constant regions. By themselves, the excellent variance results for WP are not signi cant, since low variance can be obtained simply by oversmoothing. When combined with good bias performance, however, the WP higher order prior indeed shows an advantage relative to EM and WM. Note also that the good performance of WP even for the Ho man phantom illustrates that the weak plate prior adequately subsumes the case of piecewise at image structure.
We also compared regional bias and variance for each reconstruction algorithm using two di erent measures. The rst measure, designed to assess regional quantitation performance, is simply the bias and variance of a random variable Z k;R = 1 Inspection of these shows that as we increase the number of iterations from EM-1 to EM-2, bias improves at the expense of variance, as expected. Comparison of the results for WP and WM shows WP typically does much better in terms of STD than WP in regions 1 -7 containing edge structure, and does slightly better in bias in these regions. On the other hand, in constant regions (8, 10, 11, 16, 17) , WM has improved STD, but not bias. Overall, the WP prior leads to excellent STD behavior. At our choice of iteration number, the WP also outperforms EM in bias, though at high iteration number ( 200), EM bias is comparable. At these high iterations, EM STD becomes exceedingly high, however. Figure 11 (a) shows a second set of regions chosen to surround interesting region structure: regions 9, 10, 11, 12, and 15 enclose interesting edge and ramplike structures, while other regions enclose relatively at regions of high and low signal intensity. In Figs. 11(b) -(e), we display B R G and STD R G . The plots again show an observed biasvariance tradeo with increasing iteration number for EM. The WP prior has nearly identical bias as WM, but lower STD, especially in edge regions. Comparison to the pointwise bias/STD images suggests that the higher WM STD is due to a mislocalization error of an edge by a WM prior since the WM pointwise STD is especially high in the vicinities of high gradient. Comparison of Figs. 11(d) and (e) shows that for the (boxed) regions enclosing signi cant edge structure, the WM STD is much higher than that for WP, but for (circled) at regions, WM compares favorably. Comparison of Figs. 11(b) , (c), (d), and (e) shows that for comparable performance in bias, the WP exhibits superior performance in variance in regions including edge structure.
Discussion and Conclusions
We have considered a new, higher order mechanical model as a prior. Regional bias and variance analyses show that the WP exhibits both small bias and variance in most of the regions that incorporate edge structure, as well as in smooth regions. A reasonable conclusion is that for comparable performance to EM and WM in bias, WP yields reduced variance in all types of regions. Although the WP prior favors piecewise linear ramplike regions, the results from the Ho man phantom show that the WP works even on the piecewise constant regions by stabilizing edge locations. In contrast, the WM prior produces inaccurate localization of estimated edges yielding the large variance in the edge regions, though it accurately reconstructs the piecewise constant regions.
Despite the encouraging results, any enthusiasm for the use for WP models should be tempered by the fact that the behavior of these priors with respect to hyperparameters ( and ) and annealing schedule is not yet completely quanti ed. In particular, the sensitivity of our bias/variance metrics to these parameters needs to be better understood. Our results are predicated on our choices for EM stopping rules, and on the asymptotic behavior of our WM and WP algorithms. The WP and WM reconstruction methods could be made more practical by a systematic way of determining parameters , , and the annealing schedule for . Our own initial e orts for 32, 33] parameter determination utilize maximum likelihood methods with training data, and other e orts 34] have been reported for determining .
We note that, for our simulations, the total computing time for the WP and WM reconstruction algorithms is about 8 times as long as the EM reconstructions. In fact, though the WP and WM algorithms appear complex, they incur only a slightly greater computational cost per iteration than EM. As EM inevitably becomes practical, so will this form of GEM algorithm. For example, EM reconstruction times of 30 sec/plane for unoptimized code on a conventional workstation are reported in 35], and these times can be dramatically reduced with parallel processing. 
