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Abstract
A world-volume model of a non-critical 3-brane is quantized in a
strong coupling phase in which fluctuations of the conformal mode
become dominant. This phase, called the conformal-mode dominant
phase, is realized at very high energies far beyond the Planck mass
scale. We separately treat the conformal mode and the traceless mode
and quantize the conformal mode non-perturbatively, while the trace-
less mode is treated in a perturbative method that is renormalizable
and asymptotically free. In the conformal-mode dominant phase, the
coupling of the traceless mode vanishes, and the world-volume dy-
namics are described by a four-dimensional conformal field theory
(CFT4). We canonically quantize this model on R × S3, where the
dynamical fields are expanded in spherical tensor harmonics on S3,
which include both positive-metric and negative-metric modes. Con-
formal charges and a conformal algebra are constructed. They yield
strong constraints on physical states. We find that all negative-metric
modes are related to positive-metric modes through the charges, and
thus negative-metric modes are themselves not independent physical
modes. Physical states satisfying the conformal invariance conditions
are given by particular combinations of positive-metric and negative-
metric modes. An infinite number of such physical states are con-
structed. In the appendices, we construct spherical vector and tensor
harmonics on S3 in practical forms using the Wigner D functions and
the Clebsch-Gordan coefficients and calculate the integrals of three
and four products of these harmonics over S3.
1E-mail address : hamada@post.kek.jp
2E-mail address : horata@post.kek.jp
1 Introduction
In this paper, we quantize a world-volume model of a 3-brane. As in
the case of non-critical string [1, 2, 3, 4, 5, 6, 7, 8, 9], the action for the
conformal mode of the world-volume metric is induced from the measure
as the Wess-Zumino action [10] (Liouville action [1] in two dimensions) re-
lated to the conformal anomaly [11, 12, 13, 14, 15]. The conformal mode is
treated non-perturbatively in the sense that there is no coupling concerning
this mode. In four dimensions, we cannot make the conformal anomaly van-
ish. Fo this reason, we refer to a quantum theory of a 3-brane as a non-critical
3-brane [16, 17, 18, 19, 20, 21, 22]. Furthermore, considering a world-volume
model coupled to four-dimensional N = 4 super Yang-Mills theory (SYM4),
it is a world-volume model of a D3-brane [23, 24]. The aim of this paper is
to quantize a non-critical 3-brane on the R×S3 background, derive the con-
formal algebra corresponding to the Virasoro algebra in a non-critical string
on R × S, and construct physical states.
Of course, in four dimensions, the metric field becomes dynamical, and we
must solve the problem of world-volume singularities in the strong coupling
phase. We here consider a model in which singularities are removed quan-
tum mechanically. In this sense, the Einstein theory is excluded, because
singularities are solutions of Rµν = 0, so that the quantum weight of the
Einstein action becomes order 1: e−
∫
R ∼ o(1). To begin with, the action is
not bounded from below.
We here look for a model in which the world-volume becomes conformally
flat in the strong coupling phase of gravity realized in the energy region, i.e.
that in which E ≫ MP , where MP is the Planck mass [21, 22]. We call this
strong coupling phase the conformal-mode dominant phase. This implies that
configurations in which the Weyl tensor Cµνλσ vanishes become dominant in
this phase.
The conformal-mode dominant phase is realized by the quantum weight
exp(− 1
t2
∫
C2µνλσ) [25, 26, 27, 28, 29, 21, 22]. This weight implies that singular
configurations have vanishing weights, 3 and the Cµνλσ = 0 configuration
becomes dominant in the limit t→ 0. Here, t is the coupling of the traceless
mode. Thus, the asymptotic freedom [27, 22] now implies that the world-
3The singularity that satisfies Cµνλσ = 0 is not considered here. However, this singu-
larity is removed by the action of the conformal mode induced from the measure.
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volume becomes conformally flat at very high energies far beyond the Planck
scale. This feature is called an asymptotically conformal flatness [21, 22].
Here, it is worth commenting that this weight gives the same value for all
configurations for which only the values of the conformal mode are different,
because of the conformal invariance of the Weyl action. Thus, we must
integrate the conformal mode exactly over the entire range.
The fact that there is no singularity implies that point-like excitations are
forbidden for E ≥ MP , because for such energies, a particle is a mini black
hole. This is an advantageous feature of the model when we consider unitarity
in the strong coupling phase, i.e. the information loss problem. In fact, at
such energies, the Heisenberg uncertainty for the position, ∆x ∼ h¯
MP c
= LP ,
becomes smaller than the Schwarzshild radius, 2GNMP
c2
= 2LP , where GN is
the gravitational constant and LP is the Planck length. Thus, all information
regarding such a point-like excitation is inside the black hole, so that it is
lost, because we cannot extract it. This means that we must abandon the
standard particle picture for E ≥ MP . The fact that such singularities are
forbidden quantum mechanically implies that physical states are changed in
this energy region.
The conformal invariance determines the kind of world-volume excitations
that arise in the conformal-mode dominant phase. This is related to the
problem of negative-metric modes in higher-derivative actions. Because we
cannot remove such undesired modes using gauge degrees of freedom, we
need a new mechanism to confine them [26, 28, 29]. We here assert that
the conformal invariance is just such a new mechanism. In order to solve
this problem, we construct conformal charges and a conformal algebra that
define physical states in the strong coupling phase. In fact, we find that
conformal charges relate negative-metric modes to positive-metric modes so
that no negative-metric modes are independent. Physical states satisfying
the conformal invariance condition are given by particular combinations of
positive-metric and negative-metric modes. There are an infinite number of
such physical states. We construct them in definite forms.
This paper is organized as follows. In the next section, we define a model
of a non-critical 3-brane and summarize the advantageous properties of this
model and the problems we must solve. In Sect.3 we canonically quantize the
model on R×S3 in the conformal-mode dominant phase. We here introduce
the radiation+ gauge, in which the space of the residual gauge symmetry
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becomes equivalent to the space spanned by the conformal Killing vectors on
R×S3. The mode expansions and canonical commutation relations are listed
there. In Sect.4, we construct conformal charges and their algebra for all dy-
namical fields. The scalar fields and the conformal mode have already been
constructed by Antoniadis, Mazur and Mottola [20]. We develop their cal-
culations, as we can treat fields with vector and tensor indices, in particular
the traceless mode. In Sect.5, physical state conditions are defined. There,
we give definite expressions of physical states. The last section is devoted to
conclusions. In the appendices we develop the technique for spherical tensor
harmonics on S3. We construct them in practical forms using the Wigner D
functions and the Clebsch-Gordan coefficients and calculate the integrals of
products of three and four harmonics. Useful formulae, product expansions,
crossing relations, and so on, are obtained there.
2 A World-volume Model of a Non-critical
3-brane
We would like to construct a non-critical 3-brane theory without world-
volume singularities. We here propose a non-singular model in which the
world-volume metric becomes conformally flat in the strong coupling phase
of gravity. This implies that fluctuations of the conformal mode become
dominant in the region of energies much higher than the Planck energy.
Such a configuration is characterized by the vanishing of the Weyl tensor.
A model satisfying this non-singular condition was proposed in Refs.[21,
22]. This model is defined, in the Lorentzian signature (−1, 1, 1, 1), by the
partition function
Z =
∫
[g−1dg]g[dA]g[dX ]g exp(iI), (2.1)
with the action
I =
∫
d4x
√−g
{
− 1
t2
CµνλσC
µνλσ − bG4 + M
2
G
2
R − Λ (2.2)
−1
4
FµνF
µν − 1
2
(
∂µX∂µX +
1
6
RX2
)}
.
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Here MG = MP/
√
8π is the reduced Planck mass. t is the coupling constant
of the traceless mode, and Cµνλσ is the Weyl tensor,
Cµνλσ = Rµνλσ−1
2
(gµλRνσ−gµσRνλ−gνλRµσ+gνσRµλ)+1
6
(gµλgνσ−gµσgνλ)R,
(2.3)
which is the field strength of the traceless mode. Also, G4 is the Euler density
in 4 dimensions,
G4 =
1
4
ǫµναβǫλσγδRµνγδRλσαβ
= RµνλσRµνλσ − 4RµνRµν +R2. (2.4)
The bare constant b is not an independent coupling. The renormalization
procedure for this constant is given in Ref.[22]. The fields X and A are the
scalar and gauge fields. Considering a model coupled to N = 4 SYM4 [24],
it can be regarded as a world-volume model of a D3-brane [23].
We here summarize the advantageous features of this world-volume model:
• The perturbative expansion in the coupling, t, is renormalizable at
higher order [22] and asymptotically free [27]. This implies that at
very high energies much greater than the Planck scale, configurations
in which the Weyl tensor vanishes become dominant. This condition is
refered to as asymptotically conformal flatness (ACF) [21, 22].
• ACF implies that fluctuations of the conformal mode become impor-
tant. This corresponds to a strong coupling phase of gravity, called the
conformal-mode dominant phase. In this phase, the conformal mode
must be quantized non-perturbatively, so that the model can be de-
scribed as CFT4.
• There is no pure R2 action, because it is forbidden by the condition
of integrability,[15, 16, 17]4 or higher-order renormalizability [22]. The
4The integrability condition is expressed by the equation [δω1 , δω2 ]Γ = 0, where δω
is a conformal variation and Γ is the 1PI gravitational effective action [15]. This is the
condition determining whether Γ exists, because Γ is obtained by integrating the ordinary
action with respect to the conformal mode. This condition, in addition to forbidding the
R2 action, requires the action to be a combination of C2µνλσ and G4 and also requires
conformal coupling for scalar fields. On the other hand, there is no restriction for actions
with dimensional parameters, such as the Einstein action, the cosmological constant and
mass terms of matter fields.
4
kinetic term of the conformal mode is induced from the measure, as in
the case of a non-critical string. This fact is also important to ensure
ACF.
• ACF implies that there is no singular excitation in the strong coupling
phase. This implies that physical states change in this phase.
The world-volume metric in the conformal-mode dominant phase is given
by [8, 21, 22]
gµν = e2φgˆµλ(δλν + th
λ
ν + · · ·), tr(h) = 0, (2.5)
where hµν is the traceless mode. Note that there is no coupling for the
conformal mode, φ.
Of course, there is a strong coupling phase in which the traceless-mode
coupling becomes strong. We call this phase the traceless-mode dominant
phase. It is realized near the Planck energy, where we must take into account
the ordinary strong coupling ingredients, like gravitational instantons [30].
In the energy region much below the Planck scale, the Einstein action be-
comes dominant. This is the classical phase, in which the standard weak-field
approximation becomes valid.
The kinetic term and the interaction terms of the conformal mode are
induced from the measure [22]. In the limit of the vanishing coupling t, only
the kinetic term remains, and the partition function (2.1) can be equivalently
re-expressed as
Z(gˆ) =
∫
[dφ]gˆ[dh]gˆ[dX ]gˆ[dA]gˆ exp(iICFT), (2.6)
where ICFT = S + It=0, and S is the induced Wess-Zumino action (the local
part of the Riegert action [16]) related to the conformal anomaly for G4,
S = − b1
(4π)2
∫
d4x
√
−gˆ
{
2φ∆ˆ4φ+ Eˆ4φ
}
. (2.7)
Here,
√−g∆4 is the conformally invariant 4-th order operator given by
∆4 = ✷
2 + 2Rµν∇µ∇ν − 2
3
R✷+
1
3
(∇µR)∇µ, (2.8)
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and E4 = G4− 23✷R, which satisfies the equation
√−gE4 =
√−gˆ(4∆ˆ4φ+Eˆ4)
concerning the metric gµν = e2φgˆµν . This action is the four-dimensional
counteraction of the Liouville action (the local part of the Polyakov action [1])
for a non-critical string. The coefficient b1 has been calculated as
b1 =
1
360
(NX + 62NA) +
769
180
, (2.9)
where NX and NA are the number of scalar fields and gauge fields [13].
The last term in (2.9) is the sum of 87/20 [27] and −7/90 [19], which are
the contributions from the traceless mode and conformal mode, respectively.
The conformal anomaly coefficients related to C2µνλσ and FµνF
µν , which are
related to β-functions, depend on the coupling. Therefore they vanish in the
limit of vanishing coupling.
It is worth commenting that the conformal anomaly is physically not an
anomalous quantity. It is a necessary ingredient to preserve diffeomorphism
invariance. Now, the metric is a dynamical variable, so that conformal in-
variance is a part of the diffeomorphism invariance/background-metric inde-
pendence. Thus, the conformal anomaly is a necessary ingredient to preserve
conformal invariance itself.
Lastly, we summarize a problem that we must solve, which is the pur-
pose of this paper. It is well known that higher-derivative actions introduce
undesired negative-metric modes, which cannot be removed by gauge symme-
try. In general, such modes must be removed. However, the negative-metric
modes in the metric fields are necessary to remove a world-volume singu-
larity. It is necessary that there exist no singularity in order to resolve the
unitarity problem in the strong coupling phase, called the ‘information loss
problem’. Therefore, we think that such undesired modes are actually nec-
essary to formulate a world-volume theory of a non-critical 3-brane, and we
conjecture that there is a yet unrecognized mechanism to confine them. We
here assert that this mechanism is conformal invariance.
3 Canonical Quantization of a Non-critical 3-
brane on R× S3
Quantum conformal invariance in the conformal-mode dominant phase
is now manifest, because we integrate the conformal mode exactly over its
6
entire domain without introducing the coupling concerning this mode. Thus,
the partition function
Z(gˆ) =
∫ ∞
−∞
dφZ(e2φgˆ) (3.1)
satisfies the equation
Z(e2ωgˆ) =
∫ ∞
−∞
dφZ(e2(φ+ω)gˆ) =
∫ ∞
−∞
dφ′Z(e2φ′ gˆ) = Z(gˆ) (3.2)
for any local function ω; that is, any conformal change of the background-
metric can be absorbed through a local shift of the conformal mode. Thus, a
non-critical 3-brane in the conformal-mode dominant phase is described by
CFT4. (For recent developments of CFT4 see, for example, Refs.[31, 32, 33]).
To quantize the model, we must specify the background metric, gˆµν . Ow-
ing to the conformal invariance, all models transformed by the conformal
transformation into each other are equivalent. We here choose the R × S3
metric, given by
dsˆ2R×S3 = −dt2 + γˆijdxidxj
= −dt2 + 1
4
(dα2 + dβ2 + dγ2 + 2 cosβdαdγ), (3.3)
where xi = (α, β, γ), with i = 1, 2, 3, are the Euler angles and t is the
time. Henceforth, we mainly use t to denote the time. The curvatures are
given by Rˆ0µνλ = Rˆ0µ = 0, Rˆijkl = (γˆikγˆjl − γˆilγˆjk), Rˆij = 2γˆij and Rˆ = 6.
Here, we take radius of S3 to be unity. Thus, the missing dimensions in the
expressions given below originate from the radius. The advantages of this
metric are that mode expansions and canonical commutation relations have
simple, diagonal forms, and the level of states is parametrized by a single
number, J , as discussed below.5
5In a flat background, M4 or R× T 3, the mode expansion of a 4-th order field is given
by [34]
φ =
1
2
∫
d3p
(2pi)3/2
1
|p|3/2
[
{a(p) + itb(p)}eipµxµ + h.c.
]
,
where pµ = (p0,p). There is an unusual time dependence in the undesired mode, b, which
does not arise in the case of R×S3. The commutation relations have the off-diagonal forms
[a(p), a†(q)] = δ3(p−q), [a(p), b†(q)] = [b(p), a†(q)] = |p|δ3(p−q) and [b(p), b†(q)] = 0.
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3.1 Radiation+ gauge
The kinetic term of the traceless mode is invariant under the gauge trans-
formation defined by δξhµν = ∇ˆµξν + ∇ˆνξµ − 12 gˆµν∇ˆλξλ. To quantize the
traceless mode, let us first consider the radiation gauge, in which
h00 = ∇ˆihi0 = ∇ˆihi j = 0. (3.4)
We also use the radiation gauge for the vector field, so that A0 = ∇ˆiAi = 0.
The combined action of S and I on R × S3 in the radiation gauge is given
by
ICFT =
∫
dt
∫
S3
d3x
√
γˆ
{
− 2b1
(4π)2
φ
(
∂4t − 2∇ˆ2∂2t + ∇ˆ4 + 4∂2t
)
φ
−1
2
hi j
(
∂4t − 2∇ˆ2∂2t + ∇ˆ4 + 8∂2t − 4∇ˆ2 + 4
)
hji
+h0i
(
∇ˆ2 + 2
) (
−∂2t + ∇ˆ2 − 2
)
h0i
+
1
2
X
(
−∂2t + ∇ˆ2 − 1
)
X
+
1
2
Ai
(
−∂2t + ∇ˆ2 − 2
)
Ai
}
, (3.5)
where ∇ˆ2 = ∇ˆi∇ˆi is the Laplacian on S3.
In the radiation gauge, the fields can be expanded in spherical scalar, vec-
tor and tensor harmonics on S3, which are the eigenfunctions of the Lapla-
cian. Because the isometry group on S3 is SO(4) = SU(2) × SU(2), they
can be classified using the (JL, JR) representations of SU(2)×SU(2), where
JL and JR take integer or half-integer values.
The scalar harmonics, denoted by YJM , with J ≥ 0, belong to the (J, J)
representation of SU(2)× SU(2), which satisfies the eigenequation
∇ˆ2YJM = −2J(2J + 2)YJM , (3.6)
where M = (m,m′) and m,m′ = −J, · · · , J . The multiplicity of YJM is given
by the product of the left and the right SU(2) multiplicities, so that it is
totally (2J + 1)2.
The transverse vector harmonics, denoted by Y iJ(My), with J ≥ 12 and y =
±1
2
, belong to the (J+y, J−y) representation. They satisfy the eigenequation
∇ˆ2Y iJ(My) = {−2J(2J + 2) + 1}Y iJ(My), (3.7)
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where M = (m,m′) and
m = −J − y, − J − y + 1, · · · , J + y − 1, J + y,
m′ = −J + y, − J + y + 1, · · · , J − y − 1, J − y. (3.8)
Thus, the multiplicity is 2J(2J + 2) for each sign of y, so that it is totally
2(2J)(2J + 2).
The symmetric transverse traceless tensor harmonics of rank 2, denoted
by Y ijJ(Mx), with J ≥ 1 and x = ±1, belong to the (J+x, J−x) representation,
and hence satisfy the eigenequation
∇ˆ2Y ijJ(Mx) = {−2J(2J + 2) + 2}Y ijJ(Mx), (3.9)
where M = (m,m′) and
m = −J − x, − J − x+ 1, · · · , J + x− 1, J + x,
m′ = −J + x, − J + x+ 1, · · · , J − x− 1, J − x. (3.10)
Thus, the multiplicity is given by (2J − 1)(2J +3) for each sign of x, so that
it is totally 2(2J − 1)(2J + 3).
We wish to make the space of residual gauge symmetry equivalent to
the space spanned by the conformal Killing vectors on R× S3. The residual
symmetry space in the radiation gauge (3.4) defined by the equations δξh
0
0 =
δξ(∇ˆihi0) = δξ(∇ˆihi j) = 0 includes the vector ξµ =
(
0, f(t)Y i1/2(My)
)
, where
f(t) is an arbitrary function of the time. This space is slightly larger than
the space spanned by the conformal Killing vectors in which f(t) must be
a constant, which is given in Sect.4. The extra mode is the lowest mode,
e 1
2
(My), in the mode expansion of h
0i:
h0i =
∑
M,y
e 1
2
(My)(t)Y
i
1
2
(My) +
∑
J≥1
∑
M,y
eJ(My)(t)Y
i
J(My) + h.c.. (3.11)
From Eq.(3.7), we obtain (∇ˆ2 + 2)Y i1
2
(My)
= 0. Thus, substituting this mode
expansion into the action, we find that there is no kinetic term for the mode
e 1
2
(My). Therefore we remove this mode by using the residual gauge symmetry.
We thus have
e 1
2
(My) = 0. (3.12)
We call the radiation gauge with this condition the radiation+ gauge. The
residual symmetry is now equivalent to the space spanned by the conformal
Killing vectors.
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3.2 Mode expansions and canonical commutation re-
lations
From the gauge fixed action, we can easily obtain the equations of mo-
tion. The scalar and vector fields are expanded in X ∼ e−iωtYJM and
Ai ∼ e−iωtY iJ(My). We then obtain the equations of motion{
ω2 − (2J + 1)2
}
X = 0, (3.13){
ω2 − (2J + 1)2
}
Ai = 0. (3.14)
Therefore, we obtain ω = ±(2J+1) for both the scalar and gauge fields, and
thus they are expanded as
X =
∑
J≥0
∑
M
1√
2(2J + 1)
{
ϕJMe−i(2J+1)tYJM + ϕ
†
JMe
i(2J+1)tY ∗JM
}
, (3.15)
Ai =
∑
J≥ 1
2
∑
M,y
1√
2(2J + 1)
{
qJ(My)e−i(2J+1)tY iJ(My) + q
†
J(My)e
i(2J+1)tY i∗J(My)
}
.
(3.16)
The fields are normalized such that the canonical commutation relations
become [
ϕJ1M1, ϕ
†
J2M2
]
= δJ1J2δM1M2, (3.17)[
qJ1(M1y1), q
†
J2(M2y2)
]
= δJ1J2δM1M2δy1y2 , (3.18)
where δM1M2 = δm1m2δm′1m′2 .
For the conformal mode, φ ∼ e−iωtYJM , we obtain{
ω2 − (2J)2
} {
ω2 − (2J + 2)2
}
φ = 0. (3.19)
Thus, ω = ±2J,±(2J + 2), and the conformal mode is expanded as
φ =
π
2
√
b1
[
2(qˆ + pˆt)Y00
+
∑
J≥ 1
2
∑
M
1√
J(2J + 1)
{
aJMe−i2JtYJM + a
†
JMe
i2JtY ∗JM
}
(3.20)
+
∑
J≥0
∑
M
1√
(J + 1)(2J + 1)
{
bJMe−i(2J+2)tYJM + b
†
JMe
i(2J+2)tY ∗JM
}]
,
10
where Y00 =
1√
Vol(S3)
= 1√
2π
. Quantization can be carried out using the
standard method of higher-derivative theories. We introduce the new variable
χ = ∂tφ and rewrite the action in terms of the variables φ, χ, ∂tφ and ∂tχ.
Then, solving the equation χ−∂tφ = 0 as a constraint in the Dirac procedure,
we obtain the commutation relations,
[qˆ, pˆ] = i, (3.21)[
aJ1M1 , a
†
J2M2
]
= δJ1J2δM1M2, (3.22)[
bJ1M1 , b
†
J2M2
]
= −δJ1J2δM1M2 . (3.23)
Thus, aJM has a positive metric and bJM has a negative metric.
For the traceless modes, hij ∼ e−iωtY ijJ(Mx) and h0i ∼ e−iωtY iJ(My), in the
radiation+ gauge, we obtain{
ω2 − (2J)2
} {
ω2 − (2J + 2)2
}
hij = 0, (3.24)
(2J − 1)(2J + 3)
{
ω2 − (2J + 1)2
}
h0i = 0. (3.25)
Therefore, ω = ±2J,±(2J +2) for hij and ω = ±(2J +1), J 6= 1
2
for h0i, and
their mode expansions are
hij =
1
4
∑
J≥1
∑
M,x
1√
J(2J + 1)
{
cJ(Mx)e−i2JtY
ij
J(Mx) + c
†
J(Mx)e
i2JtY ij∗J(Mx)
}
+
1
4
∑
J≥1
∑
M,x
1√
(J + 1)(2J + 1)
{
dJ(Mx)e−i(2J+2)tY
ij
J(Mx) (3.26)
+d†J(Mx)e
i(2J+2)tY ij∗J(Mx)
}
,
h0i =
1
2
∑
J≥1
∑
M,y
1√
(2J − 1)(2J + 1)(2J + 3)
{
eJ(My)e−i(2J+1)tY iJ(My)
+e†J(My)e
i(2J+1)tY i∗J(My)
}
. (3.27)
As in the case of the conformal mode, the quantization of hij can be carried
out by introducing the new variable χij = ∂th
ij . However, h0i is second order
in time, and therefore it is not necessary to introduce a new variable for it.
In this way, we obtain the commutation relations[
cJ1(M1x1), c
†
J2(M2x2)
]
= δJ1J2δM1M2δx1x2 , (3.28)
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[
dJ1(M1x1), d
†
J2(M2x2)
]
= −δJ1J2δM1M2δx1x2, (3.29)[
eJ1(M1y1), e
†
J2(M2y2)
]
= −δJ1J2δM1M2δy1y2. (3.30)
Thus, the cJ(Mx) are positive-metric modes, and the dJ(Mx) and eJ(My) are
negative-metric modes.
4 Conformal Algebra on R× S3
In this section, we construct conformal charges and their algebra in ex-
plicit forms. We know that, from the equation (3.2), the conformal variation
of the partition function with respect to the background metric vanishes.
Thus, conformal invariance means that
0 = gˆµν
δ
δgˆµν
Z(gˆ)
=
∫
[dφdhdAdX ]gˆigˆ
µν δICFT
δgˆµν
eiICFT +
∫
gˆµν
δ
δgˆµν
[dφdhdAdX ]gˆeiICFT
= −i1
2
√
−gˆ〈Tˆ µµ〉, (4.1)
where Tˆµν = Tµν+ tµν and Tµν = − 2√−gˆ
δICFT
δgˆµν
. Here, tµν is a four-dimensional
version of the Schwarz derivative, defined in terms of the functional derivative
of the Riegert action [16] constructed from gˆ, which gives a constant shift b1
to the Hamiltonian in the R× S3 background [20].
Conformal charges are defined by
Qξ =
∫
S3
dΩ3ξ
µTˆµ0, (4.2)
where dΩ3 = d
3x
√
γˆ and the quantities ξµ are conformal Killing vectors on
R× S3 which satisfy the equation
∇ˆµξν + ∇ˆνξµ − 1
2
gˆµν∇ˆλξλ = 0. (4.3)
Using Eq.(4.3) and the transverse condition for the stress tensor, ∇ˆµTˆµν = 0,
we can show that the charges are conserved: Q˙ξ = −13
∫
S3 dΩ3∇ˆiξiTˆ µµ = 0.
There are 15 conformal Killing vectors on R×S3: time translation, isome-
tries on S3, and special conformal transformations. These are discussed be-
low.
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Time translation Time translation is represented by the vector ξµT =
(1, 0, 0, 0). The corresponding charge is the Hamiltonian
H =
∫
S3
dΩ3Tˆ00. (4.4)
Isometries on S3 The Killing vectors on S3 are solutions of Eq.(4.3),
which are represented by ξµR = (0, ξ
i
R), where ∇ˆiξjR+ ∇ˆjξiR = 0 and ∂tξiR = 0.
The components ξiR are given by the vector harmonics of J =
1
2
, Y i1/2(My).
Owing to the characteristics of J = 1
2
, the vector harmonics can be expressed
in terms of the scalar harmonics as
(ξiR)MN = i
Vol(S3)
4
{
Y ∗1
2
M∇ˆiY 1
2
N − (∇ˆiY ∗1
2
M)Y 1
2
N
}
. (4.5)
Here, we use this expression to define the rotation generators on S3,
RMN =
∫
S3
dΩ3(ξ
i
R)MN Tˆi0. (4.6)
From the property of the scalar harmonics (A.11), we can demonstrate the
relations
RMN = −ǫM ǫNR−N−M , ǫM = (−1)m−m′ . (4.7)
Thus, only 6 of these generators are independent.
Special conformal transformations The remaining Killing vectors are
the 4 + 4 = 8 vectors given by ξµSC = (ξ
0
SC, ξ
i
SC),
ξ0SC =
1
2
√
Vol(S3)eitY ∗1
2
M , ξ
i
SC = −
i
2
√
Vol(S3)eit∇ˆiY ∗1
2
M , (4.8)
and their complex conjugates, which represent the special conformal trans-
formations. Substituting ξµSC into the definition (4.2), we obtain the following
expression for the charge of special conformal transformation:
QM =
√
Vol(S3)P (+)
∫
S3
dΩ3Y
∗
1
2
M Tˆ00, (4.9)
where P (+) = 1
2
eit(1+i∂t). The integral over S3 becomes functions of e±it, so
that P (+) selects the e−it part and causes the charge to be time-independent.
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In the following, we will construct these 15 charges, H , RMN , QM and
Q†M , explicitly for scalar fields, vector fields, the conformal mode and the
traceless mode and show that they form the closed algebra [20] defined by
the following: [
QM , Q
†
N
]
= 2δMNH + 2RMN (4.10)
and
[H,QM ] = −QM , (4.11)
[H,RMN ] = [QM , QN ] = 0, (4.12)
[QM , RM1M2 ] = δMM2QM1 − ǫM1ǫM2δM−M1Q−M2 , (4.13)
[RM1M2 , RM3M4 ] = δM1M4RM3M2 − ǫM1ǫM2δ−M2M4RM3−M1
−δM2M3RM1M4 + ǫM1ǫM2δ−M1M3R−M2M4. (4.14)
We can rewrite the algebra among the rotation generators (4.14) into
the familiar form of the SU(2) × SU(2) algebra. Let us parametrize the 4
representation of SU(2)× SU(2) as{(
1
2
,
1
2
)
,
(
1
2
,−1
2
)
,
(
−1
2
,
1
2
)
,
(
−1
2
,−1
2
)}
= (1, 2, 3, 4). (4.15)
Then we obtain
R14 = R41 = R23 = R32 = 0, R11 = −R44, R22 = −R33,
R12 = R34, R13 = R24, R21 = R43, R31 = R42. (4.16)
Noting that R†MN = RNM and identifying
A+ = R31, A− = R13 = R
†
31, A3 =
1
2
(R11 +R22),
B+ = R21, B− = R12 = R
†
21, B3 =
1
2
(R11 −R22), (4.17)
we find that the algebra (4.14) is equivalent to the standard SU(2)× SU(2)
algebra, i.e.,
[A+, A−] = 2A3, [A3, A±] = ±A±,
[B+, B−] = 2B3, [B3, B±] = ±B±, (4.18)
and A±,3 and B±,3 commute. The charges A±,3 (B±,3) act on the left (right)
SU(2) index of M = (m,m′).
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4.1 Scalar field
Let us first construct conformal charges for scalar fields. The energy
density of the scalar field on R × S3 is given by
T00 =:
1
2
∂tX∂tX − 1
2
X∂2tX +
1
12
∇ˆ2(X2) :, (4.19)
where :: indicates the normal ordering. Substituting this into the definition
of the conformal charge (4.9) and using the mode expansion (3.15) and the
property (A.11), we obtain
QM = P
(+)
∑
J1,M1
∑
J2,M2
1
4
√√√√ Vol(S3)
(2J1 + 1)(2J2 + 1)
∫
S3
dΩ3Y
∗
1
2
MYJ1M1YJ2M2
×
[{
−(2J1 + 1)(2J2 + 1) + (2J2 + 1)2 − 1
2
}
×
(
ϕJ1M1ϕJ2M2e
−i(2J1+2J2+2)t + ϕ˜†J1M1ϕ˜
†
J2M2e
i(2J1+2J2+2)t
)
+
{
(2J1 + 1)(2J2 + 1) + (2J2 + 1)
2 − 1
2
}
×
(
ϕJ1M1ϕ˜
†
J2M2e
−i(2J1−2J2)t + ϕ˜†J1M1ϕJ2M2e
i(2J1−2J2)t
)]
,(4.20)
where ϕ˜JM = ǫMϕJ−M and ǫM is defined in (4.7). Using the SU(2)× SU(2)
Clebsch-Gordan coefficient of type C, (B.1), and the properties, (B.2) and
(B.3), we find that only the functions of e±it remain. The projection operator,
P (+), selects the e−it part, and we finally obtain [20]
QM =
∑
J≥0
∑
M1,M2
C
1
2
M
JM1,J+
1
2
M2
√
(2J + 1)(2J + 2)ϕ˜†JM1ϕJ+ 12M2 , (4.21)
where
C
1
2
M
JM1,J+
1
2
M2
=
√
Vol(S3)
∫
S3
dΩ3Y
∗
1
2
MYJM1YJ+ 1
2
M2
=
√
(J + 1)(2J + 1)C
1
2
m
Jm1,J+
1
2
m2
C
1
2
m′
Jm′
1
,J+ 1
2
m′
2
. (4.22)
We can show that the charge (4.21) satisfies the conformal algebra (4.10)
with the Hamiltonian
H =
∑
J≥0
∑
M
(2J + 1)ϕ†JMϕJM (4.23)
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and the rotation generators on S3, in the parametrization (4.15),
R11 =
∑
J>0
∑
M
(m+m′)ϕ†JMϕJM , (4.24)
R22 =
∑
J>0
∑
M
(m−m′)ϕ†JMϕJM , (4.25)
R21 =
1
2
∑
J>0
∑
M
√
(2J + 2− 2m′)(2J + 2m′)ϕ†JMϕJM , (4.26)
R31 =
1
2
∑
J>0
∑
M
√
(2J + 2− 2m)(2J + 2m)ϕ†JMϕJM , (4.27)
where M = (m,m′ − 1) and M = (m− 1, m′).
4.2 Vector field
The energy density of the gauge field on R×S3 in the radiation gauge is
given by
T00 =:
1
2
∂tA
i∂tAi − 1
2
Ai(∇ˆ2 − 2)Ai + 1
2
∇ˆi(AjF ij) : . (4.28)
Substituting this into the definition of the charge (4.9) and using the mode
expansion (3.16), we obtain the expression
QM = −
∑
J≥ 1
2
∑
M1,y1,M2,y2
D
1
2
M
J(M1y1),J+
1
2
(M2y2)
√
(2J + 1)(2J + 2)q˜†J(M1y1)qJ+ 12 (M2y2),
(4.29)
where q˜J(My) = ǫMqJ(−My). The overall negative sign comes from the relation
Y ∗iJ(My) = −ǫMY iJ(−My). The D-coefficient is defined by
D
1
2
M
J(M1y1),J+
1
2
(M2y2)
=
√
Vol(S3)
∫
S3
dΩ3Y
∗
1
2
MY
i
J(M1y1)
Yi J+ 1
2
(M2y2)
=
√
J(2J + 3)C
1
2
m
J+y1m1, J+
1
2
+y2m2
C
1
2
m′
J−y1m′1, J+ 12−y2m′2
. (4.30)
This coefficient is a special case of the general one, DJMJ1(M1y1),J2(M2y2) defined
in Appendix B. For the case J = 1
2
given above, we find that the coefficient
vanishes in the case that the signs of y1 and y2 are different.
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The charge (4.29) satisfies the conformal algebra (4.10) with the Hamil-
tonian
H =
∑
J≥ 1
2
∑
M,y
(2J + 1)q†J(My)qJ(My) (4.31)
and the rotation generators
R11 =
∑
J≥ 1
2
∑
M,y
(m+m′)q†J(My)qJ(My), (4.32)
R22 =
∑
J≥ 1
2
∑
M,y
(m−m′)q†J(My)qJ(My), (4.33)
R21 =
1
2
∑
J≥ 1
2
∑
M
√
(2J + 1− 2m′)(2J − 1 + 2m′)q†
J(M 1
2
)
qJ(M 1
2
)
+
1
2
∑
J≥ 1
2
∑
M
√
(2J + 3− 2m′)(2J + 1 + 2m′)q†
J(M− 1
2
)
qJ(M− 1
2
),(4.34)
R31 =
1
2
∑
J≥ 1
2
∑
M
√
(2J + 3− 2m)(2J + 1 + 2m)q†
J(M 1
2
)
qJ(M 1
2
)
+
1
2
∑
J≥ 1
2
∑
M
√
(2J + 1− 2m)(2J − 1 + 2m)q†
J(M− 1
2
)
qJ(M− 1
2
),(4.35)
where M = (m,m′ − 1) and M = (m− 1, m′).
4.3 Conformal mode
The stress tensor for the conformal mode is complicated. On R×S3, the
energy density is given by
T00 = − 2b1
(4π)2
:
{
(∂2t φ)
2 − 2∂tφ∂3t φ− ∂2t φ∇ˆ2φ+ 2∂tφ∂t∇ˆ2φ+ φ∂2t ∇ˆ2φ
−(∇ˆ2φ)2 − 4(∂tφ)2 + ∇ˆ2
(
2
3
(∂tφ)
2 − φ∂2t φ−
1
3
φ∇ˆ2φ+ 1
6
∇ˆ2(φ2)
)
+
2
3
∂2t ∇ˆ2φ−
2
3
∇ˆ4φ+ 4∇ˆ2φ
}
:, (4.36)
and t00 =
b1
2π2
. From this, we obtain [20]
QM =
(√
2b1 − ipˆ
)
a 1
2
M
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+
∑
J≥0
∑
M
C
1
2
M
JM1,J+
1
2
M2
{
α(J)a˜†JM1aJ+ 12M2
+β(J)b˜†JM1bJ+ 12M2 + γ(J)a˜
†
J+ 1
2
M2
bJM1
}
, (4.37)
where a˜JM = ǫMaJ−M , b˜JM = ǫMbJ−M and
α(J) =
√
2J(2J + 2),
β(J) = −
√
(2J + 1)(2J + 3), (4.38)
γ(J) = 1.
We can show that the charge satisfies the conformal algebra (4.10). When
we evaluate the commutator [QM , Q
†
N ], the crossing relation
∑
S
{
ǫM1C
1
2
M
J− 1
2
−M1,JSǫM2C
1
2
N
JS,J+ 1
2
−M2 −C
1
2
M
J+ 1
2
M2,JS
C
1
2
N
JS,J− 1
2
M1
}
= 0, (4.39)
which is a special case of (C.12), is useful to show that the off-diagonal
parts, a†b and b†a, vanish. The diagonal parts, a†a and b†b, produce the
Hamiltonian H and the rotation generators RMN . The Hamiltonian is given
by
H =
1
2
pˆ2 + b1 +
∑
J≥0
∑
M
{
2Ja†JMaJM − (2J + 2)b†JMbJM
}
, (4.40)
where the constant shift b1 comes from t00. The explicit forms of the rotation
generators are given in Appendix E.
4.4 Traceless mode
Let us determine the conformal charges in the traceless-mode sector. In
this case, the Hamiltonian is easily derived from the action as
H =
∑
J≥1
∑
M,x
{
2Jc†J(Mx)cJ(Mx) − (2J + 2)d†J(Mx)dJ(Mx)
}
−∑
J≥1
∑
M,y
(2J + 1)e†J(My)eJ(My). (4.41)
However, the traceless mode is too complicated to derive an expression of
the charge QM directly from the definition. Here we determine it indirectly.
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Our strategy is to assume the form of QM and then determine it by
imposing the condition that it satisfies the conformal algebra. Due to the
properties that QM belongs to the 4 representation of SU(2) × SU(2) and
the relation [H,QM ] = −QM , the general form is given by
QM =
∑
J≥1
∑
M1,x1,M2,x2
E
1
2
M
J(M1x1),J+
1
2
(M2x2)
{
α(J)c˜†J(M1x1)cJ+ 12 (M2x2)
+β(J)d˜†J(M1x1)dJ+ 12 (M2x2)
+γ(J)c˜†
J+ 1
2
(M2x2)
dJ(M1x1)
}
+
∑
J≥1
∑
M1,x1,M2,y2
H
1
2
M
J(M1x1);J(M2y2)
{
A(J)c˜†J(M1x1)eJ(M2y2)
+B(J)e˜†J(M2y2)dJ(M1x1)
}
+
∑
J≥1
∑
M1,y1,M2,y2
D
1
2
M
J(M1y1),J+
1
2
(M2y2)
C(J)e˜†J(M1y1)eJ+ 12 (M2y2),(4.42)
where c˜J(Mx) = ǫMcJ(−Mx), d˜J(Mx) = ǫMdJ(−Mx) and e˜J(My) = ǫMeJ(−My).
Here we use the same notation for the coefficients, α, β and γ, as in the
conformal-mode sector. For the time being, we take them to be arbitrary
functions. Below, we show that they are the same as (4.38).
The SU(2) × SU(2) Clebsch-Gordan coefficients of type D are given in
(4.30). The E coefficient is given by the following form:
E
1
2
M
J(M1x1),J+
1
2
(M2x2)
=
√
Vol(S3)
∫
S3
dΩ3Y
∗
1
2
MY
ij
J(M1x1)
YijJ+ 1
2
(M2x2)
=
√
(2J − 1)(J + 2)C
1
2
m
J+x1m1,J+
1
2
+x2m2
C
1
2
m′
J−x1m′1,J+ 12−x2m′2
. (4.43)
The H coefficient is given by
H
1
2
M
J(M1x1);J(M2y2)
=
√
Vol(S3)
∫
S3
dΩ3Y
∗
1
2
MY
ij
J(M1x1)
∇ˆiYjJ(M2y2)
= −
√
(2J − 1)(2J + 3)C
1
2
m
J+x1m1,J+y2m2C
1
2
m′
J−x1m′1,J−y2m′2 . (4.44)
These coefficients are special cases of the general ones, EJMJ1(M1x1),J2(M2x2) and
HJMJ1(M1x1);J2(M2y2), defined in Appendix B. For smaller values of J , as given
above, we can show that they vanish in the cases that the signs of x1 and
x2(y2) are different, and also that H
1
2
M
J1(M1x1);J2(M2y2)
∝ δJ1J2 .
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Let us calculate the commutator of QM and Q
†
N . We obtain the following
form:
[QM , Q
†
N ]
=
∑
J
∑
M1,x1
∑
M2,x2{
XM,N(M1x1),(M2x2)c
†
J(M1x1)
cJ(M2x2) − Y M,N(M1x1),(M2x2)d†J(M1x1)dJ(M2x2)
+ZM,N(M1x1),(M2x2)d
†
J− 1
2
(M1x1)
cJ+ 1
2
(M2x2)
+ ZN,M(M1x1),(M2x2)dJ− 12 (M1x1)c
†
J+ 1
2
(M2x2)
}
+
∑
J
∑
M1,x1
∑
M2,y2{
UM,N(M1x1);(M2y2)cJ+ 12 (M1x1)
e†J(M2y2) + U
N,M
(M1x1);(M2y2)
c†
J+ 1
2
(M1x1)
eJ(M2y2)
+V M,N(M1x1);(M2y2)d
†
J(M1x1)
eJ+ 1
2
(M2y2)
+ V N,M(M1x1);(M2y2)dJ(M1x1)e
†
J+ 1
2
(M2y2)
}
−∑
J
∑
M1,y1
∑
M2,y2
WM,N(M1y1),(M2y2)e
†
J(M1x1)
eJ(M2y2), (4.45)
where
XM,N(M1x1),(M2x2)
=
∑
T,x
{
α(J)2ǫM1E
1
2
M
J(−M1x1),J+ 12 (Tx)
ǫM2E
1
2
N
J+ 1
2
(Tx),J(−M2x2)
−α
(
J − 1
2
)2
E
1
2
M
J(M2x2),J− 12 (Tx)
E
1
2
N
J− 1
2
(Tx),J(M1x1)
−γ
(
J − 1
2
)2
ǫM1E
1
2
M
J(−M1x1),J− 12 (Tx)
ǫM2E
1
2
N
J− 1
2
(Tx),J(−M2x2)
}
−∑
V,y
A(J)2ǫM1H
1
2
M
J(−M1x1);J(V y)ǫM2H
1
2
N
J(−M2x2);J(V y), (4.46)
Y M,N(M1x1),(M2x2)
=
∑
T,x
{
β(J)2ǫM1E
1
2
M
J(−M1x1),J+ 12 (Tx)
ǫM2E
1
2
N
J+ 1
2
(Tx),J(−M2x2)
−β
(
J − 1
2
)2
E
1
2
M
J(M2x2),J− 12 (Tx)
E
1
2
N
J− 1
2
(Tx),J(M1x1)
+γ(J)2E
1
2
M
J(M2x2),J+
1
2
(Tx)
E
1
2
N
J+ 1
2
(Tx),J(M1x1)
}
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−∑
V,y
B(J)2H
1
2
M
J(M2x2);J(V y)
H
1
2
N
J(M1x1);J(V y)
, (4.47)
ZM,N(M1x1),(M2x2)
=
∑
T,x
{
−β
(
J − 1
2
)
γ(J)ǫM1E
1
2
M
J− 1
2
(−M1x1),J(Tx)ǫM2E
1
2
N
J(Tx),J+ 1
2
(−M2x2)
−α(J)γ
(
J − 1
2
)
E
1
2
M
J+ 1
2
(M2x2),J(Tx)
E
1
2
N
J(Tx),J− 1
2
(M1x1)
}
, (4.48)
UM,N(M1x1);(M2y2)
=
∑
T,x
{
−α(J)A(J)E
1
2
M
J+ 1
2
(M1x1),J(Tx)
H
1
2
N
J(Tx);J(M2y2)
−γ(J)B(J)ǫM2H
1
2
M
J(Tx);J(−M2y2)ǫM1E
1
2
N
J(Tx),J+ 1
2
(−M1x1)
}
−∑
V,y
C(J)A
(
J +
1
2
)
ǫM2D
1
2
M
J(−M2y2),J+ 12 (V y)
ǫM1H
1
2
N
J+ 1
2
(−M1x1);J+ 12 (V y)
,(4.49)
V M,N(M1x1);(M2y2)
=
∑
T,x
{
−β(J)B
(
J +
1
2
)
ǫM1E
1
2
M
J(−M1x1),J+ 12 (Tx)
ǫM2H
1
2
N
J+ 1
2
(Tx);J+ 1
2
(−M2y2)
−γ(J)A
(
J +
1
2
)
H
1
2
M
J+ 1
2
(Tx);J+ 1
2
(M2y2)
E
1
2
N
J+ 1
2
(Tx),J(M1x1)
}
+
∑
V,y
C(J)B(J)D
1
2
M
J+ 1
2
(M2y2),J(V y)
H
1
2
N
J(M1x1);J(V y)
, (4.50)
WM,N(M1y1),(M2y2)
=
∑
V,y
{
C(J)2ǫM1D
1
2
M
J(−M1y1),J+ 12 (V y)
ǫM2D
1
2
N
J+ 1
2
(V y),J(−M2y2)
−C
(
J − 1
2
)2
D
1
2
M
J(M2y2),J− 12 (V y)
D
1
2
N
J− 1
2
(V y),J(M1y1)
}
+
∑
T,x
{
B(J)2ǫM1H
1
2
M
J(Tx);J(−M1y1)ǫM2H
1
2
N
J(Tx);J(−M2y2)
+A(J)2H
1
2
M
J(Tx);J(M2y2)
H
1
2
N
J(Tx);J(M1y1)
}
. (4.51)
In order for the r.h.s. of the commutator (4.45) to form the Hamiltonian
and the rotation generators, the off-diagonal parts, Z, U and V , must vanish.
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To make Z vanish, the crossing relation
∑
T,x
{
ǫM1E
1
2
M
J− 1
2
(−M1x1),J(Tx)ǫM2E
1
2
N
J(Tx),J+ 1
2
(−M2x2)
−E
1
2
M
J+ 1
2
(M2x2),J(Tx)
E
1
2
N
J(Tx),J− 1
2
(M1x1)
}
= 0 (4.52)
is useful. This is a special case of (C.14). We can make Z vanish if the
following relation is satisfied:
α(J)γ
(
J − 1
2
)
= −β
(
J − 1
2
)
γ(J). (4.53)
To make U vanish, we use the crossing relation
∑
T,x
{
E
1
2
M
J+ 1
2
(M1x1),J(Tx)
H
1
2
N
J(Tx);J(M2y2)
+
1
2J
ǫM2H
1
2
M
J(Tx);J(−M2y2)ǫM1E
1
2
N
J(Tx),J+ 1
2
(−M1x1)
}
+
(2J − 1)(2J + 1)
(2J)2
∑
V,y
ǫM2D
1
2
M
J(−M2y2),J+ 12 (V y)
ǫM1H
1
2
N
J+ 1
2
(−M1x1);J+ 12 (V y)
= 0. (4.54)
This equation is obtained by removing the H ·D terms from Eqs. (C.16) and
(C.18). From this, we obtain the relations
1
2J
α(J)A(J) = γ(J)B(J), (4.55)
(2J − 1)(2J + 1)
(2J)2
α(J)A(J) = C(J)A
(
J +
1
2
)
. (4.56)
For V = 0, we use a slightly different crossing relation,
∑
T,x
{
ǫM1E
1
2
M
J(−M1x1),J+ 12 (Tx)
ǫM2H
1
2
N
J+ 1
2
(Tx);J+ 1
2
(−M2y2)
− 1
2J + 3
H
1
2
M
J+ 1
2
(Tx);J+ 1
2
(M2y2)
E
1
2
N
J+ 1
2
(Tx),J(M1x1)
}
+
(2J + 2)(2J + 4)
(2J + 3)2
∑
V,y
D
1
2
M
J+ 1
2
(M2y2),J(V y)
H
1
2
N
J(M1x1);J(V y)
= 0. (4.57)
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From this, we obtain the relations
1
2J + 3
β(J)B
(
J +
1
2
)
= −γ(J)A
(
J +
1
2
)
, (4.58)
(2J + 2)(2J + 4)
(2J + 3)2
β(J)B
(
J +
1
2
)
= −C(J)B(J). (4.59)
The solution of the equations (4.53), (4.55), (4.56), (4.58) and (4.59) is
not unique, as the signs of γ, A and B are indefinite. Although these signs are
intrinsically fixed when we determine the mode expansions (3.26) and (3.27),
such information is lost when we assume the form of QM , because they change
sign when the signs of the modes are changed, i.e., cJ(Mx) → −cJ(Mx), and so
on. We here fix the convention by choosing γ > 0. Then, A and B have the
same sign, and we take A,B > 0. Also, the signs of α, β and C are related
to the metric of the modes cJ(Mx), dJ(Mx) and eJ(My). Thus, α and β must be
positive and negative, respectively. Because of the negative metric of eJ(My)
and the sign factor of the relation Y ∗ij(My) = −ǫMY iJ(−My), C is positive.
From Eqs.(4.53), (4.55) and (4.58), we obtain, in the convention men-
tioned above,
α(J) =
√
2J(2J + 2)γ(J),
β(J) = −
√
(2J + 1)(2J + 3)γ(J), (4.60)
A(J) =
√
2J
2J + 2
B(J).
From Eqs.(4.56), (4.59) and (4.60), we obtain the recursion relation
A
(
J +
1
2
)2
=
(2J − 1)(2J + 1)(2J + 3)
(2J)2(2J + 4)
A(J)2. (4.61)
By solving this equation and substituting the result into Eqs.(4.60) and
(4.56), we obtain
A(J) =
√
2J
(2J − 1)(2J + 3)λ,
B(J) =
√
2J + 2
(2J − 1)(2J + 3)λ, (4.62)
C(J) =
√√√√(2J − 1)(2J + 1)(2J + 2)(2J + 4)
2J(2J + 3)
γ(J),
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where λ is a positive constant. The quantities λ and γ(J) are fixed by the
condition that the diagonal parts, X , Y and W , produce H and RMN in
the normalization (4.10) when substituting the values (4.60) and (4.62) into
them. Then, we finally obtain
γ(J) = 1, λ =
√
2. (4.63)
Here, note that C(J) is different from the factor
√
(2J + 1)(2J + 2) for vector
fields. Specifically, C(J) vanishes at J = 1
2
. This is a consequence of the
radiation+ gauge.
5 Physical States in a Non-critical 3-brane
In this section, we discuss physical states in a non-critical 3-brane. We
first introduce a conformally invariant vacuum for which all charges vanish.
This is uniquely given by |Ω〉 = e−
√
2b1qˆ|0〉 = e−2b1φ(t=i∞)|0〉, where |0〉 is the
standard Fock vacuum that vanishes when annihilation operators act. The
correction term denotes the background charge.6 The physical states are
spanned by the Fock space generated on the conformally invariant vacuum
satisfying the conditions 7
QM |phys〉 = 0 (5.1)
and
H|phys〉 = 4|phys〉, RMN |phys〉 = 0, (5.2)
where 4 denotes the number of dimensions of the world-volume.8 As in
the Gupta-Bleuler procedure, we do not impose a condition concerning Q†M .
Thus, in order to construct physical states, we must find creation operators
that commute with the charges QM .
6In the Euclidean space, we can
read the background charge as exp(− b1(4pi)2
∫ √
gˆGˆ4φ0) = exp(−2b1χφ0) from the Wess-
Zumino action, S, where φ0 is the zero mode of the conformal mode and χ = 2 is the
Euler number. Now, the background charges are assigned at the in- and out-conformally
invariant vacuums.
7The “weak” conditions employed in Ref.[20] are too strong to define physical states.
8This originates in the ghost sector concerning the residual gauge symmetry. In contrast
to the bc ghosts in a non-critical string, it is a quantum mechanical system with a finite
number of degrees of freedom.
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Physical states can be decomposed into four sectors: scalar fields, vector
fields, the traceless mode and the conformal mode. Each sector is an eigen-
state of the Hamiltonian that satisfies the condition (5.1). The conditions
(5.2) are imposed last, after combining all sectors by adjusting the zero-mode
value of the conformal mode. In this paper, we briefly discuss the scalar field
sector and the traceless-mode sector. Detailed arguments on the classifica-
tion of physical states for the other sectors as well as these sectors are given
in Ref.[35].
We seek creation operators that commute with QM . Such operators pro-
vide building blocks of physical states. Let us first calculate the commutators
between QM and the creation modes. Here, we first consider the scalar field
sector. The commutator of QM and ϕ˜
†
JM is given by
[QM , ϕ˜
†
JM1] =
√
2J(2J + 1)
∑
M2
ǫM1C
1
2
M
J−M1,J− 12M2
ϕ˜†
J− 1
2
M2
. (5.3)
Thus, only ϕ†00 commutes with QM .
Consider the operator with the level H = 2J + 2,
Φ˜†J3M3(J) =
J∑
K=0
∑
M1,M2
f(J,K)√
(2J − 2K + 1)(2K + 1)
CJ3M3J−KM1,KM2ϕ˜
†
J−KM1ϕ˜
†
KM2,
(5.4)
where Φ˜JM = ǫMΦJ−M . The commutator of QM and Φ˜
†
J3M3 is calculated as
[QM , Φ˜
†
J3M3(J)] =
J∑
K=0
∑
M1,M2
ϕ˜†
J−K− 1
2
M1
ϕ˜†KM2
×∑
S
{
f(J,K)
√
2J − 2K
2K + 1
ǫSC
1
2
M
J−K− 1
2
M1,J−K−SC
J3M3
J−KS,KM2 (5.5)
+f
(
J,K +
1
2
)√
2K + 1
2J − 2KǫSC
1
2
M
KM2,K+
1
2
−SC
J3M3
K+ 1
2
S,J−K− 1
2
M1
}
.
Using the crossing relation (C.11), we can make the r.h.s. vanish if and only
if J3 = J is an integer and f(J,K) satisfies the recursion relation
f
(
J,K +
1
2
)
= −2J − 2K
2K + 1
f(J,K). (5.6)
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Solving this recursion relation, we obtain
f(J,K) = (−1)2K
(
2J
2K
)
, (5.7)
up to the J-dependent normalization. Hereafter, we express Φ†JM(J) with
(5.7) as Φ†JM . If we impose Z2 symmetry, X ↔ −X , the operator (ϕ†00)n with
odd n is excluded, while that with even n is generated from Φ†00 = (ϕ
†
00)
2.
The operator commuting with the rotation generators, RMN , is obtained
by contracting all indices of multiplicity M = (m,m′), using the SU(2) ×
SU(2) Clebsch-Gordan coefficients of type C. Thus, the scalar field sector
of physical states is, for example, constructed as∑
M
Φ˜†JMΦ
†
JM |Ω〉,
∑
M1,M2,M3
CJ3M3J1M1,J2M2Φ
†
J3M3Φ˜
†
J1M1Φ˜
†
J2M2|Ω〉, (5.8)
and so on. In this way, we can construct an infinite number of states. Be-
cause of the factorization property of the SU(2) × SU(2) Clebsch-Gordan
coefficients, a general state is factorized into a combination of the operators
Φ†JM . Thus, these Φ
†
JM provide building blocks of the scalar field sector.
Next, consider the traceless mode sector. The commutators between QM
and the creation modes are given by
[
QM , c˜
†
J(M1x1)
]
= α
(
J − 1
2
) ∑
M2,x2
ǫM1E
1
2
M
J(−M1x1),J− 12 (M2x2)
c˜†
J− 1
2
(M2x2)
,
[
QM , d˜
†
J(M1x1)
]
= −γ(J) ∑
M2,x2
ǫM1E
1
2
M
J(−M1x1),J+ 12 (M2x2)
c˜†
J+ 1
2
(M2x2)
−β
(
J − 1
2
) ∑
M2,x2
ǫM1E
1
2
M
J(−M1x1),J− 12 (M2x2)
d˜†
J− 1
2
(M2x2)
−B(J) ∑
M2,y2
ǫM1H
1
2
M
J(−M1x1);J(M2y2)e˜
†
J(M2y2)
, (5.9)
[
QM , e˜
†
J(M1y1)
]
= −A(J) ∑
M2,x2
ǫM1H
1
2
M
J(M2x2);J(−M1y1)c˜
†
J(M2x2)
−C
(
J − 1
2
) ∑
M2,y2
ǫM1D
1
2
M
J(−M1y1),J− 12 (M2y2)
e˜†
J− 1
2
(M2y2)
.
This is one of the most important conclusions of this paper. It is worth
commenting that the only creation mode that commutes with QM is c
†
1(Mx).
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No negative-metric modes, d† and e†, commute with QM . All of them are
related to the positive-metric mode c† through the charge QM . This implies
that these negative-metric modes are no longer independent physical modes
under the physical state condition QM = 0. Physical states are generated by
particular combinations of the positive-metric and negative-metric creation
modes. Thus, we believe that conformal invariance is a mechanism that
confines ghosts.
Let us now look for creation operators that commute with QM . There
are only two series for such operatos of level 2J with the index of the scalar
harmonic. We omit the derivation here. The results are as follows:
A˜†JM =
J−1∑
K=1
∑
M1,x1
∑
M2,x2
x(J,K)√
(2J − 2K + 1)(2K + 1)
×EJMJ−K(M1x1),K(M2,x2)c˜†J−K(M1x1)c˜†K(M2x2) (5.10)
for J ≥ 2, with integer J , and
A˜†J−1M =
J−1∑
K=1
∑
M1,x1
∑
M2,x2
x(J,K)√
(2J − 2K + 1)(2K + 1)
×EJ−1MJ−K(M1x1),K(M2,x2)c˜†J−K(M1x1)c˜†K(M2x2)
+
J−2∑
K=1
∑
M1,x1
∑
M2,x2
y(J,K)√
(2J − 2K − 1)(2K + 1)
×EJ−1MJ−K−1(M1x1),K(M2,x2)d˜†J−K−1(M1x1)c˜†K(M2x2)
+
J− 3
2∑
K=1
∑
M1,x1
∑
M2,y2
w(J,K)√
(2J − 2K)(2K + 1)
×HJ−1M
J−K− 1
2
(M1x1);K(M2,y2)
c˜†
J−K− 1
2
(M1x1)
e˜†K(M2y2)
+
J−2∑
K=1
∑
M1,y1
∑
M2,y2
v(J,K)√
(2J − 2K − 1)(2K + 1)
×DJ−1MJ−K−1(M1y1),K(M2,y2)e˜†J−K−1(M1y1)e˜†K(M2y2)(5.11)
for J ≥ 2, with integer J , where
x(J,K) = (−1)2K
√√√√( 2J
2K
)(
2J − 2
2K − 1
)
,
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y(J,K) = −2(2J − 2K − 1)x(J,K), (5.12)
w(J,K) = −2
√
2
√√√√(2J − 2K − 1)(2J − 2K)
2K(2K − 1)(2K + 3) x(J,K),
v(J,K)
= −
√√√√(2K − 1)(2K + 1)(2J − 2K − 3)(2J − 2K − 1)
(2K + 3)(2J − 2K + 1) x
(
J,K +
1
2
)
.
There are other operators with the index of the tensor harmonics up to
rank 4 [35]. These operators, along with c†1(Mx), provide building blocks of the
traceless mode sector. As discussed above, the operator that commutes with
the rotation generators RMN are obtained by contracting all indices of multi-
plicity M = (m,m′) and x and y, using the SU(2)× SU(2) Clebsch-Gordan
coefficients. The results are encouraging, because the creation operator in-
cluding the negative-metric modes, A†J−1M , has the advantageous feature
that the top term with the largest multiplicity is given by the positive-metric
modes, c†c†. This term may give the greatest contribution to the norm, and
therefore it is expected to be positive.
Finally, we briefly discuss the conformal mode sector, which must be
managed separately, because of the existence of the zero mode. Here we
consider the state that depends only on the conformal mode, eipqˆ|Ω〉. The
Hamiltonian condition in (5.2) gives the equation 1
2
(p+ i
√
2b1)
2 + b1 = 4, so
that p has the purely imaginary value −i α√
2b1
with α = 2b1
(
1−
√
1− 4
b1
)
,
where the fact that b1 > 4 is used and the solution that α approaches 4 in
the classical limit b1 →∞ is selected. This state, expressed by eαφ(t=i∞)|Ω〉,
is identified with the cosmological constant. As in the case of non-critical
strings, the conformal mode sector is not normalizable. This implies that the
partition function is given by a grand canonical ensemble, namely dynamical
triangulation [36]. Now, the chemical potential to stabilize the partition
function is the cosmological constant. Thus, the divergence of the norm in the
conformal mode sector is due to the fact that we do not consider a suppression
factor of the cosmological constant. The other three sectors are normalizable,
and they are regarded as propagation modes on four-dimensional random
surfaces.
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6 Conclusions
In this paper we proposed a world-volume model of a non-critical 3-brane.
As in the case of a non-critical string, the kinetic term of the conformal mode
is induced from the measure as the Wess-Zumino action related to the confor-
mal anomaly. We investigated the world-volume dynamics of this model in
the strong coupling phase, called the conformal-mode dominant phase, where
the conformal mode fluctuates greatly. We treated the conformal mode non-
perturbatively. The model possesses exact conformal invariance and can be
described by CFT4. We canonically quantized the model coupled to scalar
fields and vector fields on the R×S3 background. If coupled to N = 4 SYM4,
this model can be regarded as a world-volume model of a D3-brane.
In order to define the world-volume dynamics, we introduced the Weyl
action, which is necessary not only to make the model renormalizable but also
to remove the world-volume singularity, as discussed in Sect.1. The existence
of no singularity implies that standard point-like excitations are forbidden
quantum mechanically, because they are essentially black holes in the strong
coupling phase of gravity. We claimed that the Weyl action is necessary to
solve the information loss problem, even though it introduces negative-metric
modes. Furthermore, there is an advantage of the Weyl action, namely, that
inflation is induced by (dynamical) scales [37, 38, 39].
We showed that conformal invariance plays an important role in determin-
ing physical states in the conformal-mode dominant phase. We constructed
conformal charges and a conformal algebra and determined physical state
conditions. We found that all negative-metric modes are related to positive-
metric modes through the conformal charges, and therefore negative-metric
modes are themselves not independent physical modes. Physical states sat-
isfying the conformal invariance conditions are given by particular combina-
tions of positive-metric and negative-metric modes. Some definite forms of
them were constructed.
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A Spherical Tensor Harmonics on S3
In this appendix, we construct practical forms of symmetric transverse
traceless (ST2) tensor harmonics on S3 of arbitrary rank. The general ar-
gument is given in Ref.[40]. Here, we use the peculiar property that the
isometry group on S3 is SO(4) = SU(2)×SU(2). The ST2 tensor harmonics
can be classified according to the representations of SU(2)× SU(2).
The ST2 tensor harmonics of rank n, denoted by Y i1···inJ(Mǫn), belong to the
(J + ǫn, J − ǫn) representation of SU(2) × SU(2) for each sign of ǫn = ±n2 ,
which are the eigenfunctions of the Laplacian on S3,
∇ˆ2Y i1···inJ(Mǫn) = {−2J(2J + 2) + n}Y i1···inJ(Mǫn), (A.1)
where ∇ˆ2 = ∇ˆi∇ˆi. The quantity J (≥ n2 ) takes integer or half-integer values.
M = (m,m′) represents the multiplicity, which take the values
m = −J − ǫn, − J − ǫn + 1, · · · , J + ǫn − 1, J + ǫn,
m′ = −J + ǫn, − J + ǫn + 1, · · · , J − ǫn − 1, J − ǫn. (A.2)
The multiplicity of the ST2 tensor harmonic of rank n is given by the product
of the left and right SU(2) multiplicities, (2(J + ǫn) + 1)(2(J − ǫn) + 1), for
each sign of ǫn = ±n2 , and thus it is totally 2(2J + n + 1)(2J − n + 1) for
n ≥ 1. For n = 0, the multiplicity is given by (2J + 1)2.
In order to construct explicit forms of ST2 tensor harmonics on S3, we
have to specify the coordinate system. Here we introduce two coordinate
systems on R4. One is the Cartesian coordinate by xµ¯, with µ¯ = 0¯, 1¯, 2¯, 3¯, and
the other is the spherical polar coordinate system, denoted by xµ = (x0, xi),
with i = 1, 2, 3 and x0 = r = (xµ¯xµ¯)
1/2. The metrics in these coordinates
take the forms
dsR4 = δµ¯ν¯dx
µ¯dxν¯ = gµνdx
µdxν , (A.3)
where
gµν =
(
1 0
0 r2γˆij
)
, (A.4)
and γˆij is the metric on the unit S
3. The only nonzero Christoffel symbols
for the metric gµν are
Γ0ij = −rγˆij, Γi0j = Γij0 =
1
r
δij, Γ
i
jk = Γˆ
i
jk, (A.5)
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where Γˆijk is the Christoffel symbol constructed from the γˆij .
We here use the Euler angle parametrization xi = (α, β, γ), with i =
1, 2, 3, on S3. In this parametrization, the metric takes the form
γˆij =
1
4


1 0 cos β
0 1 0
cos β 0 1

 , (A.6)
where α, β and γ have the ranges [0, 2π], [0, π] and [0, 4π], respectively. The
volume element on the unit S3 is
dΩ3 = dx
3
√
γˆ =
1
8
sin βdαdβdγ, (A.7)
and the volume is Vol(S3) = 2π2. The Christoffel symbols Γˆijk = Γˆ
i
kj are
Γˆβαγ =
1
2
sin β,
Γˆααβ = Γˆ
γ
γβ =
1
2
cot β, (A.8)
Γˆγαβ = Γˆ
α
βγ = −
1
2 sin β
.
The relation between the two coordinate systems xµ¯ and xµ = (r, α, β, γ) is
given by
x0¯ = r cos
β
2
cos
1
2
(α+ γ),
x1¯ = r sin
β
2
sin
1
2
(α− γ),
x2¯ = −r sin β
2
cos
1
2
(α− γ),
x3¯ = −r cos β
2
sin
1
2
(α + γ). (A.9)
The ST2 tensor harmonics on S3 can be constructed by restricting to
S3 tensors on R4. We first construct scalar harmonics. Some important
formulae to define ST2 tensors of higher rank are introduced here. Then, we
construct higher rank tensors.
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Scalar harmonics The scalar harmonics on S3, denoted by YJM , which
satisfy the equation ∇ˆ2YJM = −2J(2J + 2)YJM , belong to the (J, J) repre-
sentation of the isometry group SU(2) × SU(2). It is well known that the
the Wigner D function DJmm′(x
i) in the Euler angle parametrization is an
eigenfunction of the Laplacian on S3. Thus, the scalar harmonics YJM on
S3 can be expressed in terms of the Wigner D function, where M = (m,m′)
and m = −J, · · · , J , m′ = −J, · · · , J . If we fix the normalization as∫
S3
dΩ3Y
∗
J1M1YJ2M2 = δJ1J2δM1M2, δM1M2 = δm1m2δm′1m′2 , (A.10)
we obtain
YJM =
√
2J + 1
Vol(S3)
DJmm′ , Y
∗
JM = ǫMYJ−M , (A.11)
where ǫM = (−1)m−m′ .
The Wigner D-function/scalar harmonics can be constructed if we imbed
S3 into the four-dimensional Euclidean space R4. Let τµ¯1···µ¯n be a symmet-
ric traceless rank-n tensor on R4 whose components are constant. Then,
the Wigner D function can be expressed in terms of a polynomial in the
coordinates xµ¯:
DJmm′ =
1
r2J
xµ¯1 · · ·xµ¯2J (τµ¯1···µ¯2J )mm′ , (A.12)
r = (xµ¯xµ¯)
1/2. (A.13)
From the second equation in (A.11), τµ¯1···µ¯n satisfies
(τµ¯1···µ¯n)
∗
mm′ = ǫM(τµ¯1···µ¯n)−m−m′ . (A.14)
The tensor τµ¯1···µ¯n is used to define the ST
2 spherical tensor harmonics of
rank n below. Here we give the explicit form of τµ¯. The Wigner D function
for J = 1
2
is given by
rD
1
2
mm′ =
(
r cos β
2
e−
i
2
(α+γ) −r sin β
2
e−
i
2
(α−γ)
r sin β
2
e
i
2
(α−γ) r cos β
2
e
i
2
(α+γ)
)
=
(
x0¯ + ix3¯ x2¯ + ix1¯
−x2¯ + ix1¯ x0¯ − ix3¯
)
,
(A.15)
where m,m′ = 1
2
,−1
2
. This is identified with xµ¯(τ
µ¯)mm′ , so that we obtain
τ 0¯ =
(
1 0
0 1
)
, τ 1¯ =
(
0 i
i 0
)
, τ 2¯ =
(
0 1
−1 0
)
, τ 3¯ =
(
i 0
0 −i
)
,
(A.16)
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where the (1, 1) compornents are (τ µ¯) 1
2
1
2
.
For J = 1, the Wigner D function is
D1mm′ =


1+cos β
2
e−i(α+γ) − sinβ√
2
e−iα 1−cos β
2
e−i(α−γ)
sinβ√
2
e−iγ cos β − sinβ√
2
eiγ
1−cos β
2
ei(α−γ) sinβ√
2
eiα 1+cos β
2
ei(α+γ)

 , (A.17)
where m,m′ = 1, 0,−1. From this expression, we can easily obtain (τ µ¯ν¯)mm′ .
For later use, we here give some important formulae satisfied by τµ¯ and
τµ¯ν¯ . From the normalization of the scalar harmonics, we obtain the expression
δm1m2δm′1m′2 =
∫
S3
dΩ3Y
∗
JM1
YJM2 (A.18)
=
2J + 1
Vol(S3)
∫
S3
dΩ3
1
r4J
xµ¯1 · · ·xµ¯2Jxν¯1 · · ·xν¯2J (τµ¯1···µ¯2J )∗m1m′1(τν¯1···ν¯2J )m2m′2 .
For J = 1
2
and J = 1, using the integral formulae
∫
S3
dΩ3x
µ¯xν¯ =
1
4
δµ¯ν¯
∫
S3
dΩ3x
2 =
r2Vol(S3)
4
δµ¯ν¯ , (A.19)
∫
S3
dΩ3x
µ¯xν¯xλ¯xσ¯ =
r4Vol(S3)
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(δµ¯ν¯δλ¯σ¯ + δµ¯λ¯δν¯σ¯ + δµ¯σ¯δν¯λ¯), (A.20)
we obtain the equations
(τ µ¯)∗m1m′1(τµ¯)m2m′2 = 2δM1M2, (A.21)
(τ µ¯ν¯)∗m1m′1(τµ¯ν¯)m2m′2 = 4δM1M2 . (A.22)
Furthermore, using the C coefficient calculated in the next section, we
obtain the equations
(τµ¯)
∗
m1m′1
(τ µ¯ν¯)mm′(τν¯)m2m′2 = 2
√
3C
1
2
M1
1M, 1
2
M2
. (A.23)
As a variant of these equations, using
∑
mm′(τ
µ¯)∗mm′(τ
ν¯)mm′ = 2δ
µ¯ν¯ , we obtain
(τ µ¯ν¯)mm′ =
√
3
2
∑
M1,M2
C1M1
2
M1,
1
2
M2
(τ µ¯)m1m′1(τ
ν¯)m2m′2 . (A.24)
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In this way, higher rank tensors can be constructed from compositions of the
tensors τ µ¯.
Finally, we give the important equation for the scalar harmonic with
J = 1
2
,
∇ˆi∇ˆjY 1
2
M =
1
3
γˆij∇ˆ2Y 1
2
M = −γˆijY 1
2
M . (A.25)
Vector harmonics Combining the scalar harmonics, the Clebsch-Gordan
coefficients and τ µ¯, we construct the vector harmonisc on S3, in the Cartesian
coordinate system on R4, as
Y µ¯J(My) =
1√
2
1
r
∑
N,S
CJ+ym
Jn, 1
2
s
CJ−ym
′
Jn′, 1
2
s′
YJN(τ
µ¯)ss′, (A.26)
where N = (n, n′), S = (s, s′) and y = ±1
2
. Using Eqs.(A.10), (A.21) and
(D.2), we can show that these harmonics satisfy the normalization∫
S3
dΩ3Y
µ¯∗
J1(M1y1)
Yµ¯J2(M2y2) =
1
r2
δJ1J2δM1M2δy1y2, (A.27)
and, from the relations (A.11), (A.14) and (D.1), we have
Y µ¯∗J(My) = −ǫMY µ¯J(−My). (A.28)
Furthermore, using the equation xµ¯(τµ¯)ss′ = r
√
Vol(S3)
2
Y 1
2
S and the property
of the D function given in (D.7), we obtain
xµ¯Y
µ¯
J(My) =
Vol(S3)
2
∑
N,S
CJ+ym
Jn, 1
2
s
CJ−ym
′
Jn′, 1
2
s′
YJNY 1
2
S = 0. (A.29)
This implies that, when going to spherical polar coordinates on R4, the r = x0
component of Y µJ(My) vanishes. Thus, using the relation Y
µ¯Yµ¯ = Y
µYµ =
1
r2
Y iYi, the normalization is equivalent to∫
S3
dΩ3Y
i∗
J1(M1y1)
YiJ2(M2y2) = δJ1J2δM1M2δy1y2 . (A.30)
We can also show that Y iJ(My) satisfies the transverse condition, ∇ˆiY iJ(My) = 0.
By differentiating Eq.(A.29), we obtain the expression
Y µ¯J(My) = −xλ¯∂µ¯Y λ¯J(My). (A.31)
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From this, we find that ∂µ¯Y
µ¯ = −1
2
xλ¯✷Y
λ¯ ∝ xλ¯Y λ¯ = 0. Thus, ∂µ¯Y µ¯ =
∇µY µ = 1r2 ∇ˆiY i = 0.
Using the relation between the two coordinate systems,
YµJ(My) =
∂xµ¯
∂xµ
Yµ¯J(My), (A.32)
we can obtain explicit forms of the vector harmonics in spherical polar coor-
dinates. As mentioned above, the radial component vanishes,
YrJ(My) = 0, (A.33)
where y = ±1
2
. The angular components of y = 1
2
are
YαJ(M 1
2
) =
i
2
√
2
√√√√(2J + 2m+ 1)(2J − 2m+ 1)
(2J + 1)Vol(S3)
D
J− 1
2
mm′ ,
YβJ(M 1
2
) =
1√
2(2J + 1)
1
sin β
{
m
√√√√(2J + 2m′ + 1)(2J − 2m′ + 1)
(2J + 1)Vol(S3)
D
J+ 1
2
mm′
−m′
√√√√(2J + 2m+ 1)(2J − 2m+ 1)
(2J + 1)Vol(S3)
D
J− 1
2
mm′
}
,
YγJ(M 1
2
) =
i
2
√
2
√√√√(2J + 2m′ + 1)(2J − 2m′ + 1)
(2J + 1)Vol(S3)
D
J+ 1
2
mm′ (A.34)
and those of y = −1
2
are
YαJ(M− 1
2
) =
i
2
√
2
√√√√(2J + 2m+ 1)(2J − 2m+ 1)
(2J + 1)Vol(S3)
D
J+ 1
2
mm′ ,
YβJ(M− 1
2
) =
1√
2(2J + 1)
1
sin β
{
m′
√√√√(2J + 2m+ 1)(2J − 2m+ 1)
(2J + 1)Vol(S3)
D
J+ 1
2
mm′
−m
√√√√ (2J + 2m′ + 1)(2J − 2m′ + 1)
(2J + 1)Vol(S3)
D
J− 1
2
mm′
}
,
YγJ(M− 1
2
) =
i
2
√
2
√√√√(2J + 2m′ + 1)(2J − 2m′ + 1)
(2J + 1)Vol(S3)
D
J− 1
2
mm′ . (A.35)
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These expressions are not used in this paper.
For the special case J = 1
2
, the vector harmonics satisfy
∇ˆ(iY j)1
2
(My)
=
1
2
(
∇ˆiY j1
2
(My)
+ ∇ˆjY i1
2
(My)
)
= 0. (A.36)
This equation expresses the fact that the vector harmonics Y i1
2
(My)
are the
Killing vectors on S3.
Tensor harmonics As in the case of the vector harmonics, the tensor
harmonics of rank 2 in Cartesian coordinates on R4 can be constructed,
using the symmetric traceless tensor τ µ¯ν¯ , as
Y µ¯ν¯J(Mx) =
1
2
1
r2
∑
N,T
CJ+xmJn,1t C
J−xm′
Jn′,1t′ YJN(τ
µ¯ν¯)tt′ , (A.37)
where N = (n, n′), T = (t, t′) and x = ±1. Using Eqs.(A.10), (A.22) and
(D.2), we can show that this satisfies the normalization
∫
S3
dΩ3Y
µ¯ν¯∗
J1(M1x1)
Yµ¯ν¯J2(M2x2) =
1
r4
δJ1J2δM1M2δx1x2, (A.38)
and, from the relations (A.11), (A.14) and (D.1), we have
Y µ¯ν¯∗J(Mx) = ǫMY
µ¯ν¯
J(−Mx). (A.39)
As in the case of the vector harmonics, we can easily show that the tensors
given by (A.37) satisfy the equation
xµ¯xν¯Y
µ¯ν¯
J(Mx) =
Vol(S3)
2
∑
N,T,U,S
CJ+xmJn,1t C
1t
1
2
u, 1
2
sC
J−xm′
Jn′,1t′ C
1t′
1
2
u′, 1
2
s′YJNY 1
2
UY 1
2
S = 0,
(A.40)
where U = (u, u′), and the properties of the D function (D.8) have been
used. Furthermore, mapping to spherical polar coordinates using the relation
YµνJ(Mx) =
∂xµ¯
∂xµ
∂xν¯
∂xν
Yµ¯ν¯J(Mx), we can directly show that the Yrµ components
vanish. This implies that the equation
xµ¯Y
µ¯ν¯
J(Mx) = 0 (A.41)
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is satisfied. We can also directly see that the harmonics Y ijJ(Mx) derived in this
way satisfy the transverse condition and the eigenequation (A.1) for n = 2.
We can easily generalize the construction of the vector and tensor har-
monics mentioned above to any rank as
Y µ¯1···µ¯nJ(Mǫn) ∝
∑
P,U
CJ+ǫnmJp,n
2
u C
J−ǫnm′
Jp′,n
2
u′ YJP (τ
µ¯1···µ¯n)uu′, (A.42)
where P = (p, p′) and ǫn = ±n2 .
B SU(2)× SU(2) Clebsch-Gordan Coefficients
In this section we calculate several SU(2)× SU(2) Clebsch-Gordan coef-
ficients defined by the integrals of three products of ST2 tensor harmonics.
C coefficients The most simple coefficient is given by the integral of a
product of three scalar harmonics. This coefficient can easily be calculated
using the following property of the Wigner D function:
CJMJ1M1,J2M2 =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMYJ1M1YJ2M2 (B.1)
=
√
(2J1 + 1)(2J2 + 1)
2J + 1
CJmJ1m1,J2m2C
Jm′
J1m′1,J2m
′
2
.
This coefficient vanishes unless the triangular conditions
|J1 − J2| ≤ J ≤ J1 + J2, (B.2)
with integer J + J1 + J2, and the requirement M = M1 +M2 are satisfied.
From the definition (B.1), we can easily see that the C coefficients satisfy
the relations
CJMJ1M1,J2M2 = C
JM
J2M2,J1M1
= CJ−MJ1−M1,J2−M2 = ǫM2C
J1M1
JM,J2−M2 . (B.3)
D coefficients Consider the SU(2) × SU(2) Clebsch-Gordan coefficients
including vector harmonics. The most simple one is
DJMJ1(M1y1),J2(M2y2) =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
i
J1(M1y1)YiJ2(M2y2) (B.4)
= r2
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
µ¯
J1(M1y1)
Yµ¯J2(M2y2).
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Using the result for three scalar harmonics, (B.1), and the formula (D.3)
relating three Clebsch-Gordan coefficients for the left and right SU(2) parts
separately, we obtain
DJMJ1(M1y1),J2(M2y2) = −
√
2J1(2J1 + 1)(2J1 + 2)2J2(2J2 + 1)(2J2 + 2)
2J + 1
×
{
J J1 J2
1
2
J2 + y2 J1 + y1
}{
J J1 J2
1
2
J2 − y2 J1 − y1
}
×CJmJ1+y1m1,J2+y2m2CJm
′
J1−y1m′1,J2−y2m′2 . (B.5)
The triangular condition for the standard Clebsch-Gordan coefficients implies
that this coefficient vanishes unless the triangular conditions
|J1 − J2| ≤ J ≤ J1 + J2 − 1 for y1 = y2,
|J1 − J2|+ 1 ≤ J ≤ J1 + J2 for y1 6= y2, (B.6)
with integer J + J1 + J2, and the requirement M = M1 +M2 are satisfied.
Also, the D coefficients satisfy the relations
DJMJ1(M1y1),J2(M2y2) = D
JM
J2(M2y2),J1(M1y1)
= DJ−MJ1(−M1y1),J2(−M2y2). (B.7)
E coefficients The most simple coefficient including tensor harmonics is
EJMJ1(M1x1),J2(M2x2) =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
ij
J1(M1x1)
YijJ2(M2x2) (B.8)
= r4
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
µ¯ν¯
J1(M1x1)
Yµ¯ν¯J2(M2x2).
As in the calculation of the D coefficients, using Eqs. (B.1) and (D.3), we
obtain
EJMJ1(M1x1),J2(M2x2)
=
√
(2J1 − 1)(2J1 + 1)(2J1 + 3)(2J2 − 1)(2J2 + 1)(2J2 + 3)
2J + 1
×
{
J J1 J2
1 J2 + x2 J1 + x1
}{
J J1 J2
1 J2 − x2 J1 − x1
}
×CJmJ1+x1m1,J2+x2m2CJm
′
J1−x1m′1,J2−x2m′2 . (B.9)
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This coefficient vanishes unless the triangular conditions
|J1 − J2| ≤ J ≤ J1 + J2 − 2 for x1 = x2,
|J1 − J2|+ 2 ≤ J ≤ J1 + J2 for x1 6= x2, (B.10)
with integer J + J1 + J2, and the requirement M = M1 +M2 are satisfied.
Also, the relations
EJMJ1(M1x1),J2(M2x2) = E
JM
J2(M2x2),J1(M1x1)
= EJ−MJ1(−M1x1),J2(−M2x2) (B.11)
are satisfied.
G coefficients Consider the SU(2) × SU(2) Clebsch-Gordan coefficients
with a derivative. The most simple one is constructed from scalar and vector
harmonics as
GJMJ1(M1y1);J2M2 =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
i
J1(M1y1)
∇ˆiYJ2M2 (B.12)
= −r2
√
Vol(S3)
∫
S3
dΩ3(∂µ¯Y
∗
JM)Y
µ¯
J1(M1y1)
YJ2M2.
This coefficient is evaluated as follows. Recall that vector harmonics satisfy
the condition xλ¯Y
λ¯
J(My) = 0, i.e. (A.29). By differentiating this condition, we
obtain the expression
Y µ¯J(My) = −xλ¯∂µ¯Y λ¯J(My)
= −1
2
√
Vol(S3)
∑
N,S
CJ+ym
Jn, 1
2
s
CJ−ym
′
Jn′, 1
2
s′
(∂µ¯YJN)Y 1
2
S, (B.13)
where we have used the equation xλ¯(τ
λ¯)ss′ = r
√
Vol(S3)
2
Y 1
2
S. Using this ex-
pression and the identity ∂µ¯A∂
µ¯B = 1
2
{✷(AB) − (✷A)B − A✷B}, where
✷ = ∂µ¯∂
µ¯, we obtain
r2Vol(S3)
4
∑
N1,S
CJ1+y1m1
J1n1,
1
2
s
C
J1−y1m′1
J1n′1,
1
2
s′
∫
S3
dΩ3
{
✷(Y ∗JMYJ1N1)
−(✷Y ∗JM)YJ1N1 − Y ∗JM✷YJ1N1
}
Y 1
2
SYJ2M2 . (B.14)
This quantity can be evaluated using the eigenequation for scalar harmonics,
✷YJM =
1
r2
∇ˆ2YJM = − 1r22J(2J + 2)YJM , and the product expansion (C.1)
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given in the next section. Furthermore, noting Eq.(A.29), we see that only
the first term in the braces gives the non-vanishig quantity
−1
4
∑
K
2K(2K + 2)
∑
N1,S,T
CJ1+y1m1
J1n1,
1
2
s
C
J1−y1m′1
J1n′1,
1
2
s′
CJMJ1N1,KT ǫSC
J2M2
KT, 1
2
−S. (B.15)
Using the formula (D.3) relating three Clebsch-Gordan coefficients for the
left and the right SU(2) parts separately, we finally obtain
GJMJ1(M1y1);J2M2
= − 1
2
√
2
√
2J1(2J1 + 1)(2J1 + 2)(2J2 + 1)
2J + 1
∑
K=J2± 12
2K(2K + 1)(2K + 2)
×
{
J J1 K
1
2
J2 J1 +
1
2
}{
J J1 K
1
2
J2 J1 − 12
}
CJmJ1+y1m1,J2m2C
Jm′
J1−y1m′1,J2m′2 .
(B.16)
From the properties of the standard Clebsch-Gordan coefficients, we find that
this coefficient vanishes unless the triangular conditions
|J1 − J2|+ 1
2
≤ J ≤ J1 + J2 − 1
2
, (B.17)
with half-integer J+J1+J2, and the requirement M = M1+M2 are satisfied.
Also, we find that these coefficients satisfy the relations
GJMJ1(M1y1);J2M2 = −GJ−MJ1(−M1y1);J2−M2 . (B.18)
H coefficients The coefficient constructed from scalar, vector and tensor
harmonics is
HJMJ1(M1x1);J2(M2y2) =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
ij
J1(M1x1)
∇ˆiYjJ2(M2y2) (B.19)
= −r4
√
Vol(S3)
∫
S3
dΩ3(∂µ¯Y
∗
JM)Y
µ¯ν¯
J1(M1x1)
Yν¯J2(M2y2).
As in the case of the G coefficients, using xµ¯Y
µ¯ν¯
J(Mx) = 0, we obtain the
expression
Y µ¯ν¯J(Mx) = −xλ¯∂µ¯Y λ¯ν¯J(Mx) (B.20)
= − 1
4r
√
3Vol(S3)
2
∑
N,T,U,S
CJ+xmJn,1t C
J−xm′
Jn′,1t′ C
1T
1
2
U, 1
2
S(∂
µ¯YJN)Y 1
2
U(τ
ν¯)ss′,
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where Eq.(A.24) has been used. Substituting this expression into the defini-
tion, we obtain
r2
√
3
4
Vol(S3)
∑
N1,T1
∑
N2,S2
∑
U
CJ1+x1m1J1n1,1t1 C
J1−x1m′1
J1n′1,1t
′
1
CJ2+y2m2
J2n2,
1
2
s2
C
J2−y2m′2
J2n′2,
1
2
s′
2
C
1
2
U
1T1,
1
2
S2
×
∫
dΩ3(∂µ¯Y
∗
JM)(∂
µ¯YJ1N1)YJ2N2Y 1
2
U . (B.21)
The integral here is evaluated as in the computation of G, and the product
of Clebsch-Gordan coefficients are simplified using the formula (D.4) for the
left and the right SU(2) parts separately and the formula for the 6j-symbols
(D.12). We then obtain the following form:
HJMJ1(M1x1);J2(M2y2)
= − 3
2
√
2
√
(2J1 − 1)(2J1 + 1)(2J1 + 3)2J2(2J2 + 1)(2J2 + 2)
2J + 1
× ∑
K=J2± 12
2K(2K + 1)(2K + 2)
{
K 1 J2 + y2
1
2
J2
1
2
}
×
{
K 1 J2 − y2
1
2
J2
1
2
}{
J J1 + x1 J2 + y2
1 K J1
}{
J J1 − x1 J2 − y2
1 K J1
}
×CJmJ1+x1m1,J2+y2m2CJm
′
J1−x1m′1,J2−y2m′2 . (B.22)
This vanishes unless the triangular conditions
|J1 − J2|+ 1
2
≤ J ≤ J1 + J2 − 3
2
for x1 = 2y2,
|J1 − J2|+ 3
2
≤ J ≤ J1 + J2 − 1
2
for x1 6= 2y2, (B.23)
with half-integer J+J1+J2, and the requirement M = M1+M2 are satisfied.
Also, the relations
HJMJ1(M1x1);J2(M2y2) = −HJ−MJ1(−M1x1);J2(−M2y2) (B.24)
are satisfied.
C Product Expansions and Crossing Relations
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Product expansions The ST2 tensor harmonics satisfy the following prod-
uct expansions:
YJ1M1YJ2M2 =
1√
Vol(S3)
∑
J≥0
∑
M
CJMJ1M1,J2M2YJM , (C.1)
Y iJ1(M1y1)YiJ2(M2y2) =
1√
Vol(S3)
∑
J≥0
∑
M
DJMJ1(M1y1),J2(M2y2)YJM , (C.2)
Y ijJ1(M1x1)YijJ2(M2x2) =
1√
Vol(S3)
∑
J≥0
∑
M
EJMJ1(M1x1),J2(M2x2)YJM . (C.3)
The products here are taken at the same points. These equations are iden-
tified to the definitions of the C, D and E coefficients.
More useful product expansions are
Y ∗J1M1Y
i
J2(M2y2)
= − 1√
Vol(S3)
∑
J≥ 1
2
∑
M,y
ǫMD
J1M1
J2(M2y2),J(−My)Y
i
J(My)
+
1√
Vol(S3)
∑
J≥ 1
2
∑
M
1
2J(2J + 2)
ǫMG
J1M1
J2(M2y2);J−M∇ˆiYJM (C.4)
and
Y ∗J1M1Y
ij
J2(M2x2)
=
1√
Vol(S3)
∑
J≥1
∑
M,x
ǫME
J1M1
J2(M2x2),J(−Mx)Y
ij
J(Mx)
− 1√
Vol(S3)
∑
J≥1
∑
M,y
2
(2J − 1)(2J + 3)ǫMH
J1M1
J2(M2x2);J(−My)∇ˆ(iY
j)
J(My)
+
1√
Vol(S3)
∑
J≥1
∑
M
3
2
1
(2J − 1)2J(2J + 2)(2J + 3)
×ǫMIJ1M1J2(M2x2);J−M
(
∇ˆ(i∇ˆj) − 1
3
γˆij∇ˆ2
)
YJM , (C.5)
where the smallest values of the sums of J are determined by Eqs.(A.25) and
(A.36). The new coefficient is defined by
IJMJ1(M1x1);J2M2 =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
ij
J1(M1x1)
∇ˆi∇ˆjYJ2M2. (C.6)
42
Using Eq.(A.25), we see that this coefficient vanishes for J = 1
2
:
I
1
2
M
J1(M1x1);J2M2
= 0. (C.7)
This fact is important when we construct the conformal algebra in the trace-
less mode sector.
Furthermore, we consider
Y ∗J1M1∇ˆ(iY j)J2(M2y2)
=
1√
Vol(S3)
∑
J≥1
∑
M,x
ǫMH
J1M1
J(−Mx);J2(M2y2)Y
ij
J(Mx)
− 1√
Vol(S3)
∑
J≥1
∑
M,y
1
(2J − 1)(2J + 3)
[
1
2
{
2J(2J + 2)
−2J1(2J1 + 2) + 2J2(2J2 + 2)− 6
}
ǫMD
J1M1
J2(M2y2),J(−My)
+ǫMD˜
J1M1
J2(M2y2),J(−My)
]
∇ˆ(iY j)J(My)
+
1√
Vol(S3)
∑
J≥1
∑
M
3
4
1
(2J − 1)2J(2J + 2)(2J + 3)
×
{
2J(2J + 2)− 2J1(2J1 + 2) + 2J2(2J2 + 2)− 3
}
×ǫMGJ1M1J2(M2y2);J−M
(
∇ˆ(i∇ˆj) − 1
3
γˆij∇ˆ2
)
YJM , (C.8)
where
D˜JMJ1(M1y1),J2(M2y2) =
√
Vol(S3)
∫
S3
dΩ3(∇ˆi∇ˆjY ∗JM)Y iJ1(M1y1)Y jJ2(M1y2). (C.9)
The D˜ coefficients have the same indices as the D coefficients. For J = 1
2
,
using Eq.(A.25), we find that
D˜
1
2
M
J1(M1y1),J2(M2y2)
= −D
1
2
M
J1(M1y1),J2(M2y2)
. (C.10)
This equation is used below.
Crossing relations Let us consider the following integral of the product
of four scalar harmonics:∫
S3
dΩ3Y
∗
J1M1
YJ2M2Y
∗
J3M3
YJ4M4. (C.11)
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Using the product expansion (C.1), we obtain the following crossing relation:∑
J≥0
∑
M
ǫMC
J1M1
J2M2,J−MC
J3M3
JM,J4M4 =
∑
J≥0
∑
M
ǫMC
J1M1
J4M4,J−MC
J3M3
JM,J2M2 . (C.12)
The case J1 = J3 =
1
2
is used to derive the conformal algebra given in Sect.
4, and, also, the case J1 =
1
2
and J3 = J + J4 is used to derive the creation
operator that commutes with the charge QM , given in Sect. 5.
As a variant of this crossing relation, we consider the relation obtained
from the integral in which YJ2M2 and YJ4M4 are replaced with other harmonics.
Changing to vector harmonics and using the product expansion (C.4), we
obtain ∑
J≥ 1
2
∑
M,y
ǫMD
J1M1
J2(M2y2),J(−My)D
J3M3
J(My),J4(M4y4)
−∑
J≥ 1
2
∑
M
1
2J(2J + 2)
ǫMG
J1M1
J2(M2y2);J−MG
J3M3
J4(M4y4);JM
= [J2(M2y2)↔ J4(M4y4)], (C.13)
and, also, changing to tensor harmonics and using (C.5), we obtain∑
J≥1
∑
M,x
ǫME
J1M1
J2(M2x2),J(−Mx)E
J3M3
J(Mx),J4(M4x4)
−∑
J≥1
∑
M,y
2
(2J − 1)(2J + 3)ǫMH
J1M1
J2(M2x2);J(−My)H
J3M3
J4(M4x4);J(My)
+
∑
J≥1
∑
M
3
2
1
(2J − 1)2J(2J + 2)(2J + 3)ǫMI
J1M1
J2(M2x2);J−M)I
J3M3
J4(M4x4);JM
= [J2(M2x2)↔ J4(M4x4)]. (C.14)
Next, consider the integral∫
S3
dΩ3Y
∗
J1M1
Y ijJ2(M2x2)Y
∗
J3M3
∇ˆ(iYj)J4(M4y4). (C.15)
For simplicity, we consider the case J1 = J3 =
1
2
used in the text. Then,
using the products (C.5) and (C.8), we obtain
∑
J=J4
∑
M,x
ǫME
1
2
M1
J2(M2x2),J(−Mx)H
1
2
M3
J(Mx);J4(M4y4)
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− ∑
J=J2
∑
M,y
1
2
1
(2J − 1)(2J + 3)
{
2J(2J + 2) + 2J4(2J4 + 2)− 11
}
×ǫMH
1
2
M1
J2(M2x2);J(−My)D
1
2
M3
J(My),J4(M4y4)
=
∑
J=J4
∑
M,x
ǫMH
1
2
M1
J(−Mx);J4(M4y4)E
1
2
M3
J(Mx),J2(M2x2)
− ∑
J=J2
∑
M,y
1
2
1
(2J − 1)(2J + 3)
{
2J(2J + 2) + 2J4(2J4 + 2)− 11
}
×ǫMD
1
2
M1
J4(M4y4),J(−My)H
1
2
M3
J2(M2x2);J(My)
, (C.16)
where we have used Eqs. (C.7) and (C.10). The values of J are now fixed,
because H
1
2
M
J1(M1x1);J2(M2y2)
∝ δJ1J2.
Then, consider the integral∫
S3
dΩ3∇ˆi
(
Y ∗1
2
M1
Y ijJ2(M2x2)
)
Y ∗1
2
M3
YjJ4(M4y4)
= −
∫
S3
dΩ3Y 1
2
M1
Y ijJ2(M2x2)(∇ˆiY ∗1
2
M3
)YjJ4(M4y4)
−
∫
S3
dΩ3Y
∗
1
2
M1
Y ijJ2(M2x2)Y
∗
1
2
M3
∇ˆiYjJ4(M4y4). (C.17)
In the integral on the l.h.s. here, the product of 1 and 2 and of 3 and 4 are
evaluated first, and in the two integrals on the r.h.s., the products of 1 and
4 and of 2 and 3 are evaluated first. Then, we obtain∑
J=J2
∑
M,y
ǫMH
1
2
M1
J2(M2x2);J(−My)D
1
2
M3
J(My),J4(M4y4)
=
∑
J=J2
∑
M,y
1
(2J − 1)(2J + 3)
[
1
2
{2J(2J + 2) + 2J4(2J4 + 2)− 11} − 1
]
×ǫMD
1
2
M1
J4(M4y4),J(−My)H
1
2
M3
J2(M2x2);J(My)
− ∑
J=J4
∑
M,x
ǫMH
1
2
M1
J(−Mx);J4(M4y4)E
1
2
M3
J(Mx),J2(M2x2)
. (C.18)
D Some Important Fomulae for Clebsch-Gordan
Coefficients and Wigner D functions [41]
The standard Clebsch-Gordan coefficient Ccγaα,bβ vanishes unless the tri-
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angular condition |a − b| ≤ c ≤ a + b and the requirement α + β = γ are
satisfied, where a, b and c are integer or half-integer, non-negative numbers,
and a + b + c, a + α, b + β, c + γ are integer, non-negative numbers. The
coefficients satisfy the equations
Ccγaα,bβ = (−1)a+b−cCc−γa−α,b−β = (−1)a+b−cCcγbβ,aα = (−1)b+β
√
2c+ 1
2a+ 1
Ca−αc−γ,bβ.
(D.1)
The formulae for the products of the Clebsch-Gordan coefficients are as
follows: ∑
α,β
Ccγaα,bβC
c′γ′
aα,bβ = δcc′δγγ′ , (D.2)
∑
α,β,δ
(−1)a−αCcγbβ,aαCeǫbβ,dδCfϕdδ,a−α
= (−1)a+b+e+f
√
(2c+ 1)(2f + 1)Ceǫcγ,fϕ
{
a b c
e f d
}
, (D.3)
∑
ψ,κ,ρ,σ,τ
(−1)ψ+κ+ρ+σ+τCaαpψ,qκCbβqκ,rρCcγrρ,sσCdδsσ,tτCeεtτ,p−ψ
= (−1)−a−b−2c−2p−2r−t+α+δ
√
(2a+ 1)(2d+ 1)
×∑
x,y
∑
ξ,η
(−1)ξ+η(2x+ 1)(2y + 1)Cbβaα,xξCeεxξ,yηCc−γyη,d−δ
×
{
a b x
r p q
}{
x e y
t r p
}{
y c d
s t r
}
. (D.4)
Some important properties of the Wigner D functions are given below:
DJ∗mm′ = (−1)m−m
′
DJ−m−m′ , (D.5)
DJ1m1m′1
DJ2m2m′2
=
J1+J2∑
J=|J1−J2|
∑
m,m′
CJmJ1m1,J2m2C
Jm′
J1m′1,J2m
′
2
DJmm′ , (D.6)
∑
m1,m′1
∑
m2,m′2
CJmJ1m1,J2m2C
J ′m′
J1m′1,J2m
′
2
DJ1m1m′1
DJ2m2m′2
= δJJ ′{J1J2J}DJmm′ , (D.7)
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∑
m1,m′1
∑
m2,m′2
∑
m3,m′3
CJmKn,J3m3C
Kn
J1m1,J2m2
CJ
′m′
K ′n′,J3m′3
CK
′n′
J1m′1,J2m
′
2
×DJ1m1m′1D
J2
m2m′2
DJ3m3m′3
= δJJ ′δKK ′{J1J2K}{KJ3J}DJmm′ , (D.8)
∇ˆ2DJmm′ = 4
{
∂2β + cot β∂β +
1
sin2 β
(
∂2α − 2 cos β∂α∂γ + ∂2γ
)}
DJmm′
= −4J(J + 1)DJmm′ , (D.9)∫
S3
dΩ3D
J1∗
m1m′1
DJ2m2m′2
=
Vol(S3)
2J1 + 1
δJ1J2δm1m2δm′1m′2 , (D.10)
J∑
m′=−J
DJ∗m1m′D
J
m2m′
= δm1m2 . (D.11)
Here, the arguments of the D functions are all DJmm′ = D
J
mm′(α, β, γ). The
quantity {J1J2J3} is unity if J1 + J2 + J3 is an integer and |J1 − J2| ≤ J3 ≤
J1 + J2, while it vanishes otherwise. {J1J2J3} is invariant with respect to
permutations of J1, J2 and J3.
The formula for the products of 6j-symbols is
∑
x
(−1)p+q+x(2x+ 1)
{
a b x
c d p
}{
a b x
d c q
}
=
{
a c q
b d p
}
. (D.12)
E RMN for the conformal mode and the trace-
less mode sectors
Using the parametrization (4.15), the charges RMN for the conformal
mode and the traceless mode sectors are obtained as
R11 =
∑
J>0
∑
M
(m+m′)
(
a†JMaJM − b†JMbJM
)
+
∑
J≥1
∑
M,x
(m+m′)
(
c†J(Mx)cJ(Mx) − d†J(Mx)dJ(Mx)
)
(E.1)
−∑
J≥1
∑
M,y
(m+m′)e†J(My)eJ(My),
R22 =
∑
J>0
∑
M
(m−m′)
(
a†JMaJM − b†JMbJM
)
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+
∑
J≥1
∑
M,x
(m−m′)
(
c†J(Mx)cJ(Mx) − d†J(Mx)dJ(Mx)
)
(E.2)
−∑
J≥1
∑
M,y
(m−m′)e†J(My)eJ(My),
R21 =
1
2
∑
J>0
∑
M
√
(2J + 2− 2m′)(2J + 2m′)
(
a†JMaJM − b†JMbJM
)
+
1
2
∑
J≥1
∑
M
√
(2J − 2m′)(2J − 2 + 2m′)
×
(
c†J(M1)cJ(M1) − d†J(M1)dJ(M1)
)
−1
2
∑
J≥1
∑
M
√
(2J + 1− 2m′)(2J − 1 + 2m′)e†
J(M 1
2
)
eJ(M 1
2
) (E.3)
+
1
2
∑
J≥1
∑
M
√
(2J + 4− 2m′)(2J + 2 + 2m′)
×
(
c†J(M−1)cJ(M−1) − d†J(M−1)dJ(M−1)
)
−1
2
∑
J≥1
∑
M
√
(2J + 3− 2m′)(2J + 1 + 2m′)e†
J(M− 1
2
)
eJ(M− 1
2
),
R31 =
1
2
∑
J>0
∑
M
√
(2J + 2− 2m)(2J + 2m)
(
a†JMaJM − b†JMbJM
)
+
1
2
∑
J≥1
∑
M
√
(2J + 4− 2m)(2J + 2 + 2m)
×
(
c†J(M1)cJ(M1) − d†J(M1)dJ(M1)
)
−1
2
∑
J≥1
∑
M
√
(2J + 3− 2m)(2J + 1 + 2m)e†
J(M 1
2
)
eJ(M 1
2
) (E.4)
+
1
2
∑
J≥1
∑
M
√
(2J − 2m)(2J − 2 + 2m)
×
(
c†J(M−1)cJ(M−1) − d†J(M−1)dJ(M−1)
)
−1
2
∑
J≥1
∑
M
√
(2J + 1− 2m)(2J − 1 + 2m)e†
J(M− 1
2
)
eJ(M− 1
2
),
where M = (m,m′ − 1) and M = (m− 1, m′).
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