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résumé et mots clés
L'idée de représentation temps-fréquence d'un signal est en général associée à celle d'une forme de localisation dans le plan .
Ce point de vue se heurte à un certain nombre de limites qui sont autant de façons d'exprimer des relations d'incertitude entr e
le temps et la fréquence . Dans le cas de signaux «chirps », des représentations adaptées peuvent néanmoins se localiser d e
façon très précise sur des courbes spécifiques du plan, la construction de telles représentations pouvant se faire sur la bas e
d'arguments essentiellement géométriques. Décrire un signal conjointement en temps et en fréquence permet en corollair e
d'interpréter les courbes sur lesquelles la représentation se localise en termes de «fréquences instantanées » .
Analyse temps-fréquence, sigaux modulés, localisation, symétries .
abstract and key words
The idea behind a time-frequency representation is often connected with that of some form of localization in the plane . This point o f
view is faced with a number of limitations, which all express in some way uncertainty relations between time and frequency . In the
case of << chirps », there exist however adapted representations which can localize very accurately on specific curves of the plane ,
and whose construction can be merely justified on the basis of geometric arguments . As a corollary, such joint descriptions, in both
time and frequency, allow for an interpretaion of the corresponding localization curves in terms of « instantaneous frequencies » .
Time frequency analysis, chirps, localization, symmetries .
«Je cherche en même temps l'éternel et l'éphémère » .
G. Perec
1, introductio n
En 1955 paraît un article fondamental, signé par A . Blanc -
Lapierre et B . Picinbono, sur «la notion de spectre instantané
de puissance» [5] . On y trouve une réflexion critique sur le
paysage encore assez désert d'un domaine peu exploré (penser
conjointement en termes de temps et de fréquence), et un e
exposition très claire des grandes interrogations qui resteron t
à la base de la plupart des recherches conduites sur ce thème
depuis . Parmi elles, l'idée même de pouvoir rendre la notio n
de fréquence dépendante du temps est évoquée de façon très
explicite, soulignant la « contradiction interne » de toute tentative
de définition d'une fréquence instantanée [5, page 18] :
«L'expression de fréquence instantanée contient, en quelque
sorte, une contradiction interne : la fréquence n'est parfaitement
définie que pour un signal exactement sinusoïdal mais alors elle
n'est pas instantanée mais éternelle . »
Faisant écho (par anticipation) à la phrase de G . Perec mise en
exergue, partir à la recherche de « l'inaccessible fréquence instan -
tanée » (selon les termes d'Y. Meyer [11, Préface]) s'apparente
ainsi à vouloir concilier l'inconciliable et – sauf à déclarer l a
question indigne d'intérêt et le débat clos avant d'être ouvert – ,
plusieurs voies sont possibles . La première se situe dans le droit fil
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de travaux comme ceux de J. Ville [34] autour de l'idée de signa l
analytique, et consiste à chercher une définition mathématique
non ambigue d'une fonction fréquentielle du temps, en accord
raisonnable avec l'intuition physique . La deuxième (dont J . Ville
se trouve être encore l'un des premiers instigateurs) consiste à
chercher, plutôt qu'une extension unidimensionnelle, un substi-
tut bidimensionnel à la fréquence de Fourier. Offrant ainsi à u n
signal la possibilité de se déployer dans un plan temps-fréquence ,
la notion de fréquence(s) instantanée(s) peut s'envisager comm e
un corollaire de la description mixte, en termes de localisatio n
sur une (des) trajectoire(s) du plan . Quoique le premier point de
vue ait connu récemment des développements nouveaux et inté -
ressants [23,27,29,33], nous nous placerons ici dans la deuxièm e
perspective, choisissant de privilégier l'approche conjointe et d'en
discuter les capacités de localisation sur des courbes interprétable s
a posteriori en termes d'évolution fréquentielle .
2. temps et fréquence
Sous sa forme temporelle, qui est généralement première pou r
l'analyse, la représentation x(t) d'un signal privilégie une des-
cription en termes d'occurrence d'événements . De façon duale ,
la représentation de Fourier X(w) du même signal, définie par t
+oc
X (w) = f	 x(t) e
-00
met prioritairement l'accent sur des fréquences constitutives, mai s
sans localisation dans le temps et, qui plus est, sans nécessair e
lien avec une réalité physique sous-jacente . On peut à cet égard
rappeler la citation bien connue de J . Ville [34] :
Si nous considérons en effet un morceau [de musique] con -
tenant plusieurs notes (ce qui est le moins qu'on puisse de -
mander) et qu'une note, la par exemple, figure une fois dan s
le morceau, l'analyse harmonique [de Fourier] nous présen-
tera la fréquence correspondante avec une certaine amplitud e
et une certaine phase, sans localiser le la dans le temps . Or, il
est évident qu'au cours du morceau il est des instants où l'o n
n'entend pas le la. La représentation est néanmoins mathéma-
tiquement correcte, parce que les phases des notes voisines d u
la sont agencées de manière à détruire cette note par interfér-
ence lorsqu'on ne l'entend pas et à la renforcer, également pa r
interférence, lorsqu'on l'entend ; mais s'il y a dans cette con-
ception une habileté qui honore l'analyse mathématique, il n e
faut pas se dissimuler qu'il y a également une défiguration de l a
réalité : en effet, quand on n'entend pas le la, la raison véritabl e
est que le la n'est pas émis . »
1 . On adoptera la convention d'utiliser des lettres minuscules pour désigner de s
grandeurs temporelles et les majuscules correspondantes pour leurs transformée s
de Fourier. On exprimera par ailleurs ces dernières en fonction de la pulsation
w = tir f , la variable f étant la fréquence proprement dite .
Ainsi, quoique la représentation de Fourier fournisse un e
description mathématique particulièrement intéressante dan s
nombre de cas (oscillations entretenues, vibrations en régime per-
manent, . . . ), elle trouve naturellement ses limites d'interpréta-
tion dès lors que les signaux analysés contiennent des événe-
ments transitoires, des changements brusques, des évolutions de
leur contenu spectral, . . . en bref des caractéristiques que l'usage
commun qualifie, de façon qualitative, de «non-stationnarités » .
Plutôt alors que de se satisfaire de deux descriptions partiellemen t
adaptées et mutuellement exclusives d'une même réalité, la ten -
tation est naturelle de chercher à les placer dans un cadre plu s
général qui à la fois permette de donner à la notion de fréquenc e
une possibilité d'évolution temporelle, et de concilier description
mathématique et interprétation physique . C'est l'objet de l'ana-
lyse temps-fréquence [10, 11, 12, 22] .
2.1 . des analyses à fenêtre .. .
La façon la plus simple d'introduire une dépendance temporell e
dans la représentation spectrale de Fourier est de la rendr e
«locale» en l'appliquant, non pas au signal tout entier, mais à
des segments de celui-ci prélevés séquentiellement à l'aide d'un e
fenêtre glissante h(t) . La représentation résultante, appelée trans -
formée de Fourier à court-terme, s'écri t
f +l (t, w)
	
x(s) h(s — t) e —'(s—tt2 ) ds ,
Do
mettant l'accent sur une interprétation « active en temps » (par ap-
plication de la fenêtre) et «passive en fréquence» (les propriétés
spectrales de la transformée, par exemple sa résolution, découlant
du choix fait dans le domaine temporel) .
Une forme duale mais strictement équivalente, « active en fré-
quence» et «passive en temps », peut être obtenue en réécrivant
(1) sous la forme
Fahl (t, w) = f
+ . X
(~` ) H ( ~
oc
privilégiant cette fois une interprétation en termes de déroulemen t
d'une histoire temporelle en sortie d'un banc de filtres .
Une troisième forme, encore équivalente, consiste à ne privilégie r
ni le temps ni la fréquence dans la lecture du plan et à écrir e
Fxh) (t, w) = (x, ht,w) ,
expression dans laquelle
ht (s) := h(s — t) eiw(s—t/2)
est un « atome » temps-fréquence (i .e ., un signal raisonnablemen t
localisé en temps et en fréquence) et (, ) le produit scalaire usue l
de L 2 (IR) . Dans cette interprétation, la transformée W) (t, w)
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analysé et une batterie de signaux analysants, tous déduits d'un e
brique de base unique par translation en temps et en fréquenc e
vers le point d'intérêt .
Dans la limite d'une fenêtre infiniment étroite en temps (h(t) - o
6(t)) ou infiniment étroite en fréquence (H(w) --> 6(w)), le s
représentations (1) et (2) tendent vers le signal lui-même o u
vers son spectre, respectivement . Cependant, si une localisation
parfaite de l'atome analysant (4) est possible relativement à l a
variable de temps ou de fréquence, c'est évidemment au détrimen t
de l'autre variable, tout signal h(t) vérifiant l'inégalité (dite auss i
relation d'incertitude » [15] )
tnf (t to) h~12 1I(w—wo) H I12?
	
( 5)
avec IlhH = (h, h) et égalité si et seulement si h(t) est une
gaussienne .
2.2. ... à Wigner-Ville
Quelle que soit l'interprétation choisie, la nécessité de recourir à
une fenêtre, un filtre ou un atome temps-fréquence introduit dan s
la représentation correspondante une part d'arbitraire, couplan t
de manière étroite des propriétés intrinsèques du signal analysé à
des caractéristiques propres au système qui l'analyse . Un atome
temps-fréquence ne pouvant — d'après (5) — être parfaitement
localisé en un point du plan, le choix est généralement fait d e
recourir à l'analyse la plus «neutre» possible, i .e ., à encombre -
ment proche du minimum donné par (5), et sans directionnalit é
privilégiée dans le plan . La contrepartie de cette neutralité sup -
posée est d'être inadaptée par principe à toutes les situations pour
lesquelles une (ou des) fréquence(s) évolue(nt) au cours du temps ,
l'intuition suggérant alors de faire usage d'atomes portant en eux -
même une structure de phase qui soit localement adaptée à cell e
du signal . La façon la plus simple d'aller dans cette direction
est de s'inspirer de la technique bien connue du filtrage adapté
et de prendre pour fenêtre d'analyse l'image retournée dans l e
temps du signal analysé. Appliquant ce principe, il est immédiat
de constater que l'on aboutit à la représentation
F(x_) (t, w) =
2
Wx 2 , 2 J ,
	
(6 )
où Wx(t, w) n'est autre que la distribution de Wigner-Ville [24 ,
34, 35]
/ +co




) x (t — 2
	
dT . (7 )
~
La définition de la distribution de Wigner-Ville trouve ainsi un e
justification simple en termes d'analyse « à fenêtre », avec comm e
conséquence la propriété de localisation :
x(t) _ {í(wot + at2 /2)}
	
Wx(t, w) = 6 (w — (wo + at)) , (8)
généralisation aux phases quadratiques de la propriété de locali-
sation de la transformation de Fourier pour les phases linéaires :
x(t) _ {iwot}
	
X (w) = 6 (w — wo) .
Cette propriété appelle quelques commentaires . En première
lecture (et c'est celle-ci que l'on trouve le plus souvent dan s
la littérature), il s'agit d'une propriété de localisation parfait e
pour les «chirps» linéaires, i .e ., les signaux dont la fréquence
instantanée varie linéairement dans le temps . Il y a en fait là u n
abus de langage, dans la mesure où l'exponentielle complexe de
(8) ne saurait être un signal analytique [26, 27, 28], conditio n
nécessaire pour que la dérivée de sa phase puisse s'interpréte r
comme une fréquence instantanée au sens usuel . La deuxièm e
lecture se contente alors de stipuler — mais c'est néanmoin s
un résultat particulièrement intéressant — que la distribution de
Wigner-Ville est susceptible de se localiser parfaitement sur un e
droite quelconque du plan temps-fréquence, et ceci de la mêm e
façon que la transformée de Fourier se localise parfaitement su r
une raie spectrale dans le cas d'un signal monochromatique ,
l'interprétation temps-fréquence de cette dernière situation étan t
de correspondre au cas particulier d'une droite parallèle à l'ax e
des temps .
3. «chirps» et localisation
Convenons d'appeler « chirp » tout signal complexe de la form e
x(t) = a(t) ei'P(t)
	
(10 )
les oscillations contrôlées parla phase <p(t) étant supposées lente s
vis-à-vis des variations de la fonction (positive) a(t) . Dans le cas
où le signal ainsi représenté est analytique, a(t) définit l'amplitud e
instantanée du signal Re{x(t)}, la quantité ç~'(t) := (dip/dt)(t )
s'identifiant quant à elle à sa pulsation instantanée w x(t) [34] .
Lorsqu'on l'applique à un « chirp » de la forme (10), la distribution





[bt(T)ei'Gt(T)] e —~w7 dT (11 )
avec





—(P (t— 2) (13)
Ainsi réécrite, la distribution de Wigner-Ville n'est donc autr e
que la transformée de Fourier d'un «chirp » modifié dont l a
phase locale (en T) est paramétrée par le temps courant t et vau t
i/Jt(T) . Par suite, à supposer que le «chirp» analysé x(t) soi t
unimodulaire (i .e ., que a(t) = 1), la distribution de Wigner-Ville
(9 )
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résultante sera parfaitement localisée — et ceci à tout instant t —







(t ~ 2 ~J '
	
(14 )
sera constante en T .
Au vu de l'équation fonctionnelle associée à cette condition ,
les seules solutions sont données par les phases cp(t) quadra-
tiques et correspondent donc à une localisation sur les droites d u
plan . La propriété de localisation (8) trouve ainsi une explication
géométrique très simple en termes d'auto-adaptation de l'analys e
par compensation de phase : un «chirp» linéaire montant com-
pense un « chirp » linéaire descendant pour créer une fréquenc e
pure .
3.1 . interférences et localisation
La notion de compensation de phase évoquée ci-dessus met e n
évidence le caractère quadratique de la distribution de Wigner -
Ville . En conséquence, l'analogie selon laquelle cette dernière s e
comporte vis-à-vis des « chirps » linéaires comme la transformé e
de Fourier vis-à-vis des fréquences pures ne peut être poursuivie
de façon stricte dans le cas où plusieurs « chirps » sont présents si -
multanément . En effet, comme toute transformation quadratique ,
la distribution de Wigner-Ville obéit à un principe de superposi-
tion lui aussi quadratique, et selon lequel
Wa.x +by = Iar Wx + IbI 2 Wy + I,
	
(15)
expression dans laquelle I désigne un terme interférentiel oscil-
lant, traduisant l'existence d'interactions entre les signaux x et y
dans le calcul de la distribution de leur somme .
Une analyse fine du mécanisme d'interférences [19] montre que
toute paire de composantes crée dans le plan temps-fréquence un e
contribution interférentielle au voisinage du milieu géométriqu e
de la droite joignant les termes en interaction, cette contributio n
oscillant dans la direction orthogonale à la droite mentionnée, e t
ceci d'autant plus rapidement que les termes interagissant son t
plus éloignés.
Ce résultat montre en fait qu'interférences et localisation n e
sauraient être séparées,. dans la mesure où c ' est exactement l e
même mécanisme qui est à 1'ceuvre pour l'un et l'autre des
phénomènes . En effet, tout signal peut toujours être segment é
en composantes arbitraires au gré de l'utilisateur, ce qui, dans l e
cas des « chirps », conduit par passage à la limite à une applicatio n
ponctuelle de la règle d'interférences entre toutes paires de point s
appartenant à la courbe (de pseudo-fréquence instantanée) yo'(t) .
Par suite, la localisation n'est possible que si tous les points
d'interaction appartiennent eux-mêmes à la courbe en question :
on retrouve ainsi la propriété déjà établie de localisation sur les
droites du plan, la droite étant la seule courbe pouvant être définie
comme lieu de tous ses points-milieu (au sens de milieux de s
segments joignant deux points quelconques de la courbe) .
Une façon complémentaire d'exprimer la même réalité s'appui e
sur la formule (dite de Janssen [201) :
f r+
o WW (t,w)=ff x (t+w+ )
33
	









selon laquelle l'existence d'une valeur non nulle de la distributio n
de Wigner-Ville en un point du plan temps-fréquence résulte d e
la superposition de contributions provenant de points répartis
symétriquement autour du point considéré .
Selon ces différentes interprétations, la notion même de
«composante », attachée à une notion qualitative d'existence
cohérente localisée dans le plan, peut se voir comme résultat
d'une interférence constructive dans une distribution de Wigner -
Ville . Une illustration de cette notion d'émergence progressiv e
d'une composante cohérente par superposition interférentielle es t
donnée en figure 1 .
3.2. «chirps» non linéaires
et moyennes généralisée s
Le principe de localisation sur les « chirps » linéaires par inter-
férences constructives peut être vu comme un principe tout à fai t
général, adaptable à des cas non linéaires moyennant que les règle s
de construction interférentielle soient changées en conséquence
[14] .
Ainsi, on sait qu'il existe des représentations temps-fréquenc e
parfaitement localisables sur les lois de retard de groupe du type
tx(w) = to + cwk—i k < 0 .
	
(17 )
Ce sont les représentations B (ic ) (t, w) de la classe de Bertrand,
issues d'un principe de covariance associé aux extensions à trois
paramètres du groupe affine [4] . Pour en éclairer la définition ,
















lorsqu'on la construit sur le spectre X(w) du signal analysé .
Cette écriture met en évidence le rôle-clé joué par les translation s
fréquentielles, celles-là même qui interviennent dans le groupe
de Weyl-Heisenberg, groupe par rapport auquel un principe de
covariance conduit à la classe de Cohen dont la distribution d e
Wigner-Ville est un élément central . Remplaçant alors le groupe
de Weyl-Heisenberg par le groupe affine passe par l'abandon
des translations fréquentielles au profit des dilatations, l'analys e
486
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Figure 1 . — Interférences et localisation . La propriété de localisation de la distribution de Wigner-Ville sur les droites du plan temps-fréquence peut se voi r
comme une conséquence de ses règles de construction interférentielle . Les contributions interférentielles étant toujours situées au voisinage du «point-milieu »
de la droite joignant deux composantes en interaction, la figure illustre comment un nombre N croissant de composantes élémentaires alignées crée un nombre
croissant de termes interférentiels, alignés eux aussi . Dans la limite N --s oo, ceci conduit, par interférences constructives, à une localisation parfaite sur l a
droite qui est lieu de tous ses points-milieu. (Pour chaque image, le temps est en abscisse, la fréquence en ordonnée et l'amplitude est codée en niveaux de gris ,
seules les valeurs positives étant représentées .)
conduite par J . et P. Bertrand conduisant in fine à la classe générale












Dans cette représentation, le signal x(t) est supposé analytique
(i .e ., son spectre X(w) est nul par hypothèse sur la demi-droite
réelle des fréquences négatives), la quantité (k(u) intervenan t
dans la structure de Fourier modifiée a pour valeur (k(u )
Ak (u) — À k (—u), où .k(u) est la fonction définie par
pour k 0, 1 et prolongée par continuité Iorsque k = 0 ou 1 . Le
poids p k (u), a priori arbitraire, participe quant à lui au contrôl e
des propriétés de BX) (t,w) . Ainsi, on peut montrer [4] que l a
e_u — 1 \ 1 /( k—1 )
(20)A k (u) = (k e—ku — 1 J1
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propriété de localisation n'est possible que si k < 0 et nécessite
alors la relation
/-tk(u) ~ (Ak(u) Ak(—u))1/2 (k(u ) ,
conduisant (pour k < 0, le cas k = 0 s'obtenant par continuité )
au résultat
Xk (w) = w —1/2 {—i (tow + cw k/k) }
BXk~ ( t, w) = w—i 6 (t — (to + cwk—1) )
	
(22)
Ce résultat, qui est à rapprocher de celui donné en (8), garan-
tit qu'une localisation parfaite des distributions de Bertrand est
possible, mais en remplaçant les droites du cas Wigner-Ville (as -
sociées aux « chirps » linéaires) par des hyperboles généralisée s
(associées à des «chirps» en lois de puissance) . Dans la mesur e
où, tout comme les distributions de Wigner-Ville, les distribu-
tions de Bertrand sont quadratiques, leurs propriétés de localisa-
tion sur des courbes du plan peuvent se voir comme une simpl e
conséquence de l'application ponctuelle des règles d'interférenc e
qui en gouvernent la géométrie . Ainsi, par extension de ce qu i
a été dit en Section 3 .1, dire qu'une distribution quadratique s e
localise sur une courbe non linéaire du plan est équivalent à dire
que tout couple de points appartenant à la courbe en question in -
teragit de telle sorte que la contribution interférentielle qu'il cré e
appartienne elle aussi à la même courbe . Dans le cas Wigner-
Ville, on a mentionné que le mécanisme d'interférences reposai t
de façon fondamentale sur une règle de construction de « point-
milieu », gouvernée en fait par l'idée de moyenne arithmétiqu e
usuelle :
(a, b) ~ A
On peut alors montrer [14] que le cas Bertrand obéit à une logiqu e
semblable, la règle de construction étant cette fois gouvernée pa r
la moyenne généralisée




ak b k ~ 1 /(k—1 )
a— b
soit encore la moyenne de Galvani, cas particulier des moyenne s
logarithmiques généralisées de Stolarsky [31] .
Cette moyenne généralisée admet un certain nombre de ca s
particuliers bien connus, comme les moyennes géométrique pou r
k = -1, logarithmique pour k = 0 et arithmétique pour k = 2 . En
ce qui concerne ce dernier cas, on ne peut espérer de localisation
parfaite (car k > 0) mais on peut néanmoins remarquer que l'o n
retrouve la règle classique associée à la distribution de Wigner -
Ville, cette dernière n'étant précisément autre que la distribution
BX2) (t, w) lorsque x(t) est analytique.
Une illustration de la règle de point-milieu modifiée (au sens de
la moyenne de Galvani) est donnée en figure 2 .
temps
Figure 2 . — Interférences et moyennes généralisées . Dans le cas des distribu-
tions affines de Bertrand de paramètre k E IR, la contribution interféren-
tielle entre deux composantes centrées en (ti, fi) et (t2, f2) est située au
voisinage d'un point lié à la moyenne de Galvani des points en interaction .
La figure représente la trajectoire de ce « point-milieu » modifié, lorsque k
varie de —oo à +oo . Quoique la règle de construction interférentielle puisse
être formellement envisagée pour tout k E IR, seules les valeurs négative s
de k (trait continu) garantissent une possibilité de localisation parfaite au x
distributions associées.
3.3. symétries
Si l'on revient à la notion de moyenne arithmétique attachée à
la distribution de Wigner-Ville, l'association d'un point-milieu
c = A(a, b) décrite en (23) admet l'interprétation duale
b = 2c — a,
	
(25 )
selon laquelle les deux points a et ben interaction sont symétrique s
l'un de l'autre par rapport au point interférentiel c . Là encore, la
notion de symétrie utilisée est usuelle, mais elle peut se prêter à
diverses généralisations . Parmi celles-ci, la plus naturelle est d e
passer de la moyenne arithmétique (23) à une moyenne quasi -
arithmétique du type [18 ]
c = —1 (V(a)+io(b) )
2
où io( .) est une fonction strictement monotone, ce qui résulte en




Dans le cas des moyennes généralisées (24) gouvernant l a
géométrie des distributions de Bertrand, le situation de quasi-
arithméticité est cependant l'exception, le calcul montrant que l a
compatibilité entre les formes (24) et (26) n'est possible que s i
k = -1, 1/2 ou 2 [14] .
k=+ »
o k= 2 (Wigner-Ville)
k= 0 (Bertrand)
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Le cas particulier k = 2 correspond à choisir pour fonctio n
de distortion p l'identité . Il redonne bien sûr la distribution de
Wigner-Ville, dont un calcul direct montre [16, 30] qu'elle peu t
se mettre sous la forme :
Wx (t, w ) = (X, Dt,WIID—r.,—WX) ,
	
(28)
où Dy, „, est l'opérateur de déplacement dans le plan temps
-
fréquence, de maille (t, w), et II l'opérateur de parité, tel qu e
(IIx)(t) = x(—t) et (IIX)(w) = X(—w) . Sous cette forme, l a
distribution de Wigner-Ville apparaît donc explicitement comm e
étant valeur moyenne d'un opérateur de symétrie centré au poin t
d'évaluation.
Si l'on se restreint aux distributions localisables, la condition
nécessaire k < 0 conduit à la seule solution k = -1, associée
à la fonction de distortion cp(a) = log a . La moyenne quasi -
arithmétique associée s'écrit alor s
log a +log b
c= exp	 2	 ~ _
	
b ,
ce qui se réduit à une moyenne géométrique, la symétrie résultant e
prenant la forme d'une inversion (b = c2/a) et la distributio n
correspondante :




s'identifiant à la distribution d'Unterberger (sous sa forme active )
[32] (voir aussi [4] et [17]) .
L'existence d'une symétrie sous-jacente à la définition d'un e
distribution temps-fréquence permet —via l'écriture en valeu r
moyenne (28) ou la généralisation que l'on peut en donner à parti r
de (30) — d'interpréter la valeur prise par la distribution en un poin t
comme une mesure de la façon dont le signal est «centré» en c e
point, au sens de la géométrie considérée . Là encore, la possibilité
de localisation sur une courbe du plan admet une interprétation
simple, puisqu'elle nécessite que la courbe en question soit lieu
de tous ses centres de symétrie, au sens toujours de la géométri e
considérée . On caractérise ainsi de façon directe les droites dans l e
cas de la symétrie centrale usuelle (Wigner-Ville) et les hyperbole s
« au carré» dans le cas de l'inversion (Unterberger) .
3.4. au-delà du quadratique
La distribution de Wigner-Ville, qu'on l'écrive sous sa form e
temporelle (7) ou fréquentielle (18), combine les deux ingrédient s
d'être quadratique en le signal et linéaire en les arguments de s
signaux intervenant dans le produit dont on prend la transformé e
de Fourier (cf. l' éq . (18)) . Il en résulte, au niveau de la localisation ,
un lien privilégié entre la distribution de Wigner-Ville et les droites
du plan, avec pour conséquence que, si l'on souhaite élargir l a
propriété de localisation à des courbes non linéaires du plan, il est
nécessaire de relâcher l'une au moins des contraintes de structure
mentionnées précédemment .
La première voie consiste à conserver le caractère quadratique de
la transformation, mais à introduire une forme adéquate de non -
linéarité dans les arguments des signaux que l'on multiplie avan t
transformation . On a vu, avec les distributions de Bertrand (cf
l'éq. (19)), que ce type de structure modifiée permettait en effet
d'atteindre l'objectif visé d'une localisation sur des courbes non
linéaires, en l'occurence en lois de puissance .
Une deuxième démarche est cependant envisageable, qui cett e
fois consiste à privilégier l'aspect linéaire des transformations d e
coordonnées dans les arguments des signaux manipulés, mais à e n
former des produits d'ordre supérieur à deux, de façon à étendre ,
en l'itérant, l'avantage que la bilinéarité offre à la distribution d e
Wigner-Ville en termes de compensation de phase . Cette directio n
ouvre la voie aux distributions de Wigner-Ville polynômiales [6] ,
cadre général dont nous ne considérerons ici que le cas particulie r
quartique [1, 25] .
Dans le cas quartique, la structure imposée peut être choisie de l a
forme
+oc,





Rx (t, w) = x (t + boT) x (t + biT) x (t + b2 T) x (t + b3 T) ,
(32 )
où les b i sont des paramètres réels a priori arbitraires . En référenc e
au cas Wigner-Ville pour lequel 1'unimodularité et un choi x
quelconque de phase cp(t) quadratique dans le modèle (10) conduit
à la localisation Wx (t, w) = S (w — (p'(t)), l'intuition suggère
qu'un choix convenable des bi devrait permettre une localisation
de même nature pour Q x (t, w), et ceci pour toute phase cubique .
L'analyse générale de cette question conduit à identifier un e
famille de distributions (31) admissibles, caractérisées par [25 ]
1 3bo— 1
b i (33 )
3 2bo—1 '
b 2 = 2 [ — 1 + bo + b 1 + \/(bo — b1) 2 + 2bo + 2b1 — 1] , (34 )
b3 = bo + b i — b2 — 1, (35)
le paramètre libre bo devant vérifier bo > b+ ou bo < b_, avec
b~ _
6
(—1 + \/3 + 20) .
	
(36)
Ainsi, une localisation parfaite sur des phases cubiques est pos-
sible dès l'ordre quatre, et ceci d'une infinité de manières .
Parmi l'ensemble des b 0 admissibles, on peut néanmoins trou -
ver des valeurs privilégiées qui garantissent une certaine forme
d'optimalité » . Ainsi, des considérations de simplicité algorith-
mique (deux bi identiques sur quatre) et de localisation (concen-
tration maximale pour les gaussiennes et délocalisation minimale
pour les phases quartiques) conduisent à choisir pour bo l'une des
trois valeurs b+, b— ou 1/2 + 0/6.
(29)
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L'approche suivie dans le cas quartique est conceptuellemen t
extensible à des ordres supérieurs, mais au prix d'une complexité
croissante de l'analyse, de la mise en oeuvre et de l'interprétation .
Plutôt que de s'engager dans cette direction, on peut en fai t
remarquer qu'une représentation d'ordre donné peut se voir
comme une représentation d'ordre inférieur, paramétrée par u n
noyau dépendant du signal analysé . Cette interprétation est celle
qui prévalait dans l'introduction de la distribution de Wigner-Vill e
comme transformée de Fourier à court-terme « auto-adaptée » (cf.
Fée' . (6)), et elle peut être encore invoquée, mutatis mutandis, pour
lire (31) comme une forme de pseudo-distribution de Wigner -
Ville dans laquelle interviendrait un noyau lui-même quadratiqu e
en le signal . La portée de cette modification auto-adaptée de l a
définition de base est cependant limitée par le fait que le noya u
mis en jeu, s'il dépend bien du signal, en dépend en fait d'un e
manière universelle et non locale . En d'autres termes, la structure
de l'adaptation ne dépend pas du point d'évaluation, ce qui e n
limite les avantages à des classes très particulières de signaux . Afi n
d'aller plus avant, un pas supplémentaire peut donc être franchi en
autorisant le noyau (ou la fenêtre) à dépendre des caractéristique s
locales (en temps et en fréquence) du signal analysé . Plusieurs
solutions ont été proposées en ce sens, que nous ne détailleron s
pas (on pourra pour cela se reporter par exemple à [9]), nous
contentant de mettre ici l'accent sur une approche très générale :
la réallocation .
3 .5 . réallocation
Afin de justifier le principe de la technique de réallocation
— qui, bien qu'introduite au milieu des années 70 [21], n' a
guère été utilisée jusqu'à un passé assez récent [2]—, le plu s
simple est de repartir de la définition du spectrogramme . Sous
sa forme standard, celui-ci n'est autre que le module carré d'un e
transformée de Fourier à court-terme et s'écrit donc :
x(s) h(s — t) e —âw(s—t/2) ds
Le spectrogramme étant, par structure, une distribution temps -
fréquence quadratique covariante par les translations en temps
et en fréquence, il appartient à la classe de Cohen. Il peut donc
s'exprimer en fonction de la distribution de Wigner-Ville du signa l










—w)-2~ ( 3 8)
qui est strictement équivalente à (37), mais met explicitement
l'accent sur le fait qu'un spectrogramme résulte d'un lissage de l a
distribution de Wigner-Ville . Dans cette interprétation, le lissag e
sous-jacent au calcul d'un spectrogramme présente l'avantage d e
réduire l'influence des termes interférentiels oscillants suscepti-
bles d'être présents dans une distribution de Wigner-Ville, mai s
il présente en même temps l'inconvénient d'étaler dans le plan
les composantes éventuellement bien localisées de cette dernière .
Une façon de concilier les avantages des deux représentation s
(faible niveau d'interférences du spectrogramme et bonne locali-
sation de Wigner-Ville) est alors de recourir au principe de réal -
location, que l'on peut justifier de la façon suivante . Lorsque l'o n
calcule classiquement un spectrogramme en un point d'évaluatio n
(t, w) du plan, la valeur obtenue résulte en fait — par l'opératio n
de lissage (38) — de la somme de toutes les contributions de l a
distribution de Wigner-Ville du signal dans un domaine temps -
fréquence équivalent défini par le support essentiel de la distri-
bution de Wigner-Ville de la fenêtre à court-terme utilisée . On
remplace ainsi une distribution de valeurs par un nombre uniqu e
qui la résume, et l'on affecte ce résultat au centre géométrique d u
domaine considéré . C'est au niveau de cette dernière étape qu e
la méthode trouve sa limitation, dans la mesure où, dans le cas
général (non uniforme), ce centre géométrique n'a aucune raiso n
d'être adapté à la distribution . En raisonnant par analogie avec
la mécanique, la valeur obtenue en évaluant la « masse » totale
d'une distribution devrait plutôt être affectée au centre de gravité
de la distribution dans le domaine . C'est le principe de la réal -
location, qui consiste à évaluer en chaque point (t, w) le centr e
de gravité local ((t, w), W x (t, w)) de la distribution de Wigner-
Ville du signal « vu » à travers la fenêtre temps-fréquence Wh
centrée en (t, w), et à déplacer la valeur ainsi obtenue du point
d'évaluation vers ce centre de gravité :




Conceptuellement, la réallocation peut se voir comme l e
séqucncement de deux opérations : la première est un lissage ,
qui a pour effet de gommer les oscillations interférentielles, mai s
avec l'inconvénient de délocaliser les composantes utiles ; la sec -
onde agit à la manière d'un post-traitement qui reconcentre les
contributions (délocalisées) ayant survécu à la première opération .
On conçoit alors aisément qu'une distribution de Wigner-Ville lo -
calisée sur une droite du plan retrouve sa localisation après lissag e
et réallocation, puisque le centre de gravité de toute distributio n
linéique appartient nécessairement au support (localisé) de cette
dernière . Plus généralement, un bénéfice analogue sera obten u
dès lors que le signal analysé se comportera localement comme
un « chirp » linéaire, à l'échelle de la fenêtre temps-fréquenc e
de lissage . Une illustration de ce comportement est donnée e n
figure 3 .
D'un point de vue pratique (et algorithmique [3]), les deux opéra-
tions mentionnées plus haut ne sont pas séquencées, l'évaluatio n




tx(t, w) = t + Re (40)F~h) ~ ( t, w )
F (Dh )
Wx (t, w) = w — Im (41 )F(h) }(tw),
FYh) (t, w ) i
2 f+~oc 2 (37)
S(h) ( t w) ffS»(s)6 ( t
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Figure 3 . — Wigner-Ville, spectrogramme et spectrogramme réalloué . Dans le cas d'un signal multi-composantes formé de plusieurs «chirps» (ici, un cri
d'écholocation de chauve-souris, fourni par Curtis Condon, Ken White et Al Feng du Beckman Center de l'Université de l'Illinois), la distribution de Wigner -
Ville garantit une bonne localisation sur les composantes individuelles, mais au prix de l'existence de termes interférentiels qui en réduisent la lisibilité . Parce
qu'il est une version lissée de la distribution de Wigner-Ville, le spectrogramme s'affranchit de l'essentiel des contributions interférentielles (qui sont oscillantes) ,
mais au prix d'une perte de localisation des composantes propres. Le spectrogramme réalloué, obtenu en déplaçant les valeurs du spectrogramme du point de
calcul vers le centre de gravité local de la distribution de Wigner-Ville, combine les avantages des deux représentations, une localisation quasi-parfaite étan t
obtenue dès lors que les «chirps» sont localement linéaires, à l'échelle de la fenêtre temps-fréquence de lissage.
les opérateurs T et D étant définis par (Th) (t) = t h(t) et
	
« locale », que l'on peut attacher à l'émergence de concentration s
(Dh)(t) _ (dh/dt)(t), respectivement .
	
énergétiques le long de trajectoires dans le plan .
La présentation qui vient d'être donnée de la réallocation s e
rapporte au seul spectrogramme, mais le principe en est en fai t
extensible bien au-delà de ce cadre. Ainsi, toute distributio n
(lissée) de la classe de Cohen, de la classe affine, de la class e
hyperbolique, . . . admet une forme réallouée qui en accroît l a
localisation et peut se mettre en oeuvre au moyen d'opérateur s
spécifiques partageant avec ceux de (40) et (41) le princip e
d'être construits sur trois représentations standard calculables e n
parallèle [2] .
Il importe cependant de noter que la réallocation du spectro-
gramme (qui a seule été proposée dans les travaux pionniers d e
Kodera et al. [21]) se prête à une interprétation particulièrement
intéressante . En effet, on peut montrer que les opérateurs de réal -
















arg F h) (t, w) .
	
(43 )
Ceci montre que les centres de gravité locaux vers lesquels le s
valeurs rnoyennées sont réallouées ne sont en fait autres qu e
les retard de groupe et fréquence instantanée du signal « vu »
à travers une fenêtre temps-fréquence locale. Cette interprétation
permet [8] de relier les résultats fournis par la réallocation de
spectrogramme avec ceux des approches « arête et squelette » [7] .
Elle fournit aussi un pont entre l'idée « globale » de fréquenc e
instantanée (au sens de Ville : une fréquence à un instant) et celle,
4. conclusion
La contradiction interne à l'expression «fréquence instantanée »
exclut d'en espérer une définition unique et satisfaisante à tou s
égards . Une voie d'approche consiste à aborder la question directe -
ment dans le plan temps-fréquence . Plutôt que de s'intéresser à
des représentations qui permettraient d'accéder à des définition s
pré-établies, on peut prendre comme point de départ une repré-
sentation temps-fréquence et s'appuyer sur elle pour interpréte r
en termes de «fréquences instantanées » ses lieux de localisatio n
(ou de concentration énergétique) dans le plan . Si cette approche
n'est bien sûr pas exempte d'arbitraire (le choix de la représen-
tation n'étant pas unique), le renversement de perspective qu'ell e
opère est néanmoins susceptible de réconcilier, de façon simple e t
opératoire, description mathématique et interprétation physique .
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