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AVANT-PROPOS
Ce mémoire fait la synthèse de onze années de recherche (2002-2012) dans
le domaine de la télédétection spatiale appliquée à l'épidémiologie des mala-
dies humaines, zoonotiques et animales, thème pour lequel j'ai bénéﬁcié d'une
constance certaine au sein des diﬀérentes unités de recherche où j'ai travaillé.
Après des études d'ingénieur en physique, avec une spécialisation en traitement
du signal et de l'image mais sans aucune connaissance en biologie, en écologie
ou en géographie, j'aimerais souligner ici que mon intérêt pour cette question
résulte quelque peu d'une série de heureux hasards et de rencontres.
Venue en Guyane pour des raisons personnelles, j'ai d'abord travaillé comme
ingénieur d'études au Laboratoire Régional de Télédétection de l'Institut de
Recherche pour le Développement (IRD) à Cayenne, dans le cadre de contrats
à durée déterminée sur des sujets comme l'évaluation d'une chaîne de traite-
ment de données laser altimétriques ou la cartographie des zones humides à
partir d'images hyperspectrales. C'est avec cette équipe dynamique, dirigée par
Laurent Polidori, que j'ai découvert des applications concrètes de la télédé-
tection en milieu tropical, le terrain, la recherche pour le développement, et
le plaisir de travailler avec des chercheurs de diﬀérentes disciplines. J'ai aussi
eu la chance d'arriver dans ce laboratoire au moment où des discussions ini-
tiées depuis quelques années entre des chercheurs de l'institut Pasteur de la
Guyane et de l'IRD aboutissaient au démarrage d'un projet commun pour "dé-
fricher" le thème "Épidémiologie des maladies transmissibles et télédétection en
Guyane"...et c'est véritablement là que "tout a commencé".
A l'institut Pasteur, tous mes collègues et en particulier Jacques Gardon,
épidémiologiste, ont tout fait pour m'expliquer très simplement les bases de
leurs disciplines (épidémiologie, entomologie, virologie : autant de mondes in-
connus et passionnants à découvrir), de manière à ce que nous nous comprenions
et que je puisse leur proposer des premiers indicateurs dérivés d'images de té-
lédétection qui leur ont paru assez pertinents pour poursuivre la collaboration
avec l'IRD, avec un nouveau projet sur la dengue. C'est à cette occasion que
L. Polidori m'a très fortement encouragée à m'inscrire en thèse, ce qui était,
déﬁnitivement, la chose à faire. Marcel Raﬀy, mon ancien professeur de télédé-
tection de l'Université de Strasbourg, a accepté d'en prendre la direction, et y
a apporté toute sa curiosité, son enthousiasme et évidemment son point de vue
"maths appliquées". Vers la ﬁn de ma thèse, le Centre de coopération Interna-
tionale en Recherche Agronomique pour le Développement (CIRAD) ouvrait un
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poste d'"écologue spécialiste en télédétection" pour travailler sur l'application
de la télédétection à l'étude des maladies animales, notamment au sein d'un
projet européen intitulé "Emerging Diseases in a changing European eNviron-
ment" (EDEN)... j'ai ainsi été recrutée en mai 2004 dans l'unité de recherche
nouvellement créée "Épidémiologie et Écologie des Maladies Animales" dirigée
par François Roger, unité qui deviendra plus tard "Animal et Gestion Intégrée
des Risques" (AGIRs).
Depuis 2004, je bénéﬁcie d'une situation particulièrement stimulante pour
développer une recherche appliquée à l'interface entre sciences géomatiques et
épidémiologie : faisant partie de l'unité AGIRs, principalement composée d'épi-
démiologistes et d'écologues, je suis accueillie à la Maison de la Télédétection
à Montpellier dans l'unité Territoires Environnement Télédétection et Informa-
tion Spatiale (TETIS) qui mène des recherches méthodologiques sur la maîtrise
de l'information spatiale, depuis son acquisition jusqu'à son utilisation par les
acteurs. J'ai ainsi pu, grâce à mes nombreux collègues de chacune des unités,
continuer à apprendre énormément, et aborder sans jamais m'ennuyer de nou-
velles questions de recherche - présentées dans ce mémoire - et ce, même si cette
position intermédiaire s'accompagne aussi parfois de sérieux doutes !
Ce mémoire présente donc - après un curriculum vitae détaillé - diﬀérents
résultats issus de ce cheminement à l'interface entre plusieurs disciplines, illus-
trant ma contribution à la compréhension des relations santé-environnement, et
largement illustrés par les travaux des doctorants et étudiants que j'ai encadrés,
notamment les travaux de thèse d'Hélène Guis, Valéria Soti et Priscilla Cailly.
La liste complète de mes publications ainsi qu'une sélection de publications sont
proposées à la ﬁn du document.
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Introduction : positionnement
des travaux
Ces dernières décennies ont été marquées par l'émergence de nombreuses ma-
ladies infectieuses humaines et animales, avec un important impact sur la santé
publique et vétérinaire [Jones et al., 2008, Morens et al., 2004, Patz et al., 2000].
La majorité des pathogènes responsables de ces émergences sont d'origine zoo-
notique (>60 %), et parmi ceux-ci, plus de 70 % ont pour réservoir une es-
pèce animale appartenant à la faune sauvage [Jones et al., 2008]. Par ailleurs,
la part des maladies à transmission vectorielle parmi les maladies émergentes a
signiﬁcativement augmenté. Diﬀérents types de facteurs sont mis en cause dans
ces émergences récentes, que ce soit des facteurs génétiques, biologiques, mais
aussi environnementaux, climatiques, ou bien politiques, économiques, démo-
graphiques et sociétaux [Patz et al., 2004].
Dans ce contexte, de nombreux travaux de recherche ont développé une ap-
proche écosystémique des maladies infectieuses vectorielles et zoonotiques, ou
approche d' écologie de la santé . Ces travaux visent à mieux comprendre les
mécanismes d'émergence, de maintien ou de diﬀusion de pathogènes en considé-
rant le système hôte-vecteur-pathogène en lien avec l'environnement physique
et humain (Figure 1). En particulier, l'étude des associations entre des facteurs
environnementaux et les modalités de transmission d'un pathogène ainsi que la
modélisation des dynamiques de populations et des systèmes épidémiologiques
permettent d'aborder ces questions. De telles études ont été facilitées par le dé-
veloppement récent des capacités des systèmes d'Observation de la Terre (OT)
et de positionnement, des Systèmes d'Information Géographique (SIG) , ainsi
que par l'augmentation de la puissance de calcul et de simulation des ordina-
teurs.
Les techniques de télédétection, par l'utilisation de capteurs embarqués
à bord de plate-formes satellites ou aéroportées, oﬀrent le potentiel de carac-
tériser les conditions environnementales qui peuvent être favorables aux vec-
teurs ou aux hôtes d'un système épidémiologique. De ce fait, celles-ci ont été
qualiﬁées dès les lancements des premiers satellites de  nouveaux yeux pour
les épidémiologistes  [Cline, 1970]. Depuis, de nombreuses applications de ces
techniques à l'épidémiologie ont été développées, essentiellement pour l'étude de
13
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Figure 1  Exemple de modèle conceptuel pour l'étude d'un système
hôte-vecteur-pathogène, en lien avec l'environnement physique et humain
[de La Rocque et al., 2007].
maladies vectorielles ou zoonotiques, permettant d'en évaluer le potentiel (voir
par exemple [Hay, 1997, Kitron, 1998, Beck et al., 2000, Simoonga et al., 2009,
Machault et al., 2011]) et les limites [Herbreteau et al., 2007].
Les Systèmes d'Information Géographique facilitent l'intégration de
ces données issues de la télédétection avec des données épidémiologiques ainsi
que le calcul d'indicateurs dérivés (relatifs par exemple à des calculs de dis-
tance, de surface,...). L'analyse statistique des relations entre ces données pourra
mettre en évidence des corrélations entre variables environnementales et va-
riables épidémiologiques, permettant ainsi de mieux comprendre et éventuelle-
ment de quantiﬁer les modalités de transmission d'un pathogène en fonction de
conditions environnementales. Cette démarche d'analyse des patrons de trans-
mission constitue l' épidémiologie paysagère  [Galuzo, 1975, Reisen, 2010,
Clements et Pfeiﬀer, 2009].
Enﬁn, les travaux de modélisation en épidémiologie permettant d'étu-
dier les mécanismes de transmission d'un pathogène ont connu un développe-
ment important et récent, alors que des premiers modèles avaient été déve-
loppés dès le début du XXe siècle [Kermack et McKendrick, 1927]. En eﬀet,
l'augmentation de la puissance de simulation des ordinateurs a rendu possible
ce développement, incluant la prise en compte d'eﬀets aléatoires, de l'hétérogé-
néité spatiale des taux de contact ou la simulation de diﬀérents scenarii (liés
par exemple à diﬀérentes stratégies de contrôle, ou au changement climatique)
[Linard et al., 2009].
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Ces diﬀérents thèmes, qui ne sont pas indépendants, constituent le coeur de
mes travaux et peuvent être organisés selon les questions de recherche suivantes :
 Quels indicateurs pertinents en épidémiologie peuvent être déﬁnis à par-
tir d'images d'Observation de la Terre ? Cette question fait l'objet de la
Partie 1 de ce mémoire.
 Peut-on décrire et quantiﬁer les patrons de transmission d'un pathogène
en fonction de caractéristiques environnementales par une approche ana-
lytique ? La Partie 2 aborde cette question par une démarche d'épidé-
miologie paysagère.
 Enﬁn, comment prendre en compte le paysage et la dynamique des condi-
tions environnementales dans la modélisation des processus de transmis-
sion ? Diﬀérents modèles mécanistes sont présentés dans la Partie 3.
Une discussion générale sur ces travaux et des perspectives de recherche,
qui constitueront mon projet de recherche pour les années à venir, sont présen-
tées dans la Partie 4. Les tables 1 à 3 ci-après présentent les caractéristiques
des maladies principalement étudiées (ﬁèvre de la Vallée du Rift, ﬁèvre du Nil
Occidental, ﬁèvre catarrhale ovine).
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La ﬁèvre de la Vallée du Rift (Rift Valley fever)
L'agent
pathogène
Le virus de la ﬁèvre de la Vallée du Rift : genre
Phlebovirus, famille des Bunyaviridae
Les hôtes
sensibles
Hommes et ruminants domestiques et sauvages
Les vecteurs
De nombreuses espèces de moustiques appartenant aux
genres Aedes, Anopheles, Culex, Eretmapodites et
Mansonia
Les symptômes
Chez l'animal (incubation 1-6 jours) : forte ﬁèvre, manque
d'appétit, vomissements, diarrhées, arrêt de la production
laitière pour les femelles et pour les femelles gravides la
perte de leur progéniture. Taux de mortalité chez les
animaux jeunes très élevé. Les avortements peuvent
atteindre un taux de 85 % chez les bovins, 100 % chez les
ovins et les caprins.
Chez l'homme (incubation 2-6 j) : forme bénigne dans la
majorité des cas caractérisée par une forte ﬁèvre souvent
accompagnée de maux de tête, de nausées, de
vomissements durant 4-7 jours. Dans ses formes les plus
sévères, la pathologie peut prendre une forme oculaire (0,5
à 2 % des cas), une forme méningo-encéphalite (< 1 %) ou
une forme ﬁèvre hémorragique (<1 %).
La
transmission
Par contact direct avec du
sang ou des organes d'animaux
infectés ; par piqûre d'un
moustique infecté ;
transmission verticale d'un
moustique femelle à sa
descendance.
Environnements
et distribution
géographique
Maladie avant tout rurale qui
aﬀecte essentiellement les
zones arides et semi-arides du
continent africain [S
ot
i,
20
11
]
Divers
Maladie à déclaration obligatoire inscrite sur la liste des
maladies de l'OIE (Organisation Mondiale de la Santé
Animale). Vaccination pour les animaux.
Table 1  La ﬁèvre de la Vallée du Rift
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La ﬁèvre du Nil Occidental (West Nile fever)
L'agent
pathogène
Le virus de la ﬁèvre du Nil Occidental (West Nile virus) :
genre Flavivirus, famille des Flaviviridae
Les hôtes
sensibles
Les oiseaux, les chevaux et l'homme
Les vecteurs
De nombreuses espèces de moustiques appartenant
principalement au genre Culex
Les symptômes
Chez l'homme l'infection est asymptomatique dans environ
80 % des cas. La ﬁèvre du Nil occidental est caractérisée
par de la ﬁèvre, des céphalées, une asthénie, des douleurs,
des nausées, des vomissements. Dans sa forme grave
(<1 %), la ﬁèvre du Nil occidental comporte troubles
neurologiques graves pouvant entraîner la mort (céphalées,
une forte ﬁèvre, une raideur de la nuque, de la stupeur,
une désorientation, le coma, des tremblements, des
convulsions, une faiblesse musculaire et la paralysie). La
durée d'incubation varie en général de 3 à 14 jours.
La
transmission
Principalement par piqûre
d'un moustique infecté ; les
hommes et les chevaux sont
considérés comme des
impasses parasitaires (la
réplication virale dans le
sang est insuﬃsante pour
transmettre le virus à
nouveau).
Environnements
et distribution
géographique
Le virus du Nil Occidental
est très largement répandu,
en Afrique, en Europe, au
Moyen-Orient, et en
Amérique où il a été
introduit en 1999,
provoquant une épidémie de
grande ampleur. Le virus a
été détecté dans des zones
humides, mais également
dans des zones rurales
sèches et en milieu urbain.
En Europe, les épidémies
dues au virus du Nil
Occidental prennent de
l'ampleur depuis l'été 2010,
en particulier en Europe de
l'Est.
Divers
Maladie à déclaration obligatoire inscrite sur la liste des
maladies de l'OIE. Vaccin pour les chevaux.
Table 2  La ﬁèvre du Nil Occidental
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La ﬁèvre catarrhale ovine / du mouton (Bluetongue)
L'agent
pathogène
Virus de la famille des Reoviridae. 24 sérotypes diﬀérents.
Les hôtes
sensibles
Ruminants domestiques et sauvages
Les vecteurs
Un petit nombre d'espèces de moucherons piqueurs
appartenant au genre Culicoides
Les symptômes
Les ovins sont les plus gravement touchés (perte de poids,
mortalité entre 2 et 70 %). Chez les bovins la sévérité des
signes cliniques varient en fonction de la souche virale.
La
transmission
Par piqûre d'un
moucheron Culicoides
infecté. A noter que les
bovins infectés jouent
un rôle important dans
la persistance du virus
dans une région,
restant infectieux
pendant plusieurs
semaines sans présenter
de signes cliniques ; par
ailleurs ce sont souvent
les hôtes préférés des
insectes vecteurs.
Environnements
et distribution
géographique
Jusqu'en 1998, la
répartition de la ﬁèvre
catarrhale ovine a
classiquement été
décrite sur tous les
continents comme
comprise entre les
latitudes 35S et 40N.
Depuis, la maladie a
émergé en Europe,
provoquant de
nombreuses épizooties.
Divers
Maladie à déclaration obligatoire inscrite sur la liste des
maladies de l'OIE. Vaccination ciblée sur les souches
virales présentes dans la zone concernée.
Table 3  La ﬁèvre catarrhale ovine
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Partie 1
La télédétection : de
 nouveaux yeux pour les
épidémiologistes  ?
Dans cette première partie sont présentés le potentiel et les limites de la
télédétection dans le domaine de l'épidémiologie, en détaillant comment des
images d'Observation de la Terre (OT) sont utilisées pour déﬁnir des indica-
teurs pertinents pour la description de la distribution spatiale et temporelle des
populations d'hôtes sensibles, de réservoirs sauvages ou de vecteurs de patho-
gènes. Cette démarche est illustrée par des exemples issus de mes travaux de
recherche, ainsi que par quelques exemples d'applications les plus fréquemment
rencontrés dans la littérature.
1.1 Caractérisation des populations d'hôtes sen-
sibles
1.1.1 Estimation de densités de populations humaines
L'épidémiologie peut parfois être considérée comme une science des dénomi-
nateurs, puisqu'une bonne estimation de la population à risque est essentielle
pour déterminer des indicateurs pertinents en santé publique. Ce sont générale-
ment les données de recensement qui sont utilisées pour renseigner les valeurs de
dénominateurs. Cependant, ces données ne sont pas toujours disponibles, pour
diﬀérentes raisons : coût d'une campagne de recensement, taux de croissance
démographique élevés, mouvements de populations, zones isolées, etc. Dans ce
contexte, j'ai été amenée à utiliser des données de télédétection à haute résolu-
tion spatiale aﬁn d'estimer des densités de populations humaines. La méthode
développée est très simple et robuste, et a été testée sur diﬀérentes aggloméra-
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tions en milieu tropical (Amazonie) [Tran et al., 2002, Faure et al., 2004] et en
Europe [Viel et Tran, 2009].
La classiﬁcation d'une image optique à haute résolution spatiale (par exemple
des capteurs SPOT ou Landsat) est un processus classique qui permet de grouper
en classes d'occupation du sol les pixels d'une image présentant des propriétés
spectrales communes. En particulier, ce processus permet de diﬀérencier la classe
 bâti  regroupant des zones avec des maisons, des immeubles ou des routes, de
la classe  non bâti  (forêts, eau, zones agricoles, etc.) (Figures 1.1.a et 1.1.b).
En faisant l'hypothèse que la population humaine est liée à la densité d'éléments
 bâti , on peut déﬁnir un indice de densité de population, calculé en chaque
point comme la proportion de surface de la classe  bâti  dans un rayon donné
(distance liée à la taille d'un pâté de maisons, par exemple 200 mètres - Figure
1.1.c).
Figure 1.1  Elaboration d'un indice de densité de population à partir d'une
image SPOT, région de Cayenne, Guyane. a) Image SPOT-4, 02/07/2001 (Co-
pyright CNES) b) Détection des zones bâties c) Indice de densité de population.
Pour diﬀérentes agglomérations d'Amazonie (Cayenne en Guyane, Bélèm au
Brésil) et d'Europe (Besançon, France), cet indice s'est révélé être signiﬁca-
tivement corrélé aux données de recensement (Figure 1.2). D'autre part, les
valeurs de taux d'incidence calculées à partir de cet indice étaient également
concordantes avec les taux d'incidence observés (calculés avec les données de
recensement comme dénominateur), démontrant l'intérêt de la méthode, qui ne
doit pas se substituer aux données de recensement lorsqu'elles existent, mais
qui oﬀre la possibilité de cartographier rapidement l'incidence d'une maladie
donnée.
1.1.2 Estimation de densités de populations animales
A notre connaissance, le potentiel de la télédétection pour l'estimation de
densités de populations animales reste à explorer. Néanmoins, lors de travaux
récents eﬀectués dans le cadre de la thèse de T. Amaral sur le risque de ﬁèvre
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Figure 1.2  Représentation bi-dimensionnelle du logarithme de la densité de
population réelle (source : Institut National de la Statistiques et des Études
Économiques) et d'un indice de densité de population dérivé d'une image SPOT,
région de Cayenne, Guyane, 2001.
aphteuse au Brésil [Basso Amaral, 2012], nous avons montré que des données
multispectrales pouvaient être utilisées pour cartographier la distribution des
bovins dans une région d'élevage extensif à la frontière avec le Paraguay.
Dans un premier temps, nous avons mis en évidence une relation entre la
densité d'animaux et la surface des pâturages déclarés par les éleveurs à partir
des statistiques agricoles du gouvernement brésilien (Figure 1.3). Ces zones de
pâturages ont ensuite été cartographiées à partir de données optiques multis-
pectrales du capteur Landsat Thematic Mapper. Enﬁn, la relation statistique
entre densité d'animaux et surface des pâturages a été appliquée sur cette carte
aﬁn de cartographier les densités d'animaux. Les eﬀectifs totaux ainsi estimés
sur trois régions d'études sont cohérents avec ceux déclarés par les éleveurs, dé-
montrant ainsi le potentiel de cette méthode pour des zones pour lesquelles on
ne dispose pas de statistiques agricoles.
1.2 Détection et caractérisation de l'habitat des
vecteurs ou des réservoirs sauvages
1.2.1 L'occupation du sol
L'occupation du sol est généralement un facteur déterminant de la présence
et l'abondance des vecteurs ou des réservoirs sauvages [Curran et al., 2000]. Cer-
tains habitats peuvent constituer des sites de reproduction, de repos ou d'ali-
mentation des espèces, ou bien au contraire être très défavorables à leur présence.
Ainsi, il paraît important, pour caractériser la distribution des vecteurs ou des
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Figure 1.3  Représentation bi-dimensionnelle du logarithme du nombre de
bovins (NbCattle) et du logarithme de l'aire des pâturages (Pasture) estimée
par la classiﬁcation d'images Landsat ETM+, Brésil, 2010 [Basso Amaral, 2012].
réservoirs sauvages, d'être en mesure de cartographier l'occupation du sol, et ce,
avec une typologie adaptée à l'espèce étudiée.
Cartographie de l'occupation du sol par télédétection
La télédétection optique est particulièrement adaptée à ce genre de pro-
blématique, et les méthodes de classiﬁcation d'images multispectrales (proces-
sus qui consiste à grouper au sein d'une même classe les pixels de l'image
ayant des propriétés spectrales, texturales ou contextuelles comparables) sont
des méthodes classiques et opérationnelles. Plus récemment, les classiﬁcations
dites orientées objets ont également démontré leur intérêt pour la classiﬁcation
d'images à très haute résolution spatiale. Dans ce type de classiﬁcation, une
étape de segmentation (déﬁnition de groupes de pixels homogènes - ou objets)
est réalisée préalablement à l'étape de classiﬁcation des objets ainsi délimités,
classiﬁcation qui peut s'eﬀectuer sur des propriétés relatives à la taille et la
forme des objets en sus de propriétés spectrales, texturales ou contextuelles.
Néanmoins, il faut souligner que pour que les cartes d'occupation du sol
dérivées d'images de télédétection soient pertinentes pour l'étude et la cartogra-
phie des habitats des vecteurs ou réservoirs sauvages, il est important de déﬁnir,
en amont de tout processus de classiﬁcation, la résolution spatiale requise ainsi
qu'une typologie adaptée. Ceci nécessite une collaboration étroite entre épidé-
miologistes et télédétecteurs, sans laquelle la télédétection peut s'avérer un outil
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peu adéquat pour répondre à des questions biologiques, malgré son fort potentiel
[Herbreteau et al., 2007].
Exemples d'applications
Cartographie des habitats des vecteurs et des réservoirs sauvages
de la ﬁèvre du Nil Occidental en Camargue et au Sénégal Dans le
cadre du projet EDEN, des cartes d'occupation du sol ont été réalisées pour les
diﬀérents sites d'étude (Camargue, France ; vallée du ﬂeuve Sénégal) à partir
d'imagerie Landsat, ceci aﬁn de cartographier les habitats des oiseaux et des
moustiques impliqués dans le cycle de transmission du virus du Nil Occidental
[Tran et al., 2007, Chevalier et al., 2010].
En eﬀet, l'analyse préliminaire des données d'occupation du sol existantes
sur les zones d'étude a montré que la typologie des cartes d'occupation du sol
disponibles n'étaient pas adaptées à la description ﬁnes des distributions des
espèces vectrices et réservoirs du virus. Par exemple, les données d'occupation
du sol Corine Land Cover (CLC) disponibles pour la Camargue, regroupent
dans la même classe "Marais intérieurs" les diﬀérents types de marais d'intérêt,
à dire d'experts, pour les moustiques et oiseaux : les roselières, les marais à
scirpes et à joncs et les prairies à joncs inondées de manière temporaires (Figure
1.4).
Figure 1.4  Cartographie de l'occupation du sol (extraits). A gauche : Clas-
siﬁcation d'une image Landsat ETM+ (projet EDEN). A droite : Corine Land
Cover (Source : The European Topic Centre on Terrestrial Environment : Corine
land cover database).
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Par ailleurs, la résolution spatiale de ce type de données (taille de pixel :
100 m x 100 m) est apparue trop grossière pour la caractérisation des habitats
des moustiques. La déﬁnition de la typologie souhaitée a donc fait le fruit d'une
concertation interdisciplinaire entre entomologistes, ornithologistes, botanistes
et télédétecteurs aﬁn d'élaborer une typologie adaptée au sujet d'étude, tout
en prenant en compte les contraintes techniques liées au traitement des images
(Figure 1.4).
Ces cartes d'occupation du sol ont par la suite été exploitées pour étu-
dier les facteurs de risque associés à l'occurrence de la ﬁèvre du Nil Occidental
[Chevalier et al., 2010], ainsi que pour caractériser dans le temps et dans l'es-
pace les contacts entre réservoirs et vecteurs aﬁn de tester diﬀérentes hypothèses
de processus de transmission du virus (partie 3, 3.3).
Détection des changements : évolution des habitats de communautés
de rongeurs en Asie du Sud-Est Dans le cadre du projet CERoPath, des
cartes d'occupation du sol ont été élaborées pour les sept sites d'étude de trois
pays (Thaïlande, Laos et Cambodge), et ce à des dates récentes (2007-2008) et
plus anciennes (années 1980 et 1990), par imagerie SPOT [Dupuy et al., 2012].
Une même méthode de classiﬁcation orientée objet a été appliquée sur les diﬀé-
rentes scènes SPOT, aﬁn i) de cartographier l'occupation du sol sur les diﬀérents
sites et ii) d'évaluer pour chaque site les changements d'occupation du sol, dans
une région marquée ces dernières décennies par des taux de déforestation sans
précédent [Achard et al., 2002].
Cette étude a permis à la fois de quantiﬁer les changements d'occupation
du sol ainsi que de mettre en évidence diﬀérents proﬁls de changements entre
les sites (Figure 1.5). Les raisons de ces changements doivent être interpré-
tés en fonction du contexte démographique, institutionnel et socio-économique
pour chaque site. A terme, ces cartes seront utilisées pour l'étude de l'impact de
changements environnementaux sur la biodiversité, prenant en exemple les com-
munautés de rongeurs [Herbreteau et al., 2006] et des pathogènes qu'ils trans-
mettent [Ivanova et al., 2012, Bordes et al., 2013].
1.2.2 Les surfaces en eau
Parmi les diﬀérents types d'occupation du sol, les surfaces en eau (quelle
que soit leur taille : lacs, mares temporaires ou permanentes, cours d'eau, ...)
ont une importance particulière, car elles constituent un habitat critique pour
de nombreuses espèces de réservoirs et de vecteurs. Leurs caractéristiques et
leurs dynamiques déterminent donc souvent la distribution et l'abondance de
vecteurs comme les moustiques, ou de réservoirs sauvages comme les oiseaux.
Par ailleurs, l'eau peut également jouer le rôle de réservoir environnemental
d'un pathogène, comme c'est par exemple le cas pour le virus de la grippe
aviaire [Brown et al., 2007]. Ainsi, les surfaces en eau constituent un élément
du paysage crucial pour la transmission de nombreux pathogènes, qu'il paraît
important de pouvoir cartographier et de caractériser.
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Figure 1.5  Changements d'occupation du sol sur les sites de Loei, Thaïlande,
et Mondolkiri, Cambodge. Sur les cartes et les graphiques les forêts, les zones
de cultures et les zones urbanisées sont représentées en vert, orangé et rose,
respectivement. A gauche : carte d'occupation des sols à la date la plus récente.
A droite : évolution de la répartition des types d'occupation du sol entre 1987
et 2008 [Dupuy et al., 2012].
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Cartographie des zones en eau par télédétection
Parce que les zones en eau ont une réponse spectrale particulière, il est
possible de les détecter et de les cartographier par télédétection et la littérature
scientiﬁque à ce sujet est riche. En eﬀet, en fonction du type de surfaces en
eau que l'on souhaite détecter, diﬀérents capteurs et méthodes peuvent être
utilisées. Dans le cadre de diﬀérents projets (thèse de V. Soti, projet EDEN,
projet RIVERS), nous avons prêté une attention particulière aux diﬀérentes
méthodes de détection des surfaces en eau par télédétection [Tran et al., 2010a]
et évalué ces méthodes dans le contexte des zones semi-arides [Soti et al., 2009],
préalablement à une utilisation en épidémiologie.
Les surfaces d'eau libre. Dans le domaine du visible et de l'infrarouge, l'eau
est caractérisée par une forte réﬂectance dans le bleu, qui diminue rapidement
dans les longueurs d'onde visible, jusqu'à de très faibles valeurs dans l'infra-
rouge. En exploitant les propriétés de cette signature spectrale particulière, dif-
férents indices ont été développés pour détecter les surfaces en eau, exploitant
en particulier les longueurs d'onde du proche infrarouge, du moyen infrarouge
et du vert [Work et Gilmer, 1976, White, 1978, McFeeters, 1996, Gao, 1996,
Xu, 2006, Lacaux et al., 2007].
Parmi ceux-ci, nous avons montré que le MNDWI (Modiﬁed Normalized Diﬀe-
rence Water Index) [Xu, 2006] était l'indice le plus approprié pour discriminer
les surfaces en eau libre en zone aride [Soti et al., 2009]. D'autre part, l'analyse
eﬀectuée sur l'eﬀet de la résolution spatiale sur la taille des surfaces en eau dé-
tectées permet d'eﬀectuer des recommandations pour le choix des capteurs en
fonction du choix de la surface minimale en eau à détecter [Soti et al., 2009].
Par ailleurs, les capteurs radars à synthèse d'ouverture (Synthetic Aperture
Radar : SAR) peuvent également détecter l'eau libre avec eﬃcacité, en utili-
sant la conﬁguration appropriée en termes d'angle d'incidence et de polarisation
[Smith, 1997, Baghdadi et al., 2007].
Les zones inondées. La détection automatique de surfaces inondées avec
végétation, comme les rizières, les marais ou les forêts inondées, peut s'avérer
diﬃcile par télédétection optique, dès lors que la végétation masque la surface
en eau. Les méthodes reposent en général sur l'analyse de séries temporelles
d'images d'indices de végétation et d'indices d'eau, comme par exemple pour
l'extraction des zones de riziculture [Xiao et al., 2005, Sakamoto et al., 2007].
En revanche, la télédétection radar présente un fort potentiel pour la détection
de surfaces inondées couvertes de végétation. En eﬀet, en raison d'une double
réﬂexion du signal radar sur l'eau, puis sur les tiges ou les troncs de la végétation,
le coeﬃcient de rétrodiﬀusion mesuré par les capteurs radar sur les zones de
végétation inondées est très élevé, permettant de les discriminer aisément des
autres types de couverts [Baghdadi et al., 2001].
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Exemples d'applications
Un exemple à l'échelle locale : Détection et caractérisation de mares
temporaires, région du Ferlo, Sénégal. Dans le cadre des travaux eﬀec-
tués sur la ﬁèvre de la Vallée du Rift (FVR) au Sénégal (thèse de V. Soti,
projet EDEN), nous avons utilisé des données à très haute résolution spatiale
(Quickbird : taille de pixel 2,4 m x 2,4 m) pour cartographier l'ensemble des
mares temporaires d'une zone d'étude de 11 km x 10 km, à leur maximum de
remplissage (Figure 1.6).
Figure 1.6  Cartographie des mares temporaires, région du Ferlo, Sénegal. a)
Image Quickbird, 04/08/2005 (Copyright DigitalGlobe) b) Image d'un indice de
l'eau (MNDWI) calculé à partir des bandes spectrales acquises dans le vert et
le moyen-infrarouge c) Carte des mares obtenue par seuillage du MNDWI.
Ces mares, qui connaissent d'importantes ﬂuctuations de niveau d'eau au
cours de la saison des pluies (juillet-octobre), constituent en eﬀet à la fois une
ressource en eau importante pour une population humaine tournée presque ex-
clusivement vers l'élevage extensif, ainsi que les gîtes larvaires des deux espèces
de moustiques vectrices de la FVR au Sénégal, Aedes vexans arabiensis et Culex
poicilipes [Soti, 2011].
Les caractéristiques de ces mares (surface, couverture végétale dans et au-
tour de la mare) seront ensuite mises en relation avec les valeurs d'incidence
sérologique mesurée à proximité de ces mares (Partie 2, 2.1.2), et également
utilisées pour renseigner un modèle de dynamique de population de Aedes vexans
arabiensis et Culex poicilipes, modèle présenté dans la partie 3 (3.1.1).
Un exemple à l'échelle régionale : Cartographie et caractérisation
des surfaces en eau et des rizières en Asie du Sud-Est. Dans le cadre
d'une étude sur le rôle de l'environnement dans l'épidémiologie de la grippe
aviaire H5N1 [Desvaux, 2011], nous avons utilisé cette fois des données optiques
à moyenne résolution spatiale (MODIS : taille de pixel 500 m x 500 m, résolution
temporelle : 8 jours) pour cartographier i) les surfaces en eau et la durée an-
nuelle d'inondation et ii) les zones de riziculture selon le nombre de récoltes par
an (une ou deux), en appliquant la méthode de détection des rizières proposée
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par [Xiao et al., 2005]. La période d'étude concernait les années 2005 et 2007,
correspondant aux dernières vagues épidémiques causées par le virus H5N1 dans
les élevages avicoles dans le Nord Viêtnam.
A l'échelle de la commune, ces variables calculées à partir de données de télédé-
tection se sont avérées être signiﬁcativement corrélées à l'occurrence de foyers
de grippe aviaire à H5N1 [Desvaux, 2011], soulignant le rôle de l'eau dans l'oc-
currence de la grippe aviaire dans cette région. La même méthodologie a été
appliquée au Cambodge dans le cadre du projet RIVERS (Figure 1.7).
Figure 1.7  Cartographie des durées d'inondation, Cambodge. a) Série tem-
porelle d'images MODIS b) Série d'images d'un indice de l'eau (MNDWI) c)
Série d'images des zones en eau obtenues par seuillage du MNDWI d) Carte
des durées d'inondation estimées (en noir : faibles durées d'inondation ; blanc :
fortes durées d'inondation).
Un exemple à l'échelle continentale : Cartographie des grandes zones
humides en Afrique. Dans le cadre d'une étude sur les variables écologiques
associées à l'infection par les virus de grippe aviaire dans les communautés d'oi-
seaux sauvages en Afrique [Gaidet et al., 2012], nous avons utilisé les mêmes
données MODIS pour cartographier, aux dates correspondantes aux comptages
et prélèvements d'oiseaux sauvages eﬀectués sur le terrain, la surface des grandes
zones humides pour 16 sites d'études de 15 pays africains (Figure 1.8).
Cette estimation par télédétection de la surface inondée de ces grandes zones
humides (très variables entre les sites et les périodes, entre 1 et 2000 km2) a
permis de calculer la densité des populations d'oiseaux. Cette densité s'est avé-
rée être positivement corrélée à la prévalence mesurée dans les communautés
d'oiseaux [Gaidet et al., 2012].
Ces diﬀérents exemples illustrent le fort potentiel des données d'observa-
tion de la Terre pour détecter et cartographier les surfaces d'eau libre et les
zones inondées, à diﬀérentes échelles spatiales et dans diﬀérents contextes géo-
graphiques. En revanche, une revue de la littérature sur les capacités de ca-
ractérisation des propriétés de l'eau comme la température, la salinité, le pH,
la turbidité et la profondeur, met en évidence les limites actuelles de la télé-
détection pour de telles applications, alors que ces propriétés pourraient être
d'importance dans le cadre d'études sur la grippe aviaire et notamment sur
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Figure 1.8  Cartographie des surfaces en eau à une échelle continen-
tale. a) Localisation des diﬀérents sites de prélèvements d'oiseaux sauvages
[Gaidet et al., 2012] b) Aperçu des images MODIS utilisées.
la survie des virus aviaires dans l'environnement [Tran et al., 2010a]. Ces dif-
férentes études soulignent ainsi la nécessité d'une bonne connaissance à la fois
du potentiel et des limites de la télédétection, ceci aﬁn d'identiﬁer et mettre en
÷uvre les méthodes adaptées à la mise au point d'indicateurs pertinents pour
les systèmes épidémiologiques étudiés.
1.2.3 Déﬁnition d'indices paysagers
L'hypothèse sous-jacente à l'utilisation de la télédétection pour décrire la
structuration des populations dans l'espace est que la présence et l'abondance
de ces populations à un endroit donné (le site de piégeage ou d'observation) dé-
pend de la présence d'habitats favorables ou hostiles (pouvant être détectés par
télédétection), en ce lieu ou dans un voisinage proche. Ainsi, pour tester et quan-
tiﬁer le lien entre environnement et distribution des populations, il est nécessaire
de caractériser ce "voisinage" par la déﬁnition d'indices paysagers. Ces derniers
sont le plus souvent dérivés de calculs simples de superﬁcies (e.g. la proportion
de diﬀérents types d'occupation du sol dans un rayon donné [Beck et al., 1994])
ou de distances (e.g. distance aux zones en eau [Rejmankova et al., 1995]). A
noter que les fonctionnalités des SIG facilitent grandement ce genre de calculs.
Néanmoins, si la distribution des populations de réservoirs sauvages et des
vecteurs dans l'espace dépend de l'existence d'habitats favorables, elle peut aussi
dépendre de la taille, de la forme de ces habitats, ainsi que de leur organi-
sation spatiale [Turner, 2005]. Pour caractériser cette structuration des habi-
tats, des indices paysagers peuvent être déﬁnis pour reﬂéter l'importance des
écotones, la diversité des habitats, leur fragmentation, leur connectivité, etc
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[McGarigal et al., 2002]. De tels indices sont couramment utilisés en écologie
paysagère, par exemple dans le domaine de la conservation de la faune sauvage
[Schadt et al., 2002, Rodewald et Vitz, 2005]. Leur utilisation est plus récente
en épidémiologie, avec des travaux démontrant leur intérêt pour reﬂéter les rela-
tions complexes entre hôtes, vecteurs et réservoirs sauvages [Estrada-Pena, 2002,
Allan et al., 2003, Graham et al., 2004, Pradier et al., 2008].
Exemples
Utilisation d'indices paysagers "standards" pour caractériser les pay-
sages et leur évolution. Les méthodes pour décrire de manière quantitative
des motifs paysagers sont nombreuses (e.g. [O'Neill et al., 1988, Turner, 1990,
Baker et Cai, 1992, McGarigal, 2002, McGarigal et al., 2002]), ce qui se traduit
par l'existence de plusieurs centaines de métriques pour caractériser la géomé-
trie et les propriétés spatiales des entités (patchs) qui composent un paysage, à
partir d'une carte d'occupation du sol. Ces métriques peuvent être classées en
diﬀérentes familles, selon le type de motif paysager que l'on cherche à mesurer
[McGarigal et al., 2002] :
 Aire/densité/frontières : mesures relatives à la surface des patchs, leur
périmètre, leur densité ;
 Forme : mesures de la complexité de la forme des patchs (simple et com-
pacte ou bien au contraire irrégulière et tortueuse) ;
 Noyau : mesures relatives au noyau d'un patch, c'est-à-dire la surface
intérieure du patch après avoir retiré une certaine taille de bordure, cette
taille devant être déﬁnie par l'utilisateur en fonction du phénomène étudié ;
 Isolation/proximité : ces mesures reﬂètent la tendance des patchs à être
isolés (distants) de patchs de classes d'occupation du sol similaires ;
 Contraste : mesures relatives à la diﬀérence de type de patchs entre patchs
voisins ;
 Contagion/interspersion : la "contagion" mesure la tendance des patchs
d'un type d'occupation du sol à être spatialement agrégés ; au contraire,
"l'interspersion" mesure à quel point des patchs de diﬀérents types sont
mélangés ;
 Connectivité : mesures relatives à la mesure de connexions fonctionnelles
entre patchs d'un même type ;
 Diversité : mesures relatives à la richesse (nombre de types de patchs
diﬀérents), la dominance d'un type de patch par rapport aux autres, ou
au contraire une égale représentation de chaque classe ("evenness"), ou
une combinaison de ces deux types de mesures par des indices dérivés de
l'écologie des communautés comme l'indice de Shannon ou de Simpson
[Shannon, 1948, Simpson, 1949].
D'autre part, ces diﬀérents indices peuvent être calculés à l'échelle du patch, de
la classe ou bien du paysage... Aﬁn de décider quelle métrique choisir parmi le
nombre de métriques possibles (souvent corrélées entre elles), l'échelle et éven-
tuellement les paramètres de calcul, l'utilisateur doit être en mesure en amont
i) de bien comprendre le calcul de l'indice ainsi que son interprétation et ii)
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d'identiﬁer si cet indice a du sens, d'un point de vue écologique, pour le phéno-
mène étudié.
Ainsi, dans le cadre de nos travaux sur les déterminants environnementaux de
la distribution de vecteurs ou de réservoirs, nous avons été amenés à utiliser de
tels indices pour l'étude de la ﬁèvre catarrhale ovine, en utilisant comme critère
de choix 1) la signiﬁcation d'un point de vue écologique 2) la simplicité et 3)
la diversité (un indice par famille) [Guis, 2007]. Une illustration de tels indices,
qui seront mis en relation avec des données épidémiologiques et entomologiques
dans la partie 2, est donnée dans le Tableau 1.1. Le choix de ces indices "stan-
dards" était justiﬁé du fait du manque de connaissances (et donc d'hypothèses
écologiques a priori) sur les caractéristiques environnementales pouvant déter-
miner la présence du vecteur de la maladie Culicoides imicola. D'autres indices
paysagers peuvent être déﬁnis, en fonction des connaissances et des hypothèses
sur le système épidémiologique étudié (voir l'exemple ci-après).
Enﬁn, il faut souligner que la description de l'évolution d'indices paysa-
gers est révélatrice de l'évolution des paysages en terme de composition et de
structure, comme par exemple celle des diﬀérents sites du projet CERoPATH
présentés précédemment (1.2.1) (Figure 1.9).
Figure 1.9  Evolution de l'indice paysager de densité de frontières (edge den-
sity) sur sept sites d'Asie du Sud-Est entre 1987 et 2008 (projet CERoPaTH).
a) Localisation des sites d'étude b) Evolution de l'indice "edge density" calculé
à partir d'images SPOT acquises à trois dates diﬀérentes [Dupuy et al., 2012].
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Nom Déﬁnition Image de la zone avec la valeur :
la plus faible la plus forte
Densité
d'entités
(Patch
density)
Nombre d'entités (tous
types confondus) divisé
par la surface
Indice de
forme de
paysage
(Landscape
Shape Index)
Longueur totale de
frontière (bordure)
divisée par la longueur
minimale de frontière
entre classes
Distance
euclidienne
moyenne au
plus proche
voisin
Distance moyenne à
l'entité la plus proche
de même type
Indice de
connectivité
Nombre de liens entre
entités de même type
dans un rayon déﬁni,
divisé par le nombre
total de liens du même
type
Densité de
richesse des
entités (Patch
richness
density)
Nombre de types
diﬀérents d'entités
présents divisé par la
surface
Indice de
diversité de
Simpson
SIDI vaut 1 moins la
somme des proportions
de chaque type d'entité
élevées au carré
(probabilité que 2
pixels pris au hasard
soient de type diﬀérent)
Table 1.1  Exemples d'indicateurs paysagers "standards". Cas d'une étude
sur la ﬁèvre catarrhale ovine, Corse [Guis, 2007].
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Déﬁnition de nouveaux indices paysagers en fonction d'hypothèses
écologiques. Dans le cadre des travaux eﬀectués sur la FVR évoqués précé-
demment (1.2.2), nous avons déﬁni des indices paysagers à l'échelle de la mare,
et ceci en fonction de résultats sur les facteurs de risque de la transmission du
virus de la FVR connus ainsi que de connaissances sur l'écologie des vecteurs,
les moustiques Ae. vexans arabiensis et Cx. poicilipes. En eﬀet, les études précé-
dentes sur la FVR dans la région de Barkédji, Ferlo, Sénégal, avaient démontré
que l'incidence sérologique mesurée dans les troupeaux de petits ruminants était
plus élevée à proximité des petites mares situées dans le lit principal de l'an-
cien ﬂeuve Ferlo [Chevalier et al., 2005]. Aﬁn de caractériser plus ﬁnement et
selon des hypothèses écologiques sur les contacts hôtes / vecteurs les facteurs de
risque de la FVR dans cette zone, nous avons utilisé une image multispectrale
à très haute résolution spatiale (Quickbird, taille de pixel : 2,4 m x 2,4 m) pour
i) cartographier l'occupation du sol et ii) calculer des indices paysagers suscep-
tibles de révéler des conditions favorables à la prolifération des moustiques et
à leur dispersion autour de leur gîtes larvaires (les mares). Un résumé de ces
diﬀérents indices est présenté dans la Table 1.2. Ils seront mis en relation avec
des données épidémiologiques dans la partie 2 (2.1.2).
1.3 Indicateurs météorologiques
Les conditions de température, de pluviométrie ou d'humidité sont autant
de facteurs inﬂuençant la distribution et la dynamique de populations de nom-
breuses espèces, notamment d'insectes. Sur de courtes échelles de temps, les
conditions météorologiques peuvent avoir un impact sur la dynamique des
populations et leur distribution à une échelle locale. Sur de plus longues échelles
de temps, les caractéristiques climatiques déterminent la distribution globale
des espèces, déﬁnissant ainsi leur niche climatique. Ces dernières nécessitent des
observations sur plusieurs décennies (au minimum trente ans) et ne peuvent
donc pas être estimées par les capteurs d'observation de la Terre dont l'utili-
sation reste relativement récente. En revanche, des indicateurs issus de la télé-
détection sont utilisés dans le cadre d'études épidémiologiques, principalement
des indicateurs de température et de pluviométrie (e.g. [Linthicum et al., 1999,
Lobitz et al., 2000]).
1.3.1 Indicateurs de température
Les températures de surfaces aquatiques et terrestres peuvent être estimées
à partir d'images acquises dans l'infrarouge thermique [Anding et Kauth, 1970,
Reinart et Reinhold, 2008, Prata, 1993, Crosson et al., 2012]. Cependant, la prin-
cipale limite à leur utilisation est liée au compromis entre résolution spatiale et
résolution temporelle de ces images : aﬁn d'obtenir des données avec une réso-
lution temporelle suﬃsante (e.g. données journalières), les capteurs thermiques
ont une plus faible résolution spatiale (largeur de pixel de plusieurs centaines
de mètres à plusieurs kms).
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Nom Déﬁnition / Hypothèse Image de la zone Image de la zone
avec la plus faible
valeur
avec la plus forte
valeur
Surface en
eau
Surface de la mare / Le
risque de FVR est plus
élevé à proximité de
petites mares
[Chevalier et al., 2005]
75 m2 363 525 m2
Indice de
couverture
végétale
aquatique
Surface de la mare
couverte par la
végétation divisée par
la surface totale de la
mare / Les mares riches
en végétation
constituent des habitats
favorables aux
moustiques
[Clements, 1999,
Clements, 2000]
0 0.96
Indice de
densité de
végétation
calculé dans
un buﬀer de
100 m
Surface de végétation
dense dans une zone
tampon autour de la
mare de 100 m divisée
par la surface de
végétation ouverte / Le
couvert végétal favorise
la dispersion des
moustiques
[Clements, 1999]
0,08 1,3
Table 1.2  Exemples d'indicateurs paysagers déﬁnis à partir d'hypothèses
écologiques (taille des imagettes : 350m x 350m). Cas d'une étude sur la ﬁèvre
de la Vallée du Rift, Sénégal [Soti, 2011, Soti et al., 2013].
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De ce fait, les estimations de températures terrestres, obtenues sur des pixels
mixtes (incluant diﬀérents types d'occupation du sol), sont moins précises que les
estimations de températures de la mer. Sur la terre, ces estimations par satellite
sont donc généralement utilisés seulement lorsque les données météorologiques
acquises par des stations au sol sont indisponibles, ou pour une caractérisation
relative des variations de température sur de larges régions géographiques (e.g.
[Malone et al., 1994, Estrada-Pena, 1999]).
Sur la mer, les indicateurs de températures de surface par satellite fournissent
une information précieuse permettant par exemple de caractériser des tempéra-
tures de l'eau favorables à des concentrations importantes de plancton, réservoir
du bacille du choléra [Lobitz et al., 2000] ou des anomalies de températures as-
sociées au phénomène El Niño, pouvant se traduire par des surplus pluviomé-
triques favorables à la prolifération des moustiques [Linthicum et al., 1999].
1.3.2 Indicateurs de pluviométrie
Les méthodes d'estimation des précipitations par satellite se basent sur les
observations suivantes : i) les nuages produisent d'autant plus de précipitations
qu'ils apparaissent plus brillants et que leurs sommets sont hauts donc froids,
et ii) les nuages qui se dissipent produisent peu de précipitations. Ces méthodes
utilisent donc généralement des données infrarouge thermique et micro-onde et
nécessitent des données de calibration [Djama, 2010].
Utilisation du Normalized Diﬀerence Vegetation Index. L'indice de
végétation à diﬀérence normalisée (Normalized Diﬀerence Vegetation Index -
NDVI) est largement utilisé comme indice de pluviométrie dans de nombreuses
études santé/environnement [Ward et al., 2005, Anyamba et al., 2009]. En eﬀet,
cet indice, calculé à partir des valeurs de réﬂectances mesurées dans le rouge et
le proche infrarouge, est sensible à l'activité chlorophyllienne de la végétation,
qui peut être elle même liée à la pluviométrie, en particulier en zone aride :
dans ces régions, un évènement pluvieux est aussitôt suivi d'une réponse de la
végétation.
Par exemple, dans le cadre des travaux réalisés sur la ﬁèvre de la Vallée
du Rift au Sénégal, nous avons montré que le NDVI était corrélé à la hau-
teur des mares étudiées (Figure 1.10). Par ailleurs, considérant cet indice de
végétation comme un indicateur de conditions humides favorables à la prolifé-
ration d'insectes vecteurs, le NDVI peut être plus pertinent que la pluviomé-
trie seule, dans des régions arides où la dynamique hydrologique est essentiel-
lement due au ruissellement, comme par exemple sur la côte ouest du Yemen
[Abdo-Salem et al., 2011]. Cependant, cette relation peut être plus discutable
dans d'autres contextes géographiques, et cet indice doit donc être interprété
avec précaution.
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Figure 1.10  Relation entre NDVI et dynamique hydrologique, région de Bar-
kedji, Sénégal. a) Mare de Furdu (9700 m2), b) corrélation croisée entre les
mesures de hauteurs d'eau et les valeurs de NDVI calculées à partir d'une sé-
rie temporelle d'images MODIS sur la zone. Les lignes en pointillés indiquent
l'enveloppe de conﬁance [Soti et al., 2009].
1.4 Conclusions
Dans cette première partie, nous avons montré comment les techniques d'ob-
servation de la Terre pouvaient être utilisées pour caractériser les populations
d'hôtes sensibles ainsi que l'habitat des vecteurs ou des réservoirs sauvages. Les
travaux de recherche, de plus en plus nombreux à ce sujet, illustrent les applica-
tions variées de la télédétection dans le domaine de l'épidémiologie. Les limites
-qui sont plus rarement discutées- sont principalement liées à la résolution spa-
tiale des capteurs [Moloney et al., 1998], ou bien au compromis inévitable entre
résolution spatiale et couverture géographique ou répétitivité temporelle.
De ces diﬀérents exemples, deux principales conclusions peuvent être tirées.
Tout d'abord, aﬁn d'établir des liens successifs cohérents entre le système épidé-
miologique étudié, l'environnement et l'information dérivée de la télédétection,
il est important de pouvoir déﬁnir des indicateurs adaptés en terme de contenu
informatif, de couverture géographique, de résolutions spatiale et temporelle.
D'autre part, la mise au point et le lancement chaque année de nouveaux cap-
teurs avec de meilleures résolutions spatiales, temporelles et spectrales, accom-
pagnés du développement de nouvelles méthodes de traitement d'image (e.g.
classiﬁcation orientées objet pour les images à très haute résolution spatiale),
requiert un travail de veille constant sur ces innovations techniques et méthodo-
logiques. Ces deux remarques mettent en lumière la nécessité d'une véritable col-
laboration interdisciplinaire entre épidémiologistes et télédétecteurs aﬁn d'être
en mesure d'exploiter au maximum l'information issue des systèmes d'observa-
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tion de la Terre dans le domaine de l'épidémiologie [Herbreteau et al., 2007].
Des perspectives de recherche concernant le développement d'indicateurs
adaptés à des études en épidémiologie seront présentées dans la partie 4. Dans
les parties suivantes, nous montrons comment les indicateurs issus de la té-
lédétection présentés précédemment peuvent être assimilés dans des modèles
statistiques (partie 2) ou mathématiques (partie 3) pour mieux comprendre les
dynamiques de transmission de pathogènes.
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Partie 2
Épidémiologie paysagère :
décrire les patrons de
transmission d'un pathogène
en lien avec l'environnement
Dans cette partie, l'apport d'une approche analytique pour décrire - et si
possible quantiﬁer - les patrons de transmission d'un pathogène en fonction de
caractéristiques environnementales est détaillé à partir d'exemples issus de mes
travaux de recherche. L'épidémiologie paysagère décrit comment la dynamique
des populations d'hôtes, de vecteurs et de pathogènes interagissent spatialement
dans un environnement qui rend possible la transmission [Reisen, 2010]. Nous
illustrons cette approche par des études portant sur les associations entre des
caractéristiques environnementales et des données épidémiologiques ou entomo-
logiques, dans l'espace et dans le temps.
2.1 Des caractéristiques environnementales peuvent-
elles expliquer l'hétérogénéité spatiale de trans-
mission d'un pathogène ?
Les maladies étudiées dans le cadre de mes travaux de recherche (maladies
à transmission vectorielle ou à réservoir sauvage) sont a priori fortement dé-
pendantes de conditions environnementales. Les travaux présentés ici illustrent
comment la distribution spatiale des cas ou de l'incidence de ces maladies peut
être expliquée par des variables environnementales (notamment les indicateurs
de télédétection présentés dans la Partie 1).
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2.1.1 Importance des variables paysagères pour décrire
l'environnement à risque de ﬁèvre catarrhale ovine
Dans le cadre de la thèse d'Hélène Guis [Guis, 2007, Guis et al., 2007a,
Guis et al., 2007b], des données épidémiologiques provenant de 80 élevages du
sud de la Corse (2000-2003) ont été mises en relation avec des données environ-
nementales aﬁn d'identiﬁer les zones à risque de FCO.
Plusieurs tailles de voisinage autour des élevages ont été utilisées pour dé-
crire le paysage autour des élevages (500 m, 1 km, 2 km), choisies en fonction
des connaissances disponibles sur la dispersion active des Culicoides. Outre la
proportion des diﬀérents types d'occupation du sol dans ces voisinages et les
indices paysagers présentés précédemment (1.2.3, Table 1.1), des caractéris-
tiques topographiques et hydrographiques ont été inclues dans l'analyse. Une
méthode d'analyse multivariée de type régression logistique a été choisie car la
variable à expliquer, le statut sain ou infecté des élevages, était binaire et que
les variables explicatives étaient quantitatives et qualitatives.
Les résultats ont montré qu'aucun type d'occupation du sol n'expliquait à lui
seul le statut des élevages, soulignant le caractère opportuniste du moucheron
vecteur de la FCO dans cette zone, Culicoides imicola. En revanche, les indices
paysagers comme l'indice de densité de richesse des entités ou l'indice de forme
de paysage constituaient des variables explicatives de la distribution de la FCO,
suggérant que la fragmentation et l'imbrication des milieux constituent des in-
dices de risque de la maladie. D'autre part, l'analyse a montré l'importance des
caractéristiques des élevages comme la mixité du troupeau (un troupeau mixte
comprenant à la fois des bovins et des ovins) ou la latitude (les élevages situés
le plus au sud étant davantage à risque).
Enﬁn, l'application des modèles statistiques obtenus dans une phase de va-
lidation (interne et externe) a montré que ces modèles avaient une capacité de
discrimination élevée mais ne pouvaient être utilisés à des ﬁns prédictives sur
de nouvelles zones géographiques uniquement de manière qualitative (en termes
de risque relatif), vraisemblablement parce que l'étude a été conduite alors que
le pathogène et son vecteur étaient en phase d'expansion récente depuis la Sar-
daigne. Une illustration de carte d'aléa établie à partir des facteurs de risque
identiﬁés est présentée Figure 2.1.
En conclusion, ces travaux ont montré que certaines variables environne-
mentales pouvaient expliquer l'occurrence des foyers de FCO, notamment des
variables paysagères liées à la diversité des habitats, contribuant ainsi à une
meilleure connaissance d'une maladie émergente en Europe et jusqu'alors peu
étudiée. Cette démarche a été complétée par l'application de la même méthode
sur des données entomologiques (données de présence/absence de C. imicola)
[Guis, 2007].
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Figure 2.1  Cartographie du risque de FCO dans le sud de la Corse à partir de
données environnementales. A gauche : Localisation et statut sanitaire vis-à-vis
de la FCO des élevages ovins (2000-2003). Fonds de carte : image SPOT. A
droite : carte d'aléa issue du modèle maladie à 2 km pour les élevages mixtes
[Guis, 2007].
2.1.2 Identiﬁcation des paysages à risque de transmission
de la ﬁèvre de la Vallée du Rift
Dans le cadre des travaux de thèse de Valérie Soti [Soti, 2011, Soti et al., 2013],
la même démarche de mise en relation statistique entre des données épidémio-
logiques et des indices paysagers a été appliquée pour le cas de la ﬁèvre de la
Vallée du Rift dans la région du Ferlo, au Sénégal.
Les indices paysagers avaient été dérivés d'une image à très haute réso-
lution spatiale (Quickbird), selon des hypothèses écologiques sur les contacts
hôtes/vecteurs (1.2.3, Table 1.2) . Les données épidémiologiques consistaient ici
en des données d'incidence sérologique collectées au cours de la saison des pluies
2003 et calculée à partir de 300 animaux (ovins et caprins) [Chevalier et al., 2005].
Les petits ruminants prélevés étaient répartis dans huit campements localisés à
proximité de mares temporaires dans la zone de Barkedji et inclus dans la zone
d'étude couverte par l'image satellite.
Les résultats de cette étude ont montré que parmi les diﬀérents modèles tes-
tés, le meilleur modèle (selon le critère d'Akaiké corrigé) expliquait l'incidence
sérologique en fonction de l'indice de densité de végétation calculé dans une zone
tampon de 500 m autour des mares (Table 1.2). Cet indice était corrélé posi-
tivement et de manière très signiﬁcative avec l'incidence sérologique observée
(Figure 2.2a). L'exploitation de cette relation entre indice de densité de végéta-
tion et incidence a permis de cartographier les zones à risque de FVR dans la
zone d'étude en fonction de ce critère (Figure 2.2b).
Le lien santé/environnement mis en évidence ici est donc cohérent avec nos
hypothèses sur les processus de transmission de la FVR dans cette région, trans-
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mission impliquant deux espèces de moustiques vecteurs, Aedes vexans et Culex
poicilipes. Ces moustiques ont pour habitat larvaire les mares temporaires, et
les caractéristiques de ces mares sont déterminantes pour la prolifération de
ces moustiques et le risque d'occurrence de la FVR : les mares entourées par
un couvert végétal plus dense constituent des habitats protégés, favorables à
ces moustiques ; d'autre part, ce couvert végétatif favorise la dispersion des
moustiques vers les campements où les petits ruminants sont parqués la nuit.
La cartographie du risque entomologique établie à partir de cet indice pay-
sager met bien en évidence l'hétérogénéité spatiale du risque de transmission
(Figure 2.2b), hétérogénéité qui avait été observée lors des enquêtes épidémio-
logiques [Chevalier et al., 2005].
Figure 2.2  Cartographie du risque de FVR dans le nord du Sénégal à partir de
données environnementales. a) Taux d'incidence de la FVR dans les troupeaux
de petits ruminants observés (cercles rouges) et prédits (ligne solide) à partir de
l'indice de densité de végétation autour des mares dérivé d'une image Quickbird.
b) Taux d'incidence prédits pour l'ensemble de la zone d'étude [Soti et al., 2013].
2.1.3 Modélisation de la niche écologique d'un pathogène
Dans les deux exemples précédents, l'analyse des relations entre données épi-
démiologiques et données environnementales (indices paysagers dérivés de cartes
d'occupation du sol) est eﬀectuée à une échelle locale. A une échelle plus glo-
bale, la distribution spatiale des cas d'une maladie peut être étudiée par une
approche écologique de modélisation de la "niche écologique" du pathogène. En
écologie, cette notion de niche écologique correspond à la place occupée par une
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espèce dans un écosystème, ainsi qu'à l'ensemble des conditions, biotiques et
abiotiques, nécessaires à une population viable (enveloppe écologique). Ainsi, la
niche écologique d'un pathogène dépend de celle de ses hôtes et ses vecteurs,
elles-mêmes déterminées par un ensemble de conditions environnementales, no-
tamment climatiques.
Il existe de nombreuses méthodes de modélisation de la niche écologique
d'une espèce à partir de conditions du milieu d'une part (habitat, altitude, cli-
mat, etc.) et de données d'observation de la présence de l'espèce étudiée d'autre
part (e.g. [Elith et al., 2006, Tsoar et al., 2007]). Ici nous donnons un exemple
d'application d'une de ces méthodes pour cartographier le risque environnemen-
tal de distribution de la leishmaniose canine en France, étude réalisée dans le
cadre du projet EDEN [Chamaille et al., 2010].
Les données épidémiologiques consistaient en la localisation des cas de leish-
maniose canine reportés en France entre 1965 et 2007 (rapports et publications
scientiﬁques). Au total, 425 localisations ont été enregistrées comme données de
présence du pathogène. Les données environnementales pouvant inﬂuer sur la
distribution des phlébotomes vecteurs et des hôtes ont été sélectionnées à dire
d'experts et comprenaient les précipitations et températures d'été et d'hiver, le
type de forêt, l'altitude, ainsi que les densités de populations humaine et canine.
Une analyse en composantes principales (ACP) suivie d'une classiﬁcation
hiérarchique ascendante a dans un premier temps mis en évidence l'existence
de deux proﬁls écologiques principaux des cas de leishmaniose reportés (Fi-
gure 2.3a), pouvant être interprétés comme des proﬁls écologiques correspon-
dant aux zones de répartition des deux espèces de phlébotomes impliqués dans
la transmission du pathogène en France, Phlebotomus ariasi et Phlebotomus
perniciosus.
Figure 2.3  Cartographie du risque de leishmaniose canine dans le sud de
la France à partir de données environnementales. a) Localisation et classiﬁca-
tion des cas reportés entre 1965 et 2007. b) Carte de la niche écologique de la
leishmaniose canine en France, avec en vert : le proﬁl écologique potentiellement
associé à Phlebotomus ariasi et en violet celui associé à Phlebotomus perniciosus
[Chamaille et al., 2010].
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Dans un deuxième temps, un modèle de niche écologique, le modèle Maxent
[Phillips et al., 2006], a été appliqué pour chacun des deux proﬁls aﬁn de car-
tographier les zones de transmission potentielles de la leishmaniose canine par
ses deux espèces vectrices (Figure 2.3b). Cette étude a ainsi contribué à une
meilleure compréhension de la distribution spatiale de la leishmaniose canine
en France, et en particulier de l'importance des deux phlébotomes vecteurs et
des variables environnementales associées. Elle a également mis en évidence les
limites d'une approche de modélisation de niche écologique à partir de données
épidémiologiques pour un pathogène pouvant être transmis par deux vecteurs
diﬀérents : dans ce cas, la modélisation de la niche de chacune des deux espèces
de phlébotomes vecteurs serait plus appropriée, ce qui nécessite le recueil de
données entomologiques. La carte de risque obtenue lors de cette première ap-
proche doit permettre de mieux cibler les zones de surveillance et des études
entomologiques.
2.1.4 De l'importance de l'autocorrélation spatiale...
L'autocorrélation spatiale traduit la tendance que des localisations géogra-
phiquement proches présentent des caractéristiques similaires. Or les tests sta-
tistiques usuels ont pour condition de validité l'indépendance des observations.
Si ce n'est pas le cas, et que le modèle statistique ne tient pas compte de cette
autocorrélation spatiale, la mesure de l'association statistique entre variables
explicatives et la variable expliquée risque d'être surestimée. Dans les exemples
précédents, cette condition avait été vériﬁée en amont de l'analyse statistique
(en vériﬁant l'indépendance de la variable à expliquer par des statistiques mesu-
rant la dépendance spatiale [Soti, 2011]) ou en aval (en vériﬁant l'indépendance
des résidus du modèle [Guis, 2007]). L'exemple ci-après illustre l'importance que
peut prendre le phénomène d'autocorrélation spatiale dans l'analyse de données
santé/environnement, avec le cas d'une étude sur la grippe aviaire au Cambodge
[Leger, 2010].
Les données épidémiologiques comprenaient la localisation et le statut (in-
demne ou infecté, selon une déﬁnition clinique d'un cas de grippe aviaire haute-
ment pathogène H5N1) de 4275 villages répartis sur trois zones géographiques
regroupant les communes de six provinces (Figure 2.4).
Les données environnementales et anthropiques inclues comme variables ex-
plicatives dans l'analyse concernaient la durée d'inondation annuelle (donnée
extraite de l'analyse de séries temporelles d'imagerie MODIS - cf.  1.2.2), le
type d'occupation du sol (issu de la cartographie réalisée par l'Agence Spatiale
Européenne dans le cadre du projet GLOBCOVER) la densité de population
humaine, la densité de population de canards, et la densité de routes. Un voi-
sinage de 2 km avait été choisi pour décrire l'environnement de chaque village
[Leger, 2010].
Dans un premier temps, une étude de l'agrégation des villages infectés a
été réalisée en utilisant la fonction K de Ripley modiﬁée. La fonction K est
une mesure de la proportion de localisations situés à l'intérieur d'une distance
h d'un autre point. Ces mesures observées pour chaque distance h peuvent
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Figure 2.4  Durée d'inondation estimée par imagerie satellite et statut infecté
ou non par le virus H5N1 des villages de six provinces, Cambodge [Leger, 2010].
.
être comparées aux valeurs théoriques que prendrait la fonction K dans le cas
d'une distribution aléatoire des villages infectés parmi l'ensemble des villages, en
calculant l'indice D(h) déﬁnie comme la diﬀérence entre la fonction K observée
et la fonction K théorique. Cette étude a mis en évidence une agrégation des
villages infectés, agrégation signiﬁcative jusqu'à une distance de 32 km.
Dans un deuxième temps, les facteurs de risque des foyers de grippe aviaire
ont été étudiés à l'aide d'un modèle autologistique, c'est-à-dire un modèle lo-
gistique classique auquel on ajoute une covariable particulière, le terme autoré-
gressif, qui permet de prendre en compte la dépendance spatiale de la variable
à expliquer. Le terme autorégressif peut être calculé pour chaque village comme
la moyenne, pondérée par l'inverse de la distance, du nombre de villages infectés
dans un voisinage déﬁni par la limite de l'autocorrélation (32 km ici). Cette étude
a mis en évidence l'importance de ce terme autorégressif, ainsi que celle (par
ordre d'importance) de la densité de canards, de la distance aux routes princi-
pales et de la durée d'inondation maximale, pour expliquer le statut (indemne ou
infecté) des villages. L'observation de la courbe ROC [Park et al., 2004] associée
à ce modèle permet d'estimer sa capacité à discriminer les villages infectés des
villages indemnes ; elle permet également de connaître l'importance du terme
autorégressif sur le pouvoir prédictif du modèle.
Les résultats montrent que le modèle ﬁnal est bon (aire sous la courbe ROC
> 80 %), mais que le terme autorégressif seul suﬃt à discriminer les villages
infectés des autres, les variables environnementales n'améliorant pas le pouvoir
discriminant du modèle (Figure 2.5). Ainsi les résultats ne permettent pas de
déterminer si i) la principale cause de contamination d'un village donné est la
diﬀusion du virus à partir d'un village voisin et n'est pas liée à un environnement
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à risque de fait de conditions environnementales ou anthropiques particulières
ou si ii) des villages voisins ont le même statut infectieux parce qu'ils partagent
le même environnement et que celui-ci a une inﬂuence sur la transmission du
virus H5N1. Ici, des informations complémentaires (sur la temporalité en parti-
culier) sur les foyers seraient nécessaires pour étudier plus précisément le rôle de
l'environnement dans l'introduction et la diﬀusion du virus (travaux en cours).
Figure 2.5  Courbes ROC des modèles statistiques expliquant le statut in-
fecté ou non par le virus H5N1 en fonction de variables environnementales (en
vert), d'un terme autorégressif (en rouge) et des deux (en noir), Cambodge
[Leger, 2010].
2.1.5 Conclusions partielles
Les diﬀérents exemples présentés ici mettent en évidence des associations sta-
tistiques entre des données sur la maladie et des variables environnementales,
pour le cas de diﬀérentes maladies à transmission vectorielle, et une maladie à
réservoir sauvage. Ils illustrent à diﬀérentes échelles l'importance que peut avoir
l'environnement, notamment les caractéristiques du paysage, sur les variations
spatiales de la transmission d'un pathogène et s'inscrivent dans une approche
d'épidémiologie paysagère [Lambin et al., 2010]. Ils montrent néanmoins aussi
que la force d'association entre données épidémiologiques et données environne-
mentales peut être variable, et peut notamment être confondue avec des phéno-
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mènes d'autocorrélation spatiale.
Les modèles statistiques résultant de ce type d'analyse contribuent avant tout
à une meilleure connaissance des déterminants environnementaux de la maladie.
Les cartes de risque de transmission résultantes peuvent être utilisées pour mieux
cibler les zones de surveillance ou d'études supplémentaires pour expliciter le
lien maladie/environnement, par exemple des campagnes de captures d'hôtes
réservoir ou de vecteurs.
2.2 Caractéristiques environnementales et distri-
bution spatiale des vecteurs
Dans cette partie, nous présentons diﬀérents exemples de la même démarche
analytique décrite précédemment, mais cette fois-ci aﬁn d'étudier les associa-
tions entre variables environnementales et des données entomologiques (présence
ou absence d'une espèce vectrice ou abondance de cette espèce). Cette démarche
a pour avantage de mieux permettre d'expliciter les liens successifs entre maladie
et environnement, pour le cas des maladies à transmission vectorielle.
2.2.1 L'occupation du sol détermine-t-elle la distribution
spatiale des moustiques ?
Dans le cadre d'une étude sur le risque de ré-émergence du paludisme dans
le sud de la France (projet EDEN) et des travaux de thèse de Priscilla Cailly,
nous avons étudié le rôle de la répartition des gîtes larvaires sur la distribu-
tion spatiale de diﬀérentes espèces de moustiques du genre Anopheles et Culex
[Tran et al., 2008, Cailly et al., 2011]. En eﬀet, les larves de moustiques sont
purement aquatiques et se développent dans des zones en eau ("gîtes larvaires")
dont le type est plus ou moins spéciﬁque à chaque espèce. D'autre part, du-
rant leur phase aérienne les moustiques adultes se dispersent autour des gîtes
larvaires, sur des distances qui sont variables selon les espèces. Ainsi, la distri-
bution des surfaces en eau et de l'occupation du sol peut être déterminante pour
la répartition spatiale des stades larvaires et adultes.
Nous avons étudié ainsi les relations entre la répartition des diﬀérents types
d'occupation du sol et la distribution des moustiques Anopheles hyrcanus Pallas,
vecteur potentiel du paludisme en Camargue, France, puis appliqué la même
méthode pour trois autres espèces de moustiques présentes dans la même zone,
Culex modestus Ficalbi, Culex pipiens Linnaeus et Anopheles melanoon Hackett.
Les données d'occupation du sol provenaient d'une carte réalisée à partir
d'imagerie Landsat avec une typologie déﬁnie en accord avec les experts entomo-
logistes (1.2.1) pour bien représenter les diﬀérents gîtes larvaires potentiels des
moustiques présents dans la zone d'étude, la Camargue (rizières, diﬀérents types
de marais). Les données entomologiques consistaient en des captures de larves
eﬀectuées dans 80 gîtes larvaires de 3 sites d'étude et des captures d'adultes
réalisées à l'aide de pièges lumineux à CO2 dans les mêmes sites (Figure 2.6).
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Figure 2.6  Occupation du sol et localisation des sites de captures entomolo-
giques en Camargue, France [Cailly et al., 2011].
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Dans un premier temps, nous avons, pour chacune des espèces étudiées, testé
l'association entre la présence ou l'absence des larves et le type de gîte larvaire,
par une régression logistique. Si des corrélations signiﬁcatives pouvaient être
mises en évidence, le modèle statistique était appliqué pour calculer, à partir de
la carte d'occupation du sol initiale, une carte de probabilité de présence larvaire
de l'espèce (indice larvaire). Dans un deuxième temps, faisant l'hypothèse que
la distribution des moustiques adultes était déterminée par cet indice larvaire,
un indice adulte a été déﬁni comme la moyenne de l'indice larvaire dans un
rayon de taille variable. Les valeurs de cet indice ont ensuite été comparées aux
données de captures adultes.
Les résultats ont mis en évidence des associations entre la présence de popula-
tions aquatiques et le type de gîte larvaire pour toutes les espèces à l'exception de
Cx. pipiens qui est considérée comme une espèce opportuniste [Clements, 1999].
Ce type d'étude permet donc de conﬁrmer ou aﬃner des connaissances biolo-
giques sur les traits de vie de ces espèces, mais aussi ensuite de pouvoir cartogra-
phier leur distribution spatiale (exemple pour An. hyrcanus : Figure 2.7a). Par
ailleurs, pour les trois espèces Anopheles hyrcanus, Culex modestus et Anopheles
melanoon, les résultats ont montré l'existence de corrélations signiﬁcatives entre
l'indice adulte calculé à partir de la carte d'occupation des sols et le nombre
d'adultes observés (exemple pour An. hyrcanus : Figure 2.7b) mais avec des
forces d'associations variables, suggérant l'existence d'autres facteurs suscep-
tibles d'inﬂuencer la distribution des populations moustiques adultes, comme la
présence d'hôtes. Les tests de rayons variables pour le calcul de l'indice adulte
a également permis de mettre en évidence des distances de dispersion active
variables selon les espèces.
Figure 2.7  Occupation du sol et distribution des populations d'Anopheles
hyrcanus, Camargue, France. a) Cartographie de l'indice de probabilité de pré-
sence larvaire. b) Représentation bidimensionnelle de l'abondance observée et
l'indice adulte calculé à partir de la carte d'occupation du sol [Tran et al., 2008].
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Nos résultats conﬁrment ainsi que l'occupation du sol est un bon prédic-
teur de la présence et l'abondance de la plupart des espèces de moustiques
ayant pour principaux gîtes des gîtes larvaires naturels, comme cela a pu être
également montré pour diﬀérentes espèces et d'autres contextes géographiques
[Sithiprasasna et al., 2005, Diuk-Wasser et al., 2006, Mushinzimana et al., 2006,
Vanwambeke et al., 2007].
Finalement, les cartes de distribution des diﬀérentes espèces peuvent être
utilisées d'une part pour la surveillance et le contrôle des populations et d'autre
part pour la spatialisation des modèles de risque de transmission d'une maladie
et des modèles de dynamique de populations, modèles qui seront présentés dans
la Partie 3.
2.2.2 Cartographier la niche climatique de Culicoides imi-
cola à l'échelle mondiale
Le moucheron Culicoides imicola est le vecteur principal de la ﬁèvre ca-
tarrhale ovine (FCO) et de la peste équine en Afrique. Il s'agit d'une espèce
largement répandue de part le monde, en Afrique, en Asie et depuis quelques
dizaines d'années dans le sud de l'Europe. Dans le cadre du post-doctorat de
Sylvain Guichard, nous avons modélisé la niche écologique de ce vecteur à par-
tir des données mondiales disponibles sur sa distribution et du modèle de niche
éco-climatique CLIMEX [Guichard et al., prep]. Ce modèle permet de décrire
la réponse d'une espèce à des conditions climatiques et ainsi d'estimer sa distri-
bution potentielle [Sutherst et al., 2007]. De part son orientation mécaniste, le
modèle CLIMEX est un modèle robuste pour prédire la niche potentielle d'une
espèce en dehors de l'étendue géographique de sa distribution actuelle mais
également selon diﬀérents scenarii climatiques futurs.
La localisation géographique des sites de présence de Culicoides imicola re-
portée dans la littérature (revue bibliographique portant sur la période 1959 à
2010) a été enregistrée dans une base de données. Toutes ces occurrences ont
ensuite été agrégées dans une grille d'une résolution spatiale de 10', aﬁn d'être
en cohérence avec la base de données climatiques CliMond. Celle-ci consistait
en des valeurs mensuelles de températures, de précipitation et d'humidité re-
lative pour la période de 1950 à 2000, ainsi que pour des projections futures
(2030 et 2070) selon deux modèles climatiques et deux scenarii de changements
diﬀérents. Trois jeux de données ont été constitués à partir des données de pré-
sence de Culicoides imicola : 1) un set d'entraînement pour développer le modèle
(Afrique sub-saharienne), 2) un set de vériﬁcation pour vériﬁer la justesse du
modèle et éventuellement l'ajuster (Europe de l'Est, Moyen-Orient et Asie) et
3) un set de validation (Europe de l'Ouest et Afrique du Nord) (Figure 2.8).
Le modèle CLIMEX a ensuite été initialisé en fonction des traits de vie de
Culicoides imicola décrits dans la littérature, puis ajusté sur le set d'entraî-
nement pour inclure toutes les occurrences avec une couverture minimale. La
phase de vériﬁcation a mis en évidence la nécessité d'inclure dans le modèle
la présence de zones irriguées qui expliquent la présence de l'insecte dans les
zones désertiques. Enﬁn, la phase de validation a montré un très bon pouvoir
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Figure 2.8  Modélisation de la niche éco-climatique de Culicoides imicola. Les
zones d'entraînement, de vériﬁcation et de validation du modèle CLIMEX sont
délimitées en vert, orange et rouge, respectivement [Guichard et al., prep].
prédictif du modèle (98 % des points de présence du set 3 sont correctement
identiﬁés). La carte de distribution de Culicoides imicola obtenue est la première
carte de distribution de cette espèce à l'échelle mondiale (Figure 2.8). Elle met
en évidence la niche écologique potentielle de Culicoides imicola (l'indice éco-
climatique indique si un endroit donné est propice à la présence de l'insecte), et
son évolution possible à long terme du fait du changement climatique. De telles
cartes sont une première étape essentielle pour étudier par une approche de
modélisation l'impact de changements environnementaux sur l'occurrence des
maladies vectorielles, approche qui sera présentée dans la partie 3.
2.3 Caractéristiques environnementales et dyna-
mique temporelle de transmission d'un pa-
thogène
Plusieurs études portant sur des maladies vectorielles comme la dengue, la
ﬁèvre de la Vallée du Rift ou des maladies à réservoir sauvage comme la ﬁèvre Q
ont mis en évidence des corrélations statistiques entre l'occurrence temporelle
de foyers de maladies et la dynamique de variables environnementales (exemple
Figure 2.9). De telles études contribuent à une meilleure compréhension du cycle
de transmission du pathogène étudié (formulation de nouvelles hypothèses pour
la transmission de la ﬁèvre Q en Guyane par exemple [Gardon et al., 2001])
et/ou à la mise en place de systèmes d'alerte précoce comme celui mis en place
par la NASA pour la ﬁèvre de la Vallée du Rift au Kenya [Anyamba et al., 2009].
Néanmoins, si le lien entre la dynamique de variables environnementales
(météorologiques, liées à la végétation, à l'évolution des zones en eau, etc.) et la
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Figure 2.9  Relation entre pluviométrie (histogramme en vert), incidence men-
suelle de la ﬁèvre Q (courbe bleue) et prévision par une fonction linéaire multiple
de la pluviométrie (en rouge), Guyane, 1996-2000 [Gardon et al., 2001].
dynamique de transmission d'un pathogène existe, il n'est pas toujours simple à
démontrer par la mise en évidence de corrélations statistiques. Ainsi, les projets
au cours desquels j'ai été amenée à aborder cette question ont plutôt contribué
à montrer les limites de l'approche analytique (par ex., absence de corréla-
tion statistique entre pluviométrie et abondance de moustiques), et la nécessité
d'adopter une approche de modélisation mécaniste (qui sera développée dans la
partie 3), ou bien celle de prendre en compte des facteurs socio-économiques.
2.3.1 Pluviométrie et dynamique de transmission de la
ﬁèvre de la Vallée du Rift
Le lien entre la pluviométrie et l'occurrence de la ﬁèvre de la Vallée du Rift
a été mise en évidence en Afrique de l'Est et du Sud [El Vilaly et al., 2013]. En
eﬀet, de fortes pluies favorisent la disponibilité en gîtes larvaires pour les es-
pèces de moustiques vectrices et donc la prolifération de ces moustiques. Ainsi,
au Kenya (Davies et al., 1985), en Afrique du Sud (McIntosh et Jupp, 1981),
en Zambie (Davies et al., 1992) et au Zimbabwe (Swanepoel, 1981) les épidé-
mies surviennent après des périodes anormalement pluvieuses liées au phéno-
mène El Niño. En revanche, en Afrique de l'Ouest, on ne trouve pas de corré-
lation systématique forte entre l'apparition de foyers et l'abondance de pluies
[Ndione et al., 2003].
Dans la partie 3, nous montrerons comment une approche mécaniste de
modélisation du cycle de vie des moustiques permet de davantage expliciter le
lien entre pluviométrie et risque d'occurrence de la maladie.
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2.3.2 Importance de la prise en compte des facteurs socio-
économiques
Avant l'année 2000, la FVR n'avait été reportée que sur le continent Afri-
cain. Mais en septembre 2000, le Yemen et l'Arabie Saoudite déclarent oﬃciel-
lement la première épizootie de FVR en péninsule arabique. Au Yémen, l'épi-
démie démarre sur la côte de Tihama (district de Az-Zuhrah, gouvernorat d'Al-
Hodeidah) et cause au total 1328 cas humains dont 166 décès [WHO, 2000], plus
de 21000 avortements animaux et 6000 morts animales entre septembre 2000 et
février 2011 [Ahmad, 2000, Al Qadasi, 2002]. La région de Tihama sera la plus
durement touchée par l'épizootie [Abdo-Salem et al., 2006]. Depuis, aucune ac-
tivité virale signiﬁcative n'a été reportée au Yemen [Al Qadasi, 2009].
Dans le cadre de la thèse de S. Abdo-Salem, nous avons étudié si l'année
2000 présentait des conditions environnementales particulières par rapport aux
autres années de la période 1999-2007, en privilégiant l'hypothèse selon laquelle
de fortes pluies (traduites par une augmentation de l'indice de végétation NDVI)
seraient favorables au développement des vecteurs et donc de la transmission
de la maladie. Nous avons testé également si des facteurs socio-économiques
(nombre d'animaux importés, date de la fête religieuse de l'Eid al-Kabeer) pou-
vaient expliquer cette émergence : en eﬀet, une grande partie des animaux vi-
vants importés provient de la corne de l'Afrique, où un épisode sévère de FVR eut
lieu en 19971998 [Woods et al., 2002]. Le virus de la FVR a donc pu être intro-
duit au Yémen à partir de cette région [Davies, 2000], hypothèse supportée par
des analyses génétiques du virus isolé en Arabie Saoudite et au Yémen, montrant
des similarités avec celui qui a circulé au Kenya en 1997 [Shoemaker et al., 2002].
Les résultats ont montré qu'en ne considérant que les variables environne-
mentales seules, l'année 2000 n'était pas exceptionnelle (Figure 2.10a) : d'autres
années étaient aussi pluvieuses, voire davantage.
En revanche, l'intégration à la fois de variables environnementales et socio-
économiques permet d'avancer une hypothèse sur l'émergence de la FVR au
Yemen en 2000 : la conjonction, au printemps, de la fête de l'Eid al-Kabeer, date
à laquelle un très grand nombre de moutons est importé, avec des conditions de
pluviométrie favorables à la prolifération des moustiques lors des deux saisons
des pluies (printemps et automne), caractérise en eﬀet l'année 2000 par rapport
à toutes les autres (Figure 2.10b).
Bien sûr, la description d'un unique évènement de FVR ne permet pas de
conclure déﬁnitivement sur les facteurs de risque d'occurrence de la maladie.
Néanmoins, cette étude contribue à une meilleure compréhension des processus
en jeu, et met en évidence l'importance des facteurs socio-économiques, en sus
des facteurs environnementaux, dans l'émergence des maladies vectorielles.
2.4 Conclusions
Cette deuxième partie nous a permis d'illustrer la démarche d'épidémiologie
paysagère par diﬀérentes études des corrélations entre des variables environ-
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Figure 2.10  Analyse en composantes principales des facteurs pouvant ex-
pliquer l'occurrence de la ﬁèvre de la Vallée du Rift au Yemen : projection
sur les composantes principales 1 et 2 des diﬀérentes années (1999-2007)(en
noir) et des facteurs (en rouge). a) Résultats uniquement avec les variables en-
vironnementales. b) Résultats avec toutes les variables, environnementales et
socio-économiques [Abdo-Salem et al., 2011].
nementales et des données épidémiologiques ou entomologiques. Elle complète
ainsi la première partie en montrant comment des indicateurs dérivés d'images
de télédétection peuvent expliquer l'hétérogénéité spatiale et temporelle de la
distribution d'un pathogène et des populations de vecteurs.
Dans les cas d'étude présentés, les variables environnementales expliquent la
majeure partie de la variabilité observée des données dans le cas de maladies à
transmission vectorielle ou impliquant un réservoir sauvage, mais nous montrons
aussi que des conditions environnementales à risque ne suﬃsent pas toujours à
expliquer la transmission d'un pathogène : les facteurs socio-économiques jouent
également un rôle important.
Par ailleurs cette description des patrons ("patterns") de transmission des
pathogènes met en évidence l'intérêt d'une approche de modélisation mécaniste
aﬁn de mieux comprendre les processus ("processes") qui sous-tendent l'hété-
rogénéité spatiale ou temporelle révélées par les données. L'apport d'une telle
approche pour l'étude de maladies à transmission vectorielle est présenté dans
la partie suivante (Partie 3) .
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Partie 3
L'apport de la modélisation
des processus à l'étude des
maladies à transmission
vectorielle
Ici nous présentons diﬀérents exemples de modèles mécanistes appliqués à
l'étude des dynamiques spatiales et temporelles de populations de vecteurs (les
moustiques en particulier), des interactions spatiales hôtes-vecteurs dans le cas
d'une maladie multi-hôtes (la ﬁèvre du Nil Occidental) et du risque de trans-
mission d'un pathogène par une approche "R0". En particulier, nous montrons
comment des données environnementales (indicateurs dérivés d'images de télé-
détection, données météorologiques) peuvent être assimilés à ces modèles aﬁn
de prendre en compte la dynamique spatiale et temporelle de l'environnement
et son impact sur la transmission des pathogènes.
3.1 Modélisation de la dynamique temporelle d'une
population de moustiques
Dans la partie précédente, nous avons montré qu'une approche statistique
permettait de cartographier la distribution spatiale des insectes vecteurs de ma-
ladies dans de nombreux cas, en particulier celle des moustiques (2.2.1). Le lien
entre l'habitat des vecteurs, qui peut être cartographié par télédétection (partie
1), et leur abondance permet de construire des cartes prédictives de l'abondance
des vecteurs ou des taux de contacts hôtes-vecteurs, composantes essentielles du
risque de transmission. Par conséquent l'approche statistique permet également
d'identiﬁer des facteurs de risque environnementaux de transmission d'un pa-
thogène transmis par une population de vecteurs (exemple du virus de la FVR,
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2.1.2).
Néanmoins, l'association statistique entre dynamique de transmission d'un
pathogène et des variables météorologiques est parfois diﬃcile à mettre en évi-
dence dans le cas d'une maladie à transmission vectorielle, et, d'autre part, les
modèles statistiques ne permettent pas de tester des scenarii de stratégies de
contrôle. Pour aborder ces questions de "Quand ?" et "Comment ?", nous avons
donc développé des modèles de dynamique de population de vecteurs, décri-
vant de manière explicite leur cycle de vie, et prenant en compte en entrée des
variables environnementales.
3.1.1 Modélisation de la dynamique de population des
moustiques vecteurs de la ﬁèvre de la Vallée du Rift
au Sénégal
Dans le cadre de la thèse de V. Soti [Soti, 2011], nous avons développé un
modèle de dynamique des populations des deux espèces de moustiques vectrices
du virus de la FVR au Nord Sénégal, Culex poicilipes et Aedes vexans. Dans la
zone d'étude, la région de Barkédji, Ferlo, les mares temporaires constituent une
ressource en eau importante pour le bétail durant la saison des pluies (juillet-
novembre), mais sont également propices au développement des populations de
moustiques. Après avoir caractérisé ces mares (1.2.2 et 1.2.3), et mis en évi-
dence des facteurs de risque liés à ces points d'eau dans la transmission du virus
(2.1.2), nous avons modélisé la dynamique des populations de moustiques à un
pas de temps journalier pour mieux comprendre le rôle joué par chacune des deux
espèces dans le cycle de transmission et expliquer la circulation du virus cer-
taines années seulement (1987, 1993, 2003) [Soti et al., 2010, Soti et al., 2012].
Pour simuler la dynamique de population des moustiques, deux types de
modèles ont été couplés : i) un modèle hydrologique permettant de simuler la
dynamique des surfaces en eau à partir de la pluviométrie [Soti et al., 2010] et
ii) un modèle de dynamique de population permettant de décrire l'évolution des
diﬀérents stades du cycle de vie des moustiques, prenant en compte la spéciﬁcité
des deux espèces [Soti et al., 2012].
Modéliser la dynamique des gîtes larvaires
Les mares temporaires de la zone d'étude constituant les gîtes larvaires prin-
cipaux des moustiques vecteurs de la FVR, les variations de surface de ces zones
en eau sont déterminantes pour la dynamique des populations de moustiques,
variations de surface qu'il a fallu modéliser dans un premier temps.
Le modèle hydrologique de la dynamique des mares temporaires de la zone
d'étude consiste en un modèle de bilan hydrique combiné à une relation "Surface-
Hauteur-Volume" (S-H-V) (Figure 3.1). Le modèle de bilan hydrique permet
d'estimer le volume de la mare à un pas de temps journalier, en prenant en
compte les apports d'eau (pluie directe et ruissellement) auxquels sont sous-
traites les pertes (inﬁltration et évaporation). Les apports et les pertes dé-
pendent de paramètres comme la taille du bassin versant, le coeﬃcient de ruis-
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sellement, le coeﬃcient de pluie antérieure et le seuil de ruissellement. Une fois
le volume estimé, nous utilisons une relation  S-H-V  qui nécessite deux coef-
ﬁcients de forme de la mare, la pente α et la taille S0, déduits de la topographie
des cuvettes et estimés à partir d'un Modèle Numérique de Terrain (MNT) ﬁn
(mesuré avec un théodolite). La relation mathématique permet de convertir une
surface d'eau en hauteur d'eau, puis en volume d'eau, et vice-versa.
Des données de télédétection ont été utilisées pour estimer la taille des bas-
sins versants (MNT ASTER pour les grandes mares situées dans le lit du Ferlo
et image Quickbird pour les plus petites mares). Le modèle a été calibré à par-
tir de données de hauteurs d'eau mesurées sur deux mares représentatives de la
zone d'étude, puis validé sur deux autres mares. Les résultats montrent que les
hauteurs d'eau simulées en utilisant les pluies journalières mesurées à Barkedji
sont correctes et homogènes dans le temps (exemple Figure 3.2). Le modèle a
été développé de manière très simple, dans un contexte pauvre en données, et
est détaillé dans [Soti et al., 2010].
Figure 3.1  Représentation schématique du modèle hydrologique. a) Modèle
de bilan hydrique. b) Relation "Surface-Hauteur" [Soti et al., 2010].
Modéliser la dynamique de population de Culex poicilipes et Aedes
vexans
Le modèle hydrologique de la dynamique des mares dans la région sahélienne
de Barkédji présenté précédemment est combiné à un modèle de dynamique de
population de moustiques aﬁn de prendre en compte l'inﬂuence des conditions
hydriques du gîte de ponte sur l'évolution des stades aquatiques des moustiques,
de l'÷uf à l'imago. L'originalité du modèle est de prendre en compte les spéciﬁ-
cités de chaque espèce pour l'oviposition et le développement des ÷ufs. En eﬀet,
les femelles Culex déposent leurs ÷ufs directement à la surface de l'eau, alors
que les ÷ufs d'Aedes sont pondus sur les bords humides des mares et nécessitent
une période d'assèchement puis une mise en eau pour éclore.
Le modèle a été construit de façon simple, ne considérant qu'un stade aqua-
tique et un stade adulte, et avec comme unique entrée la variation journalière de
la surface des mares. La sortie du modèle est l'abondance de moustiques femelles
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Figure 3.2  Résultats de la calibration du modèle hydrique. En rouge, les
hauteurs d'eau simulées et en noir les hauteurs d'eau observées [Soti et al., 2010,
Soti, 2011].
adultes, à un pas de temps journalier. Les paramètres du modèle (dix) ont été
estimés à partir de données d'abondance entomologique collectées sur une mare
proche de Barkedji (Furdu) pour les années 2002 et 2003. Le modèle a été validé
sur une autre mare pour la même période et pour la période 1991-1996. Les
détails du modèle sont donnés dans [Soti et al., 2012].
Dans l'ensemble, le modèle reproduit correctement la dynamique de popu-
lation des deux espèces, notamment le premier pic d'abondance d'Aedes vexans
suivant les premières pluies, et le pic d'abondance en ﬁn de saison de pluies pour
Culex poicilipes, ainsi que les variations inter-annuelles d'abondance des deux
espèces. Ce premier exemple illustre comment un modèle simple, uniquement
piloté par la pluviométrie, permet de simuler de façon réaliste la dynamique
d'une population de moustiques. Dans le paragraphe suivant, nous présentons
la construction d'un modèle générique de dynamique temporelle de moustiques,
considérant que les caractéristiques essentielles de la biologie et du cycle de
vie des moustiques sont communes aux diﬀérentes espèces et situations géogra-
phiques.
3.1.2 Développement d'un modèle générique de dynamique
temporelle de populations de moustiques
Dans le cadre des travaux de thèse de P. Cailly [Cailly et al., 2011], nous
avons développé un modèle décrivant de manière générique la dynamique tem-
porelle d'une population de moustiques, prenant en compte les principaux stades
du cycle de vie (Figure 3.3), et avec l'objectif d'obtenir un outil pour comparer
diﬀérentes stratégies de lutte.
Ce modèle est mécaniste, piloté par les conditions météorologiques (tempé-
ratures, précipitations), et prend en compte les phénomènes de mise en diapause
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Figure 3.3  Cycle de vie des moustiques. a) Succession des stades et des
évènements du cycle de vie. b) Modèle générique conceptuel de la dynamique
de population de moustiques [Cailly et al., 2012].
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durant les périodes défavorables (hiver ou saison sèche). Les diﬀérents stades du
cycle de vie (E : ÷uf, L : larve, P : nymphe, femelle émergente -Aem, adulte nul-
lipare -A1 et pare -A2) sont représentés, ainsi que le comportement des femelles
adultes (h : recherche d'hôtes, g : transition de gorgée à gravide, o : ponte). Le
modèle comprend deux systèmes d'équations diﬀérentielles ordinaires (Eq. 3.1 :
exemple pour le genre Aedes), l'un pour la saison favorable (Eq. 3.1, z=1) et
l'autre pour la saison défavorable (Eq. 3.1, z=0). La structure du modèle est
commune pour les diﬀérentes espèces de moustiques ; la modiﬁcation des valeurs
des paramètres (constantes, lettres grecques dans l'Eq. 3.1) et des fonctions (dé-
pendent des paramètres et des conditions météorologiques, lettres latines dans
l'Eq. 3.1) permet d'adapter le modèle en fonction de l'espèce considérée et de
la zone géographique.

E˙ = γAo(β1A1o + (β2A2o)− (µE + z.fE)E
L˙ = z.fEE − (mL(1 + L/kL) + fL)L
P˙ = fLL− [mP + fP ]P
˙Aem = fPPσexp [−µem(1 + P/kP )]− (mA + γAem)Aem
˙A1h = γAemAem − (mA + µr + γAh)A1h
˙A1g = γAhA1h − (mA + fAg)A1g
˙A1o = fAgA1g − (mA + µr + γAo)A1o
˙A2h = γAo(A1o +A2o)− (mA + µr + γAh)A2h
˙A2g = γAhA2h − (mA + fAg)A2g
˙A2o = fAgA2g − (mA + µr + γAo)A2o
(3.1)
Nous avons appliqué ce modèle générique de dynamique de population de
moustiques à diﬀérentes espèces de Camargue (Anopheles hyrcanus, Anopheles
maculipennis, Culex pipiens, Culex modestus, etAedes caspius) [Cailly et al., 2012,
Ezanno et al., 2012], ainsi qu'à Aedes albopictus en zone urbaine dans la région
de Nice [Tran et al., 2013]. La confrontation des résultats des simulations à des
relevés entomologiques de terrain (exemple Figure 3.4) montre la capacité du
modèle à prédire la dynamique d'une population de moustique sur plusieurs
années, conﬁrmant ainsi son caractère générique.
D'autre part, l'analyse de sensibilité de chacun des modèles, qui quantiﬁe
l'impact de la variation des paramètres d'entrée du modèle sur la variation des
sorties (e.g. pic d'abondance d'adultes, date du pic, taux d'attaque, date d'émer-
gence,...), permet d'identiﬁer les paramètres du modèle auxquels il est le plus
sensible. Ces paramètres les plus inﬂuents sont les paramètres à estimer le mieux
mais aussi des points de contrôle potentiels du système biologique : lorsque cela
est envisageable, agir sur ces paramètres permet de contrôler eﬃcacement la
dynamique de population.
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Figure 3.4  Validation du modèle de dynamique de population de moustiques
appliqué à Aedes albopictus, Nice, 2008-2011. Le nombre d'÷ufs simulé par le
modèle (en noir) est comparé au nombre moyen d'÷ufs collectés dans des ÷ufs
pondoirs (en rouge). Les périodes de diapause sont représentées en gris, et la
pluviométrie en bleu [Tran et al., 2013].
3.1.3 Applications des modèles de dynamique de popula-
tion de moustiques
Comparer diﬀérentes stratégies de contrôle des populations de mous-
tiques
Aﬁn d'illustrer une application du modèle générique de dynamique de po-
pulation de moustiques, le modèle de population d'Anopheles hyrcanus en Ca-
margue a été utilisé pour comparer l'eﬃcacité de deux stratégies d'application
d'un même larvicide : la première consistant à appliquer le larvicide à inter-
valles de temps réguliers, et la seconde consistant à appliquer le même larvicide
lorsque la population de moustiques atteint une valeur seuil. Plusieurs inter-
valles de temps et plusieurs valeurs de seuil ont été testés. D'autre part, pour
chacune des stratégies, diﬀérentes surfaces d'application ont été utilisées. Les
résultats montrent qu'une application de larvicide à intervalles de temps régu-
liers (stratégie 1) agit eﬃcacement sur la dynamique des population, de manière
plus eﬃcace qu'une gestion des applications basée sur un suivi des populations
d'adultes (stratégie 2) (Figure 3.5).
Identiﬁer des périodes à risque de transmission de maladies vecto-
rielles
Pour les maladies transmises par des moustiques comme la ﬁèvre de la Vallée
du Rift, les périodes à risque pour la transmission du virus coïncident générale-
ment avec des périodes à fortes densités de populations vectrices. Le modèle de
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Figure 3.5  Évaluation de deux stratégies de contrôle de populations de mous-
tiques Anopheles hyrcanus : dynamique des populations sans traitement (en
noir), avec traitements appliqués selon la stratégie 1 (en bleu) et selon la stra-
tégie 2 (en vert) [Cailly et al., 2012].
dynamique de population de Culex poicilipes et Aedes vexans les deux espèces
vectrices de la FVR au Sénégal (3.1.1), une fois validé, a servi à simuler les
populations de ces deux espèces de 1961 à 2003, en fonction des données de plu-
viométrie journalières. Les sorties du modèle sont les dynamiques de chacune
des espèces, ainsi que le produit des deux séries temporelles. Ce dernier indice,
dénommé "indice d'abondance simultanée" (ISA), reﬂète la synchronicité des
deux populations : les valeurs élevées de l'indice sont obtenues lorsque les deux
populations de moustiques sont abondantes au même moment.
Les simulations mettent en évidence une grande variabilité inter-annuelle des
dynamiques de populations des deux espèces (Figure 3.6), avec en général le pic
des populations d'Aedes précédant celui des Culex. D'autre part, la comparaison
des sorties du modèle avec les dates d'occurrence d'évènements de FVR (épi-
démie ou épizootie) reportés au Nord Sénégal et au Sud de la Mauritanie entre
1987 et 2003 montre que les épisodes de FVR déclarés en 1987, 1993 et 2003
correspondent à des années pour lesquelles le modèle prédit des valeurs élevées
de l'ISA - alors que ce ne sont pas les années avec les plus fortes pluviométries.
Ainsi, cet indice pourrait constituer un indicateur pour les années à risque de
transmission [Soti et al., 2012].
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Figure 3.6  Modélisation des dynamiques de populations de moustiques, Nord
Sénegal, 1961-2003 : Aedes vexans (courbe orange), Culex poicilipes (courbe
bleue) et indice d'abondance simultanée (en noir). La pluviométrie est repré-
sentée en bleu. Les étoiles indiquent les années d'épidémie ou d'épizootie de
FVR [Soti et al., 2012].
3.2 Modélisation de la dynamique spatiale de po-
pulations d'insectes
Dans le paragraphe précédent, nous avons détaillé comment la dynamique
temporelle d'une population d'insectes (de moustiques, en l'occurrence) pouvait
être modélisée de façon mécaniste, de manière à reproduire les principales étapes
de leur cycle de vie, et comment de tels modèles pouvaient être appliqués pour
comparer des stratégies de contrôle vectoriel ou pour identiﬁer des périodes à
risque de transmission. Ces modèles sont développés pour décrire la variabilité
temporelle de la dynamique des moustiques, et sont donc très complémentaires
des modèles statistiques de distribution spatiale des insectes présentés dans la
partie 2 (2.2) : les sorties du modèle de dynamique de population peuvent être
très simplement couplées aux cartes de distribution des populations (exemple
Figure 2.7) pour prédire l'évolution des populations dans le temps et dans l'es-
pace. Cependant, ce faisant on fait l'hypothèse qu'il n'y a pas d'interactions
entre les populations de deux cellules (ou pixels) voisines, ce qui n'est pas vé-
riﬁé lorsque la taille des cellules est inférieure à la distance de déplacement
des insectes, qui peuvent passer d'une cellule à l'autre et de ce fait modiﬁer
la dynamique de population globale. Dans ce paragraphe, nous présentons des
modèles dynamiques de dynamique de population spatialement explicites, qui
permettent de prendre en compte les déplacements des insectes et d'étudier des
phénomènes de dispersion et de l'impact du paysage sur celle-ci.
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3.2.1 Un modèle de diﬀusion appliqué à la dispersion des
insectes ailés
Dans le cadre de ma thèse de doctorat, l'équation de diﬀusion classique en
milieu homogène appliquée aux insectes [Okubo et Kareiva, 2001] a été ré-écrite
aﬁn d'exprimer les rôles séparés de tous les processus de forçage pouvant in-
ﬂuer sur les déplacements des insectes : les forces de transport (transport passif
dû au vent par exemple), les forces d'attraction ou de répulsion (e.g. mouve-
ments actifs des insectes attirés par la présence humaine) et l'eﬀet de la rugo-
sité du paysage sur le mouvement des insectes [Tran, 2004, Raﬀy et Tran, 2005,
Tran et Raﬀy, 2006].
Dans cette nouvelle forme (Eq. 3.2), les paramètres associés à chacun des
processus peuvent être estimés à partir de données météorologiques ou de don-
nées environnementales extraites d'images de télédétection, comme l'occupation
du sol ou la densité de population humaine (voir les exemples de la Partie 1).
∂ρ
∂t
(P, t)− div
[
DR (P, t) · −−→grad ρ (P, t)
]
+ div
[
DW (P, t) · −→W (P, t) · ρ (P, t)
]
+div
[
KH · ρ (P, t) · −−→grad H (P, t)
]
= α (P, t)− β (P, t)

(3.2)
où ρ est la quantité volumique d'insectes au point P et au temps t,
DR (P, t) et DW (P, t) sont des tenseurs qui expriment la déformation locale
créée par la rugosité du paysage sur le ﬂux d'insectes et le ﬂux de vent,−→
W (P, t) est le champ de vent local au point P et au temps t,
H (P, t) est la présence humaine qui crée une force attractive,
α (P, t) correspond au nombre de naissances au point P et au temps t,
et β (P, t) au nombre de morts.
Un tel modèle permet de décrire par exemple la dispersion des moustiques
autour des gîtes larvaires en fonction du type de paysage (exemple Figure 3.7),
en particulier de visualiser l'eﬀet d'une densité de végétation variable sur les
distances de dispersion. Néanmoins, la phase démographique est très simpliﬁée
dans ce modèle.
3.2.2 Modélisation en réseau d'itérations couplées de la
dynamique d'une population de moustiques en en-
vironnement hétérogène
Ce type de modélisation a été adopté dans le cadre de la thèse de P. Cailly
aﬁn d'intégrer une composante spatiale dans le modèle de dynamique de tem-
porelle décrit précédemment [Cailly et al., 2011, Cailly et al., 2012]. Dans cette
catégorie de modèle, l'espace est discrétisé en cellules identiques, chacune d'elle
identiﬁée par ses coordonnées (i,j), et les populations sont décrites pour chaque
cellule. Le modèle permet la distinction d'une phase démographique sur chaque
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Figure 3.7  Dispersion des moustiques Culex poicilipes autour d'un gîte lar-
vaire dans diﬀérents types de paysages simulés en zone sahélienne. Les isolignes
(en rouge) représentent la densité de moustiques. La végétation est représentée
en vert, les sols nus en jaune et l'eau en bleu [Lambin et al., 2010].
cellule de l'espace discrétisé et d'une phase de dispersion des individus des dif-
férents stades entre les cellules.
Le système d'équations diﬀérentielles ordinaires (Eq. 3.1) a donc été modiﬁé
pour décrire en chaque cellule (i,j) l'évolution des diﬀérents stades, et prendre
en compte le déplacement des adultes (en recherche de sites de ponte ou d'hôtes
à piquer). Ici les hôtes et les sites de pontes constituent donc des "attracteurs",
et le type de milieu traversé (plus ou moins favorable aux déplacements) va
impacter les temps de déplacements, processus pris en compte par le calcul de
distance de moindre coût [Cailly et al., 2011]. Le modèle, qui nécessite encore
des développements techniques, permet par exemple d'illustrer l'inﬂuence du
type de milieu sur les dynamiques de populations (Figure 3.8). A terme, ce
modèle permettra de simuler la dynamique spatio-temporelle de populations de
moustiques, et de comparer diﬀérentes stratégies de contrôle des populations en
tenant en compte des caractéristiques spatiales de celles-ci (taux de couverture,
milieux ciblés, etc.).
3.3 Modélisation des interactions spatiales hôtes-
vecteurs dans le cas d'une maladie multi-hôtes
Dans les parties précédentes, nous avons montré comment la télédétection et
les méthodes d'analyse de corrélation permettaient de cartographier les distribu-
tions des hôtes et des vecteurs. Néanmoins, dans le cas des maladies infectieuses
multi-hôtes, plusieurs espèces peuvent être impliquées dans le cycle de transmis-
sion. L'étude de telles maladies nécessite le développement de méthodes permet-
tant de calculer des facteurs de risque intégrateurs de l'hétérogénéité spatiale et
temporelle des interactions hôtes-vecteurs. C'est le cas de la ﬁèvre du Nil Occi-
dental (Table 2), une maladie multi-hôtes, émergente, que nous avons étudiée en
Camargue, dans le cadre du projet EDEN [Tran et al., 2007, Tran et al., prep].
Le virus du Nil Occidental (WNV) peut être transmis par diﬀérentes espèces
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Figure 3.8  Premières illustrations du modèle spatio-temporel sur paysage
réel, Camargue, évoluant dans le temps [Cailly et al., 2011]. Comparaison d'une
sortie du modèle spatio-temporel agrégée dans l'espace sur l'ensemble de la zone
(en bleu foncé) et dans les diﬀérents types de milieux qui évoluent dans le temps
(roselières, marais et rizières).
de moustiques vecteurs à un très grand nombre d'espèces d'oiseaux sauvages.
Les hommes et les chevaux peuvent également être infectés, mais sont considérés
comme des "culs-de-sac" épidémiologiques (une fois infectés, ils ne transmettent
pas le virus à un nouvel hôte). Nous avons adopté une approche de modélisa-
tion spatiale pour tester diﬀérentes hypothèses écologiques sur les modes de
transmission du WNV, concernant l'introduction du virus dans la zone, son
ampliﬁcation et son émergence (Table 3.1).
Tout d'abord, nous avons caractérisé la distribution spatiale et saisonnière
de diﬀérentes espèces d'oiseaux et de moustiques pouvant jouer un rôle dans
le cycle de transmission du virus en Camargue (distributions validées par des
collections entomologiques et des comptages). Ensuite, nous avons utilisé les
fonctionnalités des SIG pour cartographier les aires potentielles de transmission
en nous basant sur la co-occurrence des hôtes et des vecteurs considérés, et leurs
abondances, produisant ainsi des cartes de circulation et d'émergence du virus
WN pour l'ensemble des combinaisons des diﬀérents mécanismes d'introduction,
d'ampliﬁcation et d'émergence envisagés, chaque combinaison correspondant à
un scenario de transmission possible (Table 3.1). Enﬁn, nous avons pu évaluer
l'importance relative de ces diﬀérents scenarii pour expliquer les patrons de
transmission observés en Camargue, en comparant ces cartes avec des données
épidémiologiques issues de jeux de données indépendants (séro-prévalence me-
surée sur l'avifaune sauvage et sur la population équine) par la méthode des
poids d'Akaiké [Burnham et Anderson, 2004].
Les résultats montrent que certaines combinaisons des hypothèses d'intro-
duction, d'ampliﬁcation et d'émergence expliquent les patrons de transmission
observés en Camargue (Figure 3.9), alors que certaines hypothèses peuvent être
écartées. En particulier, l'étude met en évidence le rôle des oiseaux migrateurs
dans l'introduction du virus, l'existence d'une hétérogénéité de compétence dans
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l'avifaune sauvage et l'absence d'eﬀet de dilution dans le contexte camarguais
(Table 3.1). Ce type d'approche peut être adapté à d'autres zones humides eu-
ropéennes où des épidémies de ﬁèvre du Nil Occidental ont été reportées, et de
manière plus générale pour tester diﬀérentes hypothèses écologiques de trans-
mission dans le cas de pathogènes multi-hôtes.
Figure 3.9  Carte de l'indice de risque d'émergence du virus du Nil Oc-
cidental et résultats de séro-prévalence mesurée chez les pies et les chevaux
[Tran et al., prep].
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3.4 Modélisation du risque de transmission d'un
pathogène dans le cas d'une maladie vecto-
rielle
Dans les paragraphes précédents, nous avons détaillé comment modéliser
les dynamiques spatiales et temporelles de populations de vecteurs, ainsi que
des contacts entre des populations d'hôtes et de vecteurs. Cependant, l'abon-
dance des vecteurs ou les taux de contacts hôtes-vecteurs ne sont qu'une des
nombreuses composantes du risque de transmission d'un pathogène. Ici nous
présentons comment la cartographie de la distribution des hôtes et des vecteurs
peut être intégrée dans des modèles épidémiologiques de transmission.
3.4.1 Cartographier le "R0"
Les modèles épidémiologiques de la transmission d'un agent pathogène dans
une population hôte ont pour objectif principal la description des mécanismes de
la transmission, aﬁn par exemple de i) mieux comprendre ces mécanismes mis en
jeu, ii) identiﬁer les points de contrôle et les facteurs d'incertitude, iii) comparer
diﬀérents scenarii ou stratégies de contrôle (vaccination, lutte anti-vectorielle,
etc.), et iv) - si le modèle est validé- prédire la dynamique de transmission.
En particulier, ces modèles permettent d'estimer le taux de reproduction de
base (R0), déﬁni comme le nombre de cas secondaires générés à partir de l'in-
troduction d'un premier cas infecté dans une population d'hôtes sensibles. Cet
indicateur traduit la notion de seuil pour qu'un pathogène se propage (R0 > 1)
ou non (R0 < 1) dans une population.
La majorité des modèles épidémiologiques sont des modèles en comparti-
ments : les populations d'hôtes - et de vecteurs pour les maladies vectorielles-
sont divisées en un nombre réduit de classes (compartiments) d'individus dans
le même état infectieux. Au moins deux statuts individuels sont déﬁnis : sensible
(S) et infecté (I), mais d'autres compartiments et transitions entre comparti-
ments sont envisageables selon le système biologique étudié [Ezanno, 2010]. Le
"R0" d'une maladie vectorielle peut être déduit de ce schéma de transmission en
compartiment, et exprimé sous la forme suivante (cas pour un cycle de transmis-
sion impliquant une espèce d'hôtes et une espèce vectrice) [MacDonald, 1952,
Garrett-Jones et Grab, 1964] :
R0 =
ma2pn
− ln p .
b
r
(3.3)
où m est le nombre de vecteurs par hôte,
a le taux de vecteurs piquant par jour,
p le taux de survie journalier des vecteurs,
n la durée d'incubation extrinsèque (en jours),
b la probabilité de transmission du pathogène du vecteur à l'hôte (i.e. la com-
pétence vectorielle),
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et 1/r la durée pendant laquelle un hôte est infectieux.
Il faut noter que dans l'équation 3.3, le membre de gauche correspond à
la capacité vectorielle, déﬁnie comme le nombre de piqûres potentiellement
infectantes qu'un hôte infecté peut générer par l'intermédiaire de la popula-
tion vectrice [Garrett-Jones et Grab, 1964]. Le produit de la capacité vectorielle
et de la compétence vectorielle constitue un indice de risque entomologique
[Poncon et al., 2008].
Ainsi, le taux de reproduction de base d'une maladie peut être "décorti-
qué" en diﬀérentes composantes, qui peuvent être estimées par des mesures de
terrains ou des expérimentations en laboratoire. Ces diﬀérentes composantes
peuvent être considérées constantes ou bien variables dans le temps - en fonc-
tion de variables météorologiques comme la température par exemple, ainsi
que dans l'espace. Les taux de contacts hôtes-vecteurs (ma), en particulier,
varient dans le temps et dans l'espace, et les cartes de distribution de vecteurs
comme les moustiques ou les Culicoides élaborées précédemment (Partie 2, 2.2)
vont permettre de spatialiser cette composante et de produire des cartes de R0
[Guis et al., 2012] ou de l'indice de risque entomologique déﬁni précédemment
[Poncon et al., 2008, Tran et al., 2010b]. Une telle intégration de l'approche sta-
tistique pour prédire l'abondance des vecteurs à partir d'imagerie satellite d'une
part, et de l'approche de modélisation mécaniste sous-jacente à la formule du
R0 d'autre part, est relativement récente [Hartemink et al., 2009].
3.4.2 Exemple d'application : étudier l'impact de change-
ments environnementaux sur les maladies à trans-
mission vectorielle
Une approche par modélisation peut permettre de comparer diﬀérents sce-
narii, comme par exemple les valeurs du taux de reproduction de base R0 dans
diﬀérentes régions, ou bien à diﬀérentes dates. A condition que les composantes
du R0 dépendent de façon explicite de variables environnementales comme la
température, ou l'occupation du sol, cet outil peut être utilisé pour compa-
rer diﬀérentes situations et ainsi étudier l'impact de changements comme le
changement climatique ou les changements d'occupation du sol sur le risque
d'occurrence de maladies à transmission vectorielle.
Dans le cadre de son post-doc, Hélène Guis a ainsi modélisé le risque de trans-
mission de la ﬁèvre catarrhale ovine (FCO) par une approche R0, en prenant en
compte pour chacun des paramètres la dépendance à des variables climatiques
comme la température et la pluviométrie [Guis et al., 2012]. Elle a ensuite car-
tographié les valeurs de R0 pour l'Europe de l'Ouest de 1961 à 2000 d'après des
données climatiques historiques et dans le futur (jusqu'à 2050) à partir de simu-
lations issues de modèles climatiques, et étudié l'évolution des anomalies de R0,
en comparaison avec une valeur moyenne de référence calculée pour l'ensemble
de la période étudiée (1961-1999). Les cartes obtenues (exemple Figure 3.10)
mettent en évidence une augmentation du risque de transmission selon un gra-
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dient nord-sud (Figure 3.10a) et au ﬁl des décennies (Figure 3.10b-f). Ainsi,
l'émergence de la FCO en Europe du Nord en 2006 coïncide avec l'année pour
laquelle l'anomalie de R0 était la plus forte depuis 1961. D'autre part, cette
approche a permis de diﬀérencier l'impact du changement climatique entre le
nord et le sud de l'Europe : au nord, les anomalies positives de R0 sont princi-
palement dues aux changements de température et leur impact sur la durée de
la période d'incubation extrinsèque, ainsi que le taux de piqûre ; au sud, il se
traduit par des modiﬁcations des taux de contact hôte-vecteur.
Figure 3.10  Évolution du taux de reproduction de base (R0) de la ﬁèvre
catarrhale ovine en Europe de l'Ouest. a) Moyenne calculée sur la période 1961-
1999. b-f) Anomalies relatives de R0 pour diﬀérentes décades [Guis et al., 2012].
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3.5 Conclusions
Dans cette troisième partie qui conclut la présentation de l'ensemble de mes
travaux de recherche, l'apport d'une approche de modélisation a été détaillé
pour le cas de diﬀérentes maladies à transmission vectorielle. Nos résultats sou-
lignent l'intérêt d'une telle approche à plus d'un titre : en particulier i) comme
outil d'intégration des connaissances (issues de données d'observation, d'expé-
rimentation, de dires d'experts, d'une analyse préalable des données, etc.), ii)
pour prendre en compte les dimensions temporelles et spatiales ainsi que l'in-
ﬂuence de conditions environnementales sur le système vecteur-hôte-pathogène
étudié, et iii) comme outil de simulation pour tester diﬀérentes hypothèses ou
des scenarii de changements, ce qui peut diﬃcilement être fait par des approches
expérimentales.
La mise en ÷uvre d'une telle approche requiert des collaborations et des dis-
cussions à l'interface entre plusieurs disciplines, un tel dialogue permettant de
bien déﬁnir l'objectif de l'étude, d'établir les connaissances sur le système bio-
logique étudié et les simpliﬁcations acceptables, ainsi que de formuler les hypo-
thèses à vériﬁer [Ezanno, 2010]. A noter que ces allers-retours nécessaires entre
biologie et modélisation sont généralement très riches (Figure 3.11), le modèle
devenant alors un "objet intermédiaire" facilitant le dialogue inter-disciplinaire.
Figure 3.11  Les apports réciproques de la biologie et de la modélisation
[Ezanno, 2010].
Dans la dernière partie de ce mémoire nous discutons l'ensemble des résultats
présentés dans les parties 1, 2 et 3, et en présentons les perspectives de recherche.
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Partie 4
DISCUSSION GÉNÉRALE
ET PERSPECTIVES DE
RECHERCHE
4.1 Points de discussion
4.1.1 L'apport de la télédétection à l'épidémiologie
Depuis les prémisses des applications de la télédétection à l'épidémiologie
dans les années 1980, celles-ci ont connu un essor très important, tant en épi-
démiologie humaine qu'en épidémiologie animale, essor illustré par exemple par
l'augmentation du nombre de publications scientiﬁques relatives à ces thèmes
(Figure 4.1). En eﬀet, la télédétection permet de déﬁnir des indicateurs rela-
tifs aux populations étudiées, à l'habitat des vecteurs et des réservoirs sauvages
des pathogènes (en particulier par la caractérisation de l'occupation du sol),
au suivi de ces indicateurs dans le temps, et ce, à diﬀérentes échelles spatiales.
Elle constitue ainsi un outil particulièrement adapté aux zones géographiques
pauvres en données, diﬃciles d'accès, ou bien théâtre de changements rapides.
Un autre indicateur de l'essor des applications de la télédétection à l'épidé-
miologie est l'utilisation -récente- de l'imagerie satellite par les acteurs de santé
publique - et donc le transfert des résultats de la recherche vers les utilisateurs
comme par exemple les agences en charge de la lutte anti-vectorielle. Depuis
2012, je conduis ainsi deux expertises, l'une pour l'Entente Interdépartemen-
tale pour la Démoustication du littoral méditerranéen (EID-Méditerranée) sur
la surveillance d'Aedes albopictus, l'autre pour le centre européen de contrôle et
de prévention des maladies (ECDC) sur l'émergence de la ﬁèvre de West Nile
en Europe. Ces deux institutions intègrent donc dès à présent des données is-
sues de la télédétection, ainsi que les résultats d'analyse et de modélisation du
risque dans leurs plans de prévention, de surveillance et de contrôle de maladies
à transmission vectorielle.
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Figure 4.1  Nombre de publications par année selon les critères de recherche
sous IsiWeb of Knowledge : remote sensing vs remote sensing AND (health OR
epidem* OR disease OR virus).
Comme nous l'avons souligné dans la Partie 1, la mise en ÷uvre de méthodes
basées sur les techniques d'observation de la Terre en épidémiologie repose sur
une forte dose d'interdisciplinarité entre épidémiologistes, écologues, géographes,
télédétecteurs, modélisateurs... Cette mise en ÷uvre est facilitée au sein d'unités
de recherche interdisciplinaires (comme l'unité AGIRs), et peut être promue
par les projets européens comme EDEN (2005-2010) mettant en collaboration
diﬀérentes équipes européennes et africaines de disciplines variées, ainsi que par
les formations dispensées auprès des étudiants sur l'épidémiologie spatiale.
Dans le futur, l'évolution très rapide des technologies d'observation de la
Terre, mais aussi de positionnement qui permettent le suivi de populations par
télémétrie GPS par exemple soulève de nouvelles questions sur l'utilisation de
la télédétection dans le cadre d'études épidémiologiques parmi lesquelles : i)
des questions sur le développement de nouveaux indicateurs, issus de données à
très haute résolution spatiale mais aussi à forte répétitivité temporelle générant
des volumes de données importants ; ii) en particulier, sur la cartographie d'in-
dicateurs adaptés à la description de la distribution des populations animales
domestiques ou sauvages, ainsi que leur suivi dans le temps et dans l'espace et
iii) des questions sur l'assimilation de ces indicateurs dans les modèles épidé-
miologiques.
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4.1.2 Vers une meilleure compréhension des déterminants
de la dynamique de transmission d'un pathogène
Les diﬀérentes études menées au ﬁl de mon parcours sur les déterminants
environnementaux des maladies à transmission vectorielle (au sens large), pré-
sentées dans les parties 2 et 3 de ce mémoire, contribuent à une meilleure com-
préhension de l'inﬂuence de ces déterminants - en particulier, le paysage - sur la
transmission de diﬀérents pathogènes. De ces exemples variés, et d'autres études
de cas issues du projet EDEN, nous avons essayé d'identiﬁer des principes gé-
néraux d'épidémiologie spatiale, formulés sous forme de "propositions" de portée
générale pour diﬀérentes maladies et contextes géographiques [Lambin et al., 2010].
Figure 4.2  Représentation graphique des déterminants paysagers de la trans-
mission d'un pathogène. Les numéros font références aux propositions de l'article
de Lambin et al (2010). Les compartiments et numéros en jaune correspondent
aux points abordés dans le cadre de mes travaux de recherche.
Ces dix propositions (résumées dans le graphique Figure 4.2) concernent les
patrons et processus spatiaux associés aux cycles de transmission de pathogènes,
à l'échelle du paysage, et peuvent être résumées comme suit :
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1. Les caractéristiques du paysage inﬂuencent la transmission d'un patho-
gène ;
2. L'hétérogénéité spatiale du risque de transmission dépend non seulement
de la présence ou de la surface d'habitats critiques mais aussi de leur
conﬁguration spatiale ...
3. ... et en particulier, de leur connectivité ;
4. Le paysage est un indicateur d'associations particulières entres les hôtes
réservoirs et les vecteurs ;
5. L'environnement physique peut aussi jouer le rôle de réservoir d'un pa-
thogène ;
6. L'émergence et la distribution d'un pathogène dépendent de diﬀérents
types de facteurs agissant à diﬀérentes échelles ;
7. Le paysage et les variables météorologiques ont un impact sur la dyna-
mique saisonnière, la concentration spatiale et la diﬀusion des pathogènes ;
8. La variation spatiale du risque de transmission dépend non seulement du
l'occupation du sol mais aussi de l'utilisation du sol par les populations
d'hôtes ;
9. La relation entre l'utilisation du sol et la probabilité de contact entre des
vecteurs ou des animaux réservoirs et les hôtes humains dépend aussi du
foncier ;
10. Le comportement humain est un facteur-clef des taux de contacts entre
les hommes et les vecteurs, et donc du risque d'infection.
De manière très générale, les variations spatiales du risque d'infection sont
ainsi contrôlées par trois types de facteurs : i) le cycle de transmission et la
biologie des pathogènes, des vecteurs et des hôtes ; ii) le fonctionnement des
écosystèmes à l'échelle du paysage ; et iii) l'utilisation du sol, le comportement,
la mobilité, la connaissance et la perception du risque par les populations hu-
maines ainsi que le contexte politique, social et économique. La plupart des
études en épidémiologie spatiale ont jusqu'ici accordé moins d'importance aux
deux derniers types de facteurs, dont la compréhension constitue un déﬁ ma-
jeur de l'épidémiologie paysagère [Lambin et al., 2010]. Pour ma part, je n'ai que
très peu abordé les questions liées aux pratiques humaines lors de mes travaux
de recherche (Figure 4.2), problématique qui fait partie du projet de recherche
présenté ci-après (4.2).
D'autre part, un autre déterminant important de l'hétérogénéité spatiale
de la transmission d'un pathogène, non listé dans les propositions ci-dessus,
concerne les aspects phylogénétiques des pathogènes et de leurs hôtes. En ef-
fet, les outils moléculaires et génétiques permettent aujourd'hui d'identiﬁer
et de suivre l'évolution des souches pathogènes et contribuent notamment à
mieux comprendre les modes de transmission : diﬀérents cas infectés par la
même souche de pathogène indiqueraient une infection récente et la transmis-
sion du pathogène entre les individus. Le couplage du résultats de ces analyses
76
DISCUSSION GÉNÉRALE ET PERSPECTIVES DE RECHERCHE
avec les résultats d'analyses spatiales permet donc de déterminer si un agré-
gat spatial identiﬁé résulte bien d'une transmission plus importante du fait
de conditions environnementales particulières, ou bien révèle simplement une
plus grande vulnérabilité des populations (conditions socio-économiques par
exemple) à cet endroit [Guernier et al., 2008]. Par ailleurs, la reconstruction
de l'arbre phylogénétique des espèces permet de mettre en regard l'histoire évo-
lutive de celles-ci avec des scenarii historiques (migrations, changements d'oc-
cupation du sol,...), et ainsi de mieux comprendre la distribution actuelle des
pathogènes. Or, les outils d'analyse spatiale pourraient être davantage utilisés
dans ce type d'étude, mettant ainsi "davantage de géographie dans la phylogéo-
graphie" [Kidd et Ritchie, 2006], pour être en mesure de mieux comprendre les
phénomènes d'émergence [Clements et Pfeiﬀer, 2009, Murray et Daszak, 2013].
4.1.3 La complémentarité des approches
Télédétection et modèles
L'utilisation, l'assimilation d'indicateurs dérivés d'images d'observation de
la Terre dans des modèles statistiques ou mécanistes, soulèvent de nombreuses
questions méthodologiques, en particulier, les questions d'échelle et la représen-
tation des données géographiques. Au cours de leurs thèses, H. Guis et V. Soti
ont par exemple démontré l'inﬂuence de la taille du voisinage utilisé pour le
calcul des indices paysagers sur l'identiﬁcation de ces indices comme facteurs
de risque de la FCO [Guis, 2007] et étudié la complémentarité de diﬀérents
capteurs optiques pour la cartographie, la caractérisation et le suivi des mares
temporaires au Sénégal [Soti et al., 2009]. Ces diﬀérents tests sont importants
pour une utilisation optimale des données de télédétection dans les études épidé-
miologiques, et d'autre part pour mieux appréhender la robustesse des résultats
statistiques obtenus.
Par ailleurs, la prise en compte de l'espace dans les modèles requiert une mo-
délisation des objets géographiques, qui se fait classiquement selon deux modes :
 Le mode vectoriel, dit  vecteur , c'est-à-dire sous forme de points, lignes
ou polygones,
 Le mode matriciel, dit  raster , c'est-à-dire sous forme d'une image ou
grille composée de cellules de même taille appelées pixels.
Or, les diﬀérents travaux de modélisation que nous avons menés (Partie 3)
ont montré i) que le choix de l'un de ces deux modes de représentation dis-
ponibles dans les SIG contraint fortement le type de modélisation, et ii) que
ces deux modes peuvent ne pas être adaptés à la modélisation d'objets dont la
forme change au cours du temps (comme des mares temporaires, par exemple...).
Ces constats ont contribué à alimenter la réﬂexion sur le développement d'un
outil à la fois langage de modélisation et environnement de simulation pour
l'étude de dynamique des paysages par P. Degenne et D. Lo Seen (UMR TE-
TIS) [Degenne et al., 2009, Degenne et al., 2010]. Cet outil (Ocelet) a été conçu
en particulier pour permettre aux modélisateurs de s'aﬀranchir des contraintes
liées au choix de représentation des objets géographiques et de modéliser diﬀé-
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rents types d'interactions à l'aide de graphes (relations spatiales, hiérarchiques,
fonctionnelles ou sociales). Son utilisation dans le cadre de recherches en épidé-
miologie sera discuté plus avant dans le projet de recherche (4.2).
Complémentarité des approches de modélisation
De nombreux travaux de recherche ont utilisé des méthodes statistiques (ba-
sées sur des données observées) et des modèles mécanistes (décrivant les pro-
cessus) pour mieux comprendre et prédire des dynamiques écologiques et épi-
démiques. Ces deux types d'approches, dont les Parties 2 et 3 de ce mémoire
présentent diﬀérents exemples, apparaissent hautement complémentaires pour
étudier les systèmes complexes comme les cycles de transmission d'une maladie
à transmission vectorielle.
En eﬀet, l'étude de tels systèmes se heurte à diﬀérentes diﬃcultés, dues au
nombre d'espèces, de processus, d'échelles impliquées, les diﬃcultés inhérentes
à l'étude de la faune sauvage, des écosystèmes dans leur ensemble, celles dues à
un manque de connaissance sur les mécanismes de transmission du pathogène,
ou encore du nombre limité d'observations dans le cas de maladies émergentes.
Ainsi, aﬁn d'explorer l'ensemble des hypothèses pouvant expliquer l'occurrence
d'une maladie, Plowright et al. (2008) recommandent d'établir préalablement
un modèle conceptuel et un diagramme de cause (exemple Figure 4.3), qui per-
met de schématiser l'"espace des hypothèses", dans un processus dynamique
et itératif au fur et à mesure que les données et les connaissances du systèmes
deviennent disponibles [Plowright et al., 2008].
Figure 4.3  Exemple de diagramme causal : facteurs pouvant expliquer l'émer-
gence de virus Hendra en Australie. Source : [Plowright et al., 2008].
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D'autre part, les diﬀérentes approches (observationnelles vs basées sur les
processus) sont le plus souvent utilisées de manière séparée, indépendante. A
partir de ce constat, Ladeau et al. (2011) ont proposé récemment une réﬂexion
sur un cadre conceptuel pour l'assimilation des données dans les modèles mathé-
matiques pour l'étude des maladies infectieuses, aﬁn de relever diﬀérents déﬁs :
1) intégrer des données de sources multiples, à diﬀérentes échelles spatiales ; 2)
tenir compte de l'incertitude dans les méthodes observationnelles et les modèles
mécanistes ; 3) intégrer l'ensemble des connaissances en écologie et en épidémio-
logie. Plus précisément, les auteurs préconisent de relier trois types de modèles :
les modèles basés sur les données, les modèles mécanistes de dynamique de trans-
mission et les modèles "spatiaux" pour la cartographie des risques, et proposent
une ébauche d'un tel cadre (Figure 4.4).
Figure 4.4  Modèle conceptuel pour la compréhension et la prédiction des
maladies vectorielles. La modélisation des composantes zoonotiques/écologiques
requiert des modèles statistiques ('data models') pour faire le lien entre des
données observées et les variables en entrée des modèles mécanistes ('process
models'). Source : [LaDeau et al., 2011].
En conclusion, et au regard des diﬀérentes études menées lors de mon par-
cours professionnel, la construction de modèles conceptuels paraît ainsi essen-
tielle pour l'étude des maladies infectieuses vectorielles ou à réservoir sauvage
pour d'une part, intégrer l'ensemble des connaissances disponibles sur le cycle
de transmission et ses déterminants et d'autre part, mettre en ÷uvre de manière
complémentaire et appropriée les outils de modélisation disponibles. Bien que
d'apparence triviale, cette étape est incontournable pour appréhender la com-
plexité des systèmes éco-épidemiologiques étudiés dans un contexte hautement
inter-disciplinaire.
79
DISCUSSION GÉNÉRALE ET PERSPECTIVES DE RECHERCHE
4.2 Projet de recherche
4.2.1 Un projet de recherche collectif
Chercheur de l'unité de recherche "Animal et Gestion Intégrée des Risques"
(AGIRs) et accueillie dans l'UMR "Territoires Environnement Télédétection et
Information Spatiale" (TETIS), mes perspectives de recherche s'inscrivent dans
les projets de recherche de ces deux unités.
L'unité Animal et Gestion Intégrée des Risques (AGIRs)
Le projet de l'unité AGIRs du Cirad s'inscrit dans le cadre conceptuel inter-
disciplinaire et intersectoriel de santé globale ("One Health" et "EcoHealth"),
aux interfaces de la santé humaine, de la santé animale et de la santé des écosys-
tèmes. Cette stratégie s'applique à la prévention et à la lutte contre les maladies
infectieuses aux interfaces entre animaux sauvages et domestiques et l'Homme
en considérant à la fois celles présentant un potentiel pour des épidémies et pan-
démies mais aussi les maladies animales qui ont un impact sur la sécurité ali-
mentaire et la pauvreté (OIE, 2008). L'unité aborde l'écologie et l'épidémiologie
des maladies animales à diverses échelles, avec les objectifs généraux suivants :
 Identiﬁer et évaluer au travers de dispositifs pérennes de surveillance (ob-
servatoires), les risques sanitaires majeurs (réels et perçus) liés à l'animal
et pouvant pénaliser la santé publique et vétérinaire, le développement et
la sécurité des sociétés du Sud et du Nord ;
 Rechercher et quantiﬁer les facteurs structurels et fonctionnels (patterns)
et les mécanismes (process) des principaux risques épidémiologiques portés
ou subis par l'animal en intégrant les incertitudes liées aux changements
locaux ou globaux qui les aﬀectent ;
 Promouvoir une approche intégrée des risques liés à l'animal au sein des
systèmes  Homme-Animal  par la recherche de leurs déterminants par-
tagés liés à la mobilité, aux milieux et aux marchés ;
 A l'aide de modèles et de scénarios, concevoir et expérimenter des outils in-
tégrés de prévention, de gestion et d'intervention pour surveiller, prévenir
et limiter leurs causes et/ou leurs conséquences (crises) ;
 Intégrer la perception du risque, de l'individu aux institutions, la formation
et la communication sur les risques liés à l'animal dans les instruments et
les politiques de gestion et de prévention.
L'unité s'appuie sur deux dispositifs structurants principaux, la Plateforme
de recherche Produire et Conserver en Partenariat (RP-PCP, Afrique Australe),
et le réseau Gestion des risques épidémiologiques émergents en Asie du Sud-Est
(GREASE, Asie du Sud-Est).
L'unité Territoires Environnement Télédétection et Information Spa-
tiale (TETIS)
L'UMR TETIS (AgroParisTech - IRSTEA - Cirad) mène des recherches
méthodologiques sur la maîtrise de l'information spatiale, mettant en ÷uvre
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une approche intégrée de la chaîne de l'information spatiale, de son acquisition
(notamment par télédétection satellitaire) à son traitement, sa gestion et son
utilisation par les acteurs. Ses principaux axes de recherche concernent :
 La télédétection, l'acquisition et le traitement de données spatialisées ;
 L'analyse et la modélisation des structures spatiales et dynamiques des
systèmes agri-environnementaux et territoriaux ;
 L'ingénierie des systèmes d'information spatialisée, la modélisation et la
diﬀusion des données et connaissances ;
 L'accompagnement des projets de développement territorial et des gestion
agri-environnementale en termes d'usage de l'information spatiale et de
lien avec les processus de gouvernance.
4.2.2 Projet de recherche personnel
Mon projet de recherche pour les prochaines années se déﬁnit à l'interface des
unités AGIRs et TETIS, faisant ainsi le lien entre recherches méthodologiques
sur l'information spatiale et recherches thématiques sur les déterminants des
risques épidémiologiques liés à la faune domestique ou sauvage. En lien avec les
deux unités je poursuivrai mes recherches sur le développement d'indicateurs et
de modèles spatialisés pour étudier les diﬀérentes composantes des systèmes éco-
épidémiologiques. En particulier, dans la continuité des travaux menés jusqu'à
présent, je souhaite approfondir les recherches sur la modélisation des maladies
à transmission vectorielle dans le temps et dans l'espace, notamment pour abor-
der les questions de généricité des modèles et leur utilisation concrète pour le
contrôle des populations de vecteurs et des pathogènes. D'autre part, je souhaite
aborder de nouvelles questions de recherche relatives aux pratiques et percep-
tions des acteurs locaux dans l'analyse des risques épidémiologiques.
Développement d'indicateurs et de modèles spatialisés appropriés
pour l'étude des maladies animales
Dans la continuité de mes recherches actuelles, je souhaite tester et ques-
tionner l'apport des techniques d'observation de la Terre et des modèles pour
l'étude des maladies animales, en m'appuyant sur les diﬀérents projets menés
par l'unité AGIRs, et les développements méthodologiques de l'unité TETIS.
En particulier, je souhaite explorer davantage le potentiel de la télédétection
pour la cartographie de la distribution des réservoirs sauvages des pathogènes
et des interfaces faune domestique/faune sauvage ainsi que la détection d'ano-
malies climatiques, et aborder la modélisation des interactions multiples par
l'utilisation de l'environnement de simulation Ocelet.
Apport de la télédétection à l'épidémiologie : séries temporelles d'images
et très haute résolution spatiale. La disponibilité de séries temporelles
d'images à moyenne résolution spatiale sur plusieurs décennies (ex. MODIS)
ouvre de nouvelles perspectives d'applications en épidémiologie, notamment
pour l'utilisation de nouveaux indicateurs (indices d'inondations, de feux, de
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changements) en sus des indicateurs "traditionnels" (températures de surface,
indices de végétation) pour mieux comprendre la dynamique spatio-temporelle
de la distribution de la faune sauvage (ex. oiseaux, bues, suidés, ...). Et ce,
d'autant plus que ces développement sont accompagnés par celui des techniques
de positionnement de la faune sauvage (colliers GPS, balises) et la mise à dis-
position des bases de données correspondantes (en particulier celles concernant
l'avifaune sauvage). La mise en relation des deux types d'information paraît
très prometteuse pour mieux comprendre et ensuite simuler les dynamiques des
populations d'hôtes sauvages, et nécessitera le développement de méthodes sta-
tistiques et de modèles appropriés [Leyequien et al., 2007]. Les projets actuels
de l'unité AGIRs, notamment sur la distribution des bues [thèse de doctorat
en cours, T. Prin "Rôle de l'hétérogénéité spatiale des ressources et du risque
de prédation naturelle et humaine sur la distribution de la population de bues
de la réserve naturelle de Niassa, Mozambique"] et celles des suidés sauvages
[projet ASForce, 2012-2015] nous permettront d'approfondir ces questions.
D'autre part, l'apport de la très haute résolution spatiale pour la carac-
térisation de la distribution des hôtes ou des vecteurs de maladies devra être
davantage exploré. Dans bien des cas, les capteurs à haute résolution spatiale
(largeur de pixel de 10-20 m) sont suﬃsants pour caractériser l'habitat des
espèces sauvages impliquées à l'échelle du paysage. Néanmoins, une caractérisa-
tion plus ﬁne peut être nécessaire, pour par exemple cartographier un habitat
très particulier, notamment une espèce d'arbre particulière jouant le rôle de
reposoir pour des chauves-souris frugivores, réservoirs du virus Nipah. Le lan-
cement récent de la constellation de satellites Pleiades par le CNES ouvre des
perspectives intéressantes pour adresser ces questions, et également questionner
le transfert d'échelle et la complémentarité des données de télédétection à très
haute, haute et moyenne résolution spatiales.
Ocelet : un outil de modélisation et de simulation. Pascal Degenne et
Danny Lo Seen (Cirad, UMR TETIS) ont développé ces dernières années Oce-
let, un langage métier pour la modélisation spatiale et temporelle en sciences de
l'environnement [Degenne et al., 2009, Degenne et al., 2010, Degenne, 2012]. A
l'aide de graphes d'interactions, Ocelet permet de modéliser la dynamique de
paysages comme résultante d'interactions multiples entre des Entités (les élé-
ments physiques qui composent le paysage - parcelles, patchs de végétation,
villes, etc.- ainsi que les acteurs humains - gestionnaires, habitants, exploi-
tants...), par la formalisation de diﬀérents types de Relations entre ces entités :
relations spatiales, fonctionnelles, hiérarchiques, ou sociales, selon diﬀérents Scé-
narios. Par ailleurs, Ocelet permet de s'aﬀranchir du choix de représentation des
objets géographiques (mode vecteur ou mode raster), mais est aussi conçu pour
intégrer des données issues de formats variés comme les données de télédétection
(ou indicateurs dérivés).
Cet outil de modélisation nous paraît donc particulièrement adapté aux be-
soins de modélisation spatiale en épidémiologie des maladies animales, notam-
ment pour l'étude des maladies impliquant un ou plusieurs réservoirs sauvages,
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dont la présence et l'abondance mais aussi la mobilité dépendent de caracté-
ristiques environnementales comme l'occupation du sol, et donc de pratiques
des acteurs locaux à diﬀérents niveaux (pratiques individuelles et politiques pu-
bliques). La collaboration avec P. Degenne et D. Lo Seen initiée durant le projet
STAMP et autour de la thèse de V. Soti sera donc poursuivie pour "tester" Oce-
let sur des exemples en épidémiologie.
Modélisation des maladies à transmission vectorielle et implication
pour le contrôle de ces maladies
La propagation spatio-temporelle des maladies vectorielles est fortement in-
ﬂuencée par les facteurs environnementaux (paysage, localisation et abondance
des hôtes et des vecteurs, etc.) et climatiques (température, humidité, etc.).
En eﬀet, la structure du paysage et la localisation des populations de vecteurs
et d'hôtes en découlant déterminent l'exposition des hôtes à l'infection par un
agent pathogène vectorisé, et varient dans le temps et l'espace. Les changements
globaux, climatiques et liés à l'anthropisation du milieu, modiﬁent la struc-
ture du paysage ainsi que la dynamique de population de vecteurs et donc en
conséquence impactent sur l'émergence et la diﬀusion de maladies vectorielles.
Cependant, il est diﬃcile de quantiﬁer voire de qualiﬁer cet impact.
Une approche intégrative est nécessaire pour considérer conjointement la
dynamique de population du vecteur et la dynamique épidémique, toutes deux
variant dans le temps et l'espace. Une approche par modélisation s'avère perti-
nente pour représenter ce système biologique complexe, permettant de coupler
les composantes spatiale et temporelle et donc de prendre en compte leurs in-
teractions. Cependant, les modèles épidémiologiques spatio-temporels de pro-
pagation de maladies vectorielles représentent généralement une dynamique de
population du vecteur simpliﬁée. Le cycle de vie du vecteur étant incomplet, de
tels modèles ne permettent pas d'évaluer l'eﬀet de changements globaux sur la
dynamique de population de vecteurs et sur la propagation des maladies asso-
ciées.
Vers un modèle générique de dynamique de population de moustiques
Le modèle de la dynamique spatiale et temporelle de populations de moustiques
développé dans le cadre de la thèse de P. Cailly [Cailly, 2011, Cailly et al., 2012]
a d'abord concerné la dynamique de population en environnement favorable,
pour lequel la composante spatiale n'était pas explicite, avec application à deux
genres de moustiques : Anopheles et Culex. Ensuite, ce modèle a été étendu pour
considérer la dynamique spatio-temporelle, avec application au genre Anopheles.
Le modèle a par ailleurs été adapté au genre Aedes, dont le mode de reproduction
diﬀère des Anopheles et Culex [Tran et al., 2013].
Des travaux sont en cours pour vériﬁer le caractère générique du modèle
spatio-temporel en l'utilisant pour diﬀérentes espèces de moustiques, dans diﬀé-
rentes zones géographiques d'Europe et d'Afrique [stage de Pachka Hammami,
Janvier-Juin 2013 : "Modelling the impact of climatic factors on the population
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dynamics of diﬀerent mosquito species, vectors of Rift Valley fever in Bots-
wana", Université Montpellier 2]. Ces travaux seront poursuivis en lien avec les
diﬀérents projets de l'unité AGIRs sur les maladies transmises par des mous-
tiques (e.g. ﬁèvre de la Vallée du Rift, ﬁèvre de West Nile), pour améliorer le
modèle (ajouts de fonctions) et en faire ainsi un outil robuste pour l'étude de
la dynamique de population de moustiques, à disposition par exemple d'acteurs
de santé publique comme l'EID.
Étudier l'impact des changements globaux sur la dynamique d'infec-
tion pour le cas des maladies à transmission vectorielle Une deuxième
étape sera de coupler ce modèle de dynamique de population de moustiques à un
modèle épidémiologique de maladie vectorielle théorique dans une population
d'hôtes ﬁctive. Le modèle épidémiologique sera un modèle simple à comparti-
ments considérant une dynamique d'infection de type SIR (Sensible  Infecté 
Retiré) pour les hôtes et de type SEI (Sensible  En incubation  Infecté) pour
les vecteurs. Dans une première approche, les hôtes considérés seront supposés
non limitants, i.e. présents de manière homogène dans l'espace et le temps, de
manière à négliger leur dynamique de population et leurs mouvements. Ensuite,
la dynamique de population des hôtes sera intégrée, en particulier les mouve-
ments des hôtes entre zones géographiques (cadre de la métapopulation d'hôtes).
L'impact de changements globaux sur la dynamique du vecteur et sur la dyna-
mique épidémiologique sera étudiée dans ce cadre conceptuel, ce qui permettra
notamment de discuter les contributions respectives du changement climatique
(ex. augmentation des températures) et de modiﬁcations anthropiques de l'en-
vironnement (ex. urbanisation, changements d'utilisation des sols) sur les deux
dynamiques (de population du vecteur et d'infection des hôtes et des vecteurs).
Évaluer les stratégies de contrôle des épidémies Une application im-
portante du modèle est son utilisation pour tester les diﬀérentes stratégies de
contrôle des maladies à transmission vectorielle, visant soit les vecteurs (par
exemple, utilisation d'insecticide ciblée sur les stades aquatiques ou sur les
stades adultes, lâcher de mâles stériles, inhibition de la diapause, etc.), soit les
hôtes (e.g. vaccination, mesures de protection, ...). Toutes les méthodes de lutte
anti-vectorielle présentent des inconvénients et une approche de modélisation
contribuerait à élaborer une stratégie intégrative et d'en estimer les conditions
d'applications optimales (nombre de traitements, couverture géographique, ni-
veau d'implication de la population, ...).
Cette question de recherche appliquée s'inscrit dans le cadre du transfert des
résultats de recherche vers les opérateurs de lutte anti-vectorielle comme l'EID-
Méditerranée [Expertise 2012-2013 "Mise en ÷uvre sur trois agglomérations
d'un outil de prévision du risque épidémiologique induit par Aedes albopictus
basé sur l'imagerie satellitaire"].
L'ensemble de ces questions font l'objet d'un projet de thèse intitulé "Im-
pact des changements globaux sur la propagation spatio-temporelle d'agents
pathogènes transmis par les moustiques" proposé en co-direction avec Pauline
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Ezanno (INRA-ONIRIS, UMR "Biologie, épidémiologie et analyse de risques en
santé animale") et co-encadrée avec Thomas Balenghien (Cirad, UMR Contrôle
des Maladies Animales Exotiques et Émergentes) (sujet présenté en 2012, en
recherche de ﬁnancements).
Modalités d'intégration des perceptions d'acteurs locaux dans l'ana-
lyse des risques sanitaires et environnementaux
L'étude de l'importance de la prise en compte des pratiques et des percep-
tions des acteurs locaux dans la modélisation du risque épidémiologique fait
l'objet d'une collaboration avec Aurélie Binot-Herder (anthropologue, Cirad,
unité AGIRs) [stages 2013] et en particulier d'un projet de thèse proposé dans
le cadre du projet BiodivHealthSEA (ﬁnancement Cirad, thèse Sud, en recherche
de candidat).
La question de recherche principale de la thèse porte sur l'intégration de
deux démarches, d'une part une démarche de cartographie participative pour
spatialiser les risques environnementaux (e.g. [Peters-Guarin et al., 2012] et sa-
nitaires ([Dongus et al., 2007, Cumming, 2010]) et d'autre part une démarche
scientiﬁque (analyse statistique de données environnementales, écologiques et
épidémiologiques) : En quoi les représentations territoriales des acteurs locaux
permettent elles d'améliorer l'analyse des risques sanitaires et environnemen-
taux ? Nous souhaitons analyser les modalités, les limites et les apports de cette
intégration dans le cas de risques d'émergence zoonotique en Asie du Sud-est,
dans un contexte d'érosion de la biodiversité, d'urbanisation et de modiﬁcation
rapide de l'occupation des sols.
Le travail de thèse proposé vise à développer un système d'information géo-
graphique public participatif (PPGIS) intégrant des démarches de cartographie
participative et d'analyse spatiale pour la représentation des risques environne-
mentaux et sanitaires. Ce PPGIS sera utilisé pour élaborer des cartes de risques
mettant en perspective les diﬀérentes représentations des changements environ-
nementaux et des risques associés pour chaque catégorie d'acteurs. L'intégration
des perceptions locales et des analyses spatiales devra déboucher sur un nouveau
modèle socio-environnemental d'estimation du risque.
Le modèle écologique principal sur lequel nous proposons de travailler pour
déterminer les risques sanitaires et environnementaux perçus est celui des ron-
geurs et des maladies zoonotiques (leptospirose, typhus) qu'ils transmettent
à l'homme. Deux ou trois localités rurales de Thaïlande avec leur territoire
constitueront les sites d'études. Ces terrains sont ceux des projets CERoPath et
BiodivHealthSEA sur la diversité des rongeurs et des pathogènes qu'ils trans-
mettent.
La méthode envisagée comporte les étapes suivantes :
Étape 1 : perceptions locales des acteurs locaux*
 Enquêtes sur les modalités locales de gouvernance environnementale et de
gestion foncière ;
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 Enquêtes sur les perceptions des risques sanitaires et environnementaux
associés aux rongeurs ;
 Cartographie participative des risques perçus par les populations sur le
territoire des localités ;
 Modélisation d'accompagnement pour mettre en évidence les interactions
perçues entre les changements environnementaux et les risques sanitaires
et les règles de fonctionnement entre les agents d'un modèle conceptuel.
*Acteurs locaux : riverains du paysage écologique et opérateurs impliqués
localement dans des programmes de gestion de la santé et de l'environnement.
L'identiﬁcation de ces réseaux d'acteurs hétérogènes et des structures socio-
politiques de référence constituera un préalable au démarrage de l'étape 1.
Étape 2 : Analyse environnementale du risque de transmission de la
maladie étudiée
 Construction d'un modèle conceptuel de l'écologie de la transmission et
déﬁnition du service écosystémique associé ;
 Cartographie de la distribution des espèces réservoirs sauvages sur la base
de données de distribution des rongeurs, de données épidémiologiques en
santé animale et santé humaine (projets CERoPath et BiodivHealthSEA) ;
 Analyse spatiale des paysages tels que vus par télédétection spatiale (ima-
gerie SPOT) et caractérisation des habitats (cartographies d'occupation
du sol disponibles issues du projet CERoPath) ;
 Analyses statistiques entre variables environnementales, zoonotiques et
épidémiologiques pour établir une inférence causale à partir d'un `modèle'
statistique.
Étape 3 : Hybridation des modèles conceptuels relatifs à l'analyse des
risques et aux perceptions locales
 Intégration des perceptions locales pour améliorer l'estimation des contacts
populations humaines/réservoirs sauvages et des risques de transmission
du/des pathogènes ;
 Intégration des analyses statistiques dans le processus de cartographie
participative ;
 Construction d'un modèle de risque de transmission intégrant perceptions
locales et connaissances scientiﬁques, et test de diﬀérents scenarii de chan-
gements. Cette dernière activité sera mise en ÷uvre dans le cadre d'une
démarche participative impliquant les acteurs locaux et les  experts 
dans un exercice de regards croisés entre les diﬀérents modèles concep-
tuels.
Étape 4 : Représentations des services écosystémiques de régulation
à l'interface santé/environnement
 Bilan des apports mutuels des démarches participatives et d'analyse dans
la cartographie des risques sanitaires et environnementaux ;
 Déﬁnition de services écosystémiques rendus à l'interface santé/environnement ;
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 Mise en perspective, dans le cadre d`une démarche itérative, des services
de régulation des risques sanitaires associés aux changements environne-
mentaux.
4.3 Conclusion
Les diﬀérentes études que j'ai pu mener ces dernières années ont permis de
questionner l'apport de la télédétection et de la modélisation spatiale à la com-
préhension de diﬀérentes maladies animales et zoonotiques et de faire émerger
les questions de recherche que j'envisage d'aborder à présent. Ce travail m'a
amenée à établir un grand nombre de collaborations avec des chercheurs de
diﬀérentes disciplines et à jouer le rôle de "relais" entre recherches méthodolo-
giques en statistiques, modélisation, géomatique d'une part, et thématiques en
épidémiologie et en écologie d'autre part. Aﬁn d'améliorer les interactions entre
les diﬀérentes équipes de recherche intéressées par ces questions, je souhaite
donc continuer à contribuer à une meilleure connaissance réciproque des tra-
vaux de recherche, par exemple en élargissant l'animation scientiﬁque organisée
à la Maison de la Télédétection sur le thème "Télédétection, Environnement,
Santé humaine, animale et végétale", à un réseau français multi-organismes.
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Abstract
Introduction: Dynamics of most of vector-borne diseases are strongly linked to global and local environmental
changes. Landscape changes are indicators of human activities or natural processes that are likely to modify the
ecology of the diseases. Here, a landscape approach developed at a local scale is proposed for extracting mosquito
favourable biotopes, and for testing ecological parameters when identifying risk areas of Rift Valley fever (RVF)
transmission. The study was carried out around Barkedji village, Ferlo region, Senegal.
Methods: In order to test whether pond characteristics may influence the density and the dispersal behaviour of
RVF vectors, and thus the spatial variation in RVFV transmission, we used a very high spatial resolution remote
sensing image (2.4 m resolution) provided by the Quickbird sensor to produce a detailed land-cover map of the
study area. Based on knowledge of vector and disease ecology, seven landscape attributes were defined at the
pond level and computed from the land-cover map. Then, the relationships between landscape attributes and RVF
serologic incidence rates in small ruminants were analyzed through a beta-binomial regression. Finally, the best
statistical model according to the Akaike Information Criterion corrected for small samples (AICC), was used to map
areas at risk for RVF.
Results: Among the derived landscape variables, the vegetation density index (VDI) computed within a 500 m
buffer around ponds was positively correlated with serologic incidence (p<0.001), suggesting that the risk of RVF
transmission was higher in the vicinity of ponds surrounded by a dense vegetation cover. The final risk map of RVF
transmission displays a heterogeneous spatial distribution, corroborating previous findings from the same area.
Conclusions: Our results highlight the potential of very high spatial resolution remote sensing data for identifying
environmental risk factors and mapping RVF risk areas at a local scale.
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Background
Rift Valley fever (RVF) is a viral disease that affects
humans and domestic and wild ruminants [1-4]. The
RVF virus (RVFV) is a member of the Phlebovirus genus
(Bunyaviridae family). It is transmitted by mosquito
bites, and also through contact with viremic fluids from
infected ruminants to healthy ruminants or humans [5].
Most human cases are characterized by a ‘dengue-like’
illness with moderate fever, joint pain, and headache.
But in its most severe form, the illness can progress to
hemorrhagic fever, encephalitis, or ocular disease with
significant death rate. Animals such as sheep, goats, and
cattle are primarily affected. RVF causes abortions in
pregnant females (80-100%), and high mortality of new-
borns, thus inducing important direct and indirect eco-
nomic losses [6,7].
Since the first isolation of RVFV in Kenya in 1930 [8],
major outbreaks have been occurred in African coun-
tries. In Eastern Africa, RVF outbreaks have been
reported from 1977 to 2007 in Egypt, Kenya, Somalia,
Tanzania, Somalia, and Sudan [9-14]. In 2000, the first
RVF cases outside the African continent were reported
in Saudi Arabia and Yemen [15]. In Southern Africa,
several large-scale epidemics were observed since 2010
in South Africa, Botswana, and Namibia [16-18]. In
West Africa, the two major RVF outbreaks occurred in
1987 and 2010 in the Senegal River basin [19-21]. Since
1987, several RVF serologic surveys showed a continu-
ous low-level circulation of RVF and an enzootic trans-
mission in this region, especially in Northern Senegal
[22-31].
In East Africa, RVF outbreaks are known to be linked
with above normal autumn rainfall periods [32,33], but in
West Africa the drivers of RVF emergence remain poorly
understood [34,35]. In the semi-arid regions of Northern
Senegal the main candidate vectors of RVFV are Aedes
(Aedimorphus) vexans arabiensis and Culex poicilipes
(Diptera: Culicidae) mosquitoes [22,24,34,36-38]. The
temporary ponds which are filled up during the rainy sea-
son (July-October) are favourable larval and resting habi-
tats for these two species. However, those ponds are also
the main water resources for sedentary and transhumant
herds. Compounds, including human habitation and rumi-
nants night pens are thus generally settled in the close
vicinity of these ponds [39]. RVF mosquito vectors having
a nocturne activity for host-seeking [40], compounds ei-
ther for humans or animals are considered as risk areas
for RVFV transmission [28,39,41].
Nevertheless, a previous study demonstrated a strong
spatial heterogeneity in RVFV transmission at local scale
around Barkedji village, in the Ferlo Region in Senegal
[28]. That study identified water surface area and water
body location (inside and outside of the Ferlo riverbed)
as risk factors explaining the spatial variation of
serological incidence in small ruminants. However, other
factors related to vegetation in and around water bodies
that could be potentially linked to mosquito density and
distribution [42-46], were not investigated.
High spatial resolution (decametric) remote sensing
had been successfully used to identify biotopes of vec-
tors of different vector-borne diseases [42-45]. Here,
we used sub-metric spatial resolution imagery to
characterize favourable habitats to the reproduction
and spread of RVF vectors, Aedes vexans and Culex
poicilipes mosquitoes, and to identify pond-related
landscape risk factors explaining the spatial heterogen-
eity of RVF incidence rate in small ruminants observed
at a local scale.
Methods
The study area
The survey was conducted within an area of approxi-
mately 11 km × 10 km around the village of Barkedji
(15.22° N; 14.86° W) in the Ferlo pastoral area (Northern
Senegal) (Figure 1). Characterized by a semi-arid climate,
the study area is made of a complex and dense network
of ponds located within the fossil Ferlo river bed that are
filled during the rainy season (from July to mid-October)
but which dry out during the rest of the year. During the
rainy season, pond water levels show daily fluctuations,
increasing with rainfall and decreasing with infiltration
(favoured by sandy-loam soils), high evapotranspiration
and water consumption by livestock and humans [47].
These temporary water bodies are favourable breeding
and resting sites for Ae. vexans arabiensis and Cx.
poicilipes mosquitoes, and are also the main water re-
sources for pastoral populations and their herds.
Farmers usually settle in compounds on the basis of
family and ethnic relationships. Each compound is made
up of several night pens where animals stay. The spatial
distribution of the compounds and night pens depends
of the availability of water and pastures. Thus, they are
mainly (~80%) located at an average distance between 1
and 1.5 km to Ferlo riverbed [39,48], where ponds are
numerous and flooded longer during the rainy season.
The night pens are usually placed more than 500 m
apart, and the compounds are located between 200 m to
8 km from the ponds [39].
The vegetation cover is open and the number of
woody species is rather limited with a predominance of
the Acacia spp. On sandy soils, shrubby vegetation is
mainly composed of A. raddiana, A. senegal, Balanites
aegyptiaca, Combretum glutinosum, and grass species
such as Eragrostis tremula and Aristida adscensionis. On
lateritic soils, A. seyal, Pterocarpus lucens, Dalbergia
melanoxylon, and different Combreteaceas species are
dominant as well as grass species like Loudentia togoensis
and Schoenefeldia spp. [39].
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Environmental data
A QuickBird satellite image was acquired on August 4th,
2005, with a ground resolution of 0.6 × 0.6 m in pan-
chromatic mode, and of 2.4 × 2.4 m in multispectral
mode with blue (B), green (G), red (R) and near infrared
(NIR) bands. The acquisition date was chosen during
the peak of the rainy season when ponds were expected
to be at their maximum level (Figure 1). In September
2005, a land-cover field survey was conducted in the
study area. The sites visited had previously been chosen
through a stratified sampling procedure based on a re-
gional vegetation map, and the location of the ponds
was identified by image interpretation of the QuickBird
scene (Figure 1). A total of 251 sites, including 98 ponds,
were visited and described by their vegetation type and
density. All collected information was geolocated using a
global positioning system (GPS) receiver, and integrated
in a Geographic Information System (GIS) database.
Epidemiological data
Because RVF mosquito vectors are active at night [40],
RVFV transmission probably occur in pens where rumi-
nants spend the night. For this study, we used incidence
data calculated from measurements made during the 2003
rainy season [28] on a sample of 300 sheep and goats dis-
tributed between eight compounds (Figure 1). The indi-
vidual serological status was assessed using a virus
neutralization test applied on sera extracted from small
ruminant blood samples, as described in Chevalier et al.
[28]. Incidence was estimated at the compound level (the
minimum number of tagged and sampled animals was set
at 30) by the frequency of seroconversions in animals from
the beginning to the end of the rainy season. The observed
serologic incidences showed a spatial heterogeneity be-
tween compounds with values ranging from 2.5% for
Furdu, to 20.3%, for Kangaledji [28].
Steps for identification of RVF-at-risk landscapes
In order to identify pond-related landscape risk factors
that explain the spatial heterogeneity in RVF incidence
around Barkedji, the very high spatial resolution
QuickBird image was classified to produce a land-cover
map (step 1), from which environmental indices sur-
rounding ponds were derived (step 2). Then, to analyze
Figure 1 Land cover field survey sites in the Barkedji study area.
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the link between these latter indices and the observed
RVF incidence rates, statistical models were built and
their accuracy assessed (step 3).
Step 1: image processing for land-cover mapping
The typology of the land-cover map was predefined in
accordance with field observations and knowledge on
mosquito bio-ecology. Ten classes were defined, namely
‘water body’, ‘cultivated area’, ‘bare soil’, ‘lateritic soil’, ‘tree
savanna’ (dense and sparse), ‘shrub savanna’ (dense and
sparse), and ‘grass savanna’ (dense and sparse).
Then, an object-based analysis was conducted using
Definiens eCognition software (Definiens-imaging
eCognition™ software) to achieve the land-cover map of
the study area. First, using the ‘multi-resolution segmenta-
tion’ algorithm the QuickBird image was segmented into
homogenous objects that represent meaningful entities
(e.g., ponds or vegetation patches) by grouping adjacent
pixels with similar spectral and textural properties [49].
After exploring numerous scale and shape parameters,
two levels of image segmentation were set using parameter
values as summarized in the Table 1, in order to well dis-
tinguish isolated trees and ponds from other land-cover
patches.
The multi-scale classification method was used to clas-
sify the segmented image. After testing different features
and feature value ranges, a total of eight criteria were se-
lected for the image classification (Table 1). Object classifi-
cation used a combination of boolean membership
functions and a nearest neighbor supervised classification
method based on objects intrinsic characteristics (reflect-
ance values, shape and texture) including vegetation and
water indices [50,51]. The Normalized Difference Vegeta-
tion Index (NDVI) was useful for discriminating vegeta-
tion from bare and lateritic soils, and to separate different
classes of vegetation cover [52,53]. The Haralick texture
indices, dissimilarity, entropy and homogeneity [54] de-
rived from the panchromatic band allowed extracting the
different classes of savanna (grass, shrubby and tree sa-
vanna). With a sample of 72 ground truth sites (out of the
215 visited ones) as training data, the large image-object
scale was classified into ten land-cover classes.
Yet, the large image-object scale was too coarse to ac-
curately classify all the smaller features such as certain
ponds and the isolated trees inside and close to them.
Therefore, the small image-object scale was used to sep-
arate these object classes. The classification rules of the
large image-objects were applied to small image-objects.
To correctly delineate ponds of the study area and tree
crowns inside ponds, we applied the nearest neigh-
bor supervised classification method on the Normalized
Difference Water Index (NDWI) with 49 pond samples
as training data [55].
Finally, the classification accuracy was evaluated using
ground truth data that were not used in the classification
process (test data were acquired on 130 sites). In the
error matrix, the allocated land-cover class of the train-
ing objects was compared to the observed land-cover
class and the quality of the classification was measured
through the overall accuracy coefficient and the Kappa
index [56]. The overall accuracy is essentially a measure
of how many ground truth pixels were correctly classi-
fied. The Kappa index represents the proportion of
agreement obtained after removing the proportion of
agreement that could be expected to occur by chance
[57]. The Kappa index returned values ranging from 0
for poor agreement between predicted and observed
values, to 1 for perfect agreement.
Step 2: landscape attributes calculation
Landscape attributes were defined at the pond-level,
based on previous findings on risk factors for RVFV
Table 1 Parameters used in the object-based image analysis process
Segmentation parameters Classification
Segmentation
level
Spectral band1
(weight)
Scale Shape Compact
ness
Type of classification Object Features2
Level 1 MS (1) 200 1 0 Boolean membership
functions
NDWI: Mean
Level 2 MS (1) 50 0.8 0.3 Boolean membership
functions
NDVI: Mean
Nearest G: Mean, SD
Neighbour R: Mean, SD
Classifier NIR: Mean, SD
PAN (0) PAN: Haralick Dissimilarity, Haralick Entropy, Haralick
Homogeneity
1: MS MultiSpectral, PAN Panchromatic.
2: G Green, R Red, NIR Near infrared, SD Standard deviation, NDVI Normalized Difference Vegetation Index, NDWI Normalized Difference Water Index.
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transmission [28] and on bibliographic knowledge of Ae.
vexans arabiensis and Cx. poicilipes ecology. Altogether,
seven landscape indices likely to be key variables influen-
cing the abundance and distribution of the RVF vectors
and therefore RVFV transmission were derived from the
land-cover map, using ESRI ArcGIS™ (Redlands, CA,
USA) software.
Pond surface and location
Chevalier and colleagues [28] showed that smaller
ponds encountered a higher RVF incidence than larger
ponds, and that the serologic incidence was higher in-
side the Ferlo riverbed than outside. Thus, we deter-
mined for each pond its surface and location inside and
outside the Ferlo bed. The ponds surfaces were calcu-
lated from the ‘water body’ objet of the land-cover map,
and the pond locations were determined using an
ASTER Digital Elevation Model (DEM) with a 30 m
pixel resolution [58].
Vegetation density index (VDI)
Considering that vegetation cover provides shelter for
mosquitoes and also favours their dispersal [46,59], we
calculated a vegetation density index (VDI) using the
vegetation classes of the land-cover map. This index is
an indicator of the vegetation cover density, assuming
that the “dense tree savanna” and the “dense shrub sa-
vanna” classes are habitats likely to favour mosquito
presence, abundance and spread, whereas other land-
covers are not. Therefore, the VDI is defined for each
pond as the proportion in surface area of dense vegeta-
tion cover versus other land cover types within a buffer
around the pond.
VDIi ¼
CLi
Bi  CLið Þ if CLi ≤
Bi
2
1 otherwise
8<
: ð1Þ
where CLi is the surface area of closed landscape vegeta-
tion (“dense tree savanna” and the “dense shrub sa-
vanna” classes) within a buffer size around the pond i
and Bi the buffer area. VDI ranges from 0 to 1.
Three buffer sizes (100, 500 and 1000 m) were used
for VDI computation, reflecting the minimum, func-
tional and maximum active flight distance of mosquitoes
from their breeding site. These are in agreement with
the mark-release-recapture study performed in Barkedji
area by Ba and colleagues [37] who showed that neither
Ae. vexans arabiensis nor Cx. poicilipes mosquitoes
spread far from the ponds, with active flying capacities
of 620 m and 550 m respectively. Other studies con-
ducted in temperate regions [60-63] suggest that these
species may spread on larger distances. However, we
considered that such results could not be extrapolated
to West Africa and we chose to refer to studies
performed in Barkedji for the buffer size selection.
Pond density index (PDI)
Assuming that the risk of RVF was higher in areas with
high small ponds density [28], we calculated a pond
density index (PDI) within a 1000 m buffer around
each pond, taking into account pond surface areas, as
follows:
PDIi ¼
Pn
j¼1
j6¼i
1
PAj
if n 6¼ 0
0 otherwise
8<
: ð2Þ
where PAi is the surface area of pond i and n is the
number of neighbouring ponds within a 1000 m buffer
considered as maximum active flight distance for both
mosquito species. This index increases with the density
of small ponds in the vicinity of pond i, and is null if no
pond is detected in the buffer around pond i.
Water vegetation coverage index (WVI)
A water vegetation coverage index (WVI) was defined
for each pond to reflect its suitability as mosquito
breeding site, given that ponds that are densely covered
or shadowed by vegetation are considered favourable
larval habitats for Ae. vexans arabiensis and Cx.
poicilipes [46,64,65]. The WVI is a ratio of the pond
area covered by vegetation to the pond total surface
area:
WVIi ¼ WViPAi ð3Þ
where WVi is the vegetation area belonging to pond i
and PAi is the surface area of pond i.
Step 3: statistical analysis
Each compound was characterized by the landscape at-
tributes of the closest pond. The three compounds close
to Barkedji pond (BK1-3 on Figure 1) were all associated
to Barkedji pond. Spatial autocorrelation of serological
incidence data were analysed by calculating the Moran’s
I index [66,67]. Then, the potential link between RVF
serologic incidence data and landscape attributes was
assessed using a beta-binomial logistic regression model,
with serologic incidence aggregated at the compound
level as the response, and the seven landscape metrics as
the explanatory variables. Beta-binomial regression is a
robust statistical method, adapted in the case of over-
dispersed proportion data, which are often encountered
in epidemiological or ecological studies [68]. Interac-
tions between landscape variables were tested using the
Pearson correlation coefficient (criteria: Pearson correla-
tion coefficient <0.8).
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The corrected Akaike Information Criterion (AICc)
was used to select the most plausible model [69] :
AICc ¼ AIC þ 2k k þ 1ð Þn k  1 ð4Þ
where k is the number of parameters in the statistical
model and n, the sample size.
The best model was chosen based on the lowest AICc
value, and models within 2 AICc units were considered
comparable (ΔAICc <2) [69]. Finally, the regression coef-
ficients of the best AICc model were used to predict the
RVF incidence for all ponds of the study area. R freeware
and additional packages (lme, aod, Mass, lattice and gam
library) were used for data analyses and graphs [70].
Results
Accuracy measures of the Barkedji land-cover map
(Figure 2) showed a good agreement between predicted
and observed values with a global accuracy rate of 87%,
and a Kappa index of 0.85. Dominant classes are the
“dense tree savannah” (25%), mainly located around
ponds, the “bare soil” class (21%) and the “dense grass
savannah” (19%). Each of the other savannah classes oc-
cupies around 10% of the study area. According to the
error matrix, most errors occur between classes with
sparse vegetation, lateritic soils and crops. Otherwise,
ponds and dense vegetation classes were identified with
very high accuracy rates (>90%). Ninety eight ponds
were identified within the study area.
Seven landscape attributes (Table 2) were derived from
the land-cover vegetation map, and calculated for the 98
ponds of the study area: the pond surface, the pond loca-
tion (inside or outside the main Ferlo riverbed), the
pond density index (PDI), the water vegetation coverage
index (WVI), and the vegetation density index (VDI)
computed for three buffer sizes (100, 500 and 1000 m
buffer radius). The analysis of the distribution of these
variable and index estimations revealed a high variability
in the pond surface, ranging from 74 to 347 368 m2, in
Figure 2 Land-cover map of Barkedji area, August 2005.
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the pond density and water vegetation coverage indices.
Vegetation density index (VDI) values are comparable
for the three buffer sizes, with higher maximum values
observed for the 100 and 500 m buffer size, reflecting
the concentration of dense vegetated areas around the
ponds (Table 2).
Serologic incidence data are not spatially auto-
correlated among the different sites (Moran’s I index =
0.03; p=63). Compounds were thus considered as
spatially independent in the statistical analysis.
Altogether, 24 models were tested using a beta-binomial
logistic regression (Table 3). According to the AICc values
the serologic incidence may be explained as a function of
the VDI calculated for a 500 m (AICc=25.4) or a 100 m
buffer size (AICc=26.3) [69]. Parameters of the 500 m
buffer size VDI model are given in Table 4. This latter
index was found to be positively and highly significantly
correlated with RVF serologic incidence (p<0.001).
Figure 3 shows the RVF incidence as predicted by the
500 m buffer size VDI.
Figure 4 highlights a strong spatial heterogeneity of
predicted RVF incidence rates in the study area. Barkedji
pond shows a very low predicted incidence rate, in com-
parison with similar large ponds located in the Ferlo riv-
erbed, such as Niaka or Kangaledji ponds for which the
predicted incidence is respectively moderate and high.
The lowest predicted incidence rates were obtained for
smaller and isolated ponds located outside of the main
stream, such as Belel Diabi pond.
Discussion
The land-cover map derived from the QuickBird im-
agery allowed a good discrimination of different land-
cover types at a very high spatial resolution (Kappa =
0.83), despite some confusions between the sparse vege-
tation classes. These confusions are due to the soil re-
flectance which affects the signal of vegetated surfaces
[71,72]. However, the pond and the dense vegetation
classes which are the only classes used in the calculation
of the seven landscape attributes were very accurately
identified. The very high spatial resolution of the
QuickBird image was particularly suitable for the calcu-
lation of landscape attributes at a fine scale, such as the
water vegetation coverage index (WVI) and the vegeta-
tion density index (VDI), which need information on the
vegetation type and cover density at a tree scale. As
shown in recent studies [55,73,74], the very high spatial
resolution imagery is appropriate for the detailed map-
ping of the 98 temporary ponds which areas are small
for most of them (33% of ponds have an area less than
1000 m2 and 64% have an area less than 2600 m2), with
the smallest one covering only 74 m2 and the largest be-
ing the Barkedji pond with ~ 347 400 m2.
Table 2 Landscape variable estimation summary
Index Variable Average Min. Max.
1 Pond area (m2) Parea 140999 345 347368
2 Pond density index PDI 0.045 0.010 0.092
3 Water vegetation coverage index WVI 0.37 0.10 0.72
4 Vegetation density index calculated within a 100 m buffer VDI_100m 0.57 0.43 0.76
5 Vegetation density index calculated within a 500 m buffer VDI_500m 0.50 0.23 0.76
6 Vegetation density index calculated within a 1000 m buffer VDI_1000m 0.47 0.26 0.68
7 Pond location Ferlo Inside the main stream 2 Outside the main stream 6
Table 3 Comparison of the ten best beta-binomial models
of Rift Valley fever serologic incidence measured in small
ruminants, Barkedji area, Senegal, 2003 rainy season
Model Deviance Parameter (nb) AICc ΔAICc
1 VDI_500m 2.76 3 25.4 0
2 VDI _100m 3.71 3 26.3 0.95
3 VDI _1 000m 7.43 3 30.1 4.67
4 VDI _500m + PDI 1.81 4 33.8 8.39
5 VDI _500m + Parea 2.41 4 34.4 8.98
6 VDI _500m + Ferlo 3.09 4 35.1 9.66
7 Ferlo + WVI 3.29 4 35.3 9.87
8 VDI _100m + PDI 3.85 4 35.8 10.43
9 VDI _100m + Parea 4.04 4 36 10.61
10 VDI _1 000m + PDI 4.17 4 36.1 10.75
Models are ordered from best to worst among a set of 24 candidate models.
The two first models can be considered having substantial support (ΔAICc <2)
(bold text).
Table 4 Parameters of the best beta-binomial model of
Rift Valley Fever serologic incidence in small ruminants,
Barkedji area (Senegal), 2003 rainy season
Parameter Standard error p
Intercept -9.56 2.26 2.39 10-5
VDI_500m 11.31 3.14 3.08 10-4
Overdispersion coefficient 3.31 10-4 2 10-13 1
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Results of the statistical analysis suggest that the Vege-
tation density index (VDI), reflecting the density of vege-
tation cover around the ponds, is a risk factor for RVF
transmission, independently of the buffer size used for
calculation. This comes in support of the assumption
that a dense vegetation cover around water bodies would
constitute a sheltered habitat for mosquitoes [46], and
hence favour the mosquito spread to the night pens. The
buffer radius of 500 m as the optimal buffer size could
be interpreted as the active distance flight of both mos-
quito species around the breeding site (the ponds). A
500 m distance is consistent with ranges usually re-
ported in the literature [37]. The low dispersal capacity
of Ae. vexans and Cx. poicilipes mosquitoes measured in
the Barkedji study area [46] could then be explained by
the spatial distribution of vegetation which is concen-
trated around the ponds (Figure 2) and by their connec-
tion to the night pens. As demonstrated in other studies
[75,76], landscape features could control the female
mosquitoes spreading from their breeding sites to hosts
and thus impact pathogen transmission. This provides
an additional feature to Chevalier and colleagues [28]
findings showing a heterogeneous distribution of RVF
transmission in the Ferlo area. Despite a very high pond
density, these results confirm that the risk of RVF trans-
mission is highly heterogeneous in this area and is pond
dependent. The low predicted incidence rate of the
Barkedji pond, is an interesting result in concordance
with entomological observations conducted in the study
area [48]. Our results corroborate the importance of
landscape features (surface and spatial configuration) to
better understand the ecological conditions likely to
favour RVF transmission [75].
Some limitations of our method must be pointed out.
A first weakness of our analysis concerns the time lag
between the acquisition of the satellite image (2005) and
the serological surveys (2003). Indeed, we assumed that
land use does not change so much within a two years
duration: although the ponds show high intra-annual
variations, their locations and the other land cover types
do not change from year to year in the Ferlo pastoral re-
gion. For future application of our results, the rates of
land cover changes occurring in the Ferlo region have to
be more precisely estimated to update the obtained risk
map (Figure 4) at an adequate frequency.
Meteorological variables such as rainfall and tempe-
rature were not analyzed in this study, despite they im-
pact the ponds’ and the mosquito populations’ dynamics.
Indeed, to explain the spatial heterogeneity of RVF inci-
dence rate in small ruminants observed at a local scale,
we only tested variables showing spatial variations across
the study area, which is not the case of the meteoro-
logical variables. Yet, a perspective of this work could be
to analyze space- and time-dependent risk factors, such
as the pond water surface estimated by hydrologic
modeling from rainfall data [58], or the mosquito abun-
dances [77]. Such a study would allow the production of
accurate maps of RVF risk areas evolving over time,
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Figure 3 Predicted (solid line) and observed (red circle) incidence rates in small ruminants according to the Vegetation Density Index.
Dashed lines indicate point wise 95% confidence envelop to the estimates.
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instead of a ‘static’ map as illustrated in Figure 4. An in-
tensive serological follow-up of different herds over sev-
eral years would be required to validate such maps.
Our results highlighted the potential of very high
spatial resolution remote sensing data to identify envir-
onmental risk factors and map RVF risk areas at a local
scale. The methodology carried out in this paper could
be easily reproduced to a larger area. Based on the ex-
traction of the Vegetation density index (VDI), the
method could be applied in semi-arid regions, as north-
ern Senegal and southern Mauritania, which are charac-
terized by relatively dense vegetation close to water
resources as rivers, lakes or small water bodies. The con-
trast between bare soils and vegetation, which is proper
to sub-sahelian areas, facilitates vegetation identification
from satellite imagery. Given the small size of water
bodies and the areas of dense vegetation limited to the
close vicinity of the ponds, the use of very high spatial
resolution QuickBird imagery is relevant. It allows re-
duced confusion related to vegetation types (trees or
grasses), and also extraction of small water bodies which
are particularly favourable to Aedes vexans mosquitoes
[48]. Then, the use of very high spatial resolution im-
agery from recent or forthcoming satellites such as
SPOT 6 or Pleiades, would allow the monitoring of lar-
ger areas with a metric resolution (~0.50 m). As a matter
of fact, a RVF serosurveillance system based on sentinel
herds had been implemented following the 1987 out-
break in Mauritania and Senegal [78]. Our methodology
could be used to identify risk areas where to focus the
surveillance. Alternatively, recommendations could be
provided to breeders with regards to which water bodies
they use and the potential risk associated. Finally, ento-
mological surveys are needed to complete our under-
standing of the RVF transmission mechanism in the
study area, and in particular the impact of land-cover on
mosquito presence, abundance and spread [79].
Conclusion
For the first time, a map of the risk areas for RVF trans-
mission based on the analysis of remotely sensed and ep-
idemiologic data is provided at a local scale. This paper
Figure 4 Predicted and observed incidence rates in small ruminants, Barkedji area (Senegal), 2003 rainy season.
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demonstrated the value of satellite imagery and more
specifically very high spatial resolution imagery for
extracting environmental features relevant to the study
of the epidemiology of RVF at a local scale. The statis-
tical analysis showed a strong correlation between RVF
incidences and the vegetation density index (VDI) com-
puted within a 500 m buffer around ponds. The
resulting map of RVF incidence risk for the hundred
ponds of the Barkedji pastoral area shows a heteroge-
neous spatial distribution in accordance with field obser-
vations. This work could be easily reproduced and
applied to larger areas to provide mapping support for
developing strategies for mosquito and disease surveil-
lance in sahelian regions of western Africa.
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As  mosquitoes  are  vectors  of  major  pathogens  worldwide,  the  control  of  mosquito  populations  is  one  way
to  ﬁght  vector-borne  diseases.  The  objectives  of  our  study  were  to develop  a tool  to  predict  mosquito  abun-
dance  over  time,  identify  the  main  determinants  of  mosquito  population  dynamics,  and  assess  mosquito
control  strategies.  We  developed  a generic,  mechanistic,  climate-driven  model  of seasonal  mosquito
population  dynamics  that  can be  run over  several  years  because  it  takes  diapause  into  account.  Both
aquatic  and  adult  stages  are  considered,  resulting  in 10 model  compartments:  eggs,  larvae,  and  pupae  for
juveniles; emergent,  nulliparous,  and  parous  for  adults,  the latter  two  broken  down  into  host-seeking,
resting,  and  ovipositing  adults.  We  then  applied  the  model  to Anopheles  species  of southern  France,  some
of which  (nulliparous  adults)  overwinter.  We  deﬁned  speciﬁc  transition  functions  and  parameter  values
for these  species  and  this  geographical  area  based  on  a literature  review.  Our  model  correctly  predicted
entomological  ﬁeld  data.  Control  points  in  the  model  were  related  to  mortality  rates  of adults,  the sex-
ratio at emergence,  parameters  related  to development  functions  and  the  number  of  eggs  laid  by females.
Lastly,  we  used  our  model  to  compare  the  efﬁciency  of  mosquito  control  strategies  targeting  larvae.  We
found  that a larvicide  spraying  at  regular  time  intervals  acted  as  a preventive  measure  against  mosquito
emergence,  and  that  such  a strategy  was  more  efﬁcient  than  spraying  only  when  the abundance  of host-
seeking females  reached  a given  threshold.  The  proposed  model  can  be  applied  easily  to other  mosquito
species  and  geographic  areas by adapting  transition  functions  and  parameter  values.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Vector-borne diseases, and particularly mosquito-borne dis-
eases, can be highly fatal to human and animal populations. For
instance, half of the world’s population is at risk of malaria, which
is transmitted by Anopheles mosquitoes, and an estimated 243 mil-
lion cases led to nearly 863,000 deaths in 2008 (World Malaria
Report 2009; WHO, 2009). Moreover, vector-borne diseases are
both emerging in hitherto disease-free areas and re-emerging in
areas where they previously had been eradicated. One example
∗ Corresponding author at: ONIRIS, UMR1300 BioEpAR, BP40706, F-44307 Nantes,
France. Tel.: +33 240 687 854; fax: +33 240 687 768.
E-mail addresses: p.cailly@laposte.net (P. Cailly), annelise.tran@cirad.fr (A. Tran),
thomas.balenghien@cirad.fr (T. Balenghien), glambert@eid-med.org (G. L’Ambert),
celine.toty@ird.fr (C. Toty), pauline.ezanno@oniris-nantes.fr (P. Ezanno).
is the sharp increase of dengue virus infections over the past few
decades due to urban population growth, increased international
trade and travel, and inadequate control of the virus’ main vector,
Aedes aegypti (Linnaeus) mosquitoes (Gubler, 2002). Recently, the
Chikungunya virus also has appeared in the Indian Ocean region,
affecting thousands of people (Pialoux et al., 2007). Mosquitoes fur-
thermore transmit pathogens responsible for important zoonotic
diseases such as Rift Valley and West Nile fevers (Campbell et al.,
2002).
The transmission of mosquito-borne pathogens is highly depen-
dent on mosquito population dynamics (Focks et al., 1993;
Ahumada et al., 2004; Depinay et al., 2004; Juliano, 2007; Shaman
and Day, 2007). As mosquitoes are very climate sensitive, environ-
mental conditions trigger their dynamics and consequently affect
disease spread. Understanding this vector–environment relation-
ship thus is essential for the control of mosquito populations and
the prevention of diseases (Juliano, 2007). However, there is a lack
0304-3800/$ – see front matter ©  2011 Elsevier B.V. All rights reserved.
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of efﬁcient tools that can be used to determine which vector control
strategies (chemical, biological, or genetic control of immature or
adult stages) are most suitable within a given context (IRD, 2009).
Modelling describes biological knowledge within a mathemati-
cal or computational framework to achieve a better understanding
of how a biological system works. Modelling therefore is an effec-
tive means to develop decision support tools for the control of
vectors such as mosquitoes. The integrative nature of modelling
is needed to understand the population dynamics of mosquitoes,
describe variations in abundance over time, and identify the most
inﬂuential parameters, i.e. the potential control points of the bio-
logical system simulated. Several models have been developed
to predict mosquito population dynamics (e.g. Focks et al., 1993;
Ahumada et al., 2004; Depinay et al., 2004; Otero et al., 2006;
Schaeffer et al., 2008; Gong et al., 2010). However, all of these
models were built for a speciﬁc mosquito species in a speciﬁc
geographic context. The ensuing simpliﬁcations of the mosquito
life cycle in these models limit their capacity to be applied to
other mosquito species or areas. The diapause phenomenon, which
enables mosquitoes to survive through unfavourable seasons, also
rarely is taken into account in existing models (Gong et al., 2010).
However, this information is essential for predicting population
dynamics over several years (Becker et al., 2010).
Our objectives were to develop a general model to predict
mosquito abundance over several years, to identify the main deter-
minants of mosquito population dynamics, and to assess mosquito
control strategies. To develop a modelling framework that can
be applied to several different species and areas, we explicitly
modelled each event of the mosquito life cycle and the event’s
dependence on the climate based on an extensive review of cur-
rent knowledge on mosquito biology. To demonstrate the capacity
of our model to identify the key parameters of mosquito popula-
tion dynamics and to assess the efﬁciency of control strategies, we
applied the model to describe Anopheles population dynamics in
a wetland area of southern France (the Camargue). Model outputs
were compared to entomological ﬁeld data and a sensitivity anal-
ysis was performed to identify the key parameters of the model.
Finally, we demonstrated the model’s ability to assess the efﬁciency
of mosquito control strategies.
2. Materials and methods
2.1. Model of mosquito population dynamics
2.1.1. Generic modelling framework
The life cycle of mosquitoes involves aquatic (egg, larva and
pupa) and terrestrial (adult) stages (Fig. 1a). Male and female adults
mate rapidly after emerging from the last aquatic stage. The lifespan
of males usually is shorter than that of females. After insemination,
females disperse to seek a host, possibly resulting in long-distance
movements and a risk of host defence response. After a blood meal,
females mostly remain in a sheltered place during the few days
needed for the eggs to mature. They ingress and egress from rest-
ing sites, resulting in local and less risky movements. Then, females
seek for an oviposition site, which may  result again in long-distance
and risky movements. Depending on the species, different sites may
be used, from aquatic environments to humid places. Hatching may
occur either within a few days or may  be delayed for several months
depending on the species and the period of the year when the eggs
are laid. The larvae then mature through four larval stages before
moulting into pupa, from which adults emerge on the surface of
water (Clements, 1999).
We ﬁrst considered mosquito population dynamics in a generic
way. The model that we developed is (i) mechanistic, i.e. we  used
an a priori mathematical description of all processes of mosquito
population dynamics; (ii) deterministic, i.e. it represents the aver-
age behaviour of the population – such an approach is well adapted
for large populations such as those formed by mosquitoes; (iii)
climate-driven; as poikilotherms, mosquitoes are unable to reg-
ulate their body temperature and thus are highly dependent on
environmental conditions (Jetten and Takken, 1994); and (iv) can
explicitly take overwintering processes into account if needed (as
two periods of the year are separately considered during which
processes can be different) and thus can be run through several
consecutive years; the dynamics in year n + 1 explicitly depends on
the dynamics in year n and on survival rates during unfavourable
seasons.
Our model represents all of the steps of the mosquito life cycle
(Fig. 1b) conventionally described in the literature (Clements, 1999,
2000). Ten different stages were considered: 3 aquatic stages (E,
eggs; L, larvae; P, pupae), 1 emerging adult stage (Aem), 3 nulli-
parous stages (A1h, A1g, A1o), and 3 parous stages (A2h, A2g, A2o).
Parous females are females that have oviposited at least once, thus
including multiparous females. Adults were subdivided regarding
their behaviour during the gonotrophic cycle (h, host-seeking; g,
transition from engorged to gravid; o, oviposition site seeking).
Once parous, females repeat their gonotrophic cycle until death.
Individual transitions between stages were due to ten possible
events (Fig. 1b): egg mortality or hatching, larva mortality, pupa-
tion (moult of larvae to pupae), pupa mortality, adult emergence,
mortality, engorgement, egg maturing, and oviposition. Density-
dependent mortality was  assumed at the larval stage as it is
generally observed (Clements, 2000). The success of adult emer-
gence was  considered dependent on pupa density, as emergence
success has been shown to be negatively correlated to pupa den-
sity (Jetten and Takken, 1994). Because they do not blood feed
(and therefore cannot be involved in pathogen transmission), adult
males were not explicitly considered and were excluded from
future computations at emergence.
The model is based on two systems of ordinary differential
equations (ODE), one for the favourable period (1), during which
mosquitoes are active, and one for the unfavourable period (2), dur-
ing which diapause occurs. The choice of which ODE system to use
was determined by the time of year considered, which was taken
as an indicator of both the temperature level and the length of the
day in a given geographical area.
During the favourable period, the ODE system is:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E˙ = Ao(ˇ1A1o + ˇ2A2o) − (E + fE)E
L˙ = fEE − (mL(1 + L/L) + fL)L
P˙ = fLL − (mP + fP)P
A˙em = fPP exp(−em(1 + P/P)) − (mA + Aem)Aem
A˙1h = AemAem − (mA + r + Ah)A1h
A˙1g = AhA1h − (mA + fAg)A1g
A˙1o = fAgA1g − (mA + r + Ao)A1o
A˙2h = Ao(A1o + A2o) − (mA + r + Ah)A2h
A˙2g = AhA2h − (mA + fAg)A2g
A˙2o = fAgA2g − (mA + r + Ao)A2o
(1)
Model parameters are in Greek letters. They are constant. For
stage X, X is the transition rate to the next stage, ˇX the egg laying
rate, X the mortality rate, and X the environment carrying capac-
ity which limits the population growth due to density-dependent
mortality. Moreover,  is the sex-ratio at the emergence. Only
the proportion of emerging pupae that survives to emergence
transits to stage “emerging adults”. The classic formula of a density-
dependent survival rate 1 − em(1 + (P/P)) can be expressed as a
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Fig. 1. Mosquito life cycle. (a) Succession of stages and events. Mosquitoes are insects with a complete metamorphosis, with aquatic juveniles and terrestrial adults. (b)
Generic  model diagram of mosquito population dynamics. Females are divided into nulliparous (which have never laid eggs) and parous (which have laid eggs at least
once).  (a and b) Juveniles are drawn in blue, adult females in yellow. The green compartments indicate the females which move to seek a host or an oviposition site. (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
probability using e−em(1+(P/P)) as the time interval is one. Lastly,
we assumed an additional adult mortality rate related to the seek-
ing behaviour, r, which does not vary with climatic factors. This
rate applies only on adult stages involving risky movements (host
or oviposition site seeking).
Model functions are in Latin letters. They depend on param-
eters and climate-driven functions (i.e. functions of temperature,
humidity or precipitation varying over time). The kinds of forc-
ing functions retained are speciﬁc to the mosquito genus and at
times even the species. For stage X (A for adults), fX is the tran-
sition function to the next stage, and mX the mortality function.
For all mosquito species, we assumed that the egg mortality and
adult mortality related to seeking behaviour are not related to the
climate, whereas other mortalities are (Jetten and Takken, 1994).
Moreover, we assumed that transitions between successive stages
are all climate-driven for the aquatic stages, whereas only the
duration of egg maturation (transition from engorged to gravid)
is climate-driven in adults (Jetten and Takken, 1994).
Depending on the mosquito species, either eggs or nulliparous
adults enter into diapause. During the unfavourable period, the ODE
system is:⎧⎪⎪⎪⎨⎪⎪⎪⎩
X˙ = −Xmx for X ∈ {L, P, A2h, A2g, A2o}
E˙ = −EE
A˙em = −(mdiaA + Aem)Aem
A˙1 = AemAem − mdiaA A1, with A1 = A1h + A1g + A1o
(2)
with mdiaA = A (independent of the climate) if nulliparous adults
enter into diapause, mdiaA = mA (climate-driven) otherwise. To
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Table 1
Parameter values of the model of population dynamics adapted to Anopheles hyrcanus and Anopheles maculipennis s.l. in a favourable temperate wetland.
Parameter Deﬁnition Value Source
ˇ1 Number of eggs laid by ovipositing nulliparous females (per females) 150 Jetten and Takken (1994)
ˇ2 Number of eggs laid by ovipositing parous females (per females) 200 Jetten and Takken (1994)
L Environment carrying capacity for larvae (larvae ha−1)a 8.00E+08 Jetten and Takken (1994)
p Environment carrying capacity for pupae (pupae ha−1)a 1.00E+07 Jetten and Takken (1994)
 Sex-ratio at the emergence 0.5 Clements (2000)
E Egg mortality rate (day−1) 0.1 Jetten and Takken (1994)
L Minimum larva mortality rate (day−1) 0.08 Jetten and Takken (1994)
P Minimum pupa mortality rate (day−1) 0.1 Jetten and Takken (1994)
em Mortality rate during adult emergence (day−1) 0.1 To our best knowledge
A Minimum adult mortality rate (day−1) 1/30 Jetten and Takken (1994)
r Adult mortality rate related to seeking behaviour (day−1) 0.08 To our best knowledge
TE Minimal temperature needed for egg development (◦C) 12.2 Jetten and Takken (1994)
TDDE Total number of degree-days necessary for egg development (◦C) 26.6 Jetten and Takken (1994)
Aem Development rate of emerging adults (day−1) 0.25 Jetten and Takken (1994)
Ah Transition rate from host-seeking to engorged adults (day−1) 2 Jetten and Takken (1994)
Ao Transition rate from oviposition site-seeking to host-seeking adults (day−1) 2 Jetten and Takken (1994)
TAg Minimal temperature needed for egg maturation (◦C) 9.9 Jetten and Takken (1994)
TDDAg Total number of degree-days necessary for egg maturation (◦C) 36.5 Jetten and Takken (1994)
a Acreage of the study area.
ensure that only one stage may  enter into diapause, other stages
were reinitialised at the end of the unfavourable period (this step
thus becoming species-dependent).
2.1.2. Parameter values and functions of the model adapted to
Anopheles species in a temperate wetland
We applied the developed model (1–2) to Anopheles hyrcanus
(Pallas) and to species of the Maculipennis Complex, referred
to hereafter as Anopheles maculipennis sensu lato. Both Anopheles
atroparvus Van Thiel, which belongs to the Maculipennis Complex,
and An. hyrcanus are found in the Camargue, the main wetland
of southern France. Both species bite humans, are competent for
different Plasmodium strains, and therefore are considered to be
possible malaria vectors in this region (Jetten and Takken, 1994;
Ponc¸ on et al., 2008). The Camargue is located in the Rhône River
delta on the Mediterranean coast. The Mediterranean climate is
characterised by warm, dry summers and mild, wet  winters. Total
annual rainfall usually ranges between 500 and 700 mm.  The
annual mean temperature is 14 ◦C. The landscape includes wetlands
(salt ponds, marshes, rice ﬁelds) and dry areas (agricultural zones,
scrubland, and forests). In this temperate Mediterranean climate,
mosquitoes are sensitive to changes in seasons: the nulliparous
hibernate when temperatures and the photoperiod decrease (Jetten
and Takken, 1994).
The model adapted to Anopheles species in the Camargue is
deﬁned by speciﬁc parameter values, forcing functions, and transi-
tion functions between stages of the life cycle or ending with death.
Parameter values were determined based on ﬁndings in the liter-
ature and expert knowledge (Table 1). We  took into account the
alternation of seasons by deﬁning a date after which the short pho-
toperiod induced hibernation of nulliparous adults. Hibernation
occurs in the model from November 15 to March 14 the follow-
ing year. Only nulliparous adults survive until the start of the next
favourable season when they all seek a host (Clements, 1999).
The only forcing function retained is temperature (T, varying over
time). The daily temperature at time t is chosen randomly in a
uniform distribution ranging from the average minimum to the
average maximum temperatures, these boundaries being calcu-
lated from temperatures recorded by the national meteorological
service “Météo France” on a 10-day basis from 1978 to 2007 at
Grau-du-Roi, located in the Camargue. The relative humidity is
considered to remain constant based on the weather forecast data
(most variations occurring within the day). Precipitation was not
modelled because the availability of oviposition sites and hosts
does not depend on rainfall in such a large wetland. Transition
functions between aquatic stages and for engorged adults depend
on temperature. The concept of degree-day is applied widely in
mosquito population dynamics models to assess the quantity of
accumulated heat necessary for development from one stage to
another. This measure determines the physiological time (Jetten
and Takken, 1994; Craig et al., 1999). A development rate driven
by temperature can be expressed for stage X as a function of the
temperature at time t (T(t)), the minimal temperature above which
individuals survive (TX), and the total number of degree-days nec-
essary for their development (TDDX). An instantaneous rate can
be derived from such a cumulative process assuming temperature
remains constant over the development period (Craig et al., 1999),
which generally holds true for a period consisting of only a few
days. This relation is used to express the development rate of eggs
and of engorged adults becoming gravid at time t:{
fX (T(t)) = (T(t) − TX )/TDDX
if T(t) ≤ TX, fX (T(t)) = 0
(3)
with X in {E; Ag}
Values of TX and TDDX are given in Table 1. The development of
other aquatic stages (larvae and pupae) is positively correlated to
temperature within an optimum range (Jetten and Takken, 1994).
The photoperiod has no effect on the duration of the aquatic devel-
opment (Jetten and Takken, 1994). A Logan curve adjusted for
different species of Anopheles for each of the four larval sub-stages
and for the pupa stage (Jetten and Takken, 1994) is used to express
the relationship between the temperature (in ◦C) and the develop-
ment rate between 10 ◦C and 35 ◦C (temperatures never exceeded
35 ◦C in the study area):
fP (T(t)) = 0.021 exp(0.162(T(t) − 10)) − exp(0.162(35 − 10) − (35 − T(t)))5.007 (4)
fL =
fP
4
(5)
Expressions for the mortality rates of larvae, pupae and adults
are derived from Shaman et al. (2006) and adapted to Anopheles
species under a temperate climate. They all depend on tempera-
ture:
mX (T(t)) = exp
−T(t)
2
+ X, with X ∈ {L, P} (6){
mA(T(t)) = 0.1 − 0.00667T + 0.000148T2
if mA(T(t)) < A, mA = A
(7)
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Fig. 2. Aggregated outputs of the model.
2.1.3. Model outputs
The model predicted the abundance of mosquitoes per stage
over time. In addition, the dynamic information computed by the
model was aggregated using average output values (Fig. 2). The
adult peak was the average maximum number of adults observed
in a year. Emerging adults (Aem) were set to zero at the end of the
hibernation period. A threshold of 10 emerging adults was  deﬁned
to identify the date during the favourable period when a new gen-
eration occurred in the year. The emergence date was  the average
of this date. The attack rate was the average of the daily number of
host-seeking adults (Ah =A1h + A2h) during the 21 days around the
peak dates (the 10 days before and after the peak date, plus the peak
date). The parity rate was the ratio of the total number of parous
females to the total number of females.
2.1.4. Initial conditions and simulations
The model was implemented in Scilab 5.0.3 (www.scilab.org).
Simulations were run over 6 years because the ﬁrst year was not
retained for output computation. Initially, the population consisted
of 1.00E+6 nulliparous, host-seeking adult mosquitoes (stage A1h),
t0 corresponding to the 1st of January.
2.2. Model validation
To validate the model for Anopheles,  we  used data collec-
tions of mosquitoes performed in two representative areas of the
Camargue. The “Carbonnière” site, a transitional zone between dry
areas and wetlands, includes arable paddies and different types of
marshes. There is a considerable amount of human activity through
agriculture, animal husbandry, hunting, tourism, agriculture, etc.
Mosquito control is carried out mainly against the pest species
Aedes caspius (Pallas) and Aedes detritus Haliday. The “Marais du
Vigueirat” site is a nature reserve holding a large wetland with
marshes and reed beds. Human activities and impacts in the reserve
are limited, and mosquito populations are not controlled. Both sites
provide favourable environments, i.e. hold breeding sites, accessi-
ble hosts, and resting places.
Adults belonging to An. hyrcanus and to An. maculipennis s.l. were
collected from March to October 2005 (Ponc¸ on et al., 2007) and
from March to November 2006. In 2005, 8 CDC-light traps baited
with carbon dioxide dry ice were used in each study area. In 2006,
only one trap was  used on each site. CO2 was used as bait because it
mimes  host breathing and therefore attracts host-seeking females.
Collections were carried out overnight from 7.00 pm to 10.00 am
over two  consecutive nights once every two weeks. The mean num-
ber of Anopheles collected per trap over the two consecutive nights
was calculated, as well as the mean number simulated for the same
dates. The total numbers of Anopheles collected and simulated per
month then were calculated.
We  compared the monthly observed relative abundances of
mosquitoes (relative to the total number of mosquitoes collected
in a year for each collection site) with the monthly simulated rel-
ative abundances of host-seeking females (relative to the total
number of host-seeking females present in a year). We  com-
pared relative abundances because it was  not possible to have
absolute quantitative information on the expected mosquito abun-
dance (we only had information on the mosquitoes collected)
and therefore absolute numbers (either observed or simulated)
were meaningless. The degree of association between the sum of
the mosquitoes collected by the 8 traps and the simulated abun-
dance was  assessed for each collection site in 2005 by calculating
the Bravais–Pearson correlation coefﬁcient. In 2006, mosquitoes
were collected by only one trap, therefore providing insufﬁcient
information on the mean population dynamics to be analysed;
this year only is given as an indication of Ah presence on the
site.
2.3. Key model parameters
Sensitivity analyses (SA) indicate how model predictions vary
with model inputs (Saltelli et al., 2000). We  carried out a global
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SA on aggregated model outputs using a variance-based method:
the Fourier Amplitude Sensitivity Test (FAST) (Saltelli et al., 2000)
deﬁned in the sensitivity package (version 1.4-0 of 2008-07-15
by Gilles Pujol) of the R software (http://www.r-project.org/). All
parameters in the model (18) were varied simultaneously. The
global SA provided an estimate of the contribution of each param-
eter and each interaction between parameters to the variance
of each model output (Saltelli et al., 2000). The variation space
of input parameters was deﬁned by their nominal values ± 10%
(Table 1) and a uniform distribution. A variation interval of ±25%
also was tested and gave the same results (data not shown).
Only parameters contributing to more than 10% of the output
variance were considered to be inﬂuential parameters. We  lim-
ited the analysis to the ﬁrst-order interactions, beyond which
it becomes difﬁcult to interpret the results. We  consequently
considered as negligible interactions between three or more
factors.
For each output, the whole output variance (V) was  separated
into the variance attributable to each parameter i (Vi; main effect)
and the variance attributable to interactions between parameters
(Vij for the ﬁrst-order interaction between parameters i and j):
V = ˙Vi + ˙Vij. Sensitivity indices (Si and Sij) were the ratio between
the estimated and the total variance (for the main effect and the
ﬁrst-order interactions, respectively): 1 = ˙Si + ˙Sij. We  analysed
the model sensitivity using 180,000 simulations.
2.4. Scenarios of control strategies
We evaluated whether the model can be used to compare the
efﬁciency of different control strategies. Mosquito control methods
can be divided into three groups (Walker, 2002): environmental
management, which aims to avoid the creation of larval habitats
(marsh alteration, vegetation planting, ﬁlling, grading, drainage,
etc.) (Takken and Knols, 2009); insecticide applications (targeted
residual spraying, larviciding, space spraying), which have been
used widely in control programs against mosquito-borne dis-
eases (Takken and Knols, 2009); and biological control, which uses
natural enemies of the targeted species and biological toxins (lar-
vivorous ﬁsh, nematode, bacteria, etc.) (Takken and Knols, 2009).
We studied control strategies using a biological toxin that
currently is used worldwide (Takken and Knols, 2009), partic-
ularly against Anopheles in Asian rice ﬁelds (Regis et al., 2001).
We choose to consider a sprayed insecticide similar to Bacillus
thuringiensis israelensis (Bti), a bio-larvicide, which has a limited
Fig. 3. Mosquito population dynamics simulated over ﬁve years according to simulated temperatures (a). (b) Nulliparous stages: emerging adult stage (Aem), host-seeking
females  (A1h), engorged females (A1g), ovipositing females (A1o); (c) parous stages (A2h , A2g , A2o). H denotes the hibernation period (the unfavourable season) and F the
favourable season.
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environmental impact due to the absence of effect on non-dipteral
organisms. Bti has been used widely for mosquito control since
the 1980s (Kroeger et al., 1995). Larva mortality rates induced
by Bti during the seven-day period that the insecticide persists
in the environment were derived from Kroeger et al. (1995).  The
treatment induces daily larva mortality rates (TL) of 5.599, 3.650,
3.030, 2.535, 2.205, 2.107, and 1.973 the day of treatment and 1–6
days after treatment, respectively, and no mortality thereafter.
These Bti-induced mortalities were added to the “natural” larva
mortality rate in the model (Eq. (8)).
We compared two strategies applied during the favourable
period for mosquitoes using simulated temperatures (Fig. 3a). In
the ﬁrst strategy, Bti was sprayed at regular time intervals, and 21
intervals between sprayings were tested, from 127 days down to 7,
respectively leading to 1–35 sprayings per year. In the second strat-
egy, Bti was sprayed when the abundance of host-seeking females
(Ah) exceeded a threshold value, and 161 thresholds were tested
from 105 to 17 ×105 females, leading to 3–15 sprayings per year.
As the number of sprayings performed only may  be calculated at
the end of the experiment, all pairs of numbers of treatments and
sprayed surface cannot be tested. Moreover, different thresholds
can give the same number of treatments for a given surface sprayed.
In such cases, we kept the highest threshold. For each strategy, we
tested the effect of varying the proportion of the surface sprayed
(‘p surface’; Eq. (8)), from 0% (no part of the area treated) to 100%
(the entire area treated). The expression for the larva mortality rate
during treatment is:
mTL (d) = p surface × (TL(d) + mL) + (1 − p surface) × mL (8)
with d the number of days since the last treatment.
We  calculated the percentage of reduction of the number of Ah
during the period of treatment compared to the reference without
spraying. We  also tested both strategies in an environment with
a lower larva carrying capacity (L = 8.102 larvae per hectare, the
acreage of the study area below which the population cannot be
maintained) to examine the impact of a larva density-dependent
process on the efﬁciency of a larvicide. We tested both strategies by
ﬁrst applying the strategy for one year, and then for 3 consecutive
years to identify possible cumulative effects.
3. Results
3.1. Mosquito population dynamics in a favourable wetland
Based on simulated temperatures over 5 consecutive years
(Fig. 3a), the model predicted adequate periodic variations in the
abundance per stage of the mosquito life cycle (Fig. 3b–c), with a
peak occurring in August. Differences between years were due to
differences in simulated temperatures (the model being otherwise
deterministic). During the year, parous became more numerous
Fig. 4. Model validation. The simulated dynamics of host-seeking adults (b) based on observed temperatures (a) was compared to ﬁeld data on host-seeking Anopheles species
collected in the Camargue in 2005 and 2006 using relative abundances (c–f): An. hyrcanus on the “Carbonnière” (c) and “Marais du Vigueirat” (d) sites; An. maculipennis s.l.
on  the “Carbonnière” (e) and “Marais du Vigueirat” (f) sites. Mosquitoes were collected on both sites by 8 traps in 2005 and 1 trap in 2006. Point: one trap for one month;
grey  line, sum of the 8 traps in 2005; black line, model prediction. H denotes the hibernation period (the unfavourable season) and F the favourable season.
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than nulliparous, leading to an increase in parity rate. Among nul-
liparous and parous females, engorged adults (Ag) were the most
numerous; this is due to the temperature-dependent nature of their
transition to the next stage and the absence of mortality induced
by a seeking behaviour.
3.2. Model validation
Based on observed temperatures in 2005 and 2006 (Fig. 4a), the
model showed Anopheles mosquitoes to be present in the Camar-
gue from June to October with a maximum population in August
(Fig. 4b). Simulated data were consistent with ﬁeld data collected
in 2005 (Fig. 4c–f: cross-correlation of 0.87 for Fig. 4c; 0.57 for
Fig. 4d; 0.66 for Fig. 4e and f), especially when comparing values for
An. hyrcanus on the “Carbonnière” site (Fig. 4c). This demonstrates
that our model correctly predicts the mean dynamic of Anopheles
populations in favourable wetlands.
3.3. Key model parameters
Parameters identiﬁed as inﬂuential were ﬁrst the minimum
adult mortality rate (A), second the sex-ratio at emergence (),
the minimal temperature needed for egg development (TE), and
the minimal temperature (TAg) and the total number of degree-
days (TDDAg) needed for egg maturation and development rate
of emerging adults (Aem), and third the number of eggs laid
by parous females (ˇ2) (Fig. 5). Variations of A contributed to
variations of 4 out of 5 outputs (i.e. all except the parity rate as
A equally affects nulliparous and parous females; Fig. 5a–e).
Variations of  contributed to variations of the three outputs
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Fig. 5. Sensitivity indices of the Fourier amplitude sensitivity test (FAST) for the peak date (a), the emergence date (d), the parity rate (c), the attack rate (b), and the adult
peak  (e). In white, main effects; in grey, interactions. 180,000 simulations (with 10,000 points per parameter, ±10% around their nominal value). Parameters contributing to
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Fig. 6. Assessment of two control strategies. Percentage of reduction (represented with a contour plot, the reduction ranging from 10% to 95% with an interval of 5%) of the
abundance of host-seeking females (Ah = A1h + A2h) with and without treatment, as a function of the surface sprayed and the number of treatments: (a) regular time intervals
between sprayings (strategy 1); (b) sprayings determined by the Ah abundance over a given threshold (strategy 2); (c) Ah dynamics without treatment (in light grey), under
strategy  1 (in black) and strategy 2 (in dark grey) both when 45% of the surface area was  sprayed 5 times (dates are indicated by sticks). (c) Performed during a single year.
Scenarios were run using simulated temperatures (see Fig. 3a).
related to the peak in abundance: the adult peak, the peak date,
and the attack rate. Variations of TE (either as a main effect or as
ﬁrst-order interactions with other parameters) inﬂuenced mainly
the emergence date, and second the peak date. Variations of the
parameters related to egg maturation (TAg and TDDAg) contributed
to variations of the attack rate, the parity rate, and the peak date.
Variations of ˇ2 only contributed to variations of the peak date.
Variations of Aem only contributed to variations of the parity rate.
Other parameters contributed only slightly to output variations.
3.4. Scenarios of control strategies
The model estimated the number of treatments needed and the
proportion of the surface to be sprayed to reach a given percentage
of reduction in host-seeking females (Ah) (Fig. 6a and b). A com-
parison of the two strategies indicates that spraying with a regular
time interval is more efﬁcient. For instance, when 45% of a surface
area was sprayed (Fig. 6c), ﬁve sprayings with a regular time inter-
val led to a 53% reduction in the number of host-seeking females
(Fig. 6a). In contrast, under the second strategy, ﬁve sprayings of
the same surface area led to only a 27% reduction (Fig. 6b); to reach
a 53% reduction, eight treatments were needed.
The carrying capacity for larvae (L) barely inﬂuenced the effect
of control strategies. For the smallest L, both control strategies
also reduced the number of host-seeking females, the strategy with
regular treatments was still the most effective.
When mosquito control was performed for one year only, the
decrease in host-seeking female abundance ceased once control
measures ceased, the population returning to its initial dynam-
ics within one to several years depending on the control scenario
applied (Fig. 7a). When a treatment was  performed over several
successive years, the treatment effect was  higher the second and
third years than the ﬁrst one (Fig. 7b). The reduction in the number
of host-seeking females was  then of 67% and 45% for strategy 1 and
2, respectively (when 45% of a surface area was  sprayed with ﬁve
sprayings).
4. Discussion
We  developed a climate-driven model of mosquito population
dynamics to include alternating seasons and diapause processes.
Our model simulates the population dynamics over several years,
with the dynamics of one season depending on those of the pre-
ceding season. This model is generic because the model structure
is common to all mosquito species. It can be applied to other species
of genus Anopheles and Culex and to other environments simply by
changing parameter values and functions. For Aedes genus species,
eggs are the diapausing stage (Clements, 2000). This particularity
can be captured by the proposed model. However, the between-
stage transition from eggs to larvae needs to be driven by the water
level (Becker et al., 2010), which should be modelled speciﬁcally
(Porphyre et al., 2005).
We developed a mechanistic model representing all of the
events and stages of the mosquito life cycle. On one hand, we con-
sidered speciﬁc compartments for nulliparous and parous adults
because, although they have the same gonotrophic cycle, they do
not have the same fertility. Moreover, only nulliparous adults hiber-
nate for species belonging to genus Anopheles (Jetten and Takken,
1994). Lastly, this kind of model structure enables the model to
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Fig. 7. Effect of the two control strategies over several years. (a) Performed during a single year; (b) performed over several years. The abundance of host-seeking females
(Ah = A1h + A2h) Ah dynamics without treatment (in light grey), under strategy 1 (regular time intervals between sprayings) (in black) and strategy 2 (sprayings determined by
the  Ah abundance over a given threshold) (in dark grey) both when 45% of the surface area was sprayed 5 times the ﬁrst year (dates are indicated by sticks) Scenarios were
run  using simulated temperatures (see Fig. 3a).
be coupled with an epidemiological model. Host-seeking nulli-
parous are infectious for a host only if transovarial transmission has
occured, whereas host-seeking parous are infectious after acquir-
ing the pathogen on infected hosts at nulliparous or parous stages.
Hence, the vectorial risk is different between these two  stages.
However, if the model were to be coupled with an epidemiological
model, several categories of parous females should be accounted
for to represent the delay before transmission as for example due
to the extrinsic incubation period. On the other hand, we  divided
the gonotrophic cycle into three stages (host-seeking, engorged,
ovipositing) for several reasons. First, such a model structure is
needed to compare simulated abundances with ﬁeld observations
made only on host-seeking females. Second, while the transition
from engorged to gravid depends on temperature, other transitions
in the gonotrophic cycle are less inﬂuenced by this parameter. Nev-
ertheless, hosts and oviposition sites have to be found, and related
movements give rise to additional mortality. This is especially true
in less favourable environments where hosts and oviposition sites
may  be dispersed, becoming limiting factors of the population
dynamics.
Knowledge of Anopheles biology made it possible to construct
a model consistent with entomological ﬁeld data collected in the
Camargue (France). Model parameter values were determined a
priori and not ﬁtted on observed data. However, model accuracy
was not equivalent between the two study sites. Data were not
collected on the same dates on the two sites. Mosquitoes were col-
lected on two consecutive nights (Ponc¸ on et al., 2007). A longer
period would have produced more robust estimations of mosquito
abundances over time but would have been less feasible. Model pre-
dictions on a two-day interval also are not sufﬁciently consistent to
be representative of a monthly abundance. However, such an inter-
val was needed to enable the comparison between the model and
the ﬁeld data. In addition, a seasonal variability occurs in the ﬁeld in
oviposition site abundance, even during the favourable period (e.g.
because of managed priming). Such variability between sites and
over time is not represented in our deterministic model, which pro-
duces average population dynamics in a favourable environment.
Moreover, if less favourable conditions were to be modelled, pos-
sibly leading to species extinction, a stochastic model should be
preferred.
The key parameters identiﬁed (adult mortality rates, sex-ratio
at the emergence, development rates, and number of eggs laid) rep-
resent potential control points in the biological system when they
can be managed in the ﬁeld. Acting on these parameters should be
an efﬁcient way to control mosquito population dynamics. Varying
adult mortality may be impossible due to the difﬁculty of target-
ing adult stages and to restrictions on insecticide spraying in some
countries (Zulueta et al., 1980). Control strategies targeting aquatic
stages, such as larval habitat drainage or predator introduction,
usually are more feasible (Becker et al., 2010). Currently, research
is focussing on the control of mosquito populations by altering the
sex-ratio (Becker et al., 2010). Parameters related to development
rates can be managed by Insect Growth Regulators (IGRs) as IGRs
block the moulting process resulting in inﬁnite development rates
(Becker et al., 2010). Their inﬂuence on model predictions indi-
cates that these parameters have to be identiﬁed precisely. The
determination of key model parameters can be used therefore to
orientate future research efforts. To improve the predictive capac-
ity of the model, further research is necessary to better estimate
the uncertain and key parameters identiﬁed here and to assess their
dependence on climate factors. To apply the model to other species
and geographical zones, these parameters have to be documented
clearly. Almost half of the model parameters were not highlighted
as inﬂuential parameters. They do not need to be estimated pre-
cisely as long as the range of possible values is correct. However,
zero does not belong to this range for any of the non inﬂuential
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parameters (even with a 25% interval). Therefore, no parameter can
be neglected.
Our model can predict variations in mosquito abundance for a
large range of typical control strategies, even those targeting a pre-
cise stage of the life cycle. This is possible because the life cycle
is represented in its entirety and the mortality rate of each stage
is considered separately, following Hancock’s (2009) recommen-
dations. Other published models do not allow this because they
simplify the life cycle (Ahumada et al., 2004; Porphyre et al., 2005;
Otero et al., 2006; Schaeffer et al., 2008; Shaman and Day, 2007;
White et al., 2011). Furthermore, while the efﬁciency of a molecule
can be obtained by lab or ﬁeld studies (Kroeger et al., 1995; Fillinger
et al., 2003), modelling is essential to evaluate the impact of strate-
gies on a large range of scenarios. We  have shown that the spraying
of a larvicide at a regular time interval acts as a preventive measure
against mosquito emergence, such a strategy being more efﬁcient
than sprayings done when host-seeking female abundance reaches
a given threshold. Treating at a regular time intervals reduces
the total number of sprayings and thus control costs. Sprayings
performed after abundance reaches a given threshold (as in the
second strategy) come too late to control the population dynamics.
When using lower thresholds, sprayings occurred earlier but the
total number of treatments increased. Moreover, expensive surveil-
lance systems would be required for this strategy. When treatment
occurred over several years, we obtained the same results with a
reduced intensity of treatment because the population decreased
year by year. More reﬁned control strategies driven by more than
one indicator (here either the time interval between treatments or
an abundance threshold) could be of interest in the ﬁeld (White
et al., 2011) and could be tested in the future with our model. For
example, a starting date for control could be deﬁned as related to
the initial oviposition of the overwintering cohort, or the threshold
of adult abundance could increase over time to reﬂect different con-
trol purposes: preventive control to reduce at most the abundance
peak vs.  curative control to reduce the nuisance during the peak.
As a climate-driven model, our model also can be used to predict
variations in mosquito abundance under different climate change
scenarios. Lastly, the model can be an input to model mosquito-
borne disease spread and control.
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Abstract
Background: Landscape attributes influence spatial variations in disease risk or incidence. We present a review of
the key findings from eight case studies that we conducted in Europe and West Africa on the impact of land
changes on emerging or re-emerging vector-borne diseases and/or zoonoses. The case studies concern West Nile
virus transmission in Senegal, tick-borne encephalitis incidence in Latvia, sandfly abundance in the French Pyrenees,
Rift Valley Fever in the Ferlo (Senegal), West Nile Fever and the risk of malaria re-emergence in the Camargue, and
rodent-borne Puumala hantavirus and Lyme borreliosis in Belgium.
Results: We identified general principles governing landscape epidemiology in these diverse disease systems and
geographic regions. We formulated ten propositions that are related to landscape attributes, spatial patterns and
habitat connectivity, pathways of pathogen transmission between vectors and hosts, scale issues, land use and
ownership, and human behaviour associated with transmission cycles.
Conclusions: A static view of the “pathogenecity” of landscapes overlays maps of the spatial distribution of vectors
and their habitats, animal hosts carrying specific pathogens and their habitat, and susceptible human hosts and
their land use. A more dynamic view emphasizing the spatial and temporal interactions between these agents at
multiple scales is more appropriate. We also highlight the complementarity of the modelling approaches used in
our case studies. Integrated analyses at the landscape scale allows a better understanding of interactions between
changes in ecosystems and climate, land use and human behaviour, and the ecology of vectors and animal hosts
of infectious agents.
Introduction
The emergence and re-emergence of vector-borne and
zoonotic diseases is controlled by ecosystem changes at
the landscape level, in addition to other factors [1]. Spa-
tial (or landscape) epidemiology is defined as the study
of spatial variation in disease risk or incidence [2]. An
integrated analysis at the landscape scale allows a better
understanding of interactions between changes in eco-
systems and climate, land use and human behaviour,
and the ecology of vectors and animal hosts of infec-
tious agents. Although Hippocrates already recognized
the importance of the environment on health, scientists
such as Jacques May and Eugene Pavlovsky formalized
these ideas in the 20th century. Medical geography was
defined as the study of the distribution of manifested
and potential diseases over the earth’s surface followed
by the study of correlations between these and environ-
mental factors [3]. The Russian epidemiologist Pavlovsky
coined the term “landscape epidemiology":
Figuratively speaking, the existence of the natural
focus of a transmissible disease depends on a continu-
ous interaction of the quintet (five) of its prerequisites
associated with a specific geographic landscape [4].
These five prerequesites were listed as:
(1) Animal donors; (2) vectors; (3) animal recipients;
(4) the pathogenic agent itself in an infective state,
(5) the influence of factors of the external environ-
ments contributing to an unhindered transmission of
infection from one organism to another (circulation
of pathogenic agent) [4].
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Spatial interactions between these agents in a land-
scape explain patterns of infection risk and may contri-
bute to disease emergence. Analysing these complex
landscape systems of interacting agents requires an
interdisciplinary approach. Data from different sources
and collected at different scales need to be linked, using
innovative analytic methods.
As part of a broader project on the impact of environ-
mental changes on vector-borne diseases, we conducted
a series of landscape scale studies of different disease
systems in Europe and West Africa. These studies
allowed better understanding of the influence of land-
scapes on the transmission of each of these infections.
Here we present a review of the key findings from these
case studies on the impact of land changes on emerging
or re-emerging diseases that are transmitted by arthro-
pod vectors and/or have an animal origin (zoonoses).
Through an inductive approach, we identify general
principles governing spatial epidemiology, outlining a set
of propositions of general validity for different diseases
and geographic contexts. All these propositions
are related to spatial patterns and processes associated
with transmission cycles at the landscape scale.
Together, they contribute to advance the theory of spa-
tial epidemiology.
Methods
Analytic tools used for the case studies
We developed various methods to understand interac-
tions between land change, vectors, animal and human
hosts. It was crucial to develop tools to link the various
components of disease systems across space and to
model spatial interactions. These innovations in analytic
methods were a key component for developing an inte-
grated approach of disease systems. For each site, we
produced detailed land cover maps based on remote
sensing data at medium to fine spatial resolutions and
extracted landscape metrics. We also mapped land sur-
face brightness, greenness, and wetness based on these
data. Various spatial statistical models were used. Habi-
tat suitability models relate the presence or abundance
of vectors or animal hosts to landscape predictors that
represent aspects of the species’ habitat- e.g., vegetation
cover, landscape configuration, surface moisture, topo-
graphy, soil types. The spatial units for these models
were small plots for which field observations on vector
presence or abundance were collected. A variant models
infection prevalence among vectors and/or hosts, as
measured by field trapping in different landscapes.
Another type of spatial statistical models used human
cases, as compiled by public health records. Explanatory
variables in these models are demographic and socio-
economic variables from census data, land use maps
including types of settlements, proxy variables for risk
behaviours, climate and land cover. The spatial units of
these latter models are administrative units at which
census data are aggregated.
The Basic Reproductive Rate (R0) - which quantifies
the average number of new infections that will arise
from introducing an infective host into a susceptible
population [5] - has been extensively used [6,7]. R0 is
generally estimated at the aggregate level of populations.
In estimating R0, the degree of contact between people
and vectors is an essential factor for disease dynamics.
Factors influencing people-vector contacts include the
relative population densities and spatial distributions of
both vectors and people [2], and their movements and
behaviours. Previous studies based on R0 have often
assumed a constant value across space of the human
biting rate, given the difficulty in obtaining spatially-
explicit and quantitative estimates of this variable. By
coupling R0 models with spatial statistical models, we
spatialized R0 and therefore better represented the spa-
tial heterogeneity in the risk of establishment of an
infection. Among the various input variables forming R0,
the vector-host ratio displays the greatest spatial hetero-
geneity. By combining fine-scale land cover variables
and coarse-scale climatic variables, we predicted the
spatial distribution of vectors. This was then integrated
with maps of human host distribution to spatialize the
vector-host ratio in the R0 formula [8,9]. A few previous
studies attempted to spatialize R0 [10-12], mostly for
diseases that are transmitted directly (e.g., foot-and-
mouth disease, avian influenza). These studies identified
high-risk areas based on landscape data and explored
characteristics of epidemics, such as the spread distance,
and the efficacy of control measures. Hartemink et al.
[13] investigated a spatial R0at district level for the
veterinary blue tongue disease in the Netherlands.
We also developed a spatially-explicit modelling
approach to represent spatial variations in people-vector
contacts at the landscape scale using multi-agent simu-
lations (MAS) [14]. An agent is an autonomous compu-
ter entity capable of interacting with other agents and
adapting its behaviour to a changing environment
[15,16]. Agents can represent heterogeneous entities, e.g.
people, animals, institutions, or land parcels, with their
specific attributes and decision rules. The agent-based
approach allows simulation and understanding of com-
plex systems through the modelling of discrete events
[17]. MAS can be used as a virtual laboratory to test
hypotheses impossible to test in the field. MAS are par-
ticularly well suited to model disease systems as they
combine biological, environmental and social processes.
Finally, we developed a spatially-explicit population
dynamics model of mosquito populations [18,19], inte-
grating the dynamics of their breeding sites (water
bodies in which the females lay their eggs), the presence
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of hosts, and landscape attributes controlling the spread
of mosquitoes. The model is mechanistic as it uses an a
priori mathematical description of the main processes
determining mosquito population dynamics. It is also
deterministic as it represents an average behaviour of
the population an approach that is well adapted for
large populations, such as mosquito populations.
Method to generalize across the case studies
The set of propositions described below were generated
in an inductive manner, by generalisation from the set
of empirical studies that we conducted. For each case
study, we extracted the main conclusion(s) on the role
of land use and land cover in the transmission cycle.
The validity of these conclusions was then evaluated for
each of the other case studies. In a synthesis table, we
identified all the case studies for which a particular con-
clusion was empirically supported. We also identified
disease systems for which the literature suggests that
this conclusion may be valid.
The eight case studies
We summarize below and in Table 1 the case studies
reviewed here.
West Nile virus (WNV) transmission in the Senegal River
basin
Chevalier et al. [20] conducted a serological study on
horses in five ecologically contrasted regions of the
Senegal River basin (Senegal) to assess WNV transmis-
sion. Blood samples were taken from 367 horses from
the five regions and screened by ELISA for anti-WNV
IgM and IgG. Positive samples were then confirmed by
seroneutralization. The seroprevalence rate was 85%
overall but it varied significantly between sites. To assess
whether environmental conditions could explain these
differences, a land cover map was derived from two
satellite images from the dry and wet seasons, and the
surface covered by each land-cover type was calculated
for each study area. Environmental data were analysed
using principal components analysis and generalized lin-
ear mixed models.
Tick-borne encephalitis (TBE) incidence in rural parishes of
Latvia
Vanwambeke et al. [21] investigated the landscape-level
factors influencing TBE incidence in rural parishes of
Latvia, distinguishing between land cover, use and own-
ership. Land cover was used to depict the ecological
suitability of the landscape for ticks and their hosts.
Landscape composition and configuration were
extracted from land cover maps. Land use represented
human exposure to ticks, mostly through visits to for-
ests. It was measured using proxy variables extracted
from agricultural and household censuses. Land owner-
ship of forests represented the accessibility to vector
habitats for the public. Data were analysed using non-
spatial and spatial negative binomial regression models.
Sandfly abundance in the French Pyrenees
A spatially-explicit R0 model was developed for canine
leishmaniasis in the French Pyrennées [9]. An important
variable for such a model is the density of the vector,
which was estimated continuously in space using multi-
variate regression models. Based on extensive field trap-
ping of sandflies, and using landscape composition and
configuration at a medium spatial resolution and remo-
tely sensed climate-related factors at a coarse spatial
resolution, the abundance of sandflies was predicted
throughout the study area. This was then used as an
input for the calculation of a spatially-explicit R0.
Table 1 Description of the eight case studies included in the review
WNV
Senegal
TBE Latvia Sandflies
Pyrenees
RVF Senegal WNF
Camargue
PUUV Belgium Lyme
Belgium
Malaria
Camargue
Pathogen flavivirus flavivirus protozoan
parasite
phlebovirus flavivirus hantavirus spirochetal
bacteria
eukaryotic
protist
Vector or
host
mosquito tick sandfly mosquito mosquito rodent tick mosquito
Region Senegal
river basin
Latvia/
northeastern
Latvia
French
Pyrennees
Ferlo, Senegal Camargue,
France
Belgium Belgium Camargue,
France
Scale department country 3
departments
department ecounit country country ecounit
Spatial
resolution
30 m 100-30 m 30 m 2.4 m 30 m 30 m, municipality municipality 30 m
Climate semi-arid temperate mediterranean semi-arid mediterranean temperate temperate mediterranean
Field data horse
serology
human cases sandfly
trapping
ruminant serology horse & bird
serology
rodent serology;
human cases
human
cases
mosquito
trapping
Analyses statistical statistical statistical statistical;
simulation model
simulation
model
statistical statistical Multi-agent
simulation
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Rift Valley Fever (RVF) in the semi-arid region of the Ferlo,
Senegal
The impact of landscape variables on the transmission
of RVF in small ruminants was investigated in the semi-
arid region of Barkedji, Ferlo, Senegal [22]. The relation-
ship between landscape features, derived from a very
high spatial resolution image, and serologic incidence
was analysed statistically using a mixed-effect logistic
regression model. A model of mosquito population
dynamics was also developed. This model, based on cur-
rent knowledge on the biology of the two RVF vectors
species, Aedes vexans and Culex poicilippes, takes into
account the main events of the mosquito life cycle and
climatic fluctuations. Simulations of daily spatial and
temporal variations in the area of temporary ponds
around a village in Senegal relied on the Tropical Rain-
fall Measuring Mission (TRMM) rainfall product
[18,19]. Mosquito population dynamics was simulated
based on variations in water level and surface.
Animal hosts of West Nile Fever (WNF) in the Camargue
region
Based on the seasonal distribution of mosquito and bird
populations, simulations of introduction, amplification
and emergence of WNV under different realistic scenar-
ios were produced and compared with seroprevalence
measured in horse and bird populations [23].
Rodent-borne Puumala hantavirus (PUUV) in Belgium
The link between environmental features and PUUV
prevalence in bank vole population was investigated in
Belgium. Linard et al. [24] explored the relationship
between environmental variables and host abundance,
PUUV prevalence in the host, and human cases of
nephropathia epidemica. Statistical analyses were carried
out on 17 broadleaf forest sites. To understand causal
pathways between environment and disease risk, the
study distinguished between environmental factors
related to the abundance of hosts, such as land-surface
attributes, landscape configuration, and climate, and fac-
tors that may favour virus survival in the environment,
such as climate and soil attributes. A national scale
model explained the spatial distribution of PUUV
human infections at the municipality level [25].
Geographic distribution of human cases of Lyme borreliosis
(LB) in Belgium
The impact of fine-grained landscape patterns on the
exposure of people to LB infection was also investigated
in Belgium. A combination of factors linked to the vec-
tor and host populations, landscape attributes, and
socio-economic factors were included in a negative
binomial regression to explain the number of LB cases
per municipality [25].
Risk of malaria re-emergence in the Camargue
A larval index for the main potential vector of malaria in
the Camargue area, Anopheles hyrcanus, was defined as
the probability of observing its larvae in a given site at
least once over a year. It was mapped by associating in a
statistical model environmental indices that were derived
from high spatial resolution imagery and entomological
field data (Figure 1) [26]. Linard et al. [14] developed a
spatially-explicit multi-agent simulation representing the
spatio-temporal dynamics of interactions between
the agents that could influence malaria transmission in
the Camargue: people, mosquitoes, animal hosts and
landscape. This model integrates movements and beha-
viours of people and vectors, and factors influencing
transmission risk spatially. The model allowed testing
potential drivers of malaria re-emergence such as
changes in biological attributes of vectors, agricultural
practices, land use, tourism activities and climate. Scenar-
ios of possible futures varied the value of exogenous vari-
ables (e.g., tourist population visiting the area), initial
conditions (e.g., land cover, in response to changes in
land use policies or market forces) or parameters (e.g.,
level of protection of visitors against mosquito bites) [27].
The ten propositions
1. Landscape attributes may influence the level of
transmission of an infection
This general proposition applies to all our studies (Table
2). The distribution, density, behaviour, and population
dynamics of arthropod vectors and their non-human hosts
are partially controlled by landscape features. The spatial
distribution of vectors and the level of transmission is thus
influenced by the environment [28,29]. This was illustrated
by studies testing the relationship between disease occur-
rence and environmental features [30,31]. The case of
WNV in Senegal illustrates this link, and the subsequent
propositions provide details on the causal links between
landscapes and diseases (Figure 2). In the serological study
in the Senegal River basin, Chevalier et al. [20] found that
IgG seroprevalence rate in horses was decreasing with
proximity to seawater, flooded banks and salted mudflats.
These landscape features acted as protective factors as they
are highly unfavourable to the presence of Culex mosqui-
toes, the main WNV vectors. In Senegal, environmental
constraints on vector distribution are more limitative for
WNV transmission than bird distribution. Similar results
were observed in the Camargue region, France and in
Iowa, also with significant relationships between landscape
features and seroprevalence of WNV [32,33], with different
risk and protective factors though. This highlights the need
for a landscape scale analysis of infections, especially when
there are multiple possible hosts and vectors species.
2. Spatial variations in disease risk depend not only on the
presence and area of critical habitats but also on their
spatial configuration
Numerous studies aimed at understanding associations
between land cover and disease risk focus on the
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Figure 1 Larval index map for the mosquito Anopheles hyrcanus derived from a statistical model associating entomological field data
with satellite imagery in the Camargue, France.
Table 2 Validation of the ten propositions proposed in this paper with the eight case studies included in the review
WNV
Senegal
TBE
Latvia
Sandflies
Pyrenees
RVF
Senegal
WNF
Camargue
PUUV
Belgium
Lyme
Belgium
Malaria
Camargue
1. Landscape attributes E E + E E E E +
2. Spatial configuration E E + E E
3. Habitat connectivity E + E
4. Species associations + + E + +
5. Transmission paths + E +
6. Multiple scales E E + E
7. Concentration,
diffusion
E + E
8. Land use E E E +
9. Land ownership E
10. Human behaviour E E E E
E: empirical evidence from that case study.
+: case study is consistent with the proposition, based on the literature.
-: case study is in disagreement the with proposition, based on the literature.
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presence of critical habitats for vectors or reservoir hosts
[34-40]. In most cases, the surface area of those habitats
was used to quantify landscape characteristics, ignoring
their spatial configuration. Yet, more complex and frag-
mented landscapes are associated with more ecotones
(i.e., transition areas between two adjacent ecosystems),
which increase the likelihood of contacts between spe-
cies associated with various habitats [41]. Moreover,
fragmented landscapes provide more habitats for edge
species, and a greater diversity of resources. For exam-
ple, ecotones between forests and open areas commonly
have high tick densities [42], as well as higher incidence
of infection [43]. The incidence of LB was significantly
associated with the importance of land cover edges
between forest and herbaceous land cover types in the
US [44,45]. Allan et al. [46] found an increasing density
of infected tick nymphs with decreasing size of forest
patch. In Belgium, Linard et al. [25] showed that the
probability of LB infection was higher in areas with a
large interface between settlements and forests in peri-
urban areas. In the multivariate statistical analysis of
TBE incidence in rural parishes of Latvia [21], human
cases of TBE were associated with the mean area of for-
est patches, their shape, and the proportion of mixed
and transitional vegetation cover types around forests.
Conversely, TBE incidence was lower not only where
there were relatively large areas of unfavourable land
covers for ticks, such as arable land, but also where for-
ests were surrounded by agricultural land. Similar
results were found in the statistical model predicting the
abundance of the sandfly Phlebotomus ariasi in the
French Pyrenees [9]. It was best predicted with land-
scape descriptors measured in a 1000-m buffer, includ-
ing Shannon’s landscape diversity index (i.e., a measure
of the diversity and balance in landscape composition),
the proportion of forests, and the mean area of forest
patches. Others studies on different vector-borne and
zoonotic diseases highlighted the importance of habitats
Figure 2 Graphical representation of the landscape determinants of disease transmission. The numbers refer to the ten propositions
formulated in this paper.
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configurations for infection transmission. For example,
Pradier et al. [32] showed a significant association
between WNV’s level of circulation in Southern France
and a landscape metrics measuring the degree of inter-
weaving of land cover classes. Graham et al. [31] also
demonstrated that habitat form was related to the pre-
valence in China of human alveolar echinococcosis
caused by a helminth, the tapeworm Echinococcus
multilocularis.
3. Disease risk depends on the connectivity of habitats for
vectors and hosts
The proximity of vector and host habitats may not
result in a high level of risk if these critical habitats
are not connected spatially by landscape features
favourable to the circulation of vectors and/or hosts.
Spatial diffusion of vectors is particularly crucial in the
case of mosquito-borne diseases. At night, when
female mosquitoes generally feed, most of the hosts (e.
g., humans, cattle) are immobile. The ability of female
vectors to spread from their breeding sites to hosts
increases host/vector contacts. Landscape features lar-
gely control these movements [47]. The study of RVF
in the semi-arid region of the Ferlo in Senegal showed
that ruminant herds living around temporary water
bodies were at greater risk of RVF if they were located
close to ponds surrounded by vegetation [22]. A land-
scape closure index - representing the proportion of
surface around each pond covered by vegetation such
as dense forest and shrub savannah - was positively
correlated with higher serologic incidence. The pre-
sence of dense vegetation around water bodies favours
the spread of mosquitoes from the pond where they
breed to the nearby ruminant herds (Figure 3). The
importance of connectivity between habitats for the
spread of mosquitoes was also demonstrated for Culex
species in Southern France [48]. The connectivity
between forest patches may also influence rodent
populations and therefore the transmission of rodent-
borne diseases such as hantavirus. Linard et al. [24]
found that the spatial distribution of bank voles was
different during epidemic and non-epidemic years. The
number of bank voles captured was higher in more
isolated forest patches during the non-epidemic year,
whereas it was higher in less isolated patches during
the epidemic year. Well-connected patches have more
chances to be recolonized after local extinctions [49].
Habitat connectivity could also influence the virus
occurrence in hosts by controlling movements of indi-
viduals and thus contact rate between infected and
susceptible rodents. Langlois et al. [50] observed that
hantavirus incidence in deer mice was higher in land-
scapes with a higher level of fragmentation of the pre-
ferred habitat. In Western Africa, Guerrini et al. [51]
showed that the riverine forest fragmentation level is a
critical factor to determine the habitat of riverine
tsetse species, vectors of animal trypanosomosis.
4. The landscape is a proxy for specific associations of
reservoir hosts and vectors linked with the emergence of
multi-host diseases
Great numbers of hosts and vectors species are poten-
tially involved in the transmission of WNF, making its
epidemiology complex. One should better understand
underlying processes accounting for observed patterns
of WNF when correlations between land use/cover and
disease prevalence have been established [52]. In the
Camargue region, we showed that epidemic processes of
introduction, amplification and emergence of WNV
were related to specific associations of hosts and vectors
species in time and space. Based on maps of seasonal
distributions of mosquito and bird populations, simula-
tions of introduction, amplification and emergence of
WNV were compared with seroprevalence measured in
horse and bird populations [23]. Introduction of the
virus by migratory birds explained accurately the
observed spatial patterns of WNV transmission, whereas
overwintering of WNV in mosquitoes did not. Cx.
Figure 3 Spread of the mosquito Culex poicilipes around a breeding site in different hypothetical landscapes in the semi-arid region
of the Ferlo, Senegal, based on model simulations. Red isolines depict the mosquito density. Vegetation is represented in green and bare
soil in yellow.
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modestus was identified as the main amplifier of WNV,
which is consistent with competence studies [53]. In the
Camargue, the virus was only isolated in sparrows and
magpies [54]. Yet, other competent bird species - or all
bird species - may contribute to WNV amplification.
The bird community composition did not seem to play
a major role in the amplification of WNV in the Camar-
gue (no “dilution effect”), unlike what was observed in
the New World [52,55,56]. The final risk map, based on
landscape attributes, synthesizes the different processes
leading to WNV emergence in horses and identifies risk
areas requiring veterinary surveillance.
5. To understand ecological factors influencing spatial
variations of disease risk, one needs to take into account
the pathways of pathogen transmission between vectors,
hosts, and the physical environment
The transmission of vector-borne diseases requires a
direct contact - i.e., a bite - between an infectious vector
and a susceptible host. By contrast, zoonoses such as
PUUV can be transmitted directly, by physical contact
between infected and susceptible hosts, or indirectly,
with the environment as an intermediate. Actually, the
virus can be shed in the environment via rodent excre-
tions, and transmitted to humans in aerosols [57,58].
The environmental conditions controlling the direct and
indirect transmission paths differ. In a study of the link
between environment and PUUV prevalence in bank
voles in Belgium, Linard et al. [25] showed that PUUV
prevalence among bank voles is more linked to variables
favouring the survival of the virus in the environment,
and thus indirect transmission. In particular, low winter
temperatures were strongly linked to high prevalence
among bank voles, and high soil moisture was associated
with high numbers of nephropathia epidemica cases
among humans. The risk of transmission to humans is
therefore not only determined by host abundance, but
also by the indirect transmission path, largely controlled
by climatic factors and soil characteristics influencing
virus survival in the environment. Another illustration is
provided by the differences in dynamics of two patho-
gens vectored by the same species, Borrelia spp. and
TBE virus. Transmission to ticks related to systemic and
non-systemic host infections (respectively, infection of
many and specific parts of the body) has been described
for both pathogens. Yet, transmission through co-feed-
ing of ticks in non-systemically infected hosts may be
more important to sustain the transmission of TBE
[59,60]. As a result, spatial variations of TBE infection
risk are controlled by more restrictive ecological condi-
tions, as closer interactions between infected competent
hosts and ticks are required compared to LB. The TBE
transmission cycle is therefore more fragile [61,62].
The transmission via the environment can also play
a role in the transmission of avian influenza viruses:
contaminated water supplies can constitute a reservoir
that maintains the virus in the environment and be a
source of contamination for wild or domestic birds [63].
6. The emergence and distribution of infection through time
and space is controlled by different factors acting at
multiple scales
The emergence of a disease in a particular region is asso-
ciated with multiple macro-level changes such as a shift in
political and economic regimes that influence people’s
livelihood strategies and therefore their interaction with
natural ecosystems [64,65], rapid conversion of natural
habitats, and urbanization. In some cases, variations in cli-
mate may act synergistically with these socio-economic
changes, even though the relative magnitude of climate
change impacts remains contentious [66]. Macro-
economic and climatic conditions create favourable or
unfavourable background conditions for the development
of pathogens, vectors, and hosts. The actual realisation of
the transmission cycle and transmission to humans
depends on the overlap of the preferred habitats of compe-
tent vectors and infected hosts, and on the entry of
humans into these infected areas. Therefore, the fine-
grained spatial heterogeneity in disease emergence is
determined by natural and cultural landscape attributes
that act as fine-scale spatial determinants of the multiple
factors controlling the transmission cycle. For example,
while an acceleration of warming of spring temperatures
in the Baltic region played some role in the dramatic
increase in TBE incidence [67], it did not account for the
high spatial heterogeneity of incidence at an infra-national
scale. Landscape factors related to the ecology of the
disease and to human activities better explain this spatial
heterogeneity [21]. In Western Europe, bank voles are
known to display cyclic abundance peaks, which signifi-
cantly increase PUUV infection among rodents and
humans. These peaks are related to high tree seed produc-
tion, triggered by high summer and autumn temperatures
the preceding years [68,69]. While such macro-scale fac-
tors influence PUUV incidence at the regional scale, land-
scape characteristics related to rodent habitats and human
land use determine the local scale spatial heterogeneity of
transmission. Spatial variations in sandfly abundance in
the French Pyrenees was also explained by a combination
of coarse and fine resolution remotely-sensed metrics that
are associated with, respectively, regional climatic trends
and local-scale landscape variables reflecting land use [9].
In (disease) ecology, the relevance of the scale factor has
been widely demonstrated [70] and yet it remains poorly
explored in empirical studies of landscape epidemiology.
7. Landscape and meteorological factors control not just
the emergence but also the spatial concentration and
spatial diffusion of infection risk
In the semi-arid region of the Ferlo, Senegal, temporary
ponds - i.e., that are flooded after the first rains and
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remain dry for most of the dry season - constitute a
favourable habitat for RVF vectors, Ae. vexans and Cx.
poicilippes. Modelling spatial and temporal variations in
water level and surface of temporary ponds around a vil-
lage in Senegal allowed simulating mosquito population
dynamics and host distribution [18,19]. Results showed
that rainfall drives Culex and Aedes populations and
therefore the risk of circulation of RVF virus. Depending
on the frequency of rainfall events, high densities of
Culex and Aedes may occur simultaneously. This co-
occurrence of species leads to a higher risk of transmis-
sion, Ae. vexans and Cx. poicilipes acting as, respectively,
initiators and amplifiers of RVF virus circulation. Thus,
in the Ferlo region, a combination of rainfall frequency
and amount identifies years at risk for RVF. Landscape
features also influence the spread distance of mosquitoes
away from their breeding sites [19]. In East Africa, heavy
rainfall events were associated with RVF outbreaks [71].
Such events lead to major increase in mosquito vector
populations [72]. The flooded areas that are potential
mosquito breeding sites ("dambos”) constitute the main
risk areas [73]. Meteorological conditions can also influ-
ence exposure of humans [74].
8. Spatial variation in disease risk depends not only on
land cover but also on land use, via the probability of
contact between, on one hand, human hosts and, on the
other hand, infectious vectors, animal hosts or their
infected habitats
Land cover is defined by the attributes of the earth’s land
surface and immediate subsurface, including biota, soil,
topography, surface and groundwater, and human struc-
tures. Land use is defined by the purposes for which
humans exploit the land cover. While a focus on land
cover helps understanding the presence of vectors and
hosts, a focus on land use identifies which places people
visit for specific activities, at what time of the day and of
the year, and at what frequency. The attractivity of various
places for a given activity depends on their attributes such
as accessibility and value for that activity - e.g., presence of
recreational features, easily accessible forests with ame-
nities such as good trails. Our studies on human cases of
PUUV and LB in Belgium showed that the spatial distribu-
tions of the two diseases were very dissimilar [25]. PUUV
was mostly prevalent in forested, rural and low income
municipalities as transmission to humans was mostly asso-
ciated with hunting and forestry work. By contrast, LB was
mostly found in forested, peri-urban and wealthy munici-
palities, as infection was mostly associated with gardening
and recreational activities in forests. Thus, it is less land
cover (i.e., the presence of broad-leaved forests) than land
use (associated with income level and type of settlements)
that controls the spatial distribution of human cases of
these two diseases. Agents involved in different land uses -
e.g., a tourist and a local farmer - also have varying levels
of awareness of the risk of infection transmission and rate
of adoption of preventive measures. Socio-economic fac-
tors such as income and education have been quantita-
tively related to frequency of human visits to forests and
exposure to tick bites [75]. In Latvia, the main reasons for
people to enter forests included looking for alternative
livelihood sources or recreation. People with low income
and education visit forests more commonly with the pur-
pose of collecting wild food, while more wealthy and edu-
cated people are more likely to visit forests for recreation
[75]. In our study of TBE incidence in rural parishes of
Latvia [21], human cases of TBE were positively related to
variables indicating wild food pickers and negatively
related to variables associated with hikers. Different socio-
economic groups are represented in various proportions
in different regions of a country. In the Camargue, the sce-
narios tested using a multi-agent simulation showed that
water management practices in rice fields influence the
rate of contact between people and potential malaria vec-
tors [27]. According to the flooding date of rice fields, the
maximum abundance of vectors and people can be
reached simultaneously, resulting in high contact rates. In
a study on West Nile Virus disease risk in the US, Winters
et al. [76] emphasized the importance of taking into
account human activities to assess risk of vector exposure
in montane areas heavily used for recreation in the
summer.
9. The relationship between land use and the probability of
contact between vectors and animal hosts and human
hosts is influenced by land ownership
Land ownership and access rules determine whether dis-
tributions of ticks and human activities overlap in space
and time. In most countries, State forests are more
accessible to the public than privately-owned forests. In
the statistical analysis of TBE incidence in rural parishes
of Latvia [21], land ownership proved to be an impor-
tant explanatory variable, with a positive relationship
between TBE incidence and the presence of State-
owned forests. Because forest ownership is associated
with different forest management practices, land owner-
ship may reflect not just access to forests but also differ-
ences in forest management practices. The latter have
an impact on habitat quality for ticks and tick-hosts,
and on the attractiveness of forests for human activities.
For example, forest age, use of plantation and sanitary
cutting may affect the presence of ticks, rodents, and
forest food. While issues of land ownership have been
widely studied in conservation science [77], they have
been ignored in landscape epidemiology.
10. Human behaviour is a crucial controlling factor of
vector-human contacts, and of infection
Humans can adopt a range of preventive measures to
decrease the risk of contact with vectors or pathogens.
The rate of adoption of these measures depends on the
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availability of such preventive measures, the nuisance of
the vector, the risk of infection and its level of percep-
tion by susceptible agents. For transmission to occur,
one needs a combination of a conducive environment,
which is created by an ecosystem favourable to interac-
tions between pathogens, vectors and their animal hosts,
and risk behaviours by human hosts that lead to a
greater incidence among a human population. For
example, the emergence of TBE in the Baltics was asso-
ciated with a complex combination of abiotic, biotic and
human factors [64,75]. Similarly, the spatial distributions
of PUUV and LB infections in Belgium were related to
human activities and behaviours, among other factors
[25]. In an area of Sweden endemic for TBE and LB, dif-
ferences were found in adoption of preventive measures
between permanent and part-time residents and
between genders, suggesting differing risk perception
[78]. Dengue infection in northern Thailand was
explained by variables related to the ecology of Aedes,
the mosquito vector, and by risk and protective beha-
viours [79,80]. One of the greatest challenges in land-
scape epidemiology is to better integrate human
behaviours.
Discussion
The above propositions have the status of hypotheses
requiring further testing in different geographic and bio-
logical contexts. Yet, they further our understanding of
the impact of land-use and land-cover change on the
transmission cycle of vector-borne diseases. A practical
implication of this enhanced knowledge is to identify
indicators of “pathogenic landscapes”, to provide early
warning signals of an increased likelihood of disease
transmission. A static view of the “pathogenicity” of
landscapes overlays maps of the spatial distribution of:
(i) vectors and their habitats, (ii) animal hosts carrying
specific pathogens and their habitat, (iii) susceptible
human hosts and their land use. A more dynamic view
would represent the spatial and temporal dynamics of
these agents at multiple scales. Potential indicators of a
higher transmission risks would be derived from any
combination of social and ecological processes that are
associated with spatial boundaries and temporal transi-
tions that increase - or create new - interactions
between disease transmission agents. Spatial indicators
of infection risks would be associated with ecotones;
margins of the geographic distributions of vectors, hosts
or pathogens; and highly connected places, being at the
crossroad of circulating vectors, hosts or pathogens.
Temporal indicators of infection risks would be asso-
ciated with biological mutation of pathogens, invasion of
vectors, change in composition of animal host popula-
tion, migration of naïve human hosts, abrupt land use/
cover changes (not just land cover conversions but also
subtle land cover modifications), political and economic
changes, rapid climatic changes... Importantly, it is
synergistic interactions between several of these indica-
tors that are most likely to be associated with high
infection risks.
The above findings have implications for the design of
public health surveillance systems. For example, geore-
ferencing of serological data collected on hosts is essen-
tial. For human cases, recording the place of infection in
addition to the place of residence of patients is also
necessary. Systematic trapping of vectors and/or animal
hosts for serological surveys should be spatially targeted
on areas with a high risk of transmission. This could be
achieved through spatially stratified sampling schemes
defined based on the relevant landscape attributes. Bud-
geting should allow for rapidly increasing the intensity
of serological surveys on hosts in periods of unexpected
socio-economic, ecological or climatic transitions that
have the potential to affect transmission of infections.
Data on land cover, land use, and socio-economic fac-
tors associated with risk behaviours should be systemati-
cally integrated in surveillance systems. Finally, the
ability of public health analysts to integrate data from
different sources, at multiple scales, and representing
various components of disease systems should be
enhanced.
The different modelling approaches used in the case
studies were highly complementary. A detailed and
accurate land cover mapping by remote sensing was at
the basis of the methods used. Spatial statistical models
were used to explore empirical relationships between
disease systems and landscape patterns, as a preliminary
approach of disease systems for the development of
more integrated models. The finding of statistically sig-
nificant associations does not establish causal relation-
ships. Moreover, regression models cannot be used for
extrapolation beyond the region of the variable space
corresponding to the original data. R0 models allow
investigation of establishment potential in the absence
of a disease. They are based on a representation of bio-
logical processes of transmission. Yet, the spatial hetero-
geneity of environmental attributes is not explicitly
included in these models. The development of multi-
agent simulations necessitates a considerable amount of
data and a good preliminary knowledge of the disease
system. MAS represent the dynamics of people-vector
contacts in space and time and are therefore ideal to
explore scenarios associated with conditions that have
not been observed previously. Coupling R0 models with
MAS could therefore better represent the influence of
spatial and temporal heterogeneity in people-vector con-
tacts on the risk of establishment of an infection. There
is a logical sequence in the use of the various methods,
from the land cover description by remote sensing to
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the spatially-explicit multi-agent simulation, transiting
through exploratory statistical analyses to better under-
stand the key components of disease transmission and
their associations.
Conclusion
We conclude as we started, with a quote by E.N. Pav-
lovsky (1966):
“The epidemiological significance of a locality is deter-
mined by the following factors: (a) the landscape of an
area with natural foci of diseases in newly-settled and
reclaimed regions (...); (b) the extent and nature of
contact between man and his natural environment.”
All our case studies show that spatial variations in
infection risk are controlled by three sets of factors: (i)
the pathogenic cycle and the biology of vectors, hosts
and pathogens; (ii) ecosystem processes at the landscape
scale, as influenced by ecosystem structure and compo-
sition, landscape connectivity and configuration, climate,
species interactions; and (iii) land use, human behaviour
and mobility, knowledge and perception of disease risk,
and socio-economic conditions. In general, previous stu-
dies in spatial epidemiology have ignored or given less
emphasis to the latter set of factors (i.e., land use and
human behaviours). The challenge in landscape epide-
miology is to integrate dynamically these different fac-
tors, with an emphasis on their interactions and not just
on their spatial overlay. By identifying a set of proposi-
tions on factors controlling these interactions, this
review contributes to a general understanding of spatial
variations in disease risk.
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Abstract – The recent and rapid spread in the Mediterranean Basin of bluetongue, a viral disease
of ruminants transmitted by some species of Culicoides (biting midges), highlights the necessity
of determining the conditions of its emergence. This study uses high spatial resolution satellite
imagery and methods from landscape ecology science to identify environmental parameters related
to bluetongue occurrence in Corsica, a French Mediterranean island where the disease occurred for
the first time in 2000. A set of environmental variables recorded in the neighborhood of 80 sheep
farms were related to case occurrence through a logistic regression model computed within three
subsequent buﬀer distances of 0.5, 1 and 2 km. The results reveal the role of landscape metrics,
particularly those characterizing land-use units such as prairies and woodlands, as well as farm
type, latitude and sunshine to explain the presence of bluetongue. Internal and external validation
both indicate that the best results are obtained with the 1 km buﬀer size model (area under Receiver
Operating Characteristic curve = 0.9 for internal validation and 0.81 for external validation). The
results show that high spatial resolution remote sensing (i.e. 10 m pixels) and landscape ecology
approaches contribute to improving the understanding of bluetongue epidemiology.
epidemiology / bluetongue / remote sensing / geographic information systems / landscape
ecology
1. INTRODUCTION
Bluetongue (BT) is a vector-borne dis-
ease which aﬀects ruminants, with high
severity for sheep. BT is recorded in the
list of diseases with mandatory notifica-
tion to the World Organisation for Ani-
* Corresponding author: annelise.tran@cirad.fr
mal Health (Oﬃce International des Épi-
zooties) because of its major consequences
on animal health, economies and inter-
national trade1. Bluetongue virus (BTV)
is transmitted by some species of biting
1 OIE, Diseases notifiable to the OIE [on line]
(2004) http://www.oie.int/eng/maladies/en_
classification.htm [consulted 16 October 2006].
Article available at http://www.vetres.org or http://dx.doi.org/10.1051/vetres:2007025
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midges of the Culicoides genus (Diptera:
Ceratopogonidae). Until recently Europe
was BT-free, although incursions did oc-
cur at intervals. Since 1998, in Europe, the
circulation of six diﬀerent BTV serotypes
have caused the most severe outbreaks of
BT on record [25]. In Western Europe, the
first cases of BT were detected in August
2000 in the Italian island of Sardinia [12].
The virus was then rapidly detected in the
nearby island of Sicily, the mainland of
Italy, the French island of Corsica, and
the Spanish islands of Menorca and Mal-
lorca (October 2000) [25]. In the western
part of the Mediterranean basin, climate
changes could have contributed to this
spread through the northward expansion of
the main Afro-Asian BT vector, Culicoides
imicola [39]. In Corsica, C. imicola was
first detected in October 2000 [20] a few
weeks before BT outbreaks occurred. An
entomological surveillance network imple-
mented from 2002 onwards has confirmed
that this vector is now well established
throughout the island [2]. BTV circula-
tion has been detected every year since its
introduction in 2000. More knowledge is
needed to understand the conditions of BT
emergence in Corsica, the first step being
to better define the risk zones.
To identify the areas at risk for blue-
tongue, several models predicting BT vec-
tor distribution have been developed using
climatic data [14, 50] and low spatial res-
olution remote sensing data [3–7, 38, 46].
Low spatial resolution satellite sensors can
provide surrogates of meteorological data
through specific channel values or the cal-
culation of indices related to temperature,
humidity and vegetation. These methods
have been developed for diﬀerent vector-
borne diseases [8, 41, 42] and take bene-
fit from the area-wide availability of the
data and their repetitiveness over time.
The accuracy of these predictions on the
presence/absence or abundance of C. im-
icola is variable (from R2 = 0.53 [3, 4]
to kappa = 0.91 [46]): understandably,
they are more accurate in the regions
from which entomological training data
sets come from. Predictions from the only
model taking into account Corsican ento-
mological data are in good agreement with
the observed vector distribution at the low
spatial resolution of the study2. Neverthe-
less, to reveal local contrasts in distribution
patterns of BT, additional fine scale analy-
ses are necessary [37].
High spatial resolution approaches can
both take benefit from knowledge on vec-
tor and disease ecology and landscape bio-
nomics [19], and help acquire additional
knowledge on vector ecology when only
limited field information is available, as is
still the case for C. imicola. Using such
approaches, the environmental landscapes
favorable or unfavorable to vectors and
to the diseases they carry can be identi-
fied. To characterize these landscapes, a
wide variety of metrics referring to com-
plementary aspects of vector or host ecol-
ogy are available. These metrics quantify
the composition of the mosaic (patch type,
abundance, diversity, etc.) or its structure
(shape, edge, neighbors, etc.). Applications
of landscape ecology include diﬀerent dis-
eases such as trypanosomiasis [10, 18] and
Lyme disease [22,27,28,40]. Such applica-
tions to vectors and vector-borne diseases
have been reviewed by Kitron [29].
The aim of this study was to charac-
terize favorable landscapes for BT occur-
rence in southern Corsica. We test the
hypothesis that BT outbreaks in southern
Corsica are not distributed randomly but
can be explained by landscape elements
detected at fine spatial remote sensing res-
olutions and by farm characteristics. To
identify potential landscape risk factors,
the environment surrounding BT-free and
2 Roger F.L., Emergence of bluetongue disease
in the mediterranean basin: Modelling loca-
tions at risk for potential vectors (Culicoides
spp.) using Satellite Imagery, MSc, University
of London, 2002.
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BT-infected sheep farms is described using
a high spatial resolution SPOT (Satellite
pour l’Observation de la Terre) image and a
digital elevation model (DEM). The satel-
lite image of southern Corsica was classi-
fied to obtain a land cover map that was
used in a landscape analysis to characterize
the spatial structure of the mosaic of veg-
etation patches. Statistical models of BT
occurrence were created and their accuracy
was assessed.
2. MATERIALS AND METHODS
2.1. Localization of farms and disease
outbreaks
The study was restricted to the farms un-
der the charge of one of the governmental
veterinary assistants of southern Corsica.
With his help, the farms under his respon-
sibility were georeferenced in a Geograph-
ical Information System (GIS) using ESRI
ArcGisTM (Redlands, CA, USA), their of-
ficial identification number recorded and
species bred listed. Amongst these live-
stock farms, only those including sheep
holdings were selected (n = 80, referred
to as sheep farms). Two types of farming
systems were recorded in the sheep farms:
one with only sheep holdings (referred to
as monospecific sheep farms), and the sec-
ond with sheep and other livestock (cattle
and/or goats, referred to as mixed farms).
The oﬃcial declaration of BT occurrence
by French veterinary services was based on
detection of BTV by RT-PCR in clinically
suspected sheep by the national reference
laboratory. BT infected farms were defined
as farms in which at least one BT outbreak
(whatever the serotype) had been oﬃcially
declared between 2000 and 2003 (n = 46).
All other sheep farms for which no BT out-
breaks had been oﬃcially declared were
considered BT-free (n = 34).
2.2. Remote sensing derived
environmental data
To characterize the environment in the
neighborhood of the 80 sheep farms, buﬀer
zones were defined around each farm. The
active flight range of C. imicola was not
precisely described, but referring to other
Culicoides species [30], it should range be-
tween a few hundred meters and a few
kilometers. Therefore, three sizes of buﬀer
zones were tested: 0.5, 1 and 2 km in ra-
dius. Since knowledge on the bio-ecology
of C. imicola is limited, a wide range of en-
vironmental data, derived from a DEM and
from a high spatial resolution SPOT satel-
lite image, were tested.
2.2.1. Environmental data derived from
the DEM
The DEM of Corsica was provided by
the IGN (Institut Géographique National);
its pixel size is 50 m. Five variables were
extracted from the DEM, namely altitude
(mean in the buﬀer), slope (mean in the
buﬀer), a sunshine index (mean and stan-
dard deviation in the buﬀer), and aspect
(modal class). The sunshine index was
calculated according to the sun’s position
on the 30th of June 2001 at 16 h GMT
(ENVI software, ITT, CO, USA). This in-
dex varied between 0 and 1 and can be con-
sidered as an indicator of temperature and
humidity. The aspect was measured clock-
wise in degrees with 0 = 360◦ facing north
and 180◦ facing south. It was classified in
three equal classes: one with a southern
exposure facing Sardinia (130–250◦), and
two others facing north-east (10–130◦) and
north-west (250–10◦), to test if areas facing
Sardinia (the closest infected area) could
be more at risk than the others. Finally,
hydrographical data were used to quantify
the length of the rivers flowing through the
buﬀer zones.
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2.2.2. Environmental data derived from
the SPOT image
Data on vegetation coverage were ex-
tracted from a SPOT 4 satellite image
(pixel of 10 m) acquired on the 6th of
June 2001. SPOT 4 images include 4 chan-
nels in the green, red, near infrared (NIR)
and middle infrared (MIR) portions of the
spectrum.
2.2.2.1. NDVI
The NDVI, a standardized vegetation
index [49], was calculated for this image.
Minimum, maximum, mean, and standard
deviation values in the buﬀer were ex-
tracted. The image was also used to pro-
duce a land-cover classification.
2.2.2.2. Land-cover map
A land-cover map was obtained by
carrying out a supervised object-oriented
classification (eCognitionTM software,
Definiens-imaging, Munich, Germany).
In object-oriented approaches, the image
is first segmented into homogeneous
polygons, so-called objects. A supervised
classification then allocates the objects
to pre-defined land-cover classes in three
key stages [16]. The first stage was the
acquisition and characterization of training
sites; more than 180 sites of known land
cover, identified in the field with a GPS
(Global Positioning System) receiver, are
geolocated on the satellite image and the
features of the respective objects were
used as a training set. At the second stage,
a standard nearest neighbor classification
algorithm was used to allocate each object,
according to its features, to the most
similar land-cover class. In this way, a
thematic classification was produced. A
major advantage of classifying objects
rather than pixels is the fact that features
such as topology (i.e. relations to the
neighboring objects), shape, texture, and
a wider range of statistics on spectral
signatures can be used to characterize the
objects [9]. In all, 49 features were used to
classify the image. During the last stage,
the accuracy of the obtained classification
was evaluated using a new set of training
data, i.e. ground-truth data, coming from
more than 210 sites. In a confusion matrix,
the allocated land-cover class of the new
set of objects is compared to the observed
land-cover class.
2.2.2.3. Landscape metrics
A landscape analysis was conducted on
the land-cover map to characterize its spa-
tial structure. In this study, being the first in
the field to link landscape metrics and Culi-
coides, a wide range of landscape metrics
were chosen, including area-density-edge,
diversity, isolation-proximity and connec-
tivity. Using the Fragstats freeware3, met-
rics were calculated at two levels: one for
each land-cover class found in a buﬀer
(class-level metrics) and the other for the
whole landscape, i.e. for the entire buﬀer
regardless of the class (buﬀer-level met-
rics). The description of the selected met-
rics is provided in Table I.
2.3. Statistical analysis
2.3.1. Univariate analysis
As a first step, a descriptive analysis
(including a Pearson correlation matrix)
was performed for all the variables. The
quantitative variables were tested both as
quantitative and, after coding in classes,
as qualitative variables. They were kept as
quantitative variables whenever possible,
and were coded in terciles (or in pres-
ence/absence if more relevant) when nec-
essary to accommodate for non-monotonic
3 McGarigal K., Cushman S.A., Neel
M.C., Ene E., FRAGSTATS: Spatial Pat-
tern Analysis Program for Categorical
Maps, version 3.3, University of Mas-
sachusetts, Amherst, USA, [on line] 2002
www.umass.edu/landeco/research/fragstats/fra-
gstats.html [consulted 16 October 2006].
Characterizing landscapes at risk for BT 673
Table I. Landscape metrics extracted from Fragstats.
Descriptor Name (Metric level; Definition
Pattern component)
PD Patch Density Number of patches in the buﬀer (of all patch types),
(Buﬀer-level; Area-density-edge) divided by the buﬀer area, and then converted to 100
hectares.
LSI Landscape Shape Index Total length of edge divided by the minimum length of
(Buﬀer-level; Area-density-edge) class edge possible for a maximally aggregated class
(achieved when the class is maximally clumped into
a single, compact patch).
ENN_MN Mean Euclidian Nearest Mean distance (m) to the nearest neighboring patch
Neighbour Distance (regardless of the patch type).
(Buﬀer-level; Isolation-proximity)
CONNECT Connectance index Number of joinings between all patches of the same type
(Buﬀer-level; Connectivity) within a 50 meter range (user-defined threshold), divided
by the total number of possible joinings between all
patches of the same type (whatever the range), and then
converted to a percentage.
PRD Patch Richness Density Number of diﬀerent patch types present within the buﬀer
(Buﬀer-level; Diversity) divided by buﬀer area, and then converted to 100
hectares.
SIDI Simpson’s Diversity Index SIDI equals 1 minus the sum, across all patch types, of
(Buﬀer-level; Diversity) the proportional abundance of each patch type squared.
It represents the probability that any 2 pixels selected at
random would be diﬀerent patch types.
PLAND_X* Percentage of Landscape covered PLAND equals the sum of the areas (m2) of all patches
by patches of class X of the corresponding patch type, divided by total
(Class-level; Area-density-edge) landscape area (m2) and then converted to a percentage.
NP_X* Number of patches of class X Number of patches of each of the 9 types of land-cover
(Class-level; Area-density-edge) classes.
LSI_X* Landscape shape index of class X LSI calculated for each of the 9 types of land-cover
(Class-level; Area-density-edge) classes.
* X represents each of the 9 types of land-cover classes.
and nonlinear responses (e.g. little risk as-
sociated with both small and high values
of the variable, and high risk associated
with a mean value of the variable). Mann-
Whitney, Pearson chi-square or Fisher ex-
act tests [1] were used to test associations
between BT status and environmental data.
Significant variables in preliminary uni-
variate screening analysis at a 0.15 p-value
for at least one size of buﬀer were then
tested in a multivariate analysis with a lo-
gistic regression stepwise procedure.
2.3.2. Multivariate analysis
One of the main purposes of multi-
variate logistic regression is to examine
the role of explanatory variables, having
adjusted for other variables [17]. Much
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caution was taken to examine the eﬀects
of correlations on variable selection at
all steps of the process. The variables
were first gathered in five thematic groups
(topography, land-use units, buﬀer-level
landscape metrics, class-level number of
patches and class-level landscape shape in-
dexes). Variables of each theme that were
significant in the multivariate analysis with
a 0.10 p-value were next tested with the
significant variables of the other themes.
The entire process was repeated for each
buﬀer size, thus producing one logistic
model for each buﬀer size (Systat soft-
ware, SSI, CA, USA).
2.3.3. Autocorrelation
In spatial data sets, observations that
are close in space tend to be more sim-
ilar than observations that are far apart,
i.e. data are spatially correlated. Underly-
ing logistic regression techniques are the
two basic assumptions that the residuals
of the model are independently and iden-
tically distributed. If the data are spatially
correlated and the predictor variables do
not take this autocorrelation into account,
the residuals of the model will be spatially
autocorrelated, and the statistical link be-
tween the predictor variables and the pre-
dicted variable may be over-estimated [48].
A Monte Carlo test based on the variogram
was used to check for evidence of spatial
correlation of residuals4. This test con-
sists in comparing the observed variogram
with variogram “envelopes” computed by
simulating permutations of the data values
4 Ribeiro P.J. Jr., Christensen O.F., Dig-
gle P.J., geoR and geoRglm: Software for
Model-Based Geostatistics. Proceedings of
the 3rd International Workshop on Dis-
tributed Statistical Computing (DSC 2003),
March 20–22, Vienna, Austria, [online] 2003
http://www.ci.tuwien.ac.at in Conferences -
DSC-2003 – Proceedings [consulted 9 January
2007].
across locations. This test was carried out
with the R freeware5 (geoR and geoRglm
packages).
2.4. Internal accuracy assessment
The models were first validated inter-
nally, i.e. on the same data set of 80 farms
of southern Corsica. The predictive ac-
curacy of the models was assessed using
the ROC (Receiver Operating Characteris-
tic) curve method [32, 36]. The area under
curve (AUC) of the ROC curve, its 95%
confidence interval and the sensitivity and
specificity (cut-oﬀ point 0.5) of the models
were calculated to evaluate the quality of
the models. The greater the AUC, the more
discriminating the model is and the closer
the predictions are to the observed data.
2.5. External accuracy assessment
The models were validated externally,
i.e. on new environmental and epidemio-
logical data sets. A SPOT image of the
Ajaccio region (Corsica, France), situated
north of the first study area, was classified
using the same methods and land-cover
classes. The variables selected in the mod-
els were extracted and the risk probability
was calculated and compared to the oﬃ-
cial disease status of sheep farms located
in the Ajaccio region. When more than
25% of the buﬀer zone surrounding a farm
fell outside the satellite image, the farm
was excluded, thus the number of farms
included varied from 130 farms with the
2 km buﬀer to 151 farms with the 0.5 km
buﬀer. Similar to the internal validation,
external validation relied on the AUC of
the ROC curve.
5 R Development Core Team, R: a language and
environment for statistical computing, version
2.3.1, R Foundation for statistical computing,
Vienna, Austria, [on line] 2005 http://www.r-
project.org/ [consulted 16 October 2006].
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Figure 1. Bluetongue status of sheep farms of southern Corsica and of the Ajaccio region.
3. RESULTS
3.1. Farm characteristics
The locations of the BT-infected
(n = 46) and BT-free (n = 34) farms are
presented in Figure 1. The absence of
farms in the central part of the island is
due to a high mountain range (1400 m
above sea level), with all farms being
located under 800 m. Seven farms were
monospecific sheep farms and 73 were
mixed farms.
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Table II. Variables selected in the BT models for the three sizes of buﬀers.
Variables* Models
classes 0.5 km buﬀer 1 km buﬀer 2 km buﬀer
OR (90% CI) OR (90% CI) OR (90% CI)
Farm type
Monospecific sheep farm 1 1 1
Mixed farm 57.83 (3.97–842.76) 133.29 (10.74–1653.83) 37.16 (4.93–280.08)
Latitude (km) 0.88 (0.83–0.94) – 0.86 (0.81–0.92)
Mean sunshine – 1E-4 (3E-8–0.56) 2E-6 (4E-11–0.08)
Patch richness density
Low values (T1) 1 – –
Medium values (T2) 4.86 (1.54–15.33) – –
High values (T3) 0.81 (0.21–3.09) – –
Low shrublands
Absence – 1 –
Presence – 5.2 (1.43–18.92) –
LSI of impervious surface – 1.53 (1.05–2.22) –
LSI of open prairies
Low values (T1) – 1 –
Medium values (T2) – 0.13 (0.03–0.66) –
High values (T3) – 1.31 (0.28–6.20) –
LSI of woodlands
Low values (T1) – 1 –
Medium values (T2) – 12.18 (2.27–65.35) –
High values (T3) – 10.07 (1.98–51.07) –
Nb of patches of open prairies – – 1.24 (1.10–1.40)
Intercept: 513.06 for the 0.5 km buﬀer, –3.37 for the 1 km buﬀer and 612.86 for the 2 km buﬀer.
* Variables selected with p < 0.1. Variables were kept as continuous variables unless it was more relevant
to recode them in terciles (T) or to dichotomize (presence/absence) them.
OR: odds ratio; CI: confidence interval.
3.2. Land-cover maps
Nine land-cover classes were defined,
namely low shrublands, woodlands (in-
cluding forests and maquis, a typical
Mediterranean association of dense shrubs
and trees), pine trees, open prairies,
prairies with tree cover, cultivated land,
marshes, impervious surface and water.
The confusion matrixes revealed that the
overall accuracies of the classifications
were fair (71%) for southern Corsica and
very good (90%) for the Ajaccio region.
3.3. Selected variables in the models
The variables included in each of the
three buﬀer-specific models as well as their
contribution are detailed in Table II. All
three models include landscape metrics,
three environmental variables are common
to at least two models and six others are
included in only one model.
– The three models include the type
of farm as a predictive variable. The high
odds ratio values and large confidence in-
tervals reflect the sampling imbalance of
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Table III. Internal and external evaluation of the BT models for the three sizes of buﬀers.
Model evaluation 0.5 km buﬀer 1 km buﬀer 2 km buﬀer
Internal Validation (n = 80)
AUC ROC curve (95% CI) 0.85 (0.77–0.93) 0.90 (0.83–0.97) 0.88 (0.81–0.96)
Sensitivity (cut-oﬀ: 0.5) 87% 85% 87%
Specificity (cut-oﬀ: 0.5) 62% 85% 68%
External Validation
Number of farms 151 134 130
AUC ROC curve (95% CI) 0.73 (0.65–0.81) 0.81 (0.74–0.88) 0.77 (0.69–0.85)
CI: confidence interval; n: number of farms.
BT infection in monospecific sheep farms
(1 out of 7, 14%) and in mixed farms
(45/73, 62%).
– Latitude and mean sunshine are se-
lected in two models, the southernmost
farms or those with the least sunshine be-
ing at higher risk.
– The 1 km buﬀer size model includes
the landscape shape index (LSI) of 3 land-
cover classes (impervious surfaces, open
prairies and woodlands). The LSI is related
to the length of the edges.
– Finally, other metrics such as the
patch richness density, the presence of low
shrublands and the number of patches of
open prairies are selected in the 0.5, 1 and
2 km buﬀer size models respectively.
– High LSI (important length of edges)
and high numbers of patches of open
prairies are both associated with higher
risk in the 1 and 2 km buﬀer size models,
respectively.
– Neither isolation-proximity nor con-
nectivity metrics was selected by the mod-
els.
3.4. Validation results
The results of the internal and ex-
ternal validation are presented in Ta-
ble III. The three models have a good
(0.80 < AUC < 0.9) or a high (AUC > 0.9)
accuracy (1 km buﬀer size model). The
1 km buﬀer size model has the best com-
promise between sensitivity and specificity
(85% in both cases), while the other two
models have slightly better values of sensi-
tivity (87%) but far worse values of speci-
ficity (62 and 68%).
The 1 km buﬀer size model was also the
best model when tested with a new data
set (external validation) since it has a good
accuracy (AUC of the ROC curve = 0.81)
whereas the 0.5 and 2 km buﬀer size mod-
els have a fair accuracy (0.7 < AUC < 0.8).
Figure 2 shows the distribution of BT-
infected and BT-free farms as predicted
by the 1 km buﬀer size model for south-
ern Corsica. True positives (n = 39) and
true negatives (n = 29) are farms whose
status was correctly predicted (BT-infected
and BT-free respectively). False positives
(n = 5) are farms which are BT-free but
were predicted BT-infected and false neg-
atives (n = 7) are farms which are BT-
infected but were predicted BT-free.
The residuals of the 1 km buﬀer size
model were not spatially autocorrelated,
reflecting the fact that the spatial interac-
tions (if any) had already been taken into
account in the model. The map (Fig. 2)
shows that the farms that were wrongly
predicted as infected (false positives) or
disease-free (false negatives) do not clus-
ter in particular areas of southern Corsica.
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Figure 2. Internal validation: Risk predictions (1 km buﬀer model) for the 80 sheep farms of south-
ern Corsica.
4. DISCUSSION
4.1. Landscape metrics
Our results suggest that landscape com-
ponents may be important in defining fa-
vorable environments for BT since there
are significant statistical associations be-
tween landscape metrics and BT risk, re-
gardless of the buﬀer scale considered.
With a few exceptions [22, 26], in most
landscape ecology studies one type of met-
rics, namely the percentage of land sur-
face, is explored since it is the simplest
metric and can easily be extracted from
GIS software (such as the Spatial Ana-
lyst extension of ArcView, for example).
Although Fragstats is a free and simple
software, more complex landscape metrics
(such as LSI, PRD, connectance, etc.) are
still rarely used even if they have proven
to be very useful in characterizing subtle
ecological aspects of transmission, as in
the case of Lyme disease [22]. This study
shows that landscape approaches can also
be useful when little is known about the
vector’s ecology.
4.2. Buﬀer scales
Three sizes of buﬀer zones were tested
since active flight range of C. imicola is
not precisely known. The results show that
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diﬀerent variables are selected according
to the buﬀer scale chosen, although these
variations may be in part amplified by the
small number of farms included. Since en-
vironmental factors seem to have an influ-
ence at the 3 buﬀer scales chosen, testing
a wider range of buﬀer scales would be
necessary to determine within what range
of buﬀer sizes there is an influence of
the neighbouring environment on BT risk.
Since the 1 km buﬀer size model appeared
to be the most discriminating, we chose
to focus the discussion on the significant
(p < 0.1) variables of this model.
4.3. Reservoir species
The results show that whatever the
buﬀer scale considered, mixed farms seem
to be more at risk than monospecific sheep
farms (where only sheep are bred). Some
authors have suggested that cattle may be
more attractive to Culicoides than sheep
and thus may serve to protect sheep from
infection by drawing the insects to them-
selves [21, 31]. Our results seem to in-
dicate the opposite, although, as previ-
ously stated, because of the imbalance
between mixed and monospecific sheep
farm groups, the results should be inter-
preted with much caution. If these results
are confirmed, one hypothesis may be that
cattle and goats, known reservoirs of BT
virus [21, 31], may have a more important
role as reservoirs rather than just as feeding
hosts in the epidemiology of the disease.
4.4. Low shrublands and latitude:
a source-point eﬀect
Latitude was a key variable selected in
the 0.5 and 2 km buﬀer size models. While
not selected in the 1 km buﬀer size model,
latitude may be indirectly present since
the correlated low shrublands unit (corre-
lation coeﬃcient: –0.6) that is preferen-
tially distributed in the southernmost part
of Corsica, is selected in the model. This
importance of latitude probably reflects
a distance to a disease source-point, i.e.
the distance to Sardinia. Since introduc-
tion of ruminants from BT-infected areas
like Sardinia was prohibited two months
before first Corsican outbreaks, the risk
of incoming viremic animals can be con-
sidered minor [24]. This finding supports
the hypothesis that there are regular in-
vasions of infected midges from Sardinia
to Corsica. Indeed, the French and Italian
BT-surveillance networks have shown that
the first outbreaks due to BTV2 in 2000
and BTV4 in 2003 in Corsica were pre-
ceded by outbreaks of the same serotype
in Sardinia6 [23]. Since Culicoides can be
passively transported by winds over hun-
dreds of kilometers [11, 44, 45], the 12 km
of sea between Corsica and Sardinia could
have been easily crossed. Furthermore,
weather conditions and wind patterns were
shown to be favorable for transportation of
BTV4 infected midges in 2003 [24].
4.5. Sunshine and lack of humidity
Mean sunshine was negatively associ-
ated with BT risk. This may seem rather
surprising since C. imicola is a tropi-
cal midge whose northern limit in cooler
European regions is linked to tempera-
ture [39]. Since sunshine was estimated for
a summer afternoon, the minimal tempera-
tures required for C. imicola are surpassed
(the mean monthly temperature in June in
southern Corsica is 19 ◦C). One hypothesis
could be that the limiting factor is the lack
of humidity rather than temperature.
6 Gerbier G., Baldet T., Cêtre-Sossah C.,
et al., Emergence of Bluetongue in France
2000-2004, in: SciQuest (Ed.), Proc. 11th
ISVEE, Cairns, Australia, [on line] (2006)
http://www.sciquest.org.nz/default.asp?pageid=
69&pub=10&vol=11 [consulted 16 October
2006].
680 H. Guis et al.
4.6. The importance of edge metrics
High values of lengths of edges (LSI)
of woodlands, open prairies and impervi-
ous surfaces are associated with high BT
risk. This shows that it may be more im-
portant to consider the fragmentation of
the environment rather than the percent-
age of surface covered by a land-cover
class. It is interesting to note that the per-
centage of surface and the LSI are not
always positively correlated and may even
be negatively correlated, as in the case of
woodlands. Edges and borders may be im-
portant for disease transmission by several
means such as by providing meeting points
between hosts and vectors, or by provid-
ing landscapes where essential elements of
a habitat are closely intricate.
The results suggest that fragmented
landscapes containing woodlands and
prairies are linked with BT risk. More
thorough knowledge on the life history
traits of C. imicola is necessary to de-
termine whether edges of woodlands are
important because they oﬀer resting sites
for C. imicola, or whether landscapes
containing large compact surfaces of
woodlands with small lengths of edges
characterize farms which are more iso-
lated, with big patches of woodlands
acting like a barrier for C. imicola. These
results show that until then, the links
with environmental characteristics must
be explored with caution, using simple
metrics, assessing their robustness in dif-
ferent study areas and must be completed
with complementary entomological field
studies.
4.7. Combining high and low spatial
resolution approaches
This study shows that the scope of satel-
lite imagery to model vector-borne dis-
eases is very wide; at low spatial and high
temporal resolutions, climatic surrogates
can be extracted [3–7, 38, 46], and at finer
spatial resolutions, landscape approaches
can help untangle the interplay between
vector-borne diseases and their environ-
ment and support entomological and epi-
demiological field studies. While the use
of local scale approaches is still limited,
it will hopefully be promoted in the fu-
ture, taking benefit of the increasing de-
velopment of sensors. The aims of both
approaches are then diﬀerent but highly
complementary; a key issue now is to es-
tablish a link between the two and combine
them to describe both climatic and land-
scape conditions of occurrence of diseases.
4.8. Conclusion
An innovative ecological high spatial
resolution approach was carried out to
model the occurrence of BT in south-
ern Corsica. Since little is known on the
ecology of C. imicola, many precautions
were taken; several sizes of neighborhoods
were tested, the best model being chosen
according to internal and external vali-
dation criteria. The results highlight the
importance of landscape features (espe-
cially edge metrics), farm types, and reveal
the ‘source point eﬀect’ of Sardinia. The
method presented here is relatively flexi-
ble, and new environmental characteristics
(such as pedological information [15]) can
easily be taken into account if necessary.
Before these results can be used to help
identify future hotspots outside Corsica
which could aid the management of the
disease, it is necessary to locally adapt the
model to take into consideration prevailing
ecological and environmental conditions,
especially if diﬀerent Culicoides species
are involved, as in southern [13, 43], east-
ern [35] and recent outbreaks of northern
Europe [47]. Such an approach will be
adapted to the Var, a French region where
C. imicola is present but not the virus, to
help focus the trapping sites of the ento-
mological surveillance system in the areas
where BT risk is the greatest.
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As a first approach, the models pre-
sented here were based on easily ac-
cessible epidemiological data, i.e. oﬃcial
BT outbreaks. Since disease-based mod-
els suﬀer from several limitations (a major
one being a looser link with environmen-
tal conditions), a similar analysis (same
spatial resolution, buﬀer scales, variables
and study area) will be developed using
entomological data coming from an exten-
sive Culicoides trapping campaign. This
will help to determine whether models
based on more costly and labor intensive
Culicoides collections [33, 34] outperform
disease-based models.
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A method using remotely sensed data was developed to map the incidence of Q fever in the vicinity of
Cayenne, French Guiana. A satellite image was processed to map land cover and generate a population density
index, which was used to determine areas of high disease incidence during the 1996–2000 period. A comparison
with results obtained using population census data showed strong concordance between the two incidence
maps. All high-incidence areas identified using population census data were also detected using remotely sensed
data. This demonstrates the potential of remote sensing as a new tool for rapid mapping of disease incidence in
epidemiologic surveys. 
disease outbreaks; incidence; maps; population density; Q fever; remote sensing
Abbreviations: HRV, high resolution visible; HRVIR, high resolution visible and infrared; IRIS, Ilots Regroupés pour l’Information 
Statistique; SPOT, Satellite Pour l’Observation de la Terre.
Spatial epidemiology aims at analyzing the spatial distri-
bution of disease data to identify risk populations and
possible causal factors (1). The first requirement of epidemi-
ologic surveys is to estimate disease incidence in order to
concentrate the investigation on high-incidence areas, deter-
mine risk factors, and take preventive measures.
During an outbreak investigation, incidence rate estima-
tion requires a census of the risk population. In many cases,
notably in the field of infectious diseases, that amounts to
estimation of the number of people who live in the target
area. However, population census data are often expensive
and difficult to obtain quickly. In some cases, particularly in
developing countries, such data are obsolete or nonexistent.
Because it provides information on land cover, which is
often linked to population densities, remote sensing could
offer potential for epidemiologists as a new, rapid, and rela-
tively cheap tool with which to compute and map incidence.
In the health domain, various remote sensing data at different
resolutions have been used to study the temporal and spatial
distributions of disease or arthropod vectors. In most studies,
parameters are derived from the images and their relation
with epidemiologic or entomologic field data is exploited to
map disease risk or vector density (2–4). They are mostly
natural environmental parameters, such as type of vegetation
(5, 6), vegetation index (7, 8), sea (9, 10) and land (11, 12)
surface temperatures, or amount of water (13–15). Neverthe-
less, remote sensing could also be used to calculate social,
urban, or demographic parameters relevant to epidemiologic
studies.
The use of remote sensing for demographic studies allows
urban growth monitoring, in qualitative and quantitative
terms, at low cost and with regular updating. It is based on
the relation between population and urban morphology (16–
18). For quantitative surveys, homogeneous areas are identi-
fied by interpretation of remotely sensed images and then
linked with population densities (19–22). Nevertheless, the
use of satellite data for precise demographic surveys encoun-
ters serious difficulties linked with the complexity of urban
morphology (23–25).
The purpose of the present study was to evaluate the effi-
ciency of remote sensing data for the characterization of
high-incidence areas. We used data from a recently
Reprint requests to Annelise Tran, Laboratoire Régional de Télédétection, Institut de Recherche pour le Développement Guyane, Route de 
Montabo, BP 165, 97 323 Cayenne, French Guiana (e-mail: tran@cayenne.ird.fr).
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described investigation of a Q fever outbreak in Cayenne,
French Guiana, and its suburbs (26). In the target area, the
incidence rate was computed alternatively with census data
used as the denominator and with the estimation of popula-
tion density obtained using multispectral data from the Satel-
lite Pour l’Observation de la Terre (SPOT).
The study was conducted in French Guiana, where Q fever,
a zoonosis caused by the bacterium Coxiella burnetii, has
been producing an epidemic since 1996. People become
infected mainly by inhaling aerosols generated during parturi-
tion of contaminated animals. In French Guiana, which is
located in the Amazonian forest complex between Brazil and
Suriname, the incidence of Q fever has increased significantly
since 1996 (26, 27). However, the behavior of this original
epidemic significantly differs from the usual case. On the one
hand, this epidemic occurred in the main urban area of the
country, whereas Q fever is mostly considered a rural disease
in the literature. On the other hand, the reservoir responsible
for transmission has not been identified, but many facts
strengthen the hypothesis of there being a wild reservoir,
whereas it is usually constituted by domestic ungulates.
MATERIALS AND METHODS
Population
The study area encompasses the city of Cayenne and its
surroundings, representing 80,000 inhabitants. Located
between the Atlantic Ocean and the Amazon rainforest, it
includes housing areas surrounded by wooded hills and
coastal wetlands. People mainly live in individual houses
and small buildings. Over the past 5 years (1996–2000), 140
cases of Q fever have been reported in Cayenne and its
suburbs, and 112 of these patients have been accurately
located via global positioning system at their address. The
first glimpse of the spatial distribution of the case patients,
without taking into account population density, shows a rela-
tive homogeneity of the spatial distribution. Cases were
present in the town center as well as in the suburbs (figure 1).
The objective of the incidence mapping was clarification of
this interpretation.
Landscape map generation
We used a SPOT XS (XS: multispectral mode) image
(SPOT-4, August 19, 1999) to identify and map the land-
scape elements within the study area. A second SPOT XS
image (SPOT-2, November 17, 1991) was processed in the
same way in order to fill in missing data caused by cloud
cover in the 1999 image (13.7 percent). Indeed, the use of
optical sensors like the high resolution visible (HRV) sensor
is often limited by cloud cover, particularly in equatorial
areas. Both images were geometrically processed to be
compatible with the global positioning system data.
The HRV-XS sensor onboard SPOT satellites measures
the intensity of solar radiation reflected by objects on the
Earth in three wavelengths: green, red, and near infrared.
The high resolution visible and infrared (HRVIR) sensor
from SPOT-4 provides an additional measurement in the
middle infrared range. The pixel (or picture element) size,
corresponding to the smallest area for which the sensor can
record data, is 20 m × 20 m.
Because of the existing link between the characteristics of
an object and its spectral properties, spectral information
given by multispectral sensors allows researchers to differ-
entiate between objects having different spectral responses,
and in some cases to characterize or identify them. The
process used to discriminate and map different types of land
cover, called image classification, is based on the spectral
properties of the landscape: Pixels with similar spectral
responses are merged into the same class. In order to
generate a land cover map of Cayenne, we used a supervised
classification, which requires field knowledge to define the
different classes. Unsupervised classification is a more auto-
matic process but is less meaningful and therefore less
adapted to our study.
The 11 landscape elements identified were dense urban
areas, suburban areas, mangrove areas, dense secondary
forest, sparse secondary forest, swamp, sand, bare soil,
roads, free water, and a miscellaneous nonlandscape class
(clouds, cloud shadows). The classification was performed
on the four channels of the 1999 SPOT image using a
Bayesian process called maximum likelihood classification
(Imagine software; ERDAS, Atlanta, Georgia) (28, 29). The
1991 SPOT image was processed in the same way on areas
corresponding to the nonlandscape class (13.7 percent of the
1999 image). Although results of the two classifications are
not rigorously comparable (different spectral inputs,
different dates), we considered it better to use a second
image rather than suffer from a total lack of data. We did not
compute radiometric and atmospheric corrections, which are
not required for a supervised classification process.
Calculation of a population density index
Because the classification allows discrimination between
urban areas (including dense urban areas, suburban areas,
FIGURE 1. Cases of Q fever in Cayenne, French Guiana, 1996–
2000.
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bare soil, and roads) and natural areas (mangrove, dense and
sparse secondary forest, swamp, sand, and free water), we
merged the different landscape elements into these two
classes. Then, assuming that population density is related to
the presence of urban elements like buildings, roads, houses,
etc., we empirically computed a population density index for
each pixel (corresponding to a 20- × 20-m area). This index
is defined as the number of neighboring pixels belonging to
the urban class, within 200 m of the central pixel boundary
(figure 2, part a). Using a binary image, where urban pixels
take the value 1 and all others take the value 0, this can be
done by convolving the binary image with a 20- × 20-pixel
circular low pass filter (Imagine software).
Calculation of the disease incidence index
We first calculated in the same way the case density, equal
for each pixel to the number of neighboring pixels where a Q
fever case had been located, within 200 m of the central pixel
boundary. We then computed the ratio between the two
values (number of cases through the population density
index) for each pixel. Finally, we interpolated the resulting
values taken for each disease case, in order to map disease
incidence (figure 3). We computed a 200-m regular grid by
means of the kriging technique (Surfer software; Golden
Software, Inc., Golden, Colorado) (30). Kriging is a
geostatistical interpolation method that takes into account
the trends expressed in the spatial data. It is based on the
exploitation of a variogram model, which allows one to
describe a variable’s spatial behavior (31).
Several filter sizes have been tested, and 200 m has been
identified as the most adapted size for computing a disease
incidence index. Indeed, a 200-m neighborhood permits
characterization of the incidence distribution at a district
level, which is more suitable, in the case of our epidemio-
logic study, than a smaller size (house level) or a bigger size
(city level).
Population census data
We used 1999 population census data from the French
National Institute of Statistics and Economic Studies
(Institut National de la Statistique et des Etudes
Economiques) to estimate the validity of our population esti-
mation. Cayenne and its suburbs are divided into 35 districts
called statistical block groups (Ilots Regroupés pour l’Infor-
mation Statistique (IRIS)), with a mean surface area of 6.2
km2 (32). For each one, the average population density is
known (figure 2, part b).
We computed the incidence value for each IRIS district by
dividing the number of cases in the district by the number of
inhabitants. We obtained an accurate incidence map with a
low spatial resolution corresponding to the IRIS district size.
To compare maps with the same spatial resolution, we inter-
FIGURE 2. Population density in Cayenne, French Guiana,
according to a population density index (part a) and population cen-
sus data from the Institut National de la Statistique et des Etudes
Economiques (part b). Lighter areas are areas with a higher density
of urban elements (buildings, roads, etc.). Darker areas are areas
with a lower density of urban elements.
FIGURE 3. Map of Q fever incidence in Cayenne, French Guiana
(disease incidence index map), obtained using satellite data from
1999 and 1991. Lighter areas are areas of higher incidence, and
darker areas are areas of lower incidence.
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polated the incidence values taken for each Q fever case to
resample the disease incidence map with a 200-m pixel
(figure 4).
Validation
Population densities and disease incidence rates obtained
using population census data were compared with those
obtained using satellite data. Because the observation scales
are different (mean population census district surface = 6.2
km2; SPOT XS pixel size = 20 m), comparing the results is
not easy. Maps obtained using population census data are
more accurate but have a lower spatial resolution. On the
other hand, maps obtained using satellite data offer a higher
spatial resolution but less accurate values.
We visually compared the maps in terms of information
content (qualitative validation). We then computed the
average population density index for each IRIS district and
compared it with the population density value generated by
the census (quantitative validation).
RESULTS
Qualitative evaluation
There was strong concordance between the low- and high-
density areas in the two population density maps (figure 2).
Because of its higher spatial resolution, the map derived
from the satellite image showed the heterogeneity within
each IRIS district, as well as details such as roads and
isolated groups of houses or buildings. Nevertheless, the
trends observed in the population census map were the same
as those observed in the population density index map.
The disease incidence map derived from the population
census data (figure 4) highlighted several areas with high Q
fever incidence rates (Camp du Tigre, Rorota, Bourda,
Prison, Rochambeau, La Chaumière, and Cogneau-Larivot),
all located on the outskirts of Cayenne. Visual control
showed that the incidence map obtained using satellite
imagery (figure 3) was very similar to the map obtained
using population census data (figure 4). The same incidence
spots were observed, though not with the same intensity.
Two examples illustrate two main sources of difference.
The first example concerns additional spots: Two additional
peaks were observed in the population census incidence map
near the Camp du Tigre peak (figure 4). The second example
concerns intensity differences: Some spots, such as the
Cogneau-Larivot area, appear with a much lower intensity in
the incidence index map than in the real incidence map.
These differences are due to the low spatial resolution of the
census data (example 1) and to the reduced accuracy of the
population density index calculation (example 2).
In spite of these differences, our incidence index map is
relevant for epidemiologic study as long as absolute inci-
dence values are not needed. Indeed, epidemiologic surveys
using this map would be concentrated on the same strong
incidence areas as surveys using the real incidence map
obtained with population census data.
Quantitative evaluation
We used logarithmic transformation in order to reduce the
saturation of our population density index for high popula-
tion densities. It is then correlated with the real density given
by the population census with a high correlation coefficient
(r = 0.91; p < 10–5). These results demonstrate the efficiency
of our method for obtaining a rough estimate of population
density (figure 5).
DISCUSSION
When population density is taken into account, the
apparent homogeneity of the distribution of Q fever cases
over the Cayenne region in fact hides a strong heterogeneity
in disease incidence. This confirms the relevance of
reporting the locations of case patients and merging this
information with demographic data. Results show that satel-
lite multispectral data can provide a relevant population
density index with which to map the incidence distribution.
Although it does not predict an accurate absolute value of
disease incidence, it provides a correct relative precision and
above all a high spatial resolution.
The comparison between our incidence index map and the
incidence map obtained using population census data
confirms the efficiency of remote sensing techniques in iden-
tifying areas of high disease incidence, in the same way that
classical population census demographic data should do. In
that way, estimation of the population distribution with satel-
lite imagery can be used to compensate for a lack of popula-
FIGURE 4. Map of Q fever incidence in Cayenne, French Guiana,
obtained using 1999 population census data from the Institut
National de la Statistique et des Etudes Economiques. Lighter areas
are areas of higher incidence, and darker areas are areas of lower
incidence.
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tion census data; moreover, it presents many advantages: It is
rapid, relatively cheap, and computationally easy, and it
provides a visual product simplifying analysis and interpre-
tation of the results.
The higher spatial resolution of satellite data limits errors
in the detection of incidence spots. For example, the two
additional spots detected using the population census data
(example 1) are clearly artifacts due to the too-important size
of the IRIS districts. Indeed, in the district that included
these two spots, all points are supposed to have the same
incidence value, which is equal, in that case, to the high inci-
dence value of Camp du Tigre.
Limitations of our method must be pointed out, however.
On the one hand, it does not provide an accurate value for
disease incidence, only an index linked to this value. Conse-
quently, it is suitable for epidemiologic surveys that need a
qualitative analysis of the incidence distribution rather than a
quantification of the extent of the epidemic. Indeed, compu-
tation of population density using satellite data encounters
the same difficulties as those involved in demographic appli-
cations of remote sensing: The complexity of urban
morphology and of the link existing between population and
land use, depending on sociocultural parameters, limits an
accurate estimation of population density using satellite data
with moderate spatial resolution. On the other hand, the
population density index presents several inaccuracies
linked with its definition. We have shown that it becomes
saturated for dense urban areas. Indeed, the index cannot
increase as soon as the 200-m neighborhood is full of build-
ings, while the population density can still increase.
Moreover, the index calculation is the same for areas with
low and high population densities, although the relation
between population and building density is very different.
Schematically, in areas of low population density, one house
corresponds to one family, whereas in high-density areas like
town centers, one roof corresponds to one building housing
several families. Depending on the district, our index should
be adjusted for a more accurate population estimation.
In the same way, the difference between residential and
nonresidential buildings is not taken into account in the
index calculation. Example 2 shows that although the district
of Cogneau-Larivot is detected in the two maps as a strong
incidence spot, the spot intensity is much lower in the inci-
dence index map than in the map derived from the popula-
tion census. It can be explained by the presence of industrial
plants in that district: Our population density index indicates
a high population density because the number of buildings is
important. This contributes to an increase in the population
density estimation and therefore to a reduction in the inci-
dence rate.
Such limitations could be overcome using additional infor-
mation such as selective field surveys, previous population
census data, etc. This information would improve investiga-
tors’ knowledge of the existing relation between population
and urban landscape characteristics and therefore the index
calculation. Moreover, since the use of a SPOT image permits
discrimination between different urban classes (dense urban,
suburban), index accuracy could also be improved by using
more than one urban class in the calculation.
Perspectives
Remote sensing could provide additional information on
habitat. Different types of districts could be distinguished
(city centers, residential districts, spontaneous settlements,
buildings, individual houses with gardens), and habitat could
FIGURE 5. Bidimensional representation of the population density index created using multispectral data from the Satellite Pour l’Observation
de la Terre (SPOT) versus the logarithm of real population density in Cayenne, French Guiana (population census data). The circles show the
population density index values derived from the SPOT data, and the solid line is the regression line.
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be described in both environmental and social terms. All of
this information is relevant for epidemiologic surveys.
Indeed, more so than a population density index, remote
sensing could provide epidemiologists with a descriptive
analysis of the population affected by the disease for further
studies.
In the epidemiologic survey of Q fever conducted in
French Guiana, many results led to the hypothesis that the
reservoir of the bacterium was a wild animal (26). In such
conditions, the priority was to identify trapping areas for
reservoir identification and habitat characterization. This
was allowed by our study.
Application of the method to other sites and other 
diseases
We implemented a population density index in the partic-
ular case of a survey on Q fever in French Guiana (26); it was
adapted for a region-scale survey at a study site with a partic-
ular urban morphology. In another context, particularities of
the disease and the region—such as study scale, required
accuracy, environmental conditions, location of cases, and
local sociocultural practices—would have to be taken into
consideration. Most of the parameters used in our study, like
the sensor characteristics, the number of images, and the size
of the surface used in calculation of the population density
index, were determined on the basis of knowledge from field
and disease epidemiology. Further study is needed to deter-
mine how they should be adapted for other sites and
diseases.
Conclusion
Our results demonstrate that remote sensing can be used as
a new tool for rapid mapping of disease incidence in an
epidemiologic survey. We were able to identify the areas
with high incidence rates, and we validated our approach
using population census data.
Locally, this incidence map will aid in further research on
the risk factors for Q fever and the reservoir of the bacterium
responsible for Q fever in Cayenne. More generally, the
method described in this paper could be applied to other
diseases in other areas, provided that demographic data
could be estimated through a land cover study.
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Résumé
Les maladies vectorielles ont un impact important sur la santé publique et
vétérinaire et le nombre de leurs émergences ou ré-émergences au cours des der-
nières décennies a signiﬁcativement augmenté. De ce fait, une meilleure connais-
sance de leurs mécanismes de transmission, de diﬀusion et d'émergence est re-
quise pour la mise en place de méthodes de contrôle ou de surveillance adap-
tées. En particulier, la compréhension de l'inﬂuence de l'environnement phy-
sique et humain sur le système hôte-vecteur-pathogène paraît essentielle dans
un contexte de changements globaux.
Les travaux présentés ici font la synthèse de onze années de recherche dans le
domaine de la télédétection spatiale appliquée à l'épidémiologie de maladies vec-
torielles. Cette thématique est abordée autour de trois questions de recherches
principales concernant : i) la déﬁnition d'indicateurs environnementaux per-
tinents en épidémiologie à partir d'images d'Observation de la Terre ; ii) la
description et la quantiﬁcation des patrons de transmission d'un pathogène en
fonction de caractéristiques environnementales, par une approche analytique ;
iii) la prise en compte du paysage et de la dynamique des conditions environ-
nementales dans la modélisation des processus de transmission.
Ces diﬀérents thèmes sont illustrés par des exemples d'étude de plusieurs
maladies, en particulier la ﬁèvre de la Vallée du Rift, la ﬁèvre du Nil Occidental
et la ﬁèvre catarrhale ovine.
Mots-clés : Épidémiologie spatiale, modélisation, télédétection, Systèmes
d'Information Géographique, maladie vectorielle, zoonose.
Abstract
Vector-borne diseases have a major impact on public and veterinary health,
and their emergences or re-emergences have signiﬁcantly increased in recent de-
cades. Hence, a better knowledge of their transmission, diﬀusion and emergence
mechanisms is required for implementing appropriate control and surveillance
measures. Understanding the inﬂuence of physical and human environment on
the host-vector-pathogen system seems particularly critical in a context of global
changes.
The works presented here summarize eleven years of research on applica-
tions of remote sensing to the epidemiology of vector-borne diseases. This topic
is addressed through three main research questions : i) the deﬁnition of envi-
ronmental indices relevant to epidemiology, extracted from Earth Observation
images ; ii) the description and quantiﬁcation of the transmission patterns of a
pathogen in relation to environmental features ; iii) the modelling of transmis-
sion processes, taking into account landscape characteristics and environmental
conditions dynamics.
These issues are illustrated by examples of studies of several diseases, as Rift
Valley fever, West Nile fever, and bluetongue.
Keywords : Spatial epidemiology, modelling, remote sensing, Geographic
Information Systems, vector-borne disease, zoonosis.
