Acquiring 3D data of human face is a general problem which can be applied in face recognition, virtual reality, and many other applications. It can be solved using stereovision. This technique consistes in acquiring data in three dimensions from two cameras. The aim is to implement an algorithmic chain which makes it possible to obtain a three-dimensional space from two two-dimensional spaces: two images coming from the two cameras. Several implementations have already been considered. We propose a new simple real-time implementation, based on an hybrid architecture (FPGA-DSP) allowing to consider an embedded and reconfigurable processing. Then we show our method which provides depth map of face, dense and reliable, and which can be implemented on an embedded architecture. A various architecture study led us to a judicious choice allowing to obtain the desired result. The real-time data processing is implemented in an embedded architecture. We obtain a dense face disparity map, precise enough for considered applications (multimedia, virtual worlds, biometrics) and using a reliable method.
Introduction
We present in this paper a comparison of numerous methods allowing obtaining a dense depth map of human face, and the real-time implementation of the chosen method. Acquiring 3D data of human face is a general problem which can be applied in face recognition [1] , [2] , [3] . In this particular case, the knowledge of depth map can be use for example as a classification feature. It can be seen as an improvement of classical method such as eigenfaces [4] . The stereovision technique we used is well-known and consists in acquiring data in three dimensions from two cameras. The key problem in stereo is how to find the corresponding points in the left and in the right image [5] (correspondence problem). Many research activities are currently dealing with stereovision, using different approaches to solve the correspondence problem. Since our main application is face recognition, we studied different methods adapted to this problem. Moreover, our applications have to be completed in realtime (10 image/s). General purpose computers are not fast enough to meet these requirements because of the algorithmic complexity of stereovision techniques. We studied the implementation using hybrid approach. Although various implementations have already been considered [6] , [7] , we propose a simple real-time implementation, including a regularization step, based on a multiprocessor approach (FPGA-DSP) allowing to consider an embedded and reconfigurable processing. Faugeras, in [6] , proposed a multi-FPGA (23 Xilinx 3090) architecture which is too complex for an embedded application. Ohm, in [7] proposed a stereo algorithm where dense map is obtained using bilinear interpolation from global disparity estimation. However, this approach used for face localization is not enough precise for face recognition problem. In [8] , Porr used the Gabor based method implemented in a software and hardware system. The board, as our, virtex based, but doesn't allow embedded post processing as we do in the DSP from Texas Instrument. We present in the first part of the paper the study of the whole necessary processing, while reviewing and comparing various employed methods. In the second part, we present the implementation on an embedded architecture of our method which provides depth map of face, dense and reliable.
Method

Stereo data processing flow
The main goal of this whole processing is to match corresponding points between two images. The distance or disparity, between these homologous points is then calculated. This value is proportional to the depth, thus codes the third dimension (figure 1). The retina disparity D is defined as following:
(1) Where E(x,y) is the Euclidian distance between x and y. This value is proportional to the depth difference between P and F. The processing flow is composed of two main parts. The first requires mainly geometrical criteria and modeling, the second uses signal processing knowledge. The first part is the camera calibration, either for each one in 3D space (strong calibration) or relatively between them (weak calibration and epipolar geometry). To this stage can be added a rectification image processing. This rectification allows to match the image lines of the stereo pair, and thus to work in only one dimension [5] . The second part consists in the homologous points matching. Various methods were developed to constitute dense depth maps. Two papers [9] , [10] present a large review of these techniques. Since the goal of this paper is mainly to present the hardware implementation of our solution, we will only recall the principle of the 3 methods we compared, the results of this comparison which will justify our final choice.
Principal methods of dense depth maps constitution
Several methods have been studied and give interesting results. We can classify them in three principal parts: the methods based on Partial Differential Equation (PDE) [11] , on local phase [12] and on crosscorrelation [13] .
Partial Differential Equations (PDE)
This method is based on the minimization of an energy criterion by solving a diffusion equation. Various implementations were given. One of them provides the depth by resolution of the discrete Euler-Lagrange equation [14] . A judicious choice of the regularization function allows preserving discontinuities [11] . A multiresolution result is obtained by iteratively searching for the solution. In order to obtain efficient solutions, it can be here interesting to introduce the epipolar constraint. The methods based on PDE allow obtaining dense depth maps and a very good precision on the results. Unfortunately, these processing require too significant computing times and cannot, yet, be considered on a simple embedded architecture. Therefore, we did not include this method in our comparison.
Crosscorrelation
This classical method is based on homologous points matching by search of the minimum of a criterion by crosscorrelation in shifting local windows [13] . The most usual criteria used are the cross correlation or the square difference (or the difference absolute value) of the pixel intensities between each image of the stereo pair. This method can be improved, in order to make it less sensitive to the differences between the average gray level of the two images, by centering and/or by a local normalization. Moreover, the criterion is applied in a local window surrounding the tested pixels. The criterion , x y C is then computed as follows: This processing is carried out effectively in one dimension and thus requires either to know the epipolar constraint, or to work on rectified images. A double processing Left Image/Right Image then Right Image/Left Image, followed by a validation step makes it possible to remove wrong matching.
A multiscale approach can also be considered, allowing an extension of the range of the required disparities and a validation at various scales in order to obtain better results on poorly textured patterns. Improvements were planned in order to obtain better answers in the presence of local discontinuities. Fusiello [15] uses several local windows around the pixel. Devernay [5] uses a local window in form of parallelogram, and deforms it to obtain a minimum criterion. These two methods allow introducing local disparity gradients.
In our case, we improve the correlation results during a regularization step composed by a parabolic approximation of the correlation (allowing subpixel interpolation) and a morphological filtering which allows removing artifacts. The parabolic interpolation is given by :
Local phase
The algorithm uses the image local phases estimates for the disparity determination [13] . Phase differences, phase derivative and local frequencies are calculated by filtering the stereo couple with Gabor filters, following :
with the Gabor kernel defined as :
and the local phases are defined as:
The disparity d is calculated from estimates of local phases in images I 1 and I 2 using :
Where ω is the average local spatial frequency.
The processing allows then to deduce local disparities [16] . The frequency scale limitations and the phase wrapping problem impose to limit the disparity. To obtain a higher range of disparity, it is necessary to resort to a coarse-fine strategy in which the results for each scale are extended and used on the following scale thus making it possible to increase the limits of disparity variations [17] . A regularization step introduces a smoothing constraint for each scale by fitting the results to a spline surface. These methods are related to recent discoveries in physiology of three-dimensional perception [18] , [19] . Another method based on local phase determination uses complex wavelets [20] . Through its robustness against lighting variation and additive noise, this method extends the properties of the Gabor wavelets to the differences in luminosity variation and to additive noise. But especially this operator provides shift invariance and a good directional selectivity. These conditions are essential to obtain disparity. The disparity computation is carried out by a difference between the detail coefficients of the left and right images. An adjustment by a least square method gives an optimal disparity, depending on the phase, and insensitive to intensity changes [21] . The epipolar constraint can be added effectively for a better determination of homologous points [22] .
Methods comparison in the case of face acquisition
In order to choose a good compromise between performances and speed processing, we measured the quadratic error between a model of face and the stereo acquisition. The error is defined as 
Where O(x,y) represents the depth map obtained using our algorithms and S(x,y) is the model depth map, obtained using a 3D laser based scanned. The face used for the comparison is depicted figure 3.
Rectified images of test face
Reference depth map
Figure 3 Reference face
We studied the error depending on the focal length used during acquisition. We shown in [23] that the optimum choice for the stereo device depends on the focal length and that this optimum can be chosen around f=30mm for a standard CCD based camera. The maps obtained by crosscorrelation can be very correct, under certain conditions of illumination. For our part, we obtained good dense depth map by projecting a random texture on the face. Nevertheless a post processing is required in order to effectively improve the existing discontinuities. This processing can be filled by a morphological opening and closing, followed by a Gaussian blur to smooth small discontinuities correctly. The figures 4 shows the results obtained with and without filtering. 
Figure 6 Error comparison
The images obtained using the three compared methods is depicted on figure 5 , and the corresponding error is depicted on figure 6 . It is clear that, although the Gabor wavelets based method seems to be the best choice the performances are very close from each other when focal length is near f=30mm. This justifies our final choice of implementation, based on the crosscorrelation algorithm, for which the hardware implement cost will be clearly lower than in the Gabor wavelets case.
Processing, results and implementation
Since we obtained using software simulation dense and precise depth maps, we implemented the crosscorrelation by shifting windows algorithm. The whole algorithm is distributed as follows, and is depicted in Fig. 7 . In the first stage after image acquisition, we carry out an image rectification. This processing is computed through a weak calibration and the fundamental matrix determination [24] . The rectification matrices are obtained by an original computation, based on a projective method [25] , by calculating the homography of four points of each image plan. 
Depth map
Figure 7 Computed chain implemented to obtain dense depth map
We carry out then a local centering of the images thus allowing reducing the problems involved in the average intensity differences between the two views. Data normalization does not produce more reliable results.
The following step is the two images matching, on a defined disparity range. This calculation is applied by a crosscorrelation by shifting windows. The used criterion is the difference absolute value sum (DAS). We sort then the values to seek their minimum.
We evaluated the number of operations to be performed in order to map the algorithm on an embedded architecture.
In order to realize a fast processing of the local centering and the crosscorrelation, we use an optimized computing algorithm described hereafter. Because of this algorithm, the number of operations we carry out is no more proportional to the crosscorrelation window size. So, we have to compute the following values:
(12) Where, C r and C rc are intermediate values, x represents the current computed value index and x-1 the previous index, h and l are the height and the width of the crosscorrelation window and L is the image width. The C r and C rc values are the results of a previous computing of the crosscorrelation. C r is the value computed in a h pixels row wide, and C rc is the value computed in a hxl pixels window. These values must be computed in realtime in order to not break the data flow. The C r and C rc values are 16 bits coded and must be stored into arrays. The capacities of these needed arrays are for C rc , the line width and for C r the line width multiplied by the crosscorrelation window height. This processing is therefore a more important consumer of memory space than a crosscorrelation classical computing. Moreover, memories must be managed with a lot of consideration in order not to break the data flow of the whole processing. We examine in the table 1, the number of operations we need to realize the different processing. The operations we use are elementary and include simple arithmetic operations (addition or subtraction), incrementations of values for the loops and access memory operations. In order to optimize the implementation of the steps 1, 2, 3 and 4a using parallel computing, we choose to use a reconfigurable logical device. These processings are carried out effectively on the XILINX FPGA Virtex. Virtex devices provide better performance than previous generations of FPGA. Designs can achieve synchronous system clock rates up to 200MHz including for Inputs-Outputs. Virtex devices feature a flexible, regular architecture that comprises an array of configurable logic blocks (CLB) surrounded by programmable input/output blocks (IOBs), all interconnected by a hierarchy of fast and versatile routing resources. They incorporate also several large blocks RAM memories. Each block RAM is a fully synchronous dual-ported 4096-bit with independent control signal for each port. The data widths of the two ports can be configured independently. Thus, each block has a 256 datas of 16 bits capacity. Each memory blocks are organized in columns. All Virtex devices contain two such columns, one along each vertical edge. The Virtex XCV300 et XCV800 capacities are grouped together in the table2. An original parallel implementation, described in the next paragraph, allows a very fast calculation of the criteria on all the disparity range. These results are then given to a DSP which carries out successively the following processing: a parabolic interpolation to obtain wider disparity values ; morphological filtering made up of an opening then a closing to eliminate wrong disparities while keeping depth map precision ; a Gaussian blurring filter finally to smooth the obtained results. These processings are optimized on a C6x Texas Instrument DSP which allows a fast data processing.
Number of operations
Rectification 2 x 4 x L x H Local centering 2 x 21 x L x H Matching -crosscorrelation 21 x L x H x D Matching -max determination (2 x D r +3) x L x H Total (23 x D r +53) x L x H In this
Description of the chosen architecture
The constraints imposed by the algorithmic sequence real-time computing and the needed compactness to obtain an embedded architecture, lead us to choose a reconfigurable and multiprocessor FPGA-DSP set : the 
Matching implementation
The most important computation time is required by the matching processing; so we made a particular effort to implement this part. To obtain real-time results, we use the optimised crosscorrelation technique implemented using the intrinsic parallelism of FPGA. This method, described in a previous section, allows an important time gain by reusing intermediary computed results. Although a C language implementation of this algorithm is relatively simple, its FPGA implementation presents more problems. The main is memory management. Indeed, this processing needs a lot of intermediary values, easily allocated in C on a PC. Unfortunately, in order to respect the real-time constraint, we have to reduce the memory access and manage as best as possible the intermediary values and the data flow. Three processing parts are implemented: the one (Part_1) for the DAS parallel processing on the disparity range; the second (Part_2), for the intermediary values parallel computing and the third (Part_3) for the final computing. These two first parts hold respectively 9% and 6% slices of a Virtex300 FPGA. For the parallel processing, we connect N times (N is between 0 and 19) the second part to all the outputs of the first part. We obtain thus in parallel the whole criteria needed to compute the disparity for one pixel. The C rc criteria are stored in the Virtex memory blocks at the rate of one memory block per disparity. The C r criteria are alternately stored into two SBSRAM blocks of the Arix board. For each even line, the writing is carried out into the first block and, for the odd lines, into the second block. The two memory blocks can then be used in parallel. This allows processing the third part, in which a reading of the C rc and C r criteria is carried out, without any influence onto the two other parts.
The whole final criteria, named F(N) are then used for the determination of the maximum disparity onto the disparity range. The maximum disparity is determined, and we keep with this value, the previous and the following disparity values. These three values are then sent to the DSP (which is well adapted to floating point processing) for a subpixel determination of the disparity (a parabolic interpolation, according equation 3).
Conclusions and perspectives
We compared in this paper various stereo matching methods in order to study real-time 3D face acquisition.
We have shown that is it possible to implement a simple crosscorrelation-based algorithm with good performances, using post-processing. A various architecture study led us to a judicious choice allowing obtaining the desired result. The real-time data processing is implemented on an embedded architecture. We obtain a dense face disparity map, precise enough for considered applications (multimedia, virtual worlds, biometrics) and using a reliable method. In particular, we plane to use the results as features for a face recognition software described in a previous article [26] .
