We propose a dynamic graph-based relational mining approach using graph-rewriting rules to learns patterns in networks that structurally change over time. A dynamic graph containing a sequence of graphs over time represents dynamic properties as well as structural properties of the network. Our approach discovers graph-rewriting rules, which describe the structural transformations between two sequential graphs over time, and also learns description rules that generalize over the discovered graph-rewriting rules. The discovered graph-rewriting rules show how networks change over time, and the description rules in the graph-rewriting rules show temporal patterns in the structural changes. We apply our approach to biological networks to understand how the biosystems change over time. Our compression-based discovery of the description rules is compared with the frequent subgraph mining approach using several evaluation metrics.
Introduction
Most of our world can be represented as networks including entities and relationships between the entities. For example, biological cells can be represented as biological networks, which include various molecules and relationships between molecules. The biological cells are also active systems, which promote reproduction and sustain its life. Active systems refer to dynamic properties of biological networks, which continuously change, while a cell performs various biological activities. Like the analysis of biological networks, analysis of dynamic networks is an emergent area of graph-based data mining. The dynamic graph contains a sequence of graphs representing a network changing over time. We propose a novel approach to analyze structural features along with temporal features in a dynamic graph.
For analysis of dynamic graphs, we first structurally represent how one graph is transformed into another. Several approaches [4] can measure the difference between two graphs. But our first goal is to describe how two graphs are different, not merely that they are different or by how much. We use graph-rewriting rules to show how two graphs are different. The second step is to discover temporal patterns in the discovered graph-rewriting rules. The temporal patterns can describe how and which graph-rewriting rules are applied in order to generate a sequence of changing graphs over time.
This paper first introduces several preceding approaches related to analysis of dynamic graphs. Then, we present our definition of graph-rewriting rules and more general description rules. We also introduce our two step algorithm to discover graph-rewriting rules in a dynamic graph, and description rules in the discovered graph-rewriting rules using a compression-based approach. In our experiments, we generate several dynamic graphs of the biological networks using the mathematical modeling data. Then, we apply our approach to the dynamic graphs. We compare our compression-based approach with the frequent subgraph mining approaches [17, 28] in learning the description rules from the graph rewriting rules. The description rules show which graph rewriting rules are repeated periodically and can help us predict the future changes of the dynamic graphs.
Related Work
Several methods have addressed data mining in a dynamic graph. Sun et al. [26] propose a technique to discover communities and detect changes in graphs changing over time using matrix and encoding schemes. Other work [3, 4] proposes several detection measures of abnormal changes in the sequence of graphs and graph distance measures be-tween two graphs. Lahiri et. al. [18] introduce an approach to predict the future structure in a dynamic network using frequent subgraphs. Our approach uses the compressionbased metric to discover temporal patterns in a dynamic graph.
The graph is an abstract data structure consisting of vertices and edges which are relationships between vertices. Graph-based data mining denotes a collection of algorithms for mining the relational aspects of data represented as a graph. Graph-based data mining has two major approaches: frequent subgraph mining and compressionbased approach. Compression-based approach will be described in section 4. Frequent subgraph mining is focused on finding frequent subgraphs in a graph. There are two well-known approaches to bioinformatics domains. Frequent SubGraph discovery, FSG, finds all connected subgraphs that appear frequently in a set of graphs. FSG starts by finding all frequent single and double edge graphs. During each iteration FSG expands the size of frequent subgraphs by adding one edge to generate candidate subgraphs [17] . Graph-based Substructure Pattern Mining, gSpan, uses the depth-first search and lexicographic ordering [28] . Koyuturk et. al. [14] applied the frequent subgraph mining approach to metabolic pathways.
In this work, we mainly use the compression-based approach to discover graph rewriting rules and description rules. To evaluate our approach, we compare our methods with the frequent subgraph mining approach.
Temporal data mining attempts to learn temporal patterns in sequential data, which is ordered with respect to some index like time stamps, rather than static data [23] . Temporal data mining is focused on discovery of relational aspects in data such as discovery of temporal relations or cause-effect association. In other words, we can understand how or why the object changes rather than merely static properties of the object. Temporal data mining approaches discover temporal patterns in data, but they disregard relational aspects among entities. For example, they can identify temporal patterns of appearance of genes such that a gene, YBR218C, appears before another gene, YGL062W, but cannot identify how these two genes interact with each other.
Biological networks have various molecules and relations between them including reactions and relations among genes and proteins. In addition to the structural aspect, we also consider the temporal aspect of biological networks, because the biosystems always change their properties and structures while interacting with other conditions. Two approaches have been developed for the analysis of biological networks. One approach is graph-based data mining [15, 29] . This approach represents biological networks as graphs, where vertices represent molecules and edges represent relations between molecules, and discovers frequent patterns in these graphs. Many approaches of graph-based data mining discover structural features of biological networks, but they overlook temporal properties. The other approach is mathematical modeling, which is an abstract model to describe a system using mathematical formulae [9, 13, 19, 20] . Most of these approaches, as a type of quantitative analysis, model the kinetics of pathways and analyzes the trends in the amounts of molecules and the flux of biochemical reactions. But most of them disregard relations among multiple molecules. In our approach we combine dynamic graph analysis and temporal data mining to analyze the change in biological networks over time. The time-slice graphs of particular biological networks are obtained from the mathematical models of the networks.
Problem Definitions

Graph Rewriting Rules
This paper focuses on temporal and structural analysis of a dynamic graph. Our dynamic graph-based relational learning approach discovers graph rewriting rules in a series of graphs changing their structures over time. Each graph rewriting rule represents topological changes between two sequential graphs. Here, we define graph rewriting rules for our approach.
Graph rewriting is a method to represent topological changes of graphs using graph rewriting rules [8, 24] . Generally, graph rewriting rules identify subgraphs in a graph and modify them. Each graph rewriting rule defines a transformation between L and R, where L and R are subgraphs in two graphs G and H respectively, such that L is replaced by R, L is deleted, or R is created [21] . There are also several algorithms to discover the node or edge replacement graph grammar using the minimum description length principle [12, 16] . However, their scope is limited to static graphs.
Traditional approaches to the identification of graph rewriting rules determine which subgraphs will be replaced by other subgraphs. Our approach is focused on representing changing structures between two graphs rather than just what subgraphs change. First, we discover maximum common subgraphs between two sequential graphs G 1 and G 2 . While this task is NP-Complete, we use a tractable heuristic approach described later. Then, we derive removal substructures from G 1 and addition substructures from G 2 . Figure 1 shows an instance of this process. A maximum common subgraph (denoted by S) is discovered between two graphs, G 1 and G 2 . Then the remaining structure in G 1 and G 2 becomes the removal (denoted by R) and addition (denoted by A) subgraph respectively.
Our graph-rewriting rules contain connection edges. The connection edges are edges, which are used to link removal (or addition) subgraphs to the original graphs. The edges with boxed labels in figure 1 represent the connection edges between G 1 (G 2 ) and removal rule R (addition subgraph A). The connection edges are important for two reasons. First, the connection edges show how the subgraphs are connected to the original graphs. Second, there can be more than one connection edge linking one subgraph to the original graph. Thus, the connection edges are significant features of graph-rewriting rules.
For this approach, we define several preliminary terms.
A directed graph G is defined as
, where V is a set of vertices, E is a set of edges, L v (V ) is a function to assign labels to vertices and L e (E) is a function to assign labels to edges. An edge e (∈ E) is directed from x to y as e = (x, y), where x, y ∈ V .
Here, we define a dynamic graph DG as a sequence of n graphs as DG = {G 1 , G 2 , · · · , G n }, where each graph G i is a graph at time i for 1 ≤ i ≤ n. Then, we define a set of removal subgraphs RG and a set of addition subgraphs AG as follows.
RG i denotes a set of removal subgraphs in a graph G i , AG i+1 denotes a set of addition subgraphs in the next graph G i+1 , and S i,i+1 is a maximum set of common subgraphs between two sequential graphs G i and G i+1 in a dynamic graph DG.
A prior graph G i is transformed to a posterior graph G i+1 by application of a set of graph rewriting rules GR i,i+1 as denoted by
A set of graph rewriting rules GR i,i+1 between two sequential graphs G i and G i+1 is defined as follows.
m and n are indices of graph rewriting rules in a set GR i,i+1 . p and q are indices of a removal substructure in RG i and an addition substructure in AG i+1 respectively. CE and CL are defined as a set of connection edges and a set of labels of the connection edges. Each element of RG and AG corresponds to a set of CE and CL, unless a removal (addition) substructure does not connect to the G i (G i+1 ). CE k and CL k represent connections between substructures and the original graphs (k = m or n) as follows.
where d represents whether the edge is directed or undirected using d and u. X and Y denote the starting and ending vertices of the edge. Because the connection edge links the substructure to the original graph, one end of this edge is from the substructure and the other is from the original graph. The end vertex from the substructure starts with "s" followed by the index of the vertex, and the end vertex from the original graph starts with "g" followed by the index of the vertex. For example, (d, g1, s3) represents the directed edge from a vertex 1 in the original graph to another vertex 3 in the substructure. label xy represents a label for the corresponding connection edge between two vertices X and Y . The number of elements of CE (CL as well) represents the number of connections between substructures and the original graph. If a substructure is not connected to the original graph, both sets of CE and CL are empty. Using the definitions of graph rewriting rules, we describe more detail about the example in figure 1. As described previously, the graph rewriting rule, GR 1,2 , includes one removal rule and one addition rule. The removal rule includes one substructure (denoted by R) and two connection edges (with boxed labels). The addition rule includes one substructure (denoted by A) and one connection edge (with a boxed label). G 1 is transformed to G 2 by application of GR 1,2 (G 2 = G 1 GR 1,2 ). GR 1,2 is described as follows,
where r 1 represents an index into the set of removal rules and a 1 represents an index into the set of addition rules. A removal rule r 1 includes a removal substructure rSub 1 denoted by R in figure 1 . rSub 1 was connected to the original graph G 1 by two edges (d, s2, g3) and (d, s2, g4), which are labeled by P P rel : +p and P P rel : −p. These connection edges are directed edges (indicated by 'd'). These two edges are connected from the substructure (denoted by 's') to the original graph (denoted by 'g'), where each number denotes a vertex number in the substructure or the original graph. For example, (d, s2, g3) denotes a connection from a vertex number 2 in the substructure to a vertex number 3 in the original graph. In a similar way, an addition rule a 1 includes an addition substructure aSub 1 (denoted by A in figure 1 ), which is connected by one connection edge (d, g3, s1) labeled by P P rel : −p.
The graph rewriting rules show how two sequential graphs are structurally different. After collecting all sets of graph rewriting rules in a dynamic graph, we also discover description rules in the graph rewriting rules, which can describe how the graphs change over time as well as what structures change.
Description Rules
As dynamic graph DG has n graphs, we have n−1 RGs and AGs after learning graph rewriting rules. Then, we learn description rules in the learned graph rewriting rules to describe the temporal patterns in dynamic graph. The description rules can be various forms based on data represented by dynamic graphs. Here, we propose one simple description rule DR, which represents repeated additions and removals (or vice versa), as follows.
Sub represents a subgraph, which adds to and removes from the graph repeatedly. +t a represents the time interval from the last removal to the current addition, and −t r represents the time interval from the last addition to the current removal. If +t a is shown before −t r , the addition precedes the removals. For instance, Sub a(+3, −2) denotes a repeated description rule with the addition after 3 time intervals from the last removal and the removal after 2 time intervals from the last addition. Naturally, there are other forms of description rules rather than the repeated add/remove rules. But this research focuses on the repeated rules as a starting point.
Approach
This section describes our approach to analyze dynamic graphs. We present a two step algorithm: Learning Graph Rewriting Rules and Learning Description Rules. The first algorithm learns graph rewriting rules in a dynamic graph to represent how two sequential graphs are different, in other words, how one graph is changed to the other graph. The second algorithm learns the repeated description rules in the learned graph rewriting rules to describe how the graphs in the dynamic graph change over time.
Our approach extends Cook and Holder's earlier work [5, 6] , which is a graph-based relational learning approach to discover subgraphs. Their approach evaluates discovered subgraphs using the Minimum Description Length (MDL) principle to find the best subgraphs which minimize the description length of the input graph after being compressed by the subgraphs. The description length of the substructure S is represented by DL(S), the description length of the input graph is DL(G), and the description length of the input graph after compression is DL(G|S). The approach tries to minimize the Compression of the graph as follows.
Their approach, which is called as DiscoverSub() in our algorithms, tries to maximize the V alue of the subgraph, which is simply the inverse of the Compression. We present the V alue with our learned subgraphs in the results section.
In addition to the MDL based approach, DiscoverSub() can use the size-based compression as follow,
where the size of a graph G is calculated as size(G) = |V | + |E|. Size is a less accurate measure of compression, as it does not account for the compression of vertex and edge label information like MDL. However, size is faster to compute, and results based on size are typically consistent with those of MDL.
In this research, we use both methods to discover subgraphs and compare our results with the frequent subgraph mining approach.
Learning Graph Rewriting Rules
This section describes our learning graph rewriting rules algorithm that discovers graph rewriting rules in a dynamic graph. The algorithm starts with a dynamic graph DG consisting of a sequence of n graphs as shown in algorithm 1. First, the algorithm creates a list of n virtual graphs, V GL, corresponding to n time series of graphs at line 1. Our approach uses a virtual graph to specify the application locations of graph rewriting rules. Because a graph may have multiple graph rewriting rules and several samelabeled vertices and edges, the exact locations of connection edges and rewriting rules are important to reduce the error. The next procedure is to create a two-graph set, Graphs, including two sequential graphs G i and G i+1 (line 5) and to specify the limit based on unique labeled vertices and edges of G i and G i+1 (line 6). U V L and U EL denote the number of unique vertex labels and edges in G i and G i+1 . The Limit specifies the number of substructures to consider when searching for a common substructure (line 6). The Limit based on the number of labels in the input graph bounds the search for a common subgraph within polynomial time but ensure consideration of most of the possible subgraphs.
Algorithm 1: Learning Graph Rewriting Rules Algorithm
while No more compression do 7 BestSub = DiscoverSub(Limit, Graphs)
Add BestSub into ComSet The inner loop (lines 7 to 14) represents the procedure to discover common substructures between two sequential graphs. As described previously, DiscoverSub() is used to find the maximum common subgraph. Even though to find the maximum common subgraph is NP-Complete, DiscoverSub() can be used as a polynomial-time approximation to this problem using Limit and iteration as described later in section 4.3. After discovery of the best substructure, the algorithm checks whether the substructure is a subgraph of both graphs G i and G i+1 . In the affirmative case, the best substructure is added into ComSubSet and the two target graphs are compressed by replacing the substructure with a vertex. If the best substructure does not belong to one of the two graphs, the algorithm just compresses the graphs without adding any entry into ComSubSet. After compression, the algorithm discovers another substructure at the next iteration until there is no more compression.
Using the complete list of common substructures, ComSubSet, the algorithm acquires removal substructures, remSubs, and addition substructures, addSubs, (lines 15 and 17) .
Learning Description Rules
After discovering graph rewriting rules in a dynamic graph, we try to discover repeated rewrites, which we call description rules, in the learned graph rewriting rules to better understand how graphs change over time. As shown in Algorithm 2, first, we add all sets (RG and AG) of the learned subgraphs as examples into one set ExSet, where every odd position is filled with RG and every even position is filled with AG (lines 1 to 3). The ExSet contains 2(n − 1) examples, because we discovered n − 1 graph rewriting rules. Note that each example (each RG or AG) contains one or more graphs, which may not be connected to each other. We then use DiscoverSubs again to find common subgraphs within ExSet. While a frequent subgraph miner could be used for this step, we prefer subgraphs that are both larger and frequent, i.e., compress well. After the discovery of the common subgraphs, ExSet is compressed by this subgraph, and the discovery process is iterated until no more compression is achieved or we reached a user-defined limit Iter on the number of iterations. In case that the best subgraph at the latter iteration includes the best subgraph at the former iteration, the results can show hierarchical clusters as a lattice. More detail on the hierarchical clustering approach is described in [11] .
In our approach, we calculate the temporal distance between two consecutive instances of the best-compressing subgraphs to describe how long the removal (or addition) occurs after the previous addition (or removal). As described in section 3.2, Sub 1(+3, −2) and Sub 2(+5, −3) represent two description rules including two common sub- graphs with temporal distances discovered at the first and second iterations respectively. Later, we compare our compression-based discovery of description rules with the frequent subgraph mining approach using several metrics.
Complexity Issue
The main computational challenge of our algorithm is to discover maximum common subgraphs between two sequential graphs, because this problem is known to be NPhard [10] . To avoid this problem, first we use the Limit to restrict the number of substructures to consider in each iteration. The Limit is computed using the number of unique labels of vertices and edges in graphs or can be defined by the user. Second, our algorithm does not try to discover the all common substructures at once. In each step, the algorithm discovers one common, connected substructure and iterates the discovery process until discovering the whole maximum common subgraphs. In our target domain, graphs that represent biological networks usually contain unique vertex labels, because each vertex label denotes the name of the molecule. The maximum common subgraph problem in graphs with unique vertex labels is known to have quadratic complexity [7] . Therefore, discovery of the exact graph rewriting rules is still feasible. However, there will be a tradeoff between exactness and computation time when analyzing very large graphs.
Data Sets and Experiments
Mathematical Modeling
To evaluate our approach, we prepare eight dynamic networks representing biological networks that structurally change over time. The eight biological networks are generated from the mathematical modeling data, which are downloaded from [1] , such as MAP kinase pathway [13] , glycolysis pathway in yeast [9] , respiration metabolic oscillations [27] , oscillations in excitable cells cite [19] , cell cycle by growth factor [22] , mammalian circadian oscillator [25] , circadian rhythms in fruit fly [20] and cell cycle signaling network [30] . We generate a static graph representing the biological networks from the KEGG PATHWAY data [2] , where vertices represent compounds, genes, enzymes, relations and reactions, and edges represent relationships between vertices. Here, we assume only genes or chemical compounds change over time. Only when the amount of gene or chemical compound is larger than a user-defined threshold is the gene or chemical compound shown in the graph in the mathematical modeling data experiment. We also assume that each molecule can be shown at most once at each time slice.
The mathematical modeling approach explores only numerical values, such as the concentration of molecules and the flux of reactions. We propose to combine the result of mathematical modeling and graphs for structural and temporal analysis. The results of the mathematical modeling data show the trends of amounts of molecules (genes or compounds). We normalize these concentrations from 0 to 1, because we are focused on trends of the changes and the concentrations of different molecules vary significantly.
We generate the static graphs representing the biological networks from the mathematical model, and use a threshold th to activate compounds. At each time, a compound or gene, which has more than th amount, is shown in the graph. The reactions between the molecules are shown in the graph, only when all related molecules are activated. In other words, every related molecule should be activated to place a reaction in a graph. We chose from 0.3 to 0.4 as our thresholds to represent structural changes in the networks maximally. The simulation time of the mathematical modeling is varied from 140 seconds to 7,000 seconds. In our experiments, we generate 51 time series for training and the following 20 time series for testing. Thus, each dynamic graph has 51 graphs for training and 20 graphs for testing.
Experiments
As we discussed in the previous section, one goal of this research is to compare two graph-based data mining approaches in learning description rules. For this comparison, we introduce two metrics to measure the approaches.
The first metric is Coverage that represents how well the rule describes the changes in the graphs. The Coverage of the BestSub discovered at iteration i in Algorithm 2 is computed as follows.
where the covered AGs and RGs are the addition and removal graphs in ExSet that contain BestSub. These graphs are efficiently identified during the discovery of BestSub. Coverage represents the portion of the learned subgraphs (the removal or addition subgraphs) described by description rule to be based on BestSub. For example, suppose we have n = 3 graphs from which we find two graph-rewriting rules. Then, we have two removal and two addition subgraphs. Assume the size of RG 1 is 10, RG 2 is 12, AG 1 is 10, and AG 2 is 15. Also assume the BestSub is found in RG 1 and AG 1 has a size of 5. Coverage is computed as
= 0.25. Higher Coverage indicates the subgraph can describe more significant (larger portion of) changes. Currently, Coverage does not care about the size of connection edges (|CE|). Unless the size of the subgraph is isomorphic with all AGs and RGs, Coverage < 1. We define P rediction as our second metric to evaluate the prediction capability of the approaches as follows.
where P is the set of positions where we predict the P redictedSub i will show up, and RealSub i is the actual subgraph found at position i. P rediction represents how much the predicted subgraph covers the discovered subgraphs in the testing experiments. For example, suppose we predict a subgraph s (size(s) = 10) will be shown 3 times in the testing data. Then, we discover the subgraph rs that is a subgraph of s (size(rs) = 5) at one time point, and the whole subgraph s at another time point. P rediction is computed as 5/10+10/10+0/10 3 = 0.5. Currently, our P rediction measure does not include the metric for the temporal prediction, i.e., when is the exact time the subgraph appears. We will discuss this issue in the next section.
We apply five different methods to compare two graphbased data mining approaches: compression-based and frequent subgraph mining approaches. We use MDL and sizebased compression methods for the compression-based approach, and use three methods: size-based compression, most frequent, and largest patterns for the frequent subgraph mining. The size-based compression is computed as, max i (size(Sub i )num(Sub i )), where num(Sub i ) denotes the number of instances of the subgraph Sub i . The most frequent pattern denotes the largest subgraphs in the most frequent subgraphs, and the largest subgraphs denotes the largest subgraphs in all discovered subgraphs. The minimum support for the subgraphs is 4.0%, because we desire the subgraphs to appear more than two times in each removal and addition rule.
Our approach first learns graph rewriting rules (100 sets for each removal and addition) in the dynamic graph. Then, Algorithm 2 discovers the best subgraphs in the learned graph-rewriting rules as description rules using the above five methods. We will compare these approaches based on two metrics: Coverage and P rediction. In addition to this quantitative assessment, we also visualize the description rules to better understand the dynamic graph. Table 1 shows the results of our experiments. Running time of these experiments is only a few seconds for each method because the graph size is small such as less than 100 at each time and 2,000 for each dynamic graph. The mathematical modeling data usually contains small numbers of molecules (less than 50). However, our approach can be applied to larger dynamic graphs that are generated based on microarray data, and the size of them are around 400 at each time (7,000 for dynamic graphs). In case that two or more methods have the same Coverage and P rediction, they discover the same subgraph. As shown in Table 1 , the compression-based approach is better or similar to the frequent subgraph mining approach in terms of Coverage and P rediction except two cases. In all cases, Prediction is greater than 70%. However, there are several challenges for the successful prediction. We will discuss these issues in the discussion section. In most cases, higher-valued subgraphs discovered using the compression-based approach can show higher Coverage in the graph rewriting rules and description rules. Only two cases show the frequency-based approach outperforming the compression-based approach, because these two models show regularity in terms of only small subgraphs, not relatively larger ones, i.e., after one subgraph is added (or removed), portions of the subgraph are removed (or added) in other ways. We will discuss this issue as well in the discussion section. Figure 2 shows an instance of the best subgraph discovered in the experiment of the model 171. The instances are discovered at time 11, 23, 35 and 47 as removals, and 6,18, 30 and 42 as additions as shown in figure 3 (A) . The above rectangles in the figure represent the removals at the denoted time slice and the below eclipses represent the additions at the denoted time slice. The temporal distance from the removal to addition is 5, and from the addition to removal is 7 as shown in figure 3 (A) . From the discovered subgraphs in figure 3 (B) , we can learn the description rule Sub 1 (−5, +7) as shown in figure 3 (B) . From the learned description rule, we can predict the future changes of the graph. As noticed, our research is focused on the prediction of the future structural changes, not the structure of the graph at the specific time. We predict three graph rewriting rules, i.e., three structural changes, at time 54, 59, and 66. As we predict, the instances of the subgraph in figure 2 are added at time 54 and 66, and removed at time 59.
Results and Discussion
Results
As described previously, we use graph rewriting rules to represent the structural changes between two sequential graphs. Figure 4 shows a visualization of the graph rewriting rule including the best subgraph in figure 2 . The removal subgraph including the best subgraph are shown with the labels marked by "-[]". In case of addition rules, the labels are marked by "+[]". The connection edges are represented with the labels marked by "()". Our graph-rewriting rules also show us how the subgraphs are related to the original graph using the connection edges as follows.
, g9)} CL = {Rel to M, Rct to R, Rct to P } These results are biologically significant, because they describe the repeated structural changes in the biological networks. The mathematical researches [9, 13, 19, 20, 22, 25, 27, 30] or other processes in a cell. Our results show known patterns in the temporal changes. In addition, the results shows structural changes, but not merely changes of amount. The mathematical modeling [20] shows the trends of changing amounts of two proteins (PER and TIM) and related molecules, where they show periodic increase and decrease. Figure 3 (A) shows the graph rewriting rules including PER protein and related molecules that correspond to periodic changes in the amount of the molecule. In addition to the change of one element, our results show how the changes are related to other elements (i.e., which elements are removed or added at the same time) as shown in the discovered subgraphs (figure 2) and how the subgraphs are linked to the original graphs (figure 4). Our results show patterns in the structural changes, not merely changes of amount.
Discussion
Even though our results can predict the future structural changes of dynamic networks and represent how the changes are related to other elements, there are still several challenges to overcome.
The first challenge is to synchronize the temporal patterns with the structural patterns. As we discussed in the experiment section, each molecule can appear only once at each time slice in our experiments. For this reason, a subgraph (or molecule) cannot be added (removed) successively, without any removal (addition). However, the current approach can discover the successive removal or addition as shown in figure 5. Figure 5 (A) shows several successive removals and additions. The question marks denote the time where the subgraph is not discovered, but should be discovered. The subgraph is not discovered because portions of the subgraph are removed (or added) in other ways, i.e., included into the other subgraphs. Figure 6 shows an interpretation of this problem. Some elements of the subgraph in figure 6 (A) are included in the subgraph in figure 6 (B) . The instances of the subgraph in figure 6 (B) are discovered in the normal way as shown in figure 5 (B) . In other words, some instances of the subgraph in figure 6 (A) are removed and added separately (at different times). To overcome this problem, we need an approach to discover the subgraphs over the multiple time slices. The next challenge is to evaluate the predicted time when the subgraph will appear. This issue could be addressed based on the domain. In the case of biological networks, the order of the structural changes is more important than the exact time when the changes occur. But there might be some domain in which we need to predict the exact time a structural change will occur (i.e., social network analysis to predict the emergence of a possible threat).
Dynamic network analysis is important and necessary not only for biological network analysis, but also for many other domains, such as social networks, web mining and so on. There are also many challenges to overcome more than we have addressed here. Dynamic graph-based relational learning using graph rewriting rules is focused on representing the changes between two graphs (i.e., two states) rather than the graph at the specific time. But analyzing the changes and predicting future changes of the structure of networks are good starting points for analysis of dynamic networks.
Conclusion
This research formalizes graph rewriting rules to describe structurally changing networks and describes an algorithm to discover graph rewriting rules in a dynamic graph. Our second step is to learn the general description rules in the discovered graph rewriting rules. If the data show the repeated removals and additions, our approach can discover the novel description rules describing how the graphs in a dynamic graph change over time. The algorithm is evaluated with the dynamic graphs representing biological networks in combination with the mathematical modeling data. We also compare our compression-based discovery of the description rules with the frequent subgraph mining approach. The results show that the frequency-based approach, while typically faster, can miss higher-valued patterns discovered using the compression-based approach.
The graph-rewriting rules of dynamic networks can describe how the networks change over time. The graphrewriting rules with the connection edges show how the learned subgraphs in the rewriting rules are related to the original graphs. The learned description rules in the graph rewriting rules can describe not only structural changes of networks but also temporal patterns in the series of the structural changes. Our approach can also help us to visualize the removal and addition of subgraphs at each time to show how the graphs structurally change. Our approach helps us to better explore how networks change over time and guides us to understand the structural behaviors of the dynamic network. In the biological network domain, the temporal patterns in structural changes of the network under specific conditions (e.g., infection) can provide essential information for drug discovery or disease treatments.
The future works follow several directions. First, we need a better approach to learn description rules that can cover graph rewriting rules that are divided over several consecutive time slices. Our prediction measure needs to include a temporal distance factor to better evaluate rules in terms of predicting the precise time at which a change occur. Our evaluation will also include regenerating a dynamic graph using the discovered graph rewriting rules and comparing it to the original dynamic graph from real world data.
