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Abstract：　As　a　continuation　of　the　author’s　previous　paper　［10］，　we　discuss　a　certain
multiple　Markov　Gaussian　process　X（t），　t　）O，　with　stationary　inerements，　and　give　a
detailed　description　of　the　canonical　representation　as　well　as　of　the　stochastic　lto－
Volterra　equation　for　such　a　process．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　§1．　Introduction
　　Let　X（のbe　a　centered　Gaussian　process　with　stationary　increments，　which　is　character－
ized　by　the　structure　function（the　variance　of　th6　increment）
　　（1）　　　　　φ（it－sl）＝E［（X（t）一X（8））2］，　ちs∈R，
（cf．［14］），　In　this　paper　we　take　a　rather　special　form　ofφ（亡）given　by
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　れ　　（2）　　　　　　φ（の＝Cot十2ΣCi（1－exp［一A，亡］）／Aiノ　　亡≧0，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　じコユ
where　Co≧0，　Ci＞0（1≦‘≦m）andλ。＝0＜λ1〈…＜λm，　and　inveStigate　the　time　evOIU－
tion　of　X（の，　t≧0，　starting　at　X（0）＝0．　The　covariahce　function　F（t，8）of　X（のis　seen
to　have　the　following　expression　of　Goursat　type　of　order　m十1：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3）　　　　　　r（亡，s）＝rlφ（の十φ（s）一φ（t－s）｝／2＝Σノ｝（t）h，（s），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1こo
for　O≦s≦亡，　where　we　put
（・）｛　i。（ご）馨蹴∵琵岡三1／働（1≦、≦m），
　　For　such　a　Gaussian　process　X（t），we　describe　its　time　evolution　by　means　of　two
kinds　of　stochastic　equations　involving　Brownian　motion　B（の．　One　is　the　canonical
「eP「esentation（［1］，［2］）
（5）　　X（・）一∫IF（ちの・（u）dB（のwi・h　F（ちt）一1・
平成4年度科学研究費補助金（一般研究（C））（No．04640221）による研究成果の一日分を，この論文と
して発表する。．
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the　other　is　the　stochastic　lto－Volterra　equation　（cf．　［4］）
（6）　X（・）イK（ちu）曲）＋∫1・（a聯）with　K（・，・）一・．
In　terms　of　the　differential　form，　the　above　equations　are　settled　within　the　well－known
framework　of　lto’s　stochastic　calculus：
（s’）　’@dX（t）　＝dt　J；　一〇at　F（t，　u）　．a　（u）dB（u）＋a（t）dB　（t）
and
（6’）　　dX（・圃∫協k（ちの・Xω＋・（酬・）・
Here　the　innovation（沼（t）is　independent　of　the　pastσ一field　F。（X）＝σ｛X（の；u≦亡｝，
which，　by　virtue　of　the　canonical　property　of　（5）i　is　equal　to　F，（B）＝　a　l　B　（u）；u＄　t　l　for
every　t　＞O．　Since　the　stechastic　variation　dX　（t）　observed　on　the　infinitesimal　interval
（t，　t　十dt）　has　a　natural　decomposition
　　（7）　dX（　t）　＝＝E［dX（　t）1F，　（X）］十〇（t）　clB　（t），
the　key　point　of　the　equations　（5’）　and　（6’）　lies　in　the　fact　that　the　conditional　expecta－
tion　in　（7）　is　expressible　as　pt　（t）dt，　with　pt　（t）　admitting　two　equivalent　expressions
（・）　・（・）一∫協F（ちの・（u）酬一∫協K（・μ）・X（の．
　　This　paper　deals　with　multiple　Markov　Gaussian　processes　having　Goursat　kernels　（3）
as　covariance　functions，　and　hence　can　be　thought　of　as　a　continuation　of　the　author’s
previous　paper　［10］，　in　which　double　Markov　processes　were　discussed　in　detail．　Under
the　present　restriction　of　the　（m十1）一ple　Markov　property　（［1］，　［12］），　the　canonical
kernel　F（t，　u）　takes　the　Goursat　form　of　order　（nz十1）：
（9！　　F（・u）一，9。魚）・・（u）…（u）一’・一S，細・・（u）・
In　addition，　the　Volterra　kernel　K（t，u）　in　（6）　has　an　analogous　expression
（10）　　　　　K（ちの一、塁1∫メ（8）ひ・（s・u）ds・　0≦u≦ち
whereびi（t，の，1≦‘≦m，　are　combined　with　gi（u），1≦i≦m，　by　the　resolvent　equation
（see　（15）　in　g　2）．
　　Now　we　come　to　state　our　rnain　result；　we　are　able　to　determine　exactly　those　functions
gi（u）　and　vi（t，　u）　in　（9）　and　（10）　from　the　given　data　lfi　’it），hi（s）1 in　（3）　and　（4）．　ln
the　next　section　we　will　show　a　route　of　reducing　this　problem　to　a　certain　boundary
value　problem　for　a　＄ystem　of　second　order　linear　differential　equations　with　constant
coefficients　（see　Theorem　1）．　The　system　of　linear　differential　equations　arising　in　this
process　of　reduction　will　be　discussed　in　the　final　section　（see　Propositibn　2）．
　　It　deserves　mentioning　that　the　present　approach　is　also　valid　in　non－stationary　cases，
although　we　will　not　go　into　details．
　Before　closing　this　section　we　would　like　to　mention　sorne　reasons　we　focus　our　atten一
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tion　to　the　particular　form　（2）　of　¢（t）．
（i）The　expression（2）admits　an　immediate　generalization　like　this：
（2ノ）　　φ（t）一…＋2∫『（1一・xp［一・t］）・（d・）／・，　t≧・，
where・i・am・a・ure・n（・，・・）・u・h・h・・∫r（1〈1／・）d・（・）＜・・．　Th・n…ti・n
α〈わ＝min（α，わ），α＞b＝max（α，　b）was　and　will　be　used　in　what　follows．　Our　observa－
tion　about（2’）is　now　in　order：Acentered　Gaussian　process　X（t）（X（0）＝0）having　this
type　of　structure　function　possesses　the　reflec亡ion（or　T一）positivit　y（［1］，［11］）．　Name｝y，
for　any　n∈N，　any　t　i，…，tn≧．O　and　anyα1，…α。∈R，　we　have　the　inequality
　　　　　　　　　　　　　　　　　　　　　れ　　　　　　　　　　　　　　　　　　　　　　　　　　　り　　　　　　　　　　　　　　　　　E［（ΣαiX（一t‘））（ΣαノX（ち））］
　　　　　　　　　　　　　　　　　　　　‘≡1　　　　　　　　　　戸1
　　　　　　　　　　　　　　　　　　　＝Σαiαノ｛φ（ti）十φ（ち）一φ（ち十亡ノ）｝／2　　．
　　　　　　　　　　　　　　　　　　　　　i．ノ＝上
　　　　　　　　　　　　　　　　　　　一∫r｛i；1α1（1一・xp［一・ti］）｝2・（川・≧・・
In　order　to　confirm　the　mu正tiple　Markov　property，　we　have　imposed　a　finite　support
condition　onσand　got　the　expression（2），which　corresponds　to　the　choice　ofσ（dλ）＝
のΣCiδ1川（（iλ）．
‘＝1
（li）We　are　interested　in　frαctionα1　Broωniαn　motion　B，（‘）having　the　structure　func－
tion　φん（t）＝が，0＜んく2．　The　canonical　representations　of．B，（t）and　related　processes
are　well　known（［6］，［7］and［8］）．　On　the　other　hand，　the　stochastic　Ito－Volterra
equation　is　not　an　immediate　consequence　of　the　canonical　representation；we　must　face
difficulties　that　come　from　the　fact　that　the　stochastic　variation（沼ん（のis　of　the　form
ξ，（（i亡）h／2（ξ、has　N（0，1）），and　refuses　us　to　apply　the　usual　equation（6’）of　lto　type．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ　When　the　exponentんmoves　in　the　range　1＜h＜2，．　the　derivative　Bん（の，　t∈R，　is　a
stationary　generalized　process　and　possesses　the　reflecti．on　positivity．　Hence　its　time
evolution　can　be　well　described　by　appealing　to　the　theory　of　KMO－Langev呈n　equations
（［13］）．This　remark　is　due　to　A，　Inoue．
　In　the　other　case　O＜んく1，　the　function　il　h（t）belongs　to　the　family　of（2’）（co＝O　and
σ（（iλ）＝｛〃2F（1一ん）λhIdλ）．　Since　each　function　in　the　family　can　be　approximated
by　functions　of　the　form（2）as　m↑∞（cf．［11］），the　present　study　for　multiple　Markov
processes　would　be　a　necessary　step　toward　a　full　theory　of　stochastic　infinitesimal
equations（［4］）for　the　class　of　all　reflection　positive　Gaussian　processes　X（のwith
stationary　increments，　alnong　which　fractional　Brownian　motions　Bん（‘）are　important
members　that　are　characterized　by　self．similarity（［5］）．　Detailed　discussions　of　B九（の
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and　tkeir　multi－parametrizations　Bh　（x），　x　E　R　d　（cf．　［3］，［8］　and　［9］）　vvill　be　planned　in　a
forthcoming　paper．
　　The　author　is　grateful　to　Professors　Y．　Okabe　and　A．　lnoue　who　gave　him　valuable
advice　concerning　fractional　Brownian　motions　mentioned　above．
　　　　　§2．The　time　evolution　of．multiple　Markov　Gaussian　processes
　　Let　X（の，亡≧0，　be　a　centered　Gaussian　process　such　that　X（0）＝O　and　E［（X（亡）一
X（s））2］＝φ（lt－8．1），　where　the　structure　functionφ（のis　assumed　to　take　the　form
（2）．The　covariance　function　F（t，8）＝E［X（亡）X（s）］，0≦s≦t，　is　immediately　computed
and　one．can　reach　the　e文pression（3）of　Goursat　type＝
　　　　　F（ちs）＝｛φ（の＋φ（8）一φ（t－s）｝／2
　　　　　　　　　　　　　　　り　　　　　　　＝co8十コ口i｛1－exp［一λit］一exp［一λis］十exp［一λi（‘一s）］｝／λ‘
　　　　　　　　　　　　　　‘＝1
　　　　　　　　　　　　　　　れ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　；｛c。s十Σci（1－exp［一λis］）／λ詩十Σexp［一λit］ci（exp［λis］一1）／λi
　　　　　　　　　　　　　　　ε＝1　　　　　　　　　　　　　　　　　　　　　　　　　　ε＝1
　　　　　　　　　　　　　　　　　　＝Σノ｝（亡）h，（s），
　　　　　　　　　‘；o
where　fi（t）and　h，（s）were　defined　by（4）．
　　It　is　our　central　task　to　analyse　the　stochastic　variation　dX『（‘）＝X（t十d孟）一）（r（t），
observed　on　the　infinitesimal　interval（t，亡十dt）．　Its　variance　E［（dX（亡））2］is．　easily　seen
to　be　of　the　formσ2（t）dt，　and　we　get
　　　　　　　　　・・ω一画晶・（・・）一£・（t・・）］一、9。c綱＋、曇1c・（・一将）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＝CG十2ΣCi，
　　　　　　　　　　　　　　　　　　　　　‘；l
which　means　thatσ（のis　constant：
（11）　　　　　。（の≡漏、一。＞o．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ごまユ
Next，　we　have　to　compute　the　conditional　expectation　E［dX（亡）IF、（X）］in（7）based　on
the　past　σ一field　F，（X）．
　　Since　the（m十1）×（m十1＞matrix（fi（τノ））。≦り≦肌is　always　non－singular　fbr　any
O＜τ。〈τ1＜…＜τm＜∞，our　process　X（のis　expected　to　possess　the（m十1）一ple　Markov
property，　which　tells　us　that　the　canonical　representation（5）must　take　the　Goursat
kernel（9）of　order　m十1（cf．［1］）．　In　the　sequel　we　are　going　to　determine　these　functions
gi（の（1≦i≦m），which　should　be　linearly　independent　in　L　2（（0，　T），（加）for　every　T＜∞．
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　Now，　the　canonical　reprθsentation（5）withσ（の≡αleads　us　to　write
（12）　　dX（・）一d・、91fr　（t）　f；g・（u）・幽＋・dB（・）・
This　implies　another　equivale耳t　form
（・3）　　三一・鄭（・）∫1　・・（・・　・）・X（の＋・酬・
as　well　as　its　integral　version（6）with（10），which　we　have　called　a　stochastic　Ito－
Volterra　equation．　In　view　of　the　canonical　property　F亡（X）＝F，（B）for　every　t＞0，　it
…n・・u・th…a・h・and・m　V・・i・bl・∫1・仙伽）・・，（B）is　e・pressibl・a・∫；vi（ちの
dX（u）∈F，（X），and　hence．we　can　write
（・4） s甥諮臨噛小（t，　。）　、X　（。）l
because　the　innovation（iB（t）in（12）and（13）is　independent　of　F，（X）　（cf．（8））．　It　fol－
lows　from　the　two　equations（12）and（13）that　the　abovθkernels　vi（t，　u）must　satisfy
the　following　resolvent　equation：
（・5）　v・　（…u）・一・・　（・）一∫1・i（・）、9！ノ（・）・・（・・u）d・・1≦・≦m・
　　Introducing　a　matrix－valued　function　A（t）：＝（gi（の！1・’（の）1≦i，j≦m，avector－valued
function　g（t）＝t（91（t），。・。，9．（亡））　and　a　vector－valuθd　kernel　v（t，　u）＝t（vl（t，　u），…　，
Vm（t，　u）），0≦u≦t〈DQ，we　get
（16）．
@　　礁鷲こ∬A（のv（t・　u）
which　yie｝ds
（17）　　　　・（t，・u）一・xp［一f：A（・）d・］9（u）．
　We　are　now　ready　to　derive　an　integral　equation　that　determines　the　Volterra　kernel
v（t，u）．　To　this　end，　we　first　note　that
　　　　　　　　　　　　　　　　・［dX　（u）X（・）］一暢・（跳，u〈・）｝du，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　の
．．
@昆・（u＞s・・uA・・）一鎖認1∵）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノ＝／
Since　the　innovation　dB（t）is　independent　of　X（8），0＜s＜ちwe　obtain，　as　a　consequence
of（13），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．
　　　　　　　　　　　　　　、曇1π（・）∫」・細島・（uv・，“〈・）du一£・（…），
which　yields　the　required　integral　equation
（18）51細｛、曇。f・　（・）　f，S　Vi（t・・u）h，t（u）du＋、曇1・・（・）∫1・・（・・）！1（u）・・1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＝Σfiノ（t）hi（s）
　　　　　　　　　　　　　　　　　　i＝1
for　all　O＜s＜t＜Oo．
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　　For　each　t　＞O　fixed，　it　suffices　to　seek　a　solution　v〈t，　s）　to　the　equation
（19）　　∫jh6（u）〉（t，・u）du＋∫i〈f（・），hノ（u）〉・（t，・u）du
　　　　　　　　　　　　　　　　　　　　＋∫：〈・（・），・’（の〉・（t，・u）du－h（9），・＜・＜ち
where　h　（s）＝t（hi（s），・一・，h．　（s））　and　〈f，　h＞　denotes　the　inner　product．　Differentiate　both
sides　of（19）with　respect　to　s　and　apply　the　formula　ofσ2（の．　We　thus　arrive　at　the　key
equatlon
（20）　a　2V（t，　S）＋f，t　〈f’　（SVU），　h’　（SAU）＞V（t，　U）dU　＝＝　h’　（S），　O〈　S〈　t・
　　In　order　to　derive　a　linear　differential　equation　of　the　second　order　from　this　equation
（20），　we　put
　　　　　　　　　　　　　　　　　Pj（の：＝一ん1（の／fノ（の＝Cj　exp［2λゴt］／λj＞0，
　　　　　　　　　　　　　　　　　Pノ（t）：＝Pjノ（t）＝：2A／Pj（亡）．
Then　〈f’　（sVu），h’　（sAu）〉＝一〈f’　（s）・P（sAu），　f’　（u）〉　with　multiplication　a’b　defined
by　（a．b）i　＝aibi，1＄　t　S　rn．　Applying　the　integration　by　parts　formula　and　noting　that
（21）　　晶・xp［一∫二A（・）d・］一（・・（・u）f”（u））1　…，
we　obtain
　　　　f，t　〈f’　（sVu），　h’　（sAu）　〉　v　（t，　u）　du
　　　　　　　’＝　一　fg　1－lgl．T　exp　［一fj　A（u）du］lf・　（，）　・　p（，A．）　d．
　　　　　　　一h’（・）＋・xp［一∫iA（・）dv］・’（・）・・（・）＋∫1・xp［一flA（・圃・’（・）・P（u）du・
It　follows　from　（20）　that
（22）　a　2exp　［一　fl　4（g）　dv］g　（s）　＋　exp　［一　f，t　A（v）　dv］　f’　（s）・P　（O）
　　　　　　　　　　　　　　　＋∫画イIA（v）dv］　f’　（s）・・（鋤一…＜・〈t・
　　Now　define
（23）　…（・・の一∫1（・x・［一∫IA（・肋］）i、P、（u）du，・≦・≦t，
to　get　’
　　　　　　　　　a　2　’Ei：，7　（exp［一flA（v）dv］）ih
　　　　　　　　　　一α2、婁1（・・p［一∫：A（肋］）・・＆（・）細
　　　　　　　　　　＝＝　一，　2＝M，　i（exp　［一f，t　A（v）　dv］）　i」　p」　（O）／2A」＋），j‘（s　；　t）　lfl　（s）fh’　（s），
which　shows　that　the　system　of　functions　l　yji（s；t）1，M一一i，　for　each　fixed　i　and　t，　satisfies
the　following　linear　differential　equation　of　the　seeond　order：
（24）　f，　1（a　2／pk（．9．　））f，　pt　hi　（，S　；　t）　1
　　　　　　　　　　　＋！E（・）1曇！1（・）｛誕・・i（…）／…＋…（・・亡）｝一・・．・＜・＜・
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with　boundary　conditions
（24’）　yhi　（O；t）　＝O　gnd’@f，　yki　（t；　t）　＝＝　akiph　（t），　IS　kSm，
where　8　ki　is　the　Kronecker　del’La．
　　At　the　final　stage，　we　make　the　transformation
（25）　zki　（s；　t）＝　exp　［一　A　ks］llyhi　（s；　t）＋　ft　ylei　（O　；　t）／2Ahl．
Then　the　above　equation　（24）　changes　into　a　linear　differential　equation　with　constant
coefficients　for　l　zhi（s　；　t）　1：．．　i：
（26）　ziiti：22　zhi　（s　；　t）一A　h2　zki　（s　；　t）＋（2　ch　A　h／a　2）」E＝M，Ajzji（s　；　t）　＝O，　O＄　s　St．
The　boundary　conditions　（24’　）　become
（26’）｛瓢1：1：す：：：！；臨，M1≦、≦m．
We　have　’狽?浮刀@proved　that　our　task　to　determine　l　gi（u）1　in　（12）　and　l　vi（t，　u）1　in　（13）　can
be　reduced　to　the　one　to　solve　the　boundary　value　problem　for　the　second　grder　differen－
tial　equation　（26）．
　　Conversely，　let　us　assume　that　we　find　out　a　solution｛zhi（s；の｝to　the　differential
equation　（26）　with　boundary　conditions　（26’　）．　Then　a　combination　of　（23）　and　（25）　gives
us　the　exprbssion
（27）　（exp　［一　fi　A（v）　dv］）　ik　＝　（1／ph（s））　“2％，m　lexp　［Ahs］zhi　（s；　t）　1．
So　we　define　by　（21）
　　　　　　　　　　　　　　　　　　　　・綱一晶（・・p［一∫IA（・）d・］）縦（・）
for　arbitrary　k　（we　put　h　＝　i　for　convenience），　which　is　further　calculated　by　applying
（26）：
（28）・綱一一（・xp［…］／・…∂議｛・xp［一・㍊］議（・xp．［・・u］　zii（u・の）｝
　　　　　　　　　　　　　　　＝＝（1／　2ci　Ai）1　A　1　xii（u　；　ti一£t22　zii（u；t）1　：」E＝M，　Aizji（u　；　t）／a　2．
By　（16）　we　have
（28’）　｛li（u）＝vi（u，　u）＝S　Ajzji（u；u）／　cr　2．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノ＝1
　　1t　is　now　an　easy　thing　to　check　those　integral　equations　（20），　（19）　and　（18）．　Set
（・3！）　　酬一脚）一・・，Slf・’（小（・の曲）｝／・・
to　find　out　a　true　innovation　of　X（t）．　We　are　thus　ab｝e　tb　establish　the　expression　（12）
ass・・i…d・・（13）’as、wp・II・・the　can・ni・al　rep・esen…i・n（5）w剛9）and（11）・whi・h　i・
nothing　but　the　integral　form’　of　（12）　and　with　which　we’　staited　the　present discuss ons．
　　Summing　up　what　we　have　discussed，　we　state
Theorem　1．　lf　we　find　a　solution　l　zki（s；t）1　to　the　differential　equation　（26）　and　（26’　），
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then　tve　obtain　the　canonical　representation　（5）　with　（9）　and（11）　as　well　as　the　stochastic
It・一V・1亡errα　equαti・n（6）ω励（10），　where　V・lterrα・kernels・、（ちu）αnd　funeti・ns．9、（の
are　defined　by　（28）　and　（28’　），　respectivelor．
Remark　1．　Letσ（の，　t∈R，　be　a　stationary　Gaussian　process　with　correlation　function
rG　t－81）of　theform
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（29）　　　　．　　　　　　r（の＝ΣCiexp［一λil亡1］，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　まコエwhere　c♪0（凶≦m），£・、　i　l・・d　O＜λ1＜…＜λm〈∞．　N。t・th。tσ（亡）is　expressibl，
　　　　　　　　　　　　　　　　　　　　ピヨユ
as　a　superpositiQn　of　mutually　independent　Ornstein－Uhlenbeck　processesσ（亡；λ∂：
　　　　　　　　　　　　　　　　　　　　　　σ（の＝呈V－EIU（t；λ∂，　　t∈R．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　ピヨユ
Having　in　mind　the　well－known　framework　of　KM　20－Langevin　equations，　we　consider
　（30）　　　　．X（の＝σ（の一E［σ（‘）1σ（0）］＝σ（亡）一r（亡）σ（0），　t≧0．
and　calculate　its　covariance　function
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　り　（31）　　　r（ちs）＝r（亡一s）一r（t）r（s）＝Σノ1（亡）h‘（s），　　0≦s≦亡くoo，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　‘轟1where
　（32）　　　　　fi（t）＝exp［一λit］，　h，（s）＝Ci｛exp［λiS］一r（s）｝　　　（1≦i≦7γの．
　　In　his　previous　paper［10］，the　author　gave　a　de七ailed　account　Qf　the　double　Markov
・a・em＝2・．　A・an・xt・n・i・n　t．・9・ner・1・ase・m≧3，　w・・bt・圭n　a・imilar　c・n・1・・i・n　t・
Theorem　l　for　the　modified　process
（30ノ）　　　　　　　　　　　X＾（の＝Xω／ル（t），　　t≧0，
which　has　the　m－ple　Markov　property．　In　other　words，　by　the　same　method　of　solving
the　boundary　value　problem　for　a　differential　equation　of　the　same　character　a8（26），we
can　establish　the　canonical　representation（5）and　the　stochastic　Ito－Volterra　equation
（6）for　X＾（亡）and　hence　for　X（亡）．　This　time，　the　differential　equation　mentioned　above
takes　the　following　form：
（33）距（・・t）一・款（・・の
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　の　　　　　　　　　　　　　一（2Chλh（λ々十λm）／α2）Σ（λm一λゴ）2，‘（s；の＝O，　0＜s＜t，
where。一・τ，。mes　f，。m、h，　v菱｛ance。蜘の，、．e．　E［（dX　（t））・］一蹴The
　　　　　　　　　　　ピロユ
boundary　conditions　are　written　as　follows：
　　　　　　　　　　　｛（2－cのλ。＋（1一ωλ、｝A、z，・（O；の／　c。λ・，n＋（Ck＋1）A、｝
（・3’）、齢；露∴、のand
　　　　　　　　　　　　ニ2c々λh（λh十λm）δkiexp［λht］／（λm一．λk），　　　1≦h≦m－1．
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　　　　　　　　　　§3．Lineardifferential　equations　of　the　second　order
　　The　final　section　is　devoted　to　an　account　of　the　differential　equation（26）with（26ノ），
which　we　encountered　in　the　previous　section．　Indeed，　taking　into　account　the　fact　that
the　index　i（1≦i≦m）and　the　end　point亡of　the　interva1［0，　t］arise　only．in　the　boundary
conditions，　we　are　first　going　to　discuss　a　general　solution　zh（s）defined　on　the　whole
interval　s≧O　to　the　following　system　of　differential　equations：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　り　（34）　　　xダ（s）一λ琵2h（s）十（2Ckλh／α2．）Σλノzノ（s）＝O，　1≦k≦ノn．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノ＝1
Then　the　relevant　boundary　conditions
（35） @｛漁灘：一，こ帆、，k，M1≦、≦m，
would　determine　our　desired　solution　2，i（s；t），and　hence　u、（t，　u）and　gi（のby（28）and
（28’）．
　　Let　us　begin　with　the　simplest　case　m＝1．　The　above（34）is　rewritten　as　follows：
（34・）　　．。〃（、）一μ・、（、），μ，一編5λ、∈［0，λ1），
which　implies　a　general　form　of　the　solution：
　（36）　　　　　　　　　　　　　　　z（s）＝ae（s；μ）十bd（s；Pt），
where　we　used　the　notation
　　　　　　　　　　　　　　　　e（s；y）＝coshμs　　　and　　　d（s；Pt）＝　・　sinh　Pt　s／Pt，
on　the　understanding　that　e（s；0）＝1，　d（s；0）＝sin　the　caseμ＝0（Le・co〒0）・
　　The　boundary　conditions（35）for　each　fixed亡＞0，　give　us　the　valuesα＝α（t）and
う＝わ（亡）：
（・・）に鷺P［λ’t］／｛λ1e（姻＋（（co＋c’）／（c．＋2c’））λ1d（亡；μ）｝’
Hencθwe　arrive　at　the　following　formu｝a：
　（38）　　　　　　　z11（s；の＝cl．exp［λ1亡］｛e（s；pt）十λ1d（s；pt）｝／
　　　　　　　　　　　　　　　　　　　　／｛λ1e（t；μ）十（（Co十Cl）／（c。十2Cl））λ1d（亡；μ）｝．
　　We　now　proceed　to　the　general　case　m≧2．　We　havθto　study　the　eigenvalue　problem
for　the　m×mmatrix
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　R＝（δノiλ多一Ciλ‘λノ／｛（Co／2）十ΣCh｝）1≦ε，ノ≦肌，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　h＝1
by　which（34）has　a　neat　expression
　（34”）　　　　　　　　　　　　　　　z”（8）＝Rz（s），　z（8）＝t（Zl（s），…　，Xm（s））．
　　Let　us　take　a　column　vector　q（pt）having　l－th　component　qi（μ）＝　2ciλi／（μ2一λ1）
and　depending　on　a　positive　parameterμ，Then　we　seθthat
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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（Rq（μ））‘＝2c，λi｛λ1／（μ2一λの一（Σcノλヌ／（，a2一λタ））／（（Co／2）十Σcん）｝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　戸l　　　　　　　　　　　　　　　　　　　　　　　h＝1
　　　　　　　　　　　　　　　＝＝2Ciλilλ多／（！t　2－A　？・）十1｝＝μ2（li（μ），
ifμis　a　solution　to　the　equation
　　　　　　　　　　　　　　　　　　ゆ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（39）　　　　　　Σcノλヌ／（μ2一λノ）十Co／2十Σcノ；0，　μ＞0．
　　　　　　　　　　　　　　　　　ノ＝1　　　　　　　　　　　　　　　　　　　　ノ＝1
1t　is　easily　shown　that　this　equation　has　m　distinct　roots｛鳥｝撃1such　thatλo＝0≦μ1〈
λ1＜…＜μ．＜λm．When　c。＝0，　the　first　rootμlis　equal　to　O；otherwiseμ1＞0。　We
have　thus　diagonalized　the　matrix　R：
　　　　　　　　　　　　　　　　　RQ＝Q．（δノiμタ）1≦i，ノ≦m，　Q＝（（1i（μゴ））1≦i．ノ≦鵬
　　We　are　now　ready　to　obtain　a　general　solution　to（34”）．　Put　w（s）＝Q－1z（s）to　get
　　　　　　　　　　　　　　　　Wi”（S）＝（Q－1Z”（S））i＝（Q一’RQw（8））、＝μ1蝋8），
which　i．mplies
　　　　　　　　　　　　　　　　　Wi（s）＝αie（s；μ‘）十b，d（s；，α∂，　　　1≦i≦m，
with　m　pairs　of　coefficients（αi，b，）．　Thus　we　have　a　required　expression
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　り　（40）　　　Zi（8）＝（Qw（s））i＝2CiλiΣ｛αノe（s；yゴ）十わノd（s；μ∫）｝／（μ夕一Aの．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　j＝1
　　By　virtue　of（40），the　boundary　conditions（35），for　each　i（1≦i≦m）and　t＞O　fixed，
change　iぬto　the　following　system　of　linear　equations：
　　　　　　　　　　　≦i（λんαノーb，）／（μテーλ琵）＝O　　　and
　　　　　　　　　　　ノ鶉1
　（41）　　　Σ｛（λhe（t；μノ）十μid（t；μノ））αノ十（e（t；μノ）十λ々d（t；μノ））わノレ
　　　　　　　　　　　ゴ＝1
　　　　　　　　　　　　　　　　　／（μ多一λk）＝δhiexp［λk亡］／λk，　　　1≦k≦m．
The　well－known　formula
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　れ　　　　11／（μ多一λ琵）1＝（一1）m（肌一1）／2　　　H　（μ，一μ甕）（λノーλ琵）／II （μ多二λ隻）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1≦k＜ノ≦’π　　　　　　　　　　　　ノ，k＝1
enables　us　to　take　the　inverse（1／（μノーλ2））一1＝（ρの，and　from　the　first　equality　of
（41）we　write
　　　　　　　　　　　　　　　　　　　　　　　　の　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　の　（42）　　　　　 わノ＝Σρノんλ々αん／（μ羅一λ蒐）ニΣτ」hαた，
　　　　　　　　　　　　　　　　　　　　　　h，h＝1　　　　　　　　　　　　　ん＝1　　　　　　　　　　りwithτ、jh：＝Σ　ρノkλh／（μ菟一λk）．　In　the　caseπF　2，　we　have
　　　　　　　　　　んマユ
　　　τ11＝｝λ1（λ量一μ1）（μ1一λ1）＋λ、（λ1一μD（λ；一μ1）／（μ1一μ1）（λZ－Al），
　　　τ12＝（λ2一λ1）（λ｛一μ甕）（λ萎一μ釜）／（μ甕一μ1）（λ塁一λ釜），
　　　τ21＝（λ2一λ1）（μ．塁一λわ（λ1一μ塁）／（．μ舞一μ1）（λ舞一λ壬），　and
　　　τ22＝｛λ1（λ呈一幽）（λ塁一＃甕）十λ2（λ舞一＃量）（＃塁一λ呈）｝／（μ豊一＃釜）（λ豊一λ釜）．
　　Substituting（42）into　the　second　equality　of（’41），we　now　get
　　　　　　　　　　　　れ　　　　　　　　　　　　Σ｛（λke（t；μノ）十μld（亡；μ」））／（μ1一λ覧）
　　　　　　　　　　　　ノ＝1
　　　　　　　　　　　　　　　　　　　　れ　（43）　　　　　　十日置．e（t；μん）十λ，d（亡；μh））τゐノ／（μ気一λ羅）1αノ
　　　　　　　　　　　　　　　　　　　んニユ
　　　　　　　　　　　　　　＝δ｛exp［λht］／λk，　　　1≦k≦m，
wh呈ch　should　determine　the　desired　valuesαノ＝　・　aji（t），and　henceわノ＝　b」i（亡），1≦ノ≦m．
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We　set
（44）。。（、）、一（λ・e（1…）＋μld（む・μ・））／（μ；一λZ）
　　　　　　　　　　　　　　　　　　　　　　十Σ（e（‘；Ptゐ）十λ，d（亡；μん））τたノ／（μ鶏一λ詫）
　　　　　　　　　　　　　　　　　　　　　　　　んニユ
to　see　that　lim△皿（t）＝　12λk／（μヌーλ甕）1≠0．　If　we　define
　　　　　　　　　む　　
　（45）　　　　　　　　　　　　　　　　　　　　T一：＝inf｛‘＞0；△皿（t）＝＝0｝，
w6　have　O＜Tm≦oo　and（一1）那△肌（の＞O　for　all亡くZ。．　That　is，　the　equations（42）and
（43）give　us　unique　solution｛αノ，わノ｝for　each．亡∈（0，　T一）．
Conjecture．　T．　＝＝　oo　for　every　rn，　i．e．　（一1）mA．（t）　＞O　for　all　t　＞O．
　Our　conjecture　is　true　for　m　＝：1．　For　rn　）2，　however，　the　problem　of　determining　the
exact　value　of　T．　is　beyond　the　author’s　abilities，　even　in　the　simplest　case　m＝2：
　　　　　　　A．2（t）＝［1（Ai十Tii）e（t；　st　i）十（Ft　1十Airii）d（t；　！t　i）1／（　Lt　？一AD
　　　　　　　　　　　　　　　　十　i’　2i（e　（t　；　ft　2）十A　i　d　（t　；　Ft　2））／（（　st　1・一　A　？）］×
　　　　　　　　　　　　　　×［T　i2（e　（t　；　f1　i）十A　2d　（t；　／t　i））／（（　st　i－AZ）
　　　　　　　　　　　　　　　　十1（A2十T22）e（t；　ti　2）十（rt　3十A2T22）d（t；　Lt　2）1／（　At　Z一　，1　Z）］
　　　　　　　　　　　　　　一［Ti2（e　（t；　Lt　i）十A　id　（t；　Lt　i））／（（　Pt　Z一　，X’　？）
　　　　　　　　　　　　　　　　十1・（Ai十丁22）e（t；　At　2）十（！t　；十AiT22）d（t；　st　2）1／（　xt　Z－AD］×
　　　　　　　　　　　　　　×［1（A2＋Tii）e（t；　si　i）＋（st　？＋A2Til）d（t；　！t　i）1／（’ft　1－AZ）
　　　　　　　　　　　　　　　　十丁2i（e　（t；　Ft　2）十A　2d　（t；　ti　2））／（　xt　3－AZ）］．
　　What　we　have　proved　so　far　is　summarized　as　follows：
Proposition　2．　The　boundary　value　problern　（35）　for　the　d．ifferential　equation　（34）　has，，
for　everor　i　（IS　i＄m）　and　t　（O〈　t〈　T．　），　unique　solution　zhi（s　；　t）　of　the　forrn　（40）　with
coefアicients（αノ，うノ）（ie亡ermine（l　b：ソ（42）αn（i（43）．
Remark　2．　For　the　differential　equation（33）in　Remark　1．，　we　can　go　on　the　lines　of　the
above　discussions　to　reach　a　similar　conclusion　to　Proposition　2．　Indeed，　the（m一．1）×
（m－1）matrix
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　R＾＝．（δkノλ舞曲。々λh（λh十λm）（λm一λノ）／（Σc，λh））
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゐコユ
can　be　diagonalized　by　Q＾ニ（c，λk（λk十λm）／（μノーλ罠）），　where　theμノwithλ1＜μ1
＜…　〈μη一1〈λmare　taken　to　be　roots　of　the　equation
　　　　　　　　　　　　　　　れ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　の
　　　　　　　　　　　　　　　　Σcノλノ（λ盈一λヌ）／（．μ2－A多）＝Σc九λん，　Pt＞0，
　　　　　　　　　　　　　　　ノ＝1　　　　　　　　　　　　　　　　　　　　　　　　h＝1
（cf．［11］，［12］）．　So　we　have　a　general　solution　of　the　form
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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　れ　し　（46）　　2h（8）＝c々λh（λk十λm）Σ｛αノe（s；Ptノ）十b／d（s；Ptノ）｝／（μノーλ羅），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノ；1
and　the　boundary　conditions（33’）become　the　following　linear　equations：
　　　れ　ユ　　　　Σ（λ製αノーbノ）／（μ多一λ髭）＝0
　　　ノ＝1
　　　　　　　　　（A“，　：　＝　Akl（2’Cm）λm十（1－ch）λhl／lCmλm十（1十Ck）λh｝）　　and
　　　mΣ1．｛（λ、e（t；μ、）＋μノd（亡；μ、））。、＋（・（t；μ、）＋λ、d（t；μ、））b、｝／（鰐一λ1）
　　　ノ＝1
　　　　　　　　　　　　　　　　　　＝2δ彦exp［．λht］／（λ．m一λh），　　　1≦ん≦m－1．
　　This　system　of　linear　equations　determines　the　required　coefficientsαノ＝αj　i（の，わノ＝
b，i（t）in（46）to　obtain　the　solution　zhi（8；亡）for　each　i（1≦i≦m－1）and　t∈（0，7孟一1），
where　we　put
　　　　　　　　　　　　　　　　　　　　　　（A、e（亡；μノ）＋鰐d（t；μノ））／（鰐一A2）
　　　　　　　　△領一1（の：＝　　　　　　　　　　　　　　　　　　　　　　　＋mΣ1（，（‘；Pt　h）＋λ、d（t；μ、））。2、／（f・　Z一・A・2）
　　　　　　　　　　　　　　　　　　　　　　　　　んヨユ　　　　　　　　　　の　ユwithτ2ノ：＝　Σ　ρ嫉λ製／（μターλ1），and
　　　　　　　　　　h＝1
　　　　　　　　　　　　　　　　　　　　　　77孟＿1：＝inf｛亡＞0；　△㌔＿1（t）＝0｝　＞　0．
It　is　also　conjectured　that　7卸、＝Oo　for　every　m，　which　is　true　for　m＝2，　the　double
Markov　case　treated　in　the　author’s　previous　paper［10］．
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