Two new relative entropy quantities, called the min-and max-relative entropies, are introduced and their properties are investigated. The well-known min-and max-entropies, introduced by Renner [1], are obtained from these. We define a new entanglement monotone, which we refer to as the max-relative entropy of entanglement, and which is an upper bound to the relative entropy of entanglement. We also generalize the min-and max-relative entropies to obtain smooth minand max-relative entropies. These act as parent quantities for the smooth Rényi entropies [1] , and allow us to define the analogues of the mutual information, in the Smooth Rényi Entropy framework. Further, the spectral divergence rates of the Information Spectrum approach are shown to be obtained from the smooth min-and max-relative entropies in the asymptotic limit.
I. INTRODUCTION
One of the fundamental quantities in Quantum Information Theory is the relative entropy between two states. Other entropic quantities, such as the von Neumann entropy of a state, the conditional entropy and the mutual information for a bipartite state, are obtainable from the relative entropy. Many basic properties of these entropic quantities can be derived from those of the relative entropy. The strong subadditivity of the von Neumann entropy, which is one of the most powerful results in Quantum Information Theory, follows easily from the monotonicity of the relative entropy. Other than acting as a parent quantity for other entropic quantities, the relative entropy itself has an operational meaning. It serves as a measure of distinguishability between different states.
The notion of relative entropy was introduced in 1951, in Mathematical Statistics, by Kullback and Leibler [2] , as a means of comparing two different probability distributions. Its extension to the quantum setting was due to Umegaki [3] . The classical relative entropy plays a role similar to its quantum counterpart. Classical entropic quantities such as the Shannon entropy of a random variable, the conditional entropy, the mutual information and the joint entropy of a pair of random variables are all obtainable from it.
More recently, the concept of relative entropy has been generalized to sequences of states, in the so-called Information Spectrum Approach [4, 5, 6, 7, 8, 9] . The latter is a powerful method which enables us to evaluate the optimal rates of various information theory protocols, without making any assumption on the structure of the sources, channels or (in the quantum case) the en- * Electronic address: N.Datta@statslab.cam.ac.uk tanglement resources involved. In particular, it allows us to eliminate the frequently-used, but often unjustified, assumption that sources, channels and entanglement resources are memoryless. The quantities arising from the generalizations of the relative entropy in this approach are referred to as spectral divergence rates [see Section VII for their definitions and properties]. Like the relative entropy, they yield quantities which can be viewed as generalizations of entropy rates for sequences of states (or probability distributions, in the classical case). These quantities have been proved to be of important operational significance in Classical and Quantum Information Theory, as the optimal rates of protocols such as data compression, dense coding, entanglement concentration and dilution, transmission of classical information through a quantum channel and in the context of hypothesis testing [see e.g. [7, 8, 10, 11, 12, 13, 14, 15] ]. Hence, spectral divergence rates can be viewed as the basic tools of a unifying mathematical framework for studying information theoretical protocols.
A simultaneous but independent approach, developed to overcome the limitation of the memoryless criterion is the so-called Smooth Entropy framework, developed by Renner et al. (see e.g. [1] , [16] , [17] , [18] , [19] ). This approach introduced new entropy measures called smooth Rényi entropies or smooth min-and max-entropies. In contrast to the spectral entropy rates, the (unconditional and conditional) smooth min-and max-entropies are defined for individual states (or probability distributions) rather than sequences of states. They are non-asymptotic in nature but depend on an additional parameter ǫ, the smoothness parameter. Similar to the spectral entropies, the min-and max-entropies have various interesting properties e.g.chain rule inequalities and strong subadditivity. They are also of operational significance and have proved useful in the context of randomness extraction and cryptography.
Recently it was shown [20] that the two approaches discussed above, are related in the sense that the spectral entropy rates are obtained as asymptotic limits of the corresponding smooth min-and max-entropies. In this paper we introduce two new relative entropy quantities, namely the min-and max-relative entropies (and their smoothed versions), which act as parent quantities for the unconditional and conditional min-and max-entropies of Renner [1] . These new relative entropy quantities are seen to satisfy several interesting properties. Their relations to the quantum relative entropy [21] and to the quantum Chernoff bound [22] are discussed. They also allow us to define analogues of the mutual information in the Smooth Rényi Entropy Framework. The operational significance of the latter will be elaborated in a forthcoming paper. We define a new entanglement monotone, which we refer to as the max-relative entropy of entanglement, and which is an upper bound to the relative entropy of entanglement. Moreover, the smooth min-and max-relative entropies and the analogous quantities in the Quantum Information Spectrum framework, namely the spectral divergence rates, are proved to be related in the asymptotic limit. The proofs are entirely self-contained, relying only on the definitions of the entropic quantities involved, and the lemmas stated in Section II.
The min-and max-relative entropies both have interesting operational significances. The operational meaning of the min-relative entropy is given in state discrimination as the negative logarithm of the optimal error probability of the second kind, when the error probability of the first kind is required to be zero. This is explained in the proof of Lemma 12. The max-relative entropy, on the other hand is related to the optimal Bayesian error probability, in determining which one of a finite number (say M ) of known states a given quantum system is prepared in. Suppose the quantum system is prepared in the k th state, ρ k , with apriori probability p k , and the optimisation is over all possible choices of POVMs which could be made on the system to determine its state. Then the optimal Bayesian probability of error is given by
where the infimum is taken over all possible quantum states, σ, in the Hilbert space of the system. This operational interpretation, was first provided in [23] though in a somewhat different formalism. It is also explained in [24] . We start with some mathematical preliminaries in Section II. We define (non-smooth) min-and max-relative entropies in Section III, and state how the unconditional and conditional min-and max-entropies are obtained from them. We also define the min-and max-mutual informations. In Section IV we investigate the properties of the new relative entropy quantities. A new entanglement monotone is introduced in Theorem 1 of Section V, and some of its properties are discussed. Next, we define the smoothed versions of the min-and max-relative entropies in Section VI. After briefly recalling the definitions and basic properties of the spectral divergence rates in Section VII, we go on to prove the relations between them and the smooth min-and max-relative entropies in Section VIII. These are stated as Theorem 2 and Theorem 3, which along with the new entanglement monotone (Theorem 1), and the properties of the minand max-relative entropies, constitute the main results of this paper. Our results apply to the quantum setting and thus include the classical setting as a special case.
II. MATHEMATICAL PRELIMINARIES
Let B(H) denote the algebra of linear operators acting on a finite-dimensional Hilbert space H. The von Neumann entropy of a state ρ, i.e., a positive operator of unit trace in B(H), is given by S(ρ) = −Trρ log ρ. Throughout this paper, we take the logarithm to base 2 and all Hilbert spaces considered are finite-dimensional. We denote the identity operator in B(H) by I.
In this paper we make extensive use of spectral projections. Any self-adjoint operator A acting on a finitedimensional Hilbert space may be written in its spectral decomposition A = i λ i P i , where P i denotes the orthogonal projector onto the eigenspace of A spanned by eigenvectors corresponding to the eigenvalue λ i . We define the positive spectral projection on A as {A ≥ 0} := λi≥0 P i , the projector onto the eigenspace of A corresponding to positive eigenvalues. Corresponding definitions apply for the other spectral projections {A < 0}, {A > 0} and {A ≤ 0}. For two operators A and B, we can then define {A ≥ B} as {A − B ≥ 0}. The following key lemmas are useful. For a proof of Lemma 1 and Lemma 3, see [4, 7, 8] . Lemma 2 is proved in [20] .
Lemma 1 For self-adjoint operators A, B and any positive operator 0 ≤ P ≤ I, we have
Tr
Identical conditions hold for strict inequalities in the spectral projections {A < B} and {A > B}.
Lemma 2 Given a state ρ n and a self-adjoint operator ω n , for any real γ, we have
Lemma 3 For self-adjoint operators A and B, and any completely positive trace-preserving (CPTP) map T , the inequality
The trace distance between two operators A and B is given by ||A−B|| 1 := Tr {A ≥ B}(A−B) −Tr {A < B}(A−B) (4) The fidelity of states ρ and ρ ′ is defined to be
The trace distance between two states ρ and ρ ′ is related to the fidelity F (ρ, ρ ′ ) as follows (see (9.110) of [25] ):
We use the following simple corollary of Lemma 1:
Corollary 1 For self-adjoint operators A, B and any positive operator 0 ≤ P ≤ I, the inequality
for any ε > 0, implies that
We also use the "gentle measurement" lemma [26, 27] :
The same holds if ρ is only a subnormalized density operator.
III. DEFINITIONS OF MIN-AND MAX-RELATIVE ENTROPIES

Definition 1
The max-relative entropy of two operators ρ and σ, such that ρ ≥ 0, Trρ ≤ 1 and σ ≥ 0, is defined by
For ρ and σ satisfying supp ρ ⊆ supp σ, D max (ρ||σ) is equivalently given by
where the notation µ max (A) is used to denote the maximum eigenvalue of the operator A, and the inverses are generalized inverses defined as follows:
, where P A , P A −1 denote the projectors onto the supports of A and A −1 respectively. Another equivalent definition of D max (ρ||σ) is: (8) where
Definition 2
where π ρ denotes the projector onto supp ρ, the support of ρ. It is well-defined if supp ρ has non-zero intersection with supp σ.
Note that
where S α (ρ||σ) denotes the quantum relative Rényi entropy of order α, with 0 < α < 1, defined by (see e.g. [21, 28] ):
Various properties of D min (ρ||σ) and D max (ρ||σ) are discussed in Section IV.
The min-and max-(unconditional and conditional) entropies, introduced by Renner in [1] can be obtained from D min (ρ||σ) and D max (ρ||σ) by making suitable substitutions for the positive operator σ. In particular, for σ = I, we obtain the min-and max-entropies of a state ρ, which are simply the Rényi entropies of order infinity and zero, respectively:
The min-and max-entropies of a bipartite state, ρ AB , relative to a state σ B , are similarly obtained by setting
and
In the above, π AB denotes the projector onto the support of ρ AB . In addition, by considering σ = ρ A ⊗ ρ B , we obtain the following analogues of the quantum mutual information of a bipartite state ρ = ρ AB :
Definition 3 For a bipartite state ρ AB , the min-and max-mutual informations are defined by
Smooth versions of the min-and max-relative entropies are defined in Section VI. These in turn yield the (unconditional and conditional) smooth min-and maxentropies [1, 20] and mutual informations, upon similar substitutions for the operator σ. It was proved in [20] that the smooth min-and max-entropies are related to the spectral entropy rates used in the Quantum Information Spectrum approach [see Section VII or [4] ], in the sense that the spectral entropy rates are the asymptotic limits of the smooth entropies. As discussed in Section VII, the spectral entropy rates are obtainable from two quantities, namely the inf-and sup-spectral divergence rates. In Section VIII, we prove that these spectral divergence rates are indeed asymptotic limits of the smooth min-and max-relative entropies.
IV. PROPERTIES OF MIN-AND MAX-RELATIVE ENTROPIES
The min-and max-relative entropies satisfy the following properties:
Lemma 5 For a state ρ and a positive operator σ
Proof (This is exactly analogous to the proof of Lemma 3.1.5 in [1] ). Let π ρ denote the projector onto the support of ρ, and let λ ≥ 0 such that D max (ρ||σ) = log λ, i.e., λσ − ρ ≥ 0. Then, using the fact that for positive semidefinite operators A and B, Tr(AB) ≥ 0, we get
Hence,
The min-and max-relative entropies are non-negative when both ρ and σ are states. They are both equal to zero when ρ and σ are identical states. Moreover, D min (ρ||σ) = 0 when ρ and σ have identical supports.
Proof Due to Lemma 5, it suffices to prove that D min (ρ||σ) ≥ 0, when ρ and σ are states. Note that Tr(π ρ σ) ≤ Trσ = 1, where π ρ denotes the projector onto the support of ρ. Hence,
The rest of the lemma follows directly from the definitions (7) and (9) of the max-and min-relative entropies, respectively.
Lemma 7
The min-and max-relative entropies are monotonic under CPTP maps, i.e., for a state ρ, a positive operator σ, and a CPTP map T :
Proof The monotonicity (18) follows directly from the monotonicity of the quantum relative Rényi entropy. For 0 < α < 1, we have [28] :
Taking the limit α → 0 + on both sides of this inequality and using (10), yields (18) .
The proof of (19) is analogous to Lemma 3.1.12 of [1] .
Lemma 8 The min-relative entropy is jointly convex in its arguments.
Proof The proof follows from the monotonicity of the min-relative entropy under CPTP maps (Lemma 7). Following [28] , let ρ 1 , . . . ρ n be states acting on a Hilbert space H, let σ 1 , . . . σ n be positive operators in B(H) such that supp ρ i ⊆ supp σ i , for i = 1, . . . , n, and let
denote a probability distribution. Let ρ, σ ∈ B(H).
Consider the following operators in B(H ⊗
Note that the the operators A i , B j , i, j ∈ {1, 2, . . . n}, have orthogonal support for i = j, i.e.,
Let π A and π i denote the orthogonal projectors onto the support of A and ρ i , respectively, with i = 1, 2, . . . n. Then using (21) and the convexity of the function − log x, we obtain
Taking the partial traces of A and B over C n yields the operators
However, since the partial trace over C n is a CPTP map, we have by Lemma 7 that
The inequalities (22) and (23) yield the joint convexities:
Lemma 9 The max-relative entropy of two mixtures of states, ρ := n i=1 p i ρ i and σ := n i=1 p i σ i , satisfies the following bound:
Proof By definition (8):
where P λ + = {ρ ≥ λσ}. Consider the projection operators P λ,i
by Lemma 1. Set λ = max 1≤i≤n λ i where for each i = 1, 2, . . . , n, λ i is defined by
For this choice of λ, each term in the sum on the right hand side of (26) vanishes, implying that Tr P λ + (ρ − λσ) = 0, and hence λ ≥ D max (ρ||σ).
Lemma 10
The min-and max-relative entropies of two states ρ and σ are related to the quantum relative entropy S(ρ||σ) := Tr ρ log ρ − ρ log σ as follows:
Proof We first prove the upper bound S(ρ||σ) ≤ D max (ρ||σ): Let ρ ≤ 2 α σ, with α = D max (ρ||σ). Then using the operator monotonicity of the logarithm [29] , we have log ρ ≤
We next prove the bound D min (ρ||σ) ≤ S(ρ||σ):
Consider the CPTP map, T , defined by
where ω is any density matrix, π ρ is the projector onto the support of ρ, and π ρ = I − π ρ . Note that T (ρ) = ρ. Due to the monotonicity of S(ρ||σ) under CPTP maps, we have
Define the normalized state σ := 1 c π ρ σπ ρ where c = Tr(π ρ σ). Then
From (29) and (30) we conclude that D min (ρ||σ) ≤ S(ρ||σ).
The following lemma is obtained easily from the definitions of the min-and max-relative entropies.
Lemma 11
The min-and max-relative entropies are invariant under joint unitary transformations.
Lemma 12
The min-relative entropy of two states ρ and σ for which supp ρ ⊆ supp σ, satisfies the following bounds:
where µ min (σ) denotes the minimum non-zero eigenvalue of σ. Further,
Proof The first inequality in (31) has been proved in Lemma 5. Since supp ρ ⊆ supp σ, we have π ρ ≤ π σ , where π ρ and π σ , denote the projectors onto the supports of ρ and σ respectively. Further, using the bounds ρ ≤ π ρ and π σ ≤ µ min (σ) −1 σ, where µ min (σ) denotes the minimum non-zero eigenvalue of σ, we obtain
Using the definition of D max (ρ||σ) we therefore infer that D max (ρ||σ) ≤ − log µ min (σ). The bound (32) follows from the fact that
which can be seen as follows. Consider the scenario of state discrimination. Suppose it is known that that a finite quantum system is in one of two states ρ and σ, with equal apriori probability. To determine which state it is in, one does a binary Postive Operator-Valued Measurement (POVM) with elements E 1 and E 2 , and E 1 + E 2 = I. If the outcome corresponding to E 1 occurs then the system is inferred to be in the state ρ, whereas if the outcome corresponding to E 2 occurs, then the system is inferred to be in the state σ. The average probability of error in state discrimination is given by
Note that the two terms in the parenthesis, in the last line of (34) It is known that if one has asymptotically many copies of two states ρ and σ, the error in discriminating between them decreases exponentially, and the error exponent is given by the so-called quantum Chernoff bound ξ(ρ, σ) [22] . The latter has been shown to be given by ξ(ρ, σ) = − log min 0≤s≤1 Trρ s σ 1−s . From the expression (10) it follows that the min-relative entropy provides a lower bound to the quantum Chernoff bound, i.e., ξ(ρ, σ) ≥ D min (ρ||σ).
V. A NEW ENTANGLEMENT MONOTONE
Here we introduce a new entanglement monotone for a bipartite state ρ. We denote it by E max (ρ) and call it the max-relative entropy of entanglement.
In [31] , Vedral and Plenio proved a set of sufficient conditions under which a measure D(ρ||σ) of the "distance" between two bipartite quantum states, ρ and σ, defines an entanglement monotone, E(ρ), through the following expression:
Here the minimum is taken over the set D of all separable states (see also [32] ). The conditions ensure that (i) E(ρ) = 0 if and only if ρ is separable; (ii) E(ρ) is unchanged by a local change of basis and (iii) E(ρ) does not increase on average under local operations and classical communication (LOCC) [34] . By proving that these conditions are satisfied by D max (ρ||σ), we are able to define a new entanglement monotone.
Theorem 1 For a bipartite state ρ, the quantity
where the minimum is taken over the set D of all separable states, is an entanglement monotone.
Proof It suffices to prove that the max-relative entropy D max (ρ||σ) satisfies the following properties, which constitute the set of sufficient conditions proved in [31] .
• D max (ρ||σ) ≥ 0 with equality if and only if ρ = σ.
• D max (ρ||σ) = D max (U ρU † ||U σU † ) for any unitary operator U .
• D max (Tr p ρ||Tr p σ) ≤ D max (ρ||σ), where Tr p denotes a partial trace.
•
• For any set {P i } of mutually orthogonal projectors, i.e., P i P j = δ ij P i ,
• For any projector P ,
From Lemma 6 we have that if ρ = σ then D max (ρ||σ) = 0. To prove the converse, i.e., D max (ρ||σ) = 0 implies that ρ = σ, note that D max (ρ||σ) = 0 =⇒ (σ − ρ) ≥ 0. On the other hand, since ρ and σ are states, we have Tr(σ − ρ) = 0, which in turn implies that (σ − ρ) = 0. This completes the proof of the first property. The second property follows from Lemma 11. The third property follows from Lemma 7, since the partial trace is a CPTP map. The fourth property can be proved as follows. Using the definition (7) of the max-relative entropy, we have
In the above we have made use of the fact that {α i } and {β i } are probability distributions, and hence
. The fifth and sixth properties are seen to hold by inspection.
Lemma 13
The max-relative entropy of entanglement, E max , is an upper bound to the relative entropy of entanglement [31] E(ρ) := min σ∈D
S(ρ||σ).
Proof Let σ * be a separable state such that
By Lemma 10 we have
Properties of E max (ρ) will be investigated in a forthcoming paper.
VI. SMOOTH MIN-AND MAX-RELATIVE ENTROPIES
Smooth min-and max-relative entropies are generalizations of the above-mentioned relative entropy measures, involving an additional smoothness parameter ε ≥ 0. For ε = 0, they reduce to the non-smooth quantities Definition 4 For any ε ≥ 0, the ε-smooth min-and max-relative entropies of a bipartite state ρ relative to a state σ are defined by
The following two lemmas are used in the proof of Theorem 2 given below.
Lemma 14
Let ρ AB and σ AB be density operators, let ∆ AB be a positive operator, and let λ ∈ R such that
Lemma 15 Let ρ AB and σ AB be density operators. Then
for any λ ∈ R and ε = 8Tr {ρ AB > 2 λ σ AB }ρ AB .
The proofs of these lemmas are analogous to the proofs of Lemmas 5 and 6 of [20] and are given in the Appendix for completeness.
VII. SPECTRAL DIVERGENCE RATES
In the quantum information spectrum approach one defines spectral divergence rates, defined below, which can also be viewed as generalizations of the quantum relative entropy.
Definition 5 Given a sequence of states
and a sequence of positive operators σ = {σ n } ∞ n=1 , the quantum spectral sup-(inf-)divergence rates are defined in terms of the difference operators Π n (γ) = ρ n − 2 nγ σ n as
respectively.
Although the use of sequences of states allows for immense freedom in choosing them, there remain a number of basic properties of the quantum spectral divergence rates that hold for all sequences. These are stated and proved in [4] . In the i.i.d. case the sequence is generated from product states ρ = {̺ ⊗n } ∞ n=1 , which is used to relate the spectral entropy rates for the sequence ρ to the entropy of a single state ̺.
Note that the above definitions of the spectral divergence rates differ slightly from those originally given in (38) and (39) of [13] . However, they are equivalent, as stated in the following two propositions [35] . For their proofs see [4] or [20] .
(42) which is the original definition of the spectral supdivergence rate. Hence the two definitions are equivalent.
(43) which is the original definition of the spectral infdivergence rate. Hence the two definitions are equivalent.
Despite these equivalences, it is useful to use the definitions (40) and (41) for the divergence rates as they allow the application of Lemmas 1, 2 and 3 in deriving various properties of these rates.
The spectral generalizations of the von Neumann entropy, the conditional entropy and the mutual information can all be expressed as spectral divergence rates with appropriate substitutions for the sequence of operators σ = {σ n } ∞ n=1 .
A. Definition of spectral entropy rates
Consider a sequence of Hilbert spaces {H n } ∞ n=1 , with H n = H ⊗n . For any sequence of states ρ = {ρ n } ∞ n=1 , with ρ n being a density matrix acting in the Hilbert space H n , the sup-and inf-spectral entropy rates are defined as follows:
Here I n denotes the identity operator acting in H n . These are obtainable from the spectral divergence rates as follows [see [4] :
where
is a sequence of identity operators. It is known that the spectral entropy rates of ρ are related to the von Neumann entropies of the states ρ n as follows:
Moreover, for a sequence of product states ρ = {ρ ⊗n } ∞ n=1 :
For sequences of bipartite states ρ = {ρ ⊗ H B ) ⊗n ), the conditional spectral entropy rates are defined as follows:
In the above, I A = {I Similarly, the mutual information rates are given by
These spectral entropy rates have several interesting properties (see e.g. [4] ) and also have the operational significance of being related to the optimal rates of protocols (see the discussion in the Introduction and the references quoted there).
VIII. RELATION BETWEEN SPECTRAL DIVERGENCE RATES AND SMOOTH MIN-AND MAX-RELATIVE ENTROPIES
In this section we prove the relations between the spectral divergence rates and the smooth relative entropies. As mentioned in the Introduction, the proofs are entirely self-contained, relying only on the definitions of the entropic quantities involved, and the lemmas stated in Section II. , and a sequence of positive operators σ = {σ n } ∞ n=1 , where ρ n , σ n ∈ B H ⊗n , the sup-spectral divergence rate D( ρ σ), defined by (40) (or equivalently by (42)) , satisfies
where D ε max (ρ n ||σ n ) is the smooth max-entropy of the state ρ n of the sequence ρ, and the operator σ n of the sequence σ.
Proof
We first prove the bound
Let δ > 0 be arbitrary but fixed, and define
Then from Proposition 1 it follows that lim sup
In particular, for any ε > 0 there exists n 0 ∈ N such that for all n ≥ n 0 ,
Using Lemma 15 we then infer that for all n ≥ n 0
and, hence lim sup
Since this holds for any ε > 0, we conclude
The assertion (54) then follows because this holds for any arbitrary δ > 0. We next prove the bound
Let ρ n,ε be the operator for which
(62) This implies, in particular, that for any λ for which log λ ≥ D ε max (ρ n ||σ n ), we have
For any real constant γ > 0, let us define the projection operator
In the above we have made use of Lemma 1, Lemma 2 and Corollary 1. Let λ := 2 nα and choose log λ = D ε max (ρ n ||σ n )+δ/2 for any arbitrary δ > 0. Further let us choose γ = α + δ/2. Then, by (63), the first term on the right hand side of (65) vanishes. Moreover, the second term also goes to zero as n → ∞. Therefore, for n large enough and any δ ′ > 0, in the limit ε → 0, we must have that
This together with Proposition 1 implies that γ ≥ D( ρ|| σ). The required bound (61) then follows from the choice of the parameters α and γ. , where ρ n , σ n ∈ B H ⊗n , the inf-spectral divergence rate D( ρ σ), defined by (41) (or equivalently by (43)), satisfies
where D ε min (ρ n ||σ n ) is the smooth min-relative entropy of the state ρ n of the sequence ρ and the operator σ n of the sequence σ.
Proof From the definition (43) of D( ρ σ) it follows that for any γ ≤ D( ρ σ) and any δ > 0, for n large enough
where P γ n := {ρ n ≥ 2 nγ σ n }. For any given α > 0, choose γ = D( ρ σ) − α, and let ρ n,γ := P γ n ρ n P γ n (69) Then using (68) and the "Gentle measurement lemma", Lemma 4, we infer that, for n large enough, ρ n,γ ∈ B ε (ρ n ) with ε = 2 √ δ. Let π n,γ denote the projection onto the support of ρ n,γ .
We first prove bound
For n large enough,
The last inequality in (71) follows from Lemma 2. Hence, for n large enough,
and since α is arbitrary, we obtain the desired bound (70).
To complete the proof of Theorem 3, we assume that
and prove that this leads to a contradiction. Let ρ n,ε be the operator for which D ε min (ρ n ||σ n ) = D min ( ρ n,ε ||σ n ) = − log Tr π n,ǫ σ n , (74) where π n,ε is the projection onto the support of ρ n,ε .
Tr( π n,ε ρ n ) = Tr π n,ε (ρ n − ρ n,ε ) + ρ n,ε = Tr π n,ε (ρ n − ρ n,ε ) + Tr ρ n,ε ≥ Tr {ρ n ≤ ρ n,ε }(ρ n − ρ n,ε ) + Tr ρ n,ε ≥ −ε + 1 − ε = 1 − 2ε.
We arrive at the second last line of (75) using Lemma 1. The last inequality is obtained by using the fact that ρ n,ε ∈ B ε (ρ n ), and the bound Tr {ρ n ≤ ρ n,ε }(ρ n − ρ n,ε ) ≥ −ε, which arises from the fact that ρ n,ε ∈ B ε (ρ n ). Define, Obviously, β ε ≥ γ. Note that the assumption (73) is equivalent to the assumption γ > D( ρ|| σ). Let γ 0 be such that
Then, for any fixed ε > 0 there exists n 0 ∈ N such that for all n ≥ n 0 1 n D min ( ρ n,ε ||σ n ) ≥ β ε .
The above inequality can be rewritten as Tr π n,ǫ σ n ≤ 2
Using (79) we obtain the following:
Tr( π n,ε ρ n ) = Tr π n,ε (ρ n − 2 nγ0 σ n ) + 2 nγ0 Tr π n,ε σ n ≤ Tr {ρ n ≥ 2 nγ0 σ n }(ρ n − 2 nγ0 σ n ) + 2 nγ0 2 −nβε ≤ Tr {ρ n ≥ 2 nγ0 σ n }(ρ n − 2 nγ0 σ n ) + 2 −n(βε−γ0)
The second term on the right hand side of (80) tends to zero asymptotically in n, since δ ε > 0. However, the first term does not tend to 1, since γ 0 > D( ρ|| σ) by assumption. Hence we obtain the bound Tr( π n,ε ρ n ) < 1 − c 0 ,
for some constant c 0 > 0. This contradicts (75) in the limit ε → 0. 
We first show that the Hermitian operator
AB , which is a consequence of the operator monotonicity of the square root (Proposition V.1.8 of [29] ).
Using (5) and the fact that the fidelity between two pure states is given by their overlap, we find
Inequality (82) then follows because the trace distance can only decrease when taking the partial trace. Furthermore, let P AB be the projector onto the support of ∆ + AB , i.e., P AB = {ρ AB > 2 λ σ AB } .
Proof of Lemma 15
We then have P AB ρ AB P AB = P AB (∆ 
