Abstract
Generally, analysts followed two consecutive paths: a theoretical method, based on models (Koneru et al., 2008; Yusoff et al., 2011) and an experimental approach, necessary to validate the correctness of the first step (Commuri and Zaman, 2008; Aflaki et al., 2011) . For this purpose, pattern recognition techniques are very well suited; they were developed for the treatment of large quantities of data recorded by digital instruments and applied to sort, classify or extract data useful for understanding the problem investigated (Bosurgi et al., 2010) . Among the advantages, we can also mention the removal of irrelevant dimensions and the consequential cost reduction for data acquisition. With a smaller data set, there is not only a decrease in the cost but also an improvement in the performance of the model (Duda et al., 2001; McLachlan, 2004; Pellegrino, 2011; Ripley, 2005; Theodoridis et al., 2006; Webb, 2002) .
The goal of this study is to prepare an analytical model that is able to predict density of the asphalt layer based on the knowledge of some variables acquired by ordinary measuring instruments (Bosurgi and Trifirò, 2005a; 2005b; Bosurgi et al., 2011) .
Since we did not know the physical law that governed the observed phenomenon, we applied a so called black-box linear model, easily configurable after collecting the initial data set and without worrying about assessing any dependencies among variables.
The procedure is quite simple and permits modification eventually, of only a few quantities during the compaction operations (Jang, 1993; Guler and Ubeyli, 2005; Mon, 2007; Gu and Oyadiji, 2008; Tahmasebi and Hezarkhani, 2010) .
Method
During the construction phase, the target is to achieve a degree of compaction required by the designer. Unfortunately, there are no analytical equations that allow to simulate the real phenomenon and to calibrate, also with a certain approximation, the main factors involved. Knowledge of dynamic features of the roller, environmental conditions and construction characteristics does not permit having a relationship with the energy defined in the laboratory (for example, by gyratory compactor) because there are too many variables that complicate the phenomenon.
Usually the problem is solved by unloading a laying test, changing empirically the value of some factors such as roller speed, number of passes, vibration amplitude and frequency, length of paving, etc. In the material so compacted, a few cores have to be extracted and carried into the laboratory for measuring the density. The best result will give the general guidelines for the execution.
This procedure implies some issues regarding quality of the pavement and time diseconomy. First of all, the laying test should be shot down, since some sections could have densities below the prescribed limit. The second drawback concerns the time and cost required to execute the paving, to extract and to test numerous cores within a short time. In this case the executor, on the basis of laboratory results, will set out certain factors in order to achieve the desired result, but without understanding which of these is really more important.
As a solution to these problems, the present paper proposes the predisposition of a model which is able to predict the hot mix asphalt density independent of a predetermined analytical structure and, on the contrary, dependent only on the measured data.
The data set
The proposed method is of general validity since there are no constraints either on the type of compacting equipment or work organization, or on the size of the data set. In this study, we surveyed 7 input and 1 output variables in order to test the correctness of the methodology; however, it is possible to work with different quantities. As for the density of the hot mix asphalt, an electrical density gauge measured pavement compaction by means of its dielectric constant. This instrument introduces a weak current through the material, which creates an electrical sensing field. The response of this electrical sensing field depends on the pavement's complex impedance (consisting of the pavement's composite resistivity and dielectric constant) thereby gauging the pavement density.
The features surveyed in situ during the execution of lying were:
• Sp: Roller Speed in km/h.
• Le: Length of the lying in m.
• Ti: Time in seconds. It is relative to the elapsed time during a single pass, and it is, therefore, a partial measure.
• PR: Progressive in seconds. It takes into account the cumulative time during all the passes up to the time of the record and it is, therefore, a progressive measure. • Pa: Passes number.
• Wa: Water in %. It is the water needed to avoid the pick up on the drum of the hot material.
• Te_M: Material temperature in °C.
• γ: Density of the compacted material in kN/m 3 . Other parameters, (for example roller weight, air temperature and layer thickness) although detected, were assumed constants because of their modest variability and would not be processed numerically in the later stages of the analysis.
The choice of the variables most representative
Given the nature of the problem, we opted for a model with only three input variables. This decision was, of course, subjective but sufficiently acceptable for the following reasons: I.
A model with only two variables is probably not sufficiently representative of a complex situation such as that analyzed.
II.
A model with four variables can best describe the complexity of the phenomenon but is more difficult to calibrate and has more survey costs.
Therefore, assuming three as the number of input variables, we used a procedure of exhaustive search based on the construction of as many models Neuro-Fuzzy as are the possible combinations of all the variables in groups of 3.
The models were trained for an epoch and the results in terms of Root Mean Squared Error (RMSE) were sorted in ascending order and reported in a following table (section Results, Table 2 ). In general, the output is influenced by those results which exhibit the lowest RMSE after an epoch of training, as it is reasonable to assume that they have a tendency to have lower RMSE also with large numbers of training. The advantages of this procedure, widely known in the literature, can be summarized in the following list:
• Removal of all the useless or marginal inputs.
• Organization of a model more simple and reliable.
• Reduction of survey, model elaboration and construction costs.
The prediction model
Our aim was to build a mathematical model of real dynamic system from the knowledge of experimental measurements only. If the dynamic input-output system and the eventual error of identification can be described by a finite number of numeric parameters, as in this research, the identification is said to be parametric (Ljung, 2010) .
As already said, we did not know its analytical structure and we started with the simplest structures (a linear model with few parameters) calibrated step by step with a procedure of "trial and error". The results achieved and the subsequent validation process, not reported here for the sake of brevity, led us towards the choice of an ARX model which showed a good fitness to the observed phenomenon and permitted rejection of the more complex nonlinear structures (Ljung, 2010) .
In this kind of problems, the surveyed data are generally written in the following form:
For a linear ARX model, based on the difference equations descriptions, it is possible to represent the relationship between the input u(t) and the output y(t) of a real system at time t and in discrete time with the following linear difference equation (Lyzell et al., 2011) :
The output at t time is a linear combination of the input at t time and of the previous output and inputs. If the sampling interval is one second, as in our case, we can determine the next output value from the previous observations:
To simplify the equation we can introduce the following vectors:
And therefore:
The output of the model can be inferred from the observation of the real system through the following expression (Ohlsson et al., 2010):
To calculate θ the measured outputs have to be as near as possible to the calculated values ) | t ( ŷ θ by means of the least squared method:
With
The value of θ that minimize V N is:
The minimum can be easily found by setting the derivative to zero, because V N is quadratic in θ.
Followed by:
Or When the vectors ϕ(t) are defined, it is possible to find the solution quickly by numerical software.
The previous equations provide a model based on a linear regression with the regression vector ϕ(t). The component of ϕ(t) are called regressors with reference to the fact that y(t) is determined by returning to ϕ(t). Therefore, models where the regressor vector ϕ(t) contains old values of the predicted output y(t) are said auto-regressive, justifying, in such a way, the acronym ARX (Auto-Regression with eXtra inputs).
y t a y t ay t n bu t b u t m n m
(3)
(6)
(10)
We verified that a model composed of a linear differential equation with an added error component ε(t) in terms of random noise, is sufficient to explain the dynamics hypothesized in this study.
Model calibration and validation
The first important step in the procedure involved the identification and calibration of the model parameters. To meet this requirement we estimated some orders and delays of the first attempt, in agreement with the complexity of the investigated scenario. Later it was possible to improve the previous estimates for successive approximations through a process of "trial and error", evaluating the advances with the quantification of some indexes. Among these, we can mention the fitness index between the output generated by the model and those measured and the Akaike's Final Prediction Error (FPE) which, in essence, minimizes the percentage of the ratio between the variance of the prediction error and the output unexplained variance in percent. In detail, the fitness index is defined as:
Where:
is the sample mean of the data. A FIT=100% denotes a perfect reproduction by the model and therefore corresponds to the ideal case in which the data were generated from own transfer function identified by the model G(z, Ɵ ˰ N ). The Akaike's Final prediction Error (FPE) is defined by the following equation:
Where V is the Loss Function, d is the number of estimated parameters (n+m), and N are the values in the estimation data base.
The residuals (also called prediction errors) are the differences between the output predicted by the model and the one contained in the data validation and, therefore, represent that part of validation data that was not described by the model. In short, the residuals represent those observations that the model cannot replicate and, for this reason, their statistical properties represent a good indicator about the correctness of the model. In particular, we can evaluate the autocorrelation function of residual and the cross-correlation function between the error function and the input variables:
where M is an integer greater than 1 and typically M << N -τ.
The quantities expressed by (17) and (18) have to be small, since the prediction residual should not depend on the particular data set used and it should not be correlated with the input.
Results

Application
We applied the previous method to the maintenance of an HMA top layer in a rural road located near the town of Messina (Italy). The cross section of the road is constituted by two lanes of 4 m each, of which the first one was used by the workers and operative vehicles and the other was used for paving. The asphalt plant was near the construction site and this allowed the material to have temperatures high enough to ensure a reasonably sufficient time for compaction.
Paving occurred with a floating screed, for a width of 4.00 m, a nominal thickness of the layer of 3 cm and speed of 0.45 km/h. The floating screed was immediately followed by a roller with double metallic drum, a weight of 11.300 kN, a width of 1.950 m, which has compacted the material in static mode with a speed of 2 km/h.
The measures were recorded in 8 sections for each pass of the roller. The final number of passes is dependent on the level of compaction achieved and when this result was found satisfactory or material temperature was found too low, the number of passes was stopped. In this way, the database of 8 columns (7 input variables and one output), with 72 rows (observations) was reported in Table 1 .
The output of the model is represented by the variable γ, i.e. the density of asphalt material expressed in kgN/m 3 , while we chose the most representative input on the basis of the results provided by the Neuro-Fuzzy procedure, briefly illustrated in the section Method.
As already mentioned, the procedure Neuro-Fuzzy performs an exhaustive search among the most influential input, privileging the combinations with the smallest RMSE (root mean square). For this purpose, our analysis suggested the following variables:
1. TI: Elapsed time in seconds during the single pass of the roller. 2. Wa: Water in %. It is the water needed to avoid the pick up on the drum of the hot material. At the beginning, we applied some typical filter, as mean and trend remove and our model was prepared on the basis of this modified data set. This configuration of the measured data can be evaluated in the Figs. 1, 2 and 3: The next step regarded the determination of the FPE and FIT indexes for different configurations of the model, in order to identify the optimal configuration. The choice would have to fall on the parameters n and m corresponding to the minimum FPE and maximum FIT values. Taking into account these indications we opted for the model called arx892. This model has a very good adaptation to the system detected, with an index of fit of about 88.55% (Fig. 4) . The determination of the residual was useful to verify if the prediction errors are white and uncorrelated with respect to the input data. For our model, the residuals were all inside the 99% confidence limits. 
Discussion
The simple survey of some data such as temperature of the material, passes, number of rollers, its dynamic characteristics, geometry of layers and so on, permits knowledge of only the density in progress but does not consent to organize a reliable strategy during the execution phase. Consequently, it is necessary to prepare in advance an analytical tool that is simple, but takes into consideration the influence of all the environmental variables that can affect the observed process.
To perform this, we proposed a procedure with a black-box model entirely based on the collected data set. The first step was to identify these variables that had the most influence on the output, by means of the Neuro-Fuzzy technique (Table 5) , on which, however, it is necessary to make a clarification. The differences between the RMSE values are not so evident: this circumstance depends on a very short data set unable to identify with evidence sharp bonds among all the different combinations. However, those reported in Table 5 are only the first rows of the total number of 84, which do not allow highlighting the deviations really existing with respect to the subsequent combinations.
The second aspect to be highlighted concerns the calibration mode of the parameters and the selection of the final configuration of the model. We opted for a linear ARX type simplifying so probable nonlinear behavior that could be neglected as confirmed by the performed validation measurements. The choice of the orders and parameters, given the nature of the model ("black -box", that is without recognizable physical law), took place with a procedure based on trials and errors. For the sake of brevity, we did not write about the various tested models but only reported in Table 6 the obtained results regarding the FPE and FIT indexes. The final decision was, therefore, based on these findings and allowed us to assert that the Fit value of 88.55% is the best choice. Further improvements towards more complex models (such as nonlinear type) would have resulted in higher computational and survey costs.
The residuals evaluation represented that part of the data that our model was not able to reproduce. The Figures 5, 6 and 7 attest a good correctness of the system identification, as it is known; since the residues are computed on the basis of the identified data and model, they have to be white and independent from the input. In the present case, the trend of the autocorrelation and cross correlation functions are all inside the confidence interval and this demonstrates that our model is sufficiently reliable.
Therefore, the advantages of the proposed procedure mainly regard:
• The speed in determining the variables that most affect the compaction.
• Minor computational and survey costs since the number of input variables are reduced.
• Improvements regarding economic and time aspects, since it is not necessary to build and then demolish relevant sections of pavement.
Conclusions
As it is known, during the construction of an asphalt pavement, some important quantities continuously change. Compaction operators are always interested to know the consequences of such changes on the material density and, thus, on the final quality of the layer.
However, there are several difficulties in the real cases. First of all, achieving on site the same compaction energy used in the laboratory with a Marshall or gyratory compactor is highly unlikely because the variables involved are not completely independent among themselves and the phenomenon is often of a nonlinear type. Some of these quantities are related to the roller characteristics, but others, more complex to control, are linked to the environment and are continuously modified. For these reasons, it is easier (but more expensive) to prepare some laying tests, characterized by different starting conditions, from which the operator extracts some cores and sends them to the laboratory. The density test on cores provides a measure of the correctness of the methodology followed. However, these activities are carried out over a couple of days and if the boundary conditions change (air temperature and material, paving surfaces, humidity, etc.) it is possible that real results are different from the previous hypothesis.
For all these reasons, in this research we presented a procedure, perhaps less refined from the analytical point of view, than the complex rheological models already existing in literature, but one that would provide realistic answers and in a very short time.
In particular, we prepared an ARX linear model based on some variables measured on that particular site where the pavement had to be constructed. In addition to performing a prediction action, this methodology can prevent laying tests that, in the sections where density does not achieve a minimal value, must be demolished. Moreover, costs are more contained because it is no longer necessary to use laboratory tests with the same frequency. And, above all, for that particular scenario, it is possible to recognize the most sensitive variables.
