We examine whether the popular 2/3 rule-of-thumb splitting criterion used in out-of-sample evaluation of predictive econometric and machine learning models makes sense. We conduct simulations regarding the predictive performance of the logistic regression and decision tree algorithm when considering varying splitting points as well as sample sizes. Our nonexhaustive repeated random sub-sampling simulation approach known as Monte Carlo crossvalidation indicates that while the 2/3 rule-of-thumb works, there is a spectrum of different splitting proportions that yield equally compelling results. Furthermore, our results indicate that the size of the complete sample has little impact on the applicability of the 2/3 rule-ofthumb. However, our analysis reveals that when considering relatively small and relatively large training samples in relation to the sample size, the variation of the predictive accuracy can lead to misleading results. Our results are especially important for IS researchers considering the usage of out-of-sample methods for evaluating their predictive models.
INTRODUCTION
Since the publication of a landmark paper on the lack of predictive modeling in Information Systems (IS) research (Shmueli & Koppius, 2011) , scholars introduced sophisticated econometric and machine learning methods to the field. Researchers routinely create more than one predictive model while hunting for a particularly well performing one. A substantial body of research is therefore concerned with the inevitable model selection problem while developing prediction models (Zhang & Yang, 2015) . To select a model, researchers can calculate and compare the predicted outcome with the actual outcome using the data that was used to fit or train the model (terminology varies between econometrics and machine learning). However, it is agreed upon that "significant in-sample evidence of predictability does not guarantee significant out-of-sample predictability" (Inoue & Kilian, 2005) .
To increase the understanding of issues related to in-sample validation techniques, let's consider an entrepreneur on a budget that is interested in the question on whom to target in a postal mailing campaign. There are two possible reactions from recipients to his mailing: respond or not respond.
He decides to utilize data of his previous campaigns to maximize the utility of his efforts.
Specifically, he tries to identify factors (e.g. age, gender, income, etc.) 
influencing the recipients'
Janze / Out-of-Sample Model Evaluation 
17.ª Conferência da Associação Portuguesa de Sistemas de Informação (CAPSI'2017)
2 responsiveness. Drawing on his econometric-and machine learning knowledge, he fits a logistic regression to the data and utilizes the C5.0 algorithm to grow a decision tree. Thrilled by the fact that his models achieve an almost perfect predictive accuracy on the historic data, he spends his entire marketing budget on recipients selected by his models. However, a few weeks later, almost no one has responded. How is this possible? A likely answer is that his models are extremely specific, lack generalizability and are thus subject to the overfitting problem.
To account for the overfitting problem, researchers came up with the idea of out-of-sample testing (aka hold-out-method) (Schneider, 1997) . Out-of-sample testing is used to evaluate and subsequently compare the predictive performance of models on new and from the perspective of the model "unseen" data. This means that the data sample is split into sub-samples. While the first sub-sample is used to fit/train a model, the second one is used to test it. Thus, these sub-samples are often referred to as the training-and test samples. However, how could someone decide between -say splitting the data sample into equally sized sub-samples and the oftentimes used 2/3 rule-of-thumb (Cios, Pedrycz, Swiniarski, & Kurgan, 2007; Dobbin & Simon, 2011) of using 2/3 of the data for training and the remaining 1/3 for testing purposes? Thus, we state our two research questions as follows:
 Does the popular 2/3 rule-of-thumb splitting criterion used in out-of-sample tests make sense?
 Does the applicability of the 2/3 rule-of-thumb depend on the initial sample size?
We operationalize both research questions by means of multiple simulations covering both the logistic regression as well as the C5.0 decision tree algorithm as representatives for popular econometric and machine learning approaches used in binary outcome predictions.
To find an answer to our first research question, we repeatedly train both the logistic regression and the C5.0 decision tree algorithm on varying splitting proportions of randomized samples and calculate different performance metrics. In other words, we step-wise increase the size of the training sample and thus decrease the size of the test sample. For an assessment of our second research question, we not only vary the splitting proportion but also the initial sample size. We find that while the 2/3 rule-of-thumb works well on average, there is a whole spectrum of different splitting proportions that yield equally compelling results. Furthermore, our results indicate that the size of the complete sample has no considerable impact on the applicability of the 2/3 rule-ofthumb. However, our analysis shows that when considering relatively small and relatively large training samples in relation to the initial sample size, the variation of the predictive accuracy can lead to situations in which out-of-sample tests yield misleading results.
The remaining portion of this paper is structured as follows: First, we provide background on measures of fit. Second, we outline our research methodology and two-step simulation design.
Third, we summarize the data set used in our study as well as the model specification. Fourth, we present the result of our simulations. Lastly, we provide a discussion and a conclusion of the study.
BACKGROUND

Cross-Validation and Out-of-Sample Tests
Zhang and Yang (2015) point out that cross-validation (see Allen, 1974; Stone, 1974; Geisser, 1975 ) is a technique to evaluate the predictive performance of a model. Cross-validation methods can be classified into exhaustive (e.g. leave-one-out) as well as non-exhaustive (e.g. k-fold crossvalidation, 2-fold cross-validation and repeated random sub-sampling) approaches.
Monte Carlo cross-validation (Picard and Cook, 1984) , is a representative of a non-exhaustive repeated random sub-sampling method (Dubitzky, Granzow, & Berrar, 2007) . In comparison to other model selection methods (bootstrapping, Akaike information criterion, etc.), Monte Carlo cross-validation is asymptotically consistent, meaning its predictive ability converges to 1 as the total number of observations n approaches infinity (Shao, 1993 Out-of-sample tests are a special case of cross-validation (Schneider, 1997) , namely a 2-fold-cross validation. Furthermore, it is a special case of the Monte Carlo cross-validation that lacks the third step described above (Kaynak et al., 2003) . Obviously, out-of-sample tests require the researcher to split the data into sub-samples -the training sample used to train the model and the test sample.
However, it is a challenging question what splitting proportion a researcher should use. Thus, many researchers use heuristics such as the popular 2/3 rule-of-thumb (see for example Cios, Pedrycz, Swiniarski and Kurgan, 2007; Dobbin and Simon, 2011) , suggesting to use 2/3 of the data sample for training and the remaining 1/3 for testing purposes.
To the best of our knowledge, no previous study examined the appropriateness of the 2/3 rule-ofthumb splitting criterion in a binary dependent variable setting by means of repeated random subsampling procedures (i.e. Monte Carlo cross-validation) of both econometric (logistic regression) and machine learning (C5.0 decision tree algorithm) approaches. We therefore proceed to describe various measures of fit we use in the following sections to examine the overall performance of predictive models depending on the splitting proportion and initial sample size. Lantz, 2015) As discussed by Lantz (2015) , these combinations of predicted and actual outcomes can be used to calculate various model performance metrics from which we outline commonly used ones: first, the accuracy (Equation 1), which represents the overall share of correctly classified examples (positive and negative outcomes) and second (Equation 2), the error rate, which is the "proportion of incorrectly classified examples" (Lantz, 2015) . Third, the sensitivity (Equation 3), describing the "proportion of positive examples that were correctly classified" (Lantz, 2015) . Fourth, the specificity (Equation 4), which is the "proportion of negative examples that were correctly classified" (Lantz, 2015) .
Confusion Matrix and Measures of Fit
= + + + + (1) = + (3) = + + + + = 1 − (2) = +(4)
RESEARCH METHODOLOGY AND SIMULATION DESIGN
To investigate our two research questions, we rely on a non-exhaustive cross-validation approach, which is based on repeated random sub-sampling known as Monte Carlo cross-validation (Dubitzky et al., 2007) . We do so for both the logistic regression and the decision tree algorithm.
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In the following, we describe our two-step approach to tackle both research questions consecutively.
Design of Step 1: Vary Splitting Proportions
In research question one we are interested in whether the popular 2/3 rule-of-thumb thumb used as a splitting criterion in out-of-sample testing makes sense. To shed light on this question, it seems natural to compare the achieved out-of-sample predictive accuracy depending on the splitting point. Assuming the rule-of-thumb is a useful heuristic, one would expect to detect a local optimum evaluative metric (e.g. a high predictive accuracy) while exploring the simulation results.
We operationalize this as stylized in Figure 1 . First, we randomize the row order of the full data sample. Next, we run both the logistic regression and decision tree algorithm for step-wise increased splitting points (i.e. increasingly large training samples). Subsequently, we calculate the evaluation metrics (accuracy, error rate, sensitivity and specificity). We repeat these first three steps 100 times (arbitrarily chosen) to rule out potential biases because of the ordering of the data sample. Finally, we aggregate and visualize the results. Our R implementation of this flow chart is shown in Table 2 . While the outer loop (ignore the bold face loop for now) describes the repetition of the entire procedure for 100 times, its body includes the randomization of the full data sample (dat) and subsequent assignment to the sdat variable (the dat variable itself remains unchanged). The following nested inner-loop proceeds to step-wise increase the size of the training-sample by 100. We do so to reduce the computational resources required to execute the program. For each of these splits, we calculate confusion matrices for both the logistic regression as well as the decision tree algorithm using the runLogit and runDTree convenience functions (see Appendix). We then store the results in the results matrix. 
Design of Step 2: Vary Splitting Proportions and Initial Sample Sizes
In our second research question, we examine the role of the overall sample size in out-of-sample testing. We do so by not only varying the splitting proportions as shown in the previous section but also the initial sample size. As shown in Figure 2 , the only difference to our operationalization of our analysis regarding the first research question depicted in Figure 1 is the first step in which we vary the initial sample size. To allow for the examination of the impact of different initial sample sizes used when considering out-of-sample tests applying the 2/3 rule-of-thumb as the splitting criterion, we added another loop to the script as presented in Table 2 . This loop step-wise increases the initial sample size, starting from 200 elements to a maximum of 2,500 in steps of 100.
DATASET AND MODEL SPECIFICATION
In our study, we use a data set provided by a large German bank regarding a mailing campaign.
The data set contains a total of 32 variables and 8,000 equally weighted observations including a binary variable representing the response of a recipients of the postal mailing. However, as we are more interested in studying the behavior of out-of-sample tests with regards to varying splitting proportions and sample sizes, we did not further explore the specific data at hand. To streamline our analysis, we removed all incomplete cases and very sparse features from our analysis. Our final data set used in the following simulations contains a total of 29 variables and 6,928 complete observations. To specify both models, we used the response variable as the dependent variable of the logistic regression and as a target feature of the decision tree algorithm. The remaining variables are used as explanatory variables/features.
SIMULATION RESULTS
Results of Step 1: Varying Splitting Proportions
Descriptive statistics of our results of step 1 are shown in Table 3 . In total, we fitted/trained the logistic regression and decision tree 6,800 times using the training portion of the data sample. The results presented in the table represent measures of fit calculated using the respective testing samples.
In the following, we summarize the most noteworthy observations: First, both the logistic regression and decision tree yield a high variability in any of the four performance measures. For example, in case of the logistic regression, the accuracy ranges from as low as 0.5 to as high as 0.9.
The same can be observed for the error rate, sensitivity and specificity. This indicates that out-ofsample predictions react quite significantly to varying splitting proportions. Second, our results
show that the decision tree algorithm outperforms the logistic regression in all tested performance metrics (accuracy, error rate, sensitivity and specificity). For example, the mean accuracy of 81% of the logistic regression is significantly lower compared to the 87% of the decision tree.
Furthermore, the logistic regression achieved a range of predictive accuracy of 0.39 and thus almost doubles the range of the decision tree algorithm of 0.2. We now proceed to conduct a visual analysis of the results of step 1. Figure 1 visually depicts the mean accuracy, the mean error rate, the mean sensitivity and mean specificity achieved by the logistic regression model and decision tree algorithm for each splitting point. Most strikingly, we observed that both the logistic regression and the decision tree algorithm converge relatively fast to
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their highest mean accuracy and lowest error rate: Around a splitting point of 2,000, which means in this case a splitting proportion of around 30% of the data in the test sample and 70% in the training sample, the predictive accuracy (and thus the error rate) doesn't change much.
Nevertheless, the 2/3 rule-of-thumb in question appears to work quite well.
However, we assume that the variability of the results will increase largely when using extreme splitting proportions with only very few observations within the training or test sample. To examine this, we will conduct an additional analysis in step 2. Nevertheless, it is an interesting result that the predictive accuracy metric doesn't drop more harshly when using almost all the data available to train the model. Another noteworthy observation is that there is no instance in which the decision tree algorithm doesn't dominate the logistic regression model. Regarding the mean sensitivity and mean specificity, it is evident that the fast convergence of both metrics in case of the mean accuracy and mean error rate holds true. Furthermore, in terms of the specificity, the logistic regression reaches its "steady state" a lot faster than the decision tree algorithm. Another observation is the relatively high variance of the decision trees' mean
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sensitivity and specificity measures when compared to the logistic regression. This could be due to outliers hidden in the means that yield especially high or low sensitivity and specificity measures.
In summary, our results of step 1 -in which we varied only the splitting proportions applied to an otherwise fixed sample size -include three main findings: First, our results indicate that the ruleof-thumb works quite well. Nevertheless, there is an entire range of other and probably equally good rules-of-thumbs that yield the same result. Second, it is surprising that once a certain threshold of examples in the training sample is reached, all mean performance measured included in our analysis converge quite fast and do not drop when the training sample becomes very large.
Third, the decision tree algorithm outperforms the logistic regression in this examination on every level. No matter whether considering the accuracy, error rate, sensitivity or specificity.
Our analysis so far has clearly shown that splitting proportions have an impact on performance measures widely used. In the next section, we will specifically consider sample sizes up to 2,500
observations. This is mostly because our results so far indicate that both the logistic regression and decision tree algorithm converges relatively fast. We are interested in what happens when the sample size is decreased and furthermore, how the models' convergence looks when considering smaller data sets.
Results of Step 2: Varying Splitting Proportions and Initial Sample Sizes
In the following, we present the results of step 2 of our analysis, an assessment of the behavior of out-of-sample predictions when varying both the sample size and splitting proportions. Figure 4 presents a three-dimensional visualization of our results. Each point represents the mean accuracy of the logistic regression function depending on the initial sample size and splitting proportion. It is clear that very small training samples (indicated by a small splitting point) yield low levels of mean accuracy. 
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10 Figure 5 presents the same data but on a two-dimensional plane. These charts visualize the mean accuracy and mean error rate of the logistic regression depending on the sample size and splitting proportion applied. The colors areas in this type of chart can be interpreted as horizontal slices through the "mountain" presented in Figure 4 . The higher the mean accuracy or mean error rate, the lighter the area.
The first finding is that the 2/3 rule-of-thumb, which is represented by the dashed red line plotted on top of the chart, works well. This is because the dashed line lies to a great extent on light (i.e more yellow) areas when considering the mean predicative accuracy. Likewise, the mean error rate plot shows that the 2/3 rule-of-thumb line lies to most parts on dark, i.e. mostly blue, areas. The same observation holds true for both the mean specificity and mean sensitivity of the logistic regression and decision tree as shown in Figure 7 (Appendix). -of-thumb) Previously in this work, we suspected that the variation within our analysis increases significatly when considering cases in which the training sample is overly large or small and that the fast convergence of our results to a stable point is mostly due to averaging. In the following we test this by comparing the mean predictive accuracy with its standard deviation of both the logistic
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regression model and decision tree algorithm depending on the splitting proportion chosen for initial sample sizes of 500, 100 and 1,500. The results of step 2 of our analysis revealed the following two noteworthy findings: First, considering the mean performance measures alone (accuracy, error rate, sensitivity and specificity), the 2/3 rule of thumb appears to provide stable results for samples of varying size.
Second, a closer examination of the results revealed that the fast convergence of the performance metrics to a stable level once a certain splitting proportion (i.e. size of the training sample) is reached, is largely due to averaging the results.
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DISCUSSION AND CONCLUSION
Faced with the possibility to create a large number of predictive models, researchers depend on model selection mechanisms (Zhang & Yang, 2015) . It is widely agreed upon that "significant insample evidence of predictability does not guarantee significant out-of-sample predictability" (Inoue & Kilian, 2005) . This is mostly because of the problem of overfitting, meaning that a model "has captured both random noise as well as genuine nonlinearities" (Campbell, Lo, & MacKinlay, 2012) . To tackle this problem, many researchers rely on out-of-sample validations, which is also known as the hold-out-method validation (Schneider, 1997) . At its core, out-of-sample validations split a dataset into a training-and test sample. While the former is used to train the model, the latter is used to evaluate the performance of the model.
However, the question whether the frequently applied rule-of-thumb of using 2/3 of the data for training and the remaining 1/3 for testing purposes (Cios et al., 2007; Dobbin & Simon, 2011) makes sense and whether its applicability depends on the sample size often remains an open question. Because of this, we stated two research questions: First, does the popular 2/3 rule-ofthumb splitting criterion used in out-of-sample tests generally make sense? Second, does the applicability of the 2/3 rule-of-thumb depend on the initial sample size?
To shed light on these question, we relied on different simulations of the predictive performance of the logistic regression as well as the C5.0 decision tree algorithm. We used a real world data sample provided by one of the largest German banks. The data sample covers a multitude of different socio-economical variables and the response to a marketing campaign. Our analysis consists of two steps. To examine our first research question, we varied the splitting proportions while holding the initial sample size fixed to study the behavior of out-of-sample tests. In the second step of our analysis, we varied the sample size as well as the splitting proportion. For operationalization, we designed a two-step simulation study which shares many characteristics with a technique known as Monte Carlo cross-validation (Picard and Cook 1984) .
The results of our first step simulation design show that the 2/3 rule-of-thumb works quite well but indicate that there is an entire range of other and probably equally suitable splitting proportions that yield similar results. Second, we show that once a certain threshold of examples in the training sample is reached, all mean performance measures included in our analysis converge fast and even more interestingly do not drop when the training sample becomes very large. Third, the C 5.0 decision tree algorithm outperforms the logistic regression in every aspect tested. Our second step simulation design yields two additional important insights regarding the behavior of out-of-sample tests when varying both the sample size and splitting points: First, the 2/3 rule-of-thumb works well when considering varying initial sample sizes. Second, the variation of the predictive
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accuracy increases significantly when the training sample is either very small or very large relative to the initial sample size.
Therefore and in summary, the answer to our first research question is that while the 2/3 rule-ofthumb works well on average, there is a whole spectrum of different splitting proportions that yield equally compelling results. Furthermore, our results indicate that the initial sample size has little impact on the applicability of the 2/3 rule-of-thumb. Nevertheless, researchers must be very careful when interpreting their results: Our analysis reveals that when considering relatively small and relatively large training samples in relation to the initial sample size, the variation of the predictive accuracy can lead to situations in which the out-of-sample tests yield misleading results.
For example, depending on the row ordering of the data sample, it is possible that an out-of-sample based evaluation of the predictive performance of a model yields tempting results which areunfortunately -spurious.
We advise researchers and practitioners alike not to base their model evaluation solely on a single out-of-sample test. One feasible method to overcome many of the problems of out-of-sample tests was used in this study: Monte Carlo cross-validation. -glm(mdl.form, family=binomial(link="logit") , data = train) # Predict binary outcome using res.lgt with test sample lgt.pr <-predict(res.lgt,newdata=test,type="response") lgt.pr <-round(lgt.pr 
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