ABSTRACT As an important branch of the Internet of Things, the Internet of Multimedia Things (IoMT) has complex application scenarios, thus putting forward new challenges to data communication. With the application of compressed sensing (CS)-based image compression and transmission in the field of IoMT, the traditional CS image reconstruction algorithms have been extended to model-based algorithms, which exploit more prior information of multimedia objects other than sparsity/compressibility in the reconstruction process. However, these algorithms mainly exploit just one type of prior information, still leaving room for further improvement. In this paper, we propose a novel CS image reconstruction algorithm by jointly leveraging multi-scale (local and global) heterogeneous (statistical and structural) priors of natural images, named jointly leveraging statistical and structural priors for CS image reconstruction (JLSSP-CS), to enable high-quality CS image recovery for IoMT. Specifically, the proposed JLSSP-CS algorithm is realized under the iterative hard thresholding framework, and the reconstruction process is composed of two phases. In the first phase, the local statistical correction and the global statistical correction are considered sequentially. Then, the global statistical and structural priors are exploited in nested iterations to further refine the recovery result in the second phase. The extensive simulations have been conducted, and the results indicate that the proposed JLSSP-CS algorithm outperforms the current state of the art by realizing high-quality image reconstruction with a small number of measurements for IoMT end devices.
I. INTRODUCTION
As a huge network of information communication, Internet of Things (IoT) has aroused widespread concern from industry and researchers. IoT connects items to the internet through the information sensing equipments to complete the exchange and communication of information. Different from traditional wireless sensor networks (WSNs), IoT is envisioned to be deployed in a larger scale and may have a much broader geographic deployment [1] . As an important branch of the IoT, Internet of Multimedia Things (IoMT) [2] , [3] 
has complex
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Multimedia content acquired from the physical environment, such as images and videos, often has distinct characteristics compared to the scalar data acquired by typical IoT end-devices [4] . However, for some IoMT applications, their devices are generally low computational complexity, powerlimited and bandwidth-limited. Furthermore, the end-device numbers are growing in a number of orders of magnitude, while the available bandwidth for end-devices is declining rapidly. Thus, considerable attention has been focused on developing high-performance image compression and reconstruction algorithms for IoMT.
Compressed sensing (CS) [5] can provide a promising solution for such challenges. CS indicates that if a signal is sparse in a domain, the signal can be reconstructed with high probability from a much lower number of measurements than that required by the Nyquist sampling theory [6] , [7] . Multimedia data generally satisfy the sparsity condition, because natural images are typically sparse or compressible in the wavelet domain. And CS-based compression has a relatively low computational complexity at the encoder. So the applications of CS in IoMT have gained considerable popularity in practical applications [8] , [9] . Compressed sensing has applied in IoMT in target tracking [10] , security [11] , [12] , encryption [13] , activity recognition [14] , and data processing. Li et al. [15] explained how CS can provide new insights into data sampling and acquisition in IoMT. Zimos et al. [16] demonstrated how CS can be used in data measurement, transmitting, storing and data reconstruction to achieve lower energy efficiency.
Traditional CS image reconstruction algorithms focus on using the sparsity or compressibility of images in a certain basis, seldom considering other prior characteristics of multimedia data [17] . It has been demonstrated that merging more priors of images other than sparsity or compressibility into CS algorithms is beneficial to CS's recovery [18] . Haddadi et al. [19] and Wang et al. [20] proposed to exploit the tree structural dependencies of wavelet coefficients to improve the recovery quality of CS. In [21] and [22] , statistical dependencies among wavelet coefficients were utilized in a CS framework. In [23] and [24] , local smoothness and global similarities are merged into the CS recovery process. These algorithms consider one type of the prior information to improve the quality of image reconstruction to a certain extent, but they do not involve collaborative use of a variety of prior information.
In this paper, we propose a novel CS reconstruction algorithm for IoMT, which can achieve high-quality image reconstruction at the receiver (processing center) via a small amount of measurements. Our novel CS image reconstruction algorithm is inspired by jointly leveraging multi-scale (local and global) heterogeneous (statistical and structural) priors. The proposed CS reconstruction algorithm is named as JLSSP-CS (jointly leveraging statistical and structural priors for CS image reconstruction), abbreviated from the names of the priors adopted.
In our previous conference paper [26] , the framework of JLSSP-CS was preliminarily designed and roughly tested. In the current paper, much solid work has been done on the promotion of the algorithm. The framework of the JLSSP-CS algorithm is specified in Fig. 1 . In the JLSSP-CS algorithm, the local statistical prior refers to the statistical dependencies of wavelet coefficients in the transform domain and the global statistical prior means the nonlocal self-similarity among pixels in the spatial domain. The global structural prior is the structural dependencies of wavelet coefficients in the transform domain. And the reconstruction process of our JLSSP-CS algorithm is divided into two phases, according to Fig. 1,   FIGURE 1 . Framework of the JLSSP-CS algorithm.
the first phase and the second phase. The first phase begins with the local statistical correction, followed by the global statistical correction on the basis of local results. The second phase further refines the reconstruction result by combining global statistical and structural corrections. For each type of prior information, the existing model is used to exert its effect. The simulation results indicate that our JLSSP-CS algorithm achieves competitive recovery performance while maintaining an acceptable reconstruction time.
The rest of this paper is organized as follows. In Section II, we briefly introduce the CS theory and present three features of images that we use as priors in our algorithm. The proposed JLSSP-CS algorithm and the tailored versions which incorporate two types of prior information are discussed in section III. In Section IV, we provide the simulation results of our research to demonstrate the effectiveness of the JLSSP-CS algorithm. The conclusion is given in Section V.
II. COMPRESSED SENSING AND MULTI-CLASS FEATURES OF NATURAL IMAGES
In this section, we introduce some basics of the CS theory and then describe three types of features that are used as priors in the proposed JLSSP-CS algorithm.
A. THE BASICS OF CS
A signal of size N (N × 1) is said to be sparse in the domain
, if its transform coefficients, α, α = x, are mostly zeros or close to zero. Given M (M N ) linear measurement of x, denoted as y (M × 1), the CS recovery of x from y is formulated as the following constrained optimization problem:
where · 0 is a pseudo norm counting the number of non-zero entries of α. The symbol denotes the measurement matrix, and = −1 represents the sensing matrix. When we obtain the sparse coefficients, the original signal x is acquired byx = −1 α.
The block diagram of the image CS system is illustrated in Fig. 2 .''Vector'' means that the input 2D image was reshaped to a column vector. ''Matrix'' means that the reconstruction column vector is changed back to 2D image.
We can obtain solution of (1) through greedy algorithms, convex optimization, combination algorithms and etc. Greedy algorithms can find out the locally optimal solution but not the global one. Due to their computational simplicity and competitive performance, greedy algorithms have gained considerable popularity in practical applications. The orthogonal matching pursuit (OMP) algorithm [27] is a classical greedy method for CS recovery, and it is the basis of many later proposed advanced methods, such as the compressed sampling matching pursuit (CoSaMP) [28] and so on. Iterative hard threshold algorithming (IHT) is another typical greedy reconstruction algorithm. The IHT algorithm selects the sparse representation coefficient of the signal and reconstructs the final signal after several iterations. Different from the greedy algorithms, the convex optimization recovery algorithms aim to approach the globally optimal solution and the results are usually more accurate. Moreover, some researchers have employed a denoising-based approximate message passing (D-AMP) algorithm that is capable of high-performance reconstruction. And they demonstrate that, when using the high-performance Block matching 3D filtering (BM3D) denoiser [29] , BM3D-AMP offers state-ofthe-art CS recovery performance for natural images.
B. THE STATISTIC OF NATURAL IMAGES IN THE TRANSFORM DOMAIN
Let us begin with the description of the multi-scale heterogeneous priors as shown in Fig. 1 . There has been increasing interest in the statistics of natural images, while model the statistic information of natural images is a challenging task, partly owing to the high dimensionality of the signal. To reduce the dimensionality, researchers make two basic assumptions about the signal. Firstly, they suppose that the local feature of the probability structure, that is to say, the probability density of a pixel is independent of the pixels beyond its neighborhood when conditioned on a set of neighbors. The second assumption is spatial homogeneity. It means that the distribution of values in a neighborhood is the same for all such neighborhoods, without considering the absolute spatial position of the values. Under the two assumptions, it has been illustrated that the power spectra of natural images follow a 1/f γ law in a radial frequency with exponent γ close to 2 [30] .
However, it is problematic to use this second-order characterization in image models because natural images typically exhibit highly non-Gaussian behavior when they are represented by multi-scale bases. Firstly, the marginal distributions of wavelet coefficients exhibit a large peak at zero and have much heavier tails than a Gaussian of the same variance. Furthermore, the wavelet coefficients are statistically dependent although they are being de-correlated such as the standard deviation of a wavelet coefficient scales with the absolute values of its neighbors.
A number of homogeneous local probability models have been developed for images in multi-scale oriented representations. One of the typical models is the GSM model [30] , which has been proven to satisfy the double requirements of heavy tails and the scale dependencies between coefficients. Moreover, the multiplier variable of the GSM model captures the attenuation relation of the amplitude of wavelet coefficients.
C. THE STATISTIC OF NATURAL IMAGES IN THE SPATIAL DOMAIN
Besides the local statistic, the nonlocal self-similarity is most significant global statistic exhibited by natural images in recent year. The nonlocal self-similarity characterizes the repetitiveness of higher-level patterns, such as the textures and structures, in globally positioned images' patches. The models employed the nonlocal self-similarity of natural images utilize similar image patches instead of the neighborhood of pixels to obtain more accurate information, leading to more detailed image processing results. This statistic is different with the one in II-B because they are obtained from different domains. The nonlocal self-similarity of natural images is employed in many applications such as texture synthesis, hole filling, image denoising, and compressed image reconstruction. In compressed image sensing, the nonlocal similarity of natural images is exploited to retain their sharpness and edges effectively and thus maintain images' global consistency. The nonlocal self-similarity of natural images is depicted in Fig. 3 with red block regions using image ''Lena''.
D. THE STRUCTURE OF NATURAL IMAGES IN THE TRANSFORM DOMAIN
Many CS image reconstruction algorithms use the prior that the signal is sparse in the transform domain. Nevertheless, it has been proven that using a more realistic structural sparsity model, which goes beyond sparsity by compiling the inter-dependency structure among the signal coefficients, is more effective for the recovery of CS. Except the fact that most of the wavelet coefficients of natural images are small, the values and positions of the wavelet coefficients have a particular structure. For example, the wavelet coefficients can be naturally organized into a tree structure. And for many natural images and man-made signals, the largest coefficients corresponding to edges or texture cluster along the branches of this tree [31] . These coefficients form a connected tree model. The tree model creates a parent-child relationship between wavelet coefficients at different scales.
We take the example in [31] to briefly explain the connected tree structure by a one-dimensional piecewise smooth signal. In Fig. 4 , the large coefficients form a rooted, connected tree. The squares represent the large wavelet coefficients that appear at the discontinuities of the onedimensional piecewise smooth signal. 
III. THE PROPOSED JLSSP-CS ALGORITHM
In this section, we first introduce the basic CS framework used in our JLSSP-CS algorithm. Then, we explain how we can use the existing model to realize the joint use of prior information. Moreover, we give the general idea and the detailed process of the proposed JLSSP-CS algorithm. Last but not least, we discuss the tailored versions of JLSSP-CS that incorporate two types of prior information in CS reconstruction process.
A. ITERATIVE FRAMEWORK IN CS
Iterative framework is popular in CS theory for its simple iterative process and low computational complexity. Many iterative frameworks in CS have been proposed, such as the IHT, iterative soft thresholding [32] , and approximate message passing [1] . We chose the simplest iterative framework, IHT, to carry out our algorithm.
The IHT algorithm [25] solves the S-sparse problem arg min
through the iterative method:
where H s (·) is a non-linear operator setting all but the S largest elements to zero. If the eligible set is not unique, the set can be opted randomly or by a predefined order. The symbol µ is a step size that is related to the stability of the IHT algorithm.
B. THE GENERAL IDEA OF THE PROPOSED JLSSP-CS ALGORITHM
Recall from Fig. 1 , the key point of our proposed algorithm is to merge the statistical priors of two scales and structural prior of one scale into the CS reconstruction process to realize high-quality image reconstruction within the acceptable time.
We build each type of prior information into independent model and ultimately combine the models with the iterative framework to get the final reconstruction result. The reasons are as follows: 1) the priors information used in our algorithm are multi-scales, so it is hard to gain a consistent result using one formula. 2) We can utilize a number of existing models with optimized parameters (we know that for image processing, it is not easy to find the optimal parameters). In our paper, three models that correspond to the three types of prior information with better performance are selected to implement our algorithm, and other models which can be used to model the three types of prior information described above are also available.
As we described in section I, according to Fig. 1 , the reconstruction process of the JLSSP-CS algorithm is divided into two phases. In the first phase, we firstly consider the local statistical correction by Bayes Least Square Gaussian Scale Mixture (BLS-GSM) model and carry out the global statistical correction by BM3D model on the basis of BLS-GSM result sequentially. And then, in the second phase, we refine the reconstruction result by nesting global statistical and structural corrections. Specifically, the iteration process is divided into two layers: 1) the outer iteration by the global statistical correction using the BM3D model and 2) the inner iteration by structural correction using the tree structure model.
1) THE BLS-GSM MODEL
We use the BLS-GSM model [33] to exploit the statistic independencies of wavelet coefficients in transform domain. The BLS-GSM model uses an over-complete wavelet basis and computes the wavelet coefficients using a Bayesian least squares estimate. It captures the attenuation relation of the amplitude of wavelet coefficients and models the heavy tail of marginal distribution of wavelet coefficients within the subband. In GSM, the distribution of wavelet coefficients v is represented by a product of a zero-mean Gaussian random variable vector u and a scalar multiplier z, i.e. v = √ zu. The attenuation relation of the amplitude of wavelet coefficients is embodied in the scalar multiplier whose density is determined by Jeffrey's prior [33] .
Portilla et al. [34] utilizes Bayes least-square (BLS) to compute the center coefficients from the observed neighborhood by modeling the coefficients in the neighborhood as the GSM. The neighborhood v of a center coefficient v c is defined as spatially adjacent coefficients in the same subband and the parent coefficient of v c , denoted
T . An example of the twodimensional wavelet decomposition is illustrated in Fig. 5 . The arrows explain the relationship between the parent and the child coefficients in Fig. 5(a) . Fig. 5(b) exhibits that coefficients are statistically dependent on their spatial neighbors within the same subband. When there is noise in the neighborhood of wavelet coefficients,
where e denotes the noise. The variables z, u and e are independent if u and e are independent zero-mean Gaussian noise. Under these conditions, the estimate of a center coefficient v c from the observed neighborhood y was derived in [32] :
The p (z |y ) represents the posterior mixing density, and the E {v c |y, z } is a local Wiener estimate. We refer the reader to [33] for a more detailed explanation on the computation. Our goal is to use the BLS-GSM model to exploit the statistical dependencies of wavelet coefficients in the transform domain in our algorithm. As shown in Fig. 1 , in the first reconstruction phase, we use the BLS-GSM model to correct the reconstruction signal and use the index of the large coefficient in the BLS-GSM result to select the nonzero coefficient in equation 3. Therefore, we can gain a more accurate recovery result and we consider the global statistical correction sequentially.
2) THE BM3D MODEL
The BM3D model [35] has been widely used since its publication in the field of image denoising. This model combines nonlocal means (NLM) and wavelet thresholding to gain more completing results from a noisy signal. The flowchart of BM3D is provided in Fig. 6 . The model first searches patches around the pixels in an image to find the smallest distance blocks as similar blocks and groups the similar blocks into stacks. Next, BM3D performs a 3D transform on the group. The transform is a 2D DCT and a 1D Haar transform or a 2D bi-orthogonal spline wavelet (Bior) and a 1D Haar transform. BM3D choose the transform pair depends on the noise in image. Then, 3) it performs collaborative filtering, 4) an inverse transform, 5) a block-wise estimate and 6) coefficient aggregation to gain the final estimate of an image. BM3D performs the whole process twice: by hard-thresholding and then by Wiener filtering based on the spectrum of the basic estimate.
We use the BM3D [35] model to exploit the nonlocal self-similarity among pixels in global positioned patches. The nonlocal self-similarity depicts the repetitiveness of textures or structures in globally positioned image patches. It can be used to retain the sharpness and edges effectually to maintain image nonlocal consistency.
How does the BM3D model work in our framework? After getting the recovery result of local statistical correction in the first phase, we update the iterative formula and then perform global statistical correction on the reconstruction signal of BLS-GSM model, using the BM3D model. Finally, we use the nonlinear operator in IHT to select the retained non-zero coefficients based on the BM3D result, thus improving the reconstruction performance.
3) THE TREE STRUCTURAL MODEL
We know that most of the wavelet coefficients are small, and the values as well as locations of the large coefficients have particular structures. The tree structural model is built on the clustering properties of wavelet coefficients. The clustering properties mean that for many natural images or artificial signals, the large wavelet coefficients are clustered along the branches of a tree which is naturally formed by wavelet coefficients [31] .
The condensing sort and select algorithm (CSSA) [20] is one of the good methods solving the optimal tree approximation. The CSSA algorithm solves the optimal tree approximation by condensing the non-monotonic segments of the tree branches using iterative sort-and-average routine during a greedy search through the nodes. The condensed nodes are called super-nodes. The final task is to find a connected root tree that satisfies the sparsity.
We utilize the tree structural model to exploit the structural dependencies of wavelet coefficients in the transform domain. Recall Fig. 1 , in the second phase, after the global statistical correction, we use the tree model to select the retained non-zero coefficients based on the global structural priors instead of the non-linear operator in IHT, thus obtaining a more accurate reconstruction result.
C. THE DETAILED PROCEDURE OF THE PROPOSED JLSSP-CS ALGORITHM
In this paper, with the aim of improving the recovery performance, we propose a novel CS reconstruction algorithm, named JLSSP-CS, by jointly leveraging multi-scale heterogeneous priors. Our method is inspired by that prior information has been found helpful to enhance the performance of CS image reconstruction. The basic idea of the JLSSP-CS algorithm (see in Fig. 1) is that the local model is placed in the front part of the iteration, and the global model is in the post. We make a slight adjustment of our algorithm based on the simulation results. The entire process is repeated until it converges. Fig. 7 illustrates the detailed reconstruction process of our algorithm. In the first phase, the BLS-GSM model first conducts a local statistical correction on the recovery signal. On the basis of the BLS-GSM correction, the BM3D model is carried out sequentially for global statistical correction based on the nonlocal self-similarity among pixels. Because of the enlarged reference range of pixels, this process makes the reconstructed result finer in details. The BM3D model occupies most of the reconstruction quality, and the BLS-GSM model accelerates the reconstruction speed. The BLS-GSM model can also enhance the PSNR for some images, such as images whose texture is irregular. For example, Peppers, it is because the block matching of BM3D for an irregularly textured image is not sufficient.
In the second phase, the global statistical correction and structural correction are nested for further refinement. Specially, the outer layer iteration uses the BM3D model for global statistical correction. In each iteration of the BM3D, the tree structure is utilized and its correction is repeated several times until the result of the tree structure is converged. Then, the outer BM3D Iterative formula is updated to determine whether the recovery signal meets the convergence condition. The entire process is repeated until it converges. The pseudo-code of the proposed JLSSP-CS algorithm is presented in Algorithm. 1.
D. TAILORED VERSIONS OF JLSSP-CS
As we have discussed so far, we study the CS reconstruction algorithm that merges multi-scale heterogeneous prior information of images. The prior information used in our JLSSP-CS algorithm includes three classes, which are the local statistical prior, the global statistical prior and the global structural prior. They are in different scales and categories, and their effects are not completely repeated. In the following, we introduce the tailored versions of JLSSP-CS, which just merge two types of prior information into the CS recovery process, namely GSM+Tree, GSM+BM3D and BM3D+Tree algorithms.
1) THE GSM+TREE ALGORITHM
The GSM+Tree algorithm exploits the local statistical prior and the global structural prior in the transform domain to improve the performance of CS. First, it uses the BLS-GSM model to correct the sparse representation signal based on statistical dependencies of wavelet coefficients. Then, it utilizes the tree model to perform global structural correction on the basis of the first operation.
2) THE GSM+BM3D ALGORITHM
The GSM+BM3D algorithm employs the local statistical prior in the transform domain and the global statistical prior in α n =H K α n B → α n : Prune sparse representation coeffs.
9:
r n ← y − α n : Update the residual. 10: end while 11: return α n 12: while (Halting criterion false) do 13: n = n + 1: Increase the index. 14: α n ← α n−1 + T r n−1 : Estimate sparse representation coeffs. 15: x ← idwt2d(α n );Inverse transform 16: δ= STD(x), x S ←M BM3D (x, δ); Statistical correction 17: α n ← dwt2d(x S ); Transform 18:
Prune sparse representation coeffs.
19:
r n ← y − α n : Update the residual. 20: end while 21: return α n 22: The part nearing the end 23: while (Halting criterion false) do 24: Outer iteration: Use the BM3D model to correct the signal. α n
25:
The tree structure correction in the inner iteration 26: while (Halting criterion false) do 27: n = n + 1: Increase the index. 28: α n ← α n−1 + T r n−1 : Estimate sparse representation coeffs. 29 :
r n ← y − α n : Update the residual.
31:
end while 32: end while 33: returnα ← α n the spatial domain to gain the improvement of CS. It first utilizes the BLS-GSM model to correct the sparse representation signal in the transform domain and then the BM3D model to correct the signal based on the nonlocal self-similarity among pixels in the spatial domain.
3) THE BM3D+TREE ALGORITHM
The BM3D+Tree algorithm exploits the global statistical prior in the spatial domain and the statistical prior in the transform domain to get a better quality of CS. It first performs global statistical correction using the BM3D model, followed by the global structural correction using the tree model. 
IV. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed JLSSP-CS algorithm, we compare it with other existing CS recovery algorithms. For comparative purposes, we consider the recovery algorithms of other authors in our simulation, which are the IHT [25] , the BLS-GSM IHT [33] , the Model-based IHT [35] , and the state-of-the-art BM3D [34] algorithms, and tailored versions of JLSSP-CS incorporated with two types of prior information, which are the GSM+Tree, GSM+BM3D, and BM3D+Tree algorithms. The software on the web provided by the authors is used and we set most parameters the same as those in the original papers. The measurement matrix is the structurally random matrix (SRM). And the sparse basis used in experiments is the orthonormal daubechies wavelet with five levels of decomposition. The sparse constant is set as one-third of the number of measurements. The iteration stop threshold is 0.01 in all of the compared algorithms, except our JLSSP-CS algorithm. We set the outer and inner iteration thresholds in the second phase as 1 because we can have a high run-speed and high quality while keeping the threshold of the first phase of JLSSP-CS the same as those of the other algorithms. We explain this parameter in part B. All the experiments are performed on an 8 GB RAM Samsung computer with a 3.10 GHz AMD Athlon (tm) II X 4 645 processor.
We use the peak signal-to-noise ratio (PSNR) to evaluate the reconstruction quality. PSNR is defined as
where the MAX I is the maximum possible pixel value of the image. The MSE represents the mean squared error between the original image (I ) and the reconstruction image (R) and is defined as
where the a and b are the dimensions of the image in pixels. We use running time to evaluate the complexity of algorithms. The results in this paper are the average of five reconstructions. We use eight 256*256 pixels natural images VOLUME 7, 2019 (Lena, Peppers, House, Cameraman, Parrots, Boats, Monarch, and Goldhill) borrowed from standard test images as in Fig. 8 .
A. EXPLANATION OF STOP THRESHOLD
We adopt the convergence criterion in [36] in our algorithm. When the gap of the sparse representation signal between current iteration and the last iteration is less than a minimum value (threshold), the algorithm stops. The threshold affects the quality and time of the reconstruction. We set the threshold as 0.01 in most of our algorithms (all but the second phase of JLSSP-CS algorithm). We test several images (Lena, 
B. SIMULATION RESULTS
In this section, we present the simulation results of different algorithms. Fig. 9 displays the PSNR of different CS reconstruction algorithms on a compression ratio of 0.3 in visual perception of ''Lena''. Figs. 10 and 11 respectively illustrate the reconstruction quality and running time on different compression ratios from 0.1 to 0.5 to reflect the great performance of the proposed JLSSP-CS algorithm. The reconstruction PSNR of different images is presented in Table 1 .
In Fig. 9 , the CS reconstruction algorithms using prior information achieve a significant quality improvement compared to the traditional IHT algorithm. The proposed JLSSP-CS algorithm, which merges multi-scale (local and global) and heterogeneous (statistical and structural) prior information, yields a PSNR increase of 11.96 dB, 6.9 dB, 5.66 dB, 0.63 dB, 4.08 dB, 0.67 dB, and 0.42 dB at a compression ratio of 0.3, compared with IHT, BLS-GSM IHT, model-based IHT, BM3D, GSM+Tree, GSM+BM3D, and BM3D+Tree respectively. It can be observed that the optimal tree approximation algorithm improves the quality of reconstruction at the cost of a large amount of time. The BLS-GSM IHT algorithm has a high running speed but achieves less and less quality improvement as the compression ratio increases. As BM3D is a very strong de-noising operator, CS image reconstruction algorithm based on BM3D is state of the art. Our JLSSP-CS algorithm gains an average PSNR increase of 0.52 dB, 1.09 dB, 1.67 dB, 1.14 dB, 1.81 dB, 0.74 dB, 0.46 dB and 1.01 dB respectively for images Lena, Cameraman, House, Boats, Peppers, Goldhill, Monarch, and Parrots, relative to the BM3D algorithm.
We took runtime performance measurements of the algorithms on all of the images to compare the complexity. Fig. 11 illustrates the runtime of all algorithms on ''Lena''. We can see in Fig. 11 that the runtime of our algorithm is relatively acceptable compared with other algorithms. Compared with other algorithms that also merged prior information (Modelbased IHT, BLS-GSM IHT, and BM3D), our JLSSP-CS algorithm has a degree of quality improvement, while it only achieves a slight increase of the runtimes. Compared with algorithms that do not use prior information (IHT), our JLSSP-CS algorithm has a very large improvement in reconstruction quality but only has a small increase in complexity. Our JLSSP-CS algorithm takes longer for reconstruction than the BM3D algorithm. The tailored versions of JLSSP-CS, namely GSM+Tree, GSM+BM3D, and BM3D+Tree, can be chosen according to the choice of precision and complexity in practical application. If reconstruction quality is of importance and a relative long runtime can be tolerated, then our JLSSP-CS algorithm should be preferred.
V. CONCLUSIONS
In this paper, we have proposed a novel high-quality CS image reconstruction algorithm called JLSSP-CS for IoMT system, which merges multi-scale (local and global) heterogeneous (statistical and structural) into the IHT framework. First, we introduced three types of prior information acquired from the salient characteristics of natural images. Then, we presented three corresponding models to the priors to demonstrate how we can use them to improve the performance of CS image reconstruction. Finally, we discussed the details of JLSSP-CS algorithm via jointly leveraging multi-scale heterogeneous priors. Through experiments, the simulation results demonstrate that the quality of the reconstructed images using our algorithm is better than other algorithms which also consider prior information. A relatively acceptable runtime and the resultant improvement in PSNR performance make our JLSSP-CS algorithm suitable for IoMT end-devices. In future, we will further reduce the complexity and optimize the framework of our JLSSP-CS algorithm. VOLUME 7, 2019 
