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SE´RIES HYPERGE´OME´TRIQUES MULTIPLES ET
POLYZEˆTAS
par
J. Cresson, S. Fischler et T. Rivoal
Re´sume´. — Nous de´crivons un algorithme the´orique et effectif permettant de
de´montrer que des se´ries et inte´grales hyperge´ome´triques multiples relativement ge´ne´rales se
de´composent en combinaisons line´aires a` coefficients rationnels de polyzeˆtas.
Abstract. — We describe a theoretical and effective algorithmwhich enables us to prove that
rather general hypergeometric series and integrals can be decomposed as linear combinations
of multiple zeta values, with rational coefficients.
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1. Introduction
Une ge´ne´ralisation de la fonction zeˆta de Riemann ζ(s) est donne´e par les se´ries polyzeˆtas,
de´finies pour tout entier p ≥ 1 et tout p-uplet s = (s1, s2, . . . , sp) d’entiers ≥ 1, avec s1 ≥ 2,
par
ζ(s1, s2, . . . , sp) =
∑
k1>k2>···>kp≥1
1
ks11 k
s2
2 · · ·k
sp
p
.
Les entiers p et s1 + s2 + · · · + sp sont respectivement la profondeur et le poids de
ζ(s1, s2, . . . , sp). Pour diverses raisons, il est plus simple de conside´rer que la sommation est
faite sur k1 ≥ k2 ≥ · · · ≥ kp ≥ 1 : nous noterons ζ(s1, s2, . . . , sp) les se´ries ainsi obtenues. Il
est a` noter que les deux se´ries convergent plus ge´ne´ralement pour des exposants complexes
ve´rifiant
∑r
j=1ℜ(sj) > r pour tout r ∈ {1, . . . , p}, ce qui autorise a` avoir des exposants
entiers ne´gatifs par exemple.
Les polyzeˆtas interviendront dans cet article par l’interme´diaire des fonctions polyloga-
rithmes multiples, de´finies par
Lis1,s2...,sp(z1, z2, . . . , zp) =
∑
k1>k2>···>kp≥1
zk11 z
k2
2 · · · z
kp
p
ks11 k
s2
2 · · · k
sp
p
pour |z1| ≤ 1, . . . , |zp| ≤ 1. On obtiendra en fait les re´sultats pour les polylogarithmes
multiples larges, de´finis par
Las1,s2...,sp(z1, z2 . . . , zp) =
∑
k1≥k2≥···≥kp≥1
zk11 z
k2
2 · · · z
kp
p
ks11 k
s2
2 · · ·k
sp
p
.
3Lorsque p = 1, les deux variantes co¨ıncident avec les polylogarithmes usuels et si
z1 = z2 = · · · = zp = 1 et s1 ≥ 2, on a Lis1,s2...,sp(1, 1, . . . , 1) = ζ(s1, s2 . . . , sp) et
Las1,s2...,sp(1, 1, . . . , 1) = ζ(s1, s2 . . . , sp). Un the´ore`me d’Ulanski˘ı [40] permet de passer
line´airement d’un type de se´rie a` l’autre ; en vue d’applications diophantiennes, on ne perd
donc rien a` conside´rer une variante plutoˆt qu’une autre.
Remarquons de`s a` pre´sent que les fonctions polylogarithmes multiples peuvent eˆtre
de´finies pour des exposants si complexes, a` condition de supposer en plus que |z1| < 1
pour des raisons de convergence. En particulier, nous utiliserons ces fonctions avec des
sj ∈ Z : par de´finition, le poids d’une telle fonction est alors
∑p
j=1max(sj , 0).
On voit naturellement apparaˆıtre les polyzeˆtas lorsque, par exemple, on conside`re les
produits des valeurs de la fonction zeˆta : on a ζ(n)ζ(m) = ζ(n+m)+ ζ(n,m)+ ζ(m,n), ce
qui permet en quelque sorte de « line´ariser » ces produits. En dehors de quelques identite´s
telles que ζ(2, 1) = ζ(3) (due a` Euler), la nature arithme´tique de ces se´ries est aussi peu
connue que celle des nombres ζ(s). Cependant, l’ensemble des nombres ζ(s) posse`de une
tre`s riche structure alge´brique assez bien comprise, au moins conjecturalement (voir [42]).
Par exemple, on peut s’inte´resser aux Q-sous-espaces vectoriels Zp de R, engendre´s par
les 2p−2 polyzeˆtas de poids p ≥ 2 : Z2 = Qζ(2), Z3 = Qζ(3) + Qζ(2, 1), Z4 = Qζ(4) +
Qζ(3, 1) +Qζ(2, 2) +Qζ(2, 1, 1), etc. Posons vp = dimQ(Zp). On a alors la
Conjecture 1. — (i) Pour tout entier p ≥ 2, on a vp = cp, ou` l’entier cp est de´fini par
la re´currence de type Fibonacci cp+3 = cp+1 + cp, avec c0 = 1, c1 = 0 et c2 = 1.
(ii) Les Q-espaces vectoriels Q et Zp (p ≥ 2), sont en somme directe.
La suite (vp)p≥2 devrait donc croˆıtre comme α
p (ou` α ≈ 1, 3247 est racine du polynoˆme
X3−X−1), ce qui est bien plus petit que 2p−2. Il y a donc conjecturalement beaucoup de
relations line´aires entre les polyzeˆtas de meˆme poids et aucune en poids diffe´rents : dans
cette direction, un the´ore`me de Goncharov [19] et Terasoma [39] affirme que l’on a vp ≤ cp
pour tout entier p ≥ 2. Il reste donc a` montrer l’ine´galite´ inverse pour montrer (i) mais
aucune minoration non triviale de vp n’est connue a` ce jour : si l’on montre facilement que
v2 = v3 = v4 = 1, on est bloque´ de`s l’e´galite´ v5 = 2, qui est e´quivalente a` l’irrationalite´
toujours inconnue de ζ(5)/(ζ(3)ζ(2)). Plus ge´ne´ralement, un des inte´reˆts de la conjecture 1
est d’impliquer la suivante.
Conjecture 2. — Les nombres π, ζ(3), ζ(5), ζ(7), ζ(9), etc, sont alge´briquement inde´pen-
dants sur Q.
4Cette conjecture semble actuellement totalement hors de porte´e. Un certain nombre de
re´sultats diophantiens ont ne´anmoins e´te´ obtenus en profondeur 1, c’est-a`-dire dans le cas
de la fonction zeˆta de Riemann :
(i) Le nombre ζ(3) est irrationnel (Ape´ry [3]) ;
(ii) La dimension de l’espace vectoriel engendre´ sur Q par 1, ζ(3), ζ(5), . . . , ζ(A) (avec
A impair) croˆıt au moins comme log(A) ([5, 33]) ;
(iii) Au moins un des quatre nombres ζ(5), ζ(7), ζ(9), ζ(11) est irrationnel (Zudilin [49]).
Ces re´sultats peuvent eˆtre obtenus par l’e´tude de certaines se´ries de la forme (1)
∞∑
k=1
P (k)
kA(k + 1)A · · · (k + n)A
z−k (1.1)
avec P (X) ∈ Q[X ], n ≥ 0, A ≥ 1 et |z| ≥ 1 (le choix de 1/z plutoˆt que z est purement
technique) : nous rappelons sommairement au paragraphe 3.1 comment on utilise ces se´ries
pour les de´montrer, en exploitant le fait que, ge´ne´riquement, elles s’expriment aussi comme
combinaisons line´aires des valeurs de zeˆta aux entiers lorsque z = 1. Les divers choix de P
conduisent a` des se´ries hyperge´ome´triques ge´ne´ralise´es : voir les ouvrages [4, 34] pour les
de´finitions, qui ne sont pas essentielles ici.
Notre but est de poser les bases d’une ge´ne´ralisation de cette me´thode hyperge´ome´trique
en profondeur quelconque en conside´rant a priori des se´ries multiples de la forme∑
k1≥···≥kp≥1
P (k1, . . . , kp)
(k1)
A1
n1+1 · · · (kp)
Ap
np+1
z−k11 · · · z
−kp
p , (1.2)
avec P (X1, . . . , Xp) ∈ Q[X1, . . . , Xp], des entiers Aj ≥ 1 et nj ≥ 0 et |z1| ≥ 1, . . . , |zp| ≥ 1,
ceci dans l’espoir qu’elles s’expriment comme combinaisons line´aires de polyzeˆtas inte´res-
sants lorsque z1 = · · · = zp = 1. (Pour raccourcir les expressions, on a utilise´ le symbole de
Pochhammer (α)m = α(α+1) · · · (α+m−1).) On pourrait imaginer ge´ne´raliser encore (1.2)
en remplac¸ant, au de´nominateur, chaque facteur (ki)
Ai
ni+1
par (ki + ri)
Ai
ni+1
. Cela peut eˆtre
utile (et nos me´thodes le permettent) si des bornes explicites apparaissent en fonction des
ni, mais pour des re´sultats qualitatifs c’est inutile car on peut s’y ramener, en remplac¸ant
ni par ni + ri et en multipliant le nume´rateur par (ki)
Ai
ri
.
Les se´ries de la forme (1.2) apparaissent naturellement dans la litte´rature. Par exemple,
Sorokin [36] a de´duit l’irrationalite´ de ζ(3) d’un re´sultat que l’on peut e´crire ainsi (voir
(1)du moins, dans le cas de (i) et (ii) ; le point (iii) ne´cessite une ide´e a priori diffe´rente (se´rie « de´rive´e »)
mais on peut l’inte´grer dans le cadre fourni par (1.1). Voir un peu plus loin dans cette Introduction pour
plus de de´tails.
5§2.2) : pour tout entier n ≥ 0, on a
n!
∑
k1≥k2≥1
(k2 − n)n(k1 − k2 + 1)n
(k1)2n+1(k2)n+1
= 2anζ(2, 1)− bn, (1.3)
ou` an et bn sont les ce´le`bres nombres rationnels utilise´s par Ape´ry [3] dans sa preuve
originelle de l’irrationalite´ de ζ(3). La me´thode de Sorokin n’utilise pas directement la
se´rie (1.3) mais consiste a` re´soudre un subtil proble`me d’approximation de Pade´, qu’il n’est
malheureusement pas facile de ge´ne´raliser a` d’autres situations. Nous nous affranchissons
de l’approximation de Pade´ pour espe´rer profiter, en profondeur supe´rieure, de la grande
souplesse de la me´thode hyperge´ome´trique en profondeur 1. Il est inte´ressant de noter que
la se´rie double en (1.3) est un exemple de se´rie hyperge´ome´trique de Kampe´ de Fe´riet
(voir [38, p. 27]), comme on le voit apre`s quelques transformations triviales du sommande.
Par un le´ger abus de langage, nous appelons se´rie hyperge´ome´trique multiple une expression
de la forme (1.2) bien que, en ge´ne´ral, il ne s’agisse seulement que de combinaisons line´aires
rationnelles de telles se´ries.
Un ingre´dient, fre´quemment utilise´ avec des se´ries simples, consiste a` de´river la fraction
rationnelle en k dans la se´rie (1.1), avant de sommer ; par exemple, une double de´rivation
sert a` de´montrer le re´sultat de Zudilin [49] rappele´ apre`s la conjecture 2. Cette astuce,
applique´e plusieurs fois, permet de faire disparaˆıtre ζ(s) de la forme line´aire obtenue, pour
de petites valeurs de s. On peut imaginer l’utiliser pour des sommes multiples, meˆme si on
n’a aucun re´sultat connu de disparition de polyzeˆtas dans ce cadre. Il est clair qu’en de´rivant
une fraction rationnelle de la forme P (X1, . . . , Xp)/
(
(X1)
A1
n+1 . . . (Xp)
Ap
n+1
)
par rapport a`
l’une des variables Xj, on obtient une fraction rationnelle de la meˆme forme (avec Aj
remplace´ par Aj + 1) : cette remarque montre que l’on ne perd rien a` conside´rer des se´ries
de la forme (1.2).
En profondeur p ≥ 2, l’e´tude des se´ries multiples du type de (1.2) se de´compose en
plusieurs e´tapes et, malheureusement, la premie`re difficulte´ se pre´sente de`s la premie`re
e´tape, qui est pourtant triviale en profondeur 1. Nous mettons ceci en e´vidence sur l’ex-
emple de la profondeur 2 au paragraphe 3.2 : la ge´ne´ralisation en profondeur quelconque
ne´cessite la production d’un algorithme re´cursif (permettant de de´duire le cas de la pro-
fondeur p du cas de la profondeur p−1) que l’on de´crit au paragraphe 4.3. Informellement,
on obtient alors le re´sultat suivant.
The´ore`me 1. — Supposons que l’on ait |z1| > 1 et |zj| ≥ 1 pour tout j = 2, . . . , p.
Alors, toute se´rie de la forme (1.2) s’e´crit comme une combinaison line´aire a` coef-
ficients polynoˆmes de Laurent dans Q[z±11 , . . . , z
±1
p ] en les polylogarithmes multiples
6Las1,...,sq(1/ẑ1, . . . , 1/ẑq) ou` 0 ≤ q ≤ p,
∑q
j=1max(sj, 0) ≤
∑p
j=1Aj et ou` les ẑ1, . . . , ẑq sont
certains produits des z1, . . . , zp.
Remarque 1. — (1) Bien que peu surprenant en apparence, ce re´sultat est, comme on
le verra, loin d’eˆtre facile a` de´montrer. Ici, les entiers s1, . . ., sq peuvent eˆtre de signe
quelconque et, comme dans toute la suite, on doit entendre un polylogarithme de profondeur
0 comme e´tant la fonction identiquement e´gale a` 1.
(2) Certains des sj peuvent eˆtre ne´gatifs ou nuls : cela ne peut eˆtre le cas que si l’un des
degre´s en l’une des variables Xj de la fraction P (X1, . . . , Xp)/
(
(X1)
A1
n1+1
· · · (Xp)
Ap
np+1
)
est
positif, c’est-a`-dire lorsque degXj (P ) ≥ Aj(nj + 1).
(3) On peut raffiner ce the´ore`me : voir le The´ore`me 6 au paragraphe 5. Il en re´sulte par
exemple que les polynoˆmes de Laurent sont en fait toujours dans Q[z1, z
±1
2 , . . . , z
±1
p ].
Une deuxie`me difficulte´ provient du fait que certains polylogarithmes multiples peuvent
avoir un ou des exposants sj ≤ 0, ce qui ne´cessite un traitement a` part. On obtient le
re´sultat dit de non-enrichissement suivant (voir le paragraphe 6) : Lorsque les modules de
z1, . . . , zp sont tous diffe´rents de 1, tout polylogarithme multiple Las1,...,sp(z), de profondeur
p et ayant certains exposants ≤ 0, est une combinaison line´aire en des polylogarithmes mul-
tiples d’indices ≥ 1 (en des produits des zj) de poids ≤
∑p
j=1max(sj , 0), dont les coefficients
sont des polynoˆmes a` coefficients rationnels en les
(
(1 − zj1 · · · zjm)
−1
)
1≤j1<···<jm≤p,m≥1
et
les (z±1j )1≤j≤p.
En combinant ce re´sultat et le the´ore`me 1 on obtient l’e´nonce´ suivant (qui a e´te´ obtenu
inde´pendamment, dans le cas particulier z1 = . . . = zp, par Zlobin [47]) :
The´ore`me 2. — Supposons que pour tout j = 1, . . . , p, on ait |zj | > 1. Alors, toute
se´rie de la forme (1.2) s’e´crit comme une combinaison line´aire a` coefficients polynoˆmes
a` coefficients rationnels en les
(
(1 − zj1 · · · zjm)
−1
)
1≤j1<···<jm≤p,m≥1
et les (z±1j )1≤j≤p de
polylogarithmes multiples Las1,...,sq(1/ẑ1, . . . , 1/ẑq) ou` 0 ≤ q ≤ p, si ≥ 1 pour i = 1, . . . , q,∑q
j=1 sj ≤
∑p
j=1Aj et ou` les ẑ1, . . . , ẑq sont certains produits des z1, . . . , zp.
L’analogue des the´ore`mes 1 et 2 lorsque z1 = · · · = zp = 1 s’e´nonce comme suit. Une
version plus pre´cise (le the´ore`me 9) sera de´montre´e au paragraphe 7.5 ; la de´monstration
ne´cessite d’utiliser la re´gularisation des polyzeˆtas divergents. Ce the´ore`me est celui que
nous avons imple´mente´ dans [12], ce qui nous a permis d’avoir l’ide´e du the´ore`me 4 ci-
dessous et d’observer d’autres exemples de se´ries qui font apparaˆıtre seulement certains
des polyzeˆtas attendus [17].
7The´ore`me 3. — Toute se´rie convergente de la forme (1.2) s’e´crit lorsque z1 = · · · = zp =
1 comme une combinaison line´aire a` coefficients rationnels en les polyzeˆtas ζ(s1, . . . , sq) ou`
0 ≤ q ≤ p, s1 ≥ 2, si ≥ 1 pour i = 1, . . . , q et
∑q
j=1 sj ≤
∑p
j=1Aj.
Notre algorithme donne diverses pre´cisions sur les the´ore`mes 1, 2 et 3 (de´nominateurs
des coefficients, degre´ des polynoˆmes dans le cas des se´ries les plus simples, dites briques).
De plus, il se preˆte (pour tous z1, . . ., zp) a` une imple´mentation informatique que nous
avons effectue´e [12] (lorsque z1 = · · · = zp = 1) a` l’aide du programme GP/Pari : cela nous
a permis de tester de nombreuses se´ries et d’obtenir des re´sultats tels que
∑
k1≥k2≥1
5k22 − k
2
1 − 4k1k2 − 3k1 + 7k2
(k1)43 (k2 + 1)
3
4
= −
153060027667
1289945088
+
832127737
17915904
ζ(2) +
33349589
2985984
ζ(3) +
10561397
2985984
ζ(4)
+
117277
10368
ζ(5) +
1475
1728
ζ(6) +
757
432
ζ(7) +
6125
1728
ζ(2, 2)
+
245
24
ζ(2, 3) +
35
32
ζ(3, 2) +
1
6
ζ(3, 3) +
595
864
ζ(4, 2) +
7
4
ζ(4, 3).
(1.4)
Ce re´sultat pourrait e´ventuellement eˆtre un peu simplifie´ en utilisant les relations line´aires
connues entre polyzeˆtas.
Une fois cette e´tape franchie, une troisie`me difficulte´ provient de la profusion de polyzeˆtas
qui semblent apparaˆıtre spontane´ment dans des exemples « au hasard » comme (1.4).
Nous avons donc e´te´ conduits a` rechercher une classe de polynoˆmes P (X1, . . . , Xp) tels
que, a priori, seulement certains polyzeˆtas inte´ressants ont un coefficient non-nul a` la
sortie de l’algorithme. Par « inte´ressants », nous entendons des polyzeˆtas qui ne sont pas
trivialement des puissances de π, qui parasitent les applications diophantiennes en les
rendant triviales. (2) Voici quelques exemples de se´ries qui ne font pas apparaˆıtre π :
∑
k1≥k2≥1
(k1 + 1)(k2 + 1)
(k1 − k2 − 1)3(k1 + k2 + 1)3(k1 − 1)5(k2 − 1)5
(k1)
5
3 (k2)
5
3
=
27875
8192
−
2847
1024
ζ(3)−
15
32
ζ(5) +
27
64
ζ(7),
(2)Par exemple, la minoration de la dimension de l’espace des nombres ζ(2n+1) devient sans inte´reˆt lorsque
l’on rajoute les nombres ζ(2n) : la transcendance de pi implique leur inde´pendance line´aire sur Q et donc
une minoration de dimension de l’ordre de A/2 au lieu de log(A).
8∑
k1≥k2≥1
(
k1 +
1
2
)(
k2 +
1
2
)(k1 − k2 − 1)3(k1 + k2)3(k1 − 1)4(k2 − 1)4
(k1)73 (k2)
7
3
= −1156 + 891 ζ(3) +
189
2
ζ(5) + 78
(
ζ(5, 3)− ζ(3, 5)
)
,
∑
k1≥k2≥1
(k1 − k2)(k1 + k2 + 4)(k1 − 2)9(k2 − 2)9
(k1)45 (k2)
4
5
= −
642739948033
41278242816
+
10214719
995328
ζ(3) +
57497
18432
ζ(5),
∑
k1≥k2≥3≥1
(
k1 +
1
2
)(
k2 +
1
2
)(
k3 +
1
2
)
×
(k1 − k2)(k2 − k3)(k1 − k3)(k1 + k2 + 1)(k1 + k3 + 1)(k2 + k3 + 1)
(k1)42 (k2)
4
2 (k3)
4
2
= −
1
4
− ζ(3) +
1
4
ζ(5) + ζ(3)2 −
1
4
ζ(7).
Nous avons propose´ dans [11] une ge´ne´ralisation en profondeur quelconque, des se´ries
very-well-poised (3) (ou tre`s bien e´quilibre´es) introduites en profondeur 1 ; elle explique les
quatre exemples ci-dessus. Il s’agit du re´sultat suivant, qui est de´montre´ sous une forme
plus pre´cise dans [11].
The´ore`me 4. — Fixons trois entiers A ≥ 2, n ≥ 0 et p ≥ 1, ainsi que P (X1, . . . , Xp) ∈
Q[X1, . . . , Xp] un polynoˆme tel que :
P (Xσ(1), Xσ(2), . . . , Xσ(p)) = ε(σ)P (X1, X2, . . . , Xp)
pour tout σ ∈ Sp (ou` ε(σ) de´signe la signature de σ), et
P (X1, . . . , Xj−1,−Xj − n,Xj+1, . . . , Xp)
= (−1)A(n+1)+1P (X1, . . . , Xj−1, Xj, Xj+1, . . . , Xp)
pour tout j ∈ {1, . . . , p}. On suppose que P est de degre´ au plus A(n + 1)− 2 par rapport
a` chacune des variables. Alors la se´rie∑
k1≥···≥kp≥1
P (k1, . . . , kp)
(k1)An+1 · · · (kp)
A
n+1
est convergente et c’est un polynoˆme a` coefficients rationnels en les quantite´s∑
σ∈Sq
ε(σ) ζ(sσ(1), . . . , sσ(q)) (1.5)
(3)Voir le paragraphe 3.1 pour l’origine de cette de´nomination.
9avec q ∈ {1, . . . , p} et s1, . . . , sq ≥ 3 impairs.
La somme (1.5) est appele´e polyzeˆta antisyme´trique dans [11]. Lorsque q = 1, il s’agit
simplement de ζ(s1). Pour q = 2, on obtient ζ(s1, s2)−ζ(s2, s1). L’e´nonce´ plus pre´cis donne´
dans [11] montre notamment que lorsque p = 1, on obtient une forme line´aire en 1 et les
ζ(s), pour s impair compris entre 3 et A. Quand p = 2, on obtient une forme line´aire en 1,
les ζ(s) pour s impair compris entre 3 et 2A, et les ζ(s, s′)− ζ(s′, s) pour s, s′ impairs tels
que 3 ≤ s < s′ ≤ A. (4)
Enfin, une dernie`re difficulte´, et non la moindre, consiste a` obtenir des re´sultats dio-
phantiens en direction des conjectures 1 et 2 a` l’aide de l’approche combinatoire de´veloppe´e
ici. Nous nous contentons ici de de´montrer un the´ore`me « technique » concernant le de´nomi-
nateur commun aux coefficients rationnels des combinaisons line´aires produites par cer-
taines se´ries du type de (1.2) : voir le the´ore`me 6 au paragraphe 5.
Remerciements : Nous avons pu faire fonctionner notre imple´mentation de l’algorithme
pre´sente´ dans ce texte sur la grappe Me´dicis. Cela nous a permis de diminuer les temps de
calcul ne´cessaires.
2. Liens avec les inte´grales hyperge´ome´triques
Dans ce paragraphe, on s’inte´resse au lien entre certaines inte´grales multiples naturelle-
ment lie´es aux polyzeˆtas et les se´ries multiples que nous conside´rons dans le pre´sent article.
A` nos yeux, la souplesse combinatoire des se´ries semble bien adapte´e a` la construction de
formes line´aires en polyzeˆtas mais l’utilisation d’une inte´grale ou d’une se´rie dans ce but
est essentiellement une affaire de gouˆt, chacune ayant des avantages et des inconve´nients.
De plus, nous mentionnons certaines inte´grales dont on sait qu’elles s’expriment a` l’aide
de polyzeˆtas mais auxquelles nos me´thodes ne s’appliquent pas.
2.1. Exemples. — Il n’est pas possible de citer l’ensemble des inte´grales multiples hy-
perge´ome´triques qui sont apparues dans la litte´rature et nous ne mentionnons que les
exemples les plus connus.
Posons, pour tous entiers A ≥ 2 et n ≥ 0,
JA,n =
∫
[0,1]A
∏A
j=1 x
n
j (1− xj)
n
QA(x1, x2, . . . , xA)n+1
dx1 · · ·dxA,
(4)Les trois premiers exemples nume´riques pre´ce´dant le the´ore`me 4 sugge`rent que, pour p = 2, on a parfois
des zeˆtas simples jusqu’a` 2A− 3 et des zeˆtas doubles avec 3 ≤ s < s′ ≤ A− 2 seulement. Nous n’avons pas
cherche´ a` savoir sous quelles conditions cela est vrai.
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ou` QA(x) = 1 − (· · · (1 − (1 − xA)xA−1) · · · )x1. Lorsque A = 2 et A = 3, on retrouve les
ce´le`bres inte´grales de Beukers [6], qui a rede´montre´ le the´ore`me d’Ape´ry en utilisant le
fait que J2,n ∈ Q + Qζ(2) et J3,n ∈ Q + Qζ(3), sous une forme plus pre´cise. En restant
en dimension A = 2 ou A = 3, ces inte´grales ont ensuite e´te´ ge´ne´ralise´es dans le but
d’ame´liorer les mesures d’irrationalite´ respectives de ζ(2) et ζ(3) : le point d’orgue est la
«me´thode du groupe » de Rhin-Viola [31, 32], qui ont suivi des travaux de Hata [21, 22]
en particulier. La principale difficulte´ de cette approche consiste a` montrer directement
que ces inte´grales sont bien des formes line´aires en les valeurs de zeˆta.
En dimension supe´rieure, Vasilyev [41] a formule´ la conjecture suivante, qu’il a prouve´e
pour A = 4 et 5 : Pour tous entiers A ≥ 2 et n ≥ 0, il existe des rationnels (pj,A,n)j=0,2,3,...,A
tels que
JA,n = p0,A,n +
∑
j≡A (mod 2)
pj,A,nζ(j).
Cette conjecture, dont l’attaque directe est tre`s difficile, a e´te´ de´montre´e par Zudilin
[48, paragraphe 8] au moyen d’une identite´ inattendue entre les inte´grales de Vasilyev et
certaines se´ries hyperge´ome´triques tre`s bien e´quilibre´es. Comme on le montre au para-
graphe 3.1, il est alors assez facile d’obtenir une forme line´aire en valeurs de zeˆta a` partir
d’une se´rie hyperge´ome´trique simple.
Il existe par ailleurs des inte´grales d’une forme assez diffe´rente et qui ont e´te´ e´tudie´es
principalement par Sorokin [35, 36]. Dans [36], il a obtenu une preuve alternative du
the´ore`me d’Ape´ry en montrant que
S3,n =
∫
[0,1]3
xn(1− x)nyn(1− y)nzn(1− z)n
(1− xy)n+1(1− xyz)n+1
dxdydz ∈ Q+Qζ(3), (2.1)
tandis que dans [35], il a obtenu une nouvelle preuve de la transcendance de π en utilisant
l’inte´grale
TA,n =
∫
[0,1]2A
A∏
j=1
(xjyj)
n+(A−j)(n+1)(1− xj)
n(1− yj)
n
(1− x1y1 · · ·xjyj)n+1
dxjdyj, (2.2)
dont il a montre´ qu’elle e´tait une forme line´aire rationnelle en 1 et les ζ(2, 2, . . . , 2) =
π2j/(2j + 1)!, pour j = 1, . . . , A, lorsque z = 1. Dans les deux cas, Sorokin parvient a`
exprimer ses inte´grales comme combinaison line´aire de valeurs de polyzeˆtas en re´solvant de
manie`re ite´rative des proble`mes de Pade´ non triviaux. D’une manie`re ge´ne´rale, lorsqu’une
inte´grale provient d’un proble`me de Pade´ explicite, il arrive que l’e´nonce´ meˆme du proble`me
permettent d’e´liminer a priori certains polyzeˆtas des formes line´aires lorsque l’on spe´cialise
les polylogarithmes multiples en 1 ou autre valeur inte´ressante. Ceci confe`re un grand
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avantage a` cette approche lorsqu’on peut la mettre en œuvre mais elle semble difficile a`
ge´ne´raliser. De fait, les travaux ulte´rieurs cherchent tous a` s’affranchir de l’e´tape « Pade´ ».
Le fait particulie`rement remarquable que J3,n = S3,n pour tout entier n ≥ 0 a e´te´
ge´ne´ralise´ par Fischler [15] et Zlobin [45] inde´pendamment, qui ont montre´ entre autres
choses que l’on a les identite´s
JA,n =
∫
[0,1]A
A/2∏
j=1
xnj (1− xj)
nynj (1− yj)
n
(1− x1y1 · · ·xjyj)n+1
dxjdyj (2.3)
pour A ≥ 2 pair et
JA,n =
∫
[0,1]A
zn(1− z)n
(1− x1y1 · · ·xayaz)n+1
( a∏
j=1
xnj (1− xj)
nynj (1− yj)
n
(1− x1y1 · · ·xjyj)n+1
dxjdyj
)
dz (2.4)
pour A ≥ 3 impair avec a = (A − 1)/2. Il de´coule de ces travaux l’intuition assez nette
que l’on ne perd rien a` travailler avec des ge´ne´ralisations de l’une ou l’autre des inte´grales
JA,n et SA,n. Il s’ave`re que les inte´grales de Sorokin SA,n a` droite de (2.3) et (2.4) se
de´veloppent un peu plus facilement en se´ries multiples que les inte´grales JA,n et qu’elles don-
nent imme´diatement des polyzeˆtas dans le cas n = 0. Dans une perspective diophantienne,
il est donc naturel de produire des formes line´aires en polyzeˆtas a` partir d’inte´grales du type
de Sorokin les plus ge´ne´rales possibles ; une telle relation a e´te´ de´montre´e par Zlobin [45].
La proposition 1 (de´montre´e au paragraphe 2.2 ci-dessous) couple´e aux re´sultats de cet
article nous permet de rede´montrer une assertion similaire a` celle de Zlobin mais nous
insistons ici sur le fait que nos re´sultats (re´sume´s informellement par le the´ore`me 1) nous
permettent de traiter des se´ries multiples plus ge´ne´rales que celles apparaissant dans la
proposition 1 ou dans les travaux de Zlobin.
Terminons ce paragraphe en mentionnant un re´cent article de Zlobin [46], ou` il obtient
une nouvelle preuve de la conjecture de Vasilyev en partant de l’inte´grale SA,n convenable-
ment de´veloppe´e en se´rie multiple : il s’agit d’un remarquable tour de force.
2.2. De´veloppement en se´rie de certaines inte´grales de Sorokin. — Le but de ce
paragraphe est d’exprimer une inte´grale de type Sorokin relativement ge´ne´rale (elle contient
du moins tous les cas mentionne´s ci-dessus) comme une se´rie multiple. Cette dernie`re
est un cas particulier de celle que nous de´veloppons en polylogarithmes multiples et/ou
polyzeˆtas dans la suite de l’article : pour ceux qui aiment travailler a` partir d’inte´grales, la
proposition 1 (voir aussi le lemme 2 de [47]) est donc la premie`re e´tape de notre algorithme
de construction de formes line´aires en polyzeˆtas.
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Proposition 1. — Soient des entiers D, p ≥ 1 et des entiers positifs r1, . . . , rp, s1, . . . , sp,
t1, . . . , tp et 0 = d0 < d1 < d2 < · · · < dp = D. Pour tout complexe z tel que |z| > 1, on a
l’identite´∫
[0,1]D
p∏
j=1
∏dj
ℓ=dj−1+1
x
rj
ℓ (1− xℓ)
sj
(z − x1 · · ·xdj )
tj+1
dxj
= z−(t1+···+tp+p−1) ·
p∏
j=1
sj!
Aj
tj !
·
∑
k1≥···≥kp≥1
z−k1
p∏
j=1
(kj − kj+1 + 1)tj
(kj + rj)
Aj
sj+1
, (2.5)
ou` kp+1 = 1 et Aj = dj−dj−1 pour j = 1, . . . , p. La se´rie est de profondeur p et de poids D.
Remarque 2. — L’e´quation (2.5) s’e´tend a` |z| = 1 lorsque les deux membres ont un sens
simultane´ment.
Dans les applications diophantiennes, il est pratique de sommer sur des indices Kj de´finis
par Kj = kj+ r, ou` r = min rj. En particulier, si tous les rj sont e´gaux a` r, la se´rie s’e´crit∑
K1≥···≥Kp≥r+1
z−K1−r
p∏
j=1
(Kj −Kj+1 + 1)tj
(Kj)
Aj
sj+1
avec Kp+1 = r + 1. De plus, si tp = r, la pre´sence du symbole de Pochhammer (Kp − r)r
implique que sommer sur l’ensemble d’indices K1 ≥ · · · ≥ Kp ≥ r+1 revient au meˆme que
sommer sur K1 ≥ · · · ≥ Kp ≥ 1.
De´monstration. — Supposer que |z| > 1 assure que les diverses de´compositions en se´ries
et inversions se´ries-inte´grales ci-dessous sont licites. Le cas d’un point du cercle |z| = 1
s’obtient en invoquant des crite`res de continuite´ (the´ore`mes d’Abel, de Lebesgue, etc).
On de´veloppe le de´nominateur de l’inte´grale multiple, note´e I(z) dans la suite, au moyen
de l’identite´ (avec |z| > 1, 0 ≤ x ≤ 1) :
1
(z − x)t+1
=
1
zt
∞∑
m=0
(
m+ t
m
)(
x
z
)m
et on obtient alors
I(z) = z−(t1+···+tp+p)
×
∑
m1,...,mp≥0
p∏
j=1
(
mj + tj
mj
)
z−mj
∫
[0,1]D
p∏
j=1
(
(x1 · · ·xdj )
mj
dj∏
ℓ=dj−1+1
x
rj
ℓ (1− xℓ)
sj dxj
)
.
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Or on ve´rifie que
p∏
j=1
(
(x1 · · ·xdj )
mj
dj∏
ℓ=dj−1+1
x
rj
ℓ (1− xℓ)
sj
)
=
p∏
j=1
( dj∏
ℓ=dj−1+1
x
rj+mj+···+mp
ℓ (1− xℓ)
sj
)
.
On peut se´parer les variables dans l’inte´grale et on obtient alors D inte´grales facilement
calculables (ce sont des fonctions Beta d’Euler), d’ou`
I(z) = z−(t1+···+tp+p)
∑
m1,...,mp≥0
p∏
j=1
z−mj
(
mj+tj
mj
)
(
rj+sj+mj+···+mp
sj
)Aj(rj + sj +mj + · · ·+mp + 1)Aj .
On utilise maintenant les deux transformations triviales
(
mj+tj
mj
)
=
(mj+1)tj
tj !
et(
rj + sj +mj + · · ·+mp
sj
)
(rj + sj +mj + · · ·+mp + 1)
=
(rj +mj + · · ·+mp + 1)sj+1
sj!
et on pose kj = mj + · · ·+mp + 1 pour j = 1, . . . , p, ainsi que kp+1 = 1. On obtient alors
I(z) = z−(t1+···+tp+p−1) ·
p∏
j=1
sj!
Aj
tj !
·
∑
k1≥···≥kp≥1
z−k1
p∏
j=1
(kj − kj+1 + 1)tj
(kj + rj)
Aj
sj+1
,
ce qui termine la preuve.
A` titre d’exemples, remarquons que l’inte´grale S3,n en (2.1) vaut exactement la se´rie (1.3)
donne´e dans l’introduction tandis que l’inte´grale (2.2) s’exprime de la manie`re suivante, en
posant kA+1 = n+ 1 :
TA,n = n!
A
∑
k1≥···≥kA≥1
A∏
j=1
(kj − kj+1 + 1)n
(kj + (A− j)(n+ 1))2n+1
.
Notre algorithme permet ensuite d’exprimer effectivement ces inte´grales comme des formes
line´aires en polyzeˆtas. Jusqu’en poids 4, on ne voit apparaˆıtre que des valeurs de zeˆta car
tous les polyzeˆtas de poids ≤ 4 sont des multiples rationnels de 1, ζ(2), ζ(3) ou ζ(4).
En revanche, a` partir du poids 5, on doit s’attendre a` obtenir des polyzeˆtas line´airement
inde´pendants (du moins, conjecturalement) des valeurs de zeˆta, comme le montre l’exemple
de l’inte´grale ∫
[0,1]5
∏5
j=1 x
n
j (1− xj)
ndxj
(1− x1x2x3)n+1(1− x1x2x3x4x5)n+1
.
Pour n = 0, elle vaut ζ(3, 2) = −11ζ(5)/2 + 3ζ(2)ζ(3), qui n’est donc probablement pas
un multiple rationnel d’une valeur de zeˆta en un entier. Pour n = 1, 2 et 3, elle est une
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combinaison line´aire rationnelle en ζ(2), ζ(3), ζ(4), ζ(5), ζ(2, 2) et ζ(3, 2). Le coefficient de
ζ(3, 2) dans ces combinaisons line´aires est non nul ; on peut l’expliciter comme une somme
double finie, ce qui pourrait peut-eˆtre permettre de de´montrer qu’il est non nul pour tout
n ≥ 4, si ne´cessaire.
2.3. D’autres exemples d’inte´grales hyperge´ome´triques. — Il existe beaucoup
d’autres types d’inte´grales hyperge´ome´triques que celles de Vasilyev et Sorokin et dont par
des moyens plus ou moins de´tourne´s on sait qu’elles s’expriment comme formes line´aires
en polyzeˆtas. Les deux exemples que nous allons aborder sont dus a` Zudilin et Goncharov-
Manin respectivement.
L’inte´grale conside´re´e par Zudilin est la suivante :
Zn =
∫
[0,1]5
∏5
j=1 x
n
j (1− xj)
n dxj
Q(x1, x2, x3, x4, x5)n+1
ou` Q(x) = x1(1− (1− (1− (1− x2)x3)x4)x5) + (1− x1x2x3x4x5). Par un proce´de´ indirect
(base´ sur des transformations hyperge´ome´triques), il montre que Zn est e´gale a` une se´rie de
nature hyperge´ome´trique tre`s bien e´quilibre´e (avec double une de´rivation du sommande)
et il en de´duit que Zn ∈ Q+Qζ(4).
Les inte´grales de Goncharov-Manin [20] apparaissent quant a` elles comme des pe´riodes
de certains motifs de Tate mixte, dont Brown [7] a donne´ la forme explicite suivante :∫
[0,1]A
∏A
j=1 x
rj
j (1− xj)
sj dxj∏
1≤i<j≤A(1− xi · · ·xj)
ti,j
(2.6)
avec des entiers rj, sj, ti,j ≥ 0 tels que l’inte´grale converge. Remarquons que (2.6) contient
comme cas particulier les inte´grales aborde´es par la proposition 1 (en z = 1). Par des
arguments de nature ge´ome´trique, Brown a prouve´ une conjecture de Goncharov-Manin
qui affirmait que ces inte´grales sont toujours de formes line´aires rationnelles en polyzeˆtas.
Sa me´thode n’est malheureusement pas constructive, ce qui rend impossible une quelconque
utilisation diophantienne de son the´ore`me par les voies classiques.
Ces deux types d’inte´grales ont donc le de´faut de n’eˆtre e´valuable que par des proce´de´s
tre`s indirects. Pour reme´dier a` cela, on pourrait tenter de les « de´velopper » en se´ries mul-
tiples a` la manie`re de la proposition 1, puis espe´rer appliquer une ge´ne´ralisation convenable
de notre algorithme. Ceci n’aura rien d’e´vident ; par exemple, les cas les plus simples de
l’inte´grale (2.6) peuvent conduire a` des se´ries telles que∑
m,n≥1
1
ms1ns2(m+ n)s3
,
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dont il n’est meˆme pas clair qu’elles puissent s’exprimer a` l’aide de polyzeˆtas (c’est cepen-
dant bien le cas : voir [14] pour plus de de´tails et des re´fe´rences). E´tendre notre algorithme
ne´cessitera donc des ide´es nouvelles.
3. E´tude de deux situations instructives
3.1. Le cas de la profondeur 1. — La strate´gie (5) pour de´montrer les the´ore`mes
diophantiens concernant les valeurs de la fonction zeˆta est la suivante. Soient des entiers
n ≥ 0, A ≥ 1 et P (X) ∈ Q[X ]. Conside´rons la fraction rationnelle R(X) = P (X)/(X)An+1
ainsi que la se´rie
S(z) =
∞∑
k=1
R(k) z−k.
On suppose cette dernie`re convergente pour z = 1, ce qui impose que deg(P ) ≤ A(n+1)−2.
On commence par de´velopper R(X) en e´le´ments simples :
R(X) =
A∑
s=1
n∑
j=0
C
[
s
j
]
(X + j)s
avec C
[
s
j
]
=
1
(A− s)!
(
R(X)(X + j)A
)(A−s)∣∣∣∣
X=−j
et, en reportant dans S(z), on obtient
S(z) =
A∑
s=1
n∑
j=0
C
[
s
j
] ∞∑
k=1
z−k
(k + j)s
.
On remarque alors que, trivialement,
∞∑
k=1
z−k
(k + j)s
= zj Lis(1/z)−
j∑
k=1
zj−k
ks
(3.1)
et donc qu’il existe des polynoˆmes Qs(z) ∈ Q[z], de degre´ au plus n, tels que
S(z) = Q0(z) +
A∑
s=1
Qs(z) Lis(1/z).
On a bien suˆr Lis(1) = ζ(s) et Lis(−1) = (2
1−s − 1)ζ(s) pour tout s > 1. Pour s ≥ 1, on a
l’expression tre`s simple
Qs(z) =
n∑
j=0
C
[
s
j
]
zj .
(5)C’est essentiellement la seule dont on dispose : toutes les autres approches connues produisent les meˆmes
formes line´aires (voir [16]).
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Pour les applications envisage´es, il est important de se ramener a` des coefficients entiers
et on montre que Q1(1) = 0 et d
A−j
n Qj(z) ∈ Z[z] pour tout j ∈ {0, . . . , A}, ou` dn =
p.p.c.m.{1, 2, . . . , n}. Il existe donc des entiers qj tels que
dAnS(1) = q0 +
A∑
s=2
qs ζ(s),
et une expression similaire pour S(−1).
Tout le proble`me re´side maintenant dans des choix de A et de P tels que l’on puisse
appliquer efficacement un crite`re d’irrationalite´ ou d’inde´pendance line´aire : il apparaˆıt
rapidement que l’on doit e´liminer les nombres ζ(s) pour s pair, sous peine de n’obtenir
que des re´sultats triviaux. Une manie`re d’y parvenir est d’imposer que le polynoˆme P (X)
satisfasse a`
P (−X − n) = −P (X). (3.2)
En effet, par unicite´ de la de´composition de R(X) en e´le´ments simples, l’e´quation (3.2) se
traduit par C
[
s
n− j
]
= (−1)A(n+1)+s+1C
[
s
j
]
et donc les coefficients qs sont nuls pour s
pair lorsque A est lui-meˆme pair. Par exemple, lorsque A est pair, on peut utiliser les se´ries
n!A−2r
∞∑
k=1
(
k +
n
2
) (k − rn)rn(k + n+ 1)rn
(k)An+1
= q0 +
A∑
s=3
s impair
qs ζ(s),
qui sont des se´ries hyperge´ome´triques spe´ciales, dites very-well-poised (voir [4, 34] pour la
de´finition exacte). On se re´fe`rera a` [5, 16, 23, 33, 49] pour plus de de´tails sur l’utilisation
diophantienne de ce type de se´rie.
3.2. Le cas de la profondeur 2. — Une fois formalise´ le cas de la profondeur 1, il
est naturel d’essayer de suivre la meˆme de´marche en profondeur supe´rieure. Le cas de la
profondeur p = 2 est de´ja` instructif et nous allons le traiter en de´tails.
Nous expliquons notre approche sur la se´rie suivante
S(z1, z2) =
∑
k1≥k2≥1
P (k1, k2)
(k1)
2
n+1(k2)
2
n+1
z−k11 z
−k2
2 , (3.3)
avec degk1(P ) ≤ A(n + 1) − 2 et degk2(P ) ≤ A(n + 1) − 2, ce qui assure que la se´rie
converge absolument pour |z1| ≥ 1 et |z2| ≥ 1. On notera que la se´rie introduite en (1.3)
ne ve´rifie pas cette condition de degre´ : les conse´quences de cela sont e´voque´es a` la fin de
ce paragraphe.
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La premie`re e´tape consiste, comme pre´ce´demment, a` de´composer en e´le´ments simples la
fraction rationnelle qui constitue le sommande de S(z1, z2) :
P (k1, k2)
(k1)
2
n+1(k2)
2
n+1
=
n∑
j1,j2=0
2∑
s1,s2=1
C
[
s1, s2
j1, j2
]
(k1 + j1)s1(k2 + j2)s2
,
ou` les C
[
s1, s2
j1, j2
]
sont des rationnels explicitables. Il est important de noter que la condition
portant sur les degre´s de P implique que cette de´composition n’a pas de partie entie`re. En
reportant dans S(z1, z2), on obtient ainsi
S(z1, z2) =
n∑
j1,j2=0
2∑
s1,s2=1
C
[
s1, s2
j1, j2
] ∑
k1≥k2≥1
z−k11 z
−k2
2
(k1 + j1)s1(k2 + j2)s2
.
La deuxie`me e´tape consiste a` exprimer explicitement la se´rie
∞∑
k1=1
z−k11
(k1 + j1)s1
k1∑
k2=1
z−k22
(k2 + j2)s2
(3.4)
comme une combinaison line´aire a` coefficients dans Q[z±11 , z
±1
2 ] en les polylogarithmes mul-
tiples (larges ou stricts). Comme on l’a vu en (3.1), dans le cas d’une seule variable (p = 1),
c’est une e´tape triviale mais, malheureusement, en deux variables, ce n’est plus le cas. On
e´crit tout d’abord la somme inte´rieure sur k2 comme
k1∑
k2=1
z−k22
(k2 + j2)s2
=
k1+j2∑
k2=j2+1
zj2−k22
ks22
=
( k1+j1∑
k2=1
−
j2∑
k2=1
+ εj1,j2
k1+j1∨j2∑
k2=k1+j1∧j2+1
)
zj2−k22
ks22
ou` j1 ∧ j2 = min(j1, j2), j1 ∨ j2 = max(j1, j2) et εj1,j2 = 1 si j1 < j2, −1 si j1 > j2, 0 si
j1 = j2. Puis on reporte ces trois sommes dans la somme sur k1. Les deux premie`res se´ries
se traitent facilement :
∞∑
k1=1
z−k11
(k1 + j1)s1
k1+j1∑
k2=1
zj2−k22
ks22
=
∞∑
k1=j1+1
zj1−k11
ks11
k1∑
k2=1
zj2−k22
ks22
= zj11 z
j2
2 Las1,s2(1/z1, 1/z2)−
j1∑
k1=1
zj1−k11
ks11
k1∑
k2=1
zj2−k22
ks22
18
et
∞∑
k1=1
z−k11
(k1 + j1)s1
j2∑
k2=1
zj2−k22
ks22
= zj11
( j2∑
k2=1
zj2−k22
ks22
)
Las1(1/z1)−
( j1∑
k1=1
zj1−k11
ks11
)( j2∑
k2=1
zj2−k22
ks22
)
.
La troisie`me se´rie est un peu plus complique´e : on note que
∞∑
k1=1
z−k11
(k1 + j1)s1
k1+j1∨j2∑
k2=k1+j1∧j2+1
zj2−k22
ks22
=
j1∨j2∑
k2=j1∧j2+1
zj2−k22
∞∑
k1=1
(z1z2)
−k1
(k1 + j1)s1(k1 + k2)s2
puis l’on de´veloppe en e´le´ments simples la fraction rationnelle
1
(k1 + j1)s1(k1 + k2)s2
pour conclure que cette se´rie s’e´crit comme une combinaison line´aire de Las(1/z1z2) avec
1 ≤ s ≤ s1 ∨ s2 et aussi de Las1+s2(1/z1z2) si k2 = j1 ∨ j2 = j1, avec des coefficients
polynomiaux en z±11 et z
±1
2 . En re´sume´, lorsque z1 = z2 = 1, la de´composition de la
se´rie (3.4) fait apparaˆıtre au plus les polyzeˆtas suivants : ζ(s1, s2), ζ(s1 + s2) et les ζ(s)
pour 1 ≤ s ≤ s1 ∨ s2. En particulier, il n’y a aucune raison apparente pour que les valeurs
de zeˆta aux entiers pairs n’apparaissent pas.
Enfin, troisie`me e´tape, en reportant la de´composition ainsi obtenue dans (3.3), on doit
identifier les polyzeˆtas qui apparaissent re´ellement dans S(1, 1), c’est-a`-dire ceux affecte´s
d’un coefficient non-nul. Or cette identification n’est pas e´vidente : la se´rie S(1, 1) fait
apparaˆıtre a priori les polyzeˆtas
ζ(1), ζ(1, 1), ζ(2), ζ(2, 1), ζ(1, 2), ζ(3), ζ(2, 2), ζ(4)
(certains sont divergents). Lorsque, par exemple, P (X1, X2) = (X2− n)n(X1−X2+1)n, il
est assez difficile de prouver que seuls ζ(2), ζ(2, 2) et ζ(4) n’ont pas un coefficient nul.
On doit aussi parfois tenir compte d’un autre phe´nome`ne : contrairement a` S(z1, z2), la
de´composition en e´le´ments simples du sommande de la se´rie en (1.3) produit une partie
entie`re (puisque le degre´ en X2 de la fraction (X2 − n)n(X1 − X2 + 1)n/(X1)
2
n+1(X2)n+1
est positif) qui complique encore cette e´tape en faisant apparaˆıtre des polylogarithmes
multiples « exotiques » tels que La2,−1(z1, z2) qu’il faut traiter de fac¸on ad hoc. Ce proce´de´
devient quasiment inextricable en trois variables, ce qui explique le formalisme que nous
de´veloppons au paragraphe 4.
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4. De´monstration du the´ore`me 1
Nous venons de de´montrer le the´ore`me 1 pour p = 1 (paragraphe 3.1) et p = 2 (para-
graphe 3.2). Dans ce paragraphe, on le de´montre en toute ge´ne´ralite´ : la strate´gie con-
siste a` se ramener dans un premier temps a` un cas plus simple (paragraphe 4.1) que l’on
de´montre ensuite (the´ore`me 5 au paragraphe 4.3). Nous en obtiendrons des raffinements
au paragraphe 5.
4.1. De´composition des se´ries multiples en briques. — En imitant le cas de la
profondeur 1, nous allons transformer la se´rie
SP
[
A1, . . . , Ap
n1, . . . , np
∣∣∣∣ z1, . . . , zp ] = ∑
k1≥···≥kp≥1
P (k1, . . . , kp)
(k1)
A1
n1+1 · · · (kp)
Ap
np+1
z−k11 · · · z
−kp
p (4.1)
en de´veloppant en e´le´ments simples la fraction rationnelle
R(X1, . . . , Xp) =
P (X1, . . . , Xp)
(X1)
A1
n1+1
· · · (Xp)
Ap
np+1
.
Posons Aˆi = degXi(P ) − Ai(ni + 1) : c’est le degre´ en Xi de la fraction rationnelle R.
Notons J l’ensemble des indices i ∈ {1, . . . , p} tels que Aˆi ≥ 0 (c’est-a`-dire degXi(P ) ≥
Ai(ni + 1)) : c’est l’ensemble des i pour lesquels R est de degre´ positif ou nul en Xi, c’est-
a`-dire relativement auxquels une partie entie`re va apparaˆıtre. Pour I ⊂ {1, . . . , p}, on note
Ic = {1, . . . , p} \ I. Alors on a
R(X1, . . . , Xp) =
∑
I⊂J
∑
(si)i∈Ic tel que
1 ≤ si ≤ Ai
pour tout i ∈ Ic
∑
(ji)i∈Ic tel que
0 ≤ ji ≤ ni
pour tout i ∈ Ic
∑
(sˆi)i∈I tel que
0 ≤ sˆi ≤ Aˆi
pour tout i ∈ I
C
 I(si)
(ji)
(sˆi)
 ∏i∈I X sˆii∏
i∈Ic(Xi + ji)
si
(4.2)
avec
C
 I(si)
(ji)
(sˆi)
 = ∂ [ I(si)
(sˆi)
] (
RI(Y1, . . . , Yp)
∏
i∈Ic
(Yi + ji)
Ai
∏
i∈I
Y Aˆii
)∣∣∣∣ Yi = 0 pour i ∈ IYi = −ji pour i ∈ Ic
en notant ∂
[
I
(si)
(sˆi)
]
l’ope´rateur diffe´rentiel suivant
∂
[
I
(si)
(sˆi)
]
=
∏
i∈Ic
( 1
(Ai − si)!
( ∂
∂Yi
)Ai−si)∏
i∈I
( 1
(Aˆi − sˆi)!
( ∂
∂Yi
)Aˆi−sˆi)
,
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et RI(Y1, . . . , Yp) la fraction rationnelle obtenue a` partir de R(X1, . . . , Xp) en posant :{
Xi =
1
Yi
pour i ∈ I
Xi = Yi pour i ∈ I
c.
Le cas particulier ou` il n’y a pas de partie entie`re correspond a` Aˆi ≤ −1 pour tout
i ∈ {1, . . . , p}, c’est-a`-dire J = ∅. La somme sur I se re´duit alors a` I = ∅, la famille (sˆi)
est vide et on obtient la de´composition en e´le´ments simples habituelle :
R(X1, . . . , Xp) =
A1∑
s1=1
· · ·
Ap∑
sp=1
n1∑
j1=0
· · ·
np∑
jp=0
C
[
s1, . . . , sp
j1, . . . , jp
]
1
(X1 + j1)s1 · · · (Xp + jp)sp
.
Revenons au cas ge´ne´ral. En reportant (4.2) dans (4.1), on obtient
SP
[
A1, . . . , Ap
n1, . . . , np
∣∣∣∣ z1, . . . , zp ] =∑
I⊂J
∑
(si)i∈Ic tel que
1 ≤ si ≤ Ai
pour tout i ∈ Ic
∑
(ji)i∈Ic tel que
0 ≤ ji ≤ ni
pour tout i ∈ Ic
∑
(sˆi)i∈I tel que
0 ≤ sˆi ≤ Aˆi
pour tout i ∈ I
· C
 I(si)
(ji)
(sˆi)
 ∑
k1≥···≥kp≥1
∏
i∈I k
sˆi
i∏
i∈Ic(ki + ji)
si
z−k11 · · · z
−kp
p .
On a donc ramene´ le proble`me initial (i.e., l’e´valuation de (4.1)) a` celui de la de´composition
en polylogarithmes multiples de se´ries e´le´mentaires de la forme∑
k1≥···≥kp≥1
z−k11 · · · z
−kp
p
(k1 + j1)s1 · · · (kp + jp)sp
,
ou` si ∈ Z et ji ∈ N. C’est ce proble`me que nous allons maintenant re´soudre ; cela terminera
la preuve du the´ore`me 1.
4.2. Notations. — Dans tout ce paragraphe, N de´signera un entier ≥ 1 qui jouera
essentiellement le roˆle de profondeur, roˆle de´volu jusqu’a` pre´sent a` l’entier p. On notera :
– j
N
= (ji)i=1,...N et mN = (mi)i=1,...N (avec m1 = 0) des suites d’entiers de N ;
– sN = (si)i=1,...N une suite d’entiers de Z ;
– zN = (zi)i=1,...N une suite de complexes de modules ≥ 1 ;
– a ∧ b = min (a, b) et a ∨ b = max (a, b) ;
– εa,b = 1 si a < b, −1 si a > b, 0 si a = b et εp = εjp−1,jp+mp (pour p ≥ 2) ;
– tp = jp−1 ∧ (jp +mp) et Tp = jp−1 ∨ (jp +mp) (pour p ≥ 2).
A` toute suite finie uN = (u1, . . . , uN), on associe les trois suites :
– upN = (up, . . . , uN) de longueur N − p+ 1 (pour 1 ≤ p ≤ N) ;
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– puN = (u1, . . . , up−2, up−1up, up+1, . . . , uN) de longueur N − 1 (pour 2 ≤ p ≤ N) ;
– 1/uN = (1/u1, . . . , 1/uN) lorsque les ui sont non-nuls.
On de´finit les briques decale´es-module´es par
BN
[ sN
mN
j
N
∣∣∣∣∣ zN
]
=
∑
kN−1+mN≥kN≥1
kN−2+mN−1≥kN−1≥1
...
k1+m2≥k2≥1
k1≥1
z−k11 · · · z
−kN
N
(k1 + j1)s1 · · · (kN + jN)sN
. (4.3)
Les ji sont les de´calages, les mi les modulations, les si les exposants, N la profondeur et on
de´finit son poids comme e´tant
∑N
p=1max(sp, 0). Par de´finition, m1 = 0 : toutes les briques
B′ que nous construirons a` l’aide de briques B avec m1 = 0 auront aussi m
′
1 = 0. Ces se´ries
convergent absolument lorsque |z1| > 1 et |zj| ≥ 1 pour j = 2, . . . , N , ce que l’on suppose
dore´navant et qui le´gitime les diverses manipulations que nous effectuerons dessus ; nous
montrerons au paragraphe 7 comment obtenir des re´sultats similaires lorsque tous les zi
valent 1. Un cas particulier important est celui ou` tous les mi sont nuls : on parlera de
brique de´cale´e, ou simplement de brique, (6) et on la notera
BN
[
sN
j
N
∣∣∣∣ zN ] = ∑
k1≥···≥kN≥1
z−k11 · · · z
−kN
N
(k1 + j1)s1 · · · (kN + jN )sN
. (4.4)
Nous avons de´ja` rencontre´ ce type de briques dans les cas N = 1 et N = 2 au paragraphe 3
et en toute ge´ne´ralite´ au paragraphe 4.1. Pour obtenir des relations compactes, on de´finit
la brique de profondeur 0 (et vide de parame`tres) comme la fonction identiquement e´gale
a` 1. La modulation semble a priori une notion artificielle et inutile puisqu’on ne s’inte´resse
re´ellement qu’aux briques de´cale´es : a` l’usage, il n’en est rien car, de fac¸on surprenante, on
ne peut apparemment pas produire le the´ore`me 5 ci-dessous sans modulation.
Nous appellerons terme de profondeur ≤ N − 1 toute combinaison line´aire a` coefficients
dans Q[z±11 , . . . , z
±1
N ] de briques de´cale´es-module´es de profondeur ≤ N − 1 et e´value´es en
des produits quelconques des variables z1, . . . , zN . Le poids d’un terme de profondeur N−1
est le plus grand des poids des briques qui le composent.
Pour tout entier p tel que 1 ≤ p ≤ N + 1, on de´finit le polynoˆme de Laurent
Qsp
N
,p(K; z
p
N) =
∑
K≥kp≥···≥kN≥1
z
−kp
p · · · z
−kN
N∏N
i=p k
si
i
,
(6)Dans un contexte voisin, Zudilin [49] a introduit une notion de brique, reprise et ge´ne´ralise´e dans [23].
Ces briques n’ont rien a` voir avec les noˆtres ; elles sont suffisamment diffe´rentes pour ne pas les confondre
si on est amene´ a` manipuler les deux types de briques simultane´ment.
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(qui vaut 0 si K = 0) pour p ≤ N et QsN+1
N
,N+1(K; z
N+1
N ) = 1 pour p = N + 1. On notera
Qsp
N
,p(K; z
p
N ) = QN,p(K; z
p
N) lorsqu’il n’y aura pas de risque de confusion sur les exposants
en jeu. On a
QN,p(K; z
p
N) =
K∑
kp=1
z
−kp
p
k
sp
p
QN,p+1(kp; z
p+1
N ). (4.5)
Enfin, pour tout entier p tel que 2 ≤ p ≤ N , on de´finit
RsN ,p(K; pzN)
=
∑
kp−2+mp−1≥kp−1≥1
...
k1+m2≥k2≥1
k1≥1
z−k11 · · · z
−kp−2
p−2 (zp−1zp)
−kp−1(∏p−1
i=1 (ki + ji)
si
)
(kp−1 +K)sp
QN,p+1(kp−1 +K; z
p+1
N ). (4.6)
Si p = 2, on attribue la valeur 1 au produit vide z−k11 · · · z
−kp−2
p−2 . On notera RsN ,p(K; pzN ) =
RN,p(K; pzN) lorsqu’il n’y aura pas de risque de confusion et nous montrerons qu’il s’agit
d’un terme de profondeur ≤ N − 1.
4.3. L’algorithme de de´composition des briques. — Le but de ce paragraphe est de
de´montrer que la brique de´cale´e-module´e (4.3) est la somme de
(
zj11 · · · z
jN
N
)
LasN (1/zN) et
de termes de profondeur au plus N−1. Cette proposition informelle (qui suffit a` de´montrer
le the´ore`me 1, compte tenu des re´sultats du paragraphe 4.1) de´coule du the´ore`me suivant
qui est beaucoup plus pre´cis.
The´ore`me 5. — (i) Pour tout entier N ≥ 1, on a
BN
[ sN
mN
j
N
∣∣∣∣∣ zN
]
=
(
zj11 · · · z
jN
N
)
LasN (1/zN)
−
N∑
p=1
(
zjpp · · · z
jN
N
)
QN,p(jp; z
p
N) Bp−1
[ sp−1
mp−1
j
p−1
∣∣∣∣∣ zp
]
+
N∑
p=2
εp
(
zjpp · · · z
jN
N
) Tp∑
kp=tp+1
z−kpp RN,p(kp; pzN). (4.7)
(ii) Pour tout entier p tel que 2 ≤ p ≤ N et tout entier K ≥ 0, la se´rie RN,p(K; pzN)
est un terme de profondeur ≤ N − 1, dont le poids est ≤
∑N
p=1max(sp, 0).
Remarque 3. — (1) Si N = 1, l’expression de´butant par
∑N
p=2 εp(· · · ) n’apparaˆıt pas.
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(2) Ce the´ore`me fournit un algorithme permettant d’expliciter totalement le re´sultat
informel e´voque´ au de´but de ce paragraphe. Nous avons imple´mente´ cet algorithme sous
GP-Pari.
De´monstration. — La partie (i) repose sur le lemme suivant, que nous de´montrons a` la
toute fin de ce paragraphe.
Lemme 1. — (i) Pour tout N ≥ 2 et tout p = 2, . . . , N , on a
BN
[ sN
mp jp 0 · · · 0
j
p
0 0 · · · 0
∣∣∣∣∣ zN
]
= zjpp BN
[ sN
mp−1 jp−1 0 · · · 0
j
p−1
0 0 · · · 0
∣∣∣∣∣ zN
]
− zjpp QN,p(jp; z
p
N) Bp−1
[ sp−1
mp−1
j
p−1
∣∣∣∣∣ zp
]
+ εp
Tp∑
kp=tp+1
zjp−kpp RN,p(kp; pzN).
(ii) Pour tout N ≥ 1, on a
BN
[ sN
0 j1 0 · · · 0
j
1
0 0 · · · 0
∣∣∣∣∣ zN
]
= zj11 LasN (1/zN)− z
j1
1 QN,1(j1; zN).
On applique le point (i) de ce lemme avec p = N , ce qui donne
BN
[ sN
mN
j
N
∣∣∣∣∣ zN
]
= −zjNN QN,N(jN ; zN) BN−1
[ sN−1
mN−1
j
N−1
∣∣∣∣∣ zN−1
]
+ zjNN BN
[ sN
mN−1 jN−1
j
N−1
0
∣∣∣∣∣ zN
]
+ εN
TN∑
kN=tN+1
zjN−kNN RN,N(kN ; NzN).
On repe`te ce proce´de´ N − 1 fois en appliquant le lemme 1, (i), a` l’unique brique de pro-
fondeur N qui apparaˆıt a` chaque ite´ration, jusqu’a` obtenir (en plus d’autres termes) la
brique
BN
[ sN
m1 j1 0 · · · 0
j
1
0 0 · · · 0
∣∣∣∣∣ zN
]
,
a` laquelle on applique alors le point (ii) du meˆme lemme 1 (puisque m1 = m1 = 0). En
regroupant les termes, on constate que l’on a de´montre´ le point (i) du the´ore`me 5.
Pour prouver la partie (ii), on a e´galement besoin d’un lemme technique, dont on donnera
la de´monstration a` la fin du paragraphe.
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Lemme 2. — Soient e, f ∈ Z et i, j ∈ C.
(i) Lorsque i = j,
1
(X + i)e(X + j)f
=
1
(X + i)e+f
.
(ii) Lorsque e ≤ 0 et f ≥ 1,
1
(X + i)e(X + j)f
=
−e∑
u=0
(
−e
u
)
(i− j)−e−u
1
(X + j)f−u
.
(iii) Lorsque e, f ≤ 0,
1
(X + i)e(X + j)f
=
−e∑
u=0
−f∑
v=0
(
−e
u
)(
−f
v
)
i−e−uj−f−vXu+v .
(iv) Lorsque i 6= j et e, f ≥ 1,
1
(X + i)e(X + j)f
=
e∑
u=1
(
e+f−1−u
f−1
)
(i− j)e+f−u
(−1)f
(X + i)u
+
f∑
v=1
(
e+f−1−v
e−1
)
(j − i)e+f−v
(−1)e
(X + j)v
.
Nous allons exprimer RN,p(K; pzN) en termes de briques a` l’aide du lemme 2 applique´ a`
la fraction
1
(kp−1 + jp−1)sp−1(kp−1 +K)sp
qui apparaˆıt dans (4.6). Cinq cas se pre´sentent naturellement et il n’y en a pas d’autres
possibles ; leurs intersections peuvent eˆtre non vides mais c’est sans importance ici.
Si p = N , resp. p = 2, les colonnes correspondant a` sp+1, sp+2, . . . , sN , resp. sp−2, des six
briques BN−1 suivantes n’apparaissent pas.
4.3.1. Premier cas : K = jp−1. — Cela correspond au cas (i) du lemme 2. On a alors
RN,p(K; pzN) = BN−1
[ sp−2 sp−1 + sp sp+1 sp+2 · · · sN
mp−2 mp−1 jp−1 0 · · · 0
j
p−2
jp−1 0 0 · · · 0
∣∣∣∣∣ pzN
]
.
4.3.2. Deuxie`me cas : sp−1 ≤ 0 et sp ≥ 1. — Cela correspond au cas (ii) du lemme 2. On
a alors
RN,p(K; pzN) =
−sp−1∑
u=0
(
−sp−1
u
)
(jp−1 −K)
−sp−1−u
· BN−1
[ sp−2 sp − u sp+1 sp+2 · · · sN
mp−2 mp−1 K 0 · · · 0
j
p−2
K 0 0 · · · 0
∣∣∣∣∣ pzN
]
.
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4.3.3. Troisie`me cas : sp−1 ≥ 1 et sp ≤ 0. — Cela correspond de nouveau au cas (ii) du
lemme 2. On a alors
RN,p(K; pzN) =
−sp∑
u=0
(
−sp
u
)
(K − jp−1)
−sp−u
· BN−1
[ sp−2 sp−1 − u sp+1 sp+2 · · · sN
mp−2 mp−1 K 0 · · · 0
j
p−2
jp−1 0 0 · · · 0
∣∣∣∣∣ pzN
]
.
4.3.4. Quatrie`me cas : sp−1 ≤ 0 et sp ≤ 0. — Cela correspond au cas (iii) du lemme 2.
On a alors
RN,p(K; pzN) =
−sp−1∑
u=0
−sp∑
v=0
(
−sp−1
u
)(
−sp
v
)
j
−sp−1−u
p−1 K
−sp−v
· BN−1
[ sp−2 −u − v sp+1 sp+2 · · · sN
mp−2 mp−1 K 0 · · · 0
j
p−2
0 0 0 · · · 0
∣∣∣∣∣ pzN
]
.
4.3.5. Cinquie`me cas : K 6= jp−1, sp−1 ≥ 1 et sp ≥ 1. — Cela correspond au cas (iv) du
lemme 2. On a alors
RN,p(K; pzN )
= (−1)sp
sp−1∑
u=1
(sp−1+sp−1−u
sp−1
)
(jp−1 −K)sp−1+sp−u
BN−1
[ sp−2 u sp+1 sp+2 · · · sN
mp−2 mp−1 K 0 · · · 0
j
p−2
jp−1 0 0 · · · 0
∣∣∣∣∣ pzN
]
+ (−1)sp−1
sp∑
v=1
(sp−1+sp−1−v
sp−1−1
)
(K − jp−1)sp−1+sp−v
BN−1
[ sp−2 v sp+1 sp+2 · · · sN
mp−2 mp−1 K 0 · · · 0
j
p−2
K 0 0 · · · 0
∣∣∣∣∣ pzN
]
.
Chacun de ces cinq cas montre que RN,p(K; pzN ) est un terme de profondeur ≤ N − 1, de
poids ≤
∑N
p=1max(sp, 0), ce qui conclut la preuve.
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De´monstration du lemme 1. — Montrons (i). Remarquons tout d’abord que pour toute
suite (un)n≥0, on a
k+m∑
ℓ=1
uℓ+j z
−ℓ
(ℓ+ j)s
=
k+j+m∑
ℓ=j+1
uℓ z
j−ℓ
ℓs
=
− j∑
ℓ=1
+
k+i∑
ℓ=1
+εi,j+m
k+i∨(j+m)∑
ℓ=k+i∧(j+m)+1
 uℓ zj−ℓ
ℓs
=
(
−
j∑
ℓ=1
+
k+i∑
ℓ=1
)
uℓ z
j−ℓ
ℓs
+ εi,j+m
i∨(j+m)∑
ℓ=i∧(j+m)+1
uk+ℓ z
j−k−ℓ
(k + ℓ)s
, (4.8)
apre`s quelques manipulations imme´diates.
Supposons maintenant 2 ≤ p ≤ N − 1. On a
BN
[ sN
mp jp 0 · · · 0
j
p
0 0 · · · 0
∣∣∣∣∣ zN
]
=
∑
kp−2+mp−1≥kp−1≥1
...
k1+m2≥k2≥1
k1≥1
z−k11 · · · z
−kp−1
p∏p−1
i=1 (ki + ji)
si
kp−1+mp∑
kp=1
z
−kp
p
(kp + jp)sp
QN,p+1(kp + jp; z
p+1
N )
On applique (4.8) a` la somme
∑kp−1+mp
kp=1
(. . .) et a` la suite un = QN,p+1(n; x
p+1
N ) : graˆce a` la
relation (4.5) entre QN,p et QN,p+1, on voit alors que
BN
[ sN
mp jp 0 · · · 0
j
p
0 0 · · · 0
∣∣∣∣∣ zN
]
= zjpp BN
[ sN
mp−1 jp−1 0 · · · 0
j
p−1
0 0 · · · 0
∣∣∣∣∣ zN
]
− zjpp QN,p(jp; z
p
N ) Bp−1
[ sp−1
mp−1
j
p−1
∣∣∣∣∣ zp
]
+ εp
Tp∑
kp=tp+1
zjp−kpp RN,p(kp; pzN).
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Pour (ii), on a
BN
[ sN
0 j1 0 · · · 0
j
1
0 0 · · · 0
∣∣∣∣∣ zN
]
=
∞∑
k1=1
z−k11
(k1 + j1)s1
QN,2(k1 + j1; z
2
N) =
∞∑
k1=j1+1
zj1−k11
ks11
QN,2(k1; z
2
N)
= zj11 BN
[
sN
0 0 0 · · · 0
0 0 0 · · · 0
∣∣∣∣∣ zN
]
−
j1∑
k1=1
zj1−k11
ks11
QN,2(k1; z
2
N)
= zj11 LasN (1/zN)− z
j1
1 QN,1(j1; zN )
ce qui termine la de´monstration du lemme.
De´monstration du lemme 2. — Les points (i), (ii) et (iii) sont triviaux et on de´montre
seulement (iv), qui l’est a` peine moins. En effet, on a
1
(X + i)e(X + j)f
=
e∑
u=1
au
(X + i)u
+
f∑
v=1
bv
(X + j)v
avec
au =
1
(e− u)!
(
1
(X + j)f
)e−u∣∣∣∣
X=−i
=
(−f)(−f − 1) · · · (−f − e+ u+ 1)
(e− u)!(j − i)e+f−u
=
(
e + f − u− 1
f − 1
)
(−1)f
(i− j)e+f−u
et la formule similaire attendue pour bv.
5. Pre´cisions sur le The´ore`me 5
Le but de ce paragraphe est de pre´ciser la nature des polynoˆmes de Laurent qui appa-
raissent quand on ite`re le The´ore`me 5, sous la condition que tous les exposants si sont
strictement positifs.
On pose
– Mi =
∑i
k=1mk avec M0 = 0 ;
– IN = maxi=1,...,N(Ti +Mi−1) avec Ti = ji−1 ∨ (ji +mi), j0 = 0 et I0 = 0 ;
– JN = maxi=1,...,N(ji) et J0 = 0 ;
– KN = maxi=1,...,N(Ti) et K0 = 0 ;
– ΣN =
∑N
i=1 si.
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JN est le cas spe´cial de IN obtenu lorsque les modulations sont toutes nulles. Rappelons
que dn de´note le p.p.c.m. des entiers 1, 2, . . . , n. Par convention, d0 = 1. On utilisera le fait
trivial que dend
f
m divise d
e+f
n∨m.
The´ore`me 6. — Supposons que tous les exposants si sont strictement positifs.
(i) Les polynoˆmes de Laurent qui interviennent dans la de´composition de la brique
de´cale´e-module´e large (4.3) en polylogarithmes multiples sont dans
d−ΣNIN Z[z1, z
±1
2 , . . . , z
±1
N ]
et leur degre´ en z1 est au plus KN .
(ii) Les polynoˆmes de Laurent qui interviennent dans la de´composition de la brique
de´cale´e large (4.4) en polylogarithmes multiples sont dans
d−ΣNJN Z
et leur degre´ en z1 est au plus JN .
Remarque 4. — (1) Le point (ii) est le seul vraiment utile ; nous ne savons pas le de´-
montrer sans d’abord de´montrer (i), dont il est un cas particulier.
(2) On n’utilisera pas que les si sont strictement positifs pour de´montrer que les
polynoˆmes de Laurent sont des polynoˆmes de degre´ ≤ j1 en la variable z1.
(3) Concernant le de´nominateur, un re´sultat similaire a probablement lieu dans le cas
ge´ne´ral mais nous n’avons pas cherche´ a` l’expliciter, faute de perspectives diophantiennes
e´videntes.
De´monstration. — (i) Nous proce´dons, en deux temps, par re´currence sur la profondeur
N de la brique (4.3) : le point (ii) en de´coule en prenant le cas particulier de modulations
toutes nulles.
5.1. Preuve de l’assertion sur les de´nominateurs. — Le cas N = 1 est imme´diat :
on a
B1
[
s1
0
j1
∣∣∣∣∣ z1
]
= zj11 Las1(z1)− z
j1
1 Q1,1(j1; z1), (5.1)
ou` Q1,1(j1; z1) =
j1∑
k1=1
z−k11
ks11
a pour de´nominateur ds1j1 = d
Σ1
I1
.
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Supposons maintenant le The´ore`me 6 vrai jusqu’a` la profondeur N − 1 et analysons les
diffe´rents termes de l’e´quation (4.7), que nous rappelons :
BN
[ sN
mN
j
N
∣∣∣∣∣ zN
]
= (zj11 · · · z
jN
N ) LasN (zN)
−
N∑
p=1
(zjpp · · · z
jN
N )QN,p(jp; z
p
N) Bp−1
[ sp−1
mp−1
j
p−1
∣∣∣∣∣ zp
]
+
N∑
p=2
εp (z
jp
p · · · z
jN
N )
Tp∑
kp=tp+1
z−kpp RN,p(kp; pzN).
Tout d’abord
QN,p(jp; z
p
N) =
∑
jp≥kp≥···≥kN≥1
z
−kp
p · · · z
−kN
N∏N
i=p k
si
i
a pour de´nominateur d
sp+···+sN
jp . Par hypothe`se de re´currence, un de´nominateur de la brique
Bp−1 est d
s1+···+sp−1
Ip−1
, meˆme pour p = 1. Un de´nominateur des termes QN,pBp−1 est donc
d
sp+···+sN
jp
d
s1+···+sp−1
Ip−1
, qui divise dΣNIN puisque jp ∨ Ip−1 ≤ (Tp+Mp−1)∨ Ip−1 = Ip ≤ IN pour
tout p ∈ {1, . . . , N}.
Il reste a` analyser les termes RN,p(kp; pzN ) : nous allons distinguer deux cas.
5.1.1. Premier cas : kp = jp−1. — On est alors dans la situation du paragraphe 4.3.1 :
RN,p(jp−1; pzN) = BN−1
[ sp−2 sp−1 + sp sp+1 sp+2 · · · sN
mp−2 mp−1 jp−1 0 · · · 0
j
p−2
jp−1 0 0 · · · 0
∣∣∣∣∣ pzN
]
.
L’hypothe`se de re´currence s’applique : un de´nominateur de la brique est
dΣNIp−1∨(jp−1∨(0+jp−1)+Mp) = d
ΣN
Ip−1∨(jp−1+Mp)
.
Comme jp−1 +Mp−1 ≤ Tp +Mp−1, ce de´nominateur divise d
ΣN
Ip
, qui divise dΣNIN .
5.1.2. Second cas : kp 6= jp−1. — On est maintenant dans la situation du paragraphe 4.3.5 :
N∑
p=2
εp (z
jp
p · · · z
jN
N )
Tp∑
kp=tp+1
kp 6=jp−1
RN,p(kp; pzN ) =
N∑
p=2
εp (z
jp
p · · · z
jN
N )
( sp−1∑
u=1
B1,p(u) +
sp∑
v=1
B2,p(v)
)
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avec
B1,p(u) = (−1)
sp
Tp∑
kp=tp+1
kp 6=jp−1
(
sp−1+sp−1−v
sp−1
)
(jp−1 − kp)sp−1+sp−u
· BN−1
[ sp−2 u sp+1 sp+2 · · · sN
mp−2 mp−1 kp 0 · · · 0
j
p−2
jp−1 0 0 · · · 0
∣∣∣∣∣ pzN
]
(5.2)
et
B2,p(v) = (−1)
sp−1
Tp∑
kp=tp+1
kp 6=jp−1
(
sp−1+sp−1−v
sp−1−1
)
(kp − jp−1)sp−1+sp−v
· BN−1
[ sp−2 v sp+1 sp+2 · · · sN
mp−2 mp−1 kp 0 · · · 0
j
p−2
kp 0 0 · · · 0
∣∣∣∣∣ pzN
]
. (5.3)
Nous allons montrer que dΣNIN est un de´nominateur convenable pour les termes (5.2) et
(5.3), ce qui suffira puisqu’il est inde´pendant de p, u et v. Fixons p, u et v. Par hypothe`se
de re´currence, les deux briques BN−1 ont pour de´nominateurs respectifs
D1 = d
u+ΣN−sp−sp−1
Ip−1∨(kp+Mp−1)
et D2 = d
v+ΣN−sp−sp−1
Ip−2∨(jp−2∨(kp+mp−1)+Mp−2)∨(kp+Mp−1)
.
Puisque kp ≤ Tp, on a Ip−1 ∨ (kp +Mp−1) ≤ Ip−1 ∨ (Tp +Mp−1) = Ip et donc D1 divise
d
u+ΣN−sp−sp−1
Ip
. D’autre part, si jp−2 ≤ kp +mp−1, on a
jp−2 ∨ (kp +mp−1) +Mp−2 ≤ kp +mp−1 +Mp−2 ≤ Tp +Mp−1
tandis que si jp−2 ≥ kp +mp−1, alors
jp−2 ∨ (kp +mp−1) +Mp−2 ≤ jp−2 +Mp−2 ≤ Tp−1 +Mp−2,
d’ou` D2 divise d
v+ΣN−sp−sp−1
Ip−2∨(Tp−1+Mp−2)∨(Tp+Mp−1)
= d
v+ΣN−sp−sp−1
Ip
. On obtient donc des de´nomina-
teurs uniformes en kp pour les briques BN−1 :
d
u+ΣN−sp−sp−1
Ip
et d
v+ΣN−sp−sp−1
Ip
.
Les deux sommes
d
u+ΣN−sp−sp−1
Ip
B1,p(u) = (−1)
sp
Tp∑
kp=tp+1
kp 6=jp−1
(
sp−1+sp−1−u
sp−1
)
(jp−1 − kp)sp−1+sp−u
d
u+ΣN−sp−sp−1
Ip
BN−1[· · · ]
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et
d
v+ΣN−sp−sp−1
Ip
B2,p(v) = (−1)
sp−1
Tp∑
kp=tp+1
kp 6=jp−1
(
sp−1+sp−1−v
sp−1−1
)
(kp − jp−1)sp−1+sp−v
d
v+ΣN−sp−sp−1
Ip
BN−1[· · · ]
ont donc pour de´nominateurs respectifs d
−u+sp−1+sp
|jp+mp−jp−1|
et d
−v+sp−1+sp
|jp+mp−jp−1|
, qui divisent triviale-
ment d
−u+sp−1+sp
Ip
, resp. d
−v+sp−1+sp
Ip
, car |jp+mp− jp−1| ≤ Tp ≤ Ip. Ainsi, on peut prendre
d
−u+sp−1+sp
Ip
d
u+ΣN−sp−sp−1
Ip
= dΣNIp
et
d
−v+sp−1+sp
Ip
d
v+ΣN−sp−sp−1
Ip
= dΣNIp ,
comme de´nominateur de (5.2) et (5.3), ce qui ache`ve la preuve du The´ore`me 6 puisque dΣNIp
divise dΣNIN .
5.2. Preuve de l’assertion sur le degre´ en z1. — De nouveau, on raisonne par
re´currence sur la profondeurN ≥ 1. C’est e´videmment vrai pourN = 1 par l’e´quation (5.1).
Supposons maintenant l’assertion vraie pour N − 1 et, comme pre´ce´demment, analysons
les termes de l’e´quation (4.7). Le terme (zj11 · · · z
jN
N ) LasN (zN ) est de la forme voulue, avec
un degre´ j1 ≤ KN . Dans le terme
N∑
p=1
(zjpp · · · z
jN
N )QN,p(jp; z
p
N) Bp−1
[ sp−1
mp−1
j
p−1
∣∣∣∣∣ zp
]
,
si p ≥ 2, la variable z1 n’apparaˆıt pas dans les polynoˆmes de Laurent QN,p(jp; z
p
N ) et seule-
ment dans la brique Bp−1[. . .] qui est de profondeur p−1 ≤ N−1 : l’hypothe`se de re´currence
s’applique et seules les puissances positives de z1 interviennent bien, jusqu’au plus z
Kp−1
1 ,
donc au plus zKN1 . Si p = 1, alors z1 intervient dans l’expression z
j1
1 QN,1(j1; z
1
N ) B0[. . .] =
zj11 QN,1(j1; zN ), qui est aussi un polynoˆme en z1 de degre´ au plus j1 ≤ KN . Il reste le
dernier terme
N∑
p=2
εp (z
jp
p · · · z
jN
N )
Tp∑
kp=tp+1
z−kpp RN,p(kp; pzN )
qui ne de´pend de z1 que par RN,p(kp; pzN). Or les expressions que nous en avons donne´es
au paragraphe pre´ce´dent montrent qu’il s’agit d’une combinaison line´aire de briques de
profondeur ≤ N − 1 e´value´es en pzN et dont les coefficients ne de´pendent pas des zi. Dans
pzN , la variable z1 apparaˆıt seule si 3 ≤ p ≤ N : l’hypothe`se de re´currence s’applique et
on ve´rifie que le degre´ en z1 est au plus Kp ≤ KN . Si p = 2, alors il y a une subtilite´ car
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z1 apparaˆıt multiplie´ par z2 : ce n’est pas geˆnant, l’hypothe`se de re´currence s’applique de
nouveau et le degre´ en z1 est ≤ T2 ≤ KN , ce qui conclut la de´monstration.
6. Non-enrichissement des Las1,...,sp a` exposants ne´gatifs
L’algorithme de de´composition des briques peut faire apparaˆıtre des polylogarithmes
larges a` exposants ne´gatifs (ou nuls). Par exemple la de´composition de l’inte´grale de Sorokin
pour ζ(3) ∫
[0,1]3
un(1− u)nvn(1− v)nwn(1− w)n
(z1 − uv)n+1(z1z2 − uvw)n+1
dudvdw,
fait intervenir des Las1,s2(1/z1, 1/z2), avec s1 = 1, 2, s2 = 0,−1, . . . ,−n+ 1.
Afin de re´gler ces cas singuliers, on de´montre un re´sultat dit de non-enrichissement
arithme´tique.
The´ore`me 7. — Supposons que, pour tout j = 1, . . . , p, on ait |zj| < 1. Alors, tout
polylogarithme multiple large Las1,...,sp(z1, . . . , zp) de profondeur p ayant certains exposants
sj ≤ 0 s’exprime comme une combinaison line´aire finie de polylogarithmes multiples lar-
ges Las′1,...,s′q(z
∗
1 , . . . , z
∗
q ) de profondeur q ∈ {0, . . . , p}, avec s
′
j ≥ 1, ou` les z
∗
i sont certains
produits des zj. Les coefficients de la combinaison line´aire sont des polynoˆmes a` coeffi-
cients rationnels en les
(
(1− zj1 · · · zjm)
−1
)
1≤j1<...<jm≤p,m≥1
et les
(
z±1j
)
1≤j≤p
. De plus, on
a
∑q
j=1 s
′
j ≤
∑p
j=1max(0, sj) pour toutes les suites d’exposants s
′ qui apparaissent.
Remarque 5. — (1) Pour tout z tel que |z| < 1, on a
La−s(z) =
(
z
d
dz
)s(
1
1− z
)
∈ (1− z)−s−1Z[z].
(2) Ce the´ore`me est de facture informelle mais sa de´monstration offre un moyen algorith-
mique de l’expliciter.
(3) Un re´sultat de ce type est annonce´ par E´calle ([13, pp. 419–420]) dans le cas des
polyzeˆtas, sans de´monstration.
6.1. Pre´liminaires. — On suppose dans toute la suite de ce paragraphe que toutes les
variables note´es z ou zj sont de modules < 1. La de´monstration utilisera l’identite´ triviale
suivante, valable pour tout entier K ≥ 1 :
K∑
k1=1
k1∑
k2=1
=
K∑
k2=1
( K∑
k1=1
−
k2−1∑
k1=1
)
. (6.1)
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Pour tous entiers s ≥ 0 et K ≥ 1, on de´finit Ps(K, z) =
K∑
k=1
kszk, qui ve´rifie :
Ps(K, z) =
(
z
d
dz
)s(
z
1− zK
1− z
)
.
On en de´duit que l’on a
Ps(K, z) =
s∑
ℓ=0
zKa1,ℓ(s, z) + a2,ℓ(s, z)
(1− z)s+1
Kℓ (6.2)
ou` a1,ℓ(s, z) et a1,ℓ(s, z) sont des polynoˆmes en z de degre´ au plus s et inde´pendants de K.
On notera
Les objets naturels qui vont intervenir sont des polylogarithmes larges tronque´s :
LaKs1,...,sp(z1, . . . , zp) =
∑
K≥k1≥···≥kp≥1
zk11 . . . z
kp
p
ks11 . . . k
sp
p
.
On remarque que l’on a LaKs1(z1) = P−s1(K, z1) lorsque s1 ≤ 0.
On aura besoin du lemme suivant.
Lemme 3. — Soient des entiers s1 ≥ 0 et s2, . . . , sp ∈ Z. Pour tous entiers K ≥ 1 et
p ≥ 2, on a :
LaK−s1,s2,...,sp(z1, . . . , zp) = Ps1(K, z1)La
K
s2,...,sp
(z2, . . . , zp)
−
s1∑
ℓ=0
a1,ℓ(s1, z1)
(1− z1)s1+1z1
ℓ∑
m=0
(
ℓ
m
)
(−1)ℓ−mLaKs2−m,s3,...,sp(z1z2, z3, . . . , zp)
−
s1∑
ℓ=0
a2,ℓ(s1, z1)
(1− z1)s1+1
ℓ∑
m=0
(
ℓ
m
)
(−1)ℓ−mLaKs2−m,s3,...,sp(z2, . . . , zp).
De´monstration. — En utilisant (6.1), on a :
LaK−s1,s2,...,sp(z1, . . . , zp) =
K∑
k2=1
zk22
ks22
( K∑
k1=1
ks11 z
k1 −
k2−1∑
k1=1
ks11 z
k1
)
Lak2s3,...,sp(z3, . . . , zp)
=
K∑
k2=1
zk22
ks22
(
Ps1(K, z1)− Ps1(k2 − 1, z1)
)
Lak2s3,...,sp(z3, . . . , zp).
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Au moyen de (6.2), on obtient
LaK−s1,s2,...,sp(z1, . . . , zp) = Ps1(K, z1)
K∑
k2=1
(
zk22
ks22
Lak2s3,...,sp(z3, . . . , zp)
)
−
s1∑
ℓ=0
1
(1− z1)s1+1
K∑
k2=1
(zk2−11 a1,ℓ(s1, z1)+ a2,ℓ(s1, z1))
(
zk22
ks22
(k2− 1)
ℓ Lak2s3,...,sp(z3, . . . , zp)
)
.
La premie`re somme vaut exactement
Ps1(K, z1)La
K
s2,...,sp(z2, . . . , zp).
La seconde somme faisant intervenir (k2−1)
ℓ est a` peine plus complique´e. En de´veloppant
le terme (k2 − 1)
ℓ par le the´ore`me binomial et en remplac¸ant directement dans la somme,
on obtient en effet :
−
s1∑
ℓ=0
a1,ℓ(s1, z1)
(1− z1)s1+1z1
ℓ∑
m=0
(
ℓ
m
)
(−1)ℓ−mLaKs2−m,s3,...,sp(z1z2, z3, . . . , zp)
−
s1∑
ℓ=0
a2,ℓ(s1, z1)
(1− z1)s1+1
ℓ∑
m=0
(
ℓ
m
)
(−1)ℓ−mLaKs2−m,s3,...,sp(z2, z3, . . . , zp),
ce qui termine la de´monstration.
6.2. De´monstration du the´ore`me 7. — On remarque que le lemme 3 exprime un
polylogarithme de profondeur p a` l’aide de polylogarithmes de profondeur p − 1, ce qui
ouvre la porte a` une de´monstration du the´ore`me 7 par re´currence
Pour p = 1, le the´ore`me est vrai, comme le montre la remarque (1) qui suit son e´nonce´.
On suppose que l’on sait de´composer les polylogarithmes de profondeur ≤ p − 1 (avec
p − 1 ≥ 1) de la manie`re pre´vu par le the´ore`me. Soit maintenant s1, . . . , sp une suite
quelconque d’entiers, avec au moins un sj ≤ 0 : notons q + 1 le plus petit indice ≥ 1 tel
que sq+1 ≤ 0. Pour simplifier, on note sq+1 = −s avec s ≥ 0. On doit distinguer trois cas :
q = 0, 1 ≤ q ≤ p− 2 et q = p− 1.
– Le cas q = 0. Notons que pour tout entier t ≥ 0, on a
∞∑
k=ℓ
ktzk =
(
z
d
dz
)t(
zℓ
1− z
)
=
zℓQt(ℓ, z)
(1− z)t+1
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avec Qt(ℓ, z) ∈ Z[ℓ, z] de degre´ s en ℓ et z. On pose donc Qt(ℓ, z) =
∑s
j=0 qj,s(z)ℓ
j . On a
alors
Las1,s2,...,sp(z1, z2, . . . , zp) =
∑
k2≥···≥kp≥1
(
zk22 · · · z
kp
p
ks22 · · · k
sp
p
∞∑
k1=k2
ks1z
k1
1
)
=
1
(1− z1)s+1
∑
k2≥···≥kp≥1
Qs(k2, z1)
(z1z2)
k2zk33 · · · z
kp
p
ks22 k
s3
3 · · · k
sp
p
=
1
(1− z1)s+1
s∑
j=0
qj,s(z1)Las2−j,s3,...,sp(z1z2, z3, . . . , zp).
Comme on n’a finalement que des La de profondeur p− 1, l’hypothe`se de re´currence s’ap-
plique.
– Le cas 1 ≤ q ≤ p− 2. On applique le lemme 3 de telle sorte que
Las1,s2,...,sp(z1, z2, . . . , zp)
=
∑
k1≥···≥kq≥1
zk11 · · · z
kq
q
ks11 · · ·k
sq
q
La
kq
−s,sq+2,...,sp(zq+1, zq+2, . . . , zp)
=
∑
k1≥···≥kq≥1
zk11 · · · z
kq
q
ks11 · · ·k
sq
q
Ps(kq, zq+1)La
kq
sq+2,...,sp(zq+2, . . . , zp) (6.3)
−
s∑
ℓ=0
a1,ℓ(s, zq+1)
(1− zq+1)s+1zq+1
ℓ∑
m=0
(
(−1)ℓ−m
(
ℓ
m
)
×
∑
k1≥···≥kq≥1
zk11 · · · z
kq
q
ks11 · · · k
sq
q
La
kq
sq+2−m,sq+3,...,sp(zq+1zq+2, zq+3, . . . , zp)
)
(6.4)
−
s∑
ℓ=0
a2,ℓ(s, zq+1)
(1− zq+1)s+1
ℓ∑
m=0
(
(−1)ℓ−m
(
ℓ
m
)
×
∑
k1≥···≥kq≥1
zk11 · · · z
kq
q
ks11 · · · k
sq
q
La
kq
sq+2−m,sq+3,...,sp(zq+2, zq+3, . . . , zp)
)
(6.5)
Il est facile de traiter les se´ries (6.4) et (6.5) puisqu’elles valent respectivment
Las1,...,sq,sq+2−m,sq+3,...,sp(z1, . . . , zq, zq+1zq+2, . . . , zp)
et
Las1,...,sq,sq+2−m,sq+3,...,sp(z1, . . . , zq, zq+2, . . . , zp),
qui sont de profondeur p− 1 : on peut donc leur appliquer l’hypothe`se de re´currence.
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Reste la se´rie sur la ligne (6.3) : on utilise de nouveau la forme de´veloppe´e (6.2) de
Ps(K, z) pour en obtenir l’expression alternative
s∑
ℓ=0
∑
k1≥···≥kq≥1
zk11 · · · z
kq
q
ks11 · · · k
sq
q
z
kq
q+1a1,ℓ(s, zq+1) + a2,ℓ(s, zq+1)
k−ℓq (1− zq+1)
s+1
Lakqsq+2,...,sp(zq+2, . . . , zp)
=
1
(1− zq+1)s+1
s∑
ℓ=0
(
a1,ℓ(s, zq+1)Las1,...,sq−1,sq−ℓ,sq+2,...,sp(z1, . . . , zqzq+1, zq+2, . . . , zp)
+ a2,ℓ(s, zq+1)Las1,...,sq−1,sq−ℓ,sq+2,...,sp(z1, . . . , zq, zq+2, . . . , zp)
)
.
Comme on a maintenant affaire a` une combinaison line´aire de La de profondeur p − 1,
l’hypothe`se de re´currence s’applique.
– Le cas q = p− 1. On a
Las1,s2,...,sp(z1, z2, . . . , zp)
=
∑
k1≥···≥kp−1≥1
zk11 · · · z
kp−1
q
ks11 · · · k
sp−1
p−1
La
kp−1
−s (zp)
=
∑
k1≥···≥kp−1≥1
zk11 · · · z
kq
q
ks11 · · · k
sq
q
Ps(kp−1, zp)
=
s∑
ℓ=0
∑
k1≥···≥kp−1≥1
zk11 · · · z
kq
q
ks11 · · · k
sq
q
z
kp−1
p a1,ℓ(s, zp) + a2,ℓ(s, zp)
k−ℓq (1− zp)
s+1
=
1
(1− zp)s+1
s∑
ℓ=0
(
a1,ℓ(s, zp)Las1,...,sp−2,sp−2−ℓ(z1, . . . , zp−2, zp−1zp)
+a1,ℓ(s, zp)Las1,...,sp−2,sp−2−ℓ(z1, . . . , zp−2, zp−1)
)
.
On peut de nouveau appliquer l’hypothe`se de re´currence, ce qui termine la preuve du
the´ore`me 7.
7. De´monstration du the´ore`me 3
Pour de´montrer le the´ore`me 3, nous devons re´gulariser les polyzeˆtas divergents in-
tervenant dans la de´composition d’une brique. La re´gularisation qui s’impose ici est la
re´gularisation dite shuffle des polyzeˆtas base´e sur l’e´tude du comportement asymptotique
des polylogarithmes lorsque z tend vers 1.
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7.1. Re´gularisation x analytique. — Dans [29, Corollaire 2.5], Racinet caracte´rise,
suivant les travaux de L. Boutet de Monvel, le comportement asymptotique des polyloga-
rithmes lorsque z tend vers 1.
The´ore`me 8. — Pour tous entiers strictement positifs s1, . . . , sp, la fonction Lis1,...,sp(z)
admet, lorsque z tend vers 1 tel que |z| < 1, un de´veloppement asymptotique du type
Lis1,...,sp(z) = Qs1,...,sp(log(1− z)) + o((1− z)
ε)
avec Qs1,...,sp ∈ C[t] et ε ∈ R
∗
+.
On note ζx(s1, . . . , sp) la valeur re´gularise´e de ζ(s1, . . . , sp) pour s1 = 1 obtenue en
posant ζx(s1, . . . , sp) = Q(0), i.e. le terme constant du polynoˆme Q. Si s1 ≥ 2, on a bien
suˆr ζx(s1, . . . , sp) = ζ(s1, . . . , sp).
7.2. Aspects effectifs. — Notons que l’imple´mentation effective de l’algorithme de
de´composition demande deux choses :
(i) Le calcul des ζx(s1, . . . , sp) re´gularise´s en fonction des ζ classiques.
(ii) Le calcul explicite du reste intervenant dans l’estimation asymptotique du the´o-
re`me 8.
Le calcul des ζx(s1, . . . , sp) dans le cas divergents peut s’effectuer de fac¸on combinatoire,
beaucoup plus simple que via le calcul effectif des de´veloppements asymptotiques du the´o-
re`me 8.
7.3. Re´gularisation x combinatoire. — La re´gularisation x que nous venons de
de´finir conserve la syme´trie x ve´rifie´e par les polyzeˆtas convergents. Soit A = {0, 1} un
alphabet. On note Ac l’ensemble des mots de A
∗ commencant par 0 et se terminant par 1.
On note π le morphisme de R〈Ac〉 dans R〈Y 〉 de´fini par π(0
s−11) = ys, pour tout s ≥ 1.
On note encore ζ le morphisme de´fini sur Ac par ζ(0
s−11) = ζs. Le produit de battage ou
shuffle sur A se de´finit par re´currence sur la longueur des mots par
abxcd = a(bxcd) + c(abxd),
pour tout mot b,d ∈ A∗, a, c ∈ A.
On de´montre en utilisant l’e´criture inte´grale des polyzeˆtas la relation de syme´trie dite
shuffle : Pour tout u ∈ Ac, v ∈ Ac, on a
ζ(u)ζ(v) = ζ(uxv) (7.1)
On renvoie par exemple a` l’article [9] pour plus de de´tails.
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On note A0 l’ensemble des mots de A
∗ se terminant par 1. On peut donner un sens aux
polyzetas sur A0 en utilisant la relation (7.1) en supposant que celle-ci est encore ve´rifie´e
pour tout mot de A0, ce qui est le cas de la re´gularisation ζ
x ci-dessus. On note encore ζx
le polyzeta e´tendu a` A0.
Pour tout mot s = s1 . . . sr ∈ Ac, r ≥ 1, si ∈ A, on a 1x1
is = (i+1)1i+1s+1is1[1xs
>1],
ou` s>1 = s2 . . . sr. En appliquant ζ
x, on obtient
ζx(1)ζx(1is) = (i+ 1)ζx(1i+1s) + ζx(1is1[1xs
>1]). (7.2)
Il est donc possible de calculer ζx(1i+1s) par re´currence sur le nombre de 1. Pour cela, il
suffit de fixer une valeur a` ζx(1).
Pour obtenir une re´gularisation combinatoire qui coincide avec la re´gularisation ana-
lytique de´finie au paragraphe pre´ce´dent, on doit poser ζx(1) = 0. En effet, un simple
calcul donne Li1(z) = − log(1 − z). La formule (7.2) permet alors le calcul explicite et
algorithmique des polyzeˆtas divergents.
7.4. E´nonce´s. — Dans cette partie, et dans toute la suite, on pose pour j ∈ {1, . . . , p} :
Dj =
( j∑
i=1
Ai(ni + 1)
)
− j − 1.
Lemme 4. — La se´rie ∑
k1≥···≥kp≥1
P (k1, . . . , kp)
(k1)
A1
n1+1
· · · (kp)
Ap
np+1
converge si, et seulement si, le polynoˆme P (X1, . . . , Xp) ve´rifie
j∑
i=1
degXi P ≤ Dj pour tout j ∈ {1, . . . , p}. (7.3)
Remarque 6. — Lorsque n1 = · · · = np = 0 et P = 1, ce lemme donne les conditions
exactes de convergence des polyzeˆtas ζ(A1, A2, . . . , Ap) lorsque les Aj sont dans Z. Elles
correspondent bien aux conditions qui assurent la convergence absolue des polyzeˆtas pour
des exposants complexes. Voir [24, p. 10] pour une preuve de ces conditions.
De´monstration. — Pour de´montrer ce lemme, on va montrer en fait que les conditions
(7.3) e´quivalent au fait que, pour tout B ≥ 0, la se´rie∑
k1≥···≥kp≥1
P (k1, . . . , kp)(log kp)
B
(k1)
A1
n1+1
· · · (kp)
Ap
np+1
(7.4)
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converge. C’est e´vident pour p = 1, puisque les conditions (7.3) se re´duisent alors a`
degX1 P ≤ A1(n1 + 1) − 2. Supposons que ce soit vrai pour p− 1, et soit P (X1, . . . , Xp) ;
posons δ = degXp P . Si δ ≤ Ap(np + 1)− 1 alors on a
1≪
kp−1∑
kp=1
kδp(log kp)
B
(kp)
Ap
np+1
≪ (log kp−1)
B+δ
donc la convergence de (7.4) e´quivaut a` celle de (7.4) en profondeur p−1. Comme justement
l’e´quation correspondant a` j = p dans (7.3) se de´duit des autres (puisqu’on a suppose´
degXp P ≤ Ap(np+ 1)− 1), la preuve est termine´e dans ce cas. Supposons maintenant que
l’on ait δ ≥ Ap(np + 1). Alors on a
k
δ−Ap(np+1)+1
p−1 ≪
kp−1∑
kp=1
kδp(log kp)
B
(kp)
Ap
np+1
≪ k
δ−Ap(np+1)+1
p−1 (log kp−1)
B
donc la convergence de (7.4) avec P (X1, . . . , Xp) e´quivaut a` celle de (7.4) avec un polynoˆme
P˜ (X1, . . . , Xp−1) ve´rifiant degXi P˜ = degXi P pour i ∈ {1, . . . , p − 2} et degXp−1 P˜ =
degXp−1 P+degXp P−Ap(np+1)+1. Or justement les conditions (7.3) pour un tel polynoˆme
P˜ e´quivalent aux conditions (7.3) pour P . Le lemme est donc de´montre´.
On dit qu’une fonction f , de´finie sur un ouvert dont le point 1 appartient a` l’adhe´rence,
est a` divergence au plus logarithmique en z = 1 si elle admet un de´veloppement asympto-
tique de la forme f(z) = Q(log(1− z))+O((1− z)ε) pour un certain ε > 0 et un polynoˆme
Q ∈ C[t]. La valeur re´gularise´e de f en 1 est le coefficient constant de Q, c’est-a`-dire Q(0).
Dans le cas particulier ou` f est de´finie et continue en 1, le polynoˆme Q est constant et
cette valeur re´gularise´e est simplement f(1).
Lemme 5. — La fonction ∑
k1≥···≥kp≥1
P (k1, . . . , kp)
(k1)
A1
n1+1 · · · (kp)
Ap
np+1
z−k1 (7.5)
est a` divergence au plus logarithmique en z = 1 si, et seulement si,
j∑
i=1
degXi P ≤ Dj + 1 pour tout j ∈ {1, . . . , p}. (7.6)
La preuve de ce lemme est analogue a` celle du lemme 4 ; seule l’initialisation diffe`re
vraiment, puisque la fonction
∑
k≥1 k
−1z−k a` est divergence au plus logarithmique en z = 1.
Pour de´montrer le the´ore`me 3, on va en fait de´montrer le re´sultat suivant qui est plus
fort.
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The´ore`me 9. — Si les relations (7.6) sont satisfaites alors la valeur re´gularise´e en 1
de la fonction (7.5) est une combinaison line´aire a` coefficients rationnels en les polyzeˆtas
re´gularise´s ζx(s1, . . . , sq) ou` 0 ≤ q ≤ p, si ≥ 1 pour i = 1, . . . , q,
∑q
j=1 sj ≤
∑p
j=1Aj. En
outre, on peut calculer explicitement une telle combinaison line´aire.
7.5. Preuve du the´ore`me 9. — On de´montre le the´ore`me 9 par re´currence sur la
profondeur p. Quand p = 0, ce the´ore`me est trivial ; les arguments qui suivent permettent
de le de´montrer pour p = 1, mais un raisonnement direct est beaucoup plus facile dans ce
cas. Supposons donc que ce the´ore`me soit vrai en toute profondeur strictement infe´rieure
a` p.
Soit P (X1, . . . , Xp) un polynoˆme tel que les relations (7.6) soient satisfaites. On pose
R(X1, . . . , Xp) =
P (X1, . . . , Xp)
(X1)
A1
n1+1 · · · (Xp)
Ap
np+1
,
et on e´tudie la fonction
f(z) =
∑
k1≥···≥kp≥1
R(k1, . . . , kp)z
−k1
qui est de´finie pour |z| > 1 et est a` divergence au plus logarithmique en z = 1 graˆce au
lemme 5. On utilise le de´veloppement en e´le´ments simples de R, comme au paragraphe 4.1
(dont on reprend les notations). Ceci permet d’e´crire, pour |z| > 1 :
f(z) =
∑
̟
C[̟]
∑
k1≥···≥kp≥1
∏
i∈I k
sˆi
i∏
i∈Ic(ki + ji)
si
z−k1 . (7.7)
Dans cette formule et dans toute la suite, on note ̟ un quadruplet ge´ne´rique
(I, (si)i∈Ic, (ji)i∈Ic, (sˆi)i∈I)
tel que 1 ≤ si ≤ Ai et 0 ≤ ji ≤ ni pour tout i ∈ I
c, et 0 ≤ sˆi ≤ Aˆi pour tout i ∈ I. On
pose alors C[̟] = C
 I(si)
(ji)
(sˆi)
.
La difficulte´ est que ce de´veloppement en e´le´ments simples fait apparaˆıtre des fonctions de
z dont la divergence en 1 n’est pas logarithmique. Par exemple, si p = 2, n1 = 2, A1 = 1,
P (X1, X2) = (X2)
A2
n2+1X2 alors les relations (7.6) sont satisfaites mais dans l’expression
(7.7) apparaissent les sommes ∑
k1≥k2≥1
k2
k1 + j
z−k1
pour j ∈ {0, 1, 2}, qui sont chacune a` divergence non logarithmique. Une me´thode pour
re´soudre ce proble`me serait de ge´ne´raliser le the´ore`me 9, en autorisant des divergences non
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logarithmiques (c’est-a`-dire des de´veloppements asymptotiques avec des termes log
k(z)
(1−z)ℓ
).
Mais cela ne´cessiterait une ge´ne´ralisation du the´ore`me 8, et ne pre´senterait pas d’inte´reˆt
pratique. En effet, la pre´sence de poˆles en 1
1−z
ne´cessite de connaˆıtre aussi le coefficient
de 1 − z dans les de´veloppements asymptotiques, car leur produit contribue a` la valeur
en z = 1. L’algorithme devrait donc calculer beaucoup de termes des de´veloppements
asymptotiques, ce qui serait couˆteux en temps et en me´moire. C’est pourquoi on proce`de
plutoˆt comme suit. L’ide´e importante est celle de la re´gularisation : quand seules des
divergences logarithmiques sont pre´sentes, seul le coefficient constant du polynoˆme en
log(1− z) intervient dans les calculs, y compris lorsqu’on doit faire des produits.
Notons E0 l’ensemble des quadruplets ̟ = (I, (si)i∈Ic , (ji)i∈Ic, (sˆi)i∈I) tels que la fonction
∑
k1≥···≥kp≥1
∏
i∈I k
sˆi
i∏
i∈Ic(ki + ji)
si
z−k1 (7.8)
soit a` divergence au plus logarithmique en z = 1, et E1 son comple´mentaire. Dans la somme
(7.7), chaque e´le´ment ̟ ∈ E0 donne lieu a` un de´veloppement asymptotique de la forme
Q̟(log(1−z))+O((1−z)
ε) avec ε > 0 (qu’on peut choisir inde´pendant de ̟) et Q̟ ∈ C[t].
En regroupant d’autre part les contributions de tous les e´le´ments ̟ ∈ E1, on a donc :
∑
̟∈E1
C[̟]
∑
k1≥···≥kp≥1
∏
i∈I k
sˆi
i∏
i∈Ic(ki + ji)
si
z−k1 = f(z)−
∑
̟∈E0
Q̟(log(1−z))+O((1−z)
ε). (7.9)
Comme f(z) est a` divergence au plus logarithmique, on voit que le membre de gauche
aussi ; on va maintenant transformer ce membre de gauche en une somme du type (7.5)
en profondeur p− 1. Soit ̟ ∈ E1, avec ̟ = (I, (si)i∈Ic, (ji)i∈Ic, (sˆi)i∈I). L’hypothe`se (7.6)
(avec j = 1) montre que l’ensemble J de´fini au paragraphe 4.1 est inclus dans {2, . . . , p},
donc I aussi. En outre, I est non vide (sinon on aurait ̟ ∈ E0 d’apre`s le lemme 5). Donc
il existe t ∈ {2, . . . , p} tel que t ∈ I. En notant Bs le s-ie`me polynoˆme de Bernoulli (qui
est a` coefficients rationnels), on a (7) :
kt−1∑
kt=kt+1
ksˆtt = Bsˆt(kt−1 + 1)−Bsˆt(kt+1). (7.10)
(7)On peut noter que l’on utilise les meˆmes ide´es que celles du paragraphe 6 sur le non-enrichissement des
La a` exposants ne´gatifs. En particulier, (7.10) est l’analogue de (6.2) lorsque tous les zj valent 1.
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Cette relation permet d’e´crire, en posant ℓ1 = k1, . . ., ℓt−1 = kt−1, ℓt = kt+1, ℓp−1 = kp :∑
k1≥···≥kp≥1
∏
i∈I k
sˆi
i∏
i∈Ic(ki + ji)
si
z−k1
=
∑
ℓ1≥···≥ℓp−1≥1
∏
i ∈ I
i ≤ t− 1
ℓsˆii
∏
i ∈ I
i ≥ t+ 1
ℓsˆii−1
∏
i ∈ Ic
i ≤ t− 1
(ℓi + ji)
si
∏
i ∈ Ic
i ≥ t+ 1
(ℓi−1 + ji)
si
×
(
Bsˆt(ℓt−1 + 1)− Bsˆt(ℓt)
)
z−ℓ1 .
Cette somme est de la forme ∑
ℓ1≥···≥ℓp−1≥1
R̟(ℓ1, . . . , ℓp−1)z
−ℓ1
pour une certaine fraction rationnelle R̟ (qui de´pend aussi du choix, arbitraire et fixe´,
de t). Le membre de gauche de (7.9) s’e´crit donc∑
ℓ1≥···≥ℓp−1≥1
R˜(ℓ1, . . . , ℓp−1)z
−ℓ1 , (7.11)
ou` l’on a pose´
R˜(ℓ1, . . . , ℓp−1) =
∑
̟∈E1
C[̟]R̟(ℓ1, . . . , ℓp−1).
La relation (7.9) et le lemme 5 montrent que cette fraction rationnelle R˜(ℓ1, . . . , ℓp−1)
satisfait aux hypothe`ses du the´ore`me 9, en profondeur p−1. Par hypothe`se de re´currence, on
peut donc e´crire (7.11) sous la forme Q˜(log(1−z))+O((1−z)ε), ou` Q˜(0) est une combinaison
line´aire explicite a` coefficients rationnels en les polyzeˆtas re´gularise´s ζx(s1, . . . , sq) ou` 1 ≤
q ≤ p−1,
∑q
j=1 sj ≤
∑p
j=1Aj . Compte tenu de (7.9), il suffit maintenant de calculer Q̟(0)
pour ̟ ∈ E0, et la preuve du the´ore`me 9 sera termine´e.
Pour cela, on de´compose la somme (7.8). Tout d’abord, si I est non vide alors on applique
la relation (7.10) comme ci-dessus, et on est ramene´ a` une profondeur strictement infe´rieure.
On peut donc supposer que I est vide. Il suffit alors de suivre la preuve du the´ore`me 1
(voir le paragraphe 4) avec z1 = z, z2 = . . . = zp = 1, puis d’appliquer le the´ore`me 9 en
profondeur ≤ p− 1. Ceci termine la preuve du the´ore`me 9.
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