Human-Robot Interaction (HRI) is a constantly growing multidisciplinary area rich of cues for advanced researches and technology transfers. It plays a fundamental role in the development of robots that operate in an open environment and cooperate with humans. This task requires the development of techniques that allow inexpert users to use their robots in an efficient and safe way, using an intuitive and natural interface. In this work, after an introduction to the fundamental issues concerning HRI, we will present the different possible interaction modalities between robot and man followed by a series of advanced interface applications for autonomous mobile robots.
Introduction
The use of robots on a large industrial scale has brought a substantial improvement in productivity and a reduction of production costs.
In parallel with the progresses of the technology it has been possible to make robots more independent from human operators and capable of moving inside the work environment with greater autonomy.
In order to operate effectively in a complex and dynamic environment, a robot must be equipped of external perception systems to "see" what is around and to react adequately and autonomously to different, possibly unpredictable, situations.
Using a robot in a natural and dynamic environment inhabited by humans involves precise requirements about sensorial perception, mobility and dexterity as well as capacity of task planning, decision and reasoning.
However, modern technology, at the state of art, is not yet capable of satisfying all these requirements. A limit to the development of this kind of "social" robots comes from the lack of appropriate interfaces that allow a natural, intuitive and versatile (i.e., human-friendly) interaction and communication with the robot. Interfaces of this kind are considered essential to efficiently program and instruct the robot. A natural code of communication is fundamental for the interaction with a service robot: as an example, the use of a keyboard or a mouse to communicate with a mobile housecleaning robot is not reasonable, since, functionally, a domestic robot would [Khan, 1998 ]:
• fetch and carry;
• meal preparation;
• clean house;
• monitor vital signs;
• assist ambulation;
• manage the environment;
• communicate by voice;
• take emergency action (fire, intrusion, etc.) This work is part of a survey which is proposed to give an overview on the issues and applications concerning Human-Robot Interaction and to provide a starting point of reference for the study of the interfaces capabilities of the mobile robots developed within the "RoboCare" project [Cesta et al., 2003 ], coordinated by the Institute for Cognitive Science and Technology of CNR of Rome.
The project aims to the development of distributed systems in which software and robotic agents collaborate to provide services in environments in which humans may need assistance and guidance, such as health care facilities.
The study and achievement of complex systems cabable of carrying out tasks of these kind requires the synergy of a number of disciplines, that the RoboCare project effectively includes, such as communication, knowledge representation, human-machine interaction, learning, collective and individual symbolic reasoning.
Human-Robot Interaction
Human interface and interaction issues have long been a part of robotics research.
People are typically involved in supervision and/or teleoperation of robots: the first studies aimed to the improvement of interfaces were motivated to facilitate this kind of interaction.
Anyway, until a few years ago, the focus of the robotics community was mainly "robot-centric" with an emphasis on the technical challenges of achieving intelligent control and mobility.
It is only recently that predictions such as the following can be made: "within a decade, robots that answer phones, open mail, deliver documents to different departments, make coffee, tidy up and run the vacuum could occupy every office." [Lorek, 2001] .
Due to the nature of the intelligence needed for robots to perform such tasks, there is a tendency to think that robots ought to become more "human" and that they need to interact with humans (and with each other) the way humans do. This approach to robotics, sometimes termed "human-centered", emphasizes the study of humans as models for the robots.
As the physical capabilities of robots improve, the reality of using them in everyday locations such as offices, factories, homes and hospitals, as well as in more technical environments such as space stations, planets, mines and ocean floors is quickly becoming more feasible. However, before intelligent robots are fully developed and integrated into our society, we need to investigate more carefully the nature of human-robot relationships, and the impact these relationships may have on the future of human society. One way to do this is to consider the work that has been done in the community of human-computer interaction (HCI), where the directions of technology development and its impact on humans have been studied.
Interaction modalities
Communication between a human being and a robot must be "human-friendly" and involve all human senses and communication channels, like speech, vision, gestures and mime understanding and the sensitivity of forces through touch. In general, we can distinguish five main categories of interaction modalities:
• speech; • gestures; • facial expressions; • gaze; • proxemic and kinesic signals.
From the results of a survey [Khan, 1998] , it turned out that the majority of people, when asked about their opinions in human-robot interaction, clearly prefer the use of speech in combination with other interaction modalities. For this reason, usability research into Human-Robot Interaction will therefore need to investigate whether user expectations can be fulfilled when applying the technologies available today and whether methodologies developed for Natural Language Interfaces (NLI), Multimodality or Agent technology are sufficient to cover interaction with robots.
To evaluate the communicative characteristics of the next generation of robots, it is useful, especially from a "human-centric" point of view, to analyze the communicative experiences of humans and use this knowledge as a point of reference for the development of human-robot interfaces.
The range of communication and interaction systems that users are experienced with and use skilfully, include face-to-face, mediated human-to-human and man-machine communication and interfaces. In face-to-face communication people use (spoken) language, gestures, and gazes to convey an exchange of meaning, attitudes and opinions. As typical properties, human communication is rich in phenomena like ellipses, indirect speech acts, and situated object or action references [Donellan, 1966; Milde et al., 1997] . Another implicit characteristic of human-tohuman communication, ambiguity, is considered one of the greatest challenges for Natural Language Processing. The ambiguities incorporated in a human-to-human conversation needs to be carefully thought through and designed for in Human-Robot Interaction (see e.g., Grice, 1975) . For this reason an extensive knowledge of the problem is needed for the development of human-robot interfaces.
Various researches have been made concerning NLI [Ogden et al, 1997] and a number of telephony systems based on NLI have been developed [Bernsen et al., 1997] through which a man and a machine can communicate: however, the physical embodiment of a robot might require new dialog strategies both different from telephony based or workstation based NLI systems.
To comprehend the difficulties concerning human-robot communication let us consider the following situation: a mobile robot and a user are physically in the same room and the robot is told to "go left". The correct execution might mean two different directions depending upon the location of the robot with respect to the user. In other words, the robot must detect the ambiguity of the term "left" whose meaning is pragmatically influenced by the relative position of the two interlocutors. This can be solved autonomously or by instantiating an appropriate dialogue with the user, even through a "multi-modal interface" which, in such a type of situations, can substantially help in accomplishing the task.
Multi-modal interfaces are supposed to be beneficial due to their potentially high redundancy, higher perceptibility, increased accuracy, and possible synergy effects of the different individual communication modes.
For the prominent interaction mode of systems of today, to overcome this kind of problems, the physical act is restricted to the direct manipulation of the input devices, for example dials, knobs and buttons. The graphical act is often dependent and bounded by looking at a display, which resides on the system and is an integral part of it for interaction and visual feedback.
What is desired is to move the location of interaction from the screen's surface to the real space of a room [Bolt, 1980] that a user and a robot share. The challenges, that researchers are facing for the development of human-robot interfaces which adequately combine different interaction and communication modalities, are multiple.
The first step to take is to determine some "guiding principles" for the design of interactive systems to avoid or minimise the complexity of input devices (data-gloves, head-mounted microphones, eye-tracking systems, etc.), which have been used in multi-modal interaction research so far.
Analogously, guiding lines concerning safety, command authority and sub-ordinance are necessary: "The Three Laws of Robotics" by Isaac Asimov [Asimov, 1995] could be the starting ground.
Speech
The capacity of interacting with a robot using the voice is considered primary: giving instructions or receiving answers through speech is one of the fundamental objectives for the development of human-robot interfaces. Speech based interfaces, until a few years ago, have remained confined among the walls of research laboratories. As soon as robots have made the first steps in the real world, speech based interfaces have become more and more desirable.
As robots get more complex and capable of dealing with more difficult problems, natural language seems to be a very attractive alternative to the selection of a command through a keyboard or to the visualization of a menu on a screen. However, speech is not considered the ideal mean of communication for every situation: in many cases "oldstyle" interaction devices are preferable, as in teleoperation (using joysticks) or when it is necessary to indicate a location on a map (clicking with a mouse on a screen) and in all those situations where common devices are involved, like lown-mowers, vacuum-cleaners, etc., for which, at least until today, the use of buttons and small screens are preferred.
We can distinguish two categories of typical situations, not necessarily disjoint, in which a speech interface can be succesfully used:
• The user's hands or eyes are occupied;
• The use of standard input devices is not recommended or undesirable.
Situations involving the interaction with mobile service robots, especially in domestic environments, fall in the second category: the robot is free to move around, a situation in which it is not suitable to give commands and feedbacks through standard devices. When the robot is used as a support for persons with particular needs we have situations of the first category.
Natural Language Processing.
The first step to take in the design of a speech interface concerns Natural Language Processing. To establish a bidirectional communication, it is necessary to use Natural Language Understanding and Generation techniques.
Subsequently, the system must be supplied with the capacity of understanding speech commands through Speech Recognition techniques to translate the utterances in the relative internal textual representations. Analogously, Speech Generation techniques are needed to translate the sentences the robot must address the user through speech.
Finally, once the robotic system is able to understand and generate natural language, other important issues must be dealt with. Apart from all the difficulties tied to the development of a natural language understanding component, the real challenge, for many researchers, is the ability to keep trace of the current context in which the robot is used.
In particular, a dialogue between a human and a robot can go on for a long time, requiring the system to have a precise knowledge of time and space to behave in the correct way. Besides, we require a service robot to be able to interact using a speech interface with multiple users (especially if it is used in a public environment), each of which possibly using a different communication modality.
Another important issue, which can influence the design of a speech interface, concerns the feedback expected from the robot. Normally, a service robot is equipped with a small display or does not even have one (for reasons tied to cost and battery reduction): it is necessary to overcome this lack by using "conversational feedbacks" with no need for particular physical actions by the robot.
KANTRA is a speech interface, developed by the University of Karlsruhe and the University of Saarland, which is applied to a mobile robot called KAMRO [Leangle et al., 1995] . The chosen approach is dialogue based and deals with the matter of HRI presenting four main situations:
• task specification;
• execution monitoring;
• explanation of error recovering;
• updating and describing the environment representation.
In the University of Edinburgh, the mobile robot Godot [Theobalt et al., 2002] has been used as a testbed for an interface between a sophisticated low-level robot navigation and a symbolic high-level spoken dialogue system.
In the "Instruction Based Learning" project of the Robotic Intelligence Laboratory at the University of Plymouth, a mobile robot is designed to receive spoken instructions on how to travel from one place to another in a miniature town [Bugmann, 2003] .
The system Kairai is the result of a joint research project between the New York University and the Tokyo Institute of Technology. The system incorporates many 3-D software robots with which it is possible to talk. It accepts spoken commands, interprets them, and executes the relative task in a virtual space [Tanaka et al., 2002] .
Gestures
The recognition of human gestures is a growing area of research, especially in the field of Human-Robot Interaction and Human-Computer Interaction obtained with multi-modal interfaces.
Several studies have been addressed to the role of gestures in Human-Robot Interaction [Breazeal, 2001; Kanda et al., 2002] . Many researchers are interested in the collaborative aspect and in the dialogue between a human and a robot [Fong et al., 2001] and some experiments have been carried out by using bidimensional agents capable of reproducing gestures during a conversation [Cassell et al., 2000; Johnson et al., 2000] but not incorporating a phase of recognition in the system. On the other hand, at MERL (Mitsubishi Electric Research Laboratories) (Figure 1) , principles of human-robot interaction are investigated in order to create a system in which production and recognition of gestures are integrated in the phase of conversation and collaboration [Sidner et al., 2003 ].
Facial Expressions
A human face can be considered a sort of "window" looking onto the mechanisms that rule emotions and social life [Gutta et al., 1996] . It is not difficult for a human to recognize a face, even in presence of considerable changes due to different visibility conditions, expressions, age, hairstyle, etc. A machine capable of recognizing a face can be used for many applications, as criminal identification, finding of lost children, credit card validation, videodocuments retrieval, etc.
The recognition and production of facial expressions permit a robot to widen its communicative capacities.
Among the experiments done in this field, K-Bot, developed by the University of Texas (Figure 2 ), can reproduce 28 facial expressions, such as joy, anger or scorn, in answer to the attitude shown by the face of the human interlocutor that the robot can see with its "eyes" (two tiny cameras) and interpret. In front of a joyful and satisfied face, for example, K-Bot's face will illuminate with a smile of happiness: the visual information taken by the cameras will be transformed in commands for the 24 mechanical muscles, responsible for the control of the eyes, the inclination of the head and the movement of the covering artificial skin.
Gaze
Gaze direction plays an important role in the identification of the "focus" of attention of a person: this information can be exploited as a useful communicative cue in the design of a human-robot interface. By detecting the gaze direction, i.e. the focus of attention of a person, a robotic system will be able to understand if the person is addressing to it or to another human.
To identify the gaze direction of a person it is necessary to determine the orientation of the head and the orientation of the eyes. While the orientation of the head shows the approximate direction of the gaze, through the orientation of the eyes it is possible to precisely determine the direction a person is looking at.
Many of the used tracking methods are based on intrusive techniques, such as directing a beam of light into the eye and then measuring the light being reflected [Haro et al., 2000; Morimoto et al., 2000] , or measuring the electric potential of the skin around the eye (electroculography) [Lusted et al., 1996] or by applying special type of contact lenses that facilitate eye tracking. More recently, non-intrusive tracking techniques have been developed, which are capable of detecting and tracking the direction of the user's eye in real-time as soon as the face appears in the field of view of the camera, with no need for additional lighting or particular marks on the user's face [Stiefelhagen, 2001] .
Proxemic and Kinesic Signals
More sophisticated communication modalities (usually classified as "nonverbal") come from "proxemics" and "kinesics". The proxemics concerns the distance between interlocutors, the variation of which can provide an important cue about the availability or reticence to speak.
Experiments of proxemics have been carried on at MIT with the Kismet robot [Breazeal et al., 2000] (Figure 3) . Kinesics, on the other hand, concerns the gestures, more or less unconscious, that is produced during a conversation and which can be an additional source of information: folding the arms, bowing, nodding, moving the weight of the body from one leg to another, etc. [Ogden et al., 2000] .
Applications of HRI
In this chapter a brief look at some projects of "social" autonomous mobile robots, where the interface plays a fundamental role, is presented.
In the context of the multi-disciplinary project "NurseBot", founded in 1998 by a team of researchers from three universities of the United States, the robot Pearl has been realized ( Figure  4 ) [Pollack et al., 2002] . The system, designed as a mobile robotic assistant for elderly people, has two primary functions: reminding people about routine activities (such as eating, drinking, taking medicine, and using bathroom) and guiding them through their environment. A prototype version of Pearl has been built and tested at the Longwood Retirement Community in Oakmont, Pennsylvania.
The so called "human-oriented mobile robots" (HOMR) constitute an advanced class of robots capable of adapting, learning and working in symbiosis with humans. An example of HOMR has been developed in the context of the RobChair project: a motorized wheelchair equipped with a multi-modal interface (joystick + speech commands), several sensors and a cognitive component capable of path and task planning [Nunes et al., 2000] .
At the Carnegie Mellon University research is mainly directed at three aspects of service robots in society: the design of robots, human-robot interaction and how service robots function as members of a work team. The initial domain for this work is elder communities and hospitals, where service robots can do useful but taxing tasks. The research aims at the design of appropriate appearance (especially of the head, as shown in Figure 5 ) and interactions of service robots in these contexts.
Researchers of the Stanford University, at the "Center for Work Technology and Organization" (WTO), are conducting some studies with an autonomous mobile robot, called HELPMATE, in hospital environments [Helpmate] . Designed by Pyxis Corporation, HELPMATE is a battery operated robotic courier that responds to programmed requests by transporting materials between different employees and location in a hospital. The nature of this field study is etnographic: researchers are collecting qualitative data by observing the interactions among employees and between employees and the robot, and by interviewing employees about their experiences. The first study is focused on changes in routines and work practices before and after the introduction of the robotic assistant.
At the "Interaction and Presentation Laboratory" (IPLab) in Stockholm, a project called CERO is in progress Severinson-Eklundh et al., 2003] . The researchers are interested in how people can use a robot in the everyday life. The mobile service robot realized within the project (Figure 6 ) is mainly designed to assist physically impaired users by carrying small objects.
Conclusions
We might wonder, at this point, whether a "best" humanrobot interface exists and what kind of characteristics it should have. As always, every situation requires some specific feature and different strategies relatively to the robot involved. Among the different interactions modalities that we have introduced there are some, like proxemic and kinesic signals that are at the very beginning and require more investigations and research. In any case, speech seems to be the most adequate interaction modality in the majority of situations, since it is the natural way for humans to communicate: the development of Natural Language Interfaces can benefit from a long tradition of research in the context of HCI, NLP and Speech Recognition and Syntesis. Moreover, the combination of speech with other modalities, such as gestures and gaze, seems crucial, especially for the development of social robot with which it is necessary to establish a dialogue. For this reason, multi-modal interfaces must be further investigated, since they represent the most complete and natural way for interaction.
