Abstract. The diffusion operator
where B(x) = R x 0 b a (y)dy, defined either on R + = (0, ∞) with the Dirichlet boundary condition at x = 0, or on R, can be realized as a self-adjoint operator with respect to the density exp(2Q(x))dx. The operator is unitarily equivalent to the Schrödinger-type operator HS = . We obtain an explicit criterion for the existence of a compact resolvent and explicit formulas up to the multiplicative constant 4 for the infimum of the spectrum and for the infimum of the essential spectrum for these operators. We give some applications which show in particular how inf σ(HD) scales when a = νa0 and b = γb0, where ν and γ are parameters, and a0 and b0 are chosen from certain classes of functions. We also give applications to self-adjoint, multi-dimensional diffusion operators.
Introduction and Statement of Results
In this paper, we give an explicit formula up to the multiplicative constant 4 for the bottom of the spectrum and for the bottom of the essential spectrum for diffusion operators on the half-line R + = (0, ∞) with the Dirichlet boundary condition at 0, and for diffusion operators on the entire line. Assuming a little more regularity, each such operator is unitarily equivalent to a certain Schrödinger-type operator, so we also obtain the same information for these latter operators. Recall that such an operator possesses a compact resolvent if and only if its essential spectrum is empty, or equivalently, if and only if the infimum of its essential spectrum is ∞. Thus, we obtain a completely explicit criterion for the existence of a compact resolvent. A diffusion operator with a compact resolvent is particularly nice because its transition (sub)-probability density p(t, x, y) (with respect to the reversible measure) can be written in the form p(t, x, y) = ∞ n=0 exp(−λ n t)φ n (x)φ n (y), where {φ n } ∞ n=0 is a complete, orthonormal set of eigenfunctions and {λ n } ∞ n=0 , satisfying 0 ≤ λ 0 < λ 1 ≤ λ 2 ≤ · · · , are the corresponding eigenvalues. We give some applications of the results, which show in particular how inf σ(H D ) scales when a = νa 0 and b = γb 0 , where ν and γ are parameters, and a 0 and b 0 are chosen from certain classes of functions. At the end of the paper, we give applications to self-adjoint, multi-dimensional diffusion operators of the form − We begin with the theory on the half-line, wherein lies the crux of our method. The results for the entire line follow readily from the results for the half-line. Let 0 < a ∈ C 1 ([0, ∞)) and b ∈ C([0, ∞)). Define B(x) = a + b ′ ) is bounded from below, one can realize the Schrödinger-type operator H S as a self-adjoint operator on L 2 ((0, ∞)) via the Friedrichs extension of the closure of the semi-bounded quadratic form
defined for f, g ∈ C 1 0 (R + ). Assuming in addition that ∞ a(x)dx = ∞, one can prove that H S is in the limit-point case at ∞, which means in particular that H S on C 2 0 (R + ) is essentially self-adjoint. (A proof in the case a = 1 can be found in [6, Appendix to X.1]. It can easily be extended to a satisfying the above condition.) Thus, the Friedrichs extension is in fact equal to the closure of H S on C 2 0 (R + ). Note also that U B preserves the Dirichlet boundary condition. From the above considerations, it follows that the spectra and the essential spectra of H D and H S coincide; in particular, H S is also non-negative.
Conversely, given a > 0, every potential V ≥ 0 can be obtained via some b as in (1.1), and modulo an additive constant, every potential V that is bounded from below can be obtained via some b as in (1.1). Indeed, let
it is easy to show that the Riccati equation [7] for the results noted below. For example, if a is bounded and bounded from 0, and if the potential V satisfies lim x→∞ V (x) = ∞, then the operator has a compact resolvent. Thus, the spectrum consists of an increasing sequence of eigenvalues accumulating only at infinity; in particular, σ ess (− 
where the infimum is over functions 0 = f ∈ C 1 0 (R + ). The bottom of the spectrum of H D is also given by a variational formula:
where the infimum is over 0 = f ∈ C 1 0 (R + ). The following theorem gives explicit formulas up to the multiplicative constant 4 for the bottom of the spectrum and for the bottom of the essential spectrum of H D . By the spectral invariance, this then extends to the Schrödinger-type operators H S . The formulas take on two possible forms, depending on whether ∞ 0 1 a(x) exp(−2B(x))dx is finite or infinite. In Remark 2 after the theorem, it is shown how the proof for the case when the integral is finite can be reduced to the case when the integral is infinite. Remark 4 after the theorem discusses the probabilistic import of the theorem and of the above integral.
Consider the self-adjoint diffusion operator
also the self-adjoint Schrödinger-type operator
on L 2 (R + ) with the Dirichlet boundary condition at 0. If
exp(2B(y))dy and (1.5)
exp(−2B(y))dy and define (1.8)
and (1.9)
In particular, H D and H S possess compact resolvents if and only ifΩ + (b, a) = 0.
Remark 1.
There does not exist a C for which inf σ(
, for all drifts b and all diffusion coefficients a. Indeed, on the one hand, consider the case that b(x) = ±γ, with γ ∈ R, and a = 1. Then V b,a = . On the other hand, consider the case that b(x) = −γx, with γ > 0, and a = 1. Then lim x→∞ V b,a (x) = ∞, so as noted above, H S and thus also H D have compact resolvents. The unnormalized Hermite function H 1 (x) = x is an L 2 -eigenfunction of H D corresponding to the eigenvalue γ. Since it is positive, it must in fact be the principal eigenvalue. Thus, the bottom of the spectrum is equal to γ. We have
Thus, in this case, the bottom of the spectrum is approximately equal to Remark 2. In this remark, we demonstrate how formulas (1.10) and (1.11) in the case (1.6) follow from those formulas in the case (1.3), thereby reducing the proof of the theorem to the case that (1.3) holds. In the case that (1.6) holds, define the h-transform of 
, a). From (1.4), one has (1.12)
whence the definition of Ω + (b, a) in (1.8) in the case that (1.6) holds, and likewise forΩ + (b, a).
Remark 3. After finishing this paper, the following related result due to Muckenhoupt [2] , in the context of weighted Hardy inequalities, was brought to our attention. For 1 ≤ p ≤ ∞, the inequality
holds for all g and some finite C if and only if 
lies between 8 sup x>0 ( .) Thus, the integral condition (1.6) turns out to be the lower threshold on the size of a exp(2B), the weight that multiplies (f ′ ) 2 in the variational formulas, so that the two variational formulas, one over f ∈ C 1 0 (R + ) and one over f ∈ C 1 ([0, ∞)) satisfying f (0) = 0, yield different answers. Muckenhout's proof involves a direct estimation of the integrals in (1.13). We prove Theorem 1 in a completely different way, as will be seen in sections 3 and 4.
Remark 4. Theorem 1 and the reduction noted above in Remark 2 have some probabilistic implications, which we now describe. Let X(t) be generic notation for a Markov diffusion process on the real line. Let P x and E x denote respectively probabilities and expectations for the process corresponding to the operator −H D = Consider first the case that (1.3) holds. At the end of section 3 we show that
Thus, in the case that (1.3) holds, (1.10) gives an explicit formula up to the multiplicative constant 4 for sup{λ ≥ 0 : E x exp(λτ 0 ) < ∞}. Now consider the case that (1.6) holds. In this case,
The original process, conditioned on {τ 0 < ∞}, is itself a Markov diffusion process and it corresponds to the h-transformed operator
denote expectations for this conditioned process starting from x > 0. Then it follows from Remark 2 and (1.15) that in the case that (1.6) holds, one has
Note from (1.4) and (1.10) that when (1.3) holds, a necessary condition
x τ 0 is a necessary condition (but not a sufficient one) for inf σ(H D ) > 0. (Of course, this can also be seen from (1.15) and (1.16)-if the first moment does not exist, then a fortiori no exponential moment exists.)
An alternative probabilistic representation of inf σ(H D ) is this:
where τ n = inf{t ≥ 0 : X(t) = n}. (This formula can be found essentially in [4, chapter 4] .)
Formulas (1.15) and (1.16) give a probabilistic representation for the bottom of the spectrum of H D . One can also give a similar probabilistic representation for the bottom of the essential spectrum. It follows from (1.15) and (3.9) in section 3 that if (1.3) holds, then We don't know whether inf σ(H D ) and inf σ ess (H D ) are nondecreasing over the entire class of drifts b satisfying (1.6), so that the more outward toward infinity the drift, the larger the bottom of the spectrum and the bottom of the essential spectrum. To prove that this is true, it would suffice
is nonincreasing in b over the class of drifts satisfying (1.6)-that this would suffice follows from (1.16) and the argument above for the class of drifts satisfying (1.3). What is known is this [5] :
For a wide class of a and b which satisfy (1.6) and for which b is on a larger order than
This formula will be useful for one of the calculations in section 2.
We now turn to the case of the whole line. Let 0 < a ∈ C 1 (R) and b ∈ C(R), and define B(x) = 
0 (R). In the case that b ∈ C 1 (R),
to be the self-adjoint operator obtained via the Friedrichs extension of the closure of the quadratic form
0 (R). The first of the two theorems below treats inf σ ess (H D ) and the second one treats inf σ(H D ). The proofs of these results will be derived in just a few lines from the proof of Theorem 1.
Consider the self-adjoint diffusion operator
consider also the self-adjoint Schrödinger-type operator
Let Ω + (b, a) be as in Theorem 1 and define Ω − (b, a) in exactly the same way, using the half-line (−∞, 0) instead of (0, ∞). Let 
In particular, H D and H S possess compact resolvents if and only ifΩ
Consider the self-adjoint diffusion operator
exp(−2B(y))dy and define
. 
. (For these results, see [4, chapter 5] .) It follows from Theorem 3 that inf σ(H D ) = 0 if the diffusion is recurrent.
Remark 9. Similar to (1.17), one has the following probabilistic representation of inf σ(H D ):
In section 2 we give some applications of Theorems 1-3. In section 3 we prove Theorem 1, postponing the proof of a key proposition to section 4. After the proof of Theorem 1 we give the quick proofs of Theorems 2 and 3. We also prove (1.15) in section 3. Finally, in section 5 we show how the onedimensional result can be used to obtain spectral estimates for self-adjoint, multi-dimensional diffusion operators
Examples
The Bottom of the Spectrum. One can use Theorem 1 to study the way inf σ(H D ) scales in the parameters γ and ν when b is of the form b = γb 0 and a is of the form a = νa 0 . We first consider the effect of the drift alone. Consider for example the following two cases on R + or on R:
2. Assume that (2.2) holds. Then
where
Remark 10. Note that both on R + and on R, the rate of growth of inf σ(H D ) for large γ is on a slower order for the drift in (2.2) than for the drift in (2.1). The probabilistic explanation for this follows from the formulas (1.17) and (1.24) and the fact that the latter drifts are small in a (γ-dependent) neighborhood of 0, even as γ becomes large. Note also that for the drift in (2.1), the scaling power is different for γ ≪ 1 than for γ ≫ 1.
The bounds on the infimum of the spectrum in Proposition 1 also hold for the corresponding Schrödinger operator,
in the case of (2.1) on R + and V (x) = 1 2 γ 2 x 2l − 1 2 γx l−1 in the case of (2.2) on R + , and similarly for R.
We now consider simultaneous scaling in a and b. Consider the following case on R + and on R:
where γ, ν > 0, l, k ∈ R, with l − k > −1 and 2l − k ≥ 0.
(Note that when ν = 1 and k = 0, (2.3) reduces to (2.1) with l ≥ 0.) If 2l − k < 0 or if l − k < −1, then one can show that inf σ(H D ) = 0.
There exist constants c l,k , C l,k > 0 such that
Remark 11. Note that when γ ≤ ν, the scaling dependence on the coefficient γ of the drift b has three dramatically different phases, depending on whether the exponent k of the diffusion coefficient satisfies k < 2, k = 2 or k > 2, while the scaling dependence of the coefficient ν of the diffusion coefficient has three dramatically different phases, depending on whether the exponent l of the drift satisfies l < 1, l = 1 or l > 1. However, when γ > ν, there is only one scaling phase, and it is independent of the exponents l and k.
The bounds on the infimum of the spectrum in Proposition 2 also hold for the corresponding Schrödinger-type operator,
in the case of R + , and similarly for R. The parameter dependence in Proposition 2 does not seem at all apparent from looking at this operator.
We give the proof of Proposition 1; the proof of Proposition 2 is similar. Proof of Proposition 1. We prove the proposition in the case of R + ; the case of R is handled similarly. To prove part 2, one simply makes an appropriate change of variables in the formula for Ω + (−γx l , 1) and applies Theorem 1. To get the explicit form of C l in the case of R, one needs to do a little bit more analysis to show that the supremum over x ∈ R occurs at x = 0.
We now prove part 1. If l = −1, then (2.4)
Applying L'Hôpital's rule to the quotients
This shows that the supremum in (2.4) is ∞; thus Ω + (−γ(1 + x) l , 1) = ∞.
One obtains Ω + (−γ(1 + x) l , 1) = ∞ similarly in the case l = −1. Applying Theorem 1 now completes the proof of part 1-i.
Consider now part 1-ii; that is, the case l ≥ 0. Making the change of variables z = γ 1 l+1 (1 + y), one obtains from (2.4), (2.5)
If l = 0, the integrals on the right hand side of (2.5) can be calculated explicitly. One finds that the supremum above is equal to 1. Part 1-ii in the case l = 0 now follows from (2.5) and Thereom 1. From now on, we assume that l > 0. Applying L'Hôpital's rule in the manner noted above shows that (2.6)
From (2.6) it follows that there exist constants
Part 1-ii in the case that 0 < γ ≤ 1 now follows from (2.5), (2.7) and Theorem 1. Now consider part 1-ii in the case that γ > 1. Clearly, (2.8)
Using (2.6) to estimate the left most and right most terms in (2.8), it follows that there exist constants d l , D l > 0 such that (2.9)
Part 1-ii in the case γ > 1 now follows from (2.5), (2.9) and Theorem 1.
Theorem 1 allows one to compute the bottom of the spectrum exactly for an ad hoc class of Schrödinger operators, H = − The Bottom of the Essential Spectrum. We consider operators on R + . The examples can easily be extended to operators on R by making the analysis on R + and on R − separately, and applying Theorem 2. Consider first the case that (2.10)
The set of possible conditions on l, k above are exactly those for which (1.3) holds. One can obtain the asymptotic behavior of exp(−2B(y))dy
exp(−2B(x))
. Calculating and applying Theorem 1, one obtains the following result. 
In particular, H D possesses a compact resolvent if and only if 2-i or 3-i holds.
The bounds on the infimum of the essential spectrum in Proposition 3 also hold for the corresponding Schrödinger-type operator
For certain values of the parameters, the results in Proposition 3 can be deduced directly from looking at H S . For example, if k = 0 and l < 1, then lim x→∞ V (x) equals ∞ if l > 0 and is equal to ν . However, in fact, Theorem 1 allows one to come to the same type of conclusions as in Proposition 3 in the case that a and b satisfy one of the following general conditions: (2.11)
or (2.12)
It is easy to check that under (2.11) or (2.12), a and b satisfy (1.3).
Note that now b can be locally erratic, and the bottom of the essential spectrum cannot be deduced directly by looking at H S .
Assume that a and b satisfy (2.11).
i a and b satisfy (2.12) . Then inf σ ess (H D ) = 0.
Assume that

In particular, H D possesses a compact resolvent if and only if 1-i holds.
To prove Proposition 4, one makes the same kind of analysis used for the proof of Proposition 3, along with the following monotonicity property which is easy to verify: for fixed a, if (1.3) holds, then for any x 0 > 0, Ω + (b, a) does not depend on {b(x), 0 ≤ x ≤ x 0 } and it is nondecreasing as a function of {b(x), x > x 0 }.
In Propositions 3 and 4, the coefficients a and b are such that (1.3) holds. When (1.6) holds instead, the analysis is more complicated. We state the following analogous result for the case that (1.6) holds. Consider the following analog of (2.11): (2.13)
and the following analog of (2.12):
(2.14)
It can be checked that under (2.13) or (2.14), a and b satisfy (1.6). i
Assume that a and b satisfy (2.14). Then inf σ ess (H D ) = 0.
To prove Proposition 5, one uses (1.18). This essentially reduces the problem to the one considered in Proposition 4.
We end this section with an example of the phenomenon mentioned in Remark 6. On R + we give an example with a 1 = a 2 = 1, and with b 1 and b 2 chosen appropriately so that (1.3) holds for a 1 , b 1 and a 2 , b 2 , and such that (2.15) holds. It is not hard to construct a b 2 so that B 2 (x) < B 1 (x), but such that for each positive integer n, there exists an interval of length n over which b 2 is identically 0. We will now show that Ω + (b 2 , 1) =Ω + (b 2 , 1) = ∞; thus, (2.16) holds. Using Theorem 1 and the probabilistic representation in (1.15), we have for the diffusion corresponding to
Now for Brownian motion (that is, the driftless diffusion corresponding to the operator
dx 2 ) on the interval (0, n), one has E x exp(λ(τ 0 ∧ τ n )) < ∞, for x ∈ (0, n), if and only if λ is less than the first eigenvalue for the operator − 2n . Since the drift b 2 has intervals of length n over which it vanishes, it follows by comparison with the Brownian motion that for the diffusion corresponding to
2n . Since the finiteness or infiniteness of the expectation is independent of the starting point, it follows that in fact this holds for all x > 0, not just for some x n . Since n is arbitrary, it follows that sup{λ ≥ 0 : E x exp(λτ 0 ) < ∞} = 0. It then follows from (2.17) that Ω + (b 2 , 1) = ∞, and then by the definition ofΩ + (b 2 , 1), alsô Ω + (b 2 , 1) = ∞. However, in what follows we will need left continuity. We claim that
We postpone the proof of (3.3) until the end of the proof of Theorem 1. Note that any positive solution as above on (l, ∞) with l < 0 is also a positive solution on [0, ∞) and can be normalized by u(0) = 1. Note also that (3.4) below always has a solution if λ = 0. From these facts, it follows that if we consider the problem
there is a solution to (3.4)}.
Thus, in order to prove (1.10), it suffices to prove the following proposition. there is a solution to (3.4) . The proof of part (i) of Proposition 6 is easy, but the proof of part (ii) is nontrivial. The proof of the proposition is given in the next section.
Once (1.10) is proved, one proves (1.11) as follows. An old result of Persson [3] , slightly modified to accommodate the case of a half-line, states that
it follows by applying (1.10) to H
We will show that
Now (1.11) follows from (3.6), (3.8) and (3.9). We now prove (3.9). From the definition ofΩ + (b, a), one has for any l > 0, (3.10)
On the other hand, for n = 1, 2, · · · , there exist x 0,n and x n with x 0,n < x n and lim n→∞ x n = ∞, and such that (3.11)
Letting n → ∞ in (3.11) and again using the definition ofΩ + (b, a), we obtain lim sup l→∞ Ω + l (b, a) ≤Ω + (b, a). Now (3.9) follows from this and (3.10). We now return to prove (3.3). As noted previously, we only need prove left-continuity. Without loss of generality, we prove left-continuity at l = 0. From its definition, λ c is nondecreasing. Let λ 1 < λ 2 < λ c (0). It suffices to show that for ǫ > 0 sufficiently small, there is a solution to (3.1) with l = −ǫ and some λ ≥ λ 1 . By assumption, there is a solution to (3.1) with l = 0 and λ = λ 2 . Let u be such a solution. Then u(0 + ) = lim x→0 + u(x) and u ′ (0 + ) = lim x→0 + u ′ (x) exist and are finite. This is because any solution to (3.4) must be a linear combination of Φ 1 and Φ 2 , where Φ 1 and Φ 2 are two linearly independent solutions to 1 2 (au ′ ) ′ + bu ′ + λu = 0. If u(0 + ) > 0, then solving the linear equation for x < 0 using the boundary conditions u(0 + ) and u ′ (0 + ) at x = 0, one can extend the solution u a little bit to the left so that it satisfies (3.1) with l = −ǫ and λ = λ 2 , completing the proof.
Assume now that u(0 + ) = 0. We will show that there exists aû which is a solution to (3.1) with l = 0 and λ = λ 1 , and such thatû(0) > 0. Thus, from the previous argument, we can extendû a little bit to the left so that it satisfies (3.1) with l = −ǫ and λ = λ 1 , completing the proof. Thus, it remains to show that such aû exists. Let φ be a smooth compactly supported function on R satisfying φ(0) = 1 and (
Thus, v is a sub-solution for (3.1) with l = 0 and λ = λ 1 , and v(0) = δ > 0. We claim that there is a solutionû to (3.1) with l = 0 and λ = λ 1 , and withû(0) = δ. Indeed, letû n solve
Then by the maximum principal,û n is increasing in n andû n ≤ v; thusû ≡ lim n→∞ûn exists and is the desired function. 
We end this section by proving that (1.15) holds in the case that (1.3) is in effect, that is, in the case that P x (τ 0 < ∞) = 1. From (3.5) , it is enough to show that (3.15) sup{λ ≥ 0 : there is a solution to (3.4)} = sup{λ ≥ 0 : E x exp(λτ 0 ) < ∞}.
Assume first that λ > 0 is such that there exists a solution to (3.4) and let u be a solution. Then u(X(t ∧ τ 0 )) exp(λ(t ∧ τ 0 )) is a martingale [4, chapter 2] , and thus
Letting t → ∞, it follows from Fatou's lemma that E x exp(λτ 0 ) < ∞. Conversely, assume that λ > 0 is such that E x exp(λτ 0 ) < ∞. Let τ n = inf{t ≥ 0 : X(t) = n}, for n > 0. By the Feynman-Kac formula, u n (x) ≡ E x (exp(λτ 0 ); τ 0 < τ n ) is the solution to the equation
By the maximum principal, u n is increasing in n, and (3.4) will have a solution if and only if lim n→∞ u n (x) < ∞, in which case u ∞ (x) ≡ lim n→∞ u n (x) is the smallest solution to (3.4) . By the monotone convergence theorem and the assumption, we have u ∞ (x) = E x exp(λτ 0 ) < ∞. Thus λ is such that there is a solution to (3.4).
Proof of Proposition 6
Let λ > 0 and let f n be the unique solution to
f (0) = 1, f (n) = 0.
Integrating twice and using the boundary conditions gives (4.1)
Note that, by the maximum principle, f n ≥ 0 and f n is nondecreasing in n. Let f ∞ ≡ lim n→∞ f n . Recall that by assumption,
By the maximum principle and the construction of f ∞ , either f ∞ is the smallest solution to (3.4) or else f ∞ = ∞ and there are no solutions to (3.4) . Using this characterization, we now proof the two parts of the proposition.
Proof of Part (i).
We will show that the solution f ∞ of (4.2) is equal to ∞ if λ > 1 2Ω(b,a) . From (4.2) it follows that f ∞ is nondecreasing, and thus also that (4.3)
If there exists an x for which 2λ( 
Proof of Part (ii).
We will show that there is a finite solution to (4.2) if 0 < λ < 1 8Ω(b,a) . We assume that Ω(b, a) < ∞ since otherwise there is nothing to prove. In particular then, we may assume that ∞ exp(2B(z))dz < ∞.
Fix λ > 0 and define the operator
operating on the domain D T ≡ {f : f ≥ 0 and ∞ f (z) exp(2B(z))dz < ∞}.
Note that, by assumption, 1 ∈ D T . One can solve (4.2) by iterations. Indeed, it is clear that T n 1 is increasing in n and that f ∞ = lim n→∞ T n 1, where T n denotes the n-th iterate of T . Thus, to prove the existence of a finite solution to (4.2) it is sufficient (and necessary) to show that
Define a norm by ||f || = ∞ 0 f (x) exp(2B(x))dx. We will prove (4.5) by showing that
Integrating by parts, we have
where (4.8)
exp(−2B(t)).
Thus, (4.9)
It is immediate from the definitions of S 1 and Ω(b, a) that |S 1 1(x)| ≤ Ω(b, a), and thus (4.10)
We will prove the following inequalities:
, n ≥ 1, where S 0 is defined to be the identity operator. From (4.10)-(4.12), it follows that (4.13)
where δ j = 1 or 2 for each j = 1, · · · k. From (4.9) and (4.13) it follows that (4.14)
From (4.14) one concludes that (4.6) holds if λ < 1 8Ω(b,a) . We now prove (4.11) and (4.12). Integrating by parts, we have (4.15)
proving (4.11). We now turn to (4.12). We will write out the proof for n = 2; the very same technique holds for general n. We have (4.16)
Integrating by parts gives (4.17)
Substituting (4.17) in (4.16) and using the definition of Ω(b, a), we obtain
Application to Multi-Dimensional Diffusion Operators
Consider the multi-dimensional diffusion operator (5.1)
where a = {a i,j } n i,j=1 ∈ C 1 (R d ) is positive definite and Q ∈ C 1 (R d ). One can realize H D as a non-negative, self-adjoint operator on L 2 (R d , exp(2Q)dx) via the closure of the Friedrichs extension of the nonnegative quadratic form 
The result of Persson [3] noted in section 3 gives
We will give upper and lower bounds on inf σ(H D ) and inf σ(H l D ) in terms of the corresponding infima for certain one-dimensional operators. From (5.2), this will then also give upper and lower bounds on inf σ ess (H D ). Applying Theorem 1 to the one-dimensional operators will then yield explicit bounds on inf σ(H D ) and inf σ ess (H D ).
Letting r = |x| and φ ∈ S d−1 denote spherical coordinates, let A rad-har (r, φ) ≥ A min (r) and A rad-avg (r) ≤ A max (r).
Parts (i)-(iii) of the above corollary, with inf φ∈S d−1 A rad-har (·, φ) replaced by A min and A rad-avg replaced by A max are originally due to Davies [1] . The use of inf φ∈S d−1 A rad-har (·, φ) and A rad-avg instead of A min and A max is a significant strengthening. For instance, if for |x| ≥ 1, the radially directed vector x |x| is an eigenvector for a(x) with eigenvalue γ(|x|) > 1, and all the other eigenvalues of a(x) are equal to 1, then for r ≥ 1, one has A rad-har (r, φ) = γ(r) while A min (r) = 1. A two-dimensional example of such a diffusion matrix is a(x) =   γ(|x|) , φ) )dφ. The infimum on the right hand side of (5.12) is the bottom of the spectrum of the operator H rad-avg defined in (5.7). This gives the upper bound.
We now prove the lower bound. By the Schwartz inequality, inf σ(H rad-har;φ ).
