Gas-phase atomic anions lack bound electronic excited states, yet in solution many of these anions exhibit intense absorption bands due to the presence of excited states, referred to as charge-transfer-to-solvent ͑CTTS͒ states that are bound only by the presence of the solvent. CTTS spectra thus serve as delicate probes of solute-solvent interactions, but the fact that they are created by the interactions of a solute with many solvent molecules makes them a challenge to describe theoretically. In this paper, we use mixed quantum/classical molecular dynamics with the two-electron Fourier-grid ͑2EFG͒ electronic structure method presented in the previous paper ͓W. J. Glover, R. E. Larsen, and B. J. Schwartz, J. Chem. Phys. 132, 144101 ͑2010͔͒ to simulate the CTTS states of a sodium anion in liquid tetrahydrofuran, Na − / THF. Since our 2EFG method is based on configuration interaction with single and double excitations in a grid basis, it allows for an exact treatment of the two valence electrons of the sodium anion. To simulate Na − / THF, we first develop a new electron-THF pseudopotential, and we verify the accuracy of this potential by reproducing the experimental absorption spectrum of an excess electron in liquid THF with near quantitative accuracy. We also are able to reproduce the CTTS spectrum of Na − / THF and find that the CTTS states of Na − exhibit a Rydberg-like progression due to the pre-existing long-range solvent polarization around the anion. We also find that the CTTS states are highly mixed with the disjoint electronic states supported by naturally occurring solvent cavities that exist in liquid THF. This mixing explains why the solvated electrons that are ejected following CTTS excitation appear with their equilibrium absorption spectrum. The mixing of the CTTS and solvent-cavity states also explains why the recombination of the electron and its geminate Na 0 partner occurs on slower time scales when photoexciting in the blue compared to in the red of the CTTS band: blue excitation accesses CTTS states whose charge densities lies further from the position of the anion, whereas red excitation accesses CTTS states that lie primarily within the anion's first solvation shell. Finally, we see that the radial character of the CTTS states near the Na + core matches that of Na 0 , explaining why the spectrum of this species appears instantly after photoexciting Na − .
I. INTRODUCTION
In the preceding paper, 1 hereafter referred to as Paper I, we presented a Fourier-grid method for solving the timeindependent Schrödinger equation for two-electron systems. We showed that this two-electron Fourier-grid ͑2EFG͒ method is particularly suited for implementation in mixed quantum/classical ͑MQC͒ molecular dynamics ͑MD͒ algorithms. As a first application of our 2EFG method to a condensed-phase problem, in this paper we examine the electronic states of a solution-phase two-electron atomic anion. The electronic excited states of dissolved atomic anions are of interest because they are unbound in the gas-phase: the electronic excited states are stabilized only because of interactions with the solvent, giving rise to an intense absorption band between the ground and the solvent-bound excited states. 2, 3 Photoexcitation to these solvent-bound electronic excited states is followed by rapid ejection of an electron from the anion into the solvent to form a solvated electron. [4] [5] [6] [7] Because electrons are ejected from these lowlying solvent-supported excited electronic states, they have been labeled charge-transfer-to-solvent ͑CTTS͒ states, and the nature of these states has been widely studied in both ultrafast pump-probe experiments 3, and theoretical calculations. [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] The theoretical calculations have demonstrated that a proper treatment of electronic exchange and correlation is critical to a correct description of CTTS states, 43, 45 so our 2EFG method is perfectly suited for understanding the electronic structure and dynamics of such states.
The previous experimental and theoretical work on CTTS reactions has shown that the symmetry and energetics of the initially excited CTTS state are largely what determines the subsequent electron transfer dynamics. 3, 21, 27, 43, 44 In the case of the aqueous halides, the properties of the CTTS states are reasonably well understood. Quantum chemistry a͒ calculations on aqueous iodide, I
− / H 2 O, found that a single CTTS state arises from excitation of an iodide 5p electron into a solvent-supported s-like orbital localized mainly within the anion's first solvation shell. 43 The calculated I − CTTS state had a binding energy of ϳ1.7 eV, which resulted primarily from the long-range solvent polarization created by the anionic solute. 43 The fact that only a single bound CTTS excited state is calculated for this system is in agreement with experimental results, which show that the electron ejection and subsequent recombination dynamics do not change as the excitation wavelength is tuned throughout the CTTS absorption band. 14 In contrast, the properties of the excited states of sodide, Na − , in solution are much less understood. The fact that the recombination dynamics subsequent to CTTS electron ejection varies with excitation wavelength 21 suggests that multiple electronic states reside under the main CTTS absorption band. On the basis of both polarized transient hole-burning experiments 33, 46 and single-electron MQC MD simulations, 44 the CTTS band of Na − in liquids has been assigned as arising from transitions from the ground state to three quasidegenerate p-like CTTS excited states whose energies are split by the locally asymmetric solvent environment. 47 We note, however, that the polarized transient bleach signal observed on the high-energy side of the Na − CTTS spectrum 33 is not consistent with the interpretation of the spectrum being comprised of three orthogonally polarized p-like subbands. 29, 48 The situation with understanding the CTTS excited states of sodide in liquids is further complicated by the fact that both simulations 49, 50 and experiments 27, 29, 31, 51 have uncovered the presence of large voids in the liquid ethers in which Na − is typically dissolved. The orientation of the solvent molecules surrounding these cavities typically favors the solvation of negatively charged objects such as electrons. 49, 51 Thus, the presence of these naturally occurring solvent cavities gives rise to bound solvent-supported electronic states whether or not a solute is present: these electronic states are usually localized in one or more solvent cavities ͑and hence have been referred to as "disjoint states"͒ and lie below the solvent conduction band in energy. 27, 29, 31, 49, 50 Coupling between these solvent-cavitysupported disjoint states and the anions' CTTS states has been invoked to rationalize the striking differences of the CTTS dynamics of iodide in water compared to iodide in liquid tetrahydrofuran ͑THF͒. 27, 29 Moreover, pump-probe experiments on Na − in THF and other ethers suggest that the solvent-supported disjoint states have an onset just above the lowest sodide CTTS state in energy; 27, 31 this implies that the electronic structure of Na − in ethers in the vicinity of the CTTS absorption maximum is likely more involved than the simple interpretation of three p-like CTTS states.
Thus, to further our understanding of the CTTS excited states of condensed-phase atomic anions, in this paper we explore the electronic structure of Na − in liquid THF using the 2EFG method presented in Paper I. We chose to simulate the properties of sodide in THF because it is the solvent in which the Na − CTTS reaction has been best studied experimentally 7,18-26,29-34 and thus affords the best possibilities for comparing theory to experiment. Moreover, because a proper treatment of exchange and correlation is crucial when simulating CTTS excited states, 43, 45 our 2EFG method is perfectly suited to studying Na − / THF because it affords an effectively exact ͑i.e., full CI͒ treatment of the two-valenceelectron sodide electronic structure problem. Furthermore, because our 2EFG method uses a grid basis, it is capable of correctly describing the disjoint electronic states that occupy the naturally occurring voids in liquid THF; approaches based on atom-centered basis functions would be unable to describe these states without resorting to prohibitively large basis sets. Finally, our simulations are based on a MQC approach in which the classical solvent molecules dynamically respond to the quantum state of the solute's valence electrons, which is found at every MD time step. 45 This distinguishes our approach from quantum mechanics/molecular mechanics ͑QM/MM͒ methods that perform electronic structure calculations on solute-solvent configurations generated with approximate interactions from purely classical simulations. 43, 52, 53 The rest of the paper is organized as follows. In Sec. II we outline our MQC simulation method and provide details of our Na − / THF simulation model. Critical to our model is the development of a new pseudopotential to represent the electron-THF interaction; we validate our new pseudopotential by simulating the optical absorption spectrum of the solvated electron in THF, where we find excellent agreement with experiment. In Sec. III, we explore the properties of Na − / THF's CTTS states with our 2EFG method. We find that although the lowest three CTTS states of sodide are indeed p-like, the presence of long-range solvent polarization, in combination with the naturally occurring solvent voids, leads to the existence of many additional bound CTTS states outside the anion's solvent cavity. These higher-lying CTTS states form a Rydberg-like progression, with s-and d-like states bound immediately above the lowest p-like CTTS states. We discuss how the properties of these CTTS states relate to the observed electron recombination dynamics in pump-probe experiments and then summarize all of the results of this work in Sec. IV. Finally, we include appendixes detailing the construction of our electron-THF pseudopotential and our spherical-harmonic analysis of the twoelectron wave functions.
II. COMPUTATIONAL METHODS

A. Implementation of the 2EFG method in a MQC adiabatic MD algorithm
In this section, we discuss the details of how we incorporate our Fourier-grid solution to the Schrödinger equation into an MQC MD algorithm in condensed phases. Since for the present work we restrict dynamics to the electronic ground state, we assume that the Born-Oppenheimer approximation is valid. Thus, we begin by calculating the adiabatic eigenstates of the quantum degrees of freedom ͑in this case, the states of the two valence electrons of Na − ͒ at a given MD time step by solving the time-independent Schrödinger equation,
where Ĥ is the two-electron Hamiltonian, ĥ i = T i + V i is the single-electron Hamiltonian for electron i with kinetic and potential energy operators T i and V i , respectively, and r 12 −1 is the electron-electron Coulomb operator. The potential energy operator accounts for the interaction of the valence electrons with the instantaneous configuration of the classical particles ͑the solvent molecules and solute core͒ and is described by pseudopotentials ͑see below͒. In our 2EFG method, 1 ͉⌿͘ is a two-electron eigenstate expanded in a six-dimensional ͑6D͒ real-space grid basis,
where ͕͉r i r j ͖͘ is a 6D grid point basis function, ͕⌿ i,j ͖ are real-valued expansion coefficients in this basis, and N is the number of grid points along a single spatial dimension. Equation ͑1͒ is solved using the implicitly restarted Lanczos method ͑IRLM͒ ͑Ref. 54͒ as implemented in PARPACK. 55 Once the adiabatic electronic ground state is found, the forces exerted on the classical particles by the quantum electrons are evaluated with the Hellmann-Feynman theorem,
where F i Q is the quantum force on classical particle i at position R i . We note that Eq. ͑3͒ is exact for our simulations because the wave function is expanded in a basis that does not functionally depend on the positions of the classical particles and all of the wave function expansion coefficients are variationally optimized. This represents another advantage over using atom-centered basis functions, which would necessitate adding costly Pulay force corrections to Eq. ͑3͒.
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Using both the quantum force ͑evaluated from Eq. ͑3͒͒ and classical forces ͑evaluated from the classical interaction model͒, the classical positions and velocities are propagated forward one MD time step. With the updated particle positions and therefore new potential energy operator, Eq. ͑1͒ is then solved for the new electronic ground state. To aid convergence, the wave function of the previous time step is used as the initial guess in the IRLM when solving for the new electronic state.
B. A new electron-THF pseudopotential
As mentioned above, we assume that the interaction of sodide's valence electrons with the solvent can be described with a pseudopotential. We recently developed a scheme based on Philips-Kleinman ͑PK͒ theory 57 that generates rigorous electron-molecule pseudopotentials, 58 and we used this scheme to derive an electron-THF pseudopotential. 59 However, this potential contained sharply varying features near THF's atomic cores ͑see Fig. 2 in Ref. 59͒, which rendered it unsuitable for use in molecular simulation because a very dense grid or other fine basis set would be needed to describe wave functions that sample the sharply varying features of this pseudopotential. Thus, to make our pseudopotential practical for condensed-phase simulation, we removed the high frequency components of our previously calculated PK pseudopotential 59 with the smoothing and fitting procedure described in Appendix A. Although the smoothing procedure means that the potential we use is no longer strictly a PK pseudopotential, the smoothed potential is identical to the original PK electron-THF pseudopotential outside of the molecular core region, where we expect most of the excess electron density to reside. The exact functional form of our new smoothed pseudopotential can be found below in Table  III .
To test our smoothed PK THF pseudopotential on a real condensed-phase problem, we simulated the electronic properties ͑and thus the absorption spectrum͒ of an excess electron in liquid THF ͑e − / THF͒, a system that we previously studied in a MQC scheme using an empirical model electron-THF potential. 49 The details of our e − / THF simulation are the same as those in Ref. 49 with two exceptions: the model e − -THF potential was replaced with our new smoothed THF pseudopotential, and the lowest 50 adiabatic electronic states were solved with a single-electron Fouriergrid method with 32 3 grid points. We calculated the absorption spectrum of e − / THF in the inhomogeneous broadening limit according to
͑4͒
where j runs over the adiabatic excited states and ⌬E 0j and 0j are respectively the energy difference and transition dipole between the ground and jth state. We calculated I͑E͒ using Eq. ͑4͒ with a histogram bin width of 0.1 eV and ensemble averaging over a 50 ps ground-state trajectory. Figure 1 shows both the absorption spectrum of e − / THF calculated from a simulation using our new smoothed PK pseudopotential ͑solid curve͒ and the experimentally measured spectrum ͑dotted curve͒. The shape of the experimental spectrum is similar to that of electrons in other solvents and is characterized by a Gaussian shape to the red of the absorption band maximum and a Lorentzian shape of the blue spectral tail. 60 The use of our new pseudopotential produces outstanding agreement of the calculated absorption spectrum with experiment: the position of the red edge of the spectrum, the spectral maximum, and the width of the peak are in
Absorption spectrum of the solvated electron in liquid THF calculated from a simulation using our smoothed PK e − -THF pseudopotential via Eq. ͑4͒ with a 0.1 eV bin width ͑solid black curve͒ and taken from a Gaussian-Lorentzian fit to the experimental absorption spectrum ͑Ref. 60, dotted curve͒.
quantitative agreement. The only mild discrepancy occurs at higher energies, where the amplitude of the blue tail is somewhat underestimated in our simulation. This type of an underestimate of the blue part of the spectral tail is a problem common to MQC simulations of solvated electrons. [61] [62] [63] In light of this, we view our simulated spectrum as having outstanding agreement with experiment, thus validating the use of our smoothed PK e − -THF pseudopotential. Although the spectrum of the solvated electron calculated with our new smoothed PK pseudopotential is in much better agreement with experiment than that calculated with our previous model potential, we note that the physical nature of the solvated electron species is similar in both sets of calculations. 49 Both sets of calculations give a solvated electron that occupies a roughly spherical solvent cavity and an absorption spectrum that arises mainly from transitions to low-lying p-like excited states. At higher energies, the electronic states in both calculations correspond to disjoint states supported by the naturally occurring solvent cavities. 49 The main deficiency of our previous model potential appears to be that it is overly repulsive: the radius of gyration of the solvated electron is 4.21 and 2.85 Å from the new smoothed pseudopotential and previous model potential calculations, respectively, which is presumably the origin of the significant blueshift when the spectrum was calculated using our older model potential.
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C. Details of the Na − / THF simulation
To study the electronic excited states of Na − / THF, we first generated an 80 ps equilibrium trajectory with MQC dynamics propagated on Na − 's ground electronic state. The simulation comprised 255 classical THF molecules, one classical sodium cation core, and the two quantum mechanical valence electrons of Na − , which were treated with our 2EFG method. The details of the classical potentials that we used have been described elsewhere. 64 Briefly, the THF molecules were treated as rigid, planar five membered rings with classical interactions that were taken from the Optimized Potential for Liquid Simulation ͑OPLS͒ model. 65, 66 Periodic boundary conditions were implemented with the minimum image convention, 67 and interactions were tapered smoothly to zero at 16 Å over a 2 Å range with a center-of-mass Steinhauser switching function. 68 Dynamics was propagated in the microcanonical ensemble using the position Verlet algorithm with a time-step of 4 fs. 67 We started with a solvent configuration for a classical Na − solute, 64 and after changing to the quantum Na − solute, we equilibrated for 20 ps with velocity rescaling such that the average temperature in the subsequent 80 ps production run was 295 K.
The interactions between the electrons and the classical particles were treated with a PK electron-sodium cation pseudopotential 45 and the smoothed PK electron-THF pseudopotential described above and in Appendix A. The ground-state electronic wave function of sodide was represented on a 6D grid of N = 16 points per dimension. Since this wave function was localized to the sodium core, we set the quantum grid to span only half of the 32.5 Å simulation cell length; during the simulation, particle positions were shifted every 200 fs to recenter the wave function in a manner described elsewhere. 45 By reducing the size of the quantum grid in this way, the grid density was sufficiently high that we did not need to use the aliasing correction scheme outlined in the Appendix of Paper I. For excited-state calculations, we extracted 64 statistically independent solutesolvent configurations from the 80 ps equilibrium run, each separated by 1.2 ps. For each of these configurations we then ran single point calculations to find the lowest 20 electronic adiabatic states. In order to accurately capture the diffuseness of the excited states, we set the quantum grid to span the entire simulation cell. We found it necessary to include aliasing corrections for these calculations ͑see the Appendix of Paper I͒, and from convergence checks we determined that a wave function grid with N = 28 and an electron density grid with N d = 48 was necessary to achieve convergence of 0.01 eV in the excited-state eigenvalues.
III. RESULTS AND DISCUSSION
A. The nature of Na − / THF's electronic states and CTTS spectrum
We begin our discussion of the electronic excited states of Na − / THF by calculating its CTTS absorption spectrum, I͑E͒, using Eq. ͑4͒ with histogram bin widths of 0.1 eV averaged over 64 independent solvent configurations. The calculated spectrum is plotted as the solid curve in Fig. 2 , and the dashed curves represent contributions to the total spectrum from each adiabatic state; the dotted curve shows the Gaussian-Lorentzian fit to the experimental spectrum, 69 which has been scaled to the maximum of our calculated spectrum. Figure 2 shows that the lowest three excited states are optically bright, giving rise to the CTTS band peak at ϳ1.8 eV ͑1.67 eV experimental 69 ͒. As we confirm below, these are solvent-supported p-like CTTS states, in general agreement with experimental interpretations. 33 Absorption spectrum of Na − / THF both calculated from our 2EFG simulations via Eq. ͑4͒ with a 0.1 eV bin width solid curve ͓each bin indicated by the ϫ symbol, with ͑95% confidence͒ error bars for the total spectrum shown at a selection of energies͔ and taken from a GaussianLorentzian fit to the experimental spectrum ͑Ref. 69, dotted black curve͒. The dashed color curves show the contributions to the calculated spectrum from each adiabatic state.
ϳ0.3 eV͒ results mainly from a splitting of ϳ0.2 eV between the highest and lowest p-like CTTS states. Although the total simulated width is somewhat narrower than the experimental FWHM of 0.54 eV, we note the Eq. ͑4͒ neglects broadening due to the finite lifetime of the CTTS states, which based on experimental measurements 34 should provide an additional ϳ0.1 eV of width to Na − / THF's spectrum. We thus consider the simulated spectrum as having good agreement with experiment, giving us confidence that our simulation model faithfully captures the electronic properties of Na − / THF. In addition to the three optically bright states, Fig. 2 shows that the blue tail of the Na − / THF spectrum results from the presence of many higher-lying excited states; each of these states carries a low oscillator strength, and there is significant spectral overlap between their subbands. 70 To understand the nature of these high-lying Na − / THF excited states, we found it clearest to visualize the difference between the excited-state charge densities and the ground-state charge density. These difference densities show where charge moves upon excitation from the ground state, revealing otherwise hard-to-see features in the shape of the excited states. Figure 3͑a͒ presents the ground-state ͑labeled state 0͒ charge density of Na − / THF for a representative MD configuration; the sodium cation core is shown as a black sphere with the Na + ionic radius of 1.1 Å, and the charge density is plotted at two contour levels: one enclosing 50% of the total charge ͑translucent dark blue surface͒ and one enclosing 90% of the total charge ͑transparent light blue surface͒. Also displayed are the locations of the closest two solvation shells of THF molecules ͑defined as having their centers of mass within 11.5 Å of the sodium core͒. As expected, Fig. 3͑a͒ shows that the ground-state charge density is roughly spherical and is largely contained by the first solvation shell.
Panels ͑b͒-͑e͒ of Fig. 3 show the positive parts of the difference density between the ground state and representative excited states for the same solvent configuration shown in panel ͑a͒; in each of these panels, we have removed the solvent molecules for clarity. The translucent dark blue surfaces plot the difference densities at two different contour levels: one that encompasses the largest 0.6 e of the difference density ͑left, chosen to give the best picture of the overall shape of the excited state͒ and one that encompasses the largest 0.1 e of the difference density ͑right, chosen to show where charge density is most concentrated in the excited state͒. Panel ͑b͒ shows the difference density between the ground state and the lowest excited state ͑state 1͒; this state clearly has p-like symmetry. A similar analysis shows that states 2 and 3 are also p-like ͑not shown͒ and that these three p-like states are roughly orthogonally oriented. Thus, our simulations support the experimental assignment of the CTTS absorption band as arising from transitions to three orthogonally polarized p-like excited states. 33, 46, 47 Perhaps more interestingly, Fig. 3 shows that the higherlying excited states also appear to have significant spherical harmonic character, with state 4 ͓panel ͑c͔͒ having a roughly spherical charge density and state 5 ͓panel ͑d͔͒ having four lobes of charge. States 6-9 ͑not shown͒ are similar in character to state 5. This overall picture of a spherical ground Fig.  3͑e͒ . However, even these higher-lying states have significant angular variation, with state 19 having six identifiable lobes of charge density.
To better characterize the angular nature of Na − / THF's electronic states, we projected them onto the spherical harmonics ͑SH͒. For two-electron systems such as sodide, the most relevant projection is onto products of the SHs to give the joint probability of finding one electron in angular momentum state l and the other in state lЈ. 45 The way we calculate our 6D SH projections is presented in Appendix B. 71 The average SH projections for the ground and 12 lowest excited states are given in Table I along with their average vertical binding energies ͑VBEs͒, defined as the difference between the instantaneous energy of Na − and a ground-state Na 0 atom without rearrangement of the solvent. 72 Confirming what is seen in Fig. 3 , Table I shows that the ground state is roughly spherically symmetric, with 85% ss character, and the lowest three excited states each have ϳ70% sp character. Table I also reveals that electron correlation is nonnegligible, with ϳ8% doubly excited pp character in even the ground state. State 4's highest projection is on to ss, and states 5-9 have maximal projection onto sd, explaining the four lobes of charge seen in Fig. 3͑c͒ . The six lobes of charge for state 19 seen in Fig. 3͑d͒ suggest that this state has higher angular momentum character than d. Therefore, for a few solvent configurations we calculated projections including the f SH and found that state 19, shown in Fig. 3͑d͒ , has an sf projection of ϳ55%. Similar magnitudes of sf projection were also seen for states 13-18, although the small energy gap between these states and higher states leads to significantly more mixing in their angular character compared to the lower CTTS states.
B. The origin of Na − / THF's CTTS excited states
In the previous section, our simulations revealed that Na − / THF's CTTS states actually make up a Rydberg-like series, suggesting that the CTTS electron experiences an underlying spherical confining potential around the anion. Is this spherical symmetry a result of the confinement by the first solvation shell molecules or are longer-ranged interactions important? To answer this, we calculated properties of the ground and lowest CTTS states of Na − / THF for several independent solvent configurations and turned off different terms in the e − − THF pseudopotential to understand which of these terms was dominant in binding the CTTS electron. According to Eq. ͑A3͒, the electron-THF pseudopotential is a sum of three terms: a short-ranged ͑SR͒ term including exchange, Pauli and tapered electrostatic potentials, U SR = U fit ͑1−t͒, where t is a tapering function; a long-ranged Coulombic term, U Coul ϫ t; and a polarization term, U pol . Contributions to U SR from molecules in the second solvation shell and further are negligible, so including only this term effectively models the confinement of Na − 's valence electrons due to the first solvation shell molecules. In contrast, both the Coulomb and polarization terms are long-ranged interactions and therefore have contributions from all of the THF solvent molecules in the simulation.
The effects of turning off different terms in the e − -THF pseudopotential are summarized in Table II for a representative solvent configuration. The table shows that when only the SR potential ͑U SR ͒ is operative, the energy of the anion is actually destabilized by 0.06 eV relative to the gas phase and the lowest CTTS state is unbound ͑the ground-to-firstexcited-state energy gap, ⌬E 01 , is larger in magnitude than the ground-state VBE͒. The large radius of gyration,
, indicates that the unbound CTTS excited state is better thought of as a diffuse resonance. Including the somewhat longer-ranged polarization term in the potential FIG. 3 . Charge densities for the ground and excited states of the sodium anion in THF from a representative 2EFG MD snapshot. Panel ͑a͒ shows the two-electron ground-state charge density at two contour levels: the translucent dark blue surface encloses 50% of the charge density and the transparent lighter blue surface encloses 90%. The first solvation shell THF molecules are plotted as sticks, and the sodium cation core is shown as a black sphere with its ionic radius. Panels ͑b͒ through ͑e͒ show density differences between the ground state and excited states 1, 4, 5, and 19 at two contours: one enclosing 0.6 e of positive difference density ͑left image in each panel͒ and one enclosing 0.1 e of positive difference density ͑right image in each panel͒. Also plotted with each image are the locations of the instantaneous naturally occurring solvent voids for this configuration; the yellow surfaces enclose points that are more than 2.5 Å from any site on any solvent molecule and have an electrostatic potential that is favorable to solvate a negatively charged object. For clarity, we excluded the large solvent cavity around the Na − anion by only plotting the yellow surface at distances greater than 3.5 Å from the sodium nucleus.
͑U SR + U pol ͒ stabilizes the ground-state anion by ϳ1 eV and causes the first-excited state to be bound; however, the other properties of the electronic states, such as the energy gap and radial extent, are largely unchanged from the SR calculation. Table II also shows that the Coulomb terms are the most important part of the e − -THF pseudopotential since adding them to U SR + U pol to yield the full pseudopotential ͑U total ͒ adds an additional ϳ1.5 eV of stabilization to the ground state. The Coulomb potential also compresses the excitedstate wave functions and opens up the ground-to-excitedstate energy gap to produce better agreement with experiment. Thus, it is the long-ranged polarization of the solvent that causes the anion's CTTS excited states to be bound. This agrees with Bradforth and Jungwirth's finding that longrange solvent polarization is also the dominant mechanism stabilizing the CTTS excited state of I − / H 2 O. 43 The long-range polarization of THF around Na − is therefore the origin of the underlying spherically symmetric confining potential that gives rise to the Rydberg-like series of bound CTTS states. Figure 3 and Table I make it clear, however, that Na − / THF's CTTS states are also sensitive to the local details of the solvent packing. This is most clearly seen in the 0.1 e contours at the right of panels ͑b͒-͑e͒ of Fig. 3 , which show where charge density is most concentrated for excited states 1, 4, 5, and 19. At this contour level, the spherical-harmonic character of the states is no longer recognizable; instead, we see that charge density is mostly localized in only a few regions of space. What determines the locations of these regions of high excited-state charge density? The yellow surface in Fig. 3 shows, for this particular solvent configuration, the location of the voids that naturally occur in liquid THF: the yellow surface marks regions of space that are Ն2.5 Å from any site on any of the THF solvent molecules and for which the value of the e − -THF pseudopotential is attractive to an excess electron ͑Յ−0.065 hartree͒. 49 Inspection of Fig. 3 shows that the maximum charge density for each of Na − / THF's CTTS excited states is indeed localized in the naturally occurring solvent cavities. The optically bright p-like states are localized in voids in the first-solvent shell, while the higher-lying states explore voids located further from the anion. We saw this behavior in every snapshot we examined. Thus, even though the Rydberg-like series of Na − / THF CTTS states is bound by the long-range solvent polarization, the presence of these solvent-bound excited states is also supported by the naturally occurring voids in the liquid.
C. The relation between Na − / THF CTTS electronic structure and electron ejection and recombination dynamics
One of the interesting experimental features observed for CTTS reactions in liquid THF and other ethers is that following photoexcitation, the ejected solvated electrons appear after a ϳ0.5 ps time delay, and they do so with their equilibrium absorption spectrum. 7, 26, 27, 31, 46 This behavior is in sharp contrast to the CTTS dynamics of iodide observed in water and alcohols, where essentially instantaneous electron ejection is followed by slower solvation of the electron on picosecond time scales. 3, 6, 10, 11, [14] [15] [16] In this section, we show that these differences in CTTS behavior in liquid THF and ethers versus other solvents can be understood in light of the properties of the CTTS states revealed in Fig. 3 . The unusual electron ejection dynamics in THF and other ethers results from the fact that CTTS photoexcitation populates states in which the excited electron is initially delocalized over multiple solvent voids, as seen directly in Fig. 3 . In this respect, the excited states of Na − match the excited states of the solvated electron in THF seen in previous simulations. 49, 50 These simulations found that solvent motions subsequent to the excitation cause the excited electron to localize into one of the voids on a ϳ0.5 ps time scale via a nonadiabatic transition. 50 Because the solvent surrounding the voids is already favorably arranged to solvate an electron, 49 ,51 the ejected electron from Na − thus equilibrates with the solvent on a time scale faster than it is localized, creating a situation where the electron appears with its equilibrium spectrum even though its appearance is delayed. 26, 27, 29, 31 Another interesting feature of the Na − / THF CTTS reactions is the fact that the recombination dynamics of the ejected CTTS electrons depends strongly on the excitation wavelength. When sodide is photoexcited on the red side of its CTTS absorption peak, virtually all the ejected electrons recombine with Na 0 on a ϳ1 ps time scale, whereas excitation on the high-energy side of the CTTS band leads to populations of electrons that recombine on ϳ200 ps and Նns time scales. 21 This behavior was interpreted as correlating with the distance the electron was ejected from the sodium nucleus: red-edge excitation was argued as ejecting electrons into the same solvent cage as their geminate sodium atom partners ͑forming so-called "immediate" contact pairs that recombine quickly͒, while higher-energy excitation ejected electrons either one solvent shell away from the sodium atom ͑forming "solvent-separated" contact pairs that recombine in hundreds of ps͒ or even further out into the liquid ͑forming 'free' electrons that recombine on diffusive time scales͒. 21 These ideas are reinforced by our simulations: Fig. 3 shows that the majority of the electron density of the CTTS states of Na − / THF lies in the naturally occurring solvent voids, with higher-energy CTTS states in voids that lie farther from the anion. Thus, our simulations suggest that the three different time scales for recombination observed in the experiments are a direct consequence of the radial character of the initially excited CTTS state.
In Figs. 4͑a͒-4͑c͒ , we explore the radial character of some of the CTTS states ͑colored curves͒ as well as the ground state ͑black dashed curves͒ of Na − / THF by spherically averaging the electron density in radial bins of 0.5 Å width with the Na + core at the origin and ensemble averaging over 64 independent solvent configurations. To understand where these charge densities reside in relation to the solvent molecules, we show the radial distribution function ͑RDF͒, g͑r͒, for the Na + core-THF center-of-mass distances in panel ͑d͒ of Fig. 4 . The RDF shows a well-defined first solvation peak at 4.9 Å and two smaller peaks at 9.2 and ϳ14 Å corresponding to second and third solvation shells, respectively. In the case of the first CTTS excited state ͓state 1, red solid curve, panel ͑a͔͒, the excited-state charge density is located in solvent voids within the anion's first solvation shell; we see similar results for the other p-like states, 2 and 3 ͑not shown͒. These three states will be selectively populated when sodide is excited at wavelengths to the red of the CTTS band maximum, so it is reasonable to expect that the dynamics subsequent to populating one of these states involves motion of the first-solvent shell molecules to solvate the detached electrons in the same solvent cage as their Na 0 partners, in accord with experiment. For state 4, plotted as the green solid curve in panel ͑b͒, the excited electron density builds up in between the first and second solvation shells, and a similar profile is seen in states 5-10 ͑not shown͒. These are the states that will be populated upon photoexcitation to the blue of the CTTS band maximum, and the expectation that these electrons ultimately localize one solvent shell away from their Na 0 atom partners is in qualitative agreement with the experimental observation of solvent-separated electrons being generated at these excitation wavelengths. Finally, for our higher calculated states ͑11-19͒, illustrated by state 19 in panel ͑c͒, the electron density fills most of the simulation cell ͑16.25 Å represents half the cell length͒, peaking between the second and third solvation shells. Excitation to one of these states is therefore likely to generate a free electron, again in accord with experiment.
In addition to providing a rationale for the change in recombination dynamics of the CTTS electron following photoexcitation at different wavelengths, the radial densities in Figs. 4͑a͒-4͑c͒ also reveal changes in the electronic structure immediately surrounding the sodium atom core. Comparing the excited-state densities ͑solid color curves͒ to the radial density of a ground-state Na 0 atom in the solvent cavity of the anion ͑dot-dashed black curve͒, we see nearly perfect overlap: in other words, photoexcitation essentially promotes one of the two valence electrons to the CTTS excited state and leaves the other in what is essentially the ground state of the neutral sodium atom. This agrees with pumpprobe experiments on Na − / THF, which find that the transient absorption corresponding to Na 0 appears with an instrumentlimited rise following photoexcitation, 7, 19, 26, 32, 33, 46 even with ϳ15 fs time resolution. 34 Thus, even though a proper treatment of exchange and correlation is critical for determining CTTS energetics and the local solvent structure, 43, 45 our results indicate that for Na − / THF, CTTS excitation is essentially a one-electron transition.
IV. CONCLUSIONS
In this paper we applied our recently developed 2EFG simulation method to study the CTTS states of Na − / THF. Our method, which explicitly solves for the wave function of Na − 's two valence electrons in a 6D grid basis, provides an accurate treatment of electron correlation and is also able to describe the highly diffuse electronic excited states that reside far from any atomic centers. Our simulations confirm previous experimental assignments of the peak in sodide's absorption spectrum as arising from three p-like CTTS states; 21, 33, 47 however, we find that these p states lie at the bottom of a Rydberg-like progression with higher-lying CTTS states of s-, p-, d-, and even f-like angular character. These CTTS states are not just supported by the solvent polarization surrounding the ground-state sodium anion, but they are also highly mixed with the disjoint states supported by the naturally occurring solvent cavities in liquid THF. Thus, the CTTS excited states have their highest charge density located in regions of space that are devoid of solvent molecules.
The electronic structure of the CTTS states seen in our simulation explains many of the experimental observations associated with the ultrafast transient absorption dynamics of Na − / THF. The strong mixing of the CTTS states with disjoint solvent-cavity states explains the experimental observation that localization of the ejected CTTS electrons requires a ϳ0.5 ps delay following photoexcitation of Na − / THF, even though the ejected electrons appear with their equilibrium absorption spectrum. 7, 26, 27, 31, 46 This is because it takes ϳ0.5 ps for solvent motions to induce the nonadiabatic transition that localizes the diffuse CTTS excited state into one of the solvent cavities, but once localized, the cavity is already favorably oriented to solvate the electron so that little additional relaxation is required. In addition, the fact that higher-lying CTTS states access solvent cavities that are further from the parent anion explains the strong dependence of electron recombination dynamics on excitation wavelength in pump-probe experiments. 21 At low excitation energies, the CTTS electron is excited into cavities in the first solvation shell, leading to the formation of a rapidly recombining ͑Na 0 : e − ͒ immediate contact pair. At intermediate excitation energies, the CTTS electron is mainly promoted into cavities one solvent shell away from the anion, forming a more slowly recombining ͑ϳ100 ps͒ solvent-separated contact pair with the Na 0 . At higher excitation energies, the CTTS electron is excited into cavities more than two solvent shells away, yielding free solvated electrons that recombine diffusively. Finally, our examination of the radial properties of the CTTS states reveals that the ground-state Na 0 atom is formed essentially instantly upon excitation, in agreement with what is observed in pump-probe experiments. 7, 19, 26, [32] [33] [34] 46 In addition to explaining the features of pump-probe experiments, our simulations also were able to pinpoint which interactions of THF with Na − are responsible for stabilizing the CTTS excited states. We found that the main source of stabilization comes from the long-range polarization of the solvent, both nuclear and electronic, induced by the presence of the sodium anion. Since solvent polarization is a universal feature to polar solvent-anion interactions, we expect that similar Rydberg progressions of CTTS excited states may exist with other solute/solvent combinations. We do not expect such progressions to occur in solvents such as water or alcohols where the conduction band lies just above the first CTTS state of the anion, 43 but they may be a universal feature in cavity-containing solvents such as ethers, where the presence of cavities can stabilize such states below the solvent conduction band. In addition, the far ultraviolet spectra of iodide in other solvents, such as organic nitriles, reveal the presence of higher-lying CTTS bands that do not exist in water. 73 The nature of these states is as of yet unknown, 3 and it would be interesting to perform calculations at the level of our 2EFG method on these CTTS systems to better understand the solute-solvent interactions that lead to the formation of stable CTTS excited states.
ACKNOWLEDGMENTS
We gratefully acknowledge the UCLA Institute for Digital Research and Education for allocating computer time for the calculations presented in this paper. We also thank Cesar Mejia for his contribution to the development of the electron-THF pseudopotential and Art Bragg for stimulating discussions. This work was supported by the National Science Foundation under Grant Nos. CHE-0603766 and CHE-0908548 and the American Chemical Society Petroleum Research Fund under Grant No. 45988-AC,6.
APPENDIX A: SMOOTHING AND REPARAMETRIZATION OF THE ELECTRON-THF PSEUDOPOTENTIAL
This appendix describes the procedures we went through to smooth our previously derived e − -THF pseudopotential 59 for use in molecular simulation. We needed to smooth our previously derived potential because like most PK pseudopotentials, it has very sharply varying features that are hard to represent with reasonably sized basis sets in quantum chemistry calculations. The sharply varying features in PK pseudopotentials result from taking the wave function of the excess electron ͑the so-called pseudo-orbital ͉͒͘ to be a linear combination of the molecule's core orbitals and the lowest unoccupied molecular orbital ͑LUMO͒,
where ͉ v ͘ is the LUMO and ͉ i ͘ is the ith core orbital, of which there are ncore. Following Cohen and Heine, 74 we choose the particular linear combination in Eq. ͑A1͒ that minimizes the expectation value of the kinetic-energy operator. This procedure produces a nodeless pseudo-orbital; however, sharp features still remain in the core region of the pseudo-orbital ͓due to the core orbitals in Eq. ͑A1͔͒, which are amplified in the inversion of the one-electron Schrödinger equation when calculating the pseudopotential
where ⑀ is the LUMO energy. To avoid these sharp features, we follow standard atomic pseudopotential generation schemes [75] [76] [77] and generate a smoothed pseudo-orbital to ensure that the pseudopotential from Eq. ͑A2͒ is also smooth. To do this, we convolved the kinetic-energy minimized THF pseudo-orbital from Ref. 59 with a Gaussian function with a FWHM of 1.92 bohr. 78 Using Eq. ͑A2͒, the pseudopotential was then generated on an evenly spaced grid of 64 3 points with a grid spacing of 0.3125 bohr. The resulting smoothed potential matched the full PK pseudopotential outside of the molecular core region. Inside the core region, the potential displayed the gross features of the full PK pseudopotential but without any of the sharply varying features near the atomic sites.
To make the smoothed THF pseudopotential practical for molecular simulation, we fit a 41-parameter function, U fit ͑r͒ shown in Table III, to the smoothed THF pseudopotential   TABLE III . Functional form and parameters of the fit to the smoothed PK electron-THF pseudopotential. The 41-parameter fit has functional contributions centered on 15 different sites. The functional and parameter notations are explained in Ref. 59 and the text. For the parameters given here, the distances are in bohr radii, and the energies are in hartrees. = 0.000 00, y am = 0.000 00, z am = 0.000 00 generated on the grid. The functional form of U fit ͑r͒ was taken from Ref. 59 with a few modifications: we removed the original carbon-centered terms, U c␣ and U c␤ , which we found were not needed to fit the smoothed pseudopotential, and we added a single center-of-mass site term, U am , which greatly improved the quality of the fit. As described previously, 59 to ensure the correct long-range asymptotic behavior, we tapered the potential fit into THF's asymptotic Coulomb potential and also added a polarization term, U total ͑r͒ = U fit ͑r͒͑1 − t͑r͒͒ + U Coul ͑r͒t͑r͒ + U pol ͑r͒, ͑A3͒
where r is relative to the THF center-of-mass and U Coul ͑r͒ is THF's Coulomb potential resulting from the Mulliken charges on the THF sites, with q o = −0.412 943e ͑oxygen site͒, q c␣ = +0.186 071e ͑␣ methylene site͒, and q c␤ = +0.020 400 5e ͑␤ methylene site͒. 79 The tapering function is t͑r͒ = 1 e −10͑͑r/r 0 ͒ 2 −1͒ + 1 , ͑A4͒
with r 0 = 8 bohr. The polarization term was taken from Ref. 49 ,
where the sum on i runs over the five solvent sites ͑1 = oxygen, 2,3=␣ methylene, and 4,5=␤ methylene͒ and the site polarizabilities are ␣ 1 = 17.5, ␣ 2,3,4,5 = 7.7097 a.u. The term in parentheses in Eq. ͑A5͒ is a damping function that prevents the polarization potential from unphysically diverging at the solvent site centers. The damping radius, r d , originally set at 1.18 bohr in Ref. 49 , was deemed to be too small given the extent of the core electrons' charge density in THF, so it was increased to r d = 3 bohr. Although the polarization term is fairly ad hoc in nature, in a condensed-phase simulation this part of the potential is rather flat and therefore does not substantially affect the properties of electronic states apart from a slight shifting of their absolute energies.
80
APPENDIX B: PROJECTION OF 6D WAVE FUNCTIONS ONTO SPHERICAL HARMONICS
In this appendix, we derive the equations used to project 6D grid-based wave functions onto products of SH. The derivation is an extension of the method of Sheu and Rossky for three-dimensional grid-based wave functions. 38 We start by expanding the 6D wave function, ⌿͑r 1 , r 2 ͒, in terms of SH, In principle, all we need to do is calculate R l,m,l Ј ,m Ј ͑r 1 , r 2 ͒ using Eq. ͑B2͒ for the desired combinations of l , m , lЈ and mЈ and use these values in Eq. ͑B3͒ to find the projections that we seek. Evaluating Eq. ͑B2͒ is problematic, however, because ⌿͑r 1 , r 2 ͒ is represented on a 6D Cartesian grid, and transforming to polar coordinates would involve fitting the wave function between grid points. Thus, we follow Sheu and Rossky 38 and manipulate Eq. ͑B3͒ to allow all of the integrals to be done on the Cartesian grid. The trick is to introduce additional radial integrals with delta functions, P l,m,l Ј ,m Ј = ͵ dr 1 
