turbances affecting an interconnected power system and derive pre-and post-disturbance models linearized around a base-case solution. These models are used to propose a method for identifying coherency.
Security analysis is generally developed for a specified portion of an interconnected power system, called the internal or study system, and which is often coincident with the domain of a particular operating utihty, while details of the remainder or external portion of the system are considered only to the extent that they affect the study system. The external system is approximated by an "equivalent" of lower dimension; the aim is to realize valuable reduction in computational effort, and possibly in information requirements, without introducing an intolerable loss in accuracy. For purposes of transient stability analysis, one seeks a "dynamic equivalent," that is, an equivalent system of lower order which nevertheless accurately reflects the short-term impact of the external system (see, for example, [4], [5] , [71).
The two approaches to the construction of dynamic equivalents which have been most developed are the modal reduction method [18] and the coherency method [lo] , [13] , [22] . We shall be concerned with the latter. Both approaches use a linearized model to approximate the behavior of a nonlinear power system model in the neighborhood of a base-case solution. (Such a linearized model is presented in the next section.) The coherency method is founded on the empirical observation that, following a disturbance (he or generating unit outage or sudden change in load), certain groups of generators "swing together," that is, the generators in each group maintain nearly constant angular differences with each other. Each such coherent group can then be replaced by a single bus. The objective of the method is, therefore, to identify generators which are coherent with respect to single or multiple disturbances. The case of a single disturbance has been studied notably by Lee and Schweppe [lo] , Podmore [ 131, and Wu and Narasimhamurthy [22] . In [lo] a method for recognizing coherency is suggested, based on the heuristic notions of electrical distance and symmetry, while [13] suggests examination for coherence with the solution obtained by numerical integration of the linearized model. A mathematically rigorous necessary and sufficient condition for identifying strict coherence is presented in [22] . (Strict coherence means that the post-fault angular differences of generators in a coherent group are strictly constant.) Besides the fact that this condition is developed only for a single disturbance, it is not useful for identifying "near" coherency. The objective of this paper is to remedy these two deficiencies.
In Section I11 we characterize strict coherence for multiple dsturbances and in Section J Y the characterization is extended to near coherency.
While the characterization has two major deficienciesrelying on a linearized analysis and ignoring probabilistic considerations-it seems computationally reasonable and does take into account operating conditions. Some suggestions for future work are given in Section V. The proofs are collected in the Appendix.
The geometric theory of linear systems was produced primarily to aid the design of feedback control. Here we use in an unorthodox way the results dealing with disturbance rejection and feedback equivalence to characterize coherence. The results on disturbance rejection have been extended in a natural way to characterize e-coherence.
LINEARIZED MODEL OF PRE-AND

POST-DISTURBANCE DYNAMICS
The model used for coherency recognition has been used previously [13] , [22] . We introduce it below, making explicit the various assumptions.
A. Modeiing Assumptions
A I ) (Synchronous Generators):
The classical swing equation model represents the dynamics of a synchronous generator on departure from equilibrium. That is, for the ith generator, Let APGERg and APLE R' be the vectors of real power injections into the g generator and I load buses, respectively, with injections into the network being positive by convention. The generator buses are assumed to mean the "internal" generator buses which are coupled to the rest of the transmission network (at their "external" buses) through their transient reactances. Let 6 € R g a i d 8 E R', respectively, represent the vector of phase angles at the generator and load buses. Then where Hgg , Hg,, etc., are matrices of appropriate dimensions. The matrix entries are partial derivatives, for exam- (0,...,0,1,...,0) 2) Generator dropping can be modeled as a change in load as well. To do this, we regard each generator as a bus behind a transient reactance so that each generator bus is coupled to one load bus only, and there are no interconnections between generator buses. h e n , the outage of the ith generator can be described by an increase in the load at, say, the kth load bus which is connected to the ith generator (through its transient reactance). This increase, A PL,(t), t 2 0, should equal the ith generator's pre-fault power input. The resulting dynamics of the ith generator are, of course, neglected. The validity of the proposed model can be seen from the fact that in the view of the remaining network, the dropping of the ith generator is equivalent to an increase in the load at the kth bus.
3) The switch of a line connecting load buses i and j is described as a change in load at these buses of the amount of power beiig carried by the line at the time of the fault, t = 0, and a change in the matrix H,, of (2.3). For example, in the case of purely reactive h e s , A3) (Disturbance Model): Three kinds of disturbances are modeled, namely, 1) load shedding or gaining, 2) generator dropping, and 3) line switching. These are discussed in turn below. 1) This is described as a change, APL, in the vector of load power deviations. so that a change in the ith load is while the post-disturbance matrix is c O1 i+ I iI
I OJ -qj~s(ei(o)-e,(o)). (2.8)
The function 4(t), t > 0 is, as before, a switching function with q(O)=O and q(t)+l as f+oo.
The chief drawback of the model is the linearization of the swing equations about the operating point. This is a good approximation for small disturbances 4( -) in A3) above. However, for some of the large disturbances encountered in emergency situations, for instance, short circuits, the linearized model is a good approximation of the swing dynamics for only a short time interval after the disturbance. Yet another possibility not noted in the literature is that the load-bus angles may change almost instantaneously-"jump"-after a disturbance (for a complete discussion of this point, see [23] and [26J) so as to necessitate linearization about B(O+)#OfO ) for the analysis of coherency. These issues, although interesting, are not pursued in this paper where we restrict ourselves to the simple linearized model described above.
B. A Unified Model after a Single Disturbance
Combining ( 1; e , -1,. * * ,O)= for line switchmg. Observe that (2.9) consists of 3g+ 1 equations of which I+g are algebraic, which we assume are solvable.
A4) (Solvability of Linearized Load Flow Equations):
The I-dimensional matrices Hi, and Hi, are invertible. (2.12) (2.13)
Prooj
The proof follows using straightforward algebraic manipulations.
The matrix A' and the vector e' are primed to emphasize that they can be computed only with post-fault data, namely, Hii. The next proposition relates them to their pre-fault values A , e which are defined by replacing Hil by its pre-fault value Hii. To guarantee the nontriviality of e', we make the following assumption which is implied, for instance, by the dynamic stability of the load flow solution before the disturbance.
AS) (Nontriuiality of Disturbance): Hi; ' E Rixi is positive definite (not necessarily symmetric).
Proposition 2.3 (Feedback Equivalence):
The pre-fault pair ( A , e ) and the post-fault pair (A', e') are feedback equivalent, that is, there exist q E R + and y E R2g such that e ' = e q and A'=A+eyT.
(2.14)
Pro08 See the Appendix.
The term "feedback equivalence" arises from the fact that (A', e') can be obtained from ( A , e ) by state feedback as shown in Fig. 1 . Proposition 2.3 is both fortuitous and fortunate, fortuitous since there is no a priori reason that the post-fault system should be equivalent to the pre-fault system with feedback, and fortunate because it enables the characterization of coherence and the alert region in terms of pre-fault data.
C. A Unij?ed Model for Multipie Disturbances
Equation (2.9) generalizes readily for a set of p dis- Under A4), the resulting system of equations can be simplified exactly as in Proposition 2.2 to obtain (2.10) with A', B, e' once again given by the formulas (2.10), (2.1 l), (2.12). The only difference is that e' is now a matrix of dimension 2 g x p , whereas earlier it was a vector. The proof of the next proposition is identical to that of the preceding one.
Proposition 2.4: The pairs ( A , e ) and (A', e') for the case of multiple disturbances are feedback equivalent, i.e.,
Furthermore, ( A I e ) = ( A ' ] e ' ) so that coherency can also be characterized in terms of pre-fault data as
Pro08 See the Appendix. 0 As mentioned in the Introduction, this theorem was proved for the case of single disturbance by Wu and Narsimhamurthy [22] . It may be worth pointing out here that there are efficient algorithms for checking (3.2) or (3.3), especially in view of the structure of C. One of the most popular of these is due to Rosenbrock and Mayne [ 111 or Aplevich [ 11. However, both of these, as well as the algorithm proposed in [22] , rely on Gauss elimination which is known to be numerically unstable for large matrices (see [15, p. 152n . Better methods of computation using singular value decomposition (see, e.g., [9D are now available and, in particular, the Rosenbrock-Mayne procedure can be replaced by one due to Sastry [ 141. Fig. 1. Feedback equivalence of ( A , e ) and (A', e') .
there exist matrices of dimension p x p (positive definite) and y of dimension 2gXp such that (2.14) holds.
This extension to multiple disturbances of the single disturbance case considered in the literature (see e.g., [22] and [lo] ) is of more than minor interest since under environmental stress, there is an increased likelihood of multiple outages or increases in load, and the model above in which these contingencies are assumed to occur simultaneously may be a reasonable one. Here the first g columns of C are identically zero, cI corresponds to the pair (1, i), c2 to the pair (1, j ) , and so on. Thus,
COHERENCY UNDER MULTIPLE DISTURBANCES
A . Characterization of Coherency
For the post-fault pair of matrices A', e' let (A'le') denote the subspace of R 2 g spanned by the columns of the matrices e', A'e'; --, (A')'g-'e'. Similarly define ( A I e ) for the pre-fault pair A , e. Finally, let ker C be the null space of C , i.e., kerC={xER2gICx=0}.
Theorem 3.1: The group I is coherent for the set of p disturbances if and only if
B. Physical Implications of the Coherency Condition
Various measures of electrical distance to a disturbance have been proposed to explain coherence (see, e.g., [lo] ). We relate one such measure to the characterization given above, confining the discussion to the case of lossless lines and a single disturbance of the load change type. The entries of the matrix H can be interpreted as admittances and are given by (2.5), (2.6), and (2.7). Moreover, the incremental power injections corresponding to the load changes ( A P L i ( t ) at the ith load bus) are interpreted as current sources of the same magnitude. We now group the nodes of the network into two sets: the first, N,, consists of the generator nodes and the second, N,, consists of the load nodes, as shown in Fig. 2 . If we now take the Norton equivalent of N, with respect to N,, then the resulting equivalent current source at the generator nodes is given by Hg,(H,,) 
0
The equality of the electrical distance (weighted by the moment of inertia) is necessary for coherence. On the other hand, the symmetry of the reduced electrical net- work is sufficient, as seen next. Note that the admittance matrix of the Norton equivalent resulting from the procedure above is 
We can conclude that to relate electrical distance to coherence, it is necessary to "weight" the former by the moment of inertia and, moreover, the relation is only necessary. On the other hand, symmetry, again appropriately weighted, guarantees coherence, but is not necessary.
IV. NEAR COHERENCE UNDER MULTIPLE
DISTURBANCES
For the purpose of constructing a dynamic equivalent, it seems reasonable to demand only that the post-fault angular and frequency differences of a group of generators be nearly constant. Definition 3.1 needs to be relaxed accordingly. 
[ 2 [~s l ( t ) -~a i ( t ) ]~+ [~u l ( t ) -~~i ( t ) ]~ i E I (4.1)
where 11 q 11 = jT1 q(t)12 df is the L,-norm of the disturbance.
Before deriving conditions for €-coherence, some remarks on the definition may be helpful. First, notice that the frequency differences Aul(t)-Aui(t) do not figure in Definition 3.1. This is because strict coherency guarantees that these differences must vanish. On the other hand, if the angular differences are "nearly" constant, this does not guarantee that the frequency differences are small, so that it is natural to add the second term in (4.1). Second, notice that the magnitude of the disturbance 11 q 11 does not appear in Definition 3.1 either. This is also to be expected since strict coherency demands that the "outputs" Aai(t) -Ai3,(t) be completely decoupled from the disturbance. corresponds to the difference in angle and frequency between generators 1 and i, then these should be €-coherent for appropriate e. The burden of this section is to make this intuition precise. This turns upon getting the correct measure of ''closeness'' or distance between two subspaces, which we take up next.
A. Distance Between Subspaces
This is obtained using the notion of orthogonal projeo tion. The following lemma is well known (see, e.g., [lSD.
Lemma 4.1: Let U be the n X m matrix whose orthogonal columns form a basis for a subspace VCR". Then U U T is the orthogonal projection operator from R" onto V.
Let V I be the orthogonal complement of V. Then x in R" can be uniquely expressed as x = t; + w with v in V and w in V I . By Lemma 4.1, v = UUTx, and so I -UUT is the orthogonal projection operator from R" onto V I . induced by the Euclidean norm, i.e., J U I =max {IUxl:
x ER", 1x1 = l}. Then (4.3) can be easily rephrased as Proposition 4.1: Let V be a subspace of R" and C a p X n matrix such that do/, ker C) = E ; then max(lCx1: XEV, Ixl=l} GEJCI.
(4.5)
B. Characterization of €-Coherency
We recall the definition and some properties of the "reachability grammian" of a linear system (see, e.g., [3] or [14] for details).
Definition 4.2: The reachability grammian of a linear system f =A'x + e'q (4.6) where x ER2g, q E RP, and A', e' are matrices of appropriate size is the matrix W(T)"'exp(t")e'e''e~p(tA'')dt.
(4.7)
The utility of the definition stems from the following elementary proposition (see [14] 
( W( T ) ) is the largest eigenvalue of W ( T ) . ]
Pro08 See the Appendix. 0
Note that in (4.10) W( T ) is still given by (4.6), that is, it is the reachability grammian of the post-fault system. Thus, unlike the strict coherency condition, c-coherency cannot be related in terms of pre-fault data alone. The next result gives a partial result in this direction. 
0
The estimate (4.11) seems computationally more useful than that provided by (4.10) since the latter requires computation of the reachability grammian. Observe that for any fixed E , 6, and T are inversely related, as is to be expected.
C. Pbsical Implications of the E-Coherency Condition
We relate the measure of inverse electrical distance introduced in Section 111-B to the characterization of €-coherency confining the discussion as before to the case of lossless lines and a single disturbance of the load change type. The next result is the counterpart of Propositions 3.1 and 3.2. Its proof, which is omitted, utilizes arguments similar to those in the proof of Theorem 4.2. Recall (3.4) and (3.5). Finally, we should expect that a group of generators whose electrical distance to the fault is large should be €-coherent, for any given E, over long time intervals. This is verified next. 
O
D. Dynamic Equivalents Using Coherence and €-Coherence
The main reason for studying coherency is to construct "dynamic equivalents" of reduced order. We indicate how this is done. Suppose first that a group I of generators is coherent. Then the differential equations for A& Ami, i € Z can be replaced by a single equation for Aaj, Aoi for any iEI. Physically, this is equivalent to collapsing the nodes of the coherent generators into a single node consisting of one generator described by equations governing any one of the generators in the group.
Suppose now that the group I contains m + 1 generators which are €-coherent and suppose that 1 E I . Consider the system obtained by replacing the differential equations of the remaining rn generators in I with the equations for generator 1. Let the resulting system be = B'y + Y q .
(4.12)
The actual system is, of course, given by (4.6). We wish to see how closely y ( t ) approximates x ( t ) . We suppose that y(0) = x(0). Now it is easily seen that (4.6) and (4. where 6=d((AIe),kerC) since A'x(r) and e'q(t) are both in ( A I e ) . On the other hand, using (4.7) twice [once for bounding Ix(t)l and the other for bounding I z(t)l using (4.14)], we get follows from (4.15) that z ( t ) is also. Thus, the trajectory of the reduced-order equivalent (4.12) introduces an approximation of order E .
V. CONCLUDING REMARKS
Further work needs to be done in two directions.
1) The actual formation of a dynamic equivalent of the external system once coherent groups of generators have been identified. Some work in this area has been reported by Podmore and Germond [24] and Wu and Narasimhamurthy [25] , but the results so far are preliminary.
2) The relation between the present linearized or local analysis with the nonlinear or global analysis of the power system dynamics needs to be made. Preliminary research on the nonlinear analysis of coherence using techniques of differential geometry seem to yield results which are either obvious or too restrictive. What seems to be needed is a way of "stitching" together the above local (linearized) analysis using the topological properties of the load flow [20] . Proof of Proposition 3.1: Let C = (0, * -, 0, 0,---,1; --, -1; -,O) correspond to the pair ( i , j ) as in (3.1). Next, for the case of load shedding, we see from (2.13) and the definition of electrical distance that , a practically important problem of disturbance localization with stability is solved. In these papers, it is assumed that the whole state vector is accessible to direct measurement. This assumption is rather restrictive in practical applications, and hence, controllers should be of output feedback. Basile and Marro [lo] posed the problem of dis- Manuscript received February 22, 1980; revised September 29, 1980 . The authors are with the Department of Precision Mechanics, Faculty of Engineering, Kyoto University, Kyoto, Japan.
turbance localization for systems with inaccessible state vector and obtained some preliminary results. Hamano and Furuta [7] solved the problem using a nondynamic output feedback controller. The problem was also solved by Akashi and Imai [8] , who assumed an observer of a restricted form. However, they are not concerned with the loop stability problem. This paper extends the results of [8] , especially in the following two points: the loop stability problem is considered and the form of assumed compensator is made more general. The organization of the paper is as follows. The problem of simultaneous disturbance localization and pole shifting by dynamic compensation is formulated in Section 11. The necessary and sufficient condition for the solvability of the problem, together with two procedures of designing the compensator, is given in Section 111. One of the procedures is based on an observer and the other is based on a dual observer. It is shown in Section IV that the observer designed by the proposed procedure acts as an unknown input observer for a linear function. An improved procedure of designing a reduced order unknown input observer is also given in this section.
The notation follows Wonham [2] . Linear spaces are denoted by sans serif capitals, e.g., X,Y,Z. The dimension of X is denoted by dimX. If dimX=dimY, we write X-Y. The direct sum of X and Y is denoted by XCBY. If necessary, the external direct sum is written X&Y. If (x, y)EX&Y, we write xCBy for (x, y ) . X' denotes the dual space of X. Y * stands for the annihilator of Y. Italic
