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Positive constrained minimizers for
supercritical problems in the ball
Massimo Grossi∗ Benedetta Noris†
Abstract
We provide a sufficient condition for the existence of a positive solution to
−∆u+ V (|x|)u = up in B1,
when p is large enough. Here B1 is the unit ball of R
n, n ≥ 2, and we deal both with Neumann
and Dirichlet homogeneous boundary conditions. The solution turns to be a constrained
minimum of the associated energy functional. As an application we show that, in case V (|x|) ≥
0, V 6≡ 0 is smooth and p is sufficiently large, the Neumann problem always admits a solution.
1 Introduction
In this paper we study the existence of radial solutions to the following equation,{
−∆u+ V (|x|)u = up in B1
u > 0 in B1,
(1.1)
both with Neumann and Dirichlet homogeneous boundary conditions. Here B1 is the unit ball
of Rn, n ≥ 2, and V (|x|) ≥ 0, V 6≡ 0 is a smooth, radial function. We are interested when the
exponent p is large. Recent results (see [14, 8]) suggest that the existence of solutions of (1.1) is
related to the critical points of a function F (r), associated to this equation in the limit as p→ +∞
(see (1.3) below). Our aim is to extend the known existence results in this direction through a
better understanding of F (r).
In order to be more precise, let us start by considering Neumann boundary conditions. We
denote by G(r, s) the Green function of the operator
Lu = −u′′ −
n− 1
r
u′ + V (r)u, u′(0) = 0 (1.2)
with the Neumann boundary condition u′(1) = 0. Note that, unlike the case of higher dimensions,
the Green function is bounded, hence G(r, r) makes sense and we can define
F (r) =
|∂B1|r
n−1
G(r, r)
, r ∈ (0, 1]. (1.3)
Here |∂B1| is the measure of the boundary of the unit sphere. F (r) represents the energy naturally
associated to the normalized Green function G(·, r)/G(r, r) (see Lemma 2.1). Our first result
concerns the existence of solutions for the Neumann problem.
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(1.1) Theorem. Let us consider the problem
−∆u+ V (|x|)u = up in B1
u > 0 in B1,
∂u
∂ν
= 0 on ∂B1
(1.4)
where V (|x|) ≥ 0, V 6≡ 0 is a smooth, radial function in B1, such that F (r) admits a local minimum
point at r ∈ (0, 1]. Then, for p large enough, there exists a radial solution up = up(r) to (1.4)
which verifies
up(r)→
G(r, r)
G(r, r)
as p→ +∞ in H1(B1) ∩ L
∞(B1). (1.5)
We point out that we find as many different solutions as the number of local minimum points
of F (r) in (0, 1].
Note that if r¯ = 1, we define G(r, 1) as the punctual limit of G(r, s) as s → 1 (see Section 5).
Moreover, being r¯ = 1 always a local minimum point of F (r) (see Section 5) we deduce the following
result,
(1.2) Theorem. Let V (|x|) ≥ 0, V 6≡ 0 be a smooth, radial function in B1. Then, for p large
enough, there exists a radial solution up = up(r) to (1.4) which converges to G(r, 1)/G(1, 1).
In particular, from (1.5), we derive the following new existence result for the problem with
constant potential.
(1.3) Corollary. Let V (|x|) ≡ λ > 0. Then, for p large enough, there exists a nonconstant radial
solution up = up(r) to (1.4).
These results continue the study of the supercritical case started in [13] and [14], with zero
Dirichlet boundary conditions and p large. However, here we have some important news. The
first one concerns the technique used in the proof of Theorem 1.1. In [14], a crucial point in the
construction of the solution was given by the following ”limit problem”,
− U ′′ = eU in R (1.6)
and by the corresponding linearized equation. The solution was then found ”close” to a projection
of a suitable solution to (1.6). This approach is quite standard in this type of problems (there is
a very wide literature on the topic), but involves heavy calculations. In the proof of Theorem 1.1
we do not use the limit problem (1.6) but we find the solution using some suitable constrained
variational approach. Note that a similar idea was used in [20] to handle the supercritical problem.
This technique, in the opinion of the authors, makes the proofs much simpler. Moreover, we
think that similar ideas could be used in analogous problems with lack of compactness. Another
important advantage resulting from this technique is that it does not require any non-degeneracy
assumption on the minimum point r, hypothesis which is not easy to verify.
As it concerns Dirichlet boundary conditions, we partially recover, through this different tech-
nique, the results in [14]. In fact the analogous of Theorem 1.1 holds, in the following form.
(1.4) Theorem. Let us consider the problem
−∆u+ V (|x|)u = up in B1
u > 0 in B1,
u = 0 on ∂B1
(1.7)
where V (|x|) ≥ 0, V 6≡ 0 is a smooth, radial function in B1, such that F (r) admits a local minimum
point at r ∈ (0, 1). Then, for p large enough, there exists a radial solution up = up(r) to (1.7)
which verifies
up(r)→
G(r, r)
G(r, r)
as p→ +∞ in H1(B1) ∩ L
∞(B1). (1.8)
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Of course, in this case, the term G(r, s) appearing in (1.3) and (1.8) is the Green function of
the operator (1.2) with the Dirichlet boundary condition u(1) = 0. The proof of Theorem 1.4 is
the same as the one of Theorem 1.1 (it is even easier because we do not need to analyze the case
r¯ = 1), for this reason we omit it. Actually, our technique gives a unified proof for both Dirichlet
and Neumann boundary conditions. Moreover, again in the Dirichlet case, Catrina proved in [8]
that the condition in Theorem 1.4 is ”almost” necessary. Indeed he proved the following result.
(1.5) Theorem. If the function Fp(r) =
r
p−1
p+3
(n−1)
G(r,r) is monotonic, nonconstant, then problem (1.7)
has no solution.
Since Fp → F uniformly in any interval [r0, 1] as p → +∞, we have that the existence of a
minimum to the function F becomes ”almost” necessary for the existence of a solution.
We end this section with a brief history of the problem (1.1). First, if 1 < p < n+2
n−2 for n ≥ 3
(subcritical case) and p > 1 if n = 2, it is not difficult to prove the existence of a solution. This
can be shown observing that the following infimum
Sp = inf
{∫
Ω
(
|∇u|2 + V (x)u2
)
:
∫
Ω
|u|p+1 = 1, u ∈ H1(Ω)
}
, (1.9)
is achieved because the compact embedding of H1(Ω) in Lp+1(Ω) (the same holds for H10 (Ω)).
If p = n+2
n−2 for n ≥ 3 (critical case), it is well known that the existence of a solutions to (1.1)
depends on the shape of Ω and on the properties of V (x). Since there is a huge litarature on this
topic we just mention the pioneering papers by Brezis and Nirenberg [7] and Bahri and Coron
[6] for the Dirichlet case. The Neumann problem (1.1) was first studied when V (x) is a positive
constant λ and some existence results were established in [18, 9, 4, 5, 19, 2]. See also [1, 3] for the
case where V is not constant.
The supercritical case p > n+2
n−2 is much more difficult to handle since there is no embedding of
H1(Ω) in Lp+1(Ω). A consequence of this fact is that the infimum Sp in (1.9) is zero and hence
it can not be used to find a solution to (1.1). Some interesting existence and nonexistence results
in special domains with Dirichlet boundary conditions are due to Passaseo ([20, 21]). We also
mention the recent paper [10], concerning domains with small circular holes. We emphasize that
the case of a general domain seems not yet fully understood. Regarding the case of the ball, to
our knowledge the only results are those of [14] (already mentioned above) and [16, 17] (here V is
constant).
Unlike the Dirichlet case, where in recent years there have been several developments, in the
Neumann case there is a very poor literature. To our knowledge the only results in the supercritical
case are due to Ni (see [18]) and Lin-Ni (see [15]). In particular the authors prove the following.
(1.6) Theorem. Let us consider the problem,
−∆u+ λu = up in B1
u > 0 in B1,
∂u
∂ν
= 0 on ∂B1
(1.10)
Then, there exist positive constants λ0 = λ0(n, p) and λ1 = λ1(n) such that
i) for any λ > λ1 there exists at least a nonconstant radial solution to (1.4),
ii) for any λ < λ0 (1.4) does not admit any nonconstant radial solution.
From this result and Corollary (1.3), we derive that the constant λ0(n, p)→ 0 as p→ +∞.
The paper is organized as follows. Sections 2-4 contain the proof of Theorem 1.1 in the case
r¯ ∈ (0, 1). In Section 2 we introduce a family of variational problems depending on a parameter
p ∈ (1,∞) and a limit problem. The existence and convergence of the minimizers is shown in
Section 3. In Section 4 we end the proof of Theorem 1.1 and present an additional property of the
solution (see Proposition 4.3). Section 5 deals with the case r¯ = 1 and with Theorem 1.2. Finally,
in the Appendix we collect some properties of the Green function.
3
2 Variational setting and notations
We introduce the Sobolev space of radial functions
H1r (B1) = {u ∈ H
1(B1) : u = u(|x|)}. (2.1)
In the following we will often make the abuse of notation u(r) = u(|x|). We find solutions to (1.4)
as constrained minimizers (in this space) of the energy functional
Q(u) =
∫
B1
[
|∇u|2 + V (|x|)u2
]
, (2.2)
under the standard Lp–mass constraint and under an additional constraint which will be proven
to be natural for p sufficiently large. Let r¯ ∈ (0, 1) be a local minimum point of F (r), then there
exist 0 < R1 < R2 < 1 such that r¯ is a global minimum point in [R1, R2]. Set
Kp =
{
u ∈ H1r (B1) :
(
|B1|
−1
∫
B1
|u|p+1
) 1
p+1
= 1 and |u| ≤ c in BR1 ∪ (B1 \BR2)
}
where BR denotes the ball centered at the origin of radius R and c satisfies
max
{
G(R1, r¯)
G(r¯, r¯)
,
G(R2, r¯)
G(r¯, r¯)
}
< c < 1. (2.3)
Notice that, by the strong maximum principle, for every r 6= s it holds G(r, s) < G(s, s), hence it
is always possible to find c as in (2.3). We consider the following infimum
Jp = inf {Q(u), u ∈ Kp} (2.4)
Of course, a nonnegative function which achieves Jp provides a solution (up to a multiplicative
constant) to (1.4) if u < c in BR1 ∪ (B1 \ BR2). Actually, we will see that the condition |u| ≤ c
in BR1 prevents the solutions from concentrating around the origin and |u| ≤ c in B1 \BR2 forces
the solution to have its maximum around the local minimum point r¯.
Our strategy is based on the asymptotic analysis of the minimization problem Jp as p → ∞.
In fact, we will show the convergence of Jp to the limit following infimum,
J∞ = inf {Q(u), u ∈ K∞} . (2.5)
where K∞ is
K∞ =
{
u ∈ H1r (B1) : ||u||∞ = 1 and |u| ≤ c in BR1 ∪ (B1 \BR2)
}
. (2.6)
A key property is the following lemma, which enlightens our choice of the constant c in (2.3).
(2.1) Lemma. For every r ∈ (0, 1) it holds
F (r) = Q
(
G(·, r)
G(r, r)
)
. (2.7)
Proof. By passing to polar coordinates we obtain
Q
(
G(·, r)
G(r, r)
)
=
|∂B1|
G(r, r)2
∫ 1
0
[(
∂G(t, r)
∂t
)2
+ V (t)G(t, r)2
]
tn−1dt. (2.8)
On the other hand, by the definition of the Green function, we have
−
∂2G(t, r)
∂t2
−
n− 1
t
∂G(t, r)
∂t
+ V (t)G(t, r) = δr (2.9)
in the sense of distributions. Multiplying the last equation by tn−1G(t, r), integrating over (0, 1)
and finally substituting in (2.8), we obtain the thesis.
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3 Existence and convergence of the constrained minimizers
Let us start by proving the existence of a minimizer to Jp.
(3.1) Proposition. There exists a nonnegative function up ∈ Kp such that Jp = Q(up).
Proof. Let unp ∈ Kp be a minimizing sequence for Jp, that is
lim
n→∞
Q(unp ) = Jp. (3.1)
Being V (|x|) ≥ 0, V 6≡ 0, we infer that {unp}n is bounded in H
1
r (B1), hence it converges weakly
(up to subsequences) to some function up ∈ H
1
r (B1) and almost everywhere in B1. Now, it is
immediate to check that up ∈ Kp, since
‖unp − up‖Lp(B1) = ‖u
n
p − up‖Lp(BR1 ) + ‖u
n
p − up‖Lp(B1\BR1 ), (3.2)
and both terms tend to zero (as n→∞); the first one, since |unp | ≤ c, by the Lebesgue convergence
theorem and the second one, by the compact embedding of H1r (B1 \ BR1) into L
p(B1 \ BR1) for
every p. Finally, up can be chosen nonnegative since
∫
B1
|∇|u||2 =
∫
B1
|∇u|2.
We are in a position to prove the weak convergence of the minimizers as p → ∞. Let A =
BR2 \BR1 .
(3.2) Lemma. Let upn ∈ Kpn be a sequence of minimizers to Jpn . Then there exists u∞ ∈ H
1
r (B1)
such that, up to a subsequence denoted again by pn, it holds
upn ⇀ u∞ in H
1(B1), upn → u∞ in L
q(B1), ∀q <∞. (3.3)
In addition, upn → u∞ in L
∞(A).
Proof. Let us prove that the sequence Jpn is bounded in H
1(B1), then the statement follows
proceeding as in the proof of Proposition 3.1. To this aim consider a nonnegative test function
η ∈ K1 and set
ηp =
η(
|B1|−1
∫
B1
ηp+1
) 1
p+1
. (3.4)
Using the Ho¨lder inequality we obtain, for every p ≥ 1
Q(ηp) =
Q(η)(
|B1|−1
∫
B1
ηp+1
) 2
p+1
≤
Q(η)
|B1|−1
∫
B1
η2
= Q(η). (3.5)
Being ηp ∈ Kp, this implies Jp ≤ Q(η), which concludes the proof.
The next lemma, roughly speaking, ensures that the “mass” of the up’s concentrates in A as
p→∞.
(3.3) Lemma. It holds
γp =
(
|A|−1
∫
A
up+1p
) 1
p+1
→ 1 as p→∞. (3.6)
Proof. Since up ∈ Kp, a direct calculation gives
γp = |A|
− 1
p+1
(
|B1| −
∫
B1\A
up+1p
) 1
p+1
.
Now,
∫
B1\A
up+1p ≤
∫
B1\A
cp+1 → 0 (being c < 1), hence γp → 1.
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As a consequence of the previous lemma we deduce that u∞ ∈ K∞, in fact the following holds.
(3.4) Lemma. The limit function u∞ satisfies ‖u∞‖L∞(A) = 1.
Proof. Fix p > 1. Then, the Ho¨lder inequality gives (γp is defined in Lemma 3.3),
lim
q→∞
(
|A|−1
∫
A
uq+1p
) 1
q+1
≥
(
|A|−1
∫
A
up+1p
) 1
p+1
= γp. (3.7)
By Lemma 3.2 we have that up → u∞ in L
∞(A) and then
‖u∞‖L∞(A) = lim
p→∞
‖up‖L∞(A) = lim
p→∞
lim
q→∞
(
|A|−1
∫
A
uq+1p
) 1
q+1
≥ lim
p→∞
γp = 1. (3.8)
Similarly we compute, for a fixed q > 1,
lim
p→∞
(
|A|−1
∫
A
uq+1p
) 1
q+1
≤ lim
p→∞
(
|A|−1
∫
A
up+1p
) 1
p+1
= 1, (3.9)
which gives the opposite inequality,
‖u∞‖L∞(A) = lim
q→∞
‖u∞‖Lq(A) = lim
q→∞
lim
p→∞
(
|A|−1
∫
A
uq+1p
) 1
q+1
≤ 1. (3.10)
On the other hand we have the following approximation result.
(3.5) Lemma. Let u ∈ K∞ be a nonnegative function. Then, for any p > 1, there exists wp ∈ Kp,
such that wp → u in H
1(B1).
Proof. Let ϕ(x) = min(u(x), c), defined in A. For σ ≥ 0, we define
wσ =
{
u in B1 \A
σ(u − ϕ) + u in A
(3.11)
Let us show that, for any p > 1, there exists σp > 0 such that wσ ∈ Kp. To this aim we introduce
the function
Z(σ) =
∫
B1
|wσ|
p+1 = |B1|
−1
∫
B1\A
|u|p+1 + |B1|
−1
∫
A
|σ(u − ϕ) + u|p+1. (3.12)
Z is continuous, limσ→∞ Z(σ) = +∞ and moreover
Z(0) = |B1|
−1
∫
B1
|u|p+1 < ‖up‖L∞(B1) = 1,
since u 6≡ 1, by the definition of K∞. Hence there exists σp > 0 such that Z(σp) = 1. Setting
wp = wσp and observing that wp is continuous in B1 and wp ∈ H
1(B1), we conclude that wp ∈ Kp.
Moreover, since wp ≤ c in B1 \A, we have(
|A|−1
∫
A
|wp|
p+1
) 1
p+1
→ 1 as p→∞. (3.13)
Let us prove that σp → 0, which concludes the proof. If not, there exists δ > 0 such that σp > δ
for every p. This implies σp(u− ϕ) ≥ δ(u − ϕ) and hence (being wp nonnegative)
1 = lim
p→∞
(
|A|−1
∫
A
|wp|
p+1
) 1
p+1
≥ lim
p→∞
(
|A|−1
∫
A
|(1 + δ)u− δϕ|p+1
) 1
p+1
= ‖(1+δ)u−δϕ‖L∞(A).
Let now rˆ ∈ (R1, R2) be such that u(rˆ) = 1, then we have
1 ≥ ‖(1 + δ)u− δϕ‖L∞(A) ≥ (1 + δ)u(rˆ)− δϕ(rˆ) ≥ (1 + δ)− δc = 1 + δ(1− c) > 1,
which is a contradiction.
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The next proposition proves the convergence of the constrained variational problems Jp to the
limit problem J∞ (see (2.5)).
(3.6) Proposition. We have that
lim
p→∞
Jp = J∞ and up → u∞ in H
1(B1). (3.14)
Moreover, u∞ ∈ K∞ and Q(u∞) = J∞.
Proof. We already know that up ⇀ u∞ in H
1(B1) (Lemma 3.2) and that u∞ ∈ K∞ (Lemma 3.4).
On one hand we have,
J∞ ≤ Q(u∞) ≤ lim inf
p→∞
Q(up) = lim inf
p→∞
Jp, (3.15)
where we used the lower semicontinuity of the H1–norm with respect to weak convergence. In order
to prove the reverse inequality, let u ∈ K∞, u ≥ 0 and let wp be the corresponding approximating
sequence founded in Lemma 3.5. Then it holds
Q(u) = lim
p→∞
Q(wp) ≥ lim sup
p→∞
Jp. (3.16)
Since J∞ can be equivalently characterized as inf{Q(u) : u ∈ K∞, u ≥ 0}, we have obtained
that Jp → J∞. As a consequence, the inequalities in (3.15) are in fact equalities, which implies
Q(u∞) = J∞ and also the H
1–strong convergence.
4 Proof Theorem 1.1 when r¯ ∈ (0, 1)
The variational characterization of u∞ proved in the previous section allows to derive the following.
(4.1) Lemma. There exists a unique r∞ ∈ [R1, R2] such that u∞(r∞) = 1. Moreover, u∞(r)
solves
− u′′ −
n− 1
r
u′ + V (r)u = 0, u′(0) = 0 (4.1)
in (0, R1) ∪ (R1, r∞) ∪ (r∞, R2) ∪ (R2, 1).
Proof. Let us first show that u∞ solves the equation in (0, R1). To this aim let w be the solution
of {
−w′′ − n−1
r
w′ + V (r)w = 0 in (0, R1)
w′(0) = 0, w(R1) = u∞(R1).
(4.2)
Hence w minimizes the functional Q(u) in BR1 . Moreover the maximum principle ensures
0 < w < c in BR1 .
If we define
w˜ =
{
w in BR1
u∞ in B1 \BR1 ,
(4.3)
then w˜ ∈ K∞ and Q(w˜) ≤ Q(u∞). This implies that w˜ ≡ u∞ in BR and so u∞ solves (4.1) in
BR1 . One can proceed similarly in B1 \BR2 .
Set X = {r ∈ [R1, R2] : u∞(r) = 1} and let rm = inf X, rM = supX (X is not empty since
‖u∞‖L∞(A) = 1). Notice that u∞ solves (4.1) in the open set [R1, R2] \X , since here the function
does not touch the obstacle. In particular, by the maximum principle, the interval [rm, rM ] is
contained in X . Let us end the proof by showing that X is a singleton. By contradiction assume
that , let w be the solution of{
−w′′ − n−1
r
w′ + V (r)w = 0 in (R1, rM )
u(R1) = u∞(R1), u(rM ) = 1.
(4.4)
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Since u∞ ≡ 1 in (rm, rM ), whereas w can not be constant in an interval by the strong maxi-
mum principle, we have that Q(w) < Q(u∞) in the annulus BrM \ BR1 , which leads again to a
contradiction as before. Thus X is a singleton.
We deduce that u∞(r) is regular in A, except for the point r = r∞, with different right and
left derivatives. In the next proposition we show that r∞ = r¯ (recall that r¯ is a local minimum
point of F ) and that u∞ coincides in fact with the normalized Green function G(r, r¯).
(4.2) Proposition. We have that
u∞(r) =
G(r, r¯)
G(r¯, r¯)
. (4.5)
Proof. Let us first prove that Q(u∞) ≥ F (r∞), with r∞ given by the previous lemma. To this aim
we consider the auxiliary problem
inf{Q(u) : u ∈ H1r (B1), 0 ≤ u ≤ 1 in B1, u(r∞) = 1}. (4.6)
Arguing as in the previous lemma, we have that the function which achieves (4.6) solves the
problem {
−u′′ − n−1
r
u′ + V (r)u = 0 in (0, r∞) ∪ (r∞, 1)
u′(0) = 0, u(r∞) = 1, u
′(1) = 0, u ∈ H1r (B1).
(4.7)
Since the function G(r, r∞)/G(r∞, r∞) satisfies (4.7), then we derive that it minimizes (4.6).
Moreover, u∞ belongs to the minimization set in (4.6), hence
Q(u∞) ≥ Q
(
G(·, r∞)
G(r∞, r∞)
)
= F (r∞) (4.8)
(the last equality comes from Lemma 2.1). Note that at this stage we still do dot know whether
G(r, r∞)/G(r∞, r∞) ∈ K∞.
Next we show that r∞ = r¯. Assume not. We know that r∞ ∈ [R1, R2] and that F (r¯) < F (r)
∀ r ∈ [R1, R2], since r¯ is strict local minimum point (see Lemma 6.3 in Appendix). Hence
Q(u∞) ≥ F (r∞) > F (r¯) = Q
(
G(·, r¯)
G(r¯, r¯)
)
. (4.9)
Now, due to our choice of the constant c, we have that G(r, r¯)/G(r¯, r¯) ∈ K∞, hence the last
inequality gives a contradiction. We conclude that r∞ = r¯ and, in turn, that u∞ = G(r, r¯)/G(r¯, r¯).
Proof Theorem 1.1 when r¯ ∈ (0, 1). Let us consider the function up which minimizes Jp. Then,
proceeding exactly as in Lemma 2.6 in [20], we have that
−∆up + V (|x|)up ≤ λpu
p
p in B1, (4.10)
and
−∆up + V (|x|)up = λpu
p
p in A, (4.11)
where λp is a Lagrange multiplier. We want to show that |λp| ≤ C where C is a positive constant
independent of p. First note that multiplying (4.10) by up and integrating in B1 we immediately
obtain that λp is positive. In order to get a bound from above to λp let us choose R1 < R1 < r∞ <
R2 < R2 such that
∫
∂B
R1
|∇up|
2 and
∫
∂B
R2
|∇up|
2 are uniformly bounded in p (this is possible since∫
B1
|∇up|
2 is uniformly bounded). Then multiply (4.11) by up and integrate in A¯ = BR2 \ BR1 .
We get
λp
∫
A¯
|up|
p+1 ≤ Jp +
∫
∂A¯
∂up
∂ν
up ≤ Jp +
(∫
∂A¯
|∇up|
2
) 1
2
(∫
∂A¯
|up|
2
) 1
2
. (4.12)
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Now, proceeding as in Lemma 3.3, one can show that
∫
A¯
up+1p → 1 as p→∞ (since R1 < r∞ < R2).
Hence (4.12) implies that λp ≤ C, for some constant C independent of p.
Finally we claim that
up → u∞ as p→∞ in L
∞(B1). (4.13)
Notice first that up → u∞ in L
∞(B1 \Bǫ) for any ǫ > 0, because of the embedding of H
1
r (B1 \Bǫ)
into L∞(B1 \Bǫ). Recalling the equation satisfied by u∞ in BR1 , we get from (4.10) that
−∆(up − u∞) + V (x) (up − u∞) ≤ λpu
p
p in BR1 . (4.14)
By known regularity results (see for example Theorem 9.1 in [12]), we have that
||up − u∞||L∞(BR1) ≤ ||up − u∞||L∞(∂BR1 ) + C||λpu
p
p||Ln(BR1). (4.15)
Being up < 1 in BR1 and {λp} a bounded sequence, we deduce that the right hand side in the
previous inequality converges to zero as p→∞, hence (4.13) is proved.
Now, as a consequence of Proposition 4.2, of the uniform convergence and of the choice of c in
(2.3), we deduce that
up < c in BR1 ∪ (B1 \BR2). (4.16)
Hence up solves
−∆up + V (|x|)up = λpu
p
p in B1, (4.17)
for a Lagrange multiplier λp > 0. A suitable multiple of up provides a solution to (1.4).
Being r¯ a critical point of F (r), we have that the functionG(r, r¯) verifies the following interesting
reflection principle.
(4.3) Proposition. We have that
lim
r→r¯−
Gr(r, r¯) = − lim
r→r¯+
Gr(r, r¯) =
1
2
, (4.18)
where Gr(r, s) denotes the derivative with respect to r.
Proof. Lemma 6.2 gives F (r) = |∂B1|/[ξ(r)ζ(r)]. Hence, being r¯ a critical point of F (r), we have
ξ′(r¯)ζ(r¯) + ξ(r¯)ζ′(r¯) = 0. (4.19)
On the other hand, again by Lemma 6.2 we have that
lim
r→r¯−
Gr(r, r¯) = r¯
n−1ξ′(r¯)ζ(r¯), lim
r→r¯+
Gr(r, r¯) = r¯
n−1ξ(r¯)ζ′(r¯), (4.20)
which, together with (4.19), gives the first equality. In order to obtain the value of the left derivative
it is enough to combine (4.19) with (6.2) at r¯.
5 The case r¯ = 1
In this section we conclude the proof of Theorem 1.1, dealing with the case r¯ = 1, and we prove
Theorem 1.2. Let us start by showing that Lemma 2.1 still holds at r = 1. Recall that G(r, 1) is
well defined (Lemma 6.2 and Lemma 6.1) and it is the punctual limit of G(r, s) as s→ 1.
(5.1) Lemma. We have that
F (1) = Q
(
G(·, 1)
G(1, 1)
)
. (5.1)
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Proof. It comes from Lemma 6.2 that G(r, 1)/G(1, 1) is well defined (since ζ(1) 6= 0) and moreover
G(r, 1)/G(1, 1) = ξ(r)/ξ(1). In order to evaluate the energy of this function, let us write down the
equation satisfied by ξ and multiply by rn−1ξ. We have,
V (r)ξ2rn−1 = rn−1ξ′′ξ + (n− 1)rn−2ξ′ξ =
d
dr
(
rn−1ξ′ξ
)
− rn−1(ξ′)2, (5.2)
and hence ∫ 1
0
[
(ξ′)2 + V (r)ξ2
]
rn−1dr = ξ′(1)ξ(1). (5.3)
As a consequence it holds
Q
(
G(·, 1)
G(1, 1)
)
=
|∂B1|ξ
′(1)
ξ(1)
=
|∂B1|ξ
′(1)ζ(1)
ξ(1)ζ(1)
=
|∂B1|
ξ(1)ζ(1)
= F (1), (5.4)
where we used (6.2) at r = 1 and that ζ′(1) = 0.
Proof of Theorem 1.1 when r¯ = 1. This is analogous to the case r¯ ∈ (0, 1). Choose R1 and c in
such a way that 1 is a global minimum point in [R1, 1] and
G(R1, 1)
G(1, 1)
< c < 1. (5.5)
In analogy with Section 2 we set
Kp =
{
u ∈ H1r (B1) :
(
|B1|
−1
∫
B1
|u|p+1
) 1
p+1
= 1 and |u| ≤ c in BR1
}
,
and we define correspondingly Jp and J∞. Thanks to Lemma 5.1, it is possible to proceed as in
Sections 3, 4 with minor changes. This provides the existence of a nonconstant solution of the
Neumann problem for p sufficiently large.
Proof of Theorem 1.2. It is sufficient so show that r¯ = 1 is a local minimum point of F (r), for
every choice of V (|x|) ≥ 0, V 6≡ 0. To this aim we compute the derivatice of F as follows
F ′(r) = −|∂B1| ·
ξ′(r)ζ(r) + ξ(r)ζ′(r)
(ξ(r)ζ(r))2
= −|∂B1| ·
ξ′(r)ζ(r) · 1 + ξ(r)ζ′(r) · 1
(ξ(r)ζ(r))2
. (5.6)
Using (6.2) we have that 1 = rn−1ξ′(r)ζ(r) − rn−1ξ(r)ζ′(r), which, substituted in the previous
equality, gives
F ′(r) = rn−1|∂B1| ·
(ξ(r)ζ′(r))
2
− (ξ′(r)ζ(r))
2
(ξ(r)ζ(r))
2 . (5.7)
Now, the boundary condition gives ζ′(1) = 0, whereas (6.2) at r = 1 implies ξ′(1)ζ(1) 6= 0, therefore
lim
r→1−
F ′(r) = −|∂B1| ·
(ξ′(1)ζ(1))2
(ξ(1)ζ(1))
2 < 0 (5.8)
which concludes the proof.
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6 Appendix
We collect some properties of the Green function G(r, s).
(6.1) Lemma. Let V (|x|) ≥ 0, V 6≡ 0 be a smooth radial function in B1. There exist linearly
independent solutions ξ, ζ ∈ C2((0, 1]) of the equation
− u′′(r) −
n− 1
r
u′(r) + V (r)u(r) = 0, u > 0, (6.1)
satisfying ξ′(0) = ζ′(1) = 0 and enjoying the additional property
ξ′(r)ζ(r) − ξ(r)ζ′(r) ≡
1
rn−1
, r ∈ (0, 1]. (6.2)
The same result holds in case of Dirichlet boundary conditions at r = 1, that is ξ′(0) = ζ(1) = 0.
Proof. In case of Dirichlet boundary conditions the result is proved by Catrina in [8], Appendix. Let
us adapt the proof to the case of Neumann boundary conditions. Let s = r2−n and u(r) = u˜(r2−n),
V (r) = V˜ (r2−n), then (6.1) transforms into
− u˜′′(s) +
s
2n−2
2−n
(n− 2)2
V˜ (s)u˜(s) = 0, s ∈ [1,∞). (6.3)
Catrina provides, via an approximation method, a positive function ϕ(s) which satisfies
ϕ(s) = 1 +
∫ ∞
s
(
1−
s
t
) V˜ (t)
(n− 2)2
ϕ(t) t
n
2−n dt, (6.4)
and hence solves (6.3). The function ξ(r) = ϕ(r2−n)/(n− 2) solves (6.1) and moreover, as shown
in [8], limr→0+ ξ
′(r) = 0. Next we set
ψ(s) = ϕ(s)
{
−
1
ϕ(1)ϕ′(1)
+
∫ s
1
1
ϕ2(t)
dt
}
, (6.5)
which is well defined since
ϕ′(1) = ϕ(1)− 1 =
∫ ∞
1
(
1−
1
t
)
V˜ (t)
(n− 2)2
ϕ(t) t
n
2−n dt > 0, (6.6)
by the assumption V ≥ 0, V 6≡ 0. A direct calculation shows that
ψ′(1) = 0 and ϕ(s)ψ′(s)− ϕ′(s)ψ(s) ≡ 1 s ∈ [1,∞), (6.7)
hence the pair ζ(r) = ψ(r2−n), ξ(r) satisfies (6.2) and the lemma is proved.
A straightforward consequence of this result is the following factorization of the Green function.
(6.2) Lemma. In the assumptions of the previous lemma it holds
G(r, s) =
{
sn−1ξ(r)ζ(s) for r ≤ s
sn−1ξ(s)ζ(r) for r > s,
(6.8)
accordingly to the choice of the boundary conditions.
(6.3) Lemma. Let r¯ be a local minimum point of the function F (r). Then r¯ is a strict local
minimum point.
Proof. The previous lemma gives F (r) = |∂B1|/[ξ(r)ζ(r)], which is constant in an interval (a, b) if
and only if
ξ(r) =
C
ζ(r)
in (a, b) (6.9)
for some positive constant C (recall that ξ and ζ are strictly positive). But this can not happen
because of (6.2).
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