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Аннотация
В работе рассмотрена гиперболическая дзета-функция сеток с весами и распределение
значений погрешности приближенного интегрирования при модификациях сеток.
Рассмотрены: параллелепипедальные сетки 𝑀 (⃗𝑎, 𝑝), состоящие из точек
𝑀𝑘 =
(︂{︂
𝑎1𝑘
𝑝
}︂
, . . . ,
{︂
𝑎𝑠𝑘
𝑝
}︂)︂
(𝑘 = 1, 2, . . . , 𝑝);
неравномерные сетки 𝑀(𝑃 ), координаты точек которых выражаются через степенные
функции по модулю 𝑃 :
𝑀𝑘 =
(︂{︂
𝑘
𝑃
}︂
,
{︂
𝑘2
𝑃
}︂
. . . ,
{︂
𝑘𝑠
𝑃
}︂)︂
(𝑘 = 1, 2, . . . , 𝑃 ),
где 𝑃 = 𝑝 или 𝑃 = 𝑝2 и 𝑝 — нечетное простое число;
обобщенные равномерные сетки 𝑀(?⃗?) из 𝑁 = 𝑛1 · . . . · 𝑛𝑠 точек вида
𝑀?⃗? =
(︂{︂
𝑘1
𝑛1
}︂
,
{︂
𝑘2
𝑛2
}︂
. . . ,
{︂
𝑘𝑠
𝑛𝑠
}︂)︂
(𝑘𝑗 = 1, 2, . . . , 𝑛𝑗 (𝑗 = 1, . . . , 𝑠));
алгебраические сетки, введённые К. К. Фроловым в 1976 г., и обобщенные параллеле-
пипедальные сетки, изучение которых началось в 1984 г..
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Кроме этого, в обзорном порядке рассмотрены 𝑝-ичные сетки: сетки Хэммерсли, Хол-
тона, Фора, Соболя и Смоляка.
В заключении рассмотрены актуальные проблемы применения теоретико-числового ме-
тода в геофизике, требующие дальнейшего исследования.
Ключевые слова: гиперболическая дзета-функция сеток с весами, классические теоре-
тико-числовые сетки.
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Abstract
The paper considers the hyperbolic Zeta function of nets with weights and the distribution
of error values of approximate integration with modifications of nets.
Considered: parallelepipedal nets 𝑀 (⃗𝑎, 𝑝), consisting of points
𝑀𝑘 =
(︂{︂
𝑎1𝑘
𝑝
}︂
, . . . ,
{︂
𝑎𝑠𝑘
𝑝
}︂)︂
(𝑘 = 1, 2, . . . , 𝑝);
non-uniform nets 𝑀(𝑃 ), the coordinates of which are expressed via power functions modulo 𝑃 :
𝑀𝑘 =
(︂{︂
𝑘
𝑃
}︂
,
{︂
𝑘2
𝑃
}︂
. . . ,
{︂
𝑘𝑠
𝑃
}︂)︂
(𝑘 = 1, 2, . . . , 𝑃 ),
120 И. Ю. Реброва, В. Н. Чубариков, Н. Н. Добровольский, М. Н. Добровольский, и др.
where 𝑃 = 𝑝 or 𝑃 = 𝑝2 and 𝑝 — odd prime number;
generalized uniform nets 𝑀(?⃗?) of 𝑁 = 𝑛1 · . . . · 𝑛𝑠 points of the form
𝑀?⃗? =
(︂{︂
𝑘1
𝑛1
}︂
,
{︂
𝑘2
𝑛2
}︂
. . . ,
{︂
𝑘𝑠
𝑛𝑠
}︂)︂
(𝑘𝑗 = 1, 2, . . . , 𝑛𝑗 (𝑗 = 1, . . . , 𝑠));
algebraic nets introduced by K. K. Frolov in 1976 and generalized parallelepipedal nets, the
study of which began in 1984.
In addition, the review of 𝑝-nets is considered: Hammersley, Halton, Faure, Sobol, and
Smolyak nets.
In conclusion, the current problems of applying the number-theoretic method in geophysics
are considered, which require further study.
Keywords: hyperbolic Zeta function of nets with weights, classical number-theoretic nets.
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1. Введение
В большой обзорной статье [7] было указано, что теоретико-числовой метод в приближен-
ном анализе был создан в связи с разработкой отечественного атомного проекта, когда остро
стояли задачи решения многомерных математических проблем, возникавших при осуществ-
лении физических расчетов и моделировании физических процессов.
На наш взгляд, развитие теоретико-числового метода в приближенном анализе может по-
лучить дополнительный импульс, если специалисты по геофизики будут использовать в своей
работе достижения теоретико-числового метода в приближенном анализе. На такую возмож-
ность указывают работы [30, 31].
В 1956 — 1960 годах при создании теоретико-числового метода в приближенном анализе
Н. М. Коробов ввёл в рассмотрение широкий класс периодических функций 𝐸𝛼𝑠 (𝛼 > 1) с
быстро убывающими коэффициентами Фурье, состоящий из функций 𝑓(𝑥1, . . . , 𝑥𝑠), имеющих
по каждой из переменных 𝑥1, . . . , 𝑥𝑠 период, равный единице, и для которых их ряды Фурье
𝑓(𝑥1, . . . , 𝑥𝑠) =
∞∑︁
𝑚1,...,𝑚𝑠=−∞
𝐶(𝑚1, . . . ,𝑚𝑠)𝑒
2𝜋𝑖(𝑚1𝑥1+...+𝑚𝑠𝑥𝑠) (1)
удовлетворяют условиям
|𝐶(𝑚1, . . . ,𝑚𝑠)| 6 𝐶
(𝑚1 . . .𝑚𝑠)𝛼
, (2)
где константа 𝐶 не зависит от 𝑚1, . . . ,𝑚𝑠, и для вещественных 𝑚 полагаем 𝑚 = max(1, |𝑚|).
Ясно, что такие ряды Фурье сходятся абсолютно, а поэтому для любого (𝛼 > 1) они представ-
ляют непрерывные функции.
Более подробно о классах периодических функций говорится далее в разделе 1.2 (см. стр.
125).
Рассмотрение классов периодических функций в теоретико-числовом методе в приближен-
ном анализе не является случайным. Дело в том, что особая роль теории чисел в вопросах
интегрирования периодических функций была выявлена ещё сто лет тому назад в знаменитой
работе Г. Вейля [48], с которой начинается теория равномерного распределения по модулю 1,
и в которой получил общее развитие метод тригонометрических сумм, возникший в работах
К. Ф. Гаусса ещё в 1811 г. (см. [6], стр. 594). Фактически интегральный критерий Г. Вей-
ля, доказанный сто лет тому назад, является предшественником теоретико-числового метода
Н. М. Коробова в приближенном анализе, который начал создаваться на семинаре трёх К в
1956 году через 40 лет после работы Г. Вейля.
Позднее Н. Н. Ченцов, один из трёх руководителей семинара трёх К, предложил метод пе-
риодизации задач численного интегрирования, который позволил расширить класс функций,
для которых можно применять методы теории чисел. С этими методами можно ознакомиться
по монографиям [26], [28] и работе [17].
В этот же период появились и другие теоретико-числовые сетки: в 1960 г. сетки Хэммерсли
[43] и сетки Холтона [42], в 1963 г. сетки Смоляка [33], в 1966 г. ЛП𝜏 сетки Соболя. Несколько
позднее в 1982 г. появились сетки Фора [41]. Все эти сетки относятся к классу регулярных 𝑝-
ичных сеток и дают рекордные характеристики равномерного распределения. Более подробно
об этом будет сказано в разделе 14.
Цель данной статьи рассмотреть гиперболическую дзета-функцию сеток с весами, оценить
распределение значений погрешности приближенного интегрирования при модификациях се-
ток и применить его для произведения некоторых типов сеток.
Будут рассмотрены: параллелепипедальные сетки 𝑀 (⃗𝑎, 𝑝), состоящие из точек
𝑀𝑘 =
(︂{︂
𝑎1𝑘
𝑝
}︂
, . . . ,
{︂
𝑎𝑠𝑘
𝑝
}︂)︂
(𝑘 = 1, 2, . . . , 𝑝); (3)
122 И. Ю. Реброва, В. Н. Чубариков, Н. Н. Добровольский, М. Н. Добровольский, и др.
неравномерные сетки 𝑀(𝑃 ), координаты точек которых выражаются через степенные
функции по модулю 𝑃 :
𝑀𝑘 =
(︂{︂
𝑘
𝑃
}︂
,
{︂
𝑘2
𝑃
}︂
. . . ,
{︂
𝑘𝑠
𝑃
}︂)︂
(𝑘 = 1, 2, . . . , 𝑃 ), (4)
где 𝑃 = 𝑝 или 𝑃 = 𝑝2 и 𝑝 — нечетное простое число;
обобщенные равномерные сетки 𝑀(?⃗?) из 𝑁 = 𝑛1 · . . . · 𝑛𝑠 точек вида
𝑀
?⃗?
=
(︂{︂
𝑘1
𝑛1
}︂
,
{︂
𝑘2
𝑛2
}︂
. . . ,
{︂
𝑘𝑠
𝑛𝑠
}︂)︂
(𝑘𝑗 = 1, 2, . . . , 𝑛𝑗 (𝑗 = 1, . . . , 𝑠)); (5)
алгебраические сетки, введённые К. К. Фроловым в 1976 г. [36], и обобщенные параллеле-
пипедальные сетки, определение которых будет дано позднее, изучение которых началось в
1984 г. [16], [17];
кроме этого мы в обзорном порядке рассмотрим и 𝑝-ичные сетки, которые требуют отдель-
ного изучения.
Так как цель данной работы — дать представление о возможностях классических теоре-
тико-числовых сеток, то доказательства всех теорем и лемм опускаются.
1.1. Тригонометрические суммы сеток и решёток
При изучении вопросов приближенного интегрирования и интерполирования периодиче-
ских функций многих переменных естественным образом возникают тригонометрические сум-
мы. Приведем несколько необходимых определений и результатов из работ [12], [15] и [17].
Через 𝐺𝑠 = [0; 1)𝑠 будем обозначать полуоткрытый 𝑠-мерный единичный куб. Под сеткой
мы понимаем произвольное непустое конечное множество𝑀 из 𝐺𝑠. Под сеткой с весами будем
понимать упорядоченную пару (𝑀,𝜌), где 𝜌 —произвольная числовая функция на 𝑀 . Для
удобства будем отождествлять сетку 𝑀 с упорядоченной парой (𝑀, 1), то есть с сеткой с
единичными весами 𝜌 ≡ 1.
Определение 1. Произведением двух сеток с весами (𝑀1, 𝜌1) и (𝑀2, 𝜌2) из 𝐺𝑠 называ-
ется сетка с весами (𝑀,𝜌):
𝑀 = { {?⃗?+ ?⃗?} | ?⃗? ∈𝑀1, ?⃗? ∈𝑀2 }, 𝜌(?⃗?) =
∑︁
{?⃗?+?⃗?}= ?⃗?,
?⃗?∈𝑀1, ?⃗? ∈𝑀2
𝜌1(?⃗?)𝜌2(?⃗?),
где {?⃗?} = ({𝑧1}, . . . , {𝑧𝑠}).
Произведение сеток с весами (𝑀1, 𝜌1) и (𝑀2, 𝜌2) обозначается через
(𝑀1, 𝜌1) · (𝑀2, 𝜌2).
Кроме этого, если (𝑀,𝜌) = (𝑀1, 𝜌1) · (𝑀2, 𝜌2), то будем писать 𝑀 = 𝑀1 ·𝑀2 и говорить, что
сетка 𝑀 — произведение сеток 𝑀1 и 𝑀2.
Определение 2. Тригонометрической суммой сетки с весами (𝑀,𝜌) для произвольного
целочисленного вектора ?⃗? называется выражение
𝑆(?⃗?, (𝑀,𝜌)) =
∑︁
?⃗?∈𝑀
𝜌(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?), (6)
а нормированной тригонометрической суммой сетки с весами —
𝑆*(?⃗?, (𝑀,𝜌)) =
1
|𝑀 |𝑆(?⃗?, (𝑀,𝜌)).
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Положим 𝜌(𝑀) =
|𝑀 |∑︀
𝑗=1
|𝜌𝑗 |, тогда для всех нормированных тригонометрических сумм сетки
с весами справедлива тривиальная оценка
|𝑆*(?⃗?, (𝑀,𝜌))| 6 1|𝑀 |𝜌(𝑀).
Легко видеть, что для любых сеток с весами (𝑀1, 𝜌1) и (𝑀2, 𝜌2) справедливо равенство
𝑆(?⃗?, (𝑀1, 𝜌1) · (𝑀2, 𝜌2)) = 𝑆(?⃗?, (𝑀1, 𝜌1)) · 𝑆(?⃗?, (𝑀2, 𝜌2)). (7)
Определение 3. Если справедливо равенство
(𝑀1, 1) · (𝑀2, 1) = (𝑀, 1),
то сетки 𝑀1 и 𝑀2 называются взаимно простыми.
Таким образом, если 𝑀1 и 𝑀2 — взаимно простые сетки, то равенство ?⃗? = = {?⃗?+ ?⃗?} имеет
не более одного решения для ?⃗? ∈𝑀1 и ?⃗? ∈𝑀2. Поэтому для взаимно простых сеток и только
для них справедливо равенство |𝑀1 ·𝑀2| = = |𝑀1| · |𝑀2|.
При 𝜌 ≡ 1 приходим к определению тригонометрической суммы сетки.
Определение 4. Тригонометрической суммой сетки 𝑀 для произвольного целочислен-
ного вектора ?⃗? называется величина
𝑆(?⃗?,𝑀) =
∑︁
?⃗?∈𝑀
𝑒2𝜋𝑖(?⃗?,?⃗?),
а нормированной тригонометрической суммой сетки —
𝑆*(?⃗?,𝑀) =
1
|𝑀 |𝑆(?⃗?,𝑀).
Легко видеть, что для любых взаимно простых сеток 𝑀1 и 𝑀2 справедливо равенство
𝑆(?⃗?,𝑀1 ·𝑀2) = 𝑆(?⃗?,𝑀1) · 𝑆(?⃗?,𝑀2). (8)
Для произвольного вектора ?⃗? его дробной частью называется вектор {?⃗?}=({𝑥1}, . . . , {𝑥𝑠}).
Отсюда следует, что всегда {?⃗?} ∈ 𝐺𝑠. Целой частью вектора называется вектор [?⃗?] = ?⃗?− {?⃗?}.
Через 𝑝(?⃗?) =
[︀
?⃗?+
(︀
1
2 , . . . ,
1
2
)︀]︀
обозначим ближайший целый вектор в смысле нормы ‖?⃗?‖1 =
= max(|𝑥1|, . . . , |𝑥𝑠|). Для нормы вектора отклонения от ближайшего целого 𝛿(?⃗?), заданного
равенством
𝛿(?⃗?) = 𝑝(?⃗?)− ?⃗? =
(︂
1
2
, . . . ,
1
2
)︂
−
{︂
?⃗?+
(︂
1
2
, . . . ,
1
2
)︂}︂
,
справедливо неравенство ‖𝛿(?⃗?)‖1 6 12 .
Далее везде под произвольной решеткой Λ ⊂ R𝑠 мы будем понимать только полные решет-
ки, то есть
Λ = {𝑚1?⃗?1 + . . .+𝑚𝑠?⃗?𝑠 = ?⃗? ·𝐴 |?⃗? = (𝑚1, . . . ,𝑚𝑠) ∈ Z𝑠},
где ?⃗?1 = (𝜆1 1, . . . , 𝜆1 𝑠),. . . ,?⃗?𝑠 = (𝜆𝑠 1, . . . , 𝜆𝑠 𝑠) — система линейно-независимых векторов в R𝑠,
а матрица решётки 𝐴 задана соотношениями
𝐴 =
⎛⎜⎝ 𝜆1 1 . . . 𝜆1 𝑠... . . . ...
𝜆𝑠 1 . . . 𝜆𝑠 𝑠
⎞⎟⎠ =
⎛⎜⎝ ?⃗?1...
?⃗?𝑠
⎞⎟⎠ .
Взаимная решетка Λ* = {?⃗? | ∀?⃗? ∈ Λ (?⃗?, ?⃗?) ∈ Z}.
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Определение 5. Для произвольной решетки Λ обобщенной параллелепипедальной се-
ткой 𝑀(Λ) называется множество 𝑀(Λ) = Λ* ∩𝐺𝑠.
Сетка 𝑀1(Λ) = Λ
* ∩ [−1; 1)𝑠.
Обобщенной параллелепипедальной сеткой II рода 𝑀 ′(Λ) называется множество
𝑀 ′(Λ) = {?⃗? | ?⃗? = {?⃗?}, ?⃗? ∈𝑀1(Λ)}.
Рассмотрим для произвольной целочисленной решётки Λ, целого вектора ?⃗? и произволь-
ного вектора ?⃗? из взаимной решётки Λ* величины:
𝛿Λ(?⃗?) =
{︂
1, если ?⃗? ∈ Λ,
0, если ?⃗? ∈ Z𝑠 ∖ Λ, 𝛿
*
Λ(?⃗?) =
{︂
1, если ?⃗? ∈ Z𝑠,
0, если ?⃗? ∈ Λ* ∖ Z𝑠.
Символ 𝛿Λ(?⃗?) является многомерным обобщением известного теоретико-числового символа
Коробова
𝛿𝑁 (𝑚) =
{︂
1, если 𝑚 ≡ 0 (mod 𝑁),
0, если 𝑚 ̸≡ 0 (mod 𝑁).
Для целочисленной решётки Λ её обобщенная параллелепипедальная сетка𝑀(Λ) является
полной системой вычетов взаимной решётки Λ* по фундаментальной подрешётке Z𝑠. Отсюда
следует равенсто |𝑀(Λ)| = detΛ.
Определение 6. Полной линейной кратной тригонометрической суммой целочислен-
ной решетки Λ называется выражение
𝑠(?⃗?,Λ) =
∑︁
?⃗?∈𝑀(Λ)
𝑒2𝜋𝑖(?⃗?,?⃗?) =
∑︁
?⃗?∈Λ*/Z𝑠
𝑒2𝜋𝑖(?⃗?,?⃗?),
где ?⃗? — произвольный целочисленный вектор.
Ясно, что для обобщенной параллелепипедальной сетки 𝑀(Λ) справедливо равенство
𝑆(?⃗?,𝑀(Λ)) = 𝑠(?⃗?,Λ).
Определение 7. Полной линейной кратной тригонометрической суммой взаимной
решетки Λ* целочисленной решетки Λ называется выражение
𝑠*(?⃗?,Λ) =
∑︁
?⃗?∈Z𝑠/Λ
𝑒2𝜋𝑖(?⃗?,?⃗?) =
𝑁−1∑︁
𝑗=0
𝑒2𝜋𝑖(?⃗?𝑗 ,?⃗?),
где ?⃗? — произвольный вектор взаимной решетки Λ* и ?⃗?0, . . . , ?⃗?𝑁−1 – полная система выче-
тов решетки Z𝑠 по подрешетке Λ.
Справедливы следующие двойственные утверждения.
Теорема 1. Для 𝑠(?⃗?,Λ) справедливо равенство
𝑠(?⃗?,Λ) = 𝛿Λ(?⃗?) · detΛ.
Теорема 2. Для любой целочисленной решетки Λ с detΛ = 𝑁 и для произвольного
?⃗? ∈ Λ* справедливо равенство
𝑠*(?⃗?,Λ) = 𝛿*Λ(?⃗?) · detΛ.
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1.2. Классы периодических функций
Рассмотрим класс A𝑠 всех периодических функций 𝑓(?⃗?) с периодом 1 по каждой перемен-
ной, у которых их ряд Фурье
𝑓(?⃗?) =
∑︁
?⃗?∈Z𝑠
𝐶(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?), 𝐶(?⃗?) =
1∫︁
0
. . .
1∫︁
0
𝑓(?⃗?)𝑒−2𝜋𝑖(?⃗?,?⃗?)𝑑?⃗?
абсолютно сходится. Пространство A𝑠 относительно нормы
‖𝑓(?⃗?)‖𝑙1 =
∑︁
?⃗?∈Z𝑠
|𝐶(?⃗?)| <∞
является сепарабельным банаховым пространством, изоморфным пространству 𝑙1 — всех аб-
солютно суммируемых комплексно-значных последовательностей (см. [20]).
Н. М. Коробов ввёл в рассмотрение широкий класс периодических функций 𝐸𝛼𝑠 (𝐶) (𝛼 > 1)
с быстро убывающими коэффициентами Фурье. Через 𝐸𝛼𝑠 (𝐶) обозначается множество функ-
ций из 𝐸𝛼𝑠 с нормой, не превосходящей 𝐶, то есть шар в банаховом пространстве 𝐸
𝛼
𝑠 радиуса
𝐶 с центром в нуле.
Банахово пространство периодических функций 𝐸𝛼𝑠 ⊂ A𝑠 состоит из функций 𝑓(𝑥1, . . . , 𝑥𝑠),
у которых для коэффициентов Фурье выполняется оценка3
𝐶(?⃗?) = 𝑂
(︂
1
(𝑚1 . . .𝑚𝑠)𝛼
)︂
.
Таким образом, эти функции удовлетворяют условиям
sup
?⃗?∈Z𝑠
|𝐶(𝑚1, . . . ,𝑚𝑠)|(𝑚1 . . .𝑚𝑠)𝛼 = ‖𝑓(?⃗?)‖𝐸𝛼𝑠 <∞. (9)
Ясно, что для этих функций ряды Фурье сходятся абсолютно, так как
‖𝑓(?⃗?)‖𝑙1 6 ‖𝑓(?⃗?)‖𝐸𝛼𝑠 (1 + 2𝜁(𝛼))𝑠,
а поэтому для любого 𝛼 > 1 они представляют непрерывные функции. Здесь и далее, как
обычно, 𝜁(𝛼) — дзета-функция Римана.
Усеченной нормой вектора называется величина 𝑞(?⃗?) = 𝑥1 . . . 𝑥𝑠, где для вещественного
𝑥 обозначаем 𝑥 = max(1, |𝑥|). Усеченной норменной поверхностью с параметром 𝑡 > 1 назы-
вается множество 𝑁𝑠(𝑡) = {?⃗?|𝑞(?⃗?) = 𝑡, ?⃗? ̸= 0⃗}, которое является границей гиперболического
креста𝐾𝑠(𝑡), заданного соотношениями𝐾𝑠(𝑡) = {?⃗?|𝑞(?⃗?) 6 𝑡}. Для натурального 𝑡 на усеченной
норменной поверхности имеется 𝜏*𝑠 (𝑡) целых ненулевых точек, где 4
𝜏*𝑠 (𝑡) =
∑︁′
?⃗?∈𝑁𝑠(𝑡)
1 (10)
— число представлений натурального числа 𝑡 в виде 𝑡 = 𝑚1 · . . . ·𝑚𝑠.
Используя новые обозначения, можно написать другое выражение для нормы ||𝑓(?⃗?)||𝐸𝛼𝑠 .
Справедливо равенство
||𝑓(?⃗?)||𝐸𝛼𝑠 = max
(︂
|𝐶 (⃗0)|, sup
𝑡∈N
(︂
𝑡𝛼 · max
?⃗?∈𝑁(𝑡)
|𝐶(?⃗?)|
)︂)︂
.
3Здесь и далее для вещественных 𝑚 полагаем 𝑚 = max(1, |𝑚|). Таким образом, величину 𝑚 можно назвать
усеченной нормой числа 𝑚, что согласуется с понятием усеченной нормы вектора, о которой речь пойдет
дальше.
4Здесь и далее
∑︀′ означает суммирование по системам (𝑚1, . . . ,𝑚𝑠) ̸= (0, . . . , 0).
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Нетрудно видеть, что произвольная периодическая функция 𝑓(?⃗?) из 𝐸𝛼𝑠 (𝐶) по модулю
ограничена величиной 𝐶 · (1 + 2𝜁(𝛼))𝑠, при этом данная оценка достижима на функции
𝑓(?⃗?) =
∞∑︁
?⃗?=−∞
𝐶 · 𝑒2𝜋𝑖(?⃗?,?⃗?)
(𝑚1 · . . . ·𝑚𝑠)𝛼
в точке ?⃗? = 0⃗.
Очевидно, что 𝐸𝛼𝑠 (𝐶) ⊂ 𝐸𝛽𝑠 (𝐶) при 𝛼 > 𝛽. Для любой периодической функции
𝑓(?⃗?) ∈ 𝐸𝛼𝑠 (𝐶) ⊂ 𝐸𝛽𝑠 (𝐶) справедливо неравенство для норм
||𝑓(?⃗?)||𝐸𝛼𝑠 > ||𝑓(?⃗?)||𝐸𝛽𝑠 .
Равенство достигается только для конечных тригонометрических многочленов вида
𝑓(?⃗?) =
∑︁
?⃗?∈𝑁(1)
𝐶(?⃗?) 𝑒2𝜋𝑖(?⃗?,?⃗?).
На классе 𝐸𝛼𝑠 рассмотрим эквивалентную норму:
||𝑓(?⃗?)||𝐸𝛼𝑠 ,𝐶1 = sup
?⃗?∈Z𝑠
|𝐶(?⃗?)|(𝐶1𝑚1 . . . 𝐶1𝑚𝑠)𝛼. (11)
Пространства 𝐸𝛼𝑠 и 𝐸
𝛼
𝑠 (·, 𝐶1) — несепарабельные банаховы пространства, изоморфные про-
странству 𝑙𝑠,∞ — ограниченных комплекснозначных функций на фундаментальной решётки
Z𝑠, которое в силу счётности Z𝑠 изоморфно пространству 𝑙∞ — ограниченных последователь-
ностей комплексных чисел.
Действительно, этот изоморфизм нормированных пространств 𝐸𝛼𝑠 и 𝑙𝑠,∞ задается равен-
ствами для коэффициентов Фурье
𝐶(?⃗?) =
𝑐(?⃗?)
(𝑚1 . . .𝑚𝑠)𝛼
, ?⃗? ∈ Z𝑠, ||𝑐(?⃗?)||∞ = sup
?⃗?∈Z𝑠
|𝑐(𝑚1, . . . ,𝑚𝑠)| <∞.
Шар радиуса 𝐶 > 0 в пространстве 𝐸𝛼𝑠 (·, 𝐶1) с нормой (11) обозначают через 𝐸𝛼𝑠 (𝐶,𝐶1).
О свойствах класса 𝐸𝛼𝑠 (𝐶) подробно можно узнать в [26] и [28] (так же см. [20]).
Для дальнейшего мы будем рассматривать класс 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 . Очевидно 𝐸𝑠 ⊂ A𝑠. Ясно,
что класс 𝐸𝑠 незамкнут в пространстве A𝑠 относительно нормы ‖𝑓(?⃗?)‖𝑙1 , но является всюду
плотным множеством.
Наряду с нормой (9) рассмотрим нормы
||𝑓(?⃗?)||𝐶 = sup
?⃗?∈𝐺𝑠
|𝑓(?⃗?)| (12)
и
||𝑓(?⃗?)||𝑙1 =
∞∑︁
?⃗?=−∞
|𝑐(?⃗?)|, ||𝑓(?⃗?)||𝑙2 =
⎛⎝ ∞∑︁
?⃗?=−∞
|𝑐(?⃗?)|2
⎞⎠ 12 . (13)
Относительно норм (12) и (13) класс 𝐸𝛼𝑠 становится незамкнутым линейным подмногообрази-
ем пространств непрерывных периодических функций и периодических функций с абсолютно
сходящимися рядами Фурье соответственно (см. [20]).
Нетрудно видеть, что справедливы следующие неравенства:
||𝑓(?⃗?)||𝑙2 6 ||𝑓(?⃗?)||𝐶 , ||𝑓(?⃗?)||𝐶 6 ||𝑓(?⃗?)||𝑙1 ,
||𝑓(?⃗?)||𝑙1 6 ||𝑓(?⃗?)||𝐸𝛼𝑠 (1 + 2𝜁(𝛼))𝑠. (14)
Последнее неравенство (14) можно уточнить при дополнительном ограничении, что 𝐶(?⃗?) = 0
при ?⃗? ∈ 𝐾(𝑡). Предварительно сформулируем несколько лемм из работ [10, 9].
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1.3. Суммы по гиперболическому кресту
Для натурального 𝑡 > 1 положим:
𝐴𝑗(𝑡) =
∑︁
𝑚1...𝑚𝑗>𝑡
1
(𝑚1 . . .𝑚𝑗)𝛼
(𝛼 > 1), (15)
𝐵𝑗(𝑡) =
∑︁
𝑚1...𝑚𝑗6𝑡
1, 𝐶𝑗(𝑡) =
∑︁
𝑚1...𝑚𝑗6𝑡
1
𝑚1 . . .𝑚𝑗
, (16)
суммирование проводится только по натуральным 𝑚1, . . . ,𝑚𝑗 .
Так как 𝑡 – натуральное, то
𝐴1(𝑡) =
∑︁
𝑚>𝑡
1
𝑚𝛼
<
∞∫︁
𝑡
𝑑𝑥
𝑥𝛼
=
1
(𝛼− 1)𝑡𝛼−1 , 𝐵1(𝑡) = 𝑡, 𝐶1(𝑡) 6 ln 𝑡+ 1. (17)
Лемма 1. Справедливо неравенство
𝐶𝑗(𝑡) 6
𝑗∑︁
𝑘=0
𝐶𝑘𝑗 ln
𝑘 𝑡
𝑘!
. (18)
Лемма 2. Справедливо неравенство
𝐵𝑗(𝑡) 6 𝑡
𝑗−1∑︁
𝑘=0
𝐶𝑘𝑗−1 ln
𝑘 𝑡
𝑘!
. (19)
В работе [9] доказана следующая оценка, которая является уточнением известной леммы
из книги Н. М. Коробова [26] (см. с. 125, лемма 28).
Лемма 3. Справедливо неравенство
𝐴𝑗(𝑡)6
1
𝑡𝛼−1
(︃
ln𝑗−1 𝑡
(𝛼−1)(𝑗−1)!+
𝑗−2∑︁
𝑚=0
ln𝑚 𝑡
𝑚!
(︃
𝑗−2∑︁
𝑘=𝑚
𝜁(𝛼)𝑗−2−𝑘𝐶𝑚𝑘
𝛼−1+𝜁(𝛼)
𝛼− 1 +
𝐶𝑚𝑗−1
𝛼−1
)︃)︃
. (20)
Теорема 3. Справедливо неравенство
|𝐾𝑍𝑠(𝑡)| 6 2
𝑠
(𝑠− 1)! 𝑡
(︂
ln 𝑡+
3𝑠
2
)︂𝑠−1
+ 1. (21)
Теорема 4. Справедливо неравенство
|𝐾𝑍𝑠(𝑡)| > 𝑡2
𝑠 ln𝑠−1 𝑡
(𝑠− 1)! + 𝑡(1− (−1)
𝑠) + (−1)𝑠. (22)
1.4. Оценки норм
Теорема 5. Пусть натуральное 𝑡 > 1 и разложение периодической функции 𝑓(?⃗?) ∈ 𝐸𝛼𝑠
имеет вид:
𝑓(?⃗?) =
∑︁
?⃗? ̸∈𝐾𝑠(𝑡)
𝑐(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?). (23)
Справедливо неравенство
||𝑓(?⃗?)||𝑙1 6
||𝑓(?⃗?)||𝐸𝛼𝑠
𝑡𝛼−1
(︂
2𝑠 ln𝑠−1 𝑡
(𝑠− 1)!(𝛼− 1)+
+
𝑠−2∑︁
𝑚=0
ln𝑚 𝑡
𝑚!
𝑠−1∑︁
𝑘=𝑚
𝐶𝑚𝑘
𝜁(𝛼)𝑘
⎛⎝ 𝑠∑︁
𝑗=𝑘+2
𝐶𝑗𝑠2
𝑗𝜁(𝛼)𝑗−2 +
𝑠∑︁
𝑗=𝑘+1
𝐶𝑗𝑠2
𝑗 𝜁(𝛼)
𝑗−1
𝛼− 1
⎞⎠⎞⎠ . (24)
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Рассмотрим для любого натурального 𝑡 конечномерное подпространство 𝑃 (𝑡) всех триго-
нометрических полиномов вида:
𝑓(?⃗?) =
∑︁
?⃗?∈𝐾𝑠(𝑡)
𝑐(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?). (25)
Тригонометрический полином
𝑓0(?⃗?) =
∑︁
?⃗?∈𝐾𝑠(𝑡)
𝑒2𝜋𝑖(?⃗?,?⃗?), (26)
очевидно, имеет следующие нормы:
‖𝑓0(?⃗?)‖𝑙0 = sup
?⃗?∈|𝐾𝑠(𝑡)|
|𝑐(?⃗?)| = 1, ‖𝑓0(?⃗?)‖𝐶 = |𝐾𝑍𝑠(𝑡)|,
‖𝑓0(?⃗?)‖𝑙1 = |𝐾𝑍𝑠(𝑡)|, ‖𝑓0(?⃗?)‖𝐸𝛼𝑠 = 𝑡𝛼. (27)
Из теоремы 3 и равенств (27) вытекает, что
‖𝑓0(?⃗?)‖𝑙0 =
‖𝑓0(?⃗?)‖𝐸𝛼𝑠
𝑡𝛼
,
‖𝑓0(?⃗?)‖𝐶 = ‖𝑓0(?⃗?)‖𝑙1 6
‖𝑓0(?⃗?)‖𝐸𝛼𝑠
𝑡𝛼−1
(︃
2𝑠
(𝑠− 1)!
(︂
ln 𝑡+
3𝑠
2
)︂𝑠−1
+ 1
)︃
. (28)
Из оценки снизу (22) и равенства (27) следует оценка снизу для норм:
‖𝑓0(?⃗?)‖𝐶 = ‖𝑓0(?⃗?)‖𝑙1 >
‖𝑓0(?⃗?)‖𝐸𝛼𝑠
𝑡𝛼−1
(︂
2𝑠
(𝑠− 1)! ln
𝑠−1 𝑡+ 1 + (−1)𝑠−1 + (−1)
𝑠
𝑡
)︂
. (29)
Таким образом, оценка сверху (28) и оценка снизу (29) совпадают по порядку относительно 𝑡.
1.5. Квадратурные формулы
Рассмотрим квадратурную формулу с весами
1∫︁
0
. . .
1∫︁
0
𝑓(𝑥1, . . . , 𝑥𝑠)𝑑𝑥1 . . . 𝑑𝑥𝑠 =
1
𝑁
𝑁∑︁
𝑘=1
𝜌𝑘𝑓 [𝜉1(𝑘), . . . , 𝜉𝑠(𝑘)]−𝑅𝑁 [𝑓 ]. (30)
Здесь через 𝑅𝑁 [𝑓 ] обозначена погрешность, получающаяся при замене интеграла
1∫︁
0
. . .
1∫︁
0
𝑓(𝑥1, . . . , 𝑥𝑠)𝑑𝑥1 . . . 𝑑𝑥𝑠
средним взвешенным значением функции 𝑓(𝑥1, . . . , 𝑥𝑠), вычисленным в точках
𝑀𝑘 = (𝜉1(𝑘), . . . , 𝜉𝑠(𝑘)) (𝑘 = 1 . . . 𝑁).
Совокупность 𝑀 точек 𝑀𝑘 называется сеткой 𝑀 , а сами точки — узлами квадратурной фор-
мулы. Величины 𝜌𝑘 = 𝜌(𝑀𝑘) называются весами квадратурной формулы. В этой работе будем
везде предполагать, что все веса вещественнозначные.
Справедлива следующая обобщенная теорема Коробова о погрешности квадратурных фор-
мул (см. [8]). 5
5Здесь и далее
∑︀′ означает суммирование по системам (𝑚1, . . . ,𝑚𝑠) ̸= (0, . . . , 0).
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Теорема 6. Пусть ряд Фурье функции 𝑓(?⃗?) сходится абсолютно, 𝐶(?⃗?) — ее коэффи-
циенты Фурье и 𝑆𝑀,𝜌(?⃗?) — тригонометрические суммы сетки с весами, тогда справедливо
равенство
𝑅𝑁 [𝑓 ] = 𝐶 (⃗0)
(︂
1
𝑁
𝑆𝑀,𝜌(⃗0)− 1
)︂
+
1
𝑁
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
𝐶(?⃗?)𝑆𝑀,𝜌(?⃗?) =
= 𝐶 (⃗0)
(︁
𝑆*𝑀,𝜌(⃗0)− 1
)︁
+
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
𝐶(?⃗?)𝑆*𝑀,𝜌(?⃗?) (31)
и при 𝑁 → ∞ погрешность 𝑅𝑁 [𝑓 ] будет стремиться к нулю тогда, и только тогда, ко-
гда взвешенные узлы квадратурной формулы равномерно распределены в единичном 𝑠-мерном
кубе.
Из этой теоремы непосредственно следует, что для нормы линейного функционала погреш-
ности приближенного интегрирования 𝑅𝑁 [𝑓 ] на классе A𝑠 справедливо равенство
‖𝑅𝑁 [·]‖A𝑠 = max
(︃⃒⃒⃒
𝑆*𝑀,𝜌(⃗0)− 1
⃒⃒⃒
, sup
?⃗?∈Z𝑠∖{0⃗}
|𝑆*𝑀,𝜌(?⃗?)|
)︃
. (32)
Анализ формулы (32) позволяет сделать вывод, что класс A𝑠 слишком широк для рассмотре-
ния вопросов о скорости сходимости погрешности квадратурной формулы к нулю. Как пока-
зали Н. М. Коробов и его последователи уже на классе 𝐸𝛼𝑠 этот вопрос становится содержа-
тельным.
Обобщая работу [22], в работе [8] дано следующее определение дзета-функции сетки 𝑀 с
весами ?⃗? и параметром 𝑝 > 1.
Определение 8. Дзета-функцией сетки 𝑀 с весами ?⃗? и параметром 𝑝 > > 1 назы-
вается функция 𝜁(𝛼, 𝑝|𝑀, ?⃗?), заданная в правой полуплоскости 𝛼 = 𝜎 + 𝑖𝑡 (𝜎 > 1) рядом
Дирихле
𝜁(𝛼, 𝑝|𝑀, ?⃗?) =
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
|𝑆*𝑀,𝜌(?⃗?)|𝑝
(𝑚1 . . .𝑚𝑠)𝛼
=
∞∑︁
𝑛=1
𝑆*(𝑝,𝑀, ?⃗?, 𝑛)
𝑛𝛼
, (33)
где
𝑆*(𝑝,𝑀, ?⃗?, 𝑛) =
∑︁
?⃗?∈𝑁(𝑛)
|𝑆*𝑀,𝜌(?⃗?)|𝑝. (34)
Непосредственно из определения следует неравенство
𝜁(𝑝𝛼, 𝑝|𝑀, ?⃗?) 6 𝜁𝑝(𝛼, 1|𝑀, ?⃗?) (𝛼 > 1). (35)
Если все веса равны 1, то будем говорить просто дзета-функция сетки 𝑀 с параметром 𝑝
и писать 𝜁(𝛼, 𝑝|𝑀) .
Справедливы две обобщенные теоремы Коробова о погрешности квадратурных формул —
это теорема 6 (см. стр. 129) и следующая теорема:
Теорема 7. Если 𝑓(𝑥1, . . . , 𝑥𝑠) ∈ 𝐸𝛼𝑠 (𝐶), то для погрешности квадратурной формулы
справедлива оценка
|𝑅𝑁 [𝑓 ]| ≤ 𝐶
⃒⃒⃒⃒
1
𝑁
𝑆𝑀,𝜌(⃗0)− 1
⃒⃒⃒⃒
+
𝐶
𝑁
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
|𝑆𝑀,𝜌(?⃗?)|
(𝑚1 . . .𝑚𝑠)𝛼
=
= 𝐶
⃒⃒⃒
𝑆*𝑀,𝜌(⃗0)− 1
⃒⃒⃒
+ 𝐶 · 𝜁(𝛼, 1|𝑀, ?⃗?), (36)
где сумма 𝑆𝑀,𝜌(?⃗?) определена равенством (6). На классе 𝐸
𝛼
𝑠 (𝐶) эту оценку нельзя улучшить.
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Другими словами теорему 7 можно сформулировать так:
Для нормы ‖𝑅𝑁 [𝑓 ]‖𝐸𝛼𝑠 линейного функционала погрешности приближенного интегриро-
вания по квадратурной формуле (30) справедливо равенство
‖𝑅𝑁 [𝑓 ]‖𝐸𝛼𝑠 =
⃒⃒⃒⃒
1
𝑁
𝑆𝑀,𝜌(⃗0)− 1
⃒⃒⃒⃒
+
1
𝑁
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
|𝑆𝑀,𝜌(?⃗?)|
(𝑚1 . . .𝑚𝑠)𝛼
=
=
⃒⃒⃒
𝑆*𝑀,𝜌(⃗0)− 1
⃒⃒⃒
+ 𝜁(𝛼, 1|𝑀, ?⃗?). (37)
Если рассмотреть класс 𝐸𝛼,𝑞𝑠 с нормой
‖𝑓(?⃗?)‖𝐸𝛼,𝑞𝑠 =
(︃
|𝐶 (⃗0)|𝑞 +
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
|𝐶(?⃗?)|𝑞(𝑚1 . . .𝑚𝑠)
𝑞𝛼
𝑝
)︃ 1
𝑞
<∞,
то справедлива следующая теорема.
Теорема 8. Если 𝑓(?⃗?) ∈ 𝐸𝛼,𝑞𝑠 и 1𝑝 + 1𝑞 = 1, то для погрешности квадратурной формулы
справедлива оценка
|𝑅𝑁 [𝑓 ]| ≤
6 ‖𝑓(?⃗?)‖𝐸𝛼,𝑞𝑠
(︃⃒⃒⃒⃒
1
𝑁
𝑆𝑀,𝜌(⃗0)− 1
⃒⃒⃒⃒𝑝
+
1
𝑁𝑝
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
|𝑆𝑀,𝜌(?⃗?)|𝑝
(𝑚1 . . .𝑚𝑠)𝛼
)︃ 1
𝑝
=
= ‖𝑓(?⃗?)‖𝐸𝛼,𝑞𝑠
(︁⃒⃒⃒
𝑆*𝑀,𝜌(⃗0)− 1
⃒⃒⃒𝑝
+ 𝜁(𝛼, 𝑝|𝑀, ?⃗?)
)︁ 1
𝑝
, (38)
где сумма 𝑆𝑀,𝜌(?⃗?) определена равенством (6). На классе 𝐸
𝛼,𝑞
𝑠 эту оценку нельзя улучшить.
Из теорем 7 и 8 следует, что на классах 𝐸𝛼𝑠 и 𝐸
𝛼,𝑞
𝑠 оценка погрешности приближенного
интегрирования сводится к оценке гиперболической дзета-функции сеток. Проводя аналогию
с гиперболической дзета-функцией решетки, которая равна гиперболической дзета-функции
сеток в случае параллелепипедальной сетки, можно высказать гипотезу, что для гиперболи-
ческой дзета-функции сеток должен быть справедлив аналог теоремы Бахвалова об оценке
гиперболической дзета-функцией решетки через гиперболический параметр решетки.
Цель разделов 6 и 7 — ввести понятие гиперболических параметров сетки и доказать аналог
теоремы Бахвалова для гиперболической дзета-функции сеток.
Модифицированной сеткой𝑀(𝛽) будем называть сетку, состоящую из модифицированных
узлов
𝑀𝑘(?⃗?) = ({𝜉1(𝑘) + 𝛽1}, . . . , {𝜉𝑠(𝑘) + 𝛽𝑠}) (𝑘 = 1, . . . , 𝑁).
Линейный функционал погрешности приближенного интегрирования периодической функ-
ции 𝑓(?⃗?) из класса 𝐸𝛼𝑠 по квадратурной формуле с весами ?⃗? и модифицированной сеткой𝑀(𝛽)
будем обозначать через 𝑅
𝑀(𝛽),𝜌
[𝑓(?⃗?)], а его норму — через
⃦⃦⃦
𝑅
𝑀(𝛽),𝜌
⃦⃦⃦
𝐸𝛼𝑠
.
В новых обозначениях утверждение (36) формулируется так: для нормы линейного функ-
ционала погрешности приближенного интегрирования функций, принадлежащих классу 𝐸𝛼𝑠 ,
по квадратурной формуле с весами ?⃗? и модифицированной сеткой 𝑀(𝛽) выполняется равен-
ство ⃦⃦⃦
𝑅
𝑀(𝛽),𝜌
⃦⃦⃦
𝐸𝛼𝑠
=
⃒⃒⃒⃒
1
𝑁
𝑆𝑀,𝜌(⃗0)− 1
⃒⃒⃒⃒
+
1
𝑁
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
|𝑆𝑀,𝜌(𝑚1, . . . ,𝑚𝑠)|
(𝑚1 . . .𝑚𝑠)𝛼
=
=
⃒⃒⃒
𝑆*𝑀,𝜌(⃗0)− 1
⃒⃒⃒
+ 𝜁(𝛼, 1|𝑀, ?⃗?). (39)
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Из этого равенства следует, что для всех модифицированных сеток 𝑀(𝛽) норма определя-
ется исходной сеткой 𝑀 и не зависит от вектора модификации. Это просто объяснить через
понятие граничной функции класса, которое впервые встречается в работе Н. М. Коробова
[27], а более подробно в его монографии [28].
Функции 𝑓(?⃗?) с единичной нормой , для которых абсолютная погрешность приближенного
интегрирования равна норме линейного функционала погрешности, следуя Коробову, будем
называть граничными функциями класса 𝐸𝛼𝑠 . Легко видеть, что граничной функцией класса
𝐸𝛼𝑠 для сетки 𝑀 с весами ?⃗? будет функция с коэффициентами Фурье
𝐶0(?⃗?) =
⎧⎪⎨⎪⎩
0 при 𝑆𝑀,𝜌(?⃗?) = 0,
𝑆𝑀,𝜌(?⃗?)
|𝑆𝑀,𝜌(?⃗?)|𝑞𝛼(?⃗?) при 𝑆𝑀,𝜌(?⃗?) ̸= 0.
(40)
Ясно, что если при некоторых значениях 𝑚1, . . . , 𝑚𝑠 тригонометрическая сумма 𝑆𝑀,𝜌(?⃗?) = 0,
то граничная функция класса сеткой определена неоднозначно.
Нетрудно видеть, что если 𝑓(?⃗?) — граничная функция класса 𝐸𝛼𝑠 для сетки 𝑀 , то
𝑔(?⃗?) = 𝑓(?⃗?− 𝛽) — граничная функция класса 𝐸𝛼𝑠 для модифицированной сетки 𝑀(𝛽).
Так как граничная функция класса зависит от вектора модификации сетки, то прибли-
женное интегрирование одной и той же функции по модифицированным сеткам для разных
векторов модификации приводит к появлению дополнительной информации о приближенном
значении искомого интеграла. Такая ситуация естественно возникает при использовании про-
изведения сеток, если соответствующим образом организовать суммирование в квадратурной
формуле, как будет видно из дальнейшего.
2. Алгоритмы приближенного интегрирования с правилом оста-
новки
Сделаем ещё несколько замечаний по поводу приближенного интегрирования периоди-
ческих функций многих переменных (см. также [18]). Согласно теореме 7 для погрешности
приближенного интегрирования справедлива оценка
|𝑅𝑁 [𝑓 ]| ≤ ‖𝑓(?⃗?)‖𝐸𝛼𝑠 ·
(︁⃒⃒⃒
𝑆*𝑀,𝜌(⃗0)− 1
⃒⃒⃒
+ 𝜁(𝛼, 1|𝑀, ?⃗?)
)︁
,
но норма функции ‖𝑓‖𝐸𝛼𝑠 , как правило, неизвестна и задача её вычисления более сложная
чем задача вычисления интеграла, который является значением только одного коэффициен-
та Фурье 𝐶 (⃗0). Более того, относительно параметра гладкости 𝛼 для конкретной функции
может быть известна только некоторая оценка, вытекающая из дифференциальных свойств
функции, что приводит ещё к большей неопределенности для решения вопроса о достигнутой
точности вычисления по конкретной квадратурной формуле для этой конкретной функции.
Дадим следующее определение.
Определение 9. Будем говорить, что задан алгоритм приближенного интегрирования
< 𝑀(𝑗), ?⃗?(𝑗),Δ > (𝑗 = 1, 2, . . .)
периодической функции 𝑓(?⃗?) из класса 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 с правилом остановки Δ(𝑓(?⃗?)),
если задана бесконечная возрастающая последовательность натуральных 𝑁𝑗 с lim
𝑗→∞
𝑁𝑗 = ∞
и сеток с весами 𝑀(𝑗), ?⃗?(𝑗) из 𝑁𝑗 взвешенных узлов равномерно распределенных в единичном
𝑠–мерном кубе такая, что для правила остановки Δ(𝑓(?⃗?)) < 𝜀 величина
Δ(𝑓(?⃗?)) = Δ (𝑓(?⃗?),𝑀(𝑗), ?⃗?(𝑗))
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и выполняется равенство
lim
𝑗→∞
Δ(𝑓(?⃗?),𝑀(𝑗), ?⃗?(𝑗)) = 0. (41)
В этом определении предполагается, что величина Δ(𝑓(?⃗?),𝑀(𝑗), ?⃗?(𝑗)) алгоритмически вы-
ражается через веса и значения функции в узлах сетки. Кроме того предполагается, что для
любого 𝑁𝑗 из данной последовательности сетка с весами 𝑀(𝑗), ?⃗?(𝑗) алгоритмически вычисля-
ется. В данной работе будет предложена в качестве правила остановки величины дискретной
дисперсии и сеточного размаха, определение которых будет дано ниже. Таким образом, вы-
числение приближенного значения интеграла продолжается до тех пор, пока для заданного
𝜀 > 0 не будет выполнено правило остановки Δ(𝑓(?⃗?),𝑀(𝑗), ?⃗?(𝑗)) < 𝜀.
Следуя К. И. Бабенко [1] и О. В. Локуциевскому [29], дадим следующее определение
ненасыщаемого алгоритма приближенного интегрирования на классе 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 .
Определение 10. Будем говорить, что периодическая функция 𝑓(?⃗?) из класса 𝐸𝑠 =
=
⋃︀
𝛼>1
𝐸𝛼𝑠 принадлежит конечному показателю 𝛼=𝛼(𝑓(?⃗?)), если 𝑓(?⃗?) ∈ 𝐸𝛼𝑠 и 𝑓(?⃗?) ̸∈ 𝐸𝛽𝑠 для
любого 𝛽 > 𝛼. В противном случае будем говорить, что периодическая функция из класса
𝐸𝑠 принадлежит бесконечному показателю.
Ясно, что бесконечному показателю принадлежит любой конечный тригонометрический
полином. Если периодическая функция 𝑓(?⃗?) ∈ 𝐸𝑠 не является конечным тригонометрическим
полиномом и принадлежит бесконечному показателю, то она будет бесконечно дифференци-
руемой функцией.
Определение 11. Будем говорить, что алгоритм приближенного интегрирования
< 𝑀(𝑗), ?⃗?(𝑗),Δ > (𝑗 = 1, 2, . . .) периодических функций из класса 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 ненасыщаемый
типа (𝛾, 𝜆), если для любой периодической функции 𝑓(?⃗?) конечного показателя 𝛼 = 𝛼(𝑓(?⃗?))
и погрешности приближенного интегрирования выполняется равенство
𝑅𝑁𝑗 [𝑓(?⃗?)] = 𝑂
(︃
ln𝛾 𝑁𝑗
𝑁𝜆·𝛼𝑗
)︃
. (42)
Как известно (см. [28]), методом оптимальных коэффициентов Коробова можно постро-
ить ненасыщаемые алгоритмы типа ((𝑠 − 1)𝛼, 1), а модифицированным методом Фролова —
((𝑠− 1), 1) . Для случая равномерных сеток имеем тип (0, 1𝑠 ).
С точки зрения трудоемкости вычислений разумно выделить класс алгоритмов прибли-
женного интегрирования, в которых 𝑗-ая квадратурная формула полностью использует ре-
зультаты вычислений по 𝑗 − 1-ой квадратурной формуле. Дадим следующее определение.
Определение 12. Будем говорить, что задан концентрический алгоритм приближен-
ного интегрирования < 𝑀(𝑗), ?⃗?(𝑗),Δ > (𝑗 = 1, 2, . . .) периодических функций из класса
𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 , если для любого 𝑗 > 1 выполняются условия
𝑀(𝑗) ⊂𝑀(𝑗 + 1), ∃𝜌 : ∀?⃗? ∈𝑀(𝑗) : 𝜌𝑗+1(?⃗?) = 𝜌 · 𝜌𝑗(?⃗?). (43)
Наиболее простой пример концентрических алгоритмов приближенного интегрирования
дают квадратурные формулы с равными весами, построенными из первых членов бесконечной
равномерно распределенной по модулю 1 бесконечной последовательности точек из единично-
го 𝑠-мерного куба. Другой класс концентрических алгоритмов приближенного интегрирования
связан с понятием произведения сеток с весами.
Пусть даны две сетки с весами < 𝑀1, ?⃗?1 > и < 𝑀2, ?⃗?2 >. Напомним определение про-
изведения сеток с весами из работы [21], которое здесь несколько отличается для случая
|𝑀3| ≠ |𝑀1| · |𝑀2| появлением нормировочного множителя.
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Определение 13. Произведением двух сеток с весами < 𝑀1, ?⃗?1 > и < 𝑀2, ?⃗?2 > называ-
ется третья сетка
< 𝑀3, ?⃗?3 >=< 𝑀1, ?⃗?1 > · < 𝑀2, ?⃗?2 >, (44)
где
𝑀3 = {{?⃗?+ ?⃗?}|?⃗? ∈𝑀1, ?⃗? ∈𝑀2}, (45)
𝜌3(?⃗?) =
|𝑀3|
|𝑀1| · |𝑀2|
∑︁
?⃗?={?⃗?+𝑦},
?⃗?∈𝑀1,𝑦∈𝑀2
𝜌1(?⃗?) · 𝜌2(?⃗?), (46)
и для любого вектора ?⃗? = (𝑧1, . . . , 𝑧𝑠) дробной частью вектора называется вектор {?⃗?} =
= ({𝑧1}, . . . , {𝑧𝑠}).
Определение 14. Будем говорить, что задан мультипликативный алгоритм прибли-
женного интегрирования < 𝑀*(𝑗), ?⃗?*(𝑗),Δ > (𝑗 = 1, 2, . . . , 𝑛, . . .) периодических функций из
класса 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 , порожденный бесконечной последовательностью < 𝑀(𝑗), ?⃗?(𝑗) > (𝑗 ∈ N),
если 𝑀*(1) =𝑀(1), ?⃗?*(1) = ?⃗?(1) и для любого 𝑗 > 1 выполняются условия
< 𝑀*(𝑗 + 1), ?⃗? *(𝑗 + 1) >=< 𝑀*(𝑗), ?⃗? *(𝑗) > · < 𝑀(𝑗 + 1), ?⃗?(𝑗 + 1) > . (47)
Нетрудно видеть, что если для каждой сетки 0⃗ ∈ 𝑀(𝑗) (𝑗 = 1, 2, . . .), то мультипликатив-
ный алгоритм приближенного интегрирования будет концентрическим, так как в этом случае
всегда 𝑀*(𝑗) ⊂𝑀*(𝑗 + 1).
Определение 15. Мультипликативный алгоритм приближенного интегрирования
< 𝑀*(𝑗), ?⃗?*(𝑗),Δ > (𝑗 = 1, 2, . . . , 𝑛, . . .)
периодических функций из класса 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 , порожденный бесконечной последовательно-
стью
< 𝑀(𝑗), ?⃗?(𝑗) > (𝑗 = 1, 2, . . .)
с дополнительным условием
0⃗ ∈𝑀(𝑗) (𝑗 = 1, 2, . . .),
будем называть мультипликативным, концентрическим алгоритмом приближенного ин-
тегрирования.
Пусть величины 𝑚𝑓 , 𝑀𝑓 — минимальное и максимальное значение функции 𝑓(?⃗?) опреде-
лены, соответственно, равенствами
𝑚𝑓 = min
?⃗?∈[0;1]𝑠
𝑓(?⃗?), 𝑀𝑓 = max
?⃗?∈[0;1]𝑠
𝑓(?⃗?), (48)
а размах функции 𝑣𝑓 =𝑀𝑓 −𝑚𝑓 , тогда справедливо неравенство
𝑣𝑓 6 ‖𝑓‖𝐸𝛼𝑠 2 ((1 + 2𝜁(𝛼))𝑠 − 1) . (49)
Очевидно, что для любого алгоритма приближенного интегрирования < 𝑀(𝑗), ?⃗?(𝑗),Δ >
(𝑗 = 1, 2, . . .) можно определить две числовые последовательности
𝑚𝑓 (𝑗) = min
?⃗?∈𝑀(𝑗)
𝑓(?⃗?), 𝑀𝑓 (𝑗) = max
?⃗?∈𝑀(𝑗)
𝑓(?⃗?), (50)
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для которых справедливы соотношения
𝑚𝑓 (𝑗) > 𝑚𝑓 , lim
𝑗→∞
𝑚𝑓 (𝑗) = 𝑚𝑓 , 𝑀𝑓 (𝑗) 6𝑀𝑓 , lim
𝑗→∞
𝑀𝑓 (𝑗) =𝑀𝑓 . (51)
Для любого концентрического алгоритма приближенного интегрирования <𝑀(𝑗),?⃗?(𝑗),Δ>
(𝑗 = 1, 2, . . .) будут выполнены дополнительные соотношения монотонности:
𝑚𝑓 6 . . . 6 𝑚𝑓 (𝑗) 6 . . . 6 𝑚𝑓 (2) 6 𝑚𝑓 (1) 6
6𝑀𝑓 (1) 6𝑀𝑓 (2) 6 . . . 6𝑀𝑓 (𝑗) 6 . . . 6𝑀𝑓 . (52)
Так как для "сеточного" размаха 𝑣𝑓 (𝑗) = 𝑀𝑓 (𝑗) −𝑚𝑓 (𝑗) функции 𝑓(?⃗?) отличной от кон-
станты выполняется равенство lim
𝑗→∞
𝑣𝑓 (𝑗) = 𝑣𝑓 > 0, то величину сеточного размаха нельзя
использовать как правило остановки, но в качестве правила остановки можно использовать
величину приращения сеточного размаха 𝑑𝑣𝑓 (𝑗) = 𝑣𝑓 (𝑗)−𝑣𝑓 (𝑗−1), которая стремится к нулю,
но с оговоркой„ что если приращение сеточного размаха нулевое, то останавливаться можно
только при 1𝑁𝑗 < 𝜀.
Таким образом, простейшее правило остановки для концентрического алгоритма можно
определить как
Δ(𝑓(?⃗?),𝑀(𝑗), ?⃗?(𝑗)) = max
(︂
1
|𝑀(𝑗)| , max?⃗?∈𝑀(𝑗) 𝑓(?⃗?) + min?⃗?∈𝑀(𝑗−1) 𝑓(?⃗?)−
− max
?⃗?∈𝑀(𝑗−1)
𝑓(?⃗?)− min
?⃗?∈𝑀(𝑗)
𝑓(?⃗?)
)︂
(𝑗 = 2, 3, . . .). (53)
3. Оператор взвешенных сеточных средних
Для любой сетки 𝑀 с весами ?⃗? рассмотрим на пространстве периодических функций 𝐸𝛼𝑠
линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних заданный равенством
𝑔(?⃗?) = 𝐴𝑀,𝜌𝑓(?⃗?) =
1
𝑁
𝑁∑︁
𝑘=1
𝜌𝑘𝑓 [𝑥1 + 𝜉1(𝑘), . . . , 𝑥𝑠 + 𝜉𝑠(𝑘)]. (54)
Обозначим через 𝐴𝑀,𝜌𝐶(?⃗?) действие линейного оператора 𝐴𝑀,𝜌 на коэффициенты Фурье
функции 𝑓(?⃗?).
Лемма 4. Для любой периодической функции 𝑓(?⃗?) из пространства 𝐸𝛼𝑠 и её коэффици-
ентов Фурье 𝐶(?⃗?) разложения в ряд Фурье
𝑓(?⃗?) =
∞∑︁
𝑚1,...,𝑚𝑠=−∞
𝐶(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?) (55)
справедливо равенство
𝐴𝑀,𝜌𝐶(?⃗?) =
𝑆𝑀,𝜌(?⃗?)
𝑁
𝐶(?⃗?) = 𝑆*𝑀,𝜌(?⃗?)𝐶(?⃗?) (56)
где 𝑆𝑀,𝜌(?⃗?) — тригонометрическая сумма сетки с весами, а 𝑆
*
𝑀,𝜌(?⃗?) — нормированная три-
гонометрическая сумма сетки с весами.
Кроме того, справедлива тривиальная оценка для нормы образа⃦⃦
𝐴𝑀,𝜌𝑓(?⃗?)
⃦⃦
𝐸𝛼𝑠
6 𝜌(𝑀)
𝑁
‖𝑓(?⃗?)‖𝐸𝛼𝑠 . (57)
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Определение 16. Назовем линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних нор-
мальным, если он не увеличивает норму любой функции.
Очевидно, что необходимым и достаточным условием нормальности линейного оператора
𝐴𝑀,𝜌 взвешенных сеточных средних является ограниченность сверху единицей модуля всех
нормированных тригонометрических сумм с весами:
⃒⃒⃒
𝑆*𝑀,𝜌(?⃗?)
⃒⃒⃒
6 1 (?⃗? ∈ Z𝑠).
Из последней леммы следует, что собственными функциями линейного оператора 𝐴𝑀,𝜌
взвешенных сеточных средних является набор базисных функций 𝑒2𝜋𝑖(?⃗?,?⃗?) (?⃗? ∈ Z𝑠) за ис-
ключением тех гармоник, которые переходят в ноль, то есть принадлежат ядру оператора.
Собственными значениями являются соответствующие нормированные тригонометрические
сумм сеток с весами 𝑆*𝑀,𝜌(?⃗?) отличные от нуля.
Таким образом, нормальные линейные операторы 𝐴𝑀,𝜌 взвешенных сеточных средних вы-
деляются условием, что все собственные значения этих операторов не превосходят по модулю
единицу.
Если сетка с весами < 𝑀, ?⃗? > порождает нормальный линейный оператор 𝐴𝑀,𝜌 взвешен-
ных сеточных средних, то для её дзета-функции будет выполнена оценка сверху
𝜁(𝛼, 1|𝑀, ?⃗?) 6 𝜁𝐻(𝛼|Z𝑠) = ((1 + 2𝜁(𝛼))𝑠 − 1) . (58)
Отсюда следует, что для образа 𝑔(?⃗?) = 𝐴𝑀,𝜌𝑓(?⃗?) справедливы более точные неравенства чем
(49).
𝑀𝑔 − 𝐶 (⃗0)𝑆*𝑀,𝜌(⃗0) 6 ‖𝑓(?⃗?)‖𝐸𝛼𝑠 𝜁(𝛼, 1|𝑀, ?⃗?),
𝐶 (⃗0)𝑆*𝑀,𝜌(⃗0)−𝑚𝑔 6 ‖𝑓(?⃗?)‖𝐸𝛼𝑠 𝜁(𝛼, 1|𝑀, ?⃗?),
𝑣𝑔 6 ‖𝑓(?⃗?)‖𝐸𝛼𝑠 2𝜁(𝛼, 1|𝑀, ?⃗?). (59)
Из теорем 6 и 7 следует, что для любого алгоритма приближенного интегрирования
< 𝑀(𝑗), ?⃗?(𝑗),Δ > (𝑗 = 1, 2, . . .) периодической функции 𝑓(?⃗?) из класса 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 вы-
полняется равенство
lim
𝑗→∞
𝜁(𝛼, 1|𝑀(𝑗), ?⃗?(𝑗)) = 0, (60)
поэтому величину усредненного взвешенного сеточного размаха 𝑣𝑔(𝑗)(𝑗 + 1), где 𝑔(𝑗) =
= 𝐴𝑀(𝑗),𝜌(𝑗)𝑓(?⃗?) — 𝑗-ый образ функции 𝑓(?⃗?) под действием 𝑗-ого оператора 𝐴𝑀(𝑗),𝜌(𝑗), можно
использовать как правило остановки с одной оговоркой, что если усредненный взвешенный
сеточный размах нулевой, то останавливаться можно только при 1𝑁𝑗 < 𝜀.
Наиболее компактно правило остановки можно сформулировать для мультипликатив-
ного, концентрического алгоритма приближенного интегрирования < 𝑀*(𝑗), ?⃗?*(𝑗),Δ >
(𝑗 = 1, 2, . . . , 𝑛, . . .) периодических функций из класса 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 , порожденный беско-
нечной последовательностью < 𝑀(𝑗), ?⃗?(𝑗),Δ > (𝑗 = 1, 2, . . .) с дополнительным условием
0⃗ ∈𝑀(𝑗) (𝑗 = 1, 2, . . .), если положить < 𝑀(0) = {⃗0}, ?⃗?(0) = (1), тогда 𝐴𝑀(0),𝜌(0)𝑓(?⃗?) = 𝑓(?⃗?) и
Δ(𝑓(?⃗?),𝑀*(𝑗), ?⃗?*(𝑗)) = max
(︂
1
|𝑀*(𝑗)| , max?⃗?∈𝑀(𝑗)
1
|𝑀*(𝑗 − 1)|
∑︁
?⃗?∈𝑀*(𝑗−1)
𝜌(?⃗?)𝑓(?⃗?+ ?⃗?)−
− min
?⃗?∈𝑀(𝑗)
1
|𝑀*(𝑗 − 1)|
∑︁
?⃗?∈𝑀*(𝑗−1)
𝜌*(𝑗 − 1, ?⃗?)𝑓(?⃗?+ ?⃗?)
⎞⎠ (𝑗 = 1, 2, . . .). (61)
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Если правило остановки выполнено, то в качестве приближенного значения интеграла берется
величина
𝐼 =
1
|𝑀*(𝑗)|
∑︁
?⃗?∈𝑀*(𝑗)
𝜌*(𝑗, ?⃗?)𝑓(?⃗?) = 𝐴𝑀*(𝑗),𝜌*(𝑗)𝑓 (⃗0) =
=
1
|𝑀(𝑗)|
∑︁
?⃗?∈𝑀(𝑗)
𝜌(𝑗, ?⃗?)
1
|𝑀*(𝑗 − 1)|
∑︁
?⃗?∈𝑀*(𝑗−1)
𝜌*(𝑗 − 1, ?⃗?)𝑓(?⃗?+ ?⃗?) =
= 𝐴𝑀(𝑗),𝜌(𝑗)𝐴𝑀*(𝑗−1),𝜌*(𝑗−1)𝑓 (⃗0). (62)
Теорема 9. Для любых двух сеток с весами < 𝑀1, ?⃗?1 > и < 𝑀2, ?⃗?2 > и произведения
соответствующих линейных операторов взвешенных сеточных средних справедливо равен-
ство
𝐴𝑀1,𝜌1𝐴𝑀2,𝜌2 = 𝐴𝑀3,𝜌3 (63)
и сетка с весами < 𝑀3, ?⃗?3 >=< 𝑀1, ?⃗?1 > · < 𝑀2, ?⃗?2 > .
Кроме того нормированные тригонометрические суммы сетки с весами мультиплика-
тивны, то есть
𝑆*𝑀1,𝜌1(?⃗?) · 𝑆*𝑀2,𝜌2(?⃗?) = 𝑆*𝑀3,𝜌3(?⃗?). (64)
4. Случайные величины и многомерные квадратурные формулы
Возьмем произвольную равномерно распределенную случайную точку ?⃗? из единичного 𝑠-
мерного полуоткрытого куба 𝐺𝑠 = [0; 1)𝑠, тогда определена случайная величина 𝑋𝑓 = 𝑓(?⃗?),
для математического ожидания и дисперсии которой справедливы равенства
𝑀(𝑋𝑓 ) =
1∫︁
0
. . .
1∫︁
0
𝑓(?⃗?)𝑑?⃗?, (65)
𝐷(𝑋𝑓 ) =
1∫︁
0
. . .
1∫︁
0
⃒⃒⃒⃒
⃒⃒𝑓(?⃗?)−
1∫︁
0
. . .
1∫︁
0
𝑓(?⃗?)𝑑?⃗?
⃒⃒⃒⃒
⃒⃒
2
𝑑?⃗?. (66)
Пусть характеристическая функция 𝜒𝑡(𝑥) промежутка [0; 𝑡) задается равенством
𝜒𝑡(𝑥) =
{︃
1 при 0 6 𝑥 < 𝑡,
0 при 𝑥 > 𝑡,
(67)
тогда интегральная функция распределения 𝐹𝑓 (𝑥) случайной величины 𝑋𝑓 = 𝑓(?⃗?) имеет сле-
дующее интегральное представление
𝐹𝑓 (𝑥) = 𝑃 (𝑋𝑓 < 𝑥) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 при 𝑥 6 𝑚𝑓 ,
1∫︁
0
. . .
1∫︁
0
𝜒𝑥
(︀
𝑓 (⃗𝑡)−𝑚𝑓
)︀
𝑑?⃗? при 𝑚𝑓 < 𝑥 6𝑀𝑓 ,
1 при 𝑥 > 𝑀𝑓 .
(68)
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Лемма 5. Для дисперсии случайной величины 𝑋𝑓 периодической функции 𝑓(?⃗?) из про-
странства 𝐸𝛼𝑠 справедливо равенство
𝐷(𝑋𝑓 ) =
1∫︁
0
. . .
1∫︁
0
|𝑓(?⃗?)|2𝑑?⃗?−
⃒⃒⃒⃒
⃒⃒
1∫︁
0
. . .
1∫︁
0
𝑓(?⃗?)𝑑?⃗?
⃒⃒⃒⃒
⃒⃒
2
. (69)
Из равенства Парсеваля следует, что
𝐷(𝑋𝑓 ) =
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
|𝐶(?⃗?)|2. (70)
Для дисперсии справедлива оценка через норму функции:
𝐷(𝑋𝑓 ) 6 ‖𝑓(?⃗?)‖2𝐸𝛼𝑠
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
(𝑚1 . . .𝑚𝑠)
−2𝛼 =
= ‖𝑓(?⃗?)‖2𝐸𝛼𝑠 ((1 + 2𝜁(2𝛼))
𝑠 − 1) . (71)
Нетрудно видеть, что значение в произвольной точке образа функции 𝑓(?⃗?) под действием
линейного оператора 𝐴𝑀,𝜌 взвешенных сеточных средних является статистикой для значе-
ния интеграла от 𝑓(?⃗?). Пользуясь таким взглядом на линейный оператор 𝐴𝑀,𝜌 взвешенных
сеточных средних дадим следующее определение.
Определение 17. Линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних называется
несмещенным, если для любой периодической функции 𝑓(?⃗?) из пространства 𝐸𝛼𝑠 справедливо
равенство
𝑀(𝑋𝐴𝑀,𝜌𝑓 ) =
1∫︁
0
. . .
1∫︁
0
𝑓(?⃗?)𝑑?⃗?. (72)
Теорема 10. Линейный оператор взвешенных сеточных средних является несмещенным
тогда и только тогда, когда для весов сетки справедливо равенство
1
𝑁
𝑁∑︁
𝑘=1
𝜌𝑘 = 1, (73)
то есть
𝑆*𝑀,𝜌(⃗0) = 1. (74)
Замечание 1. Для любой интегрируемой по Риману функции справедливо равенство
1∫︁
0
. . .
1∫︁
0
𝑓(?⃗?)𝑑?⃗? =
1∫︁
0
. . .
1∫︁
0
𝑓 [{?⃗?+ ?⃗?}] 𝑑?⃗?, (75)
так как отображение ?⃗? → {?⃗? + ?⃗?} отображает 𝑠-мерный полуоткрытый куб 𝐺𝑠 = [0; 1)𝑠
на себя и является кусочно гладким с единичной матрицей Якоби. Отсюда следует, что
несмещенный линейный оператор взвешенных сеточных средних обладает свойством несме-
щенности на классе всех интегрируемых по Риману функций.
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Сетки с весами < 𝑀, ?⃗? >, задающие несмещенный линейный оператор взвешенных сеточ-
ных средних, обладают важным свойством: у них в формуле (39) исчезает член
⃒⃒⃒
𝑆*𝑀,𝜌(⃗0)− 1
⃒⃒⃒
и для нормы линейного функционала погрешности приближенного интегрирования функций,
принадлежащих классу 𝐸𝛼𝑠 , по квадратурной формуле с весами ?⃗? и модифицированной сеткой
𝑀(𝛽) выполняется равенство ⃦⃦⃦
𝑅
𝑀(𝛽),𝜌
⃦⃦⃦
𝐸𝛼𝑠
= 𝜁(𝛼, 1|𝑀, ?⃗?). (76)
Из мультипликативности нормированных тригонометрических сумм сетки с весами и до-
казанной теоремы следует, что произведение несмещенных линейных операторов взвешенных
сеточных средних является несмещенным линейным оператором взвешенных сеточных сред-
них.
Нетрудно видеть, что для дисперсии случайной величины 𝑋𝐴𝑀,𝜌𝑓 = 𝐴𝑀,𝜌𝑓(?⃗?) справедливо
равенство
𝐷
(︀
𝑋𝐴𝑀,𝜌𝑓
)︀
=
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
|𝐶(?⃗?)|2|𝑆*𝑀,𝜌(?⃗?)|2. (77)
Переходя к оценкам коэффициентов Фурье через норму, получим неравенство
𝐷
(︀
𝑋𝐴𝑀,𝜌𝑓
)︀
6 ‖𝑓‖2𝐸𝛼𝑠 · 𝜁(2𝛼, 2|𝑀, ?⃗?) 6 ‖𝑓‖2𝐸𝛼𝑠 · 𝜁2(𝛼, 1|𝑀, ?⃗?). (78)
Как правило, норма функции ‖𝑓‖𝐸𝛼𝑠 неизвестна и задача её вычисления более сложная
чем задача вычисления интеграла, который является значением только одного коэффици-
ента Фурье 𝐶 (⃗0). Поэтому целесообразно оценивать дисперсию 𝐷
(︀
𝑋𝐴𝑀,𝜌𝑓
)︀
, которая убыва-
ет вместе с величиной линейного функционала погрешности приближенного интегрирования
𝑅
𝑀(𝛽),𝜌
[𝑓(?⃗?)]. Так как саму дисперсию вычислить в общем виде не представляется возможным,
то дадим следующее определение.
Определение 18. Сеточной дисперсией с весами периодической функции 𝑓(?⃗?) из про-
странства 𝐸𝛼𝑠 будем называть величину 𝐷𝑀,𝜌[𝑓(?⃗?)], заданную равенством
𝐷𝑀,𝜌[𝑓(?⃗?)]=
1
𝑁
𝑁∑︁
𝑘=1
𝜌𝑘
⃒⃒⃒⃒
⃒𝑓 [𝜉1(𝑘), . . . , 𝜉𝑠(𝑘)]− 1𝑁
𝑁∑︁
𝑙=1
𝜌𝑙𝑓 [𝜉1(𝑙), . . . , 𝜉𝑠(𝑙)]
⃒⃒⃒⃒
⃒
2
=
=
1
𝑁
𝑁∑︁
𝑘=1
𝜌𝑘|𝑓 [𝜉1(𝑘), . . . , 𝜉𝑠(𝑘)]|2−
⃒⃒⃒⃒
⃒ 1𝑁
𝑁∑︁
𝑙=1
𝜌𝑙𝑓 [𝜉1(𝑙), . . . , 𝜉𝑠(𝑙)]
⃒⃒⃒⃒
⃒
2
. (79)
Лемма 6. Для сеточной дисперсии с весами периодической функции 𝑓(?⃗?) из простран-
ства 𝐸𝛼𝑠 если линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних является несмещен-
ным, то справедливо равенство
𝐷𝑀,𝜌[𝑓(?⃗?)]= 𝐷(𝑋𝑓 )−𝐷
(︀
𝑋𝐴𝑀,𝜌𝑓
)︀
+𝐷𝑅𝑀,𝜌[𝑓(?⃗?)], (80)
где 6
𝐷𝑅𝑀,𝜌[𝑓(?⃗?)] =
∞∑︁*
?⃗?,?⃗?=−∞
𝐶(?⃗?)𝐶(?⃗?)
(︀
𝑆*𝑀,𝜌(?⃗?− ?⃗?)−𝑆*𝑀,𝜌(?⃗?)𝑆*𝑀,𝜌(−?⃗?)
)︀
. (81)
6Здесь и далее
∑︀* означает суммирование по системам ?⃗? ̸= 0⃗, ?⃗? ̸= 0⃗, ?⃗? ̸= ?⃗?.
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Нетрудно видеть из доказанной леммы, что для любого алгоритма приближенного ин-
тегрирования < 𝑀(𝑗), ?⃗?(𝑗),Δ > (𝑗 = 1, 2, . . .) сеточную дисперсию с весами периодической
функции 𝑓(?⃗?) нельзя использовать как правило остановки, так как она будет сходиться к
дисперсии 𝐷(𝑋𝑓 ) > 0. Поэтому дадим следующее определение.
Определение 19. Дискретной дисперсией погрешности приближенного интегрирова-
ния по квадратурной формуле с сеткой 𝑀 и весами ?⃗? периодической функции 𝑓(?⃗?) из про-
странства 𝐸𝛼𝑠 будем называть величину 𝐷
*
𝑀,𝜌[𝑓(?⃗?)], заданную равенством
𝐷*𝑀,𝜌[𝑓(?⃗?)] = 𝐷𝑀,𝜌[𝐴𝑀,𝜌𝑓(?⃗?)]. (82)
Следующая лемма показывает, что в принципе в случае несмещенного, нормального линей-
ного оператора 𝐴𝑀,𝜌 взвешенных сеточных средних дискретная дисперсия 𝐷*𝑀,𝜌[𝑓(?⃗?)] может
выполнять функции правила остановки в алгоритме приближенного интегрирования.
Лемма 7. Если линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних является несме-
щенным и нормальным, то для его дискретной дисперсии 𝐷*𝑀,𝜌[𝑓(?⃗?)] справедливо неравен-
ство
𝐷*𝑀,𝜌[𝑓(?⃗?)] 6 2‖𝑓‖2𝐸𝛼𝑠 · 𝜁2(𝛼, 1|𝑀, ?⃗?). (83)
Другим важным критерием возможности использования дискретной дисперсии в каче-
стве правила остановки является её трудоемкость вычисления. В следующей лемме дается
явное выражение для дискретной дисперсии, из которого видно, что необходимо учитывать
конкретные свойства используемой сетки, чтобы провести дальнейшее упрощение выражения
для дискретной дисперсии.
Лемма 8. Для дискретной дисперсии 𝐷*𝑀,𝜌[𝑓(?⃗?)] справедливо равенство
𝐷*𝑀,𝜌[𝑓(?⃗?)] = 𝐴𝑀,𝜌
⃒⃒⃒
𝐴𝑀,𝜌𝑓
(︁
0⃗
)︁⃒⃒⃒2 − ⃒⃒⃒𝐴𝑀,𝜌𝐴𝑀,𝜌𝑓 (︁0⃗)︁⃒⃒⃒2 . (84)
Из последней леммы видно, что вычисление дискретной дисперсии произвольной сетки с
весами требует 𝑂(𝑁2) операций, что является существенно более трудоемким чем вычисление
приближенного значения интеграла. Поэтому дадим модифицированное определение дискрет-
ной дисперсии для случая мультипликативного, концентрического алгоритма приближенного
интегрирования. Фактически эта модификация применима для любого произведения двух се-
ток с весами. Поэтому назовем такую дисперсию мультипликативной дискретной дисперсией.
Определение 20. Если сетка 𝑀 с весами ?⃗? является произведением двух сеток с ве-
сами < 𝑀, ?⃗? >=< 𝑀1, ?⃗?1 > · < 𝑀2, ?⃗?2 >, то мультипликативной дискретной дисперсией
погрешности приближенного интегрирования по квадратурной формуле с сеткой 𝑀 и веса-
ми ?⃗? периодической функции 𝑓(?⃗?) из пространства 𝐸𝛼𝑠 будем называть величину 𝐷
*
𝑀,𝜌[𝑓(?⃗?)],
заданную равенством
𝐷*𝑀,𝜌[𝑓(?⃗?)] = 𝐴𝑀2,𝜌2
⃒⃒⃒
𝐴𝑀1,𝜌1𝑓
(︁
0⃗
)︁⃒⃒⃒2 − ⃒⃒⃒𝐴𝑀,𝜌𝑓 (︁0⃗)︁⃒⃒⃒2 . (85)
Из определения видно, что функция мультипликативной дискретной дисперсии не явля-
ется симметричной относительно сомножителей, но зато она по трудоемкости вычислений
сравнима с трудоемкостью вычисления приближенного значения интеграла.
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Лемма 9. Если сетка 𝑀 с весами ?⃗? является произведением двух сеток с весами
< 𝑀, ?⃗? >=< 𝑀1, ?⃗?1 > · < 𝑀2, ?⃗?2 > и операторы 𝐴𝑀1,𝜌1 и 𝐴𝑀2,𝜌2 — нормальные и несмещен-
ные, то для мультипликативной дискретной дисперсии 𝐷*𝑀,𝜌[𝑓(?⃗?)] справедливо равенство
𝐷*𝑀,𝜌[𝑓(?⃗?)] =
=
1
𝑁2
∑︁
?⃗?∈𝑀2
𝜌2(?⃗?)
⃒⃒⃒⃒
⃒⃒ 1𝑁1 ∑︁
?⃗?∈𝑀1
𝜌1(?⃗?)𝑓 (?⃗? + ?⃗?)− 1
𝑁
∑︁
?⃗?∈𝑀
𝜌(?⃗?)𝑓 (?⃗?)
⃒⃒⃒⃒
⃒⃒
2
. (86)
Лемма 10. Если сетка 𝑀 с весами ?⃗? является произведением двух сеток с весами
< 𝑀, ?⃗? >=< 𝑀1, ?⃗?1 > · < 𝑀2, ?⃗?2 > и операторы 𝐴𝑀1,𝜌1 и 𝐴𝑀2,𝜌2 — нормальные и несмещен-
ные, то для мультипликативной дискретной дисперсии 𝐷*𝑀,𝜌[𝑓(?⃗?)] справедливо неравенство
|𝐷*𝑀,𝜌[𝑓(?⃗?)]| 6 ‖𝑓‖2𝐸𝛼𝑠 ×
× (︀𝜁(𝛼, 1|𝑀, ?⃗?) + 𝜁2(𝛼, 1|𝑀1, ?⃗?1) + 𝜁(𝛼, 1|𝑀1, ?⃗?1)𝜁(𝛼, 1|𝑀, ?⃗?))︀ . (87)
Из последней леммы вытекает, что для мультипликативного, концентрического алгоритма
приближенного интегрирования
< 𝑀*(𝑗), ?⃗?*(𝑗),Δ > (𝑗 = 1, 2, . . . , 𝑛, . . .)
периодических функций из класса 𝐸𝑠 =
⋃︀
𝛼>1
𝐸𝛼𝑠 , порожденного бесконечной последователь-
ностью < 𝑀(𝑗), ?⃗?(𝑗),Δ > (𝑗 = 1, 2, . . .) с дополнительным условием 0⃗ ∈ 𝑀(𝑗) (𝑗 = 1, 2, . . .),
правило остановки (61) будет более строгим, если добавить в него ещё величину мультипли-
кативной дискретной дисперсии.
5. Разбиение Коробова
Пусть задана сетка с весами < 𝑀, ?⃗? > определим пять подмножеств фундаментальной
решётки Z𝑠 следующим образом:
𝐾0 = {?⃗? ∈ Z𝑠 |𝑆𝑀,𝜌(?⃗?) = 0}, (88)
𝐾1 = {?⃗? ∈ Z𝑠 |𝑆𝑀,𝜌(?⃗?) = |𝑀 |}, (89)
𝐾2 = {?⃗? ∈ Z𝑠 |𝑆𝑀,𝜌(?⃗?) ̸= |𝑀 |, |𝑆𝑀,𝜌(?⃗?)| = |𝑀 |}, (90)
𝐾3 = {?⃗? ∈ Z𝑠 | |𝑆𝑀,𝜌(?⃗?)| < |𝑀 |}, (91)
𝐾4 = {?⃗? ∈ Z𝑠 | |𝑆𝑀,𝜌(?⃗?)| > |𝑀 |}. (92)
Таким образом Z𝑠 = 𝐾0
⋃︀
𝐾1
⋃︀
𝐾2
⋃︀
𝐾3
⋃︀
𝐾4.
Множества 𝐾0, 𝐾1, 𝐾2, 𝐾3 и 𝐾4 порождают разбиение пространства периодических функ-
ций 𝐸𝛼𝑠 на подпространства 𝐸
𝛼,𝐾𝑗
𝑠 (𝑗 = 0, 1, 2, 3, 4), где для произвольного подмножества
𝐾 ⊂ Z𝑠
𝐸𝛼,𝐾𝑠 =
{︃
𝑓(?⃗?) ∈ 𝐸𝛼𝑠
⃒⃒⃒⃒
⃒ 𝑓(?⃗?) = ∑︁
?⃗?∈𝐾
𝐶(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?)
}︃
. (93)
Такое разбиение будем называть разбиением Коробова. Оно фактически возникало в его ра-
ботах, когда он проводил оценки погрешности приближенного интегрирования по различным
сеткам и естественным образом область суммирования разбивалась в зависимости от величи-
ны тригонометрической суммы сетки.
Из определения множеств 𝐾0, 𝐾1, 𝐾2, 𝐾3 и 𝐾4 следует, что:
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 подпространство 𝐸𝛼,𝐾0𝑠 является ядром линейного оператора 𝐴𝑀,𝜌 взвешенных сеточных
средних;
 𝐸𝛼,𝐾1𝑠 — неподвижное подпространство, то есть все функции из этого подпространства
переходят сами в себя под действием оператора 𝐴𝑀,𝜌;
 𝐸𝛼,𝐾2𝑠 — подпространство постоянной нормы, то есть все функции из этого подпростран-
ства сохраняют свою норму под действием оператора 𝐴𝑀,𝜌;
 𝐸𝛼,𝐾3𝑠 — подпространство сжатия, то есть все ненулевые коэффициенты Фурье умень-
шаются на множители равные соответствующим нормированным тригонометрическим
суммам сетки с весами;
 𝐸𝛼,𝐾4𝑠 — подпространство растяжения, то есть все ненулевые коэффициенты Фурье из-
меняются на множители равные соответствующим нормированным тригонометрическим
суммам сетки с весами, которые по модулю больше 1.
Отсюда следует, что каждая периодическая функция 𝑓(?⃗?) из пространства 𝐸𝛼𝑠 представима
в виде суммы соответствующих компонент из разбиения Коробова:
𝑓(?⃗?) = 𝑓0(?⃗?) + 𝑓1(?⃗?) + 𝑓2(?⃗?) + 𝑓3(?⃗?) + 𝑓4(?⃗?).
Если некоторое подпространство 𝐸
𝛼,𝐾𝑗
𝑠 (𝑗 = 0, 1, 2, 3, 4) пустое, то соответствующая функция
представления полагается равной нулю.
Для любого несмещенного линейного оператора 𝐴𝑀,𝜌 взвешенных сеточных средних имеем
1∫︁
0
. . .
1∫︁
0
𝑓𝑗(?⃗?)𝑑?⃗? = 0 (𝑗 ̸= 1),
1∫︁
0
. . .
1∫︁
0
𝑓(?⃗?)𝑑?⃗? =
1∫︁
0
. . .
1∫︁
0
𝑓1(?⃗?)𝑑?⃗?. (94)
В силу линейности функционала погрешности приближенного интегрирования имеем ра-
венство
𝑅𝑁 [𝑓 ] = 𝑅𝑁 [𝑓1] +𝑅𝑁 [𝑓2] +𝑅𝑁 [𝑓3] +𝑅𝑁 [𝑓4], (95)
так как на подпространстве 𝐸𝛼,𝐾0𝑠 этот функционал тождественно равен нулю.
Согласно первой теореме Коробова, применяя разбиение Коробова, получим
𝑅𝑁 [𝑓 ] =
∑︁′
?⃗?∈𝐾1
𝐶(?⃗?) +
4∑︁
𝑗=2
∑︁
?⃗?∈𝐾𝑗
𝐶(?⃗?)𝑆*𝑀,𝜌(?⃗?). (96)
Согласно второй теореме Коробова отсюда следует оценка
|𝑅𝑁 [𝑓 ]| 6 𝐶
⎛⎝ ∑︁′
?⃗?∈𝐾1
⋃︀
𝐾2
1
(𝑚1 . . .𝑚𝑠)𝛼
+
4∑︁
𝑗=3
∑︁
?⃗?∈𝐾𝑗
|𝑆*𝑀,𝜌(?⃗?)|
(𝑚1 . . .𝑚𝑠)𝛼
⎞⎠ (97)
для любой периодической функции 𝑓(?⃗?) из пространства 𝐸𝛼𝑠 (𝐶).
Для любого несмещенного, нормального линейного оператора 𝐴𝑀,𝜌 взвешенных сеточных
средних множество 𝐾4 пусто, а значит и подпространство растяжения тоже пусто. В этом
случае формула (97) примет более простой вид
|𝑅𝑁 [𝑓 ]| 6 𝐶
⎛⎝ ∑︁′
?⃗?∈𝐾1
⋃︀
𝐾2
1
(𝑚1 . . .𝑚𝑠)𝛼
+
∑︁
?⃗?∈𝐾3
|𝑆*𝑀,𝜌(?⃗?)|
(𝑚1 . . .𝑚𝑠)𝛼
⎞⎠ . (98)
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Определение 21. Для произвольного подмножества 𝐾 фундаментальной решётки Z𝑠
гиперболическим параметром 𝑞(𝐾) назовем величину
𝑞(𝐾) = min
?⃗?∈𝐾
𝑚1 . . .𝑚𝑠. (99)
Для пустого множества 𝐾 полагаем 𝑞(𝐾) =∞.
Лемма 2 (см. стр. 127) об оценке сверху суммы (15) (см. стр. 127) позволяет оценивать ве-
личину погрешности приближенного интегрирования через гиперболические параметры мно-
жеств 𝐾1
⋃︀
𝐾2, 𝐾3 и 𝐾4.
Рассмотрим разбиение Коробова для некоторых типов сеток. В данной работе мы остано-
вимся на наиболее известном случае несмещенных операторов 𝐴𝑀,𝜌, когда все веса 𝜌𝑗 равны 1.
В этом случае множество 𝐾4 пусто, а значит и подпространство растяжения тоже пусто. Ука-
занный случай является наиболее простым примером нормального, несмещенного линейного
оператора 𝐴𝑀,𝜌 взвешенных сеточных средних.
Подводя итог обсуждения проблемы выработки правил остановки в алгоритмах численно-
го интегрирования, дополним следующие соображения из работы [18].
"В приложениях теории многомерных квадратурных формул на практике особенную роль
играет вычислительный эксперимент. Дело в том, что результаты о величине погрешности
этих формул выражаются в терминах норм линейного функционала погрешности на некото-
ром функциональном пространстве и нормы функции, определенной на нем. А, как правило,
норма функции неизвестна и ее вычисление более сложная задача, чем вычисление интеграла.
Таким образом, мы сталкиваемся с той самой естественной постановкой задачи, о которой пи-
сал академик С. Л. Соболев. Теория нам дает ориентиры, где надо искать удовлетворительное
решение проблемы, а уже далее, на основании вычислительного эксперимента вырабатыва-
ются рекомендации для конкретного класса задач в конкретной предметной области — какой
метод и с какими параметрами дает удовлетворительные, достоверные результаты."
Из предыдущего следует, что при организации численных экспериментов по приближенно-
му вычислению кратных интегралов с целью выработки практических рекомендаций необхо-
димо создавать базу данных интегралов, в которой наряду с функцией и значением интеграла
приводятся такие характеристики как сеточный максимум и сеточный минимум, сеточный
размах, дискретная дисперсия, эмпирическая функция распределения значений интегрируе-
мой функции и тому подобное. Накопление такой базы данных позволяет ставить вопрос о
статистической обработке результатов вычислений и кластерного анализа классов функций,
позволяющих давать конкретные рекомендации по применению тех или иных алгоритмов
приближенного интегрирования к тому или иному выявленному кластеру функций. Можно
предположить, что такие кластеры будут определяться областями параметров, которые опре-
деляют функции некоторого класса, возникающего в той или иной предметной области.
6. Первый, второй и третий гиперболические параметры сеток
В работе [23] было дано такое определение.
"Гиперболическим параметром сетки 𝑀 с весами 𝜌(?⃗?) назовем величину
𝑞 (𝑀,𝜌(?⃗?)) = min
?⃗?∈Z𝑠∖{0⃗},|𝑆(?⃗?)|>0
𝑚1 . . .𝑚𝑠 . "
В этой работе использовались несколько иные обозначения. Так
𝑆(?⃗?) =
1
|𝑀 |
∑︁
?⃗?∈𝑀
𝜌(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?)
О классических теоретико-числовых сетках 143
— тригонометрическая сумма сетки 𝑀 с весами 𝜌(?⃗?);
𝜁𝐻(𝑀,𝜌(?⃗?)|𝛼) =
∑︁′
?⃗?∈Z𝑠
|𝑆(?⃗?)|
(𝑚1 . . .𝑚𝑠)𝛼
— гиперболическая дзета-функции сетки 𝑀 с весами 𝜌(?⃗?).
Первое применение гиперболического параметра сетки вытекает из теоремы Абеля (см.
[37], стр. 106), позволяющее представить гиперболическую дзету-функцию сетки 𝑀 с весами
𝜌(?⃗?) в интегральном виде
𝜁𝐻(𝑀,𝜌(?⃗?)|𝛼) = 𝛼
∞∫︁
𝑞(𝑀,𝜌(?⃗?))
𝐷(𝑡|𝑀,𝜌(?⃗?))𝑑𝑡
𝑡𝛼+1
,
где
𝐷(𝑡|𝑀,𝜌(?⃗?)) =
∑︁′
?⃗?∈Z𝑠,𝑚1...𝑚𝑠6𝑡
|𝑆(?⃗?)|
— сумматорная функция тригонометрической суммы.
В работе [8] для любой сетки 𝑀 с весами ?⃗? на пространстве периодических функций 𝐸𝛼𝑠
рассмотрен линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних заданный равенством
𝑔(?⃗?) = 𝐴𝑀,𝜌𝑓(?⃗?) =
1
𝑁
𝑁∑︁
𝑘=1
𝜌𝑘𝑓 [𝑥1 + 𝜉1(𝑘), . . . , 𝑥𝑠 + 𝜉𝑠(𝑘)]. (100)
Через 𝐴𝑀,𝜌𝐶(?⃗?) обозначается действие линейного оператора 𝐴𝑀,𝜌 на коэффициенты Фурье
функции 𝑓(?⃗?).
Лемма 11. Для любой периодической функции 𝑓(?⃗?) из пространства 𝐸𝛼𝑠 и её коэффици-
ентов Фурье 𝐶(?⃗?) разложения в ряд Фурье
𝑓(?⃗?) =
∞∑︁
𝑚1,...,𝑚𝑠=−∞
𝐶(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?) (101)
справедливо равенство
𝐴𝑀,𝜌𝐶(?⃗?) =
𝑆𝑀,𝜌(?⃗?)
𝑁
𝐶(?⃗?) = 𝑆*𝑀,𝜌(?⃗?)𝐶(?⃗?) (102)
где 𝑆𝑀,𝜌(?⃗?) — тригонометрическая сумма сетки с весами, а 𝑆
*
𝑀,𝜌(?⃗?) — нормированная три-
гонометрическая сумма сетки с весами.
Кроме того, справедлива тривиальная оценка для нормы образа⃦⃦
𝐴𝑀,𝜌𝑓(?⃗?)
⃦⃦
𝐸𝛼𝑠
6 𝜌(𝑀)
𝑁
‖𝑓(?⃗?)‖𝐸𝛼𝑠 . (103)
С точки зрения величины нормированной тригонометрической суммы сетки с весами есте-
ственно определить следующие пять подмножеств фундаментальной решётки Z𝑠 таким обра-
зом:
𝐾0 = 𝐾0(𝑀, ?⃗?) = {?⃗? ∈ Z𝑠 |𝑆*𝑀,𝜌(?⃗?) = 0}, (104)
𝐾1 = 𝐾1(𝑀, ?⃗?) = {?⃗? ∈ Z𝑠 |𝑆*𝑀,𝜌(?⃗?) = 1}, (105)
𝐾2 = 𝐾2(𝑀, ?⃗?) = {?⃗? ∈ Z𝑠 |𝑆*𝑀,𝜌(?⃗?) ̸= 1, |𝑆𝑀,𝜌(?⃗?)| = 1}, (106)
𝐾3 = 𝐾3(𝑀, ?⃗?) = {?⃗? ∈ Z𝑠 | 0 < |𝑆*𝑀,𝜌(?⃗?)| < 1}, (107)
𝐾4 = 𝐾4(𝑀, ?⃗?) = {?⃗? ∈ Z𝑠 | |𝑆*𝑀,𝜌(?⃗?)| > 1}. (108)
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Ясно что Z𝑠 = 𝐾0
⋃︀
𝐾1
⋃︀
𝐾2
⋃︀
𝐾3
⋃︀
𝐾4. Такое разбиение называется разбиением Коробова.
Оно фактически возникало в его работах, когда он проводил оценки погрешности приближен-
ного интегрирования.
В работе [8] было дано определение нормального и несмещенного линейного оператора
𝐴𝑀,𝜌 взвешенных сеточных средних (см. [8], стр. 195 и 199). Нормальный оператор не уве-
личивает норму любой функции, то есть 𝐾4 = ∅, а для несмещенного оператора имеем:
𝑆*𝑀,𝜌(⃗0) = 1.
Далее везде будем считать, что веса ?⃗? выбраны так, что соответствующий линейный опе-
ратор 𝐴𝑀,𝜌 взвешенных сеточных средних является нормальным и несмещённым. Для таких
операторов выражение гиперболической дзета-функции сетки имеет более простой вид
𝜁(𝛼, 𝑝|𝑀, ?⃗?) =
∑︁′
?⃗?∈𝐾1
⋃︀
𝐾2
1
(𝑚1 . . .𝑚𝑠)𝛼
+
∑︁
?⃗?∈𝐾3
|𝑆*𝑀,𝜌(?⃗?)|𝑝
(𝑚1 . . .𝑚𝑠)𝛼
. (109)
Используя общее определение гиперболического параметра, в случае нормального, несме-
щенного линейного оператора 𝐴𝑀,𝜌 взвешенных сеточных средних можно определить первый,
второй и третий гиперболические параметры сетки 𝑀 c весами ?⃗?.
Определение 22. Для произвольной сетки 𝑀 с весами ?⃗? такими, что соответствую-
щий линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних является нормальным и несме-
щённым, первый, второй и третий гиперболические параметры сетки 𝑀 c весами ?⃗? зада-
ются равенствами
𝑞𝜈 (𝑀,𝜌(?⃗?)) = 𝑞(𝐾𝜈 (𝑀,𝜌(?⃗?))) (𝜈 = 1, 2, 3). (110)
Ясно, что гиперболический параметр сетки и первый, второй и третий гиперболические
параметры сетки 𝑀 c весами ?⃗? связаны соотношением
𝑞 (𝑀,𝜌(?⃗?)) = min
𝜈=1,2,3
𝑞𝜈 (𝑀,𝜌(?⃗?)) .
Пусть сетка 𝑀 — рациональная со знаменателем 𝑝, то есть в 𝑠-мерном кубе
𝐺𝑠 = {?⃗? | 0 6 𝑥𝑖 < 1 (𝑖 = 1, . . . , 𝑠)}
имеется 𝑁 рациональных точек вида(︃
𝑥
(𝑘)
1
𝑝
, . . . ,
𝑥
(𝑘)
𝑠
𝑝
)︃
𝑘 = 1, . . . , 𝑁, (111)
𝑥
(𝑘)
𝑖 — целые, 0 6 𝑥
(𝑘)
𝑖 6 𝑝− 1, 𝑝 — натуральное.
Теорема 11. Для любой рациональной сетки 𝑀 со знаменателем 𝑝 и c весами ?⃗?, для
которых линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних является нормальным и
несмещённым, справедливо соотношение
𝑝 · Z𝑠 ⊂ 𝐾1 (𝑀,𝜌(?⃗?)) ,
кроме того тригонометрические суммы 𝑆*𝑀,𝜌(?⃗?) с весами ?⃗? принимают конечное число раз-
личных значений, не превосходящее 𝑝𝑠.
Теорема 12. Для любой рациональной сетки 𝑀 со знаменателем 𝑝 и c положительны-
ми весами ?⃗?, для которых линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних является
нормальным и несмещённым, множество 𝐾1(𝑀, ?⃗?) является целочисленной решеткой.
Теорема 13. Для любой рациональной сетки 𝑀 со знаменателем 𝑝 и c положительны-
ми весами ?⃗?, для которых линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных средних является
нормальным и несмещённым, множество 𝐾1(𝑀, ?⃗?)
⋃︀
𝐾2(𝑀, ?⃗?) является целочисленной ре-
шеткой.
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7. Обобщенная теорема Бахвалова — Коробова для гиперболи-
ческой дзета-функции сеток
Для формулировки обобщенной теоремы Бахвалова — Коробова для гиперболической
дзета-функции сеток нам потребуется обобщенная теорема Бахвалова для гиперболической
дзета-функции решеток из работы [15], одна лемма из работы [9] (см. лемму 3, стр. 127) и
одно новое определение.
Определение 23. Будем говорить, что сетка 𝑀 c весами ?⃗?, для которой линейный
оператор 𝐴𝑀,𝜌 взвешенных сеточных средних является нормальным и несмещённым, имеет
тип Δ(𝑁, 𝑠) < 1, если для любого ?⃗? ∈ 𝐾3(𝑀, ?⃗?) выполняется оценка
|𝑆*𝑀,𝜌(?⃗?)| 6 Δ(𝑁, 𝑠).
Теорема 14. (Обобщенная теорема Бахвалова для гиперболической дзета-
функции решеток) Для любой 𝑠-мерной решетки Λ справедливы оценки
𝜁𝐻(Λ|𝛼) 6
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(2 + 2𝜁(𝛼))𝑠 ·
(︂
1 +
[︂
1
𝜆
]︂)︂𝑠
, при 𝑞(Λ) = 1;
2(𝛼+1)𝑠+1𝛼
(︂
𝛼
𝛼− 1
)︂𝑠 (ln 𝑞(Λ) + 1)𝑠−1
𝑞𝛼(Λ)
, при 𝑞(Λ) > 1,
где 𝜆 — наибольшее число такое, что 𝑠-мерный куб [−𝜆;𝜆]𝑠 не содержит ни одной ненулевой
точки решетки Λ.
Теорема 15. (Обобщенная теорема Бахвалова — Коробова для гиперболиче-
ской дзета-функции сеток) Для любой рациональной сетки 𝑀 со знаменателем 𝑝 и c
положительными весами ?⃗? типа Δ(𝑁, 𝑠) < 1, для которых линейный оператор 𝐴𝑀,𝜌 взве-
шенных сеточных средних является нормальным и несмещённым, справедлива оценка
𝜁(𝛼, 𝑝|𝑀, ?⃗?) 6 2(𝛼+1)𝑠+1𝛼
(︂
𝛼
𝛼− 1
)︂𝑠 (ln 𝑞(Λ) + 1)𝑠−1
𝑞𝛼(Λ)
+
+Δ𝑝(𝑁, 𝑠)
1
𝑡𝛼−1
(︂
ln𝑠−1 𝑡
(𝛼− 1)(𝑠− 1)! +
+
𝑠−2∑︁
𝑚=0
ln𝑚 𝑡
𝑚!
(︃
𝑠−2∑︁
𝑘=𝑚
𝜁(𝛼)𝑠−2−𝑘𝐶𝑚𝑘
𝛼− 1 + 𝜁(𝛼)
𝛼− 1 +
𝐶𝑚𝑠−1
𝛼− 1
)︃)︃
, (112)
где решетка Λ = 𝐾1(𝑀, ?⃗?)
⋃︀
𝐾2(𝑀, ?⃗?) и 𝑡 = 𝑞3 (𝑀,𝜌(?⃗?)).
8. Обобщенные равномерные сетки
Для обобщенной равномерной сетки 𝑀(?⃗?) с равными весами 𝜌𝑗 = 1 (𝑗 = = 1, 2, . . . , 𝑁)
имеем для нормированной тригонометрической суммы равенство
𝑆*𝑀(?⃗?)(?⃗?) = 𝛿𝑛1(𝑚1) · . . . · 𝛿𝑛𝑠(𝑚𝑠) (113)
и символ Коробова 𝛿𝑁 (𝑏) задан равенствами
𝛿𝑁 (𝑏) =
{︂
0, если 𝑏 ̸≡ 0 (mod 𝑁),
1, если 𝑏 ≡ 0 (mod 𝑁). (114)
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Отсюда следует, что 𝐾2 = 𝐾3 = 𝐾4 = ∅, 𝐾1 = 𝑛1Z × . . . × 𝑛𝑠Z и 𝐾0 = Z𝑠 ∖ 𝐾1. Таким
образом для любой модифицированной обобщенной равномерной сетки 𝑀(?⃗?, ?⃗?) справедли-
во следующее равенство для погрешности приближенного интегрирования 𝑅
𝑀(?⃗?,𝛽)
[𝑓(?⃗?)] по
квадратурной формуле с модифицированной обобщенной равномерной сеткой и равными еди-
ничными весами
𝑅
𝑀(?⃗?,𝛽)
[𝑓(?⃗?)] =
∞∑︁′
𝑚1,...,𝑚𝑠=−∞
𝐶(𝑚1𝑛1, . . . ,𝑚𝑠𝑛𝑠)𝑒
2𝜋𝑖(𝑚1𝑛1𝛽1+...+𝑚𝑠𝑛𝑠𝛽𝑠). (115)
Для случая обобщенной равномерной сетки𝑀(?⃗?) с равными весами 𝜌𝑗 = 1 (𝑗 = 1, 2, . . . , 𝑁)
любая периодическая функция 𝑓(?⃗?) из пространства 𝐸𝛼𝑠 представима в виде суммы только
двух компонент из разбиения Коробова:
𝑓(?⃗?) = 𝑓0(?⃗?) + 𝑓1(?⃗?).
Ясно, что компонента 𝑓1(?⃗?) = 𝐴𝑀(?⃗?)𝑓(?⃗?) и поэтому она имеет явное выражение
𝑓1(?⃗?) =
1
𝑛1 . . . 𝑛𝑠
𝑛1−1∑︁
𝑘1=0
. . .
𝑛𝑠−1∑︁
𝑘𝑠=0
𝑓
(︂{︂
𝑘1
𝑛1
+ 𝑥1
}︂
, . . . ,
{︂
𝑘𝑠
𝑛𝑠
+ 𝑥𝑠
}︂)︂
. (116)
Квадратурная формула с обобщенной равномерной сеткой 𝑀(?⃗?) и равными весами 𝜌𝑗 = 1
(𝑗 = 1, 2, . . . , 𝑁) является частным случаем квадратурной формулы с обобщенной параллеле-
пипедальной сеткой с равными единичными весами, поэтому для неё граничной функцией из
класса 𝐸2𝑠 (1,
6
𝜋2
) ⊂ 𝐸2𝑠 (1) будет функция (см. [3])
ℎ(𝑥1, . . . , 𝑥𝑠) = 3
𝑠(1− 2{𝑥1})2 . . . (1− 2{𝑥𝑠})2 =
=
∞∑︁
𝑚1,...,𝑚𝑠=−∞
𝑒2𝜋𝑖(𝑚1𝑥1+...+𝑚𝑠𝑥𝑠)
𝜓(𝑚1) . . . 𝜓(𝑚𝑠)
, (117)
где
𝜓(𝑚) =
{︂
1 при 𝑚 = 0,
𝜋2
6 𝑚
2 при 𝑚 ̸= 0, (118)
1∫︁
0
. . .
1∫︁
0
ℎ(𝑥1, . . . , 𝑥𝑠) 𝑑𝑥1 . . . 𝑑𝑥𝑠 = 1. (119)
Лемма 12. Справедливо равенство
3
𝑛
𝑛−1∑︁
𝑘=0
(︂
1− 2
{︂
𝑘
𝑛
+𝑥
}︂)︂2
= 1 +
2
𝑛2
− 12
𝑛2
{𝑛𝑥} (1− {𝑛𝑥}) . (120)
Лемма 13. Для обобщенной равномерной сетки𝑀(?⃗?), функции ℎ(?⃗?) и компоненты ℎ1(?⃗?)
из разбиения Коробова справедливо равенство
ℎ1(?⃗?) =
𝑠∏︁
𝑗=1
(︃
1 +
2
𝑛2𝑗
− 12
𝑛2𝑗
{𝑛𝑗𝑥𝑗} (1− {𝑛𝑗𝑥})
)︃
. (121)
Из последней леммы видно, что значение погрешности приближенного интегрирования
для функции ℎ(?⃗?) по модифицированной обобщенной равномерной сетке 𝑀(?⃗?, 𝛽) равна ℎ1(𝛽)
и пробегает несимметричный относительно 1 промежуток
[︂∏︀𝑠
𝑗=1
(︂
1− 1
𝑛2𝑗
)︂
;
∏︀𝑠
𝑗=1
(︂
1 + 2
𝑛2𝑗
)︂]︂
,
хотя математическое ожидание этой погрешности равно 1.
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9. Обобщенные неравномерные сетки
Классические неравномерные сетки 𝑀(𝑃 ) Коробова, координаты точек которых выража-
ются через степенные функции по модулю 𝑃 :
𝑀𝑘 =
(︂{︂
𝑘
𝑃
}︂
,
{︂
𝑘2
𝑃
}︂
. . . ,
{︂
𝑘𝑠
𝑃
}︂)︂
(𝑘 = 1, 2, . . . , 𝑃 ), (122)
где 𝑃 = 𝑝 или 𝑃 = 𝑝2 и 𝑝 — нечетное простое число, имеют для нормированной тригономет-
рической суммы соотношение⃒⃒⃒
𝑆*𝑀(𝑃 )(?⃗?)
⃒⃒⃒
6
⎧⎨⎩
𝑠− 1√
𝑃
при (𝑚1, . . . ,𝑚𝑠, 𝑝) = 1,
1 при (𝑚1, . . . ,𝑚𝑠, 𝑝) = 𝑝.
(123)
Поведение рациональных тригонометрических сумм достаточно сложное, поэтому мы не
можем дать исчерпывающее описание разбиения Коробова для неравномерных сеток. Можно
утверждать только следующее: 𝐾4 = ∅, 𝐾1 = 𝑃Z𝑠, при 𝑃 > (𝑠− 1)2 имеем 𝐾0
⋃︀
𝐾3 ⊃ Z𝑠 ∖ 𝑝Z𝑠.
Если 𝑃 = 𝑝, то 𝐾2 = ∅. Если 𝑃 = 𝑝2, то 𝐾2 ⊂ 𝑝Z𝑠 ∖ 𝑃Z𝑠.
Из вида неравномерных сеток вытекает одно обобщение их, связанное с рассмотрением
произвольного 𝑃 . Такое обобщение приводит к необходимости использовать для оценок по-
грешности общие рациональные тригонометрические сумм, которые имеют другой вид оценок
чем сумм по простому модулю, или по квадрату простого.
Другое обобщение неравномерных сеток возникает из использования конструкции произ-
ведения сеток.
Пусть 𝑝 — нечетное простое число, тогда рассмотрим сетку𝑀2(𝑝) =𝑀(𝑝)·𝑀(𝑝). Очевидно,
что |𝑀2(𝑝)| 6 𝑝2. Сетка 𝑀2(𝑝) имеет вид
𝑀2(𝑝)=
{︂(︂{︂
𝑥+𝑦
𝑝
}︂
,
{︂
𝑥2 + 𝑦2
𝑝
}︂
, . . . ,
{︂
𝑥𝑠+𝑦𝑠
𝑝
}︂)︂⃒⃒⃒⃒
0 6𝑥, 𝑦6𝑝−1
}︂
. (124)
Для нормированных тригонометрических сумм сетки 𝑀2(𝑝) имеем:⃒⃒⃒
𝑆*𝑀2(𝑝)(?⃗?)
⃒⃒⃒
=
⃒⃒⃒
𝑆*𝑀(𝑝)(?⃗?)
⃒⃒⃒2
6
⎧⎨⎩
(𝑠− 1)2
𝑝
при (𝑚1, . . . ,𝑚𝑠, 𝑝) = 1,
1 при (𝑚1, . . . ,𝑚𝑠, 𝑝) = 𝑝.
(125)
Отсюда следует, что если 𝑁 = |𝑀2(𝑝)|, то погрешность приближенного интегрирования с
помощью обобщенных неравномерных сеток 𝑀2(𝑝) имеет 𝑂
(︁
1√
𝑁
)︁
, аналогичную оценки по-
грешности неравномерных сеток Коробова.
Ещё один класс неравномерных сеток получается, если брать произведение неравномер-
ных сеток по разным модулям. Пусть 𝑝1, . . . , 𝑝𝑘 — различные нечетные простые числа, тогда
рассмотрим сетку
𝑀𝑠(𝑝) =𝑀𝑠(𝑝1, . . . , 𝑝𝑘) =𝑀(𝑝1) · . . . ·𝑀(𝑝𝑘).
Очевидно, что 𝑁 = |𝑀𝑠(𝑝1, . . . , 𝑝𝑘)| = 𝑝1 · . . . · 𝑝𝑘. Сетка 𝑀𝑠(𝑝1, . . . , 𝑝𝑘) имеет
𝑀𝑠(𝑝1, . . . , 𝑝𝑘)=
⎧⎨⎩
⎛⎝⎧⎨⎩
𝑘∑︁
𝑗=1
𝑥𝑗
𝑝𝑗
⎫⎬⎭ ,
⎧⎨⎩
𝑘∑︁
𝑗=1
𝑥2𝑗
𝑝𝑗
⎫⎬⎭ , . . . ,
⎧⎨⎩
𝑘∑︁
𝑗=1
𝑥𝑠𝑗
𝑝𝑗
⎫⎬⎭
⎞⎠⃒⃒⃒⃒⃒⃒0 6𝑥𝑗6𝑝𝑗−1𝑗=1, 2,. . ., 𝑘
⎫⎬⎭. (126)
Для нормированных тригонометрических сумм сетки 𝑀𝑠(𝑝) имеем:
⃒⃒⃒
𝑆*𝑀𝑠(𝑝)(?⃗?)
⃒⃒⃒
=
𝑘∏︁
𝑗=1
⃒⃒⃒
𝑆*𝑀(𝑝𝑗)(?⃗?)
⃒⃒⃒
6
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(𝑠− 1)𝑡√︃
𝑡∏︀
𝜈=1
𝑝𝑗𝜈
при (𝑚1, . . . ,𝑚𝑠, 𝑁) = 𝑁𝑡∏︀
𝜈=1
𝑝𝑗𝜈
,
1 при (𝑚1, . . . ,𝑚𝑠, 𝑁) = 𝑁.
(127)
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Теорема 16. Для дзета-функции обобщенной неравномерной сетки 𝑀𝑠(𝑝) справедлива
оценка
𝜁(𝛼, 1|𝑀𝑠(𝑝)) 6 𝑠
𝑘(1 + 2𝜁(𝛼))𝑠√
𝑁
. (128)
Последняя теорема позволяет сделать вывод, что наилучшая оценка погрешности получа-
ется для обычных неравномерных сеток, хотя порядок во всех этих случаях одинаковый.
10. Параллелепипедальные сетки
Рассмотрим бесконечную последовательность попарно взаимно простых чисел 𝑁1, 𝑁2,
. . . , 𝑁𝑘,. . . . Например, можно рассмотреть последовательность различных простых чисел.
Бесконечная последовательность параллелепипедальных сеток 𝑀 (⃗𝑎𝑗 , 𝑁𝑗) (𝑗 = 1, 2, . . .) по-
рождает концентрический мультипликативный алгоритм приближенного интегрирования
< 𝑀*(⃗𝑏𝑗 , 𝑁*𝑗 ),Δ > (𝑗 = 1, 2, . . .) с правилом остановки Δ = Δ(𝑓(?⃗?),𝑀
*(⃗𝑏𝑗 , 𝑁*𝑗 )), выражаемым
через мультипликативную дискретную дисперсию и сеточный размах, а параллелепипедаль-
ная сетка 𝑀*(⃗𝑏𝑗 , 𝑁*𝑗 ) является произведением параллелепипедальных сеток
𝑀*(⃗𝑏𝑗 , 𝑁*𝑗 ) =
𝑗∏︁
𝑖=1
𝑀 (⃗𝑎𝑖, 𝑁𝑖), 𝑁
*
𝑗 = 𝑁1 · . . . ·𝑁𝑗 . (129)
Для произведения двух параллелепипедальных сеток можно уточнить результат об оценке
мультипликативной дискретной дисперсии.
Прежде всего заметим, что для случая параллелепипедальной сетки 𝑀 с равными весами
нормированная тригонометрическая сумма 𝑆*𝑀 (?⃗?) принимает только два значения 0 и 1:
𝑆*𝑀 (?⃗?) = 𝛿Λ(?⃗?) =
{︃
1 при ?⃗? ∈ Λ,
0 при ?⃗? ̸∈ Λ, (130)
где Λ — решётка решений линейного сравнения
𝑎1𝑚1 + . . .+ 𝑎𝑠𝑚𝑠 ≡ 0 (mod 𝑁). (131)
Таким образом, 𝐾0 = Z𝑠 ∖ Λ, 𝐾1 = Λ и
 подпространство 𝐸𝛼,𝐾0𝑠 = 𝐸
𝛼,Z𝑠∖Λ
𝑠 является ядром линейного оператора 𝐴𝑀 сеточных
средних для параллелепипедальной сетки 𝑀 ;
 𝐸𝛼,𝐾1𝑠 = 𝐸
𝛼,Λ
𝑠 — неподвижное подпространство, то есть все функции из этого подпро-
странства переходят сами в себя под действием оператора 𝐴𝑀 ;
Дзета-функция 𝜁(𝛼, 𝑝|𝑀) параллелепипедальной сетки 𝑀 с параметром 𝑝 от этого пара-
метра не зависит и совпадает с гиперболической дзета-функцией решетки решений соответ-
ствующего линейного сравнения: 𝜁(𝛼, 𝑝|𝑀) = 𝜁𝐻(Λ|𝛼).
Теорема 17. Если параллелепипедальная сетка 𝑀 является произведением двух парал-
лелепипедальных сеток 𝑀 = 𝑀1 · 𝑀2, то для мультипликативной дискретной дисперсии
𝐷*𝑀 [𝑓(?⃗?)] справедливы неравенства
0 6 𝐷*𝑀 [𝑓(?⃗?)] 6 ‖𝑓‖2𝐸𝛼𝑠 ×
×
⎛⎝ 𝑡∑︁
𝑗=1
𝜁2𝐻(Λ + ?⃗?𝑗 |𝛼) + (𝜁𝐻(Λ1|𝛼)− 𝜁𝐻(Λ|𝛼)) (1 + 𝜁𝐻(Λ|𝛼))
⎞⎠ , (132)
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где
𝜁𝐻(Λ + ?⃗?𝑗 |𝛼) =
∑︁
?⃗?∈Λ
1
𝑞𝛼(?⃗?+ ?⃗?𝑗)
— обобщенная гиперболическая дзета-функция решётки, а 0⃗, ?⃗?1, . . . ,?⃗?𝑡 — полная система
вычетов решётки Λ1 по подрешётки Λ = Λ1
⋂︀
Λ2.
Следующая лемма объясняет почему понятия дискретной дисперсии недостаточно, а необ-
ходимо вводить понятие мультипликативной дискретной дисперсии.
Лемма 14. Для любой параллелепипедальной сетки𝑀 и дискретной дисперсии 𝐷*𝑀 [𝑓(?⃗?)]
справедливо равенство
𝐷*𝑀 [𝑓(?⃗?)] = 0. (133)
Из доказательства леммы видно, что оператор 𝐴𝑀 является идемпотентом, то есть
𝐴𝑀𝐴𝑀 = 𝐴𝑀 для любой параллелепипедальной сетки 𝑀 . При условии положительности
весов сетки верно и обратное утверждение.
Теорема 18. Если несмещенный линейный оператор 𝐴𝑀,𝜌 взвешенных сеточных удо-
влетворяет условию идемпотентности 𝐴𝑀,𝜌𝐴𝑀,𝜌 = 𝐴𝑀,𝜌 и все веса ?⃗? положительные, то
сетка 𝑀 является обобщенной параллелепипедальной сеткой, а веса ?⃗? — единичными.
Приведем ещё несколько теоретических фактов, показывающих, что выработка универ-
сального правила остановки является сложной задачей. Пусть 𝑀0 = {⃗0} — простейшая па-
раллелепипедальная сетка из одного узла и 𝑀 — произвольная параллелепипедальная сетка
из 𝑁 > 1 узлов. Тогда, очевидно,𝑀 =𝑀0 ·𝑀 , поэтому применима теорема 17. По определению
дискретной мультипликативной дисперсии в этом случае имеем
𝐷*𝑀 [𝑓(?⃗?)] =
1
𝑁
∑︁
?⃗?∈𝑀
⃒⃒⃒⃒
⃒𝑓 (︁0⃗ + ?⃗?)︁− 1𝑁 ∑︁
?⃗?∈𝑀
𝑓 (?⃗?)
⃒⃒⃒⃒
⃒
2
. (134)
Если во всех точках сетки 𝑀 функция 𝑓 (?⃗?) — постоянная величина, то дискретная мульти-
пликативная дисперсия становится нулевой: 𝐷*𝑀 [𝑓(?⃗?)] = 0.
Для описания этого явления напомним, что ?⃗? = (𝑎1, . . . , 𝑎𝑠), (𝑎𝑗 , 𝑝) = 1 (𝑗 = 1, . . . , 𝑠),
через решётку Λ мы обозначаем решётку решений линейного сравнения (131), и справедливо
представление
Z𝑠 = Λ
⋃︁
(Λ + ?⃗?1)
⋃︁
. . .
⋃︁
(Λ + ?⃗?𝑝−1), (135)
где ?⃗?𝑗 = (𝑗, 0, . . . , 0) ∈ Z𝑠 ∖ Λ (1 6 𝑗 6 𝑝− 1).
Лемма 15. Если 𝑓 (?⃗?) ∈ 𝐸𝑠 и во всех точках параллелепипедальной сетки 𝑀 (⃗𝑎, 𝑝) функ-
ция 𝑓 (?⃗?) = 𝐶 — постоянная величина, то для её коэффициентов Фурье 𝐶(?⃗?) справедливы
равенства ∑︁
?⃗?∈Λ+?⃗?𝑗
𝐶(?⃗?) = 0 при 𝑗 = 1, 2, . . . , 𝑝− 1,
∑︁
?⃗?∈Λ
𝐶(?⃗?) = 𝐶. (136)
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Как известно, одну и туже парраллелепипедальную сетку можно задать многими способа-
ми, но есть общий инвариантный способ описания её как множества точек взаимной решетки
Λ* к решётке Λ, попавших в единичный 𝑠-мерный полуоткрытый куб 𝐺𝑠 = [0; 1)𝑠. Частным
случаем ситуации, описанной в лемме 15, является функция 𝑓 (?⃗?), для которой решётка Λ*
будет множеством периодов, то есть, когда для любого ?⃗? и для любого ?⃗? ∈ Λ* выполняется ра-
венство 𝑓 (?⃗?+ ?⃗?) = 𝑓 (?⃗?). В этом случае справедливо более сильное утверждение относительно
коэффициентов функции 𝑓 (?⃗?).
Лемма 16. Если 𝑓 (?⃗?) ∈ 𝐸𝑠 и решётка Λ* будет множеством периодов функция 𝑓 (?⃗?),
то для её коэффициентов Фурье 𝐶(?⃗?) справедливы равенства
𝐶(?⃗?) = 0 при ?⃗? ∈ Z𝑠 ∖ Λ, (137)
то есть
𝑓 (?⃗?) =
∑︁
?⃗?∈Λ
𝐶(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?). (138)
11. Комбинированные сетки
В 1992 г. Н. М. Коробов ввел новый класс сеток — комбинированные сетки, основы теории
которых были опубликованы в работе [27]. В этой работе впервые Н. М. Коробов применил
принципиально новую идею в методе усреднений, которым ранее доказывались теоремы о су-
ществовании оптимальных коэффициентов. А именно, если имеется какая-то функция 𝑓 от
оптимальных коэффициентов, для которой среднее арифметическое значение 𝜎 по множеству
всех наборов коэффициентов заданного вида в количестве 𝑃 совпадает с каким-то критери-
ем оптимальности, то, перенумеровав все наборы этого вида в порядке возрастания значений
этой функции, можно значение функции 𝑓 от набора с номером [(𝑃 + 1)/2] оценить вели-
чиной 2𝜎, при этом данная оценка будет справедлива для [(𝑃 + 1)/2] наборов, по которым
можно усреднять значение другой функции. Особенно эффектно эта идея работает, когда 𝑓 —
целочисленная функция, а 𝜎 < 1, тогда получаем более сильное утверждение о том, что для
[(𝑃+1)/2] наборов значение 𝑓 = 0. В данной работе примером применения этой идеи являются
доказательства всех теорем об алгоритмах построения оптимальных коэффициентов.
Пусть 𝑝 > 2, 𝑛 > 2, (𝑛, 𝑝) = 1 и 𝑎1, . . . , 𝑎𝑠 — оптимальные коэффициенты по модулю 𝑝.
Комбинированными сетками называются сетки вида
𝑀
(︂{︂
𝑘1
𝑛
+
𝑎1𝑘
𝑝
}︂
, . . . ,
{︂
𝑘𝑠
𝑛
+
𝑎𝑠𝑘
𝑝
}︂)︂
, (139)
𝑘 = 1, 2, . . . , 𝑝; 𝑘𝜈 = 1, 2, . . . , 𝑛 (1 6 𝜈 6 𝑠).
В [27] доказаны следующие теоремы.
Теорема 19. Пусть 𝑝 пробегает последовательность простых чисел, больших 𝑠. Суще-
ствуют оптимальные коэффициенты 𝑎1, . . . , 𝑎𝑠 по модулю 𝑝 такие, что для любого 𝛼 > 1
выполняются оценки7
∞∑︁
𝑟
𝑚1,...,𝑚𝑠=−∞
𝛿𝑝(𝑎1𝑚1 + . . .+ 𝑎𝑠𝑚𝑠)
(𝑚1 . . .𝑚𝑠)𝛼
≪ (ln 𝑝)
𝛼(𝑟−1)
𝑝𝛼
(𝑟 = 1, 2, . . . , 𝑠), (140)
где сумма Σ𝑟 распространена на системы целых (𝑚1, . . . ,𝑚𝑠), содержащие ровно 𝑟 величин
𝑚𝑗, отличных от нуля.
7Для переменных величин 𝐴 и 𝐵 > 0 запись 𝐴≪ 𝐵 означает, что |𝐴| 6 𝐶𝐵 с некоторой константой 𝐶 > 0.
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Теорема 20. Пусть 𝑝 – простое число, (𝑛, 𝑝) = 1 и 𝑁 = 𝑛𝑠𝑝. Если оптимальные коэффи-
циенты 𝑎1, . . . , 𝑎𝑠 удовлетворяют условию (140), 𝑛≪ ln 𝑝 и 𝑓 ∈ 𝐸𝛼𝑠 (𝐶), то для погрешности
квадратурной формулы
1∫︁
0
. . .
1∫︁
0
𝑓(𝑥1, . . . , 𝑥𝑠)𝑑𝑥1 . . . 𝑑𝑥𝑠 =
=
1
𝑁
𝑝∑︁
𝑘=1
𝑛∑︁
𝑘1,...,𝑘𝑠=1
𝑓
(︂{︂
𝑘1
𝑛
+
𝑎1𝑘
𝑝
}︂
, . . . ,
{︂
𝑘𝑠
𝑛
+
𝑎𝑠𝑘
𝑝
}︂)︂
−𝑅𝑁 [𝑓 ] (141)
выполняется оценка
𝑅𝑁 [𝑓 ]≪ (ln𝑁)
𝛼(𝑠−1)
𝑁𝛼
. (142)
Из последней теоремы следует справедливость следующего результата.
Теорема 21. Пусть для целых 𝑧 функция 𝐻*𝑝𝑛𝑠(𝑧) определена равенством
𝐻*𝑝𝑛𝑠(𝑧) =
3𝑠
𝑝𝑛𝑠
𝑝∑︁
𝑘=1
𝑛∑︁
𝑘1,...,𝑘𝑠=1
(︂
1−2
{︂
𝑘
𝑝
+
𝑘1
𝑛
}︂)︂2
. . .
(︂
1−2
{︂
𝑘𝑧𝑠−1
𝑝
+
𝑘𝑠
𝑛
}︂)︂2
, (143)
где 𝑝 — простое число, большее 𝑠, и 𝑛≪ ln 𝑝, (𝑛, 𝑝) = 1.
Если при 𝑧 = 𝑎 достигается минимум функции 𝐻*𝑝𝑛𝑠(𝑧) на интервале 1 6 𝑧 6 𝑝 − 1, то
целые 𝑎1 = 1, 𝑎2 = 𝑎, . . . , 𝑎𝑠 = 𝑎
𝑠−1 будут оптимальными коэффициентами по модулю 𝑝 и
для них справедлива оценка (142) в квадратурной формуле (141).
Заметим, что в теоремах 20, 21 используется комбинирование параллелепипедальной сетки
по простому модулю и равномерной сетки из 𝑛𝑠 точек с небольшим значением 𝑛, взаимно про-
стым с этим модулем. Впервые комбинирование двух параллепипедальных сеток по двум раз-
личным простым модулям встречалось в теореме 3. Операцию комбинирования сеток удобно
называть произведением сеток (см. [4], [21]), и вопросу изучения мультипликативного моноида
сеток посвящены работы [11], [12].
О качестве оптимальных коэффициентов 𝑎1 = 1, 𝑎2 = 𝑎, . . . , 𝑎𝑠 = 𝑎𝑠−1 можно судить по
величине разности 𝐻𝑝(𝑎) − 1, которая для наиболее хороших оптимальных параллелепипе-
дальных сеток имеет порядок 𝑂(ln2(𝑠−1) 𝑝/𝑝2). Аналогично о качестве комбинированной сетки
с теми же оптимальными коэффициентами можно судить по разности 𝐻*𝑝𝑛𝑠(𝑎) − 1, которая
имеет порядок 𝑂(ln2(𝑠−1) 𝑝/(𝑝𝑛𝑠)2).
Для сравнения комбинированных сеток и параллелепипедальных, которые имеют одина-
ковый порядок убывания погрешности квадратурных формул в зависимости от количества
точек сетки, возможно два разных подхода: или сравнивать погрешности приближенного ин-
тегрирования одних и тех же функций по квадратурным формулам с разными сетками, но с
одинаковым количеством узлов, либо сравнивать величины констант в знаке 𝑂() для сеток с
разным количеством узлов, но с одинаковым порядком убывания погрешности приближенного
интегрирования. В обоих случаях оказывается полезной периодическая функция 3(1− 2{𝑥})2
из класса 𝐸21 , для которой разложение в ряд Фурье в комплексной форме можно записать в
виде (см. [25], с. 149):
3(1− 2{𝑥})2 =
∞∑︁
𝑚=−∞
𝑒2𝜋𝑖𝑚𝑥
𝜓(𝑚)
, (144)
где
𝜓(𝑚) =
{︂
1, при 𝑚 = 0,
𝜋2
6 𝑚
2, при 𝑚 ̸= 0, и
1∫︁
0
3(1− 2{𝑥})2𝑑𝑥 = 1. (145)
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В работе [19] построен алгоритм для вычисления оптимальных коэффициентов для ком-
бинированных сеток за 𝑂(𝑁) арифметических операций. В работе [10] описаны два алгорит-
ма построения оптимальных коэффициентов для параллелепипедальных сеток по простому
модулю и для комбинированных сеток. Проведён численный анализ сравнения качества по-
строенных сеток.
12. Алгебраические сетки
В 1976 году вышла работа [36] К. К. Фролова, в которой впервые появились алгебраические
сетки.
Пусть ?⃗? = (𝑎0, 𝑎1, . . . , 𝑎𝑠−1) — целочисленный вектор такой, что многочлен
𝑃?⃗?(𝑥) =
𝑠−1∑︁
𝜈=0
𝑎𝜈𝑥
𝜈 + 𝑥𝑠 (146)
неприводим над полем рациональных чисел и все корни Θ𝜈 (𝜈 = 1, . . . , 𝑠) многочлена (146)
действительные.
Обозначим через 𝐹 чисто вещественное алгебраическое поле степени 𝑠, порожденное ал-
гебраическим числом Θ = Θ1 [5].
Рассмотрим алгебраическую решётку Λ(𝐹 ), которая имеет вид
Λ(𝐹 ) =
{︃
?⃗? =
(︃
𝑠∑︁
𝜈=1
Θ𝜈−11 𝑚𝜈 , . . . ,
𝑠∑︁
𝜈=1
Θ𝜈−1𝑠 𝑚𝜈
)︃⃒⃒⃒⃒
⃒ ?⃗? ∈ Z𝑠
}︃
.
Алгебраическая решетка Λ(𝐹 ) имеет большое значение в теории обобщенных паралле-
лепипедальных сеток и ее приложений к квадратурным формулам, так как для решетки
Λ(𝑡, 𝐹 ) = 𝑡 · Λ(𝐹 ) с detΛ(𝑡, 𝐹 ) = 𝑡𝑠 detΛ(𝐹 ), 𝑁(Λ(𝑡, 𝐹 )) = 𝑡𝑠 справедлива оценка
𝜁𝐻(Λ(𝑡, 𝐹 ) |𝛼)≪ ln
𝑠−1 detΛ(𝑡, 𝐹 )
(detΛ(𝑡, 𝐹 ))𝛼
и аналогичная оценка справедлива снизу для любой решетки.
Обозначим через 𝑇 (⃗𝑎) матрицу степеней алгебраически сопряженных целых алгебраиче-
ских чисел Θ1,. . . ,Θ𝑠 — корней многочлена 𝑃?⃗?(𝑥):
𝑇 (⃗𝑎) =
⎛⎜⎜⎜⎝
1 . . . 1
Θ1 . . . Θ𝑠
...
...
...
Θ𝑠−11 . . . Θ
𝑠−1
𝑠
⎞⎟⎟⎟⎠ , (147)
а через Θ⃗ = (Θ1, . . . ,Θ𝑠)— вектор полного набора алгебраически сопряженных чисел — корней
многочлена 𝑃?⃗?(𝑥).
Для любого 𝑡 > 0 решётка Λ(𝑡 · 𝑇 (⃗𝑎)) называется алгебраической. Она имеет вид
Λ(𝑡 · 𝑇 (⃗𝑎))=
{︃
𝑥=
(︃
𝑡
𝑠∑︁
𝜈=1
Θ𝜈−11 𝑚𝜈 , . . . , 𝑡
𝑠∑︁
𝜈=1
Θ𝜈−1𝑠 𝑚𝜈
)︃
= 𝑡 · ?⃗? · 𝑇 (⃗𝑎)
⃒⃒⃒⃒
⃒ ?⃗? ∈ Z𝑠
}︃
.
Таким образом, алгебраическая решётка Λ(𝑡 · 𝑇 (⃗𝑎)) имеет базис ?⃗?𝜈 = 𝑡 · (Θ𝜈−11 , . . . . . . ,Θ𝜈−1𝑠 )
(𝜈 = 1, . . . , 𝑠).
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В связи с этим возникает проблема приближения алгебраических решеток целочисленны-
ми. Рассмотрим целочисленную решетку
Λ𝑍(𝑡, 𝐹 ) =
{︃
?⃗? =
(︃
𝑠∑︁
𝜈=1
𝑎1,𝜈𝑚𝜈 , . . . ,
𝑠∑︁
𝜈=1
𝑎𝑠,𝜈𝑚𝜈
)︃⃒⃒⃒⃒
⃒ ?⃗? ∈ Z𝑠
}︃
,
где
⃒⃒⃒𝑎𝜇,𝜈
𝑡
−Θ𝜈−1𝜇
⃒⃒⃒
<
1
2
, 𝑎𝜇,𝜈 ∈ Z, (1 6 𝜈, 𝜇 6 𝑠).
Спрашивается, при каких 𝑡 величина 𝑞 (Λ𝑍(𝑡, 𝐹 )) будет наибольшей?
Существует ли бесконечная последовательность 𝑡→∞ такая, что
𝑞 (Λ𝑍(𝑡, 𝐹 )) >> 𝑡𝑠 ?
13. Обобщенные параллелепипедальные сетки
Согласно определения 5 (стр. 124) обобщенной параллелепипедальной сетки𝑀(Λ) решётки
Λ мы имеем: 𝑀(Λ) = Λ* ∩𝐺𝑠.
Для теории квадратурных формул с обобщенными параллелепипедальными сетками прин-
ципиальное значение имеют следующие определения.
Определение 24. Весовой функцией порядка 𝑟 с константой 𝐵 называется гладкая
функция 𝜌(?⃗?), удовлетворяющая условиям
0∑︁
𝜀1,...,𝜀𝑠=−1
𝜌(?⃗?+ (𝜀1, . . . , 𝜀𝑠)) = 1 при ?⃗? ∈ 𝐺𝑠, (148)
𝜌(?⃗?) = 0 при ?⃗? /∈ (−1; 1)𝑠, (149)⃒⃒⃒⃒
⃒⃒
1∫︁
−1
. . .
1∫︁
−1
𝜌(?⃗?)𝑒2𝜋𝑖(?⃗?,?⃗?)𝑑?⃗?
⃒⃒⃒⃒
⃒⃒ 6 𝐵(𝜎1 . . . 𝜎𝑠)−𝑟 для любого ?⃗? ∈ R𝑠. (150)
Определение 25. Квадратурной формулой с обобщенной параллелепипедальной сеткой
II типа и весовой функцией 𝜌(?⃗?) называется формула вида
1∫︁
0
· · ·
1∫︁
0
𝑓(?⃗?)𝑑?⃗? = (detΛ)−1
∑︁
?⃗?∈𝑀 ′(Λ)
𝜌?⃗?𝑓(?⃗?)−𝑅𝑁 ′(Λ)[𝑓 ], (151)
где 𝜌?⃗? =
∑︁
?⃗?∈𝑀1(Λ),{?⃗?}=?⃗?
𝜌(?⃗?), 𝑁 ′(Λ) = |𝑀 ′(Λ)|,
𝑅𝑁 ′(Λ)[𝑓 ] — погрешность квадратурной формулы.
Для погрешности квадратурной формулы с обобщенной параллелепипедальной сеткой II
рода на классе 𝐸𝛼𝑠 справедлива оценка (см. [28])
𝑅𝑁 ′(Λ)[𝐸
𝛼
𝑠 (𝐶)] = sup
𝑓∈𝐸𝛼𝑠 (𝐶)
|𝑅𝑁 ′(Λ)[𝑓 ]| 6 𝐶𝐵 · 𝑐1(𝛼)𝑠𝜁𝐻(Λ|𝛼), (152)
где 𝑐1(𝛼) = 2
𝛼+1
(︂
3 +
2
𝛼− 1
)︂
, 𝜁𝐻(Λ|𝛼) =
∑︁′
?⃗?∈Λ
(𝑥1 . . . 𝑥𝑠)
−𝛼.
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Пусть целочисленная решётка Λ задана матрицей
𝐴 =
⎛⎜⎝ 𝑎11 . . . 𝑎1𝑠... . . . ...
𝑎𝑠1 . . . 𝑎𝑠𝑠
⎞⎟⎠ , det𝐴 ̸= 0,
где 𝑎𝜈𝜇 — целые числа (𝜈, 𝜇 = 1, . . . , 𝑠). Рассмотрим взаимную решётку Λ*, которая задается
матрицей
𝐴−1 =
⎛⎜⎝
𝐴11
detΛ . . .
𝐴𝑠1
detΛ
...
. . .
...
𝐴1𝑠
detΛ . . .
𝐴𝑠𝑠
detΛ
⎞⎟⎠ ,
где величина 𝐴𝜈𝜇 — алгебраическое дополнение к элементу 𝑎𝜈𝜇 в матрице 𝐴.
Отметим, что базису ?⃗?𝜈 = (𝑎𝜈1, . . . , 𝑎𝜈𝑠) (𝜈 = 1, . . . , 𝑠) решётки Λ взаимным базисом
?⃗?*𝜈 (𝜈 = 1, . . . , 𝑠) взаимной решётки Λ* будут векторы
?⃗?*𝜈 =
(︂
𝐴𝜈1
detΛ
, . . . ,
𝐴𝜈𝑠
detΛ
)︂
(𝜈 = 1, . . . , 𝑠).
Из определения сетки 𝑀(Λ) следует, что
𝑀(Λ) =
{︂
?⃗?
⃒⃒⃒⃒
0 6𝑥𝜈 =
𝑘1𝐴1𝜈 +. . .+ 𝑘𝑠𝐴𝑠𝜈
detΛ
< 1 (𝜈 = 1, . . . , 𝑠); ?⃗? ∈ Z𝑠
}︂
.
Нетрудно видеть, что понятие обобщенной параллелепипедальной сетки включает как
частные случаи все предыдущие сетки: параллелепипедальные, комбинированные, алгебра-
ические, равномерные и обобщенные равномерные сетки.
14. Равномерное распределение, регулярные сетки
Рассмотрим единичный 𝑠 + 1-мерный куб 𝐺𝑠+1 = [0; 1)𝑠+1. Напомним, что произвольное
множество точек 𝑋 = {?⃗?𝜈 |?⃗?𝜈 = (𝑥1𝜈 , . . . , 𝑥𝑠+1𝜈), 𝜈 = 1, . . . , 𝑁} из 𝐺𝑠+1 называется сеткой 𝑋 из
𝑁 точек или𝑁 узлов. Пусть ?⃗? = (𝛼1, . . . , 𝛼𝑠+1) ∈ [0; 1]𝑠+1 и величина 𝑍(𝑋, ?⃗?) равна количеству
точек сетки 𝑋, лежащих в области [0;𝛼1)× . . .× [0;𝛼𝑠+1), тогда локальным отклонением сетки
𝑋 называется функция
𝐷(𝑋, ?⃗?) = 𝑍(𝑋, ?⃗?)−𝑁𝛼1 . . . 𝛼𝑠+1 (153)
от 𝑠+ 1 переменных, определенная для всех ?⃗? ∈ [0; 1]𝑠+1.
О равномерности распределения узлов сетки в 𝐺𝑠+1 можно судить по норме локального
отклонения в той или иной метрике:
стандартное отклонение в метрике 𝐿𝑞(𝑞 > 1)
‖𝐷(𝑋)‖𝑞 =
⎛⎝ 1∫︁
0
. . .
1∫︁
0
|𝐷(𝑋, ?⃗?)|𝑞𝑑?⃗?
⎞⎠1/𝑞 ; (154)
отклонение
𝐷(𝑋) = sup
?⃗?∈[0;1]𝑠
|𝐷(𝑋, ?⃗?)|; (155)
квадратичное отклонение
𝐷2(𝑋) =
1∫︁
0
. . .
1∫︁
0
|𝐷(𝑋, ?⃗?)|2𝑑?⃗?; (156)
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𝑞–ое отклонение
𝐷𝑞(𝑋) =
1∫︁
0
. . .
1∫︁
0
|𝐷(𝑋, ?⃗?)|𝑞𝑑?⃗?. (157)
В 1954 году Рот [44] показал, что при любом выборе сетки для квадратичного отклонения
справедлива оценка снизу
𝐷2(𝑁) > 𝑐1(𝑠) ln𝑠𝑁, (158)
где 𝑐1(𝑠) > 0. (Здесь и далее все константы положительные).
Как следствие оценки (158) Рот получил оценку снизу для отклонения
𝐷(𝑁) > 𝑐2(𝑠) ln𝑠/2𝑁. (159)
В 1972 году В. Шмидт [46] усилил результат Рота при 𝑠 = 1, показав, что
𝐷(𝑁) > 𝑐3 ln𝑁. (160)
В 1977 году В. Шмидт [47] обобщил оценку Рота снизу для квадратичного отклонения на
случай 𝑞-ого отклонения
𝐷𝑞(𝑁) > 𝑐4(𝑠, 𝑞) ln𝑠𝑞/2𝑁 (𝑞 > 1). (161)
Вопрос о точности оценок (158), (160), (161) был решен положительно.
В 1956 году Давенпорт [40] построил сетки при 𝑠 = 1 c
𝐷2(𝑁) 6 𝑐5 ln𝑁. (162)
Были даны и другие доказательства существования сеток при 𝑠 = 1, удовлетворяющих
неравенству (162). При этом доказательства были эффективные, позволяющие находить кон-
кретные сетки.
В 1980 году для любого 𝑠 > 1 Рот [45] доказал существование сеток Хэммерсли — Рота с
𝐷2(𝑁) 6 𝑐6(𝑠) ln𝑠𝑁. (163)
Доказательство Рота неэффективно, так как использовало усреднение по непрерывному па-
раметру сеток Хэммерсли — Рота.
Аналогичный результат для 𝑞-ого отклонения получил Чень [38] в 1980 году, опираясь на
работу Рота:
𝐷𝑞(𝑁) 6 𝑐7(𝑠, 𝑞) ln𝑠𝑞/2𝑁 (𝑞 > 0). (164)
Чень также пользовался усреднением по непрерывному параметру сеток Хэммерсли — Рота и
его результат неэффективен. В работе [39] в 1983 году Ченю удалось, используя модификацию
сеток Фора, получить эффективное доказательство теоремы Рота.
Другое эффективное доказательство теоремы Рота о квадратичном отклонении было по-
лучено в работах [13, 14]. В этих работах для каждого 𝑁 > 3 рассматривается конечная
совокупность модифицированных сеток Хэммерсли — Рота. Показано, что для каждой такой
сетки отклонение 𝐷(𝑁) = 𝑂(ln𝑠𝑁). Построены три алгоритма нахождения модифицирован-
ных сеток Хэммерсли — Рота, у которых квадратичное отклонение 𝐷2(𝑁) = 𝑂(ln𝑠𝑁), и тем
самым получено эффективное доказательство теоремы Рота о квадратичном отклонении. Вто-
рой алгоритм требует 𝑂(𝑁3 ln𝑁) операций для нахождения сетки с𝐷2(𝑁) = 𝑂(ln𝑠𝑁). Третий
алгоритм позволяет за 𝑂(𝑁3 ln𝑁) операций строить модифицированные сетки Хэммерсли —
Рота с "правильным" порядком квадратичного отклонения, для которых соответствующие
модифицированные сетки Хэммерсли — Рота меньших размерностей имеют правильный по-
рядок квадратичного отклонения. Даются алгоритмы построения модифицированных сеток
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Хэммерсли — Рота, 𝑞-ое отклонение которых 𝐷𝑞(𝑁) = 𝑂(ln
𝑠𝑞
2 𝑁) для любого 𝑞 > 0. При этом,
если в первом алгоритме сетка, вообще говоря, зависит от 𝑞, то второй алгоритм гарантирует
единую сетку с правильным порядком 𝐷𝑞(𝑁) = 𝑂(ln
𝑠𝑞
2 𝑁) для любого 𝑞 > 0.
Таким образом, получено эффективное усиление теоремы Ченя о 𝑞-ом отклонении за счет
устранения зависимости сетки от 𝑞.
14.1. Функция ван дер Корпута — Хэммерсли и функции Ченя
Пусть для натурального 𝑝 > 2, произвольное целое ℎ > 0 и 𝑃 = 𝑝ℎ. Для произвольного
натурального 𝑁 определим множества:
𝐴(𝑁) = {0, · · · , 𝑁 − 1} и 𝐵(𝑁) =
{︂
0,
1
𝑁
, ...,
𝑁 − 1
𝑁
}︂
.
Для неотрицательного целого 𝑛, заданного в 𝑝–ичном разложении
𝑛 =
∑︁
𝜈>0
𝑛𝜈𝑝
𝜈 , 𝑛𝜈 ∈ 𝐴(𝑝),
определим функцию ван дер Корпута–Хэммерсли равенством
𝑝(𝑛) =
∑︁
𝜈>0
𝑛𝜈𝑝
−𝜈−1. (165)
Лемма 17. Для любого целого ℎ > 0 функция 𝑝(𝑛) взаимнооднозначно отображает 𝐴(𝑃 )
на 𝐵(𝑃 ).
Лемма 18. Для любого целого 𝛼 > 0 и целых 𝑢 ∈ 𝐴(𝑝𝛼), 𝑣 > 0 справедливо равенство
𝑝(𝑢+ 𝑝𝛼𝑣) = 𝑝(𝑢) + 𝑝−𝛼 · 𝑝(𝑣).
Для неотрицательных целых 𝑛 и 𝑡, заданных в 𝑝–ичном разложении
𝑛 =
∑︁
𝜈>0
𝑛𝜈𝑝
𝜈 , 𝑡 =
∑︁
𝜈>0
𝑡𝜈𝑝
𝜈 ,
где 𝑛𝜈 , 𝑡𝜈 ∈ 𝐴(𝑝), определим функцию Ченя равенством
𝑝(𝑛, 𝑡) =
∑︁
𝜈>0
{︂
𝑛𝜈 + 𝑡𝜈
𝑝
}︂
· 𝑝−𝜈 . (166)
Заметим, что для функции ван дер Корпута — Хэммерсли справедливо равенство
𝑝(𝑛) = 𝑝(𝑛, 0).
Лемма 19. Для любого 𝑡 ∈ 𝐴(𝑃 ) функция 𝑝(𝑛, 𝑡) взаимнооднозначно отображает 𝐴(𝑃 )
на 𝐵(𝑃 ).
Лемма 20. Для любого целого 𝛼 > 0 и целых 𝑢, 𝑡 ∈ 𝐴(𝑝𝛼), 𝑣, 𝑤 > 0 справедливо
равенство
𝑝(𝑢+ 𝑝𝛼𝑣, 𝑡+ 𝑝𝛼𝑤) = 𝑝(𝑢, 𝑡) + 𝑝−𝛼 · 𝑝(𝑣, 𝑤).
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Определим при фиксированном натуральном ℎ и 𝑃 = 𝑝ℎ, при целом 𝛼 > 0 и целых 𝑛, 𝑡
𝑓𝛼(𝑛) =
{︃
0 при 𝑛 ̸≡ 0(mod𝑝𝛼) или 𝑛 = 0
𝑝−𝜏
{︁
𝑚
𝑝
}︁(︁
1−
{︁
𝑚
𝑝
}︁)︁
при 𝑛 = 𝑝𝜏𝑚, 𝑚 ̸≡ 0 (mod𝑝), 𝜏 > 𝛼 (167)
𝑥(𝑛) = 𝑝
(︁
𝑃
{︁ 𝑛
𝑃
}︁)︁
𝑥(𝑛, 𝑡) = 𝑝
(︂
𝑃
{︁ 𝑛
𝑃
}︁
, 𝑃
{︂
𝑡
𝑃
}︂)︂
(168)
Заметим, что 𝑥(𝑛), 𝑥(𝑛, 𝑡) — периодические функции целых аргументов с периодом 𝑃 по
каждому аргументу. Определим величины:
𝑆𝛼(𝑘, 𝑛) =
1
𝑝ℎ−𝛼
∑︁
𝑡∈𝐴(𝑝ℎ−𝛼)
(1−max(𝑥(𝑘 + 𝑡 · 𝑝𝛼), 𝑥(𝑛+ 𝑡 · 𝑝𝛼))) (169)
𝑆𝛼(𝑘, 𝑛, 𝑡) =
1
𝑝ℎ−𝛼
∑︁
𝑡∈𝐴(𝑝ℎ−𝛼)
(1−max(𝑥(𝑘, 𝑡+ 𝑢 · 𝑝𝛼), 𝑥(𝑛, 𝑡+ 𝑢 · 𝑝𝛼))) (170)
𝑄𝛼(𝑘) =
1
𝑝ℎ−𝛼
∑︁
𝑡∈𝐴(𝑝ℎ−𝛼)
(1− 𝑥2(𝑘 + 𝑡 · 𝑝𝛼)) (171)
𝑄𝛼(𝑘, 𝑡) =
1
𝑝ℎ−𝛼
∑︁
𝑢∈𝐴(𝑝ℎ−𝛼)
(1− 𝑥2(𝑘, 𝑡+ 𝑢 · 𝑝𝛼)) (172)
Лемма 21. При 0 6 𝑘, 𝑛 6 𝑃 − 1 справедливо равенство
𝑆𝛼(𝑘, 𝑛) = 1 +
1
2𝑃
− 1
2𝑝𝛼
−max
(︂
𝑥
(︂
𝑝𝛼
{︂
𝑘
𝑝𝛼
}︂)︂
, 𝑥
(︂
𝑝𝛼
{︂
𝑛
𝑝𝛼
}︂)︂)︂
− 𝑓𝛼(| 𝑘 − 𝑛 |).
Лемма 22. При 0 6 𝑘, 𝑛 6 𝑃 − 1 справедливы равенства
𝑆𝛼(𝑘, 𝑛, 𝑡) = 1 +
1
2𝑃
− 1
2𝑝𝛼
− 𝑓𝛼(| 𝑘 − 𝑛 |)−
−max
(︂
𝑥
(︂
𝑝𝛼
{︂
𝑘
𝑝𝛼
}︂
, 𝑝𝛼
{︂
𝑡
𝑝𝛼
}︂)︂
, 𝑥
(︂
𝑝𝛼
{︂
𝑛
𝑝𝛼
}︂
, 𝑝𝛼
{︂
𝑡
𝑝𝛼
}︂)︂)︂
.
Лемма 23. Справедливо равенство
𝑄𝛼(𝑘) = 1− 1
3𝑝2𝛼
+
1
2𝑝ℎ+𝛼
− 1
6𝑃 2
− 𝑥2
(︂
𝑝𝛼
{︂
𝑘
𝑝𝛼
}︂)︂
− 𝑥
(︂
𝑝𝛼
{︂
𝑘
𝑝𝛼
}︂)︂(︂
1
𝑝𝛼
− 1
𝑃
)︂
Лемма 24. Справедливо равенство
𝑄𝛼(𝑘, 𝑡) = 1− 1
3𝑝2𝛼
+
1
2𝑝ℎ+𝛼
− 1
6𝑃 2
− 𝑥2
(︂
𝑝𝛼
{︂
𝑘
𝑝𝛼
}︂
, 𝑝𝛼
{︂
𝑡
𝑝𝛼
}︂)︂
−
−𝑥
(︂
𝑝𝛼
{︂
𝑘
𝑝𝛼
}︂
, 𝑝𝛼
{︂
𝑡
𝑝𝛼
}︂)︂(︂
1
𝑝𝛼
− 1
𝑃
)︂
В дальнейшем будем использовать функцию
𝛿𝑁 (𝑎) =
{︂
1, если 𝑎 ≡ 0 ( mod𝑁 )
0, если 𝑎 ̸≡ 0 ( mod𝑁 ). (173)
Нам потребуется специальное представление характеристической функции отрезка
[︀
0, 𝑎𝑃
]︀
в
точках 𝑧 ∈ 𝐵(𝑃 ).
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Лемма 25. Пусть 𝑎 =
ℎ∑︀
𝜈=0
𝑎𝜈𝑝
𝜈 , 0 6 𝑎 6 𝑃,
𝜒(𝑧,
𝑎
𝑃
) =
{︂
1, если 0 6 𝑧 < 𝑎𝑃
0, если 𝑎𝑃 6 𝑧 6 1,
тогда для любого целого k справедливо равенство
𝜒
(︁
𝑥(𝑘),
𝑎
𝑃
)︁
= 𝑎ℎ +
∑︁
𝜆∈𝐴(ℎ)
𝑎ℎ−𝜆−1∑︁
𝑦=1
𝛿𝑝𝜆+1(𝑘 + 𝑦 · 𝑝𝜆 − 𝑃 · 𝑥(𝑎)).
Зададим на множестве 𝐴(𝑃 ) групповую операцию ⊕ равенством
𝑡1 ⊕ 𝑡2 = 𝑃
{︂
𝑡1 + 𝑡2
𝑃
}︂
,
для любых 𝑡1 и 𝑡2 из множества 𝐴(𝑃 ) и обозначим полученную группу через 𝐺(𝑃 ). Очевидно,
что 𝐺(𝑃 ) изоморфна Z𝑃 — группе вычетов по модулю 𝑃 .
Используя 𝑝–ичные разложения элементов множества 𝐴(𝑃 ), определим другую групповую
операцию ⊙ равенством
𝑡1 ⊙ 𝑡2 =
∑︁
𝜈∈𝐴(ℎ)
{︂
𝑡1𝜈 + 𝑡2𝜈
𝑝
}︂
· 𝑝𝜈+1
и группу с указанной операцией обозначим через 𝐺*(𝑃 ). Ясно, что 𝐺*(𝑃 ). изоморфна Zℎ𝑝 .
Зададим действие группы 𝐺(𝑃 ) на множестве 𝐵(𝑃 ) с помощью периодизированной функ-
ции ван дер Корпута–Хэммерсли следующим равенством: для любых 𝑡 ∈ 𝐺(𝑃 ) и 𝑧 ∈ 𝐵(𝑃 )
𝑡 * 𝑧 = 𝑥(𝑡+ 𝑃 · 𝑥(𝑃 · 𝑧)),
то есть, если 𝑧 = 𝑥(𝑛), то 𝑡 * 𝑧 = 𝑥(𝑛+ 𝑡).
Такое преобразование будем называть арифметическим сдвигом, а 𝐺(𝑃 ) — группой ариф-
метических сдвигов множества 𝐵(𝑃 ).
Аналогично зададим действие группы 𝐺*(𝑃 ) на множестве 𝐵(𝑃 ) для любых 𝑡 ∈ 𝐺*(𝑃 ) и
𝑧 ∈ 𝐵(𝑃 ) с помощью периодизированной функции Чена следующим образом
𝑡 ∙ 𝑧 = 𝑥(𝑃 · 𝑥(𝑃 · 𝑧), 𝑡),
то есть из 𝑧 = 𝑥(𝑛), следует 𝑡 ∙ 𝑧 = 𝑥(𝑛, 𝑡) и
𝑡1 ∙ (𝑡2 ∙ 𝑧) = 𝑥(𝑛, 𝑡1 ⊙ 𝑡2) = (𝑡1 ⊙ 𝑡2) ∙ 𝑧.
Данное преобразование назовем покоординатно-поразрядным сдвигом, а 𝐺*(𝑃 ) —
группой поразрядных сдвигов множества 𝐵(𝑃 ).
14.2. Сетки Хэммерсли
Перейдем к определению сеток Хэммерсли — Рота.
Пусть 𝑝1, . . . , 𝑝𝑠 — различные попарно взаимно простые натуральные числа больше 1. Для
произвольного натурального 𝑁 > 3 определим величины
ℎ𝑗 = [ln𝑁/ ln 𝑝𝑗 ] + 1, 𝑃𝑗 = 𝑝
ℎ𝑗
𝑗 (𝑗=1,. . ., 𝑠); 𝑀 = 𝑃1 . . . 𝑃𝑠; 𝑀𝑗 =𝑀/𝑃𝑗 (𝑗=1,. . ., 𝑠). (174)
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Тогда справедливы соотношения
𝑁 < 𝑃𝑗 6 𝑁𝑝𝑗 , (𝑀𝑗 , 𝑃𝑗) = 1 (𝑗 = 1, . . . , 𝑠); 𝑁 𝑠 < 𝑀 6 𝑁 𝑠𝑝1 . . . 𝑝𝑠. (175)
Через 𝑥𝑗(𝑛) будем обозначать функцию 𝑥(𝑛) при 𝑝 = 𝑝𝑗 , ℎ = ℎ𝑗 , 𝑃 = 𝑃𝑗 (𝑗 = 1, . . . , 𝑠).
Пусть ?⃗? = (𝑡1, . . . , 𝑡𝑠) — произвольный целочисленный вектор. Для любого целого 𝑛 полагаем
?⃗?(𝑛, ?⃗?) =
(︁
𝑥1(𝑛+ 𝑡1), . . . , 𝑥𝑠(𝑛+ 𝑡𝑠),
𝑛
𝑁
)︁
. (176)
Определение 26. Модифицированной сеткой Хэммерсли — Рота будем называть сетку
𝑋𝑅(𝑁, ?⃗?) = {?⃗?(𝑛, ?⃗?) |𝑛 = 0, . . . , 𝑁 − 1} (177)
из 𝑁 узлов.
Из периодичности 𝑥𝑗(𝑛) с периодом 𝑃𝑗 следует, что сетка 𝑋𝑅(𝑁, ?⃗?) периодически зависит
от 𝑡𝑗 с периодом 𝑃𝑗 (𝑗 = 1, . . . , 𝑠). Отсюда вытекает, что при заданном 𝑁 существует ровно
𝑀 различных модифицированных сеток Хэммерсли — Рота, то есть порядка 𝑁 𝑠 различных
сеток.
14.3. Сетки Холтона
Пусть 𝑝1, . . . , 𝑝𝑠 попарно взаимно простые числа, например, первые s простых чисел.
Рассмотрим пару 𝑝-ичных сеток 𝑋 = 𝑋𝑅(𝑁), 𝑌 = 𝑋(𝑁), где
𝑋𝑅(𝑁) =
{︁
(𝑥1(𝑛), . . . , 𝑥𝑠(𝑛),
𝑛
𝑁
) | 𝑛 ∈ 𝐴(𝑁)
}︁
(178)
— сетка Хэммерсли,
𝑋(𝑁) = {(𝑥1(𝑛), . . . , 𝑥𝑠(𝑛)) | 𝑛 ∈ 𝐴(𝑁)} (179)
— сетка Холтона.
Модифицированные сетки Хэммерсли-Рота𝑋𝑅(𝑁, ?⃗?), предложенные Н. М. Добровольским
в работах [13, 14] имеют вид
𝑋𝑅(𝑁, ?⃗?) =
{︁
(𝑥1(𝑛+ 𝑡1), . . . , 𝑥𝑠(𝑛+ 𝑡𝑠),
𝑛
𝑁
) | 𝑛 ∈ 𝐴(𝑁)
}︁
(180)
и их совокупность образует 𝐺-орбиту сетки Хэммерсли.
Определение 27. Cеткой Хэммерсли-Рота-Чена будем называть сетку вида
𝑋𝑅𝐶(𝑁, ?⃗?) =
{︁
(𝑥1(𝑛, 𝑡1), . . . , 𝑥𝑠(𝑛, 𝑡𝑠),
𝑛
𝑁
) | 𝑛 ∈ 𝐴(𝑁)
}︁
. (181)
Очевидно, что множество всех сеток Хэммерсли-Рота-Чена образуют𝐺*-орбиту сетки Хэм-
мерсли.
Определение 28. Модифицированной сеткой Холтона будем называть сетку вида
𝑋(𝑁, ?⃗?) = {(𝑥1(𝑛+ 𝑡1), . . . , 𝑥𝑠(𝑛+ 𝑡𝑠)) | 𝑛 ∈ 𝐴(𝑁)} . (182)
Определение 29. Cеткой Холтона-Чена будем называть сетку вида
𝑋𝐶(𝑁, ?⃗?) = {(𝑥1(𝑛, 𝑡1), . . . , 𝑥𝑠(𝑛, 𝑡𝑠), ) | 𝑛 ∈ 𝐴(𝑁)} . (183)
Ясно, что множества модифицированных сеток Холтона и сеток Холтона-Чена образуют
соответственно 𝐺-орбиту и 𝐺*-орбиту сетки Холтона.
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14.4. Сетки Фора
Пусть 𝑝1 = 𝑝2 = . . . = 𝑝𝑠 = 𝑝 > 𝑠 и 𝑝 — простое число. В этом случае будем говорить
просто о 𝑝-ичных сетках. Таким образом имеет место следующее определение.
Определение 30. 𝑝-ичной сеткой I рода или просто 𝑝-ичной сеткой называется любая
сетка 𝑋 вида
𝑋 =
{︂(︂
𝑥(𝑚1𝑘), . . . , 𝑥(𝑚𝑠𝑘),
𝑘
𝑁
)︂
| 𝑘 ∈ 𝐴(𝑁)
}︂
(184)
при этом целые 𝑚𝜈𝑘 должны удовлетворять условию
𝑚𝜈𝑘1 ̸≡ 𝑚𝜈𝑘2 (𝑚𝑜𝑑 𝑃 ) при 𝑘1 ̸= 𝑘2, (𝜈 = 1, . . . , 𝑠). (185)
Таким образом, 𝑝-ичная сетка является 𝑁 -подмножеством декартового произведения:
𝐵𝑠(𝑃 )×𝐵(𝑁), (186)
при этом проекция сетки на любую координату состоит из 𝑁 различных точек.
Определение 31. 𝑝-ичной сеткой II рода называется сетка 𝑌 вида
𝑋 = {(𝑥(𝑚1𝑘), . . . , 𝑥(𝑚𝑠𝑘)) | 𝑘 ∈ 𝐴(𝑁)} , (187)
где целые 𝑚𝜈𝑘, где (𝜈 = 1, . . . , 𝑠) удовлетворяют условиям (185).
Определения 30 и 31 фактически содержатся в работе Фора [41], хотя несколько отлича-
ются в деталях. Так как в этой работе Фора речь идет о регулярных 𝑝-ичных сетках, то дадим
следующие определения.
Определение 32. Для любого 𝑁 > 2 и 𝑝 > 𝑠 обобщенными сетками Фора I и II
рода назовем соответственно произвольные регулярные р-ичные сетки X и Y вида (184) и
(187).
Для любого целого 𝑛 > 0 и 𝑘 > 0 целого определим функции
𝑦𝑘(𝑛) =
∝∑︁
𝜈=0
{︃
1
𝑝
∑︁
𝜇=𝜈
𝐶𝜈𝜇 · 𝑘𝜇−𝜈 · 𝑛𝜇
}︃
· 𝑝𝜈+1, (188)
где
𝑛 =
∝∑︁
𝜈=0
𝑛𝜈 · 𝑝𝜈 𝑛𝜈 ∈ 𝐴(𝑝), (𝜈 = 0). (189)
Так как в 𝑝-ичном разложении (189) целого числа 𝑛 лишь конечное число 𝑝-ичных цифр
𝑛𝜈 отличны от нуля, то все ряды в (188) на самом деле являются конечными суммами.
Определение 33. Вектор ?⃗? = (𝑘1, . . . , 𝑘𝑠) назовем 𝑝-вектором, если 𝑘𝑗 ∈ 𝐴(𝑝),
(𝑗 = 1, . . . , 𝑠) и 𝑘𝑗 ̸= 𝑘𝑖 при 𝑗 ̸= 𝑖.
Через 𝐾(𝑝) обозначим множество всех 𝑝-векторов ?⃗?. Очевидно
| 𝐾(𝑝) |= 𝑝 · (𝑝− 1) · . . . · (𝑝− 𝑠+ 1).
Определение 34. Для любого р-вектора ?⃗? и натурального 𝑁 > 2 сетками Фора 𝐹 (𝑁, ?⃗?),
𝐹 *(𝑁, ?⃗?) назовем р-ичную сетку вида
𝐹 (𝑁, ?⃗?) =
{︁
(𝑥(𝑦𝑘1(𝑛)), . . . , 𝑥(𝑦𝑘𝑠(𝑛)),
𝑛
𝑁
) | 𝑛 ∈ 𝐴(𝑁)
}︁
, (190)
𝐹 *(𝑁, ?⃗?) = {(𝑥(𝑦𝑘1(𝑛)), . . . , 𝑥(𝑦𝑘𝑠(𝑛))) | 𝑛 ∈ 𝐴(𝑁)} . (191)
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Определение 35. Для любого р-вектора ?⃗? и натурального 𝑁 > 2 , ?⃗? ∈ 𝐴𝑠(𝑃 ) модифи-
цированными сетками Фора I и II рода назовем соответственно сетки 𝐹 (𝑁, ?⃗?, ?⃗?) и 𝐹 *(𝑁, ?⃗?, ?⃗?)
вида
𝐹 (𝑁, ?⃗?, ?⃗?) =
{︁
(𝑥(𝑦𝑘1(𝑛) + 𝑡1), . . . , 𝑥(𝑦𝑘𝑠(𝑛) + 𝑡𝑠),
𝑛
𝑁
) | 𝑛 ∈ 𝐴(𝑁)
}︁
, (192)
𝐹 *(𝑁, ?⃗?, ?⃗?) = {(𝑥(𝑦𝑘1(𝑛) + 𝑡1), . . . , 𝑥(𝑦𝑘𝑠(𝑛) + 𝑡𝑠)) | 𝑛 ∈ 𝐴(𝑁)} . (193)
Определение 36. Для любого р-вектора ?⃗? и натурального 𝑁 > 2 , ?⃗? ∈ 𝐴𝑠(𝑃 ) сетками
Фора-Чена I и II рода назовем соответственно сетки 𝐹𝐶(𝑁, ?⃗?, ?⃗?) и 𝐹𝐶*(𝑁, ?⃗?, ?⃗?) вида
𝐹𝐶(𝑁, ?⃗?, ?⃗?) =
{︁
(𝑥(𝑦𝑘1(𝑛), 𝑡1), . . . , 𝑥(𝑦𝑘𝑠(𝑛), 𝑡𝑠),
𝑛
𝑁
) | 𝑛 ∈ 𝐴(𝑁)
}︁
, (194)
𝐹𝐶*(𝑁, ?⃗?, ?⃗?) = {(𝑥(𝑦𝑘1(𝑛), 𝑡1), . . . , 𝑥(𝑦𝑘𝑠(𝑛), 𝑡𝑠)) | 𝑛 ∈ 𝐴(𝑁)} . (195)
Теорема 22. Для любого 𝑝-вектора ?⃗? и натурального 𝑁 > 2 сетки 𝐹 (𝑁, ?⃗?) и 𝐹 *(𝑁, ?⃗?)
являются обобщенными сетками Фора I и II рода соответственно.
Из теоремы 22 следует, что для любого 𝑁 > 2 множество обобщенных сеток Фора непусто.
Следствие 1. Для любого 𝑝-вектора ?⃗?, натурального 𝑁 > 2 и целочисленного вектора
?⃗? ∈ 𝐴𝑠(𝑃 ) следующие сетки 𝐹 (𝑁, ?⃗?, ?⃗?), 𝐹 *(𝑁, ?⃗?, ?⃗?), 𝐹𝐶(𝑁, ?⃗?, ?⃗?) и 𝐹𝐶*(𝑁, ?⃗?, ?⃗?) являются обоб-
щенными сетками Фора.
Для сеток Фора I и II рода справедливы соотношения
𝜎𝑠+1(𝐺𝐹 (𝑁, ?⃗?)) = 𝜎𝑠+1(𝐺
*𝐹 (𝑁, ?⃗?)) 6 𝑐(𝑠, 𝑝) · ln𝑠𝑁 +𝑂(ln𝑠−1𝑁), (196)
𝜎𝑠(𝐺𝐹
*(𝑁, ?⃗?)) = 𝜎𝑠(𝐺*𝐹 *(𝑁, ?⃗?)) 6 𝑐(𝑠, 𝑝) · ln𝑠𝑁 +𝑂(ln𝑠−1𝑁), (197)
где
𝑐(𝑠, 𝑝) =
1
𝑠!
(︂
𝑝2 − 1
6 · ln 𝑝
)︂𝑠
.
Так как для любого 𝑠 > 2 существует простое 𝑝 с 𝑠 6 𝑝 < 2𝑠, то для величины
𝑐(𝑠) = min
𝑝>𝑠
𝑐(𝑠, 𝑝) получим
1
𝑠!
(︂
𝑠2 − 1
6 · ln 𝑠
)︂𝑠
< 𝑐(𝑠) <
1
𝑠!
(︂
2(𝑠2 − 1)
3 · ln 𝑠
)︂𝑠
.
14.5. Сетки Соболя
Пусть 𝑝1 = 𝑝2 = . . . = 𝑝𝑠 = 2. В этом случае будем говорить просто о 2-ичных сетках.
Таким образом имеет место следующее определение.
Определение 37. 2-ичной сеткой I рода называется 2-ичная сетка X вида
𝑋 =
{︂(︂
𝑥(𝑚1𝑘), . . . , 𝑥(𝑚𝑠𝑘),
𝑘
𝑁
)︂
| 𝑘 ∈ 𝐴(𝑁)
}︂
, (198)
при этом целые 𝑚𝜈𝑘 должны удовлетворять условию
𝑚𝜈𝑘1 ̸≡ 𝑚𝜈𝑘2 (𝑚𝑜𝑑 𝑃 ) при 𝑘1 ̸= 𝑘2, (𝜈 = 1, . . . , 𝑠). (199)
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Здесь и далее на протяжении всего параграфа
𝑥(𝑛) =
∑︁
𝜈∈𝐴(ℎ)
𝑛𝜈 · 2−𝜈−1 при 𝑛 =
∑︁
𝜈∈𝐴(ℎ)
𝑛𝜈 · 2𝜈 , 𝑛𝜈 ∈ {0; 1} ,
𝑛 ∈ 𝐴(𝑃 ), 𝑃 = 2ℎ, 𝑁 < 𝑃 6 2𝑁. (200)
Таким образом, 2-ичная сетка является 𝑁 -подмножеством декартового произведения
𝐵𝑠 ×𝐵(𝑁), (201)
при этом проекция сетки на любую координату состоит из 𝑁 различных точек.
Определение 38. 2-ичной сеткой II рода называется cетка Y вида
𝑌 = {(𝑥(𝑚1𝑘), . . . , 𝑥(𝑚𝑠𝑘)) | 𝑘 ∈ 𝐴(𝑁)} , (202)
где целые 𝑚𝜈𝑘, (𝜈 = 1, . . . , 𝑠) удовлетворяют условиям (8.2).
В работах И. М. Соболя [35] исследуются регулярные 2-ичные сетки типа 𝑞 = 2𝜏 , поэтому
дадим следующие определения.
Определение 39. Для любых целых 𝑁 > 2 и 𝜏 > 0 рациональными
∏︀
𝜏 сетками I и II
рода назовем соответственно произвольные регулярные 2-ичные сетки 𝑋 и 𝑌 типа 𝑞 = 2𝜏
вида (198) и (202).
Определение 40. Допустимой последовательностью
𝑉 = {𝑉0, . . . , 𝑉𝑘, . . .}
назовем произвольную последовательность ненулевых рациональных чисел таких, что
𝑉𝑘 ∈ 𝐵(2𝑘+1)∖𝐵(2𝑘).
Другими словами, 𝑉𝑘 — несократимая дробь со знаменателем 2
𝑘+1.
Определение 41. Функцией Соболя с допустимой последовательностью 𝑉 назовем
функцию 𝑐(𝑛), задаваемую равенствами
𝑐(𝑛) =
∝∑︁
𝜈=0
⎧⎨⎩12
∝∑︁
𝜇=0
𝑛𝜇 · 𝑣𝜇𝜈
⎫⎬⎭ · 2𝜈+1, (203)
где
𝑛 =
∝∑︁
𝜈=0
𝑛𝜈 · 2𝜈 , 𝑣𝜇 =
∝∑︁
𝜈=0
𝑣𝜇𝜈 · 2−𝜈−1 =
∑︁
𝜈∈𝐴(𝜇+1)
𝑣𝜇𝜈 · 2−𝜈−1.
Лемма 26. Пусть 𝑛 ∈ 𝐴(2𝑘), тогда 𝑐(𝑛) ∈ 𝐴(2𝑘).
Определение 42. Пусть 𝑚 — натуральное число и матрица 𝐵, состоящая из 0 и 1,
имеет вид
𝐵 =
⎛⎜⎜⎝
1 0
𝑣10 1 0
. . . . . . 1 0
𝑣𝑚−10 . . . 𝑣𝑚−1𝑚−21
⎞⎟⎟⎠ (204)
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и целое
𝑎 ∈ 𝐴(2𝑚−1), 𝑎 =
∑︁
𝜈∈𝐴(𝑚−1)
𝑎𝜈 · 2𝜈 , (205)
тогда последовательностью типа (𝐵, 𝑎,𝑚) назовем последовательность
𝑉 (𝐵, 𝑎) = {𝑉0, . . . , 𝑉𝑘, . . .} ,
задаваемую соотношениями
𝑉𝑘 =
⎧⎪⎨⎪⎩
∑︀
𝜈∈𝐴(𝑚)
𝑣𝑘𝜈 · 2−𝜈−1, 𝑘 ∈ 𝐴(𝑚)∑︀
𝜈>0
𝑣𝑘𝜈 · 2−𝜈−1, 𝑘 > 𝑚 (206)
где для 𝑘 > 𝑚 𝑣𝑘𝜈 определяются рекуррентными соотношениями
𝑉𝑘𝜈 =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
2 ·
{︃
−12
(︃ ∑︀
𝜇∈𝐴(𝑚−1)
𝑎𝜇𝑣𝑘+𝜇−𝑚+1 𝜈 + 𝑣𝑘−𝑚𝜈
)︃}︃
𝜈 ∈ 𝐴(𝑚)
2 ·
{︃
1
2
(︃
𝑣𝑘−𝑚𝜈−𝑚 −
∑︀
𝜇∈𝐴(𝑚−1)
𝑎𝜇 · 𝑣𝑘+𝜇−𝑚+1𝜈 − 𝑣𝑘−𝑚𝜈
)︃}︃
при𝜈 > 𝑚
(207)
Лемма 27. Для любой матрицы 𝐵 вида (204) и целого 𝑎 вида (205) последователь-
ность 𝑉 (𝐵, 𝑎,𝑚) является допустимой.
Определение 43. Для любого натурального m и целого a вида (205) линейным разност-
ным оператором 𝐿 = 𝐿(𝑚, 𝑎) называется оператор вида
𝐿𝑢𝑖 = 𝑢𝑖+𝑚 + 𝑎𝑚−1𝑢𝑖+𝑚−1 + . . .+ 𝑎1𝑢𝑖+1 + 𝑢𝑖, (208)
где {𝑢𝑖} последовательность из нулей и единиц.
Решением линейного разностного сравнения порядка m с постоянными коэффициентами
вида
𝐿𝑢𝑖 ≡ 0 (mod 2) (209)
называется бесконечная последовательность
. . . , 𝑢−2, 𝑢−1, 𝑢0, 𝑢1, 𝑢2, . . . ,
определенная для всех − ∝< 𝑖 <∝ и удовлетворяющая сравнению (209).
В работе [35] рассматривается понятие моноциклического разностного оператора 𝐿 =
= 𝐿(𝑚, 𝑎) и изучены его свойства.
Рассмотрим 𝑠 последовательностей
𝑉 (𝐵𝑗 , 𝑎𝑗) =
{︃
𝑉𝑗𝑘 =
∑︁
𝜈>0
𝑣
(𝑗)
𝑘𝜈 | 𝑘 > 0
}︃
(𝑗 = 1, . . . , 𝑠)
и для неотрицательных целых 𝜈1, . . . , 𝜈𝑠 c
𝑠∑︀
𝑗=1
𝜈𝑗 = 𝜈 − 𝜏 систему линейных сравнений⎧⎪⎪⎨⎪⎪⎩
∑︀
𝜇∈𝐴(𝜈)
𝑛𝜇 · 𝑣(𝑗)𝜇𝜆 ≡ 𝑑𝑗𝜆 (mod 2)
𝜆 ∈ 𝐴(𝜈𝑗), (𝑗 = 1, . . . , 𝑠)
𝑛𝜇 ∈ {0; 1} 𝜇 ∈ 𝐴(𝜈)
(210)
из 𝜈 − 𝜏 сравнений с 𝜈 неизвестными.
В той же работе доказана следующая теорема.
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Теорема 23. Теорема Соболя. Пусть 𝐿(𝑚1, 𝑎1), . . . , 𝐿(𝑚𝑠, 𝑎𝑠) — различные моноцик-
лические операторы, порядки которых равны 𝑚1, . . . ,𝑚𝑠 и 𝐵1, . . . , 𝐵𝑠 — квадратные матрицы
вида (204), порядков 𝑚1, . . . ,𝑚𝑠 соответственно. Тогда система сравнений (210) при
𝜏 =
𝑠∑︁
𝑗=1
(𝑚𝑗 − 1) и 𝜈 > 𝜏
имеет точно 2𝜏 решений при любых значениях 𝑑𝑗𝜆.
Определение 44. Для любого 𝑁 > 2 и набора 𝐿(𝑚1, 𝑎1), . . . , 𝐿(𝑚𝑠, 𝑎𝑠) — различных
моноциклических операторов, сетками Соболя I и II рода назовем соответственно сетки
𝑆(𝑁, ?⃗?, ?⃗?) =
{︁(︁
𝑥(𝑐1(𝑛)), . . . , 𝑥(𝑐𝑠(𝑛)),
𝑛
𝑁
)︁
| 𝑛 ∈ 𝐴(𝑁)
}︁
, (211)
𝑆*(𝑁, ?⃗?, ?⃗?) = {(𝑥(𝑐1(𝑛)), . . . , 𝑥(𝑐𝑠(𝑛))) | 𝑛 ∈ 𝐴(𝑁)} (212)
где 𝑐𝑗(𝑛) — функция Соболя с допустимой последовательностью
𝑉 = 𝑉 (𝐵𝑗 , 𝑎𝑗), ?⃗? = (𝑎1, . . . , 𝑎𝑠)
Определение 45. Для любого 𝑁 > 2 и ?⃗? ∈ 𝐴𝑠(𝑃 ) модифицированными сетками Соболя
I и II рода назовем соответственно сетки вида :
𝑆(𝑁, ?⃗?, ?⃗?, ?⃗?) =
{︁(︁
𝑥(𝑐1(𝑛) + 𝑡1), . . . , 𝑥(𝑐𝑠(𝑛) + 𝑡𝑠),
𝑛
𝑁
)︁
| 𝑛 ∈ 𝐴(𝑁)
}︁
, (213)
𝑆*(𝑁, ?⃗?, ?⃗?, ?⃗?) = {(𝑥(𝑐1(𝑛) + 𝑡1), . . . , 𝑥(𝑐𝑠(𝑛) + 𝑡𝑠)) | 𝑛 ∈ 𝐴(𝑁)} . (214)
Определение 46. Для любого 𝑁 > 2 и ?⃗? ∈ 𝐴𝑠(𝑃 ) сетками Соболя-Чена I и II рода
назовем соответственно сетки вида :
𝑆𝐶(𝑁, ?⃗?, ?⃗?, ?⃗?) =
{︁
(𝑥(𝑐1(𝑛), 𝑡1), . . . , 𝑥(𝑐𝑠(𝑛), 𝑡𝑠),
𝑛
𝑁
) | 𝑛 ∈ 𝐴(𝑁)
}︁
(215)
𝑆𝐶*(𝑁, ?⃗?, ?⃗?, ?⃗?) = {(𝑥(𝑐1(𝑛), 𝑡1), . . . , 𝑥(𝑐𝑠(𝑛), 𝑡𝑠)) | 𝑛 ∈ 𝐴(𝑁)} (216)
Теорема 24. Для любого 𝑁 > 2 и сетки Соболя-Чена I и II рода являются рациональ-
ными Π𝜏 сетками с 𝜏 =
𝑠∑︀
𝑗=1
(𝑚𝑗 − 1).
Из теоремы 24 следует, что для любого 𝑁 > 2 множество рациональных Π𝜏 сеток непу-
сто при 𝜏 > 𝜏(𝑠), где 𝜏(𝑠) = 𝑚𝑖𝑛
𝑠∑︀
𝑗=1
(𝑚𝑗 − 1) и минимум берется по всем наборам
различных моноциклических операторов 𝐿(𝑚1, 𝑎1), . . . , 𝐿(𝑚𝑠, 𝑎𝑠).
Следствие 2. Для любого натурального 𝑁 > 2 и ?⃗? ∈ 𝐴𝑠(𝑃 ) следующие сетки 𝑆(𝑁, ?⃗?, ?⃗?, ?⃗?)
, 𝑆*(𝑁, ?⃗?, ?⃗?, ?⃗?), 𝑆𝐶(𝑁, ?⃗?, ?⃗?, ?⃗?) и 𝑆𝐶*(𝑁, ?⃗?, ?⃗?, ?⃗?) являются рациональными Π𝜏 сетками с
𝜏 =
𝑠∑︀
𝑗=1
(𝑚𝑗 − 1)
Для сеток Соболя I и II рода справедливы соотношения
𝜎𝑠+1(𝐺𝑆(𝑁, ?⃗?, ?⃗?)) = 𝜎𝑠+1(𝐺
*𝑆(𝑁, ?⃗?, ?⃗?)) 6 𝑐(𝑠) · ln𝑠𝑁 +𝑂(ln𝑠−1𝑁), (217)
𝜎𝑠(𝐺𝑆
*(𝑁, ?⃗?, ?⃗?)) = 𝜎𝑠(𝐺*𝑆*(𝑁, ?⃗?, ?⃗?)) 6 𝑐(𝑠) · ln𝑠𝑁 +𝑂(ln𝑠−1𝑁), (218)
где
𝑐(𝑠) =
4𝜏
𝑠!
(︂
1
𝑙𝑛4
)︂𝑠
=
4𝜏
𝑠! · 𝑙𝑛𝑠4 и 𝜏 =
𝑠∑︁
𝑗=1
(𝑚𝑗 − 1).
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14.6. Сетки Смоляка
Рассмотрим 𝑠 – мерную простейшую декартову сетку
𝑀(𝜈1, . . . , 𝜈𝑠) =
{︂(︂
𝑘1
2𝜈1
, . . . ,
𝑘𝑠
2𝜈𝑠
)︂⃒⃒⃒⃒
0 6 𝑘𝑗 6 2𝜈𝑗 − 1 (𝑗 = 1, . . . , 𝑠)
}︂
из 2𝜈1+...+𝜈𝑠 точек, которая является декартовым произведением одномерных равномерных
сеток, вообще говоря, с различным количеством узлов:
𝑀(𝜈1, . . . , 𝜈𝑠) =𝑀(𝜈1)× . . .×𝑀(𝜈𝑠).
В случае, когда величины 𝜈1, . . . , 𝜈𝑠 равны, сетку 𝑀(𝜈1, . . . , 𝜈𝑠) называют равномерной, в про-
тивном случае — обобщенной равномерной сеткой.
Модифицированной обобщенной равномерной сеткой𝑀(𝜈1, . . . , 𝜈𝑠;𝛽) будем называть сетку
𝑀(𝜈1, . . . , 𝜈𝑠;𝛽) =
{︂(︂{︂
𝑘1
2𝜈1
+ 𝛽1
}︂
, . . . ,
{︂
𝑘𝑠
2𝜈𝑠
+ 𝛽𝑠
}︂)︂⃒⃒⃒⃒
0 6 𝑘𝑗 6 2𝜈𝑗 − 1
(𝑗 = 1, . . . , 𝑠)
}︂
,
полученную в результате сдвига по модулю 1 на вектор 𝛽. Ясно, что различные сетки бу-
дут получаться, когда 𝛽 пробегает полуоткрытый 𝑠−мерный прямоугольный параллелепипед[︀
0, 12𝜈1
)︀× . . .× [︀0, 12𝜈𝑠 )︀.
Заметим, что модифицированная равномерная сетка 𝑀(𝜈1, . . . , 𝜈𝑠;𝛽) совпадает с произве-
дением равномерной сетки 𝑀(𝜈1, . . . , 𝜈𝑠) и одноточечной сетки 𝑀 = {𝛽}:
𝑀(𝜈1, . . . , 𝜈𝑠;𝛽) =𝑀(𝜈1, . . . , 𝜈𝑠) ·𝑀.
Напомним, что произведение двух сеток 𝑀1 и 𝑀2 задается равенством
𝑀1 ·𝑀2 = {{?⃗?+ ?⃗?}| ?⃗? ∈𝑀1, ?⃗? ∈𝑀2}
и для любого вектора ?⃗? = (𝑧1, . . . , 𝑧𝑠) его дробная часть задается равенством
{?⃗?} = ({𝑧1}, . . . , {𝑧𝑠}) .
Кроме этого имеет место разложение модифицированной равномерной сетки в декартово
произведение одномерных модифицированных равномерных сеток:
𝑀(𝜈1, . . . , 𝜈𝑠;𝛽) =𝑀(𝜈1;𝛽1)× . . .×𝑀(𝜈𝑠;𝛽𝑠).
Нетрудно видеть, что при ?⃗? 6 ?⃗?, то есть при 𝜈1 6 𝜇1, 𝜈2 6 𝜇2, . . ., 𝜈𝑠 6 𝜇𝑠, справедливо
вложение 𝑀(𝜈1, 𝜈2, . . . , 𝜈𝑠) ⊂ 𝑀(𝜇1, 𝜇2, . . . , 𝜇𝑠). Для произвольных обобщенных равномерных
сеток 𝑀(𝜈1, 𝜈2, . . . , 𝜈𝑠) и 𝑀(𝜇1, 𝜇2, . . . , 𝜇𝑠) справедливо равенство
𝑀(𝜈1, 𝜈2, . . . , 𝜈𝑠) ∩𝑀(𝜇1, 𝜇2, . . . , 𝜇𝑠) =𝑀(min(𝜈1, 𝜇1),min(𝜈2, 𝜇2), . . . ,min(𝜈𝑠, 𝜇𝑠))
и вложение
𝑀(𝜈1, 𝜈2, . . . , 𝜈𝑠) ∪𝑀(𝜇1, 𝜇2, . . . , 𝜇𝑠) ⊂
⊂𝑀(max(𝜈1, 𝜇1),max(𝜈2, 𝜇2), . . . ,max(𝜈𝑠, 𝜇𝑠)).
Как было показано в [12], справедливо следующее равенство для произведения обобщенных
равномерных сеток
𝑀(𝜈1, 𝜈2, . . . , 𝜈𝑠) ·𝑀(𝜇1, 𝜇2, . . . , 𝜇𝑠) =𝑀(max(𝜈1, 𝜇1),max(𝜈2, 𝜇2), . . . ,max(𝜈𝑠, 𝜇𝑠)).
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В определении обобщенной равномерной сетки для каждой координаты все точки сетки
имеют один и тот же знаменатель. Для дальнейшего полезно разбить одномерную сетку на
непересекающиеся подсетки, у которых точки представлены несократимыми дробями с рав-
ными знаменателями. Положим
𝑀*(𝜈) =
{︃
{0} при 𝜈 = 0,{︀
2𝑘+1
2𝜈
⃒⃒
0 6 𝑘 6 2𝜈−1 − 1}︀ при 𝜈 > 1 =
{︃
{0} при 𝜈 = 0,
𝑀
(︀
𝜈 − 1; 12𝜈
)︀
при 𝜈 > 1,
тогда
𝑀(𝜈) =
𝜈⋃︁
𝜆=0
𝑀*(𝜆), 2𝜈 = |𝑀(𝜈)| =
𝜈∑︁
𝜆=0
|𝑀*(𝜆)| =
𝜈∑︁
𝜆=0
2𝜆−1,
где для любого вещественного 𝑥 полагаем 𝑥 = max(1, |𝑥|), а для любого конечного множества
𝐴 через |𝐴| обозначается количество его элементов.
Переходя к многомерному случаю и полагая 𝑀*(?⃗?) =𝑀*(𝜈1)× . . .×𝑀*(𝜈𝑠), получим
𝑀(?⃗?) =
⋃︁
0⃗6?⃗?6?⃗?
𝑀*(?⃗?), |𝑀*(?⃗?)| = 2𝜆1+...+𝜆𝑠−𝑠,
где 0⃗ = (0, . . . , 0).
Нетрудно видеть, что за исключением особого случая, когда
(𝛽1 − 𝛽2)2max(𝜈1,𝜈2) ∈ Z,
две модифицированные равномерные сетки𝑀(𝜈1;𝛽1) и𝑀(𝜈2;𝛽2) не имеют общих точек. Оче-
видно, что и при 𝛽1− 𝛽2 общего положения модифицированные равномерные сетки 𝑀(?⃗?1;𝛽1)
и 𝑀(?⃗?2;𝛽2) не имеют общих точек.
Введем обозначение: для натурального 𝑞 > 𝑠
𝐴𝑠(𝑞) = { ?⃗? = (𝜈1, . . . , 𝜈𝑠) ∈ N𝑠 | 𝜈1 + . . .+ 𝜈𝑠 6 𝑞, 𝜈𝑗 > 1 (𝑗 = 1, . . . , 𝑠)} ,
𝐵𝑠(𝑞) = N𝑠 ∖𝐴(𝑞) =
{︂
?⃗? = (𝜈1, . . . , 𝜈𝑠) ∈ N𝑠
⃒⃒⃒⃒
𝜈1 + . . .+ 𝜈𝑠 > 𝑞,
𝜈𝑗 > 1 (𝑗 = 1, . . . , 𝑠)
}︂
,
𝐶𝑠(𝑞) = {?⃗? = (𝜈1, . . . , 𝜈𝑠) ∈ N𝑠 | 𝜈1 + . . .+ 𝜈𝑠 = 𝑞, 𝜈𝑗 > 1 (𝑗 = 1, . . . , 𝑠)}.
Ясно, что
𝐴𝑠(𝑞) =
𝑞⋃︁
𝑘=𝑠
𝐶𝑠(𝑘), 𝐵𝑠(𝑞) =
∞⋃︁
𝑘=𝑞+1
𝐶𝑠(𝑘).
Из комбинаторики известно, что для количеств элементов в множествах 𝐶𝑠(𝑞) и 𝐴𝑠(𝑞) спра-
ведливы равенства
|𝐶𝑠(𝑞)| = 𝐶𝑠−1𝑞−1 , |𝐴𝑠(𝑞)| =
𝑞∑︁
𝑘=𝑠
𝐶𝑠−1𝑘−1 =
𝑞∑︁
𝑘=𝑠
(︀
𝐶𝑠𝑘 − 𝐶𝑠𝑘−1
)︀
= 𝐶𝑠𝑞 .
Последнее равенство становится совсем очевидным, если учесть взаимнооднозначное соответ-
ствие (𝜈1, . . . , 𝜈𝑠)↔ (𝜈1, . . . , 𝜈𝑠+1), где 𝜈𝑠+1 = 𝑞+1−(𝜈1+. . .+𝜈𝑠), между элементами множества
𝐴𝑠(𝑞) и множества 𝐶𝑠+1(𝑞 + 1).
Сетка Смоляка 𝑆𝑚(𝑞, 𝑠) с параметром 𝑞 > 𝑠 определяется как объединение всех простей-
ших декартовых сеток 𝑀(𝜈1, . . . , 𝜈𝑠) с
max(𝑞 − 𝑠+ 1, 𝑠) 6 𝜈1 + . . .+ 𝜈𝑠 6 𝑞, 𝜈1, . . . , 𝜈𝑠 > 1.
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Таким образом
𝑆𝑚(𝑞, 𝑠) =
{︂(︂
𝑘1
2𝜈1
,. . .,
𝑘𝑠
2𝜈𝑠
)︂⃒⃒⃒⃒
0 6 𝑘𝑗 6 2𝜈𝑗−1 (𝑗 = 1,. . ., 𝑠), 𝜈1, . . . , 𝜈𝑠 > 1,
max(𝑠, 𝑞 − 𝑠+ 1) 6 𝜈1+. . .+𝜈𝑠 6 𝑞
}︂
=
=
⎧⎨⎩
(︂
𝑘1
2𝜈1
,. . .,
𝑘𝑠
2𝜈𝑠
)︂⃒⃒⃒⃒
0 6 𝑘𝑗 6 2𝜈𝑗−1 (𝑗 = 1,. . ., 𝑠), ?⃗? ∈
min(𝑞−𝑠,𝑠−1)⋃︁
𝑘=0
𝐶𝑠(𝑞 − 𝑘)
⎫⎬⎭ .
В работах [32] — [34] сетки 𝑆𝑚(𝑞, 𝑠) использовались для построения квадратурных и ин-
терполяционных формул с весами, и для них на различных классах функций были получены
результаты сравнимые с наилучшими из известных.
Модифицированной сеткой Смоляка будем называть сетку
𝑆𝑚(𝑞, 𝑠, 𝛽?⃗? |?⃗? ∈ 𝐴*𝑠(𝑞)),
полученную объеденением всех модифицированных обобщенных равномерных сеток 𝑀(?⃗?;𝛽?⃗?)
по ?⃗? ∈ 𝐴*𝑠(𝑞), где 𝐴*𝑠(𝑞) = 𝐴𝑠(𝑞) ∖𝐴𝑠(max(𝑠− 1, 𝑞 − 𝑠)).
Ясно, что если система векторов сдвигов 𝛽?⃗? образует систему общего положения, то моди-
фицированные обобщенные равномерные сетки 𝑀(?⃗?;𝛽?⃗?) попарно не пересекаются. Поэтому в
общем случае имеем
⃒⃒⃒
𝑆𝑚(𝑞, 𝑠, 𝛽?⃗? |?⃗? ∈ 𝐴*𝑠(𝑞))
⃒⃒⃒
=
min(𝑞−𝑠,𝑠−1)∑︁
𝑘=0
𝐶𝑠−1𝑞−𝑘−12
𝑞−𝑘 =
=
𝑞∑︁
𝑘=max(𝑠, 𝑞−𝑠+1)
𝐶𝑠−1𝑘−12
𝑘 = 𝑂
(︀
𝑞𝑠−12𝑞
)︀
. (219)
Естественно изучить величину отклонения этих сеток, как меры равномерности распреде-
ления их точек в 𝑠–мерном единичном кубе.
В отличии от общего случая модифицированной сетки Смоляка для сетки Смоляка входя-
щие в объединение обобщенные равномерные сетки имеют непустое пересечение. Поэтому этот
случай требует особого рассмотрения. Здесь возможно три различных подхода: с учетом крат-
ности точек в объединении или без учета, или с весами из квадратурных формул. В первых
двух случаях получаются пародоксальные результаты, согласно которым точки сеток Смо-
ляка раномерно распределены, но величина отклонения у них порядка 𝑂(𝑁 ln−1𝑁), где 𝑁 —
количество точек сетки. Этот результат свидетельствует об особой роли весов в квадратурных
и интерполяционных формулах, построенных по методу Смоляка.
Задача об оценки отклонения сеток Смоляка была поставлена профессором Н. М. Ко-
робовым в 1969 году и решена Н. М. Добровольским в 1970 году в его курсовой работе.
В научном архиве профессора Н. М. Коробова сохранилась рукопись этой курсовой работы
Н. М. Добровольского, которую он выполнял под руководством Н. М. Коробова на третьем
курсе механико-математического факультета МГУ им. М. В. Ломоносова.
Для произвольной модифицированной сетки Смоляка задача Н. М. Коробова сделана в
работе [24].
В данном разделе дается прямой метод оценки погрешности квадратурных формул по-
строенных на основе модифицированных сеток Смоляка, который отличен от методов работ
[32] — [34].
Оценки отклонения будут сделаны для сетки квадратурной формулы, построенной ме-
тодом С. А. Смоляка. Эти формулы строятся для класса функций 𝐸𝛼𝑠 (см. раздел 1.2, стр.
125).
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Метод Смоляка указывает способ перенесения квадратурных формул из одномерного слу-
чая в многомерный. Основой для метода служит теорема 25, которая дает способ приближения
абсолютно сходящегося 𝑠-кратного ряда образованного путем перемножения однократных аб-
солютно сходящихся рядов, если даны приближения этих рядов. Предварительно докажем
лемму.
Лемма 28. Пусть 𝜌 > 1, целые 𝑚 > 𝑠 > 1 и
𝑇 (𝜌) = 𝑇 (𝜌,𝑚, 𝑠) =
∞∑︁
𝑘=𝑚
𝐶𝑠−1𝑘−1
𝜌𝑘
,
тогда справедливо равенство
𝑇 (𝜌,𝑚, 𝑠) =
1
𝜌𝑚−1
𝑠∑︁
𝑘=1
𝐶𝑠−𝑘𝑚−1
(𝜌− 1)𝑘 .
Теорема 25. Пусть 𝜌 > 1, 𝐴 > 0, 𝛼 > 1, 𝛼(0,𝑗)𝑚 = 0, заданы ряды
+∞∑︁
𝑚=−∞
|𝜙(𝑗)𝑚 |
𝑚𝛼
,
+∞∑︁
𝑚=−∞
|𝛼(𝜈,𝑗)𝑚 |
𝑚𝛼
(𝑗 = 1, . . . , 𝑠, 𝜈 > 1) (220)
и для любого целого 𝜈 > 0 и 𝑗 = 1, . . . , 𝑠 справедливы неравенства:
+∞∑︁
𝑚=−∞
|𝜙(𝑗)𝑚 − 𝛼(𝜈,𝑗)𝑚 |
𝑚𝛼
6 𝐴
𝜌𝜈
. (221)
Положим 𝛽
(𝜈,𝑗)
𝑚 = 𝛼
(𝜈,𝑗)
𝑚 − 𝛼(𝜈−1,𝑗)𝑚 (𝜈 > 1, 𝑗 = 1, . . . , 𝑠).
При 𝑞 > 𝑠 справедлива оценка:
+∞∑︁
𝑚1,...,𝑚𝑠=−∞
1
(𝑚1 . . .𝑚𝑠)𝛼
⃒⃒⃒⃒
⃒⃒𝜙(1)𝑚1 . . . 𝜙(𝑠)𝑚𝑠 − ∑︁
?⃗?∈𝐴𝑠(𝑞)
𝛽(𝜈1,1)𝑚 . . . 𝛽
(𝜈𝑠,𝑠)
𝑚𝑠
⃒⃒⃒⃒
⃒⃒ 6
6 𝐴𝑠(1 + 𝜌)𝑠𝐶(𝜌, 𝑠)𝑞
𝑠−1
𝜌𝑞
, (222)
где положительная константа
𝐶(𝜌, 𝑠) =
𝑠∑︁
𝑘=1
1
(𝜌− 1)𝑘(𝑠− 𝑘)!
зависит только от 𝑠, 𝜌.
Для выяснения явного вида членов приближающего ряда служит лемма 29.
Лемма 29. Пусть 𝑞(𝑠) = min(𝑞 − 𝑠, 𝑠− 1) и
𝜔𝑚1,...,𝑚𝑠 =
∑︁
?⃗?∈𝐴𝑠(𝑞)
𝛽(𝜈1,1)𝑚1 . . . 𝛽
(𝜈𝑠,𝑠)
𝑚𝑠 ,
тогда
𝜔𝑚1,...,𝑚𝑠 =
𝑞(𝑠)∑︁
𝑘=0
(−1)𝑘𝐶𝑘𝑠−1
∑︁
?⃗?∈𝐶𝑠(𝑞−𝑘)
𝛼(𝜈1,1)𝑚1 . . . 𝛼
(𝜈𝑠,𝑠)
𝑚𝑠 .
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Для дальнейшего потребуется символ Коробова
𝛿𝑚(𝑎) =
1
𝑚
𝑚−1∑︁
𝑙=0
𝑒2𝜋𝑖
𝑙𝑎
𝑚 =
{︃
1, если 𝑎 ≡ 0 (mod 𝑚),
0, если 𝑎 ̸≡ 0 (mod 𝑚),
который является характеристической функцией множества целых чисел кратных 𝑚 на мно-
жестве всех целых чисел Z.
Многомерные квадратурные формулы методом Смоляка будем строить на основе квадра-
турных формул c одномерными модифицированными равномерными сетками, которые описы-
ваются леммой 30. Заметим, что в одномерном случае мы имеем дело с обычными формулами
прямоугольников со сдвигом 𝛽.
Лемма 30. Пусть 𝛼 > 1, 𝐶 > 0 и 𝑓(𝑥) ∈ 𝐸𝛼1 (𝐶), то есть
𝑓(𝑥) =
+∞∑︁
𝑚=−∞
𝐶𝑚𝑒
2𝜋𝑖𝑚𝑥 и |𝐶𝑚| 6 𝐶
𝑚𝛼
,
тогда при 𝜈 > 1, 𝑁 = 2𝜈 для погрешностей 𝑅𝑁 [𝑓 ] квадратурной формул с модифицированной
равномерной сеткой из 𝑁 узлов
𝑓(𝑥) =
1
𝑁
𝑁−1∑︁
𝑘=0
𝑓
(︂{︂
𝑘
𝑁
+ 𝛽
}︂)︂ 2𝜈−1−1∑︁
𝑙=−2𝜈−1
𝑒2𝜋𝑖𝑙(𝑥−
𝑘
𝑁
−𝛽) −𝑅𝑁 [𝑓(𝑥)], (223)
1∫︁
0
𝑓(𝑥)𝑑𝑥 =
1
𝑁
𝑁−1∑︁
𝑘=0
𝑓
(︂{︂
𝑘
𝑁
+ 𝛽
}︂)︂
−𝑅𝑁 [𝑓 ] (224)
справедливы оценки:
|𝑅𝑁 [𝑓(𝑥)]| 6 𝐶 · 𝐶1(𝛼)
𝑁𝛼−1
, |𝑅𝑁 [𝑓 ]| 6 𝐶 · 𝐶2(𝛼)
𝑁𝛼
. (225)
Таким образом из леммы 30 вытекает, что на классах периодических функций квадра-
турные и интерполяционные формулы с модифицированной равномерной сеткой обладают
важным свойством ненасыщаемости (см. [1]. с. 371), то есть они автоматически реагируют на
гладкость интегрируемых функций — чем выше гладкость, тем быстрее убывает функционал
погрешности приближенного интегрирования или оператор погрешности интерполирования.
Отметим, что для периодических функций квадратурная формула прямоугольников со
сдвигом 𝛽 (224) получается интегрированием интерполяционной формулы (223). Действитель-
но, для интеграла от интерполяционного тригонометрического полинома имеем
1∫︁
0
1
𝑁
𝑁−1∑︁
𝑘=0
𝑓
(︂{︂
𝑘
𝑁
+ 𝛽
}︂)︂ 2𝜈−1−1∑︁
𝑙=−2𝜈−1
𝑒2𝜋𝑖𝑙(𝑥−
𝑘
𝑁
−𝛽)𝑑𝑥 =
=
1
𝑁
𝑁−1∑︁
𝑘=0
𝑓
(︂{︂
𝑘
𝑁
+ 𝛽
}︂)︂ 2𝜈−1−1∑︁
𝑙=−2𝜈−1
𝑒−2𝜋𝑖(
𝑙𝑘
𝑁
+𝑙𝛽)
1∫︁
0
𝑒2𝜋𝑖𝑙𝑥𝑑𝑥 =
1
𝑁
𝑁−1∑︁
𝑘=0
𝑓
(︂{︂
𝑘
𝑁
+ 𝛽
}︂)︂
.
Аналогично, интегрируя функцию погрешности интерполирования, получаем значение функ-
ционала погрешности приближенного интегрирования
1∫︁
0
𝑅𝑁 [𝑓(𝑥)]𝑑𝑥 =
+∞∑︁
𝑚=−∞
2𝜈−1−1∑︁
𝑙=−2𝜈−1
𝐶(𝑚𝑁 + 𝑙)
1∫︁
0
(︁
𝑒2𝜋𝑖(𝑙𝑥+𝑚𝑁𝛽) − 𝑒2𝜋𝑖(𝑚𝑁+𝑙)𝑥
)︁
𝑑𝑥 =
=
+∞∑︀′
𝑚=−∞
𝐶(𝑚𝑁)𝑒2𝜋𝑖𝑚𝑁𝛽 = 𝑅𝑁 [𝑓 ].
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Многомерные квадратурные формулы, построенные методом Смоляка из одномерных
квадратурных формул с модифицированными равномерными сетками, описываются теоре-
мой 26.
Теорема 26. Пусть 𝑓(𝑥1, . . . , 𝑥𝑠) ∈ 𝐸𝛼𝑠 (𝐶), 𝑞 > 𝑠, тогда для погрешности квадратурной
формулы
1∫︁
0
. . .
1∫︁
0
𝑓(𝑥1, . . . , 𝑥𝑠)𝑑𝑥1 . . . 𝑑𝑥𝑠 =
=
𝑞(𝑠)∑︁
𝑘=0
(−1)𝑘𝐶𝑘𝑠−1
2𝑞−𝑘
∑︁
?⃗?∈𝐶𝑠(𝑞−𝑘)
2𝜈1−1∑︁
𝑘1=0
. . .
2𝜈𝑠−1∑︁
𝑘𝑠=0
𝑓
(︂{︂
𝑘1
2𝜈1
+ 𝛽1, 𝜈1
}︂
, . . . ,
{︂
𝑘𝑠
2𝜈𝑠
+𝛽𝑠, 𝜈𝑠
}︂)︂
−
−𝑅𝑁(𝑞)[𝑓 ] (226)
справедлива оценка
|𝑅𝑁(𝑞)[𝑓 ]| 6 𝐶 · 𝐶3(𝛼, 𝑠)
𝑞𝑠−1
2𝛼𝑞
= 𝑂
(︃
ln(𝛼+1)(𝑠−1)𝑁(𝑞)
𝑁𝛼(𝑞)
)︃
, (227)
где 𝑁(𝑞) = 𝑂
(︀
𝑞𝑠−12𝑞
)︀
— количество точек модифицированной сетки Смоляка
𝑆𝑚
(︁
𝑞, 𝑠, 𝛽?⃗?
⃒⃒⃒
?⃗? ∈ 𝐴*𝑠(𝑞)
)︁
.
Замечание 2. На классе 𝐸𝛼𝑠 наилучший возможный порядок погрешности приближен-
ного интегрирования 𝑂
(︁
ln𝑠−1𝑁
𝑁𝛼
)︁
достигается на квадратурных формулах с весами и алгеб-
раическими сетками, предложенными в 1976 году К. К. Фроловым в работе [36]. Для парал-
лелепипедальных сеток наилучшая оценка 𝑂
(︁
ln(𝑠−1)𝛼𝑁
𝑁𝛼
)︁
была получена Н. С. Бахвалов в 1959
году в работе [2]. Для комбинированных сеток такая же оценка была получена Н. М. Ко-
робовым в 1994 году в работе [27]. Таким образом мы видим, что квадратурные формулы с
модифицированными сетками Смоляка сравнимы по порядку погрешности приближенного
интегрирования с наилучшими известными квадратурными формулами.
Отметим важную особенность параллелепипедальных сеток, комбинированных сеток, ал-
гебраических сеток, обобщенных параллелепипедальных сеток и сеток Смоляка. Алгоритмы
численного интегрирования по квадратурным формулам с этими классами сеток являются
ненасыщаемыми на классах функций 𝐸𝛼𝑠 .
15. Заключение
В данном обзоре нам удалось лишь коротко осветить некоторые вопросы, связанные с мно-
гомерными теоретико-числовыми сетками. В основном это были вопросы численного интегри-
рования функций многих переменных. В этом направлении научных исследований накоплен
обширный массив результатов, который говорит о перспективности данного направления.
В стороне остались вопросы связанные с моделированием различных физических (в част-
ности, геофизических процессов) с помощью многомерных теоретико-числовых сеток.
На наш взгляд, в настоящее время было бы полезно проводить такое моделирования, ис-
пользуя весь спектр классических теоретико-числовых сеток.
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Во-первых, такой подход дал бы возможность накопить фактический материал результа-
тов компьютерных экспериментов, что позволило бы объективно сравнивать эффективность
различных методов моделирования на основе различных сеток.
Во-вторых, теоретико-числовые методы в приближенном анализе позволяют разрабаты-
вать методы генерации равномерно распределенных последовательностей размерности 𝑠 ∼ 100
с количеством точек порядка 107 — 109, что реально может быть реализовано только на со-
временных суперкомпьютерах, например, на "Ломоносове" .
В-третьих, проблема организации доверенных вычислений не сводится только к организа-
ции защиты от несанкционированных вмешательств из вне, искажающих результаты, но ещё в
большей мере это проблема получения достоверных результатов с оценкой их точности. Нали-
чие большого количества принципиально различных методов генерации теоретико-числовых
сеток позволяет говорить о возможности объективной оценки достоверности получаемых ре-
зультатов.
Наконец, мы считаем, что настало время, когда под руководством А. Д. Гвишиани можно
организовать на базе ГЦ РАН совместный семинар по проблеме использования теоретико-
числовых методов в геофизике с участием кафедры "Математических и компьютерных мето-
дов анализа" Механико-математического факультета Московского государственного универ-
ситета имени М. В. Ломоносова и представителей Тульской школы теории чисел.
Авторы от всей души желают академику РАН, доктору физико-математических наук,
профессору Алексею Джерменовичу Гвишиани здоровья, долгих лет жизни и неиссякаемой
энергии в служении науке и Отечеству!
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