Abstract-Depression is a major disorder and a growing problem that impacts a person's way of living and disrupts natural functioning. Depression is especially prevalent in the younger population of underdeveloped and developing countries. Youth in countries such as Bangladesh face difficulties with studies, jobs, relationships, drugs, family problems which are all major or minor contributors in a pathway to depression. This research besides predicting depression in university undergraduates for the purpose of recommendation to a psychiatrist focuses on gaining valuable insights as to why university students of Bangladesh, undergraduates, in particular suffer from depression. The data for this research was collected by a survey designed after consultation with psychologists, counselors and professors. The best method for predicting depression among Bangladesh undergraduates was found out after using three algorithms to train and test the dataset. Random Forest was found to be the best algorithm, closely followed by Support Vector Machine with similar accuracy and f-measure of around 75% and 60% respectively but Random Forest giving a better precision, recall and lower false negatives. The objective of this research is to check whether depression can be successfully predicted with the help of related features. This research aims to identify depression in its early stages and ensure a fast recovery for victims so that heartbreaking incidents like suicide can be avoided.
I. INTRODUCTION
The world is progressing at a rapid rate with the help of technology and human skills. To keep up with the rapid pace in the world, people are constantly pushing themselves taking a lot of pressure both physically and mentally which have an adverse effect on their health especially their mental health. Depression is a common mental illness and everyone at some point of their life is depressed. According to the National Institute of Mental Health [1] , the most common mental disorder is depression. Moreover, the World Health Organization [2] states that around 300 million people are depressed in this world. In Bangladesh, nearly 7.3 million adults deal with depression [3] . People usually tend to judge this as an illness and hence depression is considered as a taboo in many places across the world. As a result, most people tend to make fun of those who are diagnosed with this problem. Depression is more prevalent in students compared to the general population [4] . In Bangladesh, the suicide rate in universities is increasing at a worrying rate. According to a news report [5] , 10 suicide cases were recorded in Bangladesh Universities in the year of 2018. There has been some research in low and middle-income countries concerning this topic and it was found out that the student in universities, colleges, and medicals are more prone to depression and the result is an alarming signal that should be taken care quickly [6] .
The main aim of this research is to find out whether a student is depressed or not using machine learning and data analyzing approach by only using 20 basic questions related to depression instead of using scaling methods like The Beck Depression Inventory (BDI) to measure depression. We have used three algorithms to run our model to predict whether a student is depressed or not. The algorithms are K Nearest Neighbor, Random Forest and Support Vector Machine. This paper is organized as follows. After a brief introduction of the prevalence of depression among university going students, some background work in this area has been presented including how other works motivated us in pursuing this research. Later, a description of the data acquisition process from conducting the survey to the data cleaning to get a reliable data set has been given. Then a detailed explanation of the process of running the algorithms, evaluation and comparison of the results with respect to four metrics have been presented. The paper concludes by stating the main contribution of this research and further work and improvement that is ongoing.
II. LITERATURE REVIEW
According to the Center for Collegiate Mental Health report, depression and anxiety are the top reasons why students are seeking counseling for and it shows that 1 out of 5 university students are depressed. University students are more depressed than the general population [8] . According to another research, the depression rate in undergraduate university students is high in the developed and underdeveloped country where income is basically low [7] .
In one paper [9] , the researchers made use of data mining, more specifically classification to predict possible depression in people in the future if they are not already suffering from it. They used synthetic data prepared with the help of a Java program to carry out the research. The study used the popular machine learning and data mining tool WEKA for classification in order to find out hidden patterns in the data. Our own study diverted from the approach of using synthetic data to test and validate the model and focused on collecting real data by preparing a survey and using that data to train and test the model.
In another paper [10] , researchers worked out another method for predicting depression among older people using machine learning classifiers. By comparing results, a better method to predict depression was chosen. Again, WEKA was used. In our own research, we used a tool quite similar to WEKA, named RapidMiner [11] . Rapid-Miner is a data science software platform developed by the company of the same name that provides an integrated environment for data preparation, machine learning, deep learning, text mining, and predictive analytics.
One research [12] explained how they predicted whether a Twitter user is suicidal or not using machine learning on the basis of validated self-report which is used to find suicide rate and with the tweet feeds/status of active Twitter users. The authors main work was to predict whether a user is suicidal or not using their tweeter feeds and this result was then crosschecked with the result of self-report the users filled previously for this research purpose.
Another study [13] explained that a machine learning approach can predict whether a person will attempt suicide or not based on clinical and demographic variables related to that case. They have used 3 algorithms, LASSO, SVM and RVM and it was implemented in MATLAB. Among them, RVM gave the best accuracy result of 72%. They used cross-validation method LOOCV for evaluating their model accuracy.
The main thing which we have taken from these two papers [12] , [13] are the data collection method and how they have predicted whether a person is suicidal or not based on their tweeter feeds using the machine learning approach. They collected data using Depressive Symptom InventorySuicide Subscale (DSI-SS), The Interpersonal Needs Questionnaire (INQ), Acquired Capability for Suicide Scale (ACSS) which the twitter user had to fill up to find out whether that person is suicidal or not. Then the Twitter feeds of those individuals were used to train their machine learning model to find out whether they are really depressed or not and then comparing it with the actual result. In our paper, we find out whether a student is depressed or not using the Beck Depression and Depression Anxiety Stress Scales -Bangla Version. We then tried to predict whether a person is depressed using collected data relating to the common reasons for depression as features.
III. DOMAIN KNOWLEDGE

A. Depression
Depression is a common term that we use often when we talk to family and friends and say that we are depressed. However, not all feelings of sadness and grief can be classified as depression. The American Psychiatric Association describes depression (major depressive disorder) as a common and serious medical illness that negatively affects how we feel the way we think and how we act [14] . According to them, in any given year about one in fifteen adults (6.7%) can be estimated to be affected by depression. Also, 16% or one in six people encounter depression at some point in their life. Studies also show that people usually experience depression around the age of 20 years which is one of the prime reasons why we chose to conduct our research among undergraduate university going students. Depression is more prevalent in women with studies suggesting that about one-third of women suffer from an episode of depression at least once in their lives.
Our research focuses not on general cases of people feeling down and unhappy nor on medical conditions such as thyroid problems, brain tumor or vitamin deficiency that causes symptoms similar to depression. We instead look at actual cases of people with psychological and clinical depression who have been diagnosed or need a diagnosis. The various symptoms of depression range from persistent feelings of sadness and anxiousness, pessimism, loss of interest, laziness to difficulties in sleeping, weight changes and in extreme cases thoughts of suicide. We have considered all of these reasons in preparing our survey, some in the general set of questions as features for machine learning classification and others in the two depression scales. For a person to be diagnosed with depression, these symptoms must be present for at least two weeks [15] .
B. Depression Scales
A depression rating scale is a standard measurement instrument to analyze a persons behavior in order to determine whether further checking is required for that individual to be diagnosed with a depressive disorder. There are several rating scales that serve this purpose. We went through extensive study and research including reading articles, conference, papers, journals and meetings with professors and psychologists from BRAC University and Dhaka University before choosing the Beck Depression Scale and DASS 21 Bangla Version as the instruments for measuring depression levels of the students who took our survey.
The Beck Depression Inventory (BDI) is one of the most widely used screening instruments for measuring the severity of depression in both adults and adolescents over the age of 13 [16] . The most recent version of this scale BDI-II, published in 1996, is designed for individuals aged 13 and over with its components covering all the major reasons for depression, especially in young people. The Beck Depression Inventory is a self-scoring scale that consists of 21 multiple choice questions relating to various symptoms and causes of depression. Most of the other scales for measuring depression were not chosen either because they were irrelevant to the age and behavior of our dataset population or because they were too simple to be used in practice for research purposes especially not for predicting depression in individuals based on a few simple features.
The depression scale in Bangla was prepared by SM Abu Hena Mostafa Alim for their own research titled "Translation of DASS 21 into Bangla and Validation Among Medical Students" [17] . This scale was selected and used particularly because of its relevance to the climate and culture of Bangladesh. In spite of the fact that a few questions on both the scales were similar, the Bengali scale contains certain lifestylerelated questions associated to the way of life of a Bangladeshi that a depression scale designed for the world fails to consider. We took into account that these small subtle differences might reveal something about depression unique to the people of Bangladesh. Setting aside other benefits, the Bengali scale was principally included as a respect to the language for which 3,000,000 people gave their lives and between 200,000 and 400,000 women were raped in the Bangladesh Liberation War of 1971.
IV. RESEARCH METHODOLOGY A. Data Collection 1) Recruitment and Procedure:
The Department of Computer Science and Engineering and the Counseling Unit of BRAC University has approved this research study, its study procedure and measure. All subjects participated in their own consent and had to sign a consent form before taking the survey. The survey which consisted of 4 sets of questionnaires as discussed in the next section was conducted from 6th July 2018 till & 7th September 2018 and data was collected from 935 students. We have continued to collect data for further research. There were some rules that respondents had to follow while taking part in the survey. They were as follows:
• People taking part in the survey should try their best to complete the survey within 15-20 minutes.
• Students should answer the questions in the two depression evaluation scales based on their most recent feelings (around one to two weeks).
• Respondents were advised not to overthink and choose the option that first comes to mind.
• Participants can leave the survey if they do not want to continue at any point of time.
• Participants have to be honest concerning their responses.
2) Data Set Description:
• Survey Questionnaire: Our survey paper consists of a set of questionnaires which assess the psychological functioning of the participants. It has four sections. The first section presents the consent form through which respondents need to agree to certain terms to continue.
In the consent form, we gave them a brief idea of our research objectives and that the students are taking part at their own will. We also mentioned that the responses cannot be traced back in any way and if they want they can quit at any moment before or while taking the survey. In addition, the first section also contains a few questions to know some basic information about the participant like academic year, medium of education in school level, cumulative grade point average. Some of these were later used as features for predicting depression. The second section consists of 16 questions relating to the most relevant reasons for depression in university students which we have found out through extensive research study and consultation with psychologists, counselors and professors. Along with this, section 3 and section 4 consists of Beck Depression Inventory-II (BDI-II) scaling method and Depression Anxiety Stress Scales -Bangla Version (DASS 21-BV) scaling method respectively to determine whether a student is actually depressed or not.
• Participants: The respondents of our survey or participants for this study were all undergraduate students from private universities across Bangladesh. Initially, we had planned to achieve a target of 500 participants for our data set but we were able to break and go far beyond that target and managed to have 935 responses which helped us immensely in making a very accurate machine learning model. 3) Data Cleaning: Before running the prediction algorithms on the data, we cleaned the data to remove as many outliers as possible so that we could improve our accuracy. We created many versions of the data using certain rules to clean the data. After cleaning all the data, we were left with 577 data instances and these were then used for the prediction model.
We first looked if there were any missing values in any of the data rows. To complete our survey every question had to be answered to move to the next stage. However, due to some technical problems with the Google survey system the answers to some of the questions for some students were missing. Hence, we deleted all the rows that had missing answers. We then had 890 rows from 935 rows. We kept the deleted rows in a separate CSV file.
Secondly, we had a few questions which were only to be answered if the previous question was answered yes. If there was an exception here, the response was removed. We intentionally kept a radio button instead of a checkbox to ensure if people were carefully reading all the questions or not. The data set reduced to 800 at this stage.
There were multiple classifications based on the final score of the two depression evaluation scales. However, since we only wanted to find out whether a person is depressed or not for the purpose of recommendation to a psychiatrist, we removed multiple classifications. We considered Normal as No, meaning not depressed and all the other depression classifications as Yes, meaning depressed.
We then added the scores of the questions in the DASS 21-BV (Bangla) and Beck scale to find out the labels for each individual response. Then we check for numerical inconsistencies in the values of age (range 18-28) and CGPA (range 0-4) and whether these were out of range to further eliminate a few possibly misleading data. However, there were only a few cases like these and thus we were left with 795 rows.
Lastly but most importantly, we performed another check upon recommendation of the Counseling Unit of BRAC University. Before doing this, we ran algorithms on the data set and had less accuracy, precision, recall and f-measure. However, after carrying out this check and cleaning, our prediction model gave much better results. We basically used one of the scales as a check and eliminated responses which gave different labels in the two depression evaluation scales meaning we kept only those data for which both the scales said that the respondents were depressed or not depressed.
Finally, we were left with 577 data instances which could be considered reliable with our final label as either Yes or No meaning whether a student might be depressed or not. This was the final data set on which we applied our three prediction algorithms. Based on the final label and our 20 features we ran all the algorithms to see prediction accuracy as well as other metrics for the different algorithms.
B. Training and Testing
Our research work aims to find out if a student is depressed or not. Our data set is a binary classification where there can be any one of the two outcomes, which is Depressed and Not Depressed. Therefore, we used three algorithms to predict depression in university students based on the 20 initial features that were considered as some of the relevant causes of depression. The causes of depression were accumulated from different articles. Hence, based on those causes and our label we ran the algorithms to find out the accuracy, precision, recall and f-measure of our predictive model.
Higher the accuracy and f-measure, the better will be the system. Precision is also an important factor, where precision means the total number of true positive in all the prediction of yes. For our system, this means that a student who is actually depressed from all the predicted depressed results. Recall another important part of the prediction system, which is the number of true positives in actual yes results. For our system, this means that a student who is actually depressed from all the actual depressed students. Finally, using precision and recall, f-measure is calculated.
Two more important terms that are essential for our system are False Negative and False Positive. Lower the False Negative and False Positive, better the model will be. Also, a model will be considered good if both of them are lower and there is a good balance in them. Since our system is predicting depression, it is very important to get lower False Negative as False negative for our model means that the system will identify a depressed person as not depressed and False Positive will identify a person who is not depressed as depressed. Furthermore, for our system, we want to at least get better False Negative than False Positive as it is very important to at least identify a depressed person as depressed more than someone who is not depressed but being identified as depressed.
For training and testing, we used k fold cross-validation. KFold cross-validation is used to improve the accuracy of the machine learning model. The problem with the test/train split is that it might lead to overfitting. In K-fold, it divides the whole data set in k folds and each fold will contain the same amount of data in it. One fold is selected as the test set and k-1 folds are selected as the training set and accuracy of the function is carried out. It is then repeated k times so that every portion of data is selected as the test set and training set. As we repeated it k times we get k times mean square error. So the error of this model is computed by taking average of the mean square error over k folds [18] , [19] . It is experimentally found out that setting fold value to 10 gives result with low biasing. Along with this it reduces the computation time as it is only iterated 10 times. Every data point is tested exactly once and trained k-1 times [20] . Therefore, we used 10 fold cross validation for each of the 3 algorithms. From figure 1, 2 and 3, we can calculate accuracy for the algorithms by adding true positive and true negative and then dividing by the total number of data whereas the f-measure is known as the harmonic mean of precision and recall. Therefore from the following figures, K Nearest Neighbor has an accuracy of 67.24%, which is approximately 67%, and fmeasure is 41.08% approximately 41%. Respectively using the accuracy formula, Random Forest and Support Vector Machine gives an accuracy of 75% and 73% respectively and f-measure is 60% and 57%. Now, if we look at the precision from figure 1, there are 67 individuals who were predicted as yes and they are actually depressed which is the true positive and the total number of prediction of yes is 113. Therefore dividing 67 by 113 and then multiplying it with 100, we get a precision of 59.29% which is approximately 59%. In the same way from figure 2 and 3, precision for Random Forest and SVM is 70% and 69%. Then we look at the recall from figure 1, there are 67 individuals who were predicted as yes and they are actually depressed which is the true positive and total number of actual yes is 210. Therefore dividing 67 by 210 and then multiplying it with 100, we get a recall of 31.90% or approximately 32%. In the same way from figure 2 and 3, recall for Random Forest and SVM is 53% and 49%. Moreover, we already talked about the importance of false negative in our system. We want the system to at least predict the depressed cases correctly. This is because we want to identify the patients so that they can be referred to a doctor for further analysis. Therefore, lower this value is, more stable our system will be. However, we do not want our system to be biased towards any result, so we want the ratio to be more or less balanced so that we can get better precision and recall. Therefore, if we look at the False Negative for KNN, we see false negative is 143 out of actual 210 depressed cases, which is comparatively very high for our system whereas False Positive is 46 out of actual 367 not depressed cases. We can see that the false negative and false positive has a huge difference when we compare there ratio to true negative and true positive. Similarly, for Random Forest, the false negative is 99 out 210 depressed cases which is comparatively lower and better than KNN and false positive is 48 out of 367 non-depressed cases. Meanwhile, for SVM the false negative is 107 and false positive is 46. This is also better compared to KNN as the difference in the ratio is lower. 
V. RESULT ANALYSIS AND COMPARISON
A. Result Analysis of Algorithms
B. Algorithm Comparison
We will now compare accuracy, precision, recall, f measure and AUC score along with the False Negative and False Positive of all the algorithms that we applied. Figure 4 and Figure 5 shows the comparison between all the algorithms.
From Figure 4 we can see that K-Nearest Neighbor gave a lower accuracy compared to the other two algorithms where accuracy is almost close to each other with a difference of only 2%. Here, the blue bar represents the accuracy, red bar represents precision, recall is represented using the green bar and f-measure is represented using a purple bar. From the histogram, we can see that we have received the highest accuracy, which is 75% in Random Forest and the lowest accuracy is in K-NN, which is 67%. Even though it seems 67% is not making much of a difference but actually K Nearest Neighbor is not good for our system and this is clearly indicated by the f-measure value, which is only 41% for K-Nearest Neighbor. F-measure is more accurate when comparing algorithms since it measures the tests accuracy and is calculated using a weighted harmonic mean of precision and recall. Therefore, for our system the higher the f-measure, the better the system will be. Moreover, if we look at the score of the area under the ROC curve from Figure 5 we see that K-NN gives the lowest value which is 0.694 whereas AUC score of Random Forest is 0.797 and Support Vector Machine is 0.802.
Thus for our system, K-Nearest Neighbor algorithm is not a good algorithm for prediction due to lower f-measure. The reason behind this is because K-NN works best with fewer features when classifying. However, when we trained our model, we converted this 20 features using dummy variable finally giving 45 features, which was too much for a K-NN algorithm because in higher dimensions the points are too close to each other and hence difficult to assume from the graph. Also, if look at the precision and recall there is a huge difference. Precision is still 59%, which is not bad enough whereas recall is only 32% that shows that only 32% of the actual depressed case has been correctly identified.
Now from Figure 4 if we compare, Support Vector Machine and Random Forest, there is not much difference in accuracy or f-measure. The accuracy for SVM is 73% and f-measure is 57%. On the other hand, in Random Forest accuracy is 75% and f-measure is 60%. However, only in the case of AUC scorer as shown in Figure 5 we see a very slight difference in the AUC score of SVM and Random Forest where SVM is only 0.005 more than RF. Therefore, as the value of AUC score is almost similar, so considering accuracy and f-measure for the two algorithms and further comparing recall and precision for SVM and RF from table Figure 4 , we can say Random Forest is more or less giving a better result. For RF, recall is 53% and precision is 70% whereas for SVM recall is 49% and precision is 69%. Now comparing all these values, we come to a conclusion that for our system, Random Forest is producing the best result as all the values for RF is higher compared to SVM.
VI. CONCLUSION
The most prevalent mental disorder or illness, depression is a broad area of research that has a lot of implications in the medical domain and psychology. Young people are more likely to suffer from this disease especially residents of lowermiddle-income countries due to various socio-demographic reasons. Depression has its roots deeply ingrained in the lifestyle, habits and behavior of people. This research sought to exploit this relation by using some social and personal data in order to predict depression in individuals. We have found that depression can be successfully predicted in this way using the Random Forest algorithm, with an accuracy of 75% and a fair F-measure of 60%. Currently, we are using a larger data set and running more algorithms to see if we can get better accuracy and lower false negatives. Moreover, we are also working on finding out the optimal features and using them to predict depression faster and more accurately. These findings will be presented in another paper later on.
There has not been much work on analyzing depression among Bangladesh citizens. One of the main objectives of this study was to identify early cases of depression and ask individuals at risk of developing depression to consult a psychiatrist or consultant. Also, professionals can use our system to identify the causes of depression in specific individuals. The need for identifying depression early is dire as the disorder can worsen very quickly. The proposed model could be used by psychologists, counselors, universities to find out the depression in students so that appropriate steps can be taken to reduce the effect and impact of the disease and help young people live a healthier life, a happier life.
