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Abstract
Let H , K be infinite-dimensional complex Hilbert spaces. And let p(t) be a complex
polynomial with deg(p) 2. In this paper we give a sufficient and necessary condition for
a surjective linear or additive map Φ :B(H)→B(K) to preserve operators annihilated by
p in both directions and answer a question raised by Šemrl affirmatively.  2002 Elsevier
Science (USA). All rights reserved.
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1. Introduction
The problem of characterizing linear operators on matrix algebras that leave
invariant certain functions, subsets or relations has attracted the attention of many
mathematicians in the last few decades (see the survey paper [1]). In fact, it
presents one of the most active areas in matrix theory. The first papers concerning
this problem [2,3] date back to the 19th century. It seems that the systematic
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study of linear preservers begin with the paper of Marcus and Moyls [4]. They
characterized linear maps on Mn, the algebra of all n× n matrices, that preserve
the spectrum. Recently, an interesting generalization of this result was obtained.
Li and Pierce got the general form of bijective linear operators onMn mapping the
set of matrices annihilated by a given polynomial into itself [5], thus extending not
only the above-mentioned results due to Marcus and Moyls but also several results
on linear mappings preserving nilpotents, idempotents, or r-potents. In recent
years interests in similar questions on operator algebras over infinite-dimensional
spaces have also been growing (for example, [6–9] and references therein). Šemrl
continues Li and Pierce’s work by studying linear maps Φ :B(H)→ B(H) that
preserve operators annihilated by a given polynomial [8]. Here H is a complex
Hilbert space and B(H) is the algebra of all bounded linear operators on H .
These results can be considered as extensions of a well-known theorem due to
Eidelheit [10] which states that all algebraic automorphisms of B(X) are inner;
here X is a Banach space.
When discussing an automorphism of an operator algebra on Hilbert space
one usually assumes that this map is linear. A more general approach would be
to consider an algebra as only a ring. Let us recall that a ring automorphism of
an algebra is a bijective additive and multiplicative map. So it is not assumed to
be linear. An interesting result concerning ring automorphisms has been obtained
by Arnold [11]: Every ring automorphism of the algebra B(X) of all bounded
operators on an infinite-dimensional Banach space X is automatically real-linear
(or alternatively, it is either linear or conjugate-linear relative to complex scalars).
It seems natural to study not only linear preservers, but also additive ones. The
first step in this direction appears to be a generalization of the Jafarian–Sourour
result to that of additive spectrum-preserving maps [12]. In this direction, other
interesting results have been gotten (for example, [13–15]). These results motivate
us to continue the study of additive maps on operator algebras.
Let H,K be infinite-dimensional complex Hilbert spaces. In [8], Šemrl
proved: if Φ :B(H)→ B(H) is a surjective linear map satisfying Φ(I)= I and
preserves square zero in both directions (that is, A2 = 0⇔Φ(A)2 = 0), then Φ is
either an automorphism or an anti-automorphism. There he asked two questions
which are still open. One is whether we can remove the assumption Φ(I) = I ,
the other is whether the same result still holds true under a weaker assumption of
preserving square zero in one direction only.
One of the purposes of our present paper is to give an affirmative answer to
Šemrl’s first question and then to classify the surjective linear maps and additive
maps on B(H) which preserve the subset annihilated by a polynomial. The paper
is organized as follows.
Section 2 is about linear maps which preserve operators annihilated by a
polynomial. We show that if Φ :B(H)→ B(K) is bounded and preserves square
zero operators (in one direction only), or if Φ preserves square zero operators
in both directions, then Φ is either an isomorphism or an anti-automorphism
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multiplied by a scalar (Theorem 2.3). These give affirmative answers to Šemrl’s
questions, especially to the first one. Based on it, we obtain a characterization
of a linear map Φ which preserves operators annihilated by a polynomial in
both directions without the assumption that Φ is unital (Theorem 2.4), which
generalizes the main result in [8].
In Section 3 we study the surjective additive maps which preserve operators
annihilated by a polynomial in both directions and give a complete classification
of them, again, without the assumption that Φ is unital. Let p be a polynomial.
Denote byZ(p) the set of all zeros of p and by G(p) the set {λ ∈C\{0}: λZ(p)⊆
Z(p)}. A map Φ :B(H) → B(K) preserves the operators annihilated by p
if p(Φ(T )) = 0 whenever p(T ) = 0. We show that if deg(p)  2 and if
Φ :B(H)→ B(K) is a surjective additive map satisfying Φ(CP) ⊂ CΦ(P) for
every rank-1 idempotent P , then Φ preserves operators annihilated by p(t) in
both directions if and only if there exists a complex number c ∈ G(p) and an
invertible bounded linear or conjugate-linear operator A :H →K such that either
Φ(T ) = cATA−1 for all T ∈ B(H) or Φ(T ) = cAT ∗A−1 for all T ∈ B(H).
Moreover, if deg(p) > 2, the condition Φ(CP) ⊂ CΦ(P) can be removed
(Theorem 3.8).
Now we fix some notations. Let H,K be infinite-dimensional complex Hilbert
spaces with inner product 〈· , ·〉, and Φ :B(H)→ B(K) a linear or an additive
map. We say Φ preserves operators annihilated by a polynomial p(t) (in both
directions) if for every T ∈ B(H), p(Φ(T ))= 0 whenever p(T )= 0 (if and only
if p(T )= 0); Φ preserves square zero operators (in both directions) if Φ(T )2 = 0
whenever T 2 = 0 (if and only if T 2 = 0); Φ preserves k-nilpotent operators (in
both directions) ifΦ(T )k = 0 whenever T k = 0 (if and only if T k = 0). We denote
dim(rng(P )) by dimP , where rng(P ) is the range of an idempotent operator P.
Throughout this paper, we will denote by x⊗ y the bounded linear operator on H
defined for any x, y ∈ H by (x ⊗ y)(z)= 〈z, y〉x for arbitrary z ∈ H . Note that
this operator is of rank one whenever x and y nonzero, and that every operator of
rank one can be written in this form with x, y are nonzero. Recall also that every
operator of finite rank can be expressed as a sum of operators of rank one. By a
projection we mean a bounded self-adjoint idempotent operator. Two idempotent
operators P1,P2 are said to be orthogonal if P1P2 = P2P1 = 0. By F(H),N (H),
N1(H), and N k(H) we denote the set of all finite rank linear bounded operators,
the set of all nilpotent bounded linear operators, the set of all nilpotent bounded
linear operators of rank 1, and the set of all nilpotent bounded linear operators
with nilindex not greater than k, i.e., the set of all k-nilpotent operators.
2. Linear maps preserving operators annihilated by a polynomial
It was proved by Šemrl in [8] that if Φ is a surjective linear map satisfying
Φ(I)= I, and if Φ preserves square zero operators in both directions, then Φ is
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either an automorphism or an anti-automorphism of B(H). Furthermore, Šemrl
asked:
Question 1. Can the condition Φ(I)= I in above result be omitted?
Question 2. Can the assumption “in both directions” in above result be omitted?
This section is devoted to giving some characterizations of square-zero-
preserving linear maps and solving these questions. We also obtain a characteri-
zation of surjective linear maps preserving operators annihilated by a polynomial
p(t) in both directions, which generalizes the main theorem in [8].
We begin with a lemma which will play an important role in the sequel.
Lemma 2.1. Suppose that Φ :B(H) → B(K) is a surjective additive map
which preserves square-zero operators and P1,P2 ∈ B(H) are two orthogonal
idempotents. Then
Φ(P1 + P2)2 =Φ(P1)2 +Φ(P2)2. (2.1)
Proof. We have the following five cases to check:
(i) dimPi = dim(I − Pi)=∞ for i = 1 or 2;
(ii) dimP1 <∞, dimP2 <∞;
(iii) dimP1 <∞, dim(I − P2) <∞;
(iv) dim(I − P1) <∞, dimP2 <∞;
(v) dim(I − P1) <∞, dim(I − P2) <∞.
In case (i), without loss of generality, we assume that dimP1 = dim(I − P1)
= ∞. Let A,B ∈ B(H) satisfy P1AP1 = A and (I − P1)B(I − P1) = B. It
follows from [16, Theorem 2] that A and B can be written as the sum of five
operators with square zero. Say A=A1+A2+A3+A4+A5 and B = B1+B2+
B3 + B4 + B5, with P1AiP1 = Ai and (I − P1)Bi(I − P1)= Bi (i = 1, . . . ,5).
Clearly, (Ai + Bj)2 = 0. Consequently, we have Φ(Ai)Φ(Bj ) + Φ(Bj )Φ(Ai)
= 0, which further yields
Φ(A)Φ(B)+Φ(B)Φ(A)= 0.
With A= P1, B = P2, we get
Φ(P1 + P2)2 =Φ(P1)2 +Φ(P2)2.
In case (ii), we can find P3 such that it is orthogonal to P1 + P2 and dimP3 =
dim(I − P3)=∞. Thus
Φ(P1 + P2)2 +Φ(P3)2 =Φ(P1 +P2 + P3)2 =Φ(P1)2 +Φ(P2 + P3)2
=Φ(P1)2 +Φ(P2)2 +Φ(P3)2,
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so Φ(P1 +P2)2 =Φ(P1)2 +Φ(P2)2. Similarly, we can show that Eq. (2.1) holds
true for the remaining three cases, too. ✷
Corollary 2.2. Suppose thatΦ :B(H)→ B(K) is a surjective additive map which
preserves square-zero operators. Then
Φ(R)Φ(I)+Φ(I)Φ(R)= 2Φ(R)2, (2.2)
Φ(I)2Φ(R)=Φ(R)Φ(I)2 and Φ(R)2Φ(I)=Φ(I)Φ(R)2 (2.3)
hold for all idempotents R ∈ B(H).
Proof. It follows immediately from Lemma 2.1 that Φ(R)Φ(I − R) + Φ(I −
R)Φ(R)= 0 which implies that Eq. (2.2) is true.
Thus we have
Φ(R)2Φ(I)+Φ(R)Φ(I)Φ(R)= 2Φ(R)3
and
Φ(I)Φ(R)2 +Φ(R)Φ(I)Φ(R)= 2Φ(R)3,
which imply that
Φ(R)2Φ(I)=Φ(I)Φ(R)2
holds for every idempotent R. Consequently, it follows from
Φ(I)2Φ(R)+Φ(I)Φ(R)Φ(I)= 2Φ(I)Φ(R)2
and
Φ(R)Φ(I)2 +Φ(I)Φ(R)Φ(I)= 2Φ(R)2Φ(I)
that
Φ(R)Φ(I)2 =Φ(I)2Φ(R) for every idempotent R.
So, (2.3) is true and the proof is finished. ✷
The following theorem omits the assumption that Φ(I) = I in the Šemrl’s
result [8] and gives an answer to Question 1 and partially Question 2 affirmatively.
Theorem 2.3. Let Φ :B(H) → B(K) be a surjective linear map. Then Φ
preserves square zero in both directions (or, Φ is bounded and preserves square
zero) if and only if there exists a nonzero complex number c and an invertible
operator A ∈ B(H,K) such that either Φ(T ) = cATA−1 for all T ∈ B(H) or
Φ(T ) = cAT trA−1 for all T ∈ B(H), where T tr denotes the transpose of T
relative to a fixed but arbitrary orthonormal base of H .
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Proof. We need only prove the “only if” part. Suppose Φ preserves square zero
in both directions. First we prove that Φ is injective. Assume to the contrary that
there exists a nonzero A ∈ B(H) such that Φ(A) = 0. Then A is a square zero
operator and it is easy to find a square zero operator B such that A + B is not
a square zero operator. It follows that Φ(B) = Φ(A + B) is not a square zero
operator. This contradiction shows that Φ must be injective.
It is known from [16] that every element in B(H) can be written as a sum of at
most 5 idempotents. Thus by Corollary 2.2, Φ(I)2Φ(A)=Φ(A)Φ(I)2 holds for
every A ∈ B(H). The bijectivity of Φ tells us that Φ(I)2 = µI for some nonzero
complex number µ. Without loss of generality, assume Φ(I)2 = I. Then there is
an idempotent P1 such that Φ(I)= 2P1 − I. Applying above argument to Φ−1,
we obtain that Φ−1(I)2 = δI for some nonzero δ ∈ C, and Φ−1(I)Φ−1(E) +
Φ−1(E)Φ−1(I)= 2Φ−1(E)2, Φ−1(E)2Φ−1(I)=Φ−1(I)Φ−1(E)2 hold for all
idempotentsE ∈ B(K). SinceΦ(I)= 2P1−I , one hasΦ−1(I)= 2Φ−1(P1)−I,
and (
2Φ−1(P1)− I
)
Φ−1(E)+Φ−1(E)(2Φ−1(P1)− I)= 2Φ−1(E)2
holds for all idempotents E. Choose E = P1; we get
2Φ−1(P1)2 −Φ−1(P1)+ 2Φ−1(P1)2 −Φ−1(P1)= 2Φ−1(P1)2.
So
Φ−1(P1)=Φ−1(P1)2;
i.e., P2 =Φ−1(P1) is an idempotent. Now it is clear that Φ−1(I)2 = I.
On the other hand, from the identities Φ(R)Φ(I)+Φ(I)Φ(R) = 2Φ(R)2 and
Φ(I)= 2P1 − I we have
(2P1 − 1)Φ(R)+Φ(R)(2P1 − 1)= 2Φ(R)2,
P1Φ(R)+Φ(R)P1 =Φ(R)2 +Φ(R).
It follows that(
P1 −Φ(R)
)2 = P1 −Φ(R),
and hence
Φ(P2 −R)2 =Φ(P2 −R)
holds for all idempotents R. Let T ∈ P2B(H)(I − P2) be arbitrary; then (P2 +
T )2 = P2 + T and T 2 = 0. Thus
0=Φ(T )2 =Φ(P2 − (P2 + T ))2 =Φ(P2 − (P2 + T ))=−Φ(T ).
So T = 0. This implies that P2B(H)(I − P2)= {0}. Hence we must have P2 = 0
or P2 = I . Now it is clear that Φ−1(I)=±I and Φ(I)=±I .
Thus we have proved by now that Φ(I) = cI for some nonzero scalar c.
Without loss of generality we may assume that Φ(I)= I . ApplyingΦ(R)Φ(I)+
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Φ(I)Φ(R) = 2Φ(R)2 again, we know that Φ preserves idempotents in both
directions. Using directly [6, Theorem 1], one completes the proof. ✷
For a complex polynomial p(t), let Z(p) be the set of all zeros of p and
let G(p) = {λ ∈ C\{0} | λZ(p) ⊆ Z(p)}. It is easily seen that if Z(p) = {0},
then G(p) is a finite multiplicative subgroup of the unit circle, and thus, for
some integer k, G(p) = {λ ∈ C | λk = 1}. If Z(p) = {0}, i.e., if p(t) = tn, then
G(p)= C\{0}.
Now Theorem 2.3 allows us to give a generalization of the main theorem in [8]
by omitting the assumption Φ(I)= I .
Theorem 2.4. Let H and K be infinite-dimensional complex Hilbert spaces, and
let p(t) be a complex polynomial with deg(p) 2. Then a surjective linear map
Φ :B(H)→ B(K) preserves operators annihilated by p(t) in both directions if
and only if there exists a complex number c ∈ G(p) and an invertible operator
A ∈ B(H,K) such that either Φ(T ) = cATA−1 for all T ∈ B(H) or Φ(T ) =
cAT trA−1 for all T ∈ B(H), where T tr denotes the transpose of T relative to a
fixed but arbitrary orthonormal base of H .
Proof. Because the assumption Φ(I) = I in the main theorem of [8] is only
needed when p(t)= t2, it follows from Theorem 2.3 that if Φ preserves operators
annihilated by p(t) in both directions, then Φ is either an isomorphism or an anti-
isomorphism multiplied by a scalar c. It is clear that c ∈ G(p). The inverse is
obvious. ✷
3. Additive maps preserving operators annihilated by a polynomial
The main purpose of this section is to give a classification of surjective additive
maps which preserve operators annihilated by a polynomial. We first discuss
additive maps which preserve square zero operators.
Theorem 3.1. Let H and K be infinite-dimensional complex Hilbert spaces and
let Φ :B(H)→ B(K) be a surjective additive map such that Φ(CP) ⊂ CΦ(P)
holds for every rank-1 idempotent P . Then Φ preserves square zero in both
directions if and only if there exists a nonzero scalar c and a bounded invertible
linear or conjugate-linear operator A from H onto K such that either Φ(T ) =
cATA−1 for all T ∈ B(H) or Φ(T )= cAT ∗A−1 for all T ∈ B(H).
Proof. We divide the proof into several steps.
Step 1. Φ is injective and Φ(I) = cI for some nonzero complex number c.
So, without loss of generality we may assume that Φ(I) = I , and then Φ is
idempotent preserving.
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The proof is the same as that of Theorem 2.3, we omit it.
Step 2. For every idempotent P ∈ B(H), we have
Φ
(
PB(H)P )=Φ(P)B(K)Φ(P)
and
Φ
(
(I − P)B(H)(I − P))= (I −Φ(P))B(K)(I −Φ(P)).
Let X1 = PB(H)P , X2 = PB(H)(I − P), X3 = (I − P)B(H)P and X4 =
(I − P)B(H)(I − P); and let Y1 = Φ(P)B(K)Φ(P), Y2 = Φ(P)B(K)(I −
Φ(P)), Y3 = (I − Φ(P))B(K)Φ(P) and Y4 = (I − Φ(P))B(K)(I − Φ(P)).
For arbitrary T ∈X2, we have (P + T )2 = P + T and T 2 = 0. Thus Φ(T )2 = 0
and Φ(P + T )2 =Φ(P + T ). It follows that
Φ(T )Φ(P)+Φ(P)Φ(T )=Φ(T )
and (
I −Φ(P))Φ(T )Φ(P)+Φ(P)Φ(T )(I −Φ(P))=Φ(T )
since Φ(P)Φ(T )Φ(P)+Φ(P)Φ(T )=Φ(P)Φ(T ). Therefore,Φ(T ) ∈ Y2 + Y3
and Φ(X2) ⊂ Y2 + Y3. Similarly, we have Φ(X3) ⊂ Y2 + Y3. Now we prove
Φ(X1) ⊂ Y1. If P is of finite rank, for any T ∈ X1 we have T =∑ni=1 λiPi,
for some finite set {Pi} of rank-1 idempotents in X1; if P is not of finite rank,
then according to the space decomposition H = rngP +˙ rng(I − P),
X1 =
{(
A 0
0 0
)
: A ∈ B(rngP)
}
,
which implies that every element in X1 is a sum of at most five idempotents in
X1 by [16, Theorem 1]. Since Φ(CPi) ⊂ CΦ(Pi) holds for rank-1 idempotents
Pi by assumption, it turns out, in any case, we need only check Φ(Q) ∈ Y1
for idempotents Q in X1. Clearly Q(I − P) = (I − P)Q = 0, which implies
Φ(Q) ∈ Y1, since Φ preserves the orthogonality of idempotents. So Φ(X1)⊂ Y1.
Similarly we can proveΦ(X4)⊂ Y4. Applying the surjectivity of Φ , we finish the
proof of this step.
Step 3. There is an additive function τ :C→C such that Φ(λP)= τ (λ)Φ(P )
holds for each rank-1 idempotent P.
Let x⊗ y be an idempotent; then Φ(λx⊗ y) ∈CΦ(x⊗ y) by assumption. We
can write Φ(λx⊗y)= τ (λ)Φ(x⊗y). We claim that τ is independent of x and y .
Indeed, we need to only show that τ does not depend on x; the remaining part
can be proved in the same way. Let x, x ′, y be nonzero vectors and suppose that
〈x, y〉 = 〈x ′, y〉 = 1, 〈x, x ′〉 = 0. Let τ, τ ′, τ ′′ :C→C be additive functions such
that
Φ(λx ⊗ y)= τ (λ)Φ(x ⊗ y),
Φ(λx ′ ⊗ y)= τ ′(λ)Φ(x ′ ⊗ y),
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and
Φ
(
λ(x + x ′)⊗ y
2
)
= τ ′′(λ)Φ
(
(x + x ′)⊗ y
2
)
.
Then we have
1
2
τ ′′(λ)Φ(x ⊗ y)+ 1
2
τ ′′(λ)Φ(x ′ ⊗ y)
= 1
2
τ (λ)Φ(x ⊗ y)+ 1
2
τ ′(λ)Φ(x ′ ⊗ y),(
τ ′′(λ)− τ (λ))Φ(x ⊗ y)= (τ ′(λ)− τ ′′(λ))Φ(x ′ ⊗ y),
and hence(
τ ′(λ)− τ ′′(λ))Φ(x ′ ⊗ y) ∈Φ(x ⊗ y)B(K)Φ(x⊗ y).
It follows from Step 2 and the injectivity of Φ that τ ′(λ) − τ ′′(λ) = 0 would
imply x ′ ⊗ y ∈ (x ⊗ y)B(H)(x ⊗ y), which is contrary to 〈x, x ′〉 = 0. Thus
τ ′(λ) = τ ′′(λ). Similarly, τ ′(λ) = τ (λ) and hence τ (λ) = τ ′′(λ). If 〈x, x ′〉 = 0,
one can take a third nonzero vector x ′′ which is orthogonal to x and x ′. Then an
analogous argument assures us that the claim of this step is true.
Step 4. Φ(λx ⊗ y)= τ (λ)Φ(x ⊗ y) holds for arbitrary x, y ∈H.
We will consider x, y in two cases.
Case I. 〈x, y〉 = 0. One can find x ′ ∈H such that 〈x ′, y〉 = 1. Thus
Φ
(
λ(x − x ′)⊗ y + λx ′ ⊗ y)= τ (λ)Φ((x − x ′)⊗ y)+ τ (λ)Φ(x ′ ⊗ y)
= τ (λ)Φ(x ⊗ y).
Case II. 〈x, y〉 = 0. In this case we have
Φ(x ⊗ y)=Φ
(
〈x, y〉 x〈x, y〉 ⊗ y
)
= τ (〈x, y〉)Φ( x〈x, y〉 ⊗ y
)
.
So
Φ(λx ⊗ y)=Φ
(
λ〈x, y〉 x〈x, y〉 ⊗ y
)
= τ (λ〈x, y〉)Φ( x〈x, y〉 ⊗ y
)
= τ (λ〈x, y〉)
τ (〈x, y〉) Φ(x ⊗ y).
Denote µ(λ) = τ (λ〈x, y〉)/τ (〈x, y〉). We need to show that τ (λ) = µ(λ). Take
x ′ ∈ H such that 〈x, x ′〉 = 〈x ′, y〉 = 0 and suppose Φ(λ(x + x ′) ⊗ y) =
µ′(λ)Φ((x ′ + x) ⊗ y). Then we have Φ(λx ′ ⊗ y) = τ (λ)Φ(x ′ ⊗ y) by case I.
A simple computation shows that
µ′(λ)Φ
(
(x + x ′)⊗ y)=Φ(λ(x + x ′)⊗ y)=Φ(λx ⊗ y)+Φ(λx ′ ⊗ y)
= µ(λ)Φ(x ⊗ y)+ τ (λ)Φ(x ′ ⊗ y),(
µ′(λ)−µ(λ))Φ(x ⊗ y)= (τ (λ)−µ′(λ))Φ(x ′ ⊗ y),
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and
(
µ′(λ)−µ(λ))τ (〈x, y〉)Φ( x〈x, y〉 ⊗ y
)
= (τ (λ)−µ′(λ))Φ(x ′ ⊗ y).
Using the result of Step 2 and the injectivity of Φ again, we get that if τ (λ) =
µ′(λ), then
x ′ ⊗ y ∈
(
x
〈x, y〉 ⊗ y
)
B(H)
(
x
〈x, y〉 ⊗ y
)
.
This is contrary to 〈x, x ′〉 = 0. Thus τ (λ)= µ(λ).
Step 5. τ (λ)≡ λ or τ (λ)≡ λ.
We first show that τ is a ring homomorphism. Indeed,
τ (λ)τ (µ)Φ(x ⊗ y)= τ (λ)Φ(µx ⊗ y)=Φ(λµx ⊗ y)= τ (λµ)Φ(x ⊗ y)
and this implies that τ is multiplicative. We assert that τ is continuous, too. If τ
is not continuous, there is a bounded sequence {λn} ⊂C such that |τ (λn)| →∞.
Let {Pn} be a sequence of mutually orthogonal rank-1 projections. Consider the
operator A =∑n λnPn ∈ B(H). For any n0 ∈ N, let x ∈ rngΦ(Pn0 ) be a unit
vector. Then, by Step 2, we see that
∥∥Φ(A)∥∥ ∥∥Φ(A)x∥∥= ∥∥∥∥Φ
(∑
n
λnPn
)
Φ(Pn0)x
∥∥∥∥
=
∥∥∥∥Φ(λn0Pn0)Φ(Pn0)x +Φ
( ∑
n=n0
λnPn
)
Φ(Pn0)x
∥∥∥∥
= ∣∣τ (λn0)∣∣.
This means that the operator Φ(A) is not bounded, which is a contradiction.
Therefore, τ is continuous. Since every nontrivial continuous ring endomorphism
of C is either the identity or the conjugation (see [17, p. 356, Lemma 1]), the
assertion is true.
Step 6. Both Φ and Φ−1 are rank preserving.
We need only to check the assertion for Φ since Φ−1 has the same properties
as Φ . It is clear from Steps 1 and 2 thatΦ preserves rank-1 idempotents. A similar
argument as that in the proof of [7] shows that Φ is rank-1 preserving. Since Φ is
surjective and linear or conjugate-linear on F(H), it is not difficult to see that Φ
preserves the rank of operators.
Step 7. There exists a linear or conjugate-linear bijective operator A from H
onto K such that Φ(T )A = AT for all T ∈ F(H) or Φ(T )A = AT ∗ holds for
every T ∈F(H).
Let Ψ = Φ|F(H) :F(H)→ F(K). Then Ψ is bijective and either linear or
conjugate-linear.
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We now show that Ψ is a Jordan homomorphism on F(H). Let S ∈ F(H)
be self-adjoint. Then S =∑nk=1 λkPk with {λk} ⊂ R and {Pk} a set of pairwise
orthogonal rank-1 projections. Thus we have
Ψ (S)2 =
(
n∑
k=1
λkΨ (Pk)
)2
=
n∑
k=1
λ2kΨ (Pk)= Ψ
(
n∑
k=1
(
λ2kPk
))= Ψ (S2).
Replacing S by S + T , we obtain that
Ψ (ST + T S)= Ψ (S)Ψ (T )+Ψ (T )Ψ (S)
holds for every pair of self-adjoint operators S,T ∈ F(H). Since every operator
in F(H) can be written as S + iT with S and T self-adjoint, and since
Ψ (S + iT )2 = (Ψ (S)+ τ (i)Ψ (T ))2
=Ψ (S2)+ τ (i)2Ψ (T )2 + τ (i)(Ψ (S)Ψ (T )+Ψ (T )Ψ (S))
=Ψ (S2)−Ψ (T 2)+ τ (i)(Ψ (S)Ψ (T )+Ψ (T )Ψ (S))
=Ψ (S2 − T 2 + i(ST + T S))= Ψ ((S + iT )2),
we see that Ψ :F(H)→F(K) is a Jordan homomorphism. By [18, Theorem 8],
Ψ = ϕ+ψ,where ϕ is a ring homomorphism andψ is a ring anti-homomorphism
from F(H) onto F(K). Since F(K) is prime, Ψ = ϕ or Ψ =ψ.
Now, we turn to determine A. Take x0, y0,∈ H and z ∈ K such that Ψ (x0 ⊗
y0)z = 0.
If Ψ = ϕ, define Ax = Ψ (x ⊗ y0)z, for each x ∈ H. Then the linearity
and conjugate-linearity of Ψ implies the same of A, respectively. And clearly,
AT x = Ψ (T x ⊗ y0)z= Ψ (T )Ψ (x ⊗ y0)z= Ψ (T )Ax. So AT = Ψ (T )A. To see
A is injective, suppose that there is a nonzero vector x such that Ax = 0. Then
AT x = 0 for every T ∈ F(H), which implies A = 0; a contradiction. A is also
surjective because Ψ is.
If Ψ =ψ, define A :H →K by Ay =Φ(x0 ⊗ y)z. In the same way as above,
one can verify Ψ (T )A= AT ∗, A is linear or conjugate-linear bijective operator
according to whether Ψ is.
Step 8. For every projection P , Φ(λP)= τ (λ)Φ(P ) holds for all λ ∈C.
It is clear that there exists a set
{
Pα
}
α∈Λ of mutually orthogonal rank-1
projections such that P =∑α∈ΛPα , where Λ is a index set. We first show that
Φ(P)=∑α Φ(Pα). Note that
Φ(P)
(∑
α
Φ(Pα)
)
=
(∑
α
Φ(Pα)
)
Φ(P)=
∑
α
Φ(Pα).
Suppose G = Φ(P) −∑α Φ(Pα). By Step 2, there is R ∈ PB(H)P such that
Φ(R)=G. Since GΦ(Pα)=Φ(Pα)G= 0 for each α ∈Λ and Φ is injective, we
have R ∈ (I − Pα)B(H)(I − Pα). Thus R = RP = R(∑α Pα) = 0. This yields
G= 0.
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Now for any x ∈ rngΦ(Pα0), we have
Φ(λP)x =
(
Φ(λPα0)+
∑
α =α0
Φ(λPα)
)
Φ(Pα0)x
=Φ(λPα0)Φ(Pα0)x +
( ∑
α =α0
Φ(λPα)
)
Φ(Pα0)x = τ (λ)x.
Thus, for every x ∈ rngΦ(P), we have Φ(λP)x = τ (λ)Φ(P )x. Since λP ∈
PB(H)P , so, by Step 2, Φ(λP) ∈ Φ(P)B(K)Φ(P) and hence, for any x ∈
rng(I −Φ(P)),
Φ(λP)x =Φ(λP)(I −Φ(P))x = 0
and
τ (λ)Φ(P )x = τ (λ)Φ(P )(I −Φ(P))x = 0.
Now it is clear that Φ(λP)= τ (λ)Φ(P ).
Step 9. A is bounded and Φ(T ) = ATA−1 for all T ∈ B(H) or Φ(T ) =
AT ∗A−1 for all T ∈ B(H).
First, we show that Φ(λP)A=A(λP) (or Φ(λP)A=A(λP)) holds for every
projection P. Write P in the form as that in Step 8. Then
Φ(λP)= τ (λ)Φ(P )= τ (λ)
∑
α
Φ(Pα)=
∑
α
Φ(λPα)
and
Φ(λP)A=
(∑
α
Φ(λPα)
)
A=
∑
α
(
Φ(λPα)A
)
=
∑
α
A(λPα)=A
∑
α
λPα =A(λP)
(or Φ(λP)A =∑α A(λPα)∗ = A(λP)). Since by [16] every element of B(H)
can be written as a linear combination of a finite number of projections,Φ(T )A=
AT (or Φ(T )A= AT ∗) hold for all T ∈ B(H). From the bijectivity of A we get
Φ(T )= ATA−1 (or Φ(T )= AT ∗A−1). Now by the closed graph Theorem one
can get easily that A is bounded, completing the proof. ✷
Comparing this result with the linear ones (Theorem 2.3), we conjecture that
the following assertion is true, but we are not able to prove it here.
Conjecture 3.2. Let H and K be infinite-dimensional Hilbert spaces and let
Φ :B(H)→ B(K) be a continuous surjective additive map. Then Φ preserves
square zero operators if and only if there exists a nonzero scalar c and a bounded
invertible linear or conjugate-linear operator A from H onto K such that either
Φ(T )= cATA−1 for all T ∈ B(H) or Φ(T )= cAT ∗A−1 for all T ∈ B(H).
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In order to characterize additive maps preserving nilpotents with higher nilin-
dex in both directions, we need two lemmas which can be obtained from [8,
Lemmas 2.2 and 2.3].
Lemma 3.3. Let k > 2 be a positive integer, H a ( finite- or infinite-dimensional)
Hilbert space, and let T ∈ N k(H) be a nonzero operator. Then the following
conditions are equivalent:
(i) T ∈N1(H).
(ii) For every S ∈N k(H) satisfying T + S /∈N k(H) we have 2T + S /∈N k(H).
Lemma 3.4. Let H be an infinite-dimensional Hilbert space, k an integer not
smaller than 3, and let T ∈ B(H) be a nonzero square-zero operator. Assume also
that T is not a rank-1 operator. Let S be any operator from B(H). Suppose that
for every finite rank nilpotent operator R ∈ B(H) the operator T + R ∈N k(H)
if and only if R + S ∈N k(H). Then T = S.
Let τ be a ring automorphism of a number field F. Recall that a transformation
A between linear spaces over F is said to be τ -quasilinear if A(x + λy) =
Ax + τ (λ)Ay for any vectors x , y and any λ ∈ F. The following lemma is proved
in [19].
Lemma 3.5. Let X,Y be Banach spaces over F (F = R or C) with dimX  4
and let ΩX (ΩY ) be a subspace of B(X) (B(Y )) which contains all nilpotent
operators of B(X) (B(Y )). Suppose that Φ :ΩX → ΩY is a bijective additive
map which preserves rank-1 nilpotent operators in both directions. Then there is
a nonzero number c ∈ F and a ring automorphism τ of F such that either
(i) there exists a bijective τ -quasilinear transformation A :X → Y such that
Φ(x ⊗ f )= cA(x⊗ f )A−1 for every x ∈X, f ∈X′ with f (x)= 0, or
(ii) there exists a bijective τ -quasilinear transformation A :X′ → Y such that
Φ(x ⊗ f )= cA(x ⊗ f )∗A−1 for every x ∈X, f ∈X′ with f (x)= 0. In this
case, X and Y are reflexive.
In particular, if X is infinite-dimensional, then A is in fact a bounded linear or
conjugate-linear operator.
Theorem 3.6. Let H and K be infinite-dimensional Hilbert spaces, k an integer
not smaller than 3, and let Φ :B(H)→ B(K) be a surjective additive map. Then
Φ preserves k-nilpotent operators in both directions if and only if there exists a
scalar c and a bounded invertible linear or conjugate-linear operator A from H
ontoK such that eitherΦ(T )= cATA−1 for all T ∈ B(H) orΦ(T )= cAT ∗A−1
for all T ∈ B(H).
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Proof. First we show that Φ is injective. If Φ(T ) = 0 for some nonzero T ∈
B(H), then T k = 0 and it is easy to find an operator S ∈ B(H) such that T + S /∈
N k(H). It follows that Φ(S)=Φ(T + S) /∈N k(K) which is a contradiction.
Next we claim that Φ preserves rank-1 nilpotent operators in both directions.
Indeed, we need only to show that Φ preserves rank-1 nilpotent operators. To do
this let T ∈ N1(H) be arbitrary; we shall show that Φ(T ) ∈ N1(K). For every
S ∈ N k(K), take R ∈ N k(H) satisfying Φ(R) = S. If S + Φ(T ) /∈ N k(K),
then T + R /∈ N k(H). Thus by Lemma 3.3, 2T + R /∈ N k(H). Consequently,
2Φ(T ) + S /∈ N k(K). Using Lemma 3.3 again, we get Φ(T ) ∈ N1(K). By
Lemma 3.5, there is a nonzero number c ∈ C and an invertible bounded linear
or conjugate-linear operator A :H →K such that either
(i) Φ(x ⊗ f )= cA(x ⊗ f )A−1 for any x,f ∈ H with 〈x,f 〉 = 0, or
(ii) Φ(x ⊗ f )= cA(x ⊗ f )∗A−1 for any x,f ∈ H with 〈x,f 〉 = 0.
It is well known that every finite rank nilpotent operator is a sum of some
rank-1 nilpotent operators. Let T ∈ F(H) ∩ N (H) be arbitrary. Assume that
T =∑ni=1 xi ⊗ fi for some xi, fi ∈ H with 〈xi, fi〉 = 0 (i = 1,2, . . . , n). Then
in the case (i),
Φ(T )=
n∑
i=1
Φ(xi ⊗ fi)=
n∑
i=1
cA(xi ⊗ fi)A−1
= c
n∑
i=1
A(xi ⊗ fi)A−1 = cATA−1.
Let us define a new mapping Ψ :B(H)→ B(H) by Ψ (T ) = c−1A−1Φ(T )A.
Obviously Ψ is a bijective additive map preserving k-nilpotent operators in both
directions. Moreover,Ψ (N)=N for every finite rank nilpotent operatorN . Let T
be an arbitrary square zero operator of infinite rank. For any N ∈F(H)∩N (H),
if T + N ∈ N k(H), then Ψ (T )+ N = Ψ (T )+ Ψ (N) = Ψ (T + N) ∈ N k(H).
By Lemma 3.4, we get T = Ψ (T ). Since every operator in B(H) is a sum of
at most 5 square zero operators, we conclude that Ψ (T ) = T for all T , and
consequently, Φ(T ) = cATA−1 for all T ∈ B(H). If the case (ii) occurs, then
similarly Φ(T ) = cAT ∗A−1 for every T ∈ F(H) ∩ N (H). Let Ψ be a map
defined by Ψ (T )= (c−1A−1Φ(T )A)∗; then, again, Ψ is a bijective additive map
preserving nilpotent operators with nilindex not greater than k in both directions,
and hence, Ψ (T )= T for all T . It follows immediately that Φ(T ) = cAT ∗A−1
for every T ∈B(H). ✷
From Theorem 3.6 and [19, Theorem 2.3] one can easily get the following
corollary.
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Corollary 3.7. Let H and K be infinite-dimensional Hilbert spaces, k an integer
not smaller than 3, and let Φ :B(H)→ B(K) be a surjective additive map. The
following conditions are equivalent:
(i) Φ preserves k-nilpotent operators in both directions.
(ii) Φ preserves nilpotent operators in both directions.
Next, we turn to give our main result. Let p(t) = (t − t1) . . . (t − tk) be a
complex polynomial with deg(p) = k  2; here t1, . . . , tk are possibly repeated
complex numbers. Let Φ :B(H) → B(K) be a surjective additive map that
preserves operators annihilated by p(t) in both directions. First we will show
that Φ preserves k-nilpotent operators in both directions. Let N ∈ B(H) be a
nilpotent with nilindex r  k. Then there exists a direct sum decomposition of H
into closed subspaces H =H1 ⊕H2 ⊕ · · · ⊕Hr such that
N =


0 N12 N13 . . . N1r
0 0 N23 . . . N2r
...
...
...
. . .
...
0 0 0 . . . N(r−1)r
0 0 0 . . . 0


with respect to this decomposition (see [8]). If
A=


t1I 0 . . . 0
0 t2I . . . 0
...
...
. . .
...
0 0 . . . tr I


then p(A + αN) = 0 for every rational number α. It follows that p(Φ(A) +
αΦ(N)) = 0 for every rational number α. All rational numbers are roots of
the polynomial q(t) = p(Φ(A)+ tΦ(N)). Thus all coefficients of this operator
polynomial must be zero. In particular, the coefficient of tk must be zero,
and hence Φ(N)k = 0. Conversely, assume that Φ(M)k = 0 for some operator
M ∈ B(H). As above we can find C ∈ B(K) such that p(C + αΦ(M)) = 0 for
all α ∈ C. The surjectivity of Φ yields the existence of D ∈ B(H) such that
Φ(D) = C. It follows that p(D + αM) = 0 for every rational number α, and
consequently, Mk = 0.
Now we are at a position to state our main result in this section.
Theorem 3.8. Let H and K be infinite-dimensional complex Hilbert spaces, and
let p(t) be a complex polynomial with deg(p)  2. Assume that Φ :B(H)→
B(K) is a surjective additive map satisfying Φ(CP) ⊂ CΦ(P) for every rank-1
idempotent P . Then Φ preserves operators annihilated by p(t) in both directions
if and only if there exists a complex number c ∈ G(p) and an invertible
bounded linear or conjugate-linear operatorA :H →K such that either Φ(T )=
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cATA−1 for all T ∈ B(H) or Φ(T )= cAT ∗A−1 for all T ∈ B(H). Moreover, if
deg(p) > 2, the condition that Φ(CP)⊂ CΦ(P) for every rank-1 idempotent P
can be removed.
Proof. It is an immediate consequence of the above observation and Theo-
rems 3.1 and 3.6. ✷
We remark that Φ takes the form Φ(T )= cAT ∗A−1 for all T ∈ B(H) if and
only if there is an invertible bounded conjugate-linear or linear operator B such
that Φ(T )= cBT trB−1 for all T ∈ B(H), where T tr denotes the transpose of T
relative to a fixed but arbitrary orthonormal base of H .
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