We present new cooling sequences, color-magnitude diagrams, and color-color diagrams for cool white dwarfs with pure hydrogen atmospheres down to an effective temperature T eff = 1500 K. We include a more detailed treatment of the physics of the fully-ionized interior, particularly an improved discussion of the thermodynamics of the temperature-dependent ion-ion and ion-electron contributions of the quantum, relativistic electron-ion plasma. The present calculations also incorporate accurate boundary conditions between the degenerate core and the outermost layers as well as updated atmosphere models including the H 2 -H 2 induced-dipole absorption. We examine the differences on the cooling time of the star arising from uncertainties in the initial carbon-oxygen profile and the core-envelope L-T c relation. The maximum time delay due to crystallization-induced chemical fractionation remains substantial, from ∼ 1.0 Gyr for 0.5 and 1.2 M ⊙ white dwarfs to ∼ 1.5 Gyr for 0.6 to 0.8 M ⊙ white dwarfs, even with initial stratified composition profiles, and cannot be ignored in detailed white dwarf cooling calculations. These cooling sequences provide theoretical support to search for or identify old disk or halo hydrogen-rich white dwarfs by characterizing their mass and age from their observational signatures.
Introduction
The possible interpretation of the faint blue objects in the Hubble Deep Field as halo white dwarfs (Hansen 1998; Ibata et al. 1999; Méndez & Minniti 2000) , consistent with the interpretation of the observed microlensing events towards the Large Magellanic Clouds as stellar remnants (Chabrier, Segretain, & Méra 1996; Adams & Laughlin 1996; Graff, Laughlin & Freese 1998; Chabrier 1999) , and the spectroscopic identification of very cool (T eff < ∼ 4000 K), high proper motion white dwarfs (WD) (Hodgkin et al. 2000; Ibata et al. 2000) has triggered interest in the study of old, cool WDs and stressed the need for accurate cooling sequences and predicted observational signatures for these objects. This implies a correct cooling theory for crystallized white dwarfs and reliable atmosphere models and photometric predictions.
The basic physics entering WD evolution has evolved significantly since the pioneering work of Mestel & Ruderman (1967) and the first detailed evolutionary calculations by Lamb & Van Horn (1975) . Noteworthy advances have been made on the fronts of the conductive opacity (Itoh et al. 1983; Itoh, Hatashi, & Kohyama 1993; inputs entering the calculations, and a comparison with previous calculations are given in §2. Cooling sequences, color-magnitude and color-color diagrams in various optical and infrared passbands are presented in §3, and the remaining uncertainties in the models are examined. Conclusions are presented in Section 4.
Model calculations
In the present study, we will concentrate on the so-called DA WDs, i.e. those having either pure hydrogen atmospheres or atmospheres with a small admixture of helium
([N(He)]/[N(H)] ≪ 1). The main reason is the fact that detectable halo WDs will have
very likely hydrogen-rich atmospheres. It is indeed well known that white dwarfs with pure helium outer layers must evolve more rapidly than their DA counterparts at the faint end of the cooling sequence because of the extreme transparency of these layers. Explicit calculations, assuming such pure helium envelopes, show that helium-atmosphere halo WDs, if they exist, would escape detection since they reach M bol > ∼ 19 after ∼ 8 Gyr (Chabrier 1997; Hansen 1998) . We note, however, that even very small traces of hydrogen or metals in their envelopes -possibly due to accretion, microscopic diffusion, or convective dredge-upcould change this picture dramatically. Indeed, such traces increase significantly the opacity of the otherwise transparent neutral helium at low effective temperatures, slowing down the cooling of the star. If hydrogen itself is present, even as a trace, the emergent spectrum is brought closer to that of a DA star.
Note also that reliable calculations of pure helium model atmospheres at very low effective temperatures remain to be done. For instance accurate treatments of helium pressure-ionization, as raised initially by Böhm et al. (1977; see also BSW and Hansen, 1998 ) and of He − free-free absorption cross-section at high densities are still lacking. While realistic model atmospheres of non-DA WDs are available for T eff > 4000 K (BSW, BWB) -6 -and reasonable estimates of their cooling timescales have been published (Wood 1995; Segretain et al. 1994; Salaris et al. 1997) , the same cannot be said at the cooler end of the sequence. Fortunately, as mentioned above, the most probable cases of detection of halo WDs are identified with DA stars.
Core Physics

Equation of state
In the present paper, we consider only WDs with carbon-oxygen cores, which restricts the mass range to 0.5
We define the core as the region where the C/O plasma is fully ionized and the electron gas is fully degenerate. The large electron conductivity ensures that the core is very nearly isothermal. This essentially isothermal domain encompasses typically 99.99% of the mass of cool WDs (see, e.g., Figure 14 of Tassoul, Fontaine, & Winget 1990) . In this region, we adopt the equation of state (EOS) described in §2 of Segretain et al. (1994) for the liquid and the solid phases:
where the different contributions are described in Segretain et al. (1994) 
denotes the number-fraction of each element, C and O).
In the present calculations, we introduce a major improvement with respect to Segretain et al. (1994) which is essential for cool, crystallized WDs. In Segretain et al. (1994) and in further calculations based on this EOS, the ion-electron screening contribution, U ie , was taken from Yakovlev & Shalybkov (1989, hereafter YS) i . The arrow in Figure 1 indicates the luminosity at which the ion coupling parameter at the center of the star reaches the afore-mentioned value 200 for a 0.6 M ⊙ WD. As shown in the figure, extrapolation of the YS fit in the solid phase (Γ > 200) yields an increasingly inaccurate cooling sequence. Note also that the YS fit is derived from calculations of the thermodynamic properties of a classical ionic plasma, whereas the C/O solid core is in a quantum state, with an ion diffraction parameter η =hΩ P /kT > 1, where Ω P denotes the ion plasma frequency (see Segretain et al. 1994 ).
The Segretain et al. (1994) study was primarily devoted to disk WDs, i.e., objects brighter than log L/L ⊙ ∼ −4.5. This corresponds approximately to the end of the crystallization process in WD interiors. Halo WDs, however, are fainter than 10 −4.5 L ⊙ and Γ > 200 throughout a large fraction of the star.
In fully crystallized WDs, there is no further contribution to the luminosity from crystallization-induced chemical fractionation of C and O (see Segretain et al. 1994; Chabrier 1997; Isern et al. 1997) . The only contributions to the luminosity come from the thermal reservoir of the star and from the residual gravitational contraction of the outermost layers (see e.g. Koester & Chanmugam, 1990; D'Antona & Mazzitelli, 1990) :
Note that the thermal energy (first term on the r.h.s. of equation (3)) is comparable to the change in gravitational energy ∆Ω, from the virial theorem. For a substantially (entirely) crystallized WD, most of (all) the thermal energy stems from the specific heat of the quantum solid. Although for very cool WDs the thermal contribution of the central regions, wherehΩ P /kT >> 1, becomes increasingly small, the contribution of the outer layers, wherehΩ P /kT ∼ 1, remains substantial. Indeed, in cool WDs, the main contributions to the internal energy, namely the zero-temperature electron gas kinetic energy U id e and the ionic electrostatic energy U
M ad i
in equation (2) (see Figure 1 of Segretain et al., 1994) , do not depend on temperature, so that the heat capacity, and thus the cooling, is entirely determined by the small temperature-dependent corrections to the energy. In fact the ion-electron screening contribution, which stems from the polarization of the electrons by the ionic field, becomes the dominant contribution to the specific heat at low temperature since it decreases as C V ie ∝ η −1 ∝ T , whereas the ionic crystal (Debye)
For fully crystallized WDs, the central density is of the order of ρ c ≃ 10 6 g cm −3 , so that the Fermi parameter x = p F /m e c = 1.01 × 10 −2 (ρY e ) 1/3 > 1. Therefore we must consider the energetic contribution due to the ion-electron interaction of a polarizable, relativistic electron gas immersed in a quantum Coulomb crystal. The Thomas-Fermi approximation (Salpeter 1961 ) is valid only in the asymptotic limit of an infinite ionic charge Z → ∞ and is not valid for a C 6+ /O 8+ plasma (see, e.g., YS). The ion-ion and ion-electron contributions to the EOS of a quantum electron-ion solid plasma for a finite ionic charge under the conditions of interest have been calculated recently by Potekhin & Chabrier (2000) . To the best of our knowledge these are the only available calculations for such plasma conditions. Figure 1 compares the evolution of a 0.6 M ⊙ crystallized WD for the same T eff -T c condition (as described below) with the solid EOS and specific heat incorporating (i) the proper ion-electron screening treatment, and (ii) an extrapolation of the YS fit. As shown, the extrapolation yields increasingly shorter cooling times for WDs older than ∼ 8 Gyr.
The contribution of crystallization along evolution is treated as described in §4 of Segretain et al. (1994) , from the evolution of the binding energy, dB(T )/dt. Recent complete evolutionary calculations by Montgomery et al. (1999) confirm the validity of this method for cool WDs, where there is no neutrino or nuclear luminosity. The crystallization of 22 Ne, which yields an azeotropic diagram (Segretain & Chabrier 1993) , and was originally thought to produce a significant time-delay (Isern et al 1991; Segretain et al. 1994) has not been considered in the present calculations. Indeed, consistent calculations of the three-body Ne/C/O phase diagram (Segretain 1996) show that when Ne-crystallization sets in, a substantial fraction of oxygen has already crystallized, yielding an O-rich core, so that the remaining amount of energy due to 22 Ne crystallization becomes fairly small.
At the crystallization luminosity found in Segretain et al. (1994) , the induced time delay is at most ∼ 0.3 Gyr, well within the remaining uncertainties in our calculations (phase diagram, opacities, etc). In any event, since we are presently mainly interested in old WDs originating from low-metallicity progenitors, the Ne abundance is likely to be too small to have any measurable effect.
Initial carbon-oxygen profiles
Substantial uncertainty remains on the 12 C(α, γ) 16 O reaction which determines the final state of the He-burning AGB phase and thus the initial C/O abundance-profile of the WD. Modern experimental data and updated values of the astrophysical S-factor (see, for example, Arnould et al. 1999 ) suggest a rate about a factor 1.5 to 2 larger than that of Caughlan & Fowler (1988,CF88) , closer to the previous Caughlan et al. (1985) value. This yields a substantially O-enriched initial profile in the WD core (see e.g. Salaris et al. 1997) .
We have adopted these initial profiles in our calculations. However, in order to examine the uncertainties due to the interior composition, we have also conducted calculations for a 0.6 M ⊙ WD with an initial C/O distribution resulting from the CF88 lower rate (see Figure 2 of Salaris et al. 1997 ).
The Luminosity-Central Temperature Relation
The binding energy method that we use to compute cooling ages relies on the availability of L-T c relations which govern the cooling rates of WDs. These relations are particularly sensitive to the constitutive physics of the outer partially ionized, partially degenerate envelope which connects the nearly isothermal core of a WD to its surface (the atmospheric layers). Previous calculations based on this method (Segretain et al. 1994 and references therein; Salaris et al. 1997 ) used L-T c relations provided by independent model calculations such as, for example, those of Wood & Winget (1989 ) or Wood (1995 . This approach necessarily introduces some inconsistencies in the calculations: the chemical composition of the core of the models used to derive the L-T c relation differs from the variable core composition of the nearly isothermal structure that undergoes phase separation, and the constitutive physics is generally different in the two sets of models.
Moreover, for masses not directly available from independent models, L-T c relations were scaled on the mass, which, at best, provides a rough estimate of the correct relations.
We have improved on this front in the present paper by computing L-T c relations based on state-of-the-art constitutive physics and by considering several individual masses.
We are still left with the inherent inconsistency of the binding energy approach due to the fixed interior composition in the calculation of the L-T c relation, but this shortcoming is largely offset by our ability to describe in accurate details the physics of crystallization (e.g., the phase diagram) or the radiative and conductive opacities at high density, or by the afore-mentioned uncertainties in the stratified C/O profile. Note also that the treatment of crystallization-induced fragmentation can be easily implemented in the binding energy method, whereas it is a complicated task to include it into a standard evolutionary code.
At this level, the binding energy method shows an appreciable advantage. Moreover, as mentioned above, the validity of this method for cool WDs has been assessed recently by comparisons with complete evolutionary calculations (Montgomery et al. 1999 ).
The L-T c relations for various masses in the range of interest were computed with an upgraded version of the stellar model building code briefly described in Brassard & Fontaine (1994 , 1997 . These are full stellar models that describe the complete structure of a static WD from the center to the high atmosphere (τ R ∼ 10 −6 , where τ R denotes the Itoh et al. (1983 Itoh et al. ( , 1993 calculations (Brassard & Fontaine 1994) , which covers the entire density and temperature range relevant to the present calculations. Convection is described with the standard mixing-length theory.
As shown in Tassoul et al. (1990) , the L-T c relationship is insensitive to the assumed convective treatment, since convection is essentially adiabatic when it breaks through the degenerate core.
We note that Hansen (1998 Hansen ( , 1999 has recently emphasized the importance of treating in detail the atmospheric layers in the context of the evolution of very cool WDs. As discussed initially by Fontaine & Van Horn (1976; see also Tassoul et al. 1990 ), the most important consequence of such a detailed description of the atmosphere on the cooling is its effect on the location of the base of the convection zone in the deeper, optically-thick envelope. Indeed, below a luminosity log(L/L ⊙ ) ∼ −3.7 (T eff ≃ 5500 − 6500 K), the base of the hydrogen superficial convection zone reaches into the degenerate core, thus coupling, for the first time during the evolution, the atmospheric layers with the central thermal reservoir. Since, by then, the stratification of the envelope is fully convective and highly adiabatic, small changes at the base of the atmosphere produce corresponding changes at the base of the convection zone. A correct determination of the base of that zone is thus essential to calculate an accurate L-T c relation for cool WDs.
It is important to stress that, although the atmospheric structures entering the present stellar models are gray, they take into account the feedback effect of convection on the atmospheric structure and thus are not based on a Rosseland mean all the way through, unlike those used in all previous evolutionary calculations, with the exception of Hansen's (1998; computations. These modified model atmospheres, to be described elsewhere (Brassard & Fontaine, in preparation) , reproduce almost exactly the stratification of a detailed model atmosphere (from, e.g., BSW in the present context) at large optical depths.
They reproduce well, in particular, the main effect due to nongrayness, namely the upward shift of the convection zone. This phenomenon is well known in stellar atmosphere theory and has been described, in a white dwarf context, by Böhm et al (1977) among others.
Therefore, the boundary conditions provided by the detailed model atmosphere at τ R = 100
are essentially the same as those provided by the gray model with convective feedback. This is what matters for the cooling; for nearly identical boundary conditions at the base of the convective atmosphere, we find the same location of the base of the full envelope convection zone, and hence the same value of T c . In contrast, standard gray atmosphere stratification (not taking into account the feedback due to convection) leads to an incorrect determination of the base of the convective zone, overestimating its penetration and thus yielding a faster cooling (see §3.1 below).
A central parameter in the envelope calculation, and in the resulting cooling time, is the amount of hydrogen and helium present in the envelope. For the present calculations,
we have used DA white dwarf standard "thick" layers, log q(H) = −4.0, log q(He) = −2.0, Therefore, models with thicker He layers are younger for a given mass and luminosity, with a ∼ 0.75 Gyr decrease in the age for each order of magnitude in M He (Montgomery et al. 1999 ).
Model atmospheres and photometric colors
The observable properties of the cooling WD, such as the emergent spectrum and the photometric colors are obtained with atmosphere models. The present calculations include the colors and bolometric corrections for pure hydrogen atmospheres calculated by Bergeron et al. (1995a) above 4000 K, extended down to T eff = 1500 K by Saumon & Jacobson (1999) . As mentioned previously, for very cool WDs (T eff ∼ < 5000 K), molecular hydrogen becomes stable and the main source of opacity in the infrared is the CIA by H 2 .
This opacity forces the stellar flux to emerge at shorter wavelengths, with a peak near 1 µm. This increased flux in the R and I bands and decreased flux in infrared results in increasingly blue color indices for cooler WDs (Hansen 1998 (Hansen , 1999 SJ) .
Although similar to those of Hansen (1998 Hansen ( , 1999 , the present calculations include a more detailed treatment of the microphysics entering the atmosphere (BSW and SJ).
Indeed, an important feature in these cool and dense atmospheres is the effect of the surrounding particles on the partition function of an atom, which eventually leads to the pressure-ionization of hydrogen. These modified internal partition functions imply a different (non-ideal) ionization equilibrium, in particular for the abundances of H 2 , H + 2 and H + 3 . This in turn modifies the abundance of free electrons, and thus of H − ions, a dominant source of opacity in the optical. The atmosphere models of SJ were used in the range 1500 ≤ T eff ≤ 4000 K and 7.5 ≤ log g ≤ 9.0, complemented by BSW for 4000 ≤ T eff ≤ 10000 K, with a pure hydrogen composition. These synthetic spectra and atmosphere models successfully reproduce spectroscopic and photometric observations of cool H-rich (DAs)
WDs above 4000 K (Bergeron et al. 1997 ).
Optical colors for cool WDs with a small but non-zero N(He)/N(H) composition ratio will be only slightly different ( < ∼ 0.2 mag) from the colors of pure hydrogen atmospheres presented here (see BSW; Bergeron et al. 1997) . The color indices of Table 2 of BSW can then be used above 4000 K for mixed composition atmospheres.
For the purposes of comparisons, we define a set of reference models which include the physics described in the previous section, including crystallization-induced fragmentation (see below), with the Salaris et al. (1997) high-rate stratified initial C/O profiles. The L-T c relations that we used for these reference models have been computed as described above, from full static stellar models with chemical layering defined by log q(H) = −4.0 and log q(He) = −2.0. The photometric colors are taken from pure-H atmosphere calculations.
Comparison with existing calculations
We first compare, in Figure 2 , our L-T c relation for a 0.6 M ⊙ WD with the one obtained by Wood (1995) , Montgomery et al. (1999 , Table 1 ) and another one kindly provided by Hansen (1999) for the same values of q(H) and q(He). The four curves agree reasonably well, but the relatively small differences shown here translate into significant differences on the cooling time (see below). Unfortunately, it is currently impossible to account in detail for the differences in the L-T c relations illustrated in Figure 2 ; differences in the constitutive physics used by the various groups are probably at the origin of most of the deviations. The L-T c relation is particularly sensitive to the opacity profile throughout the star, so slightly different implementations of the conductive and radiative opacities, as well as the use of different generations of these data, could very well account for most of the discrepancies.
As expected, the Wood (1995) and the Montgomery et al. (1999) relations are very similar, since they rely on the same input physics, yielding similar cooling sequences.
As mentioned in §2.2., the change of slope observed in all three curves is a well known phenomenon and is due to convection breaking into the degenerate thermal reservoir at sufficiently low luminosities. When that occurs, there is a flattening of the temperature gradient between the core and the surface due to the larger efficiency of convection as compared to radiation. Initially, this leads to a slowdown of the cooling process as an excess energy is liberated through the more transparent convective envelope, but this is rapidly followed by a phase whereby convection speeds up the cooling process as compared to the case of purely radiative models (see Figure 3 of Tassoul et al. 1990 and related discussion).
For luminosities lower than that of the breaks in slope shown in Figure 2 , the L-T c relation becomes sensitive, among other things, to the details of the atmosphere. From this point of view, the Hansen (1999) calculations and our own improve upon those of Wood (1995) or Montgomery et al. (1999) because the latter ones rely on a standard gray atmosphere strategy which overestimates the penetration of the superficial convection zone and leads to a value of T c slightly lower than it should be, as discussed previously.
On the other hand, for luminosities larger than those of the changes of slope, it is well established that the relation is completely insensitive to the stratification of the upper envelope and, in particular, to the details of the atmosphere (see Tassoul et al. 1990 for a complete discussion). The discrepancies shown in Figure 2 between the three curves for these higher luminosities are then the explicit proof that there are indeed significant differences in the implementation/calculation of the constitutive physics between the three groups, notably at the level of the conductive opacities. So, to a certain extent, the differences found in Figure 2 result from the fact that we are comparing models with different physical inputs. Another interesting comparison is provided by the short-dashed curve in Figure 3 which presents the cooling curve obtained by Hansen himself (1999) , which is supposed to include the complete treatment of crystallization and thus must be compared with the right long-dash curve. The difference between the two curves is noticeable ( > ∼ 0.5 Gyr) and can not be totally ignored. Since such a comparison eliminates the effect of the energy transfer problem (the L-T c relations are the same), the remaining discrepancies must be blamed mostly on the different treatments of the thermodynamics of the ionized interior, outlined in §2.1.1. Since Hansen has not detailed his interior EOS, it is not possible to pursue this point further. Note, however, that the treatment of crystallization in Hansen's calculations has been demonstrated to be incorrect (Isern et al. 2000) . We thus disagree with him about the importance of chemical fractionation at crystallization, as discussed in the next subsection. Note also that apparently Hansen's calculations do not extend beyond log L/L ⊙ ∼ −5.0, which corresponds to an age of t ∼ 12 Gyr for a 0.6 M ⊙ WD. Figure 3 illustrates also the effect of initial C/O stratification on the cooling time for a 0.6 M ⊙ H-atmosphere WD, as examined in detail by Salaris et al. (1997) . The rightmost dot-dash curve displays the cooling sequence of our reference model with an initial C/O profile resulting from a low (CF88) 12 C(α, γ) 16 O reaction rate, to be compared with the sequence obtained with a high rate (Caughlan et al. 1985) induced profile (rightmost solid line). A larger rate yields a larger initial oxygen-enriched core and affects the cooling in several ways (Segretain et al. 1994; Salaris et al. 1997 ): (i) the larger oxygen content corresponds to a smaller heat capacity [C V ∝ i (X i /A i )] and thus to a faster cooling prior to crystallization, (ii) the gravitational energy release at crystallization,
Effects of internal composition and crystallization
Mg, is smaller because of the spindle form of the phase diagram (Segretain & Chabrier 1993; Segretain et al. 1994; Chabrier 1997) For example, at a luminosity log(L/L ⊙ ) = −4.5 (resp. -5.0), our reference 0.6 M ⊙ model has an age of t = 10.3 (resp. 12.7) Gyr whereas the same luminosity corresponds to an age t = 10.7 (resp. 13.3) Gyr for a low-rate initial profile (see Figure 3) , confirming the Salaris et al. (1997) analysis. This illustrates the present uncertainty in cooling times due to uncertainties in the 12 C(α, γ) 16 O reaction rate and induced WD initial internal composition.
Another uncertainty affecting the internal composition is the exact shape of the C/O crystallization diagram. In the present calculations, we use the Segretain & Chabrier (Chabrier 1997 ) which provides an additional source of energy (Mochkovitch 1983; García-Berro et al. 1988; Segretain et al. 1994) . Although this energy amounts to only ∼ 1% of the binding energy of the star, it is released at a low luminosity and thus lengthens appreciably the lifetime of the star (Chabrier 1997; Isern et al. 1997) . For example, a luminosity log(L/L ⊙ ) = −4.5 (resp. -5.0) for our stratified profile corresponds to an age t = 8.8 (resp. 11.4) Gyr if fractionation is ignored and t = 10.3 (12.7) Gyr if it is taken into account. As seen in figure 3 , once crystallization has proceeded throughout the entire star, the time delay remains constant, and amounts from ∼ 1 Gyr for the least (0.5 M ⊙ ) and most (1.2 M ⊙ ) massive WDs, to a maximum value of about 1.5 Gyr for our reference 0.6 to 0.8 M ⊙ WDs. The effect thus remains substantial and must be properly taken into account in WD cooling theory. This is at odds with Hansen's (1999) results, as explained in §3.1.1. As seen in Figure 3 , crystallization in our calculations occurs at a later age and a fainter luminosity than in the Wood (1995) or Montgomery et al. (1999) calculations. This reflects the faster cooling for Wood and Montgomery's calculations, as discussed in §3.1.1. This results in a smaller crystallization-induced delay in this latter case
Although the crystallization model for binary ionic mixtures has not yet been verified observationally in WDs, it has been studied for a long time by geophysicists (see, for example, Loper 1984; Buffett et al. 1992) . Although the nature of the plasma (or alloy) is different, the physics of the process (thermodynamics and energy transport) is exactly the same. Note, however, that these crystallization-induced delays represent upper limits.
Indeed, the present calculations assume complete mixing of the C-enriched fluid layers,
i.e. a maximum efficiency for this process. This is supported by the fact that the mixing instability timescale is much shorter than the evolutionary timescale (Mochkovitch, 1983) . Figure 4 displays the cooling sequences M bol (t) for different masses for our reference model calculations. Figure 5 displays the mass-T eff relation, or equivalently the radius-or surface gravity-T eff relation (see Table 1 Tables 1 and 2 of BSW). The triangles illustrate the coolest disk WDs identified spectroscopically as H-rich atmosphere WDs by Leggett, Ruiz, & Bergeron (1998) . Collision-induced absorption by H 2 at T eff ∼ 4500-5000 K causes the turnover to bluer J − K at M J ∼ 13-15, depending on the mass. At these temperatures, the effect is still modest and a large fraction of the flux emerges longward of 1 µm (see Figure 5 of BSW).
Cooling times
As T eff decreases, however, the CIA becomes stronger, causing a turnover in the optical and a 1.2 M ⊙ H-atmosphere WD. Note that gravity does not affect the qualitative behavior of the diagram. Indeed increasing gravity has an effect similar to decreasing the effective temperature on the spectrum (see, e.g., Saumon et al. 1994) . Naturally the age-dependence is different, as shown on the figure by the solid circles and squares, respectively. As already mentioned in Chabrier (1999) , we note from the previous figures the strong dependence of colors upon age for t > ∼ 12 Gyr. If the gravity, i.e., the mass of such a WD, can be determined independently, this provides a powerful tool to determine the age of the Galactic halo. Tables 1-5 give the characteristic properties of the present WD H-rich atmosphere cooling sequences in various broadband filters for the mass-range characteristic of WDs with C/O cores.
Conclusion
We have computed evolutionary sequences for cool (T eff < 10 000 K) pure hydrogen atmosphere WDs, although the calculations can be applied to WDs with a small admixture of He in the atmosphere as well, using appropriate color indices (BSW). These models are primarily aimed at identifying old, cool WDs in the Galactic old disk, spheroid or dark halo, or in globular clusters once fainter detection limits can be achieved. We have first improved upon the equation of state of the fully ionized interior to calculate accurate cooling sequences for crystallized WDs, namely objects fainter than log(L/L ⊙ ) ∼ −4.5 (t > ∼ 9 Gyr for a 0.6 M ⊙ ). These WDs are in a quantum regime. The temperature-dependent contributions, in particular the ion-electron energy of a quantum, relativistic ion-electron plasma, are the only sources of specific heat and thus determine entirely the thermal reservoir to be radiated into space, even though they provide a negligible contribution to the internal We find noticeable differences ( > ∼ 1 Gyr) between our and Hansen's (1999) cooling sequences. Part of it very likely stems from the different treatments of the interior EOS and envelope EOS and opacities, but also from the demonstrably underestimated crystallization-induced time delay in Hansen's calculations. A ∼ 0.5-1 mag difference in colors occurs also for V − I < ∼ 1 between Hansen's and our calculations, which most likely arises from details of the calculation of the atmosphere models, including the non-ideal effects (see Figure 3 of SJ). This shows that, although a consistent general theory for the cooling of cool WDs is emerging, work remains to be done to reach more robust results.
The theory is still very uncertain for very cool helium-rich atmosphere WDs. A correct calculation of helium pressure ionization and of the He − free-free absorption cross-section at high densities in the atmosphere of these objects remains to be done. Attention must also be devoted to dense atmospheres including a trace of metals since the subsequent increase in opacity will affect dramatically the cooling of the star. Work in this direction is in progress.
Meanwhile, the present calculations should provide what we believe to be presently the most accurate calculations of very cool white dwarf sequences. They provide a useful basis to search for and to identify faint, old WDs either in the field or in globular clusters. By allowing the determination of the mass and age of possible halo WDs (Hodgkin et al. 2000 , Ibata et al. 2000 , they will also provide important constraints on the age of the Galactic disk and halo, and on the Galaxy initial mass function.
Note: The present models in various filters are available upon request to Gilles Chabrier (chabrier@ens-lyon.fr).
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The VRI magnitudes are in the Johnson-Cousins system (Bessell, 1990) , JHK in the CIT system (Leggett, 1992) . Absolute calibration from the observed spectrum of Vega (Mountain of the track corresponds to 11.6 Gyr. The triangles correspond to the Leggett et al. (1998) WDs identified as H-rich atmosphere WDs.
