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Some General Properties of a Class of Semilinear 
Hyperbolic Systems Analogous to the Differential-Integral 
Equations of Gas Dynamics 
Ho\\‘AR~ I?. C'ONNER* 
Using a background of nonequilihrium theory for gas dynamics, we are 
investigating the general structure of a class of semilinear hyperbolic systems 
analogous to the Boltzmann equations for a gas model with discretized wlocity 
states. In this report we de-;elop the global existence of (nonnegati1.e) solutions 
associated with nonnegative initial data. We also present some auxiliary results 
on a linear conjugacy ofsq.stc-ms and on monotonicit? and smoothness properties 
of general (local) solutions. 
I. INTRODUCTION 
Using a background of nonequilibrium theory for gas dynamics, we are 
investigating the general structure of a class of semilinear hyperbolic systems 
of equations analogous to the Boltzmann equations for a gas model with 
discrete velocity states. 
We begin by first deriving a class of systems, called Boltzmann systems, 
and then enlarging this class to all systems equivalent to some Boltzmann 
system. The equivalence between systems is based on the notion of linear 
conjugacy over the velocity states. 
Within this general class we want to locate the systems having structural 
properties sufficient for a development patterned after a kinetic theory for 
gas dynamics. The development of kinetic and fluid descriptions for gas 
dynamics and the problem of finding an interpolation theory connecting 
them is discussed in a companion report [3]. 
In particular, we want to locate those systems for which (a) the global 
* Dr. Conner holds joint appointments at the NRL Mathematics Research Center 
and the University of Wisconsin. 
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existence of nonnegative solutions is guaranteed, (b) an associated 
H-functional decreases (monotonically) with increasing time to a constant 
value, (c) a global solution converges with increasing time to an appropriate 
steady-state solution, and (d) there are (easily) associated conservation 
equations analogous to those for continuity, fluid motion, and heat flow in 
gas dynamics. 
2. SUMMARY 
Section 3 contains an idealized derivation of Boltzmann systems. It is 
used as a guide for understanding the restrictions imposed on the general 
systems. Section 5 contains the auxiliary work on linear conjugacy and 
equivalence. Linear conjugacy is also used to derive the related conservation 
equations. Section 6 contains some auxiliary work on monotonicity and 
smoothness properties of local solutions. It also contains the principal result 
on the global existence of (nonnegative) solutions associated with nonnegative 
data. 
3. BOLTZMANN SYSTEMS 
Background 
Let us partition the velocity space of a dilute gas system into many distinct 
and nonoverlapping cells: I1 ,..., I, . At each instant of time t we label each 
molecule in the system with the index of the cell containing its velocity point 
at time t. We then let n,(t, x) be the number of molecules which at time t 
are in the spatial cell d containing x and have velocity points in the cell Ji . 
To continue, we use a technique very common in the construction of 
continuous-parameter Markov chains. 
Granted that we can obtain constants vjk = “/;j > 0, 1 < j, k < n, giving 
the collision rate between molecules of type j and k over the epoch dt and 
granted that we can find constants 0 < rj, < 1, 1 f  i, j, k < n, giving 
the probabilities for a j-molecule to have its velocity point scattered from 
lj to Ii through collision with a k-molecule, we declare I’$v~~ dt to be the 
probability for a ( j, k)-collision to generate a ( j, Q-scattering in unit time dt. 
Setting the time rate of change in ni equal to the sum of the changes in ni 
through streaming and collisions, we have 
8% 
at 
- -uui . grad, ni + 1 < i < n, 
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where V~ is some average velocitv point in I, . This is written in the more 
general form 
EXAMPLES. By specifying the admissible velocity states, a choice of 
collision transformations, and the associated probabilities, we construct 
several two-state models. 
With v  and v’ = 1 or -- I, we define the following scattering laws: 
(1) elastic scattering: (v, v’) -+ (n’, v) with probability I. 
(2) uniform scattering: (2), v’) + (2)v’, v) or (zq, z.z.‘) with equal 
probabilities. 
(3) colinear scattering: (c, v’) :: (-c, -z”) with probability I. 
Assuming the particles arc streaming on I? and choosing the collision rates 
z’iL = 1, we obtain the following examples: 
elastic 
scattering 
uniform 
scattering 
collinear 
scattering 
au, au, ---=- 
at i3 
DeJnition of an nth-Order Boltzmann System 
Using these models as a pattern, we make the following definition of an 
nth-order Boltzmann system. 
DEFINITION 1. The system of equations 
is called an nth-order Boltzmann system with velocity states v  = (vI ,..., v,) 
and collision form B =: (Bl,..., B”), provided the matrices Bi satisfy the 
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following: 
(a) Bi is symmetric 
(b) B~,),O,ailj,k+i 
<O,jork -i, 
(c) xi B41c = 0, all j, k 
(d) Cj,g Bj,, = 0, all i. 
The significance of properties c and d should be explained. For example, 
d implies the positive ray through the vector 1 (all components equal to 1) 
is a ray of critical points for B; i.e., B(cl) := 0, for all c > 0. Similarily, 
c implies that the covector 1 annihilates the range of B; i.e., xi P(t) = 0, 
for all [ in R". We can rephrase c and d in this more general form: 
(4 existence of a positive critical point in R" for B. 
(d’) existence of a positive covector annihilating the range of B. 
Conditions c and d are redundant. In a recent paper on ordinary quadratic 
systems, Jenks [4] has announced these and related results. 
4. NOTATION, TERMINOLOGY, AKD CONVENTION 
We use the notation C(S, Y) to denote the class of continuous mappings 
from a Banach space X into another, Y. The Banach space associated with 
C(X, Y) by imposing the classical norm is also denoted by C(X, Y) or just 
C. For example, C($ Rn) is the space of bounded (uniformly) continuous 
RR-valued functionsfon R = [-a, $-co] with or without lifl[ = maxi / fi 1 
being imposed, depending on the context. (The classical norm of a scalar 
valuedf (i.e., f  in C(R, R)) . is d enoted by j f I.) The class of linear operators 
from X into Y is denoted by L(X, Y). The Banach space associated with 
L(X, Y) by imposing the operator norm is also denoted byL(X, Y). The open 
ball in C = C(R, R") with radius I, centered at f, is denoted by B,(f); its 
closure by B,( f  ). 
The cone of positive elements in Ril associated with the partial ordering 
[ < 7 = ti < qi , 1 < i < n, is denoted by R+n. The cone of positive 
elements in C(R, R") associated with the ordering f  < g = fi(x) < g,(x), 
1 < i < n, x in R, is denoted by fl; its interior, by /Ia. A map F of C(R, R") 
into itself is called positive (strictly positive) if F(A) C /I(/IO) and, similarily 
for F of R'" into itself. Additional information on partial orderings and 
positive cones, positive and monotone maps, etc., can be found in Ref. [5]. 
We shall call an equicontinuous semigroup of class C, a semigroup. 
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The canonical imbedding j of I?’ into C(K, I<‘,) is defined I,! I t j, , 
j;(x) -== cd, all s t Ii. 
The remainder of ow notation is chosen to conform to ordinal-!. usage 
as evidenced in standard tc’sts such as Refs. [6, 71. 
In this section some qualitative characteristics of the Boltzmann systems 
of Definition 1 are examined within the larger class of general systems 
or, in the equivalent vector- form, 
where 
(Also, ti is the vector whose i-th component is iu, it; and I’u is the vector 
whose i-th component is i~u,/i.~.) 
In the special case of spatial homogeneity (;iu 0), Eq. (2) reduces to a 
system of ordinary differential quadratic equations. In addition to the cited 
work of Jenks the qualitative work of Markus [8] is particularly relevant. 
Markus developed a necessary and sufficient condition for the linear 
conjugacy of two ordinary quadratic systems. Using the forms Qi to construct 
a (nonassociative) algebra ‘-1(Q), nlarkus transferred the question of lineal 
conjugacy between two systems to the question of isomorphism between 
:wo algebras. 
As an immediate application of this work we can obtain a complete set of 
(abstract) conjugacy invariants over the full linear group L(n) for a general 
quadratic system, namely, the Jordan form for the streaming matrix A and 
the Markus algebra &q(Q) for Q. Tl le construction of a XIarkus algebra 
associated with the quadratic forms (construction of a Markus algebra 
A(Q) for Q) is given in the following: 
Let e, ,..., e,, be a basis for I’” (linear n-space). A multiplication 0 is defined 
over y16 using the rules 
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Then, Vn equipped with the multiplication o is a Markus algebra A(Q) for Q. 
We will refer to as (M) the conjugacy invariants modL(n) for general 
quadratic systems: Two systems (A, Q) and (A, g) are conjugate with respect to 
T in L(n) through the mapping u = Tii if and only if (a) A and A” are conjugate 
using T : =2 = T-laT and (b) the algebras A(Q) and -d(g) are isomorphic 
using T. 
Since a proof of (M) is easily obtained by performing the calculations, 
we defer from presenting one and refer the interested reader to the work of 
Markus [8, p. 1861. 
The result stated in (M) can be used to transform a system into an 
equivalent system (over L(n)) with standard form. For example, using an 
anistropic scaling followed by a diagonal rotation (a diagonal matrix with 
+ 1 or - 1 entries), a system with a critical point 5 in R+I~ can be transformed 
into an equivalent system with critical point 1. More generally, we have the 
following 
COROLLARY. Suppose two quadratic systems (A, g) and (A, ,o) are 
conjugately related through the mapping u == TC, T in L(n). Then f  = T -lt 
and fj = T’y are a critical vector and annihilating covector ,for (A, e) if aud 
only if 6 and q are for (il, Q) (ye: the discussion after Eq. (1)‘). (T’ is the 
transpose of T.) 
This corollary shows we must modify our definition of Boltzmann systems 
if we want to include the entire class of general systems conjugately related 
to Boltzmann systems. Therefore, we make the following amended definition. 
DEFINITION 2. A system given by Eq. (2) is called a kinetic system if it 
is equivalent over L(n) to a system of the form 
?i + v&l = K(u), 
where the Kjk satisfy properties (a)-(c) of Definition I. \Ye obtain an 
equivalent definition replacing c with d. (V IS a diagonal matrix with entries 
vi )...) v,, .) 
Jenks [4, p. 5031 has shown that any system K = (K&f satisfying (a)-(c) 
of Definition 1 always has a critical ray in R,“. He has also shown that such 
a system has no critical ray contained in the faces (boundary) of R,” if and 
only if K is irreducible. K is called irreducible if for any partition of I,..., n 
into I and J there always exists Kj, f  0 with i in I and j, k in J. 
Even though the concept of conjugacy mod L(n) is useful, it is too sensitive 
for a generic study of kinetic systems. An examination of the two-state 
models tabulated at the end of the Examples given in Section 2 illustrates 
this sensitivity: the algebra for an elastic scatterer has a trivial multiplication 
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law, the algebra for a uniform scatterer has exactly one linearily independent 
nilpotent of order 2, and the algebra for a collinear scatterer has a basis of 
nilpotents of order 2. All three systems fall into distinct conjugacv classes 
modL(n). Furthermore, only the collinear model is irreducible. 
Using the previous work on conjugacy modL(n), we can transform a 
kinetic system (Eq. (2)) into an equivalent system which displays the 
associated “conservation equations.” The basic idea is that each covcctor ,L? 
in R’i satisfying 
n 
1 /3,K,‘, = 0, all j, R, 
i=l 
annihilates the range of 
and generates a natural projection 
nB : C(i?, R’“) + C($ R), (7TJ)(,x) 7:: i pdfi(x). 
i=l 
These projections are analogous to the velocity moment projections defining 
the mass density, average thermal mass velocity, and internal mass energy 
for the classical Boltzmann equation. 
One of our principal assumptions (Definition I, property (c)) implies that 
the covector 1 is always an annihilating covector for the range of K. There 
is nothing in these assumptions which either prevents or implies the existance 
of additional annihilating covectors for the range of K. Without any great 
loss in generality, we shall assume: (a) 1 is the only (up to a constant multiple) 
covector annihilating the range of K, and (b) the covectors V” = 1, V, 
r2,..., V’“m l, Pet : : (fern,..., cnfi), are linearly independent. 
Suppose we let T : R” + R” be the (nonsingular) linear transformation 
whose canonical matrix has the covector b”; in the k-th row, 1 < k < n; 
i.e., tkj $‘-I. Then, using the previous work, we see that the original 
system is conjugate over T to the system 
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The first equation is the conservation equation for the system. Since 
wj = c v&ii ) 
the above system expresses the time derivative of the j-th velocity moment 
of u in terms of the spatial derivative of its (j + l)th velocity moment and 
an “average” over the collision term 
6. GENERAL PROPERTIES OF SOLUTIONS 
A kinetic (Boltzmann) map K is defined to be a map of C(ti, Rn) into itself 
for which 
and the Kj, satisfy conditions (a)-(c) of Definition 1. A quadratic map Q 
is defined in the same way, replacing KiB with Qfk and not imposing 
restrictions (b) and (c). 
Using the Jacobian matrix of Q at f(aqj(f)/axi) and the mean value 
theorem for Banach spaces, we can develop the following properties for Q: 
A quadratic map Q is of class C” on C(R, P), with locally bounded derivatives 
dkQ, uniformly in k, and is a local Lipshitz map. 
A velocity operator V is defined to be a (linear) map of C(R, P) into itself 
with Vf = (vlfi ,..., VnfT1), for a given set u1 ,..., zn of velocity states. 
The isotropic translation semigroup eta on C(a, I@) is defined by (eta) f = 
(fi(x + t),...,f%(~ + t)); the differentiation operator Zf = (Zfrfii;!~,..., aj,f,,/~~), 
with domain o(a) consisting of allf in C(R, RR) for which af is in C(a, R”), 
is the infinitesima1 generator of e tB A velocity operator V’ generates an .
anistropic translation semigroup eYtva, (eptva>f = (fib + W),...,fn(X + w), 
with Va as its infinitesimal generator, D(Va) = II(a). 
Using the semigroup et”” and a variant of Duhamel’s principle, we trans- 
form the differential equations defining a kinetic system into the weaker 
(abstract) integrated system: u : A,~ ---t C(a, I?“), 
u(t) = (e-““a)f + ,: (e-(t+s)va) K(u(s)) ds, R++ C(&!, I?“), (3a) 
u(O+) = f in C(R, R”). (3b) 
Replacing the semigroup e ‘I’< with P ‘A~’ and the kinetic map A- with Q, 
we have the integrated form of a general quadratic system. 
The esistcnce of local solutions and the continuous diffcrcntiabili:I i,i 
these solutions with respect to the initial data is given b> 
‘hEOREM 1. Fw each s in Ii i and j’ in C(Ii, R1l) there exists an interaal 
I,s(:- [s, sJ), a hall B,, !I,(,/‘), md constant 0 <.’ A I such that 
44 (e (I .;,.4i,),f ail i’ ce-(l -r).4i) Q(u(y)) dP (9 
*’ i 
has a unique contimous solution u : I,? x B,, + B,. C C(R, Rii) satisfying 
u(s, s, g) g i~z B,. . Moreover. u is continuously d$eventiable in g on B,,,. , 
Proof. A proof for all but the last assertion is easily made using a classical 
iteration scheme, the local Lipshitzian character of Q, and growth estimates 
obtained from the Banach space v-ariant of Gronwall’s inequality-. 
To validate the last assertion, we verify the existence of a map 
L : Is x B,,. -L(C, C) ((7 -= (‘(Ii, R,l)), for which 
:/ u(t; s, g + dz) - u(t; s, g) - tL,,‘h I’ := O(E :( h 11) (5) 
uniformly on I,V x B,,, . 
Since dQ is continuous and u(t; s, g) remains inside B,. for t in I, , dQ (lL(t ;,%,,,) 
is a uniform Lipshitz map of I,$ i, B,, -tL(C, C). Gsing this property, 
the methods outlined in the previous paragraph provide a unique solution 
W : Is x C(R, I??‘) ;< B,\,, -+ C(R, I?‘“) satisfying 
w(t) = (e-(*-s)Aa)h I- J” (e--(t--T)Aa)[dQ 1 Ilc,:,q,np(~)] dr, 
J 
~(0s) = h. 
W’e define L using L,ilz =- w(t; h, g). 
Denoting the vector in the left side of Eq. (5) by S(t; h,g), adding Eq. (4) 
for g and g + Eh, and subtracting the corresponding equation for w(f; Eh, g), 
we have 
S(t; h,g) = Jt (e-(t-‘)“a)[Q(u(Y; S,g -: th)) 
i 
- Q(u(r; s,g)) - l dQ ‘tt(7.:,s,&,V dr. (6) 
We denote the bracketed expression by R(r; g, h). Since U(Y; s, g -+ A) and 
u(r; s, p) stay inside B, on I,? for sufficiently small E, we can use the mean 
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value theorem for Banach spaces, the local Lipshitzian character of Q, and 
some manipulation of entries to show 
II W; h, dll d u II Vi h, cdl/ + Eb II h II 
on I, for some a, b > 0. 
Taking norms in Eq. (6) and using the above estimate, we have 
for sufficiently small E. This implies 
// S(t; g, h)ll < y (e(t-sta - 1) 
on I, x &. x C(R, R”), completing the proof. 
We shall need information about some regularity restrictions on the 
initial data which are propagated by solutions. 
THEOREM 2. Suppose u(...; s,f) is the soZution of Eq. (6). Then u(t; s,f) 
is in C’(R, I?“), on I, ) iff is. 
Proof. Using again an iteration scheme, we can construct a sequence of 
continuous maps zJn) : I, x B,,, ---f B, C C(ii, I?“), u’“)(O+) = f, converging 
to 24 uniformly on I, . An induction argument shows u(ll) is in D(a) ((Aa) ~(~1 
is defined) and rP) and (A%) U(~) are equibounded uniformly on I,. So, 
we can assume s-lim(AB) u(“), n --f co, exists in C(R, I?). Since (Aa) is a 
closed operator, u(t) = s-lim z~(?~)(t) and the existence of s-lim(A8) u(“) 
forces s-lim(Ac?) u(iz) = (A+; i.e., u(t) is in D(a) = C’(R, P) on Is, 
completing the proof. 
Since a quadratic operator Q is a C” map, we can repeatedly apply Theorem 
2 and obtain the following corollary. 
COROLLARY. Iff is in nn,, D(3) C(R, IF), then so is u(t), on I, . 
Nonglobal solutions u are easily constructed for the two-state models 
with either collinear scattering [9, p. IS] or uniform scattering, This is done 
by looking for special solutions for which the mass density u,(t, x) + u,(t, X) 
is constant in x for each t 3 0. It is significant that the initial data u(O+) 
of these solutions is not in the positive cone fl of C(R, F). 
Kinetic maps have a natural and useful decomposition into the difference 
of two positive maps. Writing the i-th component Ki( g) of K(g) in the form 
Ki(g) = ( C Kjkgjg, - fC,gl”) - ((w-2) C K:,gj) gi (7) jkfZ jiii 
505/10/2-2 
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and defining the maps P and I- of C(Z?, R”) into itself by setting P,(g) equal 
to the first quantity in the right side of Eq. (7) and I’,(g) equal to the last. 
we have K = P - V. Since I$ ,: 0 for .i, k f- i and Kj,, .<z 0 for tither 
J’ or k = i (Definition 1, condition b), we see that P and F arc positive maps 
over the cone A. 
LEMMA I. Suppose K is a kinetic map on <‘(ii, Ii”). Then, giz>en atzy 
bounded set E, there exists a positive (diagonal) operator D on C(a, R71) for 
which (K + D) is monotonic on E. Since K(0) = 0, (A’ + D) is also a positive 
map on E. 
Proof. It is sufficient to restrict to f and g in some ball B, with f < g. 
Using the mean value theorem for Banach spaces and the majorizability 
of the differentials dV I,! for Jz in B, we have 
V(g) - V(f) =L(g -f) < -wg -f), 
where L is in the convex closure of {dl r :,, : j < h < g}, and where $2 
majorizes {dV Ih : h in B} and is diagonal. 
I f  D is a positive diagonal operator, we have 
(K + D)(g) - (K + D)(f) 3 (P(g) - P(f )) + (D - M)(g -A. 
The first term is in A. Choosing each dii to majorize maxi? rnij , the second 
term is also in A, completing the proof for the case when E is a ball. The 
extension to general bounded E presents no difficulty. 
Before showing that all solutions u(t; f), with positive initial data f, are 
positive and exist for all t, we present a fundamental integral identity for the 
solutions of the kinetic systems of Eqs. (3). P ovzner developed this identity 
for use in his work on the existence and uniqueness of solutions of a modified 
classical Boltzmann equation [lo, Lemma 3, p. 2091. 
The notation 
is used. 
LEMMA 2. Suppose u : I x {f } --f C(& Rn) is a continuous solution of 
Eqs. (3) with existence domain I = [0, t( f )I. Let D be a positive scaling operator, 
as in Lemma 1. Then the validity of Eqs. (3) over I is equivalent to the validity of 
1, (h(x), u(t, 4) dx = JR <(e-““etvah)(x), f  (xl> dx 
+ ss 
S)De(t-J)Yah)(x), (K + D)(u(s, x)) ds dx R 
(8) 
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over I for all h in C,(R, R,“). (For any class C of functions, C, denotes those 
with compact support.) 
Since Lemma 2 is the keystone in our development of the monotonicity 
and positivity properties, we present an adaptation of Povzner’s proof, 
applicable to the system of Eqs. (3). 
Proof. We present only the essential ideas, letting the reader supply the 
appropriate integration theorems for connecting the chain of identities. 
Multiplying Eq. (3a) by h in C,,(R, R+22) and integrating over R, we see 
that the validity of Eqs. (3) over 1 is equivalent to the validity of 
j, Wxl, u@, x)i dx = j, ((e”“ah)(x>,f(.~)) dx 
+ s.i R 1 ((e(t-s)vah)(x), K(u(s, x)) ds dx, (9) 
over I for all /2 in C&R, R,“). 
In the same way, multiplying Eq. (9) by v in C,(1, R,), integrating over 
R+ , and remembering that C,,(l, R,) I C,,(R, R,“) is dense in C,[1 x R, Rfn), 
we see that the validity of Eqs. (3) over I is equivalent to the validity of 
(I+, x), u(s, a-)) dx ds 
R,XR 
Z 
i’ ((eSVa@(s, x), f(x)) dx ds R+XR 
+ JR + XR (s: 
(e(t-s)Va@(t, x) dt, K(u(s, x))) dx ds 
over I for all fi in C,(f x R, R,“). Th e integration order ds dx dt is changed 
in the Iast term to dt dx ds, 
Adding to the above the identity 
B(e(t-s)Ya&)(t, x) dt, U(S, X) dx ds 
= jR 
+ 
xR (5: (ect-s)Ya%C x) dt, Du(s, x)) dx ds, 
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we see that the validity of Eqs. (3) over I is equivalent to the validity of 
jR LxR (m, 4 -t j ' 14 e" ~"~"A)(t, x) dt, u(s, .*.)’ ds rls 
s ) 
. 
=_ J 
((&v7)(t, x), f(x)) dx ds 
R+XR 
“‘““f?)(t, x) dt, (K -1 D)(u(s, ax)> d.lc ds (IO) 
over I for all fi in C,(I x R, R;~“). 
I f  H is related to i!i through 
-a((~, x) = -H(s, x) + jrn L)e~“~“‘U(e’f-“‘“aH)(t, x) dt, (1’) 
s 
then the reader can easily verify that 
jm (e’t-““‘a@(t, x) dt =z j; e-(t-.~)D(e’t-.~‘YaH)(t, x) dt (12) s 
is true. Applying the operator a/& + I’a to Eq. (12), we obtain Eq. (I 1); 
so that Eqs. (11) and (12) are equivalent forms for relating I? and H. Using 
Eq. (IO), we see that f? is in C,(I x R, R,“) if H is. 
Substituting Eq. (1 I) into the left side of Eq. (IO), substituting Eq. (12) 
evaluated at s = 0 into the first term of the right side, substituting Eq. (12) 
into the second term of the right side, and returning to the original integration 
order ds dx dt, we see that the validity of Eqs. (3) over I is equivalent to the 
validity of 
J” W(t, 4, 4t, 4) dx dt R+XR 
a 
-J 
R 
1 
XR (e-““(etYaH)(t, x),f(x)) dx dt 
+ 1, XR 1; (e(t-s)D(ect-s)vaH)(t, x), (K -I- D)(u(s, x))) ds dx dt + 
over I for all H in C,(I x R, R~, ‘,). 
Since C,,(I, R,) C,(R, R,“) is dense in C,,(I x R, R+n), we see that the 
validity of Eqs. (3) over I implies the validity of Eq. (8) over I for all h in 
C,,(R, R+n), completing the proof. 
Using Lemma 2, we prove 
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THEOREM 3. Suppose u : I x BhT( f) -+ B,(f) C C(R, R’“) is a family 
of local solutions of Eqs. (3), corresponding to initial datum in B,,(f) and 
existing ooer I = [0, t(f )]. Then u(t; . ..) is monotonic on B,,(f) oaer I; i.e., 
u(t; 4 > u(t; g) on I if h >, g, for g, h in B,,( f  ). 
Proof. Since K + D is monotonic on Bhr( f) for a suitable positive 
scaling operator D (Lemma I), and since A(D) is invariant under e!r8 and 
et0 for all t in R, we see from Eq. (8) that u(t; h) - u(t;g) is weakly non- 
negative over I. Therefore, using the continuity properties of u, we have 
u(t; h) 3 u(t;g), completing the proof. 
Since K(0) = 0, we have the immediate 
COROLLARY. u(t) is in A oaer I ; f  u(O) is. 
Since err”% cannot map the boundary of A into the interior /lo, it is not 
possible to show a strict positivity property for u(t) without placing some 
additional restriction on the kinetic map K. 
We now have sufficient information to show that local positive solutions, 
associated with positive initial data, exist globally, Without attempting to 
give the most general result, we consider only kinetic systems with irreducible 
kinetic maps. 
We recall that a kinetic map K is called irreducible when the associated 
{Kj,) satisfy the following: For any partition I u J of the integers l,..., n, 
there exists K$; + 0 with i in I and j, k in J. 
COROLLARY. I f  K is irreducible and g is in A, then u(t; g), ~(0; g) = g 
exists for all t in R, . 
Proof. Let 5 in R,‘” be a solution of K(t) = 0, normalized by 
Since K is irreducible, we can assume [ is strictly positive [4, Theorem 41. 
For convenience, we let j be the canonical imbedding of RTL into C(i7, R”) 
given by 7 4 j,,(x) I 7, .2* in R. Then (Aj6 : h > Oj C Aa is a positive critical 
ray of K. 
The statement of Theorem 3 can be easily extended to show that u(t; g) < 
u(t; Aj,) = Aj, over I, where X is so chosen that g < hjE . Since 6 is strictly 
positive, any g in A can be so bounded above by some Xjc . 
Since the inequality u(t;g) < Ajr , for suitable choice of A, holds over any 
existence domain for u(...; g), a standard argument for continuation shows 
that u(t; g) exists for all t in R, , completing the proof. 
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As evidenced from the reasoning emplo!-cd in t11e last argument we can 
also make an assertion about the behavior f  b ‘r of the orliel--prc)jection 7i 
of u(t) onto a uniqlre (positiv-e) critical rav 
Oj, == (,Ai, : h ;, 0, (2 in Kbr’, K(t) 0, $ ti =7 1). 
When K is irreducible (so that it has a unique positive critical ray), the 
order-projection r : C(R, R”) z CIj6 C C(J?, R’“) is defined as follows: 
f- n(,f) = X(f)j, , i\(f) is in C(i?, I?,), when /\(.f) is uniquely determined 
by (X(f) -- <)j, <.f < h(.f)j, , c ‘:- 0. 
Since ; ,I( g)i j, , s 0 in 11, is a (positive) steady-state solution, we have the 
following 
COROLLARY. Suppose K is irreducible and .f i.s in A. Then 
u(t;f) < +#f>)j< , t ‘>> 0 
and 
/ h@(Cf)! < I @(s;f))‘, t > s. 
7. COMMENTS 
The 2-state colinear scattering model (Example 3) was originally proposed 
bv T. Carleman [2] in his work on gas kinetics. Carieman also considered 
the associated space-independent model [l, p. 1001. 
The problem of global existence of solutions was previously worked out by 
Kolodner [9] for the two-state collinear scattering model. Using special 
properties of a related Ricatti system, he developed the global existence and 
showed the applicability of his methods to the n-state generalization of 
collinear scattering, i.e., special K of the form 
Koiodner also showed that 
H(t, u) = 1 c ui(t, x) log z+(t, x) dx 
R I 
is an H-functional for collinear models with doubly stochastic generators 
h+ 
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The problem of determining the appropriate H-functional for the 
generalized systems of Eq. (2) is still completely unsolved. Some work has 
been done. Jenks [4] has found suitable Liapunov functions for the quadratic 
differential systems considered in his work. Using these, he established the 
convergence of (positive) solutions to steady-state values [4, Theorem 131. 
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