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fhft pfmnt diMtrtatlon im iMlng estaltttA to tti* iXIgsrte 
UimXim TIaiTvrsllQr, iIUarlt» in p«r«lal. fuinijwiit of tte r«q»ls«* 
aiiits for tb* SegM« of Masttr of PhlUsopliir* 
ttiit dlMtrtatloa jieaiswit^ th» d«TtUp«uit of M M br«aol»« 
in tfat fimlA of Benllaoor Bpogrftanlng, It oonoioU of flTO ehi^ttro 
vitb a ooojffoboiioivo Uot of rofixvuooo givon at tbo ond flrrai^od 
•IsludbotioaUy ooooording to Htm ontlior^s naaoo, 
Clioptor I i s an introdootoaey oliaptor. Hi dof mo tbo prebloo 
of aatbomttioal pvograamiag and oo a ^ooial oaao tho probln of 
aoallBoar prosramiiig (with teiof hiotorioai okotoli)* Its oigai* 
f ieanoo hao bo^i doooribod tijr fOnwlatiiig oooo pvoblons ao VLB 
pvoblom. ften no givo tbo obsfaotovisatioa of noaliJioar progra-
•BUI^ by Koliii^ liioktr and John l^ita. Cbaptov II and Chapter III 
doal with tho idoa of Coofoz porosroaniiii and nonoonvvx pvotraBoiag 
and thoir aolation nottiodo r^ypootivoly* &oaI prograoming teohniqoo 
ia dioottooed ia Ctuvtor XV« Sio oLoaiag oh^ter i .o , Chaptor T 
psosonto tho oonptttatiooal psrooodnroo for oolving dionroto and 
oontinooos dynaado prograaoiing problomo. Iho problaa of diaooaiona* 
U t / in djnuttio pregvaoning io aloo diooaosod. 
( n ) 
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l . l SfttteaaUwl .ggggrflnaiag : HathMiQtloal prograBnlng i s tfa« 
aO0t iiaportaat group of avallabl* qaaatitatlTe t^ohaiqaee in 
op«ratiofk research* Mathomatioal prograoBilng refers to a groan of 
oattieaatioaX teohnique vhloh vmy be used to find out the optical 
solotioae to problems lovolYlng a& objiotive fonotion of unknown 
variable Sf oabjoot to a noial>er of side constrainte, 
!Ehe general problem In mathttsatlcal pregraminlng le to find the 
•aloe of some vorlablee which will optimise (i«e. oaxioise or 
minimise) the value of an objective function subject to a set of 
side oonstrainte. Ihe mathematical programnlng problem can be 
formulated in the following general form 
Maximlee (or minimise) 
f U ^ f . . Xjj) . . . d . l ) 
subject to 
*1^»***» Xn)*'^(i"lt2, . . . ,1p) . . . . ( 1 . 2 ) 
and ^^l ^ (3 M t . , « f n ) . . . • ( 1 , 3 ) 
(2 ) 
«li«79 f(Z|^,,.«,Zj^) l8 tba T&Iuo of the obj«otlv« funotlon nMcih 
aeasuree tlie effcotlvtiiese of ttm deoisloa and S4U)^f..»x^) i o 
«r« «h« oonstraiats. x^iSiM Tarlables Hiat art sublet to the 
control of tlie deolslon laakar. 
me objeotlve fimotioa is a aathetziatloaX equation deeortbinf 
a fnnotional relatlonehlp botiveen •arloae Tariables (deoielone) and 
the outooas of ttie deolslon* Zhe r.!.P,P« can be olaseifled under 
different beadinga and no single teohnlqae has been found to be 
universally i^pplloable for every olnss of :I.?,P. Separate algorltftuBs 
are available for almost all elasees* 5one is^ertant elnsf^e are 
as folleelng : 
(1) Linear Program^ning 
(2) nonlinear Progr&iBiing 
(3) Dynaoio frograoming 
(4) Quadratio Brograaeiing 
(5) Integer frograaming 
<6) Goal irograBBaing 
(7) Geooetrio PrograoBsing 
(8) Convex Programing 
(9) Honoonvex Brograiartiing 
( 3 ) 
(10) Stoohastic frogmsaiiig 
(U) Paramfttrlc Progrannliig 
(12) Chaooe Constrained Prosratssilng 
(13) Separable Prograoslng 
(Sbte that all of tlieee olaaaes are not taatuallj ezcIttslTe). 
For jttie porpoae of tlile dlsoertatloa in the snoceedlng chapter 
we will study the Honlinear BrosreoEalng Problem (IILP?) in details. 
I.U2* llnnlinaay ftoirramiitnH aofl W o f nintiafiaal tlatob : 
Ih oany situations ^e assoaption' of linearity as applied 
to a zsal-«orld process might bs qnentionabls. In recent years, 
there has been a great deal of researoh applied to the situation 
of what we will oall ** nonlines^ prograDming problems **. lethods 
that are derived to solve the broad set of problems that maks up 
this fonotional olassifioatiott will be referred to as nonlinear 
programming algorithsM. 
Any linear optimisation model oan be viewed as 
n 
maximise £ o. x. /., .^ , 
n 
sttbjeet to £ 
3"l e^i^ x^  i ^i for i- l»2, . . . ,m . . . (1 .5) 
Xj > 0 for 3-1,2, . . , ,n . . . (1 .6) 
(•) 
fte %«ni aonlinaar prograaeBiog OMiftilX vtwa to pro'iUns Moh M 
AoalliiMHPy bat «tU<^bav«d faootlmw of n »«aX TarlAbloo, 
ifitsallj (1*7) aaft U«8) eaa be TJind «• a oaoooioal form £nr a 
aoAUaiav svogroHiiiig probltot aiaot «• oan oonrort tbo optlalMi* 
tlAii t» * iBUflrtmlSKliott * ai)& ttit ooiwlraiiits as InoqiiaUtiaa « i ^ 
tilt Aivootioiui gif«a In (l«8)« A noiMMgatiTitar r«0trlotl(»ia on a 
rmUMblM Z4 oan bo oontidiiaa in (l;^)t aipapooeod a« ««4 ^ o. 
OiifftoaKurltar» intog«r«valtioa otlpolatlon on tlie x^  aro not 
•oooiq^ ao0Od in viliat mf toraod ** ooaUfloar prograaaing probleiM • 
It has boon notod tiiat i t «aa tlia diaoovexj in 1947 of a 
pvaotioaX mmrioai preoedoro tot oolTiag ilnaor prograning pftlbUm^ 
wM»h poFOvidod tho n a l w^mTn tm tba pbonomnal growth of intoroot 
in tlio tbaory and appUdition of pxtgraaiiittg prc l^ooa «hioh aM 
oeoBvod aiooe tba&« fiha naiorioai parooodwo f»r solving lineor 
pgogr—aing popobloas, oallad tlia siaplos attbodf was deviood bj 
Ooergo Oaatsig vhiU bo was a asoibor of a group abiob, undor ttio 
direotion of Mersball iood» «•« aorking on oortain tsrpoo of 
( 5 ) 
prograaming proble!a8 for tim tinitdd States Air Ibree, Although tiw 
•laplex ast^od vas d«y«loped in 1947« i t ms not gtAerally available 
until I9$lt when i t mui puhlisbid in i^ Cowlee OomBiseion Monograph 
So. 13f oditad by ?. Koopoana 0.951]. 
Znterast in nonlinear progranoiing problame davaio mA aioalta* 
naotttly « i ^ tho growing interaet in linear pregraaning, la 19^ 11 
fi.i.BUihn and A,W, Tuolcer [1951] published an iii^ortant paper. 
** Nonlinear irogreiKaing *» dealing with neoesaory and auffioient 
conditions for optimal solotlon* to prograoming probletsfi. which 
laid the foundations of a great deal of later work in nonlinear 
prograaiaing. Sone generaliaatione of their tfaeorctioal work by 
other aurora appeared later in the book, studies in linear and 
Honlineor Brogranming ) |» edited by E,J,Arrow, i.Turwloz and 
H.tJzawa, and published in 1956. 
In 1954# A. Cbarnes and C.Leake publialied an approximation 
method of troatlj^s problens whioh have as an objective the •nini-
aisation of a separaale functions having a property which we shall 
later refer to as convexity* An alternative fonnalation of this 
problea was given by Oantaig (1956]. Later the teohnique was 
generalise by C. f i l ler £l%3] to inelude separable constraints. 
( ^ ) 
3«giniflg ia 1995» a nuober of pap^ r^s by different autbors dealing 
wildi goadratio prograoning began to appear, there iaoLude the works 
of ii. Barankin and R. Dorfaan {3,955] t E.a.L.3eal [1955]f U t^ank 
and P.Wolfe [1-9561, H l^Jarkowita |1956], C.Iiildreth [1957], B,iiouthakkax 
[1969]t and i . iolfe |1959]. Additional papere hove appeared since 
1959. Sxoept for idM paper by Barankin and Oorftaan, each of the 
articles cited presents a ooaputatiooal teohoique for solving rua-
dratio progrcKoaini probl<»ae. All the teohniques differ slightly. 
The one eoggested by Wolfe [1959] i s the beet knoern and has ths 
great advantage that i t reduces ths task of solving a quadratic 
programraing .^ rohlsoi to a form psroitting ap )lioation of the sinnlex 
T3ethod« 
Ikiterest in integer solutions to linear progranuiing .^robleas 
arose early in the dswlopoient of the field. One of the firivt paper 
to be concerned with the subject was that published by Banteig, 
Tulkierson, and Jtftmson [1954 ] • A later paper by !,!arkowit2 and 
rianne [19573 discussed nusierical techniqass and, in addition, SOIM 
types of nonlinear prograoming probletas which could be solved by 
integer linear progra i^iaing. Although the above pc^rs presented 
cOBpatational techniques for solving integer linear orograraoing 
( 7 ) 
problame, Goiaazy (1938,19603 «aa the first to set forth a osreteaatlo 
eotapatatlonal teohnlqtte for which It oocld he proved that 
genoe would be obtained in a finite nttsftMr of iterations. This was 
done in 19$8 for the al l integer oaoe and in I960 for the sBlaced 
integer'-contini oue variable oaee* 
The history of dTnaaio prograiaraing i s intimately aseociated 
with the name of Riohard Bellfnati, who in fact niade the najor original 
oontribation: to the development of the sublet and pubilshed his 
result in about 100 papers throughout the 19^ 0 *6. A summary of this 
work i s oontalned in his book, Dynaaio Progratjolnis [1937], and in 
^le book, Applied Bynaaio Programing, oo-«uthoured with s.Bre||fu8 
and published in 1962« Aris authored two books on dynaalc progranming, 
f irst in 1961 and the second in 1964, Ih later 1364, Aria, neahauser, 
and Wilde {19641 developed a generalised theory for dealing with 
branches, cyclic, and looping ooltistage si^teo . li.G. tltten [1963, 
1964] also contributed greatly during this period and sup lied oany 
of the underlying ideas for impMrtent future developnent, l i t ten 
0.964], Denardo [1967], and Dreyfus [1965] al l independently 
contributed to m^ e aatiaeacitioal properties of the dynaialo /rograsining 
ap roach. Ilenhauser Q.96G1, Jrightler, Phillips and itfllfls DL9761, 
( 8 ) 
Whit« [1969] also pttbllflhod the books « i dynealo prograoolng. A 
oOQplete tseatotnt of noiioerlal dynaoio prograaming can be founA 
la fjat tent by 3ertUo and Brioeohl [19721 , Honserlal Synaaio 
?rogranralng. Cempater programs ana a general theory for oioasd form 
solutions to nonserlal dynamic prograiasilng probleois ha^ e been 
developed by Pop^ t Curry, and Phillips [1982], 
This ie the technique whioh v l l l be discuBeed in detail in 
ohapter-f . 
Oradient teehnlquee have long been of interest In mathematlos 
and physios. We use this technique for solving convex and nonconvex 
programming problem in chapter-II and ohaptcr-IIX, J.B.Dennis DL9591 
seems to have 'oeQa ooQ of the first to set dovm the elements needed 
for a computational algorithm for convex pr^roonilng nroblemn , 
althott^ he did not study the iubject in any detail, i-ater, somewhat 
different detailed algorithms were developed by u.zoutendijk (l9S9] 
asd Hosen [1960,19613« Turtiier developments in thi^ ^ direction are 
contributed by the various authors such as 2ang«ill (1967 j , Fiaoco 
and riCCarmiok 0^968], C4ttle D.971L ^alas and Burdet [^373], 
Sargart [1974]• Bansal and Jaoobsen {).97^a], ..orst [l976], Avriel 
0.976], &uavin |l977], Basara and Shetty [lJ79], Jen-Israel and 
( 9 ) 
3«ft-mi 11.982], Orinold [19831, A-Ech-Chftrif and :;.cker 0-984], DBluban, 
Eokor and Kupfereobaid 0-98$], Son aod Shorall (X985], ^^ hang [1985], 
Herokovlts Dl986], Hoffaen [1986] and Calacjal and iore [1987], 
We have made no attenq^t to trace the oeriglns of claselcal opti-
misation techniques, which hegan to be developed early in the eighteen 
century, laahy great !m t^hetQQtlolaa8, Including Hevton, Lagrange, 
Bernoallie, Harailton and Weieretrase, oontribttted to tbeir develon!!ient. 
This i s very brief historical survey which has emphasized only 
what aeerss at the present tizai to have ueon t\\Q aost isiportant 
contributions. It ohouXd bo pointed out, howover, that nonlinear 
prograo-r.ing i s s t i l l in a state of flux, and a history written 
ssve^ral years froa now aight emphasise quite different things, 
i?his also idplies, of course, that sone or a l l of the ooi!Q>a-
tational teohniques laresented in this dissertation nisty be siupersfided 
by !30re efficient ones in the not too distant future. 
1.2 tUgnlf Icaaoa .At .glfflllMar .gggBrglUPtoft : ^^ nonlinear progra-
mcjing problem arises in a myriad of forms and may be found in the 
natural s^ian&es, physical soienoes, engineering, induntry, eoonooics. 
( 10 ) 
oatbtoiatlce and in businese and gorsmment. 
Today* the pre ponder anae of oathesiatlcal prograntning ap,>lioation 
to real tsaoagerial decieioa oaking eituatioas etn; loy linear apnroslo 
mationst rather than expliolt nonlineior forraulationts. Bat the lapor* 
tanoe of nonlinear prograsBslag applications i s growing. l!biB Is doe 
to the rapidly increasing oophletlcation of oanagere and operations 
researchers in Impleoentlng decision-orieoted rm^eoatiocil rnodola* 
as -oil as to the growing availahility of coaputer routines capable 
of solving large-«oale nonllBeosr probleos. 
The oAin objeetive of 'ILP i s to specify the means of calculating 
the optimal point, Howovw, lih? also presents a powerful canceptoal 
fraoework for problem fomnlatlon, even if the varloos fonctl'>n8 
iavAlved cannot be explicit ly deterwlnefl or if It i s Inrof^slble to 
preol0»ly calculate the optiiml point. 
We shall fornmlate soiae probleos which are given to understand 
the signifioanoe of the : nonlinear prograaoii^. 
i . 2 .1 gutifaTWl^  fi9'^ *''^ l ^tf^^^ • Optimal omtrol i s used in nuiaerotts 
dynaaic engineering and econoaic probleiss requiring the selection of 
control. Certain control variables govern tto evol^oLtion of the 
( u ) 
oytliem firom OIM p«rlod to Hi* next and nmot be eeLeoted to maxisiizA 
(or miniialse) an objeotlTS foaotlon. 
'2ao types of Tarlables are eeeentlel to tltm proDiem the control 
TarlableB, u** (a|».«.« aj}i and the etate yariat)leB, x*>«(xj,...,xj)' 
whioh entirely deeorlbe the asrstem at time 1. 
Given the state x at tlae 1» ne specif the ohango in the 
state froia tlae i to i**-! by a teoter transforoation fonotlon 
g^(x^,n*) • (s^ff...t S^)'. 3ius in vector notation the evolotloa 
of the aystea fron tl»e i to i-*-! i s 
note ^lat the ot^ ange in state depends upon boHi ttie state and the 
ooAtroI. 
A profit (or cost) ) i s also aesooiated with being in 
state x^ and using control u^, 
% ooiqplete fonanXation of the prohlea the initial 8ta*;e of 
tbi system x' oust be specified. Also the final state of the 
fOreteot X , oay be given either explicitly or iiaplioitly by 
Wi 
requiring x to satisfy certain equations 
( 12 ) 
WtMUH 
¥• oay now f onaulate the optimal control problem ae 
Max £ f* ( x^, vf- ) 
•ub;Jeet to g*(x^,u^) • x*, x^* \ i-»l»...,i 
wtaere x* i s given and g^ and q are TOO tore* Ihia i s tbe d/naoic 
HLP problem. 
£kplioitl7t tiM optimal oontrol problem* by selecting appropriate 
oontrol voriablest seek to maximise the total ^jrofit oter \ periods. 
HoeeYer* the sgrstem lasst satisflf a oertaia in i t i a l condition , x* 
evolYe in a sp^oified nannor, g^(x ,« ) "*" x ^ » » and result in 
a given terminal condition, g(x ) " o. 
1.2,2 Cl^ em q^^ l ^ nimiriipH ^i^lf^ • 9ie chemical equilibrium problem 
i s well known and is encountered in the analysis of ^he perfcmnttee 
of fuels and propellents and also in the sTntheeis of organic 
compound. It requires determining the ohemioal ( i . e . molicular) 
ooo^ositlon, under the ohemioal equilibrium state* of a ooo^lex 
C 15 ) 
!3lztiir« oontaiAlng m dlffer«at types of otmrnieal oler^ents. A viable 
ooasequGooe of the eooond Imi of thtmodynaetlos Is that suoh a 
obsaioal tiilxtiiz*s If beia at a oonstant toiaperatare and pre<^ 8iix« 
reaobee i t s ctieiaioal squllibrluis state when the Slbbs free energy 
of the alxtnre reducee to a mlnljaiua. %e pr^lea therefore eonsists 
of lalttlmlsiag the free energy of the laiztare sQbject to the oheoloal 
reaotions pMnible between the oheiaioal eleiaente of the talxture. the 
following formlatlon of a tsatheaatioal node I for the eqallibrltiffl 
pvoblea Is dae to sfhlte et al ild^]« 
suppose there Is a mixture of a oheaioaX eXesients and it i s 
kQ<ov& in advanoe that the a different ty'pes of atoms oon oonline 
/ / 
ehetnically to prodace n oompoondst where a noaotonie aton ie regarded 
as a possible ooapoond. l!he detertainiation of the equilibrium oonpo-
sition of the mixture is equivalent to determining the values of 
the moles of n different types of ooopounds in ISbs fixture whiOh 
-^Inlaise the Gi bs free energy. Let 
XM » the nttaaier of moles of oospound i present in ths oixtore 
at equilibrium state, 
a^j" the nut!^r of atoms of element i in a molecules of 
oompottod d» 
( U ) 
b| « the atuaber of atixalc fsttlghts of «le!3«at 1 in the 
mlxturo. 
X •" £ 2. ** tho total Qai3l)or of ooleg in tho mixture, 
l«l ^ 
The Olbhfl free energy of the mixture le 
a n x. 
CXt»...tX„) «• ^ O.X> • I X- log ( --*. ) 
*4 
• I x^ [ o ^ •»• log "-ji-'•"• ] . . . ( X . 9 ) 
ii)i«re 0, «» ( -— )a ••• log ^. 
1 H5 1 
(f®/CRT))|^  being the model standard (Gibbe) free emergy function of 
the ith oocq^ ound (isrhose values available in standard taolee; and 
P the total atnioepherio pressure. 1!be laass balance equation l^at 
T3U8t hold for eadi of the m elements are 
£ a,. X. » b, ( i « l , 2 , . . . , a) . . .(I.IO) 
x^ i 0 ( 3« l ,2 , . . . , n) . . . d . l l ) 
Ibtts* we have a nonlinear prograaeiing problem of finding Xj^ t•••»Xj^  
vhioh ainimize the nonlinear fonetioa &(x^*»«.»x^) given by (1,9) 
( 15 ) 
subjeot to the lineaor con«traiAta (i.IO) and ( I ,U) . 
l«2«3 gett^lta, tf llOTigtMtftB ; ^ aaoy ezperloMital or observational 
stQdlest we cocae aooross tbe jrojLetn of fitting a response sorfaos 
(regre9?<lon model) to a set of data* Suppose x » (xj^»,..»Xjj)« is 
tlie veotor of control (or inde:jendeat) rariabUs and let ^ be the 
response or oe'^ eiirenient ^tavoricddle. Further, suppose y^ ^ is tbe 
ith obseryatlon or response oorresponding to control Level x^ ^u*** 
••• *nl^'* ^ ** ^••••» «^ ^^ problem i s to f i t a regrespion surface 
of the form 
y - f ( X ; e ) . . . ( i . l 2 ) 
irtiere 0 « (S^^t...* ©j^ )' is thevec^r of the parooeterc to be 
determined f^on the given data, Stequontlyt 6 i s constrained to l ie 
in the paraoeter space -H- (CR*) usttally specified by a prior 
knowledge!® of the paraoeters. lor exaia,;le, if the parasieters am 
required to be nonHMgative, then -^» l® : © 2 o} • '^'^^^ M?e 
different eriteria for choosing the values of tbe araiaeteri<«. r.offle 
oooBiDnly used criteria result in the following regreseion aodele : 
(a) For a given a ^ f^ ^ 1 ^ d S-^ that tainioiaes the vveightftl 
L nora 
I w- ly-HfCx, e ) | ^ • . . (! .13) 
i«l ^ ^ 
( 16 ) 
(b) Find @ e -^ that alnlals«8 the weighted Chobyehew norm 
oaz \M \ y,-«(xi 0)|] ...d.U) 
I i 1 i N "^ * 
(o) For a given [ > o, find 0 e-A- that mlnlnlzes the exprtmilon 
£ «fi Cy* - f U» 0)1 ...(1.15) 
l"l * * 
Ih problems (o)» (b) and (e), W^ ,^,.., Wj^  are suitably 
preeeleoted oeltlre we Ightst -lodel (a) oorreepondlng to a • 2 
Is the oooraonly ueed weighted least equare regreeslon aodol, 2h a 
linear regression oodet, we have 
n 
f(xiO) » ^ ^i H . . .(1.16) 
1-1 ^ * 
It Is Imowa that the weighted leaet square llaoor regression model 
is the best model (boat In a certain statistical sense) when the 
errors of the measuremonts are unoorrelated and normally distributed 
w l ^ aero means and suitable variances. 2h practice, t'.epe assump-
tlons are often not satlftfled. l^us* we may search for robust 
estimators of the parameters, and the estimators defined by problems 
(a) - (o) eover a wide speotrun of pos^ l^bly useful estimators. 
Problenw of regreeslon may arise In a variety of areas sueh 
( 17 ) 
as engineeringt social and physical scienoest eoonoiaetriot indastsjr* 
and medioal soienoe. A typical e^anplc of Mgreoeion taodel is that 
of designing aa electric fitcber, where y. i s the resnonne of an 
ideal fitter at the frequency level x^^ and f (x^^ie) i s the rss^onss 
of a physically realisable fi lter with element values d. When aodel 
(a) with a • 2 i s used to find 0, i t results in the eo oolled equal 
ripple f i l ter. 
Problem (a) i s equivalent to 
(a*) Slnd 0j^f,..»Ojg and X]^,...,^^} «iat solve 
g ... , 
Minimiae Z V7 \? ...(i.l7) 
i»l ^ ^ 
subject to 
yj^ -f(x^ -.e) *K^io ( i« 1, 2, ..., n) ...(1.18) 
^^ •f (x^;e) • jt^  i o ( i - i , ...,n ) •..(i.i9) 
X^ i 0 ( i - !».... U ) ...( .20) 
e e -f^  ...(i..2i) 
It iliould be noted that the objective function of (a*; is 
linear if a » I. Further, if f U;0) i s linear in 0 and -^ i s 
defined by linear constraintst ^en (a*) i s a linear i^rosrcaamiag 
problem. l^Owever if G * 2, f i s linear, and ^/^ i s defined by 
( 18 ) 
IlnoGOf coostcaintey then (a') le a quadratio porogranaing problem, 
for a > 1, the objeotlre fuaotion of (a*) ie aliveys ooitvex. 
It Ifl clear tliat r^ roblea (b) is eqalTalent to : 
(b*) Find @2.>***»^  ^^ ^ ^^^ solTe : 
:iinlml0e X •••(-.22^ 
subject to 
Vi" V ^ l ' ® ^ • X i o ( i « l , 2 . . . . , i ; ) . . . (1 .23) 
X ^ 0 . . . (1 .25) 
0 e - ^ . . . (1 .26) 
Froblea (b') le liaear orogrera'nliig problem If f i s linear In Q 
and - '^ le defined by only linear oonetraintB. lia. ^.eneral, (b*) i s 
a nonlinear problem with linear objeotlve ftinotlon. 
1.2.4 OaUTml.AXlooatiiQa Itt ffamnk mrtas. : ^ t the ponuiation be 
divided into k etrat^and *p* eharactoristios by defined on each 
uhit of the £jopulatlon under study* 
Let ?|^ j» (i»lt, . .»k, ;}"l»«..»p) be the unknonn population 
aeane of the obeervations on the ith oharootesietloe within the 
( 19 ) 
iHi ttratna and b . d » 1,2,. . . .k) be the known proportloji c^  
eleiaente fel l lag In the Itfti stratoa. 
Denote by J^  and fj the tsro veotore of o^'e and 744*8 
reepeotively. TSmo over a l l population oean yy tor the j ^ oharaQ-
terletloe, le given by 
?3« k f^ * . . .(1.27) 
A stratified cample is a vector a » (nj^*..., nj^ ) where n^  2l o 
ie the number of Obeervatione draam independeatiy frora ith stratoa. 
Let X^  » (Xiy ^j»*«*t \ j ^ 3 *» l». . .» Pf be the vector of 
jQjjpj^ e WBmm foj. jtij oharaoterirtiCE! and crj* bo the 'nown within 
saa^ltns variances in the Ittx stratum f«p th« jth char-cterl«tleB. 
It i s aaouraed that given J^* {^ has a conditional k-vari&tss 
norttial distrioutlon defined by ^le ssean voetor J^ and diagonal 
verlances oovariaaoee natrix B.(j"l,«.«,p), tsiiose diagonal elemente 
are (r?^/ n.j ( i"l , . . .» Jc)f d " l t , . .»p) where n^ ^^  (^  n^^^) are the 
nueiber of individuals in ^le ith stratum on which we have laeasured 
jth oharooteristioe we do not ineasure all tbe p oharaotcrlrtics on 
eaoh individual of a stratum betfanse tbe oost of T:^  surins a 
pertioular ohoracterlstio in ^ e ith stratum nay be voxy high. 
( 20 ) 
?hls ie tte case for example, in sotais biological experloeats ^bert 
tbe aeasoreooats of a oertaln oharactorletle prove i; to be fetal. 
!7he prior Inforoatlon aboot the y ^ ' s s^ assoaed to be eivallable 
In terns of tbe k-varlate noroal distribution / . *s tirlth mean vectors 
mj's and non-slngulor oovarlanoe natrloes n.'s (l'"l»•..»?)• 
The posterior dletrlbutlo ^ of V. given any stratified saople 
n > o and otosenped ^^ Is sboim In Half fa and ^chlalfar (1061 ] , as 
k«*<varlate nonaal with xman vector Sj , where 
••1 
The over al l po,)Olation rieaa fa being a linear oociblnation (i,27) 
of 74 5*9 ^«» thG efore both a univariate nor^xl prior distribution 
with aean a^  " Jjra^  and variance 4^ " i S^  ^' and a univariate 
nor-ml posterior distribution with toeaa 
S^  » lim^  and variance Sj " i ' j il* . . . ( i .29) 
Let e. be tiie over head cost of seleotlng (apnroaching) an 
Individual fron 1th stratum for ooasureiaent and o^ be t!^ cost 
of iseasurlng jth characteristics In the 1 ^ stBatua. 
( 21 ) 
Tben the total oest o i s slven by 
° " .^, °1 **! * ,^ K ®il '^ll . . . (1 .30) 
She problem here ie to find a stratified aaeqple a^* Z o *^^ b 
oiaimieee (1,30) sabjeot to tbe desired preoisions assigned to tb« 
posterior variances of ?j*8. 
liOt W^ be given upper liait for tbe posterior variance of 
f.. Iben the oonstrainte of tbe problem are 
«^ - ^ ^ 3 U' i ^j 0-1...., P), 
and n^^ Z o, (i«l,,.., k, 3-l,..,,p). 
In case n. i s diagonal, tbe probl«B beeomes to find n . ^ o 
vhioh rainiaises (1,30) snob tbat 
Sj - j; i 9 . , (s-i p) 
where (Y4)|^ ]^ * i « l , . , . tk are tbe diagonal eletaents of 7. 
sobstitating 
^ij *" ^^^hi * ' ' i / ^ i j • Ci-l.....k, 3-I.....P) ...(a) 
( 22 ) 
«r »« • (»ij - ( ' t i W '^ij - ' ^ ^ 
Hie cost fanctioQ (L.30) redtsoes to 
k p 
A 'V l V \ X °i5 "i^  ^ V ,„ \^ \ ««^ 3^^ 11^ 13 -^^-'^ ^ 
axkd the oonstralntB now b«ooiai 
k '^ ^ 
- i w. i.l . , , - '^' 
and tt^^ I ^3^11 ...Co) 
fhe last team in (1.31) Is constant «ith respect to n^ ^^ , Ttm 
total saniple noabers from the strata (n^ » i>>l,,..tk) do not enter 




Xj^ a « — ( i « l , , , , , k , 3 » l , . * . , p ) . . . ( d ) 
"i4 
and ?j^ ^ « 0^^ cr | j (i«»l,,,.,k, Je l , . . . ,? ) 
the problem reduces to the following froa ainixsise 




k ? ^44 i W., (3»l , . . . , p) . . .U.33) ^ ^1 ^1^ ^ ^y J^"^ ***** p^ 
and X .^ £ -— - -^ C l"l»...»k, 3 - l , . , . ,p ) ...(1.34.) 
Probleo (1.32) - (l«34) i s a noaXinear ijrograffiilttg pr<H)Ief3 la 
iThioh tho constraints ore linear and the objective function le 
convex for X-^  > o, 
1.2«5 ? l ^ t Q^^ ^^ ff*^  ^obl^ i>i : Plant location probleos are actually 
a variation of the fixed-charge model, there le a ntuaber of receiving 
etatione n and the deaands at theee destinations are satisfied 
froa m potential ,)lant8 or warehouseSt n Is larger than n, 
Tfaers are instalatioa of each ^>lant, and the objective i s to 
rninisilse the total cost Including the fixed costs and trongportation 
costs bstneen origins and destinations, The problem reduces to an 
arbitrary transportation nodel witli the exception that a fixed 
charge terra ^ cippears in the objective funoti n if for any j , 
( 24 ) 
X.J > 0 ana Tanlslies otttfrurlse, wbere x.^ . i s the aaoont traaepertcd 
from 1 origin to i destltiatloa clearly, fofr pr^epeoified fixed charge 
the problna is an ordinary tran^ortation taodel, 
there i s a wide variety of ^goritha and a rich literature, for 
the plant location problem. Ihey very prliaarily in the details fer 
oonstrttoting the objective and constraint fnnotionst bot the basis 
idea remains unchanged. 
An exeellent exposition of different algori^ims may oe found in 
the work of Elashafei (1972). 
1.7 StecflQtert«tlf?n of .ffig.artthUa : 
^•3.1 te^'a /ifTW D-^ 02] : Every solution of A7 > o also satisfies 
li'X ^ Of ^ f ^ ^ vector i ii o , 
subject to the oonstralAts 
A'ii - n 
Peaaible Dircfotioif^  : A feasible direction at a feasible point ^ 
i s a direction jft vit^ the necessary property that X -^^  r ^ i s in 
the feasible ect F for all r sufficiency ^sall. The set of all 
feasible diriotlon at i^  as 
3(3) « i I X* ri e P for all 0 i X i<y 
where o o. 
( 25 ) 
Pffftt^iAflt ^W^gttllPa : T^ i* i s optimal «h«n the oonstralnt 
qoalifioatioa itnposes th6 following reBtriotion on ttie oonatraint 
«0t : 
Tr(|) c 9(1), where f^ (^ ) is a set closely related to tte aet 
of feasible direotic»i J){^), 
ID. Tortue of ir(^) e irC;^ ) l,e« for a fea8l2>le direotlon 4 
at g 
^g^(2)« d 2 0 » i •" i-.....!l and 
dj i 0 , 3 • l , . . . » k 
this i s the saiae ttaing as 
IT ci*) - 5 a*) 
i.e« the closure of the cone of feasible direotion/sequals the 
oonTtx polyhedral oone '^{g ). 
i .3.2 SMl^ ff>»lHyolatt> IteoftBitagv Qonrtltlonii : ^ t i* be an optiiaal 
•elation to the following SXiP problea 
liax f(^} 
eubjoot to the constraints 
g^Q^) > 0 ( i » l t 2 , a) 
( 2 6 ) 
«lier« a l l tuaotlons «re diff6re&tia})le« Asetuao that the oonstralnt 
qoallfioatlon holds, Then ? a wo tor n • (uj^f...* ^n^*f "-t . 
taie followiisg holds 
• • V j ^(2 , jl ) i 5 
• • 5 V j 5j)(j , JJ ) a O 
a; io 
^ „ ^^  ^*. Ji*) I d 
a*v« (^ J*, fi*)» o 
io 
vhare tba scalar Ainotlona 0( 2* ft ^ ^ glTtn by 
. . (1.36) 
. . ( i . 37 ) 
. . (1.38) 
. . ( .39) 
. . ( .40) 
H i"i 
, . .(1.41) 
and ^ m { , . . . , — ) , 
8X^ 
1.3.5 JaiMgngUaay ,0C ,^,$.gOattiUQaa : ^ Sive an example 
8ho« ^10 It.T.oonditlons are not imffloiexkt for a point X* to b« 
optioal. Consider the problem 
!Sax 7r 
stthjeet to the oonstrainte "^ i ^ i ^ . 
( 27 ) 
W« trill flbov that «b« K.T.oonaitloaa hold at X • «*l irihloh i s not 
optimal Calziod the optiaal le at X* » 2 ) . 
H«r© f (X) - x^, gj^ (X) • x n i 0 and g2^^> " ^^> 2 <>. 
^(J, j ih X^  •• u^(x*l) • Og (2-^) 
Vjt (^(X,u) » 2X • 0^- Qg" "^ *** "'l"' «2 " ® . . . (U42) 
\7g ^(X,a) •• ( x n , 2-X) » (0,3) i 0 . . . (1 .43) 
«• \7B«>Utt») » 3B2 • 0 1.0. 0 2 - o . . . d . i * ) 
a I u ...a.45) 
'BakiDg i^ x " ^ ^"^ o^ * 0 t» 986 t ^ t a l l tba K.r.conditions 
are satisfied. Tet X « • I i s not (^tiaal* 
^^ g^gnfllttanii tor flutfKionny ,ng l^ I^.^ oadlttoaa 
f ^ y o f In the HLP problem 
:.tax f ( i ) 
subjoot; to the oonstraints 
B^ii) Zf>f l i s t 
with f and g | differentiable, l e t the objeotive fonotion f be 
poeudo concave and the oonstraints g^ be quasi oonoave. suppose 
X* sat is f ies the I . r.oonditlons. Hien ^* i s optimal for the 
HiiP problem. 
( 2 8 ) 
fuitotions dlfferentiable at IQ. Xf j ^ is aa optimal solBtlon 
to tiMi program : 
minlmJBO r( i ) 
sttbject to g^(s) i 0, i<"l,2,,.«,m ...(1.46) 
^lan thAre exists scalars u^ t^ i'*0fl,2,,.,,nit not all aero, 
eatisfyiog : 
U^lo , i « 0 ,1 ,2 , , . . , ra .. .(1.47) 
ji f«(»«) • I a^ gi(2°) - £ ...(1.48) 
iij^ S^(S*) •* o» i " l t 2 f . . . , a . . . ( 1 . 4 9 ) 
SaU^ t If tbe ooiiolttslon is false, then tlie folloving syetem 
has no non-aero solution : 
Skx I 0 i e i*» 
iei*> 
137 the let transposition theorem (of the two syotens k i ^ 2 f 
^ J < 0 and J} i £• X i 0, jn ^  • • 3 • a one and only one 
has a solution), tbe following f^stesi cmst have n solution : 
( 29 ) 
vhiobf by tSie le&saa [lieocia : Lot t» s^ t^ i*"Lt2«,..t tn* be fttnotloos 
dlfferoQtiablA at s^ « ^ S^ is an optloal oolution to the program : 
lanlnlae f(s) 
eubjeot to g|^(s) i Ot 1 « »• tl.f2,.,,,m] , 
tben ilt9 linear boaogeneous eorsteiat where X e R*^  t 
f» ( j**)^< o 
g|^ (S®) i < 0 l e B * * « [ i : i e l , g|^ (5) i s nonlinear 
SlCs®) 5 < 0 1 e L® «• { i : 1 e I, Bj^ (5) Is linear, 
g^iS^) « o] 
has no solution^ 
Contradiote the optiaality aeeoniption riade on s^. 
coaro m(mAmm 
2.1 I^ ^MHQt^ rffl : ^lui and 1!taok»r in ttaelr r>^ >«r on <* iionlixiear 
Prograonlng ** (1950) (1!uclcep,l957) eonaidor f^ problea of miii|fqfffi|ng 
a eoovBx function witli yarlabUo z^t ^ • • • • t ^ sutjjeet t* tfa« 
oonditions tbat the Talnos aaemaiBd by a e^tta of oonsaye funetions 
m ttioee toraibloe b« nonnegaUw. fhsy obotMd that if tb0 oonoaf« 
functions «»e diff«rentiabl«, tbo method of i^ agraoge oultipIiarB 
oould be apfcroxiiaately «cten&ed to inequality restrict lone on 
oonoa:ve funotione. Csetead of oonca:ve funotionet convex functlone 
will be used otiose values mvet be nonpositive. 
2»2 QgnrUTS, PrOlSEffimias^ grQaiaia : The oonvex pra,:;raaniins problo!!! i s 
an important claes of nonlinear prograeining problea/>where tbe objective 
function and oonstraint funotlonfboth are oonvcx. Tfaeee aot^ uniptlons 
greatly sitoplify the problem, Ttm oonvexi^ of ^e oonstraint funotione 
implies that the r^t of feasible solutions is a convex set. Ihis 
property and convexity of ISaa abjective function iiiply that any 
local !ainimn!3 i s also a global minimum i . e . any feasible solution 
vhioh minimises the objective functlm over the fcasibLe solutions 
in i t s innediate neighbourhood alig^ oiniais^s the objective function 
( 3 1 ) 
OTtr tb« entlro set of feasible solutions. Thsrsfors, ratter ^tmn 
haTlng to find and oonpars a Largs (possible infinite) nutsbsr of 
local cxininat i t i s onl|r neos^ e^ary to find ons local and thersfO!rs 
global I nlnimcm. 
SI taatheaatioal tertnst tbs problss of convex prograraoing i s 
to find X e R** siiieh 
Minimises f(x) 
sabjeot to X e S . . . (2 .1) 
slisrs S c H'^  i s ths sot of points satii^fying the constraints 
S4(^) i Of J " l t2t .« . ,a and f(X} and zA^) are oonvsx functions. 
noiss of tlis properties of linear programs are also true for 
convex prograias. We slmll give soae such oropsrties for convex 
program in ttie follotvAng ; 
p^erem 2.1 ; Bach looeU. oininiua of a convex program ie a globcO. 
mi nifflPa ^ 
^y^l ; ijet X® be a local tainimua, i f i t exists* of convex -rogram 
that iSf X belongs to S and 
f (xf*) 4 f ( X ) . . . (2 .2i 
for each point x lying in both S and some sof fie lent ly staall 
( 52 ) 
oelgtaboorhood |^  of X ,^ Given a flxod but orbltraKy point y in s, 
tiM point ( I ^ ) X^ -^ } ^ ie olearXjT witiiin both S and fi v^on 
0 1 X 4 e tor eotae stifficieatly small positive anoAter e < l» 
Ihis is tbo case beoauso S i s convex and (l«^) x^ ^ j^r approaohss 
X^  as X goes to aero. Htua we conelnde firoa inequality (2.2) that 
f (X®) i f((l-Jt) X® • Ay)f 0 < X < e 
But f C (i-^) X** • Xyl i (l-X) f (X®) • xf (y), 0 < s < e 
beoanse f i s oonvex. lienoe 
f ( X® ) i (l-^) f (X®) • Xf (y), 0 < X < e 
or eqoivalently 
Xf (X®) i Xf (y), 0 < X < e 
tlxioh shows that 
f (X<> ) i f (y ) , 
%is neons that each local ainianto point X^  for f over S 
i s also a global mininium point for f over t^ that ie» x^ belongs 
to S aaOi 
for eaih y in 
f 
S, 
(xo) < f (y) 
( 33 ) 
T^ifyp 2«2 : The 0ftt of al l opUaal solutloao to the convex progran 
i s convex, 
3^90^ : Ttm Bt&toraant i s trtas If there is no soluticm or a ooiqiM 
optimal 8oLutioa« let x^. i^ € s, x^ ^ Xg* and 
f(X,) « f(lU) « oiA fU) . , . (2.3) 
Iiow, (I-^) Xj^^XXges for al l o ^ ^ i l a n d convexity of f (x) 
iiaplies 
f [(l^ )Xj^4- XXg] < ( l^ ) f(X^H XfCXg) 
» (l-i^ • X) f (Xj^ ) 
» f(x,) « ain f(X) . . . (2 .4) 
*• xes 
Inequality (2.4) i s true if and only ift ^or all 0 £ X < I , 
(l« )^X2^ ^ XXp is an optiaal solation to problem (2.1). 
ijst the fanotion f (") bo strictly convex. Then has a unique 
optixaal solution, if i t exists. 
A considerable nuai»er of aethods have been developed for convex 
nrf^ raraming probiea. Tiost use the gradient of the objective function 
in soise «ay to obtain a sequence of solutions leading toward the 
( 34 ) 
optiaal soltttion, liere 9e shall disoosn epeolally out^ tlng plana 
oethod* Zooteadljk's aisthod of feasible dlreotloos, Rosen's gradlsat 
projeotlon tasthod, 
2.3 GnntilriB Ptenft MVnnd : 1%e cutting plane niB^ iod wae originally 
given by Cbeney and Goldstein (1959) and jftlly (I960) for solTlng 
oonwz prograoQing problea. lb this taethod, the nonlixtear ooastraints 
are linearised by using Tiaylor's series esq^onsion t..ereby ap;}roxiiaatiag 
the feasible region by linearised envelopes, ^inoe the feasible 
region of a oonTOz problem is a oonv«x eett the llnsarised constraints 
always l i e entirely outside the feasible region. Assuoing that the 
objeetive function i s Linear, m oan solve the resultins (approxl-
dating) llosor progratnios probleia by slaplez nethod. If the solution 
of ^le linear rograaaing problem i s not mfflolently ao3urate, «e 
relinearise the binding oonstraints About tiie current point, foriailate 
a new approziaatins linear progracualng probleo, and solve i t using 
the simplex laathod. '^e repeat ^ I s procedure until a sufficiently 
aoourate solution i s fotmd. 
Tt5nnfnrming tilW grrotilffin : An optimisation problem wi«i a nonlinear 
objeotive function oan alac^rs be transforasd into a foroblem wit^ 
linear objeotlve function as follows : 
(35 ) 
Jmt Htm given problwo be : 
Find CX]^ *X2f..«»x^ ) nhloh oiainiae tixipx^t^^.tx^) 
sttbjoot to the ooastralnts 
Ihtxodttoe a new variable# ea7 ^ t i * ^^°^ traasfora this problea 
into an equivalent form with a linear 6bjeetive function as : 
Find Cx]^ »X2****»^ n* *n l^^  ^io^ oinlaiae x^ ^^  
gttbjeot to tbe oonatrainte 
S4^l»*2«**«»*n^ i 0, ^ 1 , 2 , , , . , a . . . (2.6) 
and 
6 a * l ^ l * ' 2 * — V l ^ " t(Xj^,X2.....V " *nn^ ® 
ffithoat lose of genoralityt «o 0€u:t assoae that tbe given 
problem is * 
?iod X etiioh oiniffliaes 
n 
f (X) • C»X • Z 0 . X. 
i«l ^ ^ 
sQbjeot to tbe constraints 
gAX) i 0, j « 1 ,2 , . . . , m . . . (2,7) 
( 3 6 ) 
AJ^or^ l^if : 1!he oattlng plane aLgorlthm oaa be atated by the 
following stops : 
Sti^ B I - Start with an Init ial point X^  and set ti» ltera~loA 
nucAier as 1 * I . Ibe point X^^ need aot be feaoiblo, 
^tfp II • Linearly the oonstralnt funotlcais SjU) a&>out ilbtt 
point Xj^  as 
g^(X) -g^U^) •»• ^S^CX )^« U-X^),3»l,2,...,ra . . . ( 2 . 8 ) 
$ i^ff III* Foroalate the apsrialiaatlng linear i^TOgranEalng problsm 
as 
!^lalnlee c*x sobjeet to 
SjU) •^gj(X^)' (X-X )^ i 0,3»l,2,. . . .!!i . . . ( 2 . 9 ) 
St^y, lY* Solve the appraxlinatlns ii? probleta to obtain the 
solution veotor X.^,, 
%pin y « Evaluate the original oonstralnts at X^ ^^ .^ I . e . find 
^1 l*l^* iJ • l t2», . ,» a. 
If «4(X^ j^^ ) i e for j • l , 2 , « . . , o, i^ Lere e Is a orcserl^ed 
saall positive tolerance, a l l the orlslxuil oonstralnte can ae aeeuiasd 
to have been satisf ied. Uenoe step the procedure by taking 
^opt " ^l+l 
( 37 ) 
If 84^Xi^ i^  > ^ for eone value of j , find the QO«t violated 
oo&straint as 
3 
RellnearlBO the conetralnt gj^ Cx) ^ o about the point S.^^-^ ae 
and add thle as the (sitDth ooastralnt to the prevloue ^B probioa. 
t^qq 71 « Set the new iteration noe^er aa i ** l-i-lf the total 
nurfijer of constralnte In the new ^proxliaatlng Lp prohleta 
aa la " m^ -l and go to step I\r. 
gf^ tt "• ®^ ^^  prohlem stated In (2,9) taay, eoniotlneo, have an 
unbounded eolution. This can be avoided by fonauUiting the first 
approxisiatlng LF roblen by considering only the following 
oonstraints t 
lli ^li tt^, i « 1 ,2 , . . , , n . . .(2.9a) 
Xxi equation (2.9a), i^ and U^ represent the lower and upper 
bounds on x^ reopeotivoly. l!he values of {^ and u^  dcx:)end on the 
nrobleia under oonsideration, and ttksr values have to be ohosen suoh 
( 3 8 ) 
^lat tli0 optlaosi «>Ii2tion of tbe original problem, ^qoatlon (2,f) 
wil l not fa l l outsldo tlie range stated by i:4uatloa (2.9a). 
2.4 8^^hi4 of l^^nihlM Dlayeotlonii * Hbo mttliod Of feaelbU dlroo-
tlons Is based on tbe sazoe phllosopl^ as the oethM of unconstralotd 
mlnlmlaatlon dlsousssA by So«eU (1964), tlosenbroack (I960) and 
TlAtoher and Po«elX (1965). ^1^ basic idea i s to choose a starting 
point satieQring a l l tLe oonstralnts and to move to a better point 
acoording to tbe sobeme 
H^l" '"^ l * ^ i . . . ( 2 . U ) 
where X. i s tbe in i t ia l point for tbe Itb iteration, n^ i s the 
dil^otion of QO/ecient, X Is tbo distance of aoveeent and A^ j^^  I s 
the final point obtained at tbe end of tbe 1th iteration, 2be value 
of X Is always chosen so that X^ j^^  l i e s in the feasible region, 
Tbe search direction S^ i s found such that : 
( i ) a small laove In that direction violates no oonstralnt, 
(11) tbe value of tbe objective function oan be reduced in 
tiiat direction, fhe new point X^ j^^  i s talcen ae the 
starting point for tbe next Iteratlan and the \riiole )rooe-
dure i s repeated several tioes until a joint Is obtained 
( 39 ) 
suob that no dirootloa satlsfyins both (1) and ( i l ) 
oan bo fOoad* 
Ha goneral, suoh a point denotes the oonstralned local mlnlana 
of the probleo. This local minifnuta neod not be a global ooo unler^ n 
the problem i s a convex prograRning problea. 3Qt onr j roblea Is a 
oenvex pzDgramrains problen so that this local mininnm will be a 
global oinimsa. A direction satist^ing the [>ropertar ( i ) i s ealled 
feasible irtiile a direotlon satisl^jrins b o ^ the properties (i) and 
( i i ) i s called a usabte feasible direction* Ihis i s the reason, why 
these osthods ore ..nuwn as methods of feasible aireoti:>ns. Ibeie are 
taaogr iRiys of choosing usable feasible direotione and lienoe ^ere sere 
laaoy different taethode of feasible diroctions, 
A direction ? wil l be feasible at a point Xi if i t sat isf ies 
the relation 
d 
8.(X>X5?)| - ??• Vg4(X4) i 0 . . . (2 .12) 
dX 3 * )^o J * 
where ths equality sign holds true only if a ccmstraint in linear 
or strictly coaoave as shown in Figures 2^P ) and 2)- p), 




vifi/hiiini/iiiiiiiiiifiininiii ^- c 
^^f^l'i W * ) o V aai<L.^v^C,. Va) ^ , a v v A < ^ ^ C j 7 n o ^ ) U ) '^.OrAOtx avvi <^ ^ Ut>Ln«'^ CaoOQc); 
V r \ ?^  \ Crm.VrtJ(L Ciwi 9^  ^  CrroS^ i^Av^  
( 40 ) 
— f(x.*xs)| •••^f(x,):^o ...(2.13) 
BOA 
d 
— . g.(X^-^XS)| - S« ^ 7 S . ( V i 0 . . . (2 ,14) 
It i s poeolble to reduoo the valtao of tbe objootlve fooctioa at least 
by a small aciouat by taking a step length X > o along such a 
dlreotlon. 
!7he detailed iterative procedure of the taethods of feasible 
directions wil l be considered in terms of tvTO well-known nethods* 
naaelyt the Zoutendijk^s issthod of feasible directions, and the 
Rosen*e gradient projection method. 
^t^%^^^\*f 'f^^ofl (1963) : As stated earlier, the rnethods of 
feasible directions differ troQ one another only in the nanner in 
irtiich they generate usable feasible direoti-ns. In Soutendljk'e 
method, the usable feasible direction i s taken as the negative of the 
gradient dirootion i f the in i t ia l point of tbe iteration l i e s in the 
interior (not on tite boundary) of the feasible rogian, eooo constraints 
wil l bo active and the usable feasible dlreotif^n i s fDund so as to 
sat i s iy --gg (2,13) and (2,1%), the iterative •>'M3ccdure of Soutendljk'e 
method of feasible directions can be stated as follows : 
( U ) 
Alf;Qri|.tlff^  : (1) Start with an I n i t i a l foasiblo ^joint ^^, axA 
small nucfcer C^, gg and 6, to toet tho convergense of tiae niotbod. 
Evaluate f(X^) and S j ( \ > f J ** l t 2 t . . . , ! 3 , r,et the I terat ion nnraber 
as 1 « I . 
( l i ) If gA\) < o, j « l«2, . . . , !a ( i . e . , X^  Is an in ter ior feasible 
ointt net t ie current B estdti direction ae 
<5^- - Vf(X^) . . . (2 .15) 
.'loraalise '^ i In a suitable oanner* and go to step (V). If a t 
least ono SjC^j^) " Ot so to step ( i i i ; , 
( i i i ) find a usable feasible direction S by solving the 
direction finding problea : 
'fininiise - a . . . ( j . l C a ) 
subject to 
^» VSj(Xj^H ^^ a i 0, j « l , 2 , . . . , p . . . (2.16b) 
r» "^f ••• a i 0 . . . (2 . iCc) 
- I i SjL i I i«>l,2,. . . ,r . . . . (2 . lGd) 
whero e. i s the i t b component of S, the f i r s t o congtraints 
have been asausiod to be aoti'«i at ttoe iOint i ' . , and the values 
( 42 ) 
of all 0^  can bo toiaon ao noitisr. 
(IT) If the vaiue^ of a* found in step (111) Is vcxy nearly equal 
to aero, that Is* if a* ^ Q^t terminate the computation by taking 
^opt * ^1* ^ "* ^ \* so to step (v) by taking \'* ''. 
(y) Find a suitable step length X^  along the direction s. and 
obtain a new point X.^ j^  as 
hn ' h* ^i h . . . (2 .17) 
(T1) Evaluate the objeotlve fuaotlon fi\^i). 
(•11)Test for the convergence of the method. It 




II \ "^^i II ie^ ...(2.18) 
terminate the Iteration by taking X ^ • '\+l» Otherjlse, go to 
step (v l l l ) , 
(v l l l ) net the new iteration nma^r as 1 " I'^ -l and repeat from 
step (11) onwards. Biere ore several points to be oonsldered In 
applying this algorithm. :aie8e ore related to (l) finding an 
( 43 ) 
appropriate ueable feaolbl© direction (D , (11) finding a suitable 
step else along tbe direction fs, and (111) epeodlng up the oonver* 
genoe of the proceffa, 
^^gaAaattgB Ql.gt?gR ^as t t : ^ ^ave to detenalne a 8ulta£bU 
step length A. to obtain the nest point x^^^^^  as 
^l-^l" ^1 ^ ^ '^ 1 .-.(ii.l9) 
The optical step leng^t |^^ f oan be found by onjr of the one 
dliaenolonal olnlalasatlon taethode euoh as 
(I) Differential calculus taethod» 
(II) Ezhaustl^ re search, 
(lll)DlohotonouB search, 
(Iv) Flbsnaccl oethod, 
(•) Golden oootlon rsetbod, and Interpolation !!»thod. 
The only drajs^ ook with the^e taethode Is that the constraints will 
not be considered while finding Xj., Thus the new olnt <^^'^ « 
^1 "*" ^1^1 ° ^ ^^ ® either In ttie Interior of the f aslble region. 
or on the boundary of the feasible region, or In the Info aslble 
region. 
If the point X*^j^ lies In the Interior of the feasible region, 
there are no active constraints and hence we .^ rooood to the next 
( U ) 
iteration by setting the new usable feasible direction as 
S^ ,^ » •'Vf(x^^j^) ( i . e . oe go to step ( i i ) of the algoritbm) 
On ^le other bond, i f X|^ .^ l i e s on the bouiidary of the feasible 
region, «e generate a new u^^le feasible direction r « s^^. by 
solving a new direotion finding probl^a ( i . e . we go to step ( i l l ) , 
of the algcariths}). 
One praotical diffioaltsr has to be noted at this stage, Ih 
order to detect tiiat the point X^ ^^  i s lying on the oonstralnt 
boundary, we have to find whether one or more gaC^-^i) Qs?e aero, 
f^ inoe the oo!i!patations ere done nusierioally, will v/e soy that 
the constrain*; g^  i s active i f 8-(Xj^ j^^ ) « 10"^, lo*^, lO"®, etc , 
^e iiBoediate no':ioe that a soiall nargin e has to be Bpeclf i ed 
to detect an active constraint, Bias we ean accept a oint; X to 
be lying an the constraint boundary i f 
I g j U ) j i e 
where e i s a prescribed saall nmaiber. 
If the point X|^, l i e s in the infeasible region, the step 
length has to be reduced so that tdie reiMilting point l i e s in the 
feasible region oaly. It i s to bo noted that an in i t ia l trial 
( 45 ) 
step aiae i^^) has to be apeolfied to initiate} the oae<-dlnen8iorial 
ml&lalzatlon ijrooess* 
2.S l^ nofln'fl ftrQrtlffin1l,?rft3fiQtii?a agftoa : ^osen (I960,I96I^ gave tiilt 
laetiiod for solving a general nonlinear prograsming problemt the isetUMl 
la aeon to be niore effective for nonlinear progrcaaming protolem with 
linear eonatraints* apeoially for oonvex programing rroblen, 
l^e gradient projection method of Roaen doen not require the 
solution of on auxiliary linear optimisation problem to find the 
usable feasible direction. It uaea the irojeotion of the negative 
of the oibjeotive fonotion gradient onto the constraints tir^ at are 
currently active, 
Conaidor the follov^ing Ci^ P 
llnimlse f (x) sUbjeot to 
a . . •(2.20) 
Let the indiceo of the active conatraints at ojsy point be 
j , , do»**.t 5«- '^^ gradienta of the active constrainto ore given 1. <f p 
by 
9 d**3l ttfo* * * * *^n •••V<^«21) 
( 46 ) 
•Sio dlreotion-flMlng 70blem for obtaining a usable feasible 
direction S can je posed oo follovrs. 
Find S dhloh nlnialises 
S» V fCx) . . . (^.22) 
subject to the constraints 
^ g j 5^ « o, j - j j^ tdgf - t lp . . . (2 .25) 
and S Is norrmllsed by one of the following relations : 
n's- I c « I •..(2,24) 
i»l ^ 
-1 i S^ i I ...(2.25) 
r.^Vti 1 .,.(2.26) 
3y defining a matrix IT of order n X p as 
n » t'^S^ t "^S^ ....t ^ S j 1 ...(2.27) 
and using I>q.(2,24) for nomallslns S, t e direction finding 
probleia can be stated as ! 
Find S ii^icb ainidiises 
r» ^ f(x) . . . (2 .28) 
subject to K'S « 0 . . • (2 .29; 
and r»n-l » 0 . . . ( - . 30 ) 
( 47 ) 
Since this ie a maltlyarlable optloluatlon roblea with equality 
oonstraiotst the Icgrttoge anlti^Iier niethod can be used to solve 
tbe probloa« I!he hajroo^ion function oseooiatjed with the above 
problem ie 
where 
i s tbe vector of i^agran^emltipUers aes^oiated wltti qs (2.29) and 
ii in the Lagrange nultiplier assooia^^d with tAi (2.3"^). t^e neceo'^ axy 
conditions for the alniouQ are given by 
— » '^ •S « I a 0 
5k 
— - Vf{i) • NX • 2PS • 0 
n»s - 0 
..A^.32i 
. . . (2 .33) 
. . . (2 .34) 




( 48 ) 
<;u2>0tltatlon of Eq (2.35) to Eq (2.35) givee 
I 
n » s « - — . (n»-SI f • ::na) « 0 . . , (2 .56) 
If S l e nanaaLlsod aooording to Eq (2«34)» ; UTIU not be sero, and 
hence 3q (2.36) givee 
:i»-q f • il« n^ » 0 . . , (2 .37) 
froQ 9hich X can be found as 
x » - ( :i« n)"^ :T»^ t . . . (2 .38) 
Ibia equation, when ai^stltate in ^ (2,39) gives 
B « [ I - iUH'S)**" y» l V f . . . (2,38a) 
2P 
1 
« P -^ f . . . ( 2 . 3 ^ ) 
2^ 
vhare 
P » I - I I (!!• 11)-^ IP . . . (2 .39) 
i s oalled tbe projection matrix. Disregarding the scaling constant 
2p» we can say tha the maftrix P projects the vector* ^ f (X) onto 
the Intersection of a l l ^le hyperplanes perpendicular to the vectors 
^ S ^ t 3 " j ^ f d2««««» 3p. 
( 49 ) 
>}e aoRiwe that tho conotralnfca Q^i^) are Indopendent so thnt 
the colttmne of the taatrix n v^lll be l inearly independont, and 
heneo (n*n) wil l be ninslngular ond can be lovcrted, Ttoo vector s 
can be nomallaed as 
2^ f - -
S « • _ — — « - — . . . ( 2 . 4 0 ) 
It P^?f IJ 
If X, I s the etartlng ..olnt for the 1th I tera t ion, vje find 3^ 
from Eq (2.40) as 
<;^» — m iin»iii«.. 1 . . . ( 2 , 4 1 ) 
Ij i '^f(X^>| | 
where 2. Indlcateo the projeotlon oatrlsc f evaluated a t the 
point X,^ . If r . y* 0, wo s t a r t from X., and aove along the 
dlrcotloG BM to find now point X- j^^  according to the following 
r e l a t i on 
hn"^ h * ^ h . . . ( 2 . 4 2 ) 
where \ . le tte eten length along the search direction f'^ . 
However, If F, « o, we have from £-q& (2,3Qa) and (2,58>, 
...(2.43) 
( 50 ) 
iriiere 
X » -(!I«nr^ !!• ^ f (X^) . . . (2 .36) 
icuation (2.43) donoteo that tbe negative of the crodlcnt of the 
objective function Is given by a l inear ooiablnatlon of the gradient 
of the active oonetrolntB at X^. 
Case I « If a l l \^ are non-ciegatlve, the Kuhn-?uokar aondltlone 
P i . e . V f '»' 2 K^fA "Of ^4 > Oi J*='lt2,...,p v/lll be j o l 3 3 3 
sat isf ied and henoe the procedure can bo ter^nr . ted . 
Case I I - If soae X. are negative and S^-o , ^q (2,43) indicates that 
eotae conotralnt norrKile "^g^ raake an obti oe ar;gle with 
- Vt a t X.. IHile oeane tfcat the oonstralnte i^y for 
which Xa aEb« negative, are active a t X^^ but tliey should 
not be considered In finding a new search direct ion s, 
which wi l l be both fsaslble and usable. 
^^If^^T"^^*'^"^ °^ ^ ^ " iicngth : me stop length X^ in ^j (2.42) 
nay bo taken as the talnlolaing step length X^^ along thG dii'eotlon 
Sj,, I . e . 
fC X^  • x j ^>^, " oln f(X^+ X?^) . . . (2 .44) 
X 
However, this linimlalns ste > length X| oay sl"^ the >olnt 
( 51 ) 
h*!.' h* hh 
tha t llec! outelde the feasible region, Ilenae the following procedurd 
I s gen r a l ly adopted to find a sgltoble step length Xi. 
Slnoe the constraints B^i^) are l inear, we have 
n n 
« I a-, x ^ - h i * \ L Qn 8* 
3^(X^) • A ^ a^ ^^  8 ^ , j « l , 2 , . . , , n 
. . .( '^.45) 
*2 and S. 
•Jilts equation shows that g^U) wil l also be a llnerir function of 
X, Thus i f a particular oonotralnt, say that kth one, le lOt active 
a t X., Ifc con ,je aode to bocoiao active a t the oolnt K.-*- 2^ yjf:. by 
taking a step l e n g ^ X^ where 
n 
i.e. 
S k ^ ^ - S^CX )^ * Xj^  ^^ 2.^  a^j^ 8^ - o 
SjjCx^) 
^ n . . . (2 .46) 
l - I '^ik H^ 
( 52 ) 
Since the kth constraint le not active at K., the v lue of Sj,(^i) 
will be negative and heaoe tl.e olgn of A- will be pane o that 
n 
of the guaritlty ( ^  a.,, e.). 2rom *-q (2.45), v/e have 
l « l ^^ ^ ^ 
dSk , n 
— — (A) » '£. a. , e. . . . (2 .47) 
dTl l e l ^^ ^ 
and henoG the slsn of k^ dopendo oa the rate of otionge of g. with 
roopect to %, 
Cofl© I - If th i s ra te of cbango I s negative, then vm c;ill be rnovlng 
away from the kth constraint in the jooitlvo direction of X, 
Case I I - IS the rote of cbange (dSjVd^; l e posit ive, tlien \io will oo 
vlola*;lns tbo coaotralnt g^ If we take any stop length X 
larger than Xj .^ Thus In order to avoid violatl'^i of any 
conetralnt, we liave to take the s te) length (XsO ars 
X||» aln (Xj.) . . , U . 4 b ) 
Xjj> 0 and k 
Is any integer a-nong I to m. Other than 3i_»32»*"» ''n' 
In Booc oas©% the function f (X) l^ay liave i tn iifiimu!!i along the 
line S> in befr-vcon X •» 0 and X *» Xn, Such a eituation c^i je 
detected 'oy caloulattng the value of 
df 
— « r« VfCX) at X « XH. 
dX ^ 
( 63 ) 
If *;lie ralnlaun value of A, nearly 7^^, l i e s la oetwon X » o and 
A " A ^ fche quafitlfcy df/aA (Al) CTIII bo posi t ive. In auch n cnpe, 
we can find tho minlnlalng atsop length A|^  by Interpolation or by 
using any of the following tGchnir;uee-
(I) UnreBtrlated eoarcb. 
( I I ) -l-^haustive oeareh 
( i i l j Dichoto'-'ouo Boaroh 
(Iv) ribonoc 1 oQthod 
(vlj Golden 0octl3n motliod 
•^^iTf^r^^ t rtio gradiont projection rjothod algorithra can bo stated 
by the following steps -
(I) StcMPt wiiai an In t i a l point X,, The point X, has to bo 
feasible , i . e . , 
( I I ) Sot the i tera t ion nunbor as 1 *» I . 
( i l l ) If .*. i s on I n t ' r i o r fe-slble nolnt, i . e . , if ^.(Xj^j < o 
for j » l , 2 , , , , , m , set t!i8 dlreatlon of ncarch as 
' " -*=- "Vf (X.}, nonaaliste the sc^orch direction as 
- '^f (X.) 
II V f ( X ^ ) j | 
and go to step (v) . 
( 54 ) 
liowever, if s^(X) « o, for J^ j j^ . jg , . . , , j ^ , ":o to sten (iv) 
(Iv) Qaloulate the ,>rojection -natrls £. as 
- I 
1 p p p p 
V Cvajj^Uj) V3j^(x^n.. ^Sj^U^n 




(v) Test whether Sj_ « o or not, 2f s. / o, no to ete^) (v i ) . IT 
r. « 0, cota^ute the vector X a t X^^ na 
C-«-« I - If a l l tile con onente of the vector A ore aon-iiesative, 
take X.^^ « K. and stop the i te ra t ive jrocodure. 
Case I I - If ootae of the oosi^ jonentB of A are negative, find the 
conponont X that iiae ttie mo at negative value aid fora 
the now laatrls II as 
and 30 to step ( i i i ) . 
( t>5 ; 
(vi) If r>^  / 0, flna the raaxiraua etep length \ j that i s linpORnlble 
without violating any of the constraintc as 
JWj « tain Ow.)» ^ > 0 and k io any interior aaong 1 to a other 
ttian jj^, 32»«-»» 3p» ^^so find the value of df |ax (X^) «• 
Case I - If 6£/dX(^j) l8 cero or negative, take the step length 
as \ " Kj^. 
Cae© I I - If df/dAO^) ie poeitive, find the siinlmlsing step length 
X* ei ther by interpolation or t>y any one of 'vthodi?-
Unrostrlctod fso i^roh, Lxhaustive search, Dichotemoue aearoh 
FiOonacci searah and Golden eeotion aothod, and ta^o 
(vt i ) Find the new approximation to the roininun as 
Cace I - If X " iw^  or if Xj i ^^ oooo new Gonstr.iiatf5 (one or 
raore) bccorw cwtivo a t ^i^^ QOd hcnco fjone^ato the new 
oatr lx 11 to iticlude t h o g r d i e n t s of a i l :;c*:lve 
constraints evaluated a t ^^ 14,1. 'Set the new Itf rat ion 
number as 1 » i+l , and so to stco ( iv ) . 
( 56 ) 
Case II •* If ^4 " ^1, and H * ^ I • '^ ^ '^^'^ ooneiraint will be 
active a t X^^ ,^ and bonce the natrlx 11 renalns 
azialtered. Set ^le ne^ value of i as 1 ** l**-!, a/id go 
to etep (111). 
2.6 gflanlty gttBOtlga,:aBtt»fl : Penalty fimotlon stethods tranefora 
the baelo optlmlaatlon problem Into al ternative fonaulatlong suoh 
that nuoerlaal eolutlono are sought by solving a sequence of 
onoonetralned nlnlnl2satlon probleas. ^t tbB basic optlolaatlon 
problea be of the fona 
Find X vshlch 'ilnlnl2see f (X) subject to 
a^Cx) i 0, 3«1 ,2 , . . . , m . . . (2 .49) 
Ih ls problem Is converted Into on unconstrained rtilnlalzsatlon 
problea by oonstruotlng a function of the fora 
^m ^ (X,rj^) « f(v) • Tj^^ '^jfej^-'*^ . . . (2 .50) 
where 0 . Is some function of the oonsfcraint ga» a:id r^ .^ Is a 
positive constant k;iown as the pcnaltlr paraneter. The second term 
on the r ight side of iiq (2.50} I s called the penalty te ra . If the 
unconstrained nlnlnlsatlon of the ^-function I s rep< a^ o^d for a 
BOQuence of values of the ^jenalty parameter rj^Ci:«l»2,...;, ttie 
( 57 ) 
eolation may be brought to converge to teat of the original problem 
stated In Eq (c,49), Bile Is tiie reason why the oenalty function 
raethode are aiso kncnm ae eoiuentlal unoonetrained nlninilsation 
technique (SUTIT), 
:^e penalty function formulatlone for inequality constrained 
problecis can be divided into two categories-
( i ) The interior aetiiods 
( i i ) The e:cterior methods. 
In the interior farraulatlons some of the popularly used forms 
of &a are given by 
I 
G « • ---. . . . U . 5 1 ) 
3 g^(X) 
and 
G^  « log C-g^U) ] . . . (2 .52) 
some of the comnonly used farms of the function C(., in theaaso of 
ozterior penalty function fomulationsf are 
G. - max lot &Al) H . . . Q . 5 3 ) 
and 
2 
G. « max [ [ o , s.(X) 1) . . . (2 .54) 
In the interior lasthode, the unconstrained minlna of ^^^ a l l 
( 50 ) 
l i e In the foaslbl© region and converge to the solution of Eq (2,49) 
ae T^ i e T.ried in a portloular oannor^ 
Iix the exterior 3>etliod8» i^ unoonBtrolned minima of ^^^ a l l 
l i e in the infoasi^le region and converge to the desired solution 
from the outfide as r*^  i s changed in a specified manner. Tbs 
oonvergence of the uno one trained ainioa of ;J>. i s illuotra'-ed In 
3i'ig.(2^ ) for the simple problem : 
Find X « }xJ which niini'aiaes f (X) « ox 
subject to 
gj^ (X) « H -Xj^ ^ 0 . . .U \55 ) 
I t can £>e soen from Fie .2^ (a) timt the unconstrained nlniraa 
of !j>CX,rj^ ) converge to the optisKoa point A* as the parage tor rjj. 
ie increased sequentially• On t^e other hand« ^ e inter ior net^.ocl 
shown in Pig.2^ (b) gives oonvergenoe as the paraoeter r^ ^ i s 
decreased QOgueatially. 
There ore several reasons for the appeal of the penalty fuiKjtlon 
fornulations. One njain reason, which can be observed fron 71,";, 2.2 
i e that tiie sequential nature of the me^od allows a gradual or 
sequential s^pro-3h to c r i t i c a l i t y of ttie oonstrainte. In addition, 
the sequeatial MrocesB permits a graded approximation to be used 




^I ,^UXL2-2 ']VW^a\:.o/^ o\ ^-Aalix^ \u>^cW ^ O ^ C J A ' Vb) M.ik^u^^ ^ ' W 
( 59 ) 
In the onalyois of fitio oyotem. 7 i s neona ttiat if the evaluation of 
f and g. Cand hence O(Xtrj^)] for any epocifiod design vector X 
i s computationally very d i f f icu l t , wo oan use coarse ap roxiiaatlone 
during the early stages of optimization and finer or raore detailed 
analysis ap:)roxiiaation during the f inal stages of optiraiaation. 
Another reason i s that the algorithms for the unconstrained 'ninini* 
sat ion of rather arbi t rary funotions are vjell studied and .^'.onerally 
are quite r e l i ab l e . 
lie sides the aDove discusoed aethods lor solving a convex pro-
granuaing probleas, csaz^ other aethods are ^iven by reocarjhars for 
solving the convex progra-uaing probleot naraely>3answill (l%7g) gave 
a oonvexHsiirqplex method, 1!he convex simplex method i s rck.ted to an 
algorithm developed by Wolfe, see i/olfe (1D62]; liiermitte cmd Jessiore 
and Fanre and Iluard [see also Rosen (i960} and Beale (1935)]. 
Cbeney and Goldstein (1959) gave a I^ewton's method for convex 
programming and Iteohabycheff ap.coximation. Charnes and -*jmke (L954) 
also gave a ninijaiaat on method Of llon-lineor separable convex 
funotions, 
Recehtly Gjllassey (1976) gave a method for 1:JC l i c l ty for 
convex liomogencous ^>rogra'ns and !Ioi>inden [l97B] published a paper on 
( 60 ) 
" J^yaiaetrlc duality for 8truo#red oonv x prograns ". 
Borweln [1901] gave a paper on ^ Direct theorems in eeni-inf Ini te 
convex .rograsaniing **, 
j3en-Israel, Ben-Ttal and Zlobec (1982) gave a metbod of 'bptioalltg 
in convex .jrogracuning : A feasible dircotion api^ r^oach *\ Jafne and 
Bertsekae [1382], [1984] published two .japere f i r s t on " TsifO-aatrix 
projection methods for constrained optimization" and second on 
" convei^enoe of a gradient yrojeetion oethod • respectively, 
liybennan [1983] presented a paper on " Error bounds for aggre-
gated convex programtaing problem " and Orotasingor [1983] charao-
ter iz ing ii.«eupD0rt8, nataral and Chebysohev ap )roxi!3ate8 via 
convex programing problem, Zlobec [1983] characterising an optimal 
input in perturbed convex progrssaming, Grinold [1983] also published 
a paper on •* Convex inf ini te horison t)rogra2aB ". 
i^ch-Chcrif and Bcker [Igs^] gave a clasc? of ra;ik two ol l i ,80id 
algcxrithms for convex TOgranning and Gi l l , (ro.uld, lurray and 
Saunders^ [1984] also gave a raeiglited gramachmidt taethod for convex 
quadratic programming, 
r ietcher publlsAied a aper on " An i^^ penalty cjethod for non-
linear coostrainto ", in : Jogss, Jyrd and Sclinabol, edo ; :IUQ r i ca l 
( f l ) 
optlmlaat-oa [1984] (SUiS, Philadelphia- 1985). Jolazsl [IJO^li ^^*> 
presented a paper on e tab l l i ty aaalyeio in satbenati jal ^rogramraiag. 
'lortont Von tlanlow and Ringwald CJ-9651 gave a ^reo^y algoritha 
for eolTing a class of convex .^rosronning oroblcos and i to connection 
with polyaatriod theory, 
Pfeeps U9861 gave the gradient projection method using Curry's 
steplength and Dunn 0.9861 present a paper on ttoe conversen^e of 
projected gradient iffoceor to singular c r i t i c a l >oint8. 
Fiacco and Kjrparisie D-9863 gave tho convexity and concavity 
propertie-" of the optimal valt^ function in naronotric nonllnenr 
programing and ivu-spault Bsrland arid ixsaalre [l9C6] also r^esenlMsd 
a .aper on Convex quadratic lirogra-aning with one constraint and 
bounded vciriaules, 
Silazaai and lore [1987] also gave the projected gradient raothods 
for l inearly constrained liToblenis. ISie aim of th i s aethod i s to study 
tho convergence )ro>erties of t*ie gradient projection method and to 
apply theine resu l t s to algorithms for linecorly constrained jrobleos. 
Btobi.ison Cl%7] published a paper on local J?I-continuity and 
local optiTalzation, Recently Piaoco cuad Kyparisls 0-9881 ubllghed 
a paper on com >utable bounds on paraaetrio eolutlon© of convex proolemi 
,.Qii«vOirybx HlOG^ vA^ I:.IEIG 
3.1 It^^o^i^otloQ : Consider the following roblora 
'ax f(X) ...(^.1) 
X s n 
arhsre f (X) Is a convex fujaction and S lo a convoij sot , .^  *«ll 
k.iown property of a convos functloa lo that tho nia:>:iaun i s attained 
a t an erfcrene point of tho bounded convex get, 
A aethod for soLvlns the jroblen (3,1) vvao f i r s t . ut foro.ird 
by lioans ^ 1 [196.41, 3 .1G la a catt ing plane nctLod bared on t ie 
above property of convex objective function, 7. u cuttln,^ jlonc 
cute off a portion of tho feasible region ucinc the anount of 
information readily available, Ilovvever, ttie Introductlc^ai of tho 
ca t s ngy Increase the number of extrene iiolntn of the feasible 
region, ?he tasthod, therefore, raoy not be f i n i t e . ::vvart [1373] was 
able to 8t:ow an exanple of «ioh non-oonverKonce of the 'ul*f? -•etbod, 
lie also established the cycling of R l t t e r ' o cietsiod {I 6(3 for the 
general quadratic rosracir.-ilns .^robleo. Sonxs iizpTovcmeatn in the 
procedure for the .roblom iofl^isd in ('J.l> nere ^Iven jy Jo>ot 
[1974], Swart [13741, Ho^t (1976], Ihoal and Jul {130J] .'lOf«n[l003'l 
( 03 ) 
and S. Islam, ".l.IIhan and ^. Jasola [1306]. lOffTan [l rOl3 gare 
a oethod fw? nlnlalalng a concave function over a convex set wHiiose 
defining constraints nay bo non-llnoar, 3i0 ciothod liaa a:i inf ini te 
oonverconce althoush i t requires only ^P pivots and univoriaole search 
a t each i t e ra t ion , ilere vsr© sliall discuss the nethodr due ^o Islam 
e t a l , laoffbian and Hi t te r , 
3.2 4 Cntf^^i^ J^tnnq ]Qt^ n<^  : Ihis riietbod due to lola-:!, ^jm and 
Jassim [19063 i e a f in i t e procedure i/hich eacperiencee a rapid conver-
gence for snail sized problens. They derive a cut which, besides 
cutt ing off a lortlon of the feasible reg'.ion d'^eroaeen the nuiaber 
of extreme points a t each i tera t ion, ?ho cutting piano develops 
here i s based on the second adjacent extrene oints to the current 
local solution. Hbese extrene >oints are available frc^ tv.e ?!l"' lex 
table of a linear procron sl'ni'ly tliTOush pivot o-orations. 
ijaglgatiga,og.fel3e„gm;Ung Iflitne : ^ t i^ be a lo.-ai noiutio.. to 
the followins problea ; 
lax f Cs) 
X C n 
where f (s; « p» 2 •«• s * ^ 
with Q an nXn ponitivo senl-deflnite raatrix . . . v . . . - / 
and n « {s M s l i S . S > &]c-^^ 
with J an OnXn natr lx and It on n vector. 
( 64 ) 
I t io known that ^ te a. vertex of the feasible donaln S c R^. 
©^ aonumo that the feasible vert ices adjacent to £ arc oxactl,y n. 
Denote by S|^#..,, X^ t i^^ ® 'i adjrv^ent feasible ver t ices to X^ ,^ 
Each of the points ^ t . . . f i^ „ Qloo I--as oono feasible vertices 
adjacent to I t . Tiote tliat tliere nay be sone vort ices adjacent to 
^. ahich a e again fron the set of X-, ;;e doflae the second adjacent 
extrerae points to ^ as those ver t ices wlilcfc are adjacent to onA 
* 
dlffe cnt fron ^a # J " l f2» . , , t "i. -i-et the d is t inc t f^cond rsdjar^ent 
«* «* 




J » l t . . . t :i . . , ( 3 . 3 ) 
with xj 2 0. 1 « l t . . . f n. 
As X i s a local solutiont vve note that none of the .joints 
* « 
i i • • •• t JL 1B a candl ate for arwther local eolutior. to our nroblora. 
V/e, therefOrOf construct a cutting plane vahlch v;ill exclude ^ a l o n g 
with a l l i t s adjacent ejztrome points from n, 
/in (n-1) dlnoiisioj'ial li^yperplane In n-dlriiensone throuch a )Olnt 
X « ( A ^ , . . . , ^^J^;' i s given by 
( 65 ) 
where d ^ f . . f ^^ ere arbi trary oonstants, l^etlblB hyperr^lane naew 
tLrough n of tbe "! d i s t inc t points in (3.3) . denote the set of 
these n dis t inct ;olnto hy {SA l^l] , Then we have 
where X^* « ( Xv , , , , , X*) i s the 3th ?-eoond adjacent extretae ,olat 
to X . In matrlK: notation, 
* * 
r %) :i « i . . . ( 3 . 4 ) 
where ^\ ^) » (d j^ , . . . , d^), j , « ( l . , . , » ! / • and K i s the 
natr ix whose coluana ere the vectors ^^ t i - ['tALl*) . Je aos»un» 
I3fe?re that the n points «i , j e JsAEIIj are afflnoly independent. 
Then the columns of X «rlll be independent s^ tfcat (A ) e^ints. 
liet A be tdie solution to (3.4-). rhen we cof.sider the cutting 
plane 
* * i^et ^ ^ c t srtiere 
^ « |i^ 1 A i i l 1] . . . D . 6 ; 
.;o will introduce the out G** into tiie constraint set , 7iiQ 
constraint (3,6) io thus asnumed to elfciinate the pAlnt 2^ fron «'. 
( 66 ) 
ff« show thftt (3.6) alao •lisdnatts nom of X]^ *«..» 2^ from S. 
HKBta (3.x) : !ai» eat 4 l i X elialnatea from 8 worn or mil 
of tbo odjacoat points to ;^, 
4Hl( 
iSttI : Sinoo So ^ ^ • lie tiaire 
A**' i^ > 1 . . . (3 .7) 
Firot «• oonoldor tlio oaso of t«o dlaojisloiio. 
We want to tfiov ttiat 4 % > X, l*I,««.tnt ooaolder the 
L? problom 
mnimim ft 2 
8«S)jeot to 2 S S ...(3*8) 
• • f 
and A 2 2; !• 
Sinoe for i!*, i C \^ SABH^  , we txafo 
4*** / J - ^* 3 « ISASH} , ...(3.9) 
The ttinlntiB in Hie LP probloa (3.8) lioe at some j e )^SA£N]. 
How le t ao note the t^ n>er9lane P parallel to itself, toiMBrd 
2p» eee Pig 3.1. It foUowa froa the d«finitioife of fi]tst and seoond 
adjaoent eztreae points to 2^ tAiat while soring ? toward JLt 
( 67 ; 
Fig 9,1 • Zbi oattiag plane aa& the feasible resion 
It « iU ero88 the fIret aOjaoeat polntet •!<# ^ f . t ^« befere 
sMiehing the point J^, Owe firoa (3.7) and (3«9)f A ii > '^ * 
i»l....f a. 
Hie eaiae arraogefMAt oaf be aseA in higher dineasioae to see 
t ^ t the out eliminatee froa S at least SOOB ot ttoe X. . 
Xf M • n then the outting plane tfvfiiieA in (3.5) will be 
oniqne. ihen M > n the total nuoiber of peseible oatting planee ie 
Mn • We require a out ehioh does not elininate from the feasible 
region any other eztrene point exoept for the ntl points $.« 2|^t... 
X.. So OBt of the 1S» ottts se ehoose the one whloh does not 
eliainate anjr seoond adjaoent extreme point ttom S. Ihis out will 
then be valid* A heuristio oethod to ohoose suoh a out is to start 
( 68 ) 
tmm tb« set of poiatfl i(j vhloih have Uxloographioally laast 
d«Tlatioiui froB tbiBkt oorrveponding adjao«Bt poiAts X^«...» Xj^» 
Vov tiMiag a looal solution, «• begin a« follows : 
Donoto ^tCLj) " ( — . • . • # — )x • Ift. A Untar fonotloA 
g (s) at a feasibio point ^ ^ S i s oonatmottd ao folLowo : 
g^Cj)- VfQj^) ( J - ^ ) •fCj^) 
- (ii*2(^)' Qhv •«• v^'o "^o 
- i&*2(i^)' i^^CS^ ...(3.10) 
Sinoo f i s oonv«x» no havo 
g (^X) i f (J) for al l i C R . 
HOW oonsiAer ttie linoar progras : 
tfaxiaiso ( fi-<-2QL.)* 2 . . . ( 3 . U ) 
2 e s ^ 
vbirt S io tho liooar oonatrainft oat* x<ot i^^^ be the solution 
to LP problem (3 , l l ) . Prom j ^ ^ ^ «e laove along the Tarioos 
binding edges of s in tbe sear^ for a local massXmm %^ ef tbe 
problem (3.2), tbis soarob i s taade by moving to tbe Tor Ions adjaoent 
Tsrtioes tmtil a Tertez i s resobid snob tftiat there i s no adjacent 
( 69 ) 
dztremA point with a valM of f greater tbaa t ( j^°^ ) . 
Ali^ ori^ bf : Set S. " S and £ » l« Start from a feaaible vertex 
]^ and conetruot the linear abjective fanotlon g^Cs) given in 
(3;io). 
^^r^ ! • I^ lnd the solution j ^ to the linear program (3.U). 
aita 2 - starting ftrom J^^~ we determine a local eolation "^"^  
to the problem (3,2) by adjaoent vertices seareh method (Cabet |1974| 
and Zwart {1974 (). 
S|«t^  3 - Obtain tbe distinct second adjacent vertices to iJ^"^ , 
which are different firom the first adjacent vertices, by exmei^ ing 
tixe pivot operations on the simplex table at ^ . I f there i s no 
second adjacent point to 2^ • ^e process terminatesf otherwise 
eonstpuot the cot Oj^  given in (3,6) with n of the M^^ ', S8y» 
second adjacent extreme points. The selection of the n points 
i s mad© as pointed ont i earilae. ' ~^ Introducing the cut 
G. into the constraint set Sj^^ we obtain S. • S j^  f^  0^ . 
^|ei} 4-- Solve the linear program (3.11) with X^  replaced by 
X^  and denote the solution by X^  . Set K • k+l and go to 
step 2. 
( 70 ) 
Conv«rgeno« ; A nav out i s IntrodccHMi at ecioh iteration i^ldi 
•liainatOfl f^n tbt ftaslbU stt tte oaxrtnt local solatloii alongwitli 
^ « n adjacent p^vrtlOM* flirtbor» tho ent does not dovolop otv 
••rtieoa In ^le f oasiblo roglon wlion i t pasoos ttirough a oniqM 
•• t of n flooood adjaoant aztrano pointe to tte ourrant loeal selatiMi; 
In easts vbare tbo Dasabttv K of diatinot aMwid a&jaoant ^rtloas 
to a local salation ia greater tban a« tbe oat ma^ ereate goat new 
Tertioes, fioeerery «IMA M-^ O ia esiall, tbe nailer of ellainated point 
i s ezpeotod to be qai^ Urge than the oaealter of nevly created one a* 
3.5 Hfff^l'il lffiy^ '?ift * ^ffnan (1981] pareeented a met 4>d ah i^ 
ittoerporatea wBBst of tbe ideaa of the ^tXk. and Soland [1969} and 
solaad [19711, MoCorniok {l979l» ^^et DL9761 and Olaen ^9753 tnetheds 
while reqalring only linear pro^aaoing pivots and anlvariate sewrobes 
to be perfonaed at each iteration, i:he taethod ftoes not require 
separabilitar or faotorabllltjr of the objeetiTe function or of tbe 
oonstraints, and is guaranteed to oonrerge to a global solution. 
nie mithod i s an extension of the Talk-tiofftoan C1975) algorithm 
for alninising a oonoae funetion over a oonrex olyhedral set. Hoiii. 
algorithnts eocloeie the feasible region in a polsrbddron and generate 
a loser bound for tbe objeotive funotion by perfoxming nininisations 
ever tltat polyhedron, Ihe lower bound i s then refined by 'l.lghtoning** 
( n ) 
tbe oontalAlng peljrtoBftroii« This jprooets ooatlaoes trntll tbi z«gioa 
•nelosiiig tlM poljrIttdroA i s •ufflelontly OIOM to tli« feaalbU 
rtglon to oxhlblt « global eolitlon to tha original protolom. 
Co^ldor tii« pr^Um : 
Minlmlflo r(x) 
. . .(3.12) 
over S « x^ ! g^U) S »^ l ° l t . . . t a | 
whore f i s a conoave fuxiotioa dafinsd ^iroughoat R'^  and g. 
(iFl^.^.tBi) aire convex fonotlone whose gradients are continuous. 
Assusie tbere is a point q in tlie strict interior of fjbie feasible 
region* i . e . q € { x : g^ Cx) < o • l p l , . . . , a } . It i s asstsaed that 
S i s moma^tr OXMX ooa^aot. 
Obtaining a global e lat ion to oonoaye minlniisatioa problen 
(3.12) i s maee tractable than ^le ainisiisation of general noneon^ ^^ "^  
fnaotions beoanse ef ttie following sell-known ttieorem. 
IfTtffgfB (3.2) : Ihere exists an cxtieni point x* of the c(»»rex 
oo^aot set S vAxlob globalljr minimiaes problem (3.12). 
Ho«eirert for a nonlinear convex constraint set an infinits 
nBal>er of extreme points exist. The algorithm discussed here will 
enolose the set within a polyhedron all of «rtiose extreme points 
( 72 ) 
•M kooim* ShttSf ft siaipU oaloalatlon of, and mlnimimmtion ovtr tb« 
eztr«BO point foaotional Talties will dotemioe a lower beaaA for 
pgdbXtm (3.12)• U iim aiAiaiaing point i s feaoibU to problom (3«l2)f 
thOA that point i s aloo an uppor booad cmd the problem ie eolred. 
If notf the point obtained •iolatee at least one oonstralnt of 
^roblea (3.12)« A liQrperplaoe of sopport to eooe violated ooowtratnt 
iw oonstrootedi i t separatee the set S and tliat ivoint, mis harper-
plane of support oute throat the original polyti^, oreating a new 
poly tope ^Ich more tightly encloses t JO aet H. 'dm extreiae points 
of this new set are obt;ained by riveting operations, and a miniai* 
sation of f over the new set i s easily nerfortaed. 
4 \ ^ 9 f 4 ^ : fhe algorithn preeented below will iooorporate the 
ideas of Griffith and Stewart C1960} and of Zoutendijk C1976} to 
obtain a hyperplane of support by perf^rtaing only one-dl^nslonal 
searohes. 
Choose e > o enff ieiently snail* 
g|f^ 0 - Find a point q in t^e strict interior of r i . e . 
a e ^x : g^ix) < 0, I p l , . . , , m} 
set o^ • t(q) (the beet upper bound so farj. 
( 73 ) 
Find an eoLosing linear pol^ tMdron S^  to tli« set S ooeh tluit 
al l t»rtlo«8 of S^  are known* and which can ba desoribad as a aat 
of oonatraint Ax ^ !>« 
Lat T^  • Cha aat of ttaa vartioaa of 
» t K • I 
Go to «tap l;* 
^^9 K « (Thia step i s antored vitb a pol^bedron s oncloaint 
St knovledga on ttia aet Y *^^ , of axtrano points of s , and a 
oi»fx«nt ttppar bound B for prtfbUa (3*12). 
Solve the problaa 
ntnlmiaa f(x) 
k«l .. .(3,13) 
subject to X e s r ^ 
by ohooaing oin {f(v) : v c V^^}. 
iiOt X aolva problao (3»l3)« 
Now lat X^ aolvw ttia ona^iMneional optioiaation problas 
Tfitnlnti*^ X 
. . . ( 3 .U) 
subject to o it ;w ^ I, x^ • ^(q-«^) c n 
£aflft I*> £f ^ " Of than x^ € s and ie ttoraf ore ^le solution to 
problaa (3*12)i atop. 
( n ) 
Si« | II - » }^ > 0, 0tt 1^ • x^ • Xjj ( q - x^). If tim^) < i^ "*^ , 
••% o'^- f(»^)i othtnri«# B^ • B ^ \ If «^ • x^ < e, (or giiiiUrl^, 
If B^ • f (x^) < e) 0top» x^ i s tkM solatioa. If nett find aU 
OMstraiiits of 8 i^ iiflli aort binding at J^ aod sot 
J^ • [i : g^U^) - Oi i - l m] 
and oboose a^ jr j e J^. 
To the ooagtraints of S , add the oonstraiat 
%• equatioii^loeBs of litm oooatralAt ^\ i s a hjrpsrplaiui of 
r 
k k 
support ip S at s » and this ooostraiAt out off tbs point x 
f»om the Sit s^ to b« defined next. Sst 
S^  • S n [^ : Q \ < X ) i O} I T*^  • ^sxtrone points of S^j. 
r«t k •» k*l 
Rstiirn to otsp k« 
Sio following lesrsaae eon oesdsd to prove oonvexgeooe of ths 
algoritlaa. 
(3.1)t The Bsqasaoe of lower bounds \ f (x^)] i s monotimieallx 
( 75 ) 
fgpQl : ISw objeetlve ftmotlon f i s snoo^siinsljr tiiiniBil£«d owr a 
Q98t«a deoreasiiis otqueoot Of sett S , S^,..«, S t ^ . ^^s 
ain f^ (x) : X e s*^ }^ 2 (a^ {'Cx) : x e s^ j 
•o that f (x^^) Z tiJ^). 
JtiBSai (3*2) : Let X be a limit point of tbe booaded sequenee 




eubjcot to X 't' X(q-«) - t^ o ^ ^ i I 
Sben X i t a iiid^t point of the etqaeaoe [A ] • 
£roef • «e baYO iiBi4,^ x ** x for Bom iooreaaing seqneiioo 
[kii)] Of positive iAtegere* Ttm booaded eegnenee l^^(j)} t^ M 
a l ia i t point X ; paeeins to a eoitaiile eeqaance of [Hi)] • ubi^ 
titt notatiooaX 8ias>lioilQr m denote again by ^k(j)} , ye have 
lia^,^ ^ ( 4 ) "* ^ # ^« proof sriil be accomplished by abowing ttxat 
X • X . 
ninoe X^(4) 0^ A eolation to ^roblea* minitaiee X» enbjeot to 
( 76 ) 
ISM9 oa « » bounaaiT of m% s » {x : g^(x) ^ o, l - l , . . . , m^  . 
mac, tlMTtt «Kist« At Uast oaa r ( j ) e ^1,2,. . . ,a^ «t»b that 
8tM luiaber r of tlw flnito «et \ l , 2 , • . . , » ] must arise as r(3) 
infinlttljr of ten; paeaiag to a fnrtter i^ppropriate Mb^tquanoo, 
8 t lU doQ&tsd ^kCj)] , «e oBjr asaCBM 
wlidoh by oontinnitF ic^Ii ta 
Si&oa o ^ >^ i I l!:9Uaa o ^ X ^ I , and slnee tha continnitr 
a£ aaoh gj^  pwnaita g^ C* • X (q- x)l i o to ba Infarrad from 
g^ [x^^^^ * \ ( 3 ) ^ Q-3K^^^ )^ 3 i Of I t foUowj ( using tba 
oonirasltr of 8 and q e Interior of 8 ) tbat X* solves orobXoa 
{3A3)', bOBOo X* « X « as dsoirad. 
i a n » (3«3) : -i^t s^ • x^ -*- ky^ (q* x^), Sian with x , ^ aa 
In LeB»a (3.2) saqoaooa ^s ] baa B « x ' « ' X ( q * x ) a 8 a limit 
point* 
ik " - ^ v 
•^ ** r ^ « » « ' g^<^^ *. By the proof of i>«BHW (3.2) li!9vcJti!la5'9e^tione« \v(j)) 
tttoh that x^ ^^ ^ —«> i and ^^ -^^  —> X aa j —> «, It la 
a stralshtforward eoaaoqnoiioo ttiat «^^ '^ —> i as j —> ••, 
miiyf^q (3.3) : Svasar l lo i t point of tho aoqnonoo z^ oobros 
pYOblom (3.12)• 
Ip^^ : me alsoritla y la Ids a foqaonoo of pelats \^\ and a 
eorrespoodiag aeqneooo of noadaoxoaslng lower bouoda f^ U )} 
(by iiOiiBiia 3*i}, Xf at step k, x la feaolbla to Sf the al^ ^orlHoi 
•tops; If QOt« ttaen as k ••••» IStm seqaaoos ^f(z )] is n^noto-
Qioally non-daoraasing and bouadsd firoa id>0Te by tlie yalas f (z ) 
vhare z* i s ai^ fieaeibU solatloa to problstii (3«12}, Bot siaoa 
the X *% aara na^ sbers of a eoa^^t set ^% a point of aoousHitioB 
z anst exist for the set {x^} • ^ t \z^ ^^ }^ denote a subsenysnos 
of \x^] ahloh Qonvorges to f. 
By the proof of J^ sama 3*2, «• osy pass to a sttitabla si^sequsnos 
suoh that \ - (4) "*^ » »^^ "• a » and for sons r e ^1,2 , . . . , m} t 
gy( s^^^h • 0. Sinos Xj^ /4) > 0 (othsrwise the aigoritba aould 
tsnuinate), i t follows that gy(x^^^h > o, 
Aesaae x ^ S (waich io^iias ^ > o)» We claim that for 
soeie j , the constraint ^^* ia^sed by tas algorithm will out 
( 78 ) 
Off x« oontradlotlng t ^ aseeaption ^ib&t x *^'' -» x. ro proir* 
this elaln, ooppose to tlie oontravy that 
0^ ^^ ^ (x) • Vgj.( a^^^h ( x-B^^^^i 0 for all j , 
ni ls iaplifta, for 
Gj.Cx) 2 7«y(i) ( X - • ) 
that oonotralat G^ Ca) i o doea not oot off x froa S. iJU!; alnoa 
f • 2 •»- XCv * f) «li«ra JC aolvaa problaa (5.15) of Ltvm 3.2. 
& niiat cat off f for tba aaao roaaon tbat 0^ (j e j^) ooto 
off x^. 
!Ihaa X e s. Sinoo f (x) la ttifi limit of tha nondaoreaalng 
fsqaanoa f (x^^^') of lowar boonaa for problaa (3.12), x oolvae 
pvoblaa (3*12). It ehoald ba notad that alAoa x e S, A » o. 
3.4 HlttWB?! Cttttilng Plant liftlhnfl Cl%4,l963tl966l : Rlttar [1964» 
1963» 19661 gafo ^ la aathod for aolvlng a floooozxvex progroffialng 
problam for obtaloing a glotbal aolotlon to a linearl^sr-conotraioad 
ffllnlalottloa problam* 
The ^oblen with uhloh «a are oonoarnad oati be atatad am 
MlnlalBO cp(x) « o'x • I x»Dx 
aubjaot to Ax i b ...(3,X6) 
Xi 0 
( 79 ) 
tilMffe A l8 a Xn oatrix and D « D*. If I3 io positive seiai-
d«fliiite» or more precisely, If cp le a convex funotlon on tlie 
polyhedral oonvex oooetralnt oet 
X • {x : Ax ^b , X I 9] t 
then !$,16 is oalled a ooofex quadratio iirograa. Ritter'e Mtbed Is 
deelsnitd to faaoAi probieae of ttie form (3.16) in e b i ^ oonrexitgr 
of cp on X is not aeeiiaid," 
Ritter*0 zoKtiiod i s ooi^osed of ttxree distinct phases. 
Htlifft'^ '^  * '^^^ phase i s esesntially tbo same as that of ths 
eiiqplex me^ iod for linecor prograoning see Dantslg [1963]. Siis 
prooedore ie ueed to detemine wfaetter tisere exists a vootor satisfjr* 
iflg the oonstraintsi i t produce on extreoa point of the constraint 
set X if and only if that set i s nonetiq^ tar. 
ghffS-II : Ih this phase, ths extretae point ie ueed as the starting 
point for this phase which detertoinest dithsr a loaal miniaura sr 
gives an indloatlon that the ohjeotive fiiootlen ie houAtod below 
on the oonstraint set* 
jQ)§af«>IIZ : This phaee ie a lasthod for oonstrsoting a cutting 
plans that excludes lAis previously located local ainiaBn without 
( 80 ) 
•xolttding tiie glflibal lalalfflum if It has not yot been fbiuid. 
After tiM outtlog plaod i s placed, tb« Pbose^ X prooedure i s 
r«i9pli«d to tbft augiaeiited piroblmi. SBxnisatioa can ooour in Phase-Z 
i f 00 ftatibLe points remain after placing the oatting plane or i t 
can also ooour in PbaRe«riI after a weak euffioienoy condition for 
a global ainioum is satisf iedf or with an indication that c^ is not 
bounded below on tte constraint set. 
nitter*s {1964» 1966^ proved that if X is a bounded set^ thsn 
the niettiod ejrolss throt«h titie three phases only a finite number of 
tiaes. 
ffe ^hall explain Phase-XI and Fhase-XZZ as developed by Ritter. 
30th of these phases depend on being able to distinguish a local 
iainiaiiia« 
The necessary and sufficient oonditions ot^ aoraoterizing a point 
as a local ciiniasm have been disousssd earlier« 2he i:uhn-::uok»r 
c 
nsoessazar conditions of optlaality is isnediately appll|a>le to the 
problem (?«16) beoanse the constraints are linear and consequently 
the K-; constraint qualification is satisfied at all relative 
boundary points. Zt is also viell knosn that theee conditions can 
hold a points vThlch are not local minima. Tor this reason, one ssy 
( 81 ) 
ISiAt la general tNy are oeoeeeary bttt not enffloieat. 
W9 etate below Rltter's oharaoterlsatlon tbeerea for atatlontfj 
points, 
fiMUKta (3.4) (Ritter DL96$]) \ St (X$T) IS a solatlon of 
0 + D X - & y » o 
-b • 0 X • 0 
y > 0 
iiliere & 1« tbe appropriate sebnatrix of Q, and X -^x: Gx ^  h^  
tbta : 
(1) X is a local mtnimuai of cp on X iff q> i s convex on X ; 
( i i ) X i s a local mnxtrwaa of cp on X iff X " ^J^ and >^ i s ooocarev 
( i l l ) X is a saddle point of cf on Xiff cp le nonconvex on 1 
proTided Xy R*^ , 
a 1 - At>»n . 1. a mMU lit c^t , noltber caa», 
nor oooottfe. 
gi^ fq^ : see Abadie flSTO^  lateser and iionlinoar Krograarning pp 2f2«^6' 
Above tbeorea gives a usefnl stffioienoy condition for a looal 
ainioum , the goal i s to detersine a global mlnlnum. ^^Itter |1964] 
gave an obvloas but oseful global suffioieney condition. x<et x* 
( 82 ) 
be a feaalbU vootor tor aloiolsMi o*x "(^  | Z*13K sabjeot to Ox 2 ^ 
«aoh that ^Oc*) 9^ <^ , By a oaltabU perantation of tha oonatraiata* 
0 and h can bo partitlonod as C o ) ^BA Ch )t vosptotiToljr* ao 
tbat 
0 a^ X • h^ 
« G^x « h^ 
ISOTMtUffl ^•^ : » «• i« a local miiUaiia of 
Mintnlao c»x • | x» D« 
etibject to &x ^ b 
and 
mln x^'ltac I ^^ x I o] I o 
then X* Is a global mlnlraum of <^  on x« 
qftf^ f^ w.i»iifetan of A QiKiMng Pian^ ; Onoo a looal Dinlnoa has bean 
reaohad* It ie natural to^a onttlog plane «tiloh will oxclude tha 
prevloastj datexmlned Looal alnliBsa wll^Bt eicoludlng the global 
nlnlsniB, 
aiTOn a local ttlniBnia« it to pooeiblo to dateralne a vortex of 
tha eoostraint set X that Lias In tha Lowaat-dlatnsloaal faoe of 
X oontairvlng the looal alninmoi* Tben the primal variables and their 
doal verieblea oan be relabeled so that the elaok •ariables at that 
( 8 5 ) 
T9rt*x are dtnoteA M THrvrlablefl. i f t tr this z«lab«i«Bg nroo«M, 
« aeriia of algobralo aaalpttLatloas oan b« o arrlsd out to ptt% %te 
prObLoo in tlio foam 
tainimlso cf(x) » o*x 't- ^ x* Dx 
•ia>ieot to T • -4) • Ax ...(3,17) 
• ^ o« X ^ 0 
with (xy 7f I , 7) Dolog the £cftui«»TQo)BBr point aesooiatod with ieeal. 
aiiil!!ma x, 
7e i^all osswm that this point io a noodogdnerato solution 
80 that ? > 0, x i 0, 
X, 
Supposo that X oan be pwtitlonsd as x » ( _'' ) with 
*2 
?j^  > 0* 3^ « o. fho nendegoasraoar OMU^tion iaplios u^^ • o , 
?2 > 0. 
Iho poFOTioaoly dotomiood looal miniaum and the sot of global 
minlmiua are to be separated by the outting k^perplane. Suppose for 
the Biocient that the sot 
s - 8^ - ( I e R*^; B« De < 0, By > o] 
i s nooes^ tar and ** Icnoim **« rhen for eaoh s e e there exists a 
( H ) 
malUst ^ . > 0 woli that 
9 
cf ( J • -^, ) < ^ ( X ) for all '^ > ^ 
If for all 8 e s« tb9 point z '•^  ^ ^  X» ttien x is a global 
alAiaoau 0& the otlior hand, If for sooo m ^ S and aooe ^ > ^ 
tho point x -I- ^ . e X « than an Inproreoent san be made. We doflno 
BiBSt «e aro interofited In a supporting iiyporp^ 'lane to th* set X. 
!Shs prooeduro dosoribod bolov is oonstruotive aetiiod for oboosing 
a partieulor stqpporting li/plaoe «r to oonctruot a parallel cutting 
plane that chops off more of X. 
Let o* X ^ 't donots ths constraint to oe adjoined. For 
speoifylng the veetor e cmd tbe soalar ^ t for this considering ths 
following {ffobiem of finding the global mlnimua for every valos of ^  
of ths progran 
ainlaiso e»x • | x« »x 
eubjoot to ^2 -^  ° ...(3.18) 
e ' x l ^ 
( 85 ) 
Thtt inequalilgr ooottraint e*x ^'^ will b« called the capaoitr 
ooastraint and e will be oboeen eo that for each r^alue "^  ^ o, a 
global alntouB for 1^0 oorseaponding prograa (3.18) ezlets. 
W# partition 0, D and • to be ooo^atible wltb tt» nartitieiiiiis 
of X • ( P" )• Bttw 
*2 
U D 12 
1 • t and e 
f'v 
\ l ^22 e. 
Slaoe ( Xj^ to) la a looal ndniaum for problen 0.17^ with x, >o, 
i t follows that Ti^^ i s nonelogular. Ihe etatlooary x?olnt at hand 
10 apoonied to be a looal mlnlaium« thas c^  I0 convex on the eobspaoe 
^x " ( 3jJ ) € "^^  : Xg • o] ftjoo the theorem (;:.4-). Henoe, we af« 
aesared that a global mln^ smn for (3.18) exists when e^ is set 
equal to aero and eg is ehosen to satisfy e^ > 0. 
A global mlnlnsBi in (5,18) most satisfy the Ktthn-1!ticker 
oonditlons, i^oh oan be written as follows : 
« 2 - « 2 * ^ i 2 * l ^ ^ 2 2 ^ * « 2 ^ 
' ^ i O , W ^ O , O g ^ O t X g ^ O 




. . .(3.l9d) 
. . . (3.190) 
( 86 ) 
Th.9 noiLBlngalarltiy of Dy, malcss i t possible to ellmioate x. from 
(3.18) and i t s Kuhn-Tucker conditions (3.19); In par t icular , 
and after tbe subst i tut ion, (3.13) becomes 
minimize cp (xg) * ® ' ^ * f ^2 ^ ^ 
subject to Xg - ® . . . (3 .20) 
4 0^ < ^ 
with 
J -1 
° " °2 " ^ 1 ^ 1 ^12 
^ " ^22 - ^12 ^11 ^12 
cf(x)= . }o[ji^l c^ 
c^(x)« cp(x) +cp(x2) 
The point Xp « o i s a local minimum with t^(o) - o for a l l T^ 07 
Por X small enough, Xp * ® "^^^ ®^ ^"^ ^ '^'"^ stationary point in the 
constraint set of (3 .'20) and Idifts i t i s the global minlmumT 
Theorem (374) leads one to the observation that at any local 
minimum of (3720), other than the point Xp * 0, t j ^ capacity 
constraint Og x_ £ X must be binding7 For th i s reason, only points 
( 87 ) 
m^tiatyXag tbe Etthn-ITiiokor oouditions wlidi the slack •arlat>le of tb« 
oar^aoitsr constraint at sero lavi l ( i . e . A^  « o) will be oonsidersA. 
Tti« Kttlmo'Saokar conditions for (3,20) are 
Og « 5 + 5 Xg • Sg-t; . . . (3,-21a) 
CA) « T - S ^ Xg .. .(3.21b) 
Ug i o» atg ^ •• ^ ^ *• oo^o . . . ( 3 .2 l c ) 
x^ Og - 0, ^ « 0 . . . ( 5 , 2 U ) 
u- ij iiiiiiiii-f i i ' ^ n r " ! — • sg^jaAj—i •^. ^-y*^. . -fc 
!So det«rmin« tba gIol>aI ainlmua of (3;20), me wi l l find*a 
non<»negativt basic solution of (3.2Ia), (3.2Ib) satisfying ths 
co^plsmsntary slaolcnsss condition (3.2Io) emd giving ths lowest 
walue of c^ , 
9or a given value of T » the problem of solving (3.21) in order 
to produce the snallest value of ^ i s simpler than the original 
problem only in the sense that i t s sise i s smaller, The vector e, 
i s to be ohosen so that having the required solution of (3.21) for 
a particular value of T oakes eamr to obteJji the global solution 
for (3.20) for a l l values of T i o» 
( 88 ) 
Let tg • ? > o. Iben tor any solotion of (3.21) with w • o, 
x'lTjig- - ( U - ^ ) - ^ ...(3.22) 
Vpoa this nlatloaihip end ^le aasuoiptloii that tha oa ^aoitr oonatinULat 
la hlnfllng. It followa that «a ara aaaklog a point aatlafylof (3*21) 
that alnlml«a» 
S^Otg)- X * | ( l ^ ^ ) ^ ...(3*23) 
fnttlns G- • I •«> ^  y m «1U treat the prflbLem of finding a aolatloA 
to 
O2 • 5x2 • c.cr ...(3.24a) 
U> - T - -cjtg ...(3.24h) 
Og i o# Xg -^  •» cr^  o, u)^ 0 ...(3.24e) 
Z2 02 " o , (Tw-o ...(3.24d) 
with c*)« 0 which oakta the Taliia of c ttM largost for eaoh 
•alM of "t . If cr2 f^ ^M onltlpUov aasoolatad wltti tba oapaoltf 
Gonatralnt la poaltlipa« and the oorraapondlns Xg la a local alxklomm. 
Sqnation (3*23) ocm he regardad aa searing that for cr^ 0, the 
oorreepondlng point x^ Is a global mlnlmam. 
( 69 ) 
7h« point x^'' 0 In A global aiaiiuiB of (3,20) nhea "^  • o. 
aoiioo «• aM onljT lAtorostod i& tlio solatlons for "^  > o. 9or oodb ^ 
we put 
aad our problom boooaoo that of finding tbo solatlon of 
tt • 5ac • S^ o ...(3.25a) 
U)- I - 5 ' X ...(3.^5b) 
tt i 0, X 2 o» ^ i *» ^Z © ...(3.25e) 
i» U • O, 'crw»0 ...(3.254) 
flltli to • 0 and ttio largogt valuo of ^ • Lot ( o , x )» ( o, ^ y 
doaoto tbo ooltttioa fotuad. 9ko oolutlon of (3.24) ean be lattrprotod 
aocovdlng to ^ t valoa of "t: . fii partloilcr : 
(1> If S- <i/x , Xg • o i t the global alnloua, and Sg" '^i 
i i DO opoolal aort of point ; 
(11) If l A i^^ < 2 /^ f Xg " ** ^ " ***• global idnlnHim and 
Zg • ^ X l8 a looal oiliilaiim ; 
(U l ) Jf 2 /r i S^  , tbOB Xg » ^ X 1« the global stlsliattB of 
(3.20). 
( 90 ) 
•4 
Iftit - I f ^ i 0, then %hB point x • ( *- )• with whloh^ 
0 
jlMlllHtLlw A global ffllBiffiPBi for tb* orlginsl. protraa, fiftr i»e haim 
eatisfied tbs hypothseis of itfopoeitlon (3.1). 
Sh« otthod glTOii by Rittor for finding tbit roquivod ooltttioii of 
(3,2$) roqulros %bo oxaminatloA of al l tbo solatioAo of (3.25) with 
&•* o. fb eiopUfj tbo oporation, Rlttor U966} gi^oo ooae ruUo 
oaldng i t poooiblo to «roid ozplioit oxaaination of ovoxy oolutio^ 
•f (3.25). 
Vtaon D i s aogativo ooai^lof inito tht problos i s onob oaaitr 
booauoo a aolatlon to prbbloa (3.25) oaa bo found in wbiob x is 
an oxtroao point of tho constraint rogion x^ ! x 2 o, c* x ^ 1}. 
Sttoh eaass oorrespond to qnadratio prograas with coooaTO alnlaands. 
Iho task of setting op problsn (3*25) after finding a local miniawm 
will eaerge as a by-product of Eitt«r*s lastbod for finding tbat 
local oiaisiiia. 
0 
The oattii« plans to bs adjoined i s o*x 2"^ t with • * ( Q ) < 
wfasre only tbs Talus or i s yet to be spselfisd. Ihis is dons first 
by ooi4)Bting tbs lar^st ninl>sr ^ su3b tbat <^  (x,( '^)) * ^  * ehers 
c, * i s tbs soallest valpe of tbs objective ftinotion yet found and 
rx 
( x^ ) 
Smc "^ 2 ^ ^^ largest rmltm at x sooh timt z( ^ ) satisfies ths 
oonatralnts IgAorsd in P3^bUa (3«X9)« 3 ^^ " *• ^^^ ^ anotbsr 
Indioation that tba objsotivt ftonotic»A cp Is not boondtd bsloir on 
the constraint set x. iist 
X • max \TJ^, Ta^  
%• oattiag plans tliat Is adjolnsd i s a* x 2 X* 
qfsf*! : If x * T^ f tba otttting plana i s a support to Y, faaaos 
It azolttdss no local minlonni ylalding a Lowar valua of tha objaetlva 
funotlon that has yat haan da^ralnad. 
$^ §g|«>II ; If - ? • ^2* ^* '^ '^  lovaat valiia of tha objeotlTO func-
tion i s aasttBod at tha faaslbla point x( ^ )f and no Local minimiai 
giTing a lower Taltia for cp i s lost* Horn £hafia->X procadiira oust ba 
raappllad. 
BUt«'« fttoffirittw fflrftnrtlnff a tonal jiotena : nittar's aigorithn 
|l964fl966] diaoaesad hara aa a typa of principal plvotins laattiod 
Lasks |19683, Cottla and Dantslg {1968] and Cottla [19681. Principal 
piTOtii^ algoritiSDS are aesooiatad with solving linear ooniplesientaritjr 
problstts. 
( 92 ) 
B9tw gtartiag the details of Ritter'e algorithm, i t i» 
aeoeseaiy to aBatlon two plTOt tteorotio propositioas osedod to 
deiiMinstrats tbo logltiaaoy of tlis algoriHia. 
tgop^s^^ofi 3*2 I Oonsldsr ^M sFstsa of hotnogeiMoos linsar oqeatioiis 
sxprosfisA in tab«jyir fom as 
" l -








irtisrs M e R^ P*^ '^^  P*^  is sytBBittrlo and positive definite, m c R "^^ , 









If M - 0* ' i n > o« then ^ e aatrix 
M 
1« po0ltlv« d«flnltt . 
Py^t^5« |^|on ;»3 : C0a«id«r «h« %8gt»Uaa 
( 95 ) 
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If ^22 Is positIw dofinltQ* then after th» principal black aakinc 
B«f X2* ^ ^^ baglo varlablets, WB eatrj la the tabl«an fotmd at 
tta0 Interoeotlon of tho row eorreepondlng to v^ and tte coloan 
eorv«0p0iidlog to /« Is aea««tgativ«, 
Ih deoorlblog Rltt«r*8 al i^itba for finding a looal olnlaoait 
«• display tho Kuhn-Xaoloir oquatlons for tha orograia (3.16) augaonfd 



























( % ) 
Ttm variable x^^ r-^i (o art prloal variables. She variables 
• . are etaok •ariat>los for the ineqoalitgr oonetrainte, so Aac-fj> b 
and U) i s ttaft tHaak variables for ^ e oapaoitar ooastraint^ so e'xtio^t 
Tbs nnlti^Uers are Ujt Si* and 1 ^ a is the vector of oaltipliers 
for ttie tton-oegativiliir^onstraiittSf 7 i s ths Teotor of lanltipliers 
for ttm inequalitar oo&straints Ax 2 h, and ^ the aultipiisr for the 
eapaeity oonstraint. 
For aqsr value of T • sajr ^ , the oorresponding valos of the 
veoter of hasie variables in a basic solution of the lohn-itaelear 
equations i s found bjr adding the first oolonn to x tines the seoead 
oolosm of atm tablean. 
How se state the algori^ha by the following steps * 
?ffp !• i«t a^Sj^ « nin lo . / t j : e. > 0} ^ i t ie aseiraed that 
z • Of i s not a Looal ainiraoa, and o '^^ p < 0. Perform, the pivote 
< tCff ^ >t < ^ t x^> to ooaiplete a 2 X 2 principal blook pivot. 
The values of the variables after the pivot are 
•r ' r •r 
»r-<> ^ ^ r - ' ^ ^ - e ^ ^ .. .(5.26) 
^ •» -h^ • TC -Is ) y^ » o, i«l , . . . ,m ^^ a 
^* * e 
0 '^  
'^  • • J t • r ( A^A to• o • • Jt^rCd eJ) 
•r 
( 95 ) 
Sinot «^  > 0, ^ l 8 point satlBfles tbe Ktshn-Tnclcer oondltlona 
nban X • 0. K tb« problem is aon-degeneratOt thon for eone n:^ >^ o, 
the point given by (3;26) eatlefiee the Ktihn«Tiiotair conditions in 
the range o i T i ^^^ Htm epeoif ioetion of ^ i» given in, 
9f^p 2" If the ooli2on of T i s non-oegative, then tenainate 1 ^ 
prooodore« In euoh a (Bm, T as a derlTlng •aria'^le i s net blaelotd. 
The f01 louring letaoa inplies that if X i^proaohes Infinity, ttai 
JOBm CRittir [19651 ) : Tor the set of al l h suoh that 
-^ A.* 0 •*• Dae • G« y w o 
- h • G X • o 
y > 0 
haa a solntionf cp oan he regarded as a function of h and in this 
Objeotivs fonotlon i s uhboundod below on X. If the X eoloan oontains 
at laast one negative entry, than inoreast X until eone basio 
rarlablefi beoones sero, i«t ^ i , ^ the value of t • Tb» assn^tion 
of non-degeneraoy Istplies ^lattiia baeio variable la ualqna. Iha 
basio variable that baeooas sar« when "^^ Tj^  i s ^la * oaodidata * 
to beooiae the blosking Tarlable; If the candidate to become tba 
( 96 ) 
l> locking TorlabU U T t th« a&Uipltev to assoolattd with ^i« 
oi^aoitr ooastraiat, then s^ to stop (; otterwiM go to t^ o oost 
•top. 
.Sta 5* If tbo doflirod piTOtoI ontsar io pooitlvOf ttaon tbo blocking 
tarioblo oatididato io ttio blookiag Torlablo and ito ii^ ploiaeat ooto 
oo o driving varioblo in a pivot oporotion. l^on ooiq)lotion of ttdo 
pivott vepoat stop 2. XT tbo deoirod pivotal entry i s nogativo or tlio 
blocking oandldato io a etultipliort go to otop 4. Xf tbo blocking 
oandidato io a priaal variable and tbo pivotal ontr; io sero« go 
to stop 5* 
gH^ 4-> Tbo blocking variable oandldato io a onlt^lior, i«t tbio 
variable booooe negative and drop i t from coaaideration as a potential 
blocking verlable. ao longaa i t renaino n^ativo. iiOw return to otep 2, 
SUB $• 1!bo blocking oandirate io a priaal variable, henoe ^e ndint 
ban moved to another face of the convex polrtope X. ^ t v^ denote 
the oandMoito. Uako ttie pivots < r^t^ >» <^ , y^ > and ttvn drop 
tbo Ofi^aoitr constraint troo consideration. All tbo priaal variebles 
most bo non«<iegativo« and if al l tbo bcwio sutltipliore are poeitive 
1^0 point i s a local minianm. If eooe of the onLtipliera are zero 
bnt none are negative» it i s neeeosazy to oxaoine Ibe principal 
( 97 ) 
•ttbMitrix at tti« iiit«r0ootioii« it tlui rovt of tte b&ais multlnlitr* 
at atro TaUa and tbeir oottpUoeats* S tbat matrix i s posltlf* 
flaml^afioite, toan tlio ourrant point la a local aliilaaBi aad toml* 
nato j^go-ZXf otbcnvlao go to atop 7* 
s%iy 6* Bia blooklJBg Tarla&lo ia ^ » aalai tbe pivot <"s • ^>* S^bo 
pivot antxgr oust l>o poaltlve •Inoa %\m eoaffloient In the desirad 
poaltloa la the negatlva of tbo eoaff lelont of r in the blooking 
row, dna aa have a loaal oinlotm vithout tha oapaoitsr conatrnint. 
If a l l tha T30ltlpUarB 9X* poaitlva* Htm point la a local wtnlaaB 
to iSbm original problaa« SOrmiMi^ tKt phaao ZX, It aene of tlia aitlti-^ 
pllnra ara nagatlva, ISian go to atap 7* 
§tfi| 7- -i^t a]^«...» B daneta tho saltipllira having oagativa 
valaaa, Zntrodaoa a now oapaoltf oonatralnt a*x •"<:: with o^  > o« 
i t la ooatottBoy to ait o^  •• 1 (J^ I f . t a), ^^  • o (J^ a*l,...» 
n)9 whara x^ C 4 ^ li . .«» s)f Just danoto tha oonplaaenta of fbm 
haaio rattltlpUars. Witb ^ « o tba oorroAt point la a looal ainiam 
to tha prohlin with the naw oapaoltT oonatralnt. Ratum to atep 1 
aad proceed aa before. 
After a finite nnnftier of atepa* either the objective function 
la aboim to be oa^ ionnded below on the feaaible region X or wa 
( 98 ) 
•tttp with a local oinltntia aoA oast prooe^ to phasa III« 
V« now ratura to Hbo taak of idaatlfylag tlia data for tba proOlaa 
to ba aolToA ia ttio ooEiatraotioa of a aottlas plana* Let x ba tha 
looal mlnlnKBi jaat foond. 90 It la poasibU to datonaina a Torttx of 
tha ftaalble ragloa irtiiioh U.9w la ttaa loaaat dlaonaiooal faea of X 
ooataining z, fte pBistoX •ai*iat>Ia and thetr oontplanaAte ooolA tnan 
be re labeled eo tbat tba alaak rariaulaa at tliat vertex are tlie 
••"Tarlflblaa* f»o ami-prliiolpal blook piirota oould ba tiiada in ^it 
original tablaaa to saka tha ••^ariOblaa and tba u-'variablaa baaio 













. . . (3 .27) 
irtHire tba vector x baa been partitioned ao that tha poaitiva 
primal variablea at n^a local ainiaisa era x^ ^ and • . The vector 0 
and < w and ^ta aatrix B and A are pertitionad in a oootpatibla faObion, 
( 99 ) 
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SO tbt protoUa to bo oolvod in pluuiO«>IXZ i« to find a noxwiegativo 




•a- ^ "u "i 
**2*®12 ^11 ®l 
L 
. . . (3.29) 
tlmt givoo tho largest valno jfov c . 
lab loan (5.29) la foroad data eontain^^ in Htm rows aseooiatad 
with tbe ntttlipliara that aro baaio in tab loan actsooiatod with tho 
looal niniaia* Tain iodioatos that to aot up tha roquixod -^haso-III 
problea* i t is oaljr oaoasearj to idontiX r^ tba iirlaal varia^lfta that 
aro oooiplaaintarsr to the ouiltipliers that aro bvisic in the final 
tabloan of phase«II. 
( 100 ) 
MBOb vmmattih ham 1M«II duvottd to ttta d«velOp!iiant of «l8orl«i«s 
for obtaloliig an optlml soltitioa to prottlom min f (x) » «tio^t(z} 
lo aqy oonoaYO fmiotloa and-^lo a poly^pe. Mai^  appUod optlalaatloii 
probloM maar 1>e farmlatod a« a oonoafo yvogxmaiag problaa, 
RagliaTaohari 0.9691 Kalantarl and Roson |l9B2]| foroulatafi tha atro*. 
ona liooar prograatoiiig ae a oonoave prograoaiog wit^ a qoadratlo 
objeotlTO fojootloa, 1!b« fixed ohavge pr6blaa, 'Hvoety [I969]« i^ od D-970] 
and Staiobwg [l970]t la another apeolal oUaa of ,)robIem (3.1)» vhaxa 
ttia obJeotlTe Amotion la plooawlaa Ilaaar and oonoata, and the 
qaadratlo aaelsnsient preblao, XoopoAas and Beokaan GL957]f i^ airlar 
Ol96g]« Oravas and Vlnaton 01970], and aora generally anj qnadratlo 
aaro-«na progracsslng oan be fOmnlated aa a apeclal caaa of oonoaTO 
progrwaolag problem* to. faet i t la poa^ l^ble to conrert aiigr zero-oaa 
prograonlng problem Into a oonoeera mlnlalaatlon iroblem (iialantarl 
and Roean [l984lf SaUntarl [19841)• Canrajal-Moreno (l972] and !Rilatt 
[19781 gave an Idea that ttie bilinear prograonlns and oonoacfo mlnl« 
mlsatlott €tre to be eqalvalent. 
llangaearlaa {19781 and Ihoal and Suy £l983l aleo gave ^le Idea 
that the olaee of conoaTe prograaa also Inolodes the linear ooaple<» 
aentarlt7 problem. Bilinear frogranmlng for solving tbe linear 
( lOl ) 
oofflpleiBsntarlt7 problem has been oonsidered by AI-Khayyal [1983J 
witi» epeolallzes aa earlier branch and bound approach for biconvex 
pxograaoing by AI-Eh«yyaI and Falk (l98?]]. 
Basaraa and Ooode {19623 gave a eoffiolent ooi^ltions for a 
globally exact penality function without convexity, irohattl and 
Schaen 0.9843 presented a paper on * A enrvey on the global opti-
mization problem : general theory and con^atatl<mai a j^proaohed '*. 
Beaton 0L98$3 $ ^agannathan £1985] f Sen and Sfaerall [198$3 ai^ 
:Dodd iI985 1 aleo ganre the algorithms for solving the non-convex 
programming problem. Kalantarl {19853 pabI|Mi|| | | | paper on ** construe* 
tlon of difficult linearly oonstrAAaed concave mlnlmlssation problems*** 
Jongen, Moberf Sammer D>^^1 presentad a paper on '* On Iterated 
mlRlals&ation In aonconvex optimization *V Pappalardo £19863 also 
presdntad a paper on the duality gap in non-oonTex optimization. 
Ihe madn aim of ^ e paper i s to given, by meane of the ** iaege problem* 
an oetloate of the duality gap using the definition of laok of 
convex Ity of a funetionv 
Recently Sen, Hanif ID-, Sherall [19873 eolve a nonconyex progra-
imsing problem via diajanoti characterisation. Kalantarl and Kosen 
{19873 also gave a method for global minimisation of llnoarly cons-
trained concave quadratic function. 
TSnlftmSlmSm^nL 
^•^ iftmiSftllSR • 'b* ooao^pt 9t goal programing «ao flriK 
lAtrodnood by K CbniMo sad w.f .Coopor (1961) as a tool to rtaolTO 
infoaoiblo lixiear^prosransiiag prObleast Itxls teehoiqoo has beon 
fnrttiar rofinod br T. ZJlrl (1965)• S.M.loo, and otiiorc*. 
Goal prograoxaiai i s a spooial extension of Linear prograaflOag. 
axis toobniqas i s ocqpabla of solving dooision problsas »itb a singls 
goal or attltipla goals* Goals set by naoagsasnt are often aohie i^a>le 
only at tbe expenss of other goals* Vbrttiar&tortt, tbese goals ore 
inoosnensarable, Zb otber ifords« tbey ean not be aeasored on a ^^"^ 
unit basis* Tbtts tliere i s a need to establish a bieraroby of isqpotr-
tanos aaiong these oonflioting goals so that low-order goals are 
oonsidered only after the higher-order goals ore satisfied or here 
reached the point beyond «rtiioh no fuctbsr iiiQ>revetaent are desirable. 
If managemeat oan provide an ordinal ranking of goals in tsrtas of 
their omyttibstioi^ or iiqpoirtanoe to the organia^ajtion, aod all 
relationships of the aodel are linear* the probloo can be eolfed 
by goal prograsooing. The distiogeishing oharacterietic of goal 
progranniQg i s that i t alioira for an ordinal solution. 
( 105 ) 
Zb goaX prograaoiog* all th« ol»jeotlva« ar« aaelgned target 
lavala for a^iaveoant and a relatliw prioritor on aohiavlag tbiaa 
lairala, QOBI prograooiliig treats thaee targeta aa goala to aapire for 
aod not aa ab ^^oLateoonatralnta* It then atteoipts to find an optloal 
eolation that ooioea aa ** oloae aa poe^slble * to the targeta In tlie 
order of apeolfled prlorltleo, there aape tao types of oonatralnta 
I .e . **real oonatralnta ** end ** goal oonatralnts ** (or alnply '^aala*') 
era aaed in goal programalng nodel. The real oonstraints are a b l a t e 
reatrlotiona on the daalalon Tsrlableat ahlXe the goals are ooadltloaa 
one would ilka to aohleve bat are not laandator^ r. 
Professor iiex'hart A. Slaon, an cuithority an deeiaion theosryt 
statea ^lat today*8 oanagar la not trying to ** optlmlae **, instead » 
ha tries to ** eatlsfioa *. JUa optlmlaer nsaally seeks the beat 
poaslble oatoom far a gtVMI objevtlve, soeh as profit mexirolsatlon 
in linear frogramciing, .t aatl8flo«r» on the other hand* atteiqpta to 
aohieve a ** satiafaotoapy ** level of taaltiple ob^eetivee. Goal progra-> 
smlng i s , if US aooept Profesaor Slaon*s theoryt an appropriate 
teohnlqae for ooddm deolslon analyeis* 
4.2 WftttJimtlaaJi.fWrai.: ^^ ^ general goal program-tins oodel can be 
ezpreaned as follows : 
( lOi ) 
Hinlmiat : 
"* .* .-^^ 2-^\<«i*i**r*r^ •^ ••'^  
z.f d][ , ^ > o for All 1 and 1.^ ^* )^ 
Bqnation (iX"^  represtnte tte bbjeotive tuootion, whlob aialmlMt ttM 
weighted (W|^ ) sua of 1^0 deviationaX variables (d^). 2he Bfmimm of 
•qnatlons^^^ roprof!tt3;t8 tbe goal ooa8tralDt8» relating tbe deoUlon 
•arii^lot (z.) to the targets (b,) , and tfac cetof inoqnalltlooU^ 
represente tbe standard noaHMgatlvity restrictions on all Torlablas 
and a, ^ tha m X n raal aatrix. 
Ih oltaatlons laTOlying conflioting onltlplfi goals, tits goal 
prograsml&g Qses ordlxAl ranklag or prue^tlY* pricnpltietB to ttas 
goals by asBlgning Ineonosnstirabla goals to different prloritf 
levels and weights to goal at tht seas priority level. Tbe c^jeotlTS 
fonotion^i) taicos the fora 
Minialso 
Z » £ Pjj £ ( W ^ * i •*• ^ * i ^ •<^^** 
where ?^ represents priority fc with the assumption that Pjg» j^^^^ 
( 105 ) 
•aA W^ «r« tte mightn Assigiitd to tfa« ith doTiatlonal yariabl^e 
a% prlcorlV Ic« Z^  ttiia mamier, lower prlorltjr goals are ooasidtroA 
onljr aftor attaining tho higiier priority goals, 
Zf tbs relativs weights («^ '^ w][ } oan be speoified by ttis 
aaoaganientf ti'.en the goal prograBming problem redtzoee to a sir%>ls 
linear progrera. tMfortimately» i t io difficult or alaost inpoeelble 
in many oasee to eeoure a noaiorioal opproxiaatlon to the weights, 
4.3 ftiftpMfial Wi%\M gr Saftl FrftfHHIBtM : The graphioal netbod ot 
goal prograsBting i« used w^ osn tlie pr^lem involve only two deoision 
Tariables, Bor most oom l^ex real-world problems* the graphioal 
teehnique i s never ased. Instead, the oia^lex or ^le eornnater-bassd 
solotion te^miqee i s ei^loyed, HoweTer* the graphioal mstbod proTi&es 
a oonoeptnal framMorlc tor imderstaading the eolation prooo'^ e of goal 
lA o^graBisiing problem* 
4.4 Jhg atmpKi Halteft ot ftwil ,i?TOTnMPiaK : %« sii^iUx soiouon 
prooedure for global progranoing problosi i s Tery similar to the 
•iisplex nethoa ot linear prograBming« Howevert f«Teral distinot 
differenoes reqalre aodification. For tftiis reaeon ^ e 8lnplex<i^ ased 
aethod of goal prograanlng is often referred to as the laodif ied 
simplex lasthod **. Before statee the steps of modified simplex method* 
( 106 ) 
«t mat ooaeid«r sttreral Iftiiiiga. ?lx8t» ttaA pre«sBptive factors and 
dlff«r«ntlaX weights taks th» plaoe of tho C. asod la linear pzogra-
anting* 
seoond« ttm objeetlve fnnotloa la mcgafmrnA by aaf»lgaliig prlorltj 
faotora to certain •arlia>lae« lliaaa prataptiva prlorltjr faotera «ra 
muItldliBaaaioaal, alnoa thar ara ordinal rather than cardinal Taltiaa. 
m otiiar aordaf prlorllgr faotore at dlffitrant levala arm not eonrtn-
anrabla* Zhla l^ ;>Uaa that the alopUz criterion (Z. or 2.-C.) can 
not ha azpraeoad h7 a alngla row aa la dona In the oaee of llna«r 
prograaaalng* Rathert the eliqpleac criterion heoonee a matrix of 
k Xn alaat where k sapreeenta tha nnaiber of preeiapt^^ priorllgr 
law la and n la tha mtaiMr of •orlahlaat Ino lading ^ deelalon and 
daviational varlablaa* 
Ihlrdt alnoe the aliqplex criterion la axpraased ae a natrlx 
rather than a rowf aa maat design a new prooedore In identifying 
tha key oolnan. Tm ralatlonahlp between t^e praeg^tive priority 
factors la P^  » > ]^p».x* ^^  ^ therefore clear that the ae lection 
procedure of the key oolomn moat consider the leTol of priorities. 
aitp l« ( Set op the initial tab lean from the goal progreeBiing 
modal). We aaeuma tiiat tha initial aolutlon la at the origin. 
( 107 ) 
Therefore» a l l tim iwgativt d»TlAtlotial TariabUa in tlit aod«l 
eonstrainto should entar «bi soliition baot laitlalldr, i^iet tte rba 
Taloas and ttiff eotffieUfttfl of al l •orlaoUa in iAnb man bodjT of ttit 
ttblm. Also l i s t ths sarasaptlva priority' faotars and difforsntisl 
««lgbt« to tlis i^pr^riate Tsriablos by oxEainiJig tfis objsotiiv 
fttnotioo; In ttw siiqplex oriterion (^ 4*-fij)t l i s t priority IBYSIS 
in tba ^ oolttBn« froa tbt lowest at the top to tUm hlgbast at ^la 
bottom; Z^  valoos oust ba oaloalatod andraoorded in ths rh« oeltna. 
Iha last stsp i s to ealoalatt z.««4 ( ^;^ ^ ^ ^ * ^*) Talats tvr 
aash eoliuBi, starting fipoa th« first dsoision •ariabls to tbs last 
positiYS dariational Tsrisblas* 
SIma 2~ Csttomini tb* nsv antoring rsriabla) \ This stop is 
idftnti^ to the idantifieatioA af ths ksy ooluan. First «• find tbs 
hlgliist Fariority lavsl that has not basn ooif^latsly attained by 
sxaoining thi z. Talitss in ths rha ooloan; fhan titm prioritr latal 
i s datszoinad, tis prooasd to idantify ths Ttf isbls ooliia» that 
has thi largest positiva Z.-O. Tains. Ths •ariabls in that eoltmn 
will enter ths soltttion bass in the next iteration. If there is a 
t i s between t ^ largest positive Taluss in Z.*C. at the h i ^ s t 
priority level, Cheok the next lower priority Isvels and selaet the 
( loe ) 
ooltaan that ba« a greattr Yaloa at tha lower priority laiwl, XT 
th« tl« oaa not b« toetatn^ CbooM one on A ^ arbitraigr baois* fho 
ottior eolOBn will bo ohooon in oiA)ooqttont itorationo. 
^^1^ 3* (Botomioo the oxiting variable from the nolutl^ ^n base) : 
1!hio prooeso i« idontloal to finding the itoy row.^aleulato tfao 
Toltto of Hba Thm diTidoA by tbe oooff ioiente in tbe key oolmui. 
80loot tte row that has tto winiTattm nooi-oegativo Talao. Iht vaoriablo 
in that row will be roplaood by the variable in the laty oolomn in 
tltt next iteration; Xf there exiots a tie when the valooe are 
divided by ooeffieiMite, find tfao row that hae the variable with 
the higher priority factor* This frooodore enablee the attaintooat 
of higher order goals f irett and thereby rednoes the ncisjbor of 
iterations, 
^t^ 4« (Setexmine the new soUitiott ) * First find the new rhs 
and ooeff ioients of the loey row by dividing old valaee by tiae 
pivot eleaent i . e . the oleoent at the intereeotion of the taey 
row and the key OOIODBI* Shen find the new valaee for al l other 
rows by asing the oaloalatioa prooedore of £old valne-intereeotiona 
oleoent of that row ^ now value in tSko key row in the sasie ooloan 2 
B6w ees^leto the ta^le by finding ZM and Z^'-c. valaee for ttie 
priority rows. 
( 109 ) 
^^ 5- (DotendUit «h«tliir ttw aolatlon i s optianl^ : First analxt* 
th. goa . t t . l » M « U«X Of Moh goal b , ol«,klng tb. Z^  r ^ * 
for •ftoh priority zwr. U Hbo Z^ TaUst arc al l sere, this is 
ths •ptiaal soltitioa. 
meat i^ tlisrs exists a positive valiie of Z.t exazalae the 
Z.«0. ooeffioisftts fbr that vov. tt there ere positite Z.-c. Talt^s 
iA the rev* AetexBine ehetlier tfaere we negative z.«c. valuse at a 
highar priority level in the eaae eeloBii. IB ^aere ore aegative ^j'^4 
values at a higher srieritr level for the positive z^-^^ valoee ia 
the row of iaterestf the solatioa i s optiiBiB. finally, i f there 
exists a positive Z.-o. value at a oertaia parisrit/ level and there 
i s no negative 2^«0. value at a highar priority level in the ease 
ooli8Bii« this is aot the optiaas solatioa. lherefore» return to 
step 2 and ooatinae; 
MtBUfltl gfflBf^ TB : It 1« poeeibU that lack of restraints prodnoei 
an ttivealistio priority stmetnvs and thas nay allow one or nore 
variables to inoxeaae wi^iout limit. Xn aoet real^ ^werld pr^leas* 
howevert i^Ut situation rarely oooors, sinoe goals tend to be eet 
hii^ ksr than easily attainable levels within the existing deoislon 
enriroisieat. l!he onhOBnAod soltttion» if i t does occur, also provides 
sons insight in analysing ttie deoision makar's goal s'ruotsre, 21 
( XW ) 
ia often tbe case wben an luibouiidta solution ig oibtalnadt that 
li^irlant oonstralnts lisvo been oaltted in tte iirobleai. 
4*9 l?ft1^ 'H**a?f : XT the t«M> or nore Ic^ / sows ( i .c . ttio value ef iim 
vbm dlTideA by tbe ooefflolente la the )m^ oolumn) hofe identical 
alniatm nonHMs^tlve values then thie sitnation raises tbe prcft>leB 
of deseoeraoy. Hie resolution ef degeneraoy sbonld be deoided by 
deteraining ehioli row hao tbe variable with the higber priority 
faotor; Qy seleetiJ^ tbe variable with tlie higber ^iriorlty factor 
as tbe ezitins varial>le, tbe eolittion psrooeee can be shortened, ae 
Va0 blither priority goals will be attained faster. 
Goal programming problens can also be eolved by tlt» partitioning 
algori^a developed by J.L.AttSlIb^ and .i, Ravindran (1?78 and 1980), 
Zt ie baeed on tbe faOt that the definition of preemptive prisritiiliji 
implies that higber order goale onst be optioieed before lower order 
goals are even oensidered* ISieir procedure oonsiets of solving a 
series of linear prograosdog eub-^oblene by using the solution of 
tbe higber priority problem as ths starting solution for tbe lower 
priority problem. 
Recently John s« Oroueber (1983) give * a goal prograaBning 
model for tliaetable sohedullng, 1!he problem of practical importance 
siaoe i t may be used to model a niiai»er of rosouroe diotribotioa 
( l U ) 
probUss i s ^at of sulti^itta iehadaling. & partloular, th« 
•Mjurio tere ie on* in vhidh •& instfttlitioa anstr aIlooaft« ita 
eooFsi to vaafiooa p«riod in m tla««tabU so as to sstisiy eertain 
osnstraiats, Zt i s vsslissd that i t nsgr not bs possible to satisfy 
all eonstraints so tbat ^is modal i s oonstraoted os a aiaesd intNIsp 
goal sapagrasniag pvsblSBi« Xia •• XLnglsy sad Judith s.Liabnan (1984) 
S«ft * a goal prsgranaiag sxaopls la pi^lio bsal^ vtsouroe alloea* 
tiOA**. A aodsl dsvslepsd to aid a stats-Isfsl resouroe allooatiott 
pveosss in tbs Voittd States Bepertimat of Agriottltnee Spseial 
Sappltasnt Ibod ItoogMi for loiMa* Safants* and Children (WIB) i s 
paeessatod* Ttm oodol i s fOitmlatsd as a linear integer goal pvogrsB* 
atilisiog ssmoe levels for six oategories of WX3 partioipcMs 
as goals* ISiis papsr i s ptsblirfisd in Journal of Htm Ihstitets of 
MBaageoeBt soleaoest Vol« 70(l9B4)f 279-e89« 
fayns JjDaris end David V^whitford gave * a note on ths 
optlaallt/ of t ^ oodified gsnsralissd goal isooapositlon aodel **. 
Ifhis noto i s pid>lished in !laag.So.Yiol,n» No.5(l9e5) 640-> 643. 
Thisitole deaoastrates that UPSelaod'a (1976) raodificatlon of 
Rtiefli*n (1971) Ctoneralised Ooal Secompositlon model oan generate 
aoB«o ' rnal solntloa and wSaam him these diffieultles een bs oorrsotsd, 
( 112 ) 
Ih atvtral pap«v« on flittlti*lev«l planniflg^ i t bam b««a sugg^ fftttd 
that •xtftodias tb« hlaravoliloal Ltvels of tb» oodels froa two to 
ttaroe oar aoxo Loirole la a stralghtfoaeirard i^ ^oooso. "Bale popor show* 
that Utiim asBdrtlon Is goiteralljr not troo. fhe note points oot 
that in l!roeIand*8 (1976) tbveo-Uvol oodel, the intoraotiono 
be]||o«n tte t«o lovoot la^la of tbs hierarol^ oaet bo strlotlj 
oontrollod before Infomation i s pasoed to the higbest level of 
the organisation. 
Bornard ./« lioylor, Hit J^ «orenoo J. iSoore, Eiiimrd R, Clajrton, 
&« Rooooe Bayls and Snrry R. Rains gave •* An Ihtegei* nonlinsar goal 
progronlng model for the deplognaent of state highsaj Patrol Tbits* 
publisbed In oang So. Yol.'3l, No.U (1969) 1535-1347. A nsntier of 
node I have boon developed in reoont years for t^e alio oa*; ion and 
deplogrioent of urban polloe units. HMrevert tbeoe nodele are not 
direetljr applicable to lAia state higtare^ patrol counterparte.llhia 
paper desorlbes a oodeLing api^ roaoh that oaa be ueed to deploy 
state highway patrol oars to the road segtaente coaprieing a highasor 
patrol distriot. 
Raaeeh Shoorda and Ka^ aryn D« Mneeer write a paper on 
** Finanoial futures Hedging via goal prograiaiing ** publlihed in 
( 113 ) 
MAng. so, Yol. 32t^o;6 (1966) 935«947. tbis paper presonts nnLtitt 
p#ri(»dt aultipl« 0bj90tlv9 goal sarogransiiag as an altttmstlvt to 
tiM aoro oonreatiooal hodgt rati* i^proaoMs to floanolal tntanm 
bodging. 
5«^ fc^japgdiiotl^a : I^ iURBio pr^ramming is a tcohni^M for toamlm^ 
tlQg pr^Ioaa in ali i^ d •oisloos GX% to be made is stagee* a wiltl* 
a^tgo daoialoa ;^9P6biaai« TtiM taotmlqaa vas davalopad by Riobasd 
Belloaa and bis aseoolalas at tbe IUIi.t) oorporatlon during tba |ata 
1940g and tbe early 19508, Sbe tec^ bnlqne ones Ite oorrent popula-
rity also to bia« Be ptftjliebed tbe f Iret book on tbe eab^ot in 
1957. Bandrede of artiolea dealing with botb the tbeoretioal 
aspeote and tbe peeeible applioationa of dynamio prograaming oan be 
fottnd in flianagenisnt eoieooe, operatiooe reeearob, engineering, 
aatbeaatioalf and etatietioal pubUoationa* Bom dbera doae vporic 
in this area* are tboee of Howard (1960,1966) i i^elloaa and Dreyfue 
(1962), Heee (1962)* Sarp,,(1965), i^ia (1964), Roberts (1964), 
Badley (1964). Bnyfus (1965)* Heobanoer (1966), Klien (1966), 
Jaooba* Sanfsian, Sioon (1967)t i^okaan (1968), ./hite Cl969)t^i^n, 
Belgbtler (1970,1971). yark8^(1972), Denardo, Dano (l975), Parker, 
v^^vVX^V^? Dreyfus and Lav (1977)« Ibe later developtaent ie given in oeotionX5J3 
In faot, the pbras,** tanltistage decision problem * oan be 
aeeooiated witb al l tbe optiaisation problei»i tbat oaa be eolved 
( 115 ) 
by this t0otinlqtt«« Sn tbl0 taettiodt wo work la stage0 (sequences/. 
This Is aoiiievsd tgr deooiqposliig ft given problem Into such sobprobiei] 
or stages as can be handlsd oore eff ioisntljr than the given probUa, 
the optlaal solutions to these sabprobletBS are than ooojblned to 
obtain an optlaal solution, also knofrn as the optimal poXloy, to 
the given prQl>lem. so far* there Is no standard raatheaatloal foran* 
latlon of VM dynaalo progrsnalng problera. As such, anae degree of 
Ingenuity Is needed to aake out whether or not a problem can be 
solved by the dyneipls pregraaBBlng teohnlqne. The ability to do this 
oan be best developed by exanlnlog a variety of probleaa. 
The basle oonoept of d/namlo progrsoolng Is based upon the 
prlnolple of optlaall^ due to BsUoan. at says : ** An optlBud 
policy has ^le property that whatever the Initial state and Initial 
deelslons aaret the remaining deolslons aust oonstlti* an optlaal 
policy wl^ regard to the state resulting from the first deolelon. ** 
pynealc progriinBilng solves ^lose problems that satisfy this 
principle. Aooordlng to tills prlnolplst given the Initial stats of 
a system, an optlaal polloy for the remaining stages does not 
depend on ^le polloy adopted for the previous stages. In other 
words* the effeot of a current deolslon of any of the decisions 
of the parevlotts stages need not at al l be oonsldered. Oils Is 
( l i e ) 
kn»im aa tbt itarkOTlaa proptrV of tti« dynanlo prosrannliig pr«tolMi«. 
M shall dittiagiaiili batvtta tlw ten» v^ stage ** and * atata *\ 9M 
point (la tlJiB CO* apaoa) or U?al at ahleti m taaloi a doolsion la 
rafarrad to aa a alaga. A ataga la a darioa to aeqiiOBoa ttaa daoi» 
aionat i*««f i t daooa^oaoa a problon lata alA>p]^ oblaaa anoli that an 
optiaial oolation to tiia pr^Um ean lia olitainod tvom tba optlaal 
aolationa to t^ mbpirOblaika. lbs aoeoaaaivo atagoa of a probiaa taem 
aaparatad by ualng tho oonoapt of atata. !lbo atata at a glvan ataga 
rapraaanta ^la atatna of tlio prooaaa or afataa and anablaa aa to 
oalfia foaalbla daeiaion for tho givan atage withoat haTlog ^ ibook 
baek. fha atatt Of ttoa prooaaa at a ataga la aaoalljr daaorlbod b/ 
a att of varlableat oallad tha atata varlahlaa. 
!9ia dynamlo prograostlng ^ohnlqaa aoff^ra firon a major draw* 
baok« knoan aa tha oiiraa of dlaaaaloaalitjr. Baaofor, Inapita of 
thia dlcadvantagOt i t ia vezy aaitable for the solBtlon of a wida 
raflfto of oo^plax problaaa in aavaral araaa of dooiaion isakiag. 
9.2 airtol MatttiBtait PWltatttB itWUnH : Aa appUed to dynaala 
programoiing, a mtltiataga daoiaion prooaaa is ooa in vhicdi a nuatoar 
of aiogia itaga proooaaia ara oonaaotad in aeriaa ao that tha oa^at 
of ona ata^ ia tho iapat of tha aaoeoading ataga e, striotlj apoaking 
( i n ) 
this t7p« of prootea slioiiia b« oalX«d a Mrial wltistagc deolsioa 
prooess sinoa thit iadlTldoal stagas art ooioiteted li»ad to tall with 
no rtojToU, serial nultlttago daelsloa probloaa la raprasantatlva of I 
wmaj aaqaaatlal teoislon prohlai&s« 
5.5 StaPiwtBteUgn tf > Mlttittm flnnutm nraatM : Bafor* oenai* 
daftlns tfaa rapraaantatlon of a onltlataga daelel^a proeaeai oonaldav 
a oiie-««taga daolalon prooaaa (irtiloh la a ooQponsnt of tha cMltlataga 
proaasa) vapraeantad aa a raotaogtila]* hloek In Fig. (5.1). f^ y daolalon 
proaaaa la oharuoterlaad hy flva faetora <» 
(I) Oartaln Input paraoatora, s (or data) I .e . tha Inpat atata 
Tarliii>la. 
(II) Cartaln daolalon yarlablea X l . e , the daolalon to ba takan. 
(III) Cartaln ontpot paraoatcra (T) rapraanting the oatooaa 
oibtalnad aa a raettlt of making the daolalon. It la oallad 
tha outpttt atato Twiablaa* 
(IT) 2hara la a ratitnt or ohjaoilva ftanstian R whlah naaactra 
tha effaotlTonaaa of tha daolalona that are owda and 
tha otttpttt that rasnlta trom thaaa daolalona. For any piv/al* 
oal ayataa* that la raprasantad aa a elngU ataga daolalon 
prooaaa aa liiown In 7ig« (5.1), tha eatpnt la raLatad to tha 
li^^t through a ataga ttanaforaatlon fonotlon denoted hy 
( l i s ) 
f • t (X, 8 ) ..(5.1) 
(•) Sinoe i(b0 input statt of tte nyntrnk InflMiioos tbt d*olaioa 
«• iaaki»t tliB return fkuiotlon oan be reprerentsd ao 
R • r ( X, S) . . (^2) 
Zl^ Bt S 
Retumt RF r(^«x) 
—• ••» Output T 
Decieion X 
?ig • (3 • I) A eiie«etege dee ielon preblM 
Aqgr serial miltletast deoleion prooess oan now be repreeenteA 
eobeaatloalljr as etuwn in ffig«($,2)« Beoauea of oooe coxxtenleiioet 
tbe stages n, n - l , . . . , i» . . .2«l are lH^lled in the deoreaiing 
order, TOr the ith stage* tlie ii^ut stete ipeotor ie denoted by 
s^^^ and the ootpat state 
5>»\-i 
^w> Vv Si , 
?ig.(5.2) A Qoltistage deeision problem (initial Talue problem) 
( U9 ) 
Vvotor M S,. Siiio« ttoa ajrstom la a serial onay ttie oatpat from 
•taga i n ntwt t»a aqnal to tbe lopot to ataga 1. Hsooe the atata 
traoafonaatlon i s raprasantad aa 
and ratnm fkmetioa aa 
lihava 1M danotaa ttaa Taetor of daeiaion irarlajalee at etaga 1. 
fha tra&sfomatlon aqaatloaat SqdC^), ara alao oallad deaiga 
aquatlooa. 
Tba Objaotiva ef a oBltiataga deelalon prablaa la to find 
' l* ^ • • - •* ^n "^  ^ ®^ optlalsa aooo faaetlon of the lodlvldaal 
ataga returnst sayy fCR^ * ^2"**' \ ^ ^°^ satisfy BqsCS^ ?) aadLS.4). 
fhs natnra of the n ataga xatum fanatioiit f, dateminae iThether 
a giyan omitiataga problaa oan be solved by dynanio progrenaing. 
Sinoe the method aorks as a d eeo^position technlqua, i t requiraa 
the aeparabllity and oonotonioity of the Objective faflotion. 
In order to hatta aeparabllity of tha objeotlve funotlon, aa 
maat ba able to raprarant the objaotlva fiuiotlon as the eoBq;)asltlon 
af tha iDdlTldiiaX ataga raturna; 9ile raqBlrament le aatiafled for 
( 120 ) 
additlTt objective fttnotlons • 
wb0r« X. sre vtalf and ttae !BiiltipIioatif» ^ | ee t iv« funotloos 
n A 
j|^r« X^ are real and nooHMgatlve* Qa the other haDd« the 
following dbJeotlTe fonotlon la not aaparablo : 
fortaaately« tbdro are iaai\]r praotloal problaae tbat eatlnfy tbo 
soparabilltj oonditlon, Iho objeoUve function is aaid to be 
mono tonic, if for all •alnea of a and b irtiioh make 
the following inoqnality la satiafied : 
'^n*^iwl»*'**^i*l* *!"*• *i«4.»*»*»^l»^n*l^ 
i f (X^»^n^it •. • fXji^^tXjf*f Xj^^t.. • »Xj^,S^^) 
iFl.2...,,n ..(58) 
( 121 ) 
deoislon pTt^Unh oaa b« elaMlfUd into t^tw oattgorUs as foilMs^ 
(i) Initial valoa probUn ; ST tbs ralua of tho initial atat* 
varid^U 8|y|.^ f i s iKMsorlbodf the probUa is caIl«A an 
initial Taloa papoblam;;: 
( i i ) Final TalM jopoblam : If tbe iraint of the final ttata vnriabla 
S. i s pmsoribsd* tlis probUa i s oallsd a final valns probUn. 
Notios that Q^  final valns problsn can be transferred into 
an initial valoe prsblea by reversing the dlveotions of 
S ,^ i « 1 ,2 , ; . , , m-l. 
( i i i ) Bouadosy valoe probUa * If tbe valiiee of both the input 
and OBtpst variables are speoifisd, the preblen is called a 
boundary Taltie problem. She tteee ttypes of problems are 
shown in Fig,b,3) whore the ajnobel -*- —> i s used to 
indicate a presoribed state variable, 
5.9 aanTOrsian ,of a Hnal lailm flrnihlwi Into .ga tnlttal n l m 
yi^t^l^ : If the problem i s a final value problem as ^losn 
in fig. ($.4(a)), i t can be solved by oooverting i t into an equivalent 
init ial value problem* X«t the stage tranaforaatioa (design) equation 
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( 122 ) 
AfflBaiag that tbi inwrM rtlttftlon •xistt «• ean «rit« £q^ *^9) as 
«liire tbe iopat stati to sti^e 1 i s tappfw^ a« a fonotlon of 
itfl output state and tbs deoislea TsriabU. It oaa be noticed that 
tbe roles of in^ut and output state Yoriables aare interotxaoged 
lA SQS(5^) anOC^ ^O), She prooedore of obtaioinB r.qB^^) from 
B4e($9) ie called state iareraioa. Zf the r%taxn (objeotiTe) foDstioa 
of stage i i s origixiall7 eacpapsssed as 
^i" ' i ^ln» V ..iSill) 
Zqi%0) can be assd to exprses i t in tenas of tto ^tput state 
and ths dsoision variable as 
^i " * i f ^i^ V V ' ^ i * " ' i^ f iX^), i- l»2. . . . ,n ..^22) 
2he eptiaisatitm prebl«B oan aoir be stated aa follove : 
Find X^9 X29»**f 3K- so that 
will be optisoim 
( 123 ) 
Mi«rt Iftii 9|^  « • reUttd by Sq(S4.0), 
lh« txm of Bq(s,lo) amounts to roirorslog tlio dlreotion of tbo flov of 
Infomatlon tiiroi;«h tbo ttoto varlaJbUs* 9ui« tht optlaiiatloii 
proooss oaa be otartod at otago n and atagas o-If flP2,..,,l can ba 
reaobed In a soquantlal oaonar. Since ^ Is opacified (fixad) in 
tha otriginal problasii the problaa atatad in B;q(5^ L3) will be aqui* 
•alant to an iAitial •aioa paroblan as ahom in Fig (5.4(b)), ibia 
in i t ia l value problem is identioal to tlie one ooneiderad in ?ig.5.2 
axoapt for tbe ataga nnabara. ^ tha stage noafbare It2,«.. ,n « • 
revaraad to n ,n- l ,« , . , l . ?ig.5.i(b) will baoofoe Identioal to 
l?ig.5.2« Onoa this is dona, tha solation iroblofB a^ own in Tig.5.4(a) 
9.( CftMtBt af Sti&ggttmtnittaa art Vm aftootite of nntilmltim 
A dynaaio prograonlng problem oan ba stated as follows! 
Find zj^fXgf.*.* x^ ohioh optioisas 
n n 
f Ux»«2— »*n^  "^4 h "^4 'i^ "in»*i^  • -^ ^^ ^^  
and aatiafias tha daaign aqoationa 
" i * V * i n * * i ^ ' ^" l|2»...»tt ..C.15) 
whare x^ ia the design yarlablaa and a^^ is tbe state Tarisblas 
( 124 ) 
"^ ^i " 'i^'l^l* \^ ^ ^^ re torn fonotloa. Ibe dynaaio pro« 
gnoBins naloBs QM of tho oonoapt of ttilHeptiiiiiBtiiii and tb« 
prinoi^U of optlaalltijr in solTlng this probloa, 
Sho oonoopt of oiib«optliBl(Batl(m aa& Hit porinolpU of optlaallty 
will ^ oxplainod througb the folloniiig •xaflq>Io of an Initial tralM 
probloat* 
^^qp^^ « Design tbo aost eoonomiottl nator tahk to store 100,000 
l i tres of water, lbs struotnral qrsten can be sohenatioally repre* 
sented as shorn in Fi«, $.5, 
Ihstead of trying to optiaise the whole i^etem at a tiQi»« i t 
woald be desirable to ** break ** ^am systeta into a nu-^ ber of vMtller 
pevts nbloh oould be optimifltd e»re or less Individually. Tbr this 
breaking and oos^onent 8tiboptiai8atioa» a l i^ icd strategy has to 
be a&eptsd. Let os try to ** break ** the interior ooaponent j 
(oolatans). and 8cft>cptimiBe i t by ainimiaing i ts indivldnal cost 
R4. Ihe snb-optiaisation of conponent $ has ed^«rsely affected i^ 
return ftinotion of the following ele-«nt k wit^ the ovsrall retolt 
of FTOdttoing an uneoonooioal struoture. 
HIOS i t beeones olear that if an interior oonnonent in a 
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( 125 ) 
b« ssibeptimlNia without of oonsldsration of tbo effect it has 
dovnstroaB. fine folloving oode of anb-optiaisation can be adopted 
as a rational optiaiaatioa stratHT* 
9ie last Gonponent in a serial atmotsrs infInenoee no other 
oOfBpoaent and henoe i t can be oonsidered individually. Tiis laet two 
oomponente ooald be grouped and oonsidered toother as one Larger 
end cosiponent. "Baetit tuat Icffger coeqponent oan be puboptimized 
without the danger of disr\).pting the oontrlbut^ one of i^ny otdier 
oooipooeat. In faot* any nuaber of end ootapooents oan be s/steoft* 
tioally grouped in reverse lequential order and enboptimised. i^lIaHi 
s t e , ^ this faot in this prinoipls of optiaality as define in 
introdootion. 
Figure (5.6) siiows how tbs principle of optioallty parniits tbs 
gradual inclusion of last ooaponent into the t^pbovQ of suboptlai* 
sation until the enttre s7Stea i s eptiaiaed. Because the 
of optifliisatioa aust be oarried out in titerererse order, i t is 
oonvenient to nuiaber the ooa^onents of the syeten in the soiae aanosr 
as iiiown in Fig 5.2, 
5.7 RWHCTI^ Mt fi^ltitkMblB : Suppose that the deeired objeotive 
i s to minlaiee the n-stage objective funotion f which i s given by 
( 12S ) 
Htm mm ot tim iadlTidttal «tag« rtttinui : 
..^546) 
i^ ta«i*« the stAtc and dtoislon TarlabUs of r«lat«d aa 
OoasiOtop tli« first sabprol>UiB by starting at tho final staga, 
1*1 • If tte Inpot to this ataga B^ la 8paoiflad» t lan aooordlng to 
tlia prlnolpla of optloalltSTt x^ onat ba as looted to optlalaa R^ « 
Snraapootlva of ibat ha-^ pona to tlia other atagO'-, x^ , ^a t ba 
ae loo tod aaob tbat R^ Cxj^ fii^ ) la an optlaoB for ^la li^at i^; If 
tba optlaaa la denoted as f^ * «• haivs 
fl(ag) • «pt [Rj,C«it s^) 1 ••(1^8) 
*1 
Tbia la oalLad a ona«staga pelloy alnoa oooa tba Inpot atata 82 
la apeolflad» tba sptlaal •aloaa of ^i* X]^  snd a^^ will ba ooisple* 
te l j defined, Hbna SqC l^B) la a paraoetrlo aqaatlon glTlng tba 
optlane f j^  aa a faaotlon of tlia Inpat p«aBetar Sg. 
niztt oonalder tba aeoond aubproblea by grouping tba last two 
atagas togetber« ZC f2 danatee tba optlona ^jeotlve •alua of t\m 
( 127 ) 
stoonA 8iA>problea for a speolflAd raXom of tb« Inpnt •,» ne 
hvrt 
Tbo ptrinolpit of optiiaoll^ roqolros tbat z^ bo Mloe^d «o a« to 
optlmloo lU for a glToa i^ v Slnoo o^  oan bo Obtalnod oaoo Zg 
a«tt o« oro opooiflodf S9CH9) oan bo orltton ao 
*2 
ftiiio fg roprooonto tbo optianl pollox for tfao t«o-otago oubpxobUs, 
It oaa bo ooon thai tbo prlxioiple of optlaality rodoood tho dloon-
oionalitar of tin prOblon fros too (in £<2<H0}) to oao ( i n ^ ^ O ) ) . 
Thio oaa bo soon aoro oloarljr b/ roiritiiig £q<5,20) nelng Sg(^^7) 
ao 
fgCoj) « opt fl'^2^*^^* h *2^*2**3^^ . . ^ ^ l ) 
*2 
In. thio foonit i t oan bo ooon ttiat tot a opoelf lod Input a«* tbo 
optiaOB io dotemliiod eololjr by a oaitoblo oho loo of the ddoioion 
variablo Zg. ISbue tbo optlalBation ,iroblOm statod in Bq(ll9), in 
obioh both Zg and Z|^  aro to bo slttttltanoooolj variod to irodsoo 
tho optiaua fg io rodooed to too oHbprobloao dofinad bj £q«(^8) 
( 128 ) 
aiii5i20). Since tbe ttptiaisatlon of each of thoso 8ol>probl«90 
inT0lT9s only a dngU doolslon varlablOt tho optimization is* in 
g«ntral« nadli tiiq^loiF. 
fhio idoa can b« gtnomliiod BM tho ith Bni>pro)>l«« dofiatd by 
••..."I-Rj^CXj^,!^) 1 .^5.22) 
oan bo writton a* 
* i 
wfanro f £ ^ donetoo tho optiaal valno of tho db|oetiTt ftaiiotioA 
oorrospondins to ttao last i«l stagoot and B^ i s tbo inpot to tlii 
stago i*l ; Tbo original probUs in Bii^22) roqalroo tba slBHiltanaoiio 
variation of i dtoif^ion variatoUa* x^ *^ 3C2t«..f x^ * to dotomiBt 
i 
tho optiaasa Yaloo of f« *» £ R^  ^ ^ ^^ epeoiflod Talno of Htm 
input s^^ .^ ^ I t probLoa, by naing ^le prinoiplo of optiaalIty, 
haa bo deooB[)Oaod into i siparata prcJblaoet oaoh involTing only 
ona deoiaion •ariabia, BqiiationC^5) i s tbo deairad reouzranoa 
rolationahip ralid for i » 2»7**»*t n. 
( 129 ) 
5>@ QgfTmBliftUoaftl MMflgFf to PynarOQ ?««rBBr3t« : (BeiiaaA and 
2>r«!fftt8 (1962)}- Ih most praotioal probl^ns, an aaalortlo soltttloa 
to atm rtteorrtnoo funoti^iitL •qnatloA of djmmio ^^rogtBaaiag im not 
poflslbla, Oksroforet It ie advisable tbat tba oaiiferioal laatboda of 
•olvlng this oqnatioa bo aaed* To ilLnotrato ttils toohniqoOt m rtiaU 
0008 idar tbe prohloa of optlaising HbB retsm fnnotioa 
f Ui ,X2. - ,*^)- J^^ \ - ^^^ 'i(«iint«l> -^5, 24) 
oubjeot to 
? x^ i b ..(5w25) 
X- i o ( I - I, 2, * . . , n) A3M) 
Lot ooeb Tariabla bo a atago and dofloo Oj^ i^^  to bo tba atato at 
tbo otago 1^ 1 if 
n ,_ 
2 X« i "i-i.! .P^27) 
«l«arljr» tbo otato variablo o^ ^^  oatlsfloo the rolatlon o i »^^^ ^ b 
for a l l 1 - 1,2, . . . ,11 .15,26) 
fbo etabse o^^^^ oad. B^^^ at the stages UU. and i'»-2, res^^eotiTOiy, 
are related by tiao oqoatloa 
( 130 ) 
Lot ^i^flf^i) ^ ^ ^ optlmas retu:^ for the i^togfi prooees wbtn 
8j,^. i s tbe s ta t ta t the stage k*'l» 2h0 reotzr tsoce funoti^oal 
relatlooet^ip of dynoaio prograsRilflg then Is 
' l ^ V x ^ op* [^l^VVl^* 't-l^*l^ ]»tti 2 .£5.50) 
vitb 
tlim^) • ept l \ Cxx»ib> ] .(5.31) 
* l 
Reeall that to find an optlaal pello7» we have to find the 
fnnetioae f^ ,^ fgt*..* 'a ^^ ^^^ ^  ^ ^^ interval Io,b]. Siaoe 
it ie iopoesible to tabulated all the Taluee of a fanotlon f^(z) 
for all z in an intervali «e auet nee S O M interpolation soheoe 
that peroite as to r^-ereate a general valne from a few eorefally 
ohosen Taluee* 
To repreoent the entire eet of valnee of <j|^ (e|^ |^^ ) for 
0 ^  ej.. ^  b, let 08 denoretiee the interval ^»b3 by the finite 
grid 
• i n " ^*^ • ^ ^ ••••• *^ " ^  .45.32) 
Hew* the • aloes of eaoh of the fkiootl^ns ^£(S|^^x^' ^"^*2t*..*& 
ere evaluated and tabalated only at eaoh of these grid points. 
The valoee of ^^CBX^I.) ^^oe 9^^xt distiaot from thef*e grid noiate, 
( 131 ) 
mxk ttaen b« ft-ox«a«td by ating a BBltiyble Inttvpolatioa foswila. 
nit tfV of latcrpolatlon to be used depends on ttm aoonrftcqr 
desired and on ^te tlat required to obtain tbls aoooraojr. XT 
k A < z < ()r»-l)^ , tiM eleq^leat ap^ P^ooelsallOA to tbe raltie of 
f .(x) ie t sen oibtaiaid by aettlng 
The next siapleet appapoxioatlon i s gotten by the Interpolation 
fomala 
f^(x) - t^ik A )• U* kA ) lf^((kfl) A )-f^(kA )]/A 
Visff aooarate hijiber order interpolation foraalae siay be eiqployed 
if deeired* 
Thast tbe oocipatational prooedtire for finding an optltsal 
poliiqr i s ae foUovo. XO eoopatt ij^{B2^f we aee 
'l^"2^ • **^ * ^ l ^ l ' h^ ..^•35) 
For a given 02 " ^^ * ^^ optianB of j^^ C^ x'^ Z^  ^'^'^^ ^* '^^ -^  ^ '^ 
be perforaed by using a saitebLe one-diaeneioaal scjaroh teoi:uaiqi». 
The set of values f;(krx} , k » ifit*•••&» thus obtrained i s stored 
(or taisDlated; along witb the oorrespoadlflgt optiRittm x^ ^ valnea 
( 152 ) 
f*(«,) - Apt [RgOigt".) • fiC«2)]t .JC556) 
*2 
«lMr« flg Mmiata ttiB iRtlWi O,A , 2A , , « , , m^  . Thus for 
0 :^  k j^ m> «e oolBpate '2^^^ ^ ^'^^^ 
fgCk A ) - ©Ft CRgCxgtij) • fJCkA )1 ..(5.37) 
*2 
wbsrtt again, ^le optJjona over the interval £ O»I:A '} can i^ e 
perfaanoed by a one -^dlxaensional searoh teohniqoa osiog tbc Intor-
I^lated valt2e of tiOtb,) if i t i s not one of tbe etoreA TalMs 
f.(o)» tii c^ )t*««» tiim ^ ) , When ttie foootiooa involvod havi 
disoontinaitlta* ^» aee of iatorpoLation ihould be svoided sinoe 
in each instanoes highly inaccurate raaalte riey be produoed. ST 
interpolation ia to be anroidedt i t ia then adviaable to diaoretiaa 
tba interral ^fkAl by the grid polata 0, A » 2A , kA and 
oOBpttta '2^^^ ' ^^^^ °^^  ^ ^ i^^jroociaatieii relation 
The optiom orar the aet 0, ^ , 2/^ ••• . ! kA oan tr^ en be eaaily 
parforoMd by a aaooaaaiva oo^^ariaon of tbevaluaa. Biat ia* «a 
( 153 ) 
f irst ••aloats Rg^ ^^  * ^X^ ^ ) aoA Rg^  ^ )*** 'i^^ ^ ^ '^^ MtalA 
tl» optiana of tb6M t«o •ALIMB* Ttm Tain* R2C2^ )<*- fj^(k/\ ) i s 
tten coBqpottd and ooapar»a with Hm prerloM Xmtgtt vaioe, ana MM 
Uffgcr of ttiesQ i s rotalMd. lEhie prooses i s oontiAiisd imtil a l l 
tfas (k*l) value of \(^9^^ • 'iCic ^ ) onrreaponding to Xg*©,^  , . , . , 
k ^ havs l^en ooopared for ti» optinmn. Ihie procoso yield f^(k ^ ) . 
It also yields the valose of a^  ^^ vAiioh tbo optiratim f2(k ^ ) i s 
obtained, this optianai value of x^  t denoted by 3C2 (k /i ) , i s also 
reeorded« Ibllowlng this prooedoret X2(8,) and ^2^*3^ "* stored 
for eooh s , belonging to the set o, ^ » 2 ^ , . . . , m^ , 
fhe fd|jiitQg prooess ean bs oontinasd in the taanner dessribed 
to obtain fable ( $ ; ^ for tfae outage ,>rooess. 
EAaiiE (5.8.1) 
• I ! • • • • i i i i i a II • • III I — II m » !> i n i i i « y « n M U M i i II i iBJI^n i . ii ii • nii» ^ i W I K M I W • ii •» i | ^ n ii i • • in 
s^ *l^»^ x^Cs) fgCs) X2CS),... f^ie) x,|(e) 
mtmtmmmmmmmmm^ 
^ M ^ _ ^ * * ^ > » - ^ ^ f c " j 
o fj(o) Xj^ (o) fgCo) aCgCo).,.. f^(o) x^(o) 
^ fJC^) xj(^) fgC^) x^(A)... i*(/\) x*( i^  ) 
2^ f5[(2^) xj[(2^) f*(2^ ) x^(2^ ) . . . f*C2^ ) x*(2A ) 
BA f|^(ai£-) Xj^ Crni^  ) fgCaz^) X2^ '*^  •^•« ^2^° ^ ' x^ d^a A ) 
mmimm»m»mmmmmM 
C 134 ) 
fnm %h0 8bcy?» tabU» v oaa find th* optlnlaiog TaluM 
z^ ff Z2*«**» hi '^"^ ^^ optiaoa valiM of tht objective foaotloii 
f^ tor tte initial vaiu« problMi (tor tiM spoeified vaiot of S^^.). 
so aaajT probloms tbat oatisfy ttit pifiiioi!>la of optiaalitsr om 
bo solTOd by tbo djnanio progrwtna toobniquo. 9o aro net flbevliig 
asar aoltttloa of auoh torp^  of probUaa duo to tbo llmitationo of tlia 
etaap^or. 
«• bofo diaottoaad that in dynaoie pragraaningy ^lo otatoo of tho 
fOrattn ta«v« been doaoribad bj eoa Toriable onlj. In general, ttiaea 
statae nay oonskta of n(^ I) variablas in vhioh case the dynanio 
pgograaning oodel ie said to haifo a nnltipla atato Tartablaa, Iha 
pMsanoa of multiple state rarlables oraatae lajor dif fioaltiea in 
the aolotlon of dynmio programing problana, einoe the ooapatationa 
hare to be parfbamed tor different possible values of laok of the 
state variables. Ihas this tarpes of problemr- oaoaes not only an 
inoraajie in tba oonpatational tlae» bat also re<]ulae«s a large 
omq t^tter naaory* Axis problea i s known as tbe roblem of diiieneiona-
l i ty eif the ourse of dlisanslonalitr as sailed by iielloan. fhia 
presents a serious obstacle m solving lasdiaai-aad-large-else dynaaiie 
( 135 ) 
prosracralng pr^lCBs. 
liatar progranaifls problem (LIP) wlHi n deoUion TarlablM and it 
oonstrainte can 1)e ooseid«rt am an a«flf»ag» dynaraio prosron'slqg 
probUm with a state varlabl««, £1 footy a liPP can De foansDlated aa 
dyoaaio progyatsaitHS probI«8« 9» illaatrata tbe .^ onversian of a LFP 




- *lj *j ^ V ^ • ^•^••••» ® 
and Xj i 0, 3 • l.t2f...t tt 
llhia prebloa can be oonoideved am an n««ti«e deoiaion r^o'olem wbay* 
ttse value of tbe deoieion wJUtible x. auet be determined at stase 
J, 3he ri<bt<-faaiid aides of the owistraints* b t^ i * If<;^ *...tO« oan 
be treated as a tQTpes of resouroes to be allocated aaong differeat 
kind ot aetiTlties Xy Vbe oooetaat o. aay repre^^nt tbe profit 
per unit of Xy 3!he ooefflciGnta a -^ represent tbo oniount of 
ith resource b^ needed for om imit of Jtb aotlvtt/ s^. rbnoe, 
( 136 ) 
«ti«a Ml* vmliM of Ihe dtoifion wpiAblt x^ at tli0 Jth stag* i s 
datermiatdf i^^ j^ j Bults of roeooroo It agi^j BnitB of rosouroo 
2t«.*f i^ QjXj onito of vooonroo s «iLl bo aXIooatod to Jth aotlTitf 
i j soff loloat oaMOd vosouvoes ozlot^. Sbtto. ttio amoiuit of tbo 
avaiUblo resoorooo moot bo Aotovoiaod bofopo alloeatiog ttiom to 
angr paortioalar aotlvltjr* & ottaor iwrdoi tiic stato of tha tareton 
(l«e« tta aooimto of voooorooo voaalotog for allooation) tanat bo 
knoaii boforo oBkiiig a dooislon (about allooation) at aqy atato of 
Mio AHitago proton; la tiiio problon, thore aso a atato paranottra 
eonatitnting tht atato Ttetosr, 
Bj Aonotiag tha optiaal Talito of tho ooBpoaito objoetlve 
fisA 
faaetiott ovor a atago as f^  «a eaa atata tba arobloa aa : 
• # n 
aaoli that 
a 
Xj 2 o, 3 - l»2t.««t n --(f.^^) 
Tho reoarroneo ralatioiu^ip, B^$^)» wban appliad to thio 
problOB /iolds 
( 137 ) 
h'^i^V^***^u%i\ It^^^tS,...,!! ..(542) 
vtiMfc P|^ fp2**«*>^ a *"* ^^ Ma»ttre«« avalUbU for allooatlon at 
•tag* I9 •xi'i****' S i l ' i *"* ^^ fwomfo^m allooatad to tba 
aotlTltgr x^, ^i*Hl'i* ^•^l*i»*--»^ai~ ^d *1 *"^  tha r««oiopoa« 
avallaibla ll»r the alleoation to aotlTltar 1*1 # and F indlca^as thi 
wOTlmBm valot tliat z^ oan taka vithoat •iolatiag aosr of tha 
eonatralnta statad la Sqa 41). Sia Taloa of 7 i s gi^an toj 
F " nln ( —^ , —* , . . ; t —» ) ..(r43) 
H i ^ i \ i 
Sinoa any Talna 24ff8ar than 7 would Tiolata at laast 000 
oenatvaint; fims at tba i ^ ataga^ tba optiaaX Taloas xj^  and 
f^ oaH ba dateztaioad ae fonotlona of p^ t p2*****^ B« 
7iaallyt «t Iha nth ataga, ainea tlit valua of p^t Pg*****^ ^ 
ara knoan to ba ^x*^2"***^a sospootiTOljTt «o oan deteroina 
x^ and f||. Oaoa x^ i s kno«n» tiia ranaining •aloaa, ^^\**f^^*»i 
z^ oan ba deteraioad by ratraotlng tha aeboptlaiaation atopa. 
Szaa^la : Maxinlaa fCX}^ »3^ )» 50xj^ ^ lOOxg aobjaet to 
IQxj^ * 5 Xg i 2500 
4z^*lQ Xg i 2000 
Xj^ l^.SXg i 450 
( 138 ) 
^^f^0 i i : Sim% a "2 and a •* 5* this probUai c«a be eon«ld«v9d 
a« a %«o««tas« djiimlo progroBnliig prebl«B with thr«« stats r>tf a-
nttsrs . 
The f i r s t stags pvsbUo i s to find tbs tnsxtniiiiB Talus of f|^  : 
' l< Ol. h' %• V " ^ ^ ^ <5Q«i) 
vhsre p t^ Pg '"^ 3^ ^"^ ^^ rssooross aTailabls for allooatioo at 
stags I9 and x^ i s a noi^asgatiTS Talus vhioh satisf i s s ^M sids 
eoQstrsints IQKj^  i P|^ t 4atj^  i 2^ **^ *X ^ S* ^^ *'* ^ " ^'^^" '"z* 
2^ - 2000. 10^ and ^ - 450- 1.5 Xj. snd hencs ths mximm Tal|» 
7 that Xj^  ooa asstas i s givsa by 
, • ^ 2500-5x9 2000-10x3 ,, -
p • Xi • min I "A , • ••- m„% .450* l.SxoJ . . . (E l ) 
* 10 4 
Biss 
• ^ 2500«5X9 2000-10x9 * 
U{ ,11.• -LI 4 , m^ , 4 5 0 - 1.5X9)•• 50X1 
*• 10 4 d k 
2500-5X9 2000-10X9 
• 50 olB ( * • t •»••*, 450- l.5x«) 
10 4 ^ 
Ths ssoond stags prObLso i s to find ths fsaxiom valns of f2 : 
• 2500-5X9 2000-10X5 
'2^^l*^2»^^ M « . OlOOXgff^ C — — - f t , — — - £ , 4 5 0 - 1 . 5 x 2 ) ] 
( 139 ) 
lAiMNi Pj^,^ and ^eK9 tbi resonrots avallfll>le for allooatlon «l 
stage 2t ivliioh are equal to 2500« 2000 and ^30 reeyectlveljr* ftm 
oaxloiia Talne ttunt 7^2 ®^ "^  aeetiofi nltboot Tiolatlag aoy oonstraiat 
l e ginea tigr 
2500 2000 450 
? " mill ( ~ - f — — , - ^ ) • 200 
5 10 1.5 
ThQs the reoarrenoe relatloat Bq CE2) ooa be restated as : 
r 2500-«2 2000-1 
nax f9(2500,2000,450)• o n 1 lOQx-f 50alA ( • , 
^ ©^ 2^^ 200 ^ ^ 10 4 
450- 1.5*2 ^ ) 
Sinoe 
2500-5x9 2ooo^oau 
BinC "*" •» Nil, li , 450-1^5x2) • 
10 4 
0-5x0 








flupc ClOQx-*50iiiin( ———« , • ——, 450-1.5 Xy) 1 
oi«2^^° ^ 10 4 ^ 
^ 2500*5x^ ^ 
10QX| •SO ( --3L ) i f o i xg i ^ 5 
2000<"10aLi> 
100x2 +50 ( ^ ) l f 125 i Xj i 200 
r75X2* 12500 i f o i^  X2 i 125 
[25000«^b[2 ef 125 1 x^ 1 200 
( UO ) 
HMT 
max (75x2 • ^500 ) - 21875 at Xg • ^^t and 
oox (25000- 25*2 > * 21875 »t Xg - 125.0. 
HtiiM 
f2 (2500, 2000, 450) - 21875 at Xg " ^5.0 
Aroa Bq (£l)» «• htam 
2500«i5Xo aOOO-XQs^ « 
—-&, • .f, 450- 1.5X2 X, • rain ( — — — a , • .f, 450- 1.5x5 ) 
* 10 
• min (187.5. 187,^, 262.5) • 187.5. 
* 
Ih08 tlia eptlann aolntion of tho problto la glvan b/ x^ "^ I87.5f 
x^ - 125.0 and f j j^ • 2I875.i). 
Tim solntlon to a liPP tor oat of dynmie prosraDaiag baa a 
sariotta lialtationa daa to tha dliittialoafiaitF xastrictioa* 1!ha 
&anl»ar of oalaalatlori will laovoaaa rapidly ao tba tvarSbBV of 
daoialoa varlablaa and otato parenatara laozaaaasi. Am an axarrpla, 
oonaidar a LPP with 100 oonatrainta. Ibia neana tbat tbere ara lOO 
atata Tarlablaa. By tha prooadnra outlintd In aoetioa s Q if a 
tabla of f ^ la to ba Gooatruotod la trihl^ LOO dlaorata •aloao 
loo (aattlaga) era glvaa to aadi paraoator, ttio table oontalna 100 
antorlas. Tbla Is a gisaatlo muribar aad If tbo oalouLatlooa ara to 
( U l ) 
b« f&sfosmA on a hlgh-«pted disltal ooapBttr, i t «ould r^quiJf 
100^ Mooads or at>otit 100^ y«ar« air«ljr to ooi^ate ooo tatolt of 
t|,» iiltoB thiOf 100 tablot ham to l»o pr«par«d» ono for eaeh dooi«ioa 
TariitoU, Thns i t i s totel l / ost of quootioa to SOITO a gonoral 
linoav prograoniQg proiblam of aqgr roaaonablo aise ^ djroaoio 
progrmoing. 
5^11 q^ i|^ i^^ natMp ^^^^«| pryi»ipMytn^  ; Xf ^M nikd»or Of stagOB In a 
BBltittogo dooi«i<» pvolilon tiiids to iofinitSTt tibo problea boooaoo 
an iaf inito stago or contiimoiis problom and dToaaio progranoing oaa 
s t i l l be used to oolv* tbe pr^loa« 
An inf inito stage or contiosotts deoieion problem taey arise in 
myrwl praotioal probleBS, Ve faave seen that tbe objeotiTO funotion 
in dynaoio prograoming fotflMilation i s given by tbe stim of indiTidaal 
stage retunis. If tbe naober of stages tends to infinity» tbe oibjee* 
tire funotion will be given by tbe sua of infinite terms t vbiob 
aaoBAts to baring tbe objeotira fane t ion in tbs fora of an integral* 
tebe olaseioal oetbod of approach to oontinuoue deoislon probleas 
i s by tbe oaloulos of variations. Hosever, tbe analytical solntionst 
nslng oalottlQs of veriatione, oaa not be Obtained except for erBrr 
slr^le proble f^t ISie dynanio prograining approach, on tho other band» 
( 142 ) 
proTldds a Tary ^fflolea% aumorioal approximation prooadoro for 
solTlng eontlmKHia daeiaioa ptdtXmm^ 
10 illtistrati %b» appUoatioB of dynnio psogrnaing to tha 
•oltttloA af coatlBBOtta daolaloa .^ robiams* oonoidar tlio foLIowing 
•iaipla (ttnoonstiraliiad) probUa. Find tba foaotion y(z) ahlofei 
fBlnimlBas tbo Int^pal 
^ dr 
f - / R ( — , / , x ) dx .i?.44) 
3C"a dz 
aidajaot to tbe knoan and oondltlona yCx • a) " a and yCse^ b) • .^ 
fa #iall ooe ho« dynaoio progrooaing oon bt aead to daterminad y<ii) 
nniiorioally* llhlB i^proaoh a i l l not ylold aa aoalytieal oxprasaioA 
far y(x)« but ylalds tbo valaa of y(x) at a flolta noiibar of 
poi&ta in tha interval a <^  x ^ b. 
To atart vitiit tlb9 interval (a,b) ia dividad into n sogiaottta 
aaoh of laagtb AX ( a l l tba aogaonta ara aeanoad to ba of oqaal 
langth only for oonvanionoa). Sbo grid poiata dafining the Tarioaa 
•ai^taata eare given by 
Xj^  • a, Xg " a* ^ x , « . . , X|» «^(i«l)A. x,...,x^^j^ 
• «•• n £^ X «• b 
If ^x ie floaU* tlt» derivative (dy/dx) at x^ ^ can be approoci*^  
nated by a forfeord different forsala aa 
( U9 ) 
approziBUittd as 
f 5t £ R [ - . Cx ) , y(x ) . x . l A X .JC5^*6) 
fluis tb« problin oaa be v«stat»a em 
Find /(Xg)* y(x,)»...t7Cx^) wbloh olnlalses 
jX y •* y 
1»1 Ax 1 *J 
sabjeot to fgtm koosn oendltloj3« 7i * « o^d y^^ « .^ 
Xlxis probl«B oaa 1>« «oIv»d a« a final Taltae problan. i^it 
IR (— f/v.^k) ^x .3 .48) 
Ky»l Ax * * J 
^Amf 6 la a paraoatar sepzeoaatlng tha •arloue values taken 
by y .« Then f|^(0) can also be written aa 
y|^^l-« ^ 
f*(0) » iOn [R { — - — . 0,x^^ A X* ti^iCy^^x)! A^A9) 
Ible relation la valid for 1 • \%f,§ n«l» and 
( U4 ) 
z 
Finally the dtslMd ninlaiia valiM i s glwn liy f^O^a). 
la 899(940) to(|90)t 6 or 7|^  are oontinrous varlablas. 
Hoiv0Tar» for eiaplioltgrt we treat 9 or y^ ae a dlaoreto •arliftilee. 
Benoe, for eaoh valoe of 1» «• find out a set of disorete •aLuee 
vhloh e or y^ ^ oan aseiae aoA find the •aloe of f|,(o) for eaoh 
dleevete value of 8 or y . . 'Stivm fj^ (6) will be tabulated for only 
tloat dleerett WIOM irtiioh e oan tike. At the final etage, vre will 
find the valaee of fqCo) and y^. Onoe f^ ie itnoimt the optiaal 
•aloee of ^2* fy»* ^n ®^ be easily fooad wil^at aqy diffieulty. 
Althongh the eiaplest tjv of oontinnoae deeieion prooien ie 
oenaidered here bat tbe same prooedore oan be adopted to solire any 
general continuoos deoi4iloQ probleo involiring the several fanotioae^ 
y|^ Cx}f y^^^**'** ^H^^ staibject to m ooofttraint? da < n) in the 
fora of differential equations (Ql9)* 
Recently there aare so many artioles (or prdbleoe) dealing with 
both the theoretical aspeota and the possible applicatioas of 
dynamio progrosBaios given by the statistiolui Cor scientistj. Sooe 
of then ere « Murray (1078) and florrey and Xiakawlts (1979) present 
( U5 ) 
a pi^er on *' Siffereatlal Dynamic Afos^ aoKilng for Efficient 9olntloa 
of Optlnal Control BPobUn **• aa& *' Conotralnod VlffsrontlaL Pyoamlo 
Prograoolng and Ito ap^lloatloa to MQltl^cooorroir Control ** roo* 
pootivoly, 2^igg8 (1980) vroio a aaper on " A dynaalo progriBBalng 
i^preaoh to opttolaod otom oonTerelon "and Rtehard D, foKolToy (I'^l) 
on ** A VnBtiry of optimal agenda dealga *. 1!bl8 paper formalise ttae 
problem of deslgnlos optimal agenda for voting over finite alter-
natiTO tpaoes. Qben Totere are aaeoaied to lie ** native'* (I.e. they 
do not vote strattgloally). Ibe olaae of ageodaa ooneldered bere is 
qoite broadi and inolndee aa ipecial oasest enob nettiode ae palnviet 
voting* sequential and eUnlnation prooednrest partitittxUng sebeaee 
and al l binoEy alternative epaoe, and varioae asstaqptlon aboot bow 
iBdlviduale otiooee between sttbeete of alternativee, one can then 
ftHmallBe tba problem of designing agandas as a dynaalo jirnEriilni 
problem and solve for optimal agendas i . e . , agendas baving eitber 
tbe hi^iest ^?obabiiity of leading to a given alternative or baving 
tbe bigbeet ezpeot utility to ttie agenda satter. Orlin (1^1) also 
pi^liebed a paper on ** 1%0 cos^lexity of dynamic languages and 
dynamic :^ptlaiaatloa problea *. 
!Deidberg (1981) pre treated a paper on ** A dynaalo prograaming 
( U6 ) 
aoAftl of t\m U.S.Strattglo BitroUia R«0«rf« ". 
llind«l«on and Anllmd (1982) pMssn^d a paper on ** Optloal 
oonaBBptioii poUoy nndar uaoertalii liioont **• TbLm paptr oonsidar 
ttaa ooBmiqpti(« batutrloar of a rlai«-afon«o oonmaor wi^ a proforoaoo 
tor laotdlato ooosiuvtion nbo taoos an Inoartala inooaw strooai and 
plans for a flnito or inflnlta niuri>or of porlodo, Ttm oooanatr taay 
borrow iq^  to a limit or aato* wfaoro b o ^ saTlng and borrowing asro 
•ca)joet to the oaaa positlto rolo of Intoroat. Ve dorlvo the 
optlaal ooBstnigptlon pollolos for b o ^ fInlto and Inf Inlto planning 
berlaone, Infootlgatt tliolr oharaotorlatlos, and anallao tboir 
econoalo and babavloral Implloatloaa* Sao and Quoyrann^  (1982) alao 
prooontad a paper on ** On dynanlo progrwolng attliode for aaeoiAtljr 
lino balanelng"« Oadan (1983) pflfbllohod a papar on ** A now aigorltha 
for nnlti-diaanalonal dynaznlo pro^noBlng probltn ** and &rlaold(l969) 
on * Market Talae Btsctalsatlon and Harkor dynanlo progranodng **. 
Ilbls paper shows how an operational laethods for solTlng dynaalo 
prograns ean be used In sotae oases f to solve the problea of 
maxlffllslng a fIrak's B»rket valoe; The problea Is foroalated as a 
Markov decision problem that ean be solTSd Tla linear programing, 
The paper shows hew to oaloulate (or estloats) the state contingent 
prloes that are used to Taloe the f l m . In addition the paper 
( U7 > 
points out 1»» statoa ean )>• aggr«gat«d to oaks tb« solatioa 
t«o .nlqiM mOf praotloaU 
Baaland and Brlgga (1984) lirote a paper on ** iiog buoklng anA 
mniber aannfaoturing tivins AynaBlo pvogratanlag * and ?.!art«l.lo and 
9»tti (1984) on ** A olztaro of dynaaio prograraBing and iiranoh and 
Bound for i^ •BboetHnm problom \ Roaodblatt aod Sa^i (1989) 
proaontod a paper on * • d/nanio prograanlng algoritbsi for joint 
repleniiliiBent under genKral order ooet fonotiona <*. Ihe malti-
itaa joint repleniatasient problea ia gaoaraliaed to allow ordering 
ooate to be dependent on the epeoifio items jointly sttppUad, A 
f IsEOd oyole appreaoh ia exaninid in irtiloli al l tbe iteas of a groap 
are always jointly repleniAaent, A dynanio prograaaing algorltba 
ie developed for partitiMing tlie iteas into groups, each with i t s 
osQ fixed oyole tisot resulting in an optiaal fixed oyole reple* 
nishosnt polioy* 
S^Meter* seidounn and Uflyd (19^) also presented a paper on 
** A linear dynaaio prograoEiing a^pt^mh to irrigation aystem oian»» 
geasnt with deleting groundsatar ** and i«Tejoy (1985) oa ** Ordered 
solutions to optimisation prfiblene with dynaaio prograoming appli-
cation '*• Waldaann (i98$) alee presented a paper on " )n bounde 
( UB ) 
for dyiUBiio prograsfl **« Zlja (l986) poibllflbad a paper on ** Aaynpftetio 
M^ansloA f^ dynftrale progratanlzig reoorston vltti general nonoAgatlvt 
matrloos **. 
Dbabar and Qran (198() prasaatad a paper on * l^ n^amlo noalinaar 
prioing in natworka witb intardepandent daoand ** amd i*tsf^9y (1987) 
an ** Ordered aolutlona for dynanlo progrataa*** iThlta and El«Mib(l96() 
also presented a paper on ** Faraoiter la^iraolei n in-finite atata, 
finite aotion dynaoio prograoa **. Oadan (i987) publlabad a paper on 
** k dynamio planning tactaaique for oontlnaoaa aotivitias undar 
ultipXa reoouroe oonatrainta **• Ttaa eolation technique dawlapad 
in tiia papme integratee tba aiiqplez gearoh algorithm into the 
raouraive caloolationa of dyoaoio prograntaing in order to mitigate 
the ** Cianro of diraanaionalitar *\ Sioca differentiation ia not 
repaired aa a nsaae of optiaiaation prooedareat i t ia expeoted 
tiiat thia teotmiqoe will ba;ve an iopertant iapaot on planning 
preblemat BBch ae tte oultiple reaoaroe •> alleoation problesa ahioh 
iofolva non-diflarentiable and/ltt^  Mgtilar nonlinear perfonaanoe 
fsaotiona. ippUoationa of tlia teehniqae to very sot^lax problesa 
eon to oonfira ^a anticipated polynftaial aferage performance. 
QDajrranna (1987) gave a oospant on ** A Cyote^ irograoming algorittaa 
far joint repleniaboent aader ganaral order ooat ftmotion. 
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