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Abstract
We propose a quantitative direct method of proving the stability result for Gaussian rough
differential equations in the sense of Gubinelli [21]. Under the strongly dissipative assumption of
the drift coefficient function, we prove that the trivial solution of the system under small noise
is exponentially stable.
Keywords: stochastic differential equations (SDE), Young integral, rough path theory, rough
differential equations, exponential stability.
1 Introduction
The paper continues our study in the first part [11] to deal with the asymptotic stability criteria
for rough differential equations of the form
dyt = [Ayt + f(yt)]dt+ g(yt)dxt, (1.1)
or in the integral form
yt = ya +
∫ t
a
[Ayu + f(yu)]du+
∫ t
a
g(yu)dxu, t ∈ [a, T ]; (1.2)
where the nonlinear part f : Rd → Rd is globally Lipschitz function for simplicity and g =
(g1, . . . , gm) is a collection of vector fields gj : R
d → Rd such that gj ∈ C
3
b (R
d,Rd). Equation
(1.1) can be viewed as a controlled differential equation driven by rough path x ∈ Cν([a, T ],Rm)
for ν ∈ (13 ,
1
2 ), in the sense of Lyons [32], [33] where x can also be considered as an element of the
space Cp−var([a, T ],Rm) of finite p - variation norm, with pν ≥ 1. For instance, given ν¯ ∈ (13 , 1], the
path x might be a realization of a Rm-valued centered Gaussian process satisfying: there exists for
any T > 0 a constant CT such that for all p ≥
1
ν¯
E‖Xt −Xs‖
p ≤ CT |t− s|
pν¯ , ∀s, t ∈ [0, T ]. (1.3)
By Kolmogorov theorem, for any ν ∈ (0, ν¯) and any interval [0, T ] almost all realization of X will
be in Cν([0, T ]). Such a stochastic process, in particular, can be a fractional Brownian motion BH
[34] with Hurst exponent H ∈ (13 ,
1
2), i.e. a family of B
H = {BHt }t∈R with continuous sample paths
and
E‖BHt −B
H
s ‖ = |t− s|
2H ,∀t, s ∈ R.
In this paper, we would like to approach system (1.1), where the second integral is well-understood
as rough integral in the sense of Gubinelli [21]. Such system satisfies the existence and uniqueness of
solution given initial conditions, see e.g. [21] or [14] for a version without drift coefficient function,
and [38] for a full version using p - variation norms.
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To study the local stability, we impose conditions for matrices A ∈ Rd×d such that A is negative
definite, i.e. there exists a λ > 0 such that
〈y,Ay〉 ≤ −λA‖y‖
2. (1.4)
We also assume that the nonlinear part f : Rd → Rd is locally Lipschitz function such that
f(0) = 0 and ‖f(y)‖ ≤ ‖y‖h(‖y‖) (1.5)
where h : R+ → R+ is an increasing function which is bounded above by a constant Cf . Our
assumption is somehow still global, but it has an advantage of being able to treat the local dynamics
as well. We refer to [18] and [20] for real local versions on a small neighborhood B(0, ρ) of the trivial
solution, using the cutoff technique.
In this paper, we also assume that g(0) = 0 and g ∈ C3b in case ν ∈ (
1
3 ,
1
2) with bounded derivatives
Cg (which also include the Lipschit coefficient of the highest derivative). System (1.1) then admits
an equilibrium which is the trivial solution. Our main stability results are then formulated as
follows.
Theorem 1.1 (Stability for rough systems) Assume X·(ω) is a centered Gaussian process with
stationary increments satisfying (1.3), and 12 > ν¯ > ν >
1
3 is fixed. Assume further that conditions
(1.4), (1.5) are satisfied, where λA > h(0).Then there exists an ǫ > 0 such that given Cg < ǫ, and for
almost sure all realizations x· = X·(ω), the zero solution of (1.1) is locally exponentially stable. If
in addition λA > Cf , then we can choose ǫ so that the zero solution of (1.1) is globally exponentially
stable a.s.
Our method motivates from the direct method of Lyapunov, which aims to estimate the norm growth
(or a Lyapunov-type function) of the solution in discrete intervals using the rough estimates for the
angular equation which is feasible thanks to the change of variable formula for rough integral defined
in the sense of Gubinelli. It is then sufficient to study the local and global exponential stablity of
the corresponding random differential inequality, which can be done with random norm techniques
in [1]. A necessary assumption is the integrability of solution, which is straightforward for Young
equations but difficult for the rough case under the Ho¨lder norm. Fortunately, we are able to
build a modified version of greedy times in [4] for elements in the Cp,σ space, which is a little more
regular than Cp−var by respecting also a small Ho¨lder regularity σ. In addition, under the stronger
assumption that the rectangular increments of the covariance defined by
R
(
s t
s′ t′
)
:= E(Xs,t ⊗Xs′,t′)
is of finite (q, σ) - variation, we prove a similar result to [4, Theorem 6.3] on the main tail estimate
of the number of greedy time under the new (p, σ) - norm. The integrability of the solution under
the new (p, σ) - variation seminorm is then proved in Theorem 2.7.
We close the introduction part with a note that our method still works for the case ν ∈ (14 ,
1
3 ]
with an extension of Gubinelli derivative to the second order, although the computation would be
rather complicated. Moreover, it could also be applied for proving the general case in which g is
unbounded, even though we then need to prove the existence and uniqueness theorem first. The
reader is referred to [31] and [8] for this approach, in which the differential equation is understood
in the sense of Davie [10].
2 Rough differential equations
We would like to give a brief introduction to Young integrals. Given any compact time interval
I ⊂ R, let C(I,Rd) denote the space of all continuous paths y : I → Rd equipped with sup
2
norm ‖ · ‖∞,I given by ‖y‖∞,I = supt∈I ‖yt‖, where ‖ · ‖ is the Euclidean norm in R
d. We write
ys,t := yt − ys. For p ≥ 1, denote by C
p−var(I,Rd) ⊂ C(I,Rd) the space of all continuous path
y : I → Rd which is of finite p-variation
|||y|||p-var,I :=
(
sup
Π(I)
n∑
i=1
‖yti,ti+1‖
p
)1/p
<∞, (2.1)
where the supremum is taken over the whole class of finite partition of I. Cp−var(I,Rd) equipped
with the p−var norm
‖y‖p-var,I := ‖ymin I‖+ |||y|||p−var,I ,
is a nonseparable Banach space [16, Theorem 5.25, p. 92]. Also for each 0 < α < 1, we denote by
Cα(I,Rd) the space of Ho¨lder continuous functions with exponent α on I equipped with the norm
‖y‖α,I := ‖ymin I‖+ |||y|||α,I = ‖y(a)‖+ sup
s<t∈I
‖ys,t‖
(t− s)α
,
A continuous map ω : ∆2(I) −→ R+,∆2(I) := {(s, t) : min I ≤ s ≤ t ≤ max I} is called a control if
it is zero on the diagonal and superadditive, i.e. ωt,t = 0 for all t ∈ I, and ωs,u + ωu,t ≤ ωs,t for all
s ≤ u ≤ t in I.
Now, consider y ∈ Cq−var(I,L(Rm,Rd)) and x ∈ Cp−var(I,Rm) with 1p +
1
q > 1, the Young integral∫
I ytdxt can be defined as ∫
I
ysdxs := lim
|Π|→0
∑
[u,v]∈Π
yuxu,v,
where the limit is taken on all the finite partition Π = {min I = t0 < t1 < · · · < tn = max I} of
I with |Π| := max
[u,v]∈Π
|v − u| (see [39, p. 264–265]). This integral satisfies additive property by the
construction, and the so-called Young-Loeve estimate [16, Theorem 6.8, p. 116]∥∥∥ ∫ t
s
yudxu − ysxs,t
∥∥∥ ≤ K(p, q) |||y|||q-var,[s,t] |||x|||p-var,[s,t]
≤ K(p, q)|t− s|
1
p
+ 1
q |||y||| 1
p
,[s,t] |||x||| 1
q
−Hol,[s,t] , (2.2)
for all [s, t] ⊂ I, where
K(p, q) := (1− 21−
1
p
− 1
q )−1. (2.3)
We also introduce the construction of the integral using rough paths for the case y, x ∈ Cβ(I)
when β ∈ (13 , ν). To do that, we need to introduce the concept of rough paths. Following [14], a
couple x = (x,X), with x ∈ Cβ(I,Rm) and X ∈ C2β2 (∆
2(I),Rm ⊗ Rm) := {X : sups<t
‖Xs,t‖
|t−s|2β
< ∞}
where the tensor product Rm⊗Rn can be indentified with the matrix space Rm×n, is called a rough
path if they satisfies Chen’s relation
Xs,t − Xs,u − Xu,t = xu,t ⊗ xs,u, ∀min I ≤ s ≤ u ≤ t ≤ max I. (2.4)
X is viewed as postulating the value of the quantity
∫ t
s xs,r⊗dxr := Xs,t where the right hand side is
taken as a definition for the left hand side. Denote by Cβ(I) ⊂ Cβ ⊕C2β2 the set of all rough paths
in I, then Cβ is a closed set but not a linear space, equipped with the rough path semi-norm
|||x|||β,I := |||x|||β,I + |||X|||
1
2
2β,∆2(I)
<∞. (2.5)
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Let 3 > p > 2, ν > 1p . Throughout this paper, we will assume that x(ω) : I → R
m and X(ω) :
I × I → Rm ⊗ Rm are random funtions that satisfy Chen’s relation relation (2.4) and(
E‖xs,t‖
p
) 1
p
≤ C|t− s|ν , and
(
E‖Xs,t‖
p
2
) 2
p
≤ C|t− s|2ν ,∀s, t ∈ I (2.6)
for some constant C. Then, due to the Kolmogorov criterion for rough paths [16, Appendix A.3]
for all β ∈ (13 , ν) there is a version of ω−wise (x,X) and random variables Kβ ∈ L
p,Kβ ∈ L
p
2 , such
that, ω−wise speaking, for all s, t ∈ I,
‖xs,t‖ ≤ Kα|t− s|
β, ‖Xs,t‖ ≤ Kβ|t− s|
2β,
so that (x,X) ∈ Cβ. Moreover, we could choose β such that
x ∈ C0,β(I) := {x ∈ Cβ : lim
δ→0
sup
0<t−s<δ
‖xs,t‖
|t− s|β
= 0},
X ∈ C0,2β(∆2(I)) := {X ∈ C2β(∆2(I)) : lim
δ→0
sup
0<t−s<δ
‖Xs,t‖
|t− s|2β
= 0},
then C0,β(I) ⊂ C0,β(I)⊕C0,2β(∆2(I)) is separable due to the separability of C0,β(I) and C0,2β(∆2(I)).
2.1 Controlled rough paths
A path y ∈ Cβ(I,L(Rm,Rd)) is then called to be controlled by x ∈ Cβ(I,Rm) if there exists a tube
(y′, Ry) with y′ ∈ Cβ(I,L(Rm,L(Rm,Rd))), Ry ∈ C2β(∆2(I),L(Rm,Rd)) such that
ys,t = y
′
sxs,t +R
y
s,t, ∀min I ≤ s ≤ t ≤ max I.
y′ is called Gubinelli derivative of y, which is uniquely defined as long as x ∈ Cβ \ C2β (see [14,
Proposition 6.4]). The space D2βx (I) of all the couple (y, y′) that is controlled by x will be a Banach
space equipped with the norm
‖y, y′‖x,2β,I := ‖ymin I‖+ ‖y
′
min I‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,2β,I
, where∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,2β,I
:=
∣∣∣∣∣∣y′∣∣∣∣∣∣
β,I
+ |||Ry|||2β,I ,
where we omit the value space for simplicity of presentation. Now fix a rough path (x,X), then for
any (y, y′) ∈ D2βx (I), it can be proved that the function F ∈ Cβ(∆2(I),Rd) defined by
Fs,t := ysxs,t + y
′
sXs,t
belongs to the space
C
β,3β
2 (I) :=
{
F ∈ Cβ(∆2(I)) : Ft,t = 0 and
|||δF |||3β,I := sup
min I≤s≤u≤t≤max I
‖Fs,t − Fs,u − Fu,t‖
|t− s|3β
<∞
}
.
Thanks to the sewing lemma [14, Lemma 4.2], the integral
∫ t
s yudxu can be defined as∫ t
s
yudxu := lim
|Π|→0
∑
[u,v]∈Π
[yuxu,v + y
′
uXu,v]
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where the limit is taken on all the finite partition Π of I with |Π| := max
[u,v]∈Π
|v − u| (see [21]).
Moreover, there exists a constant Cβ = Cβ,|I| > 1 with |I| := max I −min I, such that∥∥∥ ∫ t
s
yudxu− ysxs,t+ y
′
sXs,t
∥∥∥ ≤ Cβ|t− s|3β( |||x|||β,[s,t] |||Ry|||2β,∆2[s,t]+ ∣∣∣∣∣∣y′∣∣∣∣∣∣β,[s,t] |||X|||2β,∆2[s,t] ). (2.7)
From now on, if no other emphasis, we will simply write |||x|||β or |||X|||2β without addressing the
domain in I or ∆2(I). In particular, for any f ∈ C3b (R
d,Rd) we get the formula for integration by
composition
f(xt) = f(xs) +
∫ t
s
∇f(xu)dxu +
1
2
∫ t
s
∇2f(xu)d[x]s,u,
where the last integral is understood in the Young sense and [x]s,t := xs,t⊗xs,t−2 Sym (Xs,t) ∈ C
2β.
Notice that for geometric rough path Xs,t =
∫ t
s xs,r ⊗ dxr, then Sym (Xs,t) =
1
2xs,t ⊗ xs,t, thus
[x]s,t ≡ 0.
The following lemma is from [11].
Lemma 2.1 (Change of variables formula) Assume that β > 13 , V ∈ C
3
b (R
d,R) and y ∈
Cβ(I,R) is a solution of the rough differential equation
yt = ys +
∫ t
s
f(yu)du+
∫ t
s
g(yu)dxu, ∀min I ≤ s ≤ t ≤ max I. (2.8)
Then one get the change of variable formula
V (yt) = V (ys) +
∫ t
s
〈DyV (yu), f(yu)〉du+
∫ t
s
〈DyV (yu)g(yu)〉dxu
+
1
2
∫ t
s
DyyV (yu)[g(yu), g(yu)]d[x]s,u, (2.9)
where
[DyV (y)g(y)]
′
s = 〈DyV (ys),Dyg(ys)g(ys)〉+DyyV (ys)[g(ys), g(ys)].
In practice, we would use the p-var norm
‖y, y′‖x,p,I := ‖ymin I‖+ ‖y
′
min I‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,I
, where∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,I
:=
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
+ |||Ry||| p
2
−var,I .
Thanks to the sewing lemma [7], we can use a similar version to (2.7) under p−var norm as follows.∥∥∥ ∫ t
s
yudxu − ysxs,t + y
′
sXs,t
∥∥∥ ≤ Cβ( |||x|||p−var,[s,t] |||Ry||| p
2
−var,∆2[s,t] +
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,[s,t]
|||X||| p
2
−var,∆2[s,t]
)
.
(2.10)
2.2 Greedy times and integrability
In this part, we would like to develop a modified version of greedy times as in [4], for which we need
a little more regularity. Given fixed ν ∈ (13 ,
1
2 ),
1
p ∈ (
1
3 , ν), σ ∈ (0, ν −
1
p) and β =
1
p + σ, on each
compact interval I such that |I| = max I −min I ≤ 1, consider a rough path x = (x,X) ∈ Cp,σ(I)
with the modified (p, σ) - norm |||x|||p,σ := |||x|||p,σ + |||X|||
1
2
q,σ defined by
|||x|||p,σ =
(
sup
Π
∑
[u,v]∈Π
‖xu,v‖
p|v − u|−σp
) 1
p
, |||X|||q,σ =
(
sup
Π
∑
[u,v]∈Π
‖Xu,v‖
q|v − u|−σq
) 1
q
, (2.11)
where q = p2 . The following lemma is easy to prove.
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Lemma 2.2 |||X|||qq,σ and |||x|||
p
p,σ are control functions. In addition, C
β(I) ⊂ Cp,σ(I) ⊂ Cp−var(I) and
for x ∈ Cβ(I) we have the estimates
|I|−σ |||x|||p−var,I ≤ |||x|||p,σ,I ≤ |I|
1
p |||x||| 1
p
+σ,I ; |I|
−σ |||X|||q−var,I ≤ |||X|||q,σ,I ≤ |I|
1
q |||X||| 1
q
+σ,I . (2.12)
Given 1p ∈ (
1
3 , ν) and σ ∈ (0, ν −
1
p), we construct for any fixed γ ∈ (0, 1) the sequence of greedy
times {τi(γ, I, p, σ)}i∈N w.r.t. Ho¨lder norms
τ0 = min I, τi+1 := inf
{
t > τi : |||x|||p,σ,[τi,t] = γ
}
∧max I. (2.13)
Denote by Nγ,I,p,σ(x) := sup{i ∈ N : τi ≤ max I}. Also, we construct another sequence of greedy
time {τ¯i(γ, I, p, σ)}i∈N given by
τ¯0 = min I, τ¯i+1 := inf
{
t > τ¯i : (t− τ¯i)
σ + |||x|||p,σ,[τ¯i,t] = γ
}
∧max I, (2.14)
and denote by N¯γ,I,p,σ(x) := sup{i ∈ N : τ¯i ≤ max I}. Then on any interval J such that |J | =
(
γ
2
) 1
σ
and with the sequence {τi(
γ
2 , J, p, σ)}i∈N it follows that
(τi+1 − τi)
1
σ + |||x|||p,σ,[τi,τi+1] ≤
γ
2
+
γ
2
= γ,
hence there is a most one greedy time of the sequence τ¯i lying in each interval [τi(
γ
2 , J, p, σ), τi+1(
γ
2 , J, p, σ)].
That being said, if we divide I into sub-interval Jk of length |Jk| ≡ |J | =
(
γ
2
) 1
σ
, then it follows that
N¯γ,I,p,σ(x) ≤
m∑
k=1
N γ
2
,Jk,p,σ(x), m :=
⌈ |I|
|J |
⌉
. (2.15)
We need to show that exp{Nγ,I,p,σ(x)} is also integrable for any interval I such that |I| ≤ 1.
Translated rough paths
Given q = p2 ,
1
p ∈ (
1
3 , ν) and σ ∈ (0, ν−
1
p) then
1
p+
1
q > 1. Following [14, Chapter 10 & Chapter 11],
let W = C(I,Rm) be the probability space equipped with a Gaussian measure P and let (Xt) be a
continuous, mean zero Gaussian process, parameterized over a compact interval I. The associated
Cameron-Martin space H ⊂ W consists of paths t 7→ h· = E(ZX·) where Z ∈ W
1 is an element
in the so-called first Wiener chaos. If h¯· = E(Z¯X·) denotes another element in H then the inner
product 〈h, h¯〉H := E(ZZ¯) makes H a Hilbert space and Z 7→ h is an isometry between W
1 and H.
The triple (W,H,P) is then called the abstract Wiener space.
We need a little more regularity for the rectangular increments of the covariance
R
(
s t
s′ t′
)
:= E(Xs,t ⊗Xs′,t′)
which seems to be natural for Gaussian processes with stationary increments.
|||R|||q,σ,I2 < ∞, where (2.16)
|||R|||q,σ,I×I′ :=
(
sup
Π(I),Π(I′)
∑
[s,t]∈Π(I),[s,t]∈Π(I′)
∣∣∣R( s t
s′ t′
)∣∣∣q|t− s|−σq|t′ − s′|−σq) 1q .
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Given (2.16), we prove a modified version of [14, Proposition 11.2] that H is continuously embedded
in the space of continuous paths of finite (q, σ)-variation, i.e. H →֒ Cq,σ(I,Rd), and there exists a
constant Cemb > 0 such that for all h ∈ H and all s < t in I,
|||h|||q,σ,[s,t] ≤ ‖h‖H
√
|||R|||q,σ,[s,t]2 ≤ Cemb‖h‖H.
The proof goes line in line with the one of [14, Proposition 11.2] except that we need to add terms
|tj+1 − tj|
−σq and |tk+1 − tk|
−σq in the expression of elements in lq and its dual space lq
′
, where
1
q +
1
q′ = 1.
That means h ∈ Cq−var(I,Rm) is of complementary Young regularity, but ”respecful” of σ-Ho¨lder
regularity in the sense that |||h|||q,σ,I < ∞. It then makes sense (see e.g. [16] or [4]) to define the
so-called translated rough path Thx as
Thx :=
(
x+ h,X +
∫
h⊗ dx+
∫
x⊗ dh+
∫
h⊗ dh
)
.
We are going to prove that
Lemma 2.3 Given |I| ≤ 1, the translated map Th : C
p,σ → Cp,σ such that for any [s, t] ⊂ I we have
the estimate
|||Thx|||p,σ,[s,t] ≤ K(p, σ)
(
|||x|||p,σ,[s,t] + |t− s|
σ
2 |||h|||q,σ,[s,t]
)
(2.17)
Proof: The proof is quite direct and similar to [4, Lemma 3.1]. By assigning K := (1−2
1− 3
p )−1
observe that
|||Thx|||p,σ,J ≤ |||x+ h|||p,σ,J +
(
|||X|||q,σ,J +
∣∣∣∣∣∣∣∣∣∣∣∣∫ h⊗ dx∣∣∣∣∣∣∣∣∣∣∣∣
q,σ,J
+
∣∣∣∣∣∣∣∣∣∣∣∣∫ x⊗ dh∣∣∣∣∣∣∣∣∣∣∣∣
q,σ,J
+
∣∣∣∣∣∣∣∣∣∣∣∣∫ h⊗ dh∣∣∣∣∣∣∣∣∣∣∣∣
q,σ,J
) 1
2
≤ |||x|||p,σ,J + |J |
σ |||h|||q,σ,J + |||X|||
1
2
q,σ,∆2(J)
+
∣∣∣∣∣∣∣∣∣∣∣∣∫ h⊗ dx∣∣∣∣∣∣∣∣∣∣∣∣ 12
q,σ,∆2(J)
+
∣∣∣∣∣∣∣∣∣∣∣∣∫ x⊗ dh∣∣∣∣∣∣∣∣∣∣∣∣ 12
q,σ,∆2(J)
+
∣∣∣∣∣∣∣∣∣∣∣∣∫ h⊗ dh∣∣∣∣∣∣∣∣∣∣∣∣ 12
q,σ,∆2(J)
≤ |||x|||p,σ,J + |J |
σ |||h|||q,σ,J + 2K
1
2 |J |
σ
2 |||x|||
1
2
p,σ,J |||h|||
1
2
q,σ,J +K
1
2 |J |
σ
2 |||h|||q,σ,J
≤ |||x|||p,σ,J + |J |
σ
2 |||h|||q,σ,J +K
1
2 (|||x|||p,σ,J + |J |
σ
2 |||h|||q,σ,J) +K
1
2 |J |
σ
2 |||h|||q,σ,J
≤ (1 + 2K
1
2 )(|||x|||p,σ,J + |J |
σ
2 |||h|||q,σ,J).
Hence (2.17) holds by assigning K(p, σ) := 1 + 2K
1
2 .
Theorem 2.4 (Tail estimate and integrability) Assume that X has a natural lift to a geomet-
ric (p, σ)- variation rough path X and there exists Cemb ∈ (0,∞) with |||h|||q,σ,I ≤ Cemb‖h‖H for
all h ∈ H. Then for a fixed I with |I| ≤ 1, there exists a set E ⊂ W of P-full measure, with the
property: for all ω ∈ E, h ∈ H and γ > 0, if
|||X(ω − h)|||p,σ,I ≤ γ then |I|
qσ
2 |||h|||qq,σ,I γ
−qσ ≥ N2K(p,σ)γ,I,p,σ(X(ω)). (2.18)
Moreover,
P{ω : N2K(p,σ)γ,I,p,σ(X(ω)) > n} ≤ exp
{
2Φ−1(P(Bγ))
2
}
exp
{ −γ2n 2q
2C2emb|I|
4
σ
}
, (2.19)
where Φ−1 is the inverse of the standard normal cumulative distribution function and Bγ := {ω ∈
W : |||X(ω)|||p,σ,I ≤ γ}. In particular, exp{N2K(p,σ)γ,I,p,σ(X(ω))} is integrable.
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Proof: We follows the arguments in [4, Proposition 6.2 & Theorem 6.3] line by line. From
the definition of the sequence τi and the integer N2K(p,σ)γ,I,p,σ(X(ω)) we have |||X(ω)|||p,σ,[τi,τi+1] =
2K(p, σ)γ. Consider E := {ω ∈ W : ThX(ω) = X(ω + h),∀h ∈ H} then P(E) = 1 by [14, Theorem
11.5] or [4, Lemma 5.4] or [16, Lemma 15.58]. For every ω ∈ E and h ∈ Fω,γ := {h ∈ H :
|||X(ω − h)|||p,σ,I ≤ γ}, using (2.17) we have
2K(p, σ)γ = |||X(ω)|||p,σ,[τi,τi+1] = |||ThX(ω − h)|||p,σ,[τi,τi+1]
≤ K(p, σ)
(
|||X(ω − h)|||p,σ,[τi,τi+1] + |τi+1 − τi|
σ
2 |||h|||q,σ,[τi,τi+1]
)
≤ K(p, σ)γ +K(p, σ)|τi+1 − τi|
σ
2 |||h|||q,σ,[τi,τi+1] ,
which leads to |τi+1 − τi|
σ
2 |||h|||q,σ,[τi,τi+1] ≥ γ and
|I|
qσ
2 |||h|||qq,σ,[τi,τi+1] ≥ γ
q.
Hence using the fact that |||h|||qq,σ is a control function, by taking the summation on all possible
interval [τi, τi+1], we get
N2K(p,σ)γ,I,p,σ(X(ω))γ
q ≤ |I|
qσ
2
N2Kαγ,I,p,σ(X(ω))−1∑
i=0
|||h|||pq,σ,ν,[τi,τi+1] ≤ |I|
qσ
2 |||h|||qq,σ,I ≤ |I|
qσ
2 C
q
emb‖h‖
q
H,
which follows (2.18). As a result,
{ω : N2K(p,σ)γ,I,p,σ(X(ω)) > n} ∩ E ⊂ W \ (Bγ + rnK)
where K denotes the unit ball in H, Bγ + rnK := {x+ rny : x ∈ Bγ , y ∈ K} is the Minkowski sum,
and rn :=
γn
2
q
Cemb|I|
2
σ
. The rest applies Borell’s inequality as in [4, Theorem 6.1 & Theorem 6.3] so
that
P{ω : N2K(p,σ)γ,I,p,σ(X(ω)) > n} ≤ exp(2b
2
γ) exp
(
−
r2n
2
)
,
where P(Bγ) =: Φ(bγ). This proves (2.19) and the integrability of exp{N2K(p,σ)γ,I,p,σ(X(ω))} (see
also [4, Remark 6.4].
Corollary 2.5 For |I| ≤ 1, then exp{N¯γ,I,p,σ(x)} is integrable. Moreover, there exists a limit
lim
n→∞
1
n
n−1∑
k=0
P
(
exp
{
ΛN¯ µ
2M
,[k,k+1],p,σ(x)
})
= EP
(
exp
{
ΛN¯ µ
2M
,[0,1],p,σ(x)
})
<∞. (2.20)
Proof: The conclusion follows directly from the integrability of exp
{
mN γ
2
,Jk,p,σ(x)
}
and the
Cauchy inequality that
exp{N¯γ,I,p,σ(x)} ≤
m∏
k=1
exp{N γ
2
,Jk,p,σ(x)} ≤
1
m
m∑
k=1
exp
{
mN γ
2
,Jk,p,σ(x)
}
, m =
⌈ |I|
|J |
⌉
.
Since X also generates a rough cocycle [2], it it easy to prove that
|||x(θaω)|||p,σ,[s,t] = |||x(ω)|||p,σ,[s+a,t+a] ,
so that N¯γ,[k,k+1],p,σ(x) = N¯γ,[0,1],p,σ(x(θkω)). (2.20) is then followed from the ergodic Birkhorff
theorem.
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2.3 Existence, uniqueness and integrability of the solution
Theorem 2.6 (Existence and uniqueness of the solution) Under the mild assumptions, there
exists a unique solution of equation (1.1) and also of the backward equation on any interval [a, b].
Proof: Since there are similar versions for p - variation norm in [21] and [38], we would only
sketch out the proof here. We first solve the rough differential equation
dz = g(z)dxt. (2.21)
From [21], we could apply Schauder-Tichonorff theorem to conclude that there exists a unique
solution of (2.21) on D2βx ([a, b]) where β =
1
p + σ. Moreover, denote ϕ(t, x, za) = zt to be the
solution mapping of (2.21) then we can prove that ϕ is C1 w.r.t. za and in the |||·, ·|||x,p,σ - norm.
More specifically, by using Lemmas 4.2, 4.3, 4.4 and the greedy time sequence {τ¯i(
µ
2M , [a, b], p, σ)}i∈N
in (2.14), where µ ∈ (0, 1) is fixed and M ≥ 12 is a constant dependent of Cg, α, we can prove that
there exists a generic constant Λ = Λ([a, b], za, Cg,x) such that∣∣∣∣∣∣(z¯, z¯′)− (z, z′)∣∣∣∣∣∣
x,p,σ,[a,b]
≤ ‖z¯a − za‖ exp
{
ΛN¯ µ
2M
,[a,b],p,σ(x)
}
‖z¯ − z‖∞,[a,b] ≤ Λ‖z¯a − za‖
(
1 + exp
{
ΛN¯ µ
2M
,[a,b],p,σ(x)
})
(2.22)
In fact denote by Φ(t, x, za) the solution matrix of the time dependent linearized system
dξt = Dzg(ϕ(t, x, za))ξtdxt,
then ξ = Φ(t, x, za)(z¯a − za) is the solution of the linearized system given initial point ξa = z¯a − za.
Assign rt := z¯t − zt − ξt, then ra = 0 and
rt =
∫ t
a
[ ∫ 1
0
Dzg(zs + η(z¯s − zs))−Dzg(zs)
]
(z¯s − zs)dηdxs +
∫ t
a
Dzg(zs)rsdxs,
= et +
∫ t
a
Dzg(zs)rsdxs, ∀t ∈ [a, b], (2.23)
where e is also controlled by x with ea = 0 and
‖e′a‖ ≤
∫ 1
0
‖Dzg(za + η(z¯a − za))−Dzg(za)‖‖z¯a − za‖dη ≤
1
2
Cg‖z¯a − za‖
2.
From (2.23) it can be proved that
‖r‖∞,[a,b] ∨
∣∣∣∣∣∣r, r′∣∣∣∣∣∣
x,p,σ,[a,b]
≤
(
‖e′a‖+
∣∣∣∣∣∣e, e′∣∣∣∣∣∣
x,p,σ,[a,b]
)
exp
{
ΛN¯ µ
2M
,[a,b],p,σ(x)
}
≤ Λ‖z¯a − za‖
2 exp
{
ΛN¯ µ
2M
,[a,b],p,σ(x)
}
, (2.24)
which proves ϕ(t, x, za) to be C
1 w.r.t. za, with corresponding derivative Φ(t, x, za).
Using the integration by parts for the transformation yt = ϕ(t, x, y¯t), it can be proved that there is
a one-one corresponding between the solution of
dyt = [Ayt + f(yt)]dt+ g(yt)dxt = F (yt)dt+ g(yt)dxt. (2.25)
and the solution of the ordinary differential equation
˙¯yt =
[∂ϕ
∂z
(t, x, y¯t)
]−1
F (ϕ(t, x, y¯t)). (2.26)
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Since the right hand side of (2.26) satisfies the global Lipschitz continuity and linear growth, by
similar arguments as in [38] there exists a unique solution given the initial value. That in turn
proves the existence and uniqueness of system (2.25). A similar conclusion holds for the backward
equation see e.g. [14, Section 5.4].
Thanks to the integrability of exp{Nγ,[a,b],p,σ(x)}, we can prove the integrability of the solution
under the supremum norm ‖·‖∞ and the |||·, ·|||x,p,σ semi-norm. The reader is also referred to [38] for
a similar version for the integrability of the solutions, defined in the sense of Friz-Victoir, of rough
differential equation (1.1). Notice that the solutions of rough differential equation (1.1) in the sense
of Gubinelli and in the sense of Friz-Victoir could be proved to coincide.
Theorem 2.7 (Integrability of the solution) For any interval a < b ≤ a + 1, the seminorm
|||y, y′|||x,p,σ,[a,b] and the supremum norm ‖y‖∞,[a,b] are integrable.
Proof: Consider the solution mapping
M : D2βx (ya, g(ya))→ D
2β
x (ya, g(ya)),
M(y, y′)t := (H(y, y
′)t, g(yt)), where H(y, y
′)t = ya +
∫ t
a
F (ys)ds +
∫ t
a
g(ys)dxs.
Given β = 1p + σ, q =
p
2 and (y, y
′) ∈ D2βx , we would use the modified seminorm∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
=
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
+ |||Ry|||q,σ,I , where
|||Ry|||q,σ,I :=
(
sup
Π
∑
[u,v]∈Π
‖Ryu,v‖
q|v − u|−σq
) 1
q
≥ |I|−σ |||Ry|||q−var,I ≥ |I|
−σ‖Rymin I,max I‖.
Observe that
g(yt)− g(ys)
=
∫ 1
0
Dyg(ys + ηys,t)(y
′
sxs,t +R
y
s,t)dη
= Dyg(ys)y
′
sxs,t +
∫ 1
0
[
Dyg(ys + ηys,t)−Dyg(ys)
]
y′sxs,tdη +
∫ 1
0
Dyg(ys + ηys,t)R
y
s,tdη
(2.27)
hence g(y)′s = Dyg(ys)y
′
s where y
′ = g(y). Notice that
‖g(y)′‖∞ ≤ Cg‖y
′‖∞ ≤ Cg(‖y
′
a‖+
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var
) ≤ C2g‖ya‖+ Cg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
;
|||g(y)|||p−var ≤ Cg |||y|||p−var ;∣∣∣∣∣∣g(y)′∣∣∣∣∣∣
p−var
≤ ‖Dyg(y)‖∞
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var
+ |||Dyg(y)|||p−var ‖y
′‖∞ ≤ Cg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
+ C2g |||y|||p−var ;
where
|||y|||p−var ≤ ‖y
′‖∞ |||x|||p−var + (T − a)
σ |||Ry|||p,σ
≤ Cg‖ya‖ |||x|||p−var +
(
(T − a)σ + |||x|||p−var
) ∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
. (2.28)
On the other hand, it follows from (2.27) that
‖R
g(y)
s,t ‖ ≤ Cg‖R
y
s,t‖+
1
2
Cg‖y
′‖∞‖xs,t‖‖ys,t‖,
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which, combined with (2.28), implies∣∣∣∣∣∣∣∣∣Rg(y)∣∣∣∣∣∣∣∣∣
q−var
≤ Cg |||R
y|||q−var +
1
2
Cg‖y
′‖∞ |||x|||p−var |||y|||p−var
≤ Cg|t− s|
σ |||Ry|||q,σ +
1
2
C2g |||x|||p−var |||y|||p−var
≤
1
2
C3g |||x|||
2
p−var ‖ya‖+
(
Cg|t− s|
σ +
1
2
C2g |||x|||p−var (|||x|||p−var + |t− s|
σ)
) ∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
.
Now we compute
‖R
H(y,y′)
s,t ‖ = (t− s)
{
‖F (ya)‖+ Lf (Cg‖ya‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
) |||x|||p−var + Lf (T − a)
σ |||Ry|||p,σ
}
+
∥∥∥ ∫ t
s
[g(yu)− g(ys)]dxu
∥∥∥
≤ (t− s)
{
Lf‖ya‖+ Lf (Cg‖ya‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
) |||x|||p−var + Lf (T − a)
σ |||Ry|||p,σ
}
+‖g(y)′s‖‖Xs,t‖+ Cα
(
|||x|||p−var
∣∣∣∣∣∣∣∣∣Rg(y)∣∣∣∣∣∣∣∣∣
q−var
+ |||X|||q−var
∣∣∣∣∣∣g(y)′∣∣∣∣∣∣
p−var
)
,
thus
∣∣∣∣∣∣∣∣∣RH(y,y′)∣∣∣∣∣∣∣∣∣
q,σ
can be estimated as follows
∣∣∣∣∣∣∣∣∣RH(y,y′)∣∣∣∣∣∣∣∣∣
q,σ
≤ |T − a|1−σ
{
Lf‖ya‖+ Lf (Cg‖ya‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
) |||x|||p−var + Lf (T − a)
σ
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
}
+
(
C2g‖ya‖+ Cg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
)
|||X|||q,σ
+Cα |||x|||p,σ
{1
2
C3g |||x|||p,σ ‖ya‖+
(
Cg +
1
2
C2g |||x|||p,σ +
1
2
C2g |||x|||p−var
) ∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
}
+Cα |||X|||p,σ
{
Cg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
+C3g‖ya‖ |||x|||p−var + C
2
g
(
(T − a)σ + |||x|||p−var
) ∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
}
.
In summary, we then get
|||g(y)|||p−var +
∣∣∣∣∣∣∣∣∣RH(y,y′)∣∣∣∣∣∣∣∣∣
q,σ
≤ ‖ya‖
{
C2g |||x|||p−var + Lf (T − a)
1−σ + LfCg(T − a)
1−σ |||x|||p−var + C
2
g |||X|||q,σ
+
1
2
CαC
3
g |||x|||p−var |||x|||p,σ + CαC
3
g |||x|||p−var |||X|||q,σ
}
+
{
Cg|T − a|
σ + Cg |||x|||p−var + Lf (T − a)
1−σ |||x|||p−var + Lf |T − a|+ Cg |||X|||q,σ
+Cα |||x|||p,σ
(
Cg +
1
2
C2g |||x|||p,σ +
1
2
C2g |||x|||p−var
)
+Cα |||X|||q,σ
(
Cg + C
2
g (T − a)
σ + C2g |||x|||p−var
)} ∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,2α
. (2.29)
Denote by
M := max{CαCg(1 + C
2
g ), Lf (Cg + 1),
1
3
}
the maximum of all the coefficients in the above estimates, then using the fact that
|||x|||p−var ≤ |T − a|
σ |||x|||p,σ ≤ |||x|||p,σ ,
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we derive from (2.29) that∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
≤ 3M
{
|||X|||q,σ + |||x|||p,σ + (T − a)
σ
}
(‖ya‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
).
Defining for any fixed µ ∈ (0, 1) a sequence of greedy time {τ¯i(γ, I, α)}i∈N as in (2.14) then the
estimate |||y, y′|||x,p,σ on each interval [τ¯i, τ¯i+1] has the form∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[τ¯i,τ¯i+1]
≤ µ‖yτ¯i‖+ µ
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[τ¯i,τ¯i+1]
⇒
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[τ¯i,τ¯i+1]
≤
µ
1− µ
‖yτ¯i‖;
Therefore by applying Lemma 4.1, we get
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[a,b]
≤ N¯ µ
3M
,[a,b],α(x)
N¯ µ
3M
,[a,b],p,σ(x)−1∑
i=0
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[τ¯i,τ¯i+1]
≤ N¯ µ
3M
,[a,b],p,σ(x)
N¯ µ
3M
,[a,b],p,σ(x)−1∑
i=0
µ
1− µ
‖yτ¯i‖. (2.30)
To estimate ‖yτ¯i‖ we use the fact that y is controlled by x to get
‖yτ¯i+1‖ ≤ ‖y‖∞,[τ¯i,τ¯i+1] ≤ ‖yτ¯i‖+ Cg‖yτ¯i‖ |||x|||p−var,[τ¯i,τ¯i+1] + (τ¯i+1 − τ¯i)
σ
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[τ¯i,τ¯i+1]
≤ ‖yτ¯i‖(1 + µ+
µ
1− µ
) ≤
1 + µ
1− µ
‖yτ¯i‖, (2.31)
hence by induction
‖yτ¯i‖ ≤
(1 + µ
1− µ
)i
‖ya‖, ∀i = 0, . . . , N¯ µ
3M
,[a,b],p,σ(x).
We then conclude that
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[a,b]
≤ N¯ µ
3M
,[a,b],p,σ(x)
N¯ µ
3M
,[a,b],p,σ(x)−1∑
i=0
µ
1− µ
(1 + µ
1− µ
)i
‖ya‖
<
1
2
‖ya‖N¯ µ
3M
,[a,b],p,σ(x) exp
{[
N¯ µ
3M
,[a,b],p,σ(x)
]
log
1 + µ
1− µ
}
. (2.32)
Meanwhile the same estimate as (2.31) also shows that
‖y‖∞,[a,b] ≤ ‖ya‖ exp
{[
N¯ µ
3M
,[a,b],p,σ(x)
]
log
1 + µ
1− µ
}
. (2.33)
Finally, the integrability of solution is a direct consequence of Corollary 2.5 on the integrability of
exp{N¯ µ
3M
,[a,b],p,σ(x)}.
3 Stability results
We now formulate the main result of our paper.
Theorem 3.1 (Asymptotic stability for rough differential equations) Assume 12 > ν¯ > ν >
1
3 and X·(ω) is a centered Gaussian process with stationary increments satisfying (1.3). Assume
further that conditions (1.4), (1.5) are satisfied, where g ∈ C3b with coefficient Cg and λ > h(0).
Then there exists an ǫ > 0 such that given Cg < ǫ, the zero solution of (1.1) is locally exponentially
stable for almost all realization x of X. If in addition λ > Cf , then we can choose ǫ so that the zero
solution of (1.1) is globally exponentially stable a.s.
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Proof: The sketch of the proof is as follows. We derive the equation for log ‖yt‖ in (3.1) and
the equation for θ in (3.2). With the help of Proposition 3.2 the estimate of |||(θ, θ′)|||x,2α,[a,b] is then
given in (3.3). Notice that for Gaussian geometric rough path, then [x]·,· = 0, but we still compute
the estimates here for general rough paths. Step 2 is to compute all components in (3.5), in order
to derive (3.10) and (3.12) for log ‖yn‖. The integrability of exp
{
N¯ µ
2M
,[k,k+1],p,σ(x)
}
then helps to
choose Cg < ǫ small enough so that the arguments in [11, Lemma 3.3] can be applied to prove the
local exponential stability. Finally, under the assumption λA > Cf , we derive (3.13) and (3.15)
in Step 3. The estimates for Young and rough integrals help to conclude that there exists an in-
tegrable κ satisfying (3.21), which follows the globally exponential stability for Cg < ǫ small enough.
Step 1. We use similar arguments in [13] to prove that the solution of the pathwise solution of
the linear rough differential equation (1.1) generates a linear rough flow on Rd, and that yt = 0 iff
y0 = 0. Hence it remains to prove all the formula for yt and rt. By direct computations using (2.9),
we can show the following equations.
• ‖yt‖
2 satisfies the RDE
d‖yt‖
2 = 2〈yt, Ayt + f(yt)〉dt+ 2〈yt, g(yt)〉dxt + ‖g(yt)‖
2d[x]0,t,
where 2〈y, g(y)〉′s = 2〈y
′
s, g(ys)〉+ 2〈ys, [g(y)]
′
s〉.
• ‖yt‖ satisfies the RDE
d‖yt‖ =
1
‖yt‖
〈yt, Ayt + f(yt)〉dt+
1
‖yt‖
〈yt, g(yt)〉dxt
+
1
2‖yt‖
[
‖g(yt)‖
2 −
1
‖yt‖2
〈yt, g(yt)〉
2
]
d[x]0,t,
where
[
1
‖y‖〈y, g(y)〉
]′
s
=
[
1
‖y‖
]′
s
〈ys, g(ys)〉+
1
‖ys‖
[
〈y, g(y)〉
]′
s
.
• log ‖yt‖ satisfies the RDE
d log ‖yt‖ = 〈θt, Aθt +
f(yt)
‖yt‖
〉dt+ 〈θt,
g(yt)
‖yt‖
〉dxt +
[1
2
‖
g(yt)
‖yt‖
‖2 − 〈θt,
g(yt)
‖yt‖
〉2
]
d[x]0,t,
(3.1)
where
[
〈θ, g(y)‖y‖ 〉
]′
s
= 〈θ′s,
g(ys)
‖ys‖
〉+ 〈θs, [
g(y)
‖y‖ ]
′
s〉.
• θt satisfies the RDE
dθt =
[
Aθt − 〈θt, Aθt〉θt +
f(yt)
‖yt‖
− 〈θt,
f(yt)
‖yt‖
〉θt
]
dt+
[g(yt)
‖yt‖
− 〈θt,
g(yt)
‖yt‖
〉θt
]
dxt
+
1
2
{
3〈θt,
g(yt)
‖yt‖
〉2θt − 2〈θt,
g(yt)
‖yt‖
〉
g(yt)
‖yt‖
− ‖
g(yt)
‖yt‖
‖2θt
}
d[x]0,t,
where [g(y)
‖y‖
− 〈θ,
g(y)
‖y‖
〉θ
]′
s
= [
g(y)
‖y‖
]′s − 〈θs,
g(y)
‖y‖
〉θ′s −
[
〈θs,
g(ys)
‖ys‖
〉
]′
s
θs.
Assign
G(ys, θs) :=
g(ys)
‖ys‖
=
g(ys)− g(0)
‖ys‖
=
∫ 1
0 Dyg(ηys)ysdη
‖ys‖
=
∫ 1
0
Dyg(ηys)θsdη,
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then it is easy to check that
‖G(y, θ)‖∞ ≤ Cg; |||G(y, θ)|||p−var ≤ Cg(|||y|||p−var + |||θ|||p−var).
Rewrite θt in the form
θt = θa +
∫ t
a
[
Aθs − 〈θs, Aθs〉θs +
f(ys)
‖ys‖
− 〈θs,
f(ys)
‖ys‖
〉θs
]
ds
+
∫ t
a
[
G(ys, θs)− 〈θs, G(ys, θs)〉θs
]
dxs
+
∫ t
a
1
2
{
3〈θs, G(ys, θs)〉
2θs − 2〈θs, G(ys, θs)〉G(ys, θs)− ‖G(ys, θs)‖
2θs
}
d[x]0,s
= θa +
∫ t
a
P (ys, θs)ds +
∫ t
a
Q(ys, θs)dys +
∫ t
a
H(ys, θs)d[x]0,s. (3.2)
We can prove an estimate for |||(θ, θ′)|||x,2α,[a,b]. (The proof is provided in the Appendix).
Proposition 3.2 For all 0 ≤ a ≤ b, there exist a generic constant P = P (b − a, ν − α) and a
generic increasing function Q(·) = Qb−a,ν−α(·) such that∣∣∣∣∣∣(θ, θ′)∣∣∣∣∣∣
x,p,[a,b]
≤
(b− a)2(8M)
2
ν
4(1 − µ)µ
2
ν
−1
{
1 +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣ 2νx,p,[a,b] + ( |||x|||ν,[a,b] + |||X|||2ν,∆2([a,b]) + |||[x]|||2ν,∆2([a,b]) ) 2ν
+
1
2
∣∣∣∣∣∣y, y′∣∣∣∣∣∣ 4νx,p,[a,b] + 12( |||x|||ν,[a,b] + |||X|||2ν,∆2([a,b]) + |||[x]|||2ν,∆2([a,b]) ) 4ν}, (3.3)
where
M := max
{
2(Cf + ‖A‖), 96Kα(1 + Cα)C
2
g (1 + Cg),
1
2
}
(3.4)
Step 2. It is now sufficient to estimate the quantity in (3.1). For any integer n > 1, rewrite
(3.1) in the integral form
log ‖yt‖ = log ‖ya‖+
∫ t
a
〈θs, Aθs +
f(ys)
‖ys‖
〉ds +
∫ t
a
〈θs, G(ys, θs)〉dxs
+
∫ t
a
[1
2
‖G(ys, θs)‖
2 − 〈θs, G(ys, θs)〉
2
]
d[x]0,s
≤ log ‖ya‖ − λA(t− a) +
∫ t
a
h(‖ys‖)ds +
∥∥∥ ∫ t
a
〈θs, G(ys, θs)〉dxs
∥∥∥
+
∥∥∥ ∫ t
a
[1
2
‖G(ys, θs)‖
2 − 〈θs, G(ys, θs)〉
2
]
d[x]0,s
∥∥∥. (3.5)
The Young integral in the last line of (3.5) can be estimated as∥∥∥ ∫ t
a
[1
2
‖G(ys, θs)‖
2 − 〈θs, G(ys, θs)〉
2
]
d[x]a,s
∥∥∥
≤
3
2
C2g
∥∥∥[x]a,t∥∥∥+Kα |||[x]||| p
2
−var,∆2([a,t])
∣∣∣∣∣∣∣∣∣∣∣∣[12‖G(y, θ)‖2 − 〈θ,G(y, θ)〉2]
∣∣∣∣∣∣∣∣∣∣∣∣
p−var,[a,t]
≤
3
2
C2g |||[x]||| p
2
−var,∆2([a,t])
+Kα |||[x]||| p
2
−var,∆2([a,t])
[
C2g (|||y|||p−var + |||θ|||p−var) + 2C
2
g (|||y|||p−var + 2 |||θ|||p−var)
]
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≤
3
2
C2g |||[x]||| p
2
−var,∆2([a,t]) + 3KαC
2
g |||[x]||| p
2
−var,∆2([a,t])
(
Cg |||x|||p−var +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
)
+5KαC
2
g |||[x]||| p
2
−var,∆2([a,t])
(
2Cg |||x|||p−var +
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
)
≤
3
2
C2g |||[x]|||p−var,∆2([a,t]) + 13KαC
3
g |||[x]||| p
2
−var,∆2([a,t]) |||x|||p−var
+KαC
2
g |||[x]||| p
2
−var,∆2([a,t])
(
3
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
+ 5
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
)
≤
3
2
C2g |||[x]|||p−var,∆2([a,t]) + 13KαC
3
g |||[x]||| p
2
−var,∆2([a,t]) |||x|||p−var
+17K2αC
2
g |||[x]|||
2
p
2
−var,∆2([a,t]) +
1
2
C2g
∣∣∣∣∣∣y, y′∣∣∣∣∣∣2
x,p
+
1
2
C2g
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣2
x,p
. (3.6)
Meanwhile the rough integral can be estimated as∥∥∥ ∫ t
a
〈θs, G(ys, θs)〉dxs
∥∥∥
≤
∥∥∥〈θa, G(ya, θa)〉∥∥∥‖xt − xa‖+ ∥∥∥〈θ,G(y, θ)〉′a∥∥∥‖Xa,t‖
+Cα
(
|||x|||p−var,[a,t]
∣∣∣∣∣∣∣∣∣R〈θ,G(y,θ)〉∣∣∣∣∣∣∣∣∣
p
2
−var,[a,t]
+
∣∣∣∣∣∣〈θ,G(y, θ)〉′∣∣∣∣∣∣
p−var,[a,t]
|||X||| p
2
−var,∆2([a,t])
)
≤ Cg |||x|||p−var,[a,t] + 5C
2
g |||X||| p
2
−var,∆2([a,t])
+Cα
(
|||x|||p−var,[a,t]
∣∣∣∣∣∣∣∣∣R〈θ,G(y,θ)〉∣∣∣∣∣∣∣∣∣
p
2
−var,[a,t]
+
∣∣∣∣∣∣〈θ,G(y, θ)〉′∣∣∣∣∣∣
p−var,[a,t]
|||X||| p
2
−var,∆2([a,t])
)
.
(3.7)
To estimate the brackets of the last line of (3.7), we apply (4.8) and (4.9) to get∣∣∣∣∣∣〈θ,G(y, θ)〉′∣∣∣∣∣∣
p−var
≤
∣∣∣∣∣∣〈θ′, G(y, θ)〉∣∣∣∣∣∣
p−var
+
∣∣∣∣∣∣∣∣∣∣∣∣〈θ, ∂G∂y (y, θ)y′〉
∣∣∣∣∣∣∣∣∣∣∣∣
p−var
+
∣∣∣∣∣∣∣∣∣∣∣∣〈θ, ∂G∂θ (y, θ)θ′〉
∣∣∣∣∣∣∣∣∣∣∣∣
p−var
≤ Cg
∣∣∣∣∣∣θ′∣∣∣∣∣∣
p−var
+ Cg(|||y|||p−var + |||θ|||p−var)‖θ
′‖∞ + Cg‖y
′‖∞ |||θ|||p−var
+Cg
(
|||y|||p−var ‖y
′‖∞ + |||θ|||p−var ‖y
′‖∞ +
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var
)
+Cg‖y
′‖∞ |||θ|||p−var + Cg
(
|||y|||p−var ‖θ
′‖∞ +
∣∣∣∣∣∣θ′∣∣∣∣∣∣
p−var
)
≤ 10C2g
(
Cg |||x|||p−var +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
)
+ 13C2g
(
2Cg |||x|||p−var +
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
)
which, together with Cauchy inequality follows that∣∣∣∣∣∣〈θ,G(y, θ)〉′∣∣∣∣∣∣
p−var
|||X||| p
2
−var,∆2([a,t]) ≤ 36C
3
g |||x|||p−var |||X||| p
2
−var,∆2([a,t]) +
23
2
C2g |||X|||
2
p
2
−var,∆2([a,t])
+5C2g
∣∣∣∣∣∣y, y′∣∣∣∣∣∣2
x,p
+
13
2
C2g
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣2
x,p
. (3.8)
In addition,∣∣∣∣∣∣∣∣∣R〈θ,G(y,θ)〉∣∣∣∣∣∣∣∣∣
p
2
−var
≤ |||θ|||p−var |||G(y, θ)|||p−var + ‖G(y, θ)‖∞
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
+
∣∣∣∣∣∣∣∣∣RG(y,θ)∣∣∣∣∣∣∣∣∣
p
2
−var
≤ Cg |||θ|||p−var (|||y|||p−var + |||θ|||p−var) + Cg
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
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+Cg
(
|||Ry||| p
2
−var + ‖y
′‖∞ |||x|||p−var |||y|||p−var +
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
+ ‖θ′‖∞ |||x|||p−var |||θ|||p−var
)
≤ Cg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
+ 2Cg
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
+ C2g |||x|||p−var
(
Cg |||x|||p−var +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
)
+2C2g |||x|||p−var
(
2Cg |||x|||p−var +
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
)
+Cg
(
2Cg |||x|||p−var +
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
){
3Cg |||x|||p−var +
( ∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
+
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
)}
which together with Cauchy inequality gives
|||x|||p−var
∣∣∣∣∣∣∣∣∣R〈θ,G(y,θ)〉∣∣∣∣∣∣∣∣∣
p
2
−var
≤
5
2
Cg |||x|||
2
p−var + Cg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣2
x,p
+ Cg
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣2
x,p
+ 5C3g |||x|||
3
p−var + 6C
3
g |||x|||
3
p−var +
5
2
C2g |||x|||
4
p−var
+
29
2
C2g |||x|||
2
p−var +
1
2
C2g
∣∣∣∣∣∣y, y′∣∣∣∣∣∣2
x,p
+
1
2
C2g
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣2
x,p
+
1
4
Cg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣4
x,p
+
1
2
Cg
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣4
x,p
≤
5
2
Cg |||x|||
2
p−var + 11C
3
g |||x|||
3
p−var + 17C
2
g |||x|||
4
p−var
+(Cg + C
2
g )
( ∣∣∣∣∣∣y, y′∣∣∣∣∣∣2
x,p
+
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣2
x,p
+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣4
x,p
+
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣4
x,p
)
. (3.9)
Combining (3.6), (3.7),(3.8), (3.9) to (3.5), we conclude that there exists a generic constant Λ and
a generic polynomial κ1(|||x|||α , |||X|||2α , |||[x]|||2α) such that
log ‖yt‖ ≤ log ‖ya‖+
∫ t
a
[−λA + h(‖ys‖)]ds
+Cgκ1(|||x|||p−var,[a,t] , |||X||| p
2
−var,∆2([a,t]) , |||[x]||| p
2
−var,∆2([a,t]))
+CgΛ
( ∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣2
x,p,[a,t]
+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣2
x,p,[a,t]
+
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣4
x,p,[a,t]
+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣4
x,p,[a,t]
)
.
Using (3.3) and Cauchy inquality, and with the generic constant Λ and the generic polynomial κ1
if necessary (that is possible since α < ν), we conclude that
log ‖yt‖
≤ log ‖ya‖+
∫ t
a
[
− λA + h(‖ys‖) + CgΛ
)]
ds
+Cgκ1(|||x|||ν,[a,t] , |||X|||2ν,∆2([a,t]) , |||[x]|||p−var,∆2([a,t])) + CgΛ
{ ∣∣∣∣∣∣y, y′∣∣∣∣∣∣4
x,p,[a,t]
+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣ 16νx,p,[a,t] }.
(3.10)
To estimate |||y, y′|||x,p,[a,t], we apply (2.32) with generic constant Λ to conclude that for any a < t ≤
b ≤ a+ 1,∣∣∣∣∣∣y, y′∣∣∣∣∣∣m
x,p,[a,t]
≤
∣∣∣∣∣∣y, y′∣∣∣∣∣∣m
x,p,σ,[a,t]
≤ Λ‖ya‖
mN¯mµ
3M
,[a,b],p,σ(x) exp{mΛN¯ µ2M ,[a,t],p,σ
(x)}
≤
1
2
Λ‖ya‖
2m +
1
2
Λ exp
{
2mΛN¯ µ
2M
,[a,t],p,σ(x)
}
. (3.11)
By replacing (3.11) into (3.10), there exists a generic polynomials with all positive coefficients
P
(
exp
{
N¯ µ
2M
,[a,t],p,σ(x)
})
such that
log ‖yt‖ ≤ log ‖ya‖+
∫ t
a
[
− λA + h(‖ys‖) + CgΛ
]
ds
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+Cgκ1
(
|||x|||p−var,[a,t] , |||X||| p
2
−var,∆2([a,t]) , |||[x]||| p
2
−var,∆2([a,t])
)
+CgP
(
exp
{
N¯ µ
2M
,[a,t],p,σ(x)
})
+ Cgκ2(‖ya‖), (3.12)
where
κ2(z) =
1
2
Λ
(
z8 + z
32
ν
)
,
for some generic constant Λ. Using (2.6) and (2.20), there exists for almost sure all x the limit
lim
n→∞
1
n
n−1∑
k=0
κ1(|||x|||p−var,[k,k+1] , |||X||| p
2
−var,∆2([k,k+1]) , |||[x]||| p
2
−var,∆2([k,k+1]))
= Eκ1(|||x|||p−var,[0,1] , |||X||| p
2
−var,∆2([0,1]) , |||[x]||| p
2
−var,∆2([0,1])) = κ1 <∞;
and lim
n→∞
1
n
n−1∑
k=0
P
(
exp
{
ΛN¯ µ
2M
,[k,k+1],p,σ(x)
})
= EP
(
exp
{
ΛN¯ µ
2M
,[0,1],p,σ(x)
})
= P¯ <∞,
we can use (2.33) and the same arguments in [11, Lemma 3.3 & Lemma 3.4] to conclude that the
zero solution of (1.1) is locally exponentially stable.
Step 3. Assume that λA > Cf and assign λ := λA − Cf , then e
2λt‖yt‖
2 satisfies the RDE
de2λt‖yt‖
2 = 2e2λt
(
λ‖yt‖
2 + 〈yt, Ayt + f(yt)〉
)
dt+ 2e2λt〈yt, g(yt)〉dxt + e
2λt‖g(yt)‖
2d[x]0,t, (3.13)
where [
e2λ·〈y, g(y)〉
]′
s
= e2λs
[
〈y′s, g(ys)〉+ 〈ys, [g(y)]
′
s〉
]
+ 2λe2λs〈ys, g(ys)〉
= e2λs
[
‖g(ys)‖
2 + 〈ys,Dg(ys)g(ys)〉
]
+ 2λe2λs〈ys, g(ys)〉.
Rewrite in the integral form
e2λt‖yt‖
2 = ‖y0‖
2 + 2
∫ t
0
e2λs
(
λ‖ys‖
2 + 〈ys, Ays + f(ys)〉
)
ds
+2
∫ t
0
e2λs〈ys, g(ys)〉dxs + 2
∫ t
0
e2λs‖g(ys)‖
2d[x]0,s. (3.14)
Using (1.4), the first integral in (3.14) is then non-positive, thus for any n ∈ N
e2λn‖yn‖
2 ≤ ‖y0‖
2 +
n−1∑
k=0
2
∥∥∥ ∫ k+1
k
e2λs〈ys, g(ys)〉dxs
∥∥∥+ n−1∑
k=0
2
∥∥∥ ∫ k+1
k
e2λs‖g(ys)‖
2d[x]0,s
∥∥∥.
(3.15)
The Young integral in (3.15) can be estimated as∥∥∥ ∫ t
s
e2λu‖g(yu)‖
2d[x]0,u
∥∥∥
≤ |||[x]|||q−var,[s,t]
(
C2ge
2λs‖ys‖
2 +K
∣∣∣∣∣∣∣∣∣e2λ·‖g(y)‖2∣∣∣∣∣∣∣∣∣
p−var,[s,t]
)
≤ |||[x]|||q−var,[s,t]
{
C2ge
2λs‖ys‖
2 +K
( ∣∣∣∣∣∣∣∣∣e2λ·∣∣∣∣∣∣∣∣∣
p−var
‖g(y)‖2∞,[s,t] + 2‖e
2λ·‖∞,[s,t]‖g(y)‖∞ |||g(y)|||p−var,[s,t]
)}
≤ |||[x]|||q−var,[s,t]
{
C2ge
2λs‖ys‖
2 +K
(
C2g (e
2λt − e2λs)‖y‖2∞,[s,t] + 2C
2
ge
2λt‖y‖∞,[s,t] |||y|||p−var,[s,t]
)}
.
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Since
|||y|||p−var,[s,t] ≤ ‖y
′‖∞,[s,t] |||x|||p−var,[s,t] + (t− s)
σ
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[s,t]
≤ Cg |||x|||p−var,[s,t] ‖y‖∞,[s,t] + (t− s)
σ
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,[s,t]
,
by using (2.32) and (2.33), we conclude that there exists a function κ1(t−s, |||x|||p−var,[s,t] , |||[x]|||q−var,[s,t])
with
Eκ1(1, |||x|||p−var,[0,1] , |||[x]|||q−var,[0,1]) <∞ (3.16)
such that∥∥∥ ∫ t
s
e2λu‖g(yu)‖
2d[x]0,u
∥∥∥ ≤ Cgκ1(t− s, |||x|||p−var,[s,t] , |||[x]|||q−var,[s,t])e2λs‖ys‖2. (3.17)
Meanwhile the rough integral in (3.15) can be estimated as∥∥∥ ∫ t
s
e2λu〈yu, g(yu)〉dxu
∥∥∥
≤ e2λsCg‖ys‖ |||x|||p−var,[s,t] +
∥∥∥∥[e2λ·〈y, g(y)〉]′s
∥∥∥∥ |||X|||q−var,[s,t]
+Cα
(
|||x|||p−var,[s,t]
∣∣∣∣∣∣∣∣∣Re2λ·〈y,g(y)〉∣∣∣∣∣∣∣∣∣
q−var,[s,t]
+
∣∣∣∣∣∣∣∣∣∣∣∣[e2λ·〈y, g(y)〉]′∣∣∣∣∣∣∣∣∣∣∣∣
p−var,[s,t]
|||X|||q−var,[s,t]
)
.
(3.18)
Hence by using estimates (2.32) and (2.33) and similar technique in Step 2 for estimating the right
hand side of (3.18) we conclude that there exists a function κ2(t−s, |||x|||p−var,[s,t] , |||X|||q−var,[s,t] , |||[x]|||q−var,[s,t])
with
Eκ2(1, |||x|||p−var,[0,1] , |||X|||q−var,[0,1] , |||[x]|||q−var,[0,1]) <∞ (3.19)
such that∥∥∥∫ t
s
e2λu〈yu, g(yu)〉dxu
∥∥∥ ≤ Cgκ2(t− s, |||x|||p−var,[s,t] , |||X|||q−var,[s,t] , |||[x]|||q−var,[s,t])e2λs‖ys‖2. (3.20)
By replacing (3.17) and (3.20) into (3.15), we conclude that there exists an integrable function
κ(. . . ) = κ1(. . . ) + κs(. . . ) such that
e2λn‖yn‖
2 ≤ ‖y0‖
2 +
n−1∑
k=0
2Cgκ(1, |||x|||p−var,[k,k+1] , |||X|||q−var,[k,k+1] , |||[x]|||q−var,[k,k+1])e
2λk‖yk‖
2.
(3.21)
Similar to the arguments in Step 3 of [11, Theorem 3.5], we apply the discrete Gronwall lemma in
[12, Lemma 4] to conclude that
lim sup
t→∞
1
t
log ‖yt‖ ≤ −λ+
1
2
E log
[
1 + 2Cgκ
(
1, |||x|||p−var,[0,1] , |||X|||q−var,[0,1] , |||[x]|||q−var,[0,1]
)]
.
Hence there exists a ǫ small enough such that for any Cg < ǫ, the zero solution is globally expo-
nentially stable a.s. We note that unlike the local stability, the integrability of functions κ is not
necessary, but only the integrability of log(1 +Cgκ(. . . )).
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4 Appendix
4.1 Some technical lemmas
Lemma 4.1 Let x ∈ Ĉp([a, b],Rd), p ≥ 1. If a = τ0 < τ1 < · · · < τN = b, then
|||x|||p-var,[a,b] ≤ N
p−1
p
N−1∑
i=0
|||x|||p−var,[τi,τi+1] ;
|||x|||p,σ,[a,b] ≤ N
p−1
p
N−1∑
i=0
|||x|||p,σ,[τi,τi+1] .
Proof: The first estimate is a direct consequence of [6, Lemma 2.1]. The second estimate is
followed from the inequality that
(a1 + . . .+ ak)
p(b1 + . . .+ bk)
−σp ≤ kp−1
(
a
p
1b
−σp
1 + . . .+ a
p
kb
−σp
k
)
, ∀ai, bi > 0, i = 1, . . . , k.
Lemma 4.2 Given β = 1p + σ, , assume that (y, y
′) ∈ D2βx (I) and Γs,t :=
∫ t
s yudxu. Then (Γ,Γ
′) ∈
D2βx (I) with Γ′ = y. Moreover for any I such that |I| ≤ 1∣∣∣∣∣∣Γ,Γ′∣∣∣∣∣∣
x,p,σ,I
≤
(
‖y′min I‖+ (Cp,|I| + 1)
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
)(
|I|σ + |||x|||p−var,I + |||X|||q,σ,I
)
. (4.1)
Proof: It follows directly from (2.7) that (Γ,Γ′) ∈ D2βx (I,Rd) with Γ′s = ys. As a result,∣∣∣∣∣∣Γ′∣∣∣∣∣∣
p−var,I
= |||y|||p−var,I ≤ ‖y
′‖∞,I |||x|||p−var,I + |||R
y|||q−var,I
≤ (‖y′min I‖+
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
) |||x|||p−var,I + |I|
σ |||Ry|||q,σ,I . (4.2)
On the other hand,
‖RΓs,t‖ =
∥∥∥∫ t
s
ys,udxu
∥∥∥ ≤ ‖y′‖∞,I‖Xs,t‖+ Cp,|I||t− s|σ( |||x|||p−var |||Ry|||q,σ + ∣∣∣∣∣∣y′∣∣∣∣∣∣p−var |||X|||q,σ ),
which implies∣∣∣∣∣∣RΓ∣∣∣∣∣∣
q,σ,I
≤ (‖y′min I‖+
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
) |||X|||q,σ + Cp,|I|(|||x|||p−var + |||X|||q,σ)
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
. (4.3)
Combining (4.2) and (4.3) and using |I| ≤ 1 we get∣∣∣∣∣∣Γ,Γ′∣∣∣∣∣∣
x,p,σ,I
≤ (‖y′min I‖+
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
)(|||x|||p−var,I + |||X|||q,σ,I) + |I|
σ
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
+Cp,|I|(|||x|||p−var + |||X|||q,σ)
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
≤ ‖y′min I‖(|||x|||p−var,I + |||X|||q,σ,I) +
(
|I|σ + |||x|||p−var,I + |||X|||q,σ,I
)
(Cp,|I| + 1)
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
which implies (4.1).
Lemma 4.3 Assume that g ∈ C3b with coefficient Cg and zu = g(yu). Then (z, z
′) ∈ D2βx (I) with
z′s = Dg(ys)y
′
s and for any |I| ≤ 1 we get∣∣∣∣∣∣z, z′∣∣∣∣∣∣
x,p,σ,I
≤ Cg
[
1 + ‖y′‖∞,I
(
|I|σ +
3
2
|||x|||p,σ,I +
1
2
|||x|||2p,σ,I
)](
‖y′min I‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
)
. (4.4)
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Proof: Since
g(yt)− g(ys) =
∫ 1
0
Dg(ys + ηys,t)ys,tdη =
∫ 1
0
Dg(ys + ηys,t)(y
′
sxs,t +R
y
s,t)dη
= Dg(ys)y
′
sxs,t +
∫ 1
0
Dg(ys + ηys,t)R
y
s,tdη +
∫ 1
0
[Dg(ys + ηys,t)−Dg(ys)]y
′
sxs,tdη,
it follows that z′s = Dg(ys)y
′
s and
‖Rzs,t‖ ≤ Cg‖R
y
s,t‖+
∫ 1
0
Cgη‖ys,t‖‖y
′‖∞,I‖xs,t‖dη,
so that
|||Rz|||q,σ,I ≤ Cg |||R
y|||q,σ,I +
1
2
Cg‖y
′‖∞,I |||x|||p,σ,I |||y|||p−var,I ,
where
|||y|||p−var,I ≤ ‖y
′‖∞,I |||x|||p−var,I + |I|
σ |||Ry|||q,σ,I
≤
(
‖y′min I‖+
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
)
|I|σ |||x|||p,σ,I + |I|
σ |||Ry|||q,σ,I
≤ (|I|σ + |||x|||p,σ,I)
(
‖y′min I‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
)
.
On the other hand,∣∣∣∣∣∣z′∣∣∣∣∣∣
p−var,I
≤
∣∣∣∣∣∣Dg(y)y′∣∣∣∣∣∣
p−var,I
≤ Cg
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
+ Cg‖y
′‖∞,I |||y|||p−var,I .
Hence given |I| ≤ 1 we get∣∣∣∣∣∣z, z′∣∣∣∣∣∣
x,2α,I
≤ Cg
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
+ Cg‖y
′‖∞,I |||y|||p−var,I + Cg |||R
y|||q,σ,I +
1
2
Cg‖y
′‖∞,I |||x|||p,σ,I |||y|||p−var,I
≤ Cg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
+ Cg‖y
′‖∞,I
(
1 +
1
2
|||x|||p,σ,I
)
(|I|σ + |||x|||p,σ,I)
(
‖y′min I‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
)
which follows (4.4) due to |I| ≤ 1.
Lemma 4.4 Assume that g ∈ C3b with coefficient Cg and zu = g(y¯u)−g(yu). Then (z, z
′) ∈ D2βx (I)
with z′s = Dg(y¯s)y¯
′
s −Dg(ys)y
′
s. In addition for any |I| ≤ 1 we get∣∣∣∣∣∣z, z′∣∣∣∣∣∣
x,p,σ,I
≤ 4Cg(1 + |||x|||p,σ,I + |I|
σ)2
[
‖y¯min I‖+ ‖y¯
′
min I‖+ ‖ymin I‖+ ‖y
′
min I‖+
∣∣∣∣∣∣y¯, y¯′∣∣∣∣∣∣
x,p,σ,I
+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ,I
]
×
×
(
‖y¯min I − ymin I‖+ ‖y¯
′
min I − y
′
min I‖+
∣∣∣∣∣∣y¯ − y, y¯′ − y′∣∣∣∣∣∣
x,p,σ,I
)
. (4.5)
Proof: A direct computation shows that
zs,t = g(y¯t)− g(yt)− g(y¯s) + g(ys)
=
∫ 1
0
[
Dg(y¯s + ηy¯s,t)y¯s,t −Dg(ys + ηys,t)ys,t
]
dη
=
∫ 1
0
[
Dg(y¯s + ηy¯s,t)R
y¯
s,t −Dg(ys + ηys,t)R
y
s,t
]
dη
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+∫ 1
0
[
Dg(y¯s + ηy¯s,t)y¯
′
s −Dg(ys + ηys,t)y
′
s
]
xs,tdη
=
∫ 1
0
[
Dg(y¯s + ηy¯s,t)R
y¯
s,t −Dg(ys + ηys,t)R
y
s,t
]
dη + [Dg(y¯s)y¯
′
s −Dg(ys)y
′
s]xs,t
+
∫ 1
0
∫ 1
0
[
D2g(y¯s + ηη1y¯s,t)[y¯s,t, y¯
′
s]−D
2g(ys + ηη1ys,t)[ys,t, y
′
s]
]
ηdη1xs,tdη.
This shows that z′s = Dg(y¯s)y¯
′
s −Dg(ys)y
′
s and
z′s,t = Dg(y¯t)y¯
′
t −Dg(yt)y
′
t −Dg(y¯s)y¯
′
s +Dg(ys)y
′
s
= [Dg(y¯t)−Dg(y¯s)]y¯
′
t − [Dg(yt)−Dg(ys)]y
′
t + [Dg(y¯s)−Dg(ys)]y¯
′
s,t −Dg(ys)[y¯s,t − y
′
s,t]
=
∫ 1
0
[
D2g(y¯s + ηy¯s,t)[y¯s,t, y¯
′
t]−D
2g(ys + ηys,t)[ys,t, y
′
t]
]
dη
+[Dg(y¯s)−Dg(ys)]y¯
′
s,t −Dg(ys)[y¯s,t − y
′
s,t];
which implies that∣∣∣∣∣∣z′∣∣∣∣∣∣
p−var
≤ Cg
[
‖y¯ − y‖∞ + ‖y¯·,· − y·,·‖∞
]
|||y¯|||p−var ‖y¯
′‖∞ + Cg |||y¯ − y|||p−var ‖y¯
′‖∞
+Cg |||y|||p−var ‖y¯
′ − y′‖∞ + Cg‖y¯ − y‖∞
∣∣∣∣∣∣y¯′∣∣∣∣∣∣
p−var
+ Cg
∣∣∣∣∣∣y¯′ − y′∣∣∣∣∣∣
p−var
. (4.6)
A similar estimate shows that
|||Rz|||q,σ ≤ Cg
∣∣∣∣∣∣Ry¯∣∣∣∣∣∣
q,σ
[
‖y¯ − y‖∞ + ‖y¯·,· − y·,·‖∞
]
+ Cg
∣∣∣∣∣∣Ry¯ −Ry∣∣∣∣∣∣
q,σ
+ |||x|||p,σ
{
Cg‖y¯
′‖∞ |||y¯|||p−var
[
‖y¯ − y‖∞ + ‖y¯·,· − y·,·‖∞
]
+Cg‖y¯
′‖∞ |||y¯ − y|||p−var + Cg |||y|||p−var ‖y¯
′ − y′‖∞
}
.
Therefore∣∣∣∣∣∣z, z′∣∣∣∣∣∣
x,p,σ
(4.7)
≤
{
‖y¯ − y‖∞ + ‖y¯·,· − y·,·‖∞ + |||y¯ − y|||p−var + ‖y¯
′ − y′‖∞ +
∣∣∣∣∣∣y¯′ − y′∣∣∣∣∣∣
p−var
+
∣∣∣∣∣∣Ry¯ −Ry∣∣∣∣∣∣
q,σ
}
×
×
{
(Cg‖y¯
′‖∞ |||y¯|||p−var + Cg |||y|||p−var)(1 + |||x|||p,σ) + Cg + Cg‖y¯
′‖∞(1 + |||x|||p,σ) + Cg
∣∣∣∣∣∣y¯, y¯′∣∣∣∣∣∣
x,p,σ
}
.
Note that
‖y¯ − y‖∞ ≤ ‖y¯min I − ymin I‖+ ‖y¯
′
min I − y
′
min I‖|I|
σ |||x|||p,σ + (|I|
σ + |||x|||p,σ)
∣∣∣∣∣∣y¯ − y, y¯′ − y′∣∣∣∣∣∣
x,p,σ
;
‖y¯·,· − y·,·‖∞ ≤ ‖y¯
′
min I − y
′
min I‖|I|
σ |||x|||p,σ + (|I|
σ + |||x|||p,σ)
∣∣∣∣∣∣y¯ − y, y¯′ − y′∣∣∣∣∣∣
x,p,σ
;
|||y¯ − y|||p−var ≤ |I|
σ |||x|||p,σ ‖y¯
′
min I − y
′
min I‖+ (|I|
σ + |||x|||p,σ)
∣∣∣∣∣∣y¯ − y, y¯′ − y′∣∣∣∣∣∣
x,p,σ
;
‖y¯′ − y′‖∞ ≤ ‖y¯
′
min I − y
′
min I‖+
∣∣∣∣∣∣y¯ − y, y¯′ − y′∣∣∣∣∣∣
x,p,σ
;
|||y¯|||p−var ≤ ‖y¯min I‖+ ‖y¯
′
min I‖|I|
σ |||x|||p,σ + (|I|
σ + |||x|||p,σ)
∣∣∣∣∣∣y¯, y¯′∣∣∣∣∣∣
x,p,σ
;
|||y|||p−var ≤ ‖ymin I‖+ ‖y
′
min I‖|I|
σ |||x|||p,σ + (|I|
σ + |||x|||p,σ)
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,σ
.
Replacing all the above estimates into (4.7), we get (4.5).
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4.2 Proofs of auxilliary propositions
Proof: [Proposition 3.2] We are going to estimate the Ho¨lder norm of θ using equation (3.2).
Consider the solution mapping M : D2αx (θa, Q(xa, θa))→ D
2α
x (θa, Q(xa, θa)) defined by
M(θ, θ′)t = (F (θ, θ
′)t, Q(yt, θt)),
where F is defined as the right hand side of (3.2), together with the seminorm∣∣∣∣∣∣(θ, θ′)∣∣∣∣∣∣
x,p
=
∣∣∣∣∣∣θ′∣∣∣∣∣∣
p−var
+
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
,
∣∣∣∣∣∣M(θ, θ′)∣∣∣∣∣∣
x,2α
= |||Q(y, θ)|||p−var +
∣∣∣∣∣∣∣∣∣RF (θ,θ′)∣∣∣∣∣∣∣∣∣
p
2
−var
.
We are going to estimate these seminorms. From θ′ = Q(y, θ) and y′ = g(y), it follows that
|||θ|||p−var ≤
∣∣∣∣∣∣θ′∣∣∣∣∣∣
∞
|||x|||p−var +
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
≤ 2Cg |||x|||p−var +
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
; (4.8)
|||y|||p−var ≤
∣∣∣∣∣∣y′∣∣∣∣∣∣
∞
|||x|||p−var + |||R
y||| p
2
−var ≤ Cg |||x|||p−var +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
; (4.9)
|||Q(y, θ)|||p−var ≤ 2 |||G(y, θ)|||p−var + 2Cg |||θ|||p−var ≤ 4Cg |||θ|||p−var + 2Cg |||y|||p−var ; (4.10)
‖Q(y, θ)‖∞ ≤ 2‖G(y, θ)‖∞ ≤ 2Cg;
‖H(y, θ)‖∞ ≤ 3‖G(y, θ)‖
2
∞ ≤ 12C
2
g ;
|||H(y, θ)|||p−var ≤ 6‖G(y, θ)‖
2
∞ |||θ|||p−var + 6‖G(y, θ)‖∞ |||G(y, θ)|||p−var ≤ 6C
2
g
(
2 |||θ|||p−var + |||y|||p−var
)
.
Meanwhile
[Q(y, θ)]′s =
∂Q
∂y
(ys, θs)y
′
s +
∂Q
∂θ
(ys, θs)θ
′
s
=
∂G
∂y
(ys, θs)y
′
s − 〈θs,
∂G
∂y
(ys, θs)y
′
s〉θs +
∂G
∂θ
(ys, θs)θ
′
s
−〈θ′s, G(ys, θs)〉θs − 〈θs, G(ys, θs)〉θ
′
s − 〈θs,
∂G
∂θ
(ys, θs)θ
′
s〉θs,
where
∂G
∂y
=
∫ 1
0
Dyyg(ηy)θηdη,
∂G
∂θ
=
∫ 1
0
Dyg(ηy)dη;
which, together with θ′ = Q(y, θ) and y′ = g(y), derive∣∣∣∣∣∣Q(y, θ)′∣∣∣∣∣∣
p−var
≤ Cg
(
|||y|||p−var ‖y
′‖∞ + |||θ|||p−var ‖y
′‖∞ +
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var
)
+Cg
(
2‖y′‖∞ |||θ|||p−var + |||y|||p−var ‖y
′‖∞ + |||θ|||p−var ‖y
′‖∞ +
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var
)
+2Cg
( ∣∣∣∣∣∣θ′∣∣∣∣∣∣
p−var
+ ‖θ′‖∞ |||θ|||p−var + 2‖θ
′‖∞ |||θ|||p−var + 2‖θ
′‖∞ |||y|||p−var
)
+Cg
(
|||y|||p−var ‖θ
′‖∞ +
∣∣∣∣∣∣θ′∣∣∣∣∣∣
p−var
)
+ Cg
(
2‖θ′‖∞ |||θ|||p−var +
∣∣∣∣∣∣θ′∣∣∣∣∣∣
p−var
+ ‖θ′‖∞ |||y|||p−var
)
≤ 2Cg
(
|||y|||p−var ‖y
′‖∞ +
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var
+ 2 |||θ|||p−var ‖y
′‖∞ + 2
∣∣∣∣∣∣θ′∣∣∣∣∣∣
p−var
+3 |||y|||p−var ‖θ
′‖∞ + 4‖θ
′‖∞ |||θ|||p−var
)
≤ 2Cg
(
Cg |||y|||p−var + |||g(y)|||p−var + 2Cg |||θ|||p−var + 2 |||Q(y, θ)|||p−var
+6Cg |||y|||p−var + 8Cg |||θ|||p−var
)
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≤ 12C2g
(
2 |||y|||p−var + 3 |||θ|||p−var
)
and
‖Q(y, θ)′‖∞ ≤ 2Cg
(
‖y′‖∞ + 2‖θ
′‖∞
)
≤ 2Cg
(
Cg + 4Cg
)
≤ 10C2g .
Hence by using Ho¨lder inequality, we get
‖R
F (θ,θ′)
s,t ‖
≤
∫ t
s
‖P (yu, θu)‖du + ‖[Q(y, θ)]
′
s‖‖Xs,t‖+ ‖H(y, θ)‖∞‖[x]s,t‖+Kα |||H(y, θ)|||p−var |||[x]||| p
2
−var
+Cα
(
|||x|||p−var
∣∣∣∣∣∣∣∣∣RQ(y,θ)∣∣∣∣∣∣∣∣∣
p
2
−var
+
∣∣∣∣∣∣Q(y, θ)′∣∣∣∣∣∣
p−var
|||X||| p
2
−var
)
≤ 2(Cf + ‖A‖)(t − s) + 10C
2
g‖Xs,t‖+ 12C
2
g‖[x]s,t‖
+6KαC
2
g |||[x]||| p
2
−var
(
2 |||θ|||p−var + |||y|||p−var
)
+Cα
(
|||x|||p−var
∣∣∣∣∣∣∣∣∣RQ(y,θ)∣∣∣∣∣∣∣∣∣
p
2
−var
+ 12C2g (2 |||y|||p−var + 3 |||θ|||p−var) |||X||| p
2
−var
)
, (4.11)
On the other hand
‖R
Q(y,θ)
s,t ‖ ≤
∥∥∥∥Q(yt, θt)−Q(ys, θt)− ∂Q∂y (ys, θs)y′sxs,t
∥∥∥∥
+
∥∥∥∥Q(ys, θt)−Q(ys, θs)− ∂Q∂θ (ys, θs)θ′sxs,t
∥∥∥∥
≤
∫ 1
0
∥∥∥∂Q
∂y
(
ys + η(yt − ys), θt
)
−
∂Q
∂y
(ys, θt)
∥∥∥‖y′s‖‖xs,t‖dη
+
∫ 1
0
∥∥∥∂Q
∂θ
(
xs, θs + η(θt − θs)
)
−
∂Q
∂x
(xs, θs)
∥∥∥‖θ′s‖‖xs,t‖dη
+
∫ 1
0
∥∥∥∂Q
∂y
(
ys + η(yt − ys), θt
)∥∥∥dη ‖Rys,t‖+ ∫ 1
0
∥∥∥∂Q
∂θ
(
ys, θs + η(θt − θs)
)∥∥∥dη ‖Rθs,t‖,
thus ∣∣∣∣∣∣∣∣∣RQ(y,θ)∣∣∣∣∣∣∣∣∣
p
2
−var
≤ Cg |||R
y||| p
2
−var + Cg‖y
′‖∞ |||x|||p−var |||y|||p−var + Cg
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
+Cg‖θ
′‖∞ |||x|||p−var |||θ|||p−var
≤ Cg
(
|||Ry||| p
2
−var +
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
)
+ C2g |||y|||p−var |||x|||p−var + 2C
2
g |||x|||p−var |||θ|||p−var
≤ Cg
(
|||Ry||| p
2
−var +
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
)
+ C2g |||x|||p−var
(
|||y|||p−var + 2 |||θ|||p−var
)
.
Combining these above estimates into (4.11) and using (4.10), we get∣∣∣∣∣∣∣∣∣RF (θ,θ′)∣∣∣∣∣∣∣∣∣
p
2
−var
+ |||Q(y, θ)|||p−var
≤ 2(Cf + ‖A‖)(T − a) + 10C
2
g |||X||| p
2
−var + 12C
2
g |||[x]||| p
2
−var
+6KαC
2
g |||[x]||| p
2
−var
(
2 |||θ|||p−var + |||y|||p−var
)
+ 2Cg
(
|||y|||p−var + 2 |||θ|||p−var
)
+Cα
{
Cg |||x|||p−var
(
|||Ry||| p
2
−var +
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var
)
+ C2g |||x|||
2
p−var
(
|||y|||p−var + 2 |||θ|||p−var
)
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+12C2g
(
2 |||y|||p−var + 3 |||θ|||p−var
)
|||X||| p
2
−var
}
≤ 2(Cf + ‖A‖)(T − a) + 10C
2
g |||X||| p
2
−var + 12C
2
g |||[x]||| p
2
−var
+
(
2Cg + 6KαC
2
g |||[x]||| p
2
−var + CαC
2
g |||x|||
2
p−var + 24CαC
2
g |||X||| p
2
−var
)
|||y|||p−var
+
(
4Cg + 12KαC
2
g |||[x]||| p
2
−var + 2CαC
2
g |||x|||
2
p−var + 36CαC
2
g |||X||| p
2
−var
)
|||θ|||p−var
+CαCg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
+ CαCg
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
.
Using (4.8) and (4.9), it follows that for any a < T such that T − a ≤ 1 we get∣∣∣∣∣∣∣∣∣RF (θ,θ′)∣∣∣∣∣∣∣∣∣
p
2
−var
+ |||G(y, θ)|||p−var
≤ 2(Cf + ‖A‖)(T − a) + 10C
2
g |||X||| p
2
−var + 12C
2
g |||[x]||| p
2
−var
+
(
2Cg + 6KαC
2
g |||[x]||| p
2
−var + CαC
2
g |||x|||
2
p−var + 24CαC
2
g |||X||| p
2
−var
)(
Cg |||x|||p−var +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
)
+
(
4Cg + 12KαC
2
g |||[x]||| p
2
−var + 2CαC
2
g |||x|||
2
p−var + 36CαC
2
g |||X||| p
2
−var
)(
2Cg |||x|||p−var +
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
)
+CαCg
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
+ CαCg
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
≤ 2(Cf + ‖A‖)(T − a) + 10C
2
g |||X||| p
2
−var + 12C
2
g |||[x]||| p
2
−var
+
(
10Cg + 30KαC
2
g |||[x]||| p
2
−var + 5CαC
2
g |||x|||
2
p−var + 96CαC
2
g |||X||| p
2
−var
)
Cg |||x|||p−var
+
(
2Cg + 6KαC
2
g |||[x]||| p
2
−var + CαC
2
g |||x|||
2
p−var + 24CαC
2
g |||X||| p
2
−var
) ∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
+
(
4Cg + 12KαC
2
g |||[x]||| p
2
−var + 2CαC
2
g |||x|||
2
p−var + 36CαC
2
g |||X||| p
2
−var
) ∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
.
Using (3.4), it is easy to check that∣∣∣∣∣∣∣∣∣RF (θ,θ′)∣∣∣∣∣∣∣∣∣
p
2
−var
+ |||G(y, θ)|||p−var
≤ M
{
T − a+ |||X||| p
2
−var + |||[x]||| p
2
−var + |||x|||p−var
+
(
|||X||| p
2
−var + |||x|||
2
p−var + |||[x]||| p
2
−var
)
|||x|||p−var
}(
1 +
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
)
≤ M
{
T − a+ |||X||| p
2
−var + |||[x]||| p
2
−var + |||x|||p−var
+
(
|||X||| p
2
−var + |||x|||
2
p−var + |||[x]||| p
2
−var
)
|||x|||p−var
}(
1 +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p
)(
1 +
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
)
.
Now construct for any fixed µ ∈ (0, 1) a sequence of stopping times {τk}k∈N such that τ0 = a and
τk+1 − τk + |||x|||p−var,[τk,τk+1] + |||X||| p2−var,∆2([τk,τk+1])
+ |||[x]||| p
2
−var,∆2([τk,τk+1])
=
µ
2M(1 + |||y, y′|||x,p,[a,b])
< 1, (4.12)
for all k ∈ N, then it follows that
|||Q(y, θ)|||p−var,[τk,τk+1] +
∣∣∣∣∣∣∣∣∣RF (θ,θ′)∣∣∣∣∣∣∣∣∣
p
2
−var,[τk,τk+1]
≤ µ+ µ
∣∣∣∣∣∣θ, θ′∣∣∣∣∣∣
x,p
.
Hence using the fact that θ′ = Q(y, θ) and F (θ, θ′) = θ we conclude that∣∣∣∣∣∣(θ, θ′)∣∣∣∣∣∣
x,p,[τk,τk+1]
≤
µ
1− µ
. (4.13)
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Therefore by applying Lemma 4.1, it follows that
∣∣∣∣∣∣(θ, θ′)∣∣∣∣∣∣
x,p,[a,b]
≤
N−1∑
i=0
(
N
p−1
p
∣∣∣∣∣∣θ′∣∣∣∣∣∣
p−var,[τi,τi+1]
+N
p−2
p
∣∣∣∣∣∣∣∣∣Rθ∣∣∣∣∣∣∣∣∣
p
2
−var,[τi,τi+1]
)
≤
µ
1− µ
N
1+ p−1
p ≤
µ
1− µ
N2,
where N = N µ
2M(1+|||y,y′|||x,p)
,[a,b],p(x) is the number of greedy times τk defined in (4.12) in the interval
[a, b]. It is easy to see that
b− a > N µ
2M(1+|||y,y′|||x,p)
,[a,b],p(x)×
×
{ µ
2M(1 + |||y, y′|||x,p,[a,b])
(
1 + |||x|||ν,[a,b] + |||X|||2ν,∆2([a,b]) + |||[x]|||2ν,∆2([a,b])
)−1} 1
ν
.
All in all, we have just shown that for all 0 ≤ a ≤ b ≤ 1∣∣∣∣∣∣(θ, θ′)∣∣∣∣∣∣
x,p,[a,b]
≤
(b− a)2(2M)
2
ν
(1− µ)µ
2
ν
−1
{(
1 + |||x|||ν,[a,b] + |||X|||2ν,[a,b] + |||[x]|||2ν,[a,b]
)(
1 +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,[a,b]
)} 2
ν
≤
(b− a)2(8M)
2
ν
4(1 − µ)µ
2
ν
−1
[
1 +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣ 2νx,p,[a,b] ][1 + ( |||x|||ν,[a,b] + |||X|||2ν,∆2([a,b]) + |||[x]|||2ν,∆2([a,b]) ) 2ν ]
≤
(b− a)2(8M)
2
ν
4(1 − µ)µ
2
ν
−1
{
1 +
∣∣∣∣∣∣y, y′∣∣∣∣∣∣ 2νx,p,[a,b] + ( |||x|||ν,[a,b] + |||X|||2ν,∆2([a,b]) + |||[x]|||2ν,∆2([a,b]) ) 2ν
+
1
2
∣∣∣∣∣∣y, y′∣∣∣∣∣∣ 4νx,p,[a,b] + 12( |||x|||ν,[a,b] + |||X|||2ν,∆2([a,b]) + |||[x]|||2ν,∆2([a,b]) ) 4ν},
which proves (3.3).
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