In the present paper, both the perfect convergence for the Lagrange interpolation of analytic functions on [ − 1, 1] and the perfect convergence for the trigonometric interpolation of analytic functions on [ − p, p] with period 2p are discussed.
INTRODUCTION
The convergence for the Lagrange interpolation of analytic functions on [ − 1, 1] has become a topic of intense research. A sufficiently extensive literature on the subject is contained in [1, 2] . Until quite recently the research on convergence for the trigonometric interpolation of periodic analytic functions has been completely ignored, although it is well known that for the quadrature formulas of singular integrals with Hilbert kernel it can yield excellent results [3] . In the present paper, we first give the result on the perfect convergence of the Lagrange interpolation for analytic functions on [ − 1, 1] , which improves an important result in [1] . Then we discuss the perfect convergence for the trigonometric interpolation of analytic functions on [ − p, p] with period 2p. By using a good technique we reduce the trigonometric interpolation for some special analytic functions on [ − p, p] with period 2p to the Lagrange interpolation for some analytic functions on [ − 1, 1] and the perfect convergence theorem for the trigonometric interpolation of analytic functions on [ − p, p] with period 2p follows from this.
LAGRANGE INTERPOLATION
Let f be a function defined on [ − 1, 1] and P n : x n, 1 < x n, 2 < ··· < x n, n (−1 [ x n, 1 , x n, n [ 1) (2.1) be a set of n distinct points of the interval [ − 1, 1] . The monic polynomial of degree n with the zeros x n, j still is denoted by P n , i.e., P n (x)= < n j=1 (x − x n, j ). It is well known that the Lagrange interpolating polynomial of f corresponding to the nodal set P n takes the form of 
is the open. We now have [1, 4] 
Notice that Remark 2.1. We say that f is analytic at x 0 if there is a neighborhood
and the jth order divided differences satisfies
From the above relations, the assertion is clear. 
since f is an even function. In exactly the same way as in the proof of Lemma 2.3, the conclusion is now obtained. (−1, 1] has an analytic continuation into B (1, 2) and f| [ − 1, 1) has an analytic continuation into B (−1, 2) . This is to say that f| [ − 1, 1] has an analytic continuation into U 0 .
In the same manner, and noticing Lemma 2.1 we also have A[ − 1, 1] . The proof follows from the preceding Theorem 2.2.
be a set of n distinct points of the interval [ − p, p), we still use the D n to denote the following (semi) trigonometric polynomial
For functions f defined on [ − p, p], we introduce the trigonometric interpolation operator (TIO) of f corresponding to the nodal set D n as
where In [6] , Liu and Du obtained the following theorem.
We very easily find some sequence of nodal sets D n which is not uniformly distributed [6] . This fact tells us that if lim n Q . ||f − T D n f||=0 for each f ¥ AP(D r ) and all choices of nodal sets D n , in which case it is said that the trigonometric interpolation to be perfectly convergent for AP(D r ), then r must be also restricted by some condition. In fact, the converse theorem of Theorem 3.1 still holds. We first establish some lemmas. To do so, if f(t) is a function defined on 
is an even function and P n (D n ) is normally symmetrical.
Proof. We only prove the later statement.
is also the Lagrange interpolating polynomial of f corresponding to the nodal set P n since f g is even and P n is normally symmetrical, hence (L
) is a trigonometric polynomial of degree at most (m − 1), and G(t n, j )=f 
Proof. Let
It is easy to check that it maps, by 1 − 1, the domain {z: − p < Re z < p} to the domain C/((−., −1] 2 [1, +.) ) where C denotes the whole complex plane. So f is biholomorphic [4] . Noticing f −1
(w)=2 arcsin w for w ¥ (−1, 1) , thus X 0 is a sufficiently small neighborhood of x 0 iff T 0 is a sufficiently small neighborhood of t 0 where
, this is to say that f g is analytic at x 0 , and vice versa. Proof. By Lemma 3.1 and Lemma 3.2 we know that f g is an even function and analytic at the point 0. By using Lemma 2.2 we can construct a scheme of nodal sets P n such that it is of Taylor type and each P n is normally symmetrical. By using Lemma 3.1 and Lemma 2.3, f g | (−1, 1) has an analytic continuation into B(0, 1). Noticing that f in (3.7) is biholomorphic, we know that f| (−p, p) can be analytically extended into f We will carry over the result of Lemma 3.3 to the case of odd functions, which is not too easy. 
Proof. Step I. Let F(t)=(sin t) f(t). Then it is an even function on
where T n J is the Taylor polynomial of degree (n − 1) of J at 0. We now write those nodal sets by P 2m+1 ={x 2m, 1 , ..., x 2m, m , 0, x 2m, m+1 , ..., x 2m, 2m }.
Step [3, 7] . By Lemma 2.1 in [8] we have (−p, p) has an analytic continuation into S(0), finally f| (−p, p) has an analytic continuation into S(0). 
