Classical rate-distortion theory requires specifying a source distribution. Instead, we analyze rate-distortion properties of individual objects using the recently developed algorithmic rate-distortion theory. The latter is based on the noncomputable notion of Kolmogorov complexity. To apply the theory we approximate the Kolmogorov complexity by standard data compression techniques, and perform a number of experiments with lossy compression and denoising of objects from different domains. We also introduce a natural generalization to lossy compression with side information. To maintain full generality we need to address a difficult searching problem. While our solutions are therefore not time efficient, we do observe good denoising and compression performance.
INTRODUCTION
R ATE-DISTORTION theory analyzes communication over a channel under a constraint on the number of transmitted bits, the "rate." It currently serves as the theoretical frame of reference for many important applications such as lossy compression; it can also be applied to denoising, and more generally, applications that require a separation of structure and noise in the input data.
Classical rate-distortion theory evolved from Shannon's theory of communication [1] . It describes the trade-off between the rate and the achievable fidelity of the transmitted representation under some distortion function, where the analysis is carried out in expectation under some source distribution. Therefore the theory can only be meaningfully applied if we have some inkling as to the distribution on objects that we want to compress lossily. While lossy compression is ubiquitous, propositions with regard to the underlying distribution tend to be ad hoc, because the assumption that the objects of interest are drawn from a single distribution is questionable. Moreover, even if a true source distribution is known to exist, it is typically hard to determine what it is like, and objects that occur in practice all too often exhibit more structure than expected under the source model of choice.
For large outcome spaces then, it becomes important to consider structural properties of individual objects. For example, if the rate is low, then we may still be able to transmit objects that have a very regular structure without introducing any distortion, but this becomes impossible for objects with high information density. In his 1980 paper [2] , Ziv shows that there is a universal algorithm that asymptotically performs as well as the optimal finite state method for a fixed but infinite individual sequence. As such it is not necessary to specify a source distribution. For more modern (and practically useful) research along those lines see, e.g., [3] , [4] .
In order to define a nonasymptotic rate-distortion theory that allows analysis of individual finite objects, the notion of Kolmogorov complexity is required. Donoho made the first foray in this direction [5] ; the present work is inspired by [6] , which lays down the foundations for an algorithmic analogue of Shannon's probabilistic rate-distortion theory. There is a problem: although this theory allows for an elegant formalization of rate-distortion for individual objects, it cannot be applied directly, as Kolmogorov complexity is uncomputable.
Our aim is to test this new theory in practice. We approximate Kolmogorov complexity by the compressed size of the object using a (lossless) general purpose data compression algorithm, and conduct a number of experiments in two distinct applications of the theory, namely lossy compression and denoising. A number of studies have pointed out the relationship between lossy compression and denoising; see, e.g., [7] , but the present framework makes it particularly easy to explain the connection.
In Section 2, we briefly introduce algorithmic ratedistortion theory. We also generalize the theory to settings with side information. A practical version of the theory is outlined in Section 3. Finding the approximate rate-distortion function is a difficult search problem. We motivate and outline the genetic algorithm we used to approximate the rate-distortion function. Then, in Section 4, we describe five experiments in lossy compression and denoising. The results are presented and discussed in Section 5. In Section 6, we take a step back and discuss to what extent our practical approach yields a faithful approximation of the theoretical algorithmic rate-distortion function. In Section 7, we relate our framework to a Minimum Description Length approach. Our findings are summarized in Section 8.
ALGORITHMIC RATE-DISTORTION THEORY
This section very briefly summarizes the relevant theory in [6] . Suppose we want to communicate objects x from a countable set of source words X using at most r bits per object. We call r the rate. We locate a good representation of x within a finite set Y, which may be different from X in general (but we usually have X ¼ Y in this text). The lack of fidelity of a representation y is quantified by a distortion function d : X Â Y ! ½0; 1Þ.
The Kolmogorov complexity of y, denoted KðyÞ, is the length of the shortest program that constructs y. More precisely, it is the length of the shortest input to a fixed universal binary prefix machine that will output y and then halt; also see the textbook [8] . We can transmit that shortest program for any representation y that has KðyÞ r; the receiver can then run the program to obtain y and is thus able to reconstruct x up to distortion dðx; yÞ. Define the ratedistortion profile P x of the source word x as the set of pairs r; a h i such that there is a representation y 2 Y with dðx; yÞ a and KðyÞ r. The possible combinations of r and a can also be characterized by the rate-distortion function of the source word x, which is defined as r x ðaÞ ¼ minfr j r; a h i 2 P x g, or by the distortion-rate function of the source word x, which is defined as d x ðrÞ ¼ minfa j r; a h i 2 P x g. These two functions are somewhat like inverses of each other; although strictly speaking they are not since they are monotonic but not strictly monotonic. Also note that, unlike in classical rate-distortion theory, each source word has associated rate-distortion and distortion-rate functions. A representation y is said to witness the rate-distortion function of x if r x ðdðx; yÞÞ ¼ KðyÞ. These definitions are illustrated in Fig. 1 .
Algorithmic rate-distortion theory is a generalization of Kolmogorov's structure function theory. It is developed and treated in much more detail in [6] .
Side Information
Suppose we want to transmit a source word x 2 X and we have chosen a representation y 2 Y as before. The encoder and decoder often share a lot of information: both might know that grass is green and the sky is blue, they might share a common language, and so on. They would not need to transmit such information. It seems reasonable to allow the program to compute a representation y, transmitted from an encoder to a decoder, to use any side information z they might share. Such programs may be shorter than they could be otherwise. This can be formalized by switching to the conditional Kolmogorov complexity KðyjzÞ, which is the length of the shortest Turing machine program that constructs y on input z. We redefine KðyÞ ¼ KðyjÞ, where is the empty sequence, so that KðyjzÞ KðyÞ up to an independent constant: the length of the shortest program for y can never significantly increase when side information is provided, but it might certainly decrease when y and z share a lot of information [8] . We change the definitions as follows: the rate-distortion profile of the source word x with side information z is the set of pairs r; a h i such that there is a representation y 2 Y with dðx; yÞ a and KðyjzÞ r. The definitions of the rate-distortion function and the distortionrate function are similarly changed. In Section 5, we will demonstrate an application: removal of errors in short text documents. Henceforth, we will omit mention of the side information z unless it is relevant to the discussion.
Distortion Spheres, the Minimal Sufficient Statistic
A representation y that witnesses the rate-distortion function is the best possible rendering of the source object x because it achieves a distortion of dðx; yÞ at the lowest possible rate, but if the rate is lower than KðxÞ, then some information is necessarily lost. As we want to find the best possible separation between structure and noise in the data, it is important to determine to what extent the discarded information is noise. Together, a representation y and the distortion a ¼ dðx; yÞ conveys the information that the source object x can be found somewhere on the list of all x 0 2 X that satisfy dðx 0 ; yÞ ¼ a. We call such a list a distortion sphere. A distortion sphere of radius a, centered around y is defined as follows:
If x is a completely random element of this list, then the discarded information is pure "white noise": it contains no meaningful information. Conversely, all random elements in the list share all "simply described" (in the sense of having low Kolmogorov complexity) properties that x satisfies. Hence, with respect to the "simply described" properties, every such random element is as good as x, see [6] for more details. In such cases, given that x is in S y ðaÞ, a literal specification of the index of x in the list is the most efficient code for x. A fixed-length, literal code requires log jS y ðaÞj bits. (Here and in the following, all logarithms are taken to base 2.) On the other hand, if the discarded information is structured, then the Kolmogorov complexity of the index of x in S y ðaÞ will be significantly lower than the logarithm of the size of the sphere. The difference between these two code lengths can be used as an indicator of the amount of structural information that is discarded by the representation y. Vereshchagin and Vitányi [6] call this quantity the randomness deficiency of the source object x in the set S y ðaÞ, and they show that if y witnesses the ratedistortion function of x, then it minimizes the randomness deficiency at rate KðyÞ; thus the rate-distortion function identifies those representations that account for as much structure as possible at the given rate. To assess how much structure is being discarded at a given rate, consider a code for the source object x in which we first transmit the shortest possible program that constructs y, then the shortest possible program that constructs the radius of the distortion sphere, and finally a literal, fixed-length index of x in the distortion sphere S y ðaÞ. Such a code has the following length function:
It is possible that dðx; yÞ is fully determined by y, for example if Y is the set of all finite subsets of X and list decoding distortion is used, as described in [6] . In such cases, Kðdðx; yÞjyÞ never exceeds a fixed constant. However, this does not apply in our experiments; we actually need to encode dðx; yÞ separately. However, the number of bits required is negligible compared to the total three part code length. If the rate is very low then the representation y models only very basic structure and the randomness deficiency in the distortion sphere around y is high. Borrowing terminology from statistics, we may say that y is a representation that "underfits" the data: y does not capture all relevant features of the data. In such cases, we should find that L y ðxÞ > KðxÞ, because the fixed-length code for the index of x within the distortion sphere is suboptimal in this case. But suppose that y is complex enough that it satisfies L y ðxÞ % KðxÞ (making this definition more precise is outside the scope of this paper). In [6] , such representations are called (algorithmic) sufficient statistics for the data x. A sufficient statistic has close to zero randomness deficiency, which means that it represents all structure that can be detected in the data. However, sufficient statistics might contain not only structure, but noise as well. Such a representation would be overly complex, an example of overfitting. A minimal sufficient statistic balances between underfitting and overfitting. It is defined as the lowest complexity sufficient statistic, which is the same as the lowest complexity representation y that minimizes the code length L y ðxÞ. As such it can also be regarded as the "model" that should be selected on the basis of the Minimum Description Length (MDL) principle; also see Section 7. To be able to relate the distortion-rate function to this code length we define the code length function x ðrÞ ¼ L y ðxÞ where y is the representation that minimizes the distortion at rate r.
Applications: Denoising and Lossy Compression
Representations that witness the rate-distortion function provide optimal separation between structure that can be expressed at the given rate and residual information that is perceived as noise. Therefore, these representations can be interpreted as denoised versions of the original. Since the minimal sufficient statistic discards as much noise as possible, without losing any structure, it is the best candidate for applications of denoising. While the minimal sufficient statistic is a denoised representation of the original signal, it is not necessarily given in a directly usable form. For instance, Y could consist of subsets of X , but a set of source words is not always acceptable as a denoising result. So in general, one may need to apply some function f : Y ! X to the sufficient statistic to construct a usable object. But if X ¼ Y and the distortion function is a metric, as in our case, then the representations are already in an acceptable format, so here we use the identity function for the transformation f.
In applications of lossy compression, one may be willing to accept a rate which is lower than the complexity KðyÞ for a minimal sufficient statistic y, thereby losing some structural information. However, theory does tell us that it is not worthwhile to set the rate to a value higher than KðyÞ. The original object x is a random element of S y ðdðx; yÞÞ, and it cannot be distinguished from any other random z 2 S y ðdðx; yÞÞ using only "simply described" properties. So we have no "simply described" test to discredit the hypothesis that any such z is the original object, given y and dðx; yÞ. But increasing the rate, yielding a model y 0 and dðx; y 0 Þ < dðx; yÞ, we commonly obtain a sphere S y 0 of smaller cardinality than S y , with some random elements of S y not being random elements of S y 0 . Since these excluded elements were perfectly good candidates of being the original object, if the rate is higher than KðyÞ, the resulting representation y 0 models irrelevant features ("noise") that are specific to x: the representation starts to "overfit."
In lossy compression, as in denoising, the representations themselves may be unsuitable for presentation to the user. For example, when decompressing a lossily compressed image, in most applications a set of images would not be an acceptable result. So again a transformation from representations to objects of a usable form has to be specified. There are two obvious ways of doing this. First, if a representation y witnesses the rate-distortion function for a source word x 2 X, then any two random objects in S y ðdðx; yÞÞ cannot be distinguished from one another at rate KðyÞ. Therefore, we might choose not to use a deterministic transformation, but rather report the uniform distribution on the objects in S y ðdðx; yÞÞ as the lossily compressed version of x. This method has the advantage that it is applicable whether or not X ¼ Y. Second, if X ¼ Y and the distortion function is a metric, then it makes sense to use the identity transformation again, although here the motivation is different. Suppose we select some x 0 2 S y ðdðx; yÞÞ other than y. Then the best upper bound we can give on the distortion is dðx; x 0 Þ dðx; yÞ þ dðy; x 0 Þ ¼ 2dðx; yÞ (by the triangle inequality and symmetry). Thus, the distortion for y is only half of the upper bound on the distortion we obtained for x 0 . Therefore, using y is more suitable from a worst-case perspective. This method has as an additional advantage that the decoder does not need to know the distortion dðx; yÞ which often cannot be computed from y without knowledge of x.
Of these two approaches, if the rate is high enough to transmit a sufficient statistic, the first seems preferable. We have nevertheless chosen to always report y directly in our analysis, which has the advantage that this way, all reported results are of the same type.
COMPUTING INDIVIDUAL OBJECT RATE DISTORTION
The rate-distortion function for an object x with side information z and a distortion function d is found by simultaneously minimizing two objective functions g 1 ðyÞ ¼ KðyjzÞ and g 2 ðyÞ ¼ dðx; yÞ:
We impose a partial order on representations y " y 0 ; iff g 1 ðyÞ g 1 ðy 0 Þ and g 2 ðyÞ g 2 ðy 0 Þ: ð3Þ
Our goal is to find the set of representations that are minimal under ". Such an optimization problem cannot be implemented because of the uncomputability of K. To make the idea practical, we need to approximate the conditional Kolmogorov complexity. As observed in [9] , it follows directly from symmetry of information for Kolmogorov complexity (see [8, p . 233]) that
where n is the length of zy. To approximate conditional complexity, we will ignore the logarithmic term, and replace K byK, the length of the compressed representation under a general purpose compression algorithm. 1 The approximate conditional complexity thus becomes
KðyjzÞ ¼KðzyÞ ÀKðzÞ % KðyjzÞ; ð5Þ and the definition of g 1 is changed to useK rather than K. This may be a poor approximation:KðyÞ may be quite high even for objects y that have KðyÞ close to zero. Our results show evidence that some of the theoretical properties of the distortion-rate function nevertheless carry over to the practical setting; we also explain how some observations that are not predicted by theory are in fact related to the (unavoidable) inefficiencies of the used compressor.
Compressor (rate function). One can use any generalpurpose compressor in (5) ; in our experiments we used a block sorting compression algorithm with a move-to-front scheme as described in [10] . The algorithm is very similar to a number of common general purpose compressors, such as bzip2 and zzip [11] , but it is simpler and faster for small inputs; the source code (in C) is available from the authors.
Of course, domain specific compressors might yield better compression for some object types (such as sound wave files), and therefore a better approximation of the Kolmogorov complexity. However, we could find no standard algorithms that substantially outperform ours on the very small inputs that we experimented with.
Code length function. In Section 2.2, we introduced the code length function x ðrÞ. Its definition makes use of (2), for which we have not yet provided a computable alternative. We use the following approximation:
In this paper we use an Elias code [12] for L D , with code length
Distortion functions. In all our experiments (Section 4), we have X ¼ Y and the used distortion functions are metrics. We use the following three common metrics:
1. Hamming distortion. Hamming distortion is perhaps the simplest distortion function that could be used. Let x and y be two objects of equal length n. The Hamming distortion dðx; yÞ is equal to the number of symbols in x that do not match those in the corresponding positions in y. 2. Euclidean distortion. As before, let x ¼ x 1 ; . . . ; x n and y ¼ y 1 ; . . . ; y n be two objects of equal length, but the symbols now have a numerical interpretation. Euclidean distortion is
the distance between x and y when they are interpreted as vectors in an n-dimensional euclidean space. In other words, this distortion is the root of the summed squared error. Note that this definition of euclidean distortion differs from the one in [6] . 3. Edit distortion. The edit distortion, or Levenshtein distortion, is a well-known criterion for approximate string matching [13] . The edit distortion of two strings x and y, possibly of different lengths, is the minimum number of symbols that have to be deleted from, inserted into, or changed in x in order to obtain y (or vice versa).
Searching for the Rate-Distortion Function
The search problem that we have to address is hard for three reasons. First, the search space is very large: for an object of n bits there are 2 n candidate representations of the same size, and objects that are typically subjected to lossy compression are often millions or billions of bits long. Thus, an exhaustive search algorithm is not practical. Second, we found on the other hand that a greedy search procedure tends to terminate quickly in some local optimum that is very bad globally. Third, we want to avoid making too many assumptions about the two objective functions, so that we are free to change the compression algorithm and the distortion function.
Since the structure of the search landscape is at present poorly understood and we do not want to make any unjustifiable assumptions, we use a genetic search algorithm which performs well enough that interesting results can be obtained. More specialized Monte Carlo algorithms may yield faster performance; one such approach is described in [4] .
We need a number of definitions for the subsequent discussion. A finite subset of Y is called a pool. A pool P induces a trade-off profile pðPÞ ¼ f g 1 ðyÞ; g 2 ðyÞ h ij y 2 Y; y 0 " y for some y 0 in Pg. The weakness w P ðyÞ of an object y 2 P is defined as the number of elements of the pool that are smaller according to ". The (transitive) reduction trdðPÞ of a pool P is the subset of all elements with zero weakness. Elements of trdðPÞ are also called models.
The search algorithm initializes a pool P 0 , which is then subjected to a process of selection through survival of the fittest: the pool is iteratively updated by replacing elements with low fitness by new ones, which are created through either mutation (random modifications of elements) or crossover ("genetic" recombination of pairs of other candidates). We write P i to denote the pool after i iterations. When the algorithm terminates after n iterations it outputs the reduction of P n . Implementation details are in the online appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TC.2011.25. 1 . The logarithmic overhead can be avoided by approximating conditional complexity directly using a sequential compressor; see the end of Section 4.
We subjected five objects to our program. The following considerations have guided our choice of objects:
1. Objects should not be too complex, allowing our program to find a good approximation of the distortion-rate curve. We found that the running time of the program seems to depend mostly on the complexity of the original object; a compressed size of 20,000 bits seemed to be about the maximum our program could handle within a reasonable amount of time, requiring a running time of the order of weeks on a desktop computer. 2. To check that our method really is general, as much as possible we selected objects from different domains, for which different distortion functions are appropriate. Preferably, the objects contain structure at different levels of complexity. 3. Objects should contain primary structure and regularities that are distinguishable and compressible by a block sorting compressor such as the one we use. Otherwise, the assumption that compressor implements a reasonable approximation of Kolmogorov complexity becomes very strained. For instance, we would not expect our program to do well on a sequence of digits from the binary expansion of the number . With this in mind, we have selected the objects shown in Fig. 2 .
In each experiment, as time progressed the program found less and less improvements per iteration, but the pool never stabilized completely. Therefore we interrupted each experiment when 1) after at least one night of computation, the pool did not improve a lot, and 2) for all intuitively good models y 2 Y that we could conceive of a priori, the algorithm had found an y 0 in the pool with y 0 " y according to (3) . In each denoising experiment, this test included the original, noiseless object. In the experiment, on the mouse without added noise, we also included the images that can be obtained by reducing the number of gray levels in the original with an image manipulation program. Finally, for the grayscale images we included a number of objects that can be obtained by subjecting the original object to JPEG compression at various quality levels.
The first experiment illustrates how algorithmic ratedistortion theory may be applied to lossy compression problems, and it illustrates how for a given rate, some features of the image are preserved while others can no longer be retained. We compare the performance of our method to the performance of JPEG (the 2000 standard). JPEG images were encoded to jpc format with three quality levels using NetPBM version 10.33.0; all other options are default. For more information about this software refer to [14] .
The other four experiments are concerned with denoising. Any model that is output by the program can be interpreted as a denoised version of the input object. We measure the denoising success of a model y as dðx 0 ; yÞ, where x 0 is the original version of the input object x, before noise was added. We also compare the denoising results to those of other denoising algorithms:
1. Blurring (convolution with a Gaussian kernel).
Blurring works like a low-pass filter, eliminating all high frequency information including noise. Other high frequency features of the image, such as sharp contours, are also discarded. 2. Naive denoising. We applied a naive denoising algorithm to the noisy cross, in which each pixel was inverted if five or more out of the eight neighboring pixels were of different color. 3. Denoising based on JPEG. Here we subjected the noisy input image to JPEG compression at various quality levels. We then selected the result for which the distortion to the original image was lowest. We have also tried BayesShrink [15] , a more sophisticated, wavelet-based denoising algorithm. However it turns out that BayesShrink hardly affects the input image at all, probably because it is so small.
Names of Objects
To facilitate description and discussion of the experiments we will adopt the following naming convention. Objects related to the experiments with the mouse, the noisy cross, the noisy mouse, the sine wave, and the Wilde fragment, are denoted by the symbols IM, C C, IN, S S, and W W, respectively. A number of important objects in each experiment are identified by a subscript as follows: for O O 2 fIM; C C; IN; S S; W Wg, the input object, for which the rate-distortion function is approximated by the program, is called O O IN , which is sometimes abbreviated to O O. In the denoising experiments, the input object is always constructed by adding noise to an original object. The original object and the noise are called O O ORIG and O O NOISE , respectively. If Hamming distortion is used, addition is carried out modulo 2, which means that C C IN equals C C ORIG XOR C C NOISE . As mentioned before, the search program outputs the reduction of the gene pool, which is the set of considered models. Two important models are also given special names: the model within the gene pool that minimizes the distortion to O O ORIG constitutes the best denoising of the input object and is therefore called O O BEST , and the minimal sufficient statistic as described in Section 2.2 is called O O MSS . Finally, in the denoising experiments we also give names to the results of the alternative denoising algorithms. Namely, C C NAIVE is the result of the naive denoising algorithm applied to the noisy cross, IN BLUR is the convolution of IN with a Gaussian kernel with ¼ 0:458 (which was found to be optimal), and IN JPEG is the image produced by subjecting IN to JPEG compression at the quality level for which the distortion to IN ORIG is minimized.
RESULTS AND DISCUSSION
After running for some time on each input object, our program outputs the reduction of a pool P, which is interpreted as a set of models. For each experiment, we report a number of different properties of these sets. Since we are interested in the rate-distortion properties of the input object x ¼ O O IN , we plot the approximation of the distortion-rate function of each input object:d x ðrÞ¼ minfdðx; yÞ j y 2 trdðPÞ;KðyÞ rg. Such approximations of the distortion-rate function are provided for all experiments. For the grayscale images we also plot the distortionrate approximation that is achieved by JPEG at different quality levels. Here, the rate is the code length achieved by JPEG, and the distortion is the euclidean distortion to O O IN . We also plot an approximation of the code length function discussed in Section 2.2
x ðrÞ ¼ min y2PjKðyÞ rL y ðxÞ; ð7Þ minimal sufficient statistics can be identified by locating the minimum of this graph.
Lossy Compression

Experiment 1: IMouse (Euclidean Distortion)
Our first experiment involved the lossy compression of IM, a grayscale image of a mouse. A number of elements of the gene pool are shown in Fig. 3 . The pictures show how at low rates, the models capture the most important global structures of the image; at higher rates more subtle properties of the image can be represented. Image (a) shows a rough rendering of the distribution of bright and dark areas in IM IN . These shapes are rectangular, which is probably an artifact of the compression algorithm we used: it is better able to compress images with rectangular structure than with circular structure. There is no real reason why a circular structure should be in any way more complex than a rectangular structure, but most general purpose data compression software is similarly biased. In (b), the rate is high enough that the oval shape of the mouse can be accommodated, and two areas of different overall brightness are identified. After the number of gray shades has been increased a little further in (c), the first hint of the mouse's eyes becomes visible. The eyes are improved and the mouse is given paws in (d). At higher rates, the image becomes more and more refined, but the improvements are subtle and seem of a less qualitative nature. The code length function (Fig. 4) shows that the only sufficient statistic in the set of models is IM IN itself, indicating that the image hardly contains any noise. It also shows the rates that correspond to the models that are shown in Fig. 3 . By comparing these figures it can be clearly seen that the image quality only starts to deteriorate significantly after more than half of the information in IM IN has been discarded. Note that this is not a statement about the compression ratio, where the size is related to the size of the uncompressed object. For example, IM IN has an uncompressed size of 64 Á 40 Á 8 ¼ 20;480 bits, and the representation in Fig. 3b has a compressed size of 3190.6 bits. This representation therefore constitutes compression by a factor of 20,480/3190.6 = 6.42, which is substantial for an image of such small size. At the same time, the amount of information is reduced by a factor of 7995:0=3190:6 ¼ 2:51.
Denoising
For each denoising experiment, we report a number of important objects, a graph that shows the approximate distortion-rate function and a graph that shows the approximate code length function. In the distortion-rate graph, we plot not only the distortion to O O IN but also the distortion to O O ORIG , to visualize the denoising success at each rate.
It is important to realize that only the reported minimal sufficient statistic and the results of the naive denoising methods can be obtained without 
Experiment 2: Noisy C Cross (Hamming Distortion)
In the first denoising experiment, we approximated the distortion-rate function of a monochrome cross C C ORIG of very low complexity, to which artificial noise was added to obtain C C IN (the rightmost image in Fig. 5 ). The best denoising C C BEST (leftmost image) has a distortion of only three to the original C C ORIG , which shows that the distortionrate function indeed separates structure and noise extremely well in this example. The bottom graph shows the approximate code length function; the minimum on this graph is the minimal sufficient statistic C C MSS . In this low complexity example, we have C C MSS ¼ C C BEST , so the best denoising is not only very good in this simple example, but it can also be identified.
We did not subject C C to blurring because it is monochrome. Instead we used the extremely simple, "naive" denoising method that is described in Section 4 on this specific image instead. The result is the middle image of Fig. 5 ; while most of the noise has indeed been removed, 40 errors remain which is a lot more than those incurred by the minimal sufficient statistic. All errors except one are close to the contours of the cross. This illustrates how the naive algorithm is limited by its property that it takes only the local neighborhood of each pixel into account, it cannot represent larger structures such as straight lines.
Experiment 3: INoisy Mouse (Euclidean Distortion)
The noisy mouse poses a significantly harder denoising problem, where the total complexity of the input IN IN is more than five times as high as for the noisy cross. The results are in Fig. 6 . noiseless image IN ORIG ¼ IM IN (top-right). We display three different denoising results. Image (g) shows IN BEST , the best denoised object from the gene pool. Visually, it appears to resemble IN ORIG quite well, but it might be the case that there is structure in IN ORIG that is lost in the denoising process. Because human perception is perhaps the most sensitive detector of structure in image data, we show the difference between IN BEST and IN ORIG in (h). We would expect any significant structure in the original image that is lost in the denoising process, as well as structure that is not present in the original image, but is somehow introduced as an artifact of the denoising procedure, to become visible in this residual image. In the case of IN BEST , we cannot make out any particular features in the residual. We have done the same for the minimal sufficient statistic (c). The result also appears to be a quite successful denoising, although it is clearly of lower complexity than the best one. This is also visible in the residual, which still does not appear to contain much structure, but darker and lighter patches are definitely discernible. Apparently IN IN does contain some structure beyond what is captured by IN MSS , but this cannot be exploited by the compression algorithm. We think that the fact that the minimal sufficient statistic is of lower complexity than the best possible denoising result should therefore again be attributed to inefficiencies of the compressor.
For comparison, we have also denoised IN using the methods based on blurring and JPEG as described in Section 4. Blurring-based denoising does not actually perform that badly, as shown in (i). The distortion from IN BLUR to IN ORIG lies in-between the distortions for IN MSS and IN BEST , but it differs from those objects in two respects. First, IN BLUR remains much closer to IN IN , at a distortion of 260.4 instead of 368 or more, and second, IN BLUR is much less compressible byK. These observations are at present not well understood. The contours of the mouse contain high frequency information which is discarded by blurring, creating artifacts that are clearly visible in the residual image (j). Finally, the performance of JPEG is clearly inferior to our method visually as well as in terms of rate and distortion. The result seems to have undergone a smoothing process similar to blurring which introduces similar artifacts in the residual. As before, the comparison may be somewhat unfair because JPEG was not designed for the purpose of denoising, might optimize a different distortion measure and is much faster.
Experiment 4: Regression
In the fourth experiment, we consider a simple regression problem. We start with S S ORIG , a discretization of a sine wave: it is a sequence of 256 bytes, where the ith byte is set to b100 sinði=256Þc (negative values are represented by byte values 128 through 255). We added mean zero normally distributed noise with variance 14 2 to obtain S S IN , with a euclidean distortion of 209.2.
While block sorting compressors provide an acceptable model for naturally occurring images, they cannot normally compress even the simplest functions very well. For example, a representation of the identity function (in which byte i has value i) cannot be compressed at all. This is because the compressor cannot detect patterns in the input if they have been translated up or down, so a sequence 1, 2, 3, 4 is not matched to a sequence 11,12,13,14 that occurs later in the input. To remedy this, all representations are subjected to a filter before being compressed: from each byte except the first one, the value of the preceding byte is subtracted. Clearly this operation is reversible and thus does not change the information content of a representation. Our example from before, the identity function, is transformed into a sequence of one zero and 255 ones, which can be compressed very well. But in fact any straight line with a "simple" slope (a slope with an easy fraction) can now be compressed quite well. In this manner, the used compressor becomes an interesting model for the description of discrete functions. The results of the genetic search are given in Fig. 8 . In the two graphs on the left hand side, the curved line indicates the original sine wave S S ORIG and the open circles show S S IN . The small black dots represent the model as found by the program. The top left figure shows that a rate of 40.6 bits suffices to represent the best horizontal straight line, for a distortion to S S ORIG of 493.4. This is even higher than the distortion for S S IN ; thus, naive linear regression does not seem to be a very good approach to this problem! However, the bottom left figure shows the minimal sufficient statistic, which approximates the sine wave with three straight lines. This reduces the distortion to only 60.0 while the rate is still less than 100 bits (compared to a total code length of about 1,600 bits). (We have not plotted S S BEST as it is very similar to S S MSS , achieving a distortion of 55.5.)
This experiment shows that the used method is a general approach to denoising that does not require many domain specific assumptions, but it also illustrates the impact of approximating the Kolmogorov complexity: in the ideal setting with real Kolmogorov complexity, and given enough data of sufficient precision, a sine wave would be recovered as the best model for the data, because there obviously exists a simple program to compute the sine function. A data compressor cannot compute the sine function, so its use will necessarily result in an approximation, even though with more data that approximation might become more accurate (e.g., consist of more line segments).
Experiment 5: Oscar W Wilde Fragment (Edit Distortion)
In the fifth experiment we analyze W W IN , a corrupted quotation from Oscar Wilde. In this case, we have trained the compression algorithm by supplying it with the rest of Chapters 1 and 2 of the same novel as side information, to make it more efficient at compressing fragments of English text. The results are in Fig. 9 . We make the following observations regarding the minimal sufficient statistic:
1. In this experiment, W W MSS ¼ W W BEST so the minimal sufficient statistic separates structure from noise extremely well here. 2. The distortion is reduced from 68 errors to only 46 errors. 26 errors are corrected (4), four are introduced (5), 20 are unchanged (), and 22 are changed incorrectly (?). 3. The errors that are newly introduced (5) and the incorrect changes (?) typically simplify the fragment a lot, in the sense that the compressed size drops significantly. Not surprisingly therefore, many of the symbols marked 5 or ? are deletions, or modifications that create a word which is different from the original, but still correct English:
Since it would be hard for any general-purpose mechanical method (that does not incorporate a sophisticated English language model) to determine that these changes are incorrect, we should not be surprised to find errors of this kind. Similar experiments on denoising text are also reported in [3] . The described DUDE algorithm does not use side information, but as it can process much larger inputs this becomes less crucial. It would be interesting to see to what extent their results could be improved by taking it into account.
Side Information
The following table shows the compressed size of a number of models for different amounts of side information:
Here, W W ORIG is never included in the side information; also, we do not let W W MSS vary with side information but keep it fixed at the object reported in Fig. 9c . Clearly, providing side information yields a substantially improved compression performance, and the improvement is typically larger if 1) the amount of side information is larger, or 2) if the compressed object is more similar to the side information. Thus, by giving side information, correct English prose is recognized as "structure" sooner and a better separation between structure and noise is to be expected. The table also shows that if the compressed object is in some way different from the side information, then adding more side information will at some point become counterproductive, presumably because the side information will then cause the compression algorithm to build up false expectations about the object to be compressed, which can be costly.
Sequential Compressors
While denoising performance probably increases if the amount of side information is increased, it was infeasible to do so with our current implementation. Recall from Section 3, that the conditional Kolmogorov complexity KðyjzÞ is approximated byKðzyÞ ÀKðzÞ. The time required to compute this is dominated by the length of z if the amount of side information is much larger than the size of the object to be compressed. This could be remedied by using a compression algorithm that operates sequentially from left to right, because the state of such an algorithm can be cached after processing the side information z; the conditional complexity could then be approximated directly by recalling the state that was cached after processing z, and processing y from there. This also avoids the logarithmic overhead in (4) . Many compression algorithms, among which Lempel-Ziv compressors and statistical compressors such as PPM [16] and CTW [17] have this property; our approach could thus be made to work with much more side information by switching to a sequential compressor.
QUALITY OF THE APPROXIMATION
As is clear from the definition, the distortion rate must be a nonincreasing function, and our approximation is also nonincreasing. In every experiment, the gene pool is initialized with O O IN , which always has zero weakness and must therefore remain in the pool. Therefore, at rate high enough to specify x, the distortion must reach zero.
The shape of the code length function for an object x is more complicated. Let y be the representation for which dðx; yÞ ¼ 0, i.e., y ¼ x. In theory, the code length can never become less than the complexity of y, and the minimal sufficient statistic witnesses the code length function at the lowest rate at which the code length is equal to the complexity of y. Practically, we found in all denoising experiments that the total code length using the minimal sufficient statistic,L O OMSS ðO O IN Þ, is less than the code length KðO O IN Þ that is obtained by compressing the input object directly. This can be observed in the code length graphs in Figs. 5, 7, 8, and 9 . The effect is most clearly visible for the cross, where the separation between structure and noise is most pronounced.
Our hypothesis is that this departure from the theoretical shape of the code length function must be explained by inefficiency of the compression algorithm in dealing with noise. This is evidenced by the fact that it needs 2735.7 bits to encode the noise C C NOISE that was added to the cross, while only log 4096 377 À Á % 1810 bits would suffice if the noise were specified with a uniform code on the set of indices of all binary sequences with exactly 377 ones out of 64 Á 64. Similarly,KðIN NOISE Þ ¼ 14;093, whereas a literal encoding requires 12,829 or fewer bits (using the bound from the online appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TC.2011.25).
Another strange effect occurs in Figs. 7 and 8: in both, the code length function displays a strange "bump": as the rate is increased beyond the level required to specify the minimal sufficient statistic, the code length goes up as before, but here at very high rates the code length starts dropping again.
It is theoretically possible that the code length function should exhibit such behavior to a limited extent. It can be seen in [6] that a temporary increase in the code length function can occur up to a number of bits that depends on the so-called covering coefficient. Loosely speaking this is the density of small distortion balls that is required in order to completely cover a larger distortion ball. The covering coefficient in turn depends on the used distortion function and the number of dimensions. It is quite hard to analyze in the case of euclidean distortion, so we cannot at present say if theory admits such a large increase in the code length function. However, we believe that the explanation is more mundane in this case: we fear that this bump may simply indicate that we interrupted our search procedure too soon. Possibly the bump would disappear altogether if we let our program run for a much longer period of time. Fig. 4 shows that our approximation of the distortionrate function is somewhat better than the approximations provided by JPEG, although the difference is not extremely large for higher rates. The probable reason is twofold: on the one hand, we do not know for which distortion function JPEG is optimized, but it might well be something other than euclidean distortion. In that case, the comparison is unfair because our method might perform worse on JPEG's own distortion measure. On the other hand, JPEG is very time efficient: it took only a matter of seconds to compute models at various different quality levels, while it took our own algorithm days or weeks to compute its distortion-rate approximation. Two conclusions can be drawn. On the one hand, if the performance of existing image compression software had been better than the performance of our own method in our experiments, this would have been evidence to suggest that our algorithm does not compute a good approximation to the rate-distortion function. The fact that this is not the case is thus reassuring. Vice versa, if we assume that we have computed a good approximation to the algorithmic rate-distortion function, then our results give a measure of how close JPEG comes to the theoretical optimum; our program can thus be used to provide a basis for the evaluation of the performance of lossy compressors.
AN MDL PERSPECTIVE
It is natural to ask how the practical method we described above fits within the established Minimum Description Length theory [18] , [19] . After all, MDL was originally developed to obtain a practical version of universal learning based on Kolmogorov complexity, which can even be interpreted as a special case ("ideal MDL," see, e.g., [20] , [21] ).
We compare the code length function used in MDL to the one we used for algorithmic rate distortion. As stated earlier in (6) , the total code length of the source object x 2 X using a representation y 2 Y equals KðyÞ þ L D ðdðx; yÞjyÞ þ log jS y ðdðx; yÞÞj:
In this three part code, the first term counts the number of bits required to specify the representation, or hypothesis, for the data and the last term counts the number of bits required to specify the noise. Whether the distortion level of the source object given a representation should be interpreted as part of the hypothesis or as noise is debatable; earlier we found it convenient to treat the distortion level as part of the hypothesis, as in (2) . But to match algorithmic rate distortion to MDL it is better to think of the distortion level as part of the noise and identify Y with the available hypotheses.
In the usual description of MDL, see, e.g., [18] , the total code length of x 2 X with the help of a hypothesis y 2 Y is
To explain how algorithmic rate-distortion theory generalizes MDL we will match (8) to (9 and taking the À log we find that LðxjyÞ matches the last two terms of (8): MDL selects a representation that minimizes (8) , in other words it selects some sufficient statistic. Note that the only requirement on the distortion function is that for all y 2 Y and all x; x 0 2 X it should satisfy dðx; yÞ ¼ dðx 0 ; yÞ iff LðxjyÞ ¼ Lðx 0 jyÞ. We chose dðx; yÞ ¼ LðxjyÞ for simplicity, and because it allows an interpretation of the distortion as the incurred logarithmic loss. The correspondence works both ways: starting with a rate-distortion problem specified by someK, code L D and distortion function d, we can also construct the MDL problem by defining LðyÞ ¼KðyÞ and LðxjyÞ ¼ L D ðdðx; yÞjyÞ þ log jS y ðdðx; yÞÞj.
Many descriptions of MDL learning are somewhat unspecific as to which hypothesis should be selected if more than one minimize the code length; the issue becomes much clearer in a rate-distortion analysis where one can easily express a preference for the minimal sufficient statistic as the best hypothesis for the data. If a thorough analysis of the data is required, it also seems sensible to look at the whole rate-distortion function rather than just at the minimal sufficient statistic, since it provides additional information about the structure that is present in the data at each level of complexity.
CONCLUSION
Algorithmic rate distortion provides a good framework for analysis of large and structured objects. It is based on Kolmogorov complexity, which is not computable. We nevertheless attempted to put this theory into practice by approximating the Kolmogorov complexity of an object by its compressed size. We also generalized the theory to allow side information, which is interpreted as being available to both the sender and the receiver in a transmission over a rate restricted channel. We then described how algorithmic rate-distortion theory may be applied to lossy compression and denoising problems. Finding the approximate rate-distortion function of an individual object is a difficult search problem. We describe a genetic algorithm that is very slow, but has the important advantage that it requires only few assumptions about the problem at hand. Judging from our experimental results, our algorithm provides a good approximation, as long as its input object is of reasonably low complexity and is compressible by the used data compressor. The shape of the approximate rate-distortion function, and especially that of the associated three part code length function, is reasonably similar to the shape that we would expect on the basis of theory, but there is a striking difference as well: at rates higher than the complexity of the minimal sufficient statistic, the approximated code length tends to increase with the rate, where theory suggests it should remain constant. We expect that this effect can be attributed to inefficiencies in the compressor.
We find that the algorithm performs quite well in lossy compression, with apparently somewhat better image quality than that achieved by JPEG, although the comparison may not be altogether fair. When applied to denoising, the minimal sufficient statistic tends to slightly underestimate the complexity of the best possible denoising (an example of underfitting). This is presumably again due to inefficiencies in the used compression algorithm. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
