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¨Ozetc¸e
Bu bildiride, du¨zlemsel s¸ekilleri hizalamak ic¸in iki noktada
teg˘etlerden (bitangent) faydalanan go¨rsel geri beslemeli kon-
trol stratejileri sunulmus¸tur. Bitangentları elde etmek ic¸in bir
eg˘rinin dıs¸bu¨key zarfından (convex-hull) yararlanılmıs¸tır. ˙Imge
nitelik vekto¨ru¨ bitangent noktalarından olus¸turularak go¨rsel
kontrolde kullanılmıs¸tır. 7 serbestlik dereceli Mitsubishi PA10
robotu u¨zerinde gerc¸ekles¸tirilen deneyler o¨nerilen metodun
gec¸erlilig˘ini go¨stermis¸tir.
1. Giris¸
Eg˘ri hizalama s¸u anki aras¸tırma konuları ic¸inde dikkati c¸eken
bir problem olarak kars¸ımıza c¸ıkmakta ve nesne tanıma [1],
[2], takip etme [3] gibi uygulamalarda o¨nemli bir rol oy-
namaktadır. Go¨rsel geri beslemeli kontrol uygulamalarında,
s¸u anki hizalama sistemlerinin c¸og˘u geometrik yapısı bili-
nen nesneler u¨zerinden gerc¸ekles¸tirilmektedir. Bu nesneler
genelde endu¨striyel parc¸alardan olus¸makta veya ko¨s¸e, du¨z
kenar gibi gerc¸ek zamanlı olarak c¸ıkartılması mu¨mku¨n olan
gu¨zel o¨znitelikler ic¸ermektedir [4]. Bilinmeyen ortamlarda
du¨zgu¨n serbest s¸ekilli nesneleri hizalama, go¨rsel gu¨du¨mlu¨ mon-
taj go¨revlerinde en o¨nemli bo¨lu¨mu¨ olus¸turmaktadır.
Bu bildiride eg˘rileri hizalamak ic¸in, kalibre edilmis¸
[5] ve kalibre edilmemis¸ [6] go¨ru¨ntu¨ tabanlı go¨rsel geri
beslemeli kontrol metodlarında bitangent noktalarını kullan-
mayı o¨nermekteyiz. Literatu¨rde du¨zlemsel objeleri tanımak
amacıyla, bitangentların afin deg˘is¸mez (invaryant) olarak hiza-
lamada kullanımı ilk kez [7]’de ortaya atılmıs¸tır. Go¨rsel
geri beslemeli kontrol maksadıyla ise bitangent dog˘ruları
(u¨stu¨ste konmus¸ sahne go¨ru¨ntu¨lerinde birbirine kars¸ılık ge-
len o¨znitelikleri birles¸tiren dog˘rular) uzayda farklı konumlarda
bulunan iki kamera arasındaki oryantasyonu hizalamak ic¸in
kullanılmıs¸tır [8]. Bitangent noktalarını elde etmek ic¸in, eg˘rinin
(convex-hull) dan faydalanılmıs¸tır [9]. Daha sonra bu noktalar
go¨rsel o¨znitelik vekto¨ru¨nu¨n olus¸turulmasında kullanılmıs¸tır.
Bu bildirinin geri kalan kısmı s¸u s¸ekilde du¨zenlenmis¸tir:
Bo¨lu¨m 2, eg˘riler ic¸in bitangentları tanıtmakta ve nasıl elde
edilebileceklerini go¨stermektedir. Bo¨lu¨m 3, model tabanlı ve
modelden bag˘ımsız go¨ru¨ntu¨ tabanlı go¨rsel geri beslemeli kon-
trol sistemlerini kalibre edilmis¸ ve edilmemis¸ sistemler ic¸in in-
celemektedir. 4. bo¨lu¨m ise eg˘ri hizalama ic¸in deneysel sonuc¸ları
ve yapılan tartıs¸maları sunmaktadır. Son olarak ise bo¨lu¨m 5
bildiriyi bazı yorum ve o¨neriler ile sonuc¸landırır.
2. Eg˘rilerin ˙Iki Noktada Teg˘etleri
Kendi s¸ekli u¨zerinde en az bir ic¸bu¨keye sahip eg˘ri ile bu
eg˘riye iki noktada teg˘et olacak s¸ekilde gec¸en dog˘ruya bitan-
gent, kesis¸iminden elde edilen noktalara ise bitangent noktaları
denilmektedir. Bakınız S¸ekil 1.
S¸ekil 1: Bazı eg˘riler ve iki noktada teg˘etleri.
˙Iki noktada teg˘etlerin deg˘me noktalarının projektif
do¨nu¨s¸u¨mler altında deg˘is¸mez (invaryant) oldukları iyi bil-
inmektedir [10]. Bu noktalar kontak noktaları olarak da
adlandırılır.
2.1. ˙Iki Noktada Teg˘etin Kontak Noktalarının Bulunması
Bir eg˘rinin iki noktada teg˘etinin kontak noktalarının hesa-
planması S¸ekil 2’deki blok diyagramda go¨sterilmis¸tir. Blok-
I kameradan gelen bir imge dizisini girdi olarak alır ve
belirlenen bir pencere ic¸indeki bo¨lgeyi ESM algoritmasına
[11] benzer bir takip algoritması yardımıyla izler. Blok-II,
takip edilen bo¨lgeye Canny kenar tespit algoritmasını uygu-
lar ve eg˘rinin sınır verilerini sıralı bir s¸ekilde c¸ıkartır. Son
olarak, Blok-III Convex-hull algoritması [9] yardımıyla eg˘rinin
dıs¸bu¨key zarfını (convex hull) bulur. S¸ekil 3, u¨c¸ ic¸bu¨keyli
bir eg˘riyi go¨stermektedir. Convex-hull algoritması orjinal
veri ku¨mesinin dıs¸bu¨key parc¸alarını verir. Elde edilen herbir
dıs¸bu¨key parc¸asının ilk ve son noktaları eg˘rinin kontak nokta-
larıdır.
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S¸ekil 2: Algoritmanın blok diyagram ile go¨sterimi.
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S¸ekil 3: (a) bir eg˘ri ve convex-hull’i, (b) eg˘rinin dıs¸bu¨key
parc¸aları ve kontak noktaları.
3. Go¨rsel Geri Beslemeli Kontrol
3.1. Temel Bilgi
θ ∈ <n, s ∈ <m ve r ∈ <6 sırasıyla eklem
deg˘is¸kenleri vekto¨ru¨nu¨, go¨ru¨ntu¨ algılayıcılarından elde edilen
go¨rsel o¨znitelik vekto¨ru¨nu¨ ve robot elinin durus¸unu ifade et-
mektedir. θ ve r arasındaki ilis¸ki r = r(θ) s¸eklindedir. Bu
ilis¸ki zamana go¨re tu¨revlendig˘inde s¸u ifade olus¸maktadır,
r˙ = JR(θ)θ˙ (1)
bu es¸itlikde JR(θ) = ∂r/∂θ ∈ <6×n kartezyen uzayda rob-
tun eklem hızları ile elinin hızı arasındaki ilis¸kiyi tanımlayan
robot Jakobyan’ı ifade eder. s ve r arasındaki ilis¸ki ise s =
s(r) olarak verilmis¸ ve zamana go¨re tu¨revlendig˘inde as¸ag˘ıdaki
es¸itlik elde edilmis¸tir,
s˙ = JI(r)r˙ (2)
bu denklemde JI(r) = ∂s/∂r ∈ <m×6, go¨rsel o¨zniteliklerle
robot elinin durus¸u (pose) arasındaki ilis¸kiyi tanımlayan imge
Jakobyan’ı ifade eder. r˙ aynı zamanda kamera hız vekto¨ru¨
(camera velocity screw) Vc’dir. Kompozit Jakobyan ise s¸o¨yle
tanımlanmaktadır,
J = JIJR (3)
burada J ∈ <m×n, imge ve robot Jakobyan’ların c¸arpımından
olus¸an bir matristir. Bo¨ylece, eklem koordinatları ile go¨rsel
o¨znitelikler arasındaki ilis¸ki s¸u s¸ekilde verilir,
s˙ = Jθ˙ (4)
3.2. Kalibre Edilmis¸ Go¨rsel Geri Beslemeli Kontrol
s∗ ∈ <m sabit istek o¨znitelik vekto¨ru¨nu¨ ve go¨ru¨ntu¨ u¨zerinde
e = s − s∗ ifadesiyle tanımlanan e ∈ <m’de hata vekto¨ru¨
go¨steriyor olsun. Buradaki kontrol probleminin formulasyonu
s¸u s¸ekilde verilmektedir: Robot eli ic¸in o¨yle bir hız vekto¨ru¨ u
tasarlayınki hata sıfıra (e → 0) gitsin. Sabit bir kamera kul-
lanılan sistemlerde, tek bir noktadan olus¸an o¨znitelik vekto¨ru¨
s = [x, y]T ic¸in imge Jakobyan’ı s¸u s¸ekilde verilir:
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bu es¸itlikde
x =
xp − xc
fx
, y =
yp − yc
fy
(6)
burada sırasıyla, (xp, yp) go¨ru¨ntu¨deki piksel koordinatlarını,
(xc, yc) go¨ru¨ntu¨nu¨n merkez koordinatlarını ve (fx, fy) ise
go¨rme senso¨ru¨nu¨n efektif odak uzunluklarını belirtmektedir.
Es¸itlik (6), yeniden du¨zenlenip tu¨revlendig˘inde ve matris
formatında yazıldıg˘ında, as¸ag˘ıdaki s¸u ifade elde edilir.
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ve denklem (5)’i (7)’de yerine koydug˘umuzda ise s¸u es¸itlik or-
taya c¸ıkar 
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
=
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s˙ = JIVc (9)
bu denklemde JI piksel-imge Jakobyan’dır. Go¨zden-ele (eye-
to-hand) durumunda, imge Jakobyan’ı kamera c¸erc¸evesinden
robotun kontrol c¸erc¸evesine olan do¨nu¨s¸u¨mu¨ ic¸ermelidir. Bu
ilis¸ki robottan-kameraya olan do¨nu¨s¸u¨mle s¸u s¸ekilde ifade edilir:
Vc = TVR (10)
bu ifadede VR robot kontrol c¸erc¸evesinde elin (end-effector)
hız vekto¨ru¨nu¨ belirtir. Robottan-kameraya hız do¨nu¨s¸u¨m matrisi
T ∈ <6×6 ise as¸ag˘ıdaki gibi tanımlanmıs¸tır
T =

R [t]xR
03 R

(11)
bu tanımlamada [R, t], kamera c¸erc¸evesini robotun kon-
trol c¸erc¸evesinin u¨zerine oturtan do¨nme matrisi ve o¨teleme
vekto¨ru¨nu¨ ifade eder. [t]x ise t vekto¨ru¨yle ilis¸kilendirilmis¸ ters
bakıs¸ımlı (skew symmetric) matristir.
Es¸itlik (10)’u (9)’da yerine koydug˘umuzda, go¨ru¨ntu¨deki
hareketi robot elinin hızıyla ilis¸kilendiren ifade elde edilir:
s˙ = JIT|{z}
, J¯I
VR = J¯IVR (12)
bu ifadede J¯I , robot kontrol c¸erc¸evesinde direkt olarak go¨rsel
o¨zniteliklerdeki deg˘is¸imi robot elinin hızıyla ilis¸kilendiren yeni
imge Jakobyan’ı belirtmektedir.
k tane o¨znitelik noktasının kullanıldıg˘ı durumlarda s =
[x1, y1 . . . xk, yk]
T
, J¯I as¸ag˘ıdaki gibi istiflenmis¸ (stacked)
imge Jakobyan formatında verilir
J¯I =
0B@ J¯1I..
.
J¯kI
1CA (13)
Sistem e˙ = −Λe olacak s¸ekilde ayarlanarak hata fonksiy-
onunun u¨stel olarak azalması sag˘lanmıs¸tır. Es¸itlik (12)
c¸o¨zu¨lerek, robot elinin hareketi ic¸in gerekli kontrol sinyali s¸u
s¸ekilde elde edilir:
VR = −J¯†IΛ(s− s∗) (14)
bu kontrol sinyalinde Λ ∈ <6×6 pozitif kazanc¸ matrisini,
J¯†I ise imge Jakobyan’ın genel tersini (pseudo-inverse) ifade
eder ve VR =
 
Vx Vy Vz Ωx Ωy Ωz
T
olarak
tanımlanmıs¸tır.
3.3. Kalibre Edilmemis¸ Go¨rsel Geri Beslemeli Kontrol
Bu bo¨lu¨mde komposit Jakobyan’ın bilinmedig˘i varsayılarak,
dinamik olarak kestirilmeye c¸alıs¸ılmaktadır. Pozisyonu s∗(t)
olan hareketli bir hedef ve s(θ) konumundaki bir robot eli
ic¸in go¨ru¨ntu¨ u¨zerinde tanımlanan hata fonksiyonu s¸u s¸ekilde
tanımlanmıs¸tır,
e(θ, t) = s(θ)− s∗(t) (15)
bu fonksiyonda s∗(t) go¨ru¨ntu¨ u¨zerinde t anındaki istek go¨rsel
o¨znitelikleri belirtmektedir. Buradaki kontrol probleminin for-
mulasyonu s¸u s¸ekilde verilmektedir: o¨yle bir kontrolo¨r tasar-
layınki eklem hızlarını yo¨nlendiren u kontrol sinyali hata sıfıra
gidecek (e→ 0) s¸ekilde hesaplansın.
3.3.1. Dinamik Jakobyan Tahmini
Sistemin modeli bilinmedig˘i varsayıldıg˘ından beri, kompozit
Jakobyan J’yi kestirmek ic¸in bir o¨zyineli en ku¨c¸u¨k kareler
(RLS) algoritması [6] kullanılmıs¸tır. Bu is¸lem, afin mod-
eldeki zamana bag˘lı deg˘is¸imlerin ag˘ırlıklı toplamı olarak
tanımlanan as¸ag˘ıdaki enerji fonksiyonunun minimize edilme-
siyle bas¸arılmıs¸tır,
εk =
k−1X
i=0
λk−i−1‖∆mki‖2 (16)
burada
∆mki = mk(θi, ti)−mi(θi, ti) (17)
m(θ, t)’nin k.ıncı nokta etrafında ac¸ılmıs¸ hali olan mk(θ, t),
aynı zamanda hata fonksiyonu e(θ, t)’nin afin modelidir:
mk(θ, t) = e(θk, tk) + Jˆk(θ − θk) + ∂ek
∂t
(t− tk) (18)
Es¸itlik (18)’in ıs¸ıg˘ında, (17) as¸ag˘ıdaki gibi olur,
∆mki = e(θk, tk)− e(θi, ti)− ∂ek
∂t
(tk − ti)− Jˆkhki, (19)
bu ifadede hki = θk − θi, λ ag˘ırlık c¸arpanı ise 0 < λ < 1
sag˘lar, ve bilinmeyen deg˘is¸kenler Jˆk’in elemanlarıdır.
Minimizasyon probleminin c¸o¨zu¨mu¨ kompozit Jakobyan
ic¸in as¸ag˘ıdaki gu¨ncelleme kuralını verir:
Jˆk = Jˆk−1+(∆e−Jˆk−1hθ−∂ek
∂t
ht)(λ+h
T
θ Pk−1hθ)
−1hTθ Pk−1
(20)
bu denklemde
Pk =
1
λ
(Pk−1 − Pk−1hθ(λ+ hTθ Pk−1hθ)−1hTθ Pk−1) (21)
ve hθ = θk − θk−1, ht = tk − tk−1, ∆e = ek − ek−1,
ve ek = sk − s∗k, k.ıncı adımdaki robot elinin pozisyonu ile
hedefin pozisyonu arasındaki fark olarak tanımlanmıs¸tır. ∂ek
∂t
terimi hata fonksiyonunda bir sonraki adımda olus¸acak deg˘is¸imi
tahmin eder ve sabit kamera kullanıldıg˘ı durumlarda bu deg˘is¸im
direkt olarak hedef gru¨ntu¨deki o¨znitelik vekto¨ru¨nden birinci
dereceden fark yo¨ntemiyle tahmin edilebilir:
∂ek
∂t
∼= −s
∗
k − s∗k−1
ht
(22)
Ag˘ırlık c¸arpanı 0 < λ ≤ 1 arasında ve 1’e yakın deg˘erler
aldıg˘ında gec¸mis¸e ait daha fazla bilgi hesaba katılır. Go¨rsel kon-
trolo¨rlerde Jakobyan tahmini, hedefi takip etmeye yardımcı ola-
cak eklem deg˘is¸kenlerini θk bulmakta kullanılacaktır.
3.3.2. Dinamik Gauss-Newton Kontrolo¨ru¨
Dinamik Gauss-Newton metodu [6] as¸ag˘ıdaki zamanla deg˘is¸en
enerji fonksiyonu minimize eder,
E(θ, t) =
1
2
eT (θ, t)e(θ, t) (23)
ve eklem deg˘is¸kenlerini iteratif olarak hesaplar:
θk+1 = θk − (JˆTk Jˆk)−1JˆTk (ek + ∂ek
∂t
ht) (24)
Kontrol yasası ise as¸ag˘ıdaki gibi tanımlanmıs¸tır,
uk+1 = θ˙k+1 = −KpJˆ†k(ek +
∂ek
∂t
ht) (25)
buradaki Kp ve Jˆ†k sırası ile pozitif kazanc¸ katsayısını ve k.ıncı
adımdaki tahmini Jakobyan’ın genel tersini ifade eder.
4. Deney Sonuc¸ları
Bu bo¨lu¨mde, hem kalibre edilmis¸ hemde kalibre edilmemis¸
go¨rsel geri beslemeli kontrol ic¸in deneysel sonuc¸lar sunularak
o¨nerilen metodun gec¸erlilig˘i go¨sterilmis¸tir.
Deneyler, 7 serbestlik derecesine sahip Mitsubishi PA10
robot kolu ve bir Unibrain Fire-i400 dijital kamera ile
gerc¸ekles¸tirilmis¸tir. Kamera bir u¨c¸ ayaklı sehpa (tripod)
u¨zerine sabitlenerek robotun hareketlerini tam kars¸ıdan izleye-
cek s¸ekilde yerles¸tirilmis¸tir. Kameradan elde edilen go¨ru¨ntu¨ler
320 × 240 c¸o¨zu¨nu¨rlu¨ktedir. C¸alıs¸ma du¨zeneg˘i S¸ekil 4’de
go¨sterilmis¸tir. Go¨rsel kontrol ve go¨ru¨ntu¨ is¸leme modu¨lleri
OpenCV ku¨tu¨phanesi yardımıyla VC++ 6.0’da kodlanmıs¸ ve
1GB Ram’e sahip P4 2.26GHz bir masau¨stu¨ bilgisayarda
c¸alıs¸tırılmıs¸tır.
S¸ekil 5 deneylerde kullanılan test eg˘risini go¨sterir. Bu eg˘ri
bir du¨zlem u¨zerinde robotun eline oynamaz (rigid) bir s¸ekilde
takılmıs¸tır. Bu s¸eklin iki noktada teg˘etlerinin kontak nokta-
ları bu bildiride o¨nerilen algoritma ile elde edilmis¸tir. Go¨rsel
geri beslemeli kontrol ic¸in, iki noktada teg˘etlerin kontak nokta-
ları yada onlardan hesaplanan orta noktaları kullanılabilir, S¸ekil
5’de 1, 2 ve 3 numaralarıyla go¨sterilen noktalara bakınız. Bu
orta noktalar, projektif deg˘is¸mez olan bitangent noktalarından
YR
XR
ZR
XC
ZC
YC
S¸ekil 4: C¸alıs¸ma du¨zeneg˘i.
farklı olarak afin deg˘is¸mez o¨zellig˘e sahiptirler. Bakılan man-
zaranın derinlig˘i kameraya olan uzaklıg˘ına go¨re c¸ok ku¨c¸u¨k
kalıyorsa zayıflatılmıs¸ perspektif izdu¨s¸u¨m (weak-perspective
projection) varsayımı yapılabilir. Deneylerde zayıflatılmıs¸ per-
spektif izdu¨s¸u¨m varsayımı yapılmıs¸ ve go¨rsel o¨znitelik vekto¨ru¨
s bitangent noktalarının orta noktalarından olus¸acak s¸ekilde
as¸ag˘ıdaki gibi tanımlanmıs¸tır:
s = [x1, y1, x2, y2, x3, y3]
T
.
S¸ekil 5: Test eg˘risi ve o¨znitelik noktaları.
Perspektif izdu¨s¸u¨mu¨n gec¸erli oldug˘u durumlarda yani
zayıflatılmıs¸ perspektif izdu¨s¸u¨m sag˘lanmadıg˘ında, bitan-
gent noktaları direkt olarak go¨rsel o¨znitelik vekto¨ru¨nu¨n
olus¸turulmasında kullanılabilir.
Hizalama go¨revi ic¸in eg˘rinin istek durus¸u, c¸evrimdıs¸ı kon-
umda iken robot kendi kontrol c¸erc¸evesinin xz-du¨zleminde be-
lirli bir zaman aralıg˘ı ic¸in Vx, Vz veΩy hızları ile hareket ettiril-
erek elde edimis¸tir. Sonuc¸ olarak, istek go¨rsel o¨znitelik vekto¨ru¨
s∗, bu referans durus¸tan olus¸turulmus¸tur.
4.1. Kalibre Edilmis¸ Go¨rsel Geri Beslemeli Kontrol
Sonuc¸ları
Kameranın kaba kalibrasyonu sonucunda fx = 1000, fy =
1000, xc = 160, yc = 120 olarak hesaplanmıs¸ ve Z = 2000
mm olacak s¸ekilde ayarlanmıs¸tır. Robotun taban c¸erc¸evesi
kameradan z ekseninde 2000 mm ve y ekseninde 1000 mm
uzakta olacak s¸ekilde konumlandırılmıs¸tır. Bo¨ylece, as¸ag˘ıdaki
tanımlamar elde edilmis¸tir,
R =
0@ −1 0 00 0 −1
0 −1 0
1A , t = 0@ 01000
2000
1A
bu tanımlamalarda R do¨nme matrisini ve t o¨teleme vekto¨ru¨nu¨
ifade eder. R ve t daha sonra robottan-kameraya olan do¨nu¨s¸u¨m
matrisi T ’yi olus¸turmak ic¸in kullanılmaktadır. Katsayı matrisi
Λ, i = 1, 2, .., 6 ic¸in Λi = 0.3 olacak s¸ekilde du¨zenlenmis¸tir.
Kontrol girdisi ise s¸u s¸ekilde tanımlanmıs¸tır,
u =
 
Vx Vz Ωy
T
bu ifadede u, xz-du¨zlemindeki o¨teleme ve y-ekseni etrafındaki
do¨nme hareketi ic¸in sırasıyla VR’nin 1., 3. ve 5. elemanlarının
birles¸iminden olus¸turulmus¸tur. S¸ekil 6 ilk ve bitis¸ go¨ru¨ntu¨leri
go¨sterir. S¸ekil 7 go¨rsel o¨zniteliklerin go¨ru¨ntu¨ u¨zerindeki
yo¨ru¨ngelerini sunmaktadır. Hizalama hataları ve kontrol sinyal-
leri ise S¸ekil 8-9’de c¸izdirilmis¸tir. Sonuc¸ olarak hizalama
hatasının normunun 1 pikselden az oldug˘u go¨zlemlenmis¸tir.
S¸ekil 6: Bas¸langıc¸ ve bitis¸ go¨ru¨ntu¨leri
S¸ekil 7: Go¨ru¨ntu¨ u¨zerinde o¨zniteliklerin yo¨ru¨ngeleri
4.2. Kalibre Edilmemis¸ Go¨rsel Geri Beslemeli Kontrol
Sonuc¸ları
Burada, komposit Jakobyan J ∈ <6×3 o¨zyineli olarak kestir-
ilmesi sebebiyle, kalibrasyon parametrelerine ihtiyac¸ duyulma-
maktadır. PA10 robot kolunun elini harareket ettirmek ic¸in
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S¸ekil 8: Hizalama hataları
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S¸ekil 9: Vx, Vz ve Ωy kontrol sinyalleri
sadece 3 adet eklem (2., 4. ve 6.) kullanılmıs¸ geriye kalan
4 eklem kilitlenmis¸tir. Kontrol parametreleri λ = 0.96 ve
Kp = 0.6 olarak ayarlanmıs¸tır. Kontrol girdisi ise as¸ag˘ıdaki
gibi tanımlanmıs¸tır,
u =
 
Ω2 Ω4 Ω6
T
bu es¸itlikde Ω2, Ω4 ve Ω6 eklem hızlarını ifade etmektedir.
S¸ekil 10 ilk ve bitis¸ go¨ru¨ntu¨leri go¨sterirken, S¸ekil 11 go¨ru¨ntu¨
u¨zerindeki go¨rsel o¨znitelik yo¨ru¨ngelerini go¨stermektedir. Hiza-
lama hataları ve kontrol sinyalleri ise sırasıyla S¸ekil 12-13’de
c¸izdirilmis¸tir. Sonuc¸ olarak hizalama hatasının normunun 1.5
pikselden az oldug˘u go¨zlemlenmis¸tir.
S¸ekil 10: Bas¸langıc¸ ve bitis¸ go¨ru¨ntu¨leri
S¸ekil 11: Go¨ru¨ntu¨ u¨zerinde o¨zniteliklerin yo¨ru¨ngeleri
4.3. Tartıs¸ma
Her iki go¨rsel geri beslemeli kontrol yaklas¸ımında hizlama
go¨revleri 1.5 pikselden daha az bir hata ile gerc¸ekles¸tirilmis¸tir
ki, buda robotun c¸alıs¸ma uzayında 5 mm’lik bir hataya
denktir. Robot istek durus¸a (desired pose) ilerlerken
go¨ru¨lebilirki kalibre edilmis¸ metod daha yumus¸ak ve du¨zgu¨n
yo¨ru¨ngeler c¸izmektedir, kalibre edilmemis¸ olan ise Jakobyan’ı
dog˘ru deg˘erine yakınsayana kadar belirsiz ve ani davranıs¸lar
go¨stermektedir. Bo¨lge takibi, eg˘ri tespiti ve kontak noktalarının
c¸ıkartılması modu¨lleri hesaplama su¨resi olarak yaklas¸ık sırası
ile 13ms, 5ms ve 4ms zaman almaktadır.
5. Sonuc¸lar
Bu bildiride, iki noktada teg˘etler, kalibre edilmis¸ ve kali-
bre edilmemis¸ go¨ru¨ntu¨ tabanlı go¨rsel geri beslemeli kontrol
yo¨temlerini dizayn etmek ic¸in kullanılmıs¸lardır. Bu tasar-
lanan kontrol yo¨temleri daha sonra sabit bir kamera vasıtasıyla
du¨zlemsel nesneleri hizalamak ic¸in c¸alıs¸tırılmıs¸tır. Ne yazık
ki, bu metodun gec¸erlilig˘i hizalanacak eg˘rinin s¸ekli en az bir
tane ic¸bu¨key ic¸erdig˘i durumlarda gec¸erlidir. Deneysel sonuc¸lar
o¨nerilen yo¨ntemi gec¸erli kılmıs¸tır. Hizalama go¨revleri yaklas¸ık
olarak 5mm dog˘rulukla gerc¸ekles¸tirilmis¸tir.
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S¸ekil 12: Hizlama hataları
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S¸ekil 13: Ω2, Ω4 ve Ω6 kontrol sinyalleri
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