Round Trip Time values constitute one of the significant parameter available to a TCP sender for estimating the network conditions. The RTT has a significant effect on the throughput of a connection and creates the performance bottleneck for traditional AIMD TCP Protocol variants mainly when used for GEO satellite networks and other long fat networks. Many Transport Protocols like Vegas, Proactive TCP, and Westwood uses the RTT measurement for adjusting the congestion window and refining the Loss Detection Algorithms, which eventually determines the performance of the Protocol. RTT also appears in the empirical formulation of TCP throughput and protocols based on these empirical estimates. RTT is generally considered an independent parameter mainly dependent on the access delay, queuing delay, and the propagation delay of the concerned channel. In this paper, we have analyzed the dynamics of RTT behavior and shown how the congestion levels in the network, packet error rates and available buffer capacity affects the RTT measurements. The Mean RTT and the rate of change of RTT Mean values have been analyzed in different network conditions. These analysis have been carried out by simulation using ns2 considering a GEO Satellite network.
1.INTRODUCTION
Round Trip Time (RTT), values constitute one of the significant parameter available to a TCP sender for estimating the network conditions. The RTT has a significant effect on the throughput of a connection and creates the performance bottleneck for traditional AIMD TCP Protocol variants mainly when used for GEO Satellite Networks and in other long fat networks [1] , [12] , [35] , [36] , [37] . Many Transport Protocols like Vegas [40] , Proactive TCP [4] , and Westwood [23] uses the RTT measurement for adjusting the congestion window and refining the Loss Detection Algorithms, which eventually determines the performance of the Protocol. One of the major problems in a satellite-based network is the random packet errors, which are not common in the wired counterpart [30] , [31] , [32] . The RTT is constrained by the speed of light and the total amount of data that needs to be sent in one RTT is given by the bandwidth-delay product of the link concerned and is not really achieved by the acknowledgement driven logic of TCP [1] , [3] , [6] . Moreover, there are problems because of bandwidth asymmetry and intermittency of the link. Generally, probing is done in protocols like Peach [26] , Peach+ [21] , TPPlanet [20] , and RCS [10] , [16] . Other approaches to transport protocol design are found in [1] , [2] , [4] , [5] , [15] , [17] , [22] , [23] , [25] , [28] , [29] , [33] , [34] , [38] , [40] , [41] , and [42] where the transport protocol stack in the sender and receiver are only modified. Transport protocols with network-assisted operation are given in [8] , [9] , [11] , [13] , [14] , [18] , [19] , [24] and [27] .
In this paper through a series of simulation based experiments an attempt has been made to characterize the RTT dynamics, find its relation with packet error rate (PER), and congestion levels in the network.
Fig1. Simulation Scenario
As shown in Fig.1 , a simulation scenario where 10 senders transmit data to 10 receivers through a satellite channel. The 10 streams are multiplexed in Earth Station A, whose buffer can accommodate 25 segments. The segments may get lost with a packet error rate (PER). In this experiment, all the 10 senders are each connected to the Earth station A, with a link of bandwidth 500kbps and RTT of 10ms. All the 10 receivers are connected to Earth station B with a 500kbps link with RTT 10ms. The receiver window (rwnd) is set to 64 segments, the link between Earth Station A to B via satellite to be 5Mb and the RTT between the two stations as 550ms. The time of simulation have been kept to 550 seconds, which is 1000 times the round trip time. All the nodes are continuously sending packets to the destination node.
For performing the analysis, the RTT experienced by a single connection is considered. Since 10 connections share a 5Mbps link for a single connection the bandwidth available is 500 kbps and RTT is 550 ms with TCP Packet Size = 1000 bytes. Therefore, the Bandwidth Delay Product (BDP) is 275000 bits or 34 TCP packets approximately. This means that as per the raw channel bandwidth is concerned sending of 34 TCP packets in one RTT i.e. within 550ms will fully utilize the channel. Conversely, we can say that if the protocol wants to pump more than 34 packets/segments of 1000 bytes each the link will not be able to sustain this load and congestion will likely to be generated in the network. That will initially lead to an increase in the RTT experienced by the packets as the queue will start growing as the destination/router queue will try to accommodate the packets arriving till the size of the queue is reached. As long as the buffer can accommodate the incoming packets, the only tangible parameter of the progressing loading of the network will be the increase in the RTT values. After the queue is much overloaded, the packets have to be dropped from the queue and the sender will start receiving Duplicate packets as Congestion based loss of packet will start.
Moreover, loss of packets can also happen when the packets are corrupted by channel noise and reach the destination with erroneous bits and are rejected and the sender receives a Duplicate Acknowledgement [1] , [2] , [3] . For an efficient design of Transport Protocol for satellite-based networks, designers analyze this phenomenon and try to see how it can be concluded with some amount of confidence that what was the actual cause of the lost packet [30] , [31] , [32] , [39] .
For doing this sort of analysis, it is seen that the only information, which is available with the sender, is the RTT values. In this work, an attempt is being made to find out that from the RTT values, whether we can make some idea about the network condition. By the network condition, we mean (i) The level of congestion in the network and (ii) The level of corruption in the network.
The value of the RTT and the way they change i.e. the rate in which the RTT increase, decrease, or remain constant has some relation with the level of congestion or corruption in the network. Here we will try to see the impact of Packet Error rates and Congestion on the Rate of Increase/Decrease or constant pattern of the RTT through simulations performed in ns2.
RTT MEAN ANALYSIS
The RTT in general is considered an independent parameter. While a TCP connection proceeds, if we measure the individual RTT values for every window for all the segments transmitted in that window it will not convey much information regarding the condition of the network as the transient RTT values are dependent on many dynamic network parameters which changes so frequently that no stable conclusion can be drawn from them. Moreover, the frequency with which we sample the RTT values is generally less than the Nyquist sampling frequency requirement if we consider the RTT samples as a time varying signal. So as the sampling is done at a rate lower than needed, a proper reconstruction of the signal will not be possible, and there is a chance to respond to values corrupted with noise. Another important point is that in a network there are many connections sharing a shared bandwidth [7] so an increase or decrease in RTT cannot be attributed to be happening because of that particular connection so taking action on the individual RTT values may not generate optimal conclusion.
In this paper, we have performed some simulation-based experiments using ns2 [43] to find out the impact of network congestion and packet error rates on the RTT values. We have assumed that the mean of all the RTT values in a window convey more information or may be thought of a more representative value of the RTT for that specific window. In the simulation, we have performed two classes of experiments (i) considering an uncongested network, (ii) considering a congested network and (iii) progressive levels of network congestion. In Fig.2 to Fig. 10 , the mean RTT value is plotted with simulation time for a TCP connection as the Simulation progresses. First we have considered the packet error rate to be 0 and it can be seen from Fig. 2 , that the mean RTT remains in a closed range of 560 to 570 ms. On the contrary, in Fig. 6 even with PER zero, the mean RTT values shown are more dispersed which shows the effect of congestion on the RTT values. In both the network conditions we have gradually increased the packet error rate from PER 0.001 to PER 0.1 and it has been observed that as we increase the PER, for uncongested network the values are seen to have more frequent flickers and dispersion increases. In a congested network condition, the effect is more pronounced than its uncongested peer for the same PER. It has also been observed that congested network condition leads to an increase in the DC value of the concerned parameter. It has also been observed that during PER = 0.1 the variability in the mean RTT is less than that at PER = 0.01, which is against our proposition that increased PER leads larger dispersion and flickering of mean RTT values. This is because of the fact, that for any congestion control protocol a very high PER naturally reduces the transmission rate as the AIMD protocols are mislead by the high degree of wireless channel errors as a sign of congestion. With this decreased transmission rate the queuing delay decreases and the rate of change of RTT is less.
Mean RTT Variation with Increasing Congestion
In Fig. 10 to ascertain the effect of congestion on mean RTT values we have intentionally infused higher levels of congestion in the network, by chocking the available bandwidth to lower values of 0.4, 0.3 down to 0.1 kbps where the optimum bandwidth Fig.10 directly depicts the high correlation of the DC value of the RTT mean has with increasing levels of congestion. Since the experiment is considering a GEO satellite link, with typical RTT aroung 550 to 570 ms and in Fig. 10 higher values even upto 2700ms is observed in 0.1kbps case of highest congestion level. So, a very high increase in the DC value of Mean RTT can be concluded to be an effect of very high congestion in the network. From these experiments, we can conclude that RTT has multivariate correlation with congestion and PER prevailing in the network.
3.RTT RATE ANALYSIS
The rate with which the Mean RTT increases is a measure of how fast the congestion is growing in a network and the rate with which is falls signals how efficiently the congestion control algorithm is handling the increased load in the network. As we are doing, a simulation based analysis of the impact of congestion and PER on RTT an analysis has been made to comprehend the impact of congestion and wireless channel error rates on the rate of increase and decrease of the Mean RTT.
To perform the analysis we have considered simulation scenarios for an uncongested network condition, congested network condition and varying levels of congestion.
Fig11 shows the mean percentage rate increase for different Packet Error rates considering different buffer space available for the connections. The x-axis shows the PER from 0.0001 to 0.1. It can be seen that the Rate of Mean RTT Increase, increases with increasing PER. Moreover, the rate of Mean RTT Incresae is seen to increase with lower buffer space available. Therefore, when the queue is only 5 packets the rate of increase is much more than when the queue is 20 or 10 packets. It is observed that even in uncongested network condition an increase in packet error rate from 0.0001 to 0.1 increases the rate of increase from 2% to 15%. This shows the positive correlation the rate has on PER. The effect is more pronounced when the buffer availability is less in which case a 25% increase is observed under 0.01 PER. An important observation in Fig 11 is that the mean rate increase for 0.01 PER is more than 0.1 PER. This is because of the fact that with very high error level of 0.1 the transmission rate in the 
Fig.16 Frequency of Stable RTT vs Congestion Level and PER
In Fig 13 shows the frequency of Mean RTT stability. This is a measure, which shows how many times throughout the simulation process consecutive Mean RTTs have remained almost same or deviated by very less amount. This parameter, which is named as stability, is a very good measure to find the impact of congestion and corruption on RTT values. This is very important parameter to differentiate the varying levels of congestion and corruption in a connection. It decreases with more PER and less buffer size. It is a measure of how much jitter will be experienced by a connection RTT values. In Fig 13, it can be observed that the buffer space is a very important requirement for a good RTT stability. With less buffer the stability comes to almost zero at PER of 0.001. Therefore, stability is a good measure of the extent of congestion in the network as it can be seen that with adequate buffer space the stability is better even at 0.1 PER. Thus, it can be inferred that a low stability value is a very good indication of congestion.
In Fig. 14, Fig. 15 and Fig. 16 the rate of increase, decrease and stability is shown to vary with PER considering different levels of congestion in the network. It has been observed that Mean RTT Increase and Decrease Rates are directly proportional to Congestion and Packet error rate and inversely proportional to Buffer Size. Stability is inversely proportional to the degree of congestion and packet error rate. Correlation Coefficient is 0.904799, which implies that RTT Mean has high relation with congestion levels. 
A MATHEMATICAL INTERPRETATION OF THIS RELATIONSHIP
In this section, an attempt has been made to provide a mathematical interpretation of the observations. A relation has been established with RTT, Congestion Window, Bandwidth, and Buffer size.
From the point of view of a sender, the network can be thought of as a black box having some Buffer B with the sender pumping packet into it at some rate denoted by I (t). From the point of view of the network, it has a capacity to store data of size B and a capability to move the data from one point to the other at a rate given by say R(t). Therefore, the time it takes for the buffer to overflow, is equivalent to the congestion epoch, CE (t) which is defined as the time interval between two successive congestion events. The buffer available to a particular connection is time varying and depends on the number of other connections sharing the network so it is B (t). I(t) -R (t) is the amount of data remaining in the network at every secs, and the queue increases when I(t) > R(t). If I (t) < R(t) then whatever data enters the network can be handled by the bandwidth of the network and theoretically there will be no buffer overflow or no congestion in the network. Therefore, CE (t) is given by
E [CE (t)] = Kce, can be considered as constant for a particular protocol and particular network which can be thought of as an average value for the interval when repeated congestion events are experienced.
E[R (t)] = R, can be considered to be the maximum Bandwidth of the channel
E [I (t)] = cwnd (t) / rtt (t), the input rate is equivalent to the prevailing congestion window at that time divided by the RTT R Kce
Equation (6) relates the RTT with the congestion window, available buffer and the bandwidth or rate in which data can be transported in the network.
When, congestion starts developing in the network the available buffer space reduces in (6) reduces, and during this time if the sender itself overestimates the network capacity and increases its congestion window there is an decrease in the denominator and increase in the numerator which leads to an increase in the rtt values.
After the congestion the participating senders reduces their rates which eventually reduces the congestion window of the numerator in (6) and the available buffer space B(t) in the denominator starts increasing which signals the network is coming out of congestion and the rtt is seen to reduce.
When the congestion window or the rate in which data is being pumped in the network remains stable along with stable buffer availability there is a stable behavior of the RTT perceived.
CONCLUSION
In this paper, an attempt has been made to bring forward the dependence of RTT dynamics on various network parameters like the packet error rate of the channel, level of congestion prevailing in the network and the buffer availability of the connections. This is important considering the fact that RTT is the only parameter available to a TCP sender when a connection progresses and RTT variations are used by protocols to take congestion control decisions. These protocols do not consider the effect of Packet error rate and buffer availability on RTT values. Thus, decisions made not considering the impact of PER, congestion and buffer can lead to misleading decisions under certain circumstances. Therefore, there is genuine need for analysis of RTT dynamics and its behavior under different network conditions. In this paper, the dynamics of RTT in terms of RTT increase rate, decrease rate and stability has been introduced and their dependence has been critically examined. The paper has compared the Mean RTT variation with Packet Error Rate considering un-congested and congested network conditions. The rate of Mean RTT Increase and Decrease and stability is also compared considering both un-congested network conditions and network with varying levels of congestion. The paper also finds the correlation coefficients of RTT variation with PER under different network conditions. The inference obtained from these simulations can be used in the development of a more generic loss detection algorithm. A mathematical justification has also been provided which shows analytically the RTT variation corresponding to buffer availability and congestion window variations.
