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Abstract. Given an instantaneous mixture of some source signals, the
blind signal separation (BSS) problem consists of the identification of
both the mixing matrix and the original sources. By itself, it is a non-
unique matrix factorization problem, while unique solutions can be ob-
tained by imposing additional assumptions such as statistical indepen-
dence. By mapping the matrix data to a tensor and by using tensor
decompositions afterwards, uniqueness is ensured under certain condi-
tions. Tensor decompositions have been studied thoroughly in literature.
We discuss the matrix to tensor step and present tensorization as an
important concept on itself, illustrated by a number of stochastic and
deterministic tensorization techniques.
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1 Blind signal separation and matrix data
The separation of sources from observed data is a well-known problem in signal
processing, known as blind signal separation (BSS). The linear BSS problem
consists of the decomposition of an observed data matrix X ∈ KK×N as
X = M · S =
R∑
r=1
mr · str , (1)
in which M ∈ KK×R is the mixing matrix and S ∈ KR×N is the observed source
matrix. The vector mr is the rth column of M and s
t
r is the rth row of S.
For each signal N samples are available. The set K stands for either R or C.
Furthermore, additive noise can be represented by a matrix N ∈ KK×N .
Equation (1) is a decomposition of the data matrix X in rank-1 terms, where
each term corresponds to the contribution of one particular source. Except in the
case of a single source with R = 1, it is well-known that such a decomposition is
not unique. Uniqueness appears by imposing additional constraints on the ma-
trices. Acclaimed matrix decompositions with well-understood uniqueness con-
ditions are the singular value decomposition (imposing column-wise orthogonal-
ity) and the QR and RQ factorizations (imposing triangularity and column-wise
orthonormality). However, in the light of BSS, the constraints from these well-
known decompositions are both too restrictive and unnatural. For instance, it is
uncommon that the mixing matrix is known to be triangular, as it is uncommon
that both mixing vectors and source vectors are mutually orthogonal. We are
facing here what is called the factor indeterminacy problem in Factor Analysis
(FA) [29]. One needs to resort to other assumptions and matrix decompositions,
specifically tailored to the BSS problem.
One of the more realistic constraints for BSS is nonnegativity: nonnegative
matrix factorization (NMF) is a decomposition in which the entries of the factor
matrices are nonnegative [8, 27, 35, 38]. Nonnegativity is natural for concentra-
tions, number of occurrences, pixel intensities, frequencies, etc. Sparse compo-
nent analysis (SCA) is also gaining in popularity [5, 44]. In SCA, the source
matrix S is assumed to be sparse. Note that nonnegativity in itself does not
ensure uniqueness; additional sparsity is necessary too [21, 23, 26, 30]. For dense
data sets, SCA is mostly applied after a sparsifying transformation such as the
wavelet transformation [15].
2 Blind signal separation and tensor data
A tensor is a higher-order generalization of vectors (boldface lowercase letters)
and matrices (boldface uppercase letters). It is denoted by a calligraphic letter,
e.g., X , and is a multiway array of numerical values xi1i2···iN = X (i1, i2, . . . , iN )
where X ∈ KI1×I2×···×IN . By fixing all but a single index, one obtains a mode-n
vector, e.g., a = X (i1, . . . , in−1, :, in+1, . . . , iN ) ∈ KIn . A diagonal tensor only
has nonzeros on the entries of which all the indices are equal.
The third-order counterpart of (1) is a decomposition of a tensor X ∈
KI×J×K in R rank-1 terms:
X =
R∑
r=1
ar ⊗br ⊗ cr = I ·1 A ·2 B ·3 C, (2)
in which ⊗ denotes the tensor (outer) product, ·i denotes the tensor-matrix prod-
uct in the ith mode and I denotes a diagonal tensor with ones on the diagonal
and zeros elsewhere. For all index values, we have that xijk =
∑R
r=1 airbjrckr.
Eq. (2) gives a polyadic decomposition (PD) of X . If R is minimal, it is defined
as the rank of X and the decomposition is called a canonical polyadic decompo-
sition (CPD). It has been proven that the CPD is unique under relatively mild
conditions, typically expressing that the rank-1 terms are “sufficiently different”
while not necessitating additional constraints such as nonnegativity [34, 19, 20].
Recently, the block term decomposition (BTD) has been introduced [12, 14].
Instead of decomposing a tensor in rank-1 terms, it is written as a linear combi-
nation of tensors with low multilinear rank. The multilinear rank of a tensor X
is an N -tuple (R1, R2, . . . , RN ) with Rn the mode-n rank, defined as the dimen-
sion of the subspace spanned by the mode-n vectors of X . A special instance
of the BTD is the decomposition of a third-order tensor X ∈ KI×J×K in rank-
(Lr, Lr, 1) terms for which uniqueness under mild conditions has been proven
too [12, 13]. We then have
X =
R∑
r=1
Er ⊗ cr =
R∑
r=1
(ArB
t
r)⊗ cr, (3)
with matrices Er = ArB
t
r ∈ KI×J of rank Lr. The matrices Ar ∈ KI×Lr and
Br ∈ KJ×Lr have full column rank, and we have nonzero cr ∈ KK for all r.
Tensor methods for BSS receive their success from the uniqueness of tensor
decompositions such as the CPD and the BTD. These are becoming standard
tools for BSS and have been applied in many domains such as telecommunication,
array processing and chemometrics [7, 32, 33, 42].
3 Tensorization of matrix data
Tensor techniques require the presence of tensor data. Matrix data obviously
remain more common than tensor data. Nevertheless, the techniques may still
be used for BSS after the data matrix is mapped to a tensor. The mapping to the
tensor domain translates the assumptions made for BSS, with the subsequent
tensor decompositions having the possibility of ensuring uniqueness. While the
uniqueness and algorithms of tensor decompositions have received a lot of at-
tention lately, we discuss different tensorization techniques. A clear overview is
necessary to benefit from the advantages of tensor techniques for matrix data.
What is essential about the mappings, is that linear transformations are
used that map the sources to matrices or tensors that (approximately) have
low (multilinear) rank under a certain working hypothesis. The (multi)linearity
of the transformation is necessary to retain a linear mixture of the sources and
avoid the introduction of inseparable terms, while the low-rank structure enables
us to apply the tensor decompositions of the previous section.
In a first subsection, we discuss a stochastic tensorization technique using
higher-order statistics. The second subsection describes the use of parameter
variation for tensorization, illustrated with second-order statistics. Three differ-
ent deterministic techniques relying on Hankelization, Lo¨wnerization and seg-
mentation are discussed in Sections 3.3, 3.4 and 3.5, respectively. Note that the
uses of higher-order statistics and second-order statistics for BSS are well known,
both applying tensorization in a different way. For each tensorization technique
described, the multilinearity, working hypothesis, applied tensor decomposition
and higher-order representation of each source are reported.
3.1 Higher-Order Statistics
Higher-order statistics (HOS) are fundamental for independent component anal-
ysis (ICA), in which one separates the observations in mutually statistically inde-
pendent sources. This technique for BSS is highly renowned and has been applied
in a diversity of domains [6, 9, 10, 36, 37]. Within the different types of higher-
order statistics, especially cumulants are compelling. They are able to separate
non-Gaussian, mutually independent sources. For simplicity, we assume station-
ary, identically distributed signals. Consider a zero-mean stochastic signal vector
u(t). We give the explicit definition of the fourth-order cumulant:(
C(4)u
)
i1i2i3i4
, E
{
ui1u
∗
i2u
∗
i3ui4
}− E{ui1u∗i2}E{u∗i3ui4}
− E{ui1u∗i3}E{u∗i2ui4}− E {ui1ui4}E{u∗i2u∗i3} . (4)
Cumulants have very interesting properties enabling the use of tensor decomposi-
tions for BSS [37]. First of all, the expression in Eq. (4) satisfies multilinearity (it
gives a quadrilinear mapping) as requested from the introduction of the section:
if x(t) = Ms(t) + n(t) then in the fourth-order case we have:
C(4)x = C(4)s ·1 M ·2 M∗ ·3 M∗ ·4 M + C(4)n . (5)
Second, higher-order cumulants of a Gaussian variable are zero. Under the as-
sumption of Gaussian noise, C(4)n from Eq. (5) becomes a zero tensor.
The working hypothesis in ICA with HOS is that the sources are non-
Gaussian and mutually statistically independent. Then, the higher-order source
cumulant C(4)s from Eq. (5) is a diagonal tensor, with kurtoses κsr as diagonal
entries for 1 ≤ r ≤ R. Hence, under the working hypothesis, Eq. (5) admits a
CPD with a rank R:
C(4)x =
R∑
r=1
κsr ⊗mr ⊗m
∗
r
⊗m∗r ⊗mr + C(4)n , (6)
with M satisfying the uniqueness conditions. The separation of the source vectors
and mixing vectors in Eq. (1) has been translated to the identification of rank-1
terms in (6) as each source contributes a rank-1 term to the CPD.
A variant of applying a CPD in (6) is to use a maximal diagonalization
technique [9] or the joint approximate diagonalization of eigenmatrices method
(JADE) [6]. They are used in conjunction with a prewhitening step using the
second-order covariance matrix.
3.2 Parameter Variation
Given some matrix data, one can perform a (multilinear) transformation de-
pending upon a parameter to generate a set of matrices. After stacking them, a
third-order tensor is obtained which can be decomposed to identify the under-
lying unknown components. It is used in the decoupling of multivariate poly-
nomials [22] but also in BSS with the second-order blind identification (SOBI)
algorithm [2] and variants. In SOBI, the set of matrices consists of lagged co-
variance matrices. Let us define
Cu(τ) = E
{
u(t)u(t+ τ)
h}
(7)
as the covariance matrix with a lag τ of a stochastic signal vector u(t). Observe
that Eq. (7) gives a bilinear transformation: if x(t) = Ms(t)+n(t), then Cx(τ) =
M ·Cs(τ) ·Mh + Cn(τ). For multiple lags τ1, . . . , τL we then have:
Cx(τ1) = M ·Cs(τ1) ·Mh + Cn(τ1),
...
Cx(τL) = M ·Cs(τL) ·Mh + Cn(τL).
(8)
The working hypothesis made by SOBI is that the source signals are mutually
uncorrelated but individually correlated for the different lags τ1, . . . , τL
1. Then,
the corresponding lagged covariance matrices of the sources are diagonal ma-
trices. Hence, the matrices M and M∗ simultaneously diagonalize the lagged
covariance matrices of x(t) in (8) [11]. Let us define σ2sr (τl) as the autocovari-
ance of source sr(t) for the given lag τl. We collect them for each source in a
vector σ2sr ∈ KL for all τl, 1 ≤ l ≤ L. By stacking Cx(τl) in the third dimension
of a tensor Cx and assuming the noise level is low, a CPD emerges:
Cx =
R∑
r=1
mr ⊗m
∗
r
⊗σ2sr + Cn = I ·1 M ·2 M∗ ·3 Σ + Cn, (9)
in which Σ ∈ KL×R contains the columns σ2sr for 1 ≤ r ≤ R. Note that each
source contributes a rank-1 term to Cx. In [11], the connection between simulta-
neous matrix diagonalization and CPD is discussed.
A variant for nonstationary sources of the SOBI tensorization method is the
stacking of a set of covariance matrices computed for different time frames [39].
3.3 Hankelization
Consider an exponential signal f(k) = azk arranged in a Hankel matrix H. The
matrix appears to have rank 1:
H =

f(0) f(1) f(2) · · ·
f(1) f(2) f(3) · · ·
f(2) f(3) f(4) · · ·
...
...
...
 = a

1
z
z2
...
 [1 z z2 · · ·] . (10)
These simple exponential functions can be generalized to exponential polyno-
mials, which are functions that can be written as sums and/or products of
exponentials, sinusoids and/or polynomials. They have a broad relevance: for
(multidimensional) harmonic retrieval, direction-of-arrival estimation, sinusoidal
carriers in telecommunication, etc. [24, 40, 31, 41]. Furthermore, they can be used
to model various signal shapes. The idea is analogous to the approximation of
functions with the well-known Taylor series expansion. Figures 1 and 2 show
approximations of a sigmoid and Gaussian function through Hankelization.
1 Note that the autocorrelation is not required for each source for each of the lags.
It has been shown that for an exponential polynomial signal of degree δ, the
corresponding Hankel matrix will have rank δ [43]. The Hankel tensorization
technique for BSS exists in mapping each row of the observed data matrix X
from (1) to a Hankel matrix which is being stacked in a third-order tensor HX.
Defining Hsr as the Hankel matrix of the rth source sr, we have because of
linearity that:
HX =
R∑
r=1
Hsr ⊗mr =
R∑
r=1
(ArB
t
r)⊗mr. (11)
The latter transition is based on the working hypothesis that the rth source can
be approximated by an exponential polynomial of (low) degree Lr. Each matrix
Hsr has (low) rank Lr then, and we have full column rank matrices Ar ∈ KI×Lr
and Br ∈ KJ×Lr . Hence, after the Hankel-tensorization (or Hankelization), a
decomposition in rank-(Lr, Lr, 1) terms like in Eq. (11) can be applied. Instead
of each source contributing a rank-1 tensor, it contributes a tensor with low
multilinear rank, namely (Lr, Lr, 1).
3.4 Lo¨wnerization
Another class of functions suitable for BSS is the set of rational functions, able
to take on a very wide range of shapes. An illustration is given in Figure 1 and
Figure 2 by approximating a sigmoid and Gaussian function. Rational functions
have the same connection with Lo¨wner matrices as exponential polynomials have
with Hankel matrices [1, 25]. Given a function f(t) sampled on N = I + J
points which are divided in two distinct point sets X = {x1, . . . , xI} and Y =
{y1, . . . , yJ}, we define the entries of the Lo¨wner matrix L ∈ KI×J as follows:
∀i, j : li,j = f(xi)− f(yj)
xi − yj . (12)
It has been shown in [16, 17] that an equivalent formulation as in Eq. (11) can
be made: because of the linearity of the Lo¨wner transformation, the tensor LX,
obtained by mapping every row of the observed data matrix X to a Lo¨wner
matrix and stacking these matrices, can be written as a linear combination of the
Lo¨wner matrices of the sources. Under the working hypothesis that the rth source
can be modeled as a rational function of (low) degree Lr, the corresponding
Lo¨wner matrix will have (low) rank Lr. Like in the Hankel case, a BTD is
obtained where the rth source contributes a rank-(Lr, Lr, 1) term to LX.
3.5 Segmentation
Segmentation is a general term used to denote the reshaping of a vector into
a matrix, i.e., extracting small segments and stacking them after each other.
Consider the following exponential vector:
[
1 z z2 z3 z4 z5
]
. If it is reshaped to
a matrix, the latter has rank 1:[
1 z z2 z3 z4 z5
]→ [ 1 z z2
z3 z4 z5
]
=
[
1
z3
] [
1 z z2
]
. (13)
Focusing on BSS, let us now reshape the kth row of the observed data matrix
X ∈ KK×N to a matrix Exk ∈ KI×J with N = I×J for k = 1, . . . ,K, and stack
these matrices in a tensor X . The transformation is clearly linear. Let us start
from the assumption that the segmented matrix of each source has rank 1, as in
Eq. (13). One obtains the following CPD:
X =
R∑
r=1
Esr ⊗mr =
R∑
r=1
ar ⊗br ⊗mr. (14)
with rank-1 matrices Esr = ar ⊗br and vectors ar ∈ KI and br ∈ KJ . This is
equivalent to stating that the rth source signal can be written as a Kronecker
product atr ⊗ btr for r = 1, . . . , R, with the Kronecker product for row vectors
u ∈ K1×I , v ∈ K1×J defined as u⊗ v = [u1v u2v · · · uIv].
Although the hypothesis is fulfilled when the sources are, for instance, expo-
nential functions, it is quite restrictive. By increasing the assumed rank Lr ≥ 1
of the reshaped matrices Esr , we obtain a BTD in rank-(Lr, Lr, 1) terms:
X =
R∑
r=1
Esr ⊗mr =
R∑
r=1
(ArB
t
r)⊗mr, (15)
with matrices Ar ∈ KI×Lr and Br ∈ KJ×Lr . Adding a subscript l to denote
the lth column of the matrices Ar and Br, the working hypothesis now becomes
that the source signals can be modeled as, or approximated by, sums of Kro-
necker products: sr =
∑Lr
l=1 a
t
r,l⊗btr,l. An example of a source exactly displaying
this structure is a sine wave, which can be written as a sum of two Kronecker
products. Other functions can be approximated too, e.g. sigmoid and Gaussian
functions, illustrated in Figures 1 and 2. While each source contributed a rank-1
term to X for the first hypothesis, it now contributes a term with low multilinear
rank (Lr, Lr, 1).
Note that because of the segmentation and the structure of the low-rank
decompositions, a nonnegligible compression is obtained in the number of un-
derlying variables. This is especially useful for big data systems, with many
observed samples or signals. The technique has been described in [3, 4] for large-
scale BSS problems, including a generalization for higher-order segmentation.
Segmentation of signal vectors to matrices or tensors has been successfully ap-
plied in various domains before, such as biomedical signal processing [18] and
scientific computing for large-scale models with high dimensions and a very high
number of numerical values [28].
4 Discussion and Conclusion
In many techniques for blind signal separation (BSS), multilinear algebra is used
to recover the mixing vectors and the original source signals. Given only an ob-
served data matrix, a transformation is made to higher-order structures called
tensors. This paper introduces the tensorization step as an important concept
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Fig. 1. Approximation of a sigmoid function f(t) = 1
1+e−10t . It is sampled uniformly
100 times in [−1, 1] ( ). To the left, an approximation with exponential polynomials
is used by Hankelizing the samples. In the middle, Lo¨wnerization is applied. To the
right, segmentation with I = J = 10 is used. The tensorized matrix is approximated
by a low-rank matrix through truncation of the singular value decomposition, after
which the underlying signal is calculated from this low-rank matrix. Approximations
for ranks R = 1 ( ), R = 2 ( ) and R = 3 ( ) are shown.
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Fig. 2. Approximation of a Gaussian function f(t) = e−
1
2
(5t)2 , sampled uniformly 100
times in [−1, 1] ( ). An equal procedure as in Figure 1 is used, with Hankelization
(left), Lo¨wnerization (middle) and segmentation (right) for ranks R = 1 ( ), R = 2
( ) and R = 3 ( ).
by itself, as many results concerning tensorization have appeared in the litera-
ture in a disparate manner and have not been discussed as such. Higher-order
statistics and second-order statistics, for example, are well-known to solve BSS,
but apply tensorization in a significantly different way. Many links to multilin-
ear algebra from other existing BSS techniques have not yet been established.
Because of space limitations, the presentation of the idea has been restricted to
instantaneous mixtures of one-dimensional sources. A following paper will dis-
cuss generalizations such as multidimensional sources or convolutive mixtures.
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