We study the minimax optimal rate for estimating the Wasserstein-1 metric between two unknown probability measures based on n i.i.d. empirical samples from them. We show that estimating the Wasserstein metric itself between probability measures, is not significantly easier than estimating the probability measures under the Wasserstein metric. We prove that the minimax optimal rates for these two problems are multiplicatively equivalent, up to a log logpnq{ logpnq factor.
Introduction
In this note we study the minimax optimal rates for estimating the population Wasserstein metric between probability measures based on empirical samples. Let µ, ν be two probability measures in Ω " r0, 1s d , and W pµ, νq denote the Wasserstein-1 distance between them. Suppose X 1 , . . . X m are i.i.d samples from µ, and Y 1 , . . . , Y n i.i.d from ν. We study: the minimax optimal rate for estimating W pµ, νq based on tX i u m i"1 , tY j u n j"1 , for some class of probability measures G of interest inf r Tm,n sup µ,νPG E | r T m,n´W pµ, νq| .
(1.1)
The problem is of importance in both statistics and machine learning, with applications such as nonparametric two sample testing, evaluation of the transportation cost from one set of samples to another, and transfer learning. It turns out that using empirical measures p µ m , p ν n to estimate is a bad idea. Due to a result by Dudley (1969) , even for infinitely smooth G " tUnifpΩqu and d ě 2, sup µ,νPG |W pp µ m , p ν n q´W pµ, νq| -n´1 d .
(
1.2)
A natural question arises: can one obtain faster rate, for estimating the Wasserstein metric with other estimators r T m,n leveraging the regularity of G such as smoothness. A related yet different problem studied in the current literature is estimating a probability measure under the Wasserstein metric based on samples (Weed and Bach, 2017; Liang, 2018; Singh et al., 2018; Weed and Berthet, 2019) : inf r νn sup νPG E W pr ν n , νq .
( 1.3)
The two problems are close in nature: "estimating the metric itself" is usually an easier problem than "estimating under the metric." In fact, the solution of the latter problem r µ m , r ν n naturally induces a plug-in answer to the first, since E |W pr µ m , r ν n q´W pµ, νq| ď E W pr µ m , µq`E W pr ν n , νq .
However, it is unclear whether such a plug-in estimator is optimal. In fact, it is well-known that estimating specific functional of density F pνq is usually strictly easier than estimating the density ν itself. For example, in estimating quadratic functionals of a smooth density vs. estimating under the quadratic functionals, the plug in approach is strictly sub-optimal where the rates can be much improved (Bickel and Ritov, 1988; Donoho and Nussbaum, 1990) . In this paper, however, we prove that "estimating the Wasserstein-1 metric", is not significantly easier than "estimating under the Wasserstein-1 metric". Namely, the plug-in approach is minimax optimal up to a log logpnq{ logpnq factor log logpn^mq logpn^mq¨p
where G β contains probability measures with densities in Hölder space with smoothness β P R ě0 . The result informs us that seeking other forms of estimators for W pµ, νq would only improve the rates logarithmically. The current result is in contrast with that in a forthcoming companion paper (Liang and Sadhanala, 2019) , where we show that "estimating the adversarial losses" is much easier than "estimating under the adversarial losses", for a collection of integral probability metrics.
Remark that studying the Wasserstein metric and optimal transport for probability measures µ, ν with regularity condition has been an important topic in mathematics since Cafferalli's seminal result on regularity theory (Caffarelli, 1991 (Caffarelli, , 1992 . By studying the Monge-Ampére equation, Cafferalli showed that the Kantorovich potential satisfies specific regularity property, when µ, ν are Hölder smooth. In this paper, we follow the same Hölder smooth conditions on µ, ν, and study the statistical optimal rates for estimating W pµ, νq, based on n-i.i.d samples.
Preliminaries
Let C β pM q :" C tβu,β´tβu pM q to be Hölder space with smoothness β P R ě0 .
where α " rα 1 , . . . , α d s P N d ranges over multi-indices, and |α| :"
We only consider the bounded case with Ω " r0, 1s d . The class of probability measures of interest is
The Wasserstein-1 metric is defined as
where Πpµ, νq denotes all coupling of probability measures µ, ν. 
where the µ, ν lies in G β , β ě 0 as in (1.5) whose densities are β-Hölder smooth.
Remark 2.1. A few remarks are in order. First, we emphasize that the main technicality is in deriving the lower bound. We construct two composite/fuzzy hypotheses using delicate priors with matching logpn^mq moments. However, the Wasserstein metric to estimate differs sufficiently under the null vs. under the alternative. Then we calculate the total variation metric directly on the posterior of data defined by the composite hypothesis, using a telescoping technique. Second, as direct corollary, the following extension hold true. Suppose µ P G β 1 and ν P G β 2 , then define β :" β 1^β2 , log logpn^mq logpn^mq¨p
A further direct implication is: when estimating the cost to transport a known measure µ " Unifpr0, 1s d q to an unknown ν based on Y 1 , . . . , Y n , the result follows from setting β 1 " 8 and m " 8.
Proof of the Lower Bound
Without loss of generality, consider m ě n. In the lower bound construction, we make use of the multi-resolution analysis. Denote B β,p q as the Besov space (Tribel, 1980; Donoho et al., 1996) with smoothness β P R ě0 , and 1 ď p, q ď 8,
where h jk pxq, x P r0, 1s d is the wavelet basis. First, let us review some basic results on function spaces based on Tribel (1980); Donoho et al. (1996) . 
In particular, when β " 1, B
1,8
1 .
Step 1: reduction to Besov space norm. Write f jk :" xf, h jk y, and u jk :" xdµ{dx, h jk y, v jk :" xdν{dx, v jk y, we define the following integral probability metric as a surrogate
Take p " 8, q " 1, we know
Now the problem is related to estimation of weighted sum of ℓ 1 norm of the wavelet coefficients of the densities, in the following multiplicative sense
However, multiplicative equivalence is not enough for estimating W pµ, νq. In our lower bound construction, we will show that for the hard instances of interest, equality holds.
Step 2: composite hypothesis testing. Next we are going to construct two priors on ν such that
are large, while one can not distinguish the following two distributions
Here P 0 , P 1 are two prior distributions on ν. Consider µ to be the same distribution under the null H 0 and the alternative H 1 . Set
The choice will be clear in the later part of the proof. The prior construction is inspired from Lepski et al. (1999) , where we borrow the following result.
Proposition 2.2. For any given positive integer K and τ P R ě0 , there exists two symmetric probability measures q 0 and q 1 on r´τ, τ s such that
where κ is some constant depending on K only. Now let's construct P 0 and P 1 as follows. Take µ " Unifpr0, 1s d q. Choose J P N ě0 such that 2 dJ -n 1 1`2β{d , first we are going to embed a parametrized class of densities into C β
with θ k P r´τ, τ s for all k.
We will now show that the construction lies inside the measure class ν θ P G β . First observe that for wavelet basis that satisfy the regularity condition ş h jk dµ " 0, we have ş Ω ν θ dx " 1 and dν θ {dx ě 1´a2 dJ {n ą 0. Hence it is a valid probability measure. Let's then verify dν θ {dx P B β,8 1 Ď C β lies in the Hölder space. This follows since
It is easy to verify that
Therefore we must have for any q ě 1, take γ " 1
Step 3: polynomials and matching moments. Recall the collection of measures S 0 :" tν θ : θ k " q 0 i.i.d. for k P r2 dJ su, and P 0 can be viewed as an uniform prior over this set S 0 . Similar construction for P 1 via q 1 . Remark that due to the separation of support for wavelets, we have
Therefore we know
Let's analyze the polynomial in θ k (and h Jk pY i q) with degree at most n f pθ k ; h jk pY 1 q, . . . , h jk pY n:"
where H plq JK pY 1 , . . . , Y n q a sum of monomial of order l, i.e.,`n l˘t erms with each of the form h Jk pY i 1 q . . . h Jk pY i l q. Denote f rďKs , f rąKs to denote the corresponding truncated polynomial according to degree.
In this convenient notation, we know
Later, we shall use the following properties of the polynomial f of degree at most n. Step 4: total variation and telescoping. Claim the following telescoping lemma holds. The proof can be done through induction.
Using the the above telescoping proposition, we have
Note that ν θ´k agrees with the uniform measure µ on the domain associated with h Jk pxq. Due to the separation of support for wavelet basis, we know the random variables Now one can directly bound the TV metric between the complex sum-product distribution p 0 and p 1 defined in (2.13),
(2.29)
Step 5: ℓ 2 bound. In this section, we are going to bound, for a fixed k, the following expression using the properties of the q 1 and q 0 constructed with matching moments up to 2K, Therefore we have for (2.31)
Recall the crucial property that for all l ď K, we know
therefore the above summation equals
Assemble the two bounds, we have
Step 6: combine all pieces. Now continuing (2.28), we have
Therefore by taking K " c 2 log n log log n , we know
We know by construction of the composite hypothesis
Therefore we have for any functional of θ, for any estimator based on n-i.i.d. samples where p i py bn q " ş P rpy bn |θqQ i pdθq, for i " 0, 1. Here the test T " 1 if and only ifT n is closer to Eθ"Q 1 F pθq. In our case, for any q ě 1 F pθq :" W pµ, νq " d B 
Proof of the Upper Bound
The upper bound can be obtained through similar derivations as in Liang (2018); Singh et al. (2018) ; Weed and Berthet (2019) . We include here for completeness. The estimator is of the plug-in form, with
