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1 INTRODUCCIÓN
A través de los años el hombre ha presentado un cambio radical en su nivel de vida; los conoci-
mientos que él ha logrado acumular y aplicar en su trabajo ha sido para su beneficio, que ha cambiado
radicalmente su modo de vivir, a medida que pasa el tiempo nos damos cuenta que cada vez es más y
más importante el uso de la tecnología en nuestras vidas, vemos como poco a poco las cosas y sobre
todo los aparatos tecnológicos han venido cambiando y modificando fuertemente.
En el procesamiento digital de imágenes deben tomarse en cuenta varios aspectos como la percepción
psicovisual del ser humano. Éste es un factor importante, porque independientemente del tratamiento
que se le aplique a una imagen, el observador será quien, según su percepción, decidirá si dicha imagen
le agrada o no.
El tratamiento de las imágenes por visión en computadora es un campo de investigación abierto. El
constante progreso en esta área no ha sido por si mismo, sino en conjunto con otras áreas con las cuales
esta relacionada como las matemáticas, la computación, y el conocimiento cada vez mayor de ciertos
órganos del cuerpo humano que intervienen en la percepción y en la manipulación de las imágenes.
Aunado a esto, la inquietud del hombre por imitar y usar ciertas características del ser humano como
apoyo en la solución de problemas. El avance del procesamiento digital de imágenes se ve reflejado
en la medicina, la astronomía, geología, microscopía, etc. Información meteorológica, transmisión y
despliegue agilizado de imágenes por internet tienen sustento gracias a estos avances.
El desenfoque de movimiento es una degradación muy común presente en la fotografía captura-
da. Detalles visuales se pierden y difundidos a través de píxeles, provocando que se corra la imagen
capturada debido a la falta de definición de movimiento.
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2 DEFINICIÓN DEL PROBLEMA
En el estudio de la visión por computador, no se acostumbra a obtener información a ciencia cierta
sobre los parámetros cinemáticos que se generan en las imágenes afectadas por el movimiento de objetos
durante un tiempo de exposición finito del obturador de una cámara. Usualmente se desea remover
este tipo de información y descartan otros datos que tiene este tipo de imágenes como lo es velocidad,
posición, dirección, aceleración entre otros. Variables físicas que pueden ayudar a un sistema robótico,
sistema de seguimiento y mucho más sectores donde se es posible asociar estos parámetros.
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3 JUSTIFICACIÓN
Actualmente el uso de la visión por computador ha generado grandes retos como el avance de re-
conocimientos cinemáticos, donde sectores como el deporte, control de tráfico, sistemas de seguridad,
pueden beneficiarse obteniendo datos como el posicionamiento, velocidad, aceleración y dirección de
estos elementos, a través de imágenes afectadas por un desenfoque lineal. Una situación muy común,
es ver los equipos que se utilizan en los controles de tránsito, al medir la velocidad de autos, a través
de carreteras donde existen límites de velocidad, o en competencias como la fórmula 1, donde existe
la necesidad, de obtener la velocidad independiente de cada competidor. Este tipo de técnicas tienen
ciertas desventajas, al trabajar con múltiples sensores, fase que se convierte en mayor costo. Esta situa-
ción se podría solucionar cambiando el sensor por una cámara ya que se puede conocer los parámetros
de los diferentes objetos de la escena, no se necesita contacto con el objeto de medición gracias a su




Determinar la velocidad de objetos móviles a través de imágenes afectadas por desenfoque lineal
en condiciones de laboratorio.
4.1.1. Objetivos específicos.
Proponer una técnica mediante algoritmos que permita extraer las características cinemáticas.
Realizar pruebas que permitan la verificación y validación de datos del sistema.
Construir un sistema electromecánico que ejecute el manejo asistido de los objetos móviles en
estudio, con el fin de validar los datos obtenidos por el algoritmo.
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5 DISEÑO METODOLÓGICO
5.1. OBJETIVO ESPECÍFICO 1
Proponer una técnica mediante algoritmos que permita extraer las características cinemáticas, se
hará el desarrollo de un algoritmo que se compone de tres partes:
Pre-procesamiento de la imagen obtenida por la cámara, y filtrado para poder obtener datos de
ruido Gaussiano en la imagen.
Generación de datos para la caracterización de imagen.
Comparación de datos y verificación de la imagen, contando con una base de datos en la que
estará almacenada la información de velocidad obtenida por los sensores.
5.2. OBJETIVO ESPECÍFICO 2
Realizar pruebas que permitan la verificación y validación de datos del sistema. El sistema será
puesto a prueba realizando previamente el almacenamiento de los datos de velocidad, los cuales serán
validados por el sistema. Dispondremos de nueve diferentes velocidades, para cada una de ellas se
comparará al menos nueve veces la velocidad programada con la velocidad detectada por los sensores
para poder tener un dato estadístico entre estas velocidades y posteriormente comparada con los datos
obtenidos por el algoritmo desarrollado para su detección, lo cual dará como resultado un total de
900 pruebas, con estos datos se realizara un análisis estadístico que nos permita saber el nivel de
confiabilidad del algoritmo desarrollado.
5.3. OBJETIVO ESPECÍFICO 3
Construir un sistema electromecánico que ejecute el manejo asistido de los objetos móviles en
estudio, con el fin de validar los datos obtenidos en nuestro algoritmo. Se desarrollará un algoritmo
para la implementación de un control de velocidad asistido por medio del PIC16F876A [1] en el entorno




6.1.1. Procesamiento digital de imágenes.
Procesar las imágenes del mundo real de manera digital por medio de un computador es un tema
muy amplio donde se estudian los fundamentos conceptuales de la adquisición, despliegue de imágenes
y con detalle los fundamentos teóricos y algorítmicos de la visión por computador [3]. Las imágenes
pueden ser definidas como una función de dos dimensiones f(x, y), donde X y Y son coordenadas
espaciales y la amplitud f en cualquier par de coordenadas (x, y) se denomina intensidad o nivel de
gris de la imagen en ese punto. Una vez preparada la escena para ser capturada se deberá de tratar
los aspectos de la cuantificación como de la codificación que sufre la señal al ser digitalizada cuando
X, Y, y los valores de f son todas cantidades finitas, discretas, decimos que la imagen es una imagen
digital.
La adquisición de la imagen está a cargo de algún transductor o conjunto de transductores que
mediante la manipulación de la luz o de alguna otra forma de radiación que es emitida o reflejada por
los cuerpos, se logra formar una representación del objeto dando lugar a la imagen. Ejemplos: el ojo
humano, sensores de una cámara fotográfica o de vídeo. Es importante saber que durante la etapa de
adquisición, los transductores agregan ruido a la imagen. Además del ruido, los transductores poseen
una resolución limitada, lo cual repercute en la apreciación de dicha imagen. El procesamiento digital
de la imagen consiste en eliminar la mayor cantidad de ruido que se le agrega durante la adquisición así
como también mejorar las características de dicha imagen como: definición de contornos, color, brillo,
etc, valiéndose de procedimientos y herramientas matemáticas. En esta etapa se encuentran también
técnicas de codificación para el almacenamiento o bien para la transmisión.
Algunos de los problemas característicos en el diseño de estos subsistemas que involucran el uso de
representaciones de señales son las siguientes:
Los dispositivos sensoriales realizan un número limitado de mediciones sobre las señales de en-
trada; estas mediciones deben ser adecuadas para obtener aproximaciones útiles. Decidir que
mediciones realizar y como usarlas de tal manera que aproximen mejor a la señales de entrada
son los problemas que deben ser resueltos.
Para la selección del procesamiento y codificación que se hará sobre una señal, es necesaria una
interpretación de las componentes de la señal. El modelo del sistema de visión humano puede ser
utilizado en ciertas etapas de procesamiento para dicha interpretación.
Los dispositivos de despliegue sintetizan una imagen usando un número finito de respuestas
básicas de despliegue, como los puntos de fósforo utilizados en un tubo de rayos catódicos.
Seleccionar el tamaño y la forma de éstas respuestas de despliegue, la configuración (número
y posición relativa) y como pueden ser controlados de la mejor manera óptima para obtener
imágenes con la calidad y fidelidad requerida son aspectos que deben ser cubiertos.
6.1.2. Transferencia del sistema óptico.
Relación entre objetos y puntos de imagen. Permite expresar fácilmente las variaciones dependientes
del tiempo de posición de un objeto y proporciona un enfoque más amplio para sintetizar los efectos
de desenfoque de movimiento [4].
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6.1.3. Desenfoque de movimiento.
El desenfoque de movimiento es la distorsión que se genera en la imagen debido a la diferencia
relativamente grande en la velocidad entre los objetos en una escena en comparación con el tiempo de
exposición de la cámara [5]. El desenfoque de movimiento es considerado como un ruido adicional que
afecta a la calidad de la imagen. Sin embargo, si se detecta correctamente puede ser también utilizado
para obtener algunas características sobre el movimiento del objeto [6] En particular, para cualquier
velocidad de obturación fija de la cámara, la longitud de desplazamiento del objeto es proporcional
a la cantidad de desenfoque causado por el proceso de formación de imágenes [5]. Por lo tanto, si la
longitud y la orientación del desenfoque de movimiento se pueden identificar es posible recuperar la
velocidad del objeto en movimiento. Los métodos de detección, de la falta de definición se pueden
dividir en dos grupos: los métodos del primer grupo tienen la intención de analizar el dominio espacial,
mientras que los del segundo grupo emplean diferentes técnicas, como la transformada de Fourier, para
analizar el espectro de frecuencia [7].
Figura 1: Imagen con desenfoque lineal.
Fuente. Imagen creada por los autores.
6.1.4. Visión por computador.
La visión por computador, permite la obtención, procesamiento y análisis de cualquier tipo de
información especial obtenida a través de imágenes digitalizadas esto compuesto por un conjunto de
procesos destinados a realizar el análisis de imágenes [8]. Con la visión por computador se puede:
Automatizar tareas repetitivas de inspección realizadas por operadores.
Realizar controles de calidad de productos que no era posible verificar por métodos tradicionales.
Realizar inspecciones de objetos sin contacto físico.
Realizar la inspección del 100% de la producción (calidad total) a gran velocidad.
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Reducir el tiempo de ciclo en procesos automatizados.
Realizar inspecciones en procesos donde existe diversidad de piezas con cambios frecuentes de
producción.
Las principales aplicaciones de la visión por computador en la industria actual son:
Identificación e inspección de objetos.
Determinación de la posición de los objetos en el espacio.
Establecimiento de relaciones espaciales entre varios objetos.
Determinación de las coordenadas importantes de un objeto.
Realización de mediciones angulares.
Mediciones tridimensionales.
6.1.5. Sistema embebido.
Un sistema embebido se define como un sistema electrónico diseñado específicamente para realizar
unas determinadas funciones, habitualmente formando parte de un sistema de mayor entidad. La
característica principal es que emplea para ello uno o varios procesadores digitales (CPU) en formato
microprocesador, microcontrolador o DSP lo que le permite aportar “inteligencia” al sistema anfitrión
al que ayuda a gobernar y del que forma parte [9].
En general se puede decir que un sistema embebido consiste un dispositivo de lógica programable
cuyo hardware y software están específicamente diseñados y optimizados para resolver un problema
concreto de forma eficiente. Normalmente esta estructura interactúa continuamente con el entorno para
vigilar o controlar algún proceso mediante una serie de sensores. Algunos de los campos de aplicación
que se pueden nombrar son los siguientes:
Equipos industriales de instrumentación, automatización, producción.
Equipos de comunicaciones.
En vehículos para transporte terrestre, marítimo y aéreo.
En dispositivos dedicados al sector de consumo tales como electrodomésticos, equipamiento mul-
timedia, juguetes, etc.
En bioingeniería y electro-medicina.




Los antecedentes del procesamiento digital de imágenes (DIP) se remontan a los años de 1921
y 1922, donde en aquella época se utilizaba para la codificación y transmisión de datos por un cable
submarino entre Nueva York y Londres, específicamente en 1922 se implemento una técnica basada en la
reproducción fotográfica realizada a través de cintas perforadas en las terminales telegráficas receptoras,
donde se obtuvieron hasta 5 niveles de gris, en 1929 se lograron hasta 15 niveles de gris, a pesar de estos
avances las imágenes producidas con estas técnicas no se consideran los inicios del DIP debido a que
su creación no involucro el uso de la computadora [3], el DIP tiene su apogeo aproximadamente en la
década de los 60 y se genera una compleja conexión con el desarrollo y evolución de las computadoras.
Su evolución va de la mano con el cambio de nuevas tecnologías, podemos enmarcar el DIP en un tema
más amplio llamado visión por computadora, inciso en la literatura científica y en concreto sobre el
desenfoque de movimiento, se describen diversos sistemas como técnicas para segmentar los grandes
movimientos a lo largo de una secuencia [10].
8 MARCO GEOGRÁFICO
El presente trabajo tiene como eje de aplicaciones algunas de las técnicas en la implementación
de sistemas con buenas prestaciones y de bajo costo, también la introducción de diversos sistemas
y formas de procesamiento del desenfoque de movimiento lineal desplazando así viejos métodos de
identificación para dicho fenómeno.
9 MARCO TEÓRICO
9.1. DESENFOQUE
El desenfoque lineal conserva algo de información en base a que el movimiento se puede recuperar
de imágenes borrosas que consisten en más de una componente de movimiento [4] dicho desenfoque es
causado por el movimiento de objetos durante un tiempo finito del obturador de la cámara [3] se deben
tener en cuenta el movimiento individual de objetos en la escena de la cámara, relaciones de oclusión
que pueden variar entre objetos durante el tiempo de exposición y otros efectos ópticos generados
[3], podemos generalizar dos etapas. Se genera la intensidad en puntos de muestreo de una imagen
instantánea de la identificación de los puntos que están en movimiento y dar la ruta de la imagen
del movimiento proyectado. Se desdibujan los puntos de movimiento por convolución con la óptica de
funciones del sistema de transferencia de derivadas de ruta de la imagen [3], se combinan como puntos
estacionarios en una trama final.
Se realiza un trazado de rayos con un Shader recursiva, generando muestras en puntos de la imagen
manteniendo sus contribuciones debido a reflexiones en la superficie, transparencias y sombras [6].
Los puntos de muestra que contienen intensidad reflejada son convolucionados con un sistema de
transferencia óptico, la derivada de la trayectoria, la velocidad del movimiento y tiempo de exposición
de la imagen borrosa [6]. La visibilidad de un punto en la superficie se determina por su profundidad y
su intensidad se modifica por la cantidad de exposición que permanece visible. Potmesil y Chakravarty
proponen un método para desdibujar el movimiento continuamente [6], los puntos de muestreo de una
imagen del plano de un objeto en movimiento para formar un camino, le da valores a cada color donde
son convolucionados para generar exposiciones de tiempo finito [6], proponen que tomando ventaja
de la visión por computador establecen una técnica para segmentar los grandes movimientos a lo
largo de una secuencia, cambian las regiones de una secuencia de imagen para mostrar el movimiento
borroso. Para ayudar a determinar la correspondencia de píxeles de dos cuadros consecutivos, las
transformaciones a fines de estas manchas son rastreados y registrados como vectores de movimiento
de píxel especifico, estos vectores pueden posteriormente ser refinados por separado para modelar otro
tipo de movimiento, los valores de colores se redistribuyen de acuerdo con la distancia de recorrido. En
la segmentación de la imagen se observa la ubicación de un píxel en toda la secuencia de la clasificación




If (x, y) ÎIf (x, y)≠ Ib(x, y)Î > threshold
0 otherwise
(1)
Tweedy Calway proponen la estimación del movimiento traslacional basada en bloques seguidos de
un paso de correlación proporcional que refina los bloques de segmentación de formas significativas.
Suponen que la escala no afecta significativamente a la aparición de un objeto en cuadros consecutivos,
la medida de rotación se puede determinar mediante la evaluación de orientaciones absolutas [11].
◊ = 12 arctan(
2u(1,1)
u(2,0) ≠ u(0,2) ) (2)










El flujo de corrección o corrección de caudal, es la aplicación de las respectivas transformaciones
de las coordenadas del píxel constituyente, se obtiene un mapa vectorial que representa el movimiento
de cada píxel de su ubicación original [11].
El proceso de degradación de una imagen se modela como:
g(x, y) = h(x, y) ú f(x, y) + n(x, y) (4)
Donde g(x, y) y f(x, y) son imágenes originales borrosas n(x, y) es ruido y h(x, y) es la función de
dispersión del punto para identificar el desenfoque de movimiento se dan dos categorías, la primera es
identificar el movimiento borroso por medio de:
Función de auto correlación derivado de imágenes.
Cruce por ceros de la imagen en el dominio de la transformada.
La segunda categoría es:
Cuantización vectorial.
Máxima verosimilitud.
Proponen un esquema para la estimación de movimiento basándose en el método de Tan [8], W.
Tan propuso restaurar la imagen por el uso de PSF rampa hacia adelante a lo largo de la dirección
horizontal.
El derivado de la imagen se transforma en el dominio de Fourier y se emplea la transformada de
Radón [12] para obtener la información de la dirección (este método no funciona correctamente cuando
hay múltiples componentes direccionales).
Modificación del método de Yitzhaky y Kopeika [10] proponen que la longitud de movimiento puede
estimarse a partir de la posición de mínimos cuadrados globales de una función de autocorrelación
calculado a partir de un derivado a lo largo de la dirección de movimiento.
El desenfoque de movimiento puede estimarse a partir de la distribución de intensidad de un objeto
de punto contra un fondo homogéneo [13].
Se derivan las siguientes propiedades en el análisis espectral:
Es más fácil de detectar y más robusto el ruido.
Es válido para los movimientos de velocidad uniforme y acelerado.
Podría ser utilizado para detectar el desenfoque de movimiento por vibración.
Se introduce un híbrido, transformada de Fourier-Radon [13], lo que hace es encontrar patrones perió-
dicos en el dominio espectral. Proponen un algoritmo para identificar el núcleo de la difuminación de
múltiples tipos de movimiento para obtener imágenes borrosas.
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10 CLASES DE ERROR EN UNA MEDIDA
10.1. ERRORES DE LOS APARATOS DE MEDIDAS ELÉCTRICAS
Todo aparato de medida tiene cierto error o inexactitud que se debe en parte, a la construcción
del aparato, en parte a el ajuste realizado durante su contraste y en parte al desgaste durante el
funcionamiento del aparato [14].
10.2. ERROR ABSOLUTO
Diferencia que existe entre el valor indicado por el instrumento Ai y el valor de la magnitud medida.
E=Ai-Ar (5)
En los instrumentos de medida, el error absoluto se determina por comparación de las lecturas del
instrumento bajo prueba con las lecturas del aparato patrón, cuando es necesario distinguir «error» de
«error relativo», el primero es aveces llamado error absoluto de medición [14]. Este no debe confundirse
con el valor absoluto del error, que es el modulo del error.
10.3. ERROR RELATIVO
Es la relación entre el error absoluto (E), y el valor máximo de escala (Amax). Por lo general este
error se expresa en porcentaje.
” = (Ai≠Ar) ú 100%
Amax
(6)
Esta formula se utiliza para calcular el error relativo en el caso mas general, es decir cuando la
escala es uniforme o casi uniforme; para los aparatos de medida cuya escala esta comprendida entre un
valor distinto de cero y otro valor cualquiera, el error relativo se calcula de la siguiente manera [14].
” = (Ai≠Ar) ú 100%(Amax1 ≠Amax2) (7)
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Figura 2: Errores de medición
Fuente. Mapa conceptual creado por los autores.
10.4. ERROR SISTEMÁTICO
Se llaman así porque se repiten sistemáticamente en el mismo valor y sentido en todas las mediciones
que se efectúan en iguales condiciones.
Hay varias causas que originan este tipo de error, es conveniente realizar una subdivisión de los
errores sistemáticos:
Errores que introducen los instrumentos o errores de ajuste.
Errores debido a la conexión de los instrumentos o errores de método.
Errores por causas externas o errores por defecto de las magnitudes de influencia.
Errores por la modalidad del observador o ecuación personal.
Por lo tanto el error sistemático de una medida es igual a la diferencia de la medida de todas las
mediciones con el valor real de la variable (Ar) [14].
Esistematico = Ai≠Ar (8)
10.5. ERROR DE PARALAJE
Se origina en la falta de perpendicularidad entre el rayo visual del observador y la escala respectiva
[14].
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11 MEDIDAS EN INSTRUMENTOS DIGITALES
Los instrumentos digitales indican la cantidad que esta siendo medida en una pantalla digital [14].
Algunas ventajas de los instrumentos digitales son:
Generalmente la exactitud es mayor que en los análogos.
La lectura es un número definido. Esto permite la eliminación del error de paralaje.
Son fácilmente acoplables a computadoras o registradoras.
11.1. FUNCIONAMIENTO
El instrumento digital recibe la señal análoga que esta siendo medida, ésta es sometida a amplifi-
cación y posteriormente es digitalizada mediante un circuito análogo-digital (A/D), la señal digital se
muestra en una pantalla.
11.2. RESOLUCIÓN
Los instrumentos digitales funcionan con conversores A/D los cuales tienen un comportamiento
lineal apreciable en la manera como se ven los datos [14]. Debido a esto se hace pruebas de calibración
de cero, medio rango y punto próximo a fondo de rango como mínimo.
11.3. ESPECIFICACIONES DE EXACTITUD DE LOS INSTRUMEN-
TOS DIGITALES




Los errores constantes son los que no varían a través de todo el rango del instrumento. Estos se expresan
en términos del numero de dígitos del rango.
Los errores proporcionales como su nombre lo indica, son proporcionales a la magnitud de la indi-
cación del instrumento. Estos se expresan en términos de porcentaje de la lectura. Algunos fabricantes
especifican la exactitud del instrumento en términos de una combinación de errores contantes y pro-
porcionales.
11.4. MEDICIÓN DE CANTIDADES ALTERNAS EN INSTRUMEN-
TOS DIGITALES
El principio de estos instrumentos les permite solo medir voltajes de corriente continua, para medir
otras cantidades es necesario incluir circuitos adicionales en el medidor [14].
Para lograr la medición de voltajes de corriente alterna es necesario incluir un convertidor de




Una variable aleatoria es aquella que se puede tomar cualquiera de los valores pertenecientes a un
conjunto de valores especificados. Si los valores que puede tomar la variable son discretos la variable
aleatoria se denomina variable aleatoria discreta. Si son valores continuos la variable se denomina
variable aleatoria continua [15].
12.2. DISTRIBUCIÓN DE PROBABILIDADES
A cada valor que pueda tomar una variable aleatoria siempre va a estar asociada una determinada
probabilidad. La regla que expresa la relación entre los valores que puede tomar una variable aleatoria
y su probabilidad se denomina ley de distribución de probabilidades.
Para una variable aleatoria continua la ley puede representarse de forma gráfica.
Para una variable aleatoria continua la representación es mucho mas complicada. Por eso en la
práctica se emplea una forma de expresión aplicable a todo tipo de variable aleatoria a través de una














donde x varia entre -Œ y +Œ.
‡ es la desviación estándar.
u es el valor esperado para una población.
12.3. LA MEDIA Y LA DESVIACIÓN ESTÁNDAR
Los parámetros que se utilizan para describir la distribución de probabilidades de todos los posibles
valores de una variable aleatoria son la esperanza matemática (u) y la varianza (‡2) la esperanza
matemática es la medida de todos los posibles valores de la variable y la varianza es la es la esperanza
matemática del cuadro de la desviación del valor de la variable con respecto a su esperanza matemática
[16].
En la practica no es posible obtener obtener la distribución de las probabilidades todos los posibles
valores de la variable y lo que se hace es estimarla o aproximarse a ella realizando un número aceptable
de mediciones repetidas.
El estimado de la esperanza u de una magnitud Q que varia aleatoriamente con distribución nor-
mal de probabilidades es la media aritmética de los n resultados de la medición de q y se expresa






La varianza de las n observaciones individuales qk de la serie de mediciones que estima la varianza






(qk ≠ q)2 (11)
La varianza de la media de las n observaciones individuales qk de la serie de mediciones que estima






La desviación estándar es la raíz cuadrada positiva de la varianza. En la práctica es mas cómodo






(qk ≠ q)2 (13)







13 CONSTRUCCIÓN DEL SISTEMA ELECTROMECÁNICO
Este proceso de diseño se basa en una configuración previa, para la solución de condicionar el objeto
móvil a que tenga múltiples velocidades, pero que se comporten lo mas constante posible, es decir que
tenga una regularidad en el transcurso de su desplazamiento. Se inicia con la idea de que el sistema
controlado de velocidad sea por medio inalámbrico, porque implica menos iteración con el sistema de
control e interferencias cuando se tome la secuencia de frames debido a cualquier movimiento, sombra,
reflejo como otros efectos luminosos puedan ser detectados y por consiguiente tener medidas erróneas
para la estimación del desenfoque de movimiento. A lo largo de este capítulo se contará las dificultades
que se presentaron, y el hecho de porque han sido modificados algunos parámetros como primera
medida.
13.1. CONTROL DE VELOCIDAD INALÁMBRICO PARA UNMOTOR
DC
Uno de las formas para establecer comunicación con un dispositivo electrónico más comunes es
por señales infrarrojas. El uso de controles remoto para tv, sonidos, juguetes, entre otros; facilita la
acción sobre el dispositivo y permite establecer una comunicación inalámbrica. Por norma general
cada fabricante suele utilizar protocolos propios y codificación única, por esta razón casi nunca existe
interferencia entre dispositivos con mando infrarrojo. El objetivo consistió en el poder implementar un
control de nueve velocidades para un motor dc de 18V(volt), el cual es garantía de buen comportamiento
por un buen torque, velocidad, tiempo de arranque y carga para mover el motor, dichas velocidades son
asociadas a un control remoto infrarrojo, donde los botones uno, dos, tres, cuatro son las velocidades
bajas, cinco, seis, siete medias, ocho y nueve altas y la tecla cero funciona como frenado inmediato.
Figura 3: Interacción de los dispositivos utilizados.
Fuente. Imagen creada por los autores.
13.1.1. Receptor VS1838B.
Es un receptor infrarrojo universal de protocolo tipo NEC, puede detectar pulsos hasta 38Khz,
frecuencia a la que trabajan gran parte de controles remotos estándar, características:
Voltaje de trabajo: 2.7-5.5Volts.
Corriente de trabajo: 1.4mA.
Rango de detección: 18m.
Ángulo de recepción: 45°.
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Figura 4: Dimensiones de receptor VS1838B.
[17]
Figura 5: Diagrama eléctrico del receptor VS1838B.
Fuente. Imagen creada por los autores.
En la Figura 3 se observa al control enviando señales infrarrojas hacia el receptor, lo primero que
se debe analizar es que tipo de protocolo es usado. El protocolo de comunicación NEC [17] establece
unos rangos de tiempo para “1” lógico y “0” lógico, aquí es donde el programa se debe enfocar a la
detección de pulsos lógicos para decodificar el tipo de tecla oprimido. Para ello se utiliza el software
PCW, se debe de crear un algoritmo para la detección de los pulsos. El tiempo de duración de un
pulso lógico bajo “0” esta entre (843 y 1687)ms y de uno alto “1” es de (1687 y 3375)ms, los pulsos que
tengan un tiempo fuera de este rango se asumirán erróneos.
13.2. PROTOCOLO NEC
El protocolo NEC consta de 32 bits, ocho de ellos son de dirección y otros ocho de longitud de
comandos. Estos 16 bits, se repiten otra vez para obtener una mayor fiabilidad en la comunicación [17].
Como se sabe, un bit puede ser un cero o un uno. El protocolo NEC, utiliza 2.25 ms para mandar un
1 y, 1.12 milisegundos para mandar un cero. Para el cero, se manda un pulso a 38 KHz durante 560
microsegundos y se deja un hueco durante los otros 560 microsegundos restantes [17]. Sin embargo,
para enviar un uno lógico, se manda un pulso a 38 KHz durante 560 microsegundos y se deja un hueco
de 2.25ms- 560 ms=1.69ms. Como vemos, se manda lo mismo, a 38 KHz durante 560 ms, pero como el
uno lógico dura más que un cero lógico, el hueco que se deja antes de mandar otro bit, tiene diferente
duración. Características del protocolo NEC:
Ocho bits de dirección y ocho bits de longitud de mando.
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Dirección y comando son transmitidas dos veces por seguridad.
Modulación de pulso de distancia.
Frecuencia portadora de 38Khz tiempo de bit de 1.85ms o 2.25ms.
Figura 6: Codificación de distancia del pulso de los bits.
[17]
Cada pulso es un desborde de 560us en 38Khz (cerca de 21 ciclos). Un "1" lógico lleva 2.25ms
para transmitir, mientras que un "0" lógico es sólo la mitad de los que, siendo 1.125ms. El ciclo de
trabajo-portadora recomendada es de 1/4 ó 1/3.
Figura 7: Tren de pulsos de protocolo NEC.
[17]
La Figura 7 muestra un tren de pulsos típico del protocolo NEC. Con este protocolo el LSB se
transmite primero. Un mensaje se inicia por una ráfaga 9 ms de AGC, que se utiliza para establecer
la ganancia de los receptores de IR anteriores. Este desborde AGC es seguido por un espacio 4.5ms,
que es seguido por la dirección y el comando, dirección y mando se transmiten dos veces, el segundo
tiempo todos los bits se invierten y se puede utilizar para la verificación del mensaje recibido. El tiempo
total de transmisión es constante debido a que cada bit se repite con su longitud invertida, si no estás
interesado en esta fiabilidad se puede pasar por alto los valores invertidos, o bien ampliar la dirección
y el comando de 16 bits cada uno.
Figura 8: Ráfaga de mensaje ACG.
[17]
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Un comando se transmite sólo una vez, incluso cuando la tecla del mando a distancia se mantiene
presionado. Cada 110ms un código de repetición se transmite por el tiempo clave que sigue siendo
bajo, este código de repetición es simplemente un impulso AGC 9 ms seguido de un espacio 2.25ms y
una ráfaga 560ms.
Figura 9: Código de repetición ACG.
[17]
13.3. CONTROL AUTOMÁTICO DE GANANCIA
Un circuito de control automático de ganancia CAG (ACG, de automatic gain control) compensa
variaciones pequeñas en el nivel de la señal RF recibida. Aumenta en forma automática la ganancia
del receptor con valores bajos de entrada de RF, y disminuye en forma automática la ganancia del
receptor cuando se recibe una señal fuerte de RF. Las señales débiles pueden quedar enterradas en el
ruido del receptor y en consecuencia, pueden ser imposibles de detectar [18].
13.4. SELECCIÓN DEL MICROCONTROLADOR mC.
Durante las últimas décadas la electrónica digital ha estado ocupando un lugar respetable e im-
portante en el ámbito del desarrollo tecnológico a nivel mundial. Lo cual ha permitido un crecimiento
notable en las comunicaciones. En consecuencia ha traído la desaparición de las fronteras físicas y
temporales entre los seres humanos. La telefonía móvil ha estado presente desde los años 80, luego
su mejoramiento en cuanto a los niveles de integración, los tratamientos digitales en su señal, su re-
ducido costo y el bajo consumo de energía produjo una popularización para uso y comercialización.
La telefonía celular es un claro ejemplo del logro de las múltiples aplicaciones que se puede realizar
mediante la tecnología del microcontrolador. Pese a las innumerables ventajas que nos ofrecen los
microcontroladores (mC), una de sus desventajas presentes, para el diseñador, es la dificultad en el
momento de necesitar su programación y su gran grupo de instrucciones que dependen de cada mC
aunque compartan algunas en común. Uno de los lenguajes de programación es el C con lo que se logra
tener un menor tiempo de desarrollo y mucha facilidad en la programación, se han desarrollado una
importante variedad de los compiladores que son programas de tipo informático y permite traducir de
un lenguaje de programación determinado a otro lenguaje de programación.
Figura 10: Uso y función de los compiladores.
Fuente. Diagrama de bloques creado por los autores.
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Los mC PIC son fabricados por Microship Technology, derivado del mC PIC1640 que originalmente
fue desarrollado por la división microelectrónica de General Instruments. La palabra PIC hace referen-
cia a un controlador de interfaz de periférico («Peripheral Interface Controller»). El mC es un circuito
integrado de forma programable el cual cumple una función específica que incluye en interior tres
unidades funcionales de una una computadora tradicional como lo es: CPU, memoria y los periféricos
que son los puertos de entrada y salida. Por tanto mC es una computadora completa en solo un circuito
integrado el cual se utiliza para una tarea en específica.
13.4.1. Microcontrolador PIC16F876A.
En búsqueda de las opciones que nos ofrece la programación de los mC se ha seleccionado el
PIC16F876A, el cual es una subfamilia de versiones mejoradas del PIC16F84, el PIC16F876A es de
gamma media de 8 bits y cuentan con una memoria de programa de tipo EEPROM flash mejorada,
lo que permite programarlos fácilmente usando un dispositivo programador de PIC.
Características generales del microcontrolador PIC16F876A:
CPU de arquitectura RISC (Reduced Instruction Set Computer).
Set de 35 instrucciones.
Frecuencia de reloj de hasta 20MHz (ciclo de instrucción de 200ns).
Todas las instrucciones se ejecutan en un único ciclo de instrucción, excepto las de salto.
Hasta 8K x 14 palabras de memoria de programa FLASH (ver Figura 12).
Hasta 368 x 8 bytes de memoria de datos tipo RAM (ver Figura 12).
Hasta 256 x 8 bytes de memoria de datos tipo EEPROM (ver Figura 12).
Hasta 15 fuentes de interrupción posibles ,18 niveles de profundidad en la pila hardware.
Modo de bajo consumo (Sleep).
1 tipo de oscilador seleccionable (RC, HS, XT, LP y externo).
Rango de voltaje de operación desde 2,0V a 5,5V.
Conversor Analógico/Digital de 10 bits multicanal.
3 Temporizadores. Watchdog Timer o perro guardián.
2 módulos de captura/comparación/PWM.
Comunicaciones por interfaz USART (Universal Synchronous Asynchronous Receiver Transmit-
ter).
Puerto paralelo esclavo de 8 bits (PSP).
Puerto serie síncrono (SSP) con SPI e I2C.1.
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Figura 11: Pines del PIC16F876A.
[19].
Figura 12: Diagrama de bloques del PIC16F876A.
[19].
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Las Figuras 11 y 12 muestran los diagramas de pines y de bloques del PIC16F876A.
Herramientas de desarrollo para programar en PIC. Existe una gran variedad de herramientas para
la programación de los PIC. Estas van desde las más puras en la cual recurren a un lenguaje máquina,
hasta herramientas de tipo iconográficas que hacen uso mediante iconos y diagramas.
Herramientas de lenguaje de bajo nivel. El lenguaje máquina es el modelo ideal para la progra-
mación de los mC, pero su alcance de razonamiento para el ser humano es muy elevado, ya que su
implementación se hace de unos y ceros. Aunque los programas que se realizan son de velocidad y
tamaño óptimo, el nivel de programación hace que sea un poco intuitivo y el consumo demasiado de
tiempo para la implementación de un trabajo en específico, por muy básico que este sea.
Herramientas de lenguaje de alto nivel. Un lenguaje de alto nivel es aquel que se aproxima más al
nivel lenguaje natural. Este utiliza palabras del lenguaje humano por lo general son en ingles, es muy
fácil de manejar y no se tiene tanto riesgos de error en la programación como si puede ocurrir con el
lenguaje máquina o ensamblador, se logra que el programador tenga presente más el programa que el
mismo lenguaje, lo cual es un gran acierto ya que reduce el tiempo de desarrollo del programa. Una
de las más destacadas herramientas de desarrollo resulta ser ccs pcwh compiler es un compilador el
cual permite escribir los programas en lenguaje C en vez de ensamblador, por consiguiente se logra
tener un menor tiempo de desarrollo, y mucha facilidad en la programación. Se integra perfectamente
con MPLAB, la salida en hexagesimal y los archivos de depuración son seleccionables y compatibles
con otros simuladores/emuladores como PROTEUS, permite insertar partes de código directamente en
ensamblador, manteniendo otras partes del programa en C, entre otras funciones que utiliza este com-
pilador es el poder acceder al hardware de los procesadores PIC, incluye una biblioteca muy completa
de funciones pre compiladas para el acceso al hardware de los dispositivos (entrada/salida, tempori-
zaciones, conversor A/D, transmisión RS-232,bus I2C, incorpora drivers para dispositivos externos,
tales como pantallas lcd, teclados numéricos, memorias EEPROM, conversores A/D, relojes en tiempo
real, entre otros. Los autores del presente trabajo realizaron, el control de velocidad inalámbrico para
un motor dc con ccs pcwh compiler, por su compatibilidad con PROTEUS, para la simulación y su
compatibilidad en la incorporación de drivers para dispositivos externos [20].
EL programa PROTEUS cuenta con un compilador para diseñar y simulación electrónica, desarro-
llado por Labcenter Electronics con el que cuenta con dos programas principales: ISIS y Ares, como
también los módulos VSM y Electra. ISIS permite diseñar el plano eléctrico de un circuito en especial,
con múltiples componentes variados, con diferentes utilidades y componentes de diseño, este permite
simular en tiempo real mediante el módulo VSM, el cual esta asociado con ISIS. El módulo VSM per-
mite simular en tiempo real con posibilidad de más rapidez, el cual introduce todas las características
de varias familias de mC incluyendo el PIC16F876A [19].
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Figura 13: Diagrama de flujo de control de velocidad.
Fuente. Diagrama de flujo creado por los autores.
La Figura 13 representa el flujo paso a paso que van llevando las instrucciones el mC, luego de
identificar quién lo empleará y cómo, se realizan las ideas principales en el diagrama de flujo y de otros
procesos interrelacionados.
13.5. REGULADOR LM7805
Es un regulador de tensión positiva de 5 Volts. Este circuito integrado está diseñado para múltiples
aplicaciones como la eliminación de los problemas de ruido y de distribución asociados con la regu-
lación de un solo punto. Cada uno de estos reguladores pueden ofrecer hasta 1,5 A de corriente de
salida. Además de utilizar como reguladores de voltaje fijo, estos dispositivos se pueden utilizar con
componentes externos para obtener tensiones de salida ajustables de corrientes, y también se pueden
utilizar como el elemento de paso de energía en la precisión reguladores.
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Figura 14: Regulador de voltaje LM7805.
[19]
Como el mC debe de ser protegido contra variaciones de voltaje y ruidos eléctricos, por tal motivo
se usa el regulador de voltaje LM7805 y sus respectivos filtros. El receptor al manejar frecuencias del
orden de 35 KHz entrega datos a velocidades muy elevadas, lo cual es prudente colocar filtros para
evitar interferencias.
13.6. DRIVERS DE POTENCIA
La gran cantidad de dispositivos eléctricos y electrónicos demandan algunos parámetros como
tensión y corriente lo cual puede destruir los circuitos digitales, por tanto, se debe confiar dicha labor
a los circuitos controladores o drivers. Según las especificaciones del mC no es posible conectar a la
salida del PWM una carga superior a 20 mA. Por tanto como primera elección se opta por el driver
ULN2003A ya que son de alto voltaje y corriente, cuentan con salidas de alta tensión con diodos de
fijación de cátodo común para la conmutación de cargas inductivas, pueden conectarse en paralelo para
una mayor capacidad de corriente y tiene capacidad hasta 500mA.
Figura 15: Pines del driver ULN2003A.
[19]
Como primera instancia el driver de potencia ULN2003A logra conseguir las diferentes velocidades
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controladas para el motor dc, no obstante, se modifica por un puente HL6203, con la idea de incursionar
un frenado en el motor bajo su propia inercia, teniendo en cuenta que permite girar en ambos sentidos,
realizar avance y retroceso. De igual forma garantiza un aislamiento de la etapa de control empleada
por el mC y etapa de potencia para evitar que parámetros como tensión y corriente puedan destruir
los circuitos digitales.
Figura 16: Pines de puente HL6203.
[19]
Sus principales características:
Suministro de tensión hasta 48v.
5 Amperios máximo.
Cruz de conducción de protección.
Unidad compatible con TTL.
Frecuencia de operación de hasta 100 KHz.
Alta eficiencia.
13.7. SELECCIÓN DEL MOTOR DC
La elección de los tipos de motor dc se realiza en función del par requerido. Por un lado hay
que considerar el pico de par Mmax, y por el otro el par efectivo (medio) MRMS. El funcionamiento
en continuo se caracteriza por un solo punto de trabajo (MB, nB). Los tipos de motor de corriente
continua en cuestión deben tener un par nominal MN mayor que el par de funcionamiento
MB. Mn >MB, en funcionamiento cíclico, como aplicaciones de arranque y parada, el par nominal
del motor dc debe ser mayor que el par efectivo de la carga (media cuadrática), esto evita que el
motor sufra un sobrecalentamiento.
Mn >MRMS el par de arranque del motor dc seleccionado normalmente debería ser superior al
par máximo de la carga.
Ma >Mmax selección del bobinado: requerimientos eléctricos a la hora de elegir el bobinado, hay
que asegurarse de que el voltaje aplicado directamente al motor dc es suficiente se elige un motor
mitsumi PJN29ED18C el cual cumple con los anteriores parámetros y con los requerimientos
eléctricos.
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Figura 17: Motor dc.
Fuente. Fotografía tomada por los autores.
13.8. PROCESO DE SIMULACIÓN
Nuevamente, teniendo en cuenta las configuraciones electrónicas necesarias para la realización del
control de velocidad, se procede con la simulación previa, es importante tener en cuenta el comporta-
miento del circuito electrónico, puesto que dará idea de como está funcionando el sistema en general,
aunque cabe resaltar que los parámetros que se encuentran simulados son ideales, por tanto, la imple-
mentación del circuito electrónico en lo que es conocido como mundo real, puede no ser tan preciso
porque no hay parámetros que suelen afectar el sistema como le sucede en la realidad, de igual forma
los errores presentes no pueden alejarse de la simulación ideal. Con la utilización de la herramienta
PROTEUS , se diseña y realiza la simulación electrónica.
Figura 18: Interfaz gráfica de PROTEUS.
Fuente. Imagen creada por los autores.
Teniendo claro cada uno de los componentes electrónicos a utilizar, se buscan en la librería, se
anexan en el simulador, y se conectan los componentes.
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Figura 19: Esquema de un control de velocidad inalámbrico para un motor dc.
Fuente. Imagen creada por los autores.
Una de las herramientas mas importante para realizar circuitos electrónicos con PIC es el quemador,
con este el integrado es capaz de modificar su comportamiento en función de una serie de instrucciones
que es posible comunicarle. En el quemador de PIC es posible editar, compilar, quemar y probar el
programa.
Editar: se escribe el programa, en el cual se hace una lista de instrucciones en un lenguaje que
permita indicarle al PIC lo que desea hacer.
Compilar: se traduce el programa al lenguaje de máquina. Para realizar la traducción se hace
uso de un software que transforma el “Programa Fuente”.
Quemar el PIC: permite gravar el programa en el PIC, mediante una tarjeta electrónica y un
poco software se pasa el programa compilado desde un PC al PIC.
Probar el programa: se verifica o comprueba el funcionamiento del programa quemado en el PIC.
Uno de los programadores que permite quemar, para probar el programa es el PICkit2 diseñado por
de MICROCHIP por lo tanto su buen funcionamiento está garantizado y asegurado.
13.8.1. Uso del quemador PICkit2
1. Se conecta el dispositivo (EEPROM, PIC, dsPIC, etc.) al quemador usb de PIC.
2. Se conecta el cable usb al grabador usb de PIC y al otro extremo del cable a un puerto usb del
PC.
3. Se inicia el programa de aplicación PICkit2.
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Figura 20: Interfaz gráfica del PICkit2.
Fuente. Imagen creada por los autores.
4. Luego se programa el dispositivo haciendo clic en el botón write. Espere hasta que aparezca el
mensaje de programación exitosa.
Figura 21: Mensaje de programación exitosa.
Fuente. Imagen creada por los autores.
Después de tener las correspondientes simulaciones en donde se evidencie el buen funcionamiento
del circuito electrónico, se realiza el montaje en una protoboard y se verifica el funcionamiento del
programa quemado en el PIC.
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Figura 22: Prueba inicial de configuración de lcd.
Fuente. Fotografía creada por los autores.
Figura 23: Prueba de funcionamiento para la máxima velocidad.
Fuente. Fotografía creada por los autores.
13.9. DISEÑO DE CIRCUITO IMPRESO EN PCB
Las tarjetas de circuito impreso se realiza sobre un soporte de forma rígida en donde están situados
los conductores adherido a el de forma pegada y sujeta, el circuito impreso es conocido como placa del
circuito, en la cual consiste en una plancha base aislante ya sea de cartón, baquelita, fibra de vidrio o
plástico flexible, sirva de soporte sobre la cara en donde se deposita una fina lámina de cobre que esta
firmemente pegada al aislante que cubre completamente el soporte.
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Figura 24: Lámina de cobre para el circuito impreso.
Fuente. Imagen tomada por los autores.
Las tarjetas de circuito impreso están diseñadas en el programa EAGLE, debido a que muchas de
las versiones de este programa tienen una licencia freeware. Entre las numerosas ventajas que tiene el
EAGLE se puede destacar el editor para diagramas electrónicos, editor de PCB con un autoenrutador el
cual es bastante eficiente, y la gran cantidad de componentes disponibles por empresas como: SparkFun,
Freescale, Johanson Technology, Philips, Motorola, entre otros.
Figura 25: Interfaz gráfica de software Eagle
Fuente. Imagen creada por los autores.
13.10. REGLAS Y RECOMENDACIONES PARA EL DISEÑO DE LAS
PCB
Las reglas y recomendaciones son importante pues previenen el mal funcionamiento del circuito
electrónico y posibles fallos que pueden presentarse, para evitar estos problemas es necesario tener en
cuenta diferentes conceptos como:
1. Los agujeros deben de tener un tamaño adecuado, como regla se recomienda hacer un agujero
0,1mm mas grande que el diámetros de cada patilla de los elementos.
2. Los pads son el área que rodea cada agujero, se recomienda no ser menor de 0,45mm la medida
puede cambiar según el componente sea requerido.
3. Las pistas (Tracks) deben ser lo mas directas posibles, no recomendado hacer curvas de 90o ni
salientes, el ancho mínimo se recomienda de 0,254mm este ancho puede variar dependiendo de
la corriente que tenga que soportar el circuito electrónico.
4. Borde de placa: el espacio mínimo entre el borde y las pistas se recomiendan de 0,5mm cuanto
mas alejados los elementos del borde se es mejor.
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Figura 26: Esquemático de la etapa de control.
Fuente. Imagen creada por los autores.
Figura 27: Board de la etapa de control.
Fuente. Imagen creada por los autores.
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Figura 28: Esquemático de la etapa de potencia.
Fuente. Imagen creada por los autores.
Figura 29: Board de la etapa de potencia.
Fuente. Imagen creada por los autores.
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Figura 30: Esquemático del sensor.
Fuente. Imagen creada por los autores.
La Figura 30 representa la etapa del sensor óptico reflectivo de infrarrojo necesario para el frenado
de la base del riel, este impide que en el trayecto final impacte la base y pueda destruir algunos
elementos mecánicos. El sensor óptico utiliza un diodo emisor infrarrojo junto con un foto-transistor
para detectar el reflejo de una señal infrarroja emitida. Este detecta especialmente transiciones negro-
blanco o para detectar objetos cercanos (0.5 a 1cm).
Figura 31: Board del sensor.
Fuente. Imagen creada por los autores.
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13.10.1. PCB FINALIZADO
Figura 32: Diseño de PCB terminado vista interior.
Fuente. Fotografía tomada por los autores.
En las Figuras 32 y 33 se observa las etapas de control y potencia de los PCB al interior de una
caja de material acrílico para su presentación final.
Figura 33: Diseño de PCB terminado vista frontal.
Fuente. Fotografía tomada por los autores.
13.11. CONSTRUCCIÓN DEL SISTEMA MECÁNICO
Los sistemas de tipo mecánicos se caracterizan fundamentalmente por tener componentes o dispo-
sitivos que cumplen una función específica como transformar o transmitir el movimiento ya sea desde
la fuente que lo genera o al transformar diferentes tipos de energía.
13.11.1. Características de los sistemas mecánicos.
Principalmente los sistemas mecánicos tienen elementos o piezas sólidas, que permiten realizar
movimientos por acción o efecto de la fuerza, normalmente se suele relacionar con sistemas de tipo
eléctrico para poder producir movimiento a partir del motor accionado por la energía eléctrica, la gran
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cantidad existentes de sistemas mecánicos son propulsados por motores y utilizan diferentes elementos
para poder transmitir el movimiento, como el movimiento tiene una intensidad y dirección, es necesario
en algún momento poder cambiar esa dirección y aumentar la intensidad, y para ello se requieren los
mecanismos. En general el sentido del movimiento puede llegar a ser circular o lineal, por movimiento
de rotación o traslación, los motores tienen un eje el cual genera el movimiento circular.
13.11.2. Elementos del sistema mecánico.
Básicamente la construcción del sistema mecánico se resume en la elaboración de un riel, el cual
contenga un sistema de polea correa en donde se unen por medio de una correa formando un anillo
flexible cerrado que sujeta ambas poleas por medio de una estructura tipo aluminio.
La estructura metálica es la base del sistema mecánico y tendrá como función el movimiento del
objeto.
Barra de acero inoxidable. Es un acero de elevada resistencia a la corrosión de una aleación de acero
con un porcentaje mínimo de cromo, esta barra de acero sirve como soporte para el deslizamiento de
la estructura metálica.
Cuadro 1: Características de las barras de acero inoxidable.
Fuente. Tabla creada por los autores.
Figura 34: Barra de acero inoxidable.
Fuente. Imagen creada por los autores.
Polea: se emplea para reducir el esfuerzo necesario para el movimiento de carga. Es una polea GT2
en aluminio de 16 dientes, incluye dos prisioneros de métrica 3 necesarios para la sujeción al eje del
motor.
Cuadro 2: Características de las poleas.
Fuente. Tabla creada por los autores.
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Figura 35: Polea GT2.
Fuente. Imagen creada por los autores.
Correa: basan su funcionamiento en la interferencia mecánica entre los distintos elementos de la
transmisión.
Cuadro 3: Características de la correa.
Fuente. Tabla creada por los autores.
Figura 36: Correa GT2.
Fuente. Imagen creada por los autores.
Rodamiento lineal: los rodamientos lineales constan de un soporte ligero de tipo aluminio el cual
esta optimizado para tener una gran resistencia y rigidez con las dimensiones especificadas, debido a
su peso ligero, las fuerzas de inercia que son provocadas por la aceleración se mantienen al mínimo.
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Cuadro 4: Características de los rodamientos lineales.
Fuente. Tabla creada por los autores.
Figura 37: Rodamiento lineal.
Fuente. Imagen creada por los autores.
Soporte: elemento que recibe el peso de toda la estructura, impide que se caiga y se mantenga a
nivel.
Cuadro 5: Características de los soportes.
Fuente. Tabla creada por los autores.
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Figura 38: Soporte.
Fuente. Fotografía tomada por los autores.
Base: funciona como punto de apoyo. Es una placa de aluminio altamente resistente y ligero, para
transportar con facilidad el objeto móvil.
Cuadro 6: Características de la base.
Fuente. Tabla creada por los autores.
Figura 39: Base de aluminio.
Fuente. Imagen creada por los autores.
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Figura 40: Sistema electromecánico finalizado.
Fuente. Foto tomada por los autores.
13.11.3. Simulación del sistema mecánico.
El sistema mecánico está simulado en el software por excelencia para el diseño en 3D, Solidworks
este software contiene completas y potentes herramientas para la simulación y movimiento en los
diseños, se puede incorporar funciones de piezas, ensamblaje, estimación de costos, el renderizado, la
animación, entre otros.
Figura 41: Interfaz gráfica de Solidworks.
Fuente. Imagen creada por los autores.
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Figura 42: Simulación sistema mecánico vista superior.
Fuente. Imagen creada por los autores.
En la Figura 42 se visualiza el sistema mecánico simulado desde la vista superior, con la conexión
respectiva de los elementos y la interacción en entre el objeto móvil con el elemento captador (cámara).
Figura 43: Simulación sistema mecánico vista inferior.
Fuente. Imagen creada por los autores.
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Figura 44: Simulación sistema mecánico vista lateral.
Fuente. Imagen creada por los autores.
En la Figura 45 se encuentra el proceso de diseño para el sistema electromecánico donde el primer
paso se diseña un esquema del circuito impreso, en la simulación es importante para comprobar la
fiabilidad y funcionamiento del circuito electrónico diseñado, si cumple estas dos anteriores condiciones,
se procede a la creación del sistema mecánico, después se comprueba el funcionamiento si se cumple esta
condición el sistema electromecánico estaría terminado, de lo contrario es necesario realizar algunos
ajustes en el diseño y verificar nuevamente todo el proceso.
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Figura 45: Proceso finalización de sistema electromecánico.
Fuente. Diagrama de flujo creado por los autores.
14 ANÁLISIS DE DATOS DEL SISTEMA ELECTROMECÁNICO
14.1. TOMA DE DATOS
Se procede hacer la adquisición los diferentes datos de tiempos instantáneos para cada una de
las posiciones en las que se va a colocar el sensor PASCO scientific Model ME-9215A. Después de
tomados los datos de los tiempos se procede hacer un cálculo de promedio ¯x =
q
ai = a1+a2+...+ann y





Cuadro 7: Tiempos instantáneos velocidad 1.
Fuente. Tabla creada por los autores.
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A continuación se puede observar el comportamiento de la desviación estándar de los tiempos
instantáneos en cada posición.
Figura 46: Gráfica desviación estándar contra posición velocidad 1.
Fuente. Imagen creada por los autores.
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Así sucesivamente con las otras 8 velocidades.
Cuadro 8: Tiempos instantáneos velocidad 2.
Fuente. Tabla creada por los autores.
Figura 47: Gráfica desviación estándar contra posición velocidad 2.
Fuente. Imagen creada por los autores.
Cuadro 9: Tiempos instantáneos velocidad 3.
Fuente. Tabla creada por los autores.
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Figura 48: Gráfica desviación estándar contra posición velocidad 3.
Fuente. Imagen creada por los autores.
Cuadro 10: Tiempos instantáneos velocidad 4.
Fuente. Tabla creada por los autores.
Figura 49: Gráfica desviación estándar contra posición velocidad 4.
Fuente. Imagen creada por los autores.
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Cuadro 11: Tiempos instantáneos velocidad 5.
Fuente. Tabla creada por los autores.
Figura 50: Gráfica desviación estándar contra posición velocidad 5.
Fuente. Imagen creada por los autores.
Cuadro 12: Tiempos instantáneos velocidad 6.
Fuente. Tabla creada por los autores.
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Figura 51: Gráfica desviación estándar contra posición velocidad 6.
Fuente. Imagen creada por los autores.
Cuadro 13: Tiempos instantáneos velocidad 7.
Fuente. Tabla creada por los autores.
Figura 52: Gráfica desviación estándar contra posición velocidad 7.
Fuente. Imagen creada por los autores.
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Cuadro 14: Tiempos instantáneos velocidad 8.
Fuente. Tabla creada por los autores.
Figura 53: Gráfica desviación estándar contra posición velocidad 8.
Fuente. Imagen creada por los autores.
Cuadro 15: Tiempos instantáneos velocidad 9.
Fuente. Tabla creada por los autores.
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Figura 54: Gráfica desviación estándar contra posición velocidad 9.
Fuente. Imagen creada por los autores.
14.2. DIAGRAMA DE FRECUENCIAS E HISTOGRAMA DE PROBA-
BILIDAD
Después de realizar el cálculo de los diferentes promedios y sus correspondientes desviaciones es-
tándar se procede a realizar una tabla de frecuencias para constatar la cantidad de veces que se repiten
los datos en una misma velocidad, y así poder tener un diagrama de frecuencias de los tiempos y su
respectivo histograma de probabilidad [16].
14.2.1. Procedimiento.
Con el fin de extraer la información estadística del conjunto de valores contenido en cada una de las
tablas de los tiempos instantáneos de las velocidades, se procede a ordenar primeramente los valores
escribiendo los datos obtenidos desde el valor mas pequeño hasta el mas grande, enseguida se realiza
un conteo del número de veces que aparece un valor en la muestra y este se denomina como frecuencia
absoluta (f) luego se procede a dividir la frecuencia (f) en el tamaño de la muestra, así se obtiene
la frecuencia relativa (fr) el procedimiento para hallar la frecuencia acumulada (fa), la cual se halla
sumando uno a uno la frecuencia (f) hasta llegar a la cantidad de datos de la muestra, teniendo la
frecuencia acumulada se divide ésta entre la cantidad de datos de la muestra y así se halla la frecuencia
relativa acumulada (fra).
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Cuadro 16: Frecuencia de datos velocidad 1.
Fuente. Tabla creada por los autores.
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Figura 55: Diagrama de frecuencias velocidad 1.
Fuente. Imagen creada por los autores.
Figura 56: Histograma de probabilidad velocidad 1.
Fuente. Imagen creada por los autores.
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Cuadro 17: Frecuencia de datos velocidad 2.
Fuente. Tabla creada por los autores.
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Figura 57: Diagrama de frecuencias velocidad 2.
Fuente. Imagen creada por los autores.
Figura 58: Histograma de probabilidad velocidad 2.
Fuente. Imagen creada por los autores.
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Cuadro 18: Frecuencia de datos velocidad 3.
Fuente. Tabla creada por los autores.
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Figura 59: Diagrama de frecuencias velocidad 3.
Fuente. Imagen creada por los autores.
Figura 60: Histograma de probabilidad velocidad 3.
Fuente. Imagen creada por los autores.
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Cuadro 19: Frecuencia de datos velocidad 4.
Fuente. Tabla creada por los autores.
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Figura 61: Diagrama de frecuencias velocidad 4.
Fuente. Imagen creada por los autores.
Figura 62: Histograma de probabilidad velocidad 4.
Fuente. Imagen creada por los autores.
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Cuadro 20: Frecuencia de datos velocidad 5.
Fuente. Tabla creada por los autores.
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Figura 63: Diagrama de frecuencias velocidad 5.
Fuente. Imagen creada por los autores.
Figura 64: Histograma de probabilidad velocidad 5.
Fuente. Imagen creada por los autores.
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Cuadro 21: Frecuencia de datos velocidad 6.
Fuente. Tabla creada por los autores.
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Figura 65: Diagrama de frecuencias velocidad 6.
Fuente. Imagen creada por los autores.
Figura 66: Histograma de probabilidad velocidad 6.
Fuente. Imagen creada por los autores.
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Cuadro 22: Frecuencia de datos velocidad 7.
Fuente. Tabla creada por los autores.
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Figura 67: Diagrama de frecuencias velocidad 7.
Fuente. Imagen creada por los autores.
Figura 68: Histograma de probabilidad velocidad 7.
Fuente. Imagen creada por los autores.
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Cuadro 23: Frecuencia de datos velocidad 8.
Fuente. Tabla creada por los autores.
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Figura 69: Diagrama de frecuencias velocidad 8.
Fuente. Imagen creada por los autores.
Figura 70: Histograma de probabilidad velocidad 8.
Fuente. Imagen creada por los autores.
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Cuadro 24: Frecuencia de datos velocidad 9.
Fuente. Tabla creada por los autores.
Figura 71: Diagrama de frecuencias velocidad 9.
Fuente. Imagen creada por los autores.
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Figura 72: Histograma de probabilidad velocidad 9.
Fuente. Imagen creada por los autores.
14.3. ESTIMACIÓN DE LA INCERTIDUMBRE DE MEDIDA
Cuando se reporta el resultado de una medición de una magnitud física es obligatorio proporcionar
alguna indicación cuantitativa de la calidad del resultado, de manera tal que el usuario pueda apreciar
su confiabilidad [21], sin esta indicación los resultados de medida no pueden ser comparados, ni entre
ellas mismas ni con respecto a valores de referencia dados en una especificación o norma [22].
El concepto de incertidumbre como un atributo cuantificable es relativamente nuevo en la historia





En la práctica existen muchas fuentes posibles de incertidumbre en una medición, algunas de las mas
significativas son:
Definición incompleta de la magnitud por medir.
Realización imperfecta de la definición de la magnitud a medir.
Muestreo no representativo.
Conocimiento inadecuado de los efectos de las condiciones ambientales.
Errores de apreciación del operador en la lectura de los instrumentos.
Resolución finita del instrumento.
Valores inexactos de patrones de medición.
Aproximaciones y suposiciones incorporadas en los métodos de medición.
14.3.1. Metodología para el cálculo de la incertidumbre.
La metodología para el calculo de la incertidumbre se compone de 3 etapas.






2. Evaluación de las incertidumbres estándar tipo A y tipo B.
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Existen dos tipos de incertidumbre. La incertidumbre tipo A que esta relacionada con la repetibilidad
de los datos y la incertidumbre tipo B que se relaciona con las especificaciones de exactitud de los
equipos empleados. Estas fuentes de incertidumbre podemos visualizarlas en la Figura 73.
Figura 73: Fuentes de incertidumbre de medida en el proceso de medición.
Fuente. Imagen creada por los autores.
Evaluación tipo A de la incertidumbre estándar; para una magnitud de entrada X que varia alea-








El mejor estimado de la incertidumbre tipo A es la desviación estándar de la medida (Sm) de las
observaciones.




Cuadro 25: Incertidumbres tipo A.
Fuente. Tabla creada por los autores.
Evaluación tipo B de la incertidumbre estándar; cuando solamente se conoce un valor para la
magnitud de entrada X debe usarse ese valor como estimado X. La incertidumbre estándar Ux se
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evalúa a partir de la información que se tenga sobre la variabilidad de los posibles valores de la
magnitud.
Las incertidumbre tipo B presentes en este proceso de medida son los siguientes:













Cuadro 26: Cálculo de las incertidumbres tipo B.
Fuente. Tabla creada por los autores.
Cálculo de la incertidumbre estándar combinada, la incertidumbre estándar combinada Uc o
incertidumbre total del resultado de una medición o magnitud de salida se obtiene combinando
apropiadamente las incertidumbres estándar de los estimados de las magnitudes de entrada.
La función que relaciona la incertidumbre estándar combinada de la magnitud de salida con las incerti-


















A continuación podemos observar las diferentes incertidumbres generadas en cada velocidad y su
posición.
Cuadro 27: Estimación de la incertidumbre medida velocidad 1.
Fuente. Tabla creada por los autores.
78
Cuadro 28: Estimación de la incertidumbre medida velocidad 2.
Fuente. Tabla creada por los autores.
Cuadro 29: Estimación de la incertidumbre medida velocidad 3.
Fuente. Tabla creada por los autores.
Cuadro 30: Estimación de la incertidumbre medida velocidad 4.
Fuente. Tabla creada por los autores.
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Cuadro 31: Estimación de la incertidumbre medida velocidad 5.
Fuente. Tabla creada por los autores.
Cuadro 32: Estimación de la incertidumbre medida velocidad 6.
Fuente. Tabla creada por los autores.
Cuadro 33: Estimación de la incertidumbre medida velocidad 7.
Fuente. Tabla creada por los autores.
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Cuadro 34: Estimación de la incertidumbre medida velocidad 8.
Fuente. Tabla creada por los autores.
Cuadro 35: Estimación de la incertidumbre medida velocidad 9.
Fuente. Tabla creada por los autores.
14.4. ESTIMACIÓN DE LA VELOCIDAD
Se procede a realizar el cálculo de la velocidad instantánea que lleva el objeto al momento de medir





Cuadro 36: Análisis velocidad 1.
Fuente. Tabla creada por los autores.
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Con esto podemos obtener el comportamiento del tiempo promedio en base a su posición y su
velocidad final.
Figura 74: Comportamiento tiempo promedio y velocidad 1.
Fuente. Imagen creada por los autores.
Con base en esta dos gráficas se puede observar que a medida que la posición es mas alta el tiempo
se va estableciendo, podemos afirmar que después de los 50cm el objeto obtiene una velocidad mas
uniforme dado que en las posiciones iniciales debe romper la inercia del motor y la fricción, esto se ve
reflejado en la velocidad que de igual manera se estabiliza a partir de la posición de 50cm.
A continuación podemos ver el análisis y comportamiento de las otras 8 velocidades.
Cuadro 37: Análisis velocidad 2.
Fuente. Tabla creada por los autores.
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Figura 75: Comportamiento tiempo promedio y velocidad 2.
Fuente. Imagen creada por los autores.
Cuadro 38: Análisis velocidad 3.
Fuente. Tabla creada por los autores.
Figura 76: Comportamiento tiempo promedio y velocidad 3.
Fuente. Imagen creada por los autores.
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Cuadro 39: Análisis velocidad 4.
Fuente. Tabla creada por los autores.
Figura 77: Comportamiento tiempo promedio y velocidad 4.
Fuente. Imagen creada por los autores.
Cuadro 40: Análisis velocidad 5.
Fuente. Tabla creada por los autores.
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Figura 78: Comportamiento tiempo promedio y velocidad 5.
Fuente. Imagen creada por los autores.
Cuadro 41: Análisis velocidad 6.
Fuente. Tabla creada por los autores.
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Figura 79: Comportamiento tiempo promedio y velocidad 6.
Fuente. Imagen creada por los autores.
Cuadro 42: Análisis velocidad 7.
Fuente. Tabla creada por los autores.
Figura 80: Comportamiento tiempo promedio y velocidad 7.
Fuente. Imagen creada por los autores.
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Cuadro 43: Análisis velocidad 8.
Fuente. Tabla creada por los autores.
Figura 81: Comportamiento tiempo promedio y velocidad 8.
Fuente. Imagen creada por los autores.
Cuadro 44: Análisis velocidad 9.
Fuente. Tabla creada por los autores.
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Figura 82: Comportamiento tiempo promedio y velocidad 9.
Fuente. Imagen creada por los autores.
15 DISEÑO DEL ALGORITMO PARA LA EXTRACCIÓN DE
CARACTERÍSTICAS CINEMÁTICAS.
En este capítulo se describirán los algoritmos y funciones usadas por el software de Matlab, para
la adquisición de la imagen y procesamiento de ésta, haciendo énfasis en la técnica modo Cepstrum
[23], a lo largo de este capítulo se realizará la descripción de las etapas y elementos del sistema de
visión por computadora paralelamente al desarrollo de los proceso realizados para alcanzar el objetivo
primario de este proyecto. A continuación se muestra un diagrama de bloques Figura 83 en el que se
representan las etapas implementadas.
Figura 83: Diagrama de bloques.
Fuente. Diagrama de bloques creado por los autores.
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15.1. ANÁLISIS DE LA TÉCNICA CEPSTRUM
15.1.1. Definición Cepstrum
El Cepstrum de una señal es la transformada de Fourier de un logaritmo del espectro de la señal
estudiada. A veces es llamado el espectro del espectro [23].
El nombre Cepstrum deriva de invertir las primeras cuatro letras de espectro. El Cepstrum es
complejo por lo tanto tiene su parte real y su parte imaginaria.
La parte compleja del Cepstrum contiene la información sobre la magnitud y fase inicial del espectro,
permitiendo la reconstrucción de una señal. La parte real solo utiliza las magnitudes del espectro [23].
Este proceso suele ser llamado bajo el análisis de frecuencia o el análisis Cepstral.
15.1.2. Método Cepstral
El método Cepstral puede ser utilizada para separar componentes del desenfoque y de la imagen.
La transformada de Cepstrum de una imagen f(x, y), se define de la siguiente manera:
C {f(x, y)} = F≠1(log [F (f(x, y))]) (22)
El desenfoque por movimiento lineal en el dominio de la frecuencia tiene patrones periódicos de
cruce por cero.
Figura 84: Diagrama de bloques Cepstrum.
Fuente. Diagrama de bloques creado por autores.
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15.2. IDENTIFICACIÓN DE LA LONGITUD DE UN DESENFOQUE
LINEAL SINTÉTICO
15.2.1. Imagen original sin desenfoque.
Figura 85: Imagen original sin desenfoque.
[3]
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15.2.2. Imagen con desenfoque generado sintéticamente.
En esta imagen se aplicó un desenfoque sintético con una longitud de 28 píxeles a 0o grados; En
representación de una imagen con desenfoque.
Figura 86: Imagen original con un desenfoque sintético.
Fuente. Imagen creada por los autores.
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15.2.3. Cálculo de la transformada de Fourier de la imagen desenfocada.
Este procedimiento entra hacer análisis frecuencial, así que aplicar la transformada de Fourier es
un paso importante para hallar patrones periódicos.
Figura 87: Espectro de Fourier de la imagen desenfocada.
Fuente. Imagen creada por los autores.
15.2.4. Binarización del espectro de Fourier.
Al binarizar el espectro es fácil recalcar estos patrones periódicos observados en la transformada
de Fourier en la Figura 85.
Figura 88: Binarización del espectro de Fourier.
Fuente. Imagen creada por los autores.
15.2.5. Colapsar el espectro de Fourier.
Para hallar la longitud del desenfoque, se puede lograr proceso de cruce por ceros.
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Figura 89: Colapso del espectro de Fourier.
Fuente. Imagen creada por los autores.
15.2.6. Transformada inversa de Fourier.
Al obtener la transformada inversa de Fourier se puede reconstruir la señal.
Figura 90: Transformada inversa de Fourier.
Fuente. Imagen creada por los autores.
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15.2.7. Umbral de datos relevantes.
Figura 91: Umbral de datos.
Fuente. Imagen creada por los autores.
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15.3. DESARROLLO E IMPLEMENTACIÓNDEL DIAGRAMADE BLO-
QUES
15.3.1. Adquisición de la imagen.
Para la adquisición digital de imágenes se necesitan dos elementos. El primero es un dispositivo
electromecánico que pueda garantizar velocidades constantes el segundo, denominado digitalizador, es
un dispositivo para convertir la señal de salida del sistema sensible a formato digital. Para ellos se
emplea una cámara Canon EOS 70D [24] con un lente Canon EF-S 18-135mm f/3.5-5.6 IS [24].
Para adquirir la imagen se tienen en cuenta diversos parámetros como la iluminación, distancia de
la cámara a el objeto, calibración de la cámara, tiempo de obturación de la cámara y la longitud focal
del lente, la imagen es guardada cuando el objeto alcanza al menos el 30% de tamaño en la captura,
el formato de la imagen guardada es JPEG, en cuanto al tamaño de imagen se utilizó la resolución de
pantalla 720x480.
15.3.2. Filtros de pre-procesamiento.
En esta sección se describirá el proceso que se le dará a la imagen captada por la cámara Canon
EOS 70D para lograr la extracción de características que está conformado por las siguientes etapas:
Conversión a escala de grises.
Cálculo de la transformada de Fourier de la imagen desenfocada.
Binarización del espectro de Fourier.
Colapsar el espectro de Fourier.
Transformada inversa de Fourier.
Umbral de datos relevantes.
15.3.3. Conversión a escala de grises.
En los sistemas de visión por computadora es recurrente la conversión de la imagen a color en
su correspondiente escala de grises para su posterior binarización. Este proceso, que forma parte del
procesamiento de la imagen en la búsqueda de mejorar sus propiedades y facilitar la extracción de
características.
Figura 92: Imagen en escala de grises.
Fuente. Imagen creada por los autores.
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15.3.4. Transformada de Fourier.
Se aplicó la transformada de Fourier a la imagen para extraer la longitud del desenfoque.
Figura 93: Transformada de Fourier.
Fuente. Imagen creada por los autores.
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15.3.5. Binarización del espectro de Fourier.
Se binariza el espectro para poder reconocer patrones periódicos y poder colapsarlos.
Figura 94: Binarización transformada de Fourier.
Fuente. Imagen creada por los autores.
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15.3.6. Colapsar el espectro de Fourier.
Necesitamos colapsar los datos 2D en 1D.
º
Figura 95: Imagen colapsada.
Fuente. Imagen creada por los autores.
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15.3.7. Transformada inversa de Fourier.
Se toma la transformada inversa de Fourier de los datos colapsados para así poder obtener los datos
del desenfoque finalmente.
Figura 96: Transformada inversa de Fourier.
Fuente. Imagen creada por los autores.
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15.3.8. Umbral de datos relevantes.
Figura 97: Umbralización de los datos deseados.
Fuente. Imagen creada por los autores.
15.3.9. Control de la iluminación.
Fue necesario un luxometro Ligth Meter referencia LX1010B [25], para así poder tener la informa-
ción de la cantidad lumens, de tal forma se pudo controlar la cantidad de iluminación presente en las
pruebas, garantizando que ésta fuera siempre constante.
Figura 98: Luxometro Ligth Meter LX1010B.
[25].
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15.3.10. Extracción de características.
En esta etapa fue necesario analizar qué características se obtienen a partir de la información de
la Cámara Canon EOS 70D [24].
Figura 99: Información parámetros de la cámara.
Fuente. Imagen creada por los autores.
15.3.11. Análisis de velocidad.
Para poder hacer un análisis de la velocidad del objeto tenemos en cuenta datos como la distancia de
la cámara a el objeto, el tiempo de exposición de la cámara y datos obtenidos a partir del procesamiento
de la imagen.
15.3.12. Conversión de píxeles a centímetros.
Para poder trabajar con el dato del desenfoque hallado con anterioridad en la transformada inversa
de Fourier se debe hacer una conversión para saber la cantidad de píxeles a centímetros.
Figura 100: Tamaño de la grilla para la conversión de píxeles a centímetros.
Fuente. Imagen creada por los autores.
Aplicamos una regla 3 para poder obtener el valor en centímetros de cada píxel, teniendo en cuenta





Después de obtener la longitud del desenfoque en centímetros procedemos a calcular la velocidad
instantánea del objeto en movimiento.
Figura 101: Modelo simple.












d: Longitud del blur.
t: Tiempo exposición de la cámara.
z: distancia del móvil a la cámara.
f: distancia focal en mm.
K: Longitud del blur en píxeles.
Sx: Tamaño del píxel.
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16 PRUEBAS
Con la finalidad de garantizar un sistema confiable en el procesamiento de la imagen y sus resulta-
dos, se procede a realizar una serie de pruebas las cuales nos permiten un obtener un dato específico
sobre la estabilidad y seguridad del sistema. Estas pruebas se realizaron en los laboratorios de Par-
quesoft propiedad de la Universidad Tecnológica de Pereira con la ayuda de un fotógrafo que fue
contratado para manipular la cámara.
16.1. PRUEBAS DE VELOCIDAD
Se tomaron cinco fotos en cada velocidad a diferentes distancias, a cada una de las fotos se le aplica
el procesamiento digital de imagen y se obtienen los siguientes resultados.
16.1.1. Resultados prueba velocidad 1.
Cuadro 45: Datos prueba velocidad 1.
Fuente. Tabla creada por los autores.
Cuadro 46: Promedio velocidades efectivas 1.
Fuente. Tabla creada por los autores.
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Figura 102: Comportamiento velocidad 1.
Fuente. Imagen creada por los autores.
Calculando el promedio de la velocidad otorgada por el algoritmo y el promedio de velocidad
arrojada por el cálculo de los sensores, y en base a estos datos se toma como valor real el promedio
otorgado por los sensores y el valor medido el arrojado por el algoritmo, procedemos a realizar el
cálculo del error.
Cuadro 47: Promedios velocidad 1
Fuente. Tabla creada por los autores.
Para promediar el error estadístico se tiene que:
Error = PromediosSensores≠ PromedioAlgoritmo
PromedioSensores
ú 100% (27)
Con base en esto tenemos que el error en la velocidad 1 es del 19,39%.
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16.1.2. Resultados prueba velocidad 2.
Cuadro 48: Datos prueba velocidad 2.
Fuente. Tabla creada por los autores.
Cuadro 49: Promedio velocidades efectivas 2.
Fuente. Tabla creada por los autores.
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Figura 103: Comportamiento velocidad 2.
Fuente. Imagen creada por los autores.
Cuadro 50: Promedios velocidad 2.
Fuente. Tabla creada por los autores.
El error en la velocidad 2 es de 18,71%.
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16.1.3. Resultados prueba velocidad 3.
Cuadro 51: Datos prueba velocidad 3.
Fuente. Tabla creada por los autores.
Cuadro 52: Promedio velocidades efectivas 3.
Fuente. Tabla creada por los autores.
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Figura 104: Comportamiento velocidad 3.
Fuente. Imagen creada por los autores.
Cuadro 53: Promedios velocidad 3.
Fuente. Tabla creada por los autores.
El error en la velocidad 3 es de 22,49%.
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16.1.4. Resultados prueba velocidad 4.
Cuadro 54: Datos prueba velocidad 4.
Fuente. Tabla creada por los autores.
Cuadro 55: Promedio velocidades efectivas 4.
Fuente. Tabla creada por los autores.
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Figura 105: Comportamiento velocidad 4.
Fuente. Imagen creada por los autores.
Cuadro 56: Promedios velocidad 4.
Fuente. Tabla creada por los autores.
El error en la velocidad 4 es de 28,12%.
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16.1.5. Resultados prueba velocidad 5.
Cuadro 57: Datos prueba velocidad 5.
Fuente. Tabla creada por los autores.
Cuadro 58: Promedio velocidades efectivas 5.
Fuente. Tabla creada por los autores.
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Figura 106: Comportamiento velocidad 5.
Fuente. Imagen creada por los autores.
Cuadro 59: Promedios velocidad 5.
Fuente. Tabla creada por los autores.
El error en la velocidad 5 es de 15,45%.
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16.1.6. Resultados prueba velocidad 6.
Cuadro 60: Datos prueba velocidad 6.
Fuente. Tabla creada por los autores.
Cuadro 61: Promedio velocidades efectivas 6.
Fuente. Tabla creada por los autores.
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Figura 107: Comportamiento velocidad 6.
Fuente. Imagen creada por los autores.
Cuadro 62: Promedios velocidad 6.
Fuente. Tabla creada por los autores.
El error en la velocidad 6 es de 14,27%.
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16.1.7. Resultados prueba velocidad 7.
Cuadro 63: Datos prueba velocidad 7.
Fuente. Tabla creada por los autores.
Cuadro 64: Promedio velocidades efectivas 7.
Fuente. Tabla creada por los autores.
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Figura 108: Comportamiento velocidad 7.
Fuente. Imagen creada por los autores.
Cuadro 65: Promedios velocidad 7.
Fuente. Tabla creada por los autores.
El error en la velocidad 7 es de 13,38%.
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16.1.8. Resultados prueba velocidad 8.
Cuadro 66: Datos prueba velocidad 8.
Fuente. Tabla creada por los autores.
Cuadro 67: Promedio velocidades efectivas 8.
Fuente. Tabla creada por los autores.
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Figura 109: Comportamiento velocidad 8.
Fuente. Imagen creada por los autores.
Cuadro 68: Promedios velocidad 8.
Fuente. Tabla creada por los autores
El error en la velocidad 8 es de 18,52%.
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16.1.9. Resultados prueba velocidad 9.
Cuadro 69: Datos prueba velocidad 9.
Fuente. Tabla creada por los autores.
Cuadro 70: Promedio velocidades efectivas 9.
Fuente. Tabla creada por los autores.
Figura 110: Comportamiento velocidad 9.
Fuente. Imagen creada por los autores.
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Cuadro 71: Promedios velocidad 9.
Fuente. Tabla creada por los autores.
El error en la velocidad 9 es del 2%.
16.1.10. Comportamiento del sistema.
Con los cálculos de los errores asociados a cada velocidad podemos observar el comportamiento del
sistema.
Cuadro 72: Velocidad contra el error porcentual.
Fuente. Tabla creada por los autores.
Figura 111: Comportamiento del sistema.
Fuente. Imagen creada por los autores.
120
17 PERSONAS INVOLUCRADAS.
Las personas que colaboraron en el desarrollo del proyecto son:
1. Como director del trabajo de investigación: Ingeniero M.Sc. Jimmy Alexander Cortés Osorio,
Director del Departamento de Física de la Universidad Tecnológica de Pereira.
2. Compañeros estudiantes de la Universidad Tecnológica de Pereira y del grupo GIRA para el
desarrollo y ensamble del sistema electromecánico.
Álex Duván Giraldo Parra.
Carlos Mario Alvarado Otalvaro.
Jeison Alejandro Cardona Gallego.
Johan Steve Riascos Segura.
Edward Andrés Gonzáles Rios.
Juan Esteban Ruiz.
Andres Felipe Soler.
Deivy Alejandro Muñoz Acosta.
121
18 CONCLUSIONES
Se observó que a pesar de que la técnica de Cepstrum posee tantas componentes de ruido, se logró
llevar bajo condiciones controladas a una situación casi ideal, donde manipulando los tiempos de
exposición en la captura, la distancia de la cámara a el objeto y el nivel de iluminación se puede
mejorar la longitud y calidad del desenfoque de movimiento.
De acuerdo con la tabla 72, se observa que el porcentaje de error varía independientemente de la
velocidad, aclarando esto, se evidencia que en la velocidad 9 el error se hace mínimo comparado
con las otras velocidades. Llegando a tener un porcentaje de error de tan solo un 2%.
La condición primordial de este proyecto de tratar de obtener la velocidad de un objeto en
movimiento lineal por medio de imágenes desenfocadas, influyen de manera significativa en el
correcto funcionamiento del sistema electromecánico y deja abierta la posición para posibles
mejoras y soluciones al problema que se puede observar a la hora de evaluar los resultados
estadísticos.
Al momento de elegir los elementos, componentes o materiales de los que se conforma un proyecto,
es de gran relevancia tener presente los alcances de los mismo, puesto que la adecuada selección
hará que el hardware y software funcione adecuadamente para alcanzar el objetivo en cada una
de las partes en que se divide el proyecto y de esta forma lograr altas expectativas en cuanto a
eficacia.
Al desarrollar un sistema de visión por computadora es importante tener en cuenta el bajo costo
monetario que este puede tener, ya que es un buen método para llegar a cualquier empresa o/u
entidad que desee emplearlo en cualquier proyecto determinado, dependiendo de lo asequible que
este sea será más fácil que entre a ser comercializado en el mercado. En este trabajo se logró
observar el funcionamiento de una cámara, como parte de un sensor de velocidad por medio
de pruebas y resultados de comparación. Dicho prototipo fue diseñado para desempeñar una
función específica, sin embargo, el mismo puede ser escalado para competir en la industria, tanto
en calidad como en precio, siempre y cuando se realicen las mejoras y ajustes pertinentes que los
autores recomiendan tanto al software como al hardware utilizado durante la ejecución de este
proyecto.
Al implementar un sistema electromecánico que garantice velocidades constantes por medio de
un microcontrolador, se llegó a un resultado satisfactorio para los fines que se plantearon en
el proyecto, puesto que se logró reconocer al menos 9 velocidades constantes con el sistema
construido, dejando así un reconocimiento en el porcentaje del 80% en el mejor de los casos.
19 RECOMENDACIONES
Se considera importante al momento de capturar la imagen, que se haga de manera automatizada
o por medio de un computador, un caso contrario sería tomar la imagen con el disparo del dedo,
pero esta agrega un leve movimiento el cual genera un pequeño desenfoque.
Dejar abierta la información para que sea posible que otros compañeros de la carrera opten por
mejorar este proyecto, ya que puede generar un impacto grande a la hora de buscar un buen
dispositivo que brinde seguridad, confiabilidad y economía para el cliente final.
Al realizar el análisis de los errores en las diferentes velocidades halladas en el algoritmo, se
concluye que para poder tener una estimación mas acertada de la velocidad y su error se deben
hacer mas pruebas, para así tener un análisis mas riguroso.
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