Abstract. Our concern in this paper is to describe the p-rank statification on the Siegel moduli space with Iwahori level structure over fields of positive characteristic. We calculate the dimension of the strata and describe the closure of a given stratum in terms of p-rank strata. We also examine the relationship between the p-rank stratification and the Kottwitz-Rapoport stratification.
Introduction
Fix a prime p, a positive integer g and an algebraic closure F of F p . We denote by A g the moduli space of principally polarized abelian varieties of dimension g over F and by A I the moduli space of principally polarized abelian varieties of dimension g over F with Iwahori level structure at p. Let π : A I −→ A g be the canonical projection (see subsection 1.2.1 for details).
We denote by A (d)
g the subset of A g of points that correspond to an abelian variety of p-rank d. Koblitz showed in his paper [7] that these sets form a stratification on A g , more precisely:
Theorem 0.1. Let d ≤ g be a nonnegative integer. I . We will nevertheless call them p-rank strata and refer to this decomposition as the p-rank stratification of A I . In this paper we deduce statements on the p-rank stratification on A I similar to those of Theorem 0.1.
The dimension of the stratum corresponding to p-rank zero was already calculated by Görtz and Yu in section 8 of [5] . Our proof of the dimension formula for arbitrary p-rank (see below) is a generalization of theirs.
Our approach is via the study of the Kottwitz-Rapoport stratification (KR stratification) on A I , which is given by the relative position of the chain of de Rham cohomology groups and the chain of Hodge filtrations associated to a point of A I . We use the result of Ngô and Genestier which states that the p-rank on a KR stratum is constant and thus the KR stratification is a refinement of the p-rank stratification. The KR strata are in canonical one-to-one correspondence with a subset Adm(µ) of the extended affine Weyl group of GSp 2g (defined in section 1.1). Most importantly the dimension, relative position and the p-rank on KR strata can be expressed in combinatorial or numerical terms on Adm(µ) (for details, see section 1.2).
Denote the integer part of a number x by ⌊x⌋. The following theorem summarizes the main results of this paper.
Theorem 0.2. Let d ≤ g be a nonnegative integer. Denote by M (d) the subset of elements x ∈ Adm(µ) which correspond to a KR stratum A x which is top-dimensional inside A In contrast to the the p-rank strata on A g , the p-rank strata on A I are in general not equidimensional.
This paper is subdivided into three parts. In the first part we give some background. Here we give the definition of the extended affine Weyl group and a characterization of Adm(µ) in section 1.1 and give the construction and required properties of the KR stratification in 1.2. The second part is the calculation of the dimension of the p-rank strata. Finally, we compare the KR stratification and the p-rank stratification in the third part, giving an explicit description of M (d) in section 3.2 and proving part (2) of Theorem 0.2 in 3.3.
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Background
We keep the notation of the introduction. We also fix the following notation. For any set R and n-tuple v ∈ R n we denote the i-th component of v by v(i). We abbreviate a tuple of the form (v 1 , . . . , v 1 , v 2 , . . . , v 2 , . . . , v m , . . . , v m ) by (v
m ) where k i denotes the multiplicity of v i . If k i = 1 we will omit it. If R is an ordered set, e.g. R = Z, and u, v ∈ R n we write u ≤ v iff u(i) ≤ v(i) for every i = 1, . . . , n.
In order to simplify equations when using case analysis, we define for any statement P the term δ P := 0 if P is false 1 if P is true.
1.1. Preliminaries on GSp 2g .
1.1.1. Group theoretic notation. Let G be a reductive linear algebraic group over an algebraically closed field k, and let A be a maximal torus of G. These data give rise to a root datum (X * (A), R G , X * (A), R ∨ G ) and its Weyl group W G = N G A/A. We denote by Q ∨ G its coroot lattice and by W a G = Q ∨ G ⋊ W G the affine Weyl group of G. For an element x 0 ∈ Q ∨ G we denote by t x 0 the corresponding element in W a G . The choice of a Borel subgroup containing A determines a set of positive roots R + G and a set of simple roots ∆ G . Associated to ∆ G we have the sets of simple reflections S G = {s α ; α ∈ ∆ G } and S a G = S G ∪ {t − α ∨ · s α } of W G and W a G where α denotes the (unique) highest root of R + G . Applying the standard identification of W a G with the set of alcoves on X * (A) R , our choice of S a G places the base alcove in the anti-dominant chamber. We denote by ℓ and by ≤ the length function and the Bruhat order on the Coxeter system (W a G , S a G ). Whenever we deal with the case G = GSp 2g (as it will be in the majority of cases), we drop the subscript G.
Let GL 2g denote the general linear group over F and D be its diagonal torus. We use the standard identification of the cocharacter group X * (D) with Z 2g and of W GL 2g with the symmetric group S 2g .
Denote by GSp 2g the group of similitudes corresponding to a 2g-dimensional symplectic F-vector space (V, ψ). We embed the GSp 2g into GL 2g by choosing a Darboux basis of V , i.e. a basis (e 1 , . . . , e 2g ) such that ψ(e i , e 2g+1−i ) = −ψ(e 2g+1−i , e i ) = 1 for 1 ≤ i ≤ g and ψ(e i , e j ) = 0 otherwise. Then the subgroup T ⊂ GSp 2g of diagonal matrices is a maximal torus and the upper triangular matrices form a Borel subgroup B of GSp 2g .
T is the group of all elements t of the form diag(t 1 , . . . , t 2g ) such that there is a c(t) ∈ k × with t i · t 2g+1−i = c(t) for all i = 1, . . . , g. Hence the embedding of X * (T ) into X * (D) = Z 2g yields the identification
We denote by e * i ∈ X * (T ) the character which maps an element t ∈ T to its i-th diagonal entry and c ∈ X * (T ) the character which maps t to its similitude factor. The positive roots in this setup are
Then the simple roots are β 1 i,i+1 with 1 ≤ i ≤ g − 1 and β 3 g . The embedding of GSp 2g into GL 2g induces an embedding of the Weyl group W of GSp 2g into W GL 2g = S 2g . Then W is the centralizer of
or equivalently the subset of all elements w which satisfy w(2g + 1 − i) = 2g + 1 − w(i) for all i. The simple (affine) reflections in this setup are
1.1.2. The extended affine Weyl group. Using the same notation as above, we call
) the extended affine Weyl group of G. Analogous to the case of the affine Weylgroup, we denote by t x 0 the element of W which corresponds to the cocharacter x 0 ∈ X * (T ). Since every W G -orbit of X * (T ) is contained in a Q ∨ G coset, the affine Weyl group is a normal subgroup of W G and we get a short exact sequence
Identifying t x 0 · w with the map x → w · x + x 0 , we consider W G as subgroup of the group of affine transformations on X * (A) R . Then the action of W G on X * (A) R stabilizes the union of all affine hyperplanes corresponding to an affine root. Thus we get a transitive action of W G on the set of alcoves. So the short exact sequence right-splits; W G is the semidirect product W a G ⋊ Ω G where Ω G is the subgroup of all elements which fix the base alcove.
We define the length function and the Bruhat order on W G as follows: Let x = c 1 w 1 and y 1 = c 2 w 2 be two elements of W G and c i resp. w i their Ω G -and W a G -component. We say that x ≤ y if c 1 = c 2 and w 1 ≤ w 2 w.r.t. the Bruhat order on W a G . The length ℓ(x) is defined to be ℓ(w 1 ).
Since we have W ⊂ W GL 2g and X * (T ) ⊂ X * (D), the extended affine Weyl group W of GSp 2g is a subgroup of W GL 2g . Now we recall the description of the extended affine Weyl group in terms of extended alcoves as in [6] . For this purpose denote by (e i ) i=1,...,2g the family of standard basis vectors in Z 2g and let 1 = (1, 1, . . . , 1) ∈ Z 2g . Definition 1.1. An extended alcove is a tuple of vectors x = (x 0 , . . . , x 2g−1 ) in X * (D) such that for every i there is a w(i) ∈ {1, . . . 2g} with
where x 2g := x 0 − 1.
Then W GL 2g acts simply transitively on the set of extended alcoves. Using ω = (ω 0 , ω 1 , ω 2 , . . .) = (0, −e 1 , −e 1 − e 2 , . . .) as base point, we identify the extended affine Weyl group with this set. Using the same notation as in the definition, an extended alcove x corresponds to t x 0 · w ∈ W GL 2g . We call an extended alcove corresponding to an element of W a G-alcove. Note that an extended alcove x = (x 0 , . . . , x 2g−1 ) is a G-alcove if and only if there is a c ∈ Z with
Observe that since ω lies in the closure of the base alcove, every extended alcove lies in the closure of the corresponding alcove of the W a GL 2g -component. This observation and the fact that the length function and the Bruhat order of the (affine, extended affine) Weyl group of GSp 2g is inherited from the (affine, extended affine) Weyl group of GL 2g (see [8] , §4.1) imply that we can conclude the following lemmata from their analogue concerning the affine Weyl group. Lemma 1.2. Let α be an affine root of GSp 2g with corresponding wall H α and reflection s α . If x and y = s α · x are two elements of W , we have x ≤ y if and only if x lies on the same side of H α as the base alcove. Lemma 1.3 (Iwahori-Matsumoto formula). The length of an element of W equals the number of walls that separate the corresponding G-alcove from the base alcove, i.e.
The analogue of Lemma 1.3 is the usual Iwahori-Matsumoto formula for the affine Weyl group, the analogue of Lemma 1.2 is stated and proven in [8] , Corollary 1.5.
1.1.3. Minuscule G-alcoves. As we will see in the next section, the KR strata are in one-to-one correspondence with the minuscule G-alcoves of size g. In this subsection we give two useful characterizations of an element of W which corresponds to a minuscule alcove of size g.
An element x of W is called µ-admissible for µ ∈ X * (T ) if there exists a w ∈ W such that x ≤ w(µ). We denote the set of µ-admissible elements by Adm(µ).
Remark. (1.2) excludes merely the alcoves ω and (ω 0 + 1, . . . , ω 2g−1 + 1).
Remark. It is obvious from the definition that there exists a (unique) element τ ∈ Ω such that Adm(µ) ⊂ W a τ . It is given by
2) holds, we can replace (1.1) by
where t x 0 · w corresponds to x.
Proof. Assume (1.1) holds. Then
On the other hand if (1.3) holds, we get
A more vivid description is given by a result of Kottwitz and Rapoport. For this let us denote µ = (1 (g) 0 (g) ) ∈ X * (T ). 1.2. The KR stratification on A I . In this section we recall the construction of the KR stratification and some geometric properties of KR strata resp. chains of abelian varieties corresponding to a point of a given KR stratum.
1.2.1. Moduli spaces. Let N ≥ 3 be an integer coprime to p. The "classical" Siegel moduli problem associates the set of isomorphism classes (A, λ, η) to a locally Noetherian F-scheme S where • A is an abelian variety of relative dimension g over S,
The moduli problem is solved by an irreducible quasi-projective F-scheme A g of dimension
Now consider the functor associating the set of isomorphism classes of quadruples (A • , λ 0 , λ g , η) to a locally Noetherian F-scheme S where
) is a sequence of abelian varieties over S of relative dimension g and the α are isogenies of degree p, • λ 0 , λ g are principal polarizations of A 0 and A g respectively, • η is a symplectic level-N -structure on A 0 , such that the composition of all arrows in the diagram (1.4)
equals multiplication by p. This functor is represented by a quasi-projective F-scheme
and the canonical projection π :
is a proper and surjective morphism.
Let us abbreviate the notation of an S-point of A I . We will usually denote it by A • . In the following we write A • = A 0 → . . . → A 2g for the sequence of abelian varieties of A • supplemented by its dual. This is, we identify A g ∼ = A ∨ g via λ g and let A 2g−i := A ∨ i for i = 0, . . . , g. The morphisms A 2g−i → A 2g−i+1 are defined to be the dual of A i−1 → A i .
Given an abelian variety A, we denote by A[p] the kernel of the multiplication by p. Recall that if A is defined over an algebraically closed field k of characteristic p, the group of A[p](k) is isomorphic to (Z/pZ) r where 0 ≤ r ≤ dim A is called the p-rank of A.
Since the preimage of a locally closed subset w.r.t. a continuous map is again locally closed, the p-rank strata on A I are locally closed. We endow them with the reduced subscheme structure. 
where {e 1 , . . . , e 2g } is the standard basis of F((t)) 2g and . . .
]-submodule which is generated by the elements inside the brackets. Denote by ( , ) the bilinear form represented by the matrix
We denote by 
For any F-algebra R we denote the base change of Λ • and
We denote by H i DR (A/S) or simply H i DR (A) the de Rham cohomology of an S-scheme A a → S. We are interested in the case where i = 1 and A is an abelian variety of relative dimension g. In this case H 1 DR (A/S) is a locally free O S -module of rank 2g and the Hodge -de Rham spectral sequence degenerates at E 1 , yielding an inclusion
. If S = Spec k is the spectrum of a perfect field of characteristic p, the Hodge-filtration of H 1 DR (A/S) can also be given in terms of Dieudonné theory. For this we denote the (contravariant) Dieudonné module of a finite, commutative, p-torsion group scheme K over k by (D(K), F, V ). Theorem 1.7 ([10], Cor. 5.11). Let k be a perfect field and A an abelian variety over k. There is a natural isomorphism
Now let S = Spec R be affine and Noetherian. It is shown in de Jong's paper [4] that if we apply H 1 DR to the diagram (1.4) we get a diagram of O S -modules
such that
• The horizontal sequences are dual to each other.
• q 0 and q g define non-degenerate alternating forms on H 1 DR (A 0 ) and H 1 DR (A g ) respectively.
•
) is a locally free R-module of rank 1 for i = 1, . . . , 2g.
• The composition of all morphisms in the diagram is zero.
Any diagram having these properties is locally isomorphic to Λ •,R . Furthermore ω A 0 and ω Ag are totally isotropic w.r.t. the bilinear forms q 0 resp. q g (see [4] ). For any Noetherian F-algebra R, the R-valued points of this diagram are given by
Here we mean by an isomorphism ι • a tuple of R-linear isomorphisms ι i :
which commute with the canonical morphisms Λ −i−1 → Λ −i resp. their dual for 0 ≤ i < g and identify the bilinear forms q 0 , q g with those of (1.5) up to a constant. Denote by Aut(Λ • ) the group scheme over F whose R-points are the automorphisms of Λ •,R . Then ϕ is an Aut(Λ • )-torsor and ψ is Aut(Λ • )-equivariant with respect to the canonical left action on A I and M loc I,F .
We have a bijection between R-points of M loc I,F and diagrams of R[[t]]-modules
• L −i and L i−2g are dual to each other with respect to the bilinear form t −1 · ( , ).
Here a sequence
Using that projectivity is a local property, it is easy to see that this indeed defines a bijection of R-valued points of M loc I,F and diagrams of this form. Obviously this bijection is functorial.
Construction of the KR stratification.
Here we recall the construction of the KR stratification of Ngô and Genestier in [9] . We denote by LGSp 2g resp. L + GSp 2g the loop group resp. the positive loop group of GSp 2g . Let B be the standard Iwahori subgroup, i.e. the preimage of B w.r.t. the reduction map L + GSp 2g → GSp 2g and Fℓ := LGSp 2g /B the affine flag variety. Definition 1.8. Let R be a Noetherian F-algebra.
(
(2) A complete periodic lattice chain is a sequence of lattices {L i } i∈Z with L i−1 ⊂ L i such that for every i we have that L i /L i−1 is a locally free R-module of rank 1 and
the bilinear form ( , ).
We expand λ • to a self-dual periodic lattice chain by setting λ i+2g·r := t r · λ i . It is well-known that the map
is bijective i.e. the functor associating the set of self-dual complete periodic lattice chains in R((t)) 2g with R is represented by Fℓ. By expanding the diagram (1.6) we obtain an embedding M loc I,F ֒→ Fℓ. We denote by Fℓ x := BxB/B the Schubert cell associated to an element x ∈ W . Then M loc I,F can be written as disjoint union of Schubert cells. (2) Let x ∈ W and x = (x 0 , . . . , x 2g−1 ) the corresponding extended alcove. A short calculation shows that
] thus the corresponding subspace F −i ⊂ Λ −i has basis {e i j ; (x 2g−i − ω 2g−i )(j) = 0}. Definition 1.10. For any x ∈ Adm(µ), we define the KR stratum
Since ϕ is a Aut(Λ • )-torsor, the property of being locally closed descends to A x . We endow the KR strata with the reduced subscheme structure. The properties of KR strata can be deduced from the analogous properties of Schubert cells in a similar manner.
(2) A x is smooth of pure dimension ℓ(x).
In particular, the A x form a stratification of A I 1.2.5. The p-rank on a KR stratum. From now on let k be an algebraically closed field. The calculation of the p-rank on a given KR stratum of Ngô and Genestier in [9] , Thm. 4.1 also proves that x determines the kernels of the isogenies of the chains A • corresponding to an k-point of A x up to isomorphism. We give a proof quite similar to theirs using Dieudonné theory.
Recall that up to isomorphism there are only three finite group schemes of order p over k:
• Z/pZ, the constant scheme.
• α p , characterized by α p (R) = {u ∈ R; u p = 0}.
• µ p , characterized by µ p (R) = {u ∈ R; u p = 1}.
The corresponding Dieudonné modules are characterized by
Proof. It suffices to prove (1). Then (2) follows by duality and (3) by exclusion. Now the exact sequence of commutative, finite, p-torsion group schemes
gives rise to an exact sequence of Dieudonné modules
By Theorem 1.7 this translates to the equivalence
} be the bases we described in 1.2.2.
by multiplication on the left of block matrices of the form
where the U r are upper triangular r × r matrices over k.
. . x 2g−1 ) denote the extended alcove corresponding to x. Then we may assume that
.4). We get
Now Lemma 1.5 implies that the last line is equivalent to x 0 (i) = 1, w(i) = i. Corollary 1.13 ( [9] , Thm. 4.1). The KR stratification is a refinement of the stratification by p-rank. The p-rank on the stratum A x , x ∈ Adm(µ) is given by #{i ∈ {1, . . . , g}; w(i) = i} where x = t x 0 w, w ∈ W and where w is considered as an element of S 2g ⊃ W .
Proof. Let A • ∈ A x (k). Since the multiplication by p is the composition of the maps A i → A i+1 , its kernel is an extension of the K i . Thus
which gives the result.
The following result about KR strata allows us to calculate the dimension of A
I . Corollary 1.14. Denote by Adm(µ) (d) the set of µ-admissible elements, which give rise to a KR-stratum on which the p-rank is d. Then
I is the finite union of locally closed A x , we get dim A
We call the a KR-stratum top-dimensional if it has the same dimension as the p-rank stratum which contains it. Since the KR-strata are equidimensional this is equivalent to saying that all its irreducible components have maximal dimension in the p-rank stratum. We call the corresponding µ-admissible elements of maximal length. Note that by Corollary 1.14 an element x ∈ Adm(µ)
2. The Dimension of the p-rank strata 2.1. Combinatorics of the symmetric group. In order to estimate the length of µ-admissible elements we need some results from the combinatorics of the symmetric group. The following definition will help us to express the length of certain µ-admissible elements.
Definition 2.1. Let σ ∈ S g . We define
The following proposition is a reformulation of a result of Clarke, Steingrímsson and Zeng; using their notation it states that INV = INV MT ( [3] , Prop.9).
Proof. Since the notation in [3] is entirely different from ours, we give an elementary proof of the proposition. We will reduce the claim to the following lemma.
Lemma 2.3 ([3], Lemma 8).
Let σ ∈ S g be a permutation. Write a i = σ(i). Then
The first equation of this lemma is proven in [2] , Lemma 3. Note that the second identity is a consequence of the first. Now let σ ∈ S g . To shorten the notation we write a i = σ(i). Writing ℓ(σ) as number of inversions, i.e ℓ(σ) = #{(i, j); i < j, σ(i) > σ(j)}, we get
Since B σ = B σ −1 , the assertion follows.
Corollary 2.4. For every σ ∈ S g we have
Proof. As a consequence of Lemma 2.2 we get
Now the left hand side does not change if we replace σ by σ −1 . Hence it is also greater or equal #{i; σ(i) < i}. Thus,
which gives the desired result.
Calculation of dim A (d)
I . As in the preceding sections, we consider W as subgroup of S 2g . Note that every element of W is uniquely defined by its images of 1, . . . , g. In particular, so are its fixed points. So whenever we speak of fixed points of a Weyl group element, we only mean those which are smaller or equal to g (unless stated otherwise).
For any subset F ⊂ {1, 2, . . . , g} let W F ⊂ W be the subgroup of elements whose fixed points are exactly the elements of F . Denote by Adm(µ) F the preimage of W F under the canonical projection pr : Adm(µ) → W, t x 0 · w → w. Then by Proposition 1.13
We fix a non-negative integer d ≤ g and a set F = {f 1 < f 2 < . . . < f d } ⊂ {1, 2, . . . , g}. Using Lemma 1.5 we may index the preimage of any element in W F by {0, 1} d . For every w ∈ W F we have pr −1 (w) = {t x w,v,0 · w; v ∈ {0, 1} d } where
and we obtain a one-to-one correspondence
i.e. an element of Adm(µ) F,v is uniquely determined by its Weyl group -component.
We fix a vector v ∈ {0, 1} d . To simplify the notation we establish the following notation: For integers 1 ≤ i, j ≤ g let
Remark. There is also a geometrical interpretation of fixing F and v. According to Proposition 1.12 this is the same as fixing the K i up to isomorphism.
We now identify W with F g 2 ⋊ S g , an element σ ∈ S g corresponds to a permutation w ∈ W with w(i) = σ(i), i = 1, . . . g and a vector u ∈ F g 2 corresponds to an element w with w(i) = i if u(i) = 0 and w(i) = 2g + 1 − i if u(i) = 1, i = 1, . . . , g. (Recall that the elements of W are uniquely determined by their restriction to {1, . . . , g}.) Denote by S F g the subset of all σ ∈ S g for which there exists a u ∈ F g 2 such that uσ ∈ W F . Obviously it is the set of all permutations which fix the elements of
So if i is a fixed point of σ then u(i) has a preset value, but we can choose the other components freely. However, this changes when we consider the maximal elements among them.
Lemma 2.5. Let σ ∈ S F g , u, u ′ ∈ F g 2 σ-admissible with u ′ ≤ u (Imposing the canonical order on F 2 = {0,1}). Then t x (u ′ σ),v,0 (u ′ σ) dominates t x (uσ),v,0 (uσ) w.r.t. the Bruhat order.
Proof. By induction, it suffices to prove the assertion in the case when u and u ′ differ in exactly one, say the i-th, component. By the observation we made above, this implies that σ(i) = i. The rest of the proof is the same as the proof of Lemma 8.2 in [5] .
Let us agree on the following convention. Whenever we write an element x ∈ W as a product like x = t x 0 · w or x = t x 0 · (uσ), we assume that x 0 ∈ X * (T ), u ∈ F g 2 , σ ∈ S g and w ∈ W . We call x 0 , w, u resp. σ its X * (T )-, W -, F g 2 -resp. S g -component. As a consequence of Lemma 2.5 and the description of Adm(µ) F,v at the beginning of this section we get the following assertion. Corollary 2.6. Assume that t x 0 · (uσ) is a maximal element with respect to the Bruhat order in Adm(µ) F,v . Then for all 1 ≤ i ≤ g
More precisely any element t x 0 ( uσ) is dominated by t x 0 (uσ) where x 0 and u are given by above description.
Definition 2.7. We call a µ-admissible element possibly maximal if it satisfies the condition of Corollary 2.6.
The following proposition is the core of this paper, it enables us to calculate the dimension of the p-rank strata and to determine the top-dimensional KR-strata. Proposition 2.8. Let x = t x 0 (uσ) be possibly maximal.
(1) For all σ ∈ S F g we have
(2) In particular, for all σ
Proof.
(1) We calculate ℓ(t x 0 (uσ)) using Lemma 1.3. Recall that
In order to calculate the sum on the right hand side, we divide it up into ten smaller sums. In the process we distinguish between the cases
and the values of {u(i), u(j)} ∈ F 2 2 when we consider the cases (a) and (b) resp. the value of u(i) ∈ F 2 2 when we consider the case (c). We denote these sums by Σ a,(u(i),u(j)) , Σ b,(u(i),u(j)) and Σ c,u(i) .
(a) Summands coming from β 1 i,j . Let 1 ≤ i < j ≤ g. We need to check when w −1 β 1 ij is positive and calculate β 1 ij , x 0 . Using the description of positive roots given in section 1.1 we get (2.2)
We will give the calculation of Σ a,(0,0) in full detail -the other sums are calculated analogously.
Here the second equality holds because by definition of "possibly maximal", u(i) = 0 is equivalent to σ(i) ≈ i and by (2.2) we have equivalence between w −1 β 1 ij ∈ R + and σ −1 (i) < σ −1 (j) in the case u(i) = u(j) = 0. Our calculation of β 1 ij , x 0 implies that the first sum equals (we always sum over i, j ∈ {1, . . . , g} unless stated otherwise)
and that second sum equals
Using the same arguments we get
Let us impose that until the end of this proof whenever we refer to a equation we only mean the right hand side. Then (2.10) is the sum of (2.3), (2.7), (2.8) and (2.9) while (2.11), (2.12) and (2.13) are just reformulations of (2.4), (2.5) and (2.6), respectively.
(b) Summands coming from β 2 ij . We proceed as in the first case.
or (u(j) = 0 and σ
Here (2.20) is the sum of (2.10), (2.11), (2.14), (2.16), (2.18) and (2.19); (2.21) is the sum of (2.12) and (2.17); and (2.22) is the sum of (2.13) and (2.15).
(c) Summands coming from β 3
Thus we get
So the final sum is
where the sum is taken over i, j ∈ {1, . . . , g} and k ∈ {1, . . . , d}.
(2) The claim is a consequence of part (1) of the proposition and Corollary 2.4. Since #{(i, k); i < f k < σ(i)} ≤ B σ we get
Now ℓ(t x 0 w) is an integer, hence the claim follows.
(3) We apply the formula of part (1). Now
Remark. Let x = t x 0 · w be possibly maximal. Denote by x ′ the preimage of x w.r.t. the homomorphism W GSp 2g−2d ֒→ W induced by the embedding GSp 2g−2d ֒→ GSp 2g which adds the k-th rows and columns (0 (k−1) 1 0 (2g−k) ) for all k ∈ F and 2g + 1 − k ∈ F . This amounts to removing the f -th and 2g + 1 − f -th coordinates of the X * (T )-component and skipping the fixed points of w (here we also mean those which are greater than g). Proposition 2.8(1) implies that
In particular the difference is independent of x. So the length of x does not depend on v and to some extent it also does not depend on F .
As a consequence of Corollary 1.14 and part 2 and 3 of Proposition 2.8 we obtain the first main result of this paper, which is part (1) of Theorem 0.2 in the introduction. .
Comparison between the KR stratification and p-rank stratification
We are going to prove the statement of Theorem 0.2(2) next. Note that
where the last equality holds because of Proposition 1.11 (1) . So our strategy will be examining for every µ-admissible x the set of µ-admissible y which dominate x w.r.t. the Bruhat order, respectively the p-rank on the KR strata associated to these y.
3.1.
Going up in p-rank. In this section we prove some first lemmas concerning elements dominating a given µ-admissible element x. The main part of this section is the construction of a set of examples, which we will use most of the time when we want to construct dominating elements of given p-rank.
Since the p-rank is no longer fixed, we also cannot assume F and v to be fixed any longer. Thus we have to introduce some more notation. Denote the set of fixed points of the W -component of an element x ∈ Adm(µ) by F(x). We also have to reformulate the notion of possibly maximal (cf. Definition 2.7). We call x = t x 0 (uσ) ∈ Adm(µ) possibly maximal if for every i = 1, . . . , g
It is easy to see that this definition is equivalent the definition we gave earlier. Thus we can still use Corollary 2.6 implying that every x ∈ Adm(µ) is dominated by a possibly maximal element y which has the same S g -component such that F(x) = F(y). In particular if x ∈ Adm(µ) (d) then we also have y ∈ Adm(µ) (d) .
Proof. By Theorem 0.1(1), the right hand side equals π −1 (A
. Then x ≤ y if and only if x and y are related with respect to the Bruhat order.
Proof. This is an easy consequence of Lemma 3.1 and Proposition 1.11 (1) . Definition 3.3. Let w = uσ ∈ W and σ = Z 1 · · · Z n the decomposition into disjoint cycles (in the usual sense of the cycle decomposition in the symmetric group, including the cycles of order 1). We say that Z is a cycle of w if Z ∈ {Z 1 , . . . , Z n } such that either ord Z ≥ 2 or if ord Z = 1, i.e. Z = (i) where i is a fixed point of σ, we have that i is not a fixed point of w. If x ∈ Adm(µ) has W -component w we also call Z a cycle of x. The set of cycles of x is denoted by Z(x).
By construction Z(x) is uniquely determined by F(x) and the S g -component σ of x. The converse is also true: Since Z(x) determines the cyclic decomposition of σ, it also determines σ. Now an integer 1 ≤ i ≤ g occurs in a (unique) cycle of x if and only if i ∈ F(x), i.e. F(x) is the set of all integers 1 ≤ i ≤ g which do not occur in a cycle of Z(x).
As a consequence we may reformulate our conclusion of Corollary 2.6 as follows. For every µ-admissible x there exists a possibly maximal element y ∈ Adm(µ) such that x ≤ y and Z(x) = Z(y).
Also note that our new description of F(x) yields that for any x ∈ Adm(µ) (d)
We simplify the notation for the coming calculations. Denote by s i , s ij ∈ W the reflections corresponding to the roots β 3 i resp. β 1 ij . With respect to the identification
Then there exists a possibly maximal y ∈ Adm(µ) with x ≤ y satisfying the following additional assumption depending on Z.
(1) If ord Z = 1 then
Proof. Surely the condition on F(y) follows from the condition on Z(y). Now observe that due to Corollary 3.2 we can replace the demand that y dominates x with respect to the Bruhat order by the weaker demand that they are related. For this it is sufficient that y = s · x or equivalently y = x · s where s is an affine reflection.
In each of the three cases the fact that y is possibly maximal will be an easy consequence of the fact that x is possibly maximal; its verification will therefore be omitted.
(1) Consider y = s c 1 x. Since σ(c 1 ) = c 1 , u(c 1 ) = 1, we get that c 1 is a fixed point of y implying the condition on Z(y). Now by Theorem 1.6 an element of the extended affine Weyl group is µ-admissible if and only if the corresponding G-alcove is minuscule. Therefore the criterion of Lemma 1.5 can also be used to check whether an element of W is µ-admissible. In our case the fact that x meets this criterion obviously implies that y satisfies it; thus y ∈ Adm(µ).
(2) Let y = s c 1 ,c 2 · x. We have σ(c 1 ) = c 2 , σ(c 2 ) = c 1 (and thus u(c 1 ) = u(c 2 ) = 0 since x is possibly maximal). Therefore we get that F(y) = F(x) ∪ {c 1 , c 2 } and Z(y) = Z(x) \ {Z}. Using the same argumentation as in (1), we see that the fact that y is µ-admissible follows from Lemma 1.5. One easily checks that the conditions on F(y) and Z(y) are met, so that we only have to prove that y is µ-admissible.
In the case c k−1 > c k+1 let y = t y 0 w ′ . Note that since x is possibly maximal we have w −1 (c i ) = σ −1 (c i ) = c i−1 for all i. To prove that y is µ-admissible it suffices to check the criterion of Lemma 1.5 for the coordinates where the X * (T )-component or the preimage of the W -component have changed, i.e. at c k and c k+1 . Since c k is a fixed point of w ′ there is nothing to check here. Thus
implies that y ∈ Adm(µ).
In the case c k−1 < c k+1 , we have y = t x 0 w ′ with the same w ′ as in the previous case. Thus it again suffices to check the criterion of Lemma 1.5 at the coordinate c k+1 . Indeed,
Then there exists a y ∈ Adm(µ) (d+1) such that x ≤ y with respect to the Bruhat order.
Proof. Since x is dominated by possible maximal element with the same cycles, we may assume without loss of generality that x is possibly maximal. Since the assertion on σ is equivalent to postulate that x at least one cycle of order unequal to 2, the assertion follows from Lemma 3.4(1) or 3.4(3).
3.2. Top-dimensional KR strata. In this section we give an explicit description of the elements of maximal length, which by definition correspond to the top-dimensional KR strata. As an immediate result of the previous section we get: Lemma 3.6. Let x ∈ Adm(µ) (d) be of maximal length and σ its S g -component. Then x is obviously possibly maximal. So we may reduce our considerations to x ∈ Adm(µ) respectively σ ∈ S g which are of the form described in Lemma 3.6. Next we check when the left hand side and the right hand side of (2.1) are (almost) equal.
Lemma 3.7. If σ ∈ S g is an involution, equality occurs in (2.1) if and only if C σ = 0.
Proof. The proof is straightforward:
Since σ is an involution the last summand equals zero and C σ −1 = C σ . Hence the right hand side is 2 · C σ , which proves the assertion.
Lemma 3.8. If σ ∈ S g is the disjoint product of some transpositions and a cycle of order 3, we get
Proof. One can prove this lemma the same way as Lemma 3.7, with only a slight difference: Depending on whether the cycle of order 3 is increasing or decreasing, one of the terms #{i; i < σ(i) < σ 2 (i)}, #{i; σ 2 (i) < σ(i) < i} equals zero and the other equals one. Thus if we add the two equations
Note that since the left hand side of (2.1) is an integer and the fraction part of the right hand side is Remark. One can show that the converse of Lemma 3.7 and 3.8 is also true. If the left hand side and right hand side of (2.1) are equal resp. differ by 1 2 then C σ = C σ −1 = 0 and σ is an involution resp. the disjoint product of some transpositions and a cycle of order 3. Indeed, for any cycle σ 0 of order greater than two for which the sequence (sign(σ 
is alternating after removing some consecutive elements of the same value (Here both terms "consecutive" and "alternating" refer to the notion that the ord σ 0 -th element of the sequence has the first element as its successor), which implies the converse of Lemma 3.8.
Definition 3.9. Let σ ∈ S 2g be an involution and e ∈ {1, . . . , 2g}. We say that σ embraces e if there exists an i such that i < e < σ(i).
We denote by M (d) ⊂ Adm(µ) (d) the subset of elements of maximal length.
As an application of this result we can deduce an explicit formula for the number of top-dimensional irreducible components of A (d) I for d > 0. The remaining part of this section will not be needed in the sequel.
We recall the following result of Görtz and Yu.
Proposition 3.11 ([5] , Thm. 7.4). If A x is not contained in the supersingular locus, then the stratum A x is irreducible. Now let d > 0. Then the proposition above says that A x is connected for each x ∈ Adm(µ) (d) (µ). Thus,
n the n-th Catalan number.
Proof. The claim is certainly true if g = d as M (g) = Adm(µ) (g) = {t w(µ) ; w ∈ W }, so we may assume that g − d > 0. In order to calculate #M (d) , we have to count the number of σ ∈ S g of the form described in Proposition 3.10. As the factor g d counts the number of choices of the set of fixed points and 2 d is the number of choices for the F 2 -component, we are reduced to the case d = 0.
We denote for any positive integer m K m := {σ ∈ S 2m ; σ is a fixed point free involution, C σ = 0}.
Mapping an element σ ∈ K m to the the string with length 2m with i-th letter X if σ(i) > i resp. Y if σ(i) < i induces a bijection between K m and the Dyck-words of length 2m. Thus #K m = C m , proving (1). Now let g be odd. We denote by K 1 m the set of all σ ∈ S 2m+1 such that σ is the product of m disjoint transpositions, does not embrace its fixpoint and satisfies C σ = 0. Also, we denote by K 3 m the set of all σ ∈ S 2m+1 such that σ is the product of m − 1 transpositions and a cycle of order three which are pairwise disjoint such that C σ = C σ −1 = 0. We write n := ⌊ g 2 ⌋. Then by Proposition 3.10,
n . Now we have a bijection
where, denoting the fixed point of σ by e, the permutation σ ′ is given by
In particular, #K 1 n = C n+1 . Now we have a bijection
where c 1 < c 2 < c 3 are the elements of the cycle of order 3 of σ and
As c 1 tells us where to reinsert σ 2 into σ 1 , this map is indeed bijetive. Thus
This finishes the proof of part (2). 
if g − d is even and
Remark. One can also give a decription of the number of top-dimensional irreducible components of A
I . If g is odd then according to Proposition 8.9 in [5] there is no supersingular KR stratum among the top-dimensional ones, so that the above formula still holds for d = 0. If g is even, this proposition tells us that there is exactly one supersingular top-dimensional KR stratum. A formula for its number of connected components is given in [6] , Corollary 6.6.
3.3.
The relative position of p-rank strata. The aim of this section is to describe the closure of a p-rank stratum as a union of KR-strata. The main part of it will be to prove the following theorem:
We have to check the µ-admissibility criterion of Lemma 1.5 at the coordinates i, j, a i and a j .
So y ′ is µ-admissible. Obviously w ′ has d − 1 fixed points and σ ′ is not an involution. Hence y ′ is dominated by some y ∈ Adm(µ) (d) by Corollary 3.5. We have x ≤ y ′ by Lemma 1.2 since β 1 j,a i , x 0 = x 0 (j) − x 0 (a i ) = −1, so y also dominates x.
(c) σ is an involution with d−1 fixed points, C σ = 0. Since x is not of maximal length, it is not possibly maximal. However, using Lemma 2.5 we may (and will) assume there is only a single coordinate 1 ≤ c 1 ≤ g such that u(c 1 ) = 1 and σ(c 1 ) = c 1 . Let c 2 = σ(c 1 ). Then σ interchanges c 1 and c 2 and u(c 2 ) = 0. Now y = s c 1 ,c 2 · x is obviously contained in Adm(µ) (d) and thus also x ≤ y by Corollary 3.2.
In order to deduce a comparison between arbitrary p-rank strata from this proposition we need the following lemma. Proof. Let x = t x 0 (uσ) ∈ Adm(µ) (d−2) . We assume without loss of generality that x is possibly maximal. If there exists a Z ∈ Z(x) of order 2 we done by Lemma 3.4(2).
Assume none of the cycles has order two. Then we can apply Lemma 3.4(1) or 3.4(3) to it. We get an element y ′ ∈ Adm(µ) (d−1) which dominates x. If we applied Lemma 3.4(1), then Z(y ′ ) does not contain a cycle of order 2, if we applied Lemma 3.4(3) there is at most one. So unless g −d = 1 we can apply Corollary 3.5 to y ′ to obtain a y ∈ Adm(µ) (d) such that x ≤ y ′ ≤ y. Proof. Assume the contrary: Then there exist x ∈ Adm(µ) (d) of maximal length and y ∈ Adm(µ) (d+u) with x ≤ y, i.e. we can find reflections s (1) , . . . , s (k) such that y = s (k) · . . . · s (1) · x and ℓ(s (l+1) · . . . · s (1) · x) = ℓ(s (l) · . . . · s (1) · x) + 1 for every 1 ≤ l < k. But with each of these reflections we gain at most two additional fixed points. Thus we get k ≥ This finishes the proof of Theorem 3.14(1-2).
In order to prove the third part, we need the following lemma.
Lemma 3.18. Let w ∈ W and t w(µ) = s Recall the description of the s i in subsection 1.1.1. (Left) multiplication with s 0 or s g changes exactly one coordinate of the F g 2 -component, multiplication with s i,i+1 only permutes its coordinates; in particular it does not change the number of coordinates which are zero resp. one. Since the F g 2 -component of t w(µ) resp. τ is (0 (g) ) resp. (1 (g) ) we get a ≥ g.
On the other hand, multiplication with s 0 or s g does not change the S g -component and multiplication with s i,i+1 induces a multiplication with an adjacent transposition on the S g -component. Since the S g -component of t w(µ) resp. τ is Id resp. (1 g)(2 g − 1) · · · we get b ≥ ℓ((1 g)(2 g − 1) · · · ) = g(g−1) 2 , proving our claim.
Proof of Theorem 3.14(3). Recall that for x, y ∈ W , we have x ≤ y if and only if x can be realized as a subsequence of a reduced decomposition of y. We know that an element y = t y 0 · (u ′ σ ′ ) ∈ Adm(µ) is contained in Adm(µ) (g−1) if and only if u ′ = (0 (i−1) 1 0 (2g−i) ) for some i and σ ′ = Id. Using Lemma 3.18 and the observations made in its proof, we see that this is equivalent to the claim that y can be realised by removing one s 0 or s g from a reduced decomposition of t w(µ) for some w ∈ W . Thus x = t x 0 (uσ) ∈ Adm(µ) is dominated by an element y ∈ Adm(µ) (g−1) if and only if x can be realized as a subsequence of a reduced decomposition of some t w(µ) with at most g − 1 reflections equal to s 0 or s g . In particular we get that u = 0.
Now let x = t x 0 · (uσ) with u = 0. By repeatedly applying Lemma 2.5 and Lemma 3.4(1), we may assume that u(i 0 ) = 1 for exactly one integer i 0 . Then i 0 ∈ F(x), so it occurs in a unique cycle Z = (i 0 · · · i n ) of x. We proceed by induction on ord Z.
If ord Z = 1, then x is possibly maximal. By subsequently applying Lemma 3.4(2-3) we get a possibly maximal element y that dominates x such that Z(y) = {(i 0 )} and thus y ∈ Adm(µ) (g−1) .
If ord Z ≥ 2, let x = t x 0 · w = t x 0 · ( u σ) := s i 0 ,i 1 · x. Then u(j) = 0 j = i 1 1 j = i 1
where Z ′ = (i 1 · · · i n ), in particular ord Z ′ = ord Z − 1. To prove that x is µ-admissible, it suffices to check the criterion of Lemma 1.5 at the coordinate i 1 . Indeed, we have x 0 (i 1 ) = x 0 (i 0 ) = 1 and w −1 (i 1 ) > g ≥ i 1 because of u(i 1 ) = 1. Now x ≤ x by Corollary 3.2. Using the induction hypothesis we find that there exists a y ∈ Adm(µ) (g−1) such that x ≤ x ≤ y.
