We present a music information retrieval approach based on power laws. 
Introduction
The field of music information retrieval (MIR) focuses on retrieving information from large, on-line repositories of music content, using various forms of query-based or navigation-based approaches [1, 2, 3, 4] . MIR techniques can be applied in a wide variety of contexts, ranging from searches in music libraries (e.g., [5] ), to consumeroriented music e-commerce environments [6] .
Given today's commercial music libraries with millions of music pieces (and with hundreds of new pieces added monthly), MIR approaches that utilize (even partial) models of human aesthetics are of great importance. This paper describes such an MIR approach, which utilizes power-law metrics.
In earlier work, we have shown that metrics based on power laws (e.g., Zipf's law) comprise a promising approach to modeling music aesthetics [7, 8, 9] . Herein, we present new results on the relationship between power-law metrics and aesthetics for music classification and MIR. First, we discuss a large-scale experiment where an artificial neural network (ANN) classifies 2,000 music pieces into two categories, based on data related to human aesthetic preferences, with 90.70% accuracy. Then, we present audio results from a MIR experiment, where a search engine utilizing power-law metrics automatically retrieves "aesthetically" similar music pieces from a 15,200+ corpus.
Background
Content-based MIR approaches focus (a) on extracting features from music pieces, and (b) on using these features, in conjunction with machine learning techniques, to automatically classify pieces, e.g., by composer, genre, mood, etc. Tzanetakis and Cook (2002) work at the audio level with three types of features, i.e., timbral texture features, rhythmic content features, and pitch content features [10] . They classify 1000 music pieces distributed equally across 10 musical genres (i.e., Blues, Classical, Country, Disco, Hip-Hop, Jazz, Metal, Pop, Regae, and Rock) with an accuracy of 61%. (This is one of the most referenced studies in the music classification literature.) Basili et al. (2004) work at the MIDI level with features based on melodic intervals, instruments, instrument classes and drum kits, meter/time changes, and pitch range [11] . They classify approx. 300 MIDI files from six genres (i.e., Blues, Classical, Disco, Jazz, Pop, Rock) with accuracy near 70%. Dixon et al. (2004) work at the audio level with features based strictly on rhythm, including various features derived from histogram calculations [12] . They classify 698 pieces from the 8 ballroom dance subgenres from the ISMIR 2004 Rhythm classification contest (i.e., Cha Cha, Jive, Quickstep, Rumba, Samba, Tango, Viennese Waltz, and Waltz) with an accuracy of 96%. It should be noted that rhythm classification is much easier than general genre classification. Lidy and Rauber (2005) work at the audio level with features similar to [12] including various psycho-acoustic transformations [13] . They use three different corpora, namely the set from the ISMIR 2004 Rhythm classification contest (698 pieces across 8 genres); the set from the ISMIR 2004 Genre classification contest (1458 pieces across 10 genres); and the set used by [10] [14] . They classify 950 pieces from three broad genres (Classical, Jazz, Popular) with an accuracy of 98%. However, according to Karydis et al. (2006) , "the system requires training for the 'fittest' set of features, a cost that trades-off the generality of the approach with the overhead of feature selection." [15] Li et al. (2003) work at the audio level with statistical features, which capture amplitude variations [16] . On the same set of 1000 music pieces used by [10] , they classify across the 10 genres with an accuracy of 78.5%, a significant improvement over [10] . Karydis et al. (2006) work at a MIDI-like level with features based on repeating patterns of pitches, and selected properties of pitch and duration histograms. On a corpus of 250 music pieces spanning 5 classical subgenres (i.e., ballads, chorales, fugues, mazurkas, sonatas), they reach an accuracy of approximately 90% [15] .
In the next section, we discuss features based on power laws as a promising new approach for MIR applications.
Power Laws and Music
A power law denotes a relationship between two variables where one is proportional to a power of the other. One of the most well-known power laws is Zipf's law:
where P(f) denotes the probability of an event of rank f, and n is close to 1. It is named after the Harvard linguist, George Kingsley Zipf, who studied it extensively in natural and social phenomena [23] . The generalized form is:
where a and b are real constants. Theories of aesthetics suggest that artists may subconsciously introduce power-law proportions into their artifacts by trying to strike a balance between chaos and order [17, 18] . Empirical studies demonstrate connections between power laws and human aesthetics [8, 19, 20, 21] . For instance, "socially-sanctioned" (popular) music exhibits power laws across various attributes [7, 21, 22, 24] . Finally, power laws have been used to automatically generate aesthetically pleasing music, further validating the connection between power laws and aesthetics [9, 23] .
In earlier work, we developed a large set of power law metrics (currently more than 250), which we use to measure statistical proportions of a variety of music theoretic and other attributes. These attributes include pitch, duration, melodic intervals, harmonic intervals, as well as higher-order and local-variability variants of these metrics [9] . Each of these metrics, creates a log-log plot of P(f) and f, computes the linear regression of the data points, and returns two values: the slope of the trendline, b, and the strength of the linear relation, r 2 [8] . These values are used as features in classification experiments.
These features have been validated through ANN classification experiments, including composer identification with 93.6% to 95% accuracy [25, 26] ; and pleasantness prediction using emotional responses from humans with 97.22% accuracy [8] .
Currently, we are conducting various style classification experiments. Our corpus consists of 1566 pieces from various genres, including Renaissance, Baroque, Classical, Romantic, Impressionist, Modern, Jazz, Country, and Rock. Our results range from 71.52% to 96.66% accuracy (pending publication).
In addition to genre classification, we are exploring the applicability of power-law metrics for modeling aesthetic preferences of listeners. This type of validation goes beyond traditional style classification experiments (e.g., see Section 2).
In an earlier experiment, we trained ANNs to classify 210 music excerpts according emotional responses from human listeners. Using a 12-fold, cross-validation study, ANNs achieved an average success rate of 97.22% in predicting (within one standard deviation) human emotional responses to those pieces [8] .
The following section presents a large-scale experiment exploring the connection between power laws and music aesthetics.
A Classification Experiment Based on Aesthetic Preferences
The problem with assessing aesthetics is that (similarly to assessing intelligence) there seems to be no objective way of doing so. One possibility is to use a variant of the Turing Test, where we ask humans to rate the aesthetics of music pieces, and then check for correlations between those ratings and features extracted using our power-law metrics. In this section, we explore this approach.
For this experiment, we trained ANNs to classify 2,000 pieces into two categories using aesthetic preferences provided by humans. We used the Classical Music Archives (CMA) corpus, which consists of 14,695 classical MIDI encoded pieces. A download log for November 2003 (1,034,355 downloads) served to identify the 1000 most downloaded vs. the 1000 least downloaded pieces.
1 Given this configuration, the most-preferred vs. least-preferred classes were separated by over 12,000 pieces. Although there may exist other possibilities for a piece's preference among CMA listeners (e.g., how famous it is), given the size of the corpus and the large 1 A pilot study appears in [9] . separation between the two classes, we believe that these possibilities are for the most part subsumed by aesthetic preference. 2 First, we conducted a classification task using 156 features per piece to train an ANN. These features consisted of the 13 regular metrics, two higher-order metrics for each regular metric, and a local-variability metric for each regular and higher-order metric.
For control purposes, we conducted a classification task identical to the first, but with classes assigned randomly for each piece.
Finally, we conducted a classification task identical to the first, but using only 12 most relevant slope values to train the ANN. These attributes were selected to be most correlated with a class, but least correlated with each other, by searching a space of attribute subsets through greedy hill-climbing augmented with a backtracking facility.
All classification tasks involved feed-forward ANNs trained via backpropagation. Training ran for 500 epochs, with a value of 0.2 for momentum and 0.3 for learning rate. The ANNs contained a number of nodes in the input layer equal to the features used for training, 2 nodes in the output layer and (input nodes + output nodes)/2 nodes in the hidden layer. For evaluation, we used 10-fold cross validation. The corpus of 2,000 songs was separated randomly into 10 unique parts; the ANN was trained on 9 out of the 10 parts (90% training), and evaluated on the 1 remaining part (10% testing). This process was repeated 10 times, each time choosing a different testing part. The average success rate was reported.
Results and Discussion
For the first classification task, the ANN classified 1,814 of the 2,000 pieces correctly, achieving a success rate of 90.70%. Table 1 shows the confusion matrix. In the control run, with classes assigned randomly, the ANN classified 1,029 pieces correctly, a success rate of 51.45%. This suggests that the high success rates of the first classification task are largely due to the effectiveness of the extracted music features.
In the final classification task, using only the 12 most relevant slope values for training, the ANN still achieved a success rate of 83.29% (see Table 2 ). This and other results suggest that many of the original 156 features are highly correlated. Tables 3 and 4 provide basic statistics for the 156 features and 12 selected features, respectively, for the two classes. It should be noted that the 12 selected slopes for most preferred pieces (Table 4) approximate an ideal Zipfian slope of -1 (average of -1.0621), whereas 2 These pieces have been around for more than 100 years. Both groups share composers, genres, and form (e.g., fugue). The only difference between them is that listeners have considerably more preference for one group than the other; otherwise the two groups are hard to differentiate. the slopes for least preferred pieces indicate more chaotic proportions (average of -0.8846). This is consistent with slopes seen in earlier studies [7, 8, 24] .
The 12 most relevant features (slope values) were related to chromatic tone and harmonic/melodic consonance. Interestingly, similar metrics were also found to be most relevant in our previous classification experiment involving emotional responses of listeners [8] . These results are consistent with music theory, and suggest that our metrics are capturing aspects of music aesthetics.
A Music Search Experiment
Motivated by the high success rates of classification experiments validating power-law metrics, we created a prototype of a music search-engine that utilizes such metrics for music retrieval based on aesthetic similarity. In this section, we report empirical results from this effort.
As far as the search engine is concerned, each music piece is represented as a vector of 250+ power-law slope and r 2 values. As input, the engine is presented with a single music piece. The engine searches the corpus for pieces "aesthetically" similar to the input, computing the mean squared error (MSE) of the vectors. The pieces with the lowest MSE (relative to the input) are returned as best matches.
For this experiment, we used the CMA corpus (14,695 MIDI pieces) augmented with 500+ MIDI pieces from other music genres including Jazz, Rock, Country, and Pop (a total of 15,200+ music pieces). As input, the music search engine was given random pieces from the corpus, and returned the three best matches for each of the inputs. Table 5 shows the output from a typical query. This and other examples (with audio) may be found at http://www.cs.cofc.edu/~manaris/music-search. Readers may assess for themselves the aesthetic similarity between the input and the retrieved pieces.
Results and Discussion
An intriguing observation is that the search engine discovers similarities across established genres. For instance, searching for music similar to Miles Davis' "Blue in Green" (Jazz), identifies a very similar (MSE 0.0043), yet obscure cross-genre match: Sir Edward Elgar's "Chanson de Matin" (Romantic). Such matches can be easily missed even by expert musicologists. We think the ability to find such matches is empowering, given today's commercial music libraries with millions of pieces. This preliminary experiment demonstrates the potential of a music search engine based on aesthetic similarity captured via power-law metrics.
Conclusion
In this paper, we have described a MIR approach based on power-law metrics. We presented two experiments applying this approach: (a) a classification experiment based on aesthetic preferences of human listeners, and (b) a music retrieval experiment, along with audio results, on searching a music collection by aesthetic similarity.
The results of the first experiment are intriguing. Have we discovered a "black box" that can predict the popularity of music? Or have we discovered a model of music aesthetics, i.e., a model that captures relevant statistical properties of the human hearing apparatus (i.e., proportions of sounds that are pleasing to the ear)? Earlier work (e.g., [17, 18, 19, 21, 22, 23] ) supports the second interpretation. To verify, we are exploring new techniques for assessing MIR technology based on measuring human emotional responses. The experimental methodology is partially described in [8] . Early results are supportive of the aesthetics claim [9] .
Finally, we are adapting our metrics for use with audio formats (as opposed to only MIDI). Preliminary results are encouraging. A music search engine with the ability to identify aesthetically similar music may have significant implications for music retrieval on the Web (e.g. Google), the music industry (e.g. iTunes), and digital libraries (e.g. the US National Science Digital Library). Since music permeates society, the proposed MIR approach may have significant societal implications, as it may drastically enhance the way people access and enjoy music. 
