This paper was motivated by the problem of developing an optimal strategy for exploring a large oil and gas field in the North Sea. Where should we drill first? Where do we drill next? The problem resembles a classical multiarmed bandit problem, but probabilistic dependence plays a key role: outcomes at drilled sites reveal information about neighboring targets. Good exploration strategies will take advantage of this information as it is revealed. We develop heuristic policies for sequential exploration problems and complement these heuristics with upper bounds on the performance of an optimal policy. We begin by grouping the targets into clusters of manageable size. The heuristics are derived from a model that treats these clusters as independent. The upper bounds are given by assuming each cluster has perfect information about the results from all other clusters. The analysis relies heavily on results for bandit superprocesses, a generalization of the classical multiarmed bandit problem. We evaluate the heuristics and bounds using Monte Carlo simulation and, in our problem, we find that the heuristic policies are nearly optimal.
Introduction
This paper was motivated by the problem of developing an optimal strategy for exploring a large oil and gas field in the North Sea, off the coast of Norway. We were given a probabilistic model of the field (modeled as a Bayesian network) and the question was how to optimally explore this field: Where should we drill first?
Where do we drill next? Clearly the choices for later targets may depend on what we observe at earlier wells -particularly when drilling "wildcat" wells in regions that are not well understood. For example, positive results in one region of the field may lead us to explore other targets that are nearby or share geologic features. Conversely, negative results may lead us to explore other regions or quit altogether.
This sequential exploration problem is naturally formulated as a stochastic dynamic program. However, the problem suffers from the "curse of dimensionality" and scales poorly. For instance in our motivating example, we have 25 possible targets and the state space for this dynamic program has approximately 10 15 elements; this problem is much too large to solve exactly using standard dynamic programming techniques.
The sequential exploration problem also has some similarities to the classical multiarmed bandit problem.
The classical multiarmed bandit problem consists of a set of "arms," each corresponding to a Markov reward process. In each period, the decision maker (DM) selects an arm to play and receives a random reward; the state of the selected arm then randomly changes and the process begins again with the DM choosing which arm, if any, to play next. If the state changes for the arms are statistically independent, the classical multiarmed bandit problem has a very elegant solution: Gittins and Jones (1974) showed that it is optimal to pull the arm with the largest "Gittins index," where these Gittins indices can be calculated by considering each arm in isolation. Thus the classical multiarmed bandit problem can be solved by decomposing the problem into a series of computationally manageable subproblems, one for each arm.
Unfortunately our motivating example does not fit the framework of the classical multiarmed bandit problem. First, it is not clear how to define an appropriate set of arms: there are a number of potential targets to drill and these targets are related in complex ways. For example, we could view each potential target in the field as an arm. Alternatively, we could group several targets into a larger "cluster" of targets that we view as a larger, more complicated arm. Second, regardless of how we define the arms, the rewards and state transitions are generally not statistically independent. In our motivating example, dependence is a key feature of the problem and we would expect good drilling strategies to make use of information provided by the wells that have already been drilled.
Similar problems arise in many other settings, even in problems that are viewed as prototypical applications of the bandit problem. For example, in job scheduling applications there is single machine (or server) processing jobs and the question is which job (or class of jobs) to work on first. In practice, however, it may not be obvious how to define job classes and, moreover, one might expect the time or cost to complete jobs to be correlated across classes. A modern example of a bandit problem is in targeted advertising, where a DM decides which advertisement to show to a user on a web page. Here too one might expect the performances for similar advertisements (e.g., ads for different shoes) to be correlated. Finally, clinical trials are sometimes viewed as bandit problems with arms representing experimental treatments; again, similar treatments (e.g., variations on treatment protocols) may be dependent.
In this paper, we will develop some heuristic policies for sequential exploration problems and complement these heuristic policies with upper bounds on the performance of an optimal policy. First, we group targets into clusters, attempting to capture the most important dependencies in the problem while maintaining tractability. We then generate heuristics and lower bounds on the optimal value by assuming the clusters are independent. We generate upper bounds by assuming each cluster has perfect information (clairvoyance)
about the results from all other clusters. We can experiment with different choices of clusters: larger clusters provide better lower and upper bounds but require more computational effort.
These independent and clairvoyant approximations both render the clusters independent and reduces the sequential exploration problem to a "bandit superprocess," a variation on the classical multiarmed bandit problem where the arms are Markov decision processes (rather than Markov reward processes). Bandit superprocesses, unlike the classical multiarmed bandit, generally cannot be solved using decomposition.
However, we provide lower and upper bounds on the value of a bandit superprocesses that can be decomposed into cluster-specific subproblems. Combining these bandit superprocess bounds with the independent and clairvoyant approximations, we arrive at lower and upper bounds on the performance of an optimal policy for the sequential exploration problem. We estimate these bounds using Monte Carlo simulation. In our application, with a suitable choice of clusters, we find that the difference between the upper and lower bounds is small, which suggests that the heuristic policies achieving the lower bound are nearly optimal.
Literature Review
This paper builds on and contributes to three strands of literature. First, we build on Bickel and Smith (2006) , which studied sequential exploration problems in the oil industry using dynamic programming methods. We will use similar dynamic programming models to evaluate clusters in isolation, but we cannot use this direct dynamic programming approach to solve problems of the size we consider here. Bickel and Smith considered an example with 6 targets that were either wet or dry; this leads to a dynamic program with 3 6 = 729
states. Bickel, Smith and Meyer (2008) considered an example with 5 targets with more complex geologic uncertainties that leads to a dynamic program with approximately 59,000 states. Our motivating example is discussed in Martinelli et al. (2011) and would have 4 25 ≈ 10 15 states if modeled as a single dynamic program. Martinelli et al. (2011) describe the construction of the Bayesian network and discuss probabilistic inference in this example. Martinelli et al. (2012) considers the use of some simple heuristic sequential drilling strategies in several examples, including this one.
Second, we build on the literature on the multiarmed bandit problem. The large literature on this topic is reviewed in the recent book by Gittins, Glazebrook and Weber (2011) . We rely on and extend Whittle's (1980) results for bandit superprocesses in our independent and clairvoyant bounds. Specifically,
we show that what we call the "Whittle integral" provides an upper bound on the value for any bandit superprocess. Moreover, we describe how we can calculate these Whittle integrals efficiently. We also compare these bandit superprocess bounds to an alternative approach based on a Lagrangian relaxation of a weakly coupled dynamic program (see, e.g., Whittle (1988) , Hawkins (2003) , Adelman and Mersereau (2008) ). We prove that the Whittle integral bounds are tighter than the Lagrangian relaxation bounds in this setting. The problem of bandits with "correlated arms" is relatively little studied. Mersereau et al. (2009) recently studied a model with a particular correlation structure (the mean reward for each is a linear function of some unknown scalar), focusing on asymptotic results; they provide a nice review of related work.
Finally, we build on the recent literature considering the use of information relaxations to provide performance bounds in dynamic programs. Brown, Smith and Sun (2010) developed theory and methodology for general dynamic programming models, building on related work by Haugh and Kogan (2004) , Andersen and Broadie (2004) , Rogers (2002) and others for providing bounds in option pricing problems; Rogers (2007) also developed methods for information-relaxation based bounds for Markov decision problems. Brown, Smith and Sun considered applications in inventory management and option pricing with stochastic volatility and interest rates. Lai, Margot and Secomandi (2010) applied these methods when studying natural gas storage problems. Brown and Smith (2011) considered applications in portfolio management with transaction costs.
This application is novel in that uses a new form of partial information relaxation and the solution of the resulting subproblems uses new techniques for bandit superprocesses.
Outline
We begin by describing our motivating example in §2; we will use the example to illustrate concepts throughout the paper. We describe our formal model of the sequential exploration problem in §3. We discuss bandit superprocesses in §4, focusing on the Whittle integral and its role in computing bounds for the sequential exploration problem; we also contrast this approach with a Lagrangian relaxation. In §5, we provide an al- 
The Motivating Example: Oil Exploration in the North Sea
As mentioned in the introduction, our work on this problem was motivated by the problem of developing an optimal strategy for exploring an oil and gas field in the North Sea, off the coast of Norway. Martinelli et al. (2011) developed a detailed probabilistic model of the field with probabilities specified by experts at the Norwegian oil company StatOil. The structure of Martinelli et al.' s model is shown in the Bayesian network of Figure 1 . This network structure reflects the potential migration of hydrocarbons underground over the geologic history of the field.
At the highest level of the network, the nodes with labels beginning with "K" represent kitchens, which are locations where conditions may have been appropriate to "bake" organic materials into oil or gas. There are three possible states for each kitchen: the kitchens may have produced oil, produced gas, or be dry.
At the next level, the nodes beginning with "P" represent prospects, which are geologic structures where hydrocarbons may have collected. These prospects may contain oil or gas or be dry. In order for a prospect to contain oil or gas, at least one of its parents (either a kitchen or another prospect) must have oil or gas.
However, there is uncertainty about whether the oil or gas migrated from the parent to the prospect or was not captured at the prospect. Thus, even if the parent structure contains oil or gas, there is some chance that the prospect will be dry. The probabilities for the prospects' states are specified as conditional probabilities that depend on the state of the parent kitchen or prospect. Finally, at the lowest level of the network, each prospect has associated "targets" which represent potential drilling sites. For example, the nodes labeled 6A, 6B, and 6C represent three different targets associated with prospect 6. These targets may also contain oil or gas or be dry. In order for a target to contain oil or gas, its parent (a prospect) must also contain oil or gas. However, there is also a chance that there will be a "local failure" and a target may not contain oil or gas, even though its parent does.
In total, the model considers 4 kitchens, 13 prospects, and 25 targets. The probabilities for the model are described in detail in Martinelli et al.. We will follow their assumptions exactly, except we will at times introduce uncertainty about the state of the kitchens. Martinelli et al. assume that the kitchens certainly produced gas, based on observations of results from other nearby fields. Introducing kitchen uncertainty makes the problem more of a "wildcat" play and increases the possibilities for learning about one target from the results at other targets. In the cases where we introduce uncertainty about the state of the kitchens,
we assume that at each kitchen there is a 40% chance that the kitchen produced gas, a 40% chance that it produced oil and a 20% chance that it is dry.
The DM has access to a single drilling rig and in each period must decide which target, if any, to drill.
Drilling takes a few months and, after drilling is completed, the target's physical state (oil, gas, or dry) is revealed. The DM then decides whether to continue drilling and which target to drill. This process continues until all of the targets have been drilled or the DM chooses to quit. Drilling costs vary by target; the rewards also vary by target and depend on whether the target contains oil, gas or is dry. We will use the rewards and costs as given in Martinelli et al. (2012) . We will assume a single-period discount factor of 0.98, where the period corresponds to the amount of time it takes to drill a well; this corresponds an annual discount rate of about 10%.
The probabilistic model is implemented using the Bayes Net Toolbox for Matlab (Murphy (2001) ). This is an open-source, general-purpose software package that performs probabilistic inference using Bayesian network techniques. We will use this software to calculate, for example, the probability of finding oil or gas at one target (or a set of targets) after observing results for other targets.
The General Model
We begin this section by describing the basic elements of the model. We then describe the dynamic programming formulation of the general model and discuss our strategy for approximating the model to provide 
Basic Elements: Clusters and States
We partition the model into a set of N clusters. The definition of clusters is somewhat arbitrary but, at a minimum, we need to be able to determine which actions are available and to calculate cluster rewards based on the state of that cluster alone. In our example, the smallest possible unit for a cluster is a single target.
In our numerical experiments in §6, we will consider this case as well as a case where we group together the targets associated with each prospect. We also consider examples with larger clusters, as shown in Figures 2 and 3.
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In our dynamic programming model, we take the system state to be x = (x 1 , . . . , x N ) where x i denotes the state of cluster i. Each cluster's state x i ranges over a finite set X i of possible cluster states and the system state ranges over X = N i=1 X i , i.e., the Cartesian product of the cluster state spaces. Note that the state x i represents the DM's state of information about the cluster. For instance, in our example, a target has three possible physical states: it could contain oil, contain gas or be dry. There are, however, four possible states of information about the target: it could be known to contain oil, known to contain gas, known to be dry or its physical state could be unknown. A cluster with n targets thus has 4 n states. For 
The Decision Problem
In each period, the DM selects a cluster to work on and an action for that cluster; the possible actions a i for cluster i are selected from a set of possible actions A i (x i ) that depends on the current state for the cluster.
If the DM works on cluster i, the DM receives a reward r i (x i , a i ) that depends on the next period state x i of the cluster and the action selected a i . In our example, the actions are drilling a particular target in the cluster and the rewards are the present value of hydrocarbons found less the costs of drilling.
The goal is to choose clusters to work on and actions to maximize the expected discounted reward.
Formulating this as a stochastic dynamic program, we can write the value function V (x) recursively as:
Herex(x, a i ) denotes the random next period system state andx i (x, a i ) is the next period state of cluster i; these transitions are conditioned on the initial system state (x), the cluster selected, and the action selected (a i ). In this transition, only the i th element of x will change but the probability for the state transition generally depends on the state of the entire system x. The zero in the outer maximization problem in (1) represents the possibility of quitting. We assume that the discount factor δ in (1) satisfies 0 ≤ δ < 1.
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Note that our definition of clusters -e.g., whether we group targets together or treat them separatelyhas no effect on the model of equation (1). As long as the clusters form a partition of the full model, we will have the same possible actions, rewards and transitions and will get the same values and optimal strategies for (1) regardless of how we define the clusters. However, the definition of the clusters will play a key role in our approximations of the model.
Upper and Lower Approximations of the Model
Given a state space with more than 10 15 elements, the dynamic program (1) is much too large to solve directly. To simplify the problem, we will consider two approximations of the model that will render the clusters independent and allow us to study the problem using techniques for bandit superprocesses discussed in the next section.
In the first simplification, we treat each cluster in isolation as if it were independent of all other clusters.
For instance, in the example of Figures 2 or 3, we calculate joint probability distributions for each cluster by marginalizing out all uncertainties outside of the cluster. We then approximate the model as a classical multiarmed bandit problem, as discussed in the next section. This multiarmed-bandit approximation prescribes a feasible policy for the sequential exploration problem that can be evaluated using Monte Carlo simulation.
The expected value associated with such a policy (i.e., the mean of the simulation) thus provides a lower bound on the value provided by a truly optimal strategy.
In the second simplification, we treat each cluster as if it had perfect information about all other clusters.
We also study this clairvoyant model using simulation. In each trial of the simulation, we generate a random outcome ω for the full model -e.g., results revealing the physical states of all targets in each clusterdrawing samples according to the full joint probability distribution, taking into account all dependencies in the model. In each simulated scenario, we solve the following "inner problem." We first calculate marginal distributions for each cluster, conditioned on observing the outcomes for all other clusters. With each cluster having full information about the outcomes for all other clusters, the state dynamics for each cluster are now independent and, for a given ω, we can consider the next period state,x i (x i , a i ; ω i ), to be a function of its own state x i and action a i , but independent of the states for the other clusters; here ω i denotes the outcome for all clusters other than cluster i. We then solve a dynamic program of the form of (1), but conditional on the specific outcome ω:
wherex(x, a i ; 
Proof. See Appendix A.1.
The fact that this information relaxation (see Brown, Smith and Sun (2010) ) provides an upper bound on the original value reflects the fact that the DM makes decisions with more information than would be available in the original (real) model. The strategies employed are not feasible and the expected value (i.e., the mean of the simulation) for this clairvoyant model provides an upper bound on the expected value with any feasible exploration strategy. This information relaxation is different from others considered in Brown, Smith and Sun (2010) or elsewhere in that different parts of the model are given different sets of information. We liken this information relaxation to the state of information in the card game "blind man's bluff," where each player knows the cards of all other players, but not their own. Intuitively, with this information relaxation, we properly capture the learning within each cluster (e.g., how results for one target affects decisions about other targets in the same cluster) but we overestimate the value of learning across clusters.
Note that larger clusters (i.e., coarser partitions of the model) will lead to tighter bounds as there is less information gained. Thus the clairvoyant bound given by a model that treats each target as its own cluster will be weaker than the bound given by a model that groups together all of the targets associated with a given prospect. Similarly a bound given together by grouping prospects together (such as that of Figure 2) will be better than the bound given by treating prospects (or targets) as separate clusters.
Bandit Superprocesses
In the case where the cluster state dynamics are statistically independent, problem (1) is referred to as a bandit superprocess. In general, we cannot solve bandit superprocess models that are of the size of our exploration example, but we can provide bounds on the value function that are relatively easy to compute.
In this section, we first discuss some basic properties of bandit superprocesses, then discuss the Whittle integral for generating bounds on value functions for bandit superprocesses. We conclude the section by discussing how we will use these results in our study of sequential exploration problems and comparing the Whittle integral bounds to those provided by a Lagrangian relaxation.
Definition
Throughout our discussion of bandit superprocesses, we will assume that the cluster state transitions are statistically independent. Thus we can consider the next period state for cluster i (assuming cluster i is active) to be a functionx i (x i , a i ) involving the current state x i of cluster i rather than as a function of the full system state x.
When studying bandit superprocesses it is useful to follow Whittle (1980) and consider a variation on the problem where quitting results in a payment of M , rather than zero as assumed in (1). Given a retirement value of M , we can define the system-wide value function Φ as
The ability to choose an action a i for a cluster distinguishes bandit superprocesses from the classical multiarmed bandit problem: i.e., in the multiarmed bandit problem, A i (x i ) is always a singleton. In our applications in the sequential exploration problems, our main interest will be in the case with retirement value M = 0. We will assume that M ≥ 0 throughout our discussion.
We can define a cluster-specific value function that considers rewards and actions for cluster i only as follows:
The Gittins index M i (x i ) for cluster i in state x i is the smallest M such that φ i (x i , M ) = M , that is, the retirement value that makes the DM indifferent between retiring and continuing from this state. With discounting (δ < 1) and bounded rewards, we know that the Gittins index M i (x i ) will exist and be less than
where r * i is a bound on the rewards for cluster i. We let M * (x) denote the maximal Gittins index,
As a preliminary observation, we note the following basic properties of these value functions.
Lemma 4.1. Properties of Value Functions. For any x, (i) Φ(x, M ) is piecewise linear, nondecreasing, and convex in M ;
(ii) Φ(x, M ) is continuous and the derivatives
If it is optimal to retire in state x with retirement value M , it is also optimal to retire in state x with any retirement value M ≥ M .
Results (i)-(iii) and (v) also hold for all cluster-specific value functions φ i (x i , M ) and their derivatives
The first result is easy to prove by induction; the second and third results then follow. The fourth result follows from the definition of the Gittins index, observing that if M < M * (x) it cannot be optimal to quit in the system-wide problem because working exclusively on a cluster achieving the maximal Gittins index would be preferred to quitting. The final part follows from observing that increasing the retirement value M has a greater impact on the value associated with retiring than it does on the value associated with continuing because the retirement payment is delayed and discounted when continuing.
The Whittle Integral and Bound
We now show how we can provide a bound on the system-wide value function in terms of the cluster-specific value functions. From the fundamental theorem of calculus, for any B, we can write:
If we choose B to be large enough so that, if the DM were offered retirement value B, it would be optimal to retire immediately, we would then have Φ(x, B) = B and can simplify (5) accordingly. We then approximate the derivative Φ (x, m) with the product of cluster-specific value functions m) ; this leads to the following bound on the system-wide value function.
Proposition 4.2. The Whittle Integral and Bound. For any x and any B greater than or equal to the maximal Gittins index M * (x), the Whittle integral,
provides an upper bound on the system-wide value function:
This proposition is essentially an unnoticed or unappreciated intermediate result in Whittle's (1980) proof of the optimality of the Gittins index-based policies for a particular form of bandit superprocesses. We will discuss Whittle's result immediately after the proof and then provide some intuition for this approximation of the derivative Φ (x, m) in (5). A few remarks on the result before we provide the proof:
(i) As long as B is greater than or equal to the maximal Gittins index M * (x), the value of B does not affect the value ofΦ(x, M ) because, as noted in Lemma 4.1,
(ii) The Whittle integralΦ(x, M ), like Φ(x, M ), is piecewise linear, increasing and convex in M . This follows from the fact that the φ i (x i , m) are piecewise constant, positive, and increasing in M .
Our main use of this proposition is with M = 0 whereΦ(x, 0) provides an upper bound on Φ(x, 0), which is equal to the system-wide value function V (x) of equation (1) in the case with independent transitions.
Note that Pi(x, M ) does not depend on xi and also that, from Lemma 4.1,
Pi(x, M ) is nonnegative and nondecreasing in M and equal to one when M > M (i) where
Thus, for fixed x, Pi(x, M ) can be viewed as a cumulative probability function in M where the probability measure's mass is concentrated below M (i) , which is less than or equal to M * (x). Using this and integrating by parts, for any
where
ThusΦ(x, M ) can be interpreted as the expected value of φi(xi, m) with random m having mass Pi(x, M ) at M and the rest of the mass distributed between M and M * (x), as specified by the probability distribution Pi(x, m).
Since φi(xi, M ) ≥ M for any cluster i, interpreting (7) as an expectation, we seê
Similarly, since φi(xi, m) is greater than or equal to the value associated with choosing action ai (i.e., φi(xi, m)
Note that in this last step we are using the assumption that the state transitions are independent across clusters when we assume that the i th component of the random next period system-statex(x, ai) is equal to the random next-period statexi(xi, ai) when considered in isolation. This last step also uses the fact that Pi(x, m) does not depend on xi.
Combining (8) and (9), we havê
ThusΦ(x, M ) satisfies a recursion analogous to equation (3) defining Φ(x, M ), but with an inequality replacing the equality. This is sufficient to ensure thatΦ(x, M ) ≥ Φ(x, M ); see e.g., Puterman (1994) , Theorem 6.2.2.
As mentioned earlier, the proof above is essentially due to Whittle (1980) , though he did not consider the use of the Whittle integrals to provide bounds on the value function for bandit superprocesses. His main goal in that paper was to provide a simple dynamic-programming based proof of the optimality of Gittins index-based policies for the classical multiarmed bandit problem. However, he also observed that the index policy result holds for bandit superprocesses satisfying a particular property. We say cluster i satisfies the Proposition 4.3. (Whittle (1980) ) If the Whittle condition holds for all states and clusters, then
For any state x, if the retirement value M exceeds the maximal Gittins index M * (x), it is optimal to retire.
Otherwise, it is optimal to work on the cluster that achieves maximal Gittins index for the state and to choose the dominant action for that cluster in the current state.
Proof. Given a system state x, if the Whittle condition is satisfied by the cluster with the maximum Gittins index and its dominant action is ai, we then have
. This implies that the inequality (9) holds with equality. If the dominant action in state x is to quit, then (8) holds with equality. Combining these, if the Whittle condition holds in state x equation (10) holds with equality. If the Whittle condition holds for all states and clusters, (10) holds with equality in all states and, consequently, Φ(x, M ) = Φ(x, M ) (see, e.g., Puterman (1994) , Theorem 6.2.2.). In this case, the optimal strategy for the system is to work on the cluster with the largest Gittins index and to choose the dominant action for that cluster and state, as these are the actions that achieve equality in (9) .
A classical multiarmed bandit has a single choice of action in each state and thus automatically satisfies the Whittle condition. More generally, if the Whittle condition holds for a bandit superprocess, the optimal choice of action for a cluster is unambiguous and we can reduce a bandit superprocess to a standard multiarmed bandit problem by assuming the choice of the dominant action in each state. Glazebrook (1982) shows that this Whittle condition is necessary (in a sense that he makes precise) for bandit superprocesses to have optimal policies with an index structure. If the Whittle condition is not satisfied, the choice of action a i for a cluster may depend on the state of all other clusters. This is not a result of probabilistic dependence between the clusters -they are assumed independent -but rather a result of the opportunity costs associated with working on one cluster rather than the other clusters. For example, when choosing actions a i for one cluster, if other clusters are attractive to work on, the DM may benefit by choosing actions that accelerate the completion of work at the current cluster. Conversely, if the other clusters are less attractive to work on, the DM may be more "patient" when choosing actions. The Whittle condition ensures that the optimal action does not depend on these opportunity costs.
This observation allows us to provide some intuition for why we take the derivative Φ (x, m) of the systemwide value function to be the product of derivatives for the cluster-specific value functions
the Whittle integral (6). First, recalling that M is a one-time payment associated with retirement, notice that the derivative Φ (x, M ) can be interpreted as the expected discount factor, E δτ (M ) , at the random time of retirementτ (M ) when following the optimal strategy for the whole system, given retirement value M .
The derivative for the cluster-specific value functions can similarly be interpreted as
is the random time of retirement for cluster i when following the strategy that is optimal for cluster i when viewed in isolation. If a cluster satisfies the Whittle condition in all states, the choice of actions a i for the cluster is unaffected by the state of the other clusters. Thus, if the Whittle condition is satisfied by all clusters in all states, the total time until retirement for the full systemτ (M ) is equal to the sum of the times until retirementτ i (M ) for the clusters viewed in isolation. Thus, in this case, we have
However, if there is no dominant action at some cluster or clusters, the opportunity costs associated with the possibility of working on other clusters may affect the choice of actions and the retirement time for the full systemτ (M ) may no longer be equal to the sum of the retirement timesτ i (M ) for the clusters viewed in isolation;τ (M ) may be more or less than the the sum of the cluster-specific retirement timesτ i (M ). The
Whittle integral thus does not provide an exact value function if the Whittle condition is not satisfied, but it does provide a useful upper bound.
Using the Whittle Integral and Bound
The Whittle condition is quite strong and generally will not hold in our applications and, moreover, the clusters will generally not be statistically independent as assumed in the bandit superprocess model. In our study of the sequential exploration model (1), we will calculate lower and upper bounds on the optimal value using the Whittle integral with the independent and clairvoyant approximations discussed in §3.3.
To generate a lower bound on the optimal value for the sequential exploration problem (1), as discussed in §3.3, we approximate the true model with a bandit superprocess that assumes the clusters are independent, with joint distributions given by the marginal distributions for the cluster. We then approximate the bandit superprocess with a classical multiarmed bandit that assumes a fixed policy π i for choosing actions a i as a function of x i for each cluster. In this case, the Whittle integral provides an exact formula the system-wide value function Φ π (x, M ) that assumes cluster actions a i are selected according to policies π = (π 1 , . . . , π N ) and that the clusters are independent. In our examples, we will take π i to be the optimal policy for the given cluster with no retirement value (i.e., corresponding to φ i (x i , M ) with M = 0), though other choices are possible. The optimal policy for this approximate model follows an index policy where, in each period, the DM chooses to work on the cluster with the largest Gittins index. We can then use Monte Carlo simulation, taking into account all dependencies in the model, to evaluate the quality of this policy. The value function for this independent model, Φ π (x, M ), provides an approximate value function that we will also use as a control variate in our simulations; we will discuss this further in §6.1 and in more detail in §A.5.
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To generate an upper bound on on the optimal value for the sequential exploration problem (1), we consider the clairvoyant approximation of §3.3 and study it using simulation. As discussed in §3.3, in each trial of the simulation we generate a random outcome for the full model -e.g., results for all targetsdrawing samples according to the full joint probability distribution, taking into account all dependencies in the model. Then in each scenario, we calculate a Whittle integral for a bandit superprocess where each cluster has full knowledge of the other clusters' results. The clairvoyant approximation with exact solution of the bandit superprocess provides an upper bound on the value of true model (see, Proposition 3.1). Since the Whittle integral provides an upper bound on the value of a bandit superprocess (Proposition 4.2), combining these two bounds, we have an upper bound on the optimal value for (1) that decomposes into cluster-specific subproblems. As discussed in §3.3, we can reduce the information loss by working with larger clusters (i.e., coarser partitions). We can show that the Whittle integrals preserve this property of the upper bound:
that is, when combining the information relaxation and Whittle integral to generate upper bounds, coarser partitions lead to better bounds.
Examples
To illustrate the Whittle integral, Figure 4 (a) shows the derivatives φ i (x i , m) as a function of the retirement value m for cluster 5 in Figure 2 , with x i corresponding to its initial state, for several different possible states of information. The thick black line represents the case where probabilities for the cluster are set to their marginal probabilities (i.e., given no knowledge of other clusters) and red and blue lines represent cases where the evaluation is conditioned on a particular set of outcomes for all other clusters, with the red case being a "bad scenario" with many dry targets and the blue a "good scenario" with few dry targets. In all cases, the derivatives are piecewise constant and increasing (as they must be). The value function given zero retirement value, φ i (x i , 0), is given as the area above φ i (x i , m) and inside the bounding box for the figure. Given that the Whittle integral is an upper bound on the value with an optimal policy, we might wonder how much slack there is in these bounds. We can get a sense for this by considering the difference between the Whittle integral value with full flexibility in selecting actions and the Whittle integral value where the actions a i are selected according to a fixed policy π i ; for example, we will consider the policy that is optimal with zero retirement value. As discussed above, the value with fixed policies represents the value of a bandit superprocess for a feasible policy and thus represents a lower bound on the optimal value for a bandit superprocess. Therefore, the difference between the Whittle integrals with and without this constraint on policies is an upper bound on the potential slack in the Whittle integral. For instance, if we take probabilities for each cluster to be its marginal distribution and consider the case with medium clusters (as in Figure 2) and no kitchen uncertainty, the Whittle integral with fixed policy value is $23,063M. With no constraints on the policy, the Whittle integral is $23,130M. Thus we know the slack in the Whittle integral cannot be more than $67M.
These bounds on slack vary by cluster size and probabilities considered. With clusters consisting of single targets, there is no slack in the Whittle integral, as there is only single action for each cluster and the Whittle condition is satisfied for all clusters in all states. Using the marginal (unconditional) probabilities and considering the four different cluster sizes and the two different sets of probabilities (with and without kitchen uncertainty), the largest difference in values is $67M, in the case considered earlier. Thus the potential slack in the Whittle integral is small compared to the amounts at stake and, as we will see in §6, much smaller than the differences between the heuristic solutions and clairvoyant bounds.
Bounds Based on Lagrange Relaxations
Rather than using the Whittle integral to bound the value function for the bandit superprocess, another approach that is commonly used in similar settings is a Lagrangian relaxation dual bound. This approach was used in Whittle (1988) in his study of "restless bandits" and is developed more fully in Hawkins (2003) and Adelman and Mersereau (2008) , both of whom consider applications in bandit or bandit-like problems. Farias and Madan (2011) used this approach in their study of "irrevocable bandit problems." It is natural to consider the approach in our study of bandit superprocesses and sequential exploration problems.
In this approach, we introduce Lagrange multipliers for the constraint that we can work on at most one cluster at a time or, equivalently, the constraint that we must rest at least N -1 clusters in each period. If we assume the Lagrange multipliers are constant across states, we can interpret the Lagrange multiplier as a retirement value M and the Lagrangian decomposes into the sum of cluster-specific value functions:
We provide the details of this derivation in Appendix A.2. This LagrangianL(x, M ) provides an upper bound on the system-wide value function with zero retirement value, Φ(x, 0), for any M ≥ 0; we can vary M to find the smallest Lagrangian bound. In assuming a constant Lagrange multiplier across states, this Lagrange relaxation can be interpreted as requiring the resting constraint to hold "on average" -more precisely, a form of discounted expectation (see, e.g., Adelman and Mersereau (2008) ) -rather than requiring the constraint to hold with certainty in each state and in each period.
This Lagrangian relaxation is like the Whittle integral in that it provides an upper bound on the systemwide value function in terms of the cluster-specific value functions φ i (x i , M ). We can, however, prove that the Lagrangian relaxation bound is weaker than that provided by the Whittle integral. 
Proof. We established Φ(x, M ) ≤Φ(x, M ) in Proposition 4.2, so we need to proveΦ(x, M ) ≤L(x, M ). The proof relies on the Weierstrass product inequality: given α1, . . . , αN such that 0 ≤ αi ≤ 1 for all i, the Weierstrass product inequality says that
Rearranging into the form in which we will use it, this is equivalent to
αi. Now, starting with the definition of the Whittle integral, for any B ≥ M * (x) we haveΦ
The inequality follows from the Weierstrass product inequality taking αi = (1 − φ i (xi, m)). The next equality follows from basic calculus and algebra, noting that φi(xi, B) = B for B ≥ M * (x). The final part of the proposition, Φ(x, 0) ≤Φ(x, 0) ≤ inf {M ≥0}L (x, M ), follows from noting that Φ(x, M ) and Φ(x, M ) are both increasing in M (thoughL(x, M ) need not be increasing in M ).
In addition to the Lagrangian bound being weaker than the Whittle integral bound, in our example, we can show that the best Lagrangian bound is given by taking M = 0, for all choices of clusters. In this case, the LangrangianL(x, M ) reduces to the value given by allowing all of the clusters to be pursued simultaneously in the first period. In essence, the sequential aspect of the problem is entirely disregarded. We show this in detail in the appendix, but the gist of the problem is that, because we have limited number of possible targets to drill, we can satisfy the constraint of resting N -1 clusters "on average" by working on all clusters simultaneously initially and resting after the clusters have drilled all of their prospects or quit. For the best Lagrangian bound to be something other than that given by pursuing the targets in parallel immediately, we would need more targets and/or a much higher discount rate (i.e., lower discount factor δ).
We will compare bounds based on these Lagrangian relaxations to those based on the Whittle integrals in our numerical experiments in §6. As we might expect based on these theoretical results, the Whittle integrals provide much tighter bounds than the Lagrangian relaxations.
Computational Methods
In our numerical experiments, we will calculate Whittle integrals (6) by formulating the dynamic programs as linear programs and solving them using techniques that combine ideas from parametric linear programming with ideas from policy iteration methods for solving dynamic programs. The formulation of infinite-horizon dynamic programs as linear programs is standard, as are policy iteration methods (see, e.g., Puterman (1994) or Bertsekas (1995) ). Chen and Katehakis (1986) discussed the use of linear programming for calculating Gittins indices and Kallenberg (1986) proposed using parametric linear programs to calculate Gittins indices for standard multiarmed bandit problems; neither considered the calculation of Whittle integrals for bandit superprocesses or discussed how parametric linear programming techniques could take advantage of the specific problem structure of bandit problems (or bandit superprocesses). Given that the calculation of these Whittle integrals is at the heart of our approach for studying sequential exploration problems, it is important to perform these calculations efficiently.
Formulating the Dynamic Program as a Linear Program
We first describe the linear programming formulation of the problem of finding the value function φ i (x i , M ) for the cluster-specific dynamic program given by (4) with retirement value M . Let φ denote the vector of values representing the cluster-specific value function φ i (x i , M ); the length of the vector is equal to the number of possible states x i ., e.g., |X i |. We let φ(x i ) denote the entry of φ corresponding to state x i . We can then write the linear program as:
Intuitively, the goal of the linear program is to find the minimal vector φ that satisfies the Bellman equations represented as constraints. Here the first set of constraints capture the maximum over actions a i in the recursive equation (4). The second set of constraints capture the possibility of retiring and receiving retirement value M . These inequality constraints will be binding if the action (action a i or retirement) is optimal for state x i . Basic solutions for (13) represent different possible policies for the dynamic program and will have at least one binding constraint for each state corresponding to the action selected by the policy in that state.
To streamline our discussion, it is convenient to rewrite (13) using matrix and vector notation as:
Here A T is an m × n matrix where m is the number of state-action pairs (i.e., possible combinations of x i and a i ) and n is the number of states (i.e., |X i |). The rows of A T represent possible state-action pairs and the columns represent possible next period states. c is an m-vector representing the expected rewards for
is an m-vector with rows equal one for state-action pairs corresponding to retirement (earning reward M ) and zero otherwise. e is an n-vector of ones.
Note that the basis matrices for this linear program will be of the form B T = (I − δP) T , where P is a substochastic matrix representing the probability transition matrix with the policy represented by the chosen basis. The matrix P will be substochastic rather than stochastic if retirement decisions are modeled as exiting the system (i.e., there is no "retired" state). In this case, the transition probabilities in P for rows corresponding to retirement decision will all be zero. Since we have assumed δ < 1, we know B −1 = (I−δP)
exists and (I − δP)
The dual of (14) is a linear program in standard form:
Here the decision variable θ is a vector with length equal to the number of state-action pairs. The entries in θ corresponding to optimal actions will be positive -in fact, greater than one -and the remainder will be zero. The θ variables can be interpreted as the discounted total expected time spent in each state-action pair with the given policy, summing over the times for all initial states. To see that the basic variables θ B will be greater than one, note that θ B = B −1 e = (I − δP) −1 e = (I + δP + δ 2 P 2 + . . . )e ≥ e where P is the substochastic matrix representing the transition matrix for the given policy.
Calculating Derivatives: The Frontier Algorithm
To calculate the Whittle integral (6), we need to repeatedly solve this linear program with a variety of different values of M to identify the derivatives of φ i (x i , M ) for changing M . Since φ i (x i , M ) is piecewiselinear increasing and convex (see Lemma 4.1), this amounts to finding the slopes of the various pieces and the breakpoints between pieces. We do this using a variation of standard methods for parametric linear programming; see, e.g., Dantzig and Thapa (2003; §6.4) . This "frontier algorithm" is similar to the standard parametric linear programming algorithm described in Magnanti and Orlin (1988) with some important differences that we discuss below. The frontier algorithm begins with a large retirement value M 0 and a basis matrix B 0 that is optimal for all M ≥ M 0 . Since the discount factor δ is assumed to be strictly less than one, we can take
where the c * is the maximum element in c. In this case, it is optimal to retire immediately for all M ≥ M 0 and we can take the initial basis matrix B 0 to be an identity matrix. The slope s 0 = φ i (x i , M ) = 1 for M ≥ M 0 , as it is optimal to retire immediately. The remaining slopes and breakpoints {s j , M j } are calculated by iteratively updating the basis while reducing the retirement value M . In updating the basis, we use the property that an optimal basis matrix, representing a feasible policy for the underlying dynamic program, will consist of rows of A representing one action for each state.
Suppose that we are given a basis matrix B j that is optimal for M j . This basis will remain optimal for smaller values of M as long as the reduced costs associated with the basis are nonpositive. We calculate the reduced costsc andd associated with the objective function vectors c and d, respectively, as,
where c B and d B are the elements of c and d associated with the current basis. There is one reduced cost for each state-action pair and, by construction, the reduced costsc andd will be zero for state-action pairs that are in the current basis. The reduced cost vector associated with the current objective, (c + M d)θ, is c + Md. These reduced costs will be nonpositive as long as
The (ii) The algorithm will terminate after a finite number of steps.
Proof. See Appendix A.4.
Note that the frontier algorithm can also be used to calculate Gittins indices for any or all states. To find the Gittins index for a state, we note the value of M j+1 where the decision for the state first changes away from retirement, i.e., when the set I first contains an action for that state. If the action never changes for a state, the Gittins index for that state is zero.
Discussion of The Frontier Algorithm
This frontier algorithm differs from Magnanti and Orlin's (1988) parametric linear programming algorithm in two ways. First, we do "multiple pivots" in the event of a tie in the ratio test for choosing which variables to add to the basis: we swap in all elements of I achieving the maximal ratio, taking care to ensure that the basis consists of one action per state. Because the linear program represents a stochastic dynamic program, we can be sure that such a multiple pivot will result in a valid basis (i.e., a basis matrix with linearly independent columns). Magnanti and Orlin's algorithm assumes that ties in the ratio test do not occur and they discuss the use of perturbation methods to ensure that such ties occur with probability zero. In our example application, these ties are common and the sets I may be large (e.g., containing thousands of elements); efficiency is greatly enhanced by doing multiple pivots simultaneously.
The second point of difference between the frontier algorithm and Magnanti and Orlin's (1988) parametric linear programming algorithm is also a consequence of the fact that (15) represents a stochastic dynamic program. Because (15) represents a stochastic dynamic program, we know that the basic variables satisfy θ B > 0. This allows us to ensure that the frontier algorithm will always make progress: no degenerate basic solutions will be encountered and no cycling will occur. Magnanti and Orlin's assumption that ties in ratios do not occur allow them to conclude that M j will decrease in each iteration. Here we cannot be sure that M j will decrease in each iteration, but we can be sure that the objective function without retirement rewards (e T λ c = c T θ) will increase in each iteration.
In light of this last observation, we can view this frontier algorithm as a form of the policy iteration method (see, e.g., Puterman 1994) for solving the stochastic dynamic program (13) with zero retirement value. In each iteration, we modify the policy, ensuring that the objective function without retirement value improves. A full policy iteration method would proceed in the same way as our frontier algorithm, but would take the changing index set I to include all state-action pairs with positive reduced costsc k : these basis changes represent the possible improvements in the current policy given the value function λ c associated with the current policy. (If there is more than one action with positive reduced cost for a given state, the convention is to select the action with the largest reduced cost for that state.) Policy iteration -in the full form or in the form of the frontier algorithm -continues until no reduced costsc k are positive, meaning the policy cannot be further improved.
What can we say about the number of iterations involved the frontier algorithm? If a cluster satisfies the Whittle condition in a given state, the actions for that state can only change from retirement to the dominant action as we decrease the retirement value M ; by Lemma 4.1(v), the decisions will not switch back to retirement. Thus, if a cluster satisfies the Whittle condition in all states, there cannot be more iterations than there are states.
If the cluster does not satisfy the Whittle condition in some state, we still would never switch back to retirement as we decrease the retirement value, but the choice of action may change as we change the retirement value. We know the frontier algorithm will stop after a finite number of steps, but we cannot say much about how many steps will be required. Other researchers (see, e.g., Melekopoglou and Condon (1994) ) have shown that some simple policy iteration schemes have a worst-case number of iterations that is exponential in the number of state-action pairs. However, Ye (2011) has recently shown that another form of simple policy iteration has worst-case number of iterations that is is strongly polynomial in the number of states and actions. Our frontier algorithm corresponds to a policy iteration method that does not match those used in either the exponential worst-case examples or in Ye's analysis. Though we have not fully investigated the worst-case performance of the frontier algorithm, in our examples, the number of iterations required are substantially fewer than the number of states, even when the Whittle condition is not satisfied.
Calculating the Whittle Integral
To calculate the Whittle integral (6), we first calculate the slopes and breakpoints for each cluster (i.e., φ i (x i , M ) for all M ≥ 0) using the frontier algorithm. Given these slopes and breakpoints, it is straightforward to calculate the Whittle integral. First, we need to calculate the product of derivatives
for various values of M . This product, like the cluster-specific derivatives, will be piecewise constant. The breakpoints for the product will be the union of breakpoints for the individual clusters; the slopes between these breakpoints can be easily calculated from the slopes for the individual clusters. The integral in (6) is then given by weighing these piecewise constant values of this product of derivatives by the differences between adjacent breakpoints. We provide details of these calculations in Appendix A.3. These steps are quite straightforward and can be done quickly; the real work in calculating the Whittle integral is in deriving the slopes and breakpoints for each cluster.
Application in Our Example
Our sequential exploration example has some nice features that can be exploited when calculating Whittle integrals; these features may be present in many other applications as well. The first property is that the constraint matrices for the linear programs (13) are quite sparse. When the action is to drill, there are just three possible next period states and the corresponding row in the constraint matrix (A T ) has just 4 non-zero elements. If the action is to retire, the corresponding row will have a single non-zero element, a one on the diagonal.
A second key feature in the example is that we can order the states to ensure that the state index will be strictly increasing with each transition. States where the condition of the target is unknown are given a low index and states where the target contains oil or gas or is dry are assigned higher indices: drilling a well leads to a state with a higher index. If we order the states this way and ensure that the rows in the basis matrix correspond to this order of states, the basis matrices B j will be lower triangular with ones along the diagonal. This simplifies the calculations significantly in that we can solve B we may want to maintain and update a LU decomposition of the basis matrix as we proceed through the algorithm, as is usually done in professional software for solving linear programs using the simplex method (see, e.g., Gill et al. (1987) ).
To get a sense of scale of these problems, consider cluster 5 in Figure 2 , which includes six targets. The cluster-specific linear program (14) for this cluster has 4 6 = 4, 096 decision variables (one for each state) and the constraint matrix has 10, 240 rows (one for each state-action pair) and 4, 096 columns, but only 28, 672 non-zero elements. The number of steps involved in the frontier algorithm will depend on the specific probabilities for the cluster. In the case where the probabilities are set to the marginal distribution for the cluster, the cluster-specific value function has 29 pieces (see Figure 4 (a)). In this case, the frontier algorithm requires 230 iterations, performing at total of 3175 basis swaps in the process. The algorithm runs in approximately 0.08 seconds, in Matlab on a personal computer.
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The fact that the number of basis swaps in the frontier algorithm greatly exceeds the number of iterations indicates that ties in the ratio rule are common; the maximum number of swaps in one iteration was 448 (i.e., the largest set I contained 448 elements). These ties reflect the structure of the underlying probabilistic model: Once oil or gas is discovered at one target, the DM knows that the associated prospect contains oil or gas, i.e., the prospect is "proven" to contain oil or gas. Once a prospect is proven, the results for other targets no longer affect the probability of finding oil or gas at any target associated with the proven prospect.
Thus, when changing the retirement value M leads to a change in decision in a state where a prospect is proven, the same change may occur simultaneously change in many other scenarios.
The largest cluster that we consider is Cluster 3 in Figure 3 , which includes 9 targets. Here, the clusterspecific linear program (14) has a constraint matrix with 851, 968 rows (state-action pairs), 262, 144 columns (state variables), and 2, 621, 440 non-zero elements. In the case with probabilities set to the marginal distribution for the cluster, the frontier algorithm requires 4,935 iterations and performs 229, 301 basis swaps, with the maximum number of swaps in one iteration involving 28, 672 elements. In this case, the frontier algorithm takes about 4 minutes to run and produces a cluster-specific value function with 228 pieces.
Numerical Experiments
In this section, we discuss the use of Monte Carlo simulation to evaluate the performance of our heuristics and bounds in the motivating example. We first describe the computations performed and then discuss the results. The run times and results are summarized in Table 1 .
Computations and Run Times
We consider four different sets of clusters: one cluster for each target, one cluster for each prospect, the "medium cluster" case shown in Figure 2 , and the "large cluster" case of Figure 3 . To illustrate the effects of different degrees of dependence among targets, we consider the model with and without uncertainty about the state of the kitchens, as discussed in §2. We ran 400 trials for each simulation, using one set of samples for all cases without kitchen uncertainty and another set of samples for the cases with kitchen uncertainty.
In each trial of the simulation, we generate outcomes for all 25 targets according to the full joint probability distribution, taking into account all dependencies in the problem.
We study two heuristics and consider clairvoyant bounds based on the Whittle integral and the Lagrangian bound. There are two basic computational tasks underlying these heuristics and bounds. The first task is updating the marginal probability distribution for a cluster, conditional on some state of information; we use the Bayes Net software for this task. The second task is running the frontier algorithm for a given cluster to calculate the derivatives and breakpoints required for the Whittle integral, Gittins indices, and/or solve a dynamic program; we use our own Matlab code for this task. These two tasks are performed in various combinations and sequences for the different heuristics and bounds considered.
• For the independent heuristic, we approximate the sequential exploration problem with a classical multiarmed bandit model that assumes that the clusters are independent (with each cluster's state evolving according to its marginal distribution) and that actions a i for cluster i are selected by a fixed policy π i . We take π i to be the optimal policy for the given cluster with zero retirement value (i.e., corresponding to φ i (x i , 0)). We determine the value in each simulated scenario by following the optimal policy for this classical multiarmed bandit model, i.e., by working on the cluster with the maximal Gittins index and choosing actions according to π i .
• For the sequential heuristic, we approximate the problem with a classical multiarmed bandit model as in the independent heuristic, but we update the approximation in each period as information is revealed. In each sample, in each period, we update the marginal distributions for each cluster to take into account the outcomes observed before that period and update the policies π i by solving the cluster-specific dynamic program with the updated probabilities. We then work on the cluster with the largest Gittins index given the updated state of information, choosing actions according to the updated policy π i .
• For the clairvoyant Whittle bound, in each sample, we first calculate probability distributions for each cluster conditional on the outcome of all other clusters. We then calculate the slopes and breakpoints for each cluster using the frontier algorithm (as discussed in §5.2) and then combine these slopes and breakpoints to calculate the Whittle integral.
• The clairvoyant Lagrangian bound is like the clairvoyant Whittle bound, but, rather than calculating the Whittle integral in each scenario, we use the frontier algorithm to determine the cluster-specific value functions and calculate the Lagrangian bound given by (11). We take M = 0 here to yield the best possible Lagrangian bound, as discussed in §4.5.
The independent policy is very easy to evaluate: Before the simulation, we compute the marginal distributions for the clusters, the policies π i , and all Gittins indices. Then in the simulation, in each trial we look up the Gittins indices for each state encountered and note the corresponding rewards, continuing until we reach a state where all Gittins indices are zero. The sequential heuristic can be very time consuming to evaluate, as it requires updating the distributions and rerunning the frontier algorithm, for each cluster, in each period, of every simulated scenario. The clairvoyant bounds require updating the distributions and rerunning the frontier algorithm once for each cluster in each scenario, but not in every period of each scenario. Because both clairvoyant bounds (and the first-action-fixed clairvoyant bounds discussed in §6.3)
require essentially the same information, we calculated these bounds simultaneously and report a single run time for all clairvoyant bounds.
The time required for the computations is heavily dependent on the cluster sizes. With smaller clusters, the run times are dominated by the time it takes to update the probability distributions for each cluster; the frontier algorithm is very fast. However, with larger clusters, the run times are dominated by the time it takes to run the frontier algorithm. This is evident in the run times for the clairvoyant bounds in the cases with the large clusters: each trial takes approximately 5 minutes and 400 trials takes more than 30
hours. Note, however, the mean standard errors in this case are quite small and we could have achieved good accuracy with many fewer trials. We did not attempt to evaluate the sequential heuristic in the cases with the large clusters.
The run times also differ across the cases with and without kitchen uncertainty due to the differences in the probability distributions involved. On one hand, the heuristic policies are easier to evaluate with kitchen uncertainty because the policies tend to quit sooner; the possibility that kitchens may be dry makes all targets less attractive. On the other hand, kitchen uncertainty increases the possibilities for cross-prospect learning; this tends to lead to more complicated policies and more iterations in the frontier algorithm, particularly with clusters that include more than one prospect.
The means and mean standard errors in Table 1 have been adjusted using control variates. For the clairvoyant bounds, the control variates are based on the expected values for the individual clusters with a fixed policy. These control variates reduce the mean standard errors by a factor of 10-20. For the heuristic values, the control variates are martingales based on the value functions for the approximating multiarmed bandit model; martingale methods for control variates are discussed in Henderson and Glynn (2002) and Erlichman and Henderson (2007) . These control variates reduce the mean standard errors by a factor of 5-100. In general, these control variate calculations require very little additional work; the exception is the control variate for the independent heuristic, which requires calculating a marginal distribution in each period and in each scenario which otherwise would not be required. The improvements in accuracy provided by these control variate corrections are very important: without such adjustments, it would be difficult to make meaningful comparisons of the heuristics and bounds without running many more trials. The details of these control variate calculations are provided in Appendix A.5.
Results
In Table 1 , we see that sequential heuristic outperforms the independent heuristic in every case. This is not surprising: The independent heuristic captures learning within clusters, but does not capture learning across clusters. The sequential heuristic incorporates cross-cluster learning by updating this approximate model in each period. With larger clusters, both heuristics do better and the differences between the two heuristics decrease as more learning is captured within the clusters. We also note that the differences between the sequential and independent heuristics are more pronounced when there is kitchen uncertainty, because cross-cluster learning plays a greater role when there is uncertainty about the state of the kitchens.
Considering the clairvoyant bounds, we see that the Whittle and Lagrangian bounds both improve with larger cluster sizes, as there is less information gained in the information relaxation with larger clusters. Also as expected, the Lagrangian bounds are substantially worse than the Whittle bounds: the differences range from approximately $0.8 to $2.2 billion. The duality gap -the difference between the upper bound and the best lower bound (the sequential heuristic, when computed) -is smallest for the Whittle bounds with the largest clusters: the independent heuristic is within 0.4% of the optimal value without kitchen uncertainty and within 1.0% with kitchen uncertainty.
The mean standard errors associated with each estimate also decrease for larger clusters. For the heuristics, this improved accuracy is a consequence of the fact that control variates improve as the underlying approximate value functions improve with larger clusters. For the clairvoyant bounds, this improved accuracy reflects the fact that there is less information gained with larger clusters, which, in turn, implies that the clairvoyant bounds are less variable across the different conditioning scenarios.
Refinements
Though we have presented the results for all cases simultaneously, our choices of clusters proceeded iteratively with the choices at each stage guided by the detailed results for earlier, smaller clusters. After each simulation, we compared the values for each cluster-specific dynamic program with and without information about other targets and noted how much each cluster, when considered in isolation, benefits from the additional information provided in the clairvoyant bound. When moving from smaller to larger clusters, we sought to reduce the value of information gained by combining those clusters that benefited most with other clusters that were closely related in the Bayesian network of Figure 1 . For example, after examining the results for the case with clusters corresponding to prospects, these considerations led us to combine prospects 7 and 11
and their neighbors into one cluster and prospects 5 and 9 into another cluster.
Similarly, we looked at the details of the optimal policies to see how likely we were to drill various targets.
As discussed in §5.1, the decision variables θ in the linear programming representation (15) of the clusterspecific dynamic program can be interpreted as the discounted expected time spent in each state-action pair. If a target is never drilled, the entries in θ corresponding to drilling that target will always be zero.
In early results with smaller clusters, we noticed that targets 6C and 8A were never drilled in any scenario encountered (with or without kitchen uncertainty). Considering these targets more carefully, we were able to prove that these two targets should never be drilled (see Appendix A.6). Given this, we dropped these targets in the case with large clusters, meaning we assumed that the targets would never be drilled and that their results would never be observed. Dropping these targets has no effect on the values for the heuristic strategies, as the targets are never drilled. However, dropping the targets may improve (and cannot harm) the clairvoyant bounds as it reduces the information provided to other clusters.
Finally, we looked at the actions selected by the heuristics and in the dual bounds in different simulated scenarios. We observed that the heuristic strategies would, as they must, always start with the same target in each scenario; the heuristics then pursue different targets in later stages depending on the early results.
However, we noticed that the clairvoyant Whittle bounds would sometimes start with different targets in different conditioning scenarios. For example, if, in some scenario, the clairvoyant DM "knows" some targets would be dry if drilled, he may choose to start drilling somewhere far from the dry targets. This flexibility in the choice of first actions is a key source of the value added with the information relaxations but, of course, any real (non-clairvoyant) DM must start somewhere and cannot change this choice in response to unseen future results.
We can constrain the clairvoyant bounds to always choose the same first action. To impose this constraint,
we calculate a set of clairvoyant bounds -one bound for each possible first period action -where the first period action is constrained to match the given action. Because an optimal exploration policy has to drill at some target first, the maximum of these first-action-fixed bounds provides an upper bound to the optimal sequential exploration problem; moreover, this bound cannot be any worse than the unconstrained clairvoyant bound. If we are calculating the unconstrained clairvoyant bounds, we can calculate these fixed-first-action bounds with little additional work. Table 1 reports the first-action-fixed Whittle bounds, as well as the target that attains the maximum in each case. Here we see that imposing this constraint on the first action improves the bounds, particularly in the cases with smaller clusters. There is no improvement in the case with large clusters, as in these cases, the clairvoyant DM is learning relatively little and the first action does not change across scenarios. We discuss the calculation of these first-action-fixed bounds in Appendix A.7 and provide the detailed results in the case with large clusters.
Recommendations
So, which target should we drill first? And then what? For both cases with and without kitchen uncertainty, for all cluster sizes, both heuristics recommend drilling at target 10B. However, we cannot prove this is the optimal action. By considering the clairvoyant bounds with fixed actions (see Table 2 in Appendix A.7), we can rule out starting at any target other than 10B or 13B in the case with kitchen uncertainty (10B, 6B, or 13B in the model with kitchen uncertainty): the upper bounds on performance for strategies that start with the ruled-out targets are worse than the expected value following the independent heuristic. It is also telling that with the large clusters, the unconstrained clairvoyant bounds match those bounds that are restricted to start with 10B. Though we cannot prove this is the optimal action, we can be sure that if we start with 10B and follow the independent heuristic with large clusters, we will be within 0.4% of the expected value with an optimal strategy (or 1.0% for the case with kitchen uncertainty).
Assuming we drill 10B first, the choice for the next well to drill depends on the outcome for 10B. If we find oil or gas at 10B, in most cases (with all cluster sizes, both with and without kitchen uncertainty), the heuristics recommend drilling at target 10C. We learn nothing new by drilling at 10C next, because finding oil or gas at 10B has already revealed the state of prospect 10. Instead, we reap some of the benefits of what we learned from 10B: success at 10B makes 10C very attractive and we drill there right away.
If we find 10B to be dry, the recommendations vary by heuristic and by cluster size. For example, without kitchen uncertainty and with medium clusters, the independent heuristic recommends drilling at 6A next, whereas more sophisticated strategies recommend drilling 13B next. In the medium cluster case, prospect 6 is in a different cluster than 10; the independent heuristic therefore does not take into account the negative implications that failure at 10B has for target 6A. With large clusters, prospects 6, 10 and 13 are all in the same cluster and these negative implications are captured by the independent heuristic. The sequential heuristic with medium clusters also takes these negative implications into consideration when it updates the approximation. We would recommend drilling at 13B in those cases where 10B fails, as suggested by the more sophisticated heuristics.
Conclusions
Though we cannot claim to have fully solved the motivating example, by iteratively refining our approximations and heuristics, we have come very close to an optimal solution. Moreover, through the clairvoyant bounds, we know that we have come very close to the optimal solution. These dual bounds are very useful for modelers: it is always tempting to tinker with heuristics to see if we can do better and, in complex models, evaluating these variations can be time-consuming. Without an upper bound on the performance, we would never know when we have reached the point of diminishing returns and may tinker endlessly. With good bounds, we know that we cannot do much better.
Several interesting questions and challenges remain. For example:
• We chose clusters by studying the network and detailed simulation results, but there was a fair amount of trial and error in our approach. Is there some way to systematically choose and refine the definition of clusters?
• In other applications of information relaxations to provide bounds for stochastic dynamic programs, it is helpful to incorporate penalties that charge the clairvoyant DM for using additional information (see, e.g., Brown, Smith, and Sun (2010) ). Although the bounds in our examples are "good enough" without such penalties, would it be possible to to obtain good bounds with less effort (e.g., with smaller clusters) using some kind of penalty?
• Our analysis has assumed that the DM must proceed sequentially, considering one target at a time.
What if there was a possibility of using more than one drilling rig? What kinds of heuristics and bounds would be helpful in these settings? Does the Whittle integral generalize?
Though we have focused on a specific example of oil and gas exploration in this paper, we believe that there are many other problems that have a similar structure. As discussed in the introduction, many classical examples of the bandit problem (e.g., job scheduling, targeted advertising, clinical trials) may have dependent arms. In these other settings, we may be able to use heuristics and bounds that are analogous to those used here. Moreover, the results and algorithms for bandit superprocesses that we have developed may be useful in these and other settings.
A. Detailed Derivations
A.1. Proof of Proposition 3.1: Clairvoyant Dual Bound
Proof. Suppose policy π is optimal for the original problem (1). Using this policy, we can unwind the dynamic program recursion of (1) and write the value
where i t (π) and a it (π) denote the cluster and action selected at time t under policy π,x it (π) denotes the state of cluster i at time t under this policy, and T the stopping time. The clusters chosen and actions selected will all depend on the outcomes observed over time as well as the history of actions selected. These actions and selections affect the state transitions and stopping time.
In the inner problem (2) for any ω, the DM could choose clusters i to work on and actions a i according to this same policy π that is optimal for the original problem (1). Assuming that this policy is followed, for a fixed outcome ω, we can unwind the dynamic program recursion of (2) as we did in (18) above and find the value associated with following this policy:
wherex it (π; ω i ) now represents the state transitions conditional on knowledge of all other outcomes ω i . By the law of iterated expectations, we know that for any function f i defined on
. Applying this to (19), we find that E[ V c (x; π,ω) ] reduces to (18) and thus E[ V π c (x;ω) ] = V (x). Thus, if we choose clusters actions in the dual problem according the optimal policy for the original problem (1), we obtain the same value. However, with the additional information in the inner problem (2), we can choose clusters and actions differently in each scenario ω and potentially improve upon V c (x; ω, π). Thus, if we choose clusters and actions optimally for each ω, as we do in the dual bound E[ V c (x;ω) ], we can only improve upon V (x).
A.2. Details on Bounds Based on Lagrangian Relaxations
To formalize the derivation of the Lagrangian relaxations, it is useful to augment the action sets A i (x i ) to sets A * i (x i ) that include a "rest" action that pays no reward and results in no change of state. Assuming the state transitions are independent, we can then rewrite the bandit superprocess problem (3) with retirement value M = 0 as
where ρ(a i ) is defined to be equal to one if a i is the rest option and equal to zero otherwise. The first constraint here requires at least N -1 clusters to be resting or, equivalently, no more than one cluster to be active. The transitionsx(x, a) andx i (x i , a i ) are defined in the obvious way with a = (a 1 , . . . , a N ) and with the next statex i for cluster i equal to the current state x i whenever the action a i is to rest.
Being a recursive equation, equation (20) imposes constraints for every state x. Thus, when considering Lagrange multipliers associated with the first constraint in (20), we can take the Lagrange multipliers to be a function of the system state. Introducing a Lagrange multiplier function λ(x) ≥ 0, we can write the Lagrangian for (20) as
For any λ(x) ≥ 0, the Lagrangian provides an upper bound on the system-wide value function given in (20) , that is, L(x; λ(·)) ≥ Φ 0 (x).
If we assume that the Lagrange multiplier function λ(x) is a constant value λ (λ ≥ 0), we can decompose the Lagrangian (21) into a series of cluster-specific problems that can be solved separately. Specifically, we can write L(x; λ) as
This result can be verified by substitution and was proven in Hawkins (2003; Theorem 1) and in Adelman and Mersereau (2008; Proposition 1) . The Lagrange multiplier λ in (22) and (23) can be interpreted as a subsidy paid to a cluster at rest. Note that in this bandit superprocess setting, if it is optimal to rest cluster i in one period in a state x i , the cluster will rest forever as the state x i will not change when resting. Thus we can interpret M = λ/(1 − δ) as a retirement value and rewrite the cluster-specific functions i (x i , λ) equivalently in terms of the clusterspecific value functions with retirement value M , as defined in (4) 
We now show that in our examples the best Lagrangian bound is given by taking M = 0, in which case the LangrangianL(x, M ) given by (11) reduces to the value given by allowing all of the clusters to be pursued simultaneously in the first period. To see this, note that, sinceL(x, M ) is piecewise-linear convex, if its derivative,L (x, M ) is positive for all M , then the minimum value must be obtained at M = 0. Calculating the derivative, this is equivalent to requiring
Recall from §4.2 that φ i (x i , M ) can be interpreted as E δτ i(M ) whereτ i (M ) is the random time of retirement for cluster i when following the strategy that is optimal for cluster i when viewed in isolation, given retirement value M . In our example application, regardless of the retirement value M , we know the stopping timeτ i (M ) will certainly not exceed the number of targets in a cluster, which we denote n i . Thus, for any M , we have
In our case, with a discount factor δ = 0.98, for any of choices of clusters, we find that which, using (25) , implies that the optimal Lagrangian bound is given by taking M = 0. Specifically, in the case with one target per cluster, we have 25 clusters and For the best Lagrangian bound to be something other than that given by simply considering the projects pursued in parallel immediately (i.e., with M = 0), we would many more targets or a much higher discount rate (i.e., lower discount factor δ).
A.3. Details on Calculating the Whittle Integral
Assuming the slopes s ij for cluster i are indexed in increasing order of the breakpoint values M ij , we can define slope increments asŝ i1 = s 1 and, for j > 1,ŝ ij = s ij /s i(j−1) . We can the represent the product of derivatives required for the Whittle integral calculation as
Using this, we can combine the breakpoints and slope increments for all clusters and sort by their corresponding values of
, the piecewise constant values of (26) are given by the cumulative product of these sorted slope increments, s k = k κ=1ŝ κ and the breakpoints for the product will be the corresponding sorted values of M k ; the slope s k applies from range M k to M k+1 .
The integral in (6) can then be easily calculated by weighing these piecewise constant values of the product (26) by the differences between adjacent breakpoints:
Thus, once we have the slopes and breakpoints, these Whittle integrals can be computed quickly.
A.4. Proof of Proposition 5.1
Proof. (i) The proof is by induction. Optimality of the initial basis matrix B 0 is assumed. In the discussion before the proposition, we showed that if B j is optimal for M j , then it is optimal over the interval [M j+1 , M j ]. We need to to show that the new basis is optimal at M j+1 . Let θ j denote a basic feasible solution to (15) with M j+1 and basis matrix B j ; letc andd be the reduced costs for c and d with this basis, as defined in equations (16) and (17). The optimal objective function value is (c + M j+1 d) T θ j . Now consider a basic feasible solution θ j+1 corresponding to basis B j+1 and let ∆ = θ j+1 − θ j . Using standard results from linear programming, we can express the change in objective function values when changing the basis as: 27) where N denotes the set of non-basic indices for basis B j . Here, however, all of the non-zero components of ∆ k (representing those variables entering the basis) have reduced costs (c k + M j+1dk ) equal to zero by definition of the set I. Thus (c + M j+1 d) T ∆ = 0 and we can conclude that θ j+1 and B j+1 are also optimal at M j+1 .
(ii) Note that for any M j > 0, since M j = max −c k /d k :d k < 0 , we havec k > 0 for any variable entering the basis in the j th iteration of the algorithm. Now consider the impact of the basis change on the value of the objective of (15) without considering the contribution of the retirement. Taking ∆ = θ j+1 − θ j and reasoning as in (27), we have c T ∆ = k∈Nc k ∆ k where N is the set of non-basic indices. Since the entering values ∆ k are strictly positive (in fact, the ∆ k are all greater than one), we see that c T θ j is strictly increasing with each iteration of the algorithm. Thus, the bases B j will be distinct at each iteration and we do not have to worry about the algorithm cycling. Since there at most a finite number of different bases (or policies), the algorithm will terminate in a finite number of steps.
A.5. Control Variate Calculations
We consider two types of control variates in our calculations. For the clairvoyant bounds, we generate control variates from the cluster-specific value functions under the independent heuristic. Specifically, before the simulation, we can use policy iteration to calculate, for each cluster, the cluster-specific value function φ i (x i,0 ) in its initial state, as well as the corresponding independent policy, π i . This calculation uses unconditional probability distributions that assume the results for all targets outside the cluster are unknown, i.e., the marginal distribution for that cluster. In each sample, we calculate the value with this policy π i , using the distribution conditional on the outcomes at all other clusters. We denote this value by φ πi i (x i,0 ; ωī). Since the policy is fixed, the expected value of φ πi i (x i,0 ; ωī) provides an unbiased estimate of φ i (x i,0 ) and we can use the differences φ π i (x i,0 ; ωī) − φ i (x i,0 ) across all clusters as a vector of control variates for the clairvoyant bounds. These control variates are a natural choice in this case, because they involve expectations under the same conditional distributions that the clairvoyant bounds exploit in every sample.
For the heuristic strategies, we apply the control variates discussed above, in addition to another set of control variates using martingales based on the approximate value function underlying the heuristic. Erlichman and Henderson (2007) discuss similar martingale-based heuristics more formally in the context of pricing American options, building on the results of Henderson and Glynn (2002) .
If we denote the cluster and action chosen by the independent heuristic as i t (π) and a it (π), respectively, we can approximate the ensuing reward-to-go at time t in a given sample path that starts in state x and transitions to new statex as r it(π) (x it(π) (x it(π) , a it (π))) + δΦ π (x(x, a it (π))),
where Φ π represents the system-wide value function under the independent model with actions chosen according to the independent heuristic; Φ π is given by calculating the Whittle integral. The expected value of this reward-to-go approximation at each time t in state x is given by E r it(π) (x it(π) (x it(π) , a it (π))) + δΦ π (x(x, a it (π))) ,
where we average over the full conditional distribution of the next-period statex, as governed by the selected action under π and the full, probabilistic model. For the independent heuristic, we keep π fixed in the calculation of these expectations. For the sequential heuristic, we update π and Φ π in each possible next-period state in the calculation of these expectations.
In each period, the differences in these two terms, r it(π) (x it(π) (x it(π) , a it (π))) + δΦ π (x(x, a it (π))) − E r it(π) (x it(π) (x it(π) , a it (π))) + δΦ π (x(x, a it (π))) , has mean zero, so the sum of these terms over time forms a martingale. Summing across all times up to the stopping time T in each sample, the value T t=0 r it(π) (x it(π) (x it(π) , a it (π))) + δΦ π (x(x, a it (π))) −E r it(π) (x it(π) (x it(π) , a it (π))) + δΦ π (x(x, a it (π))) , has mean zero and thus provides a valid control variate. Most of the terms involved in these martingale control variates are calculated already, e.g., when running the frontier algorithm or updating the probability distributions over time, as in the sequential heuristic. The exception is that the expectations in the control variate calculations require probabilities for next period states that are not needed to determine the value generated by the independent heuristic, but are necessary for the control variate calculation. Our experiments suggest that the improvement in accuracy provided by the control variate calculation for the independent heuristic is worth the extra computational burden: i.e., we achieve better accuracy per unit time using the control variate then we would by simply running more trials of the simulation.
A.6. Formal Justification for Dropping Targets 6C and 8A
We can prove that it is not optimal to drill Targets 6C and 8A in the following way. If we condition on the corresponding parent prospect having oil or gas, we can directly compute the most favorable possible expected reward at each target. For target 6C, the most favorable situation is for its parent prospect, P6, to have oil, which yields an expected reward of -$874M. For target 8A, if its parent prospect P8 has either oil or gas, the expected reward at 8A is -$828M.
We can compare these best-case expected rewards (which are negative) to the possible information benefit of drilling at either target: this value of information benefit is bounded by the difference in the clairvoyant Whittle integral and the sequential heuristic bounds with any definition of clusters that has 6C and 8A isolated in individual clusters. We ran a simulation similar to the case with clusters as defined in Figure 2 , but with 6C and 8A in clusters of their own, and found that the gap between the bounds was substantially less than $828M, with or without kitchen uncertainty. Since the most favorable value of drilling at these sites is a substantial cost that cannot be made up by a commensurate gain in information value, we conclude that neither target will ever be drilled in an optimal policy.
A.7. Details on Bounds with Fixed First Actions
We know that an optimal exploration policy must choose one target to drill first. In the clairvoyant Whittle bound calculations, this property is not directly imposed. We can, however, impose it in the following way. In each scenario, for each target j, we calculate, under the distribution given by the clairvoyant model, the expected reward of that target plus δ times the expected value of the Whittle integral, i.e., E[Φ(x, 0)]. Here the expectations are taken over the possible outcomes at j. This provides an upper bound on the optimal value of the clairvoyant bandit superprocess that is restricted to drill at target j first.
Given that we are already calculating the frontier for the unconstrained clairvoyant Whittle integral, these calculations do not require much additional work: we need only record slopes and breakpoints for the possible next period states in addition to the current state when running the frontier algorithm.
We do this for each of the targets in the model and average each one over the full simulation. Because an optimal exploration policy has to drill at some target first, we know that the maximum of these values is a valid upper bound to the optimal sequential exploration problem. Moreover, this bound cannot be any worse than the unconstrained clairvoyant Whittle bound. Table 2 below shows the results for these clairvoyant first-action-fixed bounds in the cases with large clusters, with the targets sorted by the value of the bound. The lines indicate where the estimated value of the independent heuristic falls in this list. In the case without kitchen uncertainty, the expected value of the independent heuristic is $23,150 (with a mean standard error of $5M); with kitchen uncertainty, the expected value is $17,717 (with a mean standard error of $19M). Setting aside sample error, all targets that lie below these values can be ruled out as optimal first actions because the bounds show that policies that start with that target cannot perform as well as the independent heuristic.
