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THE CALCULATION OF THE MITTAG-LEFFLER
FUNCTION
V.V. Saenko1
This paper considers the problem of calculating the Mittag-Leffler function Eρ,µ(z). To solve this
problem, the integral representations for the function Eρ,µ(z) are transformed in such a way that they
do not contain complex variables and parameters. This approach allows us to write the Mittag-Leffler
function as the sum of the real and imaginary parts, each of which depends only on real variables and
parameters. To calculate the integrals included in the obtained integral representations, standard
methods of numerical integration are used. The graphs of the Mittag-Leffler function are given. The
comparison of the calculation results with particular cases in which the Mittag-Leffler function is
expressed in terms of elementary functions shows the coincidence of the results obtained.
1. Introduction
The Mittag-Leffler function is an entire function defined by a power series
Eρ(z) =
∞∑
n=0
zn
Γ(1 + n/ρ)
, ρ > 0, z ∈ C,
where Γ(x) is the Gamma-function. This function was introduced by Mittag-Leffler in a series of papers
published between 1902-1905 in connection with his development of a method for summing divergent
series. For more detailed information on the content of these works and on the history of the introduction
of the Mittag-Leffler function, we refer the reader to the book [1] (see chapter 2 in [1]). The function
itself Eρ(z) was introduced in the work [2]. In the work [3] an integral representation was obtained for
this function, expressing its value through the contour integral.
The two-parametric Mittag-Leffler function
Eρ,µ(z) =
∞∑
k=0
zk
Γ(µ+ k/ρ)
, ρ > 0, µ ∈ C, z ∈ C (1)
was firstly introduced by A. Wiman in his papers [4,5]. Latter in 1953 this function was rediscovered by
Humbert and Agarval [6–8]. A new function was obtained by replacing additive unit in the argument
of the Gamma-function by an arbitrary complex parameter. Around the same time independently of
Humbert and Agarval the function (1) was investigated by M. M. Djrbashian in the papers [9, 10]
(see also [11] Chapter 3, §2, §4). As we can see, the two-parameter Mittag-Leffler function Eρ,µ(z) is
connected with the classical Mittag-Leffler function Eρ(z) with a simple relation Eρ,1(z) = Eρ(z). For
more detailed information about properties of the function Eρ,µ(z) we refer the reader to the book [1],
and to survey papers [12–14].
In this paper, we consider the issue of obtaining integral representations for the function Eρ,µ(z),
which allow us to calculate the value of the function using numerical methods. To date, most of the results
associated with the calculation of the Mittag-Leffler function are based on the integral representation
obtained in the book [11]. This representation expresses the Mittag-Leffler function in terms of the
contour integral in the complex plane. Using this integral representation, the authors of the work [15]
passed from loop integration to integration over a real variable. Such a transition allowed them to
represent the Mittag-Leffler function as a sum of improper and definite integrals. Further, to calculate
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the Mittag-Leffler function, the authors divide the complex plane into several regions and depending
on what point of the complex plane where it is necessary to calculate the function Eρ,µ(z) either a
series representation (1), either the integral representation they obtained, or the recursion formula for
the function Eρ,µ(z) is used. In the paper [16] some particular aspects of the calculation algorithm for
the function Eρ,µ(z) are considered on the basis of the work [15]. In the works [17–19] to calculate
the function Eρ,µ(z) the authors use an approach which is similar to the approach proposed in the
work [15]. In these works, the authors also split the complex plane into several regions, and depending
on the region where the value of the function Eρ,µ(z) is calculated, either the representation (1), or the
integral representation, or the recursion formula is used. It is important to note that the authors of
the works [17–19] as the integral representation, use the integral representation of the function Eρ,µ(z)
obtained in [11]. Apparently, the calculation methods proposed in the papers [15, 17–19] underlay the
computer code implemented in the MatLab language [20]. It should also be noted here that this computer
code is implemented on the basis of the integral representation obtained in the book [11]. However, as it
was shown in the paper [21], the integral representation of the function Eρ,µ(z) obtained in the book [11]
was not true (for more detailed information see lemma 1 in [21]). As a result, the calculation algorithms
of the function Eρ,µ(z) considered in the above mentioned works in some cases give an incorrect result.
To be more precise the incorrect result will be those that relate to the case z ∈ G(+)(ε, δ) (see lemma 1
in [21]). The results relating to the case z ∈ G(−)(ε, δ) are likely to be true.
It should be pointed out that in the work [22] there is an indication of a mistake in calculating the
function Eρ,µ(z) with the help of the code [20] (see. Fig. 1 in [22] and discussion of it). The authors give
a simple example: they compare the values of the function |E1/2,1(−iλ)| for λ ∈ [0, 20] calculated with
the help of the computer code [20] and the representation
E1/2,1(z) = e
z2erfc(−z).
It turned out that the results generated by the code [20] in a sufficiently large interval of values λ are
incorrect. Now the causes of such a mistake become clear. As it was pointed out earlier the computer
code [20] uses the integral representation obtained in the book [11]. Apparently, when calculating
|E1/2,1(−iλ)| the algorithm [20] uses the integral representation of the function Eρ,µ(z), for its calculation
corresponding to the case z ∈ G(+)(ε, δ) which is incorrect and it leads to the emergence of the calculation
mistake mentioned.
A completely different approach to the calculation of the Mittag-Leffler function was proposed in
[22–24]. In these papers to calculate the values of the function Eρ,µ(z) the authors propose to calculate
the inverse Laplace transform of the Laplace image of the function Eρ,µ(z). It enables them to exclude
the integral representations for the function Eρ,µ(z) from consideration completely and develop a totally
different approach for the calculation of the Mittag-Leffler function. This algorithm was realized in the
form of a computer code for MatLab and is available in [25].
This work is a final part of the series of papers devoted to the study of integral representations of the
Mittag-Leffler function. The fundamental paper in this respect is the paper [21]. In this paper, we obtain
an integral representation of the Mittag-Leffler function expressing the value of this function through the
contour integral. In the subsequent work [26] the singular points of the obtained integral representation
are investigated. Particular cases are determined in which it is possible to calculate the contour integral
using the theory of residues. In these particular cases, the Mittag-Leffler function can be written in
terms of elementary functions. In the third work [27] a transition was made from integration over a
complex variable to integration over real variables. As a result of such a transition, the Mittag-Leffler
function can be written in two forms: representation “A” and representation “B”. The representation
“A” of the Mittag-Leffler function (see theorem 3 and corollary 2 in Appendix A) is written in the form
of a sum of the improper and definite integrals. The representation “B” (see theorem 4 and corollary 3
in Appendix A) in the general case, is written as one improper integral. However, the representation “B”
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is valid for the parameter values µ, satisfying the condition ℜµ < 1 + 1/ρ. Also in this representation
there are special cases in which you have to bypass a singular point. As a result, in these particular
cases, the representation of “B” is much more complicated.
In the general case, these integrals cannot be calculated analytically and numerical methods must
be used to calculate them. However, the integral representations obtained in [27] are inconvenient for
the direct use of numerical integration methods in them. The fact is that in these representations
the argument z and the parameter µ are complex numbers. For these representations to be suitable
for the use of numerical algorithms it is necessary to transform them in such a way that the integral
representations of the function Eρ,µ(z) consist of the sum of the real and imaginary parts, each of which
would be a function of only real variables and parameters. If such a transformation is performed, then it
will be possible to use standard methods of numerical integration to calculate the Mittag-Leffler function.
This paper is devoted to obtaining such integral representations and calculating the function Eρ,µ(z).
In the paper [27] it was shown that the representations “A” and “B” can be described either by four
parameters (ρ, µ, δ1ρ, δ2ρ), or by three parameters (ρ, µ, δρ), or by two parameters (ρ, µ). The parameters
ρ and µ are related to the Mittag-Leffler function and the parameters δ1ρ, δ2ρ, δρ determine the contour
of integration in the integral representation of the function Eρ,µ(z). At the end of the paper [27] its
own notation was used for each set of parameters. For the four-parameter representation, the notation
parametrization 1 was introduced, for the three-parameter representation, the notation parametrization
2 was introduced, and for the two-parameter representation, parameterization 3 was introduced. Further
in this paper, we will adhere to this terminology. For completeness, the main results of the work [27]
are presented in Appendix A.
2. The calculation of the Mittag-Leffler function
We will start our consideration with the representation “A” of parametrization 1 formulated in
theorem 3 (see Appendix A). This representation is convenient for analytical studies of the Mittag-
Leffler function. However, they are not suitable for numerical calculations, since these formulas include
the variables z, µ, which are complex numbers. To be able to calculate the value of the function Eρ,µ(z)
these representations must be transformed in such a way that they could be divided into real and
imaginary parts, each of which will depend only on real arguments and parameters. As a result, the
following theorem is valid:
Theorem 1. For any real ρ > 1/2, ǫ > 0 and δ1ρ, δ2ρ, satisfying the conditions
π/(2ρ) < δ1ρ 6 min (π, π/ρ) , π/(2ρ) < δ2ρ 6 min (π, π/ρ) , (2)
any complex µ = µR + iµI and any complex z = te
iθ, satisfying the condition
π/(2ρ) − δ2ρ + π < θ < −π/(2ρ) + δ1ρ + π, (3)
the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫
∞
1+ǫ
KReρ,µ(r,−δ1ρ, δ2ρ, t, θ)dr +
∫ δ2ρ−π
−δ1ρ−π
PReρ,µ(1 + ǫ, ϕ, t, θ)dϕ
+ i
{∫
∞
1+ǫ
KImρ,µ(r,−δ1ρ, δ2ρ, t, θ)dr +
∫ δ2ρ−π
−δ1ρ−π
P Imρ,µ (1 + ǫ, ϕ, t, θ)dϕ
}
. (4)
Here
KReρ,µ(r, ϕ1, ϕ2, t, θ) =
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cosϕ1 + 1)(r2 + 2r cosϕ2 + 1)
×[f(r, ϕ2 − π, t, θ)(r
2 + 2r cosϕ1 + 1) (r sin(ξ(r, ϕ2 − π, t, θ)) + sin(ξ(r, ϕ2 − π, t, θ) + ϕ2))
−f(r, ϕ1 − π, t, θ)(r
2 + 2r cosϕ2 + 1) (r sin(ξ(r, ϕ1 − π, t, θ)) + sin(ξ(r, ϕ1 − π, t, θ) + ϕ1))] , (5)
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KImρ,µ(r, ϕ1, ϕ2, t, θ) =
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cosϕ1 + 1)(r2 + 2r cosϕ2 + 1)
×[f(r, ϕ1 − π, t, θ)(r
2 + 2r cosϕ2 + 1) (r cos(ξ(r, ϕ1 − π, t, θ)) + cos(ξ(r, ϕ1 − π, t, θ) + ϕ1))
−f(r, ϕ2 − π, t, θ)(r
2 + 2r cosϕ1 + 1) (r cos(ξ(r, ϕ2 − π, t, θ)) + cos(ξ(r, ϕ2 − π, t, θ) + ϕ2))] , (6)
PReρ,µ(r, ϕ, t, θ) =
ρ
2π
(tr)ρ(1−µR)rf(r, ϕ, t, θ)
(r2 − 2r cosϕ+ 1)
(r cos(ξ(r, ϕ, t, θ)) − cos(ξ(r, ϕ, t, θ) + ϕ)) , (7)
P Imρ,µ (r, ϕ, t, θ) =
ρ
2π
(tr)ρ(1−µR)rf(r, ϕ, t, θ)
(r2 − 2r cosϕ+ 1)
(r sin(ξ(r, ϕ, t, θ)) − sin(ξ(r, ϕ, t, θ) + ϕ)) , (8)
where
f(r, ϕ, t, θ) = exp {(tr)ρ cos(ρ(θ + ϕ)) + ρµI(θ + ϕ)} , (9)
ξ(r, ϕ, t, θ) = (tr)ρ sin(ρ(θ + ϕ)) + ρ(1− µR)(θ + ϕ)− ρµI ln(tr). (10)
Proof.
1) In theorem 3 (see Appendix A) it was shown that the Mittag-Leffler function can be represented
in the form
Eρ,µ(z) =
∫
∞
1+ǫ
Kρ,µ(r,−δ1ρ, δ2ρ, z)dr +
∫ δ2ρ−π
−δ1ρ−π
Pρ,µ(1 + ǫ, ϕ, z)dϕ, (11)
where Kρ,µ(r, ϕ1, ϕ2, z) and Pρ,µ(r, ϕ, z) are defined by the expressions (63) and (66) respectively. We
represent the complex number z in the form z = teiθ, and the complex parameter µ in the form
µ = µR + iµI and put these representations in the kernels Kρ,µ(r, ϕ1, ϕ2, z) and Pρ,µ(r, ϕ, z).
First, we obtain the expression for the kernel Kρ,µ(r, ϕ1, ϕ2, z). From (63) it is clear that this
expression is composed of the function η(r, ϕ, z), defined by the expression (65). As a result, this
function can be represented in the form
η(r, ϕ, z) = (tr)ρeiρ(θ−π) sin(ρϕ) + ρ(1− µR − iµI)ϕ.
Using this representation in Aρ,µ(r, ω1, ω2, z), which is defined by (64), we obtain
Aρ,µ(r, ω1, ω2, z) = exp
{(
rteiθ
)ρ
e−iρπ cos(ρω1)
}
(r2 + 2r cosω2 + 1)
× exp
{
i
[
(tr)ρeiρ(θ−π) sin(ρω1) + ρ(1− µR − iµI)ω1
]} (
r + eiω1
)
= exp
{
(rt)ρeiρ(θ−π)(cos(ρω1) + i sin(ρω1)
}
eiρ(1−µR)ω1+ρµIω1(r2 + 2r cosω2 + 1)
(
r + eiω1
)
= exp
{
(rt)ρeiρ(θ+ω1−π)
}
eiρ(1−µR)ω1+ρµIω1(r2 + 2r cosω2 + 1)
(
r + eiω1
)
. (12)
For the factor (zr)ρ(1−µ)e−iρπ(1−µ), included in (63) we have
(zr)ρ(1−µ)e−iρπ(1−µ) = (tr)ρ(1−µR−iµI )eiρ(θ−π)(1−µR−iµI ). (13)
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Using (12) and (13) for the factor (zr)ρ(1−µ)e−iρπ(1−µ)Aρ,µ(r, ϕ1, ϕ2, z), included in (63), we obtain
(zr)ρ(1−µ)e−iρπ(1−µ)Aρ,µ(r, ϕ1, ϕ2, z) = (tr)
ρ(1−µR−iµI )eiρ(θ−π)(1−µR−iµI )
× exp
{
(rt)ρeiρ(θ+ϕ1−π)
}
eiρ(1−µR)ϕ1+ρµIϕ1(r2 + 2r cosϕ2 + 1)
(
r + eiϕ1
)
= (tr)ρ(1−µR)e−iρµI ln(tr)e(rt)
ρ(cos(ρ(θ+ϕ1−π))+i sin(ρ(θ+ϕ1−π)))
× eiρ(1−µR)(θ+ϕ1−π)+ρµI (θ+ϕ1−π)(r2 + 2r cosϕ2 + 1)
(
r + eiϕ1
)
= (tr)ρ(1−µR)(r2 + 2r cosϕ2 + 1) exp {(tr)
ρ cos(ρ(θ + ϕ1 − π)) + ρµI(θ + ϕ1 − π)}
× exp {i [(tr)ρ sin(ρ(θ + ϕ1 − π)) + ρ(1− µR)(θ + ϕ1 − π)− ρµI ln(tr)]}
(
r + eiϕ1
)
= (tr)ρ(1−µR)f(r, ϕ1 − π, t, θ)(r
2 + 2r cosϕ2 + 1)e
iξ(r,ϕ1−π,t,θ)
(
r + eiϕ1
)
= (tr)ρ(1−µR)f(r, ϕ1 − π, t, θ)(r
2 + 2r cosϕ2 + 1) (r cos(ξ(r, ϕ1 − π, t, θ)) + cos(ξ(r, ϕ1 − π, t, θ) + ϕ1)
+ i {r sin(ξ(r, ϕ1 − π, t, θ)) + sin(ξ(r, ϕ1 − π, t, θ) + ϕ1)}) , (14)
where the notations were introduced
f(r, ϕ, t, θ) = exp{(tr)ρ cos(ρ(θ + ϕ)) + ρµI(θ + ϕ)}, (15)
ξ(r, ϕ, t, θ) = (tr)ρ sin(ρ(θ + ϕ)) + ρ(1− µR)(θ + ϕ)− ρµI ln(tr). (16)
Similarly, we obtain
(zr)ρ(1−µ)e−iρπ(1−µ)Aρ,µ(r, ϕ2, ϕ1, z) = (tr)
ρ(1−µR)f(r, ϕ2 − π, t, θ)(r
2 + 2r cosϕ1 + 1)
× (r cos(ξ(r, ϕ2 − π, t, θ)) + cos(ξ(r, ϕ2 − π, t, θ) + ϕ2)
+ i {r sin(ξ(r, ϕ2 − π, t, θ)) + sin(ξ(r, ϕ2 − π, t, θ) + ϕ1)}) . (17)
Substituting now (14) and (17) in (63) we get
Kρ,µ(r, ϕ1, ϕ2, z) =
ρ
2πi
(tr)ρ(1−µR)
(r2 + 2r cosϕ1 + 1)(r2 + 2r cosϕ2 + 1)
×
[
f(r, ϕ2 − π, t, θ)(r
2 + 2r cosϕ1 + 1) (r cos(ξ(r, ϕ2 − π, t, θ)) + cos(ξ(r, ϕ2 − π, t, θ) + ϕ2)
+ i {r sin(ξ(r, ϕ2 − π, t, θ)) + sin(ξ(r, ϕ2 − π, t, θ) + ϕ2)})
− f(r, ϕ1 − π, t, θ)(r
2 + 2r cosϕ2 + 1) (r cos(ξ(r, ϕ1 − π, t, θ)) + cos(ξ(r, ϕ1 − π, t, θ) + ϕ1)
+ i {r sin(ξ(r, ϕ1 − π, t, θ)) + sin(ξ(r, ϕ1 − π, t, θ) + ϕ1)})]
=
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cosϕ1 + 1)(r2 + 2r cosϕ2 + 1)
× [f(r, ϕ2 − π, t, θ)(r
2 + 2r cosϕ1 + 1)(r sin(ξ(r, ϕ2 − π, t, θ)) + sin(ξ(r, ϕ2 − π, t, θ) + ϕ2))
− f(r, ϕ1 − π, t, θ)(r
2 + 2r cosϕ2 + 1)(r sin(ξ(r, ϕ1 − π, t, θ)) + sin(ξ(r, ϕ1 − π, t, θ) + ϕ1))
− i{f(r, ϕ2 − π, t, θ)(r
2 + 2r cosϕ1 + 1)(r cos(ξ(r, ϕ2 − π, t, θ)) + cos(ξ(r, ϕ2 − π, t, θ) + ϕ2))
− f(r, ϕ1 − π, t, θ)(r
2 + 2r cosϕ2 + 1)(r cos(ξ(r, ϕ1 − π, t, θ)) + cos(ξ(r, ϕ1 − π, t, θ) + ϕ1))}]
= KReρ,µ(r, ϕ1, ϕ2, t, θ) + iK
Im
ρ,µ (r, ϕ1, ϕ2, t, θ),
whereKReρ,µ(r, ϕ1, ϕ2, t, θ) andK
Im
ρ,µ(r, ϕ1, ϕ2, t, θ) are real and imaginary parts of the obtained expressions
and have the form (5) and (6) respectively. Thus, we obtained that the kernel Kρ,µ(r, ϕ1, ϕ2, z) can be
represented in the form
Kρ,µ(r, ϕ1, ϕ2, z) ≡ Kρ,µ(r, ϕ1, ϕ2, t, θ) = K
Re
ρ,µ(r, ϕ1, ϕ2, t, θ) + iK
Im
ρ,µ (r, ϕ1, ϕ2, t, θ), (18)
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where KReρ,µ(r, ϕ1, ϕ2, t, θ) = ℜKρ,µ(r, ϕ1, ϕ2, t, θ) and K
Im
ρ,µ(r, ϕ1, ϕ2, t, θ) = ℑKρ,µ(r, ϕ1, ϕ2, t, θ).
Now we get the expression for Pρ,µ(r, ϕ, z). For this, we represent the complex numbers z and µ in
the form z = teiθ and µ = µR + iµI and put them in the formula (66). As a result, for the function
χ(r, ϕ, z) which is defined by the formula (67), we have
χ(r, ϕ, z) = (tr)ρeiρθ sin(ρϕ) + ρ(1− µR)ϕ− iρµIϕ.
using now this expression in the kernel Pρ,µ(r, ϕ, z) (see (66)), we obtain
Pρ,µ(r, ϕ, z) ≡ Pρ,µ(r, ϕ, t, θ) =
ρ
2π
(
treiθ
)ρ(1−µR−iµI)
r2 − 2r cosϕ+ 1
exp
{
(tr)ρeiρθ cos(ρϕ)
}
× exp
{
i
[
(tr)ρeiρθ sin(ρϕ) + ρ(1− µR)ϕ− iρµIϕ
]}
r(r − eiϕ)
=
ρ
2π
(tr)ρ(1−µR)e−iρµI ln(tr)eiρ(1−µR)θ+ρµIθ
r2 − 2r cosϕ+ 1
exp
{
(tr)ρeiρ(θ+ϕ) + iρ(1− µR)ϕ+ ρµIϕ
}
r(r − eiϕ)
=
ρ
2π
(tr)ρ(1−µR)
r2 − 2r cosϕ+ 1
e(tr)
ρ cos(ρ(θ+ϕ))+ρµI (θ+ϕ)ei[(tr)
ρ sin(ρ(θ+ϕ))+ρ(1−µR)(θ+ϕ)−ρµI ln(tr)]r(r − eiϕ)
=
ρ
2π
(tr)ρ(1−µR)f(r, ϕ, t, θ)
r2 − 2r cosϕ+ 1
eiξ(r,ϕ,t,θ)r(r − eiϕ) =
ρ
2π
(tr)ρ(1−µR)rf(r, ϕ, t, θ)
r2 − 2r cosϕ+ 1
[
r cos(ξ(r, ϕ, t, θ))
− cos(ξ(r, ϕ, t, θ)+ϕ)+ i {r sin(ξ(r, ϕ, t, θ)) − sin(ξ(r, ϕ, t, θ) + ϕ)}
]
= PReρ,µ(r, ϕ, t, θ)+ iP
Im
ρ,µ (r, ϕ, t, θ).
Here f(r, ϕ, t, θ) and ξ(r, ϕ, t, θ) have the form (15) and (16), and PReρ,µ(r, ϕ, t, θ) and P
Im
ρ,µ (r, ϕ, t, θ) are
real and imaginary parts of the obtained expression and have the form (7) and (8) respectively. As a
result, we obtain that Pρ,µ(r, ϕ, z) can be represented in the form
Pρ,µ(r, ϕ, z) ≡ Pρ,µ(r, ϕ, t, θ) = P
Re
ρ,µ(r, ϕ, t, θ) + iP
Im
ρ,µ (r, ϕ, t, θ), (19)
where PReρ,µ(r, ϕ, t, θ) = ℜPρ,µ(r, ϕ, z) and P
Im
ρ,µ (r, ϕ, t, θ) = ℑPρ,µ(r, ϕ, z). Now substituting (18) and (19)
in the representation (11) we obtain the representation (4).
The theorem is proved.
The proved theorem shows that Mittag-Leffler function can be represented in the form of the sum of
real and imaginary parts which are real functions of real variables. The obtained representation allows us
to calculate the value of the Mittag-Leffler function. As we can see, the real and imaginary parts of the
representation (4) consist of two integrals: improper and definite ones. The cases, in which it is possible
to calculate these integrals analytically, are given in Lemma 1 (see Appendix A). In the general case, it
is impossible to calculate these integrals analytically. However, with the use of numerical methods the
calculation of these integrals is quite simple. For the numerical calculation of the integrals in (4) the
Gauss-Kronrod numerical integration method was used. In particular, implementations of this method
were used in the GSL library [28]. The calculation results of the function Eρ,µ(z) by the formula (4) are
given in Fig. 1 and 2.
In Fig. 1 a) the real part of the representation (4) is constructed and in Fig. 1 d) the imaginary part
of the representation (4) for the values of the parameters ρ = 1, µ = 0 and complex z that changes in
the limits 0.1 6 |z| 6 7, π/2 < arg z < 3π/2. It is important to pay attention that in Theorem 1 the
argument z was represented in the form z = |z|ei arg z, in this connection, in calculations it is convenient
to use the polar coordinate system. This explains the concentric form of the calculation area. To verify
the correctness of the representation (4) and the correctness of the numerical calculation in Fig. 1 a)
and in Fig. 1 d) the results of the calculation of the function E1,0(z) are given by the formula (77). The
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Fig. 1. The function Eρ,µ(z) for ρ = 1, µ = 0 and 0.1 6 |z| 6 7, π/2 < arg z < 3π/2. a) The surface the
formula (4), the curves the formula (77); b) The plot of ℜE1,0(z) against |z| for the values arg z, corresponding
to the curves φRei , i = 1, . . . , 6 in Fig. a. The curves - the formula (4), the points the formula(77). c) The plot
of ℜE1,0(z) against arg z for the values |z|, corresponding to the curves r
Re
i , i = 1, . . . , 6 in Fig. a. The curves
the formula (4), the points the formula (77). d) The surface the formula (4), the curves the formula (77); e)
The plot of ℑE1,0(z) against |z| for the values arg z, corresponding to the curves φ
Im
i , i = 1, . . . , 6 in Fig. d. The
curves the formula (4), the points the formula (77). f) The plot of ℑE1,0(z) against arg z for the values |z|,
corresponding to the curves rImi , i = 1, . . . , 6 in Fig. d. The curves the formula (4), the points the formula (77).
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Fig. 2. The function Eρ,µ(z) for ρ = 1, µ = 3 and 0.1 6 |z| 6 7, π/2 < arg z < 3π/2. a) The surface the
formula (4), the curves the formula (78); b) The plot of ℜE1,0(z) against |z| for the values arg z, corresponding
to the curves φRei , i = 1, . . . , 6 in Fig. a. The curves the formula (4), the points the formula (78). c) The plot
of ℜE1,0(z) against arg z for the values |z|, corresponding to the curves r
Re
i , i = 1, . . . , 6 in Fig. a. The curves
the formula (4), the points the formula (78). d) The surface the formula (4), the curves the formula (78); e)
The plot of ℑE1,0(z) against |z| for the values arg z, corresponding to the curves φ
Im
i , i = 1, . . . , 6 in Fig. d. The
curves the formula (4), the points the formula (78). f) The plot of ℑE1,0(z) against arg z for the values |z|,
corresponding to the curves rImi , i = 1, . . . , 6 in Fig. d. The curves the formula (4), the points the formula (78).
The calculation of the Mittag-Leffler function 9
values ℜE1,0(z) and ℑE1,0(z), calculated by the formula (77) are given in Fig. 1 a) and in Fig. 1 d) in
thick curves. The fixed values arg z correspond to the thick curves φRei , i = 1, . . . , 6 in Fig. 1 a) and the
curves φImi , i = 1, . . . , 6 in Fig. 1 d). The fixed values |z| correspond to the thick curves r
Re
i , i = 1, . . . , 5
in Fig. 1 a) and the curves rImi , i = 1, . . . , 6 in Fig. 1 d). As one can see from the figures, these curves lie
exactly on the surface of the function E1,0(z), calculated by the formula (4). To verify the coincidence
of the calculation results by the formulas (4) and (77) in Fig. 1 b) and Fig. 1 e) the plots of ℜE1,0(z)
and ℑE1,0(z) against |z| are given at the fixed value arg z. The values arg z, for which these plots were
constructed, correspond to the curves φRei , i = 1, . . . , 6 in Fig. 1 a) and φ
Im
i , i = 1, . . . , 6 in Fig. 1 d).
In these figures, the solid curves correspond to the representation (4), the points correspond to the
formula (77). As one can see, the calculation results by these two formulas coincide absolutely. In
Fig. 1 c) and Fig. 1 f) the plots of ℜE1,0(z) and ℑE1,0(z) against arg z are given with the fixed value
|z|. The values |z|, for which these plots were constructed, correspond to the values |z| the curves rRei ,
i = 1, . . . , 5 in Fig. 1 a) and rImi , i = 1, . . . , 5, in Fig. 1 d). As in the previous case, the solid curves
are the calculation results by the formula (4), the points the calculation results by the formula (77).
As one can see from the graphs, the calculation results by these two formulas coincide absolutely which
means that the representation (4) is correct.
In Fig. 2 a) the real part of the representation (4) is constructed, and in Fig. 2 d) the imaginary
part of the representation (4) for values of the parameters ρ = 1, µ = 3 and complex z that changes in
the limits 0.1 6 |z| 6 7, π/2 < arg z < 3π/2. The notation in Fig. 2 is similar to the notation in Fig. 1
with one exception that for verifying the calculation results the formula (78) was used. As we can see,
in this case the calculation results with the help of the representation (4) coincide absolutely with the
formula (78), which confirms the correctness of calculations made and validity of the obtained formula.
We consider parametrizations 2 and 3 for the representation “A”. In the work [27] it was shown
that in these two cases the form of the kernel Kρ,µ(r,−δ1ρ, δ2ρ, z) become simple. This result is given in
Corollary 2 (see Appendix A). The similar situation takes place for the representation (4). We formulate
the result in the form of a corollary.
Corollary 1. For any real ρ > 1/2 and ǫ > 0, any complex µ = µR + iµI and any complex z = te
iθ
satisfying the conditions π2ρ − δρ + π < θ < −
π
2ρ + δρ + π,
1) at any real δρ satisfying the condition
π/(2ρ) < δρ 6 min (π, π/ρ) (20)
the Mittag-Leffler function can be represented in the form:
Eρ,µ(z) =
∫
∞
1+ǫ
KReρ,µ(r, δρ, t, θ)dr +
∫ δρ−π
−δρ−π
PReρ,µ(1 + ǫ, ϕ, t, θ)dϕ+
+ i
{∫
∞
1+ǫ
KImρ,µ(r, δρ, t, θ)dr +
∫ δρ−π
−δρ−π
P Imρ,µ (1 + ǫ, ϕ, t, θ)dϕ
}
, (21)
where
KReρ,µ(r, δρ, t, θ) =
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cos δρ + 1)
× [f(r, δρ − π, t, θ) (r sin(ξ(r, δρ − π, t, θ)) + sin(ξ(r, δρ − π, t, θ) + δρ))
− f(r,−δρ − π, t, θ) (r sin(ξ(r,−δρ − π, t, θ)) + sin(ξ(r,−δρ − π, t, θ)− δρ))] , (22)
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KImρ,µ(r, δρ, t, θ) =
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cos δρ + 1)
× [f(r,−δρ − π, t, θ) (r cos(ξ(r,−δρ − π, t, θ)) + cos(ξ(r,−δρ − π, t, θ)− δρ))
− f(r, δρ − π, t, θ) (r cos(ξ(r, δρ − π, t, θ)) + cos(ξ(r, δρ − π, t, θ) + δρ))] , (23)
PReρ,µ(r, ϕ, t, θ) is defined by the expression (7), P
Im
ρ,µ (r, ϕ, t, θ) is defined by the expression (8), and the
functions f(r, ϕ, t, θ) and ξ(r, ϕ, t, θ) are defined by the expressions (9) and (10), respectively.
2) At ρ > 1 and δρ = π/ρ, the Mittag-Leffler function can be represented in the form:
Eρ,µ(z) =
∫
∞
1+ǫ
KReρ,µ(r, t, θ)dr +
∫ π
ρ−π
−
π
ρ−π
PReρ,µ(1 + ǫ, ϕ, t, θ)dϕ+
+ i
{∫
∞
1+ǫ
KImρ,µ(r, t, θ)dr +
∫ π
ρ−π
−
π
ρ−π
P Imρ,µ (1 + ǫ, ϕ, t, θ)dϕ
}
, (24)
where
KReρ,µ(r, t, θ) =
ρ
2π
(tr)ρ(1−µR)e̺(r,t,θ)
(r2 + 2r cos(π/ρ) + 1)
×
[
eµIπ(r sin(ξ′(r, t, θ) + (1− µR)π) + sin(ξ
′(r, t, θ) + (1− µR)π + π/ρ))
− e−µIπ(r sin(ξ′(r, t, θ)− (1− µR)π) + sin(ξ
′(r, t, θ)− (1− µR)π − π/ρ))
]
, (25)
KImρ,µ(r, t, θ) =
ρ
2π
(tr)ρ(1−µR)e̺(r,t,θ)
(r2 + 2r cos(π/ρ) + 1)
×
[
e−µIπ(r cos(ξ′(r, t, θ)− (1− µR)π) + cos(ξ
′(r, t, θ) − (1− µR)π − π/ρ))
− eµIπ(r cos(ξ′(r, t, θ) + (1− µR)π) + cos(ξ
′(r, t, θ) + (1− µR)π + π/ρ))
]
, (26)
PReρ,µ(r, ϕ, t, θ) is defined by the expression (7), P
Im
ρ,µ (r, ϕ, t, θ) is defined by the expression (8), and the
functions ̺(r, t, θ) and ξ′(r, t, θ) have the form
̺(r, t, θ) = −(tr)ρ cos(ρ(θ − π)) + ρµI(θ − π), (27)
ξ′(r, t, θ) = −(tr)ρ sin(ρ(θ − π)) + ρ(1− µR)(θ − π)− ρµI ln(tr). (28)
Proof. 1) According to Theorem 1 the Mittag-Leffler function can be represented in the form (4).
This representation is true for any real δ1ρ and δ2ρ satisfying the conditions (2). In the case, if δ1ρ =
δ2ρ = δρ these two conditions are transformed into one condition imposed on the value δρ
π/(2ρ) < δρ 6 min (π, π/ρ) .
We represent the complex number z in the form z = teiθ. As a result, in view of the foregoing, the
condition (3) is written in the form π/(2ρ) − δρ + π < θ < −π/(2ρ) + δρ + π. Substituting in (4) the
value δρ, instead of δ1ρ and δ2ρ we obtain
Eρ,µ(z) =
∫
∞
1+ǫ
KReρ,µ(r,−δρ, δρ, t, θ)dr +
∫ δρ−π
−δρ−π
PReρ,µ(1 + ǫ, ϕ, t, θ)dϕ
+ i
{∫
∞
1+ǫ
KImρ,µ(r,−δρ, δρ, t, θ)dr +
∫ δρ−π
−δρ−π
P Imρ,µ (1 + ǫ, ϕ, t, θ)dϕ
}
. (29)
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It is clear from this expression that in the summands, c PReρ,µ(r, ϕ, t, θ) and P
Im
ρ,µ (r, ϕ, t, θ) only the
limits of integration have changed but the integrand expressions do not change. However, in the sum-
mands c KReρ,µ(r,−δρ, δρ, t, θ) and K
Im
ρ,µ(r,−δρ, δρ, t, θ) with this substitution the integrand functions will
change. We consider how these functions are transformed. For brevity, we will introduce the notations
KReρ,µ(r, δρ, t, θ) ≡ K
Re
ρ,µ(r,−δρ, δρ, t, θ), K
Im
ρ,µ(r, δρ, t, θ) ≡ K
Im
ρ,µ(r,−δρ, δρ, t, θ). (30)
Substituting in (5) δ1ρ = δ2ρ = δρ we get
KReρ,µ(r,−δρ, δρ, t, θ) ≡ K
Re
ρ,µ(r, δρ, t, θ) =
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cos(−δρ) + 1)(r2 + 2r cos δρ + 1)
× [f(r, δρ − π, t, θ)(r
2 + 2r cos(−δρ) + 1) (r sin(ξ(r, δρ − π, t, θ)) + sin(ξ(r, δρ − π, t, θ) + δρ))
− f(r,−δρ − π, t, θ)(r
2 + 2r cos δρ + 1) (r sin(ξ(r,−δρ − π, t, θ)) + sin(ξ(r,−δρ − π, t, θ)− δρ))]
=
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cos δρ + 1)
[f(r, δρ − π, t, θ) (r sin(ξ(r, δρ − π, t, θ)) + sin(ξ(r, δρ − π, t, θ) + δρ))
− f(r,−δρ − π, t, θ) (r sin(ξ(r,−δρ − π, t, θ)) + sin(ξ(r,−δρ − π, t, θ)− δρ))]
Similarly, after substitution δ1ρ = δ2ρ = δρ in (6) we get the expression for K
Im
ρ,µ(r, δρ, t, θ):
KImρ,µ(r,−δρ, δρ, t, θ) ≡ K
Im
ρ,µ(r, δρ, t, θ) =
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cos δρ + 1)
× [f(r,−δρ − π, t, θ) (r cos(ξ(r,−δρ − π, t, θ)) + cos(ξ(r,−δρ − π, t, θ)− δρ))
− f(r, δρ − π, t, θ) (r cos(ξ(r, δρ − π, t, θ)) + cos(ξ(r, δρ − π, t, θ) + δρ))].
Using now KReρ,µ(r, δρ, t, θ) and K
Im
ρ,µ(r, δρ, t, θ) in (29) we come to the representation (21). Since no
additional constraints were introduced for the values ρ and µ in the proof, then the conditions for the
values of these parameters pass from Theorem 1 without change. The first part of the corollary is proved.
2) We consider now the case δρ = π/ρ. As one can see from the condition (20) this case can be
implemented only at values ρ > 1. Substituting now the value δρ = π/ρ in (21) we get
Eρ,µ(z) =
∫
∞
1+ǫ
KReρ,µ(r, π/ρ, t, θ)dr +
∫ π
ρ−π
−
π
ρ−π
PReρ,µ(1 + ǫ, ϕ, t, θ)dϕ+
+ i
{∫
∞
1+ǫ
KImρ,µ(r, π/ρ, t, θ)dr +
∫ π
ρ−π
−
π
ρ−π
P Imρ,µ (1 + ǫ, ϕ, t, θ)dϕ
}
. (31)
In the same way as we did in the first part of the proof of this corollary, we consider how the kernels
KReρ,µ(r, π/ρ, t, θ) and K
Im
ρ,µ(r, π/ρ, t, θ) will change at δρ = π/ρ. Taking into consideration that cos(π +
ϕ) = − cosϕ for the function f(r, ϕ, t, θ) which is defined by the expression (9), we have
f
(
r, πρ − π, t, θ
)
= exp
{
(tr)ρ cos
(
ρ
(
θ + πρ − π
))
+ ρµI
(
θ + πρ − π
)}
= e̺(r,t,θ)+µIπ, (32)
where ̺(r, t, θ) has the form (27). Similarly, we obtain
f
(
r,−πρ − π, t, θ
)
= e̺(r,t,θ)−µIπ. (33)
Taking into account that sin(π±ϕ) = ∓ sinϕ for the function ξ(r, ϕ, t, θ) defined by the expressison (10)
we obtain
ξ
(
r, πρ − π, t, θ
)
= (tr)ρ sin
(
ρ
(
θ + πρ − π
))
+ ρ(1− µR)
(
θ + πρ − π
)
− ρµI ln(tr)
= (tr)ρ sin(ρ(θ − π) + π) + ρ(1− µR)(θ − π) + (1− µR)π − ρµI ln(tr) = ξ
′(r, t, θ) + (1− µR)π, (34)
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where ξ′(r, t, θ) has the form (28). In the same way we obtain
ξ
(
r,−πρ − π, t, θ
)
= ξ′(r, t, θ)− (1− µR)π. (35)
Now using the expressions (32) - (35) in (22) and introducing the notation
KReρ,µ(r, t, θ) ≡ K
Re
ρ,µ(r, π/ρ, t, θ), (36)
we get
KReρ,µ(r, t, θ) =
ρ
2π
(tr)ρ(1−µR)
(r2 + 2r cos(π/ρ) + 1)
×
[
e̺(r,t,θ)+µIπ
(
r sin
(
ξ′(r, t, θ) + (1− µR)π
)
+ sin
(
ξ′(r, t, θ) + (1− µR)π +
π
ρ
))
− e̺(r,t,θ)−µIπ
(
r sin
(
ξ′(r, t, θ) − (1− µR)π
)
+ sin
(
ξ′(r, t, θ)− (1− µR)π −
π
ρ
))]
=
ρ
2π
(tr)ρ(1−µR)e̺(r,t,θ)
(r2 + 2r cos(π/ρ) + 1)
[
eµIπ
(
r sin(ξ′(r, t, θ) + (1− µR)π) + sin
(
ξ′(r, t, θ) + (1− µR)π +
π
ρ
))
− e−µIπ
(
r sin(ξ′(r, t, θ)− (1− µR)π) + sin
(
ξ′(r, t, θ) − (1− µR)π −
π
ρ
))]
. (37)
Similarly, substituting the expressions (32) - (35) in (22) and by introducing the notation
KImρ,µ(r, t, θ) ≡ K
Im
ρ,µ(r, π/ρ, t, θ), (38)
we get
KImρ,µ(r, t, θ) =
ρ
2π
(tr)ρ(1−µR)e̺(r,t,θ)
(r2 + 2r cos(π/ρ) + 1)
×
[
e−µIπ
(
r cos(ξ′(r, t, θ)− (1− µR)π) + cos
(
ξ′(r, t, θ) − (1− µR)π −
π
ρ
))
− eµIπ
(
r cos(ξ′(r, t, θ) + (1− µR)π) + cos
(
ξ′(r, t, θ) + (1− µR)π +
π
ρ
))]
. (39)
It should be pointed out that the integrands PReρ,µ(r, ϕ, t, θ) and P
Re
ρ,µ(r, ϕ, t, θ) do not change and are
defined by the expressions (7) and (8) respectively. Now substituting (37), (39), (7) and (8) in (31) we
arrive at the representation (24).
The corollary is proved.
The proved corollary shows that in the case when the parameters δ1ρ and δ2ρ are equal to each other
(parameterization 2) the functions KReρ,µ(r, ϕ, t, θ) and K
Im
ρ,µ(r, ϕ, t, θ) become simple. These functions
take a simpler form if δρ = π/ρ (parameterization 3). However, in this case the parameter ρ can take
only values ρ > 1. It should be noted that the representation (24) is also true for the value ρ = 1
because in this case the contour of integration γζ in the integral representation of the function Eρ,µ(z)
(see Theorem 1 in [21]) will not pass through the singular point ζ = 1.
In Fig. 3 the calculation results of the function Eρ,µ(z) are given for the value parameters ρ = 1,
µ = 2, δρ = π with the use of the representation (21), and in Fig. 4 the calculation results are given for
the parameters ρ = 1, µ = 4 with the use of the representation (24). In these two figures we can see the
following: in Figure a) the real part Eρ,µ(z) is given, and in Figure d) the imaginary part of the function
Eρ,µ(z) calculated by the formulas (21) and (24) respectively. The argument z of the function Eρ,µ(z)
changes within the limits 0.1 6 |z| 6 7, π/2 < arg z < 3π/2. To verify the validity of the calculations
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made in figures the calculation results of the function Eρ,µ(z) are given according to the formula (78).
The values ℜEρ,µ(z) and ℑEρ,µ(z), calculated according to the formula (78) are given in figures a) and
d) in the thick curves. The fixed values of arg z correspond to the thick curves φRei , i = 1, . . . , 6 in
Fig. a) and the curves φImi , i = 1, . . . , 6 in Fig. d). The fixed values of |z| correspond to the thick curves
rRei , i = 1, . . . , 5 in Fig. a) and the curves r
Im
i , i = 1, . . . , 6 in Fig. d). As one can see from these figures,
these curves lie exactly on the surface of the function Eρ,µ(z) calculated by the formulas (21) and (24).
To be convinced that the calculation results by the formulas (21) and (24) coincide absolutely with the
calculation results by the formula (78) in Fig. b) and Fig. f) the plots of ℜEρ,µ(z) and ℑEρ,µ(z) against
|z| are given at the fixed value of arg z. The values of arg z, for which these plots are constructed,
correspond to the curves φRei , i = 1, . . . , 6 in Fig. a) and φ
Im
i , i = 1, . . . , 6 in Fig. d). In Fig. 3 b) and
Fig. 3 e) solid curves correspond to the representation (21), and in Fig. 4 b) and in Fig. 4 e) solid curves
correspond to the representation (24). The points in these figures correspond to the formula (78). As
one can see, the results of calculations by these two formulas coincide absolutely. In Fig. c) and Fig. f)
the plots of ℜEρ,µ(z) and ℑEρ,µ(z) against arg z are given at the fixed value of |z|. The values of |z|,
for which these plots were constructed, correspond to the values of |z| of the curves rRei , i = 1, . . . , 5 in
Fig. a) and rImi , i = 1, . . . , 5 in Fig. d). As in the previous case, solid curves are the calculation results
by the formulas (21) in Fig. 3 and by the formula (24) in Fig. 4, the points are the calculation results
by the formula (78). As we can see from these graphs, the calculation results according to these two
formulas coincide absolutely, which confirms the correctness of the representation (21) and (24).
Consider now the integral representation “B”. This integral representation in parameterization 1 is
given in Theorem 1 (see Appendix A), and in parameterizations 2 and 3 in Corollary 3 (see Appendix A).
As a result, for the integral representation “B” of the Mittag-Leffler function and parameterizations 1, 2, 3
the following theorem turns out to be valid
Theorem 2. For any real ρ > 1/2, any complex µ = µR + iµI satisfying the condition µR < 1 +
1
ρ
1. at any real δ1ρ and δ2ρ satisfying the conditions
π
2ρ < δ1ρ 6
π
ρ ,
π
2ρ < δ2ρ 6
π
ρ , if ρ > 1,
π
2ρ < δ1ρ < π,
π
2ρ < δ2ρ < π, if 1/2 < ρ 6 1
(40)
and any complex z = teiθ satisfying the condition
π/(2ρ) − δ2ρ + π < θ < −π/(2ρ) + δ1ρ + π, (41)
the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫
∞
0
KReρ,µ(r,−δ1ρ, δ2ρ, t, θ)dr + i
∫
∞
0
KImρ,µ(r,−δ1ρ, δ2ρ, t, θ)dr, (42)
where KReρ,µ(r, ψ1, ψ2, t, θ) and K
Im
ρ,µ(r, ψ1, ψ2, t, θ) are defined by the expressions (5) and (6) respec-
tively.
2. If 1/2 < ρ 6 1, δ1ρ = π, π/(2ρ) < δ2ρ < π, then for any complex z = te
iθ, satisfying the condition
π
2ρ − δ2ρ + π < θ < −
π
2ρ + 2π, the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫
∞
0
K ′Reρ,µ (r, δ2ρ, t, θ)dr −
∫ 1−ε1
0
K ′Reρ,µ (r,−π, t, θ)dr −
∫
∞
1+ε1
K ′Reρ,µ (r,−π, t, θ)dr
+
∫
−π
−2π
P ′Reρ,µ (ε1, ψ,−2, t, θ)dψ + i
{∫
∞
0
K ′Imρ,µ (r, δ2ρ, t, θ)dr −
∫ 1−ε1
0
K ′Imρ,µ (r,−π, t, θ)dr
−
∫
∞
1+ε1
K ′Imρ,µ (r,−π, t, θ)dr +
∫
−π
−2π
P ′Imρ,µ (ε1, ψ,−2, t, θ)dψ
}
. (43)
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Fig. 3. The function Eρ,µ(z) for ρ = 1, µ = 2, δρ = π and 0.1 6 |z| 6 7, π/2 < arg z < 3π/2. a) The surface - the
formula (21), the curves - the formula (78); b) The plot of ℜE1,2(z) against |z| for the values of arg z corresponding
to the curves φRei , i = 1, . . . , 6 in Fig. a. The curves - the formula (21), the points - the formula (78). c) The plot
of ℜE1,2(z) against arg z for the values of |z| corresponding to the curves r
Re
i , i = 1, . . . , 6 in Fig. a. The curves -
the formula (21), the points - the formula (78). d) The surface - the formula (21), the curves - the formula (78);
e) The plot of ℑE1,2(z) against |z| for the values of arg z, corresponding to the curves φ
Im
i , i = 1, . . . , 6 in Fig. d.
The curves - the formula (21), the points - the formula (78). f) The plot of ℑE1,2(z) against arg z for the values
|z|, corresponding to the curves rImi , i = 1, . . . , 6 in Fig. d. The curves - the formula (21), the points - the formula
(78).
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Fig. 4. The function Eρ,µ(z) for ρ = 1, µ = 4 and 0.1 6 |z| 6 7, π/2 < arg z < 3π/2. a) The surface the formula
(24), the curves the formula (78); b) The plot of ℜE1,4(z) against |z| for the values of arg z corresponding to
the curves φRei , i = 1, . . . , 6 in Fig. a. The curves the formula (24), the points the formula (78). c) The plot of
ℜE1,4(z) against arg z for the values of |z| corresponding to the curves r
Re
i , i = 1, . . . , 6 in Fig. a. The curves the
formula (24), the points the formula (78). d) The surface the formula (24), the curves the formula (78); e) The
plot of ℑE1,4(z) against |z| for the values of arg z corresponding to the curves φ
Im
i , i = 1, . . . , 6 in Fig. d. The
curves the formula (24), the points the formula (78). f) The plot of ℑE1,4(z) against arg z for the values of |z|
corresponding to the curves rImi , i = 1, . . . , 6 in Fig. d. The curves the formula (24), the points the formula (78).
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Here ε1 is an arbitrary real number satisfying the condition 0 < ε1 < 1.
K ′Reρ,µ (r, δ, t, θ) =
ρ
2π
f(r, δ − π, t, θ)(rt)ρ(1−µR)
r2 + 2r cos δ + 1
×(r sin(ξ(r, δ − π, t, θ)) + sin(ξ(r, δ − π, t, θ) + δ)), (44)
K ′Imρ,µ (r, δ, t, θ) =−
ρ
2π
f(r, δ − π, t, θ)(rt)ρ(1−µR)
r2 + 2r cos δ + 1
×(r cos(ξ(r, δ − π, t, θ)) + cos(ξ(r, δ − π, t, θ) + δ)), (45)
where the function f(r, ϕ, t, θ) has the form (9), and the function ξ(r, ϕ, t, θ) has the form (10).
P ′Reρ,µ (τ, ψ, k, t, θ) =
ρτ
2π
(tr(τ, ψ))ρ(1−µR)f ′(τ, ψ, k, t, θ)
(r(τ, ψ))2 − 2r(τ, ψ) cos(ϕ(τ, ψ, k)) + 1
× [r(τ, ψ) cos(ξ′(τ, ψ, k, t, θ) − ϕ(τ, ψ, k)) − cos(ξ′(τ, ψ, k, t, θ))], (46)
P ′Imρ,µ (τ, ψ, k, t, θ) =
ρτ
2π
(tr(τ, ψ))ρ(1−µR)f ′(τ, ψ, k, t, θ)
(r(τ, ψ))2 − 2r(τ, ψ) cos(ϕ(τ, ψ, k)) + 1
× [r(τ, ψ) sin(ξ′(τ, ψ, k, t, θ) − ϕ(τ, ψ, k)) − sin(ξ′(τ, ψ, k, t, θ))], (47)
where r(τ, ψ) =
√
τ2 + 2τ cosψ + 1, ϕ(τ, ψ, k) = arctan
(
τ sinψ
τ cosψ+1
)
+ kπ and
f ′(τ, ψ, k, t, θ) = exp {(tr(τ, ψ))ρ cos(ρ(θ + ϕ(τ, ψ, k))) + ρµI(θ + ϕ(τ, ψ, k))} , (48)
ξ′(τ, ψ, k, t, θ) = (tr(τ, ψ))ρ sin(ρ(θ + ϕ(τ, ψ, k)))
− ρµI ln(r(τ, ψ)t) + ρ(1− µR)(θ + ϕ(τ, ψ, k)) + ψ. (49)
3. If 1/2 < ρ 6 1, π2ρ < δ1ρ < π, δ2ρ = π, then for any complex z = te
iθ, satisfying the condition
π
2ρ < θ < −
π
2ρ + δ1ρ + π, the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫ 1−ε1
0
K ′Reρ,µ (r, π, t, θ)dr +
∫ 0
−π
P ′Reρ,µ (ε1, ψ, 0, t, θ)dψ +
∫
∞
1+ε1
K ′Reρ,µ (r, π, t, θ)dr
−
∫
∞
0
K ′Reρ,µ (r,−δ1ρ, t, θ)dr + i
{∫ 1−ε1
0
K ′Imρ,µ (r, π, t, θ)dr +
∫ 0
−π
P ′Imρ,µ (ε1, ψ, 0, t, θ)dψ
+
∫
∞
1+ε1
K ′Imρ,µ (r, π, t, θ)dr −
∫
∞
0
K ′Imρ,µ (r,−δ1ρ, t, θ)dr
}
. (50)
4. If 1/2 < ρ 6 1 and δ1ρ = δ2ρ = π, then for any complex z = te
iθ satisfying the condition
π
2ρ < θ < −
π
2ρ + 2π, the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫ 1−ε1
0
KReρ,µ(r, t, θ)dr +
∫ 0
−π
P ′Reρ,µ (ε1, ψ, 0, t, θ)dψ +
∫
−π
−2π
P ′Reρ,µ (ε1, ψ,−2, t, θ)dψ
+
∫
∞
1+ε1
KReρ,µ(r, t, θ)dr + i
{∫ 1−ε1
0
KImρ,µ(r, t, θ)dr +
∫ 0
−π
P ′Imρ,µ (ε1, ψ, 0, t, θ)dψ
+
∫
−π
−2π
P ′Imρ,µ (ε1, ψ,−2, t, θ)dψ +
∫
∞
1+ε1
KImρ,µ(r, t, θ)dr
}
, (51)
where KReρ,µ(r, t, θ) and K
Im
ρ,µ(r, t, θ) are defined by the expressions (25) and (26) respectively.
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5. If δ1ρ = δ2ρ = δρ, then for any δρ satisfying the conditions
π
2ρ < δρ 6
π
ρ , if ρ > 1 and
π
2ρ < δρ < π,
if 1/2 < ρ 6 1 and any complex z = teiθ satisfying the condition π2ρ − δρ + π < θ < −
π
2ρ + δρ + π,
the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫
∞
0
KReρ,µ(r, δρ, t, θ)dr + i
∫
∞
0
KImρ,µ(r, δρ, t, θ)dr, (52)
where KReρ,µ(r, δρ, t, θ) and K
Im
ρ,µ(r, δρ, t, θ) are defined by the expressions (22) and (23) respectively.
6. If δρ = π/ρ and ρ > 1 then for any complex z = te
iθ satisfying the condition − π2ρ +π < θ <
π
2ρ +π,
the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫
∞
0
KReρ,µ(r, t, θ)dr + i
∫
∞
0
KImρ,µ(r, t, θ)dr, (53)
where KReρ,µ(r, t, θ) and K
Im
ρ,µ(r, t, θ) are defined by the expressions (25) and (26) respectively.
Proof. Case 1. The integral representation (42) directly follows from Theorem 4 and Corollary 3
(see Appendix A). In fact, in Theorem 4 it was shown that when the conditions are met
π
2ρ < δ1ρ 6
π
ρ ,
π
2ρ < δ2ρ 6
π
ρ , if ρ > 1,
π
2ρ < δ1ρ < π,
π
2ρ < δ2ρ < π, if 1/2 < ρ 6 1
and
π
2ρ − δ2ρ + π < arg z < −
π
2ρ + δ1ρ + π (54)
for the Mittag-Leffler function the representation (see (70)) is true
Eρ,µ(z) =
∫
∞
0
Kρ,µ(r,−δ1ρ, δ2ρ, z)dr. (55)
To obtain the representation (42) we write the complex number z in the form z = teiθ, and the complex
parameter µ in the form µ = µR+ iµi. As a result, the condition (54) takes the form
π
2ρ − δ2ρ+π < θ <
− π2ρ + δ1ρ + π.
Next, we put these representations in the integrand Kρ,µ(r, ϕ1, ϕ2, z) and transform it. It should
be noted that it has already been done when proving Theorem 1, where it was found that the kernel
Kρ,µ(r, ϕ1, ϕ2, z) breaks down into the sum of real and imaginary parts of this kernel (see (18))
Kρ,µ(r, ϕ1, ϕ2, z) = K
Re
ρ,µ(r, ϕ1, ϕ2, t, θ) + iK
Im
ρ,µ(r, ϕ1, ϕ2, t, θ), (56)
where KReρ,µ(r, ϕ1, ϕ2, t, θ) and K
Im
ρ,µ(r, ϕ1, ϕ2, t, θ) are defined by the expressions (5) and (6) respectively.
Now by putting (56) in (55) we get the representation (42). The first part of the lemma is proved.
Case 2. Now we consider the case 1/2 < ρ 6 1, δ1ρ = π,
π
2ρ < δ2ρ < π. As in the previous case, the
starting point is Theorem 4 (see Appendix A). According to this theorem, in the case considered the
Mittag-Leffler function has the form
Eρ,µ(z) =
∫
∞
0
K ′ρ,µ(r, δ2ρ, z)dr −
∫ 1−ε1
0
K ′ρ,µ(r,−π, z)dr−∫
∞
1+ε1
K ′ρ,µ(r,−π, z)dr +
∫
−π
−2π
P ′ρ,µ(ε1, ψ,−2, z)dψ. (57)
Next, we represent the complex number z in the form z = teiθ and µ = µR + iµI and in view of this
we transform the functions K ′ρ,µ(r, δ, z) and P
′
ρ,µ(r, ψ, k, z). At the beginning we consider the function
18 V.V. Saenko
K ′ρ,µ(r, δ, z). Here, it should be pointed out that in order to obtain the form of the function K
′
ρ,µ(r, δ, z)
the use of the definition of this function given in Theorem 4 (see (71)) turns out to be inconvenient. The
representation for this function introduced in the paper [27] is more convenient when proving item 2 of
Theorem 3 (see the formula (56) in [27])
K ′ρ,µ(r, δ, z) =
ρ
2πi
exp
{(
zrei(δ−π)
ρ)} (
zrei(δ−π)
)ρ(1−µ)
rei(δ−π) − 1
ei(δ−π). (58)
We will introduce for the function K ′ρ,µ(r, δ, z) the following notation K
′
ρ,µ(r, δ, t, θ) ≡ K
′
ρ,µ(r, δ, z) which
is going to be used subsequently.
Getting rid of the complexity in the denominator (58) we get
K ′ρ,µ(r, δ, t, θ) =
ρ
2πi
exp
{(
(rt)ei(δ−π+θ)
)ρ} (
(rt)ei(δ−π+θ)
)ρ(1−µR−iµI ) (
r + eiδ
)
r2 + 2r cos δ + 1
=
ρ
2πi
e(rt)
ρ[cos(ρ(θ+δ−π))+i sin(ρ(θ+δ−π))]
r2 + 2r cos δ + 1
(rt)ρ(1−µR)−iρµI eiρ(1−µR)(θ+δ−π)+ρµI (θ+δ−π)(r + eiδ)
=
ρ
2πi
e(rt)
ρ cos(ρ(θ+δ−π))+ρµI (θ+δ−π)(rt)ρ(1−µR)
r2 + 2r cos δ + 1
ei[(rt)
ρ sin(ρ(θ+δ−π))+ρ(1−µR)(θ+δ−π)−ρµI ln(rt)]
(
r + eiδ
)
=
ρ
2πi
(rt)ρ(1−µR)f(r, δ − π, t, θ)
r2 + 2r cos δ + 1
(r + eiδ)eiξ(r,δ−π,t,θ)
=
ρ
2πi
(rt)ρ(1−µR)f(r, δ − π, t, θ)
r2 + 2r cos δ + 1
(r cos(ξ(r, δ − π, t, θ)) + ir sin(ξ(r, δ − π, t, θ))
+ cos(ξ(r, δ − π, t, θ) + δ) + i sin(ξ(r, δ − π, t, θ) + δ))
=
ρ
2π
(rt)ρ(1−µR)f(r, δ − π, t, θ)
r2 + 2r cos δ + 1
(r sin(ξ(r, δ − π, t, θ)) + sin(ξ(r, δ − π, t, θ) + δ))
−i {r cos(ξ(r, δ − π, t, θ)) + cos(ξ(r, δ − π, t, θ) + δ))}) ,
where the introduced functions f(r, ϕ, t, θ) and ξ(r, ϕ, t, θ) have the form (9) and (10) respectively. It is
clear from the obtained expression that the kernel K ′ρ,µ(r, δ, t, θ) can be represented in the form of two
summands
K ′ρ,µ(r, δ, z) ≡ K
′
ρ,µ(r, δ, t, θ) = K
′Re
ρ,µ (r, δ, t, θ) + iK
′Im
ρ,µ (r, δ, t, θ), (59)
where K ′Reρ,µ (r, δ, t, θ) and K
′Im
ρ,µ (r, δ, t, θ) have the form (44) and (45) respectively.
Now consider the integrand P ′ρ,µ(r, ψ, k, z). It should be noted that the representation of this function
given in Theorem 4 (see (72)) turns out to be inconvenient when proving this theorem. The represen-
tation for this function introduced in [27] turns out to be more convenient when proving item 2 of
Theorem 3 (see (65) in [27])
P ′ρ,µ(τ, ψ, k, z) = iτ
φρ,µ
(
r(τ, ψ)eiϕ(τ,ψ,k), z
)
r(τ, ψ)eiϕ(τ,ψ,k) − 1
eiψ, (60)
where the functions r(τ, ψ) and ϕ(τ, ψ, k) have the form (73) and (74) respectively and the function
φρ,µ(ζ, z) has the form
φρ,µ(ζ, z) =
ρ
2πi
exp {(ζz)ρ} (ζz)ρ(1−µ).
We represent in the expression (60) the complex numbers z and µ in the form z = teiθ, µ = µR+ iµI .
Then, we will get rid of the complexity in the denominator and use the definitions of the functions
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r(τ, ψ), ϕ(τ, ψ, k) and φρ,µ(ζ, z). As a result, we obtain
P ′ρ,µ(τ, ψ, k, z) = iτ
φρ,µ
(
r(τ, ψ)eiϕ(τ,ψ,k), teiθ
) (
r(τ, ψ)e−iϕ(τ,ψ,k) − 1
)(
r(τ, ψ)eiϕ(τ,ψ,k) − 1
) (
r(τ, ψ)e−iϕ(τ,ψ,k) − 1
) eiψ
=
ρτ
2π
exp
{
(tr(τ, ψ))ρeiρ(θ+ϕ(τ,ψ,k))
} (
r(τ, ψ)e−iϕ(τ,ψ,k) − 1
)
(r(τ, ψ))2 − 2r(τ, ψ) cos(ϕ(τ, ψ, k)) + 1
(
tr(τ, ψ)ei(θ+ϕ(τ,ψ,k))
)ρ(1−µR−iµI )
eiψ
=
ρτ
2π
(tr(τ, ψ))ρ(1−µR) exp {(tr(τ, ψ))ρ cos(ρ(θ + ϕ(τ, ψ, k))) + ρµI(θ + ϕ(τ, ψ, k))}
(r(τ, ψ))2 − 2r(τ, ψ) cos(ϕ(τ, ψ, k)) + 1
× ei[(tr(τ,ψ))
ρ sin(ρ(θ+ϕ(τ,ψ,k)))+ρ(1−µR)(θ+ϕ(τ,ψ,k))−ρµI ln(tr(τ,ψ))+ψ]
(
r(τ, ψ)e−iϕ(τ,ψ,k) − 1
)
=
ρτ
2π
(tr(τ, ψ))ρ(1−µR)f ′(τ, ψ, k, t, θ)eiξ
′(τ,ψ,k,t,θ))
(r(τ, ψ))2 − 2r(τ, ψ) cos(ϕ(τ, ψ, k)) + 1
(
r(τ, ψ)e−iϕ(τ,ψ,k) − 1
)
=
ρτ
2π
(tr(τ, ψ))ρ(1−µR)f ′(τ, ψ, k, t, θ)
(r(τ, ψ))2 − 2r(τ, ψ) cos(ϕ(τ, ψ, k)) + 1
(
r(τ, ψ) cos(ξ′(τ, ψ, k, t, θ)−ϕ(τ, ψ, k))−cos(ξ′(τ, ψ, k, t, θ))
+ i
{
r(τ, ψ) sin(ξ′(τ, ψ, k, t, θ) − ϕ(τ, ψ, k)) − sin(ξ′(τ, ψ, k, t, θ))
})
,
where the functions f ′(τ, ψ, k, t, θ) and ξ′(τ, ψ, k, θ) have the form (48) and (49) respectively. From the
expression obtained, it is clear that the kernel P ′ρ,µ(τ, ψ, k, z) can be represented in the form of the sum
of two summands
P ′ρ,µ(τ, ψ, k, z) ≡ P
′
ρ,µ(τ, ψ, k, t, θ) = P
′Re
ρ,µ (τ, ψ, k, t, θ) + iP
′Im
ρ,µ (τ, ψ, k, t, θ), (61)
where P ′Reρ,µ (τ, ψ, k, t, θ) and P
′Im
ρ,µ (τ, ψ, k, t, θ) have the form (46) and (47) respectively. Now using (59)
and (61) in (57) we arrive at the representation (43). Thus, the second point of the lemma is proved.
Case 3. We consider now the case 1/2 < ρ 6 1, π2ρ < δ1ρ < π, δ2ρ = π. In Theorem 4 it was shown
that at such values of parameters the function Eρ,µ(z) may be represented in the form (75). We will
write down the complex numbers z and µ in the formz = teiθ, µ = µR+ iµI and substitute them in (75).
When proving the previous item of the theorem it was shown that such a substitution the functions
K ′ρ,µ(r, ϕ, z) and P
′
ρ,µ(τ, ψ, k, z) take the form (59) and (61) respectively. If we use these expressions now
in (75), then we will obtain (50). The third item of the lemma is proved.
Case 4. Now we consider the case 1/2 < ρ 6 1, δ1ρ = δ2ρ = π. In Theorem 4 it was shown that in this
case the function Eρ,µ(z) can be represented in the form (76). As before, we will represent the complex
numbers z and µ in the form z = teiθ, µ = µR+iµI and substitute these expressions in (76). We consider
at first how the integrand Kρ,µ(r, δ, z) is transformed with such a substitution. This function is defined
by the expression (68). It should be pointed out that the functionKρ,µ(r, δ, z) is the abbreviated notation
of the function Kρ,µ(r,−δ, δ, z) (see Corollary 1 in [27] and the expression (24) in [27]). Consequently,
using that fact that Kρ,µ(r, δρ, z) ≡ Kρ,µ(r,−δρ, δρ, z), we obtain
Kρ,µ(r,−π, π, z) ≡ Kρ,µ(r, π, z).
Then, from the expressions (18) and (30) we obtain
Kρ,µ(r, π, z) ≡ Kρ,µ(r, π, t, θ) = K
Re
ρ,µ(r, π, t, θ) + iK
Im
ρ,µ (r, π, t, θ), (62)
where KReρ,µ(r, δ, t, θ) and K
Im
ρ,µ(r, δ, t, θ) are defined by the expressions (22) and (23), respectively.
It remains to consider how the integrand P ′ρ,µ(τ, ψ, k, z) is transformed. However, this issue has
already been considered by us when dealing with Case 2. It was obtained that this function can be
represented in the form (61). Now using (62) and (61) in (76) we get the representation (51). The
fourth item of the lemma is proved.
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Case 5. Consider now the case when δ1ρ = δ2ρ = δρ. This case is a particular case of the represen-
tation (42). However, at it was mentioned earlier, at the same values of the parameters δ1ρ and δ2ρ the
integrand Kρ,µ(r, ϕ1, ϕ2, t, θ) becomes significantly simple. Therefore, the case of equal values of these
parameters and the case δ1ρ = δ2ρ = π/ρ are considered separately.
If δ1ρ = δ2ρ = δρ, then the inequalities (40) become simple and take the form:
π
2ρ < δρ 6
π
ρ , if ρ > 1,
and π2ρ < δρ < π, if 1/2 < ρ 6 1, and the condition (41) is written in the form
π
2ρ − δρ + π < θ <
− π2ρ + δρ + π. As a result, the representation (42) takes the form
Eρ,µ(z) =
∫
∞
0
KReρ,µ(r,−δρ, δρ, t, θ)dr + i
∫
∞
0
KImρ,µ(r,−δρ, δρ, t, θ)dr.
Now using in this expression (30) we obtain the representation (52). The fifth item of the lemma is
proved.
Case 6. Consider the case δρ = π/ρ. The integral representation for the Mittag-Leffler function for
this case is directly obtained from the case considered earlier. However, as it was mentioned before, the
parameter δρ can not take values more than the value π. From this it follows π/ρ 6 π only if ρ > 1. It
should be noted that the value ρ = 1 should be excluded, since in this case the segments Γ1 and Γ2 of
the auxiliary contour Γ (see Theorem 3 and Fig. 2 in [27]) will pass through the singular point ζ = 1.
As a result, the integrals in (52) will diverge. In addition, this case was considered in item 4. Thus, we
arrive at the condition that the case δρ = π/ρ in the representation “B” is possible if ρ > 1.
Now substituting in (52) the value δρ = π/ρ we obtain
Eρ,µ(z) =
∫
∞
0
KReρ,µ(r, π/ρ, z)dr + i
∫
∞
0
KImρ,µ(r, π/ρ, z)dr.
The expressions for KReρ,µ(r, π/ρ, z) and K
Im
ρ,µ(r, π/ρ, z) were obtained earlier when proving the second
part of corollary 1. Using the notation (36) and (38) in this expression we arrive at the representation
(53).
The theorem is proved.
It should be noted that in this theorem the results for parameterizations 1, 2 and 3 are combined.
Items 1-4 are related to parameterization 1. At the same time, item 4 can be attributed to both
parameterization 1 and parameterization 2. Item 5 is related to parameterization 2, and item 6 to
parameterization 3.
In Fig. 5, 6, 7, 8 the results of calculating the function Eρ,µ(z) are given with the use of the formulas
obtained in the theorem which has just been proved. In Fig. 5 the function Eρ,µ(z) is given for the
parameter values ρ = 1, µ = 1 and δ1ρ = 35π/36, δ2ρ = 35π/36. The Mittag-Leffler function was
calculated with the use of the formula (42). In Fig. 6 the function Eρ,µ(z) is given for the parameter
values ρ = 1, µ = −1 and δ1ρ = π, δ2ρ = 5π/6 and was calculated according to the formula (43) In
Fig. 7 the function Eρ,µ(z) is constructed for the parameter values ρ = 1, µ = −2 and δ1ρ = π, δ2ρ = π
and was calculated by the formula (51). In Fig. 8 the function Eρ,µ(z) was calculated by the formula
(52) for the parameter values ρ = 1, µ = 0 and δ1ρ = 11π/12, δ2ρ = 11π/12. In these figures we can
see the following: in Figure a) the real part Eρ,µ(z) is given and in Figure d) the imaginary part of the
function Eρ,µ(z) calculated according to the formulas obtained in Theorem 2. The range of change of
the argument z of the function Eρ,µ(z) for each figure is given in the line below the figure. To verify
the validity of the calculations made in the figures the calculation results of the function Eρ,µ(z) are
given according to the formula (77). The values ℜEρ,µ(z) and ℑEρ,µ(z) calculated by the formula (77)
are shown in Figures a) and d) in thick curves. The fixed values arg z correspond to the thick curves
φRei , i = 1, . . . , 6 in Fig. a) and the curves φ
Im
i , i = 1, . . . , 6 in Fig. d). The fixed values |z| correspond
to the thick curves rRei , i = 1, . . . , 5 in Fig. a) and the curves r
Im
i , i = 1, . . . , 6 in Fig. d). As one can
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Fig. 5. The function Eρ,µ(z) for ρ = 1, µ = 1 and δ1ρ = 35π/36, δ2ρ = 35π/36, 0.1 6 |z| 6 7, 3π/2− 35π/36 <
arg z < π/2 + 35π/36. a) The surface the formula (42), the curves the formula (77); b) The plot of ℜE1,1(z)
against |z| for the values of arg z corresponding to the curves φRei , i = 1, . . . , 6 in Fig. a. The curves the formula
(42), the points the formula (77). c) The plot of ℜE1,1(z) against arg z for the values of |z| corresponding to the
curves rRei , i = 1, . . . , 6 in Fig. a. The curves the formula (42), the points the formula (77). d) The surface the
formula (42), the curves the formula (77); e) The plot of ℑE1,1(z) against |z| for the values of arg z corresponding
to the curves φImi , i = 1, . . . , 6 in Fig. d. The curves the formula (42), the points the formula (77). f) The plot
of ℑE1,1(z) against arg z for the values of |z| corresponding to the curves r
Im
i , i = 1, . . . , 6 in Fig. d. The curves
the formula (42), the points the formula (77).
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Fig. 6. The function Eρ,µ(z) for ρ = 1, µ = −1 and δ1ρ = π, δ2ρ = 5π/6, 0.1 6 |z| 6 7, 2π/3 < arg z < 3π/2. a)
The surface the formula (43), the curves the formula (77); b) The plot of ℜE1,−1(z) against |z| for the values of
arg z corresponding to the curves φRei , i = 1, . . . , 6 in Fig. a. The curves the formula (43), the points the formula
(77). c) The plot of ℜE1,−1(z) against arg z for the values of |z| corresponding to the curves r
Re
i , i = 1, . . . , 6
in Fig. a. The curves the formula (43), the points the formula (77). d) The surface the formula (43), the
curves the formula (77); e) The plot of ℑE1,−1(z) against |z| for the values of arg z corresponding to the curves
φImi , i = 1, . . . , 6 in Fig. d. The curves the formula (43), the points the formula (77). f) The plot of ℑE1,−1(z)
against arg z for the values of |z| corresponding to the curves rImi , i = 1, . . . , 6 in Fig. d. The curves the formula
(43), the points - the formula (77).
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Fig. 7. The function Eρ,µ(z) for ρ = 1, µ = −2 and δ1ρ = π, δ2ρ = π, 0.1 6 |z| 6 7, π/2 < arg z < 3π/2. a)
The surface the formula (51), the curves the formula (77); b) The plot of ℜE1,−2(z) against |z| for the values of
arg z corresponding to the curves φRei , i = 1, . . . , 6 in Fig. a. The curves the formula (51), the points the formula
(77). c) The plot of ℜE1,−2(z) against arg z for the values of |z| corresponding to the curves r
Re
i , i = 1, . . . , 6
in Fig. a. The curves the formula (51), the points the formula (77). d) The surface the formula (51), the
curves the formula (77); e) The plot of ℑE1,−2(z) against |z| for the values of arg z corresponding to the curves
φImi , i = 1, . . . , 6 in Fig. d. The curves the formula (51), the points the formula (77). f) The plot of ℑE1,−2(z)
against arg z for the values of |z| corresponding to the curves rImi , i = 1, . . . , 6 in Fig. d. The curves the formula
(51), the points the formula (77).
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Fig. 8. The function Eρ,µ(z) for ρ = 1, µ = 0 and δ1ρ = 11π/12, δ2ρ = 11π/12, 0.1 6 |z| 6 7, 7π/12 < arg z <
17π/12. a) The surface the formula (52), the curves the formula (77); b) The plot of ℜE1,0(z) against |z| for
the values of arg z corresponding to the curves φRei , i = 1, . . . , 6 in Fig. a. The curves the formula (52), the
points the formula (77). c) The plot of ℜE1,0(z) against arg z for the values of |z| corresponding to the curves
rRei , i = 1, . . . , 6 in Fig. a. The curves the formula (52), the points the formula (77). d) The surface the formula
(52), the curves the formula (77); e) The plot of ℑE1,0(z) against |z| for the values of arg z corresponding to
the curves φImi , i = 1, . . . , 6 in Fig. d. The curves the formula (52), the points the formula (77). f) The plot of
ℑE1,0(z) against arg z for the values of |z| corresponding to the curves r
Im
i , i = 1, . . . , 6 in Fig. d. The curves the
formula (52), the points the formula (77).
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see from the figures, these curves lie exactly on the surface of the function Eρ,µ(z) calculated according
to the formulas obtained in Theorem 2. To be convinced that the calculation results by these formulas
coincide absolutely with the calculation results according to the formula (77) in Fig. b) and Fig. e) the
plots of ℜEρ,µ(z) and ℑEρ,µ(z) against |z| are given at the fixed value of arg z. The values arg z, for
which these plots were constructed, correspond to the curves φRei , i = 1, . . . , 6 in Fig. a) and the curves
φImi , i = 1, . . . , 6 in Fig. d). In Fig. b) and Fig. e) the solid curves correspond to the formulas obtained
in Theorem 2. The points in these figures correspond to the formula (77). As one can see, the calculation
results by the formulas from Theorem 2 and by the formula (77) absolutely coincide. In Fig. c) and
Fig. f) the plots of ℜEρ,µ(z) and ℑEρ,µ(z) against arg z are given at the fixed value |z|. The values |z|,
for which these plots were constructed, correspond to the values |z| of the curved lines rRei , i = 1, . . . , 5
in Fig. a) and rImi , i = 1, . . . , 5 in Fig. d). As in the previous case, the solid curves are the calculation
results according to the formulas from Theorem 2, the points are the calculation results according to
the formula (77). As one can see from the graphs given, the calculation results for these two formulas
absolutely coincide, which confirms the correct representation of the integral representations obtained
in Theorem 2.
As one can see, in Fig. 1 - 8 the calculation results are given for the value of the parameter ρ = 1.
This is connected with the fact that integral representations formulated in Theorems 1, 2 and Corollary 1
were obtained in the assumption ρ > 1/2. In this range of values of the parameter ρ only in the case
ρ = 1 and integer values µ the Mittag-Leffler function is expressed in terms of elementary functions
(see Lemma 1 in Appendix A). Therefore, to verify the correctness the integral representations obtained
the calculations were made for the case ρ = 1. To check the validity of the integral representations
obtained with other values of the parameters ρ and µ it is necessary to use computer codes that allow
one to calculate the function Eρ,µ(z).
As it was pointed out in Introduction, there are two codes, at least, known to the author of the
paper that allow one to calculate the value of the Mittag-Leffler function. The first code mlf.m [20] was
implemented for MatLab media and apparently, was based on algorithms developed in [15,17–19]. Here
it is important to note that in the code mlf.m the integral representation is used for the Mittag-Leffler
function obtained in [11]. In the paper [21] it was shown that the integral representation is not true.
Therefore, at some values z the code mlf.m will give an incorrect result for the value of the function
Eρ,µ(z). The authors of the paper [22] pay attention to this fact (see Fig. 1 in [22] and discussions for
this figure). A completely different approach to the calculation of the function Eρ,µ(z) was used in the
code ml.m [25]. This code was based on the results of the works [22, 23] in which the authors propose
to calculate the the inverse Laplace transform from the Laplace image of the function Eρ,µ(z). This
approach allows us to completely eliminate the integral representations of the Mittag-Leffler function
from calculation algorithms and, thereby, eliminate the error present in the code mlf.m. In this regard,
we use the code ml.m to calculate the Mittag-Leffler function for arbitrary ρ and arbitrary real µ.
As we can see from Theorems 1, 2 and Corollary 1 integral representations include improper and
definite integrals. In this work, to calculate improper integrals, we used the Gauss-Kronrod quadrature
formulas in 21 points. To calculate certain integrals, the Gauss-Kronrod method was used in 41 points.
For the implementation of the program for the numerical calculation of the Mittag-Leffler function,
the GSL library [28] was used, in which these numerical integration algorithms are implemented. The
results of calculating the function Eρ,µ(z) with the help of the representation (21) for the parameter
values ρ = 1.3, µ = 2.7 and δρ = π/ρ are given in Fig. 9. In Fig. 9 a) and Fig. 9 d) the thick curves
correspond to the calculation results with the use of the code ml.m. In Fig. b), c), e), f) the solid curves
the representation (21), the markers the algorithm ml.m. As one can see from the above calculations,
the results coincide, which confirms the correctness of the obtained integral representations.
It should be noted that when applying the above algorithms for numerical integration, the value
of the function Eρ,µ(z) can only be calculated in a small range of values |z| and parameters ρ and µ.
The point is that the integrands KReρ,µ(r, ϕ1, ϕ2, t, θ), K
Im
ρ,µ(r, ϕ1, ϕ2, t, θ), K
Re
ρ,µ(r, ϕ, t, θ), K
Im
ρ,µ(r, ϕ, t, θ),
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Fig. 9. The function Eρ,µ(z) for ρ = 1.3, µ = 2.7 and δρ = π/ρ, 0.1 6 |z| 6 7,−π/(2ρ) + π < arg z < π/(2ρ) + π.
a) The surface the formula (21), the curves the algorithm [25]; b) The plot of ℜE1.3,2.7(z) against |z| for the
values of arg z corresponding to the curves φRei , i = 1, . . . , 6 in Fig. a. The curves the formula (21), the points
the algorithm [25]. c) The plot of ℜE1.3,2.7(z) against arg z for the values of |z| corresponding to the curves
rRei , i = 1, . . . , 6 in Fig. a. The curves the formula (21), the points the algorithm [25]. d) The surface the formula
(21), the curves the algorithm [25]; e) The plot of ℑE1.3,2.7(z) against |z| for the values of arg z corresponding to
the curves φImi , i = 1, . . . , 6 in Fig. d. The curves the formula (21), the points - the algorithm [25]. f) The plot of
ℑE1.3,2.7(z) against arg z for the values of |z|, corresponding to the curves r
Im
i , i = 1, . . . , 6 in Fig. d. The curves
the formula (21), the points - the algorithm [25].
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KReρ,µ(r, t, θ), K
Im
ρ,µ(r, t, θ), P
Re
ρ,µ(r, ϕ, t, θ), P
Im
ρ,µ (r, ϕ, t, θ), K
′Re
ρ,µ (r, ϕ, t, θ), K
′Im
ρ,µ (r, ϕ, t, θ), P
′Re
ρ,µ (τ, ψ, k, t, θ),
P ′Imρ,µ (τ, ψ, k, t, θ), from which the integrals are taken, are oscillating functions. As one can see from the
definitions of these functions, with an increase in the values t and ρ the amplitude of these oscillations
increases. As a result, at some values t (here t corresponds to |z|) and values of the parameter ρ the
algorithm of numerical integration can not calculate the corresponding integral. To get round this
difficulty in those areas where an integral representation is impossible to calculate, to calculate the
Mittag-Leffler function it is necessary to use other representations for the Mittag-Leffler function, for
example in the form of a series, as it was done in the works [15,18,19].
3. Conclusion
The paper considers the problem of calculating the Mittag-Leffler function. The starting point of this
problem is the integral representations of the function Eρ,µ(z) obtained in the paper [27]. In this paper
these integral representations are given in Appendix A. To solve the problem of calculating the Mittag-
Leffler function, these integral representations were transformed in such a way that the integrals included
in them depended only on real arguments and parameters. As a result of such a transition, the integral
representations for the function Eρ,µ(z) can be represented as the sum of real and imaginary parts, each
of which depends only on real variables and parameters. The integral representation in the form “A”
and parameterization 1 is formulated in Theorem 1, in parameterizations 2 and 3 – in Corollary 1. The
integral representation of the function Eρ,µ(z) in the form “B” and parameterizations 1, 2 and 3 are
given in Theorem 2. The obtained integral representations consist of the sum of definite and improper
integrals. To calculate these integrals, standard quadrature numerical integration methods can be used.
In this paper, to calculate these integrals, we used the adaptive numerical integration algorithm using
the Gauss-Kronrod rule. In particular, the implementation of this algorithm in the GSL library [28]
was used to create a program for calculating the Mittag-Leffler function numerically. The calculation
results of the function Eρ,µ(z) by the formulas corresponding to different forms of the representation
and parameterizations are given in Fig. 1 - 8. As one can see from the given figures the results of the
numerical calculations coincide with the calculation results by the formulas (77) and (78), which confirms
the validity of integral representations obtained in Theorems 1, 2 and Corollary 1. In its turn, the validity
of Theorems 1, 2 and Corollary 1 entails the validity of results obtained in the works [21,26,27].
As we can see from the given figures, integral representations obtained in Theorems 1, 2 and Corol-
lary 1 make it possible to calculate the value of the function Eρ,µ(z) only for in the region ℜz < 0. If to
be more precise, then for the values of arg z satisfying the condition π2ρ − δ2ρ + π < θ < −
π
2ρ + δ1ρ + π.
Recall that z was represented in the form z = teiθ. From this it is clear that at the fixed value ρ the
largest range θ is reached at δ1ρ = δ2ρ = π/ρ. In this case, we get that −
π
2ρ + π < θ <
π
2ρ + π. At the
value ρ = 1 the region of admissible values for θ takes the form π/2 < θ < 3π/2 which corresponds to
the largest range of admissible values. It should be noted that θ can not take the extreme values of this
range. In fact, if to suppose that θ = π2ρ−δ2ρ+π or θ =
π
2ρ−δ2ρ+π, then in this case improper integrals
that are included in the representations (4), (21), (24), (42), (43), (50), (51), (52), (53) at r → ∞ will
diverge.
As one can see, in the definitions of Theorems 1, 2 and Corollary 1 the condition π2ρ − δ2ρ + π < θ <
− π2ρ+δ1ρ+π is imposed on the value arg z of the function Eρ,µ(z), where z = te
iθ. This condition signifi-
cantly constraints the region of admissible values arg z, at which the obtained integral representations are
true. To expand the region of admissible values it is necessary to get back to the paper [21]. In this paper
in Lemma 2 (see Appendix A in [21]) it was shown that the Hankel contour of integration in the integral
representation of the Gamma function can be rotated within the angle sector indicated by this lemma.
Then, in Corollary 1 (see Appendix A in [21]) an integral representation was obtained for the Gamma
function, which allows one to map this angular sector on any predetermined range of angles. Thus, using
Corollary 1 (see Appendix A in [21]) one can obtain integral representations for the function Eρ,µ(z) in
which arg z can take values from the regions that are beyond the range π2ρ − δ2ρ+π < θ < −
π
2ρ + δ1ρ+π.
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However, the study of the possibility of such a expansion requires additional research.
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A. Two forms of the integral representation of the Mittag-Leffler function
As it was pointed out in Introduction, in the paper [27] integral representations of the Mittag-Leffler
function were obtained, expressing its values in terms of integrals over real variables. These integral
representations have two forms of notation: the representation “A” and the representation “B”. Each of
these representations can be defined using either four parameters (ρ, µ, δρ1, δρ2), or with the use of three
parameters (ρ, µ, δρ) or two parameters (ρ, µ). The four-parameter notation of these representations
will be called parameterization 1, the three-parameter notation will be called parameterization 2, and
the two-parameter notation will be called parameterization 3. We present here the main results of the
work [27].
An integral representation “A” in parametrization 1 is formulated in the following theorem.
Theorem 3 (The representation “A”, paramterization 1). For any real ρ > 1/2, ǫ > 0 and δ1ρ, δ2ρ
satisfying the conditions π2ρ < δ1ρ 6 min
(
π, πρ
)
, π2ρ < δ2ρ 6 min
(
π, πρ
)
, for any complex µ and any
complex z satisfying the condition π2ρ − δ2ρ + π < arg z < −
π
2ρ + δ1ρ + π, the Mittag-Leffler function can
be represented in the form
Eρ,µ(z) =
∫
∞
1+ǫ
Kρ,µ(r,−δ1ρ, δ2ρ, z)dr +
∫ δ2ρ−π
−δ1ρ−π
Pρ,µ(1 + ǫ, ϕ, z)dϕ.
Here
Kρ,µ(r, ϕ1, ϕ2, z) =
ρ
2πi
(zr)ρ(1−µ)e−iρπ(1−µ)[Aρ,µ(r, ϕ2, ϕ1, z) −Aρ,µ(r, ϕ1, ϕ2, z)]
(r2 + 2r cosϕ1 + 1)(r2 + 2r cosϕ2 + 1)
, (63)
where
Aρ,µ(r, ω1, ω2, z) = exp
{
(zr)ρe−iρπ cos(ρω1)
}
(r2 + 2r cosω2 + 1)e
iη(r,ω1,z)
[
r + eiω1
]
, (64)
η(r, ϕ, z) = (zr)ρe−iρπ sin(ρϕ) + ρ(1− µ)ϕ, (65)
and
Pρ,µ(r, ϕ, z) =
ρ
2π
exp {(zr)ρ cos(ρϕ)} (zr)ρ(1−µ)eiχ(r,ϕ,z)r
[
r − eiϕ
]
r2 − 2r cosϕ+ 1
, (66)
where
χ(r, ϕ, z) = (zr)ρ sin(ρϕ) + ρ(1− µ)ϕ. (67)
The proof of this theorem can be found in the paper [27].
An integral representation “A” of the Mittag-Leffler function in parameterizations 2 and 3 is formu-
lated in the following corollary.
Corollary 2 (The representation “A”, parametrizations 2 and 3). For any real ǫ > 0, any complex
µ the following integral representations of the Mittag-Leffler function are true:
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1. at any real ρ > 1/2, any real δρ satisfying the condition
π
2ρ < δρ 6 min(π,
π
ρ ) and any complex z
satisfying the condition π2ρ − δρ + π < arg z < −
π
2ρ + δρ + π
Eρ,µ(z) =
∫
∞
1+ǫ
Kρ,µ(r, δρ, z)dr +
∫ δρ−π
−δρ−π
Pρ,µ(1 + ǫ, ϕ, z)dϕ,
where
Kρ,µ(r, ϕ, z) =
ρ
π
(zre−iπ)ρ(1−µ)e(zre
−ipi)ρ cos(ρϕ) r sin(η(r, ϕ, z)) + sin(η(r, ϕ, z) + ϕ)
r2 + 2r cosϕ+ 1
, (68)
η(r, ϕ, z) is defined by (65) and Pρ,µ(r, ϕ, z) has the form (66).
2. at any real ρ > 1 at δρ = π/ρ and any complex z satisfying the condition −
π
2ρ +π < arg z <
π
2ρ +π
Eρ,µ(z) =
∫
∞
1+ǫ
Kρ,µ(r, z)dr +
∫ π/ρ−π
−π/ρ−π
Pρ,µ(1 + ǫ, ϕ, z)dϕ,
where
Kρ,µ(r, z) =
ρ
π
(zre−iπ)ρ(1−µ)e−(zre
−ipi)ρ r sin(π(1 − µ)) + sin(π(1− µ) + π/ρ)
r2 + 2r cos(π/ρ) + 1
, (69)
and Pρ,µ(r, ϕ, z) is defined by (66).
The proof of this corollary can be fond in the paper [27].
An integral representation “B” of the Mittag-Leffler function in parameterization 1 is formulated in
the following theorem.
Theorem 4 (The representation “B”, parametrization 1). For any real ρ > 1/2, any complex µ
satisfying the condition ℜµ < 1 + 1/ρ for the function Eρ,µ(z) the following integral representations are
valid:
1. for any real δ1ρ, δ2ρ satisfying the conditions
π
2ρ < δ1ρ 6
π
ρ ,
π
2ρ < δ2ρ 6
π
ρ , if ρ > 1 and
π
2ρ < δ1ρ < π,
π
2ρ < δ2ρ < π, if 1/2 < ρ 6 1 and any complex z satisfying the condition
π
2ρ − δ2ρ + π < arg z <
− π2ρ + δ1ρ + π the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫
∞
0
Kρ,µ(r,−δ1ρ, δ2ρ, z)dr, (70)
where Kρ,µ(r, ϕ1, ϕ2, z) has the form (63);
2. if 1/2 < ρ 6 1 and δ1ρ = π,
π
2ρ < δ2ρ < π, then for any complex z satisfying the condition
π
2ρ − δ2ρ + π < arg z < −
π
2ρ + 2π, the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫
∞
0
K ′ρ,µ(r, δ2ρ, z)dr −
∫ 1−ε1
0
K ′ρ,µ(r,−π, z)dr−∫
∞
1+ε1
K ′ρ,µ(r,−π, z)dr +
∫
−π
−2π
P ′ρ,µ(ε1, ψ,−2, z)dψ,
where ε1 is an arbitrary real number satisfying the condition 0 < ε1 < 1,
K ′ρ,µ(r, ϕ, z) =
ρ
2πi
exp
{
(zr)ρe−iπρ cos(ρϕ)
}
r2 + 2r cosϕ+ 1
(zr)ρ(1−µ)ei[η(r,ϕ,z)−πρ(1−µ)]
(
r + eiϕ
)
, (71)
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where η(r, ϕ, z) has the form (65) and
P ′ρ,µ(τ, ψ, k, z) =
ρτ
2π
exp {(zr(τ, ψ))ρ cos(ρϕ(τ, ψ, k))}
(r(τ, ψ))2 − 2r(τ, ψ) cos(ϕ(τ, ψ, k)) + 1
×
× (zr(τ, ψ))ρ(1−µ)ei[χ
′(τ,ψ,k,z)+ψ]
(
r(τ, ψ)e−iϕ(τ,ψ,k) − 1
)
, (72)
where χ′(τ, ψ, k, z) = (zr(τ, ψ))ρ sin(ρϕ(τ, ψ, k)) + ρ(1− µ)ϕ(τ, ψ, k) and
r(τ, ψ) =
√
τ2 + 2τ cosψ + 1, (73)
ϕ(τ, ψ, k) = arctan
(
τ sinψ
τ cosψ + 1
)
+ kπ; (74)
3. if 1/2 < ρ 6 1 and π2ρ < δ1ρ < π, δ2ρ = π, then for any complex z satisfying the condition
π
2ρ < arg z < −
π
2ρ + δ1ρ + π, the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫ 1−ε1
0
K ′ρ,µ(r, π, z)dr −
∫
∞
1+ε1
K ′ρ,µ(r, π, z)dr+
+
∫ 0
−π
P ′ρ,µ(ε1, ψ, 0, z)dψ −
∫
∞
0
K ′ρ,µ(r,−δ1ρ, z)dr, (75)
where ε1 is an arbitrary real number satisfying the condition 0 < ε1 < 1, the functions K
′
ρ,µ(r, ϕ, z)
and P ′ρ,µ(τ, ψ, k, z) have the form (71) and (72) respectively.
4. if 1/2 < ρ 6 1 and δ1ρ = δ2ρ = π, then for any complex z satisfying the condition
π
2ρ < arg z <
− π2ρ + 2π, the Mittag-Leffler function can be represented in the form
Eρ,µ(z) =
∫ 1−ε1
0
Kρ,µ(r, π, z)dr −
∫
∞
1+ε1
Kρ,µ(r, π, z)dr+
+
∫ 0
−π
P ′ρ,µ(ε1, ψ, 0, z)dψ +
∫
−π
−2π
P ′ρ,µ(ε1, ψ,−2, z)dψ, (76)
where ε1 is an arbitrary real number satisfying the condition 0 < ε1 < 1, the function Kρ,µ(r, δ, z)
has the form (68) and the function P ′ρ,µ(τ, ψ, k, z) has the form (72).
The proof of this theorem can be found in the paper [27].
An integral representation “B” in parameterizations 2 and 3 is formulated in the following corollary.
Corollary 3 (The representation “B”, parametrizations 2 and 3). For any real ρ > 1/2, any complex
µ and z satisfying the conditions ℜµ < 1+ 1ρ and
π
2ρ − δρ+ π < arg z < −
π
2ρ + δρ+ π, the Mittag-Leffler
function can be represented in the form:
1. at any real δρ satisfying the conditions
π
2ρ < δρ 6
π
ρ if ρ > 1 and
π
2ρ < δρ < π if 1/2 < ρ 6 1
Eρ,µ(z) =
∫
∞
0
Kρ,µ(r, δρ, z)dr,
where Kρ,µ(r, δρ, z) has the form (68).
2. at δρ =
π
ρ and ρ > 1
Eρ,µ(z) =
∫
∞
0
Kρ,µ(r, z)dr,
where Kρ,µ(r, z) has the form (69).
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The proof of this corollary can be found in the paper [27].
As it was shown in the paper [26] the Mittag-Leffler function is expressed through elementary func-
tions in the case ρ = 1 and δ1ρ = δ2ρ = π. We present here this result in the form of a lemma.
Lemma 1. For the values of the parameters ρ = 1, δ1ρ = δ2ρ = π, any complex z, satisfying the
condition π/2 < arg z < 3π/2 and for integer real values of the parameter µ = n, n = 0,±1,±2,±3, . . .
the Mittag-Leffler function has the form:
1. if n 6 1 (i.e. n = 1, 0,−1,−2,−3, . . . ), then
E1,n(z) = e
zz1−n, (77)
2. if n > 2 (i.e. n = 2, 3, 4, . . . ), then
E1,n(z) = z
1−n
(
ez −
n−2∑
k=0
zk
k!
)
, (78)
The proof of this lemma can be found in the paper [26] (see corollary 1 in [26]).
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