dozen or so of them that are known to eclipse, so that the latter may not be a truly representative sample.
OBSERVATIONS AND STELLAR PARAMETERS
The optical spectra of HR 6902 were obtained during the eclipses of 1987 and 1989 by R. & R. Griffin using the [/3 camera and coude focus of the 2.2-m telescope at Calar Alto in southern Spain. The tracing used for fitting the Ca II K line is an average of the 1987 and 1989 total eclipse spectra. Full details of the observing techniques employed may be found in Griffin & Griffin (1986) and Griffin et al. (1994) . The optical spectra of 22 Vul were also obtained in the same way. Griffin et al. (1993) give a full description. A few other spectra were also obtained at phases far from eclipse for both systems. Low-resolution /UE spectra, at both long and short wavelengths, are readily available in the /UE archive. The high-resolution Mg II h & k spectra were kindly supplied by K.-P. Schroder. Table 1 lists the most important ,Aurigae systems and their respective parameters, taken from the already abundant literature on this topic: Teffs for 32 Cyg 31, Cyg, 'Aurigae are from Baade (1990) and the references therein. Teffs for 22 Vul and HR 6902 are from Marshall (1994) . Teff for HR 2554 is from SchrOder & Hiinsch (1992) and for r Persei is from Griffin et al. (1992) . The masses for 32 Cyg and 32 Cyg are from Baade (1990) , for , Aurigae from Griffin et al. (1990) , for 22 Vul from Griffin et al. (1993) , for HR 6902 from Griffin & Griffin (1986) , for HR 2554 from SchrOder & Hiinsch (1992) and for r Persei from Griffin et al. (1992) . The radii for 31 Cyg, 32 Cyg are from Baade (1990) , for ,Aurigae from Griffin et al. (1990) , for 22 Vul and HR 6902 from Marshall (1994) , for HR 2554 from Schroder & Hiinsch (1992) and for r Persei from Griffin et al. (1992) . The periods are taken from the same set of papers. The angular diameters of HR 6902 and 22 Vul are from Marshall (1994) .
Calibration of the spectra

Optical
The calibration of the optical spectra has been accomplished by the method of Linsky et al. (1979) , which has also been used by Strassmeier et al. (1990 Strassmeier et al. ( , 1994 . This method uses 50 A bandpass absolute photometry by Willstrop (1964 and private communication) , who obtained photometry for Barnes et al. 1978) , and give a least-squares fit to the data. They find a relationship between (V -R) and the absolute surface flux per angstrom of log Ft.A =8. 264 -3.076(V -R) for (V -R) < 1.30, and log Ft.A =5.500 -0.944(V -R)
for (V -R) > 1.30. The logarithm, as elsewhere in the paper, is to base 10. Errors in measurement dominate, and are likely to exceed the errors quoted by Will strop significantly, and the total errors in the flux calibration are estimated to be ± 20 per cent.
From the (V -R) colour index, we may calculate absolute surface fluxes in the 3925 -3975 A bandpass. For 22 Vul we have (V -R)=0.74 (Johnson et al.1966 ). In the case ofHR 6902 we only have the (B -V) colour index. In order to find an approximate value we have taken (B -V) and (V -R) photometry from Johnson et al. (1966) for some 40 stars of various spectral types and luminosity classes. This is plotted in Fig. 1 , which shows a reasonable correlation between the two colour indices. The best-fitting relationship to the data is (V -R) =0.1879(B -V) + 0.5838.
The quantities derived during the calibration are given in Table 2 .
/UE
2.1.2./ Low resolution
The low-resolution spectra were accessed from the /UE Archive at Vilspa, using Starlink's STADAT MicroVax facility, and the measurements were performed with Starlink's DIPSO. In the STADAT data base, the low-resolution spectra have been calibrated according to Bohlin et aI. (1980) and Cassatella et al. (1992) .
High resolution
The high-resolution spectra were very kindly supplied by SchrOder (private communication) and have been calibrated after Cassatella et al. (1981) . We derive a final conversion factor of 4.75 x 10-13 erg cm-2 S-1 A-I n,,-I. M(M0yr-l ) Angular Diameter 4>~iant (milliarcsecs) 1.5 x 10-8 4 x 10-8 2 x 10-9 6 x 10-9 1.29 . (V -R) as a function of (8 -V), from data by Johnson et ai, 1966 A bandpass, log FKl and log F HI refer to the integrated flux between the HI and Kl minima, log F REKI and log F REHI refer to the integrated flux between the HI and Kl minima in a radiative equilibrium atmosphere, log F~l and log F~l refer to integrated chromospheric fluxes which have corrected for the underlying photospheric flux according to Linsky et al. (1979) Once the absolute flux measured at Earth f(fJ is determined, the absolute surface flux F * can be calculated from F * =f(fJ(d/R*)2, where F * is the flux at the stellar surface, R* is the stellar radius and d is the distance.
2.2 Angular diameters, stellar radii and distance Linsky et al. (1979) 
for 0.00::;; (V -R) ::;; 1.26, where Vo is the apparent visual magnitude corrected for interstellar absorption.
HR 6902
If we use the SchrOder's (1990) value of Vo = 5.83 mag, we obtain <P' =0.98 mas. Estimated limb-darkening corrections range from 3.5 per cent (Di Benedetto & Ferluga 1990 ) to 13 per cent . If this range is realistic, the range of angular diameters extends from 1.01 to 1.11 mas. From a study of the IUE fluxes of the B star, Erhorn (1990) finds that Teff for the B star is ~ 11 000 K, and the angular diameter 0.08 mas. The ratio <P(!)an,!<PBstar ranges from 12.32 to 13.88. Determining the actual radius of the B star is more complicated, but SchrOder (1990) , from typical values quoted by Schmidt-Kaler (1982) , selects a value of 2.75 Ro' If this is so, the radius of the primary star ranges from RG = 33.9 ± 3.0 Ro to RG = 37.1 ± 3 R o ' the former value being in agreement with Schroder's own value for the radius. Griffin et al. (1995) , from a study of the eclipse photometry, derive RG ~ 33 R o ' which is in close agreement with the value derived with Schroder's original parameters, i.e. assuming little or no interstellar reddening. We adopt a value for the radius which is the mean of the two extremes, i.e. RG=35.5 ± 3 Ro' Thus the observed (B -V) colour index is somewhat reddened, but not to the degree implied by Griffin et al. (1995) . The distance d to the system is therefore 312 ± 25 pc, which gives a distance modulus of 7.47 mag, and Mv= -1.64 ± 0.1 mag. From the relationships given by Schmidt-Kaler (1982) , given
Teff=4850 ± 100 K and the radius as derived above, we find MBol = -2.26 mag. For comparison, Griffin et al. (1995) give MBol = -2.23 mag, with BC= -0.42 mag Mv= -1.81 mag.
22 Vul
Following Linsky et al. (1979) , given (V -R)=0.76 mag, after applying a correction for the B-star contribution of 0.02 mag, and after applying a suitable limb-darkening correction of between 3.5 and 13 per cent (Griffin et al. 1993) , an angular diameter of between 1.29 and 1.37 mas is obtained. If the radius of the secondary were 3.3 Ro (Griffin et al. 1993) , with an angular diameter of 0.061 mas (Erhom 1990) , the radius of the primary would range from 70.0 to 74.4 Ro' We adopt the mean value, R = 72.2 ± 5 R o ' which is consistent with Griffin et al. (1993) , based on the eclipse photometry. Once again, there is no clear evidence in favour of reddening. We derive a distance d =505 ± 50 pc, which corresponds to a distance modulus of (m-M) =8.52 ± 0.2 mag, and yields an absolute visual magnitude Mv= -3.37 ± 0.2 mag. Given Teff=4800 K (Marshall 1994) and the above radius, M Bo) is 3.76 mag. Griffin et al. (1993) , in contrast, find a distance modulus of (m -M) of 8.54 ± 0.2 mag, and Mv= -3.50 ± 0.2 mag, yielding a distance d of 510 pc, which is in close agreement with the values used here.
Abundances
The chemical abundances are an important stellar parameter, and are required to allow the calculation of the line profiles. To calculate the abundances we have used a modified version of a radiative equilibrium code by Baschek et al. (1966) . The analysis has been performed differentially with respect to fJ Gem, the abundances of which have been studied by Ruland et al. (1980) . From this comparison abundances with respect to the Sun were derived. The model photosphere used for fJ Gem is that by Ruland et al. (1980) . As a first approximation, the fJ Gem model is scaled up by the relationship (5) where 7: is the Rosseland mean opacity, TfiGem =4840 K and T;ff is a scaling parameter which is similar to but not the same as Teff as derived from the computed flux. Gas and electron pressures are computed with the assumption of hydrostatic equilibrium and microturbulence is taken into account.
The code consists of a suite of programs which calculate a new model photosphere and then adjust the element abundance for each line until the measured and computed equivalent widths agree. The procedure is repeated with the new set of abundances until convergence is reached. The resulting radiative equilibrium model photosphere is next used as the input model photosphere with a non-LTE multilevel radiative transfer code, MULTI, which is described in the next section. This procedure is necessary as the atmospheres of cool, late-type stars are not adequately described in L TE terms. Since the surface gravity g is comparatively well known for the , Aurigae stars, this parameter is taken as fixed. The two remaining unknown parameters are the microturbulence velocity Vturb and the effective temperature Teff. As a first approximation, Vturb was set at 2 km s-I, and was then systematically changed so as to produce the least amount of variation of calculated abundance as a function of equivalent width. Teff was then altered in such a fashion as to bring the neutral and singly ionized lines of Fe I and Fe II as close together as possible. Only lines of Fe I, Fe II, Ti I and Ti II were used. Table 3 lists the results of these calculations. The case for an overabundance of metals in 22 Vul, given the errors, is not clear-cut and the abundances may in fact be approximately solar. For HR 6902 the case for overabundance would seem much stronger, although Schroder et al. (1995) note the difficulty this creates in evolutionary terms, a problem which would be 'eased' if the abundances were also approximately solar.
NON-LTE RADIATIVE TRANSFER CALCULATIONS
Since the emitted flux in a line in these cool, optically thick late.-type stellar atmospheres is a convolution between the atmospheric structure and the atomic physics of the species in question, the interpretation of the spectral lines requires that the details of radiative transfer be taken into account. Lines used in the radiative transfer calculations are the Ca II K, Mg II h & k and many Fe I and Fe II lines.
Radiative transfer calculations have been made with the non-LTE multilevel radiative transfer code MULTI, written by Carlsson (1986) , and a modification of MULTI by Uitenbroek (1989a,b) which takes into account the effects of partial redistribution (referred to hereafter as PRD). MULTI uses the method of Scharmer (1981) and Scharmer & Carlsson (1985a,b) , and is used extensively throughout the astrophysics community to solve non-LTE multilevel radiative transfer problems. It is a powerful tool for those who wish to model stellar chromospheres.
Determining the mean intensity Iij is the major difficulty in solving multilevel radiative transfer problems. In order to calculate the source function S L we ne~d to know the level populations, but the level populations depend on Jv and this in tum depends on S L' Also, since the radiation field depends on the absorptions and emissions from all points in the atmosphere, and photons may scatter over very large distances before thermalization, the places where a photon is first emitted and where it is finally thermalized may be wholly distinct. We therefore have a problem which is essentially highly coupled, non-linear and non-local.
Redistribution function
Strong lines, such as Ca II H & K and Mg II h & k, are formed quite high in the stellar atmosphere where the number densities are low. In this situation the formation of the inner wings is controlled by coherent scattering. It has been known for some time that certain profiles of solar diagnostic lines cannot be reproduced when using the complete redistribution (CRD) approximation. Milkey & Mihalas (1973) cite the Lyman ex line, Milkey & Mihalas (1974) cite the Mg II resonance lines and Vardavas & Cram (1974) and Shine et al. (1975a, b) cite the Ca II resonance lines as examples of this difficulty. For these lines it is therefore necessary to take into account the effects of PRD.
The redistribution function used in Uitenbroek's version of MULTI is
where Rn and RIll are Hummer's cases II and III (Hummer 1962) . y is the branching ratio and is defined as
where Pu is the total rate of depopulation of the upper level u, and CE is the elastic collision rate. y c:::: 1, such that departures from CRD are likely. Excellent reviews of the role played by PRD are given by Linsky (1985) and Harper (1988) . Because of the strength of these lines, their source functions are collisionally controlled so their line profiles supply us with useful information on the atmospheric structure of the star. The height of the emission peaks has been linked to magnetic activity (Zwaan 1991), and a detailed understanding of the physics of the formation of these lines is of great importance. The Ca II H & K and Mg II h & k lines also make a large contribution to the overall energy budget in the outer atmospheres of late-type stars.
Semi-empirical chromospheric models
The basic steps involved in constructing a semi-empirical stellar chromosphere are the following.
(i) Determine the stellar parameters, including the chemical abundances.
(ii) Determine an initial distribution of the atmospheric parameters Te (electron temperature), ne (electron density), V,urb' NH (the hydrogen number density) and Pgas (the gas pressure).
(iii) Using hydrogen for the input atomic model, solve the radiative transfer problem to determine the ionization balance and the non-LTE hydrogen popUlations.
(iv) The atmosphere which comes from (iii) is the new initial model atmosphere, and step (iii) is repeated for other atomic species, e.g. Ca.
(v) The line profiles computed in step (iv) are compared with the observed ones and the initial model atmosphere is altered in such a way as to bring the computed and observed profiles into closer agreement.
Steps (i)-(iv) are repeated until the desired level of agreement is achieved.
We have used a lO-level hydrogen model, including 29 lines and 9 continua. Of the Lyman series, only Lyman ex and Lyman f3 were included. The oscillator strengths are from Green et al. (1957) and the radiative data required to derive the radiative broadening parameter fA are from Reader et al. (1980) . Because of the hydrogen degeneracy, a transition is really the sum of all transitions between the principal quantum numbers. For Lyman ex, the Einstein coefficient A21 = fA· Stark broadening values are from Sutton (1978) . The collisional routine HCOLhas been used (Carlsson 1986 ). All the continua and lines are treated in detail. The initial populations are calculated using the second-order escape probability (Rybicki 1984) . The hydrogen model is first iterated to convergence and then the hydrogen model and the equation of hydrostatic equilibrium are iterated together. The electron densities are computed from the L TE ionization of metals and the ionization of hydrogen. The Lyman and Balmer series of the hydrogen model are shown in Table 4 . The following sections describe how the various parameters of the model atmospheres were derived.
3.3 Upper photosphere and Tm;n: the lower boundary
The photospheric models derived via the abundance analysis of HR 6902 and 22 Vul, as already described, were used as the initial model atmospheres for MULTI, with a view to determining the temperature T min at the temperature minimum. First the transfer problem was solved for hydrogen, using the procedure outlined above. The new model photosphere was then used in conjunction with a Ca model. The wings of Ca II H & K are formed in the photosphere, and the minimum Kj is formed at or near Tmin • We have employed a 14-level Ca atomic model. Atomic data are taken from PAN-DORA (see Vernazza et al. 1981; Avrett & Loeser 1984) ; collisional cross-sections are from Mathisen (1984) and Travis & Matsushima (1986) . The properly weighted Einstein A values, required for fA' are from Furcinitti et al. (1975) and . The Ca transfer problem was solved initially in the CRD approximation. The resulting photosphere was then used as the new input model atmosphere with Uitenbroek's PRD version of MULTI. The wings of the line were compared with the observed profile and the initial model atmosphere modified accordingly. As expected, at the high number densities present in the photosphere, there is not much difference between the CRD and PRD profiles. For HR 6902, Tmin was found to be 3858 Kat log (mass column density) ~0.18; for The turbulent velocities used to construct the initial model atmosphere were derived from the curves of growth. V,u,b was found to be ~ 15 km S-1 from the optical spectra for HR 6902 and ~20 km S-1 for 22 Vul. V'u<b at mo was set at these values, and then interpolated linearly in the logarithm of the mass column density down to the photosphere, where V'u<b had been found from the abundance analysis to be 2.05 km S-1 for HR 6902 and 2.9 km S-1 for 22 Vul.
The upper chromosphere, To
It is next necessary to define the temperature at the top of the chromosphere, To. By analogy with the Sun and other late-type stars (Ayres et al. 1974; Ayres 1975; Ayres et al. 1976) , To is set at the point where Lyman (J. becomes optically thin. This is at ~ 12 500 K in the Sun. The log (mass column density) mo (g cm-2 ) at the top of the chromosphere is estimated from observed column densities as derived from the curves of growth Schroder et al. 1995 ). An appropriate grid of atmospheric models with different values of mo was then constructed. To determines the temperature gradient at the initial chromo spheric temperature rise if the electron temperature Te is linear in mass column density. Table 5 lists these basic initial parameters.
The exact value of mo has little effect on the total emission flux, since it is assumed that Ca II and Mg II ionize rapidly to higher stages when m:$;mo(TK=O) (see Ayres et al. 1974) . For HR 6902 the top of the chromosphere is taken to be at h<ef= 1.56 X 1011 cm or 0.06RG (Reimers et al. 1990a) .
Since, throughout the lower to mid-chromosphere, Fe II and Ti II are the main ions, it is possible to derive the hydrogen column densities by using solar abundance ratios. Taking log eTi = 5.44, log eFe = 8.02 and log eH = 12.0 for Ti, where e stands for the element abundance, we derive log NH =22.12 at h<ef=0.67 X 1011 cm and for Fe log N H=22.38 at h<ef=0.8 X 1011 cm. We adopt a mean value of log N H=22.25. Reimers et al. (1990a) give logNH=22.8 at the same height, assuming solar abundance ratios.
The hydrogen column densities may be converted to central number densities by Menzel's equation (Menzel 1931) ( 2rtRG)0.5
where N is the column density per cm 2 , n is the central number density per cm 3 , RG is the radius of the primary star and a is the reciprocal scaleheight. The central number density is simply the number of atoms of the species in question at a particular height, defined as h<ef' above the limb of the primary star and at the central point of a column along the line of sight from the B star to the observer. Once m o has been established, a run of log (mass column density) from mo to mmin (at T min), according to the empirical models derived from the curves of growth, is constructed. For HR 6902 empirical models have been derived by SchrOder (private communication) and SchrOder et aI. (1995) , and for 22
Vul by Schroder et al. (1994) .
For 22 Vul, no transition region material is observed (Schroder & Reimers 1989) and it is much more difficult to define the top of the chromosphere. Rather arbitrarily, the chromosphere/wind interface is set at h<ef = 4 X 1011 cm, i.e. ~0.08RG' and To is initially set at 8000 K, thus defining the temperature gradient dT/dh between the top of the chromosphere, and T min X mo is found by reference to Schroder & Reimers (1989) . At h<ef~4 x 1011 cm, log NFe,,~19.1. We assume that Fe II represents the total Fe abundance in the atmosphere of 22 Vul. This is a reasonable assumption since there is little evidence for Fe III (Schroder, private communication) . If we use the derived abundances we may obtain values for the total hydrogen column density. Thus we derive log N H = 23.36 ± 0.2. Use of Menzel's equation allows one to determine the central number density of hydrogen, nH=8.83 x 1010 cm-3 • Log NTi " at heff=4 x 1011 cm is ~ 16.6 ± 0.15, so, if we once again make the assumption that Ti II represents the total Ti population, we may estimate, by assuming solar abundance ratios, the total hydrogen popUlation. This turns out to be log NH = 23.28 ± 0.2. Taking the mean value from Fe II and Ti II, we obtain log NH = 23.32 ± 0.2, thus n H = 8.05 x 1010 cm -3.
According to this approach, the use of more realistic abundances points to hydrogen densities some 36 per cent greater than those predicted by SchrOder et al. (1994) . Once mo has been established, the log (mass column density) is interpolated linearly down to the temperature minimum. It is not possible to employ the empirical models to interpolate directly down to T min in the case of 22 Vul, since the top of the computed model is in fact already below the minimum height in the empirical model.
In order to compare the heights derived from the eclipse spectra with those from the model atmospheres as calculated with MULTI, it is necessary to define exactly what is meant by a stellar radius. A good review of this problem is to be found in Baschek, Scholz & Wehrse (1991) . For the radiative transfer calculations with MULTI, we use the optical depth radius R" which is the distance at which the radial optical depth T = 1, 80 -3.10 -3.14 -3.20 -3.30 -3.50 i.e. the photosphere is reached at the boundary '0, for which ,= 1. In MULTI, all calculations are referred to the reference optical depth, '500o, which corresponds roughly to the visual band of photometry, and to the visual bandpass upon which the Barnes-Evans relationship is based.
Electron temperatures and electron densities
An initial model atmosphere requires a reasonably good estimate of the electron densities. Throughout the greater part of these atmospheres, the ionization of the metals is governed by the radiation field of the B star. The recombination rate, however, is mostly a function of electron density. Following Schroder & Reimers (1989) , SchrOder et al. (1990) and Schroder et al. (1994) , we may then approximate for each metal ion (10) where r B,Fe, is the photoionization rate caused by the radiation field of the B star, O(R is the radiative recombination coefficient and O(d is the dielectronic recombination coefficient. The recombination rate, however, is mostly a function of electron density. The recombination coefficient a (Fe I) depends on the temperature, but at least an upper limit may be set to the electron density without specific knowledge of the electron temperature Te.
r B,Feo includes a geometrical dilution factor WB , which is defined as (11) where RB is the radius of the B star, a is the mean separation between the two stars and 'c is the continuum opacity which is a combination of Rayleigh scattering and line absorption. The full expression is (12) where r B,Fe, is the photoionization rate of Fe I induced by the B star, Ao is the wavelength at the ionization limit for Fe I, i.e. 1576 A, and F * is the B-star flux between the limits.
The photoionization cross-section for Fe I has been taken from a compilation by Mathisen (1984) , based on the crosssections of Hansen et al. (1977) and normalized according to Lombardi, Smith & Parkinson (1978) . The recombination coefficients for Fe I have been taken from Woods et al. (1981) . 0(" is found to be -4.5 x 10-18 cm 2 , although the precise value must be deemed to be uncertain. The lower chromospheres of these stars have electron temperatures ranging from -3500 K (at T min) to 7000 K. The total recombination coefficient for Fe I ranges from 2.98 x 1013 cm S-1 at Te=4500K to 7.13 X 10-13 cm S-1 at Te=7000K. IUE spectra taken of the B star out of eclipse and eclipse spectra seem to indicate that the continuum opacity in this wavelength region, 'c' is about 0.2. This is the value that we have employed throughout for both HR 6902 and 22 Vul. The photoionization rate is -0.20 S-1 for HR 6902 and 0.45 S-1 for 22 Vul. If we then substitute the Fe liFe II ratios found from the curves of growth, we may derive approxi-mate electron densities. For HR 6902, log (Fe II Fe II) --2.9 ± 0.4; ne therefore ranges from 8.5 x 10 8 cm-3 to 2.0 X 10 9 cm -3. The mean value is therefore ne ~ 1.4 x 10 9 cm-3 • For 22 Vul, ne ranges from 5.1 x 10 8 cm-3 to 1.23 x 10 9 cm-3 at href=4.0 x 10 11 cm. In this case ne at the top of the atmosphere has been set at ne=8.7 x 10 8 cm-3 • Once again, this has been interpolated down to the electron densities fround in the model photosphere.
Electron densities may in principle be estimated from observations of the C II intercombination multiplet at 2325 A (Byrne et al. 1988 ), which unfortunately is not observable in either of these two stars. Byrne et al. (1988) plot ne against 10gg*/g o ' and derive the relationship g* log ne = 0.34 ± 0.30 log -+ 10.1 ± 1.0.
(13) go
This would suggest for HR 6902 that ne-5 x 10 9 cm-3 , greater than the value derived above. It should be noted, however, that there are few usable lines of Fe II in the IUE spectra, and the Fe II column densities have been derived by fitting the damping wings of Mg II (Reimers et al. 1990a) , and may be quite uncertain. SchrOder (1990) , from a comparison with, Aurigae, derives for HR 6902 ne ~ 5.1 x 10 9 cm -3, in close agreement with that predicted by the Byrne et al. (1988) relationship. In the initial model chromosphere for HR 6902 we have adopted the average of the two estimates, ne~3.2 x 10 9 cm-3 , which has been smoothly joined on to the electron densities in the model photosphere. For 22 Vul, the Byrne et al. (1988) relationship gives ne ~ 5.2 x 10 9 cm -3. Since the Fe II lines are readily observed and measured in the optical spectrum of 22 Vul, we have elected to use the electron densities as derived from the curves of growth.
Upper boundary, Tupper
In the case of HR 6902, lines of C IV and Si IV are observed (Reimers et al.1990a,b) . These lines are indicative of trans ition region material with Te _10 5 K. Broad absorption lines of C IV, Si IV and Fe II are seen just prior to first contact on 1988 August 25 and 26. These lines are absent at phases 0.873 and 0.92 in 1987 and at phase 0.156 in 1988. It would seem that we observe material at transition region temperatures close to the limb in absorption, i.e. the lines are inherent in the atmosphere of the primary star. This would seem to preclude them being shock-front lines which are present in other, Aurigae systems (Che-Bohnenstengel & Reimers 1986) and are always visible, shifted and highly asymmetric.
The observed scaleheight of C IV and Si IV absorption is > 0.05RG , which is much larger than a geometrically thin solar-like transition region. The lines are quite broad with a full width at half-maximum (FWHM) of -85 km s-I, and during totality the lines are seen in emission. In order to interpret these lines, Reimers et al. (1990a) have used Baade's (1988) radiative transfer code, which is based on integral-operator methods and deals with resonance line scattering in extended 2D geometry with velocity fields. Reimers et al. derived column densities for C IV and Si IV, with V turb set at 50 km S-I. They then employed the column density ratios, in conjunction with the ionization equili-brium calculations of Jordan (1969) , to derive Te for the inner wind. They derived log Te=4.76 for href =0.06R G • We may take this as effectively the region in which the chromosphere ends and the transition region/corona begins. They assume a C/Si abundance ratio of 10. We have also assumed that C/Si = 10 (Aller 1987), but have used the more modern tabulations of Arnaud & Rothenflug (1985) . They take into account ionization and recombination rates by electron collisions, dielectronic and radiative recombination and charge-transfer reactions. These latter are important for the ionization »tructure of many plasmas in astrophysics, e.g. Si and O. It is readily seen that there is little difference between the two, especially in the case of C IV/C II. Given the errors in the derivation of the column densities, the two sets are considered to be consistent with each other. On August 25, when href :::;0.06RG , log N(CIV/Silv)= -0.15 ± 0.1, which yields a mean electron temperature Te of 62000 ± 5000 K, which is in reasonable agreement with Reimers et al. (1990a) who, for the same hrer> derive Te = 58 000 K. The C IV/C II emission line ratios from total eclipse spectra yield temperatures of 79 000 ± 5000 K; this result compares to 87 000 K obtained by Reimers et al. Tupper is set at 60 000 K in the initial model atmosphere. At this point one might be tempted to use traditional emission measure methods (Jordan & Brown 1981; Pottasch 1964) . Table 6 lists total eclipse emission flux ratios for HR 6902 compared with those of broadly similar stars. The fluxes have been taken from Simon et al. (1982) , and those for e Herculis have been taken from Harper (1992a) . The fluxes have been normalized to 0 I since the latter is formed in the lower chromosphere where Te:::; 6000 K (see e.g. Haisch et al. 1977) . The ratios are much higher for HR 6902 than for the comparison stars. The conclusion (see Reimers et al. 1990a ) is that the emission line spectrum seen during totality is a convolution of the chromospheric spectrum of the primary and lines which are principally due to the scattering of the B-star photons. Ca II, Mg II and 0 I fall into the first category, while C IV, Si IV and C II fall into the second. It is clear that traditional emission measure techniques may not be applied to , Aurigae systems. In order to overcome this impasse and to provide an upper temperature boundary containing hot material, we have used a transition region model of e Herculis which has been computed by Harper (1992) . e Herculis is similar in several ways to HR 6902. Its effective temperature is 4690 K and surface gravity is log g = 1.68. The metals are also slightly overabundant with respect to the Sun. This transition region model has been smoothly joined on to the initial model for the upper chromosphere.
FITTING THE Call AND MglI RESONANCE LINE PROFILES
This section describes how, by adjusting the atmospheric parameters of the initial model atmosphere, the computed Ca II and Mg II resonance line profiles were fitted to the observed profiles, thus refining the model atmospheres for the two stars under study. With the initial set of parameters in Table 7 , and the appropriate abundances, the radiative transfer problem was first solved with a lO-level hydrogen Table 6 . Flux ratios for HR 6902, compared with those of similar stars. The fluxes have been taken from Simon et al. (1982) . The C Iv/Si IV flux ratio for () Her comes from Harper (1992) . (Basri 1979) . This is the main reason why it is more difficult to achieve convergence, with the radiative transfer problem, for Mg II than for Ca II.
To obtain a better agreement between observed and computed profiles, it is necessary to alter the model atmosphere in the appropriate manner and solve the radiative transfer problem again for hydrogen. To do this, another parameter, mhinge, was defined. This is simply the logarithm of the mass column density at which Ca II Hz & Kz or indeed Mg II hz & kz emission peaks are formed. This is initially set at Thinge = 5200 K at log (mass column density) = -1.85 for HR 6902 and -1.50 for 22 Vul, which fixes the temperature gradient for the initial temperature rise upon which the strength of the emission peaks depends.
This procedure is continued until the best fit is obtained. The best fit is obtained with log mhinge = -1.93 for HR 6902 and -1.78 for 24 Vul. One difficulty for both stars, and all computed profil¢s in general (see, for example, Kelch 1978; Kelch et al. 1978) , is the over-deep K3 feature, which would imply that the model is too cool at To. Following Baliunas et al. (1979) , the pressure at the top of the chromosphere was increased. Thus a grid of models with different mo was produced, varying the temperature gradient between mhinge and mo. Other ways of filling in the K3 core include rotation and intermediate-scale turbulence or mesoturbulence (Shine 1975; Basri 1979) . For both stars the computed profile has been convolved with a Gaussian with FWHM of 10 km S-1 for HR 6902 and 19 km S-I for 22 Vul. This was still not enough to fill in the K3 feature. The best-fitting Ca II K3 profile computed for HR 6902 is with log mo = -2.88 and for 22 Vul with log mo= -3.14. The final Ca II K-line profiles are shown in Figs 2 and 3, in which both CRD and PRD profiles are plotted. In both cases it was necessary to modify the microturbulence velocity distribution found from the curves of growth (chromospheres) and the abundance analysis (photospheres). For 22 Vul particularly, it was impossible to duplicate the red peak of the Ca II K line and the Mg II k line. In both cases the red peak flux is much greater than the blue peak flux. The fact that (Kz(v), kz(v/ (K2(r), k2(r») < 1 is indicative of flows within the lower and upper chromospheres, which is the region where wind acceleration begins. We have at all times assumed hydrostatic equilibrium in the radiative transfer calculations.
The new model atmosphere derived above was then used in conjunction with a 19-1evel Mg atomic model. The Mg II profiles have been convolved with the point spread function (PSF) of the IUE at this wavelength, -28 km S-I (Evans & Imhoff 1985). For 22 Vul, the Mg II flux cannot be reproduced at all, and undoubtedly are primarily a result of the scattering of B-star photons. Mg II would persist much further out than Ca II in the atmosphere of 22 Vul, such that it is already sampling the wind of this star. The final accepted profile of the Mg II k line for HR 6902 is shown in Fig. 4 . It is once again evident that the CRD approximation cannot reproduce the fluxes in the winds. No modifications of the model atmosphere were deemed necessary to improve the fit. The final model atmospheres of HR 6902 and 22 Vul are tabulated in the Appendix.
RESULTS AND DISCUSSION
In the following sections, the computed model atmospheres are compared with those derived by the curve of growth method, the effects on the ionization of H, Fe and Ti are explored by use of Stromgren spheres, and finally the radiative and collisional rates are calculated with MULTI in conjunction with the model atmospheres. The radiative rates have been corrected by taking into consideration the presence of the B star, the flux of which is taken from existing Kurucz model atmospheres. Thus for the first time it is possible to approximate the relative contributions of the , lIE lIE lIE lIE lIE two stars to the overall radiation field. Finally, excitation down to the a 4 F level of Fe II is discussed as a means of investigating the possible use of these lines to derive an inner wind temperature for 22 Vul.
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Comparison of semi-empirical and empirical models
Figs 5 and 6 show a comparison of Fe number densities as a function of height derived by radiative transfer calculations and by curves of growth. In the case of HR 6902, empirical models based on curves of growth have been extrapolated below the lowest observed h<ef of -0.6 x 10 11 cm. It is evident that, at these lower chromospheric heights, not only the density gradient but also the number densities differ substantially from those resulting from the radiative transfer calculations. The curves of growth are constructed on the assumption of a constant scaleheight over the projected disc of the secondary, but that implies that, as href-->O, the scaleheight (;(-->0 so this assumption is clearly inappropriate. The radiative transfer calculations indeed show that at small heights the density scale height becomes small. Another possible source of error is the contribution from the B star at lowest href is -2 X 10 11 em, making a direct comparison between the empirical and semi-empirical models difficult because the latter are only deemed reliable inside about the same height. Nevertheless, the empirical and semi-empirical slopes are similar.
Although the empirical models may not give a very accurate picture of these chromospheres, they do at least serve to give a reasonable average over the line forming region, and thus may be employed to construct initial model atmospheres in conjunction with codes such as MULTI. Considering the errors of at least ± 0.25 dex in the number densities as derived from the curves of growth, the divergence between the radiative transfer calculations and the curves of growth is reasonable. For 22 Vul, when href~2 x 1011 em, the empirical models probably give a more realistic picture because of the problems of defining an upper temperature boundary for this star which, as far as we know, has no transition region. Nevertheless, over the line forming region for Ca II H & K, and the many other metallic lines such as Fe I, Fe II and Ti II, the semi-empirical model is much more reliable. However, the two methods of constructing model atmospheres should not necessarily be viewed as being in competition. Whereas the radiative transfer calculations will provide a much better model at low to medium values of hrcf (they are not hampered by resolution), the curves of growth may give a better picture at high href (low mass column density). The two methods should therefore be seen as complementary.
Ionization and excitation (Stromgren spheres)
A useful check on whether the radiation field of the hot secondary star is capable of ionizi~g the primary's atmosphere is to define a critical number density ncri!' above 2.1 X 1011 3.0 9.9 X 10 10 4.0 5.9 X 10 10 5.0 3.9 X 10 10 6.0 2.8 X 10 10 8.0 1.7 X 10 10 10.0 1.1 X 10 10 which ionization of a particular species will not occur. This has been done by using the relationship defined in conjunction with Stromgren's methods (Kuiper, Struve & Stromgren 1937) , where C = 10 15 . 4 -<IT * T~·o5W. a is the absorption coefficient, which, for hydrogen at the Lyman limit, has a value of 6.3 x 10-18 cm (Baschek & Scholz 1982) , IX is the density gradient, I is the ionization potential, T * is the effective temperature of the B star, Te is the local electron temperature and W is the geometrical dilution factor of the B star. In their study of ( Aurigae, Kuiper et al. (1937) concluded that hydrogen is mainly neutral throughout the atmosphere, hence the electrons are mainly supplied by the ionization of the metals by the hot companion. Table 8 shows nH as a function of height for HR 6902 and 22 Vul, and it is clear that the B star is unable to ionize the hydrogen in the atmosphere of the primary. The hydrogen is ionized by the Balmer continuum of the primary from the collisionally populated n = 2 level, which is a well-established result. In the chromosphere, Lyman IX is optically thick. ncri! has been defined for Fe and Ti, where ape = 3.2 x 10 -18 cm 2 and aT; has been assigned the same value. The results are shown in Tables 7 and 9.  Tables 7 and 9 , on the other hand, indicate that the B star is able to ionize the metals throughout most of the atmosphere of these primary stars. Even so, the energy of the ionizing radiation is still limited to < 13.6 eV, since photons beyond the Lyman limit will have been absorbed by the outermost circumstellar neutral hydrogen.
Radiation fields, F K and F B and excitation mechanisms
Here we examine the respective radiation fields of the two stars to investigate which is dominant at the surface of and throughout the atmosphere of the primary star. The flux distribution for the primary stars have been taken from the final radiative transfer solutions, and the flux distributions for the hot companions have been taken from appropriate models calculated by Kurucz (1991) . Table 10 shows the ratio of fluxes (FKWK)/(FBWB) as a function of wavelength and height href • WK and WB are the respective geometrical dilution factors. It is clear that, for the ratio of absolute surface fluxes, the B-star contribution at short wavelengths is overwhelming. For HR 6902 the ratio becomes ~ 1 at .il ~ 2100 A. Above the threshold the primary begins to dominate the radiation field. For 22 Vul, which has a slightly lower Teff and less non-radiative heating (no transition region or corona), the ratio only reaches ~ 1 at .il ~ 2400 A. We may therefore say that for HR 6902, when .il ~ 2100 A, the cool primary dominates the complex radiation field, which corresponds to transitions for which AEu1 :s;5.9 eV, where AEul is the energy difference in electron volts between the upper and lower levels of the transition. For 22 Vul, the primary begins to dominate when .il ~ 2400 A, which corresponds to transitions for which AEu1:S; 5.2 e V. The geometrical dilution factor of the B star has been calculated from (15) where RB is the radius of the B star, and a should not be confused with the a in equation 14, but is instead the distance between the stars, a = (1 + q) al sin i, where q is the mass ratio and al sin i is the projected semi-axis major. The optical depth tc is taken to be 0.2, from out-of-eclipse IUE observations of the HR 6902 B star (Schroder 1990) . at sin i = 9.26 X 1011 cm for 22 Vul and 1.27 x 1013 cm for HR 6902 (Griffin 1988) . The geometrical dilution factor of the primary star has been calcuated from (16) where r * is the radius of the K star and r is the height.
Using equations (15) and (16), we may now find those wavelengths for which the primary star is dominant as a function of height in the atmosphere. For 22 Vul, only when .il ~ 2700 A does the primary dominate throughout the atmosphere. For this star, the primary dominates for transitions where AEu1:S; 4.60 e V. For HR 6902, the primary dominates throughout when .il~2400A, i.e. when AEu1 :s;5.17 eV. Figs 7 and 8 show the ratio of integrated surface fluxes for each star in the range 912-1576 A as a function of height above the photosphere. It is readily apparent that the B star overwhelmingly dominates the integrated fluxes, such that the ionization balance of Fe and the other metals except Ca II, for which I ~ 11 e V, is controlled by the hot companion star in both cases. Figs 9 and 10 show the ratio of monochromatic fluxes for these two stars.
Variation of Texc with height
If the B star were truly responsible for all the excitation of the metals, then it would be reasonable to expect the excitation temperature, T exc' to increase with height until it is equal to the effective temperature Teff of the B star. However, the curve of growth analysis shows very little variation of Texc with height. For HR 6902, Texc = 4169 ± 400 K at href =0.52 x 10 11 cm, and T exc =4308±400K at href =1.68 x 10 11 cm. For 22 Vul, T exc =4941 ±400K at href = 2.25 X 1011 cm, and Texc = 5031 ± 400 K at h ref = 10.6 X 10 11 em. These results would indicate that the B star is not responsible for exciting Fe and Ti. 
Calculation of rates
If Fe II lines are to be a source of information on stellar atmospheres, it is of great importance to understand the mechanisms which excite them. These lines are an important radiative coolant in many astrophysical plasmas, including Seyfert galaxies (Collin-Souffrin et al. 1980 ) and stellar chromospheres (e.g. Anderson & Athay 1989 ). An important contribution was made by Viotti (1976) , who investigated the non-LTE excitation of Fe II in hot stars. He set the radiation temperature TR equal to the electron temperature Te in the temperature range 8 x 10 3 < Te < 4 X 10 4 K, with dilution factors from 1 to 10-8 and electron densities 10 4 < ne < 10 12 cm -3. He constructed a very useful diagram of Wagainst nJ e-l12 , i.e. against the ratio of photoexcitation and collisional rates. Collin-Souffrin et al. (1979 used the same concept as Viotti, but took into account the effects of high line opacities, and considered levels up to 5 e V. A similar approach was taken by Jordan (1988) in a review of the presence and excitation of UV Fe II emission lines from the chromospheres of cool stars. Judge & Jordan (1991) extend this approach further while investigating the chromospheric spectra of red giants. They conclude that the greater part of Fe II emission comes from collisional excitation and/or the absorption of photospheric photons at optical wavelengths. They also find that between 10 and 20 per cent of the Fe II radiative losses arise from the 10-e V levels, which are radiatively excited by the chromospheric Lyman ex line. Judge, Jordan & Feldman (1992) describe both empirical and detailed radiative transfer calculations made with MULTI. They construct a diagram similar to that of Viotti (1976) , and by using a model atmosphere of ex Tau by Kelch et al. (1978) they are able to demonstrate that the absorption of photospheric radiation from collisionally excited metastable levels excites the z 6 p o , z 4 Do and z 4 po terms. They also show that collisions dominate the excitation of the z 6 Do and Z6po terms (UV multiplets 1, 32, 2, 33, 60), but the absorption of photospheric radiation dominates the excitation of the z 6 p o , z 4 Do, z 4 Fo and Z4po levels (UV multiplets 3, 34, 61, 4, 35, 62, 5, 35, 63, 6 and 64) . For important discussions on the non-LTE formation of Fe I and Fe II lines, see Athay & Lites (1972) , Lites (1973) and Rutten (1988) . Both to check and to further the results of Judge et al. (1992) , extensive radiative transfer calculations have been performed, using the final model atmospheres and a 47-level atomic model for Fe, which has been very kindly supplied by Phil Judge. It consists of 222 lines and 5 continua. Important levels of Fe I, Fe II and the ground state of Fe III and important even-parity and odd-parity sextets are included. The collision strengths are from LS coupling calculations of Pradhan & Berrington (1993) , which are still provisional in nature. The radiative data come from Kurucz (private communication), the energy levels from Johansson (1978) , and for the charge-transfer rate with hydrogen the rates of Neufeld & Dalgarno (1987) have been adopted. The CRD approximation has been used throughout and Voigt profiles only have been calculated. As version 2.0 of MULTI performs its calculations with the in-built assumption that there is no radiation incident at the top of the atmosphere, which is obviously not the case for 'Aurigae stars, the flux distribution for the B star has once again been taken from appropriate Kurucz model atmospheres. The calculated rates have been corrected to compensate for the additional radiation field. Thus it is possible to see where calculations based on the assumption of single stars are valid. The final results quoted here are the corrected ones. Table 11 tabulates the 47-level Fe model used. The last two columns give the excitation mechanism, 'c' meaning that it is collisionally controlled and 'r' that it is radiatively controlled. The result is an intimate convolution of atomic and atmospheric physics. In the following section we only include the results for levels z 6 Do and Z6po, but details on other levels can be supplied upon request. Figs 11 and 12 show net rates dn/dt into and out of selected z 6 Do levels.
z 6 Do
5.5.1.1 22 Vul For 22 Vul, the J =41/2 level is excited mainly by collisions from the a 6D ground state, and depopulated by radiative transitions (optical) down to the a 4 D level.
Non-LTE chromospheres of' Aurigae stars 991
The B star will not contribute much to the a4D3112-->z6D~1/2 transition, since A > 3000 A, i.e. the K star easily dominates the radiative rates.
The z6D~1i2level is, however, populated mainly by radiative transitions up from the a 6D 41/2 ground state level. There are also strong collisional rates up from the a 6 D2112 , a6D31/2 and a 4 p levels. At the very top of the atmosphere, radiative transitions from the a 4D3 levels dominate. The a6D41/2-->z6D~ 1/2 transition corresponds to A :::::;2600 A, so the primary star dominates throughout the entire chromosphere. The z 6D~ 112 level is populated mainly by radiative transitions up from the a6D3 ground state, for which there is a significant contribution from both stars. There are also strong collisional rates up from the a 4 D21/2' a 6 DI1/2 and a6D21/2 levels. At the very top of the chromosphere, radiative rates from a 4 D21/2 dominate, but here the K star dominates throughout the atmosphere. The z 6Dg 1/2 level is populated mainly by radiative transitions up from the a 6D21/2, a 4p 21/2 and a 4 DI 112 levels. The first ofthese, although dominated by the primary star, has a significant contribution from the B star, but the others are dominated by the primary. The z6D~ 1/2 level is populated mainly by radiative rates up from the a4Pl1l2 level, where the typical transition wavelength :::::; 4000 A, so the primary star dominates throughout the atmosphere. There are also strong collisional rates up from the a 6D II/2 ground state. Throughout most of the atmosphere the z 6 Dg 1/2 level is depopulated by optical transitions down to the a4DOl/2 level; but in the middle chromosphere, where log (mass column density) 2: -2.3, transitions up from this level begin to control the rates.
HR 6902
For HR 6902, which has higher electron densities and a sharp temperature rise at Tmin , the collisional rates are much higher. The z6D~ 1/2 level in the photosphere is dominated by radiative transitions up from the a6D41/2 and a6D31/2 ground state. The z6D~1I21evel in the photosphere and lower chromosphere is dominated by radiative transitions up from the a 6D2112 level, but in the middle to upper chromosphere collisions from the a6D3112' a6D21/2 and a6D4112 levels dominate. The very strong photospheric radiative rates are marginally dominated by the primary star. The z6D~ 1/2 level in the photosphere and lower chromosphere is populated mainly by radiative transitions from the a 6 DI1I2 ground state which are marginally controlled by the primary star, but with a significant contribution from the B star. In the middle to upper chromosphere, the rates are wholly dominated by collisions up from the a 6D31/2 and a 6D 21/2 ground state. The z6D~ 1!2 level in the photosphere is populated by radiative transitions from the a 6Do 112 and a 6D2112 levels, which are marginally controlled by the primary star, and in the middle to upper chromosphere by collisions from the a 6D2 1/2 and a 6Do 112 ground state. The z 6 Dg 1/2 level, in the photosphere, is populated by radiative transitions from the a6D01!2 and a 6 DI1I2 ground state, and is marginally controlled by the primary star, and in the middle to upper chromosphere by collisions from the a6DII/2 and a6D01/2 ground state.
Z6po
5.5.2.1 22 Vul For 22 Vul, the z6F.;1I2 level is overwhelmingly populated by collisions from the a 6D3112 ground (Fe III) atomic model used in conjunction with MULTI to calculate radiative and collisional rates. Column 1 refers to the level, column 2 gives the energy in cm -1, column 3 the statistical weight of the level, column 4 the designation and column 5 the ion in question. Columns 6 and 7 are in two sub-columns which give the excitation process, 'c' standing for collisional and 'r' for radiative below (first sub-column) and above (second sub-column) a certain height -long(mass column density) -for each star. For HR 6902 they are below and above log (mass column density) = -2 but no lower than 0, and for 22 Vul -1.5 but no lower than O. state and the a 4D31/2 level. The z 6~ 1/2 level is also populated by collisions from the a6D31/2 and a6D41/2 ground state, and de-excited by optical transitions to the a4P41/2' a4P31/2 and a 4 P3112 levels. The Z6p~ 1/2 level is populated via radiative transitions from the a 6D41/2 ground state, and by collisions from the a6D21/2 and a6D31/21evels. There are also important radiative rates up from the a 6D 41/2 ground state. The radiative transitions are controlled, in the chromosphere at least, by the radiation field of the hot companion. The z 6p~ 1/2 level is populated by radiative transitions up from levels a 4 P11/2 and a4P2)j2' Typical wavelengths for these transitions are A::::; 3500 A, so they are dominated by the radiative rates of the primary star throughout the atmosphere of the primary. The z6P71/2 level is populated by radiative rates from the a 4p 11/2 and a 6D2 1/2 levels. There are also important radiative rates from level a 4 D11/2' which becomes optically thin at log (mass column density) = -2.0. The level is depopulated by optical transitions down to the a4D01/2' a4POl/2 and a 6 D11/2 ~d '-. levels. The radiative rates are controlled mainly by the primary star throughout the atmosphere. The z6Fg 112 level is populated by radiative transitions up from the a 6 DII12 ground state, and is controlled mainly by the B star.
HR 6902
Por HR 6902, the Z 5 PsI12 level in the photosphere is populated by radiative transitions up from the a4D3112 and a 6 D4112 levels, but in the middle to upper chromosphere the rates are dominated by collisions up from the a 6D 4112 ground state. The z 6F.; 112 level is populated in the photosphere by radiative transitions up from the a4D3112 level, and in the middle to upper chromosphere by collisions from the a 6 D3112 and a 6 D4112 ground states. The Z 6F.; 112 level is populated in the photosphere by radiative transitions up from the a 4D3112 level, and in the middle to upper chromosphere by collisions from the a 6 D 31/2 and a 6 D 4112 ground states. The radiative transitions are dominated by the primary star. The level is depopulated by transitions down to the a4D3112 and aP4112 levels. The Z6P~I12 level in the photosphere and lower chromosphere i §. dominated by radiative rates up from the a 4D2112 level, which is effectively controlled by the radiation field of the primary star. In the middle to upper chromosphere the rates are dominated by collisions from the a 6 D2112, a 4 P4112 and a 4 P3112 levels. The Z 6 P 2112 level is the photosphere and lower chromosphere is populated by radiative transitions up from the a 4 DII12 level, which is controlled by the radiation field of the primary. In the middle to upper chromosphere the rates are dominated by collisions up from the a 6D 2112 ground state. The level is de-excited via optical transitions down to level a 4 D II12 . The z6F; 112 level in the photosphere and lower chromosphere is populated by radiative transitions from the a 4Do 112 level, which is controlled by the primary star, and in the middle to upper chromosphere by collisions from the a 6 D II12 level.
The z 6F;; 112 level is populated in the photosphere and lower chromosphere by radiative transitions up from the a 4 DII12 and a 4 PII12 levels, both transitions being controlled by the primary star, and in the middle to upper chromosphere by collisions from the a 6 D ol12 and a 6 D ll12 ground states. The level is depopulated via optical transitions down to the a4P0112> a 4 Pll12 and a 4 Pll12 levels.
5.6
The inner wind temperature of 22 Vul observed Pe II lines excited from the a 2p, a 4D and a 4p levels in the inner wind of 22 Vul. In the case of 32 Cygni, Che-Bohnenstengel (1984) used the ratio of the relative population densities N (a 4p)/ N(a 6D) to derive a wind temperature. The excitation potential of the fine-structure levels of a 4 p is -0.23-0.38 eV. Che-Bohnenstengel makes the assumption that these levels are populated by collisions from the a 6D ground state, and that downward transitions from higher-lying levels are unimportant. This assumption is reasonable, given that the a 6 D ground state and a 4p levels are both of even parity, and should be coupled via collisions; i.e. they follow a Boltzmann distribution. The Pe II multiplets 43, 44 and 44 share the a 4p lower level, the upper being y 4 GO, x 4 Go and X4po respectively. It is further assumed that recombination from these levels via other multiplets is weak. Hempe's code (1982) was then employed for the resonance lines to investigate the relative population densities in the ground state and a 4p level. The relative poptIiation densities have been calculated by Nussbaumer & Storey (1980) Fig. 13 is a plot of the net rates dn/dt into and out of level a 4F41/2, from just above T min to To (1 X 10 4 K). For this level there are very strong collisional rates both up to and down from the a 6D ground state, thus ensuring a Boltzmann distribution between them. There are also, however, strong radiative rates down from the higher lying z 6D~ 1/2 and z 6D~ 1/2 levels. The a 4F41/2 level is depopulated by collisions down to the a 6D ground state and a 4p level. A typical wavelength of the z 6Do -a 4F radiative transitions ~ 2720 A such that they are controlled by the radiation field of the primary, but with a significant contribution from the hot companion. At hre!= 1 X 10 12 cm, the ratio FK(2700 A)IFB(2700 A) ~2, so the B star will supply one out of every three photons, thus enhancing the radiative rates. A typical wavelength of the z 6Fs' 1/2-a 4F41/2 transition ~ 2500 A, such that the B star begins to be dominant. At hre! = 1 X 10 12 cm, the ratio FK(2500A)IFB(2500A)~0.4, so these transitions may be the dominant way of populating the a 4F 41/2 levels in the wind of 22 Vul. The a 4F31/2 level is populated mainly by radiative transitions from the z6D~1/2Ievel, which is controlled by the companion's radiation field. The level is depopulated by collisions down to levels a 6D 4l/2 and a 4p 11/2' The a 4F21/2 level is populated mainly by radiative transitions from levels z6D~1/2 and z6D~ 1/2' At the very top of the model, transitions from levels z4D~ 1/2 and z4D~ 112 dominate. depopulated. The simple assumptions made by , without relying on extensive radiative transfer calculations, may be misleading. We can therefore conclude that the population ratio N (a 4F)/ N (a 6D) is an unreliable indicator of wind temperature in 22 Vul and, Aurigae systems in general. In particular, there appears to be no justification for assuming a wind temperature of more than 1 x 10 4 Kin 22 Vul.
CONCLUSIONS
The radiative transfer calculations demonstrate the intimate convolution between atomic and atmospheric physics, and how the latter depends on a reliable set of stellar parameters, such as mass, radius and chemical abundances. As expected, the hot companion star is found to be responsible for the ionization of the metals, but the excitation of the various levels of Fe II, even after correcting for the B-star radiation field, was found to be extremely dependent upon the model atmosphere in question. The main reason for the differences between the two stars is that, while HR 6902 has a steep temperature rise and transition region but has no wind, 22 Vul has a cool extended chromosphere (Te:S; 1 x 10 4 K) and a cool wind. The sharp onset of ionization in HR 6902 results in enhanced electron densities and thus much higher collisional rates.
It is possible to confirm the results obtained by Judge et al. (1992) in that the z 6Do and z 6po levels of Fe II are mainly populated by collisional excitation up from the a 6D ground state. Given the two extreme cases studied, it is reasonable to assume that all cool late-type stars follow this model. For those levels excited radiatively, it is now possible to say whether the B star or the primary star radiation field is dominant. In some cases they both contribute comparable amounts of excitation. It was also found that, although the a 4F level is coupled to the a 6D ground state by collisions, the a 4F level has very strong radiative rates down from the z 6 Do level. Given the presence of the B star, it would be unsafe to follow Che-Bohnenstengel (1984) and in deriving inner wind temperatures from population ratios. Undoubtedly, more work needs to be done to investigate the possible effects of Lyman IX pumping processes from the higher-lying levels, as these processes disturb the populations of the low-lying metastable levels. In summary it is unwise to make sweeping statements about how individual levels are populated until detailed radiative transfer calculations have been performed.
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