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Abstract
This paper formulates automatic generation control (AGC) for the power dispatch center as a two-layer hierarchical 
control framework, which can be divided into two discrete-time Markov decision process (DTMDP) sub-problems. 
The first one focuses on the solution of optimum AGC regulating commands under control performance standards, 
while the second works on the dynamic optimization allocation of the commands to various types of AGC units. The 
model-free Q-learning and multicriteria reward function are proposed and designed specifically for two DTMDP sub-
problems, respectively. The proposed methodology can enhance the overall performance of the hierarchical AGC 
scheme from the viewpoint of long-term optimal objective. The effectiveness and efficiency of the AGC scheme are 
fully studied via simulation tests on a two-area interconnected hydro-thermal power system model, and test results are 
benchmarked against another heuristic algorithm and practical engineering approaches.
Keywords: AGC, CPS, Q-learning, Hierarchical control, Dynamic generation allocation, DTMDP, Stochastic optimization
1. Introduction
The present schemes of automatic generation control (AGC) have always been implemented and 
assessed for NERC’s control performance standards (CPS) [1]. The current state-of-the-art in AGC 
strategies under CPS, including field-test experience and statistical analysis, were comprehensively 
addressed in [2], [3], and further investigated in [4]. In this paper, the AGC is considered as a two-layer 
hierarchical control framework, as is shown in Fig.1. The top layer is a fundamental performance 
feedback control called AGC regulator which is responsible for the solution of the optimal total AGC 
regulating command. The existing AGC regulators tailored for CPS are commonly based on PI control as 
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suggested in [5], and the setting rules of PI gains are determined by the engineering experience [2],[3]. 
The allocation of AGC regulating commands optimally among dispatchable units in bottom layer control 
is also critical to the overall performance of AGC system. Most remarkably, several large-scale power 
grids in China have implemented an improved PI control based AGC system developed by Nanjing 
Automation Research Institute (NARI). An engineering method called PROP method, in which regulation 
participation factor for each unit is fixed and proportional to the adjustable reserve capacity of the AGC 
unit, is employed to tackle the AGC generation allocation with various types of AGC units [5].
The PROP method with the fixed participation factors cannot provide the satisfactory performance 
over a wide range of off-nominal operating mode, parameters and structure of power grids. The dynamic 
allocation of AGC regulating generation, which has received increasing attention from dispatch centers, is 
a challenging optimization problem due to the ramping rate limits, fast adjustable reserve requirements, 
and the nonlinear adjustable capacity constraints.
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Dynamic generation 
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AGC unit n
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Fig. 1.  Dynamic optimization process for hierarchical AGC framework
The load frequency control (LFC) problem is essentially a dynamic equilibrium process, and previous 
studies show that the AGC function under CPS can be modeled as a discrete-time Markov decision 
process (DTMDP) to form the base for the proposed research on two-layer hierarchical AGC using 
reinforcement learning (RL) [6]. In this paper, a performance-oriented Q-learning algorithm [7] is used to 
create a closed-loop learning policy for the double-layer AGC scheme. More specifically, the top layer 
control is manipulated by NARI’s controller whose PI gains can be automatically tuned using a set of Q-
learning rules to achieve the relaxed maneuvering for AGC plants on the premise of complying with CPS 
standards. In the bottom layer, the solution proposed is to firstly classify the AGC units into different 
groups while Q-learning is used for online search of optimal regulation participation factors.
2. Problem Formulation
2.1. Overview
The proposed AGC scheme, as illustrated in Fig.1, has two major control modules. Each module is 
designed to pursue its own control objective and produce its own control output. For each AGC cycle, the 
total AGC regulating command ∆Pord-Σ is calculated in the top layer. Meanwhile, the amount of this 
command is optimally distributed from central to individual unit according to their regulation 
participation factors, and thus the reference command ∆Pord-i is delivered to the ith AGC unit. It should be 
pointed out that the dynamic AGC allocation problem in this paper is different from the economic 
dispatch (ED) [8] in that AGC (secondary frequency control) and ED (tertiary frequency control) have 
different time horizons and control objectives. ED is performed to distribute the system load amongst all 
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the generating sources so that the system operating costs are minimized, but the CPS standards are not 
covered in ED function, while the objective of AGC function is to balance the load residuals by 
modification of outputs of AGC units to accommodate non-conforming load fluctuations. Therefore, ED 
provides base load points for AGC, and AGC is regarded as a modified variable in combination with 
these base points and both economic and regulation participation factors to calculate the desired 
generations for AGC units.
2.2. Top Layer Control
The existing AGC strategies give priority to promoting the CPS compliance without considering the 
maneuvering costs in plant terminals. However, in order to take full advantage of CPS standards, the 
AGC regulator should be designed for the coordination between the CPS compliance in dispatch center 
and the control pressure imposed on AGC plants [9], and this problem can be written as the following 
quadratic form:
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where Q and R are weight matrices of state variables x(t) and control outputs u(t) in linear quadratic 
regulator (LQR) [10]; KCPS and K
*
CPS represent the degree of CPS compliance and the preset target of 
CPS compliance respectively; ∆Pord-Σ(k) is AGC regulating command at the kth step; qi and ri are weight 
coefficients; max
ordP −∑∆ and
min
ordP −∑∆ are upper and lower limit of system adjustable capacity; ∆PTj is the 
interchange power bias on the jth tie-line, max
TjP∆ and
min
TjP∆ are upper and lower stability limit for the 
interchange power flow.
2.3. Bottom Layer Control
The bottom layer control is designed to tune the regulation participation factors dynamically and 
automatically. Primary control objective of this layer is to minimize the accumulated generating error 
between the reference AGC command and the actual power output. However, most interconnected power 
systems are thermal-dominated grids in China with the rapid increasing load demands and lack of fast 
regulation capability. The AGC hydro plants cannot be assigned to an immoderate participation factor 
since once hydro units reach to a saturated state, these units cannot participate in AGC and cope with the 
next sudden increasing load disturbance. Hence, the spinning reserve requirements for hydro plants shall 
be involved in the control objective. Dynamic optimization process of allocating generation to AGC units 
in the mix is formulated as follows:
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where ∆PGi(k) is the actual power output of the ith unit at the kth step; M(k) is the margin percentage of 
adjustable capacity in hydro plants at the kth step; μi and ηi are weight coefficients; ∆Pord-i(k) is the 
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reference AGC command for the ith unit; λi is the participation factor for the ith unit; rateiP
+ and rateiP
− are
upper and lower ramping rate limit; max
GiP∆ and
min
GiP∆ are upper and lower power limit of the adjustable 
capacity.
3. Q-learning Algorithm
Q-learning is a model-free RL algorithm to solve DTMDP domains in the stochastic optimal control 
theory [7]. Its goal is to find an optimal policy by maximizing the discounted long-term Q-function. 
Suppose Qk is the estimation for the optimal Q-function Q* at the kth iteration of learning, sk and ak are 
the state and action chosen at the kth iteration. Qk+1 can be updated based on the action taken and reward 
received:
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where 0<α<1 is learning factor; δk is an estimate for current Q-function error; 0<γ<1 is discount factor; 
R(sk,sk+1,ak) is the reward function; Q(s,a) denotes the state-action Q-function.
Q-learning is an online learning and dynamic optimization technique which obtains learning experience 
from interaction with the environment by exploration and exploitation [20]. Define ag as greedy policy in 
state s with respect to Qk(s,a):
( ) arg max ( , )kg
a A
a s Q s a
∈
=                      (5)
In order to achieve better sampling as well as convergence to the optimal policy, a pursuit method [6] 
can be used in which actions are chosen on the basis of the probability distribution over action space. 
Initially, a uniform probability distribution is adopted for stochastic searches, then it can be updated as:
1
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where 0<ζ<1 is search factor; Pk(s,a) is the probability with which action a set for state s. Action 
probability distribution and Q-functions can be stored as finite matrices.
4. Design of Hierarchical AGC Scheme
The core philosophy developed in this paper not only could contribute towards the relaxation of AGC 
system but also exploit dynamic optimal generation allocation for AGC units. Furthermore, Q-learning 
allows flexibility in designing state-action space discretization and control objectives, and thus the 
multicriteria optimization problems can be solved.
4.1. Layer Control
Notice that both CPS1 and CPS2 are long-term statistical evaluation criterion with the time cumulative 
effect. For the purpose of real-time control and input filtering, 1-min moving averages of CPS1 and ACE 
[3] are used as binary state in the top layer. Thus, the continuous AGC state space under CPS [9] can be 
transformed as a 2-dimensional discrete-time vector space based on DTMDP. According to CPS 
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assessment [1], the first state variable CPS1 is discretized to the following twenty-three levels, (-∞,0), 
[0,100), [100,105), [105,110), …, [195,200), [200,+∞). The second state ACE is marked as only two 
level-states -1 and 1 depending on whether the moving average of ACE is negative or positive. As a result, 
the total number of observed CPS states for AGC regulator is 46. The action vector A in this layer is a 
finite set of predetermined PI gain combinations for NARI’s controller. Detailed analysis and simulation 
studies for the impact of the gains of NARI’s controller on CPS1/CPS2 indices and control cost are 
reported in [11]. While the optimum proportional gain Kp should be tuned in the range of [0.5, 2], the 
integral gain KI should be reasonably set in the range of [1, 5]. A group of recommended values for PI 
gains were obtained based on the field test and implementation. Consequently, these recommended 63 
groups of PI gains are utilized as the discrete action space.
The control objective of the AGC scheme is defined by the discount factor and the reward function. 
The desirable relaxed AGC attaches more importance to lessen the maneuvering and reversal actions.
According to control objective in (1), reward function Ri(k) for control area i at the kth iteration time can 
be designed using the following multicriteria piecewise function.
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where σi is an arbitrary nonnegative number which is set to 0; CPS1i(k) and ACEi(k) are the 1-min moving 
averages of CPS1 and ACE; CPS1i
* and ACEi
* are preset targets for controlling CPS1 and CPS2 
compliance; as for the CPS1i
*, the historical daily or monthly mean of CPS1 can be selected to carry out 
the relaxed control in area i; ACE*i can be set the threshold value of dead-zone [5] to prevent ACE from 
crossing zero frequently. The aim of quadratic term of power variation in (7) is to lower wear-and-tear of 
AGC units and regulating cost resulting from fluctuations in AGC control signals; ρ1i, ρ2i, and ν1i, ν2i are 
optimum weight coefficients.
Three parameters γ, α and ζ in (3)-(6) are also crucial for Q-learning and need to be set reasonably, for 
example, following the generic guidelines in [6],[7]. The γ is the control factor by which later rewards are 
discounted. Since later rewards for the AGC process are important and our experience shows that any 
value in the range from 0.6 to 0.98 works well. Here, γ is set to 0.9. α is the step size of learning and
determines the amount of the updated Q-function. For the RL driven AGC regulator depends on previous 
control steps as stated above, simulation studies show that the value in range of 0.01~0.2 is adequate for 
this choice. Here, an intermediate value of 0.1 is used. The ζ in (6) essentially expresses the extent of 
exploration during self-learning. The policy remains unaffected with ζ between 0.3 and 0.6, here a value 
of 0.5 is selected.
4.2. Bottom Layer Control
The state space S in bottom layer should be constituted by AGC regulating command ∆Pord-Σ and its 
ramping direction dPord-Σ. The first state variable is quantized as following levels by taking into account 
system adjustable reserve, (-∞, -2000), [-2000, -1000), [-1000, -500), [-500, -250), [-250, 0), [0, 100), 
[100, 300), [300, 500), [500, 1000), [1000, 2000), [2000, +∞). The state dPord-Σ is marked as -1 level-state 
when ∆Pord-Σ is a downward command; otherwise, it is 1 level-state. Thus, the total number of observed 
states for the bottom layer is 22. The action vector should include a finite group of combinations of 
regulation participation factors, A= {(λ11,λ12,…,λ1I), …, (λm1,λm2,…,λmI), …,(λn1,λn2,…,λnI)}.
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Following the analytical framework as described in (2), the reward function should include the power 
generating error and adjustable capacity margin in hydro plants using linear weighted aggregate method. 
The R(k) can be defined as:
2
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G
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P k P k M k
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=− ∆ − − ∆ +∑       (8)
where ∆Perror(k) is the generating error at the kth iteration; u and η are optimum weight coefficients, and 
u/η is the weight ratio. The control objective would increasingly prefer to the fast adjustable reserve M(%) 
along with decrease of weight ratio u/η, conversely, it would tend toward providing a better tracking 
behavior. Consequently, weight ratio u/η should be thoughtfully selected for coordination and balance 
between the tracking performance and fast adjustable reserve.
In the bottom layer module, different rules would be adopted to set the parameters γ, α and ζ. 
Simulations show that any value of γ in range from 0 to 0.1 works well. The γ is set to 0.05 here. The α
should be selected close to 1 to improve the dynamic real-time performance for generation allocation. 
Here, a value of 0.95 is used. The ζ can also be selected a value of 0.5 as the top layer.
As learning step Tstep is determined by AGC cycle, a value of 8s is set in this paper. Fig.2 summarizes 
the execution steps for Q-learning based hierarchical AGC scheme.
Fig. 2.  Q-learning algorithm applied to hierarchical AGC scheme
5. Case Studies
The hierarchical AGC scheme has been tested on two-area hydro-thermal LFC model [12], and 
performance results are benchmarked against GA [13] and the PROP approach.
5.1. Two-area Power System LFC Model
Fig.3 provides the block schematic diagram of a two-area LFC power system with system parameters 
taken from [12] as well as unit models from [14]. The control area A is regarded as the detailed study area, 
which includes three AGC units of different types and MW capacities. The area B is a simplified area 
representing equivalent external control area. For NARI’s practical AGC strategy, the PI gains (Kp, KI)
are set as (1, 2.5), and the vector of regulation allocation factors (λ1, λ2, λ3) is set as (0.675, 0.195, 0.13) 
based on the PROP approach.
Initialize memory Q0(s,a), P0(s,a), R(0), for all s∈S and a∈A;
Initialize learning parameters and Tstep = AGC decision time;
Initialize the initial state s0 and k = 0;
Repeat
1) Choose the action ak based on the current probability distribution 
Pk(sk,a) over all a;
2) Apply the selected action to AGC scheme and run the AGC 
system for the next Tstep seconds;
3) Observe the new state sk+1 from the interconnected control area;
4) Calculate reward value R(k) for the kth iteration from (7) and 
(8);
5) Estimate the one step Q-function error δk using (3);
6) Update Q-function Qk(s,a) to Qk+1(s,a) using (4);
7) Obtain ag (greedy action) from Qk+1(s,a) using (5);
8) Update probability distribution Pk(s,a) to Pk+1(s,a) using (6);
9) Let k = k +1, return to step 1;
End
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Fig. 3.  Two-area hydrothermal LFC block diagram model
In the simulations, the genetic algorithm is introduced to each layer for comparison of the strategies. As 
described in (1) and (2), the fitness function in the top layer can be formulated as the simulated annealing 
form:
max
max
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0,        
C
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where Cmax is a specified constant expressing the maximum value in the calculation; J denotes the 
objective function in (1). The fitness function for AGC allocation is defined as:
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where I is the total number of AGC units; E is the objective function as given by (2). The weight 
coefficients selected in the objective functions are the same as the Q-learning method, and the 
optimization of the two-layer AGC is executed by corresponding to a series of typical load disturbances.
Q-learning based AGC should be scheduled to experience a “pre-learning process” before its 
application [15]. This pre-learning is repeated for a large number of operating states and typical load 
disturbances until no more changes in Q-functions can be achieved. Action vector A is fixed into 66 
predetermined values equal to {(0, 0, 1.0), (0, 0.1, 0.9), (0, 0.2, 0.8), …, (0, 1.0, 0), (0.1, 0, 0.9), …, (1.0, 
0, 0)}. In our application, the fairness and conformance in reward function (7) can be ensured by 
maintaining constant values of weight ratio ρ2i/ρ1i and ν1i/ν2i. Three typical groups of different weight 
factors are adopted in the simulation experiment below, Group I: ρ1=1, ρ2=50, ν1=ν2=0; Group II: ρ1=1, 
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ρ2=50, ν1=ν2=1; Group III: ρ1=1, ρ2=50, ν1=ν2=10. In the bottom layer, the weight factors in (8) are set as: 
u=1, η=10000.
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Fig. 4.  Simulation experiment for AGC regulators in the study area
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Fig. 5.  Performance of the AGC scheme for a series of step load disturbances
After the above design choices, the pre-learning process is implemented as explained in Fig.2 by 
training a sequence of representative simulation data. The performance results of the AGC strategy 
presented in case studies correspond to AGC performance after the pre-learning phase is completed. The 
dynamic behaviors of AGC schemes consequent to a step load disturbance in area A is shown in Fig.4. 
This test suggests that the meaning of ρ1i, ρ2i, and ν1i, ν2i is very similar to the weight matrices Q and R in 
LQR algorithm. The power control output as well as the PI gains will slow down along with the decrease 
of weight ratio ρ/ν, so that the regulating pressure and cost of AGC plants will also be release toward 
“loosened control”. Conversely, AGC regulator will tend to “tightened control” and care more about CPS 
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compliance. As a result, with regard to the optimum AGC regulator design, the ρ/ν should be selected for 
the coordination between the CPS objective and relaxed objective in terms of the above-mentioned laws.
As could be seen from Fig.5, all four AGC algorithms can cope well with the first step load disturbance. 
However, the PI gains setting and PROP method based on NARI’s engineering experience can not pursue 
the optimal policy under continuous incremental load fluctuations. Owing to the fact that the fast 
adjustable reserve is not included in the reward function of Q-learning I, few hydro margin is reserved to 
balance the power shortage efficiently for the third sudden step load, so that both CPS1 and ACE (refer to 
CPS2 index) have been deteriorated as being companied by the incremental load. The conclusion can be 
safely drawn from this test that the superior ability and efficacy of load tracking behaviors of GA and Q-
learning II have been testified due to their reasonable objective functions. Consequently, a smaller weight 
ratio u/η in Q-learning II can also be chosen to maintain a proper amount of hydro spinning reserve for a
sudden load disturbance after (N-1) contingency. Besides, power dispatchers can online modify weight 
ratio ρ/ν and u/η to achieve a desired control degree for AGC system.
6. Conclusion
A novel two-layer hierarchical AGC scheme based on Q-learning was developed in this paper.
Highlights from analysis and simulations can be summarized as follows:
• AGC top layer provides an effective mean for the solution of the optimized regulating command to 
allow AGC plants to maneuver less on the premise of complying with CPS1 and CPS2. It also provides a 
means for the dispatch center to control the degree of AGC scheme toward “loosened control” or 
“tightened control” by directly regulating weight ratio ρ/ν.
• The margin of fast adjustable reserve in hydro plants is embodied in multicriteria MDP reward 
functions via the linear weighted aggregate approach. AGC bottom layer could tune automatically the 
optimum participation factors to pursue the maximal Q-function. Simulation results indicated that the 
real-time AGC commands could be distributed reasonably among the dispatchable units especially for the 
heavy load conditions.
CPS standards pay more attention to the long-run returns of AGC performance, and it is noteworthy 
that Q-learning is also to maximize the cumulative reward from the viewpoint of long-term optimal 
objective. Moreover, the RL driven AGC scheme can cope well with the partial information, nonlinear 
effects and stochastic behaviors in power systems, especially when the real system is facing the situations 
that cannot be accounted in the simulation environment. The AGC solution was designed, implemented 
and tested in case studies with the superior adaptability and dynamic optimization behaviors benchmarked 
against GA and the conventional AGC scheme.
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