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Аннотация. В работе для дифференциального уравнения прои-
звольного порядка, как четного, так и нечетного, с операторными ко-
эффициентами строится фундаментальное решение с краевым усло-
вием на сингулярном конце. Это решение является аналитическим
по λ в некоторой окрестности в комплексной плоскости множества
на действительной оси, являющегося дополнением предельного спе-
ктра самосопряженного расширения минимального оператора.
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Исследование осцилляционных задач для бесконечных систем
дифференциальных уравнений приводит к необходимости построе-
ния фундаментального решения (ф.р.), удовлетворяющего самосо-
пряженному краевому условию на сингулярном конце. Это опера-
торное решение является аналогом полной системы линейно незави-
симых решений в конечномерном случае. Оно оказывается удобным
и при описании самосопряженных расширений дифференциальных
операторов, в частности, при постановке краевых условий на бесконе-
чности. (Для скалярного дифференциального уравнения второго по-
рядка решение, подчиненное краевому условию на сингулярном кон-
це, получено в [1].) Явное построение решения конечного при x = 0
и целого по λ дано в [2, 3] для скалярного уравнения Шредингера с
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высокосингулярным при x = 0 потенциале, и аналогично для опера-
торного потенциала в [4]. Существование ф.р. для дифференциально-
операторных уравнений произвольного порядка, как четного, так и
нечетного, установлено в [5, 6] (см. также монографии [7, 8]) . Там
же доказана самосогласованность этого решения. В абсолютно нео-
пределенном случае (см. определение в [9]) для системы дифферен-
циальных уравнений произвольного порядка решение задачи Коши с
начальными данными в (−∞), а тем самым и ф.р., получено в [10,11].
В работе [12] ф.р. построено для собственного расширения (не обя-
зательно самосопряженного) симметрического дифференциального
оператора четного порядка с произвольными индексами дефекта.
В настоящей работе для дифференциальных уравнений произ-
вольного порядка с операторными коэффициентами другим способом
строится фундаментальное решение краевой задачи и изучаются его
свойства. Результаты работы анонсированы в [13].
Пусть H сепарабельное гильбертово пространство со скалярным
произведением (·, ·) и нормой | · |, dimH ≤ ∞. Обозначим
H(a, b) = L2{H; (a, b);W (x) dx}
гильбертово пространство вектор-функций y(x) со значениями в H,
скалярным произведением
〈y, z〉(a,b) =
b∫
a
(W (x)y(x), z(x)) dx, −∞ ≤ a < b ≤ ∞
и соответствующей нормой ‖ ·‖(a,b), гдеW (x) =W
∗(x)≫ 0 — ограни-
ченный оператор в H с положительной нижней гранью при каждом
x ∈ (a, b), зависимость от x непрерывна в равномерном смысле. Там,
где это не вызывает недоразумений, интервал (a, b) в определении
скалярного произведения и нормы в H(a, b) будем опускать.
Рассмотрим самосопряженное дифференциальное уравнение по-
рядка r ≥ 1 с операторными коэффициентами из B(H)
l[y] =
r∑
k=0
ik lk[y] = λW (x)y, (1)
где
l2j = D
jpj(x)D
j , p∗j (x) = pj(x),
l2j−1 =
1
2
Dj−1{Dqj(x) + q
∗
j (x)D}D
j−1, D = d/dx
операторные коэффициенты pj(x), qj(x) непрерывно в равномерном
смысле зависят от x вместе со своими производными до порядка j
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включительно, коэффициент при старшей производной (pn(x) при
r = 2n и Re qn(x) :=
1
2(qn(x) + q
∗
n(x)) при r = 2n− 1) в уравнении (1)
имеет ограниченный обратный во всем H при x ∈ (a, b) и a является
сингулярной точкой, т.е. либо a = −∞ либо в точке a нарушены
условия гладкости коэффициентов.
Предположим, что для минимального оператора L, порожденного
выражением lW [y] =W
−1(x)l[y] в гильбертовом пространствеH(α, β)
существуют распадающиеся граничные условия на любом интервале
(α, β) ⊆ (a, b), а поэтому r · dimH =∞ или четно (см. [14,15]).
Пусть в точке a ≥ −∞ задано самосопряженное краевое условие
Ua[y] = 0 (2)
Самосопряженность условия (2) означает, что минимальный отно-
сительно точки ξ оператор Lξ, порожденный в H(a, ξ), a < ξ ≤ b
выражением lW [y] и условием (2), является симметрическим и фун-
кции y ∈ D(L∗ξ) также удовлетворяют этому условию.
Описание расширений симметрических операторов в терминах аб-
страктных граничных условий содержится в [1, 16–19].
Для задачи на бесконечном интервале (полуоси или оси) в абсо-
лютно неопределенном случае описание распадающихся граничных
условий приводится в [10,11], а в работе [20] получен критерий суще-
ствования и дано описание всех распадающихся самосопряженных
граничных условий для выражения четного порядка на полуоси.
Определение 1. Фундаментальным решением задачи (1), (2) на-
зываем такое решение уравнения (1) Y (x, λ) ∈ B(H, H), где H —
какое-либо гильбертово пространство, что:
1) ∀h ∈ H, ξ ∈ (a, b) y = Y (x, λ)h ∈ H(a, ξ) и удовлетворяет
краевому условию (2);
2) любое решение y ∈ H(a, ξ) задачи (1), (2) представимо в виде
y(x, λ) = Y (x, λ)h. (3)
При этих условиях самосопряженный оператор
MY (x, λ) :=
r−1∑
k=0
Y (k)
∗
(x, λ) · Y (k)(x, λ)≫ 0 (4)
позитивен и имеет ограниченный обратный во всем H при любом x
(ср. с определением 4.2. [12])
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Условия (3), (4) означают полноту и линейную независимость оп-
ределяемой по фундаментальному решению Y (x, λ) системы решений
задачи (1), (2).
Для задачи (1), (2) с краевым условием в регулярной точке a ф.р.
Y (x, λ) аналитическое по λ можно построить, как решение уравнения
(1) с операторными данными Коши.
Если a = −∞ или является конечной сингулярной точкой, то по-
строение фундаментального решения задачи (1), (2) не сводится к
задаче Коши. Однако в ряде случаев фундаментальное решение мо-
жно построить явно (см. [2–4]).
Определение 2. Решение Y (x, λ) ∈ B(H, H) уравнения (1) при
λ ∈ R называем самосогласованным, если при ξ ∈ (a, b) существу-
ет самосопряженное краевое условие
Uξ,λ[y] := cosAξ,λ y
∨(ξ)− sinAξ,λ y
∧(ξ) = 0, (5)
которому при x = ξ удовлетворяют все функции вида y(x, λ) =
Y (x, λ)h, Aξ,λ — самосопряженный оператор в H˜, где при r = 2n
H˜ = Hn = H ⊕H ⊕ · · · ⊕H
y ∧(x) = col{y(x), y′(x), . . . , y(n−1)(x)} ∈ H˜
y ∨(x) = col{y[2n−1], y[2n−2], . . . , y[n]} ∈ H˜,
y[k](x) — квазипроизводные, отвечающие операции l[y] и определен-
ные в соответствии с [14,15], при r = 2n− 1 y∧(x), y∨(x), H˜ опре-
деляются сложнее (см. [14, 15]).
В совместных работах Ф. С. Рофе-Бекетова и автора [5, 6] (см.
также монографии [7,8]) доказано существование фундаментального
решения задачи (1), (2).
Теорема 1. Для задачи (1), (2) существует фундаментальное ре-
шение Y (x, λ) ∈ B(H, H) при dimH = r2 dimH и λ ∈ C \ σe(Lξ)
(σe(Lξ) не зависит от ξ, а при a > −∞ — пусто). Фундаменталь-
ное решение Y (x, λ) может быть построено аналитическим по λ
в некоторой окрестности Λρ множества Λ := R \ σe(Lξ) в компле-
ксной плоскости.
Ф.р., построенное в работе [12] для собственного расширения L˜ξ
симметрического дифференциального оператора четного порядка,
голоморфно на резольвентном множестве ρ̂r(L˜ξ). Это решение бу-
дет аналитическим по λ в некоторой окрестности этого множества в
комплексной плоскости.
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В настоящей работе для уравнений произвольного порядка (как
четного, так и нечетного) другим способом строится ф.р. Y (x, λ) за-
дачи (1), (2), которое будет аналитическим по λ в некоторой, вообще
говоря, другой окрестности Λ′ρ ⊂ C, чем в цитируемых выше работах.
Обозначим R0λ резольвенту самосопряженного оператора L
0
ξ , яв-
ляющегося расширением в H(a, ξ) симметрического оператора Lξ ус-
ловием y∧(ξ) = 0. При λ ∈ C\σ(L0ξ) резольвента R
0
λ аналитически
зависит от λ. Зададим оператор T 0λ : H(a, ξ)→ H˜ формулой
T 0λf = (R
0
λf)
∨(ξ), λ ∈ C\σ(L0ξ).
Подобно тому, как в [6], доказывается ограниченность оператора T 0λ
и функционала
ϕ0λ(f) := ((R
0
λf)
∨(ξ), h), λ ∈ C\σ(L0ξ), h ∈ H˜,
поэтому по теореме Рисса
((R0λf)
∨(ξ), h) =
〈
f(·), gh(·, λ¯)
〉
(a,ξ)
, (6)
где gh(·, λ¯) ∈ H(a, ξ) определяется однозначно. Это позволяет при
λ ∈ C\σ(L0ξ) задать оператор G
0
λ = G
0(·, λ) : H˜ → H(a, ξ) форму-
лой G0(x, λ)h = gh(x, λ). Этот оператор аналитически зависит от λ в
равномерной операторной топологии.
Аналогично тому, как в теореме 2.1 [6], показывается, что опера-
торное решение Yξ(x, λ) ∈ B(H˜, H) уравнения (1) на интервале (a, b)
с данными Коши:
Y ∧ξ (ξ, λ) = (G
0)∧(ξ, λ), Y ∨ξ (ξ, λ) = (G
0)∨(ξ, λ)
удовлетворяет условиям 1)–2) определения 1, т.е. является фунда-
ментальным решением задачи (1), (2). При этом в доказательстве
используется, что
Y ∧ξ (ξ, λ) = −I, ∀λ ∈ C \ σ(L
0
ξ)
Докажем эту формулу. Пусть y(x, λ) = Yξ(ξ, λ)h для произвольного
h ∈ H˜ при λ ∈ C \ σ(L0ξ). Тогда, в силу (6), для всех f ∈ H(a, ξ)
〈f(·), y( ·, λ)〉ξ = 〈f(·), Yξ(·, λ)h〉ξ = ((R
0
λ¯
f)∨(ξ), h). (7)
Для произвольной функции f ∈ H(a, ξ) положим R0
λ¯
f = g(x, λ¯). За-
мечая, что функции g ∈ D(L0ξ), y удовлетворяют граничному усло-
вию (2) в точке a и что l[g]− λ¯Wg =Wf , имеем
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〈f(·), y(·, λ)〉ξ =
ξ∫
a
(l[g]− λ¯Wg, y) dx
= (g∧(ξ, λ¯), y∨(ξ, λ))− (g∨(ξ, λ¯), y∧(ξ, λ))
+
ξ∫
a
(g, l[y]− λWy) dx = (g∧(ξ, λ¯), y∨(ξ, λ))− (g∨(ξ, λ¯), y∧(ξ, λ))
= ((R0
λ¯
f)∧(ξ), y∨(ξ, λ))− ((R0
λ¯
f)∨(ξ), y∧(ξ, λ))
= −((R0
λ¯
f)∨(ξ), y∧(ξ, λ)). (8)
Сравнивая (7) и (8), получаем
((R0
λ¯
f)∨(ξ), h) = −((R0
λ¯
f)∨(ξ), y∧(ξ, λ)).
Отсюда
y∧(ξ, λ) = −h, Y ∧ξ (ξ, λ)h = −h, Y
∧
ξ (ξ, λ) = −I, ∀λ ∈ C \ σ(L
0
ξ).
Решение Yξ(x, λ) — самосогласованно, кроме того
nul Y ∧ξ (x, λ) = nul Y
∧∗
ξ (x, λ)
а при λ ∈ R\(σ(L0ξ)
⋃
σ(L0x)) оператор Y
∧
ξ (x, λ) фредгольмов. В отли-
чие от фундаментального решения, построенного в [6] и аналитиче-
ского по λ в некоторой окрестности Λρ ⊂ C множества Λ := R\σe(Lξ),
полученное решение регулярно по λ в верхней и нижней полуплоско-
стях, однако имеет полюсы в точках λ0k дискретного спектра опера-
тора L0ξ .
Операторы
V ξ±(ξ, λ) = Y
∨
ξ (ξ, λ)± iY
∧
ξ (ξ, λ) = Y
∨
ξ (ξ, λ)∓ iI
имеют ограниченные обратные, определенные во всем H˜, при всех
λ ∈ R \ σ(L0ξ). Точки λ = λ
0
k являются полюсами аналитических
оператор-функций V ξ±(ξ, λ) :H → H˜. Фундаментальное решение
Y 0(x, λ) = Yξ(x, λ) · (V
ξ
+)
−1(ξ, λ)
совпадает при λ ∈ R \ σ(L0ξ) с фундаментальным решением Y (x, λ),
построенным в [6], т. к. они удовлетворяют одному и тому же грани-
чному условию в точке ξ. Это позволяет аналитически продолжить
по λ на C \ (σ(Lξ)
⋃
σ(V ξ+(ξ, λ))) оба этих фундаментальных решения
(напомним, что σ(Lξ) от ξ не зависит).
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Рассмотрим оператор в H˜
Γ(λ) =
ξ∫
a
Y ∗ξ (x, λ¯)W (x)Yξ(x, λ) dx, λ ∈ C \ σ(L
0
ξ).
Оператор Γ(λ) аналитически зависит от λ. Докажем, что оператор
Γ(λ) при λ ∈ R\σ(L0ξ) имеет ограниченный обратный. Действительно,
если при некотором λ ∈ R \ σ(L0ξ) и h ∈ H˜ Γ(λ)h = 0, то из формулы
(Γ(λ)h, h) =
ξ∫
a
(W (x)G0(x, λ)h,G0(x, λ)h) dx (9)
имеем, что G0(x, λ)h ≡ 0 и, следовательно, h = 0. Если Γ(λ)hk → 0
при k → ∞, где |hk| = 1, то из (9) ‖G
0(·, λ)hk‖ → 0, k → ∞, что
влечет (G0)∧(ξ, λ) → 0, (G0)∨(ξ, λ) → 0, но это противоречит тому,
что Y ∧ξ (ξ, λ) = −I.
Теорема 2. Для задачи (1), (2) существует фундаментальное ре-
шение YΓ(x, λ) ∈ B(H˜, H), которое является аналитическим по λ в
некоторой окрестности Λ′ρ ⊂ C множества R \ σe(L
0
ξ).
Доказательство. Рассмотрим разложение резольвенты R0λ и реше-
ния Yξ(x, λ) в ряд Лорана в окрестности любого собственного значе-
ния λk оператора L
0
ξ
R0λ =
P−1
λ− λk
+
∞∑
m=0
Pm(λ− λk)
m (10)
Yξ(, λ) =
g−1(x, λk)
λ− λk
+
∞∑
m=0
gm(x, λk)(λ− λk)
m. (11)
В силу следующей ниже леммы 1 при λ ∈ C\σ(L0ξ) получаем, что
Γ(λ) =
1
(λ− λk)2
[A+ (λ− λk)
2B(λ)],
где
A =
ξ∫
a
g∗−1(x, λk)W (x)g−1(x, λk) dx,
B(λ) =
∞∑
m,n=0
ξ∫
a
g∗m(x, λk)W (x)gn(x, λk) dx(λ− λk)
m+n.
(12)
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Оператор A в силу леммы 2 имеет κ положительных собственных
значений, а оператор B(λ) в H˜ имеет ограниченный обратный при
всех λ в некоторой окрестности каждой точки λk. Поэтому существу-
ет достаточно малая окрестность Λk точки λk такая, что при всех
λ ∈ Λk оператор Γ˜(λ) = A+ (λ− λk)
2B(λ) имеет κ собственных зна-
чений, расположенных правее некоторого β > 0. Пусть E(β, λ) разло-
жение единицы оператора Γ˜(λ). Обозначим P1(λ) = E(β, λ), P2(λ) =
I − E(β, λ) операторы проектирования на инвариантные подпро-
странства H1(λ) = P1(λ)H˜, H2(λ) = P2(λ)H˜ (dimH2(λ) = κ при
всех λ ∈ Λk ).
Как показано в [21], операторы P1(λ) и P2(λ) аналитически зави-
сят от λ при λ ∈ Λk. Поскольку операторы проектирования P1(λ) и
P2(λ) коммутируют с Γ˜(λ), то
Γ˜(λ) = P1(λ)Γ˜(λ)P1(λ) + P2(λ)Γ˜(λ)P2(λ).
Обозначим Ω(λ, λk) эволюционный оператор [22], который следит за
поворотом инвариантных подпространств H1(λ), H2(λ) оператора
Γ˜(λ) при изменении λ в окрестности Λk. Оператор Ω(λ, λk) является
унитарным, дифференцируемым по λ и обладает свойством повора-
чивания, т.е.
Pj(λ) = Ω(λ, λk)Pj(λk)Ω
∗(λ, λk).
Поэтому Γ˜(λ) = Ω(λ, λk)[Γ1(λ) ⊕ Γ2(λ)]Ω
∗(λ, λk), где Γj(λ), j = 1, 2
самосопряженные операторы в Hj(λk)
Γj(λ) = Pj(λk)Ω
∗(λ, λk)Γ˜(λ)Ω(λ, λk)Pj(λk).
Тогда
Γ
1
2 (λ) =
1
λ− λk
Ω(λ, λk)[Γ
1
2
1 (λ)⊕ Γ
1
2
2 (λ)]Ω
∗(λ, λk).
Так как
Γ
1
2
1 (λ) = (λ− λk)P1(λk)B(λk)P1(λk) + (λ− λk)
2 · Γ˜1(λ),
Γ
1
2
2 (λ) = A
1
2 + (λ− λk) · Γ˜2(λ),
где Γ˜1(λ), Γ˜2(λ) — дифференцируемые оператор-функции, то при λ 6=
λk в некоторой окрестности точки λk существует обратный оператор
Γ−
1
2 (λ). Положим
YΓ(x, λ) = Yξ(x, λ) · Γ
− 1
2 (λ).
Оператор-функция Yξ(x, λ) является аналитической при λ ∈ C\σ(L
0
ξ)
и имеет полюсы в точках λ = λk, поэтому оператор-функция YΓ(x, λ)
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в этих точках имеет либо полюс, либо устранимую особенность. Если
бы точка λ = λk являлась полюсом, то при λ → λk по любому
направлению предел был бы неограниченным. Однако при любых
λ ∈ R \ σe(L
0
ξ) и h ∈ H˜
‖YΓ(·, λ)h‖
2 =
(( ξ∫
a
Y ∗Γ (x, λ)W (x)YΓ(x, λ) dx
)
h, h
)
= |h|2.
Поэтому оператор YΓ(x, λ) : H˜ → H равномерно ограничен по λ и
тем более ограничен оператор YΓ(x, λ) : H˜ → H(a, ξ). Следовательно,
особенность в точке λ = λk устранимая. Доопределяя
YΓ(x, λk) = lim
λ→λk
YΓ(x, λ),
получим невырожденное операторное решение YΓ(x, λ), которое ана-
литически зависит от λ в некоторой окрестности Λ′ρ ⊂ C множества
R \ σe(L
0
ξ). Теорема доказана.
Лемма 1. При всех m = 0; 1; 2; . . .
ξ∫
a
g∗−1(x, λk)W (x) gm(x, λk) dx =
ξ∫
a
g∗m(x, λk)W (x) g−1(x, λk) dx = 0.
(13)
Доказательство. Подставляя (10) и (11) в (6) и приравнивая коэф-
фициенты при одинаковых степенях (λ− λk), получим
(Pmf)
∨(ξ) =
ξ∫
a
g∗m(x, λk)W (x) f(x) dx, m = −1, 0, 1, 2, . . . (14)
Как известно, (−P−1) является оператором проектирования на соб-
ственное подпространство Hk, отвечающее собственному значению
λk. Если
ϕ1(x), ϕ2(x), . . . , ϕæ(x) (15)
ортонормированный базис в Hk, то (−P−1) является интегральным
оператором в H(a, ξ) с ядром K(x, t) =
∑æ
j=1 ϕj(x)ϕ
∗
j (t):
(−P−1f)(x) =
ξ∫
a
K(x, t)W (t)f(t) dt.
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Тогда из (14) получаем (при m = −1)
g−1(x, λk) =
æ∑
j=1
ϕj(x)ϕ
∨
j
∗(ξ). (16)
Для разложения резольвенты замкнутого симметрического операто-
ра известно (см., например, [23]), что
P−1Pm = Pm · P−1 = 0, m = 0, 1, 2, . . . ,
Pm = P
m+1
0 , m = 1, 2, . . . , P
2
−1 = −P−1.
Поэтому для любой функции f(x) ∈ H(a, ξ)
ξ∫
a
g∗−1(x, λk)W (x)Pmf(x) dx = (P−1Pmf)
∨(ξ) = 0, (17)
ξ∫
a
g∗m(x, λk)W (x)P−1f(x) dx = (PmP−1f)
∨(ξ) = 0, (18)
ξ∫
a
g∗−1(x, λk)W (x)P−1f(x) dx = (P−1P−1f)
∨(ξ)
= −(P−1f)
∨(ξ) = −
ξ∫
a
g∗−1(x, λk)W (x)f(x) dx (19)
ξ∫
a
g∗m(x, λk)W (x)P0f(x) dx = (PmP0f)
∨(ξ)
= (Pm+1f)
∨(ξ) =
ξ∫
a
g∗m+1(x, λk)W (x)f(x) dx (20)
Из (20) при m = 0 имеем
ξ∫
a
g∗1(x, λk)W (x) f(x) dx =
ξ∫
a
g∗0(x, λk)W (x)P0f(x) dx.
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Возьмем f = P0h. Тогда, дважды применяя (20), получим
ξ∫
a
g∗2(x, λk)W (x)h(x) dx
=
ξ∫
a
g∗1(x, λk)W (x)P0h(x) dx
=
ξ∫
a
g∗0(x, λk)W (x)P
2
0 h(x) dx
и т.д. Таким образом, для любой функции f(x) ∈ H(a, ξ)
ξ∫
a
g∗m(x, λk)W (x)f(x) dx =
ξ∫
a
g∗0(x, λk)W (x)P
m
0 f(x) dx.
Рассмотрим оператор T : H(a, ξ)→ H˜ по формуле:
Tf =
ξ∫
a
g∗−1(x, λk)W (x)f(x) dx.
Тогда для любого h ∈ H˜
(Tf, h) =
( ξ∫
a
g∗−1(x, λk)W (x)f(x) dx, h
)
=
ξ∫
a
(W (x) f(x), g−1(x, λk)h) dx = 〈f, g−1h〉.
Сопряженный оператор T ∗ : H˜ → H(a, ξ) по формуле
T ∗h = g−1(x, λ)h. (21)
Оператор T1 : H(a, ξ)→ H˜ определим по формуле
T1f =
ξ∫
a
g∗−1(x, λk)W (x)P−1 f(x) dx.
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Аналогично предыдущему получаем
T ∗1 h = P
∗
−1[g
∗
−1(x, λk)h] = P−1[g−1(x, λk)h]. (22)
Так как в силу (19) T1 = −T , то из (21) получаем, что
P−1[g−1(x, λk)h] = −g−1(x, λk)h.
Аналогично доказывается, что ∀h ∈ H˜
gm(x, λk)h = P
m
0 (g0(x, λk)h). (23)
Отсюда, используя (22) и (23), для любого h ∈ H˜ имеем
ξ∫
a
g∗−1(x, λk)W (x)gm(x, λk)h dx
=
ξ∫
a
g∗m(x, λk)W (x) g−1(x, λk)h dx = 0, (m = 0, 1, 2, . . . ),
что равносильно (13). Лемма 1 доказана.
Лемма 2. 1) Пусть ϕ1(x), . . . , ϕæ(x) — ортонормированный ба-
зис собственного подпространства Hk = (−P−1)H(a, ξ). Обо-
значим Hk подпространство в H˜ натянутое на векторы
ϕ∨1 (ξ), . . . , ϕ
∨
æ(ξ), Ak — сужение оператора A на Hk. Тогда опе-
ратор Ak имеет ограниченный обратный.
2) Оператор B(λ) в H˜ имеет ограниченный обратный при всех λ
в некоторой окрестности каждой точки λk.
Доказательство. 1) В силу (16)
A =
ξ∫
a
g∗−1(x, λk)W (x)g−1(x, λk) dx
=
κ∑
i,j=0
ϕ∨j (ξ)
ξ∫
a
ϕ∗j (x)W (x)ϕi(x) dxϕ
∨∗
i (ξ) =
κ∑
j=1
ϕ∨j (ξ)ϕ
∨∗
j (ξ).
Векторы ϕ∨j (x) ∈ H˜, j = 1, . . . ,æ. Поэтому A 6= 0 на подпространстве
Hk ⊂ H˜.
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2) Пусть при некоторых λ′ 6= λk, Imλ
′ = 0 и h ∈ H˜, B(λ′)h = 0.
Так как
(B(λ′)h, h) =
ξ∫
a
|W
1
2 (x)G0(x, λ
′, λk)h|
2 dx, (24)
где G0(x, λ, λk) =
∑∞
m=0 gm(x, λk)(λ − λk)
m, то G0(x, λ
′, λk)h = 0 и
поэтому
G0(x, λ′)h =
g−1(x, λk)h
λ′ − λk
.
Так как g−1(x, λk)h — решение уравнения l[y] = λW (x)y при λ = λk,
а G0(x, λ′)h — решение того же уравнения при λ = λ′ и λ′ 6= λk,
то G0(x, λ′)h ≡ 0. Откуда h = 0. Пусть λ′ = λk. Тогда, если
B(λk)h =
∫ ξ
a
g∗0(x, λk)W (x)g0(x, λk)h dx = 0, то g0(x, λk)h ≡ 0 и в
силу (23) gm(x, λk)h ≡ 0. Поэтому B(λ)h = 0 при всех λ из некото-
рой окрестности точки λk, что противоречит доказанному выше при
Imλ = 0.
Предположим, что B(λ)hj → 0 при j → ∞, где |hj | = 1. Тог-
да из (12) имеем, что ‖G0(·, λ, λk)hj‖ → 0. Обозначив P
⊥
−1(λ) =∑∞
m=0 Pm(λ − λk)
m, для любой функции f ∈ H(a, ξ) получаем при
j →∞
|((P⊥−1f)
∨(ξ), hj)| =
∣∣∣∣ ∞∑
m=0
((Pmf)
∨(ξ), hj)(λ− λk)
m
∣∣∣∣
=
∣∣∣∣∣
∞∑
m=0
( ξ∫
a
g∗m(x, λk)W (x)f(x) dx, hj
)
(λ− λk)
m
∣∣∣∣∣
=
∣∣∣∣∣
( ξ∫
a
∞∑
m=0
g∗m(x, λk)(λ− λk)
mW (x)f(x) dx, hj
)∣∣∣∣∣
=
∣∣∣∣∣
( ξ∫
a
G∗0(x, λ, λk)W (x)f(x) dx, hj
)∣∣∣∣∣
=
∣∣∣∣∣
ξ∫
a
(W (x)f(x), G0(x, λ, λk)hj) dx
∣∣∣∣∣
≤ ‖f(·)‖ · ‖G0(·, λ, λk)hj‖ → 0. (25)
Для каждого вектора hj ∈ H˜, используя лемму 3 (см. ниже),
выберем последовательность функций fj,m ∈ H(a, ξ). Тогда, взяв в
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(25) f переменным f = fj,m, для всех m получаем
|((P⊥−1fj,m)
∨(ξ), hj)| ≤ c · |hj | · ‖G0(·, λ, λk)hj‖ → 0, j →∞. (26)
Однако, в силу леммы 3, при достаточно больших m при всех j имеем
|((P⊥−1fj,m)
∨(ξ), hj)| = |((P
⊥
−1fj,m)
∨(ξ)− hj , hj) + 1|
≥ 1− |(P⊥−1fj,m)
∨(ξ)− hj | >
1
2
(27)
Условия (26) и (27) противоречивы.
Лемма 3. Для любого вектора h ∈ H˜ можно выбрать последова-
тельность функций fm ∈ H(a, ξ) так, чтобы ‖fm‖ ≤ c · |h| при всех
m и |(P⊥−1fm)
∨(ξ)− h| → 0 при m→∞ равномерно по h.
Доказательство. Положим H⊥k = D(L
0
ξ) ⊖ Hk. Так как P
⊥
−1 P−1 =
P−1 P
⊥
−1 = 0 и
R0λH(a, ξ) =
( P−1
λ− λk
+ P⊥−1
)
H(a, ξ),
то P⊥−1H(a, ξ) ⊆ H
⊥
k . Однако, так как для любого f ∈ H
⊥
k
P−1L
0
ξf =
(
R0λ −
P−1
λ− λk
)
L0ξf = f −
1
λ− λk
P−1L
0
ξf = f,
то P⊥−1H(a, ξ) = H
⊥
k .
Аккуратно “подправим” собственные функции ϕj(x) в точке ξ так,
чтобы
ϕ∧j,m(ξ) = ϕ
∨
j,m(ξ) = 0, ‖ϕj(·)− ϕj,m(·)‖ → 0. (28)
Тогда ‖L0ξϕj−L
0
ξϕj,m‖ → 0 приm→∞. Причем функции ϕj,m можно
выбрать так, чтобы при i 6= j
〈ϕj , ϕi,m〉 = 0 (29)
(Это возможно в силу леммы 3, [24, п. 6]). Заметим, что из (29) сле-
дует
〈ϕj , ϕj,m〉 → 1, m→∞. (30)
По вектору h ∈ H˜ построим функцию ψ(x) ∈ C∞0 такую, что ψ
∧(ξ) =
0, ψ∨(ξ) = h. Тогда P−1ψ(x) =
∑æ
j=1 cj · ϕj(x), где cj = 〈ψ,ϕj〉. При
этом
|cj | ≤ ‖ψ‖ =
( ξ∫
a
|W
1
2 (x)ψ(x)|2 dx
) 1
2
≤ C · |h| (31)
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Положим ym(x) = ψ(x)−
∑æ
j=1 cj ·ϕj,m(x). Тогда ym ∈ D(L
0
ξ), y
∧
m(ξ) =
0, y∨m(ξ) = h и ym(x) = y
⊥
m+
∑æ
j=1〈y, ϕj〉ϕj(x), где y
⊥
m(x) проекция на
H
⊥
k функции ym(x). В силу (29) и (30)
〈ym, ϕj〉 =
〈
ψ−
æ∑
i=1
ci ·ϕi,m, ϕj
〉
= 〈ψ,ϕj〉−
æ∑
i=1
ci · 〈ϕi,m, ϕj〉 = cj ·εj,m,
где εj,m → 0 при m→∞. Поэтому
ym(x) = y
⊥
m(x) +
æ∑
j=1
εj,m cj · ϕj(x).
Так как ym(x) ∈ D(L
0
ξ), то существует функция fm(x) ∈ H(a, ξ) та-
кая, что R0λ fm = ym. При этом
(P⊥−1fm)
∧(ξ) = 0, |(P⊥−1fm)
∨(ξ)− h| ≤
æ∑
j=1
|εj,mcj · ϕ
∨
j (ξ)| → 0
при m→∞ равномерно по h. Кроме того, в силу (31) при всех m
‖fm‖−‖(L
0
ξ−λ I)ym‖ ≤ ‖(L
0
ξ−λ I)ψ‖+
æ∑
j=1
|cj |·‖(L
0
ξ−λI)ϕj,m‖ ≤ c·|h|.
Лемма 3, а вместе с ней и лемма 2, доказана.
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