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Resumo 
E~~e trabalho im·e~tiga parcialnwnte a eficácia ele de~carte seleti\·o a nÍn'l de pacotp e 
a ní\·el dP célula em um comutador .\T:\1 sob a influência ele um proces~o com dependt·ncia 
de longa-duração. Est nda-sP o comportamento de diYer~o~ mecani~mos dP de~cartt• st•le-
ti\·o frentP a di\·erso~ parâmetro~ de tráfego. como por exemplo. carga ela rede. parànwtro 
de auto-~enwlhan(~a. \·ariância e cliferentP~ tamanhos dP pacotes. P tamb<~m frente a di\·pr-
~os ceuário~ de configuraçÓPs. como por exemplo. diferentes tamanhos de bu.ffr 1·. He~ul­
taclos apontam que<; claramentP \·atltajoso adotar a disciplina ('ompartilhanwnto Total 
( ('omjJit!r Shoríng). enquanto que a disciplina ('ompartilhanwnto Total com Garantia de 
T<1manho :\Iínimo de Fila ( ComtJ!ftf Shoríng tcíth Guru·onfffd Qufuf Jlínímum) não P nP-
ce~~ariamente \·auta.josa .. \lf.m disso. mo~tra-~P qu<'' a escolha da política de de~carte podP 
impactar siguificatiY<mwnte a Qualidade de SerYiço ele uma aplicação. He~ultado~ de uma 
til a com quatro ní\·Pis de prioridade mostram que P possí\·el tran~portar a mesma carga de 
uma !ila com dois nÍ\-eis dP prioridade utilizando bu.fjfl's com tamanho nwnor. Intruduz-
·"'e 11111<\ no\·a política de descarte ele pacotes chamada .\ceita-:\Iaior-Pacote ( .\\IP) que 
maximizél o .f)Oodpuf de célula e mostra-~e que a política A:\IP fornece não só o maior 
yoodput de célula mas também produz o maior .IJoorlput de pacote sob um processo com 
depen( léncias dP curL·l-duração composto de pacotes grandes. 
Abstract 
In this work \\·e im·estigak tlw effecti,·int>ss of sdecti,·e discarei of cells and selecti,·e 
discare! of packets in a multiplexer subject to a long-rauge dependent process. In t his \\·ay. 
we e\·alnate di,·erse selectin· discarei mechanism under differt'nt trafhc paranlPtf'rs. such 
as tiJP network load. the Hmst parctmeter. \·ariauce and different packet size.s. aud also 
llnder distinct config11ratiuns scenarios. sltch as differeut lmffer .sizes. \\·e fonnd out t hctt 
tlw Complete Sharing disciplines is clearh· \mrth adopting. wlwreas Complete Sharing 
\\·it h ( ~naranteed Q11ene .\Iiuimum ma\· bc not. Fnrt hemore. we shO\r that t lw choice of 
push out polic~· ma\· significantl.\· impact the percf'ÍH"cl QoS. \\"e show that a fonr-class 
mechanism demands less buffer space t han a t \\·o-class nwchanism for t lw t ransport o f 
tlw same load. \\"e introduce <l nO\·el packet discardiug polin· called Longttest-Pctcket-In 
( LPI) \\·hich maximizes t he cell goodput anel \YP show t hat LPI not onh· pnAides t he 
higlwst cdl goodpnt lmt alsu produces t lw higlwst packet goodput nnder a slwrt -range 
dcpendt'nf process composed of long packets. 
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Capítulo 1 
Introdução 
.\integração ele tráfego de ,·ídeo. áudio e dados nas Redes Digitais de Serviços Integra-
dos ele Faixa Larga trouxe di,·ersos desafios ao gerenciamento e dimensionamento destas 
redes. Se por um lado aplicações multimídia exigem elas redes ele comunicação. diferentes 
garantias ele Qualidade de Serviço ( QoS - Qunlity of Su1·icE). por outro lado diferentes 
tipos ele tráfego possuem diferentes características estatísticas. 
O ~Iodo Assíncrono ele Transferência (.\T:\I- Asynchronous Traru;fu .\Iorlr). que foi 
adotado como padrão para a Rede Digital ele Serviços Integrados de Banda- Larga ( 8-
ISD:\' - Bronrlbant! Inffgradrtul Digital Stnicf Xtfu•ork). foi escolhido ao im·és de um 
sistema de resen·a como o :\Iodo Síncrono ele Transferência (ST~I- Synchronous Tr·an.~­
jú Jlorlt) de,·ido à sua eficiente utilização de bancla-passante quando rnultiplexa fontes 
em rajada. :\Iecanismos ele controle de congestionamento para redes .\T~I estão sendo 
im·estigados com o objeti\'O ele garantir requisições ele QoS elo usuário. Entre esses meca-
nismos menciona-se: mecanismo de controle de admissão. mecanismo de policiamento e 
mecanismo ele descarte seleti,·o. 
O mecanismo ele descarte seleti\·o descarta células em uma situação de transbordo de 
acordo com o ní\·Pl ele prioridade da célula. O ní\·el de prioridade expressa a rele\·ância 
ela célula. Por exemplo. em uma codificação de ddeo. células com prioridade baixa são 
menos significativas para a qualidade da imagem. Além do descarte seleti,·o a ní\·el de 
células. ,·árias políticas de descarte de pacotes \·êm sendo definidas a fim de presen·ar 
a integridade de pacotes a ní\·el de camada ele transporte. Para algumas aplicações se 
urna das células de um pacote é perdida. o pacote inteiro tPm que ser retransmitido. 
Portanto. transmitir células de um pacote corrompido ocupa bancla-passante. e pode 
conseqüentemente aumentar o congestionamento. Assim sPndo. o mecanismo ele descarte 
seleti\·o a ní,·el ele célula se preocupa com a utilização a níwl ele link ele rede sem levar 
em consideração o pacote a ní\·el ele camada ele transporte. enquanto que as políticas ele 
descarte ele pacotes levam em consideração o desempenho a nível ele camada ele transporte. 
O entendimento do tráfego transportado em uma rede é de \·ital importância para a 
elaboração de modelos realistas. A negligência de características estatísticas importantes 
pode levar a conclusões errôneas e conseqüentemente a soluções inapropriadas. A adoção 
de uma representação específica para um certo tipo de tráfego de\·e ser suportada pela 
verificação experimental desta representação. Com o modelo ele tráfego definido, pode-se 
predizer o desempenho da rede. Como por exemplo. pode-se usar modelos ele tráfego no 
dimensionamento ele bufft rs e wrificação ele desempenho de mecanismos de controle da 
rede. 
Em 199:3, Leland et. al [LTW\V9:3] demonstraram que o tráfego em redes Etllf nu f 
seguia um modelo com dependência ele longa-duração. contrariando o que se pensava 
até então. Seus achados foram baseados em dados coletados ao longo de quatro anos 
nos laboratórios da Bdlcore. Lelancl et. al mostraram que o tráfego Ethu11t f poderia 
ser representado pelos chamados modelos auto-semelhantes. Processos auto-semelhantes 
exibem o fenômeno de dependência ele longa-duração. Isto é. esses processos possuem 
correlações que decaem muito lentamente (hiperbolicamente) ao contrário elos modelos co-
mumente usados na literatura cujas correlações decaem rapidamente ( exponencialnwnt e). 
Em outras palanas. em processos com dependência de longa-duração. correlações distan-
tes no tempo influenciam o padrão de chegada ele pacotes. l'ma outra característica elos 
processos auto-semelhantes é a semelhança do padrão de chegada de pacotes em diferen-
tes escalas do tempo. o que se opõe à tradicional noção de burstinr-"'s de um processo . 
. \s conclusões deste estudo apontaram uma nova direçào para as rwsquisas na área de 
tP!Ptráfego. 
Outras im·estigações posteriores demonstraram que o fluxo ele \·ícleo [BST\\'~J0] hem 
como o fluxo ele certas aplicações em rPdes geograficamente distribuídas tais como tflrlff 
[PF9:)] podem também ser modPlados atrcn·és de processos auto-semelhantes com um alto 
grau de precisão. Se por um lado a constatação ele padrões auto-semelhantes Ptn cliwrsos 
tipos de tráfego reforçam o uso destes modelos. por outro ainda não está claro qual é o 
impacto de se considerar dependências ele longa-duração no controle de tráfego de redes de 
comunicação [::\Id\'96]. Em outras palanas. dPpenclências de longo-duração cntamente 
produzem um padrão ele ocupação ele hlas diferentes elos processos com detwndência de 
cnrta-duraçào. porém nào esta Ób\·io nos dias ele hoje qual é a influência destas correlaçÕPs 
distantes em uma rede com multiplexadores que possuem espaço finito de bufft r e onde 
aplicações possuem restrições de tempo real. 
O objeti\·o desse trabalho é im·estigar a eficácia de descarte seleti\·o tanto a ní\·el 
ele pacote quanto a nível de célula sob a influência de processo com dependências ele 
longa-duração. Assim sendo. im·estiga-se o comportamento de diversos mecanismos de 
descarte seleti\·o frente a diversos parâmetros ele tráfego, como por exemplo. carga ela 
rede. parâmetro de auto-semelhança. variância e diferentes tamanhos médios de pacote, e 
:~ 
também frente a di \·ersos cenários de configurações. como por ext>mplo. dift>rPrttPs t ama-
nhos de b u.fft r. 
~o t>studo de descarte seleti\·o a ní\·Pl de célula considera-se as disciplinas Compar-
tilhamento Total ( C'T - CompldE Sharing) e Compartilhamento Total com Garantia ele 
Tamanho ~Iínimo de Fila (CTGT~IF - Compltff Sharing 1cith Gurmwtud QuFUf Jli-
nim um) e as principais políticas ele descarte descritas na literatura. Analisa-se através 
de simulação o impacto das características do processo de entrada. tais como: carga elo 
sistema. parâmetro de Hurst e \·ariância. nas taxas de perda por classe e no tamanho 
elo inten·alo ele perdas ela classe de célula com prioridade baixa. Investiga-se inicial-
mente descarte seleti\·o com apenas duas classes de prioridade (baixa e alta) e Pm seguida 
im·estiga-se a influência elo uso de múltiplas classes de prioridade. 
~o estudo de descarte seleti,·o a nível de pacote introduz-se uma nova política ele 
descartP ele pacote. Aceita-~Iaior-Pacotf'. e compara-se essa política com as principais 
políticas de dt>scartP existentes na literatura .. -\nalisa-se o compromisso entre o goodput 
ele célula (a proporção de células boas transmitidos pelo número total ele células que 
chegam na fila) e o goodput de pacote (a proporção ele pacotes bons transmitidos 1wlo 
número total ele pacotes que chegam na fila). Além disso mostra-se que a nova política de 
descarte de pacote pode aumentar significativamente o goodput de célula e também é capaz 
de produzir o maior goodput de pacote quando sujeita a um processo com dependência 
de curta-duração composto de pacotes grandes. Estende-se a análise também para redes 
com fontes que geram pacotes de tamanhos médios distintos. 
Essa dissertação está organizada da seguinte maneira: no capítulo :2 são aprPsentaclos 
os principais conceitos de processos auto-semelhantes. :\'o capítulo :3 são introduzidos os 
mecanismos ele gerenciamento ele tráfego em redes .-\T:\I. O capítulo ± traz os principais 
resultados do estudo dt> descarte seleti\o a nível de célula. ~o capítulo .) apresenta-se 
resultados da avaliação elas principais políticas de descarte de pacotes. Finalmente no 
capítulo 6 as conclusões são derivadas. 
Capítulo 2 
Tráfego Auto-Semelhante 
Os processos estocásticos auto-semelhantes são im·ariantes Plll sua estrutura de cor-
relação em diferentes escalas ele tf•mpo. Intuitivamente. olhando-se \·ários gráficos ele 
um processo auto-semelhante em diferentes escalas de tempo eles irão parPcer muito 
··semelhantes... Esses processos são dP grande interesse na física. economia. geofísica. 
turbulência e na modelagem de fenômenos aleatórios com dependência de longa-dmação. 
Taqqu [TLS6] fornece um guia bibliográfico comentado para muitas aplicações. 
Atualmente os processos auto-semelhantes têm clesrwrtaclo Pspecial intPresse na mo-
delagem de tráfego ele redes. Isso porque di\·ersos estudos e\·idenciam que esse tráfego 
tem o comportamento estatisticamente auto-semelhante ("fractal"). Entre esses estudos 
incluem-se uma análise clP centenas de milhões ele pacotes obsen·aclos em várias redes 
locais ffhfrnff nos laboratórios da BellcorP (Bfllcorf Jlorri.c;foll'n Rtsutl'eh and Enginf-
frin.r; C'fllfu) [LTW\-\'9:3. \VTS\\'9.3]. uma análise de milhões ele dados de sen·iços de 
dcleo \'BR ( lnriab!t-Bit-Ratf) [BST\\'90]. o estudo de certas aplicações de redes geo-
graficamente distribuídas tais como tflntf . .tfp [Pf9;j] e tcu•tc [CB9.5] e uma inn'stigação 
detalhada de tráfego de dados coletados a nível ele pacote de múltiplos núcleos de comuta-
clorPs distribuídos pelo E. C.\. [1\.:\19-!]. Esse comportamento "fractal"' é muito diferente 
elos tráfegos de telefone conwncional e elos modelos convencionais até Pnt ão utilizados 
para tráfego ele pacotes (f .g. Poisson puro ou modelos relacionados com Poisson tais 
como batch Poisson. Processos de Poisson :\Ioclulados por :\Iarkov [HL86]. modelos de 
série de pacote [.JR86]. modelos de fluxo de fluído [A:\IS8:2]). 
Os principais conceitos relacionados com processos auto-semelhantes são apresentados 
neste capítulo. A seção :2.1 define processos auto-semelhantes. Na seção :2.:2 comenta-
se algumas propriedades elos processos auto-semelhantes. Em seguida na seção :2.:3 o 
movimento Browniano fracionai (mBf) é introduzido. O fenômeno ele auto-semelhança a 
nível de fonte ele dados é abordado na seção :2.!. ~a seção :2.:) discute-se \·ários métodos 
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Figura 2.1: Função dP auto-correlação ele um processo exatamente auto-sPmelhante ele 
segunda-ordem com parâmetro Hurst H = 1 - 3/2. 
um m~toclo para geração dP dados auto-semelhantes baseado no mBf. na seção 2.6 
2.1 Definição 
{'m procPsso X é chamado r.rrtfamfnff auto-.o.;fmflhrmff de .'ifgunda-ordun com parâmetro 
H= 1- 3/2. O< -J < l. se sua função ele auto-correlação é dada por [TG91] [Coxx-±]: 
e X é chamado assintoticrunrntr auto-. ,unflhanff df sfgunda-ordun com parâmetro H= 
1- 3j2.0 < i< 1. se para todo I\= 1.2.:). .... 
( 2. 2) 
.\Figura 2.1mostra a função de auto-correlação g(/..-) (equação (2.1)) como função ele 
!.· para três \·alores de 3. Os \·alores ele 3 = 0.2. 0.-!e 0.6 representam conforme a equação 
H= 1- 3/2. respecti\·amente H= 0./. 0.8 e 0.9. 
2.2 Propriedades 
:\Iatemat icamente. auto-semelhança manifesta-se em um mímero de modos equi\·alen-
tes: 
















Figura ~-~: Exemplos de estruturas de auto-correlação a) processo df' dqwndt'ncia de 
curta-dura<:ão b) processo de dependf>ncia de longa duração. 
(i) a \·ariància da média amostrai decrPsce mais lentamente do que a \·anancia do 
tamanho da amostra ( t•rtriúncia dU'aindo hnfanunff). Í.f .. t·ur(.\'("•)) ,..._, (1//1-.;. 
com 111 ---+ :x. com O < j < 1: 
(ii) as auto-correlações decrescem hiperbolicamente ao im·és de expom'ncialnwnte. im-
plicando em uma fnw:ào ele auto-cotTPlaçào não tot alizê1\·el L~ !'( /.·) = :x. de-
pendf>ncia de longa-dmação (LRD- Long R11n_r;t DfJHndtnCf). \'<'.ia Figma :L.!b. 
( iii) a densidade espectral (Transformada de Fourier) f(.) perto da origem comporta-se 
como f(,\)"""' u/\-·. para,\---+ O. O<; < 1 P i = 1- 1. 
Os ]WOCf'ssos auto-sPmelhantes se contrapõem a modelos de tráfego atualnwnte ,·igen-
tes na literatura dP\·ido a estes últimos serPtll caract<'rizados por : 
(i) a \·ariância da média amostrai decresce com a \·ariància do tamanho da amostra. 
Í.f .. 1'01'(_\(ni)) ""'111/l-l. COlll 111 -t :X: 
(i i) uma funçào de auto-corrPlação que decresce exponencialmente (i. f .. r(/.·) ,..._, r/. O < 
fl < 1 ). implicando uma função de auto-correlaçào totalizá\·el Li. 1·( /.·) < :x. dP-
pendência ele curta-duração (SRD - Short Rangf Dfpfndfncf). \'Pja Figura 2.2a. 
e 
( iii) a densidade espectral que é limitada na origem. 
-I 
. \ Figura :2.:2 compara o com port ament o da auto-correlação de um processo com cl<·-
pt'!ldencia de curta-dmação (Figura :2.:2a) com o comportamento dP um processo com 
dqwndencia de longa-duração (Figura :2.:2b) . .\ote que no caso de clependi·ncia de curta-
duração tem-se \·alores PXpressi\·os de auto-correlação apenas para pequenos k (I> < 10 ). 
enquanto para d<-'pendencia de longa-duração continua-se a ter valores PXprPssi\·os de 
attto-cotTPiação mesmo para \·alores maiores de Á· ( \·eja também Figura :2.1 ) . 
. -\característica mais notá\·el elos processos auto-semelhantes de segunda-ordPm é que 
setts procPssos agregados X("') possuem uma estrutura de correlação não (k•grnera ti \·a. 
com 111 ---+ x:. .-\ exist encia de uma estrutura ele correlação nào degPnera ti \·a para os 
proCPSSOS .\(m). COlll /11 ---+ X. está em completo contraste com OS modelos tÍpicos de 
tráfego dP pacotes até então considerados na literatura. os quais tem processos agregados 
.\"("!) quP tPndem para ruído puro de segunda-ordPm. i.t .; para todo Á· 2: 1. 
,.(/)/)(/,·)---+O. com m---+ x. para Á· 2: 1. (:2.:3) 
r·ma das grandes \·arltagPtts dos processos auto-semelhantes e a parcimonidade do 
ntínwro de parànwtros para rt•present ar uma série temporal de cPntPnas de tnilltares de 
ohsen·açôes. \"o raso de proet'ssos sem características de processos auto-sPnwlhantes. 
existe a nPcPssidade de se ter um grande utÍmero de paràmetros para modelar longas 
séries. Em contraste. a componente de longa-duração pode sPr modelada com um único 
paràmet ro quando se usa processos auto-semelhantes. 
Dois processos estocást icos que produzem representa<;ÔPs elegantes de fenÔnlPnos auto-
semelhantes são: o ru/do Goussirtno fracionlll (frrtcfional Galt.'<8Írlll noÍ.'it) e os pmu.~sos 
i11frgmrlo fracio11rtl auto-rrgrts."it·o rh midirt mÓcfl (fmc!ionol rudongn.-;sil'r in!fgratul 
mot'ÍII.fJ-Itl'fm!Jf pmcts.-;ts-- (F-.-\RL\1.-\)). O ruído Gaussiano fracional.\' = (Xk: !.· 2: O) 
com par<1metro H E (0.1) foi introduzido Plll [:\I\"6x]. é um processo Gaussiano Psta-
cioHário com média p. \·ariància a 2 . e função de auto-correlação r(/.')= 1/:2(/1.- + I/ 2H-
/Áf 11 +/Á·- 1/ 2H). Á· > O. É possín·l mostrar que o ruído Gaussiano fracionai é exata-
mente auto-semelhante de segunda-urdem com paràmetro de auto-semelhaw;a H entre 
1/:2 < H< l. .-\ sf.rie de ruídos C:aussinaos fracionais X 1• i > 1 f' o incremento do rnol'i-
lllfllfo Broll'nirtno fmcional (mBf). isto<',.\', = BH(i + 1)- BH(i). i 2 I (mais detalhes 
sobre mBf na seção :2.:3 ). 
Os pmct.'<:-;os fmcionais ARI.\f.i.(p.d.q) são uma generalização da classP d<-' modelos 
Box-.Jenkins [B.J/6] onde rwrmite-se que o paràmetro d assuma \·alares uào inteiros. 
São processos assintoticamente auto-semelhante de segunda-ordem com paràmetro auto-
setnelhante d + 1/2. ottdP O < d < l/:2. O F-ARDI.-\ foi usado para modelar tráfego dP 
\·ídeo l BR [BST\\"9;). HDLK!J.)b] e o desempenho de fila do F-.-\RI:\L-\ ( 1. d. 0) foi ana-
lisado atra\·és ele simulação para um spn·idor ( First Com f First St rz·ícf - f( 'FS )[.\:\!!fi]. 
:2 .. l .\lu1·iuwnto Brmnlianu FnlC·iona/ 
2.3 Movimento Browniano Fracionai 
O tno\·imen to Browniano ordinário. B (f). descre,·e o mo,·i mento de uma partícula em 
um líquido sujeito a colisões e outras forças [Pap/8]. E uma função aleatória real com 
incrementos Gaussianos independentes tal que 
E [ B (f + .~) - B ( t)] = O 
\ ·ar[B(t + .~)- B(t)] = o- 2 1-"1 
\Iandelhrot define um tno\·imento Browniano fracionai (mBf) como sendo o mo\·irnento 
médio de d B(t) no qual incrementos que ultra passam ele B (f) são ponderados por (f -
·)h-1/2 [\f:-.T(·~j s ~ l \ )c . 
Definição: Seja H tal que O < H < 1. O mBf é definido com a integral fracionai de 
\\"e~·l de B( t ). 
1 ;·c, H-!/2 H-!/> . lt H-1/i B H ( t ) = . ) ( ( f - s ) - ( - s ) -) d B ( .~ ) + ( f - .... ) - d lJ ( s ) . 
[(H+lj_).-x ·ll 
Essa equa<;ão tende para o mm·imento Brmn1iano ordinário se H = 1/2. Sua propri-
edade auto-semelhante é hasPada no fato dt> qut> BH(ps) é idêntica na distribuição para 
/' * BH(s). Os incrementos do mBf. 1:1 • formam uma seqüência t>stacionária chamada 
ru/do C:oussir1110 fracionai (r(,f): 
}:1 = BH(j + 1)- Bl!(j).j = .... -1.0.1. ... 
Essf's incrementos não são independentes a não ser que se tenha mo,·imento Browniano 
puro. i.t. H= 1/2. Além disso. a lei de Hurst estalwlecf' que\ ·or[BH(t + .~)- Bu(t)] = 
rJs 2H. i. f •• um modelo de clwgada mBf é também capaz de capturar a alta rariobilidorh 
inerente exibida pelo tráfego de rede real. 
O mBf normalizado com paràmetro H E [t.JJ é um processo estocástico B(t).f E 
( -:x. +:x ). caract12rizado pelas seguintes propri12dades [~odJ:)]: 
l. B( f) tem incrementos estacionários: 
·) B(O) =O. e EB(f) =O para todo f: 
:). E B(t )2 = lt I 2H para todo f: 
l. B( f) tem caminhos contínuos: e 
:). B(t) é Gaussiano. i. t .. todas suas distribuições marginais sào Gaussianas. 
Esse processo foi descoberto por Kolmogorm· [Kol.!O]. mas relati,·amente pouca at12nçào 
foi lhe dispensada até o artigo pioneiro de \Iandelbrot e \"an ::\"ess [\I:.J6~] (onde o mBf 
ganhou seu nome atual). 
l. 4. .\lodelos de Fonte on/o.fT com caudas longas 
2.4 Modelos de fonte on/off com caudas longas 
Di\·ersos estudos de medidas de tráfego de uma \·arieclade de tipos df' redf's demonstra-
ram que o tráfego atual ele r<"de tem natureza auto-st>mdhante. :\pesar dessas descobertas 
falta\'a compreender qual a explicação física para que o tráfego agregado obsen·ado t i\·esse 
esse comportamento. Willinger et. al [WTS\V95. \VTSW91] fornecem uma explicação 
simples e plausí\·el em termos de tráf<'go de fontes incli\·iduais que formam o tráf<'go agre-
gado. Desem·oh·enclo uma abordagem proposta originalmente por ~Ianclelhrot [Man6(J]. 
de.; mostram qu<' a superposi<:ão ele muitas fontes on/o.ff iudepenclf'ntes <" identicamente 
distribuídas ( i.i.d). cada uma das quais exibindo um fenômeno chamado de efeito i\oP 
( .\'ouh t.{{tcf). resulta em um mBL que é um processo exatamente auto-semelhant<' de 
segunda-ordem. 
r·ma fonte on/o.ffidealizada é uma fonte onde p<'ríodos df' geração de pacotes ( pníodos 
on) podem ser sucedidos por outros [Wríoclos on. Da nwsma forma twríodos s<'m geração 
df' pacotes (períodos ojj) pod<'m ser sucedidos por outros períodos o.ff Em um modelo 
on/o.ff de alternância estrita. um período on não pode ser s<'guido de outro período on. 
e um período o.fj' por outro período o.ff Os modelos de font<'s on/o.ff dt> alternância 
estrita são comumente considerados na literatura ele comunica(;Cws. Em [\\'TS\PYi] fo-
ram demonstradas as condições para que fontPs on/o.ff idealizadas gerassem um processo 
auto-s<'melhante. P em [\\'TS\P)I] os mesmos resultados foram obtidos usando fontes de 
alternância estrita .. \pesar de os resultados de [\\'TS\\'~Fi] serf'lll essencialmPntP os nws-
mos de [\\'TS\\'lJI]. a prm·a da com·ergência com fontes on/o.ff com altemâucia estrita 
é muito mais complexo. e uma pro\·a rigorosa é fomecida em [\\'TSDI]. Heath et ai. 
[HHS96] obti\·eram independentemente resultados qne sào essencialmente idénticos aos 
apresentados em [\\'TSDI]. 
Intuiti\·anwnteo efeito :\'oP para um modelo de fonte on/o.ffindi,·idual significa pníodos 
on e rwríodos o.ff muito grandes com probabilidade não negligencián'l. Em outras pala-
\Tas. o efeito :'\oé implica que cada fonte on/o.ff exibe características (jllf' enceram nma 
granclP extensão de escalas dP tempo. O eff'ito :'\oé é sinônimo dP síudrome de ,·ariâucia in-
finita -- a obspn·açào empírica de que muitos fenômenos naturais poc!Ptn ser lwm descritos 
usando distribuições com \·ariância infinita (para referências \'eja [ST()L TLK6. \\'TE~JG]). 
As clistribuiçÕPs de cauda-longa. ou seja. distribuições que decaem hiperbolicamentP. 
P( C > u) "'-' cu_,, com u ____, X. 1 < o < :2. (2-l) 
ondP c e uma constante finita positi\'a, independente de u. apresentam a síndromP da 
,·ariância infinita. t'ma distribuiçào que satisfaz as condições (:2.1) é a distribuição discreta 
Pareto ( e.g .. \·eja [ST9±] ). A distribuição Pareto com parâmetro de forma o'<' parâmetro 
·) -
-· .). lO 
de localiza(J\0 o tem a função de clistribui(;ào cnmulat i\·a dada por: 
F (.r ) = P [. \- S .r] = 1 - ( a (c )" . a . o 2::: O ..r 2::: a. 
e fun(;ão densidade de probabilidade correspondente dada por: 
Se o S :2. então a distribuição tem \·ariância infinita. f' SP n S L então a distribuição tem 
média infinita . 
. -\ distribuição Pareto têm sido usada para modelar distribuições de rendimentos. ta-
manhos de astt>róides. ilhas. cidades e e\·entos de extinção [Kau~n. :\Ian():~]. Foi cons-
tatado também que uma distribuição Pareto com 1.0.) < o < 1.1.) é um bom tnodf'lo 
para quantidade de tempo de CP{' consumida por um processo arbitrário [LO;.;:,()]. Em 
tPlt>comunicações. distribuições com cauda longa tem sido usadas para modelar tempo 
de dura(;ão de chamadas telefônicas e tamanhos de quadros em ddeo com taxa de bit 
Yariá n:'l. 
Pronm-se também f'lll [\YTS\\"97] uma rPlação simples entre o paràmetro n t' o 
paràmetro H dado por H = :) - o/2. onde H mede o grau dP auto-semf'lltatH;a do fluxo 
de tráfego agregado. 
2.5 Métodos para Estimativa do Parâmetro H 
O grau de auto-semelhança (paràmetro H) ele uma série temporal pode ser estimado 
atra\·és das :-:eguintes ferramentas gráficas: ( 1) análise do domínio de tempo basPado 
f'lll estatística H/S. (:2) análisf' de \·ariância de processos agregados.\.("''· e (:l) análise 
ha:-;eada em periodograma no domínio da freqüência .. -\ seguir são dt>scritos os mhodos 
para estimai i\·a do grau de auto-semelhança dt> um processo. 
L. estatística R/S --Originalmente descrita em [:\I\Ym] ( \·eja também [:\ITI~l]) con-
siste em plotar log( R( n) j,<.,'( 11)) \'f'rsus log( 11). onde R( 11) /S( 11) = I /S( 11) [mo./'( O. lr'1. 
ll'2 ..... n·,)- tllin(O. ll"t. W2 ..... Ir, J]. COlll ll'l .. = ( x, + .\2 + ... + xk)- kX ( 11 )(h· 2::: 
1 ). Quando H é bem definido. a plotagem típica de extensão de rt>-escala ajnstada 
inicia com uma zona transiente de natureza de dependéncia de cnrt a-dttra(:ão na 
amostra. mas e\·ent ualmente decresce e oscila em torno de uma rt't a com ct>rt o 
decli\·e .. -\nálise gráfica R/S é usada para determinar se tais compor! amentos as-
sintóticos parecem sustentados pelos dados. :'-Jo caso afirmati\·o. um \·alar estimado 
de H. Êf. é dado pelo clecli\·e assintótico. podendo \·ariar entre 1/2 e 1. 
ll 
·) análise de variância de processos agregados X'" 
processos auto-sPmelhantes de segunda-ordem. a Yariância dos processos ap;regados 
X('"l.m 2 L decresce linearmente (para grandes m) em uma escala log-log .. \ 
análise de \·ariância de processos agregados é obtida pPla plotagPmlog(cur(X('"))) 
contra log(111) (··tempo··) e pelo ajuste ele uma simples linha quadrática mínima. 
ignorando-se os \·alares menores ele m. Valores estimados do cledin'" assintótico. 
- J. entre -1 e O sugerem auto-senwlhauça. e uma estimati\·a de grau de auto-
senlf'lhança é dada por if = 1 - J (2. 
:t análise baseada em periodograma - Consiste em plotar lo.<;(_q( LL')) n"rsns u·. 
onde g(ll') = 2 ~,[Lj= 1 X1 ti1 "[2. OS u· S ~ele X= L\t.X2·····Xnl· P aplicar 
um ajuste linear dP mínimo-quadrado em uma seção do gráfico correspondente a u· 
peqneno. O dPcli\·e desse ajustP 0 igualado a -( 1- i). ele onde H é compntado com 
1- 1(2 . 
. \ estatística R/S tem propriPclacles robustas. particularmente com respeito a distri-
buição de c·atHla longa. ( 'ontuclo. Pla tf'tn a clt's\·antagem de poder conduzir a estimati\·as 
imprecisas [Ber!):2] .. \ análise de \·ariância de processos agregados é também nm ponto de 
início IÍtil na análise de dados . 
.\mílisPs de dados mais refinadas baseadas em métodos \lLE ( .\lo.rim u 111 L/1.-f hnod 
Estimulf) são nsadas para estimar H quando .\1 é um processo (~aussiano ou apro-
:-:imadamPnte Gaussiano. Es.';e.s métodos e suas apro:-:ima(;ões s;.1o baseados na d('nsi-
dade Pspectral de X 1 e propriedades dos métodos \ILE são discutidas por \·ário.s autores 
[Berq:2. Dah89. Yaj,-;;.1. FT86]. t· m método específico que tem sido usado amplamente(; 
aproxima<:ão de l!'hitth \[LE. Em [TT] disclttP-se as qualidades elos Pstimadore.s ll'!titflf 
··padrão". H'lutt!t "agregado" e lrhitt!F ··local". 
O estimador ll7zitth padrão é um método paramétrica que assume como conhecida 
a densidade da série Pspectral. com PXceção de poucos parânwt ros que são estimados. 
[c;sa suposição de parâmetros permite estimati\·as muito precisas quando a st'-rie se1tdu 
examina< la ajusta-se exatamente ao modelo assumido. Se. por outro lado. a série ~tão 
é especificada dP forma correta no modelo o estimaclor paramPtrico pode p;erar \·;dores 
incorretos. C m tPcnica adicional para obtenção de um \·alor estima do de Jl P fornecida 
pelo t"SI imaelor ll"h itth agregado. Esse est imador pode ser usado se a série tPmporal c 
muito longa . .\ idéia é agregar os dados. o que cria uma nm·a série mais cnrt a. 





\ . . . l . l , l . l P l l l-H \·(m) .- no\·a sene aun1ent a o ( esYIO pM rao c o estunac or. or outro ac o. 111 . 1 con\·erge 
fracanwntP para um ruído Caussiano fracionai. Se o ní\·el dP agr<"gaçào 111 é bastante alto 
:!.li. (,'erador de U11úlo ( ;a11ssiano l:! 
e a dependência de longa-duração está presente então a no,·a sf.rie será perto d!' um ruído 
(;aussiano fracionai. 0 estimador rrhiffft padrão é então Usado COill Ulll modelo de r(;f 
na série agregada . 
. \ltemati,·ametlte. pode se ntilizar um estimador semi-paramétrica. H71ittlf local. Para 
estimar a depcndf>ncia dP longa -duração. o est imador l Pli ttlf local geralmente assnnw q ne 
a auto-correlação para a série comporta-sP como h2H- 2 • onde h é o lag. e H é o parânlf'tro 
de depenclf>ncia de longa-duração. De forma eqni\·alente ele pode assumir que a densidade 
espéctral é proporcional a ki 1 - 2 H para freqüências pequenas de t'. Esse estimador foi 
recf'ntf'mentf' desem·oh·ido por [Rob9-!]. ElE' é obtido atraYés de um método não gráfico 
pela minimização de uma função similar aquela do Tr"hitth padrão. 
2.6 Gerador de Ruído Gaussiano 
.\ solu(ào para a distribuição ele uma fila alimentada por um mBf não f. conhecicla at(~ 
a presente data. Limites para resnltados analíticos são cleri,·ados atra\·és da Teoria dos 
\"alores Extremos para o cálcnlo dPsta distribuição. l"ma ontra maneira para deri,·<-H;ão 
dos resultados de uma tila com mBf é atrc1\·és de simulação. Existem ,·ários algoritmos 
para geraçào de um tráfego mBf [HosS-!].[.\fHTS]. Recentemente nO\·os métodos foram de-
sennJh·idos. Huang [HDLJ\:q.)a] propôs um método ele simulação baseado em importância 
de amostragPm. Pruthi [PE!J.-l] usa mapas caóticos e Lau [LE\\"\\"!):)]usa um algoritmo de 
deslocamento de ponto médio aleatório. \"este trabalho utilizou-sP um algoritmo proposto 
originalmente por .\Ianddbrot e aperfeiçoado posteriormente por Chi [< ':"iYT:~]. Esse al-
goritmo gPra amostras ele rGf de tempo discreto. Escolheu-se esse algoritmo le\·amlo em 
consideração os seguintes fatores: i) o algoritmo P haseodo em uma soma de processos de 
:\Iarl\:o\·. portonto trabalhos futuros podPrão inn·stigar possí\·eis soluçóes nunH~ricas para 
Psse sisiPlll<L ii) as amostras mBf são compostas de uma soma df' processos de alta P a 
baixa freqüt".ncia. logo esse algoritmo f' adequado para inn·stigar as contribuições de cada 
componente da frPqii('ncia para o desempPnho do sistema e iii) é um algoritmo relati\·a-
mente rápido (em aproximadamente l minutos gPra uma amostra de 11m milhão de pontos 
em uma máquina Pentium ')() ). 
Processos dP ruído ( ;aussiauo fracionai discreto normalizados com mf>dia ZPro e \·ariância 
unitária s<lo processos aleatórios Gaussianos com incrementos Gaussianos e que tPm auto-
cO\·ariância [ST91]: 
O mPtodo proposto por Cbi aproxima o rGf por uma soma de processos .\[arkO\·i-
anos de baixa e alta freqüência. O procPsso agregado resultante tem uma função de 
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Figma :2.:3: .\utocorrela<;ào do GPrador de Ruído Gaussiauo Fracionai P dados de Belkore. 
processo de .\Ia rlw\· sim pies decai exponencialmente enquanto que a a u to-correla<;à.o de 
rGf decai linearnwnte. Portanto. é necessário somar ,·ários processos de .\Iarko\· inde-
pendentes a fim de se obter essa mesma estrutura de correlação. C m \·alor arbitrário de 
<mto-correlac;ào. aproximadauwnte lj:L é escolhido como \·alor de limite p<ua sPparar as 
componeutes dP alta e baixa freqiiência. Considere: 
onde .\r e .\H deuotam os termos de baixa e alta freqüência respecti\·anWJltf'. X1 é o 
processo agregado. Para grandes logs (.~)a co\·ariância de Xr(t).C'r(s:H). /,aproxima-
danwnte: 
C'L(.~: l!) = H(:2H- l).~2ll- 2 
.\o im·és de aproximar o tPrnto de baixa freqüência por um processo de .\Iarku,· simples. 
tuna soma ponderada de .\" procf'ssos ele .\Iarkm·-Causs padronizada é usada. isto é: 
\" 
.'í.r(t) = l)Irn)l/2.\/("l(t) 
11=U 
Os procPssos .\Iarkm·-Ga uss. Jf( n l (f). sào assumidos dois-a-dois uào COITPlaciouados. 
O objetiYo é calcular Ir" tal que a cm·ariância de XL(t) seja igual a C'r(.~: H). DPssa 
forma. após alguns cálculos obtém-se: 
H(·) !f- l) r r, = - ( 8 1-H _ 13u-1 )B2(H-1), [(:3 - '2H) 
·) -
-· /. FewÍllH'lJO de lnefinícia de Hu.fj'r ,. l ! 
para o:::; 11:::; S. O!ldP r(:~- !.H) p a fnH<;ào gama . 
. \discrepância dP\·icla à aproximação é: D(.": H)= C'(s: H)- C'L(s: H). 
Para gerar a discrepância de alta freqüência utiliza-se outro processo :\larkov-Gau:-;s 
com \·ariância D(O: H) e atraso clP coYariância D(1: H). tal que a co\·ariáncia da soma 
do procPsso de baixa P alta freqüência terá a estrutura auto-semelhante [LT\\'\\'9l] .. \ 
aproximação do rGf é dada por: 
Xr (f) = X L (t) + X H (I ) 
.\título de exemplo gerou-se dados com \·alores de H entre [0.7- 0.80] tal que tem-se os 
mesmos \·alores coletados em BPllcore [LT\\'\\'9-!J. :\Iayor [:\Iay97] estimou o parâmetro 
Hu1·..;;t (H) pelo uso da análisP R/Se nesta clisserta<)io acrescentou-sP a análise da \·ariância 
do proce:-;so agrPgaclo . .\ (Tabela '2..1) mostra o.s dois resultados . 
H . -\nalise R/S .\nálisP de \'ariância 
o., ().(i~) 0.71 
0./.) 0.7:3 0./(i 
0.8 Ü.it\ 0.1H 
O.t\.) o.~n 0.8-l 
Tabela :2.1: Estimati\·a elo parâmetro H da amostra gerada. 
Pelos dados mostrados na Tabela 1.1 Yerifica-se que Psse algoritmo de gPra<)io tem uma 
hoa precisào. Em [:\la\·97] computou-se também o coeficiente de correlação de 1.000.000 
pontos ela amostra ele dados de Bel! core e com parou -se com as amostras elo gerador 
(Figura '2.:~). \'erihca-se que i) os dados gerados tem nma estrutura com correlaç<lo de 
longa-duração e ii) ambas as estruturas ele correla<;ào sào muito semelhantes. E nma 
indica<;;-\o clara de que esse gerador é nma boa caracteriza\·ào de tráfego real de rede. 
2.7 Fenômeno de Ineficácia de Buffer 
( 'onfonne \·isto na seçào '2..:2. nm processo auto-semelhante é capaz de capturar o 
fenômeno ele dependência ele longa-cluraçào ( LRD - Lon.r; Ran.r;r Dr JH ndr 11n ). .\lém 
disso. nma série ele Pstudos analíticos e clP simulaçào [:\IS%h. :\IS96a. FF:\ID/a. FF:\ID7h] 
indicam que esse fenômeno podP ter um impacto significati\·o na fonna<;ào de fila. i.f .. 
PXiste clara e\·iclf>ncia que elP pode potencialmente causar perdas maciças (.lP células em 
redes .-\T:\I. :'-Ja realidade. a probabilidadP de transbordo ele bu.fffl· para um sistema de 
:.!./. fi-•JHÍllWIW di' illt'hc;Ícia de Bu.ffr r 
fila .\T:\I com dwgaclas mBf segue uma distribuição de \Veibull. .\lém disso. essP sisten1a 
sofre do fenômeno de inf'ficá.cia do bu.fjfr [\IS.\~Jí]. 
O fenômeno ele ineficácia de bu.tff ,. é o fenômeno de enfileiramento em que apenas 
aumentando-se o tamanho do bu_f{fr. não é possível diminuir consicleravelmentf' a pro-
habilidade de transbordo. Esse fenômeno foi descrito anteriormente por \·ários outros 
estudos [:..ISD6a. SUJ-1. LH~n]. ~f'sta sPção. apresenta-sf' uma explicação intuiti\·a para 
esse ft>nÔmeno e mostra-se sua particular importância quando a fonte de tráfego exilw 
dependf.ncia de longa-duração. Os resultados apresentados a spguir são uma reprodução 
elo trabalho original de .\Iayor [.\IS96a]. 
\Iodela-se um nó XI:\I com um sistema de fila dt>terminístico com taxa de partida 
constante dada por c e tamanho ele bu.ffu finito por b. O tráfego de entrada é dado pelo 
processo est ocást i co .1( t) com taxa média de entra ela á < c. Esse processo definP o número 
agregado clt' chegadas de células até o tempo f. f 2: O .. \ssunw-se qne o t ranshorclo do b uf{F,. 
ocorre no tempo t tal que se possa escre\·er .l(t) = ct +h. Além disso .. 1(f)/f 2: c+ hjf. 
Pela Lei dos Grandes ~únwros. a taxa média de chegada .l(f)/f con\·erge para sna 
média u. Portanto. a probabilidade que ela excPcla o tenno (c+ h/f) derrescP com f 
P(.-l(f)jf 2: c+ bjt) ='li( f) 
Em outras palanas. W(f) é uma função decrescente com o tempo. O fenômeno de 
ineficácia de bu.fjfl" ocorre se a probabilidade ele transbordo. dada por W(f). decai lenta-
mellte com f. Í.f. se W(f) é não negligenciá\·el para grandes f. \Psse caso. uma \TZ qtte 
f é grande. o termo (h/f) é negligenciá\·el. Portanto. mesmo increnwntando-se o tama-
nho do bu.fft r. não é possí\·f'l aumentar signitlcati\·amPtlte o termo (hjt) com u intuito de 
diminuir a probabilidade dP perda ele célula. Intuiti\·amente. esse feuônwllo ocorre se o 
processo dP chegada é capaz de transmitir em altas taxas para qualquer período longo 
de tempo. isto é. se ele com·erge lentamentE' para sua média. :\!ostra-se que a funtP LRD 
pode transmitir em altas taxas para qualquer período longo de tempo. De acor(lo com 
:\orros [:\or~l-1]. assume-se que o processo de chegada .-lH(f) é lllll processo de n1m·inwuto 
Bro\\"ni;uw fracionai (mBf) dado por .-lH(f) = iíf + rrZ(I) r:mde 11 >O f' a taxa média de 
entrada. rr >O é o des\·io padrão. H E [1/:!.l) (;o parâmetro (Hurst) auto-senwlhante e 
Z( f) é um mo\·imento BrO\nlÍano fracional11ormalizado. Quando H= 1n. tem-se o caso 
espPcial de mo\·imento Browuiano ordinário . .\ probabilidade de. atran;s de nm inten·alo 
dP tempo de tamanho t. a fonte .-lH(t) poder superar o sen·iço potencial cf e excedPr um 
ní,·el de bu.fjf r h é dada por: 
l(c-â)+h. 
P ( . \H (t ) 2: cf + h) = P ( fi f + rr Z ( t ) > c f + b) = P ( Z ( f ) > ) . 
(j 
Pela propriedade auto-semelhante Z(t) = fHZ(l). tem-se: 
·) -
-·I. /-'euônwno <I e Inefic;ÍcÍii de B ujJr ,. 
Figura :2. L O fenômeno de inefic cicia ele b uJT1 r. 
P 




onde <I>( y) = P( Z( 1) > y) é a fun<;ào de distribui<:ào residual da dist rilmi<:ào ( :aussiana 
padrào. OP fato. usando a aproximação: 
obtém-se: 
t(c-it)+h l > l t(e-o)+h > 
P(.lH(f)>ct+h)=<l>( /{ );::::t.í'p(--y(t)-)=t.!'j!(--( f{ )-) (:2..)) 
~~ :2 :2 ~~ 
.\ Figura :2.J mostra a probabilidadP de perda em funçào do tempo para duas fontf's 
com mesma média. dPs,·io padrào f' parâmetro H = O .. j e Il = O.~.j respecti,·aJIWnte e 
largma de banda tal quP a lttilizaçào da linha fosse .)Q<!c. Pode-se \'Pl' que a probabilidade 
dP transbordo do bu.fft r para a fonte LRD decai muito lentamente com o tPmpo. Portanto. 
aumentando-se o tamanho do buffrr nào é suficiente para acomodar a forte componente 
de haixa-freqüencia dessa fonte no sentido ele e,·itar perdas de células. Por outro lado. <I> 
decai muito rápido no caso ele chegadas nào correlacionadas ( mm·imento Bro\\'niano ). 
Calculando-se t' E arginf1>0 g(t) tal que a probabilidade de transbordo é maximizada. 
cncontra-sP uma escala ele tempo apropriada na qual o transbordo ocorre no sistema. 
P f ' , [ [ . t' hH ortanto. f' ca<o por = k-'i)(l-H)' 
·) -
-· /. li 
Este mesmo resultado foi dni\·aclo independentemente por .-\ddie em [.-\E\'C):í] P Hn1 
f'lll [HE%]. \'ota-se que. uma \·ez C[UP a probabilidade dt' transbordo do bu.tfic,. para as 
fontes LR D decresce lentamente com o tempo. a probabilidade de transbordo de bujjt r· 
no tempo f' nào ~ precisamente estimada pela probabilidade de transbordo de bujjf r no 
t'stado fixo. Em outras pala\Tas. estimar a probabilidade clP transbordo em um .-;istt'tlla de 
fila dirigido por uma fonte LR D ]Wla probabilidade ele transbordo no tempo t'. pode nào 
capt mar a canela louga exibida pela Equação (2 .. )) conduzindo a resultados imprecisos. 
Capítulo 3 
Gerenciamento de Tráfego em 
Redes ATM 
:\a:-; reclt>s .\T\I enfrenta-:-;e a difícil tarefa de se sati~-Jazer as n<'cessidade:-; de cmH·xoes 
que requerem diferentes Qualidades ele Sen·iço (QoS- Quality of Sfniu ). Por exetnplo. 
uma com·ers<H;ão telefônica pode tolerar uma taxa de perda alta ( atP 10-·3 ) sem prejudicar 
a cott\·er.sação enquanto quP um ;-dto retardo pode ser intolerá\·el. já aplicaçôes df' \'Ídt>o 
podem :-;e contentar com um certo retardo. mas não toleram taxas ele twnla alta (maior 
<jllf' 10-'l ). 
Confornw [CFZ~J8]. o conjunto de funçóes de gerenciamento pode ser di,·ididas em dois 
grupos: ( 1) aquelas que sào tornadas durante o estabelecimento da conexiw. e (2) aquelas 
quP sào tomadas durantP a conexào. Como exemplo de mecanismos de gerenciamento ele 
tráfego que se encaixam no grupo (I) tem-se o controle dP admissão e roteamento. Polici-
amento de t r;ífego. descarte seletin) e fluxo de controle ABR são PXPmplos de mecanismos 
de gerenciamento que se encaixam no grupo ( :2). 
E:-;te capítulo está di,·idido da seguinte maneira: na se<;ão :3.1 apresenta-se o nwcanismo 
de controle d<' admissão. :\a :-;eçao :3.:2 mo:-;tra-se o mecanismo de policiamento de tráfego . 
. \. :-;e<;ão :3.:3 mostra os mecanismos de descarte seleti,·o P a se<;ào :3.-! aborda o fluxo dP 
controle .\.BR. Será dado tlf'ste capítulo maior ênfase aos mPcanismos de dPscarte seletin). 
pois t>stPs constituPm o tema principal desta dissertaçào. 
3.1 Controle de Admissão de Conexões 
O Controle de Admissão ele C'onex()ps (C'AC - Connfcfion .ldmi.-;:.;to/1 ( 'o!lfrol) é o 
conjnnto de ações tomadas pela rede durante a fase elo estabelecimento da chamada 
(ou durante a fase de renegociação dos parâmetros ele conexão) para determinar se lttna 
conexão requisitada pode ser aceita ou rejeitada. 
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"\lguns tipos de cbamadas podem em·oln·r mais de uma <onex<\o como é o caso de co-
nexões multimídia ou que em·oh·am mais de um par<eiro (por eXf'tllplo. \·ideoconfert'ncia ). 
\este caso. cada conexão deYe ser aceita ou não indepenclentenwnte pelo ('.-\C'. Baseado 
no esquema C.-\(' uma requisição de conexão é admitida sonwnte quando recursos su-
ficientes estão disponí\·eis para garantir os requisitos de QoS fim-a-fim desta conexão e 
para todas as outras conexões existentes. l:'ma das dificuldades enfrentadas pelo C.\C 
é que nem todos os parâmetros ele uma determinada fonte de tráfego são conhecidos e. 
portanto nào é possí\·el fazer uma alocação precisa. e certa mente ha,·erá dt'sperdício de 
capacidades. 
\esta seção discute-se alguns princípios gerais relacionados com ('.\C. como por exem-
plo. quais os critérios para admissão de uma cotwxào e quais us diferentf•s princípios e 
abordagens conceituais no projeto de C.-\C. 
3.1.1 Descritores de Conexões 
:\o estabelecimento da chamada. o usuário e a rede negociam os parânwtros de tráfego 
tais como: Taxa de Pico de Célula (PC'R- Pu1~· C'f/1 Rah ). Taxa de ( ·(~l11la Stt.stentadél 
(SCR- Susfainabh Cdl Rutf). Taxa de Célula :\fínima (:\IC'R- J[inillllllll ('r/1 Rrtff). 
Tolerância de Rajada lntrínsica (IBT- Intrinsic Burst Tran.-fu). Tolerilllcia da \';uia<;ào 
do .-\traso de Célula (C'D\.T- ('d/ Dflay \'ariation Tohrann) e os reqnisitos de QoS 
solicitados (Taxa de Perda de Célula (CLR- C'fll Loss Raff) . . \traso de Trausferi·ucia de 
Cdula ( CTD - Cri! Tolu·rllln Dday). \·ariaçào de .\traso de Célula (CO\. - ('r/! Drlay 
\ín·iation)) e a Capélcidacle de Transferencia .-\T:\I (.\T('- AT.\[ Tmn.'ffr ('opubility). O 
r<'sultado dessa negociaçào é o contmto rh trríftyo. .\ funçào do contrato de tráfego (·· 
permitir uma operação da rede eficieute onde os requisitos de QoS de cada conexão são 
satisfeitos. ATC' diferentes requerem parâmetros de tráfego diferentes. conseqiiPtltenwnte 
o conjunto de descritorPs de conexào pode \·ariar de sen·i<;o para sen·i<~o. Por exemplo. 
um sen·i<:o que reqtwr capacidade de transferencia constante (( 'BR- ( 'onsfanf Bit R(/ff) 
não precisa especificar a SC'R como um sen·iço de transferf>ncia \·ariá,·el ( \'HH - l íu·iubh 
Bit Rrdt ). Também somente uma conexc1o .-\BR ( .!cu/i({b/t Bit R({ft) pode especificar 
taxa de célula mínima. O C'.\C pode ser entendido como um sistema no qual as entradas 
sào os descritores da conPxão. o CD\.T. o QoS e o .-\T(' da conexão proposta. e a saída é 
a clecisào se a conexào será ou nào aceita. 
3.1.2 Abordagens de CAC 
.-\pesar de muitas propostas para ('.-\C terem sido analisadas e estudadas na literatura. 
não há clara concordância de qual é a melhor para um dado conjunto de sei·\·iços. \esta 
seção sào discutidas trf>s élbordagens diferentes para implPmentação de C.V ' .. \ primeira é 
:1.1. ( 'out role de . \rltni'séio r/e Conexões 
a mais simples e a mais consen·<üi\·a. Ela se basea na alocaçào da taxa dt> pico .. \ sPgunda 
P baseada na aproximaçào de bu.flt r zero ou :\Iultiplexaçào de Taxa de Em·t>lope (R E:\ I-
Raft Enl'f!opf Jlultipluing) . . \ tPrceira é baseada em modelos de tráfego e enfilriratnf'llto 
e le\·a em considera(J\0 a capacidade de bu.ff( r da redf' para compartilhar a carga excessi\·a 
dura!lte o período dt-• tráfPgo pesado. 
CAC baseada em Alocação de Taxa de Pico - Esta abordagem considera a 
taxa dP pico de cada nO\·a conexào. Se para cada linl.· da redP no roteamento da nm·a 
couexào a soma das taxas de pico de todas conPXÓes já em progresso. mais a taxa dP 
pico da no\·a conexào. for menor do que a capacidadP total do link. achuite-se a ll<H"a 
conf'xào. caso contrário rejeita-se. Este esquema pode le\·ar a um péssimo aprm·eitamento 
da capacidade da rede (!lO caso de fluxos \'BR ). além de nào le,·ar Pm collsideraçào o 
efeito do CO\'. 
Ellquanto C.\C baseado na alocaçào de taxa de pico pode ser Pficiente para fluxo CBR. 
ele P geralmente ineficiente para fluxos \"BR. Em uma conexào \'BR típica a 1 axa de pico 
é ,·árias n'zes maior que a taxa média. logo é possí \·Pl aceitar um total de couexÓPs <"UJ a 
sonta ele taxa de pico seja maior quP a capacidade disponí,·el. 
O efeito C'O\' é significante principalmente no caso de alocaçào dt> taxa dP ptco para 
fontes ( 'BR. De\·ido ao C' O\·. qua!ldo se aceita chamadas tais que a soma de difnentes 
t<txas de pico é igualou bPm perto da capacidade disponível. a CLR pode f'Xceder a CLR 
requerida conforme especificado no contra to de trá fpgo. Portanto. é i m purt ante c ou si dera r 
seu CO\' das diferentes conexóes assegura que :mas CLRs estào de acordo com o contr;-tto 
de tráfego. 
CAC baseado em Multiplexação de Taxa de Envelope (REM- Raft Enrtlopr 
Jlultipluing)- O RE.\I é hasf'ado na hipótese de que uito Pxiste bu.ffrrull que o tamanho do 
bu.fTt ,. é muito pequeno. Essa hipótesf' é chamada dP ··.-\proxima<J\0 de bu.fjt ,. zero" ( Tht 
Zt ro Bujft r .-lpm.rimrdion). Essa hipótese é interessante pelas seguintes razóes. Primeiro. 
ela (~ prática Pm muitas aplica(Jws de tempo real onde os bufft rs sào muito pPqtwnos 
para ahson·er fiutuaçÕPs a ní,·el de rajada. Portanto. é com·euiente assmnir que os bufTr ~'·' 
e\·itaram todas as perdas de células q11e possam ser causadas de,·ido a flutua(~Úes na escala 
do tempo de célula. e nào conseguem e\·itar perdas de célula de,·iclo a fltttuaçÕPs a ní\·el dP 
rajada. Assim sendo pode-se usar modelos de tráfPgo a ní,·el dP rajada tais como moddos 
on/o.tf em conjullto com a aproximaçào de bu.flt r zero para obtt>r uma Pstimati,·a precisa 
de perda de célula. Segundo. com a aproximaçào de bu.fft r ZPro nào lt<Í. !ltYessidade dt-' 
análise dP fila. TPtTeiro. sobre a aproximaçào de bu.f[f r zero nào há necPssidade de se 
considerar a corrt>laçào no processo de cllf'gada. logo pode-se considerar procPssos com 
chegada:-: independentes. Isso torna o processo de modelagem de tráfego e caracteriza(:ào 
mai:-: simples. 
Seja .•.; unta ,·ariá,·el aleatória rPpresentando a quantidade total dt> trabalho qne chega 
em um intET\·;-do de tPIHpo pequeuo (<pw inclui a quautidade dP trahallto qnP clwga das 
conexões existentes mais a quantidade da 11cn-a conexão). Seja (' a capacidade de 1/nl.· 
disponí\·el. .\ ( 'LR é dada por: 
(:U) 
:\esta equaçào. a CLH é simplesmente a razão Putre a quanticlaclP ele trabalho [Wrdicla 
P a quantidade de trabalho que chega. 
Para se implementar um ('.\C baseado em HE}.L precisa-se ter a clistrilmição df' .c..· em 
todo ponto do tempo que houw'r uma no\·a clH"gada de requisição de cotl<'Xão. Isso podP 
ser estimado pelas medidas de tráfego. Tendo-se o comportamento ele S. então para uma 
nm·a requisição de cmwxão. computa-se a CLR usando a Eq.(:3.l ). e sP a CLR preYista é 
mais baixa que a CLH requerida (como especificado no contrato de tráfPgo ). a corwx;-1o é 
aceita. de outro modo ela é rejPitada. 
CAC baseado em Compartilhamento de Taxa - CAC baseado em H E:\l mio 
é muito eficiente no caso onde comutadores usam grandes bu.ffr r . .;; capazes de ahson·er 
grandes rajadas. Há portanto a tlPcessidacle de 11m CAC q11e le\·p Plll considnac:ão <IS 
capacidades de bu.ffu· dos comutadores. l"ma das funções importantes dP tal C.\C é 
Pstimar a CLH. Para toda nm·a chegada de requisiçào ele conexão. tal estimati\·a ir<Í 
computar qual será a CLR. SP a conexão for admitida. E' irá compan1-la cum a ( 'LH 
re< [1Wrida. {"ma forma de prPwr a ( 'LR é usar tnE'di<:óes E' E'St i ma ti \·as da dist ri lJII i<:ào da 
quautidadP de cheg<1das de células durantE' difPreutes inten·alos de tPmpo. O método é 
baseado no uso da Eq.(:3.L) para o caso dE' bu.{j'r1· infinito. 
Seja S( t) uma \·ariá\·el alPatória que representa a quantidade de trabalho <[l!P chega 
em um intE'n·alo de tempo f. Salw-sE' qne sE' durante o tempo t. a quantidadP dE' trabalho 
qm' chega é maior do que pmlE' ser spn·ido E' ou armazenado nos b ujjf ,._., então algum 
t r<dJalho de\·E' ser [Wrdido. Salw-sE' também que a 1wrda dE'\·p sPr pPlo menos o excesso df' 
trabalho acima do que podE' sPr spn·ido E' armazE'nado. SE'ja CLR(t) o limite inferior para 
a proporção ele perda d<' célula baseada na \·ariá\·p) aleatória S( t ). assim obtém-se: 
E ( .'-' ( t) - C (f) - h)+ 
CLR(t) > -------
. - E(.'->'(t)) 
ondE' C(t) é a quanticlac!E' dP trabalho que podE' ser sE'rYida durantE' o tPil1[W t e b é o 
tamanho do bu.fffr. {"ma \"E'Z quE' CLR(t) para todo f é um limite inferior da ( 'LH. tem-se 
qne: 
CLR 2: mruCLR(t). 
Considerando-se a Eq.(:L3) como uma igualcladP. obtém-sP uma estimati\·a para CLR. 
Em [ZT!JI] dE'monstra-sP quE' o lado dirE'ito da Eq.( :3.:3) é um Pst imador preciso para a 
CLH. 
:U 
3.2 Policiamento de Tráfego 
('m mecanismo de policiamento P respousán'l por a\·aliar se as fontes geradora.'-' dP 
tráfego estão respeitando os parâmetros descritos no contrato ele tráfego rwgociado quando 
da aceitação da corwxão pela rPde . .-\ \·iolação do contrato de tráfPgo pode sPr causada por 
\·ários fatores. desde a estimati\·a imprecisa dos parâmetros de tráfego até comportanwnto 
malicioso por parte elo usuário. C ma célula que \·iola um contrato pode ser dPscar1 a da 
110 mOt11PiltO em que se identifica a OCO!Tenc·ia da \·iolação. 0\l receber Ulllél marca que 
caracterize sua situação sPndo posteriornwute descartada caso H'nha \·isit ar um uó con-
gestionado. Descre\·e-sP a seguir os principais algoritmos conlwciclos na literatura para 
policiamento. Outros algoritmos podem ser encontrados em [:\Ion9L S:\Hl6. \'cc()-!]. 
O mais conlwciclo dentre os \·ários mecanismos de policiamento para redes AT:\I. é o 
Balde Furado (BF- Lutky Buc/,·ft). ~o mecanismo ele BF. uma célula prPcisa consumir 
uma ficha antes de entrar na rede. Fichas são geradas a taxa constantP e existe um número 
máximo ele fichas ( t amauho elo balde) permitidas em um resen·atório dP fichas (balde). 
Se uma nqula chPga em uma rede e nào existe ficha no resen·atório. ela será descartada 
ou marcada. { ·m mecanismo de BF podt-> também ser implementado por um contador. 
uma taxa de \·azamerlto e um limite. O contador é incrementado a cada chegada de célula 
até nm limite e é decrementado à taxa de \·azamento. Toda \·ez que o contador alcaw;a o 
\·alor limite. o mecanismo de BF marca (dPscarta) células. Foram propostos na literatura 
di\·ersas \·ariautes clestP algoritmo básico. (·ma destas \·arianks é O mecanismo de balde 
furado com bu./ffr (bufjúul/w/,·y bucht). que tem um bu.ffu para controlar a taxa do 
tráfego ao im·f>s de descartar ou apenas marcar a célula. O mecanismo adotado pelo .\T:\I 
Forum. conlwciclo por Tlu C:fnfl'ic C'FII Raft Algorithm é equi\·alPnte ao nwcanismo dt-> 
balde furado . 
. \lém do me c anis mo de B F existem outros mecarusmos na li t Pra t ura hasPados em 
janelas. O mecanismo de Janela Saltitante (JS- Jumping H'indotc) limita o niÍnwro 
máximo dP células que uma fonte pode emitir. dentro de um inten·alo T (tamanho da 
janela). a um \·alor .Y. Pm contador é incrementado sempre que clwga uma cPlula da 
fontP monitorada. e as células só passam a ser marcadas ou descartadas quando o \·alur 
ultrapa:-;sar S. {'m non) inten·alo começa imediata mente após o final elo precedentP. 
O contador f> zerado ao final do inten·alo. Para um mecanismo de .JS tPr uma taxa 
P([lti\·alente a um mecanismo de BF a proporção entre o limite superior elo númno de 
células em um inten·alo e a duraçào elo inten·alo de\·e ser igual à taxa dP \·azamento. 
{·ma \·ariação do nwcanismo de .JS é o mecanismo ele Janela Saltitante com Gatilho 
(JSG - Tri.r;gflul Jumping H'indow). 1\este mecanismo o tlllC'lO da janela é disparado 
( frigyF rui) 1wla chegada ele uma célula . 
. \ principal des\·antagem dos nwcanismos .JSj.JSG e que. com o JlllCIO de uma no\·a 
3.3 Mecanismos de Descarte Seletivo 
:\Iultip!Pxa<~ão estatística foi adotada no padrão .\T:\I a fim de se maximizar os rPcursos 
da rede frente à natureza da taxa \·ariá\·el ele fontes multimídia. Contudo. o ganho obtido 
atnt\·és ela multiplexação Pstatística \·em com nm custo: células concotTPlll por recursos 
compartilhados. e portanto. algumas destas podem ser perdidas. Isso ocorrP porque nas 
redPs multimídia enfrenta-se a difícil tarefa ele satisfazer às necessidades dP conexÓPs que 
requerPm diferentPs QoS. Os requisitos de QoS ele perda de uma aplicação sào usualmente 
traduzidos em duas métrica:-;: a taxa de perda (razão entre as células rwrdidas e o mímero 
total de células transmitidas) e o tamanho elo intelTalo ele perdas (o número ele células 
J>Prdidas consPcuti\·amente). O descarte seleti\·o é um mecanismo que \·isa habilitar a redP 
a lidar com di\·ersos requisitos de perda. Em um mecanismo de descarte self'ti\·o células 
.c:ào descartadas de acordo com seus níveis ele prioridade. 
E importante entPncler o significado dP taxa dP perda e tamanho do inten·alo de perdas. 
:\à o é incomum o uso elo termo probabilidade de perda quando o correto t~ taxa df' perda. 
Quando se fala em probabilidade dP perda. está implícito quP a probabilidade dP [Wrda de 
células é a nwsma para todas as células. Contudo. Plll um fluxo de células correlacionado. 
o procPsso de perda ele ct;lnlas também é corrPlacionado .. \ssim algumas células sào mais 
JH'O\.á\·eis de serem [Wrdidas do que outras ele acordo com suas posições no proresso. Em 
outras palanas. nma perda de uma célula particular pode ser influenciada pela perda dP 
células anteriores. Dessa forma. não é correto aplicar o termo probabilidade de perda 
- ' . para processos na o rPno\·a \'ets . 
. \pesar da taxa de perda ser um parâmetro significatiYo. ela é um \·alor médio e nào 
descre\·e inteiramentP o processo de perda. O número ele células perdidas consecuti\·a-
lllPnte ( inten·alo de perdas) dá uma clesn·içào mais detalhada do 1n·ocesso de perda. Para 
um certo \·alor ele taxa de perda. células podem ser perdidas ele \·á rios modos diferentes. 
Por exemplo. para uma taxa dP perda de 0.:20. pode-se perder uma c<qula a cada quatro 
células transmitidas ou pode-se perder um quarto de todas as células df' uma 1Ínica \·ez. 
Dependendo do procedimento de recuperação de sinal elo lado elo ren'ptor. o intpn·alo de 
perdas pode ter um impacto difnente na percep<;ào da QoS pt>lo usuário da rede. 
DPscarte sPleti\·o está rPlacionaclo somente com o gerenciamento do espaço de bu.fj't r f' 
não com a ordem de transmissão. C m me c anis mo de descarte sPlet i \·o é com plPt ament P 
Pspccificado por uma política de organizaçào ele bu.ffu e pela política de dPscarte. {'ma 
política de organizaçào ele bu.fjf r define qual parte do bu.fjf I' pode ser ocupado por q1tal 
célula. uma política ele descarte escolhe uma célula para ser dt>scartada entrP as células 
da classe com prioridade mais baixa. As políticas ele organização de bujjr r mais comum 
são [KK80]: 
(i) Particionamento C01npleto - cada classe de cliPntes tem sua propna fila indi-
.,-
_.) 
\·idual. \"ào existe compartilhamento de bu./ft r. Cada espaç;o de buffr ,. pode ser 
otimizado para lllollipular seu fiuxo de tráfego Psperado .. \pesar de spr nma política 
atrati\·a por náo ter Ol'frhf(/d de controle. perdas ocorrem mesmo se existem espoço 
linP de bu.flf r: 
(ii) Compartilhamento Total- todos os espaços de bu./Jusào au'ssí\·Pis para todos os 
clientes. (\~lulas são descartadas se e somente se o bujjfr está cheio. Ela minimiza 
a perda total de n;lula: 
( iii) Compartilhamento Total con1 Descarte - funciona da mesma maneira qne a 
política dP Compartilhamento Total. mas SP uma cPlula encontra o bu.ffu cheio e 
existe uma célula da classe com prioridade hoixa na fila então esta célula é descartada 
(Compartilhamento Total é algumas \·ezes usado para designar Compartilhamento 
Total com De se arte): 
(i\·) Compartilhamento Parcial- cada classe tPtn uma posição limite att'' a qnal cPlnlas 
podem ser aceitas dentro do espa(;o de bu.flf!·. Se uma célula chega e existt' m<llS 
células na fila do que a posi(;ão limite da sua classe então a célula t~ perdida: 
( ,. ) Compartilhamento com Tamanho de Fila Máximo- Pxiste um limite máximo 
para o número de clientes de cada classe: 
(,.i) Compartilhamento com Alocação Mínima- existe uma quantidadP mínimo de 
Pspaço de bujjf,. alocado para cada classe de clientes. O rt'sto do espac;o de bujfr ,. c~ 
compartilhado por todas as classes ele clientes. 
(,·i i) Compartilhamento Total com Garantia de Tamanho Mínimo de Fila -
difere do compartilhamento total por garantir um mínwro mínimo de bu[ff r." pora 
cada classe Plll situação de transbordo [LZ(J:2]. \"estas situações cPlulas das classes 
que excedem PstP mínimo sào clPscartadas de acordo com seu ní,·el de prioridade . 
. \ Figura :L l ilustra os cenários de perda para diferentPs políticas de bu.fft r. 
{'ma política ele organizaçào de bu.fftr é chamada de política dP conspn·;H:ào de toxa 
de perda. se células ( pacotPs ele tamanho fixo) são perdidas somente em si t ua<~ÓPs de 
transbordo. Em outras palanas. uma disciplina qne consen·a a taxa de perda sempre 
admite uma célula no bu./ft,. se existir Pspaço disponí,·el. Das políticas de organização 
citadas acima. Compartilhamento Total (com e sem descarte) P ( 'ompart ilhamento Tot ai 
com Garantia de Tamanho ~Iínimo de Fila são exemplos ele disciplinas que conser\"alll a 
taxa de perda. Fm Pxemplo de disciplina que não consen·a a taxa de perda P a ( 'omparti-
lhanlPnto Parcial. na qual cP!ulas da classP com prioridade baixa podPm ocupar até 11ma 
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Compartilhamento com Tamanho de Fila Maximo (n=2) 
Compartilhamento com Alocacao Minima (n=3) 
Figma :3.1: Exemplos dP políticas dP organiza<)o dP b u.fTf 1·. 
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e~t iY<'l" cllPio. Disciplinas que consen·am a taxa de perda são de interesse especial porque 
elas minimizam a perda total de células e conseqüentementP maximizam a ,·azão. 
O ní\·el de prioridade de uma célula pode ser definido estatisticamente on dinami-
camente. Se atribuído estatisticamente. o ní\·el de prioridade indica a importância de 
uma célula. Por ext'mplo. células que carregam informac;ôes importantes em um fluxo. 
tais como células :\IPEG do quadro I. cle\·em ter prioridade alta. Além disso. se todas 
as células de uma aplicação tem o mesmo nÍ\·el de prioridade, eles indicam os requisi-
to~ de perda dessa aplicação. Prioridades atribuídas dinamicamente são relacionadas à 
discrepãncia entre os paràmetros negociados e os observados ela transmissão de uma co-
nexão. ( 'omo por exemplo. um mecanismo ele policiamento marca com prioridade baixa 
as células cotTf'spondentes a períodos de \·iola<;ão. períodos nos quais as características de 
transmissão de uma conexão não est ào de acordo com os \·alores negociados em tempo de 
admissão da conexào. 
T"ma política ele descarte seleciona uma célula para ser descartada entre as n",lnlas 
da classe com prioridade baixa .. \s políticas mais comuns s;.l.o {"lt imo-a-C'lwgar- Prinwiro-
De.-;ca rt a do ( y· ( 'P D - [rl.~t- In- Fi r.~ f- Drop). Primeiro-a-Chegar-Primeiro-Descarta do ( P( 'P D 
- Firsi-In-Fir.~t-Dmp). Seleçào Aleatória ( R.-\\"0- Random) e Primeiro-a-( 'hegar-Prinwiro 
a "<'r-Descartado .\Iodificacla (PC'PD-:\I- .\lodi.fiul Fir·.-d-ln-Fir$t-Dmp) . . \política PCPD 
:\Iodificada sempre descarta uma célula da classe com prioridade mais baixa para lilJP-
rar <'spaç·o de bu.fjú para uma célula que chegue. independente do nÍn'l de priorirlade da 
c<;lula que chegue. De5cartar células da classe com prioridade baixa em diferentes posi<;úes 
define diferente distribuições ele fila e. conseqiientenwnte. pode ter impacto dift'renciado 
no parâmetro de QoS. ( 'omo por exemplo .. -;uponha que existem duas n''lulas da classe 
com prioridade baixa na fila. uma no final e outra no início (Figura :3.:2 ). Se uma célula 
da classe com prioridade alta encontra o bu.ffu· cheio. conforme a política T "('PO. a ct'lnla 
da classe com prioridade baixa no final da fila é descartada. De acordo com a política 
P( 'PD a célula do início da fila é descartada .. \pós ,·árias chegadas de células da classe 
com prioridade alta. o bu.ffrr estarei cheio nm·anH:'lÜe. \"a fila com {"('PD. a n''lula no 
início ela fila antes das chegadas de células da classe com prioridade alta (que nào foi 
descartada) já foi I ransmitida e. conseqüentemente. a célula da classe com prioridade alta 
t; perdida. \a tila com PCPD. contudo. a célula da classe com prioridade baixa no final 
da fila antes das chegadas de células ela classe com prioridade alta não foi descarta da e 
pode ser agora descartada para liberar espaço para a no\·a célula da classe com prioridade 
alta .. \ política PC'PD-:\I é a expressão máxima da diferença entre PC'PD e T-( 'PD pois 
a política PC'PD-:\1 tenta concentrar as células ela classe com prioridade baixa no final da 
fila e. portanto. aumenta a probabilidade de uma célula da classe com prioridade baixa 
ser descartada. Dessa forma. a política PC'PD-:\I minimiza a taxa de perda da classe com 
prioridade alta [THPtJl]. 











Figma :L!: {'m exemplo de perda dP célula de,·ido a difPrPtltPs distribui(;àes de tamanho 
de fila produzidas pelas políticas de descarte t'C'PD P PCPD. 
3.4 Controle de Fluxo ABR 
O sen·iço A raliablt Bit Rrtff ( .\BR) é definido para o suportP clP aplica<;àPs que podem 
rcqtwrer banda passante mínima. Ele garante uma proporção baixa ou zero de pPrda ele 
cPlula P uma distribuição justa da banda passante clisponí,·el ao se moldar o tráfPgo ele 
acordo com a infonnação de retorno recebida da rede. Tal serYiço é ger<~lmt>nte solici-
tado por aplicações clP dados qu<" não podem [H'P\·er seus próprios requisitos de l>anda 
passante. P esperam consf'guir algum compartilhamento ela banda passante disponín·l. 
Como contraste. a categoria ele st>n·iço CnspEci.fúd Bit Raff ( l'BR) ofereet' um sen·iço ele 
melhor-esfon:o SPlll garantias ele QoS. Este serYiço é projetado para aplicações de dados 
que querem usar banda passante clisponí\·el e nào são sPnsín·is a perda e retardo de rélula. 
{'ma conexào l'BR não é rejeitada baseada na falta de banda passante e nào é policiada 
pPla rede. 
O sPrYiço .\BR permite que aplicações utilizem banda passantP não usada twlos 
serYiços \'BR e CBR. pelo ajuste contínuo ele suas taxas de transmissão instantânea 
à capacidade clisponÍYelno momento para ABR. l'm esquema de controle de congestiona-
mento é essencial para o suporte de tráfego .\BR utilizar a banda passante disponí,·el sem 
causar congestionamento. e para di,·iclir essa banda passante entre as conexúes ,\BR ele 
matwira justa. Computar a di\·isão justa de uma conexão ABR de um link de saída de um 
comutador .\T:\I requer um algoritmo de alocação justa. Outro algoritmo é IIPCPssário no 
final do sistema para ajustar a sua taxa ao retorno rPcebiclo da rede. O comportamento 
da fonte é importante para garantir a taxa de perda com prioridade baixa. Se urna fonte 
nào se comporta como Psperado. isso pode aumentar a taxa de perda de todos os usuários 
.t J. C' ou t ml(' dt> Fluxo . \ B R 
.\BR. 
3.4.1 Alocação Ma:r-Min 
() :-;en·iço .\BR den' supostamente dj,·idir a banda passante deixada ]Wias coneXOf'S 
\'BR e C'BR entre conexóes .\BR dando a cada fonte .\BR uma parte justa. Existem mui-
tas definições para justiça. O Forum .\T:\I decidiu pela t!f·finiçào particular. chamada de 
justi(;a rnru-min [.Jaf81]. que maximiza a \·azão total. Alocação mru-rnin permite a todas 
as conexões \'C ( l·í,·tua! Cluuulfl) usando um línk em comum compartilhar igualmente a 
banda passante disponÍn'l tanto quanto elas não sejam engarrafadas em outro lugar da 
rede .. \s conexões \'C competindo por banda passante f'In um !ink I são di,·ididas Pm 
duas categorias: conexões restritas ( con .... tminul) e conexÕt's não restritas ( ILI/constminu!). 
Co1wxões restritas são aquelas que não podPm usar sua di,·isão justa Pm 1 dn·ido à banda 
passante limitada em outro link. C'onexóes não restritas são aquelas que nào podem usar 
sua di,·isão justa em outro /in/.· deYido à banda passa11te limitada em I. Para essas co-
nexóes. o /in/.· I é refnido como o "/in/.· de engarrafamento'' ( botflfllfcl.· !in/.·). .\ idéia 
básica por trás da justiça rna.r-min é alocar as conexões não restritas de I e colupartilhar 
igualmente a banda passante c!Pixada pelas conexóes restritas. 
{'m algoritmo centralizado para computar alocações mru-rnin trabalha da segt1inte 
maneira. Suponha que a rede tenha L linl.·s. (designados) por l...L Para cada 1/nk I. 
indicado por ht a capacidade (ha11da passante) de I. por ('to conjunto de cow·xóes \'(' 
.\BH atra\·essando /.e pelo l('1l o mínwro de conexões. {'ma seqÜ(:;ncia de aloca(Jto de 
I axas podem ser representadas por um ,·etor 3 no !in/.· I. Tal alocaç;-'to é dita 111a.r-min 
justa se as segnintes condiçóPs são satisft•it as: 
(c!)- .\taxa i( c) alocada por 1 para uma conexão. c.\'(' ABH não P negati,·a. 
(c:?)- Para cada !in/.· I. 1 2: I 2: L. i[/]2: ht. 
((<l)- }(c) não pode ser aumentado st>m diminuir a taxa alocada para outra conexào c' 
para qual )(c) 2: J(c'). 
Pro\·ou-se que as condiçóes (cl)-(d) sao preenchidas por :1 se e somente se cada 
conexito c tem um link ele Pngarrafamento. isto é. um !in~· l sobre o qual a taxa atribuída 
para c não pode ser aumentada porque toda a capacidade 1 foi alocada ( i.f. 13[1] =h!) e 
porque nenhuma das \'Cs atran'ssando I foi atribuída mais banda passante do que c ( i.r. 
para cada c' E C,. 3(c) 2: i(c')). 
O algoritmo para achar um \·etor nw.r-111in justo trabalha em iteraçóes até achar 
o /in/.· engarrafado para cada conexão \·c. Ele lll!CJa com um ,·etor 1° de taxa zero. 
o que ob,·iamente preenche as condiçóes (cl) e (c2). Ele então anmenta algumas das 
:1. /. Con t mie de Fluxo . \ B R 
componente;.; de 3° tal que ( c2) cortt imw \·alenclo e um li 11 ~· engarrafado seja encou t rado. 
nestP caso 31 é definido. Para garantir que (c:2) nào (~ \·iolado. o algoritmo olha para o !in~· 
I. para o qual a banda passante disponí\·el di\·idida twlo mimero de \Ts nào enganafadas 
ainda é ·· m/nirno... Ele entào aloca uma distrilmiçào igual a banda passante do link 
;.;plecionaclo para toda \'(' atra\·Pssanclo esse !in~·. Essa alocaçào afeta a banda pa;.;sante 
disponín·l nos outros. ainda nào t'llgarrafaclos. lin~-s. Entào. o algoritmo desconsidera 
o linl.· Pngarrafado e todas as \Ts atra\·Pssanclo esse linl.:. e continua para a próxima 
iteraf}IO ondf' um nm·o link é selecionado. Esse proces;.;o continua até todas a;.; \'Cs ;.;erem 
Pnga rra fadas. 
E;.;sp algoritmo nào é útil Pm nma rede .\T:\I dinâmica real. porque ele assunw um 
controlP centralizado. Contudo. seus conceitos principais sào úteis para o projeto de 
algoritmos distribuídos. para ser exPcutaclo pelo;.; comutadores XI:\I e nós de fontes. 
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Capítulo 4 
Descarte Seletivo de Células Sujeito 
a Processo LRD 
O mecanismo de descarte seleti\·o \·isa permitir à rede lidar com diversos reqnisitos de 
1wrda. Este mecanismo tf'Ill sido estudado nos últimos anos. contudo. a maioria dPstes 
estudos considPram pmcessos com dependência ele curta dura<;ào ( SHD - S'f10,.f Rungr 
DfJHIIrlfnCf). Conforme descrito no Capítulo :2 \·c-írios tipos de tnífego de rede podem 
sn modelados com maior precisão pelos processos auto-semelhantes. e estes processos 
exilwm o fenômeno de dependência ele longa clurac}to (LHO- Longr Rrlllf}t Df JH ndf nr·f ) . 
. \lP!ll disso. existP clara e\·idência que esses processos podem pot t>ncial!nPtlt f' c a usa r per-
das maciças de cPlulas em reclPs AT:\I. Demonstrou-se também que ttma hla alinwntada 
por 11111 processo LRD sofre do fenômeno de ineficácia de bu/Jf,.. Í.f. pelo ;-;impiPs in-
cremento do tamanho do bu./Jfl' nào P possí\·Pl diminuir a probabilidade dP transbordo 
consi< lera n'lment e. 
\este capítulo inn'stiga-se a eficácia dos nwcanismos de dPscarte selPtin) em um nud-
tiplexador .-\ T:\I sujeito a um processo com dt'pendt'ncia de longa durac;ào. ( 'onsidera-se 
disciplinas que consen·am a taxa ele perda total. Compartilhanwnto Total ( ('l - ( ·()/1/-
plfff .'-)ha,.in.r;) e Compartilhamento Total com Garantia de Tamanho \Iínimo de Fila 
(('TCT\IF- Complrff Shuring ll'ifh (;uurantud Qufltf Jlinimu111) e din'rsas polític;.ts de 
descarte. PCPD. f'C'PD. fL-\:\D e :\I-PCPD .. \nalisa-se atra\·és ele simula<~ào o impacto 
das características do processo de entrada. tais como: carga do sistt>ma. parânwtro de 
Hurst e \·ariância. nas taxas de perda por classe e no tamanho do intPn·alo de perdas da 
classe de n~lnla com prioridade baixa. Trabalha-se inicialmente com apenas duas classes 
de prioridade (baixa e alta) e em seguida im·estiga-se a influf>ncia do uso de nníltiplas 
clas:-;es de prioridade. 
Este capítulo está organizado ela seguinte forma: a seção -L 1 descre\·e o modelo de 




Figma l.l: Comutador .\T.\I alimentado por um processo LRD. 
com baixa <' com alta primidade frentP a \·ários parâmetros de entrada. .\. Sf'Çao L:~ 
mostra os resultados do tamanho do inten·alo de perdas da classe com prioridade 1Mixa. 
A seção -LJ analisa o descarte selPti\·o com múltiplas classes de prioridade. 
4.1 Modelo de Simulação 
\'as próximas sP<;oes mostrar-se-á resultados ele sinmla<;ào de um coJnutador AT.\I com 
mecanismos de descarte seletiYo alimentado por um processo dC' entrada mBf. O Processo 
de entrada mBf P gerado pelo procedimento descrito na seção l.G .. -\ Figma Ll ilustra o 
modelo de sinndação. 
Considera-se neste estudo apenas disciplinas que consen·am a taxa de perda tot a! ( CT 
<' ( 'T(;T.\IF) . . \s duas métricas principais de desempenho em termos de perda. nas quais 
os requisitos de QoS de uma aplicação sào normalmente traduzidos. serão utilizadas. a 
saber. a taxa de perda por classe e o tamanho do inten·alo de perdas. lnH'sl iga-se a 
intiw~ncia de parâmetros tais como: carga do sistema. parâmetro de Hurst. \'étriância. 
tamanho do bu.ffu. nín·l de prote<;ào ( ní\·el de garantia de tamanho mínimo de fila) e 
políticas de descarte nas mPtricas mencionadas. 
( 'om o objeti\·o de modelar prioridades atribuídas dinamicanwnte. considera-se que a 
probabilidade de uma célula pertencer a uma certa classe de prioridade (probabilidade de 
prioridade) depende da prioridade da cPlula anterior no fluxo. Depois de um período sem 
chegadas. a probabilidade de prioridade da primeira célula a chegar é independente de 
qualquf'r outra célula no fluxo. Logo, a ··memória" da classificação de prioridade existe 
f'lltre dois períodos sem chegadas. Assim sendo, define-se: 
P( alta lst m) - é a probabilidade de que a primeira célula depois de um período sem 
chegadas ter prioridade alta. 
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Figma ·L!: Taxa dP Perda x Tamanho do bufl"u· para diferentes Yalores df' Parâmetro de 
Ilurst e Fila CT. fi= 0.8. 0" 2 = L. P( ulta(olto) = 0.1. ; = 0.0. 
P( alto (ultu)- é a probabilidade de uma célnla ter prioridade alta. dado que a antPrior 
tem prioridade alta. 
P(hoint(hui.ra)- é a probabilidade de uma célula tf'r prioridade baixa. dado quf' a 
antf'rior tPm prioridade baixa. 
Ddüw-se a nwclida de correlação i como P(ulto(olto) + P(lwint(l)(/i.ro)- l. Se 
P(alto(.~tlll) = P(olto(alto) = i- P(hai.w(hui.ta) (e conseqüentemente i· = 0) tem-se 
prioridades i nclepenclen tes. {'m \'i'tlor posi ti \'l1 ele i i adie a q uP células df' pelo menos uma 
das dasses tende a ser aglutinada em rajadas. enquanto um Yalor twgatin) de ; mostra 
que. para pelo menos uma classe. não existe tendência de formação df' rajada. O ,·alor 
máximo de i(= i) acontecf' quando P(ulto(u!to) = P(boi.ro(hui.ro) =i e corresponde à 
situM;ão na qual tem-se rajadas inteiras de apenas um ní,·el de prioridadP. 
Os resultados apresentados a sf'guir foram obtidos atra\·és de simulação. O método df' 
replicação inclependf'lltt• foi usado para gerar intetTalos com 9YX de nÍ\'t'l ele ronhaw:a. O 
tamanho da amostra usada para calcular cada ponto elas cun·as foi tal que a largura elos 
in ten·alos de confiança é menor elo que .) <f< da média. Em todas as figuras são mostra elos 
us rPstwcti\·os intf'tTalos de confiança. 
4.2 Taxa de Perda por Classe de Prioridade 
1> Influência do tarnanho do bujjr r 
A Figura L2 mostra a taxa de r)Prda como uma fun(:ào elo tamanho do bujftr para 
,·alorf's diferentes de parâmetro de H urst (parâmetro H) considerando a fila C'T com 
1.:2. Tax;-1 de Pf'rda por ('/asse de Prioridade 
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Figma -±.:3: Taxa de Perda ela Classe com Prioridade Alta x Tamanho do bu.fftr para dife-
rentes \·alares de Parâmetro ele Hurst e Fila CTGT:\IF com diferentes níwis (le protPçào. 
p = 0.8. rr 2 =i. P(altaialta) = 0.1. 1 = 0.0. 
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Figura -l.l: Taxa de Perda da Classe com Prioridade Baixa x Tamanho do bu.fff,. para (life-
rt->ntes \·alores de Parâmetro ele Hurst e Fila CTGT\IF com diferentes nÍ\·eis dP proteçào. 








































































Figura f..): Taxa de PPrda x \'ariáncia para diferentes \·alorPs de Parâmetro de Hmst e 
Fila CT. Tamanho do bu.fffr = WO. fi= 0.~. P(oltoio!to) = 0.1. i= 0.0. 
política dP dPscarte PCPD (assume-se PCPD como a política de dPscarte para todos os 
PXE'lllplos desta se<)o. exceto quando t>Xplicitamente mencionado ao contrário) .. \taxa 
de chegada média (p). a \·ariância (cr 2 ). P(a!talolfo) e i para essa figura são 0.<"1. 1.0. 0.1 
e 0.0. respecti\·amente (note que quando i= 0.0 tPllHiP P(altoiolfo) = P(o//(tl.,l/11) = 
1- P(bui.ruihoi.co)). :\ota-sP qne para \·alorPs altos do parâmetro de Hmst ( 11 > 0.<"1) 
a taxa de perda da classP com prioridadP alta é quase insensí\·el ao tamanho do bu.fj't r. 
Portanto. introduzir descarte seleti\·o tPllllllll impacto mínimo para Hnxos CO!ll parânwtro 
de Hurst 0.~. Para \·alores baixos de H. a taxa de perda da classe com prioridade alta 
decrescP quando se aumenta o tamanho do bu.ffu·. Por exemplo. pode-se rPdnzir a taxa 
de perdas nesse exemplo específico. dP uma ordem de grandPza a cada :200 nnidades de 
espaço de bu.fjf r . . \ taxa de perda da classe com prioridade baixa Pstá na ordC'm da taxa 
de 1wrda total. 
.\s Figuras -±.:~e -l.-l mostram a taxa de perda da classe com prioridadf' alta e a taxa de 
perda da classe com prioridade baixa para a disciplina C'TGT.\IF. ~ota-se quP. para um 
nÍn'l de prote<;ão de LO(;; (do tamanho total do bu.ffu). os resultados para uma disciplina 
( 'TGT.\IF são praticamente os mesmos resultados mostrados pela ( 'T. Para lttll ní\·el de 
proteção ele :W(Ã. ainda pode-se oferecer serviços diferenciados. C'ont uclo. para um llÍ\·el 
de proteção de :3o<;;. classes com prioridac!P alta e baixa tem quase a nw~ma taxa de 
perda. ou seja. elimina-se complPtamente a \·atltagem de descarte seleti\·o. Além disso. ao 
~P garantir um espa<~o de bu.ffu mínimo para a classe com prioridade baixa. sua taxa de 
perda diminui clarametltP. Em outras pala\Tas. sob um processo LRD. uma fila CTGT:\IF 
aumenta a taxa ele perda ela classe com prioridade alta e não diminui significati\·amente 
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Figma Ui: Taxa dt' Perda ela Classe com Prioridade Alta x Yariància para diferentes \·a-
lores de Parâmetro ele Hurst e Fila CTCT\IF com diferentes nín·is ele proteção. Tamanho 
do bu.fjfl' = -WO. p = O.~.P(oltuJalta) = 0.7. í = 0.0. 
1> Influência da variância 
\'a Figma ± .. ) analisa-se a taxa ele perda em uma fila C'T como fun(;ào da \·anancJa para 
diferentes \·alores do parâmetro ele Hurst. Ohsen·a-se que ao se aumentar a \·ariância. 
aumenta-s<' tamb~m a taxa ele perda de células da classe com prioridade alta inclPpPnden-
temente do \·alor de H. um \·ez que a probabilidade ele transbordo do bu.f{fl' (dada pela 
equação :2 .. )) aumenta com a \·ariância. Nota-se que é possí\·el oferecer um sen·iço selPti\·o 
para \·alorPs altos de \'ariância somente se estes ti\·erem Yalores baixos clP parâmetro clt> 
Hurst . 
. \s Figuras ±.6 e ±.T mostram respecti\·amente a taxa de rwrcla ela classe com prioridade 
















L!. DIXil de Perda por (']asse de Prioriclacle 
.~ 
.!! 0.1 I 0.1 
. ..r .... ~ 




0.001 r H=0.7- u 0.001 H=0.75 ..... -!! 
H=O.S -·-·- ~ H=0.85 ...... 
,f 
0.0001 ~ 0.0001 
! 
f-





















0.5 1.5 2 
Variancia 
(CTGT\IF - :30/r) 
~::>;>t-"~'~:~'f:':'=: :fé'C'é''' 
:r .• r·· 
............ 













Figura !.1: Taxa ele Perda da Classe com Prioridade Baixa x \'ariância para difererltes \·a-
lores ele Parâmetro ele Hurst e Fila CTGT.\IF com diferentes ní\·eis ele proteção. Tamanho 
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Figura LS: Taxa de Perda ela Classe com Prioridade .\lta x Parâmetro de Hmst para 
diferentes \·alores ele P(ultoialta). Bujjfr = 2.)0. p = 0.8. !7 2 = l. P(hoi.roihui.ra) =O .. ->. 
se quP. para um ní\·el clP protPçào ele 10<7. a CTGT:\IF produz resultados similarPs à CT . 
. \o se aumentar o nÍ\·el ele prote<~ào para :_w<;{. para fluxos com \·alon's altos de \·ariáncia. 
quase não há diferença entre a taxa de perda da classe com prioridade alta e a taxa de 
perda da classe com prioridade baixa. especialmente para \·alores altos do parâmetro de 
Hurst. Para \·alores baixos de H. a diferença é ele duas ordens de grandeza. Para um nÍn'l 
ck proteçào ele :j()S{. as duas taxas ele perda tf>m quase o mesmo \·alor. .\.lém disso. para 
a classe com prioridade baixa. o nÍn'l ele proteçào nào tem influência na taxa de perda 
para Yalores altos ele \·ariância. A falta de sensibilidade para o nÍYel de proteçào pode 
ser explicado pelo fato ele a maioria das perdas da classe com prioridade baixa poderem 
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Figura Ul: Taxa de Perda da Classe com Prioridade .\lta x Parâmetro df' Hurst para 
difPreutes \·alorPs ele P(baixa-baixa). Bujju = :2.)0. p = 0.8. a 2 = l. P(altu[alto) = O.S. 
/.:.!. Tnxa de Perda por Cla--;sp ele Priorichlde ll 
1> Influência do parâmetro H 
\as Figuras -L8 e ±.9, a relaçào Ptltre o parâmPtro de Hurst e a corrPlaçào df' prioridadf' de 
um tluxo ~ mostrada. \a Figura -!.8 considera-se diferentes ,-alores de 1 1wla \·ariaçào de 
P( alto I alta). Obsen·a-se que a taxa de perda da classe com prioridade alta para \·alores 
altos de P(ultoialta) ~sempre maior do que para Yalores baixos de P(oltoiallo) porque 
para \·alores altos de P( o !ta I alta) tem-se longas rajadas de células da classe com prioridade 
alta e. conseqüentemente. tem-sf' longas rajadas com prioridade alta em situaçóes de 
transbordo . 
. \o se aunwntar o parâmetro H. aumenta-se também a taxa de perda total f' a diferenc;a 
entrf' a taxa de perda dada por um \·alor alto de P(oltalultu) e por llm \·alor baixo de 
P( ulto lultu) diminlli. Para \·alores altos elo parâmetro de Hurst (H = 0.8.) ). a diferença 
na taxa df' perda da classe com prioridade alta para \·alores de P(oltulalto) dP 0.8 e 0.6 
pode ser df' até duas ordf'ns ele grandeza. ( 'om aumento do nÍw-'1 de proteção da política 
CTG T~IF essa dit"erenc;a diminui. chegando a uma ordem de grandeza para um uí\·f'l de 
proteçào de :w<;;. Obsf'n·a-sf'. por ewmplo. que para P(ultulultu)= 0.6 f' H = 0.1 os 
\·alores de taxa de perda da classe com prioridade alta para os ní\·Pis de protf'(;ào de lOVr. 
:.?O<) f' :30Vt' aumentam respPcti\·amente de 9E-09 para if-07. if-01 e lt-0!. 
\a Figura L~). \·aria-~e 1 altPrando-sf' P(baixa-baixa). :\m·amente. ao se aunwntar 
H aunlf'nta-se a taxa de perda total f'. conseqiif'ntemente. a taxa de perda da dassf' com 
prioridade alta. Para \·alorf's altos ele P( baixa --baixa) tem-se \·alores baixos de taxa de 
perda da classe com prioridade baixa uma n·z que se aumenta a prohahilidadt' de uma 
célula com prioridade alta encontrem longas rajadas de células com prioridade baixa na 
fi la <'tll si t uaçóes de transbordo. . \. diff'rença na taxa dt' perda da classe com prioridade 
alta dada por um ,·alor P( baixa- baixa) de 0.8 e por mn \·alor de P( baixa- baixa l d~" o .. ) 
podf' ser df' quatro ordens ele grandeza. Comportamento semelhante foi obsf'tTado para 
( 'TGT~IF. Pxceto que ao Sf' aumentar o ní\·f'l de protf'çào, aumenta-se também a taxa de 
perda da classf' com prioridade alta. Por exemplo. para P(hui.rolhai.ro) = 0.;'; e H= 0./. 
os \·alores de taxa ele perda df' alta prioridade para os ní\·eis de protPçào lO<), :!O<X f' :~o<X 
sào respPcti\·amentf' ()f -0;';. ;';E-O!i e if-():3. 
1> Influência das políticas de descartes 
Para Sf' a\·aliar o impacto da introdução de diferentes políticas dt> descartE' no fenômeno 
de ]Wrcla compara-se as disciplinas CCPD, PCPD. R.\:\"0 e PCPD-~I. Conforme nwnci-
<mado na seçào :3.:3. distintas distribuições ele fila produzidas por diferentf's políticas de 
dPscarte podem influenciar principalnlf'nte a taxa de perda da classe com prioridaclt-> alta e 
o tamanho elo interYalo de perdas ela classe com prioridade baixa. Inicialmente cli.'-icute-sf' 
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Figma L 10: Taxa de Perda da ClassP com Prioridade .\lta x Tamanho do bufft r para 
difetTntes Políticas ele Descarte.H = 0./.). p = 0.8. a 2 = l. P(oltoiulto) = 0.1.; = 0.0. 
O gráfico da Figura L10 rPtrata as taxas de pPrcla da classe com prioridadf• alta como 
fun<JIO do tamanho elo bu.ffu. :'\ot a-se a e\·idente difPrPnça na taxa de rwrda da classe 
com prioridade alta produzida por políticas dP descartP distintas. A cliferPw~a Pntre os 
resultados gerados pela ("('PD f' os gerados pela PC'PD-:\1 pode alcançar até três ordens 
de grandt'Za para tamanhos dt> bu.fft r grandes e pode ser de até uma ordem de grandeza 
para tamanhos de bujj'f ,. rwquenos. Obsen·a-se. também. qup os rt'sultados gerados pelas 
políticas P( 'PD e PCPD-:\1 .sào semelhantes. :\1ostra-sP ainda na Figura L 10 rPsultados 
para ( 'TCT:\IF com um ní,·el de proteç;.\o de :zo<Jt. É possín·l reduzir a taxa de perda de 
alta prioridade de uma ordem dP grandeza ao se u.sar a política PC'PD-:\I. Essa ,·antagPm 
desaparece com altos graus de proteção . 
. \o sP inn·stigar a dependência ele taxa de perda da classe com prioridade alta em 
rPiaç<lo a ,·ariància. \·erifica-se quP. para ,·alores baixos de ,·ariància. (> possÍn'l obter uma 
diferença dP uma ordem ele grandPza. Contudo. isso quase não ocorre para \·alores altos 
de ,-ariància. Ohsen·a-se. por exemplo. que para um nÍ\'Pl ele proteção de :.!O<)í' da política 
C'TGT:\IF. tamanho do bu.ffu·= -tOO e paràmetro de Hurst= 0./.) (wr Figura -Lll) tf'm-~e 
um aumento da taxa de perda da classe com prioridade alta em todas as políticéí.'i de 
descarte de no máximo uma ordem de grandeza em relação à política CT . 
. \Figura -Lll indica que para rajadas curtas ele células de alta prioridade ( P(altaialto) 
= 0.6) é possí,·el obter uma diferença ele duas ordens de grandeza. enquanto para longas 
rajadas (P(o!toiolto) = 0.8). não há diferença significativa nos resultados produzidos 
por Pssas políticas. Isso é de,·ido ao fato ele que para rajadas longas de células com 
prioridade alta perde-se uma alta porcentagem de células com prioridade alta em situações 
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Figura -L li: Taxa de Perda da Classe com Prioridade .\lta x \-ariância para diferentes 
Políticas de Descarte.ll = O.í.). (I = 0.8. Tamanho do buflú=WO. P(alto\olto) = O.í. 
i= 0.0. 
3.e 
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Figura -L 1:2: Taxa de Perda ela C'lasst' com Prioridade Alta x P( alta--ata) para dife-
rf'lltes Políticas ele Oescarte.Tamanho do bu.fjú = !00. H = 0.8. fi = 0.8. (J 2 = 1. 
P( hai.ro \hoi.ta) =O .. ). 
0.85 
-f. . .J. Tcuuanho elo [nterTalo de Perdas ela Classe c0111 Prioridade Baixa 
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Figura l.l:3: Taxa ele Perda ela Classe cotn Prioridade ~-\lta x Carga Fornecida para diff'ren -
tC's Política. de Descarte.Tan1anho do buffo· = ~ .)0 . H= 0.1-3. 0" 2 = 1. P(alta lolta ) = 0.1. 
1 = 0.0. 
. 
prioridade alta produzidas por essas políticas é qua.~e constante ao se variar a carga ( ofle ,.ed 
lond). n:1a.ntf'ndo constante os derna is pa.rân1etros de tráfego (Figura -!.1:3 ). Ern resun1o, 
pode-se dizer que Pattil( CCPD) > P1.tta( R ,LYD) > Pazta.(PCPD ) > Pa.tta( PCPD- JI ) 
onde Pttttn f> a taxa de perda da da. ·s0 corn prioridade alta e que P CPD e PCPD-l\'1 
procluzern resultados seinelha.ntes . 
• 
4.3 Tamanho do Intervalo de Perdas da Classe com 
Prioridade Baixa 
.-\pe. ar dE' 1Ítil. a taxa. ele perda é mna. \·r~lor n1éclio que não descreYe por con1pleto o 
proce ' SO ele perda.. Por outro lado. o t.an1anho do interYalo de perdas fornece informações 
1na.is detalhadas sobre o processo de perda. A utilização do tan1anho n1édio elo int<"" r~:alo 
de perdas para con1pa.ra.r diferentes políticas nào é o índice mais apropriado dado que a 
. 
tna.ioria dos inter\·alos de perda são de tarnanho pequeno. o que faz cotn que o \:a lo r tnéclio 
esconda infonna.çoes relevantes . Portanto, a con1paraçào entre as polít icas é baseada 
nos traces produzidos pelos experin1er1tos de sirnulaçào. ~as figuras a. segui r. nlost.ra.m-
se o tracf-5 associados con1 un1a replicação do experin1ento de sÍinulaçào. Escolheu-se 
experirnentos que 111elhor repres0ntassetn o con1portan1ento n1édio obserTado 0ntre todas 
a ~ replicações . 
. \ Figura -±.1-l rnostra as distribuiçõc. CC PD. RA~D. P CPD e PCP~- :\1 para urn 
tanlanho de b ufft r de 100. ~ ot a.-se q~le o t an1a.nho máximo do interYa lo ele perda da 
-J .. J Tamanho do Intenalo ele Perdas da Classe com Prioridade Baixa 
UCPD-
RAND ··•··· 
PCPD -·-·-PCPO-M ...... 
1~7~~--~--~--~~--~--~--~~ 
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Figura -1.1:3: Taxa de Perda da Classe com Prioridade Alta x Carga Fornecida para diferen-
tes Políticas de Descarte.Tamanho do buffer = :250. H= 0.7.5. a 2 =L P(altaialta) = 0.7. 
1 = 0.0. 
prioridade alta produzidas por essas políticas é quase constante ao se variar a carga ( offual 
load). mantendo constante os demais parâmetros de tráfego (Figura -!.1:3). Em resumo. 
pode-se dizer que P,ttdCCPD) > Pntt,1 (RAlVD) > Patta(PCPD) > P,1tta(PCPD- JI) 
onde Patta é a taxa de perda da classe com prioridade alta e que PCPD e PCPD-M 
produzem resultados semelhantes. 
4.3 Tamanho do Intervalo de Perdas da Classe com 
Prioridade Baixa 
Apesar ele útil. a taxa de perda é uma valor médio que não descreve por completo o 
processo de perda. Por outro lado. o tamanho do intervalo de perdas fornece informações 
mais detalhadas sobre o processo de perda. A utilização do tamanho médio do inten·alo 
de perdas para comparar diferentes políticas não é o índice mais apropriado dado que a 
maioria dos intervalos de perda são de tamanho pequeno. o que faz com que o \·alor médio 
esconda informações relevantes. Portanto, a comparação entre as políticas é baseada 
nos tmces produzidos pelos experimentos de simulação. Nas figuras a seguir. mostram-
se os tmCfs associados com uma replicação do experimento ele simulação. Escolheu-se 
experimentos que melhor representassem o comportamento médio observado entre todas 
as replicações. 
A Figura -±.1-± mostra as distribuições VCPD, RAND. PCPD e PC'Pp-:\I para um 
tamanho de buffu ele 100. Nota-se que o tamanho máximo elo intervalo de perda da 







eooo 1 oooo 1 eooo 20000 2eo00 30000 3eoOO 40000 4e000 
1-Himo Intervalo 
(PCPD) 











10000 1eoOCI 20000 
1-Hlmo Intervalo 
(llCPD) 
1 oooo 20000 30000 40000 soooo eoooo 10000 
1-Himo lnteovalo 
(RA~D) 
Figura -!.1-!: Tamanho do Intervalo de Perdas da Classe com Prioridade Baixa x i-ésimo 
Intervalo para diferentes Políticas de Descarte. Fila CT. Tamanho elo buffu= 100. p = 0.8. 
a 2 = 1. H = 0.15. P( altalalta) = 0.7. ; = 0.0. 
política PCPD e ela política PCPD-l\I são duas vezes o \·alor máximo da política FC'PD. 
O \·alor máximo da política RA:"JD aproxima-se do valor máximo da política FC'PD. 
Observa-se que pelo aumento do tamanho do buffcr a diferença entre os valores de tamanho 
máximo diminui ( wr tabela -!.1). A política PC'PD-l\1 sempre produz o valor máximo mais 
alto de intervalo ele perdas seguido de perto pela política PCPD e depois pela política 
R.-\.ND e finalmente pela política FCPD. Por exemplo. para um tamanho de bufftr de 800 
o tamanho máximo ele interva.lo de perda para política UCPD. RAND. PC'PD e PCPD<\I 
são 7:30. 750, 810 e 990. respectivamente. 
A política GCPD sempre produz o valor máximo mais baixo de intervalo de perda 
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Figura. -!.15: Tamanho elo Intervalo ele Perdas ela. Classe com Prioridade Baixa x i-ésimo 
Intervalo para. diferentes Políticas ele Descarte. Tamanho elo bujjfr= 100. p = 0.8. a 2 = L 
H= 0.7.5. P(altaialta) = 0.7. í = 0.0. 
-J .. J. Tamanho elo Intenalo de Perdas ela Classe com Prioridade Baixa -l:í 
Buffer PC'PD FC'PD RA;.JD PCPD-1\I 
100 -1:78 2-1:5 2-1:9 -1:8.5 
250 0:32 -±:30 -1:50 545 
-1:00 !);)6 -1:;)0 -1:94 562 
500 562 -1:59 501 ;)75 
600 581 -1:68 .510 .57-1: 
700 82-1: 687 7:36 950 
800 870 7:30 /.50 990 
Tabela -1:.1: Valores l\Iáximos de Tamanho de Intervalos para fila CT. H 0.75. 
P( alta Jalta) = 0.7. í = 0.0. 0' 2 = 1. p = 0.8. 
te1Talo longo de perda. Por outro lado. a política PC'PD-~I sempre tenta concentrar as 
células de baixa prioridade no final da fila aumentando sua chance de ser descartada e. 
conseqüentemente. produz o ,·alor máximo mais alto ele intervalo de perda. A Figura -1:. r) 
mostra o mesmo cenário para CTGT~IF com 20% de proteção de bufft:r. Nota-se que ga-
rantindo uma certa percentagem do espaço de buffu para células da classe com prioridade 
baixa. o tamanho máximo do interYalo de perdas diminui para todas as políticas exceto 
para PC'PD-l\I. Com o aumento do tamanho do buffer, o tamanho máximo do inten·alo de 
perdas também aumenta. contudo, para ,·alores mais baixos quando comparados com os 
resultados da política. C'T. Por exemplo. o tamanho máximo com um tamanho de buffu 
de 800 para FCPD. RAND. PC'PD e PC'PD-l\I sào 1:30. 150. -1:00 e :)00. respectivamente. 
P( alta Jalta) PCPD FC'PD RAND PCPD-M 
0.6 1:381 7:31 1071 1-1:02 
0.7 1-569 957 12:32 17-1:8 
0.8 16:39 970 1-1:28 200:3 
Tabela -1:.2: Valores l\Iáximos de Tamanho ele Intervalos para. fila C'T. H 0.8. 
P(bai.wJbaiJ·a) = 0.5. Tamanho elo buffer = 250. 0' 2 = 1. p = 0.8. 
Na tabela -1:.2 mostra-se o comprimento elo maior intervalo de perdas elas diversas 
políticas ele descarte pelo aumento ele P( alto Jalta). Ou seja. analisa-se diferentes valores 
de í (correlação ele prioridade) pelo aumento ela variação ele P(altaJalta). Com aumento 
de P( alta Jalta) tem-se um aumento elo tamanho do intervalo ele perdas ela classe com 
prioridade baixa. Esses resultados justificam-se pelo fato de ao aumentar-se P( altaJalta) 
tem-se longas rajadas de células da classe com prioridade alta em situações de transbordo, 
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Figura -!.16: Tamanho do Inten·alo de Perdas da Classe com Prioridade Baixa x Carga 
Fornecida, Tamanho do buffer = -!00. rJ 2 =L p = 0.8, P(altaialta) = 0.7, 1 = 0.0. 
e assim mais células da classe com prioridade baixa são descartadas. 
Observa-se que o tamanho do intetTalo ele perdas da classe com prioridade baixa é 
altamente sensível ao parâmetro de Hurst. A Figura -!.16 mostra, a distribuição associada 
à política PC'PD-l\I para H = 0.7.5 e H = 0.8. Observa-se que o valor máximo fornecido 
pela política PC'PD (""" 1800) e pela política PC'PD-l\I ( 1800) para H = 0.8 são quase três 
vezes o valor fornecido para um parâmetro de Hurst igual a H = 0.7.5 (""" 600). Para as 
políticas FCPD e RAND, o tamanho má.ximo do intetTalo e perdas para H= 0.8 (""" :)00) 
é quase duas vezes o valor máximo fornecido com parâmetro de Hurst igual a H = 0.7.5 
(""" 2.50). 
A carga obviamente afeta o tamanho do intervalo de perdas da classe com baixa 
prioridade. No entanto. é possível reduzir o valor máximo do tamanho do intervalo de 
perdas ao se aumentar o níwl de proteção em filas C'TGT:\IF. Como por exemplo. em um 
dos experimentos o tamanho máximo para as políticas FC'PD, RAND, PC'PD. PCPD-
l\I com uma carga de 0.7.5 são respectivamente 30,70. 1-!0 e 2.50 e para uma carga de 
0.85 estes valores são 70, 90. -!00 e 500. A tabela L3 mostra outros exemplos de valores 
máximos de tamanho de rajada considerando a política CT e H = 0.8. 
O tamanho elo intervalo de perdas também é bastante sensível à variância do processo 
de entrada. Como por exemplo, em um elos experimentos encontrou-se para um fila CT 
e um valor ele variância ele 1.0 o tamanho máximo gerado pelas políticas FCPD, RAND, 
PCPD e PCPD-l\I são respectivamente iguais a 100, 120, 500 e 1000. enquanto que para 
um valor de \·ariância de 2 . .5 estes valores são. respectivamente, -±.500. -!700 . .):300 e 9000. 
Em uma fila C'TGTl\IF. e um valor de variância de 1.0 esses valores são 100, 120. -170 
e 9.50. enquanto que para um valor de variância de 2.5 estes valores são 1.50. 190. 1-100-l 
4.-l. .\Iâltiplas Classes -19 
Carga PCPD UCPD RAND PC'PD-M 
0.7 1077 6')~ ~I 715 11:30 
0.75 1808 6:32 7:32 1916 
0.8 :21:3-± 112:3 1-±57 2179 
0.8;) 2-±8-± 161-± 2160 2-±-±.5 
Tabela -±.:3: Valores Máximos de Tamanho de Intervalo de perdas para fila CT. H=0.8, 
P(altaialta) = 0.7, 1 = 0.0, Tamanho do Buffer= 250. a 2 = 1. 
e 5000. Esses resultados indicam claramente os benefícios de proteção de bufftt para a 
classe de baixa prioridade. A tabela -±.-±exibe outro conjunto de valores para política C'T 
e H= 0.8. 
Variância PCPD UC'PD RAND PC'PD-l\I 
1.0 1770 1061 1572 1799 
2.0 -±108 2782 2696 5282 
:3.0 5-±07 -±8-±0 -±8-±5 90.59 
Tabela -±.-±: Valores l\Iáximos de Tamanho de Intervalo de perdas para fila C'T, H = 0.8, 
P( alta i alta)= 0.7.; = 0.0. Tamanho do buffu = -±00. p = 0.8. 
4.4 Múltiplas Classes 
Um mecanismo de descarte seleti,·o com múltiplas classes de prioridade fornece mais 
do que dois ní,·eis de prioridade. Estes mecanismos possibilitam o atendimento de um 
número diverso ele requisições de QoS. tornando possí,·el a utilização ele menos espaço ele 
buffu para suportar diversas QoS do que um mecanismo com duas classes de prioridade. 
Em outras palanas. com um número maior de classes de prioridade não precisa-se garantir 
taxas ele perdas inferiores do que as requeridas pela aplicação. Além disso, pode-se carre-
gar cargas mais altas do que em um mecanismo com somente duas classes de prioridade. 
Descarte seletivo com múltiplas classes de prioridade sob um processo com dependência 
de curta-duração não é tão atrativo quanto sobre um processo com dependência ele longa-
duração. De fato, sob um processo com dependência ele curta-duração com o aumento elo 
tamanho elo buffer, diminui-se a taxa ele perda por classe consideravelmente[FS9:3]. 
Para avaliar a efetividade do descarte seletivo com múltiplas classes de prioridade 
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Figura -!.1 7: Taxa de Perda por classe x Tamanho do b uffu para p 
H = 0.85. P1 = 0.-!. P2 =O. L P3 = 0.2 e P-1 = 0.:3. 
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sob processos com dependência de longa-duração. simulou-se uma fila com a política de 
organização de buffu compartilhamento total com quatro níveis de prioridade. Utilizou-se 
como processo de entrada um processo ele mo,·imento Brmvniano fracional (descrito na 
seção 2.6). Os resultados mostram o comportamento de quatro níveis de prioridade frente 
a diversos parâmetros de entrada e a utilização elas políticas de descarte PC'PD. PC'PD-~I 
e UC'PD. Avaliou-se impacto do aumento elo buffu. parâmetro de Hurst e variância na 
taxa de perda por classe e no tamanho elo intervalo de perdas. 
Na Figura -!.1 7. mostra-se a taxa de perda por classe como função do tamanho do 
buffu. Observa-se que em uma fila com quatro níveis ele prioridade pode-se oferecer taxa 
ele perdas distintas para os quatro níveis. Além disso. com o aumento elo tamanho do 
bu.ffu diferencia-se ainda mais as taxas ele perda. Se ao im·és ele quatro níveis existisse 
apenas dois níveis de prioridade, teria-se que transportar as classes 2 e :3 com uma taxa 
de perda maior ou deveria se ter um tamanho de b uffu maior para se obter as mesmas 
taxas de perda. Por exemplo. necessita-se ele um tamanho de buffu maior que 25000 para 
se fornecer uma taxa ele perda de 10-H enquanto que é necessário um tamanho ele buffu 
de 700 em uma fila com quatro níveis de prioridade. 
Na Figura -!.18 mostra-se que com o aumento elo parâmetro de Hurst de 0.75 (Figura 
-!.18a) para 0.8 (Figura -!.18b) a taxa de variação ela taxa ele perdas elas classes 2 e :3 
diminui. Em outras palavras. com o aumento do parâmetro de Hurst. aumenta-se a taxa 
de perda total e. conseqüentemente. pode-se diminuir somente a taxa de perda da classe 
ele prioridade mais alta. 
Fornecer taxas de perdas distintas implica que quando comparado com um sistema ele 
dois ní,·eis de prioridade pode-se satisfazer requisitos ele perda ( QoS) com menos espaços 
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Figura -!.18: Taxa de Perda por classe x Tamanho do buffu para p = 0.8. rJ 2 1. 
P1 = 0.60. P2 = 0.07. P3 = 0.1:3 e P-1 = 0.20. 
de buffer8. Em um mecanismo com duas classes de prioridade, den•-se agregar aplicações 
com diversos requisitos de QoS e transportar a carga agregada ele acordo com os requi-
sitos de QoS da aplicação agregada mais exigente. Por exemplo, considere uma fila com 
quatro nÍ\·eis de prioridade com tamanho de bufft r 100. com uma carga de 0.8. onde a 
proporção de células em cada classe de prioridade da classe mais alta para mais baixa é 
respecti,·amente: 0.:)5. 0.05. 0.15 e 0.25. Nesse cenário. é possível fornecer taxas de perda 
de w-' e 10-5 para duas classes de maior prioridade. Em uma fila com apenas dois ní,·eis 
de prioridade. sob as mesmas condições ele tráfego poderia-se precisar de um tamanho de 
buffer de 1200. 
A demanda de bu.ffu é fortemente afetada pelo parâmetro ele Hurst e pela variância 
do processo de entrada. No exemplo anterior. se a variância fosse 1.2 ao invés de O ..S é 
possível fornecer taxas de perda de 10-5 e 10-3 para as duas classes ele maior prioridade 
em uma fila com quatro níveis de prioridade. enquanto necessita-se de 2500 espaços de 
bu./JE r em uma fila com dois níveis de prioridade. 
:'{a Figura -!.19. mostra-se a taxa de perda por classe como função da ,·ariância do 
processo de entrada. Observa-se que mesmo para valores altos de variância. um mecanismo 
de descarte seletivo com múltiplas classes de prioridade fornece taxas ele perda distintas 
por classe. Este comportamento difere de um mecanismo com duas classes de prioridade. 
Em filas com dois níveis de prioridade. com o aumento da variância tanto a taxa de perda 
da classe com alta e da classe com baixa prioridade convergem para o mesmo valor. 
Outra ,·antagem de um mecanismo com mültiplas classes de prioridade sobre um 
mecanismo com duas classes de prioridade é que se pode ter cargas mais altas em um 
sistema com mültiplas classes de prioridade. De fato, pode-se aumentar a carga oferecida 
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Figura -!.19: Taxa ele Perda por classe x Variância para p = 0.8. H= 0.7-S. Tamanho elo 
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Figura -!.20: Taxa de Perda por classe x Tamanho elo buffer para diferentes políticas ele 
descarte. p = 0.8. f7 2 = L H= 0.8. P1 = 0.60. P2 = 0.07. P3 = 0.1:3 e P4 = 0.20. 
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aumentando-se a: carga das aplicações com menor requisito de QoS. Por exemplo. em uma 
fila com dois níveis de prioridade com tamanho de buffer 500 e carga de 0.65 (H= 0.75. 
P1 = 0.7 e P2 = 0.:3). ao se introduzir mais dois níveis de prioridade. pode-se aumentar a 
carga até 0.9 distribuindo-se a carga adicional entre as duas novas classes com prioridade 
mais baixas. 
Na Figura -!.:20 mostra-se a taxa de perda por classe fornecida pelas políticas PCPD-
M e UCPD. Nota-se que a mesma tendência da. taxa de perda da classe com prioridade 
alta em uma fila com duas classes de prioridade acontece para taxa de perda da classe 
com maior prioridade em uma fila com quatro níveis de prioridade. A política de descarte 
impacta mais significativamente a taxa de perda da classe de mais alta prioridade em uma 
fila com quatro níveis de prioridade do que impacta a taxa de perda das outras classes. 
Nas Figuras -!.:21 e -!.:2:2 mostra-se o tamanho do intervalo ele perda para as classes :2. 
:3 e -! produzidos pelas políticas PCPD-l\I e CC'PD. respectivamente. Em uma fila com 
quatro níveis ele prioridade, o intervalo de perda é distribuído entre as várias classes ele 
prioridade. Portanto. o inten'alo de perda máximo da classe de prioridade mais baixa em 
uma fila com quatro níveis de prioridade é menor do que o interTalo ele perda máximo 
da classe com prioridade baixa em uma fila com dois níveis de prioridade. ~esse exemplo 
específico. o interTalo ele perda máximo produzido pelas políticas PCPD-~I e UCPD em 
uma fila com dois níveis de prioridade são 1800 e 1:200. respectivamente. O tamanho elo 
intervalo ele perda máximo produzido pela política PC'PD-~1 e pela política tTPD em 
uma fila com quatro níveis de prioridade não diferem tanto quanto diferem em uma fila 
com dois ní,·eis de prioridade. Contudo. a freqüência de intervalos de perda grandes sob 
a política PCPD-M é muito maior do que a freqüência sob a política UCPD. 
Considerando-se o mesmo cenário de tráfego da Figura -!.:21. mas com H = 0./.) o 
tamanho máximo de intervalo de perda pode ser a metade do valor encontrado na Figura 
-!.:21. O intervalo de perda da classe de prioridade mais baixa em uma fila com quatro 
níwis de prioridade e menos influenciada do que o intervalo de perda da classe de baixa 
prioridade em uma fila com dois níwis de prioridade uma H'Z que as células perdidas são 
distribuídas entre outras classes ele prioridade. Por exemplo. para o mesmo cenário de 
tráfego e para o mesmos parâmetros de Hurst (H= 0.75 e H= 0.8) o intervalo de perda 
da classe com baixa prioridade em uma fila com duas classes de prioridade cresce três 
vezes mais do valor com H= 0.75 para H= 0.8 (ver Figura -!.16). 
4.5 Resumo 
• Resultados baseados na hipótese de se ter uma política de descarte PCPD indicaram 
que o parâmetro de Hurst tem uma influência grande na eficácia dos mecanismos 
































Figura -!.21: Tamanho elo Intervalo de Perda x i-ésimo Intervalo para política PCPD-l\L 
classes de prioridade 2. :3 e-!, p = 0.8. a 2 = L Tamanho do Buffer = -!00. P1 = 0.10. P2 
















1100 tOOO tiOO 2000 2100 3000 
--











800 tooo tiOO 2000 2100 3000 3800 
l-Mino lntii\Wo 
c) P, 
Figura -!.22: Tamanho elo Intervalo de Perda x i-ésimo Intervalo para política PCPD-l\L 
classes ele prioridade 2. :3 e -!. p = 0.8. a 2 = L Tamanho do Buffer = -!00. P1 = 0.70. ? 2 = 
0.0.5. P3 = 0.1 e P4 = 0.1.5. 
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Hurst (H > 0.8) nào existe diminuição significativa na taxa de perda da classe com 
prioridade alta mesmo para grandes buffers (> 800). Contrariamente, para valores 
baixos elo parâmetro ele H urst. a taxa de perda da classe com prioridade alta diminui 
quando aumenta-se o tamanho do buffcr. 
• Para filas baseadas em C'TGTl\IF, a taxa de perda da classe com prioridade alta 
aumenta significativamente com um nível de proteção de 20%. Adicionalmente, 
nenhum impacto significante na taxa de perda da classe com prioridade baixa. foi 
observado. Esses achados indicam que o descarte seletivo baseado em CT é clara-
mente vantajoso para. \·a.lores baixos ele parâmetro de Hurst ( < 0.8) enquanto não é 
necessariamente vantajoso para a disciplina ele C'TGTJ\IF. 
• Com o aumento da ,·ariância, aumenta-se também a taxa ele perda de células da 
classe com prioridade a.lta independente do valor ele H. uma \·ez que a probabilidade 
ele transbordo elo buffu aumenta com a \·ariância. 
• Observa-se que a taxa ele perda da classe com prioridade alta para valores altos 
ele P(altaialta) é sempre maior do que para \·a.lores baixos de P(altaialta) porque 
para valores altos de P(altaialta) tem-se longas rajadas ele células ela classe com 
prioridade alta em situações ele transbordo . .Já para ,·alores altos de P(baixa-baixa) 
tem-se \·a.lores baixos de taxa ele perda ele células ela classe com prioridade alta uma 
vez que aumenta-se a probabilidade de uma célula. ele alta prioridade encontrar 
longas rajadas de células de baixa. prioridade na fila em situações de transbordo. 
• .\ política ele descarte tem um grande impacto nos resultados .. \ disciplina PC'PD-
l\I minimiza a taxa de perda da classe com prioridade alta e pode gerar uma taxa 
de perda três ordens de grandeza mais baixa do que FC'PD. Resultados baseados na 
PC'PD são muito próximos daqueles mostrados pela PC'PD<\I. A disciplina PC'PD 
tem a ,·antagem ele ser menos complexa ele implementar uma vez que requer menos 
deslocamento de buJju elo que a PC'PD-1\I. Logo. PC'PD é uma opção atrativa para 
implementação em um comutador AT:\I. 
• A política. PC'PD-l\1 sempre produz o \·alor máximo de comprimento de intervalo de 
perdas ela. classe com prioridade baixa seguido de perto pela política. PCPD e depois 
pela. política. RA~D e finalmente pela política FC'PD. 
• Verifica-se que a política. PCPD-M produz um comprimento máximo de interTalo 
de perdas que pode ser três vezes maior do que o comprimento máximo de intervalo 
de perdas ela. política. FC'PD. 
• Obsen·à-se que com o aumento elo tamanho do buffer a diferença entre o compri-
mento máximo de interva.lo das perdas elas diversas políticas de descarte diminui. 
J..'). Resumo . ) I 
Além disso. o comprimento de rajada de perda da classe com prioridade baixa é 
muito sensÍn:'l ao parâmetro H. 
• Observa-se também que o mecanismo de proteçào de buffer ( CTGT~IF) pode reduzir 
significativamente o tamanho máximo do intervalo de perdas da classe com priori-
dade baixa. Conclui-se também que aumentar a carga, P(altaJalta). ou a variância 
aumenta também o comprimento do intervalo de perdas de todas as políticas de 
descarte. 
• Utilizando-se múltiplas classes de prioridade pode-se oferecer taxas de perdas bem 
distintas para os diversos nÍYeis de prioridade. Fornecer taxas de perdas distintas 
implica que quando comparado com um sistema com dois níveis de prioridade pode-
se satisfazer requisitos de perda (QoS) com menos espaços de buffer,.;;. 
• Em uma fila com múltiplos níwis ele prioridade. o interYalo de perda é distribuído 
entre as Yárias classes ele prioridade. 
Capítulo 5 
Descarte Seletivo de Pacotes Sujeito 
a Processo LRD 
Em redes .-\T:\1 pacotes a nÍn'l ele camada ele transporte são transmitidos em células 
de tamanho fixo consistindo de 48-bytts ele dados (payload) e .5-bytfs de cabeçalho. Como 
dados de usuários são geralmente maiores que 48-byffs, um pacote a nível de camada de 
transporte é segmentado em \·árias células .-\T~I. .-\ camada de adaptação .-\Tl\1 ( AAL 
- ATJI Adaptation Layu) fornece do lado do transmissor segmentação ele pacotes de 
tamanho \·ariáYel em células e função de reconstrução do pacote do lado do receptor. 
O padrão .-\Tl\1 especifica controle de erro para o cabeçalho da célula, mas não para 
o campo ele dados (payload). Controle ele erro a níwl elo campo de dados é realizado 
ele forma fim-a-fim pela camada ele transporte acima ela camada .-\T-:\1. Para algumas 
aplicações se uma elas células ele um pacote é perdida. o pacote inteiro tem que ser re-
transmitido. Portanto, transmitir células de um pacote corrompido ocupa banda-passante, 
e pode conseqüentemente aumentar o congestionamento. Assim sendo, \·á.rias políticas 
ele descarte de pacotes \·êm sendo definidas a fim ele preservar a integridade de pacotes 
[RF95, TKT+~r/. Tur96. LRS9í]. 
Neste capítulo. introduz-se um nO\·a política de descarte de pacote chamada .. .-\ceita-
~1aior-Pacote .. (.-\l\1P) que maximizao goodput ele células, isto é. a proporção de células 
boas (células ele pacotes não corrompidos) pelo ntimero total de células que chegam na fila. 
Em outras palavras. ao im·és de tentar maximizar o ntimero ele pacotes transmitidos com 
sucesso, maximiza-se a bancla-passante usada para transportar pacotes não corrompidos. 
Compara-se essa nova política com as políticas Descarte Parcial de Pacote, Descarte An-
tecipado de Pacote, Descarte Antecipado ele Pacote com Hisftrtsf e Descarte .\ntecipado 
ele Pacote com Hisftrfse Justa, investigando-se o compromisso entre o goodput de célula e 
o goodput de pacote (a proporção de pacotes bons transmitidos pelo ntimero total de pa-
cotes que chegam na fila). l\Iostra-se que essa política pode aumentar significati\·amente 
!)8 
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o goodput ele célula e também é capaz ele produzir o mawr goodput ele pacote quando 
sujeita a um processo com dependência de curta-duração composto ele pacotes grandes. 
Avalia-se o impacto da carga da rede. tamanho médio elo pacote. distribuição do pacote e 
parâmetro de Hurst no goodput ele célula e no goodp1d de pacote .. \lém disso, estende-se 
a análise para redes com fontes que geram pacotes de tamanhos médios distintos. 
Este capítulo está organizado da seguinte maneira: na seção 5.1 faz-se uma breve 
revisão das políticas de descarte de pacotes existentes. Na seção .5.2 introduz-se a política 
.\ceita-l\Iaior-Pacote. Na seçà.o :).:3 os principais resultados são discutidos. 
5.1 Políticas de Descarte de Pacote 
Para algumas aplicações. se uma célula de um pacote é perdida. o pacote inteiro tem 
que ser retransmitido. Portanto. transmitir células ele um pacote corrompido desperdiça 
banda-passante. e conseqüentemente pode aumentar o congestionamento em nós da rede já 
congestionados. Dessa forma. ,·árias políticas ele descarte de pacotes foram recentemente 
definidas. Na política Descarte Parcial de Pacote (DPP - Partial-Pad·Et-Discard ou Tail 
Drop ). se uma célula é perdida. células subseqüentes do mesmo pacote são descartas. Na 
política Descarte Antecipado de Pacote ( DAP- Early-Pacl.-et-Discard). uma posição limite 
da fila (thnshold) é definida e um pacote que esteja chegando é descartado caso encontre 
o bu.ffer ocupado acima desse thnshold [RF95]. Tanto a política DPP quanto a política 
D.\P podem aumentar significativamente o goodput quando comparadas a sistemas sem 
controle a ní,·el de pacote. 
V árias estudos têm im·estigaclo essas políticas. Ramanow e Floyd [RF90] concluíram 
que para pacotes de tamanho fixo a política DAP fornece maior goodput elo que a política 
DPP. Lapid et. al [LRS97] analisaram um sistema com entrada Poisson e tamanho de 
pacote distribuído geometricamente. Este trabalho verificou que a política DPP tem um 
desempenho melhor do que política DAP para sistemas com carga moderada. enquanto a 
política DAP é preferível para sistemas com carga ele,·ada. Tsukumatani et. al [TKT+97] 
consideraram um sistema carregado com várias fontes on-off com períodos distribuídos 
geometricamente. Este trabalho aponta que o thru;/wld ótimo da política DAP torna-se 
menor a medida que se aumenta o tamanho médio dos pacotes. 
Com o objetivo de aumentar o desempenho da política DAP para buffers pequenos. 
Turner definiu a política Descarte Antecipado ele Pacote com Histuese (DAPH - Early-
Pacl..·ft-Discard with Histuesf) [Tur96]. Na política DAPH. uma fonte (conexão) pode 
estar ativa ou inativa. Quando uma fonte é considerada inativa todos seus pacotes sà.o 
descartados. A política DAPH define um nível de fila adicional chamado nível fioor que 
deve ser atribuído um número pequeno de células. No final da transmissão de um pacote. 
se o nível de ocupação da fila exceder o threshold e o nível ela fila desde a última vez que 
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se ultrapassou o th ruJwld, a fonte é considerada inativa .. -\lém disso, uma fonte é também 
considerada inati,·a se ela perder uma célula de um pacote, retornando ao estado ativo no 
próximo pacote. Por outro lado, se o nível da fila estiver abaixo do th reshold e também 
abaixo elo nível mínimo desde a última vez que ultrapassou o thre::;hold ou abaixo elo nível 
de floor, a fonte é considerada ativa. Observando que fontes com taxa de transmissão alta 
tendem a iniciar a transmissão antes elo nível de fila ultrapassar o th re::;hold do que fontes 
com taxa de transmissão baixa, Turner definiu outra variante da política DAP chamada 
Descarte Antecipado de Pacote com Hi::;tue::;e .Justa (DAPH.J- Fair Early-Packet-Discard 
tcith Histensf). Além elas regras ela política DAPH. a política DAPH.J define um thruJwld 
alto e um threshold baixo. Se o nível atual da fila está entre os dois thresholds, e o nível 
ela fila está decrescendo, uma fonte é marcada como ativa. Por outro lado, se o ní,·el da 
fila está. crescendo, a fonte é marcada como inativa. 
5.2 Política Aceita-Maior-Pacote 
As políticas de descarte existentes tem por objetivo maximizar o numero de paco-
tes transmitidos com sucesso sem levar em consideração o tamanho desses pacotes. Por 
exemplo, na política DPP um pacote é descartado se uma das suas células for perdida, 
contudo, o tamanho elo pacote descartado pode ser maior do que os pacotes enfileirados. 
Na política DAP um pacote pode ser descartado mesmo se existir espaço disponível ele 
buffe r para acomodá-lo. Para melhorar essa situação aclw·rsa, define-se uma nova política 
ele descarte que maximizao número ele células em pacotes transmitidos com sucesso. {i ma 
\·ez que células são de tamanho fixo, maximizar o número ele células em pacotes transmi-
tidos com sucesso é equivalente a. maximizar a banda-passante utilizada para transmitir 
pacotes inteiros. 
A política Aceita-Maior-Pacote (Al\IP) sempre admite um pacote que chega ao buffu 
caso exista espaço disponí,·el (no buffer). Caso o espaço disponível seja menor do que o 
tamanho elo pacote que chega, descarta-se um ou mais pacotes enfileirados. Assume-se 
que células consecutivas ele um pacote chegam em fatias de tempo consecutivos (time 
slots) e que a informação elo tamanho elo pacote é obtida na primeira célula do pacote. 
Assim sendo. a decisão de aceitar o pacote que chega é feita no instante ele chegada ela 
sua primeira célula. Qualquer pacote com sua primeira célula ainda na fila é eleito para 
ser descartado, isto é, qualquer pacote cuja primeira célula não tenha deixado a fila é 
passi,·o de descarte. Se um pacote é escolhido para ser descartado, todas suas células 
enfileiradas são simultaneamente descartadas e qualquer outra célula desse pacote não é 
mais admitida no buffer. A política A.l\IP é descrita abaixo: 
se (D =L+ LiES u;- B + b- rna.r(L ma.r;Es(u;)) ~O) 
enfileirar o pacote que chega 
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senão Solucionar o Problema I: 
onde: 
J/in LiEQ l;.r; 
Sujeito a: 
L > LiEQ l;.r; 2 D 
.r; E O. L i = LI Q I 
se (Problema. I admite uma solução .i') 
descarta pacote i ta.l que .i· i = 1 
sena.o 
descarta. o pacote que chega 
D - Demanda de buffu necessária para transmitir o pacote que chega: 
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S - Conjunto ele fontes transmitindo pacotes não corrompidos no instante em que 
chega um pacote. excluindo a fonte do pacote que chega: 
Q - Conjunto de fontes com sua primeira célula ainda na fila: 
l; - Tamanho do i-é.-.imo pacote: 
u;- Número de células do i-i.-.imo pacote. i E S. que ainda estão para chegar no início 
da fatia de tempo na qual o no\·o pacote chega: 
B - Tamanho do b u./Jt r: 
h - Tamanho da fila no instante em que chega o no\·o pacote: 
L - Tamanho do pacote que chega: 
.i· - Solução do Problema L 
Note que o algoritmo ao verificar se existe espaço clisponÍ\·el no b uffu para enfileirar 
o pacote que chega (se D::; 0), considera que ma.r(L.ma.t;Es(u;)) espaços de bu./Juserão 
liberados durante a transmissão das fontes atiYas. Se não existir espaço de b u./Jt r suficiente. 
procura-se por um conjunto ele pacotes com tamanho total mínimo (J/in LiEQ /,.r;) que 
caso descartados liberem LiEQ l;.r; 2 D espaços de bufft r para admitir o pacote que chega. 
Qb,·iamente. o tamanho total de pacotes descartados deve ser menor do que o pacote que 
chega (L > LiEQ l;.r, ), caso contrário diminuir-se-ia o goodput de célula. 
A Figura 5.1 ilustra um exemplo da política A~IP. Neste exemplo mostra-se quatro 
fontes transmitindo pacotes ele tamanho de 5. -L :3 e 8 células AT~I em um determinado 
instante de tempo t = T. A fonte transmitindo o pacote de tamanho cinco (l = 5) 
está (no tempo t = T) colocando na fila sua terceira célula, as fontes transmitindo os 
pacotes de tamanho quatro e três ( l = -! e l = :3) estão colocando na fila suas segundas 
células. e a fonte com o pacote de tamanho oito (L = 8) está iniciando sua primeira 
transmissão. Nesse instante, a política AMP detecta que não haverá espaço suficiente 
para transmitir todos os pacotes ((D = 1) > 0). Solucionando-se o Problema I (conjunto 
de pacotes com tamanho total mínimo) escolheu-se o pacote ele tamanho trê~ ( l = :3) para 
ser descartado. Observa-se que no tempo t = T + 1, as células do pacote de tamanho 
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três foram descartadas da fila, e as células que estão chegando desse pacote estão sendo 
descartadas também. 
O Problema I é um problema do tipo da mochila (Jowp:::;ac/,: problun). Pode-se resolver 
o problema da mochila em O( c * n) onde c é a capacidade da mochila e n é o número 
ele objetos. No Problema L a capacidade da mochila é o número ele espaços de bu./Jtr 
que devem ser liberados com objetivo de admitir o pacote que chega ( D), e os objetos 
são os pacotes a serem descartados. Note que D leYa em consideração o tamanho do 
crescimento da fila até o tempo de transmissão da última célula das fontes ativas, isto 
é, leva em consideração o número de células das fontes ativas que ainda vão chegar e o 
número ele espaços de bu.ffer que serão liberados na janela de tempo que inicia na chegada 
elo novo pacote e termina no tempo ele transmissão da última célula do pacote mais longo 
a ser transmitido. 
Descartar pacotes cujas primeiras células ainda estão na fila é uma abordagem conser-
,·adora, uma ,·ez que um goodput ele célula alto pode ser atingido em um multiplexador 
isolado ao se escolher pacotes para serem descartados entre todos os pacotes na fila. De 
fato, selecionar um pacote entre todos enfileirados ou selecionar um pacote entre pacotes 
cujas primeiras células ainda estão na fila é um compromisso entre maximizar o goodput de 
célula em um multiplexador e evitar o envio para os próximos multiplexadores de células 
de pacotes descartados .. \través dos exemplos numéricos mostrados na seção 5.:3, nota-se 
que enfileirar células de pacotes corrompidos pode ter um efeito negativo no goodput de 
célula. F ma ,·ez que o fluxo que chega em um multiplexador é composto pela saída de 
di,·ersos outros multiplexadores, o número de células imiteis armazenadas em um multi-
plexador pode aumentar consideraYelmente. Pre\·enir que células de pacotes corrompidos 
fluam atra\·és da rede pode ser obtido a um custo alto de sinalização. Contudo, esse 
ocuhwd adicional não é clesejáYel em redes de alta velocidade. 
5.3 Resultados Numéricos 
A fim de se aYaliar a eficácia da política A:\IP, compara-se essa com as políticas: 
Descarte Parcial de Pacote (DPP), Descarte Antecipado de Pacote (D.\P), Descarte An-
tecipado de Pacote com Hi.-dtrtst (DAPH) e Descarte .\ntecipado de Pacote com Hí:::;-
tuest .Justa (DAPH.J). Analisa-se o compromisso entre maximizar o número de células 
transmitidas em pacotes com sucesso e maximizar o número de pacotes transmitidos com 
sucesso. Além disso, avalia-se numericamente as políticas DAPH e D.\PH.J. Pelo que se 
tem conhecimento essas duas políticas nunca foram analisadas antes. 
Estudos anteriores adotaram diferentes objetivos de desempenho para comparar políticas 
de descarte. Turner (Tur96] e Romanow e Floyd [RF9.5] consideraram a vazão efeti\·a ( r:f-
fútil't throughput) que é a proporção de células boas a nível de pacote no fluxo de saída 
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pelo total de céhdas no fluxo de saída. Lapid et. al definiram o goodput como a proporção 
de células boas no fluxo de saída pelo número total de células que chegam na fila. No 
presente tra.ba.lho, define-se o goodput de célula como em Lapid et. al [LRS97]. O goodput 
de célula mostra quanto do tráfego não é desperdiçado. Ele difere da vazão efetiva no 
sentido de que a \·azão efetiva não leva em consideração células descartadas. A vazão 
efetiva considera apenas o fluxo de saída. Pela definição, a política AMP produz vazão 
efetiva 1.0. uma vez que a política Al\IP permite somente células boas a nível de pacote no 
fluxo de saída. Além disso. apresenta-se o goodput de pacote que é a proporção de pacotes 
bons no fluxo de saída pelo número total de pacotes que chegam na fila. O goodput ele 
pacote fornece a fração de pacotes de usuário transmitidos com sucesso. Em resumo. o 
goodput de célula fornece a eficácia de uma política a nível do linl.: de rede. enquanto o 
goodput de pacote indica a eficácia de uma política a nível da camada de transporte. 
Dado que não é possí\·el resolver analiticamente uma fila com a política Al\IP devido 
à explosão de estados, faz-se uso de simulações. O método de replicação é usado para 
derivar resultados com 95% de interva.lo de confiança. Nos experimentos de simulação. 
considera-se um conjunto de filas. Cada fila está sob uma política diferente de descarte de 
pacote e sua entrada é o processo agregado de \·arias fontes on-o.ff(Figura 5.2). Enquanto 
em estado 011, uma fonte produz uma célula de um pacote a cada fatia de tempo, isto é. 
uma fonte gera uma célula diferente a cada vez que visita o estado on e o tamanho elo 
pacote é a duração elo período 011. Os períodos off representam o tempo entre geração 
de pacotes. Para a\·aliar como diferentes políticas desempenham sob diversos modelos de 
tráfego. gera-se processos com dependência de curta-duração e de longa-duração usando-
se distribuição exponencial e Pareto no período 011/off. respecti\·amente. .\lém disso. 
im·estiga-se os resultados para processos com dependência de longa-duração quando o 
tempo de geração entre chegadas de pacotes (períodos o.IJ) é distribuído exponencialmente . 
. \ carga elo sistema é dada por p = S *E. onde .V é o número de fontes. e ~ = Ton / ( Ton + 
Tof f) é a taxa de atividade. isto é. a probabilidade estacionária de uma fonte estar em 
estado on. O Ton e To f f são a média de duração dos períodos on e off. respectivamente. 
Varia-se a carga do sistema pela mudança de .V ou de~- Comenta-se as discrepâncias de 
resultados caso venham a ocorrer. 
Nos experimentos de simulação, investiga-se o impacto do tamanho elo buffu. tamanho 
médio do pacote, valor de thre8hold e carga da rede no goodput de célula e no goodput ele 
pacote. l\Iostra-se resultados para tamanhos de buffu 100 e -±00. e um valor de thre8hold 
ele 70% elo tamanho elo buffu. Obsen·a-se que para valores de thrudwld acima ele 80%. 
resultados gerados pela política DAP tendem para valores produzidos pela política DPP. 
Os resultados para valores de th reshold entre !SOo/c, e 70% são muito parecidos. Esses 
resultados estão de acordo com os achados em [LRS97]. Para política DAPH mostra-se 
resultados para thre8hold baixo de 60c;r do tamanho do buffer e para threshold alto ele 80% 
.j,.). Resultados Suméricos 








elo tamanho elo buffer. l\Iostra-se resultados para fluxos com tamanho médio de pacote 
de -1:2 células ATl\I. Finalmente. fixa-se a taxa de atividade de cada fonte em 0.0:2.5. 
5.3.1 Fontes O'll-off com períodos geometricamente distribuídos 
1> Influência da carga 
Primeiramente considera-se períodos on-o.ff geometricamente distribuídos. Nas Figuras 
:).:3 e;),-!, most~>-se o goodput de célula e o goodput de pacote como uma função da carga 
da rede. para tamanho médio do pacote de -!2 células ATl\I e tamanho de bujJEr 100 e 
-!00. respectivamente. Varia-se a carga pelo aumento do número de fontes. Cada fonte 
contribui com 0.02:) da carga do sistema o que fornece um tempo entre chegadas de 16:38 
fatias de tempo. Com o aumento da intensidade da carga. o goodput. obviamente, diminui. 
Contudo. a política Al\IP fornece o maior goodput de células. Para tamanho pequeno de 
buffu ( 100) e para carga da rede de 1.0. enquanto o goodput de célula fornecido pela 
política Al\IP está acima de 0.78. o goodput ele célula fornecido pelas políticas DPP e 
DAPH(.J) estão abaixo de 0.6!) (Obsen·a-se que o goodputfornecido pelas políticas DAPH 
e DAPH.J são indistinguíveis). A diferença entre o goodput ele célula produzido pela 
política Al\IP e o goodput de célula produzido pela política DAPH (ou pela DAPH.J) 
pode chegar a 0.2. Com o aumento elo tamanho do buffu· (para -!00). a diferença entre 
o goodput ele célula produzido pela política Al\IP e o goodput ele célula produzido pelas 
outras políticas diminui. Contudo, essa diferença pode chegar ainda a 0.1. Além disso, 
o goodput ele célula produzido pela política A~IP tem a menor taxa de diminuição. Por 
exemplo. para tamanho de bu.fju -!00. o goodput ele célula produzido pela rJolítica Al\IP 
diminui 0.06 enquanto a política DAPH( .J) diminuiu 0.1:). 
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Figura 0.:3: Goodput de célula e pacote x Carga fornecida para tamanho médio de pacote 
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Figura 5...!: Goodput de célula e pacote x Carga fornecida. para tamanho médio de pacote 
de -!2 células .\Tl\L e Tamanho de buffu = -!00. 
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Figura .J.:S: Goodput de célula e pacote x Tamanho médio do pacote. Tamanho do buffu 
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Figura :S.6: Goodput ele célula e pacote x Tamanho médio do pacote, Tamanho do buffer 
= 4:00. Carga Fornecida = 0.8. 
Para tamanho de buffu 100 e tamanho médio ele pacote de 4:2 células AT~I. isto 
e, para uma proporção alta de tamanho médio do pacote em relação ao tamanho elo 
buffe r. a política A1IP fornece o maior goodput ele pacote. Isso acontece porque sob 
a política A~IP espaços ele buffer (buffer slots) são somente ocupados por células ele 
pacotes nào corrompidos. Em outras políticas, espaços de b uffu podem ser ocupados por 
células de pacotes corrompidos. e conseqüentemente, pode não existir espaço suficiente 
para acomodar o pacote que chega. Além disso. a política A1IP tipicamente precisa 
descartar somente um pacote para acomodar um pacote que chega. Para tamanho de 
bu.fjf r -!00. a _política DPP fornece o maior goodput de pacote. Contudo, a diferença elo 
goodput ele pacote entre a política DPP e a política A1IP é no máximo 0.0-!. 
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r> Influência do tamanho médio do pacote 
Nas Figuras 5 .. j e 5.6. mostra-se a relação entre o goodput e o tamanho médio do pacote 
para tamanho de buffu 100 e -!00, respectivamente. Fixa-se o número de fontes em :32. 
o que fornece um carga de 0.8. Logo. para manter constante a taxa de atividade (-::-) 
com a variação do tamanho médio do pacote (duração elo período on), varia-se também 
a duração média. dos períodos off Para tamanhos de pacotes menores do que 10 células 
ATl\L o goodput produzido por diferentes políticas são quase indistinguí,·eis. Com o 
culmf'rlto do tamanho elo pacote. o goodpzd ele célula diminui. porque o espaço de buffer 
disponível é normalmente menor do que pacotes que estão chegando. Para tamanhos 
pequenos de buffu (100). enquanto o goodput de célula da política Al\IP está acima de 
0.7. o goodpzd ele célula fornecido pelas políticas DAPH e DAPH.J fica abaixo ele 0 .. 57. 
o que de maneira geral é inaceitável. Isso ilustra o benefício de ocupar o espaço de 
buffu somente com células de pacotes não corrompidos. Para tamanhos grandes de bu./Jel' 
( > -!00). a diferença entre o goodput de célula produzido pela política A:\IP e o goodput 
produzido pelas outras políticas decresce. Contudo. para tamanhos grandes ele pacotes 
(> -!0 células .-\.T~I). a política .-\..MP ainda é capaz de manter o goodput pelo menos 0.1 
mais alto elo que qualquer outra política. A diferença entre o goodput de célula da política 
Al\IP e da política DAPH(.J) pode ser maior elo que 0.2. 
O goodput de pacote decresce também com o aumento do tamanho do pacote. Para 
buffus pequenos. a diferença entre o goodput ele pacote produzido pela política Al\IP e o 
goodput produzido pelas outras políticas pode ser 0.05 e a diferença ele goodput da política 
.-\.l\IP e da política DAPH.J pode ser 0.13. Para tamanhos grandes de buffus (> -!00) e 
tamanho ele pacote menor que 30 células .-\.Tl\L a política DPP produz o maior goodput 
de pacote. enquanto que para pacotes maiores do que 50 células ATl\L a política Al\IP 
fornece o maior goodput de pacote. Para pacotes grandes. a diferença entre o goodput de 
pacote ela política Al\IP e o goodput de pacote da política D.-\.PH.J pode ser 0.17. Para 
pacotes menores que 50 células .-\.Tl\1. a política .-\.l\IP pode descarta mais do que um 
pacote para enfileirar um pacote grande que esteja chegando. enquanto a política DPP 
perde somente um pacote em situações de transbordo. Com o aumento do tamanho do 
pacote. aumenta-se a probabilidade de haver pacotes grandes na fila. e. conseqüentemente. 
a política .-\.MP tipicamente descarta somente um pacote para aceitar um pacote que está 
chegando. Além disso. sob outras políticas com o aumento elo tamanho do pacote o buffu 
fica ··entupido'' com um número alto de células de pacotes corrompidos. É notório que o 
goodput de pacote produzido pela políticas DAPH e DAPH.J decresce abruptamente para 
pacotes grandes. enquanto o goodput ele pacote produzido pelas políticas DPP e DAP 
decresce suavemente. Em resumo. a política Al\IP fornece o maior goodput de células sem 
levar em consideração o tamanho do pacote. e produz o maior goodput de pacotes para 
pacotes grandes. 

















DAP -··· 0--··-DAPHJ _, 0.88 
0.88 1··························+························+··························1 
t 0.84 t----------+--·---·-t-------·.j 





DAP ---0--··· OAPHJ _ .. 
Figura 5.7: Goodput ele célula e pacote x Proporção constante do Tamanho do bujffr pelo 
Tamanho médio do pacote. Carga Fornecida = 0.8. 
:.Jos experimentos ele simulação. nota-se que se ao im·és de se aumentar o número de 
fontes, aumenta-se a taxa de ati,·idade, isto é. mantém-se o número de fontes e a duração 
média de períodos on constante e decresce-se a duração média dos períodos off. o goodput 
de célula e o goodput de pacote da política .\?\IP permanecem no mesmo valor. enquanto 
o goodput de célula e o goodput de pacote produzido pelas outras políticas aumentam 
0.05. Em outras palanas. para um mímero fixo de fontes com taxa de ati,·idade alta. os 
resultados da política .\:\IP são claramente menos vantajosos do que são para números 
altos de fontes com taxa de ati,·idade baixa. 
Para entender o quanto os resultados do exemplo anterior são dependentes da razão 
entre o tamanho do pacote e o tamanho do buffu. aYalia-se o goodput com função desta 
razão. isto é. aumenta-se simultaneamente o tamanho médio do pacote e o tamanho do 
buffu para uma carga fixa. Pela Figura :j.7, conclui-se que tanto o goodput de célula e o 
de pacote são quase os mesmos para um proporção fixa do tamanho médio do pacote pelo 
tamanho do buffu. 
r> Redes com fontes heterogêneas 
Para avaliar políticas de descarte em redes com fontes heterogêneas. considera-se quatro 
tipos diferentes de fontes com tamanhos médios de pacotes distintos. Fixa-se o número 
total de fontes em :32. o que fornece uma carga de 0.8. e varia-se a proporção de cada tipo 
de fonte. Considera-se fontes com tamanho médio ele pacote de .). 21. 8.5 e 170 células 
.\TM. e distribui-se inicialmente a carga igualmente entre os quatro conjunto de fontes. 
\'aria-se. então, o número de fontes de um conjunto específico. e distribui-se o restante 
da carga entre os outros três conjuntos de fontes. Na Figura 5.8. para tamanho de buffu 































Figura 5.8: Goodput de célula e pacote x Proporção de células com tamanho médio de 
liO células ATJ\I em um rede com :3:2 fontes. pacote podem ter tamanho médio de 5. :21. 
85 e liO células ATM. tamanho do buffu = -!00. 
-!00. \·aria-se o número de fontes com tamanho médio de pacote de liO células ATM. No 
eixo horizontaL mostra-se a proporção de fontes desse tipo. Com o aumento elo número 
de pacotes grandes o goodput ele célula diminui uma vez que se aumenta a chance de um 
pacote que chega encontrar um número baixo de espaços de buffu disponí\·eis. Contudo. 
a política Al\IP fornece o maior goodput de célula. Enquanto o goodput da política .-\l\IP 
está acima ele 0.9. o goodput de célula da política D.-\PH.J é O.il. A política A~IP também 
tem a menor taxa de mudança elo goodput da célula. Nesse exemplo específico. enquanto 
o goodput ela política A:\1P decresce 0.0:). o goodput de célula produzido pelas outras 
políticas decresce pelo menos 0.1. Para tamanho de bufftr pequeno ( 100). a diferença 
entre o goodput de célula da política Al\IP e o goodput produzido pelas outras políticas 
pode ser tão baixo quanto 0.1 (DAP) e tão alto quanto 0.:3 (DAPH e DAPH.J) . 
. -\pesar do goodput de pacote elas políticas DPP e DAP serem maior do que o goodput 
de pacote ela política Al\IP. a diferença entre o maior goodput de pacote ( goodput de pacote 
da política DPP) e o goodput ele pacote da política A~IP é menor elo que 0.00. sem levar em 
consideração o tamanho do buffu. Em resumo. a política A:\IP fornece o maior goodput 
de célula. e seu goodput ele pacote não difere significativamente do goodput ele pacote dado 
pelas outras políticas. 
Contudo. para redes com uma proporção alta de pacotes pequenos. tem-se um quadro 
consideravelmente diferente. Na Figura :).9. aumenta-se a proporção de fontes com tama-
nho médio de pacote de 5 células ATl\I e distribui-se o restante ela carga entre as outras 
políticas. Com o aumento ela proporção de pacotes pequenos. o goodput de célula também 
aumenta. e a diferença entre o goodput de célula produzido pelas diferente~ políticas di-
minui. 1\Iais uma vez. o goodput de pacote da política Al\IP é menor do que o goodput ele 
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Figura :).9: Goodput de célula e pacote x Proporção de células com tamanho médio de 5 
células .\T~I em um rede com :32 fontes, pacote podem ter tamanho médio de 5. 21. 85 e 
170 células ATl\I. tamanho do buffer = -!00. 
pacote elas políticas DPP e DAP. mas a diferença entre o goodput de pacote da política 
DPP e o goodput de pacote da política Al\IP é no\·amente menor do que 0.0.). Para ta-
manhos grandes de bu.ffcr (> -!00) o goodput de célula dado pelas diferentes políticas é 
indistinguíwl. 
5.3.2 Fontes ort-off com cauda longa 
Fm processo auto-semelhante pode ter um efeito significativo no desempenho de Pnfi-
leiramento, isto é, pelo simples aumento do tamanho do bu.ffu, não é possível diminuir a 
probabilidade ele transbordo considera\·elmente. Portanto, é de grande importância ava-
liar a efetividade de políticas ele descarte de pacotes sobre processos auto-semelhantes. De 
acordo com esse raciocínio, gera-se um processo mo\·imento Browniano fracionai atra\·és 
da agregação de fontes on-o.ff com cauda longa. Fsa-se a distribuição Pareto tanto para 
duração dos períodos on quanto para a duração dos períodos off. ~os experimentos 
de simulação, verificou-se que 20 fontes é geralmente suficiente para gerar um processo 
agregado auto-semelhante. Para se ter certeza que o processo agregado era realmente 
um processo com dependência de longa-duração. coletou-se para cada experimento de si-
mulação o ntÍmero ele células ( bytts) gerados a cada intervalo de tempo. Usou-se então a 
análise gráfica uariance time para verificar se o parâmetro ele Hurst do fluxo agregado era 
o valor especificado. Em outras palavras. verificou-se se o parâmetro de Hurst do fluxo 
agregado era igual a ( :3 -o) /2 onde o é a forma ( shapf) da distribuição Pareto. 
A Figura .5.10 exibe uma análise gráfica eariance time feita sobre um fluxo gerado com 
tamanho de pacote 05 e parâmetro o = 1.6. o que implica em um \·alor ele H = 0.8. ~este 
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Figura 5.10: Análise Gráfica caruwn timt plot. 
caso a análise gráfica mostra para esse fluxo um valor de H = 0.82/.5. 
t> Influência da carga 
-·) 
1-
:-.;a Figura .J.l L mostra-se o goodput de célula como função da carga da rede para tamanho 
de buffer -!00, tamanho médio de pacote ele -!2 células .-\TM. e para diferentes valores de 
parâmetro ele Hurst. Com o aumento elo parâmetro de Hurst. períodos ele transbordo 
tornam-se mais longos. e conseqüentemente o goodput ele célula diminui. A política A:\IP 
fornece o maior goodput ele célula. e o goodput de.célula ela política DAP tem ,·alor próximo 
do goodput ele célula da política Al\IP .. -\ política Al\IP é capaz de manter o goodput ele 
célula acima de 0.7 -!. mesmo sob um fluxo com H = 0.9. O goodput produzido pela 
política DPP e pela política DAPH.J fica abaixo de 0.6. Nota-se que dependências ele 
longa-duração impactam consideravelmente o goodput de célula produzido por todas as 
políticas. Por exemplo. para uma carga ele O. i. o goodput ele célula ela política A~IP é 
0.95 para H = 0.7. e 0.8 para H = 0.9. Além disso. as políticas DPP. DAPH e DAPH.J 
são mais sensí,·eis ao parâmetro de Hurst do que a política AMP. Por exemplo. o goodput 
de célula ela política DPP para uma carga ele 0.7 e para H = 0.7 é 0.88 enquanto para 
H = 0.9 é 0.6-!. Com o aumento elo parâmetro de Hurst, períodos de transbordo são 
mais demorados elo que o tempo médio de residência nos períodos on e off. l' ma ,·ez que 
a política DPP usa qualquer espaço de bufftr disponível para tentar acomodar um novo 
pacote. ela ··entope"' a fila com um número maior de células de pacotes corrompidos elo 
que sob um processo com dependência de curta-duração. Portanto. um pacote que esteja 
chegando pode encontrar menos espaços de bufftr disponÍ\·eis do que precisa. enquanto 
espaços de buffer são ocupados por células inúteis. As políticas DAPH e DAPH.J são mais 
sensíveis ao parâmetro ele Hurst porque durante períodos longos ele transbordo. existe uma 
chance maior que o nível de ocupação ela. fila no fim da. transmissão de um pacote esteja 
acima da última vez que ultrapassou o nível de ocupação. Em outras palavras. as políticas 
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Figura .).11: Goodputcle célula x Carga fornecida, Tamanho médio ele pacote ele -!2 células 
ATM. Tamanho do bu.ffu = -!00 e para diferentes ,·alores de parâmetro ele Hurst. 
DAPH e DAPHJ tendem a considerar uma fonte como inativa desnecessariamente. Além 
ele produzir o maior goodput ele célula. para um valor fixo ele H. a política AMP tem a 
menor taxa de diminuição elo goodput ele célula. 
Para tamanho ele bu.ffu 100. e tamanho médio de pacote ele -!2 células AT~I (isto é. 
para uma razão alta entre o tamanho médio elo pacote e o tamanho elo buffer) a política 
A.\IP também tem um bom desempenho. Para um fluxo com parâmetro ele Hurst ele 0.9. 
o goodput ele célula ela política A~IP está acima de 0.8. enquanto o goodput fornecido pelas 
políticas DPP. DAPH e D.\PH.J estão abaixo ele 0.6. Em outras palavras. mesmo para 
,·alares altos ele parâmetro ele Hurst. a política Al\IP é capaz ele manter uma utilização ele 
bancla-passante razoáwl. enquanto as políticas DPP. DAPH e DAPH.J utilizam menos ele 
60% ela banela-passante para carregar informação útil. Para tamanho pequeno de buffer 
( 100). o goodput de célula da política DAP não é mais semelhante ao goodput da política 
Al\IP. porque nesse cenário o mecanismo thrEshold descarta pacotes desnecessariamente. 
.).3. Resultados Suméricos 
De fato. o goodput da política DAP é 0.1 menor elo que o goodput de célula ela política 
A~IP. Com o aumento do H. o goodput ela política DPP fica mais perto do goodput elas 
políticas DAPH e DAPHJ. 
Comparando-se o goodput ele célula sob um processo com dependência de curta-duração 
(períodos on-off com distribuição exponencial) com o goodput de célula sob um processo 
com dependência de longa-duração, observa-se que o goodput ele célula é mais baixo sob 
um processo com dependência de longa-duração elo que sob um processo com dependência 
de curta-duração. Por exemplo. para tamanho ele buffer -!00, e carga ele 0.8. o goodput 
da política DPP é 0.96 sob um processo com dependência ele curta-duração, enquanto é 
0.6:2 sob um fluxo com H = 0.9. Contudo, o goodput ela política AMP sob um fluxo com 
dependência de longa-duração decresce menos do que qualquer outra política. Por exem-
plo. para uma carga de 0.7 e para H = 0.9, o goodput ele célula da política .-\l\IP decresce 
0.18 quando comparado a um processo com dependência ele curta-duração enquanto que 
o goodput ele célula ela política DAPH(.J) decresce 0.:):3. 
Por outro lado, o goodput de pacote ela política Al\IP é altamente sensível ao parâmetro 
ele Hurst e fornece o goodp ut ele pacote mais baixo entre todas as políticas independente elo 
tamanho do buffu (Figura 5.1:2). Isso acontece porque períodos de transbordo tornam-se 
mais longos e conseqüentemente, a política Al\IP descarta um número alto ele pequenos 
pacotes para enfileirar pacotes grandes que chegam. Apesar de a política .-\l\IP produzir 
o menor goodput de pacote, ele está. acima de 0.775. mesmo para H = 0.9. A diferença 
entre o maior goodput de pacote. o goodput de pacote da política DPP. e o goodput ele 
pacote da política Al\IP é quase 0.:2. 
)Jota-se que independente do comportamento ele queda ela correlação do processo de 
entrada (dependência de curta ou de longa duração). o goodput de célula da política DPP 
é sempre menor do que goodput ele célula ela política DAP. enquanto o goodput de pacote 
da política DPP é sempre maior do que o goodput da política DAP. Essa tendência pode 
ser facilmente entendida considerando-se o fato de que durante períodos de transbordo a 
política DPP tende a .. entupir'' a fila com um rnímero alto de células inúteis. Portanto. 
em um certo momento. um pacote grande que esteja chegando pode achar o tamanho ela 
fila da política DAP abaixo do valor de th reshold. enquanto pode não encontrar espaço 
suficiente de buffu na fila da política DPP. Por outro lado. a política DPP pode admitir 
um número alto de pacotes de tamanho pequeno quando o tamanho ela fila da política 
DAP está. acima do valor de th reshold. Contudo, o tamanho total de um número alto de 
pequenos pacotes admitidos sob a política DPP pode ser menor do que o tamanho total 
de um número pequeno de pacotes grandes admitidos na política DAP. 
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Figura :).12: Goodp ut de pacote x Carga fornecida. Tamanho médio de pacote ele -±2 células 
ATl\L Tamanho do bujjú = -±00 e para diferentes \·alares ele parâmetro ele Hurst. 
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Figura .).1:3: Goodput de célula x Tamanho médio do pacote. Carga fornecida 0.8. 
Tamanho elo buffer = -!00 e para diferentes Yalores de parâmetro de Hurst. 
t> Influência do tamanho médio do pacote 
Na Figura :).1:3. mostra-se o goodput de célula com função do tamanho médio do pacote 
para tamanho de buffu -!00. e para diferentes \·alores de H. Com o aumento do tamanho 
do pacote. o goodput de célula ol)\'iamente diminui. Contudo. a política .\l\IP produz o 
maior goodput de célula. O parâmetro de Hurst impacta consideravelmente o goodput de 
célula. 
Fluxos com um tamanho médio de pacote alto são mais afetados do que fluxos com 
tamanho médio de pacote baixo. isto é. pacotes longos têm alta probabilidade de se-
rem descartados durante períodos de transbordo. e essa probabilidade aumenta quando 
períodos de transbordo tornam-se maiores. Por exemplo. o goodput de célula da política 
A~IP para tamanho de pacote menor que 10 células ATM e para H= 0.7 é 0.98. enquanto 
para H = 0.9 é 0.8/.). Adicionalmente. para H = 0.9 e para um fluxo com tamanho médio 
.) . .J. Resultados Suméricos 77 
ele pacote menor que LO células AT~L o goodpzd ele célula da política Al\IP é 0.87:") en-
quanto é 0.625 para um tamanho médio de pacote de :350 células ATM. Além disso. a 
política A~IP é menos afetada pelo parâmetro ele Hurst do que as outras políticas. Por 
exemplo. para H = 0.9 e tamanho médio de pacote menor que 10 células ATM o goodpzd 
de célula da política DPP é 0.75. enquanto para tamanho médio de pacote de :350 células 
ATM esse \·alor é 0.-15. Além ele fornecer o maior goodpzd ele célula, a política A~IP tem 
também o menor declive. 
Para tamanhos pequenos de buffu. isto é. para uma razão alta entre tamanho médio 
do pacote e tamanho do buffu>, o goodpztf ele célula é menor do que para uma razão 
baixa. Contudo. a política Al\IP é ainda capaz de manter um goodput razoável enquanto 
o goodput de célula da política DAPH( J) decai para \·alores inaceitáveis. Por exemplo. 
para um tamanho de pacote de :350. o goodput de célula da política A~IP é 0.65 enquanto 
o goodput da política DAPH( .J) é 0.:35. 
Nota-se que o goodput de célula é tipicamente mais alto sob um processo com de-
pendência de curta-duração do que sob um processo com dependência longa-duração. 
Por exemplo. para um tamanho de pacote de 170 células ATM. tamanho de bujjf r -!00 e 
sob um processo com dependência de curta-duração, o goodput de célula da política A~IP 
é 0.87. enquanto o goodput ele células é 0.725 sob um fluxo com H = 0.9. Além disso. 
sob um processo com dependência ele curta-duração os goodput ele célula para tamanho 
pequeno de pacote são quase indistinguíveis o que não acontece sob um processo com 
dependência ele longa-duração. especialmente para valores altos de H. 
Por outro lado. tanto o parâmetro de Hurst quanto o tamanho médio do pacote influ-
enciam o goodput de pacote (Figura :S.l-!). Apesar ela política AMP fornecer o goodpzd de 
pacote mais baixo para \·alores alto de parâmetro ele Hurst. esse \·alor é sempre maior do 
que 0.725. Enquanto sob um processo com dependência de curta-duração e para pacotes 
grandes. a política Al\IP produz o goodput ele pacote mais alto. sob um processo com 
dependência de longa-duração. ela produz o goodput de pacote mais baixo. Para fontes 
que geram pacotes longos. com os períodos de transbordo ficando maiores. a probabili-
dade de uma fonte produzir pacotes pequenos aumenta. assim sendo, aumenta também 
a probabilidade de um pacote longo que chega encontrar pacotes pequenos na fila. Logo. 
para períodos de transbordo longos a política A~IP pode descartar mais do que um pacote 
para acomodar um pacote que chega. 
e> Redes com fontes heterogêneas 
Para inwstigar políticas de descarte em redes heterogêneas, considera-se fontes com ta-
manho médio de pacote de 5. 21. 85 e 170 células .-\Tl\1. Inicialmente distribui-se a carga 
igualmente entre todos os conjuntos de fontes. Aumenta-se o número de fontes para um 
conjunto específico ele fontes e distribui-se o restante da carga igualmente entre os outros 
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Figura ;).1-l: Goodput ele pacote x Tamanho médio elo pacote. Carga fornecida 0.8. 
Tamanho do buffer = -100 e para diferentes valores ele parâmetro ele Hurst. 
.j .. ). Resultados Suméricos ID 
conjuntos. Na Figura 3.1:':), varia-se o nlÍmero de fontes com tamanho médio de pacote de 
110 células ATl\I para uma carga fixa de 0.8 e tamanho de buffu -!00. A política AMP 
produz o goodput de célula mais alto. O parâmetro de Hurst tem uma grande influência 
no goodput de célula. Contudo. o goodput ele célula ela política Al\IP está acima de 0.61 
mesmo para H= 0.9. Novamente, manter o goodput ele célula alto quando o goodput elas 
outras políticas decai consideravelmente ilustra a vantagem de maximizar a ocupação do 
buffer somente com células boas. Por outro lado. em redes heterogêneas com uma porcen-
tagem a.lta de pacotes grandes. a política Al\IP tipicamente descarta mais que um pacote 
para admitir um pacote que chega. e. portanto produz o goodput de pacote mais baixo. 
Com o aumento do parâmetro de Hurst. o goodput de pacote decai consideravelmente. 
Enquanto as políticas DPP e DAP são capazes de manter um goodput de pacote alto. o 
goodput de pacote da política .-\l\IP para H= 0.9 decai para 0.67 (Figura .5.16). 
Esses resultados diferem dos resultados fornecidos para um processo com dependências 
ele curta-duração. Sob um processo com dependência de curta-duração, a política A.l\IP 
produz o goodput de célula mais alto e também presen·a o valor do goodput de pacote 
perto do goodput de pacote das políticas DPP e DAP. Ao se variar a proporção de pacotes 
com média de 3 células ATl\L o goodput ele célula da política Al\IP permanece acima de 
0.83 mesmo para H= 0.9 e goodput de pacote da política Al\IP difere ele no máximo 0.1 
do goodput ele pacote mais alto (política DPP). 
5.3.3 Fontes com distribuição Pareto nos períodos on e distri-
buição geométrica nos períodos off 
A convergência da agregação de um nlÍmero grande de fontes on-off com cauda-longa 
para um movimento Browniano fracionai não requer que a distribuição da duração de 
ambos os períodos on e os períodos o.fftenham cauda-longa. Para investigar se os resulta-
elos podem ser afetados pela hipótese ele se ter períodos off com distribuição geométrica, 
repetiu-se os mesmos experimentos descritos na última seção. Nenhuma diferença signi-
ficativa nos resultados foi obsen·ada. 
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Figura 5.1.5: Goodput de célula x Proporção de células com tamanho médio de pacote 
de 170 células AT.M para diferentes valores de parâmetro de Hurst em uma rede com :32 
fontes. pacotes com tamanho médio de 5. 21. 8.) e 170 células ATM. 
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Figura :j.16: Goodput de pacote x Proporção de células com tamanho médio de pacote 
de 170 células ATl\1 para diferentes \·alores de parâmetro de Hurst em uma rede com :32 
fontes. pacotes com tamanho médio de :j, 21. 85 e 170 células ATl\I. 
5.4 Resumo 
• l\Iostrou-se atra\·és ele resultados de simulação que a política Al\IP produz o goodpzd 
de célula mais alto entre todas as políticas. E ainda. para uma razão alta ele tamanho 
médio ele pacote pelo tamanho do buffu e sob um processo com dependência de 
curta-duração. a política .-\.1\IP fornece o goodput de pacote mais alto. Contudo. 
sob um processo com dependência de longa-duração o goodput de pacote da política 
Al\IP é o menor entre todas as políticas. Sob um processo com dependência ele 
longa-duração a política DPP fornece o goodput ele pacote mais alto. 
• As políticas DAPH e DAPH.J podem fornecer um desempenho muito ruim indepen-
dente da característica de tráfego. 
.).-1. Resumo ~·) (_-
• A política .-\MP requer que o tamanho do pacote seja transmitido na primeira célula 
do pacote. Sabe-se que metade elos dados do usuário (payload) de uma célula é 
estatisticamente perdido ao se dividir um pacote de tamanho \·ariável em um certo 
número de células de tamanhos fixos. Portanto. o ouuhead pode ser menor que 
uma célula por pacote. Contudo. durante períodos de congestionamento. células 
resultantes ele ouuhead podem impactar o desempenho da rede. 
• A implementaçào da política A1IP em tempo real demanda que se solucione o 
pro h lema da mochila. que pode ser feito em O( c* n) onde c é o número de espaços 
de buffu a serem colocados à clisposiçào para o pacote que chega e n é o número de 
pacotes possíveis para serem descartados. V ma \·ez que a política AMP seleciona 
pacotes de serem desca.rtados entre pacotes com a primeira célula ainda na fila, a 
complexidade de h a rd warf pode ser reduzida. 
Capítulo 6 
Conclusão 
Desde a publicação do primeiro trabalho acerca de modelagem de tráfego através de 
processos auto-semelhantes. estes vêm ocupando uma crescente importância na litera-
tura. Apesar da constatação de padrões auto-semelhantes em diversos tipos ele tráfego 
reforçarem o uso destes modelos. é necessário estudar o impacto ele se considerar ele-
pendências ele longa-duração no dimensionamento ele redes de comunicação. Ou seja. é 
preciso esclarecer qual é a influência de correlações distantes no tempo em uma rede com 
multiplexadores que possuem espaço finito ele bujJfr e onde aplicações possuem restrições 
ele tempo real. 
Esse trabalho investigou a eficácia de descarte seletivo tanto a nível ele pacote quanto a 
ní,·el de célula sob a influência de processo com dependências de longa-duração. Considerou-
se no estudo de descarte seletivo a nível de célula as disciplinas Compartilhamento Total 
(C'T - Comphff Sharing) e Compartilhamento Total com Garantia de Tamanho l\línimo 
ele Fila (CTGTl\IF- Compldf Sharing u·ith Guarantud Queue J1inimum) e as principais 
políticas de descarte descritas na literatura .. -\nalisou-se através ele simulação o impacto 
das características elo processo ele entrada. tais como: carga elo sistema. parâmetro de 
Hurst e ,·ariância. nas taxas de perda por classe e no tamanho do intervalo ele perdas ela 
classe ele célula com prioridade baixa. Investigou-se inicialmente descarte seletivo com 
apenas duas classes de prioridade (baixa e a.lta) e em seguida im·estigou-se a influência 
elo uso ele múltiplas classes ele prioridade. No estudo ele descarte seleti\·o a nível ele 
pacote introduziu-se uma nova política ele descarte ele pacote. Aceita-Maior-Pacote. e 
comparou-se essa política com as principais políticas ele descarte existentes na literatura. 
Analisou-se o compromisso entre o goodput ele célula e o goodput ele pacote. Estendeu-se a 
análise também para redes com fontes que geram pacotes ele tamanhos médios distintos. 
8:) 
6.1. Principais Cont ri buíções 8-1 
6.1 Prin.cipais Contribuições 
Pode-se resumir as contribuições da presente dissertação nos seguintes itens: 
• Verificou-se que o parâmetro de Hurst tem uma influência significativa na eficácia dos 
mecanismos de descarte seletivo de células baseado na disciplina Compartihamento 
Total e na política de descarte PCPD. Para valores altos ele parâmetro de Hurst 
(H > 0.8) não existe uma diminuição significativa na taxa de perda da classe com 
prioridade alta mesmo para grandes b uffas ( > 800). Contrariamente, para valores 
baixos elo parâmetro ele Hurst, a taxa de perda da classe com prioridade alta diminui 
ao se aumentar o tamanho do buffu. Para filas baseadas em C'TGTl\IF, a taxa de 
perda da classe com prioridade alta aumenta significativamente com um nível de 
proteção ele 20%. Adicionalmente, não se observou impacto significativo na taxa 
de perda da classe com prioridade baixa. Essas evidências indicam que o descarte 
seleti\·o baseado em ('T é claramente vantajoso para valores baixos de parâmetro 
de Hurst ( < 0.8) enquanto não é necessariamente vantajoso para a disciplina de 
C'TGTl\IF: 
• A política ele descarte ele célula tem um grande impacto nos resultados. A disci-
plina PCPD-l\1 minimiza a taxa de perda ela classe com prioridade alta e pode gerar 
uma taxa de perda três ordens ele grandeza mais baixa do que lTC'PD. Resultados 
baseados na PC'PD são muito próximos daqueles mostrados pela PCPD-l\1. A dis-
ciplina PC'PD tem a vantagem de ser menos complexa de implementar uma vez 
que requer menos deslocamento ele buffu do que a PC'PD-l\1. Logo. PC'PD é uma 
opção atrati,·a para implementação em um comutador ATM. A política PC'PD-l\I 
sempre produz o \·alor máximo de comprimento de intervalo de perdas da classe com 
prioridade baixa seguido de perto pela política PCPD e depois pela política RAND 
e finalmente pela política UC'PD. Verificou-se que a política PCPD-M produz um 
comprimento máximo ele intervalo de perdas que pode ser três vezes maior do que 
o comprimento máximo ele inten·alo de perdas da política FC'PD: 
• Obsen·a-se que com o aumento do tamanho do buffu a diferença entre o compri-
mento máximo de intervalo das perdas das diversas políticas de descarte diminui. 
Além disso. o comprimento ele rajada ele perda a classe com prioridade baixa é muito 
sensível ao parâmetro H. Nota-se também que o mecanismo ele proteção de buffu 
(C'TGTMF) pode reduzir significati,·amente o tamanho máximo do intervalo de per-
das ela classe com prioridade baixa. e que ao se aumentar a carga, P( alta/ alta), ou 
a variância aumenta-se o comprimento do intervalo de perdas de todas as políticas 
de descarte: 
6.:2. Trabalhos Futuros 
• Mostrou-se que em uma fila com múltiplos nÍ\·eis de prioridade pode-se transportar a 
mesma carga de uma fila com dois níveis de prioridade utilizando-se um tamanho de 
buffer menor. Verificou-se também que em uma fila com quatro nÍ\·eis de prioridade 
tem uma flexibilidade maior para lidar com um fluxo com \·alor alto de variância: 
• Os resultados de simulação de políticas ele descarte ele pacotes mostraram que a 
política Aceita-1\Iaior-Pacote produz o goodput ele célula mais alto entre todas as 
políticas. E ainda, para uma razão alta de tamanho médio ele pacote pelo tamanho 
do buffer e sob um processo com dependência de curta-duração, a política Aceita-
Maior-Pacote fornece o goodput ele pacote mais alto. Contudo, sob um processo 
com dependência de longa-duração o goodput de pacote ela política Aceita-l\Iaior-
Pacote é o menor entre todas as políticas. Sob um processo com dependência de 
longa-duração a política Descarte Parcial ele Pacote fornece o goodput de pacote 
mais alto. 
6.2 Trabalhos Futuros 
A presente dissertação pode ser estendida em diversas direções: 
• A política Aceita<\Iaior-Pacote requer que o tamanho do pacote seja transmitido na 
primeira célula elo pacote. Sabe-se que metade elos dados do usuário ( payload) de 
uma célula é estatisticamente perdido ao se di,·idir um pacote de tamanho variável 
em um certo número de células de tamanhos fixos. Portanto, o Ol't rhwd de trans-
missão do tamanho do pacote pode ser menor que uma célula por pacote. Contudo, 
durante períodos ele congestionamento, células resultantes ele ot•trhwd podem dimi-
nuir o desempenho da rede. Pesquisas futuras elevem investigar o efeito ele células 
geradas devido ao Ol't rlnad. 
• Selecionar um pacote para ser descartado entre os pacotes CUJaS primeiras células 
ainda estão na fila ou selecionar entre todos os pacotes enfileirados é o compromisso 
entre maximizar o goodpat de célula em um multiplexador isoladamente e ··entu-
pir" os próximos multiplexadores com células inúteis. Investigações futuras elevem 
abordar esta questão. 
• Esse trabalho traz contribuições específicas para o entendimento do comportamento 
de mecanismos de controle ele congestionamento (mecanismos ele descarte seletivo 
e políticas de descarte de pacotes) sujeitos a processos auto-semelhantes. Pesquisas 
futuras elevem investigar a derivação de resultados analíticos destes mt:'canismos. 
6.:2. Trabalhos Futuros x6 
• lnYestigar o relacionamento entre descarte seletivo a nível de pacote e a nível de 
célula sobre influência de processo com Dependências de Longa- Duração é um tarefa 
interessante a ser abordada. 
• Pesquisar o comportamento de mecanismos de controle de tráfego (mecanismos de 
controle de admissão e controle de policiamento) relacionado com descarte seletivo 
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