Studies in microbial ecology require accurate measures of cell number and biomass. Although epifluorescence microscopy is an accepted and dependable method for determining cell numbers, current methods of converting biovolume to biomass are error prone, tedious, and labor-intensive. This paper describes a technique with sedimentation field-flow fractionation to enumerate bacteria and determine their density, size, and mass. Using cultured cells of different shapes and sizes, we determined optimum values for separation run parameters and sample-handling procedures. The technique described can separate and detect 4',6-diamidino-2-phenylindole-stained cells and generate a fractogram from which cell numbers and their size or mass distribution can be calculated. A direct method for estimating bacterial biomass (dry organic matter content) which offers distinct advantages over present methods for calculating biomass has been developed.
Measurements of bacterial numbers and biomass are critical to understanding the ecological role of bacteria in aquatic ecosystems. Calculations of energy and carbon flow through microbial pathways require accurate knowledge of standing stocks and growth of bacteria. To determine standing stocks and production requires knowledge about the mass of individual cells. Cell numbers can be accurately determined by epifluorescence microscopy in a wide variety of situations, but the conversion of cell numbers to biomass is less straightforward. Ideally the biomass of a given number of cells should be measured for each sampling situation, as the cell mass depends upon the cell size and density, both of which vary considerably in relation to nutrition (32) , season (1, 6) , and other environmental variables. However, measurements of the cell volume/cell mass ratio are laborious, time-consuming, and subject to several sources of error. Therefore, despite the importance of the cell-numberto-biomass relationship, few investigators derive their own conversions and those who do rarely do so over the full range of spatial and temporal variables. In most cases researchers compromise by estimating cell volumes and use literature values for the volume-to-mass ratio.
The relatively few published biovolume-to-biomass ratios for bacteria vary by more than 10 times (26) , which could result in a large error when choosing such a critical datum. Most volume-to-mass ratios published have been derived with cultured cells whose size and density may differ from those of natural cells (2, 7, 19) . Techniques developed for natural cells depend upon size fractionation to isolate cells so they can be concentrated for carbon analysis and size determinations (21, 25) . These techniques cannot be used in sediments or in systems with high nonbacterial particle loads that are characteristic of many freshwater environments. In addition, the measurements are laborious, and hence the number of samples that can be processed is limited. As a consequence, although it is known that many factors affect the cell-volume-to-mass relationship, this variation is not determined in most studies, leading to errors in biomass and production calculations of unknown magnitude.
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Even determining cell volumes is difficult enough to keep most investigators from measuring the full range of variability present during a study. Mean cell volumes for aquatic bacteria vary by 30 times among different studies (29) and show spatial and temporal variation within a study (10, 33) . These difficulties limit the accuracy of comparisons among ecosystems or even different locations within an ecosystem. Automated methods such as image analysis or flow cytometry can give size information but suffer from various limitations. For example, with image analysis, problems arise because of the lower size limit for optical microscopy and in differentiating bacterial cells in samples with high concentrations of nonbacterial particles. Although flow cytometry has developed rapidly in recent years, the lowest size accessible, about 0.5 ,um (30) , still does not cover the full range found for natural aquatic bacteria. In addition, flow cytometers remain rather expensive instruments. Errors arising from the volume-to-mass conversion factor are still present with these methods. Hence, there is a great need for a technique that can generate biomass information directly, quickly, and inexpensively.
In this paper we present a new method to enumerate and size bacteria with sedimentation field-flow fractionation (SdFFF). Using cultures of common bacterial species as models, we have demonstrated the utility of this technique in calculating cell numbers, densities, and the size and mass distributions of bacterial samples. A new approach for measuring bacterial biomass which requires only that an estimate of the average density of the cell organic matter is known has been developed. SdFFF should be applicable to a wide range of microbiological areas including biotechnology and medical research. We are currently developing the techniques for use with natural bacteria. 
THEORY OF SEDIMENTATION FIELD-FLOW FRACTIONATION
where k = Boltzmann's constant, T = absolute temperature, and w = channel thickness.
The retention parameter A is also related to the equivalent spherical particle diameter (d) and the density difference between the particle and the carrier liquid (Ap) by: collector ( Fig. 1) . A sample mixture is injected at one end of the channel ( Fig. 2A) and then a centrifugal field is applied perpendicular to the flat face of the channel, causing particles of different effective masses to be driven to different average positions (Fig. 2B ). After this relaxation period, the channel flow is turned on. Because the SdFFF separation channel is empty, the carrier fluid develops a parabolic velocity profile with highest flow rates in the center of the channel and velocities approaching zero near each channel wall (Fig. 2C ). Thus, bacteria of different buoyant masses will be carried downstream at different velocities and thereby separated (Fig. 2C) .
In normal SdFFF, bacterial cells are driven toward the outer channel wall. At this accumulation wall, a steady-state cloud forms in response to the field-induced flux towards the wall and the flux away from the wall due to concentration diffusion (16) . The mean thickness of this layer (I) depends upon the component's effective mass in the carrier fluid, which is determined by the particle mass and volume and the density of the carrier. Cells with greater buoyant mass are driven closer to the outer wall and migrate more slowly, thereby requiring a larger carrier volume for elution from the channel (Fig. 2C) (15) . The result is the separation of particles in the channel according to their mass and size. Sample components are subsequently flushed into a detector, and from the characteristic elution time or volume, information on the mass and size distributions of cells can be obtained.
The basic retention equation for constant-field normal FFF is:
where R is the retention ratio, V< is the channel void volume, Vr is the sample elution volume, X is the dimensionless average cloud thickness llw (1 being the average cloud thickness and w being the channel thickness [ Fig. 2C]) , and coth is a standard abbreviation for the hyperbolic constant.
For samples well retained away from the void volume, it is permissible to use the simpler approximation (4):
(2) For SdFFF, the retention parameter and thus the sample elution volume depend on the centrifugal field strength S (4) where X = angular speed and r = centrifuge radius. Thus, if the particle density is known, then the equivalent diameter can be calculated from the measured elution volume by equations 1 (or 2) and 4 (14) . The usual strategy involves applying a high initial field in order to retain small particles and separate them from the void peak, which contains dissolved material and very fine colloids. The field is then progressively decreased to allow larger particles to elute in a reasonable time. Exact conditions for the initial field strength and rate of decay are chosen to achieve the best compromise between resolution (or fractionating power) and total run time (17) . In some of the runs reported here, the power program devised by Williams and Giddings (36) has been employed. After a constant field period of t1 min, the field strength S decreases according to the expression: S = So (t -ta) (5) where So and S are the field strengths initially and after time t, respectively, and ta is a constant (usually set at -8t1). The advantage of this field program form is that with a suitable choice of SO, t1, and ta, a constant required fractionating power can be obtained over the size range of the sample. In the past we have successfully utilized this power program with SdFFF to determine particle size distributions of natural aquatic colloids (3, 5) .
MATERIALS AND METHODS
Sample preparation. To determine the effects of sample preparation and various SdFFF separation parameters, large numbers of bacteria of defined and reproducible size and mass were needed. Therefore, cell cultures were chosen to bracket as closely as possible the range of shapes and sizes found in nature. All cultures used in this study were SdFFF apparatus. The basic SdFFF system (FFFractionation Inc., Salt Lake City, Utah) used in this work has been described previously (3, 4 specific fluorescence (fluorescence per cell). Minimum staining times and the stability of stained samples were determined by comparing successive fractogram peak heights for up to 12 days after stain was added to cell samples.
Calibration of detector response. The detector response must be calibrated to estimate cell counts from fractograms. Calibration curves were generated by pumping suspensions of known concentrations of DAPI-stained cells through the fluorescence detector. Calibration curves from several bacterial species were compared to test for interspecies differences. Differences in specific fluorescence among different species will affect the calibration curve. The effect of cell size on the specific fluorescence was examined within and among different species. This was achieved by using data for the average fluorescence within fractions collected across the fractograms and the cell counts measured in these fractions.
RESULTS
Run conditions. SdFFF was able to separate suspensions of various sizes and shapes of bacteria. Separations are usually recorded as a plot of detector response versus elution time or volume, known as a fractogram (Fig. 3) . Read from left to right, the fractogram ideally begins with a sharply defined peak, known as the void peak, which is caused by all unretained material washing out of the channel within 1 channel void volume of the start of flow. The curve of detector response versus elution volume for the retained sample particles then begins.
A wide range of run conditions is available for separations, and the choice is usually based on a combination of theoretical considerations and practical experience. A detailed discussion of the influence of separation parameters, such as relaxation time, field strength, initial delay time, field decay rate, and carrier flow rate, can be found in previous publications (3-5, 17, 36, 37) .
Most of the runs in this study were conducted with a constant field of 150 to 300 rpm, which proved effective for these bacterial separations. Increasing the field strength increases retention time and moves the sample peak away from the void peak, as illustrated in Fig. 3 . Except for P. aeruginosa (culture 2), a field of 200 rpm resolved the entire cell population from the void peak (Fig. 4 ). For cells with lower buoyant mass, an increased field strength would be necessary to resolve them from the void peak. (Fig. 6a ).
Stained in this manner, samples were stable for at least 9 days when stored in the dark at 4°C (Fig. 6b) . Unabsorbed DAPI eluting in the void volume created a large void peak. Higher concentrations of DAPI did not increase specific fluorescence and created problems in maintaining separation 15 0-. between the void and sample peaks. Therefore, higher DAPI concentrations should be avoided.
The fluorescence per bacterial cell, which we refer to as the specific fluorescence, is calculated by dividing the fluorescence signal by the number of bacterial cells in the detector flow cell (volume, 16 ,ul Fig. 8 for regression equations). Multiple regression analysis was performed on the entire datum set as a whole. Concentrations of cells per liter were grouped by species of bacteria. The three different species were the independent variables. Significance levels for regression slopes were based on t tests with 22 degrees of freedom, with significant differences in slope meaning P < 0.05.
The calibration curve of K aerogenes was significantly different from those of S. aureus and the Veillonilla sp. The fluorescence of S. aureus was also significantly lower than that of the Veillonella sp.
Thus, the multiple regression analysis of the data (Fig. 8 ) revealed that the species type was generally an important variable controlling the fluorescence of different cell concentrations.
Density determination. Cells eluting at a given time (or volume) in an SdFFF run have a particular effective mass (equations 1 and 3) which, as shown by equation 4, depends on both size (e.g., equivalent spherical diameter) and density (or more specifically, the difference between the cell density and carrier density Ap). To calculate cell densities, we collected fractions at various points along the fractograms of three bacterial species (Fig. 9) for epifluorescence size determinations. Cells were measured, and the equivalent spherical diameters were calculated for each fraction (Table  2) . We then calculated cell densities by using equations 1 and 4. Separations of K aerogenes, S. lactis, and two cultures of S. aureus were used.
For each species, cell densities varied little with cell volume (Table 2 ). Although differences in densities of different-size cells of the same species were always significant (analysis of variance at 0.05 level of significance gave P < 0.001), they were never greater than 6% over a threefold volume range. Calculated densities were reproducible, with only a 2% difference in mean density between the two S. aureus cultures. For three of the samples, densities calculated for fraction 1, which is closest to the void peak, departed the most from the mean. These anomalous values may be caused by the lower resolution of the separation in this region. When the density values for fraction 1 are eliminated, the variation with size for a particular bacterial species was always less than 1% of cell density.
Densities were also calculated for six species by using fractions taken from near the peak of each fractogram, roughly corresponding to the mean cell size. These data are given in Table 3 , with the cell density varying from 1.017 g cm-3 to 1.14 g cm-3. In contrast to the fairly uniform density found within a particular bacterial species, differences among species of bacteria were up to 12%. Except for the Veillonella sp. and S. aureus, cell density was not strongly correlated with cell size ( Table 3 , which does not follow the sequence of cell size.
We are primarily interested in using SdFFF to generate biomass distributions of natural communities; however, if the density of bacterial species is significantly different, separation by species is possible even if the size distributions overlap. Altering the carrier density could be used to change the effective mass such that the distributions of different species are shifted apart.
Estimation of cell numbers. To express the fluorescence detector response as cell numbers or biomass, it is important to understand what the detector is responding to. DAPI binds to the adenosine and thymidine residues on nucleic acids (30) . Measurement of the fluorescence after lysing of cells to release the DNA (34) and then staining with fluorescing dyes have been used to determine the molar ratios of AT and GC in DNA (18) and to quantify DNA in various environments (11 For single-species samples, the relationship between fluorescence signal and cell concentration (cells per milliliter) passing through the detector was linear over a wide range (Fig. 8) . Calibration curves were reproducible under standard DAPI staining conditions. Thus, the fluorescence signal F can be used to estimate the cell number concentration [n] (or dn/dV) by: (6) where K is the reciprocal of the slope of the calibration line for a given species or population and will be referred to as the calibration constant.
The data in Fig. 7 demonstrate that the specific fluorescence varied little as a function of size within a species, indicating that a single calibration value can be used to quantify cell numbers along the fractogram.
Variations in fluorescence response among species were significant (Fig. 8) , perhaps because of differences in DNA content of different species or optical effects caused by differences in cell wall geometry or composition. Although the resultant error in calculated cell numbers for a mixedspecies sample is likely to be quite small (probably less than 20%, on the basis of the three species examined in Fig. 8) , it is clear that the fluorescence calibration should be examined when applying this technique in a new environment. At this time we do not know what variation to expect in natural communities. The calibration curve may vary with differences in community composition, or the mean specific fluorescence of a mixed community may show less variation than individual members of the community. Clearly the consistency of the average specific fluorescence (and hence the calibration constant K) and its range in value among different ecosystems must be determined before using this technique with natural samples.
However, once the independence of specific fluorescence on cell size has been established and the calibration constant K has been determined, the fluorescence response should provide a consistent measure of cell number that can be used to calculate size or mass distributions (see "Generating cell size and mass distributions" below). Stain concentrations, staining times, and sample storage must be carefully controlled for calibration and to ensure consistent results. The calibration value must be determined for local conditions, and future research will be needed to establish the range of values expected. Periodic comparisons with direct microscope counts are recommended for quality control.
Cell mass determinations. Two approaches can be used to determine the cell size or mass from a fractogram. If cell densities are known, equations 3 and 4 can be solved for the equivalent spherical diameter or cell mass at any point along the fractogram. Alternatively, if the equivalent spherical diameter is measured independently, cell density and mass per cell can be calculated. This procedure could be applied at points along the fractogram if the cell density varied in different fractions. The total mass of cells in the sample can then be obtained by combining the cell number (fluorescence signal) and mass per cell (elution time) information across the entire fractogram.
The most direct method to calculate cell biomass (dry matter content) from a fractogram uses literature values for the average density of the dry matter composing cells. The retention parameter X at any point during a SdFFF separation depends on the buoyant mass of the sample particle (equation 3) . Thus, X is independent of the mass of water within the cell or associated with the extracellular coating, provided the density of such water is not modified from its normal bulk value. Indeed, the effective mass An in equation 3 can be interpreted as being equal to the buoyant mass of organic matter making up the cell (Amom). This gives a direct measurement of the dry biomass per cell, provided we can make a reliable estimate of the average density of all the organic matter in the cell (or more specifically, the density difference between the organic matter and the carrier fluid Apom)-Literature values for the average content and density of cellular constituents can be used to estimate the mean density of bacterial cells (8) . This approach is equivalent in some ways to using a single literature value for the volumeto-mass ratio when converting biovolume to biomass. Both methods assume little or no difference in density with size, and both may have a systematic error caused by choice of the wrong mean value. However, errors with the SdFFFbased approach will be much smaller (see discussion on comparison of methods). Once the mass of organic matter per cell can be calculated, the total biomass can be estimated directly from the fractogram as outlined in the next section. This procedure requires only two pieces of information, the calibration constant K and the density of organic matter Pom.
Generating cell mass and size distributions. Among the numerous ways of plotting size or mass distribution data, we present five which we consider particularly useful in Fig. 10 To calculate total biomass requires a plot in which the x axis indicates the cell dry mass (biomass per cell) and they axis is the total amount of dry mass per unit change in cell dry mass. The area under the curve is then equal to the total biomass of the sample, and the curve itself represents the distribution of cell biomass. To achieve this transformation, the elution volume axis (x axis) of the fractogram is converted to a scale giving the organic matter content per cell (mom). This requires an estimate of the average density of the cell organic matter as outlined in the section above. The correct y axis scale (dm'om/dmom) is obtained from: dm'om dm'om bVr = X dmom dVr bmom (7) where bmom is the change in cell organic matter mass corresponding to a small increment in elution volume (SVr). (8) The cell concentration in the eluent (dn/dVr) is obtained from the fluorescence detector signal by using a calibration curve of the type shown in Fig. 8 .
Hence, using equation Two examples of organic matter mass-based mass distributions for the Veillonella sp. and S. aureus are given in Fig.  10b . These were obtained from the digitized fractograms (Fig. 4 and 9c) (27) . The ability to easily monitor cell densities in nature by SdFFF might allow the use of density data in specific size ranges as an indicator of bacterial community stress.
Measurements of buoyant densities of natural bacteria are generally quite difficult to make by conventional methods. Because of the difficulty in obtaining the large numbers of clean bacteria required, isolates of natural samples are often cultured for use in density determinations. These isolates may differ from the natural community to an unknown degree. Because Comparison of methods for determining cell biomass. Calculating biomass from measures of biovolume and literature values for the volume/mass ratio incorporates at least three sources of error. First, there are errors in determining the volume. These vary with the sizing technique used and are potentially important. Measuring bacterium-size particles is difficult, since they approach the resolution of light microscopy. Our method, which uses measurements of fine-grain prints of epifluorescence images (12) , is more accurate than many other published techniques but still has a 10% error in measuring the diameters of 0.2-p,m latex spheres. This will give a 33% error in volume. Second, once volume is determined, there is potential error in selecting the appropriate volume/mass ratio. It is difficult to know the error in any given case, but values from studies in which it has been measured vary by 11-fold (26) . Finally, there is the error caused by not measuring the full variation in cell volume and volume/mass ratio because of the labor-intensive nature of those determinations. Combining the range of the first two sources of error alone gives a potential error of about +600%, if the median literature value for the volume/mass ratio is used.
In contrast, potential errors in using a literature value for the mean density of bacterial cell constituents to calculate biomass from SdFFF are much smaller. Using the full range of values reported for cell composition (20, 31, 35) yields a range in possible cell organic matter densities from 1.2 to 1.8 g cm-3. If a mean buoyant cell density of 0.5 g cm-3 were chosen, this would give a maximum potential range of +60% in calculated cell mass. An additional unknown error is involved in the estimation of the calibration constant K. Preliminary data suggest that this may not be more than ±20%. Since the SdFFF is more direct, quicker, and less labor-intensive than measuring cell sizes and volume/density ratios, it can be used routinely to generate more accurate community mass distributions across the full range of spatial and temporal sources of variation.
Summary. We 
