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Wireless networks are undergoing rapid progress and inspiring numerous 
applications. As the application of wireless networks becomes broader, they are expected 
to not only provide ubiquitous connectivity, but also support end users with certain service 
guarantees.  
End-to-end delay is an important Quality of Service (QoS) metric in multihop 
wireless networks. This dissertation addresses how to minimize end-to-end delay through 
joint optimization of network layer routing and link layer scheduling. Two cross-layer 
schemes, a loosely coupled cross-layer scheme and a tightly coupled cross-layer scheme, 
are proposed. The two cross-layer schemes involve interference modeling in multihop 
wireless networks with omnidirectional antenna. In addition, based on the interference 
model, multicast schedules are optimized to minimize the total end-to-end delay. 
Throughput is another important QoS metric in wireless networks. This dissertation 
addresses how to leverage the spatial multiplexing function of MIMO links to improve 
wireless network throughput. Wireless interference modeling of a half-duplex MIMO node 
is presented. Based on the interference model, routing, spatial multiplexing, and scheduling 
are jointly considered in one optimization model. The throughput optimization problem is 
first addressed in constant bit rate networks and then in variable bit rate networks. In a 
variable data rate network, transmitters can use adaptive coding and modulation schemes 
to change their data rates so that the data rates are supported by the Signal to Noise and 
Interference Ratio (SINR). The problem of achieving maximum throughput in a 
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1.  INTRODUCTION 
1.1  WIRELESS NETWORKS 
Wireless networks is a type of computer network in which network nodes connect 
with each other using wireless data connections. Generally, wireless networks are 
implemented and administered using radio communication. There are many types of 
wireless networks, such as wireless mesh network, wireless sensor network and so on. 
Wireless mesh network is a network topology in which each node relays data for 
the network. All nodes cooperate in the distribution of data in the network. Unlike 
traditional WLAN, nodes in wireless mesh network can communicate with each other 
without access points.  
Wireless sensor network is a wireless network, consisting of spatially distributed 
autonomous sensors. After the initial deployment, sensors start to monitor physical or 
environmental conditions, for instance, sensor nodes are deployed in several cities to 
monitor the concentration of dangerous gases for citizens or installed in a forest to detect 
when a fire has started. 
With the increasing popularity of wireless mesh networks and sensor networks, 
multihop wireless networking technology is expected to not only provide multihop 
connectivity in locations where wired networks cannot reach, but also to support 
multimedia applications with stringent quality of service (QoS) requirement. End-to-end 
delay and throughput are two of the major QoS metrics in wireless networks. This 
dissertation focus on how to minimize the end-to-end delay and how to maxize the 
throughput in wireless networks.
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1.2  ORGANIZATION OF THE DISSERTATION 
In this dissertation, cross-layer schemes for performance optimization are 
proposed. The proposed schemes are superior to the existing schemes. This dissertation is 
presented in the form of five chapters as outlined in Figure 1.1. The first two papers focus 
on how to minimize the end-to-end delay in multihop wireless networks, the last three 

















































Paper 3: Maggie X. Cheng, Quanmin Ye, X. Cheng, 
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Paper 1: Maggie X. Cheng, Quanmin Ye, Lin Cai, “Cross-Layer 
Schemes for Reducing Delay in Multihop Wireless Networks”, 




The first paper addresses how to minimize end-to-end delay jointly through 
optimizing routing and link layer scheduling. Two cross-layer schemes, a loosely coupled 
cross-layer scheme and a tightly coupled cross-layer scheme are proposed. In the loosely 
coupled cross-layer scheme, routing is computed first and then the information of routing 
is used for link layer scheduling; in the tightly coupled scheme, routing and link scheduling 
are solved in one optimization model. The two cross-layer schemes involve interference 
modeling in multihop wireless networks with omnidirectional antenna. A sufficient 
condition on conflict-free transmission is established, which can be transformed to 
polynomial-sized linear constraints, and a linear program based on the sufficient condition 
is developed. 
The second paper addresses when the multicast tree is given how to schedule 
wireless nodes for transmission so that network delay is minimized. Firstly the conflict 
relation among wireless transmissions in a conflict graph is considered, and then a 
transmission schedule based on an Integer Linear Programming (ILP) model is computed. 
Since solving ILP problem is NP-hard, a heuristic is designed to solve the ILP problem. 
The resulting schedule is conflict-free, which is guaranteed by the feasibility of the ILP 
model. 
The third paper addresses how to leverage the spatial multiplexing function of 
MIMO links to improve wireless network throughput. Wireless interference modeling of a 
half-duplex MIMO node is presented, based on which, routing, spatial multiplexing and 
scheduling are jointly considered in one optimization model. A linear program-based 
algorithm is proposed for the joint optimization. 
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The fourth paper uses an optimization framework to jointly consider MIMO link 
spatial multiplexing and scheduling while the routing information is given. A linear 
program-based algorithm is proposed, and simulation results show it is advantageous over 
the spatial multiplexing scheme without joint design of scheduling. 
Finally, in the fifth paper, the scheduling problem in a millimeterwave wireless 
personal area network is considered in which users can use adaptive coding and modulation 
schemes to change their data rates. The scheduling problem is to map transmissions to time 
slots so that the total throughput is maximized. Discretizing data rate into several distinct 
levels supported by the PHY layer is proposed, and then use a linear programming model 
to find the highest rate level a flow can achieve. The same model is extended to consider a 
mixture of omni-directional antennas and directional antennas with heterogeneous 
transmitting power. 
 
1.3  CONTRIBUTIONS OF THE DISSERTATION 
In the first paper, the main contributions is that two cross-layer design schemes are 
proposed, and optimization models are established when the impact of wireless 
interference is considered. The proposed routing and scheduling schemes can outperform 
their counterparts in each layer, and the integrated cross-layer schemes are superior to the 
combination of the existing routing and scheduling schemes. 
The contributions of second paper is that a node-based conflict graph model is 
proposed, in which two nodes are considered conflicting if and only if at least one of the 
receivers of one transmitter is in the interference range of the other transmitter. The conflict 
graph model dynamically changes with traffic, and accurately captures the conflict relation 
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between nodes. Based on the conflict model, a linear programming model is built to 
compute the schedule of relay nodes. The proposed scheduling scheme achieves significant 
delay reduction from the widely used FCFS model. 
In the third paper, the major contributions include proposing to jointly consider 
routing, spatial multiplexing and scheduling at the same time. A linear programming based 
algorithm is proposed that includes three design problems in one optimization framework. 
The contributions of the fourth paper include jointly considering spatial 
multiplexing and temporal multiplexing in one optimization framework. A linear 
programming based algorithm is proposed. Simulation results verified the advantage of 
using such a joint optimization approach. 
Finally, the fifth paper focuses on scheduling concurrent transmissions in a variable 
data rate WPAN. Linear programming-based algorithms for maximum throughput with 
fairness consideration have been proposed. The proposed schemes showed significant 













I. CROSS-LAYER SCHEMES FOR REDUCING DELAY IN MULTIHOP 
WIRELESS NETWORKS 
Maggie Cheng, Quanmin Ye and Lin Cai 
Abstract — end-to-end delay is an important qos metric in multihop wireless networks such 
as sensor networks and mesh networks. End-to-end delay is defined as the total time it 
takes for a single packet to reach the destination. It is a result of many factors including 
the length of the route and the interference level along the path. In this paper we address 
how to minimize end-to-end delay jointly through optimizing routing and link layer 
scheduling. We present two cross-layer schemes, a loosely coupled cross-layer scheme and 
a tightly coupled cross-layer scheme. In the loosely coupled cross-layer scheme, routing is 
computed first and then the information of routing is used for link layer scheduling; in the 
tightly coupled scheme, routing and link scheduling are solved in one optimization model. 
The two cross-layer schemes involve interference modeling in multihop wireless networks 
with omnidirectional antenna. A sufficient condition on conflict-free transmission is 
established, which can be transformed to polynomial-sized linear constraints, and a linear 
program based on the sufficient condition is developed. Through simulation, we show that 
the proposed routing and scheduling schemes can outperform their counterparts in each 
layer, and the integrated cross-layer schemes are superior to the combination of the 





With the increasing popularity of wireless mesh networks and sensor networks, 
multihop wireless networking technology is expected to not only provide multihop 
connectivity in locations where wired networks cannot reach, but also to support 
multimedia applications with stringent quality of service (QoS) requirement. End-to-end 
delay is one of the major metrics for quality of service. In this paper endto-end delay refers 
to the total time it takes for a single packet to reach destination. The user-perceived data 
transfer speed is a combined effect of both data rate and end-to-end delay. For transferring 
a small file, the dominating factor is end-to-end delay; for transferring a large file, the 
dominating factor is data rate. In a typical sensor network, where packets generated by 
sensors need to be periodically reported to the base station, end-to-end delay plays an 
important role. This paper aims to address how to achieve minimum end-to-end delay for 
regular traffic in multihop wireless networks. 
 
Fig. 1. Latency in maximum throughput routing and minimum delay routing 
 
(a) With maximum throughput routing, latency is 6 slot-time; 





Fig. 2. Latency in one single data flow and in multiple data flows 
 
(a) With a single data flow, latency is 6 slot-time;  
(b) When other transmitters are active, the latency becomes 10 slot-time. Numbers 
on links are slot numbers. There are 5 distinct slot numbers. 
 
In the past, we have seen many reports regarding how to maximize network 
throughput in multihop wireless networks [1]–[8]. However, the solution that maximizes 
network throughput often neglects the delay aspect and leads to poor performance in end-
to-end delay. For the network in Fig. 1, a maximum throughput routing algorithm would 
choose (a) since the total throughput from the two paths is twice of that of a single path, 
and a minimum delay routing algorithm would choose (b) since it is the shortest path and 
there is no interference from other data flows. Typically, different routes will be selected 
by the two different routing policies. 
In the example shown in Fig. 1, the shortest path happens to have the smallest delay. 
In this paper, we will demonstrate that it is a misbelief that the shortest path always leads 
to minimum delay. In fact, end-to-end delay is a result of both the number of hops on the 
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path and the interference level along the path. The shortest path leads to minimum delay 
only if it is the least interfered path. 
Interference works adversely for delay the same way it does for throughput. We 
define a time slot as the time it takes to transmit a packet over one hop, and the slot duration 
is assumed constant. In the example shown in Fig. 2, if there is only one data flow from 
source S1 to destination D1, the end-to-end latency is 6 slots (Fig. 2(a)); however, if there 
are other transmissions nearby, the end-to-end latency of the same flow can be increased 
to 10 slots (Fig. 2(b)). 
When there are multiple data flows in the network, it is not straightforward to find 
the optimal paths and transmission schedule that lead to minimum end-to-end delay. In this 
paper, we propose two cross-layer solutions to reduce end-to-end delay: a loosely coupled 
scheme and a tightly coupled scheme. The loosely coupled scheme first computes the 
routing paths that minimize the total interference, then uses a linear programming-based 
scheduler to decide the time slot assignment such that the end-to-end delay is minimum. 
The tightly coupled scheme directly uses joint optimization of routing, link rate allocation 
and slot assignment to achieve minimum delay. Both schemes guarantee that all 
transmissions are conflict-free in a TDMA context. The main contribution of this paper is 
that we captured the impact of wireless interference on network delay in the optimization 
models and the results from these models guarantee conflict-free transmission for TDMA-
based multiple access. 
The rest of the paper is organized as follows. In Section II, we briefly survey the 
related work on interference modeling and delay optimization in recent years; in Section 
III, we present the necessary background for interference modeling in the optimization 
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models, and establish a sufficient condition for conflict-free transmission; in Section IV, 
we present the loosely coupled scheme and in Section V we present the tightly coupled 
scheme; in Section VI we show the effectiveness of the proposed schemes through 
extensive simulations. Finally, Section VII concludes the paper. 
 
II. RELATED WORKS 
End-to-end delay is an important performance metric in multihop wireless 
networks. Delay optimization has been achieved through routing path selection, multiple 
access control, and sometimes joint design of physical layer and MAC layer.  
MAC layer solutions consider the broadcast nature of wireless transmission and 
reduce the end-to-end delay through transmission scheduling design or transmission 
probability control. Chatterjee et al. [9] presented when the routing tree is given for a sensor 
network, how to determine the time slot of each node such that the maximum latency to 
send a packet from a node to the sink is minimized. Chaporkar et al. [10] addressed the 
MAC layer multicast problem as an instance of the stochastic shortest path problem and 
developed an optimal transmission strategy for minimum delay multicasting. Sarkar et al. 
[11] addressed the energy-delay tradeoff problem and formulated the problem as a 
constrained optimization problem to minimize the energy consumption while satisfying the 
constraint on average packet delay. The optimization problem was solved by using 
dynamic programming formulation, from which a closed form expression for the optimal 
sleep duration is derived. Pereira et al. [12] addressed delay optimization problem for a 
random access MAC protocol. They presented an accurate analytical model to derive the 
optimal transmission probability of each mobile node that minimizes the delay. 
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Network layer solutions consider delay as one of the constraints while computing 
the routing path. In [13], Sivrikaya et al. presented an algorithm to compute the minimum-
delay path for networks with STDMA. Wan et al. [14] presented approximation algorithms 
for minimum latency aggregation in sensor networks. The minimum latency problem is to 
compute an aggregation tree for sensor nodes so that the makespan of the aggregation 
schedule is minimized. The authors proved that the problem is NP-hard and proposed 
efficient approximation algorithms. Li et al. [15] studied how to select the routing path 
with the minimum end-to-end delay in multi-radio wireless mesh networks and developed 
routing protocols for both single-channel and multi-channel wireless mesh networks. 
Alzahrani and Woodward [16] proposed a localized QoS routing algorithm by using 
statistics collected locally and avoided the overhead incurred in most global routing 
schemes. 
Network performance is inherently related to parameters of multiple layers, and 
strict constraint on one performance aspect at one particular layer is often satisfied at the 
cost of other layers. Cross-layer joint design and optimization have become a solution to 
achieve the overall optimal network performance. Cui et al. [17] considered joint design of 
network layer, MAC layer and physical layer. They optimized the routing flow, TDMA 
slot assignment and MQAM modulation rate and power on each link to achieve minimum 
energy and to minimize worst-case packet delay. The cross-layer optimization problems 
are approximated by convex optimization problems and efficiently solved. Xia et al. [18] 
used a fuzzy logic system in cross-layer design and considered physical layer, data link 
layer and application layer together. The cross-layer scheme determines the parameters for 
adaptive modulation and coding, transmission power, retransmission times, and rate 
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control for packet transmission, and is proved to be effective in improving QoS and energy 
efficiency. Pakdehi et al. [19] introduced cross layer design between the MAC layer and 
the physical layer. In this paper, a constrained optimization problem is formulated to 
optimize the overall system throughput while preserving packet average delay time. Xiao 
et al. [20] investigated joint design of network-coding and channel-coding. The paper 
realized the optimal delay performance through the tradeoff design between the network 
layer and the physical layer. Wang and Shroff [21] addressed the design of network codes 
and associated flow in network coding in a cross-layer design paradigm, and showed that 
with a new flow-based characterization of pairwise intersession network coding, a joint 
optimal scheduling and rate-control algorithm can be implemented distributively. Ukil [22] 
proposed a cross-layer framework for WiMAX networks to optimize the system 
performance as well as maintaining the end-toend QoS of individual users, and presented 
the cross-layer resource allocation and scheduling scheme in the WiMAX system. 
Vosoughi et al. [23] considered joint design of the MAC layer and the physical layer, and 
achieved maximum throughput through adapting the power allocation between the source 
node and relay nodes under the total transmission power constraint. 
For interference modeling, the most related work includes [1]–[5]. Jain et al. [1] 
first used conflict graphs to model the effect of wireless interference under a simplified 
protocol model; Qiu et al. [3] continued to use conflict graphs to model interference under 
the IEEE 802.11 interference model; Further in [4], Qiu et al. proposed a physical 
interference model, which is based on measured interference rather than the distance 
between nodes. In addition to interference modeling, Padhye et al. [6] focused on the 
estimation of interference and studied the effect of interference on aggregated network 
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throughput based on the IEEE 802.11 model. In our previous work [24], we proposed a 
different interference model for directed graphs and used joint routing and link rate control 
for throughput optimization. 
In this paper we propose two cross-layer schemes to improve delay performance. 
Both schemes involve deterministic combinatorial optimization on route selection and slot 
assignment. Delay optimization is achieved by jointly considering the effect of path length 
and interference along the path; Interference is factored in the optimization models for both 
route selection and slot assignment, which is different from previous works that considered 
joint optimization of energy or throughput along with delay. Moreover, the accurate endto-
end delay modeling allows direct optimization on delay whereas previous works only 
indirectly or probabilistically improve delay performance. 
 
III. THEORY 
A.  Bounds on Bandwidth Requirement  
To ensure that all transmissions are conflict free, it is important that all active links 
that are mutually conflicting with each other use different time slots. In other words, two 
links cannot use the same slot if they interfere with each other. 
A collision domain is defined as a group of links that are mutually conflicting with 
each other. In previous work [1], a conflict graph has been used to model the conflicting 
relation between wireless links. A conflict graph for a wireless network can be built in 
polynomial time as follows: we use vertices to represent wireless links, and then put an 
edge between two vertices if the wireless links they represent interfere with each other. To 
avoid confusion, we use the terms “vertices” and “edges” in the context of the conflict 
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graph, and use the terms “nodes” and “links” in the context of the wireless connectivity 
graph. 
 
Fig. 3. Lower bound of the total bandwidth needed 
max
𝑞:𝑞∈𝐺′
{∑ 𝑟𝑙𝑙∈𝑞 } is only a lower bound of the total bandwidth needed. 
To list all collision domains in a network requires to build a conflict graph first and 
then to find all cliques in the conflict graph. Although to build the conflict graph can be 
done in polynomial time, to find all cliques in the graph is an NP-hard problem. Moreover, 
even if we can find all cliques, we only have a lower bound on the total bandwidth needed 
— Suppose q is a clique in the conflict graph, and wireless link l corresponds to a vertex 
of the clique, and rl is the data rate of link l, then max
𝑞
{∑ 𝑟𝑙𝑙∈𝑞 } is the minimum bandwidth 
needed to ensure all transmissions are conflict-free in a deterministic scheduling scheme. 
In Fig. 3, the clique number of this graph is only 2, so if we use the approach in [1] for rate 
allocation, we simply assert ∑ 𝑟𝑙𝑙∈𝑞 ≤ B ∀q ∈ 𝐺
′, then we can only guarantee 𝑟1 + 𝑟2 ≤ B, 
𝑟2 + 𝑟3 ≤ B, 𝑟3 + 𝑟4 ≤ B, 𝑟4 + 𝑟5 ≤ B, 𝑟5 + 𝑟1 ≤ B. If we assign each vertex a data rate of 
0.5B, we will satisfy this constraint, but the transmissions still have collisions, because 
there are always three vertices that cannot transmit at the same time. Let the three vertices 
be 𝑣1, 𝑣5, and 𝑣4, therefore the total data rate needed by them will be 1.5B, exceeding the 




Fig. 4. Bandwidth requirement and proof of sufficiency 
 (a) Bandwidth requirement (b) Proof of sufficiency. 
 
The obvious upper bound is max
𝑖
{𝑟𝑖 + ∑ 𝑟𝑗𝑗∈𝑁𝑖 }, where i is a vertex of the conflict 
graph, and N𝑖 are the neighbors of i on the conflict graph. The obvious upper bound tends 
to be too loose when the neighbors of i are not mutually conflicting with each other. If we 
use the obvious upper bound, a good bit of bandwidth will be wasted.  
In this paper, we propose a tighter upper bound for the bandwidth needed. The 
upper bound is computable in polynomial time. If we ensure that the upper bound of a rate 
allocation scheme is at most B, then the rate allocation is feasible, and a deterministic 
scheduling scheme exists that can schedule all transmissions conflict-free. 
Let 𝐺′ = (𝑉′, 𝐸′) denote the conflict graph. We can use a greedy algorithm to color 
the conflict graph, which assigns a vertex v the smallest available color not used by 𝑣′s 
neighbors. We use 𝑉𝑐
′ to denote the group of nodes that are assigned color c. The new upper 

















In the conflict graph shown in Fig. 4, vertex i has 4 neighbors and their colors are 
parenthesized. Vertex i will have different color from any of the neighbors. The total 
bandwidth needed by this group is 𝑟𝑖 + max{𝑟ℎ, 𝑟𝑗} + 𝑟𝑙 + 𝑟𝑘, which needs to be kept below 
total bandwidth B. 
If we assert LB ≤  B, we only have a necessary condition for conflict-free 
scheduling; if we assert UB ≤  B, we have a sufficient condition for conflict-free 






𝑟𝑗𝑐 } we need to compute the maximum value from |V
′| vertices in the conflict 
graph, while to find max
𝑞∈𝐺′
{∑ 𝑟𝑙𝑙:𝑙∈𝑞 }  we have to compute the maximum value from an 
exponential number of cliques in G′. When the sufficient condition is used as a constraint 
in the linear program as in (3a), it only expands to a polynomial number of inequalities, 
whereas the clique condition would expand to an exponential number of inequalities. 
Theorem 1: Let 𝐺′ = (𝑉′, 𝐸′)  be the conflict graph for a wireless network. If the 
following condition is satisfied 
max
𝑖:𝑖∈𝑉′





} ≤ 𝐵 
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then there exists a conflict-free schedule, in which at any time t, between any pair of 
vertices i and j in G′ such that (𝑖, 𝑗) ∈ 𝐸′, there is at most one vertex transmitting. 
Proof 
The contraposition of the theorem is: If there exists a conflict in slot assignment, 
then the above condition is not satisfied on some vertex i ∈ 𝑉′.  
Consider a sequential scheduling algorithm that assigns slots to links in a serial 
manner. Suppose that there are two links (represented as a pair of vertices on the conflict 
graph  G′) that have a conflict. Let i and j be the first pair that has a conflict. (𝑖, 𝑗) ∈ 𝐸′, but 
i and j are assigned to use the same slot t. W.l.o.g. we assume vertex j is assigned the slot 
before vertex i and we are considering vertex i for the first time. The reason why vertex i 
has to be assigned to use the same slot as vertex j is that there is no other slot to use. So by 
the time we consider the slot assignment for vertex i, all the slots have been assigned to the 
neighbors of i in  G′. ∑ 𝑠𝑙𝑗,𝑡 𝑗:𝑗∈𝑁𝑖 ≥ 1 ∀𝑡 When this happens, the scheduled transmissions 







If we add the demand from vertex i, then 





 > 𝐵 
Since vertex i’s data rate r𝑖 is non-zero (Otherwise, i is not active and there is no 
conflict between i and j). Therefore the constraint is violated. We now can conclude that if 
the constraint is not violated, then the schedule is conflict-free.■ 
Remark: Theorem 1 holds for homogeneous networks, in which wireless links have 
the same capacity B, and therefore the number of time slots a link requires is proportional 
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to its data rate. However in practice wireless links could have different capacities. The 
formula will need to convert to time scale to effect. Let B𝑖be the capacity of link i. So r𝑖/B𝑖 
is the percentage of time link i is active. The condition in Theorem 1 can be generalized to 
the following form for heterogeneous link capacity: 
max
𝑖:𝑖∈𝑉′





} ≤ 1 
 
B.  The Ratio of the Upper Bound to the Optimal Solution 
The conflict graph 𝐺′ = (𝑉′, 𝐸′)  can be generalized to a vertex-weighted graph 
G𝑤
′ = (𝑉′, 𝐸′, 𝑊), in which the weight W(i) on vertex i represents data rate, i.e., W(i) = 
r𝑖. Let OPT denote the minimum bandwidth requirement to allow conflict-free scheduling. 
Theorem 1 implies that the upper bound given by UB = max
𝑖:𝑖∈𝑉′
{𝑟𝑖 + ∑ max
𝑗:𝑗∈𝑁𝑖∩𝑉𝑐
′
𝑟𝑗𝑐 } is an 
upper bound of OPT. Our interest is to find the ratio of the upper bound to the optimal 
solution. 
The problem of finding the accurate bandwidth needed is equivalent to finding the 
optimal solution of a weighted graph coloring problem. Graph coloring is a way of coloring 
the vertices of a graph such that no two adjacent vertices share the same color. In the 
classical graph coloring problem, the objective is to find a proper vertex coloring of the 
graph that minimizes the total number of colors needed. We call it the cardinality version 
graph coloring problem. In the weighted version, the objective is to determine a proper 
vertex coloring of the graph that minimizes the total weight of all color groups, in which 
the weight of a color group is the maximum weight of all vertices sharing the same color.  
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The cardinality version is a special case of the weighted version with vertex weight 
W(v) = 1, ∀ v. The cardinality version graph coloring problem is a well-known NP-hard 
problem. The weighted version remains NP-hard. Any complexity and approximability 
result obtained for the weighted version is also applicable to the cardinality version (by 
simply setting the weight to 1), but the opposite is not true. So far there are a rich collection 
of results for the cardinality version but there are only some preliminary results for the 
weighted version, and they are limited to some special graphs [25] and not applicable to 
the general graphs. 
The purpose of this study is to find the ratio of the proved upper bound to the 
optimal solution. Specifically, we want to know if there is a constant 𝝆 such that  
max
𝑖:𝑖∈𝑉′





 ≤  𝝆 
The answer is yes, with 𝝆 =  ∆(𝑮′), where ∆(𝑮′) is the maximum node degree in 
the conflict graph G′. 
Theorem 2: The upper bound max
𝑖:𝑖∈𝑉′
{𝑟𝑖 + ∑ max
𝑗:𝑗∈𝑁𝑖∩𝑉𝑐
′
𝑟𝑗𝑐 } is at most  ∆(G
′)OPT 
Proof 
The proof of it requires constructing the worst case scenario by arbitrarily setting 
the weights. Let M denote a very large number, ε denote a very small number, so that M≫ε. 
Since to compute the optimal solution is NP-hard, we will use the lower bound of the 
optimal solution in the ratio analysis. The obvious lower bound is given by LB =
max
𝑞∈𝐺′




Fig. 5. Greedy solution and optimal solution 
(a) A greedy solution; (b) The optimal solution. M and ε are weights, c1, c2, and 
c3 are colors. 
 
We first look at the example in Fig. 5. The chromatic number 2 of this graph is 3 
and the clique number is 2. Suppose the weights of vertices are M and ε as shown in Fig.5. 
Using a greedy graph coloring algorithm may result in solution (a), from which the upper 
bound can be obtained: UB = 2M +ε. The optimal solution is (b) with a total weight M + 
2ε. The lower bound is M + ε, which does not depend on the color assignment. Note that 
(a) and (b) use the same number of colors to color the graph, but the total weights are 
different. The ratio of the upper bound to the optimal solution is 2 in this case. 
The graph in Fig. 5 can be generalized to graphs with arbitrarily large chromatic 
numbers but with small clique numbers. The GrÖtzsch graph is an example of a 4-
chromatic graph without a triangle, and the example can be generalized to the Mycielskians. 
Mycielski’s Theorem [26] states that there exist triangle-free graphs with arbitrarily high 
chromatic number. Since it is triangle-free, the largest clique size is only 2. Now apply a 
greedy algorithm on such a graph. If a node v is assigned color k > 1, it is because every 
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smaller number from 1 to k-1 has been taken by its neighbors. Select the node with the 
largest color number and call it node v. If the vertex weights on the neighbors of v that are 
assigned different colors but are not connected by an edge are all M, and the weight of 
node v is ε, then the upper bound is ∆(G′)M + ε, while the lower bound is only M + ε. 
Hence the ratio is 
∆(𝐺′)𝑀+ε
𝑀+ε




≤  ∆(𝐺′), then  
𝑈𝐵
𝑂𝑃𝑇
≤  ∆(𝐺′) since OPT ≥ LB.■ 
The performance ratio ∆(𝐺′) is obtained for graphs in which weights can be 
arbitrary. In a real-world network, the weights representing data rates cannot be arbitrary. 
The limit on data rates will further push down the upper bound closer to the optimal 
solution. Particularly, when all data rates are equal, the ratio is bounded by (1+∆(𝐺′))/2, 
direct from the above analysis by having M = ε. The result is consistent with the cardinality 
version on triangle-free graphs. 
 
IV. A LOOSELY COUPLED CROSS-LAYER SCHEME  
In the following, we present a cross-layer solution that includes routing, link rate 
control and link transmission scheduling. Our approach is to first find routing paths, and 
then compute the slot assignment to find the minimum-delay scheduling at the MAC layer. 
Each subproblem is addressed by solving a separate optimization problem. It is a loosely 
coupled cross-layer design scheme between the network layer and the MAC layer since the 
MAC layer only uses the routing information and data rate information to make the 
scheduling decision, and the network layer uses the interference model from the MAC layer 
to decide routing paths, but each problem is separately solved. Compared to the second 
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approach (in Section V) which directly computes routing and slot assignment in one 
optimization problem, the two-phased approach has less computational complexity.  
In the following, we will present the network layer solution and the MAC layer 
solution separately. 
 
A.  Minimum Interference Routing (MIR)  
Since delay is related to both the hop count of the path, and the interference level 
that the path is exposed to, we use the total interference along the path as an indicator of 
delay. This is a better measure of delay than the number of hops, since the same path can 
experience different amount of delay if the congestion level is different. 
We define variable X𝑖𝑗,𝑓 = 1 if link (i, j) is on the routing path of flow f. If the flow 
can be split, X𝑖𝑗,𝑓  can be fractional and hence represent the probability of using link (i, j) 
for flow f. R𝑖𝑗,𝑓 is the data rate of link (i, j) allocated to flow f. R𝑓, the source rate of flow 
f, is an input constant. Each flow is specified by a (source, destination) pair. Since the 
source and destination of each flow can be arbitrarily selected, it is possible that one node 
serves as the source for multiple flows to different destinations, so we use R𝑖,𝑓 to denote 
the source rate of node i for flow f. Since our ultimate goal is to reduce the end-to-end 
delay of a unit flow, we set R𝑓 the same for all flows. B is the wireless link capacity. I𝑙 
roughly gives some indication of the interference level at the location of link l caused by 
its own transmission and conflicting links’ transmissions. I𝑓 is the total interference of all 
links along the routing path of flow f. 
In equality (4c), we quantify I𝑙 as the total non-overlapping “busy time” of link l 
caused by its own transmissions and nearby transmissions. I𝑙 corresponds to the required 
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bandwidth from link l and its neighbors, given by 𝑟𝑙 + ∑ max
𝑘:𝑘∈𝑁𝑙∩𝑉𝑐
′
𝑟𝑘𝑐  . By including the 
transmission of link l itself, we have implicitly considered the effect of hop count; by 
including the transmissions on other links in its neighborhood, we have considered the 
interference that link l received from nearby transmissions. 
In the following, we use l to denote the undirected link between node i and node j, 
and use (i, j) to denote the directed link from i to j. The minimum interference routing (MIR) 
can be modeled as follows: 
Minimize  
∑ 𝐼𝑓        
𝑓
                                                        (1) 
 
Subject to 
(1) Flow conservation  
 
∑ (𝑅𝑖𝑗,𝑓 − 𝑅𝑗𝑖,𝑓) = 𝑅𝑖,𝑓
𝑗∈𝑁𝑖
 , ∀𝑖, 𝑓                                                             (2𝑎) 
𝑅𝑖,𝑗 = ∑ 𝑅𝑖𝑗,𝑓
𝑓
 , ∀𝑙𝑖𝑛𝑘(𝑖, 𝑗)                                                                    (2𝑏) 
𝑅𝑖,𝑓 =  𝑅𝑓  , ∀𝑓, 𝑖 𝑖𝑠 𝑆𝑜𝑢𝑟𝑐𝑒(𝑓)                                                               (2𝑐) 
𝑅𝑖,𝑓 =  −𝑅𝑓  , ∀𝑓, 𝑖 𝑖𝑠 𝑆𝑖𝑛𝑘(𝑓)                                                                (2𝑑) 
𝑅𝑖,𝑓 =  0 , ∀𝑓, 𝑖 ≠ 𝑆𝑜𝑢𝑟𝑐𝑒(𝑓), 𝑆𝑖𝑛𝑘(𝑓)                                                (2𝑒) 
(2) Bandwidth constraint 
 





 ≤ 𝐵, ∀ 𝑙 ∈ 𝑉′                                                         (3𝑎) 
𝑟𝑙 =  𝑅𝑖𝑗 + 𝑅𝑗𝑖  , ∀𝑙𝑖𝑛𝑘 𝑙                                                                             (3𝑏) 
 
(3) Interference modeling 
 
𝑅𝑖𝑗,𝑓 =  𝑅𝑓 ∙  𝑋𝑖𝑗,𝑓 , ∀𝑓𝑙𝑜𝑤 𝑓                                                                    (4𝑎) 
𝐼𝑓 =  ∑ 𝐼𝑙  ∙  𝑋𝑖𝑗,𝑓
𝑙𝑖𝑛𝑘(𝑖,𝑗)
 , ∀𝑓𝑙𝑜𝑤 𝑓                                                            (4𝑏) 
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 ∀𝑙𝑖𝑛𝑘 𝑙                                                          (4𝑐) 
0 ≤  𝑋𝑖𝑗,𝑓 ≤ 1 , 0 ≤  𝑅𝑖𝑗 ≤ 𝐵                                                                   (4𝑑) 
 
The above formulation is not linear since both I𝑙 and X𝑖𝑗,𝑓 in constraint (4b) are 
variables. A close approximation to the above formulation is to minimize the total 




                                                                       (5) 
Subject to    All constraints but (4b) 
Without constraint (4b) the alternative formulation is linear. Minimizing total 
interference from all links can indirectly reduce the end-to-end delay. If the flow is allowed 
to split, then X𝑖𝑗,𝑓 is real-valued, then the above linear program can be solved in polynomial 
time; If the flow cannot be split, then X𝑖𝑗,𝑓is a 0-1 integer variable, in which case we can 
relax it to a fractional linear program and then use LP-rounding based scheme to find the 
routing paths.  
The following iterative algorithm can be used to solve the nonlinear program with 
objective function (1): 
1. solve the alternative linear program (5) to get X𝑖𝑗,𝑓 and I𝑙, calculate 𝐼𝑓 using equation 
(4b), then set objective value  𝑍0 =  ∑ 𝐼𝑓𝑓 ; 
2. use I𝑙 as the link weight; for each source, use the shortest path algorithm to find the 
path with the smallest total interference; 
3. update X𝑖𝑗,𝑓 , I𝑙 and 𝐼𝑓; set 𝑍1 =  ∑ 𝐼𝑓𝑓 ; 
4. if 𝑍1 < 𝑍0, set 𝑍0 = 𝑍1; otherwise stop. 
5. Repeat steps 2–4 until the maximum number of iterations are reached. 
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The algorithm will stop either because it is no longer improving or the maximum 
number of iterations is reached. In the simulation, most examples take 3 ～ 5 iterations to 
stop. The nonlinear program only requires to solve the linear program for once to get the 
initial values, and the iterative procedure only involves computing the shortest paths and 
updating the variables. The overall time-complexity is still dominated by solving the linear 
program, which takes O(n3) for n variables. After we solved X𝑖𝑗,𝑓, the routing information 
is supplied to the MAC layer to assist link scheduling. 
 
B.  Minimum Delay Link Scheduling (MinDelay) 
In this section, we show how to reduce the end-to-end delay by scheduling link 
transmissions when the routing path is given. When a relay node forwards a packet, there 
is a mandatory store-and-forward delay and a link scheduling delay that is dependent on 
the scheduling policy. Link scheduling delay is introduced when the outgoing link uses a 
time slot that is not immediately after the slot used by the incoming link. If the outgoing 
link uses slot number v, and the incoming link uses slot number u, the total delay introduced 
at relay node r is d𝑟 = 𝑣 − 𝑢 if 𝑣 > 𝑢 , or d𝑟 = 𝑣 − 𝑢 + 𝑇 if 𝑣 < 𝑢, where T is the total 
number of distinct slots in a scheduling period (or superframe) in the TDMA context. Fig.8 
shows an example. If the schedule is conflict-free, it is guaranteed 𝑣 ≠ 𝑢. The end-to-end 
delay for a path is  ∑ 𝑑𝑟 𝑟 . From this formula we can see that end-to-end delay is related to 
both the total number of hops, and the scheduling delay at each relay node. When the 






Fig. 6. Total delay at relay node 
With T = 5, link (p, r) uses slot 4 and link (r, q) uses slot 1, the total delay at node 
r is 1-4+5=2. The values in slpr,t and slrq,t are shown in picture. 
1) An ILP model for Minimum Delay Scheduling: To achieve minimum scheduling 
delay, we first formulate it as an optimization problem. Since the routing information is 
given, we use constant link𝑙,𝑓 = 1 to indicate link l is on the path for flow f. What we need 
to solve is the slot assignment for links. We introduce a 0-1 variable sl𝑙,𝑡 for slot assignment. 
sl𝑙,𝑡 = 1 indicates link l uses time slot t. If a link l is shared by multiple data flows, only 
one flow can use it to transmit at time t. Flows can have different data rates, so we use R𝑓 
to denote the data rate of flow f. sl𝑙,𝑓,𝑡,𝑖 = 1 indicates link l uses slot t for sending the i
𝑡ℎ 
unit of data from flow f. Each unit of data (e.g., a packet) can be transmitted during one 
slot time. The model presented in the following is a generalization of the MinDelay scheme 
in [27], which only considers unit flows, whereas this model can be applied to flows of 
different source rates. 
Assume for flow f, relay node r is on the routing path P𝑓 with incoming link l1 and 
outgoing link l2. For the 𝑖
𝑡ℎ unit of data from flow f, the delay at relay node r is denoted 
by d𝑓,𝑟,𝑖. We define x𝑓,𝑟,𝑖 as a boolean variable: x𝑓,𝑟,𝑖 = 1 when the slot number for the 
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outgoing link is smaller than the slot number for the incoming link; otherwise x𝑓,𝑟,𝑖 = 0. 
The integer linear programming model to minimize the total delay is now formulated as 
follows: 
Minimize  
∑ ∑ ∑ 𝑑𝑓,𝑟,𝑖
𝑅𝑓
𝑖=1𝑟∈𝑃𝑓𝑓
                                                              (6) 
Subject to 
𝑠𝑙𝑙,𝑡 + 𝑠𝑙𝑙′,𝑡  ≤ 1, ∀(𝑙, 𝑙
′) ∈ 𝐸′ , ∀𝑡                                                                       (7𝑎) 
𝑠𝑙𝑙,𝑡 = ∑ ∑ 𝑠𝑙𝑙,𝑓,𝑡,𝑘
𝑅𝑓
𝑘=1𝑓




=  𝑙𝑖𝑛𝑘𝑙,𝑓 , ∀𝑙, ∀𝑓, ∀𝑘 ∈ {1, … , 𝑅𝑓}                                                  (7𝑐) 
𝑑𝑓,𝑟,𝑘 =  ∑ 𝑠𝑙𝑙2,𝑓,𝑡,𝑘
𝑇
𝑡=1




+𝑥𝑓,𝑟,𝑘 × 𝑇, ∀𝑓, ∀𝑟 ∈ 𝑃𝑓 , ∀𝑘 ∈ {1, … , 𝑅𝑓}                                                          (7𝑑) 
𝑠𝑙𝑙,𝑡 = {0,1} , 𝑠𝑙𝑙,𝑓,𝑡,𝑘 = {0,1}                                                                                (7𝑒) 
0 < 𝑑𝑓,𝑟,𝑘 < 𝑇, 𝑥𝑓,𝑟,𝑘 ∈ {0,1}                                                                                (7𝑓) 
Inequality (7a) requires that for any slot t, if two links l and l′have conflict, at most 
one of them can use slot t; (7b) indicates that as long as link l is used to transmit some data 
at time t, then sl𝑙,𝑡= 1; otherwise, sl𝑙,𝑡 = 0; (7c) indicates that if link l is on the routing path, 
then each unit of data is needs a slot, therefore the total number of slots assigned to this 
link for this flow is equal to the total data rate on the link; (7d) quantifies the delay 
experienced at relay node r for a unit of data. 
If the linear program is feasible, then there is a conflict-free schedule. If we use the 
MIR algorithm to generate routing information, it is guaranteed that the above integer 
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linear program is feasible. The objective function is the total delay. The formula considers 
the path length and the actual delay at each relay node, which is determined by the local 
interference level. 
2) Computing the slot assignment: To solve the above integer linear program is NP-
hard. We first relax it to a real-valued linear program, then use the following rounding 
algorithm to map real numbers to integers. Solving the linear program takes O(n3)-time, 
while the rounding part takes O(nlgn)-time for n variables. 
a) Sort sl𝑙,𝑡 in non-increasing order, set Tℎ = 0.5; 
b) Pick the largest sl𝑙,𝑡 in the list, if sl𝑙,𝑡 ≥ Tℎ, assign sl𝑙,𝑡 = 1. Assign  sl𝑙′,𝑡 = 0 for 
other links l ′that are conflicting with l. Assign remaining values appropriately to satisfy 
flow conservation; If Tℎ> the largest  sl𝑙,𝑡 set Tℎ = the largest  sl𝑙,𝑡; 
c) Repeat step 2) until all variables are rounded to integers. 
 
V. JOINT DESIGN OF ROUTING AND SCHEDULING FOR REDUCING 
DELAY 
Here we present a tightly coupled cross-layer scheme, in which the network layer 
and the MAC layer solutions are computed in one optimization problem. Solving this 
optimization problem will get routing paths, link data rates as well as time slot assignment 
for transmission on each link. 
Let R𝑖𝑗 be the data rate on link (i, j) (from i to j), and R𝑖𝑗,𝑓 be the data rate on link 
(i, j) allocated to flow f. We use 0-1 variable X𝑖𝑗,𝑓 to indicate link (i, j) is used to transmit 
data from flow f. Decision variable sl𝑖𝑗,𝑡 = 1 indicates slot t is used by the directed link (i, 
j). If i and j are two endpoints of link l, we define sl𝑙,𝑡 = sl𝑖𝑗,𝑡+ sl𝑗𝑖,𝑡. In fact sl𝑙,𝑡  is also a 
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0-1 variable, since (i, j) and (j, i) cannot both use slot t. Subscript l is used to identify an 
undirected link, while (i, j) is used to denote a directed link from i to j. 
Assume flow f passes through relay node r. Relay node r receives flow from 
incoming link (p, r) and forwards it to outgoing link (r, q), the delay at relay node r is 
denoted as d 𝑓,𝑝𝑟,𝑟𝑞,𝑘 for the k
𝑡ℎ packet. When a relay node forwards a packet, there is a 
mandatory store-and-forward delay and a variable queueing delay that is dependent on the 
scheduling policy. The end-to-end delay for a flow is the sum of all delays along the path. 
We now can formulate the optimization problem as follows. 
Minimize  
∑ ∑ ∑ 𝑑𝑓,𝑟,𝑖
𝑅𝑓
𝑖=1𝑟𝑓
                                                                 (8) 
Subject to 
(1) Flow conservation  
 
∑ (𝑅𝑖𝑗,𝑓 − 𝑅𝑗𝑖,𝑓) = 𝑅𝑖,𝑓
𝑗∈𝑁𝑖
 , ∀𝑖, 𝑓                                                                           (9𝑎) 
𝑅𝑖,𝑓 =  𝑅𝑓  , ∀𝑓, 𝑖 𝑖𝑠 𝑆𝑜𝑢𝑟𝑐𝑒(𝑓)                                                                            (9𝑏) 
𝑅𝑖,𝑓 =  −𝑅𝑓  , ∀𝑓, 𝑖 𝑖𝑠 𝑆𝑖𝑛𝑘(𝑓)                                                                              (9𝑐) 
𝑅𝑖,𝑓 =  0 , ∀𝑓, 𝑖 ≠ 𝑆𝑜𝑢𝑟𝑐𝑒(𝑓), 𝑆𝑖𝑛𝑘(𝑓)                                                             (9𝑑) 
𝑅𝑖𝑗,𝑓 = 𝑅𝑓 × 𝑋𝑖𝑗,𝑓 , ∀𝑓, ∀𝑙𝑖𝑛𝑘(𝑖, 𝑗)                                                                       (9𝑒) 
(2) Delay modeling 
 
𝑠𝑙𝑙,𝑡 + 𝑠𝑙𝑙′,𝑡  ≤ 1, ∀(𝑙, 𝑙
′) ∈ 𝐸′ , ∀𝑡                                                                     (10𝑎) 
𝑠𝑙𝑙,𝑡 = 𝑠𝑙𝑖𝑗,𝑡 + 𝑠𝑙𝑗𝑖,𝑡 , ∀𝑙(𝑖, 𝑗), ∀𝑡                                                                         (10𝑏) 
𝑠𝑙𝑖𝑗,𝑡 = ∑ ∑ 𝑠𝑙𝑖𝑗,𝑓,𝑡,𝑘
𝑅𝑓
𝑘=1𝑓




=  𝑋𝑖𝑗,𝑓 , ∀𝑙𝑖𝑛𝑘(𝑖, 𝑗), ∀𝑓, ∀𝑘 ∈ {1, … , 𝑅𝑓}                                  (10𝑑) 
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𝑑′𝑓,𝑝𝑟,𝑟𝑞,𝑘 =  ∑ 𝑠𝑙𝑟𝑞,𝑓,𝑡,𝑘
𝑇
𝑡=1




+𝑥𝑓,𝑝𝑟,𝑟𝑞,𝑘 × 𝑇, ∀𝑓, ∀𝑟 ≠ 𝑆𝑜𝑢𝑟𝑐𝑒(𝑓) 𝑜𝑟 𝑆𝑖𝑛𝑘(𝑓), 
∀p, q ∈ 𝑁𝑟 , ∀𝑘 ∈ {1, … , 𝑅𝑓}                                                                            (10𝑒) 
𝑑𝑓,𝑝𝑟,𝑟𝑞,𝑘 =  max{𝑑
′
𝑓,𝑝𝑟,𝑟𝑞,𝑘 + (𝑋𝑝𝑟,𝑓 + 𝑋𝑟𝑞,𝑓 − 2)𝑁∞ , 0} 
∀𝑓, ∀𝑟 ≠ 𝑆𝑜𝑢𝑟𝑐𝑒(𝑓) 𝑜𝑟 𝑆𝑖𝑛𝑘(𝑓), ∀p, q ∈ 𝑁𝑟 , ∀𝑘 ∈ {1, … , 𝑅𝑓}               (10𝑓) 
𝑑𝑓,𝑟,𝑘 =  ∑ 𝑑𝑓,𝑝𝑟,𝑟𝑞,𝑘
𝑝,𝑞∈𝑁𝑟
 , ∀𝑓, ∀𝑟, ∀𝑘 ∈ {1, … , 𝑅𝑓}                                      (10𝑔) 
0 ≤ 𝑑′𝑓,𝑝𝑟,𝑟𝑞,𝑘 , 𝑑𝑓,𝑝𝑟,𝑟𝑞,𝑘 , 𝑑𝑓,𝑟,𝑘 ≤ 𝑇, 𝑥𝑓,𝑝𝑟,𝑟𝑞,𝑘 ∈ {0,1}, 
𝑋𝑖𝑗,𝑓 = {0,1}, 𝑠𝑙𝑙,𝑡 , 𝑠𝑙𝑖𝑗,𝑓,𝑡,𝑘 = {0,1}                                                                  (10ℎ) 
In (10f), N∞ is a very large positive integer. When link pr or rq is not on the routing 
path for flow f, at least one of 𝑋𝑝𝑟,𝑓 and 𝑋𝑟𝑞,𝑓, is zero, so 𝑋𝑝𝑟,𝑓  +𝑋𝑟𝑞,𝑓 − 2 is negative, and 
𝑑′𝑓,𝑝𝑟,𝑟𝑞,𝑘 + (𝑋𝑝𝑟,𝑓 + 𝑋𝑟𝑞,𝑓 − 2)𝑁∞ will be negative, therefore 𝑑𝑓,𝑝𝑟,𝑟𝑞,𝑘 will be set to zero. 
The above optimization model has integer variables. We first relax them to real 
numbers, solve the linear program and then use iterative rounding to find the integer 
solutions. For example, for slot assignment, the rounding process starts from sorting the 
fractional solutions, and then round up the largest 𝑠𝑙𝑙,𝑡 to 1, and then set all other links that 
conflict with this link to be 0, and assign the remaining values appropriately to satisfy flow 
conservation. Repeat this process until all values are either rounded to 0 or 1. Using a 
procedure similar to the rounding algorithm in Section IV we can solve all the integer 
variables. 
After solving the ILP problem, the network layer and the MAC layer solution can 
be retrieved. For example, 𝑋𝑖𝑗,𝑓= 1 indicates link (i, j) is used on the routing path for flow 
f; and 𝑠𝑙𝑖𝑗,𝑓,𝑡,𝑘 = 1 for any k indicates link (i, j) will use slot t to send data from flow f. 
Routing solution as well as link scheduling solution are all solved in one scheme. 
31 
 
The optimization problem is defined on an space with multiple dimensions. As the 
optimization space becomes larger, the number of variables increases. The advantage of 
using a large optimization space is that if it can be solved, the solution will result in shorter 
delay than the solution obtained from the smaller optimization space; the disadvantage is 
that solving the problem is less efficient, as we can see from the simulation results in 
section VI. We conclude that for a small network, we can use the tightly coupled routing 
and scheduling scheme; but for a large-scale network, it is reasonable to compromise the 
performance for a faster solution. 
It is worth mentioning that the bandwidth constraint is implicitly expressed in 
inequality (10a): 
𝑠𝑙𝑙,𝑡 + 𝑠𝑙𝑙′,𝑡  ≤ 1, ∀(𝑙, 𝑙
′) ∈ 𝐸′ , ∀𝑡 
There are T distinct slots (t = 1, 2, ..., T ), which is the number of slots in a 
superframe. T is proportional to the link bandwidth B — If the data rate is represented in 
the number of packets/cycle, then B=T. If the linear program is infeasible, it is because 




In this section, we evaluate the performance of the proposed algorithms through 
simulation. We first use a separate-layer approach to compare them with the well-known 




A. Separate-layer Comparison 
In the loosely coupled schemes, we proposed a routing scheme Minimum 
Interference Routing (MIR), and a link level scheduling algorithm MinDelay. MinDelay 
(with objective function (1)) uses the routing information from the network layer for link-
level transmission scheduling and can be used with any routing algorithm. MIR as a routing 
algorithm can work with any MAC layer scheme. We now compare MinDelay with First-
Come First-Served (FCFS) at the MAC layer when MIR and Shortest Path Routing (SPR) 
are used for routing solution respectively; and compare MIR with SPR when FCFS and 










Fig. 7. Separate-layer comparison: MinDelay vs. FCFS, MIR vs. SPR (cont.) 
 
In FCFS, a relay node schedules a packet as soon as it arrives; when deciding which 
slot to use, a relay node chooses the next available slot to transmit the packet if it does not 
conflict with other scheduled transmissions. FCFS is the most commonly used scheduling 
policy in practice. In SPR, a router choose the shortest path (in hops) to reach the 
destination regardless of other transmissions. It is used in practice for its simplicity. 
In the simulation study, we use 10–80 nodes deployed in a 150m× 150m square 
region, with node transmission range 30m. 20% nodes are randomly selected as source 
nodes. Each source f generates R 𝑓(the given source rate) packets in a TDMA cycle, and 
through multihop forwarding the packets are delivered to the destination. We observe the 
total delay of all flows. For each network size, we repeat the simulation for 20 runs with 
randomly generated network topology and plot the average delay. Fig. 7(a) shows the result 
when all sources send to a common destination, and (b) shows the result when each source 
has its own destination.  
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Simulation results in Fig. 7(a) show that on average when using SPR, MinDelay 
outperforms FCFS by 36% to 48% in total delay; and when using the proposed routing 
algorithm MIR, MinDelay outperforms FCFS by 34% to 49%. From this simulation we 
observed MinDelay has much lower latency than FCFS in all scenarios regardless of which 
routing algorithm is used. From the comparison of the two routing schemes, we also 
observed that no matter which MAC layer scheduling scheme is used, MIR always 
outperforms SPR. The performance gain is between 4% to 20% when MinDelay is used, 
and is between 3% to 18% when FCFS is used. It is shown that the performance gain is 
larger when the network size is larger, since there is more room to optimize when the 
number of hops and interference level increase. Fig. 7(b) shows the same trend with less 
delay than (a) due to the fact that having separate destination for each flow can alleviate 
contention near the common destination. 
 
B.  Overall Comparison 
In the second simulation, we evaluate the two loosely coupled schemes and the 
tightly coupled scheme on end-to-end delay. Three curves in Fig.8 are for loosely coupled 
linear scheme (Linear), loosely coupled nonlinear scheme (NonLinear), and the tightly 
coupled scheme (Joint). Since the tightly coupled algorithm works slowly in large network 
topology, we use a small network with 10 nodes randomly deployed in a 65m × 65m area. 
Three sources have been randomly chosen to generate packets. Fig. 8(a) shows total delay 
when all sources send to one common sink, and (b) shows total delay when each source 
sends to its own destination. When choosing source and destination nodes, we make sure 
each source is at least three hops away from its destination in order to show the difference 
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between different routing schemes. The simulation results show that the tightly coupled 
scheme outperforms the NonLinear loosely coupled schemes by 15% and the Linear 
loosely coupled scheme by 24% in end-to-end delay (see Fig. 8.). However the time it takes 
for solving the linear program in the tightly coupled scheme is much longer than in the 
loosely coupled schemes due to the large number of variables. The running time of the 
tightly coupled scheme is 7.8 to 10.4 times longer than that of the loosely coupled schemes. 
Due to the small size of the network, having a different destination does not improve the 
overall interference level as much as it does for a large network, so (b) is only slightly 
better than (a) in average end-to-end delay. 
 
 





Fig. 8. Cross-layer comparison on a 10-node network (cont.) 
Cross-layer comparison on a 10-node network. Loosely coupled schemes vs. the 
tightly coupled scheme. 
Due to the running time inefficiency of the tightly coupled scheme, in practice it is 
recommended to use the tightly coupled scheme for small networks only. For larger 
network sizes, the loosely coupled schemes are more suitable. We compare the overall 
performance of the two loosely coupled schemes with the commonly used schemes in 
practice, and observe the combined effect of both routing and scheduling. Fig. 9 shows the 
results for network sizes between 10 to 80 nodes. The deployment of the network is the 
same as in section VI-A. Fig. 9(a) shows total delay when all sources send to the same 
destination and Fig. 9(b) shows total delay when each source sends to its own destination. 
We make sure the number of hops from sources to destinations are at least 3 hops for 10-
node networks, at least 7 hops for the 25-node networks, at least 13 hops for the 50-node 
networks, and at least 17 hops for the 80-node networks. The NonLinear scheme is 
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marginally better than the Linear scheme, and both are substantially better the Shortest Path 
Routing with FCFS scheduling in all scenarios. In Fig. 9(a), for 10-node networks, 
NonLinear outperforms SPR+FCFS by 45% and Linear outperforms FCFS+FCFS by 43%; 
For 80-node networks, NonLinear outperforms SPR+FCFS by 60% and Linear 
outperforms SPR+FCFS by 51%. When the network size increases, the performance gain 
is higher. Fig. 9(b) shows less delay than in (a) in all scenarios due to the space separation 









Fig. 9. End-to-end delay comparison for networks of 20 to 80 nodes (cont.) 
End-to-end delay comparison for networks of 20 to 80 nodes, the loosely coupled 
schemes vs. SPR+FCFS. 
 
VII. CONCLUDING REMARKS 
In this paper, we have studied how to achieve minimum end-to-end delay in a 
multihop wireless network. We have presented two cross-layer design schemes, and 
established optimization models when the impact of wireless interference is considered. A 
sufficient condition for conflict-free transmission is established, and a linear programming 
model for minimum interference routing is developed using this condition as a constraint. 
The simulation results show that model-based optimization did achieve shorter delay than 
the existing routing and scheduling schemes. 
The sufficient condition is used in a global optimization framework in this paper, 
but it can also be used locally for dynamic scheduling, in which the condition only needs 
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to be satisfied within the 2-hop neighborhood of a link. Moreover, it can also be used for 
resource reservation and admission control as part of QoS provisioning in wireless 
networks. We will address this issue in the future work. 
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II. TRANSMISSION SCHEDULING BASED ON A NEW CONFLICT GRAPH 
MODEL FOR MULTICAST IN MULTIHOP WIRELESS NETWORKS 
Maggie Cheng and Quanmin Ye 
Abstract — In multicast applications, the end-to-end delay from the source to a group 
member is determined by the multicast tree topology and the waiting time at each relay 
node. This paper addresses when the multicast tree is given how to schedule wireless nodes 
for transmission so that network delay is minimized. We first model the conflict relation 
among wireless transmissions in a conflict graph, and then we compute a transmission 
schedule based on an Integer Linear Programming (ILP) model. Since solving ILP problem 
is NP-hard, a heuristic is designed to solve the ILP problem. The resulting schedule is 
conflict-free, which is guaranteed by the feasibility of the ILP model. Simulation results 
show significant reduction of delay when compared with a First Come First Serve (FCFS) 
scheduling policy. 
I. INTRODUCTION 
End-to-end delay is one of the major metrics for quality of service in wireless 
networks, especially in sensor networks, where sensor nodes are often engaged in a 
collaborative effort to accomplish a common task. To make sure all destinations receive 
data timely is important to many sensor network functions, for example, a sink node may 
send out a query message to a group of sensor nodes, and a mobile sink may frequently 
update its location with sensor nodes, etc. 
In wireless networks with omnidirectional antennas, the signal from one transmitter 
could reach all neighbors. The broadcast nature of wireless transmissions could be an 
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advantage sometimes in multicast applications where the neighbors are intended receivers, 
but it could be a disadvantage when they are not. Whether the transmissions from two 
nodes conflict with each other depends on the location of the receivers— if a receiver of 
node A is in the interference range of node B, then the transmissions from node A and node 
B conflict. Transmissions that are conflicting with each other cannot happen 
simultaneously, therefore they must be scheduled one after another, and this is the main 
cause of delay. Which one should transmit first is a scheduling issue at the MAC layer. In 
deterministic scheduling algorithm, the waiting time for a packet at a relay is known from 
its schedule. 
To find the optimal schedule that yields minimum delay is a very challenging 
problem, more challenging than the unicast version of the problem ([1]). In multicast, 
routing paths to all destinations form a multicast tree, and the self-interference from the 
other branches of the same data flow can cause delay. Fig. 1 shows that if there is only one 
unicast flow from node 1 to node 15, end-to-end delay is 3 slots; However, if there are 
other destinations, the end-to-end delay from node 1 to node 15 can increase to 5 slots, 
because the relay nodes on other branches interfere with it. The results shown in Fig. 1 are 
for minimizing the total delay from node 1 to all destinations (nodes 8– 15). The routing 
paths (highlighted) are given as the shortest paths. The slot number assigned to a node is 
labeled besides the node. The transmission schedule is computed using the optimal 





Fig. 1. Multicast tree and conflict graph 
 
In a multicast session, the delay on the shortest path 1–3–7–15 is 5 slots time; 
whereas in a unicast flow, it is only 3 slots time. (a) the multicast tree, (b) the conflict graph. 
 
When there are multiple data flows in the network, it is more difficult to find the 
optimal transmission schedule that leads to the minimum end-to-end delay. In this paper, 
we propose linear programming-based transmission scheduling scheme to compute the 
time slot assignment for wireless nodes such that the end-to-end delay is minimum. The 
scope of the paper is on data link layer only, assuming the routing information is given. 
The rest of the paper is organized as follows. In Section II, we briefly survey the 
most related work in reducing delay of multicast and broadcast in wireless networks; in 
Section III, we present the conflict graph model for multicast, formulate the minimum 
delay multicast problem as an Integer Linear Program, and propose an algorithm for 
computing the schedule. In Section IV we compare our algorithms with the commonly used 
FCFS algorithm; Finally, Section V concludes the paper. 
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II. RELATED WORK 
 
In many wireless ad hoc and sensor network operations, such as broadcasting a 
control data packet, or disseminating a query in sensor networks etc., message 
dissemination from a source node to a group of nodes needs to be as fast as possible, and 
sometimes it has stringent time requirement. The problem of minimum delay multicast has 
attracted a lot of research interests. In [2]–[4], the Minimum Broadcast Schedule problem 
in wireless networks was addressed. It is assumed that nodes all have uniform transmission 
range, and nodes can use multiple channels to transmit. To avoid collision, a pair of sender 
and receiver are assigned the same channel for transmission between them while their 
neighboring nodes use different channels. The proposed work includes to compute a 
broadcast tree, and to compute an efficient schedule for the transmissions on the tree. Our 
work uses a different channel model from [2]–[4], where all nodes transmit at the same 
frequency channel, and therefore a different interference relation is used as the basis for 
scheduling. 
The main interest in minimum delay broadcast has been to compute the broadcast 
tree, i.e., the routing problem for broadcast. The minimum delay broadcast routing problem 
in wireless networks was surveyed in [5]. Gandhi et al. ([6]) studied the problem for 
heterogeneous wireless networks where nodes may have different transmission ranges. 
Stojmenovic et al. proposed a dominating set based broadcast scheme with neighbor 
elimination ([7]) for wireless ad hoc networks. Ravi et el. ([8]) studied the minimum delay 
broadcast problem for the telephone network model, in which a node is only allowed to 
communicate with at most one of its neighbors at each step. Other work on minimum 
broadcast time based on the telephone model includes [9]–[11]. 
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In comparison, there are not many publications in minimum delay scheduling for 
multicast, given the multicast routing information. Chaporkar et al. [12] addressed the 
MAC layer multicast problem as an instance of the stochastic shortest path problem and 
developed an optimal transmission strategy for minimum delay multicast. However, [12] 
is different from our work in the sense that the multicast destinations are all one hop 
neighbors of the source, and the scheduling issue only concerns with whether the source 
should transmit to all destinations in one round, or use multiple rounds to finish the task. 
Our work involves scheduling of nodes in a multihop network, where the destinations of 
the source are multiple hops away, and the multicast routing is given as input. [13] explores 
the broadcast scheduling problem in multi-hop wireless networks, in which simultaneous 
transmissions from neighboring nodes are not allowed. Such a conflict model is static and 
is not changing with the dynamic traffic of the network. Our work is based on a more 
accurate dynamic conflict graph model, in which two transmissions are considered 
conflicting only if the receiver(s) of one transmitter is in the interference range of the other 
transmitter, so the schedule automatically avoids the hidden terminal problem and exposed 
terminal problem. 
In minimum delay scheduling, the majority in the literature was for scheduling of 
unicast flows in multihop wireless networks. Through transmission scheduling or 
transmission probability control, the end-to-end delay can be improved. Chatterjee et al. 
[14] presented a scheduling scheme for nodes such that the maximum latency to send a 
packet from a node to the sink is minimized. Sarkar et al. [15] addressed the energy-delay 
tradeoff problem and formulated the problem as a constrained optimization problem that 
achieves the minimum energy while satisfying the constraint on average packet delay. The 
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optimization problem was solved by using a dynamic programming formulation, from 
which a closed-form expression for the optimal sleep duration is derived. Pereira et al. [16] 
addressed delay optimization problem for a random access MAC protocol. They presented 
an accurate analytical model to derive the optimal transmission probability of each mobile 
node that minimizes the delay. 
 
III. TRANSMISSION SCHEDULING 
A.   Conflict Graph 
Given the routing information in a wireless network 𝐺 = (𝑉, 𝐸) we can build its 
conflict graph 𝐺′= (𝑉′, 𝐸′) as follows: each vertex 𝑢 ∈ 𝑉′ is a transmission denoted by an 
ordered pair (transmitter-id, flow-id), and each edge (𝑢, 𝑣) ∈ 𝐸′  indicates the conflict 
relation between vertex 𝑢  and vertex 𝑣 . The transmitter-id is the identifier of the 
transmitting node, which could be the source or a relay node. The flow-id is the identifier 
of the source node. A relay node can relay for different sources, so a flow-id is necessary 
to make the distinction. 
We assume the link layer ACK is not used upon successful reception of a packet 
for multicast/broadcast. Two transmissions are considered conflicting with each other if a 
receiver of one transmitter is in the interference range of the other transmitter. If the conflict 
graph were built based on the location of transmitters without considering the location of 
the receivers, it will include edges between all nodes within 2-hop distance. This will result 
in a dense conflict graph that ultimately wastes channel spectrum. The conflict relation of 
nodes varies with the multicast trees. Therefore for broadcast/multicast traffic, updating 
the conflict graph whenever the multicast trees change is necessary. 
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In the literature, the link-based model is widely used (e.g., [1]), in which each vertex 
𝑢 ∈ 𝑉′ represents a wireless link, and each edge in 𝐸′  indicates the conflict relation 
between a pair of wireless links. We observed that such a link-based model does not 
accurately capture the conflict relation in multicast, since each node’s transmission 
correspond to multiple active links, and the conflict relation between a pair of links is not 
equivalent to the conflict relation between a pair of nodes. Therefore for 
broadcast/multicast, a node-based conflict model is suitable. The transmission scheduling 
scheme in the following section is based on such a conflict graph when the routing 
information is given. 
 
B.   Integer Linear Program Model for Scheduling 
Let F be the total number of distinct slots in a TDMA frame. Assume each slot time 
is exactly one packet transmission time, then F is decided by wireless link bandwidth and 
packet size. F is used as input in the integer linear program. Let variable  𝑑𝑣,𝑠,𝑖 represent 
the delay at node 𝑣 for a packet generated by source s, which includes node v’s waiting 
time before transmission and the mandatory storeand-forward delay. Binary variable 
𝑥𝑣,𝑠,𝑖 is set to ’1’ when the incoming link uses a slot number larger than the one used by the 
outgoing link. Binary variable 𝑠𝑙𝑣,𝑠,𝑓 = 1  indicates slot 𝑓  is assigned to node 𝑣  for 
transmitting packets generated by source 𝑠. Since multicast routing information is given, 
we know the multicast tree 𝑃𝑠  for source node 𝑠, and the routing path 𝑃𝑠,𝑑  from 𝑠 to a 
destination node 𝑑. We use constant 𝑃𝑎𝑡ℎ𝑣,𝑠 = 1 to indicate node 𝑣 is on the routing paths 
for source s, and = 0 otherwise. 𝑅𝑠 is the source rate, defined as the number of packets 
generated per frame period. 
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After we have the conflict graph, the optimization of delay can be modeled as an 
integer linear program. Let 𝐴𝑠 be the packet generation time at source 𝑠, we can minimize 
the total end-to-end delay, including the initial access delay at the source node. The reason 
we consider initial access delay at the source is because this is for multicast, and therefore 
the delay at the source will delay the receiving time of multiple destinations, so the initial 
access delay is too important to ignore. If the objective is to minimize the make-span of 
the schedule, i.e., the duration from the first node transmits until the last node receives it, 
we can use the same objective function in the linear program but make 𝐴𝑠 = 0. 
In the following, 𝑣 ∈ 𝑃𝑠  means 𝑣 is a transmitting node in the multicast tree of 
source 𝑠; 𝑣 ∈ 𝑃𝑠,𝑑  is a transmitting node on the path from 𝑠 to 𝑑. 𝑣 could be the source 
node or a relay node. In (3d), (𝑢, 𝑣) ∈ 𝑃𝑠 means edge (𝑢, 𝑣) is in the tree, and node 𝑢 and 
𝑣 both are transmitters. Now we formally present the ILP model as follows. 
To minimize the total end-to-end delay of all destinations: 
Minimize  




                                                                (1) 















𝑠𝑙𝑣,𝑠,𝑓 + 𝑠𝑙𝑣′,𝑠′,𝑓′  ≤ 1, ∀((𝑣, 𝑠), (𝑣






= 𝑃𝑎𝑡ℎ𝑣,𝑠, ∀𝑖 = 1. . 𝑅𝑠, ∀𝑣 ∈ 𝑃𝑠 , ∀𝑠 ∈ 𝑆                                        (3𝑏) 
𝑠𝑙𝑣,𝑠,𝑓 = ∑ 𝑠𝑙𝑣,𝑠,𝑓,𝑖
𝑅𝑠
𝑖=1
, ∀𝑣 ∈ 𝑃𝑠, ∀𝑠 ∈ 𝑆, ∀𝑓 = 1. . 𝐹,                                           (3𝑐) 
𝑑𝑣,𝑠,𝑖 =  ∑ 𝑠𝑙𝑣,𝑠,𝑓,𝑖
𝐹
𝑓=1
𝑓 − ∑ 𝑠𝑙𝑢,𝑠,𝑓,𝑖
𝐹
𝑓=1
𝑓 + 𝑥𝑣,𝑠,𝑖𝐹,  
∀(𝑢, 𝑣) ∈ 𝑃𝑠, ∀𝑠 ∈ 𝑆, ∀𝑖 = 1. . 𝑅𝑠                                                                         (3𝑑) 
𝑑𝑠,𝑠,𝑖 =  ∑ 𝑠𝑙𝑠,𝑠,𝑓,𝑖
𝐹
𝑓=1
𝑓 − 𝐴𝑠 + 𝑥𝑠,𝑠,𝑖𝐹, ∀𝑠 ∈ 𝑆, ∀𝑖 = 1. . 𝑅𝑠                               (3𝑒) 
0 ≤ 𝑑𝑣,𝑠,𝑖 ≤ 𝐹, ∀𝑣 ∈ 𝑃𝑠 − {𝑠}, ∀𝑠 ∈ 𝑆, ∀𝑖 = 1. . 𝑅𝑠                                           (3𝑓) 
0 ≤ 𝑑𝑠,𝑠,𝑖 ≤ 𝐹, ∀𝑠 ∈ 𝑆, ∀𝑖 = 1. . 𝑅𝑠                                                                      (3𝑔) 
𝑠𝑙𝑣,𝑠,𝑓 = {0,1}, 𝑠𝑙𝑣,𝑠,𝑓,𝑖 = {0,1}, ∀𝑣 ∈ 𝑃𝑠 , ∀𝑠 ∈ 𝑆, ∀𝑓 = 1. . 𝐹, ∀𝑖 = 1. . 𝑅𝑠   (3ℎ) 
𝑥𝑣,𝑠,𝑖 = {0,1}, ∀𝑣 ∈ 𝑃𝑠 , ∀𝑠 ∈ 𝑆, ∀𝑖 = 1. . 𝑅𝑠                                                         (3𝑖) 
 
In the constraint (3a), the conflict graph model is used to make sure the conflicting 
transmissions cannot be scheduled to use the same slot. (3b -3c) is to make sure the number 
of slots assigned to a node is proportional to the data rate of the node; (3d -3e) model the 
delay at each node on a per-packet basis. 
1) LP-Rounding Algorithm for Slot Assignment: To solve the above integer linear 
program is NP-hard. We first relax it to a linear program, then use rounding to 
map real numbers to integers for valid slot assignment. 
 
1) Find the optimal solution for the LP problem with all integer variables relaxed 
to real numbers; 
2) Sort 𝑠𝑙𝑣,𝑠,𝑓,𝑖 in non-increasing order, set threshold Th = 0.5; 
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3) Pick the largest 𝑠𝑙𝑣,𝑠,𝑓,𝑖from the sorted list. If 𝑠𝑙𝑣,𝑠,𝑓,𝑖 > 𝑇ℎ, assign 𝑠𝑙𝑣,𝑠,𝑓,𝑖 = 1 
and 𝑠𝑙𝑣,𝑠,𝑓 = 1. Assign 𝑠𝑙𝑣′𝑠′,𝑓 and 𝑠𝑙𝑣′𝑠′,𝑓,𝑖 for other transmissions (𝑣
′, 𝑠′) that 
are conflicting with the transmission of (𝑣, 𝑠) . Assign remaining values 
appropriately to satisfy (3b); If 𝑇ℎ > the largest 𝑠𝑙𝑣,𝑠,𝑓,𝑖 , set 𝑇ℎ = the largest 
𝑠𝑙𝑣,𝑠,𝑓,𝑖; 
4) Repeat step 3) until all variables are rounded to integers. 
 
IV. SIMULATION 
The nodes are randomly deployed on a 150m×150m square region. Node 
transmission range is set to 30m. We only test on the connected networks. Source and 
destinations are randomly chosen but we also make sure they sit across the network. The 
multicast tree is given as input. We use the proposed LPbased scheduling scheme to 
compute the slot assignment, and get the end-to-end delay. The results are compared with 
the widely used FCFS scheme, in which a node is assigned to use the next available slot as 
soon as it arrives at a relay node. To obtain a fair comparison, the FCFS scheme also uses 
the network topology to make sure the new slot assignment has no conflict with existing 
assignments.  
We first observe how the delay changes with increasing source rate. The TDMA 
frame size is 30 slots, and each slot time is one packet transmission time. If the source 
generates one packet each frame, then the source rate is 1/30B. We define the baseline rate 
= 1/30B, where B is the wireless link bandwidth. The plot shows when source rate is 1X 




Fig. 2. Comparison of two scheduling schemes under different source rates 
 
The first simulation was done with 2 multicast sessions in the network. Each session 
has one source node sending to 5 destinations across the network. When the network size 
increases from 10 to 80 nodes, the average hop counts from the source to its destinations 
increases from 1.6 to 6.1. Delay increases nonlinearly with hop counts. We observed that 
the proposed scheduling scheme LP outperforms the FCFS more when the source rate is 
higher, and when the network size is larger (therefore the path length is larger). In average, 
the performance gain of LP over FCFS is 22% – 40% for rate=1X, and 43% to 52% for 





Fig. 3. Comparison of the two scheduling schemes 
 
In the second simulation study, we compare the proposed LP-based scheduling 
algorithm with FCFS with increasing number of flows. We create a network of n nodes, 
with |S| sources. Each source has a group of destinations. The average destination group 
size is 5 nodes for each source. The plot shows delay data for n = 10 & 80, |S| = 0.2n. The 
source rate is 1X of the baseline rate. We observed that LP-based scheduling scheme 
outperforms FCFS in every single scenario, and the performance gain is 26% (for 10 nodes) 
to 40% (for 80 nodes). 
 
V. CONCLUDING REMARKS 
In this paper, we study how to achieve the minimum end-to-end delay for multicast 
applications in a multihop wireless network. In multicast and broadcast, one transmitter 
may have multiple receivers, and therefore one transmission may correspond to multiple 
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active links. For this reason, the traditional link-based conflict graph model (as in [1]) fails 
to accurately model the conflict relation in multicast. We propose a node-based conflict 
graph model, in which two nodes are considered conflicting if and only if at least one of 
the receivers of one transmitter is in the interference range of the other transmitter. The 
conflict graph model dynamically changes with traffic, and accurately captures the conflict 
relation between nodes. Based on the conflict model, we build a linear programming model 
to compute the schedule of relay nodes. The result shows the proposed scheduling scheme 
achieves significant delay reduction from the widely used FCFS model. 
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III. SIMULTANEOUS ROUTING AND MULTIPLEXING IN AD HOC 
NETWORKS WITH MIMO LINKS 
Maggie Cheng, Quanmin Ye and Xiaochun Cheng 
Abstract — this paper addresses how to leverage the spatial multiplexing function of mimo 
links to improve wireless network throughput. Wireless interference modeling of a half-
duplex mimo node is presented, based on which, routing, spatial multiplexing and 
scheduling are jointly considered in one optimization model. A linear program-based 
algorithm is proposed for the joint optimization, and numerical simulation results show 
that the joint optimization of routing with spatial-temporal multiplexing is superior to the 
separate design approaches, including separating routing from the other two designs, and 
separating scheduling from the other two designs. 
I. INTRODUCTION 
Multiple Input Multiple Output (MIMO) technology has brought dramatic change 
to wireless communication. In the conventional single-input single-output (SISO) 
transmission mode, a node can only receive from one transmitter and none of the other 
neighbors should be transmitting while a node is receiving; while in a MIMO mode, a 
transmitter equipped with multiple antennas can split data into multiple streams and 
transmit them simultaneously over multiple antennas, and a receiver can also receive data 
from multiple antennas by suppressing multiuser interference. As long as there is an 
independent channel between a pair of transmit-receive antennas, the receiver can recover 
the received data. By using spatial multiplexing a MIMO link can achieve multiple times 
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of the baseline data rate. Spatial multiplexing has been successfully leveraged to improve 
the capacity of point-to-point communication and infrastructure-based wireless networks 
such as cellular networks. 
It is relatively new to apply MIMO technology in multihop networks, especially in 
multihop ad hoc networks. In wireless ad hoc networks, every node is a peer, and there is 
no predetermined routers or relay nodes. The main challenge to use MIMO technology in 
ad hoc networks is coordinated transmission involving spatial multiplexing. In order to 
make the best use of the radio capacity, nodes need to cooperatively evaluate the channel 
condition, and decide how the data packets will be routed and how the data streams will be 
allocated to transmit-receive antennas. The former is mainly a physical layer issue, while 
the latter is cross the network layer and lower layers. This paper focuses on the second part 
of the challenge: how to decide the routing paths and how to allocate data streams to 
transmit-receive antenna pairs so that network throughput is maximized. It is important the 
spatial multiplexing function is considered during the routing process so that the radio 
spectrum is used in an efficient manner. It is also important to consider multiplexing of 
different data streams in the time domain. An antenna may be used to transmit different 
data streams at different time. Overall it is a joint design involving routing, antenna 
allocation and scheduling. A fundamental problem pertaining to the joint design is 
interference management and interference mitigation. 
The rest of the paper is organized as follows. In Section II we review related work 
in routing and multiplexing in MIMO-based ad hoc networks; in Section III we present the 
channel model for MIMO links; in Section IV we present interference modeling in 
MIMObased multihop networks; in Section V we formulate the maximum throughput 
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problem as a mixed integer linear program; in Section V we provide numerical simulation 
results on the performance gain of our algorithm; Section VI concludes the paper. 
 
II. RELATED WORK 
MIMO technology has experienced a recent boom in wireless communications. 
During the technological boom, the throughput capacity of MIMO systems has become a 
research topic of rich content, from the capacity of a single-user MIMO channel to 
multiuser MIMO systems, from single-hop communication to multihop networks. 
For a single-user MIMO channel, the water-filling method is known to have 
achieved the maximum data rate [1]. In a multiuser environment, the link capacity is more 
difficult to estimate. Studies for multiuser MIMO systems branched out into several 
subtopics. Previous work [2]–[7] focused the capacity of a multiuser MIMO system in a 
broadcast channel or single-hop network, such as a cellular network. Liu et al. [8] 
considered a network consisting of L interfering concurrent transmission pairs using 
MIMO links, and provides a solution that guarantees a global optimal solution to the 
maximal sum of mutual information (MSMI) problem in a multiuser MIMO system. 
Multiuser diversity has been exploited in cellular networks [9]–[11] to increase the 
capacity gain. Chu et al. further extended it to multihop ad hoc networks [12]. By exploiting 
the multiuser diversity and spatial diversity, the scheduling algorithms in [12] 
opportunistically selects a subset of nodes to serve as transmitters and allocate data streams 
to antennas based on packet priority, channel quality etc. 
Routing as a network layer issue has also been impacted by the use of MIMO links. 
In [13], MIMOaware routing was proposed that uses a separate-layer approach to address 
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the routing problem, in which the actual capacity of each MIMO channel is estimated on a 
periodic basis and the statistics is used in routing decision. In [14], channel-aware MAC 
protocol design was applied to ad hoc networks, in which spatial diversity is explored to 
combat fading and achieve robustness. [15] used a SINR model and then developed a 
CSMA-based MIMO-pipe scheduling under the SINR model. Physical layer provides the 
upper layers a set of rates and SINR requirements, which capture the rate-reliability 
tradeoff in MIMO communications. Under the physical model, transmission on a link is 
said to be successful if its SINR is greater than a pre-determined threshold. Compared to 
the widely used protocol model the physical model can more accurately capture the channel 
condition and the intrinsic probabilistic nature of wireless communications [16]. [17], [18] 
also used physical interference models for scheduling. 
 
III. MIMO CHANNEL MODEL 
A MIMO link can operate at the spatial multiplexing mode to increase its data rate 
or at the diversity coding mode to improve link diversity or reliability. MIMO technology 
provides a node with the ability to suppress multiuser interference (MUI), so a node can 
receive from multiple transmitters at the same time. 
 
Fig. 1. MIMO Channel Model 
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Fig. 1 shows the MIMO channel model. The mathematical description of a narrow-
band flat-fading MIMO channel with multiple transmit and receive antennas is ([19], 20]): 
𝑦 = 𝐻𝑥 + 𝑛 
Where 𝑦 is the receive signal vector, 𝑥 is transmit signal vector, 𝑛 is noise vector, and 𝐻 is 
the channel matrix. 𝐻𝑖𝑗 is the spatial channel coefficient between the ith antenna of the 
receive node and the jth antenna of the transmit node, and it is the sum of the line of sight 
(LOS) component and the fading component. If the environment is scattering enough, and 
receive antennas are sufficiently apart, there are 𝑚𝑖𝑛{𝑁𝑡, 𝑁𝑟} independent transmission 
paths, where 𝑁𝑡  and 𝑁𝑟  are the number of transmit antennas and receive antennas 
respectively. The multiple transmit signals can be the same data bit or different data bits. 
If different data bits are transmitted from multiple antennas, the total data rate will be 
multiple times of the baseline data rate. This is called spatial multiplexing. 
 
IV. INTERFERENCE MODELING OF MIMO LINK 
The interference relation among MIMO links is fundamentally different from SISO 
links. With single-radio single-channel links, we can decide whether two links can be active 
at the same time just by looking at the conflict graph; but with MIMO links, whether two 
links can be active at the same time cannot be decided without knowing antenna 
assignment. A routing scheme must jointly consider antenna assignment in order to achieve 
the maximum network throughput. To allow joint design of routing and spatial 
multiplexing, the multiplexing capacity of MIMO links must be considered. 
We assume a half-duplex channel is used, i.e., a node is either transmitting or 
receiving, or being idle (e.g., [12]) at any time instance. Let boolean variable 𝑇𝑖𝑗 = 1  
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indicate node 𝑖  is transmitting at antenna 𝑗; Let 𝑅𝑖𝑗 = 1 indicate node 𝑖  is receiving at 
antenna 𝑗. A node is transmitting as long as one of its antennas is transmitting; and is 
receiving as long as one of its antennas is receiving. Let 𝑇𝑖 = 1 indicate node 𝑖  is 
transmitting; Let 𝑅𝑖 = 1 indicate node 𝑖 is receiving. A half-duplex MIMO channel can be 
described as: 
𝑇𝑖 ≥ 𝑇𝑖𝑗  ∀𝑗 , ∀𝑖                                                               (1𝑎) 
𝑅𝑖 ≥ 𝑅𝑖𝑗  ∀𝑗 , ∀𝑖                                                              (1𝑏) 
𝑇𝑖 + 𝑅𝑖  ≤ 1, ∀𝑖                                                              (1𝑐) 
In addition to being half-duplex, a node also has the degree of freedom (DOF) 
constraint. Among all received streams, some are targeted at node i, some are not, and thus 
considered as interference streams to node 𝑖. A node can successfully decode the received 
data streams if there are enough information about the channel state information between 
the receiving antennas and transmitting antennas, and the total received streams (targeted 
for it or not) is bounded by the number of receive antennas. Let Ni denote node 𝑖’s one-hop 
neighbors. For node i with Ai antennas, at any time instant, if 𝑅𝑖 = 1, it is required that 




≤ 𝐴𝑖                                                         (2) 
Inequality (2) indicates the total data streams targeted at node 𝑖 and interference 
streams to node 𝑖 is bounded by the number of receiving antennas 𝐴𝑖. This is called degree 
of freedom (DOF) [21]. When overloading is possible with the channel condition, it is 
bounded above by 𝐴𝑖(1 + 𝛼), where 𝛼 is the overload factor [22]. 
If node i is transmitting, it is required that  
∑ 𝑇𝑖𝑗
𝑗




V. JOINT DESIGN OF ROUTING AND SPATIAL-TEMPORAL 
MULTIPLEXING 
Routing is concerned with computing the path a flow will take, spatial multiplexing 
is concerned with assigning flows to antennas, and scheduling is concerned with assigning 
time slots to transmitting antennas, a.k.a. temporal multiplexing. In previous work [23], a 
spatial multiplexing and scheduling scheme is proposed when routing is given. We 
observed that limiting the flow to a predetermined path may not be optimal for the network 
throughput. A larger optimization space exists that allows joint optimization of routing, 
spatial multiplexing and scheduling. 
For joint design of routing, spatial multiplexing and scheduling, we will decide for 
each flow which link will be on the routing path, which antenna of a node will transmit the 
flow, and which time slot it will use by solving one optimization problem. To add routing 
in the scope, we introduce a new variable 𝑟𝑖𝑗,𝑠. 𝑟𝑖𝑗,𝑠> 0 indicate link (𝑖, 𝑗) is used to transmit 
flow 𝑠 at a rate of 𝑟𝑖𝑗,𝑠. Let variable 𝑟𝑠,𝑠be the source rate we try to maximize. Set 𝑟𝑖,𝑠 = 𝑟𝑠,𝑠 
if 𝑖 is the source, and set 𝑟𝑖,𝑠 = −𝑟𝑠,𝑠 if 𝑖 is the destination, and =0 if 𝑖 is neither the source 
nor the destination. For the rest, we use a flow network model to solve it. When Routing is 
not given, the solutions to 𝑟𝑖𝑗,𝑠 in the following linear program indicate which link will be 
used for flow from source s. 
From the interference modeling in section IV, we add a time dimension to the 
variables 𝑇𝑖𝑗 and 𝑅𝑖𝑗 : 𝑇𝑖𝑗,𝑡 = 1 if node 𝑖 is transmitting at antenna 𝑗 at slot 𝑡, and 𝑅𝑖𝑗,𝑡  = 1 
if node 𝑖 is receiving at antenna 𝑗 at slot 𝑡. We add another dimension to indicate the source 
of the flow: 𝑇𝑖𝑗,𝑡,𝑠 = 1 (or 𝑅𝑖𝑗,𝑡,𝑠= 1) indicates node 𝑖 is transmitting (or receiving) flow 𝑠 at 
antenna 𝑗 at slot 𝑡. 
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Constant 𝐴𝑖 is the number of antennas node 𝑖 has. With the objective of maximizing 




                                                                          (4) 
Subject to 
∑ (𝑟𝑖𝑗,𝑠 − 𝑟𝑗𝑖,𝑠)
𝑗∈𝑁𝑖










 , ∀𝑠, ∀𝑙𝑖𝑛𝑘(𝑖, 𝑗) ∈ 𝑃𝑎𝑡ℎ𝑠 , ∀𝑡                           (5𝑐) 
∑ 𝑇𝑖𝑗,𝑡,𝑠
𝑠
= 𝑇𝑖𝑗,𝑡 ∀𝑖, ∀𝑗, ∀𝑡                                                                        (5𝑑) 
∑ 𝑅𝑖𝑗,𝑡,𝑠
𝑠
= 𝑅𝑖𝑗,𝑡 ∀𝑖, ∀𝑗, ∀𝑡                                                                       (5𝑒) 
𝑇𝑖,𝑡 ≥ 𝑇𝑖𝑗,𝑡, ∀𝑗, ∀𝑖, ∀𝑡                                                                                 (5𝑓) 
𝑅𝑖,𝑡 ≥ 𝑅𝑖𝑗,𝑡, ∀𝑗, ∀𝑖, ∀𝑡                                                                               (5𝑔) 
𝑇𝑖,𝑡 + 𝑅𝑖,𝑡 ≤ 1, ∀𝑖, ∀𝑡                                                                                (5ℎ) 
∑ 𝑇𝑖𝑗,𝑡
𝑗
≤ 𝐴𝑖,∀𝑖, ∀𝑡                                                                                    (5𝑖) 
∑ ∑ 𝑇𝑗𝑘,𝑡
𝑘
≤ 𝐴𝑖 + (1 − 𝑅𝑖,𝑡)𝑁∞
𝑗∈𝑁𝑖
∀𝑖, ∀𝑡                                              (5𝑗) 
𝑟𝑠, 𝑟𝑖𝑗,𝑠, 𝑟𝑖𝑗 ≥ 0, 𝑇𝑖,𝑡, 𝑅𝑖,𝑡, 𝑇𝑖𝑗,𝑡, 𝑅𝑖𝑗,𝑡, 𝑇𝑖𝑗,𝑡,𝑠, 𝑅𝑖𝑗,𝑡,𝑠 ∈ {0,1}                     (5𝑘) 
 
The objective function is to maximize the total network throughput. Constraint (5a) 
is for flow conservation. (5b) requires that for each flow the total data rate of node 𝑖 from 
all transmit antennas from all time slots should be the same as the total data rate transmitted 
by node 𝑖. (5c) indicates at any time if node 𝑖 is transmitting flow 𝑠, the number of transmit 
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antennas for flow 𝑠 is the same as the number of receive antennas from 𝑖’s neighbors. For 
instance, if node 𝑖 uses 3 antennas to transmit flow 𝑠, there must be 3 antennas receiving 
flow s at node 𝑖’s neighbors. (5d) and (5e) indicate a transmit antenna or a receive antenna 
is active as long as it is transmitting or receiving any flow. (5f)–(5h) are the requirement 
for being a half-duplex model at slot level. (5i) and (5j) are for the degree of freedom 
constraints. 𝑁∞ in (5j) is a very large positive number. When 𝑅𝑖,𝑡 = 1, node 𝑖 is receiving 
at time 𝑡, the degree of freedom constraint specified in (2) is enforced at time 𝑡; when 𝑅𝑖,𝑡= 
0, then constraint (19j) is automatically satisfied. 
 
VI. SIMULATION 
A.  Cross Layer Design Performance Evaluation 
In this paper we proposed a cross-layer design solution by jointly computing 
routing path and spatialtemporal multiplexing. It is joint design of physical layer (spatial 
multiplexing), link layer (scheduling) and network layer (routing). We show the 
performance gain over the previous work in [23], in which Shortest Path Routing is used. 
We assume there is large enough antenna separation with low correlation between 
channels. For node distribution, we assume nodes are randomly positioned in a square 
region of 150m × 150m. Each node can communicate with other nodes in 30m range. 
Network size ranges from 10 to 80 nodes, among which 20% nodes are sources. Source-
destination pairs are randomly chosen. 
We assume the baseline data rate is 30 units per second. We compare the throughput 
of different schemes measured as multiples of baseline data rate. The joint design shows 
performance gain in all scenarios, with more significant improvement in larger network 
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sizes. This is because when the network size increases, there are enough choices for 
different routing algorithms to find different routing paths. Fig. 2 shows the performance 
comparison between the joint design given by the linear program (4)-(5k) over the previous 
work in [23]. Fig. 2(a) shows results when nodes are equipped with 2 transmit antenna and 
2 receive antenna, (b) and (c) are for 3 antennas and 4 antennas respectively. It is easy to 








Fig. 2. Joint design vs. fixed shortest path (cont.) 
Joint design of routing and spatial-temporal multiplexing vs.fixed shortest path routing 
with spatial-temporal multiplexing 
 
B.  Routing and Spatial-Multiplexing without Scheduling 
Adding time slot assignment to the scope of crosslayer design certainly can make 
better use of the channel capacity, but it comes at a cost of higher computational 
complexity. In this simulation we observe how much performance gain is lost when 
removing scheduling from the joint design. We compare the throughput obtained by 
routing+spatial multiplexing with scheduling and the throughput obtained by 
routing+spatial multiplexing without scheduling. 
Without detailed time slot assignment, we assume each link will use all available 
antenna for transmission and stop transmission when its allocated time is over. The total 
channel occupancy time is allocated to links to make sure there is no conflict between 
active transmissions. 
The linear program for routing and spatialmultiplexing without scheduling is 
omitted here. The simulation results are presented in Fig. 3. It shows that when the network 
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size is small, the difference between the two schemes is small; when the network size 
increases, the throughput gain increases faster with scheduling. Joint design with 









Fig. 3. R+S with Scheduling vs. R+S without Scheduling (cont.) 
Routing and spatial multiplexing with scheduling vs. routing and spatial 
multiplexing without scheduling. 
 
VII. CONCLUDING REMARKS 
While routing and scheduling have been extensively studied in wireless ad hoc 
networks, the scope of study has dramatically changed in a MIMO-based ad hoc networks. 
To add a spatial multiplexing component in the scope creates new challenges and new 
opportunities. To see the full advantage of MIMO technology, we argue that the spatial 
multiplexing function should be considered during routing. We propose to jointly consider 
routing, spatial multiplexing and scheduling at the same time. A linear programming based 
algorithm is proposed that includes three design problems in one optimization framework. 
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IV. A COMBINATORIAL SOLUTION FOR SCHEDULING SPATIAL 
MULTIPLEXING IN MIMO-BASE AD HOC NETWORKS 
Maggie Cheng and Quanmin Ye 
Abstract — in a mimo-based ad hoc network, the conflict relation between transmissions 
is fundamentally changed due to the multiple packet reception capability of mimo nodes. 
A mimo node can receive from multiple data streams at the same time, which significantly 
increases data throughput. To fully utilize the additional spectrum capacity enabled by the 
mimo technology, it is important that transmissions from different nodes are coordinated. 
The coordination scheme needs to consider both data stream multiplexing and 
transmission time scheduling for a maximum performance gain. In this paper, we use an 
optimization framework to jointly consider mimo link spatial multiplexing and scheduling 
while the routing information is given. A linear program-based algorithm is proposed, and 
simulation results show it is advantageous over the spatial multiplexing scheme without 
joint design of scheduling. 
I. INTRODUCTION 
Multiple Input Multiple Output (MIMO) technology has experienced a recent boom 
in wireless communications. Different from the single-input single-output (SISO) 
transmission mode, a node equipped with multiple antennas can split data into multiple 
streams and transmit them simultaneously over multiple antennas. As long as there is an 
independent channel between a pair of transmitreceive antennas, the receiver can recover 
the received data. By using multiple transmit antennas at the transmitter and multiple 
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receive antennas at the receiver, a MIMO link can achieve multiple times of the baseline 
data rate. This is the spatial multiplexing function of MIMO links. 
In the past few years, although MIMO technology has been successfully used for 
point-to-point communication and infrastructure-based wireless networks (i.e., cellular 
networks), it has not been widely used in multiple-hop networks such as wireless ad hoc 
networks. In wireless ad hoc networks, every node is a peer, and there is no predetermined 
router or relay node. The main challenge to use MIMO technology in ad hoc networks is 
coordinated transmission involving spatial multiplexing. In order to make the best use of 
the radio capacity, nodes need to cooperatively evaluate the channel condition and decide 
how the data streams will be allocated to transmit-receive antennas. This paper focuses on 
the second part of the challenge: how to allocate data streams to antennas so that the 
network throughput is maximized. 
 
 
Fig. 1. Hidden Terminal Problem and MIMO Technology 




When transforming from a single-radio single-channel ad hoc network to a MIMO-
based ad hoc network, a single channel is replaced by multiple spatially multiplexed 
channels between two nodes, so the conflict relation among transmissions is fundamentally 
changed. For example, what is considered as a hidden terminal problem (see Fig. 1(a)) in 
a single-radio single-channel environment is no longer considered a problem with MIMO 
nodes. In Fig. 1(b), the receive node has two antennas, and there is an independent 
transmission path between each transmit-receive pair, so the receiver can recover two 
streams of data simultaneously. Fig. 1 shows the fundamental reason that the MIMO links 
can increase the network capacity. However, that does not mean there is no limit on the 
number of transmissions that can be allowed simultaneously. There are new constraints 
specific to MIMO links, as shown in the section III. How to efficiently make use of the 
radio spectrum with multiple packet reception capability is a new paradigm to explore. To 
this end, interference management is a fundamental problem. We will address the 
interference management problem in spatial multiplexing and transmission scheduling in 
a joint optimization model, in which interference mitigation is implicitly accomplished 
through constrained optimization. 
The rest of the paper is organized as follows. In Section II, we briefly survey the 
most related work in MIMO-based ad hoc networks; in Section III, we present interference 
modeling in MIMO-based multihop networks, and formulate the maximum throughput 
problem as an Integer Linear Program. In Section IV we validate our model and compare 
our algorithm with the multiplexing scheme without joint design of scheduling; Finally, 




II. RELATED WORK 
MIMO systems have been given extensive study on throughput maximization. For 
the capacity of the single-user MIMO channel, it is well known that the water-filling 
method can achieve the maximum data rate [1]. Previous work [2]–[5] have addressed the 
capacity of multiuser MIMO in a broadcast channel or single-hop network, such as a 
cellular network. Liu et al. [6] considered a network consisting of L interfering concurrent 
MIMO transmission pairs (links), and provided a solution that guarantees a global optimal 
solution to the maximal sum of mutual information (MSMI) problem in a multiuser MIMO 
system. However none of the aforementioned work directly addresses multihop throughput 
in a MIMO ad hoc network. 
In an effort to improve the network throughput, multiuser diversity has been 
exploited. [7]–[9] addressed multiuser diversity in cellular networks, and Chu et al. [10] 
further extend it to multihop ad hoc networks. By exploiting the multiuser diversity and 
spatial diversity, the scheduling algorithms in [10] opportunistically selects a subset of 
nodes to serve as transmitters and allocate data streams to antennas based on packet 
priority, channel quality etc. 
In a multiuser environment, the link capacity is more difficult to understand than in 
a singleradio single-channel system. In [11], MIMO-aware routing was proposed that uses 
a separate-layer approach to address the routing problem, in which the actual capacity of 
each MIMO channel is estimated on a periodic basis and the statistics is used in routing 
decision. In [12], channel-aware MAC protocol design was applied to ad hoc networks, in 
which spatial diversity is explored to combat fading and achieve robustness. Qian et al. 
[13] used a SINR model and then developed a CSMA-based MIMO-pipe scheduling under 
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the SINR model. Physical layer provides the upper layers a set of rates and SINR 
requirements, which capture the rate-reliability tradeoff in MIMO communications. Under 
the physical model, transmission on a link is said to be successful if its SINR is greater 
than a pre-determined threshold. Compared to the widely used protocol model the physical 
model can more accurately capture the channel condition and the intrinsic probabilistic 
nature of wireless communications [14]. [15] also used physical interference models for 
scheduling. 
In additional to channel-aware routing and MAC protocol design, some previous 
work considered joint design of the MAC layer and the PHY layer. In [16], a cross-layer 
design for routing, power allocation and bandwidth allocation was proposed, but the 
problem is decoupled as a network layer subproblem (for routing) and a link layer 
subproblem (power allocation to multiple antennas of a node and bandwidth allocation) 
and is not solved as one optimization problem. In [17], the physical layer (spatial 
multiplexing) and Medium Access Control strategies are integrated to maximize the 
network throughput. In [18], the interaction between MAC layer and PHY layer was 
analyzed and an example cross-layer scheme was presented, however, no concrete 
optimization framework was given. For example, a node in the network can decide how 
many antennas to use for transmission depending on the intended receivers distance. A 
transmit node can use more antennas for higher data rate (or reliability) but shorter distance, 
or for longer distance and lower data rate, since the node is power constrained. In [17] 




III. SPATIAL MULTIPLEXING 
A MIMO link uses multiple antennas at both the transmitter and the receiver. It can 
operate at the spatial multiplexing mode in order to achieve high spectrum efficiency, or in 
the diversity coding mode in order to achieve better link diversity or reliability. Due to its 
capability to suppress multiuser interference (MUI), what is considered as conflicting 
transmissions with SISO links may not be considered conflicting with MIMO links. In 
Fig.1, the receiver node in the middle can receive two data streams at the same time and 
still be able to recover both data streams. 
 
A.   Interference Modeling of MIMO Links 
The interference relation among MIMO links is fundamentally different from that 
of SISO links. With single-radio single-channel links, we can decide whether two links can 
be active at the same time just by looking at the conflict graph; but with MIMO links, 
whether two links can be active at the same time cannot be decided without knowing 
antenna assignment. This motivates a combinatorial solution for spatial multiplexing in 
order to achieve the maximum network throughput. 
Although transmitting and receiving at the same time is possible by using 
sophisticated interference suppression scheme, a half-duplex channel is the most 
commonly used model, in which a node is either transmitting or receiving, or being idle 
(e.g., [10]). Let T𝑖𝑗 = 1 indicate node 𝑖 is transmitting at antenna 𝑗; Let 𝑅𝑖𝑗 = 1 indicate 
node 𝑖 is receiving at antenna 𝑗. A node is transmitting as long as one of its antennas is 
transmitting; and is receiving as long as one of its antennas is receiving. Let T𝑖 = 1 indicate 
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node 𝑖  is transmitting; Let R𝑖 = 1  indicate node 𝑖  is receiving. T𝑖 , R𝑖 , T𝑖𝑗  , 𝑅𝑖𝑗  are all 
Boolean variables. A half-duplex MIMO channel can be described as: 
 
𝑇𝑖 ≥ 𝑇𝑖𝑗  ∀𝑗 , ∀𝑖                                                               (1𝑎) 
𝑅𝑖 ≥ 𝑅𝑖𝑗  ∀𝑗 , ∀𝑖                                                              (1𝑏) 
𝑇𝑖 + 𝑅𝑖  ≤ 1, ∀𝑖                                                              (1𝑐) 
 
In addition, a node also has the degree of freedom (DOF) constraint: among all 
received streams, some are targeted at node 𝑖 , some are not, and thus considered as 
interference streams to node 𝑖. A node can successfully decode the received data streams 
if there are enough information about the channel state information between the receiving 
antennas and transmitting antennas, and the total received streams (targeted for it or not) is 
bounded by the number of receive antennas. Let 𝑁𝑖 denote node 𝑖’s one-hop neighbors. For 
node 𝑖 with Ai antennas, at any time instant, if 𝑅𝑖 = 1, it is required that  




≤ 𝐴𝑖                                                         (2) 
 
Inequality (2) indicates the total data streams targeted at node 𝑖 and interference 
streams to node 𝑖 is bounded by the number of receiving antennas 𝐴𝑖. This is called degree 
of freedom (DOF) [19]. When overloading is possible with the channel condition, it is 
bounded above by 𝐴𝑖(1 + α), where α is the overload factor [20]. 
If node i is transmitting, it is required that 
∑ 𝑇𝑖𝑗
𝑗




B. Joint Design of Spatial Multiplexing and Transmission Scheduling 
 
Spatial multiplexing is to assign flows to antennas, and scheduling is to assign time 
slots to transmitting antennas. Obviously if we do not consider slot assignment while 
computing spatial multiplexing solution, we can only get a coarsegrained estimation of the 
achievable throughput. To consider spatial multiplexing at the slot level gives us more 
performance gain than considering it at the flow level. This motivates the joint design of 
spatial multiplexing and scheduling. 
For joint design of spatial multiplexing and scheduling, we will decide which 
antenna of a node will transmit a flow and which time slot it will use by solving one 
optimization problem. Let rs denote the source data rate. We set 𝑟𝑖𝑗,𝑠 = 𝑟𝑠, ∀(𝑖, 𝑗) ∈ 𝑃𝑎𝑡ℎ𝑠 
and 𝑟𝑖𝑗,𝑠 = 0, if (𝑖, 𝑗)  is not on the routing path. So 𝑟𝑖𝑗,𝑠  and 𝑟𝑠  will be used as scalar 
variables only. From the interference modeling in section III-A, we add a time dimension 
to the variables 𝑇𝑖𝑗  and 𝑅𝑖𝑗  , Ti and 𝑅𝑖: 𝑇𝑖𝑗,𝑡  = 1 if node 𝑖 is transmitting at antenna 𝑗 at 
slot 𝑡 , and 𝑅𝑖𝑗,𝑡 = 1   if node 𝑖  is receiving at antenna 𝑗  at slot t ; 𝑇𝑖,𝑡 = 1  if node 𝑖  is 
transmitting at slot 𝑡, 𝑅𝑖,𝑡 = 1 if node 𝑖 is receiving at slot 𝑡. Constant 𝐴𝑖 is the number of 
antennas node 𝑖 has. With the objective of maximizing the total data rates from all sources 




                                                                          (4) 
Subject to 













 , ∀𝑠, ∀(𝑖, 𝑗) ∈ 𝑃𝑎𝑡ℎ𝑠 , ∀𝑡                                    (5𝑐) 
∑ 𝑇𝑖𝑗,𝑡,𝑠
𝑠
= 𝑇𝑖𝑗,𝑡 ∀𝑖, ∀𝑗, ∀𝑡                                                                         (5𝑑) 
∑ 𝑅𝑖𝑗,𝑡,𝑠
𝑠
= 𝑅𝑖𝑗,𝑡 ∀𝑖, ∀𝑗, ∀𝑡                                                                        (5𝑒) 
𝑇𝑖,𝑡 ≥ 𝑇𝑖𝑗,𝑡, ∀𝑗, ∀𝑖, ∀𝑡                                                                                   (5𝑓) 
𝑅𝑖,𝑡 ≥ 𝑅𝑖𝑗,𝑡, ∀𝑗, ∀𝑖, ∀𝑡                                                                                 (5𝑔) 
𝑇𝑖,𝑡 + 𝑅𝑖,𝑡 ≤ 1, ∀𝑖, ∀𝑡                                                                                  (5ℎ) 
∑ 𝑇𝑖𝑗,𝑡
𝑗
≤ 𝐴𝑖,∀𝑖, ∀𝑡                                                                                     (5𝑖) 
∑ ∑ 𝑇𝑗𝑘,𝑡
𝑘
≤ 𝐴𝑖 + (1 − 𝑅𝑖,𝑡)𝑁∞
𝑗∈𝑁𝑖
∀𝑖, ∀𝑡                                               (5𝑗) 
𝑟𝑠, 𝑟𝑖𝑗,𝑠, 𝑟𝑖𝑗 ≥ 0, 𝑇𝑖,𝑡, 𝑅𝑖,𝑡, 𝑇𝑖𝑗,𝑡, 𝑅𝑖𝑗,𝑡, 𝑇𝑖𝑗,𝑡,𝑠, 𝑅𝑖𝑗,𝑡,𝑠 ∈ {0,1}                      (5𝑘) 
 
Inequality (5j)  is the degree of freedom constraint equivalent to (2). A large 
positive number 𝑁∞ is used in order to make sure that when node i is not receiving at time 
t  (i.e., 𝑅𝑖,𝑡 = 0 ) the inequality is automatically satisfied, and therefore the degree of 
freedom constraint is not enforced on a non-receiving node. 
 
IV. SIMULATION 
The objectives of the simulation are to validate the optimization model, and to show 




Without a detailed schedule for antennas, we assume each link will use all available 
antennas for transmission and stop transmission when its allocated time is over. The total 
channel occupancy time is allocated to links to make sure there is no conflict between 




                                                                               (6) 
Subject to 
𝑟𝑖𝑗,𝑠 = 𝑟𝑠, ∀(𝑖, 𝑗) ∈ 𝑃𝑎𝑡ℎ𝑠 , ∀𝑠                                                             (7𝑎) 
𝑟𝑖𝑗 = ∑ 𝑟𝑖𝑗,𝑠
𝑠













≤ 1, ∀𝑙 ∈ 𝑉′                                      (7𝑐) 
𝑟𝑠, 𝑟𝑖𝑗,𝑠, 𝑟𝑖𝑗 ≥ 0, ∀𝑠, ∀(𝑖, 𝑗)  ∈ 𝐸                                                         (7𝑑) 




  is the fraction of channel occupancy time. Note the conflict graph is 
built for directional edges, inequality (7c) is applied to each vertex l in the conflict graph 
𝐺′ = (𝑉′, 𝐸′).  In constraint (7c), 𝑙  is a wireless link from node 𝑖  to node 𝑗 , and 𝐴𝑙  = 
min {𝐴𝑖, 𝐴𝑗} , where 𝐴𝑖  and 𝐴𝑗 ,  are the numbers of antennas of node 𝑖  and node 𝑗 , 
respectively.  
To validate the optimization model we use two straightforward cases. The network 
consists of three nodes, A, B and C, as shown in Fig. 2. In case (1), node A sends to node 
C via node B; in case (2), there are two data streams—A sends to C via B and C sends to 
A via B. The baseline data rate is 30 packets per frame time (B=30). We assume each node 
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has three antennas. In both of cases, the joint design of spatial-temporal multiplexing and 
the separate design both agree with the optimal solution, and achieve a total throughput of 
45 packets per frame time. 
 
Fig. 2. Two simple test cases 
To show the advantage of joint spatial-temporal multiplexing, we run simulations 
on more complex network topologies with multiple data flows. We assume a random 
network, with random (source, destination) pairs. Network sizes range from 10 to 80 nodes, 
among which 20% nodes are sources, each with its own destination that is randomly chosen. 
We observed that as the number of antennas on each node increases, the network 
throughput increases. The joint design starts to show performance gain after certain point, 
and show more performance gain in larger network sizes. Fig. 3 shows the performance 
comparison between the joint design and separate design given by the model in (6)-(7d). 
 






Fig. 3. Throughput as multiples of baseline data rate (cont.) 
(a) with 2 transmitantennas and 2 receive antennas 
(b) with 3 transmit antennasand 3 receive antennas 





In this paper, we study the multiplexing problem in a MIMO-based ad hoc network. 
By jointly considering spatial multiplexing and temporal multiplexing in one optimization 
framework, we can maximize the network throughput. A linear programming based 
algorithm is proposed. Simulation results verified the advantage of using such a joint 
optimization approach. 
This paper addressed the issue of spatialtemporal multiplexing when the routing 
information is given. In fact, routing and spatial multiplexing can be jointly designed to 
further take advantage of the MIMO technology. A cross-layer design scheme would be 
appropriate to jointly consider cooperative routing and spatial multiplexing. This will be 
studied in our future work. 
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V. RATE-ADAPTIVE CONCURRENT TRANSMISSION SCHEDULING IN 60-
GHZ MM-WAVE WPANS 
Maggie Cheng, Quanmin Ye and Lin Cai 
Abstract — We consider the scheduling problem in a millimeterwave wireless personal 
area network in which users can use adaptive coding and modulation schemes to change 
their data rates. The scheduling problem is to map transmissions to time slots so that the 
total throughput is maximized. The challenge is that the achieved data rate of one flow is 
limited by the interference from other transmissions in the same slot, which is unknown 
until the scheduling decision is known. We propose to discretize data rate into several 
distinct levels supported by the PHY layer, and then use a linear programming model to 
find the highest rate level a flow can achieve. The same model is extended to consider a 
mixture of omni-directional antennas and directional antennas with heterogeneous 
transmitting power. The simulation results show that the proposed algorithms outperform 
the previous work for adaptive-rate scheduling in both throughput and fairness. 
I. INTRODUCTION 
Wireless personal area networks (WPANs) feature multiusers coexisting in a small 
area. Due to the short distance, users can communicate with each other directly in a peerto-
peer fashion without involving a relay node. Also due to the short distance, nodes may have 
harmful interference to each other. However, from a system point of view, having the nodes 
access the channel one at a time in a serial TDMA manner may be a waste of resource due 
to the long waiting time each user experiences. The total network throughput may be 
decreased for not utilizing spectrum spatial reuse. The performance degradation can be 
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significant when it comes to the mm-Wave based WPANs, since at the 60-GHz band 
oxygen absorption peaks and the transmission range is short, so there is large room for 
spectrum spatial reuse. To make efficient use of the radio spectrum, a rigorous treatment 
of the subject is deemed necessary. This motivates the study of finding an optimal schedule 
for the maximum network throughput. 
Although scheduling is a well-studied subject, to optimally schedule transmissions 
when each user can adjust its data rate according to the signal to interference and noise 
ratio (SINR) is relatively new. A new dose of challenge is added when the data rate of each 
user is not known a priori. The achievable data rate is dependent on who else is 
transmitting, which is not known until the scheduling decision is made. 
The rate-adaptive scheduling problem is different from the scheduling problems 
studied in previous work [1], [2], in which fixed data rates were used for individual flows. 
The main challenge is to manage the multi-user interference. However, there is no 
straightforward solution for interference management. How to optimize the scheduling 
solution for rateadaptive networks remains an open issue. In this paper, we take an 
optimization-based approach to determine the concurrenttransmission schedule; moreover, 
we deal with the interference relation in a continuous scale for maximum performance gain, 
which is superior to the previous work that used a binary conflict relation-based approach 
[3]. The proposed solution also considers fairness among users and updates the schedule at 
the end of each slot, which allows real-time application since the slot duration is long 
enough to accommodate a schedule update. 
The rest of the paper is organized as follows. In Section II, we describe the network 
model for which the scheduling problem is studied. In Section III, we formally introduce 
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the rate-adaptive scheduling problem. In Section IV, we proposea linear programming 
model to find the optimal schedule for networks with homogeneous and omni-directional 
antennas. In Section V, we extend the homogeneous model to networks with heterogeneous 
transmitting power and different antenna types. We compare the proposed work with 
previous related work and present simulation results in Section VI. In Section VII, we 
briefly survey the previous related work. Section VIII concludes the paper and points out 
future research directions. 
 
II. SYSTEM MODEL 
We consider the model of IEEE 802.15.3 for ultra-wideband WPANs. Nodes are 
deployed in a small region, typically no larger than 10m×10m. Each transmitter can directly 
transmit to its receiver without using a relay, and this communication pair forms a flow. 
One of the nodes will be selected as the coordinator of the entire piconet. Communication 
within the piconet starts from devices sending requests to the coordinator using a 
contention-based protocol, then the coordinator will make a scheduling decision and 
announce it to all active devices. Peer-to-peer communication among devices takes place 
only in the allocated time period. 
Suppose there are N active flows. We name the transmitter of flow 𝑖 transmitter 𝑖 
and the receiver of flow 𝑖  receiver 𝑖 . If we assign one flow per slot and arrange 
transmissions in a round-robin fashion, there will be no multi-user interference. A flow will 
achieve its highest data rate in the allocated slot, but will have to refrain from access in 
other slots, so the average data rate of flow 𝑖 is only 𝑅𝑖/𝑁, where 𝑅𝑖 is its achieved data 
rate in a transmitting slot. If we use CDMA in each slot, and allow multiple flows to 
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transmit in one slot using different codes, it is possible that the total throughput is higher. 
We assume the codes are pseudorandom sequences, which have a number of good 
properties including immune to noise and auto-correlation, and low requirement for 
synchronization, etc. 
In this paper, we adopt the same physical layer model used in [3], which uses the 
60 GHz mm-Wave unlicensed band, and uses DS-CDMA in each allocated slot. We focus 
on the scheduling scheme used by the coordinator for slot allocation. 
 
III. SCHEDULING PROBLEM FOR RATE-ADAPTIVE WIRELESS 
NETWORKS 
 
Scheduling rate-adaptive flows is fundamentally different from scheduling fixed-
rate flows. The latter is easier in that as long as the SINR is above a threshold, it uses a 
fixed data rate to transmit, while in the former a transmitter varies its data rate according 
to the received SINR. When the ratio is high, a node increases its data rate to maximize 
spectrum utilization. If the transmitting power is 𝑃𝑇 , then the received power 𝑃𝑅 =
ĸ1𝐺𝑇𝐺𝑅𝑃𝑇𝑑





 is the constant scaling factor corresponding to the 
reference path-loss, 𝐺𝑇 and 𝐺𝑅 are transmit and receive antenna gains respectively, 𝑑 is the 
distance between the transmitter and receiver, and 𝛾 is the path loss component, usually 
between 2 and 6. The noise and interference consists of white Gaussian noise and 
interference, 𝐼, from other transmitters. If the white Gaussian noise spectral density is 𝑁0, 
then the total noise power is 𝑁0𝑊. Using the Shannon’s theory, the achievable data rate is  







where ĸ2  accounts for the efficiency of the transceiver design, and 𝑊  is the channel 
bandwidth. When there is only one active flow in the network, the achievable data rate is 
fully determined by its own transmitting power and constant parameters. However when 
multiple users share one slot, the achievable data rate for each user is no longer a constant. 
A transmitter then adapts its data rate based on the current SINR. It is considered rate-
adaptive because 𝑅 varies with 𝐼. 
Definition 1 (MTS): The Maximum Throughput Scheduling problem is to find an 
optimal assignment of flows to slots such that the network throughput is maximized. 
For instance, assume that flow 1 and flow 2 have data rates 𝑅1 and 𝑅2, respectively, 
when they each transmit alone. If flow 1 and flow 2 transmit at the same time, the data rate 
of flow 1 becomes 𝑅1
2 with the superscript indicating the interfering flow. Apparently 𝑅1
2 <
 𝑅1 , and 𝑅2
1 <  𝑅2 . The combined throughput is 𝑅1
2 + 𝑅2
1 . The optimal solution to the 
maximum throughput is max{𝑅1
2 + 𝑅2
1, 𝑅1, 𝑅2}. With more flows involved, the optimal 
solution is selected from a large number of choices exponential to the number of flows. For 
N flows, the cardinality of the candidate solution set is ∑ (𝑛
𝑘
) = 2𝑁 − 1𝑁𝑘=1 . Among the 
2𝑁 − 1  options, there is an optimal operating point that provides the maximum total 
throughput. However, which flows can be put in one slot to maximize the total throughput 
is a complicated combinatorial optimization problem. We show that the MTS problem is 
NP-hard in the Appendix. Apparently, an exhaustive search algorithm is not practical for 




IV. LINEAR PROGRAMMING-BASED TRANSMISSION SCHEDULING 
The proposed method involves first discretizing data rate to 𝐻 levels, with each 
level corresponding to a PHY layer coding and modulation scheme. The lowest data rate, 
𝑟1, is defined as the minimum data rate at which a node is allowed to transmit. In other 
words, if a node cannot achieve this data rate due to interference, it won’t be transmitting. 
The highest data rate, 𝑟𝐻, is the maximum data rate a node can achieve when transmitting 
at the maximum power to a receiver at distance 𝑑 = 1and there is no interference from other 
flows. The actual data rate of a flow in a transmitting slot is between the two boundaries 
depending on the interference it receives. Variables and constants used in the linear 
program are listed as follows. 
Variables: 
 0-1 integer variable 𝑢𝑖 = 1 if flow 𝑖 uses the current slot to transmit; =0 otherwise. 
 0-1 integer variable 𝑡𝑖,ℎ= 1 if flow 𝑖 uses the current slot to transmit at rate level ℎ; 
=0 otherwise. 
 Real-valued variable 𝑅𝑖 is the achieved data rate of flow 𝑖 in the current slot. If flow 
𝑖 is not transmitting, 𝑅𝑖 = 0. 
Constants: 
 𝑁 is the number of flows. 
 𝐾 is the number of slots. 
 𝑊 is spectrum bandwidth in MHz. 
 γ  is the pass loss exponent. 
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 ĸ2 is the coefficient describing the efficiency of the transceiver design. 
 𝑟ℎ for ℎ =  1. . 𝐻 are the discretized data rates. 𝑟1 is the the minimum rate, and 𝑟𝐻 
is the maximum rate. H is the number of levels. 
 𝑆𝐼𝑁𝑅ℎ is the signal to interference and noise ratio threshold to achieve data rate rh. 
Using equation 𝑟ℎ = ĸ2𝑊𝑙𝑜𝑔2(1 + 𝑆𝐼𝑁𝑅ℎ), 𝑆𝐼𝑁𝑅ℎ can be calculated as follows: 
𝑆𝐼𝑁𝑅ℎ = 2
𝑟ℎ/(ĸ2𝑊) − 1  for a given data rate  𝑟ℎ. 
 𝐺𝑇(𝑖) is the omni-directional antenna gain of transmitter 𝑖 , 𝐺𝑅(𝑖) is the omni-
directional antenna gain of receiver 𝑖. For homogeneous model, 𝐺𝑇(𝑖) = 𝐺𝑅(𝑖) = ŋ 
×1, where ŋ is the antenna radiation efficiency. 
 𝑏 is cross-correlation between two concurrent transmissions in a CDMA context, 
also called multiuser interference (MUI) factor. 
 𝑁∞ is a very large positive number. 
 
A.   A High Throughput Scheduling Algoritthm (LP) 
We propose an efficient algorithm that schedules flows for one slot at a time and 
sequentially apply the method to the next slot until all slots have been scheduled. 
Let k be the current slot number. 𝑅𝑖
(𝑘)
 is the sum of data rates from slots 1 to 𝑘, for 
𝑘 =  1, . . . , 𝐾. Upon termination, we get 𝑅𝑖
(𝑘)/𝑘, the average data rate of flow 𝑖 over 𝐾 
slots. Initially we set 𝑘 =  1, and 𝑅𝑖
(0)






- Step 1: Pick the flow that has the lowest throughput: 
𝑖∗ = 𝑎𝑟𝑔 min
𝑖
𝑅𝑖
(𝑘−1)                           
then set 𝑢𝑖∗ = 1. For the first iteration, since all flows have 𝑅𝑖
(0)
 = 0, pick a flow 
randomly. 
- Step 2: Solve the following linear program, and obtain data rate 𝑅𝑖 and slot 





                                                                          (1) 
      Subject to 
𝑢𝑖∗ = 1                                                                                   (2𝑎) 
𝑢𝑖 ≤ ∑ 𝑡𝑖,ℎ
𝐻
ℎ=1
, ∀𝑖                                                                   (2𝑏) 
𝑢𝑖 ≥ 𝑡𝑖,ℎ , ∀𝑖, ∀ℎ                                                                   (2𝑐) 
∑ 𝑡𝑖,ℎ ≤ 1
𝐻
ℎ=1
, ∀𝑖                                                                    (2𝑑) 
𝑅𝑖 ≤ ∑ 𝑡𝑖,ℎ 𝑟ℎ
𝐻
ℎ=1
, ∀𝑖                                                             (2𝑒) 
𝑁∞(1 − 𝑡𝑖,ℎ) + (ĸ1𝐺𝑖,𝑖𝑃𝑇𝑑𝑖,𝑖
−𝛾/𝑆𝐼𝑁𝑅ℎ) ≥                              
𝑁0𝑊 + 𝑏 ∑(𝑢𝑙ĸ1𝐺𝑇(𝑙)𝐺𝑅(𝑖)𝑃𝑇𝑑𝑙,𝑖
−𝛾)
𝑙≠𝑖
 , ∀𝑖, ∀ℎ          (2𝑓) 
 




(𝑘−1) +  𝑅𝑖 , ∀𝑖                     
93 
 
- Step 4: 𝑘 =  𝑘 +  1. While 𝑘 ≤  𝐾 , repeat steps 1–3. 
- Return: the average data rate of each flow 𝑅𝑖
(𝑘)/𝐾 and network throughput 
∑ 𝑅𝑖
(𝑘)𝑁
𝑖=1 /𝐾 . 
 
Inequality (2b) requires that if 𝑡𝑖,ℎ = 0  for all ℎ, then 𝑢𝑖 = 0, which means if flow 
𝑖 is not using any valid data rate to transmit, then flow 𝑖 is not transmitting in slot 𝑘 at all. 
Inequality (2c) requires that if 𝑡𝑖,ℎ = 1 for some ℎ, then 𝑢𝑖 = 1, which states that if flow 𝑖 
is using some data rate 𝑟ℎ to transmit, then flow 𝑖 is transmitting in slot 𝑘. Inequality (2d) 
requires that a flow either use one rate level to transmit or not transmit at all. Inequality 
(2e) states that if flow 𝑖 is using level ℎ then the achieved data rate is 𝑟ℎ in this slot. (2f) 
requires that if flow 𝑖 has data rate 𝑟ℎ in slot 𝑘, then the signal to interference and noise 
ratio must be at least 𝑆𝐼𝑁𝑅ℎ; otherwise if 𝑡𝑖,ℎ = 0, the inequality is automatically satisfied 
for having a large positive constant at the left hand side. 
Formulating the MTS problem into a Mixed Integer Program (MIP) does not make 
the original problem easier to solve, since it is still an NP-hard problem, but it does provide 
a way to approach the optimal solution. The MIP can be solved by first relaxing it to a real-
valued linear program and then rounding fractions to integers. The heuristics yields a 
feasible schedule, from which the actual data rates are calculated according to the 
Shannon’s theory. Most solvers (i.e., lp_solve) have built-in ability to do LP-relaxation and 
rounding. It takes only 𝑂(𝑛3)-time to solve a real-valued linear program with 𝑛 variables, 
much lower than the exponential-time exhaustive search algorithm. 
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B.   Throughput-Fairness Tradeoff Design (LP-Fair) 
Although the algorithm LP does have some control over fairness by allowing the 
flow with the lowest data rate to transmit in the next slot, the achieved data rate in the next 
slot still depends on the interference from other transmitters. To improve fairness, we 
introduce a coefficient 𝑐𝑖(𝑐𝑖  >  0) for each flow 𝑖 and use the following objective function 





𝑅𝑖                                                                                      (3) 
In the first slot (𝑘 =  1), we set 𝑐𝑖 = 1, ∀𝑖. When ≥ 2 , 𝑐𝑖 reflects the current data 
rate of flow 𝑖. If 𝑅𝑖
(𝑘−1)
 is the smallest compared to other flows’ data rates, then 𝑐𝑖will be 
the largest so that increasing 𝑅𝑖 in the next slot will most effectively increase the objective 
value. If another flow, 𝑗, is interfering with flow 𝑖 but has a smaller coefficient, then flow 
𝑖 will have a higher priority to transmit, and flow 𝑗 may not be allowed to transmit if its 
interference decreases 𝑅𝑖 too much. To achieve this effect, we can sort 𝑅𝑖
(𝑘−1)
 in a non-
decreasing order and then assign 𝑐𝑖 as the reverse order of 𝑅𝑖
(𝑘−1)
 , thus the flow with a 
small 𝑅𝑖
(𝑘−1)
 will have a large 𝑐𝑖. We call this algorithm LP-Fair. 
 
C.   A Benchmark for Maximum Throughput 
To assess the effectiveness of the proposed algorithm, we present a benchmark 
model. The benchmark model is a global optimization model that tries to schedule 
transmissions for all slots in one linear program, with an objective of maximizing the total 




 0-1 integer variable 𝑢𝑘,𝑖 = 1 if flow 𝑖 uses slot 𝑘 to transmit; =0 otherwise. 
 0-1 integer variable 𝑡𝑘,𝑖,ℎ= 1 if flow 𝑖 uses slot 𝑘 to transmit at rate level ℎ; =0 
otherwise. 
 Real-valued variable 𝑅𝑘,𝑖 is the achieved data rate of flow 𝑖 in slot 𝑘. If flow 𝑖 is 









                                                                      (4) 
      Subject to 
𝑢𝑘,𝑖 ≤ ∑ 𝑡𝑘,𝑖,ℎ
𝐻
ℎ=1
, ∀𝑘 , ∀𝑖                                                                   (5𝑎) 
𝑢𝑘,𝑖 ≥ 𝑡𝑘,𝑖,ℎ , ∀𝑘, ∀𝑖, ∀ℎ                                                                    (5𝑏) 
∑ 𝑡𝑘,𝑖,ℎ
ℎ
≤ 1, ∀𝑘, ∀𝑖                                                                          (5𝑐) 
𝑅𝑘,𝑖 ≤ ∑ 𝑡𝑘,𝑖,ℎ 𝑟ℎ
𝐻
ℎ=1
, ∀𝑘, ∀𝑖                                                               (5d) 
𝑁∞(1 − 𝑡𝑘,𝑖,ℎ) + (ĸ1𝐺𝑖,𝑖𝑃𝑇𝑑𝑖,𝑖
−𝛾/𝑆𝐼𝑁𝑅ℎ) ≥                                          
𝑁0𝑊 + 𝑏 ∑(𝑢𝑘,𝑙ĸ1𝐺𝑇(𝑙)𝐺𝑅(𝑖)𝑃𝑇𝑑𝑙,𝑖
−𝛾)
𝑙≠𝑖
 , ∀𝑘, ∀𝑖, ∀ℎ                (5e) 
Solving this optimization problem will lead to the slot assignment for all slots. We 
call this algorithm Aggregate. 
In addition to pursuing the maximum throughput, sometimes there is a strict 
requirement for fairness among flows. We adopt one of the two widely used methods to 
address fairness requirement, and call the algorithm with fairness control Aggregate-Fair. 
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1) Each individual flow must have data rate at least 𝑅𝑖
𝑚𝑖𝑛 . We add the following 






𝑚𝑖𝑛, ∀𝑖                                                                   (5𝑓) 
2) Each individual flow must achieve at least p-fraction of the total throughput, 




≥ 𝑝 ∑ ∑ 𝑅𝑘,𝑖
𝑘𝑖
, ∀𝑖                                                        (5𝑔) 
The solution to the linear programming model defined by (4)–(5e) leads to the 
maximum throughput, but it cannot be efficiently solved for large networks. With the 
additional fairness constraint, it is more complex. In the next section, we will use it as a 
benchmark to evaluate the performance of the slot-by-slot methods LP and LP-Fair. 
 
D.   Comparison to the Benchmark 
We show a network with ten nodes and five flows deployed on a 10m × 10m square 
region. Transmission power 𝑃𝑇 is set to 10 mW. Transmitters and receivers are shown in 
Fig. 1. Aggregate-Fair algorithm is used with 𝑝 =  1/10. Transmission schedule is shown 
in TABLE I. The Aggregate model would schedule flow 2 and flow 3 in every slot, and 
TDMA would schedule one flow per slot, but the slot-by-slot model LP would schedule 
flow 1, flow 2, and flow 3 in the first slot, then flow 2 and flow 4 in the second slot, and so 
on. Throughput result is shown in TABLE II. Comparing LP with Aggregate, LP has 3.1% 
throughput loss; Comparing LP-Fair with Aggregate-Fair, LP-Fair has only 1.1% 
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throughput loss since the fairness constraint also reduces total throughput for Aggregate-
Fair. 
 
Fig. 1. A network of 10 nodes, 5 flows 
 
 








Table II:  Flow data rate and network throughput (Mbps) 
  
a) Running-time Comparison: Compared to the benchmark models, which 
schedule all slots in one linear program, the proposed slot-by-slot models 
reduce the number of variables by a factor of 𝐾 (𝐾 is the number of slots). 
Solving the realvalued linear program is in the order of 𝑂(𝑛3) where 𝑛 is the 
number of variables. The slot-by-slot models solve the smaller linear program 
for 𝐾 times, so the overall running time is still reduced by a factor of 𝐾2 from 
the benchmark model. The running-time efficiency is achieved with a slight 
tradeoff in throughput performance. 
 
V. EXTENSION TO DIRECTIONAL ANTENNA AND HETEROGENEOUS 
TRANSMITTING POWER 
Section IV presented linear program models for homogeneous networks in which 
both transmitters and receivers have omni-directional antennas and constant transmission 
power. In this section, we consider networks with directional antennas and non-uniform 
transmission power. Since the detailed physical layer model is changed, the interference 
relation will not only depend on node positions but also the beamwidth and orientation of 
the axes of the radiation sectors. 
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beamwidth 𝜃 and side lobes with gain 𝐺𝑆 = (1 − ŋ)
2𝜋
2𝜋−𝜃
 and aggregated beamwidth 2𝜋 −
𝜃. Let 𝐺𝑇(𝑖, 𝑗) be the transmit antenna gain between transmitter 𝑖 and receiver 𝑗; 𝐺𝑅(𝑖, 𝑗) 
is the receiver antenna gain between transmitter 𝑖 and receiver 𝑗. Apparently, if transmitter 
𝑖  is omnidirectional, then 𝐺𝑇(𝑖, 𝑗) is the same as 𝐺𝑇(𝑖) in Section IV regardless of the 
location of receiver 𝑗 . Similarly, if receiver 𝑗  is omni-directional, then 𝐺𝑅(𝑖, 𝑗)  = 
𝐺𝑅(𝑗) regardless of the location of transmitter 𝑖 . When transmitter 𝑖  has a directional 
antenna, in order to achieve the maximum directivity gain, we can make receiver 𝑖 align 
with transmitter 𝑖 ’s main lobe axis so that 𝐺𝑇(𝑖, 𝑖) = 𝐺𝑀 . Similarly if receiver 𝑖  has 
directional antenna, we can make 𝐺𝑅(𝑖, 𝑖) = 𝐺𝑀. 
In heterogeneous networks, in addition to using different types of antennas, nodes 
can also have different transmit power. Let 𝑃𝑇(𝑖)  be the transmit power of flow 𝑖, then the 
received power of flow 𝑖 is calculated as 
 
𝑃𝑅(𝑖) = ĸ1𝐺𝑇(𝑖, 𝑖)𝐺𝑅(𝑖, 𝑖)𝑃𝑇(𝑖)𝑑𝑖,𝑖
−𝛾     
The interference power from transmitter j to receiver i is 
𝐼𝑗,𝑖 = ĸ1𝑏𝐺𝑇(𝑗, 𝑖)𝐺𝑅(𝑗, 𝑖)𝑃𝑇(𝑗)𝑑𝑗,𝑖
−𝛾              
With the above substantiation, we can replace inequality (2f) with the following in the 







𝑁∞(1 − 𝑡𝑖,ℎ) + (ĸ1𝐺𝑇(𝑖, 𝑖)𝐺𝑅(𝑖, 𝑖)𝑃𝑇(𝑖)𝑑𝑖,𝑖
−𝛾/𝑆𝐼𝑁𝑅ℎ) ≥               
𝑁0𝑊 + 𝑏 ∑(𝑢𝑙ĸ1𝐺𝑇(𝑙, 𝑖)𝐺𝑅(𝑙, 𝑖)𝑃𝑇(𝑙)𝑑𝑙,𝑖
−𝛾)
𝑙≠𝑖
 , ∀𝑖, ∀ℎ             (6) 
 
 
Case 1: Omni-directional Transmitter and Receiver 
If flow 𝑖 has an omni-directional transmitter and an omnidirectional receiver, then 𝐺𝑇(𝑖, 𝑖) 
= 𝐺𝑇(𝑖)  and 𝐺𝑅(𝑖, 𝑖) = 𝐺𝑅(𝑖). For other interfering transmitters 𝑙 ≠ 𝑖, 
𝐺𝑇(𝑙, 𝑖) = {
𝐺𝑇(𝑙), 𝑖𝑓 𝑇𝑥 𝑙 𝑖𝑠 𝑜𝑚𝑛𝑖 − 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙;                                                           
𝐺𝑀, 𝑖𝑓 𝑇𝑥 𝑙 𝑖𝑠 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑛𝑑 𝑅𝑥 𝑖 𝑖𝑠 𝑖𝑛𝑠𝑖𝑑𝑒 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝑙𝑜𝑏𝑒 𝑜𝑓 𝑇𝑥 𝑙  ;
    𝐺𝑆, 𝑖𝑓 𝑇𝑥 𝑙 𝑖𝑠 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑛𝑑 𝑅𝑥 𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛𝑠𝑖𝑑𝑒 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝑙𝑜𝑏𝑒 𝑜𝑓 𝑇𝑥 𝑙;
 
Since receiver 𝑖 is omni-directioanl, 𝐺𝑅(𝑙, 𝑖) = 𝐺𝑅(𝑖), ∀𝑙. 
 
Case 2: Directional Transmitter and Omni-directional Receiver 
Transmitter 𝑖  is directional with 𝐺𝑇(𝑖, 𝑖) = 𝐺𝑀 . Receiver 𝑖  is omni-directional with 
𝐺𝑅(𝑖, 𝑖) = 𝐺𝑅(𝑖). For other interfering transmitters 𝑙 ≠ 𝑖, 𝐺𝑅(𝑙, 𝑖) = 𝐺𝑅(𝑖),and we follow 
the same discussion from Case 1 for 𝐺𝑇(𝑙, 𝑖). 
 
Case 3: Omni-directional Transmitter and Directional Receiver 
Transmitter 𝑖  is omni-directional with 𝐺𝑇(𝑖, 𝑖) = 𝐺𝑇(𝑖) . Receiver 𝑖  is directional with 
𝐺𝑅(𝑖, 𝑖)  = 𝐺𝑀 . For other interfering transmitters 𝑙 ≠ 𝑖 , 𝐺𝑇(𝑙, 𝑖)  follows Case 1. Since 
receiver 𝑖 is directional, 𝐺𝑅(𝑙, 𝑖) will depend on whether transmitter 𝑙 is located within the 
main lobe of the receiver 𝑖.  
𝐺𝑇(𝑙, 𝑖) = {
𝐺𝑀, 𝑖𝑓 𝑇𝑥 𝑙 𝑖𝑠 𝑖𝑛𝑠𝑖𝑑𝑒 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝑙𝑜𝑏𝑒 𝑜𝑓 𝑅𝑥 𝑖; 





Case 4: Directional Transmitter and Receiver 
Transmitter 𝑖  is directional with 𝐺𝑇(𝑖, 𝑖) = 𝐺𝑀 . Receiver 𝑖  is directional with 𝐺𝑅(𝑖, 𝑖) = 
𝐺𝑀. For other interfering transmitters 𝑙 ≠ 𝑖, 𝐺𝑇(𝑙, 𝑖) follows Case 1, and 𝐺𝑅(𝑙, 𝑖) follows 
Case 3. 
 
VI. PERFORMANCE EVALUATION 
We evaluate the proposed schemes on the number of concurrent transmissions, 
network throughput, and fairness through simulation. The algorithms using objective 
functions (1) and (3) are named LP and LP-Fair, respectively. The proposed schemes are 
compared with the REX scheme in [3] and the serial TDMA scheme using the same 
network setup. 
The networks are set up on a 10 × 10𝑚2 area. A total of 2𝑁 nodes are randomly 
deployed in the square region, from which 𝑁 nodes are randomly selected as transmitters 
and the remainders are designated as receivers to form N active flows. We have tested 
networks of different sizes with 𝑁 = 5 ~ 80. 
Through all simulations we have used the following settings: 
 The number of slots 𝐾 in a frame is the same as the number of flows 𝑁. This is 
not a requirement by the proposed algorithms, but a requirement of the serial 
TDMA, which assigns one flow per slot in a TDMA frame. 
 
 For transmission power 𝑃𝑇 , with omni-to-omni transmissions, we vary the 
transmission power from 0.4 to 165 mW, which is equivalent to having 
exclusive region radius 𝑟0=0.5m to 10m in REX [3]; if directional antennas are 
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involved, we use a constant transmission power 𝑃𝑇  = 10mW and vary the 
beamwidth 𝜃 from 6𝑜 to 90𝑜 with increment ∆𝜃= 6𝑜. 
 Data rate levels 𝐻 is set to 5. 
 Other parameters: 𝛾 = 4 , 𝑊  = 500MHz, ŋ = 0.9, 𝑏 =  10−2 , 𝑁0  = 
−114dBW/MHz, ĸ1 = −51dB, ĸ2= 1, 𝑁∞ = 10
5. 
 
A. On Concurrent Transmissions 
For a serial TDMA, the number of concurrent transmissions is exactly one. For 
REX, LP and LP-Fair, the number of concurrent transmissions in each slot is in general 
larger than one and non-uniform, so the average over all 𝐾 slots is used. If the number of 





𝑘=1  is used in the plots. For each point in the 
plot, we run 10 randomly generated test cases and calculate the average. 
In Fig. 2, we show the average number of concurrent transmissions by LP and REX 
with 10, 30, and 40 flows. In Fig. 2(a) the number of concurrent transmissions decreases 
with transmission power due to the cross-flow interference, and increases with the number 
of flows due to having more choices to select from. In Fig. 2(b) and (c) when directional 
antennas are used, we observed that concurrency decreases with beamwidth since larger 










Fig. 2. Concurrent transmissions (cont.) 
 (a) Omni-Omni, (b) Omni-Directional, (c) Directional-Directional. 
 
B.   On Throughput 
Fig. 3 shows network throughput achieved on the same network instances used in 
Fig. 2. In Fig. 3(a), as we increase the transmission power, there is an initial climbing phase 
from 0.4 mW to around 3.75 mW; after this point, network throughput decreases with 
transmission power due to stronger cross-flow interference. In Fig. 3(b) and (c), we use 
constant transmission power 10 mW, and network throughput decreases with beamwidth 










Fig. 3. Throughput (cont.) 
(a) Omni-Omni, (b) Omni-Directional, (c) Directional-Directional. 
 
We further investigated the impact of having more flows on network performance 
by using a fixed transmission power 10 mW and a fixed beamwidth 30𝑜. The results in 
Fig. 4 confirmed the increasing trend of throughput with the number of flows, and the 





Fig. 4. Throughput 
 (a) Tx and Rx use the same type of antennas,  
       (b) Tx and Rx use the different type of antennas. 
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We also evaluated the algorithms in heterogeneous networks by randomly selecting 
either an omni-directional or a directional antenna for each node while keeping the fraction 
of nodes with directional antennas a fixed constant 𝑝. We ensure that if a transmitter is 
directional, it must face the receiver; if a receiver is directional, it must face the transmitter. 
We compare network throughput resulting from LP and REX. Fig. 5(a) is the result with 
beamwidth 𝜃 = 30𝑜 , and (b) with 𝜃 = 45𝑜 . The result shows LP outperforms REX in 
every single case and the throughput gain is increasing with number of flows and the 
percentage of directional antennas. With 𝜃 = 30𝑜, at 𝑝 = 20%, the throughput gain of LP 
over REX is from 4% to 45%, increasing with the number of flows; and at 𝑝=80%, the 
throughput gain is from 9% to 65%. With 𝜃 = 45𝑜 , the throughput gain is relatively 
smaller and the range of throughput gain is from 4% to 28% at 𝑝=20% and from 8.5% to 
64% at 𝑝=80%. 
 




Fig. 5. Throughput result for heterogeneous networks (cont.) 
Throughput result for heterogeneous networks with 20% or 80% directional antennas 
(a) 𝜃 = 30𝑜,       (b) 𝜃 = 45𝑜. 
 
 
C.   On Fairness 
To evaluate peer fairness, we use Jain’s fairness index. Let 𝑦𝑖 be the measurement 





𝑖=1 ). We first compare 
resource allocation fairness by using the number of slots allocated to each flow as 
measurement, then compare data rate fairness by using the per flow data rate as 
measurement. We call the two indices slotindex and rate-index respectively. Apparently 
the serial TDMA scheme has a perfect slot-index of 1. 
We compare LP, LP-Fair and REX on their slot-index and rate-index. Since there 
exists a tradeoff between network throughput and peer fairness, we also included network 
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throughput to show the overall performance of these schemes. We use fixed transmission 
power 𝑃𝑡 = 10 for all cases, and use 𝜃 = 30
𝑜 for directional antennas. Fig. 6 shows the 
cases in which transmitter and receiver both use omni-directional antennas, and Fig. 7 
shows the cases in which transmitter and receiver both use directional antennas. It is shown 
that LP-Fair has the best fairness performance and the second best throughput performance; 
LP has the best throughput performance, and the second best fairness performance. Both 
LP and LP-Fair outperform REX in throughput and fairness simultaneously. 
It is further observed that every scheme has a larger slotindex than its rate-index. 
Since slot allocation is our means, slot-index can be easily controlled; but data rate is the 
outcome of using slot allocation, so rate-index can only be indirectly controlled. LP-Fair 
outperforms the other two schemes in both slot-index and rate-index, and it is noteworthy 
to point out that LP-Fair has the smallest gap between slot-index and rate-index, which 







Fig. 6. Fairness result for omni-omin transmissions 





Fig. 7. Fairness result for Dir-Dir transmissions 




VII. RELATED WORK 
Scheduling is a major research problem in wireless communication and has 
received extensive study since the earliest days of wireless communication. Different 
network models have been considered. Some deal with peer-to-peer communication in 
personal area networks [3]–[6], some deal with one-hop communication in cellular 
networks [7], and some deal with multi-hop communication in ad hoc networks [1], [2], 
[8]. The performance consideration is mainly throughput and fairness among users. 
In [9]–[11], a conflict graph is constructed to bound the mutual interference so the 
SINR of the tagged transmission can be above certain threshold for a predetermined data 
rate. As a result, fixed data rates for all transmitter-receiver pairs are used throughout the 
communication session. In broadband wireless systems such as UWB and mm-Wave 
wireless networks, the transmitter can adjust the data rate according to the SINR. With such 
rate-adaptive property, these conflict graph based solutions are no longer optimal. To 
schedule concurrent transmissions in a rate-adaptive network, [12]–[14] proposed 
scheduling solutions based on the exclusive region concept, which reserves an area for each 
flow to avoid harmful mutual interference. It is found that these concurrent scheduling can 
result in much higher network throughput than TDMA. [4] further proposed a global 
search-based algorithm to achieve higher throughput with concurrent transmissions. 
Proportionally fair scheduling [15], [16] has been studied for simplified network 
models in [17]–[20], in which at most two users are allocated to any slot. The cardinality 
of the candidate solution set is polynomial, and therefore it renders a polynomial-time 
algorithm. Different from previous work, this paper deals with unbounded users in any slot. 
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The optimal solution is selected from an exponential-sized candidate set, and it is an NP-
hard problem. 
The most related work to this paper is [3] in which the same network model is 
considered, where nodes can use directional antennas and data rate can be adapted to the 
received SINR. The method used in [3] is to derive a sufficient condition that ensures the 
aggregated data rate from concurrent transmissions be higher than the would-be average 
data rate in a serial TDMA scheme, and then compute an exclusive region for each flow 
based on this sufficient condition and antenna directivity. The cheduling process starts from 
randomly selecting a flow, and hen adds flows one-by-one if the new flow and existing 
flows are out of each other’s exclusive region. The benefit of this approach is its simplicity, 
since it is easy to determine if a node is inside a region; the drawback is that it has turned 
a continuous-scaled interference relation into a binary relation-ransmitters inside the region 
are forbidden to transmit, and those outside of the region are allowed to transmit. Thus the 
two nodes close to the boundary of the exclusive region with one inside and one outside 
are treated differently, but in fact, both have interference to the receiver and their 
interferences are very close in magnitude. Moreover, multiple transmitters outside of the 
exclusive region have accumulated effect on the receiver and their aggregated interference 
maybe even higher than from the one inside the exclusive region, but they could be allowed 
to transmit at the same time if their exclusive regions are mutually exclusive. These are the 
reasons for performance loss. [3] is an improvement and extension of earlier works that 





We considered scheduling concurrent transmissions in a variable data rate WPAN. 
Linear programming-based algorithms for maximum throughput with fairness 
consideration have been proposed. The simulation results showed significant improvement 
over TDMA and earlier work with concurrent transmissions. The performance gain 
increases with the directivity of the antenna and the percentage of nodes with directional 
antennas in the network. The proposed algorithms LP-Fair is the best in fairness and the 
second best in throughput, and LP is the best in throughput and the second best in fairness; 
the two algorithms outperform previous work REX in both fairness and total throughput. 
The paper serves as a good starting point for more advanced research problems in 
this area, e.g., considering fast fading channels and node mobility. In addition, although 
the current work allows for heterogeneous transmitting power, power is used as a 
predetermined parameter. Future work will also consider adaptive power control and the 
joint design of scheduling and power control. 
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In this section we prove that the MTS problem is NP-hard. Apparently the MTS 
problem ∈ NP. The NP-hardness of MTS can be established by transforming from the 
Maximum Weight Independent Set problem (MWIS). The cardinality version Maximum 
Independent Set problem (MIS) is NP-hard [21], so is the weighted version, since the 
cardinality version is a subclass of the weighted version. 
We first introduce a new definition. 
Definition 2 (Conflict Pair): Let 𝑅𝑗 i be the data rate of flow 𝑖 when being interfered 
by flow 𝑗, and 𝑅𝑗
𝑖 be the data rate of flow 𝑗 when being interfered by flow 𝑖. If flow 𝑖 and 
flow 𝑗 when sharing one slot have a combined data rate 𝑅𝑖
𝑗 + 𝑅𝑗
𝑖 ≤ 𝑚𝑎𝑥{𝑅𝑖, 𝑅𝑗}, then flow 
𝑖 and flow 𝑗 are a Conflict Pair. 
The reduction from an instance of MWIS to an instance of MTS is as follows: for 
any given graph 𝐺 =  (𝑉, 𝐸) with vertex weight set 𝑊, construct a wireless network with 
2|𝑉| nodes and |𝑉| flows. Each flow when not being interfered by other flows has data rate 
𝑅𝑖 = 𝑊𝑖 . In addition, the inter-flow relation is configured according to the following rules: 
1) If vertex 𝑖 and vertex 𝑗 are connected by an edge in the given graph, flow 𝑖 and 
flow 𝑗 must be a conflict pair in the wireless network. 
2) Adding a new flow 𝑘 to a group of flows must not change the conflict pairs of 
existing flows. For example, if 𝑅𝑖
𝑗 + 𝑅𝑗





𝑘}, and if 𝑅𝑖
𝑗 + 𝑅𝑗








Since channel condition, transmitting power, antenna characteristics, and node 
location can be arbitrarily set, we can ensure that the constructed wireless network comply 
with the above two rules. Thus each instance of the MWIS problem is transformed to an 
instance of the MTS problem in polynomial time. The optimal solution to the MTS problem 
is a subset of flows that has the maximum combined data rate, corresponding to the subset 
of independent vertices in the graph that has the maximum weight. 




















2. CONLUSION AND FUTURE WORK 
 
2.1  CONCLUSION 
This dissertation has provided generic mathematical models for several 
optimization problems in wireless networks. Two important problems have been further 
investigated: (1) How to minimize the end-to-end delay in multihop wireless network?  
Two cross-layer design schemes were proposed, and a linear program based on the 
sufficient condition was developed. For multicast application, conflict graph model firstly 
built and based on the conflict model, a linear programming model was proposed to 
compute the schedule of relay nodes. (2) How to maximize the throughput in wireless 
network? Routing, spatial multiplexing and scheduling were jointly considered, a linear 
programming based algorithm was proposed that included three design problem in one 
optimization framework. For WPAN, linear programming-based algorithms with fairness 
and without fairness for maximum throughput were proposed. 
 
2.2  FUTURE WORK 
Although our proposed algorithms allow for heterogeneous transmitting power in 
wireless personal area networks, power is used as predetermined parameter. Future work 
will also consider adaptive power control and the joint design of scheduling and power 
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