Abstract-This paper deals with the optimization of noisy fitness functions, where the noise level can be reduced by increasing the computational effort. We theoretically investigate the question of the control of the noise level. We analyse two different schemes for an adaptive control and prove sufficient conditions ensuring the existence of an homogeneous Markov chain, which is the first step to prove linear convergence when dealing with non-noisy fitness functions. We experimentally validate the relevance of the homogeneity criterion. Large-scale experiments conclude to the efficiency in a difficult framework.
I. INTRODUCTION
Noise is present in many real-world optimization problems and can have various origins as measurement limitations or limited accuracy in simulation procedures. In general the precision of a fitness function evaluation depends on the computational effort (CE) and noise can be reduced by increasing the CE. For instance, the fitness evaluation can result from an expensive Monte-Carlo (quasi Monte-Carlo) simulation where the number of samples used for the simulation directly controls the precision of the accuracy of the evaluation. The fitness function may involve the resolution of PartialDifferential-Equation PDE where the control of the precision is driven by the resolution of the integration scheme or by POD-surrogate models (Proper Orthogonal Decomposition, [14] ).
Since the noise level depends on the CE for lots of realworld situations, it is of major importance to understand how to control it in a sound way so as to guarantee good performances of optimization algorithms [8] .
The terminology stochastic optimization, originally introduced to design the problem of solving noisy problems [21] , [12] , [9] , [15] , nowadays also refers to optimizing deterministic problems by means of stochastic algorithms. Among stochastic optimization algorithms, Evolutionary Algorithms (EAs) are well know to be suitable for optimizing real-world problems and to be in particular quite robust with respect to noise.
State-of-the-art EAs for continuous optimization are adaptive Evolution Strategies (ES), where the internal parameters of the mutation operator (standard deviation and covariance matrix) are adapted [11] , [20] , [19] . In practice the adaptation mechanisms allow to obtain linear convergence 1 for a wide class of uni-modal fitness functions. The question of linear convergence of adaptive ES can be theoretically addressed for TAO Team -INRIA Futurs, LRI, Univ. Paris-Sud 91405 Orsay, FRANCE olivier.teytaud@lri.fr, anne.auger@inria.fr 1 Linear convergence means that the log of the distance to the optimum decreases linearly, for a fixed problem dimension, see Eq. (5) for the formal definition.
simple fitness models by means of the theory of ϕ-irreducible Markov Chains [5] , [3] .
For noisy fitness functions with a constant noise amplitude (for instance Gaussian noise with constant standard deviation), EAs will fail in converging linearly to the optimum.
In this paper, we address the question of how to control the noise level and thus the CE to guaranty linear convergence. We focus on a simple adaptive (1+1)-ES on the noisy fitness model defined for x ∈ R d as:
where k ∈ R + \{0}, B is an independent random variable and η ∈ R + is the parameter allowing to control the noise level. We present the first steps for the rigorous analysis of the linear convergence.
Note that reevaluating f k allows to decrease the noise level: if B is a Gaussian white noise, i.e. B = N (0, 1) reevaluating n times f k (i.e increase the computational effort by n) and average allows to decrease the noise level by a factor of √ n. In Section II we recall how Markov chains theory allows to prove linear convergence on the non-noisy version of Eq. (1) and present the homogeneous Markov Chain associated to the (1+1)-ES. In Section III-A we present a straightforward rule to adapt η that preserve this homogeneity, but unfortunately depends on some a priori information on the fitness. We then propose in Section III-B an alternate solution without prior knowledge of the fitness. In Section IV-A we present experiments on the fitness function 1 that backups our theoretical results. In Section IV-C we present experiments on a difficult fitness function.
II. NOISE-FREE ANALYSIS: MARKOV CHAIN AND LINEAR

CONVERGENCE
We consider, in this Section, an adaptive (1 + 1)-ES (Algorithm 1) minimizing f : R d → R. At each generation n, an offspring is sampled adding to the current parent x n a Gaussian vector N n with an identity covariance matrix scaled by a step-size σ n (Line 6). At each generation, the step-size σ n is increased in case of success (Line 11) and decreased otherwise (Line 15):
with α > 1 and β < 0. For isotropic ES, i.e. where the covariance matrix of the Gaussian vector is the identity, on the sphere function
the optimal adaptation scheme for the step-size σ n is
where σ c is a constant maximizing the (log)-progress rate (see [4] for instance). The (1 + 1)-ES implementing this adaptation scheme will converge linearly, i.e.
and the convergence rate c(d) reaches the lower bound for isotropic ES on the sphere [4] , [23] . Of course the adaptation scheme given in Eq. (4) is artificial since it requires to know in advance the location of the optimum. The algorithm implementing this optimal adaptation scheme is scale-invariant on the sphere function. In particular, at each generation, the probability of success defined as the probability that one offspring is better than its parent is constant and roughly equal to 1/5. From this 1/5 factor, Rechenberg proposed the so-called one-fifth success rule for the adaptation of the stepsize, aiming at maintaining a success probability of 1/5 [19] . A robust implementation of the one-fifth success rule is to take α = 2 and β = 2 −1/4 in Algorithm 1 [13] . Proving the linear convergence of the scale-invariant algorithm (where σ n = σ c x n ) stated in Eq. (5) is relatively easy [5] . However for "real" adaptation scheme like the onefifth success rule the task is more complicated and calls upon the theory of ϕ-irreducible Markov Chains [17] . The basic steps for the analysis were pointed out in [5] for the analysis of self-adaptive ES and exploited in [3] . We recall here the main lines in the context of the adaptation scheme defined in Eqs. (2) and (3) .
One iteration of Algorithm 1 can be summarized in the two equations:
where N n is an independent Gaussian vector with covariance matrix identity, δ n is a random variable equal to 1 whenever the offspring x n + σ n N n is better than his parent and zero otherwise:
The random variable L n is defined as
The proof of linear convergence of (x n ) n∈N [3] relies on the fact that (x n /σ n ) n∈N is an homogeneous Markov chain:
Proposition 1 Let x n and σ n be the random variables defined in Eq. (6) and Eq. (7). Then the sequence z n = x n /σ n is an homogeneous Markov chain. If z n admits an invariant probability measure and is Harris recurrent, x n converges linearly to zero, i.e. there exists a constant c 1 such that:
where c 1 can be expressed in terms of the invariant measure of z n .
Proof: First, we rewrite
Besides, the offspring x n + σ n N n is selected if:
But since σ n is positive the sign of the previous equation is not changed if we divide it by σ n , therefore the selection of the offspring will take place if:
Therefore the distribution of δ n and L n defined in Eqs. (8) and (9) does only depend on z n . Eq. (12) can be rewritten as
We see that z n+1 does only depend on z n (and not on previous iterate of the chain). Therefore z n is a Markov chain. Besides there is no explicit dependence in n, implying that the Markov chain is homogeneous. The second point of the proposition is to show that if the chain z n is "stable", here positive and Harris recurrent, then linear convergence occurs, i.e. Eq. (10) is satisfied. First remark that
and that
If one were able to apply the Strong Law of Large Numbers (SLLN) to the right hand side of the previous equation, one would obtain Eq. (10). The Harris recurrence property and the existence of an invariant probability measure (positivity) are precisely the conditions required to be able to apply the SLLN.
As we see in the previous Proposition, the first step to prove linear convergence is that x n /σ n is an homogeneous Markov chain. Proving the stability (existence of an invariant probability measure and Harris recurrence) is then a difficult second step, that can be addressed using drift conditions [3] . In this paper we will focus on the first step.
Note that since the selection in ES depends only on the ranking, Proposition 1 will hold for any h • f s where h : R + → R + is any transformation preserving the rank (typically a monotonically strictly increasing function). 
Compute fit = f (x n ).
8:
if fit < fit n then 9:
x n+1 = x n 10:
else 13:
fit n+1 = fit n 15:
end if 17: n ← n + 1 18: end while
III. NOISY ANALYSIS
Our focus is on the extension of the baseline Algorithm 1 for the optimization of noisy functions, where the noise level is represented by a parameter η. We assume that for a prescribed noise level η we are able to adjust the computational effort associated to η: increase (resp. decrease) the CE to decrease (resp. increase) the noise level. The fitness model we consider for the theoretical analysis is defined in Eq. (1) and we investigate which adaptation rule for η does allow the (1 + 1)-ES to converge linearly. As a first step towards proving linear convergence we provide two schemes with underlying homogeneous Markov chains.
The noise parameter η being adapted, we denote η n the noise level at iteration n. In [1] , Arnold et al. use the progress rate approach to analyze the performance of the (1 + 1)-ES on the noisy sphere and they normalize the noise level by the distance to the optimum. In other words, η is adapted proportionately to the distance to the optimum, i.e. η n = σ x n with σ ∈ R + \{0}. The first adaptation rule we study here is in the same vein but instead of considering the optimal adaptation rule for the step size, i.e. proportional to the norm, we consider a realistic update rule. In Section III-A η n is proportional to the step-size σ n , i.e. at each iteration
where k ∈ R + is the tradeoff factor: k larger leads to a larger computation time but a better precision. We show that k = k is a sufficient condition to have an homogeneous Markov chain on f k .
The previous adaptation scheme depends on k and has no sense in discrete domains since it relies on σ n . Therefore, we analyze in Section III-B the following rule
with fit −1 = 0, μ ∈]0, 1[ and γ > 0.
A. Adaptation using step-size In this section the noise level η is adapted at each generation using the step-size σ n following Eq. (13) . Let y n denote the computed fitness at point x n , i.e. y n = x n k + σ k n B n where n < n is the index of the last acceptance, B n the noise associated to this last acceptance. If k > 0, this leads to more precise computations when the step-size is small. Let b n be the bias (or overvaluation [1] ) of the evaluated fitness at iteration n, i.e.
As a first step towards proving linear convergence we try to identify an homogenous Markov chain associated to the algorithm and we show below that we can find an homogeneous Markov chain for k = k. For the definitions below we consider that k = k.
The (1 + 1)-ES can be summarized in the following equations:
where
and
Theorem 1 Let x n , σ n and b n be the sequences of random variables defined in Eq. (16), Eq. (17) and Eq. (18) . Then
is an homogeneous Markov chain. In other words for k = k the sequence of random variable Z n induced by Algorithm 2 with η n = (σ n ) k is an homogeneous Markov chain.
Proof: Let denote r n = x n /σ n and q n = b n /σ k n . Then,
Besides the selection step is determined by:
But since σ n is positive the sign of the previous equation is not changed if we divide it by σ k n , therefore the selection step can be rewritten as:
Therefore Z n+1 only depends on Z n and is defined as
and x n = x n + σ n N n [with N n ind. isotropic Gaussian vector]
8:
9:
if fit < fit n then 10:
fit n+1 = fit 12: n ← n + 1 19: end while
B. An adaptive algorithm for noise
In this section the precision parameter η is chosen in a way that does not depend on the parameter k of the fitness. However we show that the result of Theorem 1 still holds.
As in the previous section y n denotes the computed fitness at x n . The (1 + 1)-ES can be summarized as follows:
The adaptation of the noise level η n is done with the following rule
where μ ∈]0, 1[ and γ ∈ R + .
Theorem 2 Let x n , σ n , y n , η n be defined by Eqs. (21), (22), (23), (24) . Then
is an homogeneous Markov chain.
Proof: The evolution-equations can be rewritten as follows:
and L n only depends on δ n , with δ n only depending on x n k + η n B n < y n , i.e. only depending on x n k /σ
, N n and B n independently of n. This is a Markov chain and the transition does not depend on n: the Markov Chain is homogeneous.
IV. EXPERIMENTS
In this section we present experiments on the fitness function f k (Section IV-A and IV-B) and on a fitness for the scrambling of quasi random sequences (Section IV-C).
In all the experiments, we took α = 2 and β = 2
implementing the one fifth-success rule [13] . The random variable B for the noise is uniform in [0, 1] and the initial point x 0 is drawn uniformly on the unit hypersphere. Section IV-A shows experimentally that x 2 + σ k B is solved linearly for k ≥ 2 (Theorem 1 states the homogeneity for k = 2) and not solved at all for k < 2. Section IV-B shows that the adaptive rule (14) works also whereas reducing the CE below the adaptive rule recommendation by an exponent < 1 does not work (this shows the optimality of our approach). Section IV-C shows an application to an important and difficult fitness function, namely the scrambling of quasirandom sequences.
A. Artificial experiments with fitness-specific precision Eq. (13) Figure 1 shows that (x n ) n∈N fails to converge lineraly on f k as soon as η n = (σ n ) k with k < k. For k = 2 we observe a linear convergence. This suggests that the homogeneous Markov Chain of Theorem 1 is stable. Figure 2 shows log( x 11111 ) on f k for different values of k . We see that k = k is optimal, suggesting that the homogeneity is a good criterion for choosing the noise level.
B. Artificial experiments with adaptive precision Eq. (14)
We consider now f 2 = x 2 + η z B in dimension 10 and Algorithm 2 with the adaptive rule given in (Eq. (14)). For z = 1, Theorem 2 states the homogeneity of the chain. In Fig 3, experiments for z = 0.9, z = 1 and z = 1.1 are shown for comparison. Once again, the homogeneity is emphasized as a good criterion for choosing the minimum CE for convergence to the optimum.
C. Minimization of L
2 discrepancy of a set of 10d 2 points
The theoretical analysis above is done in a continuous framework, with the noisy sphere-function, but Algorithm 2 with Eq. (14) used in Section IV-B can be used for discrete optimization also. Eq. (14) can indeed be used in any optimization algorithm (also non-evolutionary algorithms). The fitness investigated now is the L 2 -discrepancy of a set of 10d 2 points in dimension d generated thanks to a family of permutations; the domain is therefore a family of permutations (with some constraints that can be encoded in mutations). Several methods for choosing this family of permutations have been proposed in the literature: [6] , [27] , [7] , [26] , [18] , [10] , [29] , [22] , [28] , [24] , [2] , [16] . All these solutions are analytically-designed thanks to mathematical analysis. In [25] , a very efficient hand-designed solution, termed reverse-scrambling, is proposed. We here use a simple EA (Algorithm 3), with an approximated fitness by MonteCarlo integration. Due to length constraints, we do not provide all details about the fitness; the interested reader is referred to [25] for all details.
We run this algorithm with d = 3, 4, 5, 6, 7, 8, 9 respectively, with 5d time-steps and μ = 0.9. For each run, we compute the total computational cost and run the algorithm with η constant and the same overall computational cost. The results are presented in Table I . Note that the comparison with constant-CE is unfair in the sense that constant-CE has a prior information: the constant-CE benefits from the results performed by the CE-rule by using the average CE suggested by the CE-rule. Previous experiments for handtuning the noise level have been performed and it was a huge work; the success of the constant-CE-rule itself shows that the CE-level chosen by the CE-rule is a good one. On the other hand, the comparison with reverse scrambling is unfair; reverse scrambling is of course much faster (as it is analytically designed).
The success of our approach on this important problem shows the strong relevance of EA for such problems. (13): ηn = (σn) k for k = 1.5, 1.8, 2 in dimension 10. x-axis: number of iterations. Non-presented experiments show that the linear convergence is seemingly preserved for k ≥ 2. For each value of k, we present (clockwise) the log of the norm of xn (i.e. a noise-free version of the fitness), the log of the fitness (including noise), the moving-average of the success rate, and log(σ 
V. CONCLUSION
In this paper we have investigated the question of the adaptation of the noise level when optimizing noisy fitness function. This investigation is motivated by the fact that for many real-world problems the noise level can be reduced by increasing the computational effort. We have analyzed two different schemes. The first one is using the step-size σ n of adaptive ES to control the noise level η, at iteration n:
We have proved on the function f k (x) = x k + ηB, that k = k is a sufficient condition to have an homogeneous Markov Chains, first step to prove linear convergence when investigating non-noisy fitness functions. The experiments performed show that for k < k, the algorithms fails to converge linearly and suggest that k = k is the optimal choice. Thus an adaptation scheme allowing linear convergence depends on the knowledge of the fitness function: the 
Theory predicts a linear behavior for z = 1; we here verify on experiments that z ≥ 1 is seemingly necessary for convergence. x-values: iterations. For each value of z, we present (clockwise) the log of the norm of xn (i.e. a noise-free version of the fitness), the log of α (with title "precisionk"), the moving-average of the success rate, and log(σ). Interestingly, for z < 1, we see that the algorithm is not only slow: it does not converge and σ → 0 (until the machine precision) without further improvement of the fitness. On the other hand, increasing z, in spite of the larger CE, does not improve the result. η ← μη + γ(1 − μ)(fit n − fit n−1 )
6:
Set x n equal to x n , plus some random transposition respecting the constraints. 7: Compute fit = f (x n , η). n ← n + 1 16: end while factor k.
The second adaptation scheme investigated is independent of the knowledge of fitness function and is adaptive:
We also prove the existence of an homogeneous Markov chain for this scheme. We apply this scheme to optimize an important and difficult fitness function, namely the scrambling of Quasi-Random sequences. The algorithm found the right level of CE in this very hard framework.
We presented the very first steps of the mathematical analysis of the linear convergence since we only exhibited homogeneous Markov chains. Our experiments confirmed the relevance of the homogeneity criterion for choosing the CE. Deriving the stability of the different Markov chains to prove the linear convergence is the object of further research.
The algorithms we propose are probably not the optimal possible ones. It is reasonnable to improve the precision of the current iterate, when too much time is spent on the same point, in particular for elitist strategies; this is not done in our work and could be done while preserving the homogeneity. This will be the object of a further analysis.
One final remark is that in the case of additive noise, one looses the invariance to order preserving transformations.
