The existence of state dependence derived from panel data has played a very important role in studying employment and labor policies. This study is about state dependence of the transportation sector using retrospective panel survey data. The Ministry of Land, Infrastructure and Transport of Korea has conducted the survey to monitor changes in vehicle ownership and usage nationwide and to prepare measures when oil prices tend to rise sharply. From this data, we identify the existence of state dependence on passenger cars, public transportation, and nonmotorized modes. To do this, we estimate and analyze the dynamic random effects probit model that explains the selection of each transportation mode after controlling for the unobserved individual heterogeneity. Our results indicate that despite the rise of oil prices, behavior of habitual use (i.e., state dependence) of transportation modes is found in all three modes. The amount of state dependence of nonmotorized modes was the largest, followed by passenger cars and public transportation. From the estimated models, important policy implications can be drawn from the fact that the presence of state dependence and the importance of early habit formation are important not only in nonmotorized modes but also in public transportation. In other words, if policy makers want to encourage people to use public transportation in a new city, it suggests that a sufficient and convenient public transportation network should be built before people move to the city. Once cities are built without sufficient public transportation networks and people have become accustomed to using private cars, then it will be more difficult to change their transportation modes, requiring much more social efforts and costs.
Introduction
Let us suppose that there is a city where 50% of passengers use cars and the other 50% use public transportation. In general, such percentages can be obtained mainly from cross-sectional household travel surveys. For many years, the proportions of travel modes, which are an important indicator for policy formulation and implementation, have been estimated and utilized from such cross-sectional survey data. In addition, by analyzing the various factors influencing the choice of travel modes, policies have been attempting to reduce the share of passenger car modes and to increase the share of environment-friendly modes such as public transportation or walking. However, we can derive a richer policy implication by analyzing panel data rather than crosssectional data. In this paper we examine the decision-making and behavior of the transportation sector from a dynamic point of view using panel data.
A 50% share of public transportation has very different behavioral implications when it is interpreted from a dynamic point of view. Assume that there are two groups where one group consists of frequent mode changers and the other of less frequent changers. If all public transportation users in the first group switch to passenger cars this year from last year, and if all passenger car users switch to public transportation this year from last year, then the share of each mode of transportation will be 50%. On the other hand, for the second group where the mode changes are not frequent, each mode share is again 50% even when all passengers use the same transportation modes from last year to this year. If cross-sectional data are used, both the former and the latter provide the same information of a 50% share of 2 Journal of Advanced Transportation passenger cars and a 50% share of public transportation. However, the interpretation obtained from using panel data can be significantly different. In the former case, the users of the transportation system have no state dependence and in the latter case they have complete state dependence. In the latter case, past experiences determine the present and future outcomes, and the use of the same modes of transportation tends to be fixed as a habit.
The findings of state dependence using panel data will play a very important role in establishing and implementing transportation policies. First of all, if there is a state dependence, a policy that increases or decreases the use of specific modes of transportation at the beginning can be stressed because the initial use of transportation modes determines the use of transportation modes in the future. In addition, policies related to regional, infrastructural, and socioeconomic impacts will need to be considered, taking into account the importance and magnitude of impact variables of individual characteristics. However, if the state dependence does not exist on the use of transportation modes, more flexible transportation policies would be possible in order to supply and operate transportation at the right time and right place, rather than initiating initial habits.
In this study, we use retrospective transportation panel data. Korea's Ministry of Land, Infrastructure and Transport conducted a survey in the spring of 2012 to monitor changes in vehicle ownership and usage nationwide and to construct policy measures when oil prices had risen sharply since 2010. The collected data are used to identify the existence of state dependence that is customarily used for passenger cars, public transportation, and nonmotorized modes (mainly walking). And we want to analyze the factors affecting the selection of each mode after controlling for the unobserved heterogeneity of individuals. Using the data of the period when oil prices rose sharply, we are able to derive behavioral results and policy implications that are different from the existing studies based on the random effects dynamic probit model using single transportation modes. This paper is also different from previous studies in that we consider various transportation modes rather than a single mode and compare the magnitudes of state dependence among those modes in the years of rising oil prices.
Literature Review
Studies of state dependence of an individual or a firm have begun to resolve the question of whether persistence of state is due to the heterogeneous nature of individuals or firms or by past experience in the economic and social phenomena. Identifying a state dependence has been an important issue in social sciences. For example, studies in labor economics have examined and estimated the state dependence of employment barriers in the labor market, and using panel data they have analyzed the mechanisms of the persistence of nonemployment, low wages, and low labor force participation rates, especially for women [2] [3] [4] .
In the transportation sector, certain studies examine the existence and influence of state dependence. Typical examples are state dependence of vehicle ownership, transportation use, and activities. In conclusion, these studies suggest that state dependence exists and should be considered in forecasting future travel demand. Studies on vehicle ownership include Bjørner et al. [5] , Dargay et al. [6] , and Nolan [7] . Bjørner Research on transportation mode use tends to be done primarily for single modes. Chartterjee used panel data from a survey of bus users before and after the construction of the Bus Rapid Transit in the Crawley and Gatwick Airport area in Southern England in 2003 [8] . Wen et al. used data from two waves to investigate motorcycle holding and utilization in Taiwan [9] . They each applied a random effects probit model and showed that the use of means was habitual and state-dependent. A study by Xiong et al. using the Puget Sound Panel data from the Seattle area of the United States showed that the values of travel time were stably estimated by income level using the Hidden Markov model [10] .
Travel modes are used every day for commuting, shopping, and business activities. State dependence related research was also conducted based on observations of daily mode of transportation and activities. That is, state dependence can be identified if individual activities or schedules are examined over time. Representative studies include Ramadurai et al. and Cirillo et al. [11, 12] . Their research was possible from individual daily trips and activities data. Cirillo et al. used daily transportation panel data for six weeks. The state dependence is also analyzed for the modes and activities that are used every day [12] .
Among the studies related to the effects of introducing new traffic systems or policies, studies also exist that have identified the existence of habits or inertia. Fujii et al. have studied whether there is a change in choice of modes when habitual drivers are given one-month free coupons for public transportation [13] . There is a study on the effects of the voluntary behavioral change program in Denmark before and after implementation [14] . And there is a study by González et al. that conducted the before and after stated preference/revealed preference survey of the same person when a tram was built and operated in Spain [15] . The results of these studies show that the change of modes and habitual use coexist.
Data and Methodology
. . Data. In this study, we use a three-year retrospective transportation panel data, data that was collected when oil Figure 1 [1]. In Korea, there was concern that this increase would continue at the beginning of 2012, and energy use measures were required at government level. It was important to predict how changes in vehicle usage and travel patterns would change if oil prices continued to rise in the transportation sector. And, since the shift from passenger cars to public transportation was expected, the public transportation provision policy to cope with the increasing demand had to be considered.
Specifically, the Korean government surveyed 2,500 observations across the country. In order to prevent the sampling bias, a three-stage stratified sampling method was applied. First, regional allocations were investigated in line with the national census. Second, it was assigned to the sex ratio of the population. Finally, the samples were collected in proportion to the age group of the population. In other words, our sample is representative of the national census. Therefore, there is little concern that the sample will be biased. Although the Korean government collected 2,500 observations through the stratified sampling method, only 1,966 observations are used for this study, excluding observations with households (not persons) without vehicles. The reason for this is that it is more important to see the change of modes of households that have a car.
If the travel information for the same person and household is surveyed every year like the Puget Sound Transportation Panel data, it is possible to conduct statedependent research considering various travel purposes and travel modes [16] . In this study, however, main survey questionnaires provide information on the most frequent places visited in the preceding 3 years, used travel mode, the travel time, the continuous duration of home and work, the change of home and work locations, personal characteristics, household characteristics, occupation, the number of vehicles, and income. Ommeren et al. [17] [18] [19] , whose study is similar to this study, also examined the commuting distance, the modes of transportation used, and the employment status during the past five years. Schoenduwe et al. [20] summarize the usefulness of the retrospective panel data of the transportation sector including Ommeren et al. [17] [18] [19] . Compared with these previous studies, the data value of this study is considered to be sufficient. In this study, travel modes were classified into three categories: passenger cars, public transportation, and nonmotorized vehicles (pedestrians and bicycles). Sex and age were asked as individual attributes. Age was coded as follows. If the number is less than 30, the code is 1, 30s is 2, 40s is 3, 50s is 4, and if it is 60 or more, 5 is coded. For analysis, each was treated as a dummy variable. That is, if the age is less than 30, age 20s is 1; otherwise it is 0. Ages 30s, 40s, 50s, and 60+ were treated as dummy variables in the same manner. Regional characteristics were surveyed by the city level, and a dummy variable is created as being 1 if it is the Seoul metropolitan area and 0 otherwise.
As regards economic factors, the income level was categorized into three levels of income, low, middle, and high, but each of them was adjusted for dummy variables for analysis. The number of cars owned, the employment status, and the employment type of the employed persons were classified. Dynamic information of home and work was surveyed. Along with the duration of home and work, changes were recorded and coded for our study year (t), a year preceding our study year (t-1), and two years preceding (t-2). An oil dummy variable is coded as 1 when the oil price is the highest and is regarded as zero when not. Table 1 describes the variables  used in this study, and Table 2 presents descriptive statistics for each variable. The survey sample was 1,966 in the year, but 5,898 observations were used for descriptive statistical analysis because three years of retrospective information is utilized.
In Table 2 , the mode shares of used transportation were 57.3% for passenger cars, 31.7% for public transportation, 10.9% for nonmotorized vehicles, and 40 minutes for oneway trip to frequent destinations. Survey data gender was composed of male (54%) and female (46%). The average vehicle holding was 1.4 units and self-employed (self emp) was 16.4%. The proportion of residents living in the Seoul metropolitan area (Seoul m) was 48.2% and that of the nonSeoul area (Non-Seoul m) was 51.8%. The average change of home and work place was 7∼9%.
Based on the previous literature reviews, we found that similar variables are commonly used in case studies in most transport sectors. However, some variables were used differently depending on the research purpose. First of all, in studies [5-12, 15, 17-19] , age, gender, and income variables were commonly used as independent variables. In this study, we also include age, gender, and income as control variables. Regional characteristics are used in this study, which was also the case in the previous studies [5, 7, 8, 14] . In the present study, the changes of work places or home locations were used, which were also found in previous studies [8, [16] [17] [18] [19] . Finally, as in this study, the number of vehicles owned appeared in the previous studies [9, 10] .
In Tables 1 and 2 , the transportation modes used in (t-2), (t-1), and (t) years are coded with 1 or 0 binary variables depending on whether they are used or not. In other words, 1 means that the mode is used for the year, and 0 means not used. As a summary of the three years, eight combinations are possible for each mode as shown in Tables 3, 4 , and 5. Providing information by dividing these transition tables by gender and age can be used to help understand this study. These binary variables are used as dependent variables of the following dynamic random effects probit model. Two characteristics can be found from the three-year mode transition tables. First, we can find that the proportion of people who use the same modes each year is quite large. Second, the shifted proportion from passenger cars to other modes in the period between (t-1) and (t) rather than between (t-2) and (t-1) year was quite large. In addition, the frequency of public transportation mode from (t-1) to (t) has increased significantly. On the other hand, changes from public transportation to other modes and from nonmotorized modes to other modes were not significant. The behavioral response to oil prices appeared at a time when oil prices rose considerably.
The frequency of transition is different by gender and age. For example, it is found that males use passenger cars more, females use public transportation more, and males use nonmotorized vehicles more. By age, 30s-40s year olds for passenger cars, 20s-30s year olds for public transportation, and 60s year olds upwards for nonmotorized vehicles were found to be highly frequent and persistent.
. . Methodology. A state dependence is said to exist when one's current choice depends on his or her past choices. The notion of state dependence has been widely used in economic analyses and in terms of regression analysis the state dependence occurs when a lagged dependent variable appears as one of the control variables we used. Without loss of generality, we can write a choice model as follows:
where V = + . We assume that is normally distributed with mean 0 and variance 2 and is the individual specific time invariant term which is also normally distributed with mean 0 and variance 2 . In (1), we can have a spurious correlation between * and −1 because the choice of the past −1 is likely to be closely related to the invisible nature ( ) of the present choice of mode users. Heckman calls this spurious state dependence [2] .
In (1), if −1 does not exist, it can be estimated as a general probit model. However, if −1 is present, the probit model does not provide consistent estimates because the initial selection is correlated with the invisible heterogeneity of individuals [21, 22] . Thus, in order to obtain unbiased estimates for (1), a two-step estimation of Heckman [2] is necessary. In this study, the random effects dynamic probit model is estimated using "redprob" command in the STATA procedure [23] . In our case, is the current modes of transportation and −1 is the modes of transportation of the previous year. The obtained from the redprob of STATA 15.0 represents the state dependence of the estimated modes of transportation.
There are many factors that cause individuals to continue to use private cars when choosing a mode of transportation. Observed or unobserved heterogeneities among individuals may have an impact on the use of private cars (or using public transport or nonmotorized modes). Therefore, in order to estimate (1) we need to consider these influencing factors, which are summarized in the vector of variables, , in (1). Without these considerations, the influence of the state dependence could be either overestimated or underestimated. In this paper, we use as control variables the influence of travel time, geographical factors, economic factors, and social factors.
Results
. . Overall State Dependence Pattern. The persistence of the transportation mode can be identified by the existence of state dependence between past and present behavior after controlling for observed and unobserved heterogeneities of individuals. In (1) the state dependence is recognized by the statistical significance of the coefficient on the transportation mode of the previous year ( −1 ) which is .
Journal of Advanced Transportation 5 Tables 6-8 present the estimates of two different models: the first one is a simple random effects probit model and the second is the dynamic random effects probit model which takes into account a possible correlation between initial conditions and unobserved individual heterogeneity. In the second model, theta and rho represent a partial correlation and a correlation coefficient between the initial condition and unobserved individual heterogeneity, respectively. If theta and rho are 0, it means that the initial condition is exogenous. In this case, a simple random effects probit model that does not consider initial conditions is sufficient.
In our case it is important to consider the initial condition because all of theta and rho are significantly different from 0.
From the values shown in the bottom right of Tables 6, 7, and 8, we reject the hypothesis that theta=0 and rho=0 at least at the 95% level. Therefore, it is more appropriate to use the dynamic random effects probit model. The random effects probit models and the dynamic random effects probit models with initial conditions show very different results. In the case of the passenger car model in Table 6 , the state dependence of the probit model that does not control the initial condition is 2.187, whereas the state dependence with the initial condition is estimated as 1.711. This implies that a simple random effects probit model overestimates the magnitude of state dependence. The dynamic random effects probit model obtains a consistent estimator by correcting the bias that occurs when treating the initial conditions exogenously. Tables 7 and 8 also show the same pattern for public transport and nonmotorized mode models.
The results of the dynamic random effects probit models of Tables 6, 7 , and 8 show that past use of travel mode has a significant effect, which means that there is a strong state dependence. The estimated value for car users is 1.711, and the corresponding figures for public transportation and nonmotorized modes are 1.409 and 1.941, respectively. These values are all statistically significant, indicating that there is a high likelihood of using the same modes of transportation between past and current years. The size of state dependence among our three modes shows the order of nonmotorized modes, passenger cars, and public transportation.
As stated in the introduction, the effect of an increase in oil prices on the choice of transportation mode is analyzed. The coefficients on the oil dummy indicate that changes in oil prices affect the choice of modes of transportation. A negative value for passenger car models and a positive value for public transportation and nonmotorized models imply that people rely on cars less and rely on public transportation and nonmotorized modes more when oil prices are increasing.
. . Factors Determining Modes of Transportation.
We now discuss factors determining the modes of transportation in more detail.
. . . Passenger Car Users.
Factors affecting the use of passenger cars are the lagged variable of passenger car use, gender, whether they live in the Seoul metropolitan area, the number of vehicles, travel time, self-employment status, income level, and oil price dummy variables. And these factors are statistically significant. On the other hand, the housing and job location change variables were not statistically significant.
Females are less likely to use passenger cars than males. The effect of age on the use of passenger cars is concave: the likelihood of using cars increases as people get older, but decreases after the 40s. It is found that residents of the Seoul metropolitan area rely less on the use of private cars. As the estimated value is -0.362, the probability of using a car decreases when people reside in the Seoul metropolitan area, which is a clear result considering the well-established public transportation infrastructure in this area. The longer the travel time, the lower the probability of using a passenger car. This is probably due to the influence of high fuel costs. In addition, the estimated value of the number of vehicles has a positive value of 0.206, so that the more vehicles they have, the higher the probability of using a car. The self-employed variable is more likely to use a car than the employed. Also, the higher the income level, the more likely people use passenger cars. On the other hand, changes in work or home location cannot be said to affect the use of private cars because the estimated coefficients are not statistically significant.
. . . Public Transit Users.
Factors affecting the use of public transportation, which are statistically significant, are the lagged variable of transit modes, gender, residence in the Seoul metropolitan area, the number of vehicles, travel time, self-employed status, and oil dummy variables. However, the level of income, and the change in home or work location were not statistically significant.
Some of the results obtained for public transportation show a different pattern from those obtained for passenger cars. For example, women are more likely to use public transportation than men. Middle aged people use public transportation less and young and older people rely on public transportation more. These results are consistent with our expectation.
People living in the Seoul metropolitan area have a high probability of using public transportation. This is again a clear result because of the well-established public transportation infrastructure of the Seoul metropolitan area compared to the provincial regions. The longer the travel time, the higher the probability of using public transportation. This is the opposite pattern to the use of passenger cars. The number of vehicles and the self-employed variables tend to decrease the probability of using public transportation, which is also the opposite to the case of passenger cars. Finally, changes in income level or location of work or home cannot be said to affect the sustainable use of public transportation because the estimated coefficients are not statistically significant.
. . . Nonmotorized Users. The number of statistically significant variables on the use of nonmotorized modes is less than those for passenger cars and public transportation. The lagged variable of nonmotorized modes, age, travel time, selfemployed status, and income level and oil dummy variables are statistically significant. The other variables are found to be statistically insignificant.
Unlike the previous cases, gender does not affect the use of nonmotorized modes. People aged 30s and 40s have a lower probability of using nonmotorized modes than the rest of the age groups. Finally, the probability of using Note: * reference variable is age 60+. * * reference variable is low income. Table 9 : Estimation of state dependence of passenger car users.
(1) (2) (3)
Variables The probability that a person using a car (t-1) year will use the car (t) year
The probability that a person who did not use a car (t-1) year will use the car (t) year nonmotorized modes decreases as travel time and income increase.
. . e Size of State Dependence. The previous analysis has examined the existence of state dependence and the factors affecting the choice of transportation modes. However, equally important is the prediction of state dependence by modes. It will be also interesting to compare the magnitudes of state dependence with similar characteristics. Here, we present the probability of using a car in year (t) if everyone used a car in year (t-1), not the probability that a person using a car in year (t-1) will use a car in year (t). That is, we present an average probability of using a car conditional on that everyone used a car in the previous year. The same is true for public transportation and nonmotorized modes.
In the literature review, Bjørner et al. have identified the magnitude of state dependence of vehicle ownership [5] . Our study also predicts these intensities, which are estimated by Wooldridge's method [24] . As shown in Tables 6-8, the coefficients of the lagged dependent variables are shown in the order of nonmotorized modes, passenger cars, and public transportation. This pattern is also observed in Tables 9-11 . However, an interesting fact is that marginal effects of the state dependence, which is column (3) in Tables 9-11 , are the largest for car users. People who use cars in the previous year are about 55% more likely to use cars in the next period than those who do not. However, in the case of nonmotorized modes, the marginal effect is generally less than 40%. The reason for this phenomenon is that the marginal effect is estimated to be small for nonmotorized modes because the sample mean of nonmotorized modes is absolutely low (10% Table 10 : Estimation of state dependence of transit users.
Variables The probability that a person using a transit (t-1) year will use the transit (t) year The probability that a person who did not use a transit (t-1) year will use the transit (t) year Table 11 : Estimation of state dependence of nonmotorized users.
Variables The probability that a non-motor using a car (t-1) year will use the non-motor (t) year The probability that a person who did not use a non-motor (t-1) year will use the non-motor (t) year Difference (1)- (2) Estimates in Table 2 ). On the other hand, the state dependence of a passenger car is similar to the state dependence of a passenger car estimated by Bjørner et al. [5] Comparing the state dependence of males and females, females are more dependent on cars and public transport than males, but they are less dependent on nonmotorized modes. The marginal effects show the same pattern. On the other hand, the residents of non-Seoul metropolitan area have a greater state dependence than the residents of Seoul metropolitan area in all modes of transportation. This may be true because it is difficult for the non-Metropolitan area residents to switch to other modes of transportation due to the lack of various modes of transportation.
Finally, we note that people have the highest state dependence (coefficient on lagged variable) on nonmotorized modes, but the probability of using nonmotorized modes is as low as 10% of total transportation modes. Nevertheless, Table 11 shows that 46% of males and 36% of females would use nonmotorized modes if they had used them in the previous year. These figures are much higher than the actual 10%. This indicates that the effect of state dependence is very large for nonmotorized modes.
. . Estimation Results of Two-Period Lag Dependent Variables.
In this section we extend our analysis to a model which includes two-period lag dependent variables. An example can be found in a recent paper by Xiong, Yang, and Zhang [16] who examined car ownership using a high-order Markov model. However, unlike their method which uses transition probabilities based on multinomial logit, we estimate a dynamic probit model which assumes that the errors are normally distributed. Our extended model can be expressed as follows:
where V = + . Like before, we assume that is normally distributed with mean 0 and variance 2 . To estimate (2), we adopt two approaches. The first method is to estimate (2) by a simple probit. Note that we have 3-year panel data so that we only have a single observation for each person in the specification of (2) . The second method is to correct for the initial condition problem by using the two-step methods proposed by Arulampalam et al. [25] , Dorsett [26] , and Phimister et al. [27] . Because "redprob" command in the STATA procedure only allows one-period lag dependent variable, we need to use the two-step method to estimate (2) .
The two-step method can be described as follows. First, we estimate the probit equation for period 1; i.e., t=1.
We assume that and are correlated with the correlation coefficient . Then, (2) can be written as
, where and Φ are normal and cumulative normal densities, respectively. By substituting E[ | y i1 ] for in (4) and estimating it using probit, we can obtain consistent estimates for 1 and 2 .
The estimation results are presented in Table 12 . Note that regardless of controlling for initial conditions, the coefficients on −1 are much larger than the coefficients on −2 . Also, when we control for the initial condition, the coefficients on −2 become all statistically insignificant even at the 10% level. Therefore, our previous results obtained with only one-period lag dependent variable can be regarded as quite reliable. In fact, the state dependence ( ) shown in Tables 6-8 is not substantially different from the state dependence ( 1 ) appeared in Table 12 . However, due to the short-period panel (3 years), we are able to control for individual heterogeneities, so the results presented in Table 12 have to be interpreted with a caution.
Conclusions
In previous studies using cross-sectional data, the most important factors influencing the use of transportation were generally time and cost. However, in the present study using panel data, the state dependence on mode use is found to be a very important factor. In fact, all of the lagged dependent variables are statistically significant at the 99% level. The existence of state dependence found in this study represents familiarity habits because we have taken into account the unobserved individual heterogeneity in estimation.
The main purpose of this study was to identify the existence of state dependence by considering the problem of initial conditions in the choice of transportation modes. In other words, the analysis of the decision of the individual to select the transportation mode was divided into two parts: the random effects probit model which does not consider the initial condition problem and the dynamic model which takes into account the initial condition problem. It turns out that the initial condition problem is important so that the coefficient of the lagged dependent variable in a simply random effects model is overestimated. Therefore, the state dependence obtained without considering the initial condition exaggerates the true dependence of travel modes.
The magnitude of state dependence of the transportation mode appears in the order of nonmotorized, passenger cars, and public transportations, and these results are independent of gender or metropolitan area. Interestingly, however, an increase in the probability of using the same mode of transportation due to state dependence is the largest for cars and least for nonmotorized vehicles. The reason is that the marginal effect of state dependence is estimated to be small because the absolute sample proportion of using nonmotorized modes is low.
Some factors influencing the use of public transportation and passenger cars work in the opposition direction. At the time of rises in oil price, people used all three methods habitually in the same pattern. However, the effect of the highest oil prices was different depending on travel modes. Negative value for passenger cars, positive values for public transportation, and nonmotorized vehicles show a reduction in the persistence of passenger cars and an increase in the persistence of public transportation and nonmotorized modes.
Based on the results of this study, some policy implications can be derived. Without a state dependence, people's habits will not have a significant impact on the choice of transportation modes, so the policy intending to change people's transportation modes will be more likely to succeed. For example, when policies to increase the use of walking or bicycling are implemented, those policies will be more successful if the state dependence of a travel mode is weak. However, our study shows that past transportation mode has a great impact on the current transportation decision. This implies a considerable state dependence in the choice of transportation mode, so the policies relying on campaigning on walking or cycling are unlikely to succeed.
A high state dependence means that a person who chooses a mode of transportation before is more likely to choose the same mode of transportation thereafter. Thus, if one tries to change a person's transportation mode, it will take more effort and costs when the person has a strong state dependence than when the person has a weak state dependence. In the former case, policy makers should pay more attention to determining the initial modes of transportation. For example, if policy makers want to encourage people to use public transportation in a new city, they need to build a sufficient and convenient public transportation network before people move to the city. Once cities are built without sufficient public transportation networks and with people having become accustomed to using private cars, then it will be more difficult to change their transportation modes and also much more social efforts and costs will be required.
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