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vRE´SUME´
E´tant donne´ une paire d’images ste´re´oscopiques, il est possible de calculer une carte de
disparite´ dense qui encode les correspondances par pixel entre deux vues d’une meˆme sce`ne.
E´tant donne´ les parame`tres de calibration d’une paire d’appareils photo, il est possible de
transformer une carte de disparite´s en une carte de profondeur. Il existe de nombreuses
applications allant de la robotique et de l’interaction humain-machine a` la photographie 3D
qui peuvent be´ne´ficier de l’utilisation de cartes de disparite´ pre´cises. Nous nous inte´ressons
a` la production de cartes de disparite´ de haute qualite´ a` partir d’images ste´re´o pour des
applications a` temps re´el ou dans un ordre de grandeur de temps re´el par rapport au nombre
d’images par seconde pour des vide´os typiques si un traitement hors ligne est acceptable. Nous
avons donc e´tudie´ de possibilite´s d’acce´le´rer de divers calculs cle´s ne´cessaires pour produire
des cartes de disparite´ a` partir d’images ste´re´oscopiques.
Tout d’abord, nous explorons le potentiel de de´tecter les disparite´s incompatibles avec un
calcul rapide sur les images en basse de´finition et d’une ve´rification de consistance base´e sur
la comparaison entre une paire de cartes de disparite´ de gauche a` droite et de droite a` gauche.
L’ide´e est que les disparite´s incompatibles sont susceptibles de contenir des erreurs. Puis nous
e´valuons le potentiel d’appliquer de calculs se´lectifs en employant les images ste´re´oscopiques
de plus haute de´finition afin de re´duire les erreurs tout en e´vitant de calculs couˆteux sur les
images ste´re´oscopiques en plus haute de´finition tout entie`res. Nous avons aussi introduit une
me´thode d’interpolation simple et rapide qui est capable d’ame´liorer la qualite´ d’une carte
de disparite´ si la densite´ de pixels consistants est e´leve´e. Des travaux re´cents ont montre´ que
la qualite´ d’une carte de disparite´ peut eˆtre ame´liore´e en combinant diffe´rentes mesures de
distance. Nous explorons une fonction de combinaison simple pour la somme des diffe´rences
au carre´ et les distances de Hamming entre les blocs d’image repre´sente´s par la transformation
Census. Nous montrons que cette technique de combinaison peut produire d’ame´liorations
significatives quant a` la qualite´ de carte de disparite´. Nous explorons aussi des approches
fonde´es sur la combinaison des deux mesures et la combinaison d’utilisation d’imageries en
haute et basse re´solutions de manie`re se´lective.
Nous montrons aussi comment l’essence de me´thodes populaires et d’e´tat de l’art d’infe´rence
semi-globale peut eˆtre formule´e en utilisant des mode`les de Markov cache´s. Cela nous permet
de ge´ne´raliser les approches semi-globales a` des mode`les plus sophistique´s tout en ouvrant la
porte aux parame`tres des mode`les d’apprentissage en utilisant des techniques du maximum de
vraisemblance. Pour acce´le´rer les calculs, normalement nous avons employe´ le calcul ge´ne´rique
sur un processeur graphique (GPGPU). En particulier, nous avons imple´mente´ en OpenCL
vi
une variation de la mise en correspondance par bloc base´e sur la somme des diffe´rences au
carre´ et pre´sente´ une version corrige´e de l’imple´mentation de l’algorithme Viterbi en OpenCL
qui e´tait fournie dans un kit de de´veloppement logiciel de GPU.
vii
ABSTRACT
Given a pair of stereo images it is possible to compute a dense disparity map which encodes the
per pixel correspondences between views. Given calibrated cameras it is possible to transform
a disparity map into a depth map. There are many applications ranging from robotics and
human computer interaction to 3D photography that benefit from the use of precise disparity
maps. We are interested in producing high quality disparity maps from stereo imagery as
quickly as possible for real-time applications or within an order of magnitude of real-time
for typical video rates for applications where off-line processing is acceptable. We therefore
explore the problem of accelerating various key computations needed to produce disparity
maps from stereo imagery.
First, we explore the potential of detecting inconsistent disparities with fast but low
resolution comparisons and a consistency check based on comparing left to right and right
to left disparity maps. The idea is that inconsistent disparities are likely to contain errors.
We then evaluate the potential of selectively applying computation using higher resolution
imagery in order to reduce errors while avoiding expensive computations over the entire high
resolution image. We also introduce a simple and fast interpolation method that is capable
of improving the quality of a disparity map if the density of consistent pixels is high. Recent
work has shown that disparity map quality can be also be improved by combining different
distance metrics. We explore a simple combination function for sum of squared difference
and Hamming distances between image blocks represented using the Census transform. We
show that this combination technique can produce significant improvements in disparity
map quality. We also explore approaches based on both combining metrics and selectively
combining high and low resolution imagery.
We also show how the essence of popular, state of the art semi-global inference methods
can be formulated using hidden Markov models. This allows us to generalize semi-global
approaches to more sophisticated models while also opening the door to learning model
parameters using maximum likelihood techniques. To accelerate computations generally we
use general purpose graphical processing unit (GPGPU) computing. In particular, we have
implemented a variation of sum of squared difference block matching in OpenCL and present
a corrected version of an OpenCL Viterbi algorithm implementation that was provided in a
GPU software development kit.
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1CHAPITRE 1
INTRODUCTION
Notre cerveau rec¸oit normalement des images similaires d’une sce`ne des deux points
proches (deux yeux) sur le meˆme niveau horizontal. La diffe´rence relative de position des
deux objets est appele´e la disparite´. Le cerveau est capable de mesurer la disparite´ et l’em-
ployer pour cre´er la sensation de profondeur. (voir Marr, 1982, p. 100) Si la disparite´ est
mesure´e en distance ou en nombre de pixels, la collection des disparite´s devient une carte de
disparite´. Le terme « distance » de´signe la distance physique objective entre l’observateur
et l’objet. Le terme « profondeur » est la distance subjective perc¸ue par l’observateur vers
l’objet. (voir Marr, 1982, p. 111) De la meˆme fac¸on, une collection de profondeurs est une
carte de profondeur.
1.1 Carte de disparite´
Une carte de disparite´ est une collection de distances de correspondance entre les pixels
de deux images e´tudie´es. Voici un exemple de carte de disparite´ avec a` gauche deux images
comme entre´es dans la Figure 1.1. L’image de gauche et l’image de centre sont prises par
l’appareil photo de gauche et l’appareil photo de droite respectivement, l’image de droite est
la carte de disparite´, qui est la collection de distance entre chaque pixel de l’image de gauche
et le pixel correspondant de l’image de droite. Visuellement, l’objet plus proche aura une
disparite´ plus e´leve´e.
image de gauche d’Art image de droite d’Art carte de disparite´
de re´fe´rence
Figure 1.1 Un exemple de deux images ste´re´oscopiques et une carte de disparite´ (voir Blasiak
et al., 2005)
2La carte de disparite´ est lie´e e´troitement avec la carte de profondeur. On peut cre´er
une carte de profondeur a` partir d’une carte de disparite´ si l’on connaˆıt la longueur focale
d’appareil photo en employant la me´thode que nous allons introduire un peu plus loin dans
la sous-section 1.2.
La carte de disparite´ est importante dans diverses applications relie´es a` la vue. Par
exemple, une application d’augmentation de re´alisme ou une application robotique pour
calculer la distance entre le robot et l’objet. Diverses me´thodes existent pour le calcul de
disparite´. Toutefois, la qualite´ de la carte de disparite´ et la performance du processus de
cre´ation de cette carte constituent deux proble`mes principaux. Nous avons e´tudie´ certains
proble`mes lie´s a` la carte de disparite´, e´value´ plusieurs moyens d’ame´liorer la qualite´ et la
performance a` l’aide de GPGPU.
Nous pouvons possiblement e´quiper une paire d’appareils photo avec un processeur pour
produire des cartes de disparite´ en temps re´el pour des applications qui demandent la haute vi-
tesse de traitement. Nous pouvons aussi relier une machine de traitement a` un appareil photo
pour traiter rapidement les images capture´es. Le traitement rapide est essentiel dans certaines
applications comme la robotique, le jeu vide´o, etc. Maintenant les came´scopes nume´riques ne
couˆtent pas tre`s cher. Si nous avons deux came´scopes nume´riques pour capturer des sce`nes,
nous pouvons penser a` produire une vide´o de disparite´ en temps re´el.
Souvent nous n’avons pas besoin d’une carte de disparite´ de haute de´finition. Par exemple,
une petite carte de profondeur produite par Kinect de Microsoft est assez pre´cise pour rendre
un jeu vide´o interactif. Pour alle´ger la transmission, nous pouvons traiter des photos prises
en haute de´finition et envoyer la petite carte obtenue. Au lieu de transmettre des donne´es
lourdes de vide´o en haute de´finition, nous pouvons transmettre le re´sultat de traitement. En
ge´ne´ral, les me´thodes de couˆts globaux pre´sentent toujours de meilleurs re´sultats. Toutefois,
le temps de traitement est normalement e´leve´. Nous avons employe´ des me´thodes simples
pour mesurer le potentiel de l’emploi des images en haute de´finition.
Nous avons imple´mente´ une me´thode simple de mise en correspondance par bloc en
OpenCL, puis e´tudie´ en de´tail le taux d’acce´le´ration, la qualite´ de carte et les limites de nos
approches. Nous avons montre´ qu’il est possible de profiter des informations dans les images
en plus haute de´finition pour ame´liorer la qualite´ de petites cartes de disparite´. Une carte de
disparite´ d’images en haute de´finition ne´cessite plus de ressources et est plus lente a` calculer.
L’utilisation de GPGPU peut acce´le´rer le traitement, rendre cette me´thode ope´rationnelle.
Il y a d’autres me´thodes qui peuvent s’ave´rer tre`s efficaces pour cre´er une grande carte
de disparite´. Par exemple, Geiger et al. ont pre´sente´ un bon re´sultat avec une approche de
point de support et probabiliste. Les points de support sont obtenus avec l’algorithme de
triangulation de Delaunay. (voir Geiger et al., 2010).
3Pour obtenir une carte continuelle et en ame´liorer la qualite´, nous avons employe´ une
interpolation. Nous avons aussi e´tudie´ BilSub (soustraction de fond bilate´ral), MMC (mode`le
Markov cache´), Census et une combinaison de Census et de mise en correspondance par
bloc. Entre temps, nous avons aussi e´tudie´ les diffe´rences entre deux imple´mentations de
l’algorithme Viterbi. Nous avons choisi la Me´thode BilSub et la Me´thode Census parce que
selon Hirschmu¨ller et Scharstein, la performance de BilSub est toujours tre`s bonne pour les
diffe´rences radiome´triques basses, et la Me´thode Census affiche la meilleure et la plus robuste
performance globale (voir Hirschmu¨ller et Scharstein, 2009).
1.2 De´finitions et concepts de base
Brown et al. ont publie´ un article dans lequel la disparite´ est de´finie comme le de´placement
de la position d’un point projete´ dans une image par rapport a` la position de ce meˆme point
dans l’autre image. L’ensemble de toutes les disparite´s entre deux images constitue une carte
de disparite´. (voir Brown et al., 2003, p. 994) Nous allons pre´senter le concept et quelques
me´thodes.
1.2.1 Ge´ome´trie de ste´re´oscopie
Pour connaˆıtre la ge´ome´trie de ste´re´oscopie, nous devons d’abord choisir entre un syste`me
de ste´re´oscopie convergente et non convergente. Pissaloux et al. a montre´ une illustration dans
la Figure 1.2 (voir Pissaloux et al., 2008, p. 2)
Figure 1.2 Ge´ome´trie de ste´re´oscopie convergente et non convergente (voir Pissaloux et al.,
2008, p. 2)
4Le syste`me de ste´re´oscopie convergente a un champ de vue horizontale moins large et
plus proche que celui de ste´re´oscopie non convergente. Nous avons employe´ le syste`me de
ste´re´oscopie non convergente pour avoir un champ de vue plus large.
La relation entre deux appareils photo peut eˆtre calcule´e avec une transformation alge´bri-
que. Pour le syste`me de ste´re´oscopie non convergente, les axes de coordination des deux
appareils photo sont aligne´s et la transformation spatiale consiste en une translation d’une
distance b dans l’axe x d’appareils photo. Une ge´ome´trie de ste´re´oscopie non convergente est
montre´e dans la Figure 1.3 ou` OG et OD sont les deux centres optiques. La distance entre
OG et OD est T sur la ligne de base, f est la longueur focale des appareils photo, PG et PD
sont deux images de P . La profondeur Z peut se calculer comme suit : Z = f T
d
ou` d est la
disparite´ d = xG−xD apre`s la conversion en unite´ me´trique. (voir Brown et al., 2003, p. 994)
La direction de vue est vers le haut au lieu de vers le bas comme dans la Figure 1.2.
Figure 1.3 Ge´ome´trie de ste´re´oscopie non convergente (voir Brown et al., 2003, p. 994)
La Figure 1.4 montre une autre illustration du calcul pour faciliter la compre´hension.
Cette fois, la projection d’image se trouve de l’autre coˆte´ de l’objet observe´ comme dans
le mode`le de ste´nope´. Le triangle image est forme´ en de´plac¸ant virtuellement deux petits
triangles TG et TD a` deux bas coˆte´s de la figure. Le triangle objet est en proportion avec le
triangle image, donc nous pouvons avoir Z
T
= f
xG−xD , alors Z = f
T
xG−xD = f
T
d
ou` d est la
disparite´ d = xG−xD. C’est exactement le re´sultat ci-haut. (voir Thrun, 2011) Cette relation
confirme que l’objet plus proche aura une disparite´ plus e´leve´e.
5Figure 1.4 Ge´ome´trie de ste´re´oscopie non convergente (voir Thrun, 2011)
Il arrive souvent que nous n’ayons pas de syste`me non convergent. Nous pouvons toutefois
rectifier les images selon les contraintes e´pipolaires.
1.2.2 Mise en correspondance
La correspondance des pixels entre deux images est difficile a` calculer. La raison prin-
cipale de cette difficulte´ est due au fait que les deux images pre´sentent diverses diffe´rences
a` cause des variations de lumie`re, d’intensite´, d’appareils photo, d’occlusion et de texture.
Les diffe´rences de lumie`re, d’appareils photo et d’intensite´ sont appele´es des variations pho-
tome´triques ou radiome´triques. Une texture re´pe´titive ou un manque de texture peut aussi
cre´er des proble`mes (voir Cochran et Medioni, 1992, p. 981). Le proble`me d’occlusion a lieu
quand une partie d’une sce`ne est visible pour un appareil photo, mais pas pour l’autre,
normalement cache´ par une partie d’objet (voir Brown et al., 2003, p. 1002).
La correspondance peut se faire par la correspondance des caracte´ristiques spe´cifiques,
par exemple, des coins des deux images, ou par la correspondance des petites re´gions par
corre´lation sans identifier de caracte´ristiques. La correspondance des caracte´ristiques spe´cifi-
ques peut eˆtre plus efficace que la correspondance par petites re´gions, mais limite´e dans
l’application parce qu’il est difficile de trouver une caracte´ristique fiable. La correspondance
par petites re´gions peut eˆtre plus facile a` employer, mais la recherche est couˆteuse. Deux
mesures de similarite´ sont employe´es souvent entre les re´gions : la corre´lation croise´e et la
somme des diffe´rences au carre´ (SDC). (voir Nevatia, 1982, p. 160)
La correspondance des caracte´ristiques spe´cifiques peut produire une carte de disparite´
avec des points fiables, le re´sultat est une carte de disparite´ clairseme´e. On a normalement
besoin d’une interpolation pour comple´ter la carte si une carte dense est demande´e. Une carte
6dense calcule la disparite´ de chaque pixel au lieu de pixels principaux disperse´s. De´pendant de
la me´thode d’interpolation, cette me´thode peut avoir plus de chance d’ignorer de de´tails. La
correspondance par petites re´gions peut efficacement produire une carte dense, c’est pourquoi
cette me´thode est devenue la me´thode principalement e´tudie´e dans ce me´moire. Malheureu-
sement, elle a de difficulte´ a` traiter des zones homoge`nes. Nous allons essayer de me´thodes
pour contrer ce proble`me.
Comme me´thode supple´mentaire, la me´thode de vues multiples et la me´thode de corres-
pondance d’une vue d’ensemble a` une vue plus pre´cise sont deux simplifications de recherche
de correspondance.
1.2.3 Me´thode de vues multiples
La me´thode de vues multiples permet de limiter la gamme de recherche de correspondance
par la division de 2 vues initiales en plusieurs vues. Une limite de gamme de correspondance
peut augmenter la pre´cision sans augmenter le temps de recherche. Les disparite´s entre les
deux vues extreˆmes sont le re´sultat apre`s le chaˆınage des vues interme´diaires. (voir Nevatia,
1982, pp. 161–162) La Figure 1.5 montre l’effet de cette me´thode. Pour une meˆme largeur de
champ de ste´re´oscopie, un ajout du troisie`me appareil photo Oc entre Og et Od peut couper
le champ en deux : le champ 1 et le champ 2, ou` chacun a une e´tendue re´duite de disparite´s.
En conse´quence, les vues peuvent eˆtre prises plus proches des appareils photo, ce fait peut
aussi encore aider a` augmenter la pre´cision. La direction de vue est vers le haut comme dans
la Figure 1.3.
Figure 1.5 Ge´ome´trie de ste´re´oscopie non convergente et de vues multiples
71.2.4 Me´thode de correspondance d’une vue d’ensemble a` une vue plus pre´cise
Quant a` la me´thode de correspondance d’une vue d’ensemble a` une vue plus pre´cise,
plusieurs auteurs incluant Moravec et Cochran et Medioni ont pre´sente´ des me´thodes base´es
sur la correspondance d’une vue d’ensemble a` une vue plus pre´cise. La correspondance d’une
vue d’ensemble a` une vue plus pre´cise entraˆıne une perte d’information au niveau d’images
re´duites. Cette perte affecte la pre´cision de correspondance (voir Nevatia, 1982, p. 162). Mo-
ravec a employe´ un « ope´rateur d’inte´reˆt (Interest Operator) » pour mesurer la correspon-
dance d’une vue d’ensemble a` une vue plus pre´cise (voir Moravec, 1980). Cochran et Medioni
ont pour leur part pre´sente´ une me´thode qui emploie des images en pyramide. Dans cette
me´thode, une estimation des disparite´s des niveaux ge´ne´raux guide la recherche de corres-
pondance vers des niveaux plus pre´cis. Le travail est base´ sur une mise en correspondance
par bloc (voir Cochran et Medioni, 1992).
1.2.5 Filtrage
Deux images prises de deux appareils photo peuvent pre´senter des variations dues a` la
diffe´rence d’appareils photo, a` une mauvaise calibration d’appareils photo ou a` la diffe´rence
de lumie`re. Par exemple, Hirschmuller et Gehrig ont employe´ un filtre Sobel sur la direction
x s’appelant XSobel, le noyau de convolution est : (voir Hirschmuller et Gehrig, 2009, p. 2)
Sx =
1
4
−1 0 1−2 0 2
−1 0 1
 (1.1)
Le filtre XSobel peut supprimer les fre´quences basses autour de l’axe fy pour e´liminer les
variations a` cause de proble`mes de calibration d’appareils photo. Les auteurs ont e´galement
propose´ un filtre HBilSub qui est une modification de BilSub (soustraction de fond base´ sur le
filtre bilate´ral) que nous allons pre´senter plus tard. Le filtre HBilSub est : (voir Hirschmuller
et Gehrig, 2009, p. 3)
If (x, y) = I(x, y)−
∑
x′∈Nx I(x, y)e
ser∑
x′∈Nx e
ser
s = −(x
′ − x)2
2σ2s
, r = −(I(x
′, y)− I(x, y))2
2σ2r
(1.2)
Il existe aussi plusieurs me´thodes base´es sur l’utilisation d’un filtre qui permet de lisser
les images a` traiter ou meˆme, dans certains cas, la carte de disparite´. Ces me´thodes sont
efficaces, mais pas dans tous les cas. Par exemple, un filtre destine´ a` e´liminer la bande
8de haute fre´quence peut avoir des proble`mes dans les bordures d’objets des images. Les
parame`tres associe´s au filtre de´pendent aussi des types d’images a` traiter.
Nous avons e´tudie´ le filtre bilate´ral et une me´thode d’ame´lioration de qualite´ de corres-
pondance base´e sur le filtre bilate´ral s’appelant BilSub.
1.2.6 Interpolation
Il y a souvent des zones ou` on ne dispose pas de valeurs fiables de disparite´. C’est souvent
le cas dans les zones lisses sans caracte´ristique spe´cifique ou dans les bordures d’occlusion.
Toutefois, une carte de disparite´ doit eˆtre comple`te et ne pas comporter de trou. Pour cela,
nous pouvons employer l’interpolation pour propager des informations et conserver la dis-
continuite´ de disparite´. (voir Fua, 1991, p. 1296)
Nous pouvons aussi calculer une carte de disparite´ obtenue avec des points cle´s des images
ste´re´oscopiques, et employer l’interpolation pour combler le reste. Normalement nous avons
besoin de segmenter les images ste´re´oscopiques afin de mieux remplir une carte de disparite´
parseme´e. On peut remplir la zone avec une fonction line´aire a` l’inte´rieur d’un segment.
Nous avons introduit une interpolation simple pourtant efficace s’appelant MoyenPlusPro-
pagationDuFond qui propage d’information a` partir des disparite´s de´ja` obtenues. E´videmment,
les disparite´s initiales doivent eˆtre assez fiables.
1.3 E´le´ments de la proble´matique
Si on calcule une carte de disparite´ avec de petites images, toutes les me´thodes exis-
tantes ont des limites. Les me´thodes de´pendant des caracte´ristiques spe´cifiques des images
ne peuvent pas s’adapter a` tous les types d’images. Si on emploie la mise en correspondance
par bloc pour augmenter la stabilite´ de correspondance, on risque de de´placer les bordures
horizontalement et en meˆme temps d’e´largir les zones a` gauche des bordures. Le manque
d’information est la source principale de ces proble`mes.
Si on utilise des images en haute de´finition, les me´thodes existantes sont pour la plupart
tre`s couˆteuses en temps. Trouver le moyen d’acce´le´rer le processus devient une question
importante. D’une part, les images en haute de´finition fournissent plus de de´tails. D’autre
part, la variation locale peut e´ventuellement de´vier la disparite´. Il faut e´laborer des me´thodes
qui permettent d’employer efficacement les images en haute de´finition.
1.4 Objectifs de recherche
Aujourd’hui, les processeurs sont plus puissants, les appareils photo ont une plus haute
de´finition pour un prix moins e´leve´. Nous voulons employer des me´thodes simples, en com-
9binaison avec quelques techniques pour cre´er une meilleure carte de disparite´.
Les objectifs de la recherche sont d’e´valuer et de proposer des me´thodes pour minimiser
le temps de traitement et pour maximiser la qualite´ de la carte de disparite´, incluant :
– E´tudier la possibilite´ de rendre la carte de disparite´ plus pre´cise par l’emploi d’images
en plus haute de´finition et l’impact de l’emploi des images HD ;
– Rendre la cre´ation de la carte de disparite´ proche du temps re´el sur un meˆme ordinateur
par l’emploi de GPGPU ;
– E´valuer le potentiel d’employer MMC pour l’ame´lioration de la qualite´ de carte de
disparite´ ;
– E´valuer la possibilite´ d’employer de me´thodes de calcul se´lectif pour ame´liorer la per-
formance.
Nous allons e´tudier plusieurs solutions potentielles et montrer des me´thodes possibles.
Nous voulons examiner chaque e´tape du processus de la cre´ation de carte de disparite´ pour
connaˆıtre au maximum le potentiel d’ame´lioration a` chaque e´tape afin de trouver une me´thode
efficace pour traiter les images en haute de´finition.
Afin de re´soudre les contraintes de performance lie´es aux images en haute de´finition, nous
allons employer GPGPU dans le traitement. Pour ce qui est des me´thodes d’ame´lioration
de qualite´, nous allons e´tudier Census, combinaison de Census et de mise en correspondance
par bloc, nous allons e´galement e´tudier les me´thodes du mode`le Markov cache´ et de la
combinaison de Census et de MMC pour voir le potentiel.
Nous rencontrons souvent des sce`nes similaires, ou d’environnements controˆle´s. Nous vou-
lons connaˆıtre la possibilite´ d’employer un groupe de matrices de transition et d’e´mission
pour cre´er des cartes de disparite´ de qualite´ dans chaque type de ces situations. Pour cela,
nous allons imple´menter une application MMC pour e´tudier le potentiel d’acce´le´ration de
mode`le probabiliste. La Figure 1.6 montre le mode`le de Markov cache´. Les points gris sont
les observations, les points ronds vides sont les variables cache´es que nous voulons connaˆıtre.
Figure 1.6 Mode`le de Markov cache´
Le mode`le MMC est applique´ de ligne en ligne, ou de colonne en colonne, il ne prend en
compte les caracte´ristiques du voisinage que dans une seule direction. Le re´sultat montre qu’il
y a souvent de petites bandes isole´es. Pour ame´liorer la situation, nous pouvons appliquer un
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mode`le compose´ de deux ou plusieurs directions. La Figure 1.7 montre un mode`le de Markov
cache´ (MMC) en grille carre´e et un mode`le MMC en deux e´tapes. Les points gris sont les
observations, les points ronds vides sont les variables cache´es que nous voulons connaˆıtre.
Figure 1.7 Une ge´ne´ralisation d’un mode`le de Markov cache´ (MMC) en grille carre´e et un
MMC en deux e´tapes
Le mode`le (a) de la Figure 1.7 est un mode`le populaire et standard de fonction d’in-
terfe´rence d’e´nergie globale. Normalement on emploie la me´thode de propagation de croyance
(voir Felzenszwalb et Huttenlocher, 2004; Yang et al., 2009) ou de coupes de graphes (voir
Kolmogorov et Zabih, 2001) pour calculer. Dans le cas de propagation de croyance comme
me´thode probabiliste, le temps requis et le me´moire pour sauvegarder les messages sont nor-
malement e´leve´s. Il est complique´ de faire d’apprentissage ou d’employer ce mode`le si on
demande le temps re´el. Nous pouvons essayer le mode`le (b) de la Figure 1.7. Nous allons
essayer d’employer le MMC en deux ou plusieurs e´tapes pour le rapprocher. L’algorithme
Viterbi employe´ dans le MMC est un algorithme de programmation dynamique. Les mode`les
de la Figure 1.7 ressemblent beaucoup a` la me´thode de mise en correspondance semi-globale
(SGM). Nous essayons d’inclure le plus possible d’information de voisinage dans l’interfe´rence
semi-globale. L’avantage de MMC est qu’il nous permet d’apprendre les parame`tres a` partir
des donne´es pour mieux approcher la carte de disparite´ ide´ale. Le mode`le (b) est simple de
faire l’apprentissage en temps re´el.
Nous allons e´galement essayer des combinaisons de plusieurs me´thodes base´es sur le MMC,
incluant une combinaison de mise en correspondance par bloc et de MMC, et une combinaison
de Census et de MMC. Le MMC peut aider a` faire la correspondance en zones sans texture
et pour les environnements similaires.
Comme une me´thode supple´mentaire, nous allons aussi e´tudier la possibilite´ de faire une
application ste´re´oscopique de visage en temps re´el par une me´thode de projection de lumie`re
colore´e.
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1.5 Plan du me´moire
Nous avons d’abord introduit quelques e´le´ments de base dans les e´tudes de ste´re´oscopie.
Par la suite dans le Chapitre 2 nous avons introduit le GPGPU qui est une ressource indis-
pensable dans nos e´tudes. Nous avons e´galement fourni des notes sur la fac¸on d’augmenter
la performance. Comme de´but du sujet principal de recherche, nous avons fait une revue de
litte´rature a` propos de quelques techniques qui nous inte´ressent dans le Chapitre 3. Dans le
Chapitre 4, nous avons introduit quelques algorithmes imple´mente´s sur OpenCV. Comme la
partie principale, nous avons e´tudie´ la possibilite´ d’employer les images en haute de´finition
pour cre´er une carte de disparite´ et la cre´ation d’une carte de disparite´ avec une approche
simple de mise en correspondance par bloc. Nous avons e´galement montre´ le potentiel de
BilSub. Nous avons montre´ que les images en haute de´finition peuvent bel et bien contribuer
a` cre´er une carte de disparite´ plus pre´cise. Afin de cre´er une carte de disparite´ sans trou, nous
avons employe´ une me´thode simple d’interpolation pour remplir des zones avec des trous.
Pour ame´liorer encore la carte de disparite´, nous avons introduit plusieurs me´thodes
dans le Chapitre 5. Nous avons e´tudie´ la me´thode Census pour chercher son potentiel. Pour
continuer l’exploit de la me´thode de remplissage, nous avons montre´ l’utilite´ de l’emploi des
images en plus haute de´finition et l’interpolation. Ensuite nous avons propose´ la combinaison
de Census et la correspondance, montre´ de bons re´sultats avec un certain choix de fonction
de combinaison.
Nous avons employe´ le MMC apre`s la premie`re e´tape de cre´ation de carte, e´tudie´ le
potentiel de cette approche et l’effet de plusieurs passes de MMC. Nous avons aussi e´tudie´ la
combinaison de mise en correspondance par bloc et de MMC, la combinaison de Census et
de MMC. Ensuite nous avons montre´ les comparaisons de la performance en chiffre sur les
diffe´rentes images. Comme une me´thode possible pour la mise en correspondance par bloc,
nous avons projete´ de la lumie`re structure´e sur l’objet e´tudie´, montre´ le bon re´sultat avec la
mise en correspondance par bloc en mode couleur RVB.
Au cours de nos expe´riences, nous avons e´tudie´ deux imple´mentations disponibles de
Viterbi, et corrige´ un code du SDK de NVIDIAr. Nous avons explique´ ces diffe´rences et
fourni en de´tail la correction d’un code du SDK de NVIDIAr en comple´ment.
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CHAPITRE 2
GPGPU
GPU (Graphic Processor Unit) est spe´cialise´ pour le calcul intensif et hautement paralle`le
parce qu’il posse`de plus de transistors dans le traitement de donne´es. La Figure 2.1 montre
clairement cette diffe´rence. (voir NVIDIA, 2011b, p. 3)
Figure 2.1 Illustrations des structures de CPU et de GPU (voir NVIDIA, 2011b, p. 3)
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La Figure 2.2 montre un die de processeur Core i7 d’Intelr qui a quatre noyaux de CPU
avec multithreading simultane´, 8 Mo cache L3, controˆleurs DRAM sur puce. Fabrique´ avec
une technologie des proce´de´s de 45 nm, chaque puce a 731 millions transistors et consomme
jusqu’a` 130 W de puissance de conception thermique. Les parties avec un rectangle en rouge
soulignent la portion d’unite´ d’exe´cution de chaque noyau. Les images sont venues d’Intel
inc. sauf les lignes en rouge. (voir Glaskowsky, 2009, p. 5)
Figure 2.2 Die de Core i7 processeur d’Intel (voir Glaskowsky, 2009, p. 5)
Nous pouvons voir que seule une petite partie de la puce est employe´e pour faire les
calculs. Tandis que GPU consacre la plupart de ses ressources aux calculs.
Le concept GPGPU (General Purpose GPU ) consiste a` employer le pouvoir de traitement
paralle`le de GPU dans un usage ge´ne´ral. Pour des applications qui demandent des ope´rations
sur les donne´es massives qui peuvent eˆtre exe´cute´es paralle`lement, cela peut augmenter de
beaucoup la performance par rapport au CPU conventionnel. On emploie GPU pour de´signer
aussi GPGPU.
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La Figure 2.3 affiche la nouvelle architecture Fermi de GPU de NVIDIAr. Un streaming
multiprocesseur (SM) exe´cute un ou plusieurs blocs de fils d’exe´cution. 16 streaming multi-
processeurs se positionnent autour d’un cache L2 commun. Chaque SM contient un controˆleur
d’ordonnancement (orange), des unite´s d’exe´cution (vert), et des fichiers de registre et cache
L1 (bleu clair). (voir NVIDIA, 2009, p. 7)
Figure 2.3 Architecture de Fermi (voir NVIDIA, 2009, p. 7)
De la figure d’architecture de GPGPU, on peut comprendre que pour acce´le´rer il faut
moins d’embranchements et il faut laisser les noyaux du processeur travailler autant que
possible. Nos expe´riences ont prouve´ que des commandes comme
syncthreads() de CUDA et barrier(CLK LOCAL MEM FENCE) de OpenCL et break peuvent toutes
ralentir l’exe´cution. Donc, il faut soit e´viter ces commandes, soit les limiter si elles sont
incontournables.
Si on regarde en de´tail la Figure 2.4, chaque Fermi SM a 32 noyaux, 16 unite´s de charge-
ment/sauvegarde, 4 unite´s de fonction spe´ciale, un fichier de registre de 32 K mots, 64 K RAM
configurable et controˆleur de fils d’exe´cution. Chaque noyau posse`de des unite´s d’exe´cution
a` la fois en entier et en virgule flottante. (voir Glaskowsky, 2009, p. 20)
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Figure 2.4 SM dans l’architecture Fermi (voir Glaskowsky, 2009, p. 20)
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Nous allons pre´senter quelques points importants sur CUDA C, OpenCL et la fac¸on
d’ame´liorer la performance avec GPGPU. La raison pour laquelle nous pre´sentons aussi
CUDA C bien que nous travaillons principalement avec OpenCL est que nous employons
des GPGPU de NVIDIAr, et que des guides, des principes de programmation et des notions
sont souvent interchangeables sur GPGPU de NVIDIAr.
Dans ce document, un dispositif de´signe une collection d’unite´s de calcul. (voir Munshi,
2009, p. 14) Nous pre´sentons ici quelques notes d’utilisation de GPGPU.
2.1 CUDA C
La loi d’Amdahl spe´cifie que l’on peut e´valuer le taux maximal d’acce´le´ration S espe´re´e
par la portion d’un programme se´quentiel pouvant eˆtre rendue paralle`le.
S = 1
(1−P )+ P
N
ou` P est la fraction de code pouvant eˆtre rendue paralle`le. N est le nombre
de processeurs que la portion paralle`le peut employer. On peut voir que la meilleure pratique
pour acce´le´rer est de maximiser la partie de code pouvant eˆtre exe´cute´e en paralle`le. (voir
NVIDIA, 2011a, p. 7)
CUDA est une architecture de calcul paralle`le rendue publique par NVIDIAr en novembre
2006. CUDA supporte plusieurs langages ou interfaces de programmation d’application, in-
cluant C, FORTRAN, OpenCL et DirectCompute. (voir NVIDIA, 2011b, p. 2) La plus petite
unite´ d’exe´cution de paralle´lisme sur CUDATM contient 32 fils (un warp). (voir NVIDIA,
2011a, pp. 4–5)
Le composant d’exe´cution d’hoˆte de l’environnement CUDA fournit les fonctions ci-
dessous. Ces fonctions ne peuvent eˆtre employe´es que par les fonctions d’hoˆte.
– Gestion de ressource
– Gestion de contexte
– Gestion de me´moire
– Gestion de module de code
– Gestion d’exe´cution
– Gestion de re´fe´rence de texture
– Interope´rabilite´ avec OpenGL et Direct3D
Il contient 2 APIs :
– Un API de bas niveau : CUDA API de pilote
– Un API de haut niveau : CUDA API d’exe´cution
Les deux APIs peuvent se distinguer facilement. L’API de pilote est livre´e par la bi-
bliothe`que dynamique nvcuda / libcuda et tous les points d’entre´e sont pre´fixe´s avec cu. Alors
que l’API d’exe´cution est livre´ par la bibliothe`que dynamique cudart et tous les points d’entre´e
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sont pre´fixe´s avec cuda. L’API d’exe´cution pour la plupart des cas est pre´fe´rable. (voir NVI-
DIA, 2011a, pp. 10–12)
Pour de´signer un type de dispositif, on emploie la notion de capacite´ de calcul. La capacite´
de calcul d’un dispositif est de´finie par un nume´ro de re´vision majeure et un nume´ro de
re´vision mineure. Un dispositif avec le meˆme nume´ro de re´vision a la meˆme architecture de
noyau. Le nume´ro de re´vision majeure des dispositifs base´s sur l’architecture Fermi est 2.
Les dispositifs avant l’architecture Fermi ont tous la capacite´ de calcul 1.x. (voir NVIDIA,
2011b, p. 14)
2.1.1 Quelques me´thodes d’ame´liorer la performance
CUDA supporte la me´moire e´pingle´e (pinned memory), le transfert asynchrone et le che-
vauchement de transfert avec calcul pour ame´liorer la performance. La me´canique de me´moire
e´pingle´e permet de re´server une partie de la me´moire vive hoˆte a` eˆtre acce´de´es par le dispo-
sitif pendant une exe´cution en employant les appels cudaMallocHost() ou cudaHostAlloc(). (voir
NVIDIA, 2011a, pp. 21–22)
Le support pour permettre aux fils de GPGPU d’acce´der a` la me´moire d’hoˆte peut encore
acce´le´rer dans certains cas, en particulier pour GPGPU inte´gre´ parce que le GPGPU et le
CPU partagent la meˆme me´moire. (voir NVIDIA, 2011a, pp. 21–22)
La cle´ pour ame´liorer la performance est d’e´liminer le transfert lent, de bien employer
la me´moire partage´e, d’optimiser l’emploi d’instruction et de rendre paralle`le le programme
autant que possible ou de garder les noyaux aussi occupe´s que possible.
La me´moire partage´e contient les parame`tres ou les arguments qui sont transmis aux
noyaux au lancement. Pour les noyaux qui chargent de longues listes d’arguments, il peut
eˆtre utile de mettre quelques arguments dans la me´moire constante (et de les re´fe´rencer la`)
plutoˆt que de consommer de la me´moire partage´e. (voir NVIDIA, 2011a, p. 38)
La me´moire locale a une porte´e locale au fil d’exe´cution. Elle n’a pas d’acce`s rapide.
L’acce`s a` la me´moire locale est aussi couˆteux que l’acce`s a` la me´moire globale. (voir NVIDIA,
2011a, p. 38)
L’acce`s a` la me´moire globale avec l’emploi de texture est plus rapide pour les dispositifs
de capacite´ de calcul 1.x. En particulier pour les cas d’arrangement en me´moire qui n’est pas
optimal. Toutefois, le cache L1 des dispositifs de capacite´ de calcul 2.x a une bande passante
plus haute que celle du cache de texture. Donc, il est possible que cet avantage n’en soit pas
en certains cas. (voir NVIDIA, 2011a, p. 39)
Une me´trique pour de´terminer le nombre d’unite´s de fils d’exe´cution (warp) actifs s’ap-
pelle le taux d’occupation. Cette me´trique est en meˆme temps le ratio entre le nombre d’unite´s
de fils d’exe´cution par multiprocesseur et le nombre maximal d’unite´s de fils d’exe´cution pos-
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sibles. Un facteur important de taux d’occupation est la disponibilite´ de registre. Toutefois,
une fois qu’un taux d’occupation de 50% a e´te´ atteint, une augmentation supple´mentaire
d’occupation ne se traduira pas en une performance ame´liore´e. (voir NVIDIA, 2011a, pp. 44–
45)
2.1.2 Support diffe´rent d’arithme´tiques entie`res
Sur les dispositifs de capacite´ de calcul de 1.x, la multiplication entie`re de 32-bit est
imple´mente´e avec plusieurs instructions parce qu’elle n’est pas nativement supporte´e. La
multiplication entie`re de 24-bit est nativement supporte´e. Par contre, l’inverse est vrai sur les
dispositifs de capacite´ de calcul de 2.x. La multiplication entie`re de 32-bit est nativement sup-
porte´e. La multiplication entie`re de 24-bit est imple´mente´e avec plusieurs instructions. (voir
NVIDIA, 2011b, p. 100)
Comme partout, l’ope´ration de de´calage est pre´fe´rable aux calculs de division et de mo-
dulo (voir NVIDIA, 2011a, p. 50). Il est inte´ressant de noter qu’un entier signe´ est pre´fe´rable
a` un entier non signe´ comme compteur de boucle. Ceci est duˆ a` la capacite´ du compilateur
d’optimiser dans le cas d’entier signe´. (voir NVIDIA, 2011a, p. 56)
2.1.3 Compilations
Un programme CUDA C est compile´ avec nvcc vers une forme d’assembleur (code PTX)
et/ou forme binaire (objet cubin). Tout code PTX charge´ par une application a` l’exe´cution
est compile´ dans un deuxie`me temps en code binaire par le pilote de dispositif. C’est ce qu’on
appelle compilation juste a` temps. Une compilation juste a` temps augmente le temps de char-
gement d’application, mais permet aux applications de be´ne´ficier des dernie`res ame´liorations
du compilateur. (voir NVIDIA, 2011b, p. 16)
2.1.4 Acce`s directs
Pour acce´le´rer, il est possible d’acce´der a` la me´moire en mode pair a` pair, et d’employer
un espace d’adressage virtuel unifie´ pour des dispositifs de capacite´ de calcul de 2.x et de
se´rie Tesla. (voir NVIDIA, 2011b, p. 36–37)
2.1.5 Textures en se´rie
Les dispositifs de capacite´ de calcul de 2.x supportent les textures en se´rie, ou un tableau
de textures (voir NVIDIA, 2011b, p. 44). Cette fonction peut possiblement faciliter l’inter-
polation de plusieurs images en se´rie et de diffe´rentes re´solutions. Parce que les me´moires
de texture et de surface sont mises en cache, et que le cache n’est pas cohe´rent par rapport
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a` l’e´criture de la me´moire globale et de la me´moire de surface, une lecture de texture ou
une lecture de la surface d’une adresse qui ont e´te´ e´crites a` travers une e´criture globale ou
une e´criture de surface dans le meˆme appel de noyau, retourneront des donne´es non de´finies.
En conse´quence, une adresse de texture ou de surface peut eˆtre lue en se´curite´ seulement si
l’adresse a e´te´ mise a` jour par un appel de noyau pre´ce´dent ou une copie de me´moire. La
me´moire de surface est un tableau de CUDA cre´e´ avec une e´tiquette cudaArraySurfaceLoadStore,
peut eˆtre lue ou e´crite par le biais de la re´fe´rence de surface en employant des fonctions
fournies. La diffe´rence entre la me´moire de texture et celle de surface est que cette dernie`re
emploie l’adressage d’octets au lieu de l’adressage d’e´le´ments de la me´moire de texture. (voir
NVIDIA, 2011b, p. 45–47)
2.1.6 Interope´rabilite´s graphiques
Quelques ressources d’OpenGL et de Direct3D peuvent eˆtre mappe´es dans l’adresse de
CUDA pour e´changer des donne´es. (voir NVIDIA, 2011b, p. 46)
2.1.7 SIMT
Multiprocesseur emploie une architecture SIMT (Seule Instruction, Multiples Taˆches,
Single-Instruction, Multiple-Thread). Une seule instruction controˆle de multiples fils d’exe´cu-
tion. S’il y a une divergence dans une branche, les autres fils doivent attendre la fin de
l’exe´cution d’un fil en particulier. (voir NVIDIA, 2011b, pp. 85–86)
2.1.8 Acce`s de me´moire de dispositif
La me´moire globale et la me´moire locale re´sident dans la me´moire des dispositifs. La
me´moire partage´e re´sidant dans la puce, l’acce`s sera plus rapide que la me´moire globale et
la me´moire locale. (voir NVIDIA, 2011b, pp. 93–96)
2.1.9 Controˆles de processus
Il y a des fonctions de barrie`re de me´moire et des fonctions de points de synchronisation
pour s’assurer le bon fonctionnement du processus (voir NVIDIA, 2011b, pp. 113–115).
2.2 OpenCL
OpenCLTM (Open Computing Language) est un standard libre pour une programmation
paralle`le a` usage ge´ne´ral a` travers CPU, GPU et d’autres processeurs (voir Munshi, 2009,
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p. 11). On peut e´crire des programmes portables qui s’exe´cutent sur diffe´rents dispositifs et
architectures.
“Le langage de programmation OpenCL est base´ sur la spe´cification du langage C ISO/IEC
9899 :1999 avec certaines extensions et restrictions.” (voir Munshi, 2009, p. 126)
2.2.1 Compilation de noyau
Le processus de compilation d’un noyau est :
1. Cre´er un programme : l’entre´e est un code source ou un code binaire pre´compile´.
2. Compiler le programme : spe´cifier le dispositif de destination et passer les spe´cifications.
3. Cre´er un noyau : un objet noyau sera retourne´.
2.2.2 Comparaisons entre CUDA C et OpenCL
Nous avons compare´ certains points entre CUDA C et OpenCL ci-dessous. Pour plus d’in-
formation, Rosendahl a pre´sente´ une comparaison entre CUDA et OpenCL (voir Rosendahl,
2010).
– CUDA est une technologie proprie´taire de NVIDIA. Ses outils et SDK sont fournis
gratuitement par NVIDIAr. OpenCL est un standard industriel ouvert pour program-
mer une collection he´te´roge`ne de CPU, GPU et d’autres dispositifs discrets de calcul
dans une seule plateforme. OpenCL est ouvert, libre de redevances, initie´ par Apple
inc., sa spe´cification est maintenue par le groupe KhronosTM. OpenCL est une marque
de commerce d’Apple inc., employe´e sous licence par Khronos. Ses outils et SDK sont
fournis par des fournisseurs de mate´riaux.
– CUDA supporte l’inte´gration profonde de programmes d’hoˆte et de dispositifs. Dans
OpenCL, le code noyau est livre´ avec le code binaire d’application.
– Le mode`le CUDA est par nature une architecture NVIDIAr oriente´e. Le mode`le OpenCL
est plus ge´ne´rique, aussi emploie-t-il une terminologie plus ge´ne´rique. OpenCL ne sup-
porte que la compilation se´pare´e et une invocation de noyau par le biais d’appel API.
La Figure 2.5 pre´sente l’espace me´moire dans un dispositif CUDA (voir NVIDIA, 2011a,
p. 24).
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Figure 2.5 Espace me´moire dans un dispositif CUDA (voir NVIDIA, 2011a, p. 24)
La Figure 2.6 pre´sente l’architecture du dispositif d’OpenCL. PE signifie un e´le´ment de
traitement (Processing Element) (voir Munshi, 2009, p. 25).
Figure 2.6 Architecture du dispositif OpenCL (voir Munshi, 2009, p. 25)
Le Tableau 2.1 montre quelques comparaisons entre les termes de CUDA et d’OpenCL.
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Tableau 2.1 Comparaison des termes de mode`le de me´moire
CUDA C OpenCL
Registre Me´moire prive´e
Me´moire locale – ∗
Me´moire partage´e Me´moire locale
Me´moire de texture Me´moire globale
Me´moire constante Me´moire constante
* Me´moire locale de CUDA C est un peu comme me´moire prive´e
d’OpenCL, mais celle de CUDA re´side dans la me´moire globale
2.2.3 Notes sur OpenCL
Nous avons trouve´ que l’acce`s a` l’image par les fonctions clCreateImage2D et read imageui est
un peu plus lent que l’acce`s par la fonction clCreateBuffer et par une chaˆıne de caracte`re de 2
dimensions.
Une structure de boucle peut ralentir l’exe´cution, meˆme si c’est juste une structure qui
s’exe´cute une seule fois.
L’imple´mentation de compilation de virgule flottante de GPGPU de NVIDIA est un peu
diffe´rente de celle de CPU d’Intel. Les re´sultats des exe´cutions avec GPGPU et CPU peuvent
varier un peu dans l’emploi de virgule flottante.
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CHAPITRE 3
REVUE DE LITTE´RATURE
Les images ste´re´oscopiques sont prises avec des appareils photo spe´cifiques. Nous pre´sentons
quelques exemples d’appareils photo ste´re´oscopiques binoculaires dans la Figure 3.1. La plu-
part de ces exemples sont recense´s par Mattoccia dans une pre´sentation (voir Mattoccia,
2009, p. 6).
valdesystems.com focusrobotics.com visionst.com
videredesign.com tyzx.com ptgrey.com
nvela.com minoru3dwebcam.com kodak.com
fujifilm.com sony.com sony.com
Figure 3.1 Exemples d’appareils photo ste´re´oscopiques
Avant de parler de disparite´ de vision, il est important de mode´liser les appareils photo
qui sont les outils essentiels des e´tudes.
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3.1 Mode`le de ste´nope´
Un mode`le de ste´nope´ est largement employe´ dans le domaine de vision par ordinateur.
Un ste´nope´ est un dispositif optique sans lentille permettant d’obtenir des images photogra-
phiques sous la forme d’une chambre noire. Il s’agit d’une ouverture de tre`s faible diame`tre.
On appelle ainsi l’appareil photographique utilisant un tel dispositif. Nous avons pre´sente´ un
peu d’histoire dans l’Annexe A. Xu et Zhang ont pre´sente´ ce mode`le comme la Figure 3.2.
Figure 3.2 Mode`le de ste´nope´ (voir Xu et Zhang, 1996, p. 8)
Les lumie`res e´mises ou refle´te´es d’un objet passent par le trou de ce tre`s faible diame`tre
pour former une image inverse de l’objet sur le plan d’image. La figure se compose d’un plan
focal F et un plan d’image I. Le plan d’image est aussi appele´ le plan de re´tine. Le trou
de tre`s faible diame`tre C se trouve dans le plan F. La ligne passante du centre optique C
et perpendiculaire au plan d’image I est l’axe optique, qui s’entrecroise I au point c s’appe-
lant le point principal. La relation entre les deux coordonne´es 2D et 3D est exprime´e par
l’e´quation 3.1. (voir Xu et Zhang, 1996, pp. 7–9)
− x
X
= − y
Y
=
f
Z
(3.1)
On peut ignorer la diffe´rence de direction si on choisit un autre syste`me de coordonne´es a`
la direction oppose´e de X et de Y. L’e´quation 3.1 peut eˆtre e´crite comme l’e´quation 3.2 : (voir
Xu et Zhang, 1996, p. 10) UV
S
 =
f 0 0 00 f 0 0
0 0 1 0


X
Y
Z
1
 (3.2)
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E´tant donne´ un vecteur x = [x, y, · · · ]T , nous employons x˜ pour de´signer son vecteur
augmente´ en ajoutant 1 comme son dernier e´le´ment. (voir Xu et Zhang, 1996, p. 10)
De´signons la matrice de perspective par une matrice 3× 4 :
P =
f 0 0 00 f 0 0
0 0 1 0

L’e´quation 3.2 peut s’e´crire comme (voir Xu et Zhang, 1996, p. 10)
sm˜ = PM˜, ou` s = S est un scalaire arbitraire non ze´ro (3.3)
3.2 Mode´lisation d’appareil photo et rectification d’images
Un mode`le mathe´matique d’appareil photo de´crit la transformation d’un point dans le
syste`me de coordonne´es du monde vers un point dans une image. La transformation peut eˆtre
divise´e en deux : transformations extrinse`que et intrinse`que. La transformation extrinse`que
de´crit la relation entre le syste`me de coordonne´es du monde et celui du mode`le des coor-
donne´es d’un appareil photo. La transformation intrinse`que de´crit la projection du syste`me
de coordonne´es d’un appareil photo vers l’image. (voir Hirschmu¨ller, 2003, p. 8)
3.2.1 Parame`tres extrinse`ques d’appareil photo
Si les points 3D sont dans un syste`me de coordonne´es autre que celui de l’appareil photo
comme le cas dans la Figure 3.3, ou` un certain point 3D M repre´sente´ par Mp = [X, Y, Z]
T
et par Mw = [Xw, Yw, Zw]
T respectivement dans les syste`mes de coordonne´es d’un appareil
photo et du monde, et si son image est de´signe´e par m = [x, y]T , alors nous avons la relation
ci-dessous dans l’e´quation 3.4. Nous avons e´galement l’e´quation 3.5 pour de´crire la relation
entre l’objet 3D et son image. D est la matrice de parame`tres extrinse`ques de l’appareil
photo. (voir Xu et Zhang, 1996, pp. 10–11)
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Figure 3.3 syste`me de coordonne´es du monde et les parame`tres extrinse`ques d’appareil
photo (voir Xu et Zhang, 1996, p. 11)
M˜p = DM˜w, ou` D =
[
R t
0T3 1
]
et 03 = [0, 0, 0]
T (3.4)
m˜ = PM˜p = PDM˜w (3.5)
3.2.2 Parame`tres intrinse`ques d’appareil photo
La Figure 3.4 montre un syste`me de coordonne´es (c, x, y) centre´ sur le point principal c et
ayant les meˆmes unite´s sur les axes x et y. Le syste`me de coordonne´es (o, u, v) nous permet
d’acce´der aux pixels dans une image. Supposons que [u0, v0]
T de´signe le point principal c dans
(o, u, v), que ku et kv de´signent les unite´s sur les axes u et v par rapport a` celles employe´es dans
le (c, x, y) et que θ de´signe l’angle entre l’axe u et l’axe v, ces 5 parame`tres ne de´pendant pas
de la position et de l’orientation de l’appareil photo, sont appele´s les parame`tres intrinse`ques
de l’appareil photo. (voir Xu et Zhang, 1996, p. 12–13)
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Figure 3.4 Les parame`tres intrinse`ques d’appareil photo (voir Xu et Zhang, 1996, p. 12)
Supposons que l’axe u et l’axe x sont paralle`les, e´tant donne´ un pointm, simancien = [x, y]
T
repre´sente les coordonne´es dans le syste`me de coordonne´es original, si mnouveau = [u, v]
T
repre´sente les coordonne´es dans le nouveau syste`me de coordonne´es, alors nous avons (voir
Xu et Zhang, 1996, p. 13)
m˜nouveau = Hm˜ancien, ou` H =
ku ku cot θ u00 kv/ sin θ v0
0 0 1
 (3.6)
Selon l’e´quation 3.3, nous avons (voir Xu et Zhang, 1996, p. 13)
sm˜ancien = PancienM˜
Alors
sm˜nouveau = HPnouveauM˜
Donc (voir Xu et Zhang, 1996, p. 13)
Pnouveau = HPancien =
fku fku cot θ u0 00 fkv/ sin θ v0 0
0 0 1 0
 (3.7)
La matrice de´pend des parame`tres fku et fkv. Un changement de longueur focale et
un changement d’unite´ de pixel sont indiscernables. Nous pouvons les remplacer par deux
parame`tres αu = fku et αv = fkv. (voir Xu et Zhang, 1996, p. 13)
Nous pouvons de´finir un syste`me de coordonne´es normalise´ d’un appareil photo ou` le plan
d’image se trouve a` une distance d’unite´ du centre optique. La matrice de perspective est
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donne´e par : (voir Xu et Zhang, 1996, p. 14)
PN =
1 0 0 00 1 0 0
0 0 1 0

Les coordonne´es normalise´es d’un point du monde [X, Y, Z]T dans le syste`me de coor-
donne´es d’un appareil photo sont : (voir Xu et Zhang, 1996, p. 14)
xˆ =
X
Z
yˆ =
Y
Z
(3.8)
La matrice P de´finie par l’e´quation 3.7 peut eˆtre de´compose´e en un produit de deux
matrices : (voir Xu et Zhang, 1996, p. 14)
Pnouveau = APN , ou` A =
αu αu cot θ u00 αv/ sin θ v0
0 0 1
 (3.9)
La matrice A est appele´e la matrice intrinse`que d’un appareil photo parce qu’elle ne
contient que des parame`tres intrinse`ques. Les coordonne´es d’image normalise´es peuvent eˆtre
donne´es par l’e´quation 3.10. (voir Xu et Zhang, 1996, p. 14)xˆyˆ
1
 = A−1
uv
1
 (3.10)
Ces transformations peuvent nous libe´rer des caracte´ristiques spe´cifiques d’un appareil
photo et nous permettre de nous concentrer sur les proble`mes essentiels. (voir Xu et Zhang,
1996, p. 14)
3.2.3 Calibration d’appareils photo
On emploie souvent un damier planaire pour calibrer un syste`me d’appareils photo dans
lequel on positionne le damier dans plusieurs inclinaisons pour permettre a` un outil de re-
chercher des coins de grille. Plusieurs programmes gratuits sont disponibles tels OpenCV et
un outil en MATLAB. (voir Bouguet, 2010).
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3.2.4 Rectification d’images
La rectification d’images est le processus par lequel on projette les images e´tudie´es sur
un plan paralle`le a` la ligne de base rejoignant les deux centres optiques. (voir Forsyth et
Ponce, 2002, p. 236) Horaud et Monga ont pre´sente´ en de´tail la rectification d’image (voir
Horaud et Monga, 1995, p. 174–177). Trucco et Verri ont de´fini la rectification d’image comme
une transformation de chaque image pour que chaque paire de lignes e´pipolaires conjugue´es
devienne coline´aire et paralle`le a` l’un des axes d’image, normalement l’axe horizontal. L’im-
portance de la rectification est de re´duire la recherche dans 2D vers celle 1D sur une ligne de
balayage. (voir Trucco et Verri, 1998, p. 157)
La Figure 3.5 montre la rectification selon Trucco et Verri (voir Trucco et Verri, 1998,
p. 159)
Figure 3.5 Rectification des deux images ste´re´oscopiques (voir Trucco et Verri, 1998, p. 159)
Pour faciliter le traitement, on doit avoir des images rectifie´es. A` partir de maintenant,
nous supposons que nous avons des paires d’images rectifie´es comme entre´es.
3.3 Filtres
On emploie souvent de filtres pour e´liminer de points inde´sirables afin de limiter l’influence
provenant du bruit. Il existe plusieurs types de filtres concernant la ste´re´oscopie.
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3.3.1 Filtre bilate´ral
Pour lisser une image et en meˆme temps conserver les bordures, Tomasi et Manduchi ont
introduit un filtre qui d’une part renforce la situation a` la fois ge´ome´trique et photome´trique,
et d’autre part remplace le pixel par une moyenne des pixels voisins similaires. On dit qu’il
combine les filtres de domaine et de rang. Les filtres de domaine et de rang sont employe´s
pour mesurer respectivement la similarite´ ge´ome´trique et photome´trique.
Le filtre est de´crit comme :
h(x) = k−1(x)
∫ ∞
−∞
∫ ∞
−∞
f(ξ)c(ξ,x)s(f(ξ), f(x))dξ
avec la normalisation k(x) =
∫ ∞
−∞
∫ ∞
−∞
c(ξ,x)s(f(ξ), f(x))dξ
(3.11)
ou` c(ξ,x) mesure la proximite´ ge´ome´trique entre le pixel x et un point a` proximite´ ξ,
s(f(ξ), f(x)) mesure la dissimilarite´ photome´trique entre le pixel x et un point a` proximite´ ξ.
Ce filtre manifeste un bon comportement a` la fois aux frontie`res et a` la bordure, et il n’est
pas ite´ratif. (voir Tomasi et Manduchi, 1998, p. 840)
3.3.2 BilSub
Ansar et al. ont pre´sente´ une me´thode ste´re´oscopique avec compensation de la variation
photome´trique entre les appareils photo de gauche et de droite, qui constitue une combinaison
de corre´lation par SDA et le filtre bilate´ral de Tomasi et Manduchi (voir Tomasi et Manduchi,
1998). La compensation est normalement faite avec un filtre de Laplacien de Gaussienne
(LoG), qui supprime le bruit de haute fre´quence et en meˆme temps normalise l’intensite´
en pre´servant la texture. Ce dernier peut eˆtre correctement approche´ par une Diffe´rence de
Gaussiennes (DoG) :
I ′ = I ∗G(σpetit)− I ∗G(σgrand) (3.12)
Pour des images de bonne qualite´, un filtre qui e´limine la haute fre´quence n’est pas
ne´cessaire. Donc, nous avons un filtre de soustraction de fond :
I ′ = I − I ∗G(σgrand) (3.13)
Ensuite, nous remplac¸ons la partie gaussienne I∗G(σgrand) par l’image filtre´e bilate´ralement
B pour avoir un filtre
I ′ = I −B (3.14)
Ce filtre peut avoir un tre`s bon re´sultat par comparaison avec celui de corre´lation croise´e
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normalise´e. Il est utile pour e´liminer les diffe´rences radiome´triques. (voir Ansar et al., 2004,
pp. 2–4) Il va mieux d’employer BilSub dans l’espace de couleur CIELab comme sugge´re´e
par Tomasi et Manduchi. (voir Tomasi et Manduchi, 1998) Il y a des me´thodes qui pro-
fitent l’avantage de rapidite´ de traitement de BilSub pour l’employer a` filtrer les images avec
diffe´rences radiome´triques, par exemple, Matthies et al. ont pre´sente´ un syste`me de navi-
gation pour ve´hicules robotise´s (voir Matthies et al., 2007). Le travail de Halatci et al. a
e´galement employe´ des fonctions base´es sur BilSub (voir Halatci et al., 2007).
3.3.3 Filtre d’erreurs en provenance des fonctions de corre´lation
Lorsque la valeur minimale et la seconde minimale sont note´es comme C1 et C2, la position
de correspondance ne sera pas certaine si C1 et C2 sont trop proches. La diffe´rence relative
est :
Cd =
C2 − C1
C1
(3.15)
Si Cd est sous un seuil sd, on rejette la disparite´. Le seuil sd de´pend de l’application (voir
Hirschmu¨ller et al., 2002, p. 235). Hirschmu¨ller a indique´ que C2 − C1 ≥ sd sera plus ra-
pide a` calculer et fonctionnera tout aussi bien. E´videmment, sd de´pend de l’application
employe´e. (voir Hirschmu¨ller, 2003, p. 32)
3.3.4 Filtre de correction de bordure
Il est important de pre´ciser la bordure parce que souvent la vraie bordure se trouve
quelques pixels ailleurs de celle calcule´e. Donc, une analyse plus de´taille´e concernant le gra-
dient vertical sera demande´e pour pre´ciser les bordures (voir Hirschmu¨ller, 2001). On suppose
que la disparite´ reste constante dans une petite zone (voir Hirschmu¨ller, 2003, p. 34). Pour
une zone avec beaucoup de variation de disparite´, il y aura un compromis entre la taille de
bloc de correspondance et la pre´cision de disparite´.
Les filtres invalident des correspondances et cre´ent des trous dans la carte de disparite´.
Il y a certaines applications qui demandent une distribution uniforme de disparite´s. Dans ce
cas, on emploie l’interpolation.
3.4 Disparite´
Marr a e´te´ le premier a` parler de disparite´ de vision. Il a de´fini trois re`gles pour un
algorithme de correspondance : compatibilite´, unicite´ et continuite´. La compatibilite´ fait
re´fe´rence a` une meˆme notation dans l’ensemble de l’e´tude. L’unicite´ veut dire qu’un point
32
peut correspondre a` un seul point dans l’autre image. La continuite´ signifie que la disparite´
varie de fac¸on re´gulie`re un peu partout. (voir Marr, 1982, p. 115)
En 2004, Isgro et al. ont classe´ les algorithmes de correspondance en deux cate´gories qui
cherchent a` obtenir un ensemble clairseme´ de points de correspondance ou un ensemble dense
de points de correspondance (voir Isgro et al., 2004, p. 9).
Ensuite, Isgro et al. ont classe´ les algorithmes de disparite´ clairseme´e en deux sous-
cate´gories : correspondance par caracte´ristique et correspondance par gabarit. Les algo-
rithmes dans la premie`re sous-cate´gorie choisissent inde´pendamment des points de caracte´ris-
tique dans les deux images, puis les assortissent en employant une se´quence d’ope´rations :
recherche par arbre, relaxation, de´tection de clique maximale et correspondance de chaˆıne
ou approche alge´brique base´e sur les positions des points et les mesures de corre´lation. Les
algorithmes dans la deuxie`me sous-cate´gorie choisissent les gabarits dans une image puis
cherchent les points correspondants dans l’autre image en employant une mesure de simila-
rite´. (voir Isgro et al., 2004, p. 10)
La disparite´ dense produit une carte de disparite´ lisse. Les points de correspondance
doivent satisfaire quelques contraintes comme : ordre, lissage et unicite´. La contrainte de
lissage est bien la continuite´ dont nous avons parle´ plus haut. Les points sont ge´ne´ralement
apparie´s par les me´thodes de correspondance de type corre´lation (voir Scharstein et Szeliski,
2002) : e´tant donne´ une feneˆtre dans une image, les me´thodes standard cherchent toutes les
feneˆtres possibles dans l’espace de l’autre image et choisissent celle qui optimise la me´trique
de similarite´. Les me´triques typiques incluent SDC (somme des diffe´rences au carre´), SDA
(somme des diffe´rences absolues) et corre´lation. (voir Isgro et al., 2004, p. 10)
Ce sujet a e´te´ tre`s bien traite´ dans un article par Scharstein et al., qui ont observe´ que
la disparite´ dense est suscite´e par les applications de ste´re´oscopie, comme la synthe`se de vue
et le rendu a` base d’image. Ces applications ont besoin d’une e´valuation de la disparite´ dans
toutes les parties de l’image (voir Scharstein et al., 2001, p. 1).
Dans cet article de Scharstein et al., les auteurs supposent que les images sont prises dans
un plan line´aire avec l’axe optique perpendiculaire au de´placement d’un appareil photo. La
coordonne´e (x, y) de l’espace de disparite´ est prise pour co¨ıncider avec les coordonne´es pixels
d’une image de re´fe´rence. La correspondance entre un pixel (x, y) dans l’image de re´fe´rence
et un pixel (x′, y′) dans l’image a` faire correspondre est donne´e par (voir Scharstein et al.,
2001, p. 3) :x′ = x+ s d(x, y) , ou` s = ± 1 pour que la disparite´ soit positivey′ = y (3.16)
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C’est bien aussi l’hypothe`se que nous avons utilise´e dans nos e´tudes.
3.5 Mise en correspondance ste´re´oscopique
3.5.1 Controˆle de cohe´rence
Fua a pre´sente´ une me´thode simple de controˆle de cohe´rence qui consiste a` ve´rifier la
cohe´rence de disparite´ en s’assurant de la compatibilite´ entre les deux directions gauche-
droite / droite-gauche, permettant ainsi d’e´viter la zone d’occlusion. Si les deux directions
sont correspondantes, la disparite´ est cohe´rente. (voir Fua, 1991, p. 1293)
L’auteur a aussi e´nume´re´ des cas de malfonctionnement : (voir Fua, 1991, p. 1294)
– Les zones a` corre´ler ont peu de texture
– La disparite´ varie rapidement dans la feneˆtre de corre´lation
– La pre´sence d’une occlusion
Le controˆle de cohe´rence est souvent appele´ la ve´rification de consistance dans nos e´tudes.
3.5.2 Mise en correspondance ste´re´oscopique en de´tail
Normalement, avant d’appliquer la corre´lation, la me´thode de Laplacien de Gaussienne ou
de normalisation est utilise´e pour compenser les diffe´rences de luminosite´ et de contraste. De
plus, le controˆle de cohe´rence gauche-droite / droite-gauche introduit par Fua est largement
utilise´. Une autre me´thode nomme´e « ope´rateur d’inte´reˆt (Interest Operator) » (voir Moravec,
1977) peut identifier des zones sans texture. Elle cherche les re´gions qui ont des e´le´ments
maximaux locaux sur une mesure de variance directionnelle (voir Moravec, 1977). La Me´thode
filtre de segment (voir Matthies et al., 1995; Murray et Little, 2000) e´limine des zones de
disparite´ isole´es. On peut aussi employer une interpolation quadratique sur les valeurs de
meilleure corre´lation pour arriver a` une pre´cision infe´rieure au pixel. (voir Hirschmu¨ller,
2003, p. 22)
Faugeras et al. ont employe´ un syste`me ste´re´oscopique trinoculaire dans lequel les appa-
reils photo sont situe´s sur les sommets d’un triangle ayant un angle droit. L’image a` l’angle
droit est choisie comme re´fe´rence pour eˆtre corre´le´e horizontalement avec une deuxie`me image
et verticalement avec la dernie`re image. Les deux cartes de disparite´ sont ensuite fusionne´es
pour avoir une carte de disparite´ finale. (voir Faugeras et al., 1993, pp. 9–10) Nous employons
le syste`me ste´re´oscopique binoculaire dans ces e´tudes.
La mise en correspondance peut se faire avec une feneˆtre rectangulaire qui se de´place
dans l’autre image. Le principal proble`me provient d’erreurs de correspondance. Le bruit
dans les valeurs de pixel, l’ambigu¨ıte´ de texture et la re´flexion peuvent fortement influencer
la correspondance. Une feneˆtre plus grande peut diminuer l’effet de bruit, mais elle peut aussi
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de´te´riorer la qualite´. Normalement, la taille de la feneˆtre de corre´lation est un compromis
entre diffe´rentes erreurs de correspondance. La corre´lation ste´re´oscopique brouille la forme
des objets avec une tendance sous-jacente a` e´tendre des objets horizontalement, et cet effet
de´pend de la taille de la feneˆtre de corre´lation. Parce que la similarite´ des zones de fond
est normalement plus haute que celle d’objet, une grande feneˆtre de corre´lation peut faire
correspondre le fond autour d’un objet et prendre l’objet comme bruit. (voir Hirschmu¨ller,
2003, pp. 24, 26)
Hirschmu¨ller a propose´ un algorithme de ste´re´oscopie de feneˆtres multiples et de filtres
multiples. Les images sources rectifie´es sont filtre´es pour e´liminer une polarisation constante
de l’intensite´ due aux diffe´rences d’appareils photo. Ceci peut se faire avec un filtre moyen.
Konolige a propose´ d’utiliser la me´thode de LoG (Laplacien de Gaussienne) qui peut aussi
re´duire le bruit par lissage gaussien. Une feneˆtre rectangulaire de´finie par chaque pixel re-
groupant le voisinage du pixel est corre´le´e a` toutes les feneˆtres de la deuxie`me image, de´finie
de la meˆme fac¸on, et ce, dans toutes les positions possibles. Cette ope´ration est illustre´e
par la Figure 3.6. L’ope´ration peut eˆtre optimise´e en employant un calcul re´cursif sugge´re´
par Faugeras et al.. Apre`s, l’auteur a remplace´ les valeurs de corre´lation par une combinai-
son de valeurs voisines. Ensuite, un filtre d’erreur de corre´lation de fonction est employe´
pour re´duire des discordances ge´ne´rales. Le re´sultat sera passe´ par un controˆle de cohe´rence
gauche-droite / droite-gauche puis par une interpolation infe´rieure au pixel. Finalement, on
passe un filtre de correction de bordure et un filtre de segment pour mieux de´finir les bor-
dures et re´duire des petites zones isole´es. Si ne´cessaire, des zones peuvent eˆtre interpole´es
encore. (voir Hirschmu¨ller, 2003, pp. 28–29).
Les me´thodes non parame´triques Rank et Census qui comparent les ordres d’intensite´
locale peuvent eˆtre a` l’origine d’une perte d’information. Pour re´gler le proble`me de pre´cision
dans la zone des discontinuite´s de disparite´, Hirschmu¨ller a propose´ une approche dite « ap-
proche de feneˆtres multiples de support » qui additionne la valeur du pixel de centre et celles
de quelques pixels voisins choisis. (voir Hirschmu¨ller et al., 2002, pp. 233–234)
Nous avons aussi des algorithmes qui ne de´signent pas explicitement des fonctions glo-
bales qui doivent eˆtre minimise´es, mais des comportements qui imitent e´troitement celui
d’algorithmes d’optimisation ite´rative.
3.5.3 Me´thode re´cursive de Fugeras
On a besoin de connaˆıtre la probabilite´ de validite´ de correspondance. Une correspondance
dans une zone dense de la carte de disparite´ a une valeur e´leve´e de probabilite´ de corre´lation,
sauf pour des motifs re´pe´titifs. La forme de la courbe de corre´lation peut eˆtre employe´e pour
e´valuer la probabilite´ d’une correspondance correcte. Une courbe ayant plusieurs sommets
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ou une large envergure peut augmenter la probabilite´ d’une mauvaise correspondance. (voir
Faugeras et al., 1993, p. 8)
La me´thode de Faugeras et al. calcule le crite`re de corre´lation de fac¸on incre´mentale. La
feneˆtre de corre´lation a la dimension (2n+ 1)× (2m+ 1).
Des crite`res de corre´lation peuvent eˆtre :
C1(x, y, d) =
P
i,j |I1(x+i,y+j)−I2(x+d+i,y+j)|2√P
i,j I1(x+i,y+j)
2×
√P
i,j I2(x+d+i,y+j)
2
C2(x, y, d) =
P
i,j I1(x+i,y+j)×I2(x+d+i,y+j)√P
i,j I1(x+i,y+j)
2×
√P
i,j I2(x+d+i,y+j)
2
C3(x, y, d) =
P
i,j |(I1(x+i,y+j)−I1(x,y))−(I2(x+d+i,y+j)−I2(x+d,y))|2qP
i,j |I1(x+i,y+j)−I1(x,y)|2×
qP
i,j |I2(x+d+i,y+j)−I2(x+d,y)|2
C4(x, y, d) =
P
i,j |I1(x+i,y+j)−I1(x,y)|×|I2(x+d+i,y+j)−I2(x+d,y)|qP
i,j |I1(x+i,y+j)−I1(x,y)|2×
qP
i,j |I2(x+d+i,y+j)−I2(x+d,y)|2
Nous pouvons voir que la valeur de C1 ne change pas si I1 et I2 sont remplace´es par aI1+b
et aI2 + b, que la valeur de C2 ne change pas si I1 et I2 sont remplace´es par aI1 et aI2, que
la valeur de C3 ne change pas si I1 et I2 sont remplace´es par aI1 + b1 et aI2 + b2, et que la
valeur de C4 ne change pas si I1 et I2 sont remplace´es par a1I1 + b1 et a2I2 + b2. C3 et C4
ont une meilleure performance parce qu’elles sont moins affecte´es par les applications affines
d’images qui peuvent eˆtre le re´sultat de petites diffe´rences de parame`tres d’appareils photo.
C2 a une performance similaire a` celle de C3 et C4, sauf quand la diffe´rence de distribution
de niveaux gris entre les images est importante. (voir Faugeras et al., 1993, pp. 6–7)
Algorithme d’acce´le´ration de calcul
Prenons l’exemple de C2. Nous avons observe´ que le premier terme dans le de´nominateur
est constant tant que x et y ne varient pas. Donc, le crite`re peut eˆtre simplifie´ a` :
C ′2(x, y, d) =
∑
i,j
I1(x+ i, y + j)× I2(x+ d+ i, y + j)√∑
i,j
I2(x+ d+ i, y + j)
2
(3.17)
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Cette e´quation 3.17 peut eˆtre divise´e en plusieurs parties :
O(x, y) = max
d
{N(x, y, d)×R(x+ d, y)}
N(x, y, d) =
∑
i,j
I1(x+ i, y + j)× I2(x+ d+ i, y + j)
R(x, y) = 1/
√
M(x, y)
M(x, y) =
∑
i,j
I2(x+ i, y + j)× I2(x+ d+ i, y + j)
(3.18)
Le nume´rateur a (2n + 1) × (2m + 1) multiplications redondantes. Pour acce´le´rer, nous
calculons le nume´rateur N comme suit : (voir Faugeras et al., 1993, pp. 10–11)
P (x, y, d) = I1(x, y)× I2(x+ d, y)
Q(x, 0, d) =
∑
j
P (x, j, d)
Q(x, y + 1, d) = Q(x, y, d) + P (x, y + 2m+ 1, d)− P (x, y, d)
N(0, y, d) =
∑
i
Q(0, y, d)
N(x+ 1, y, d) = N(x, y, d) +Q(x+ 2n+ 1, y, d)−Q(x, y, d)
(3.19)
De fac¸on comparable, le de´nominateur M sera comme suit :
P2(x, y) = I2(x, y)× I2(x, y)
Q2(x, 0) =
∑
j
P2(x, j)
Q2(x, y + 1) = Q2(x, y) + P2(x, y + 2m+ 1)− P2(x, y)
M(0, y) =
∑
i
Q2(0, y)
M(x+ 1, y) =M(x, y) +Q2(x+ 2n+ 1, y)−Q2(x, y)
(3.20)
Ce type d’optimisation est tre`s efficace (voir Faugeras et al., 1993, pp. 10–11). Nous verrons
plus tard que nous avons employe´ une me´thode similaire dans l’acce´le´ration de calcul de
disparite´ par GPGPU.
3.6 Mise en correspondance par bloc (BM)
Nous pouvons calculer une carte de disparite´ par la correspondance d’intensite´ des deux
images. Toutefois, sachant qu’il y a e souvent beaucoup de re´pe´titions d’intensite´s sur une ou
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plusieurs zones, la mise en correspondance par pixel n’est pas fiable. Pour re´gler ce proble`me,
la me´thode la plus souvent employe´e est d’ajouter d’information du voisinage pour augmenter
la robustesse. C’est bien la me´thode de base que nous avons employe´e dans ce me´moire.
La Figure 3.6 montre comment la mise en correspondance par bloc fonctionne. On prend
une feneˆtre pour additionner les diffe´rences tire´es de comparaisons d’intensite´ afin que davan-
tage d’information entre en compte dans le calcul de correspondance, toutefois, cela signifie a`
faire beaucoup d’additions Si c’est un produit quadratique, la demande de temps sera encore
augmente´e. Compte tenu la nature de la mise en correspondance par bloc, beaucoup de calcul
d’accumulation de diffe´rences prend du temps, si la taille d’images est grande, il sera difficile
de traiter les images en temps voulu.
Figure 3.6 Calcul de disparite´ avec deux images
Le calcul de couˆt de mise en correspondance par bloc pose des proble`mes :
– Couˆt e´leve´ de calcul : l’accumulation de couˆt peut souvent ralentir l’exe´cution. Si le
couˆt est un produit quadratique de diffe´rence, la demande de calcul sera encore e´leve´e.
– Proble`me de texture le´ge`re : la disparite´ au moyen de la mise en correspondance par bloc
souffre de trous (dropout) dans la zone ayant une texture le´ge`re. Konolige a pre´sente´
une me´thode de projection de motif sur les objets pour les aider a` avoir de texture afin
de mieux faire la mise en correspondance. La me´thode emploie de motif bien calcule´
afin d’aider la mise en correspondance par bloc. Konolige a pre´sente´ plusieurs aspects
de la projection de motif, montre´ que pour calculer un motif, la me´thode de distance
minimale de Hamming est meilleure que celle de De Bruijn (voir Lim, 2009) et celle
ale´atoire. (voir Konolige, 2010)
3.7 Me´thodes de calcul de couˆt ou me´thode de correspondance
La mise en correspondance se fait avec une mesure de similarite´,
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3.7.1 Somme des diffe´rences au carre´ (SDC) et somme des diffe´rences absolues
(SDA)
Souvent on emploie la somme des diffe´rences au carre´ (SDC) ou la somme des diffe´rences
absolues (SDA) pour la mise en correspondance par bloc. La SDC est normalement meilleure
que la SDA tandis que la SDA consume moins de ressource de calcul. On peut trouver
beaucoup de me´thodes base´es sur ces deux mesures de diffe´rences.
3.7.2 Mesure de diffe´rence d’intensite´s avec la me´thode d’interpolation
Birchfield et Tomasi ont indique´ que la diffe´rence d’intensite´ est grande a` proximite´ des
bordures. Parce que les solutions existantes ont toutes des contraintes, Birchfield et Tomasi
ont propose´ d’employer des fonctions d’interpolation line´aires au voisinage des deux pixels
pour mesurer la dissemblance.
Si IˆR est une fonction d’interpolation line´aire entre les points d’e´chantillonnage, la quantite´
est de´finie comme :
d¯(xi, yi, IL, IR) = min yi− 12≤y≤yi+ 12 |IL(xi)− IˆR(y)| (3.21)
La dissemblance entre les pixels est calcule´e comme le minimum de la quantite´
d¯(xi, yi, IL, IR) de´finie par l’e´quation 3.21 et sa contrepartie syme´trique :
d(xi, yi) = min{d¯(xi, yi, IL, IR), d¯(yi, xi, IR, IL)} (3.22)
Pour calculer d¯(xi, yi, IL, IR), on calcule I
−
R ≡ IˆR(yi − 12) = 12(IR(yi) + IR(yi − 1)), qui est
l’intensite´ interpole´e line´airement a` mi-chemin entre yi et son voisin de gauche. Et de manie`re
similaire I+R ≡ IˆR(yi + 12) = 12(IR(yi) + IR(yi + 1)). En prenant Imin = min(I−R , I+R , IR(yi)) et
Imax = max(I
−
R , I
+
R , IR(yi)), nous avons obtenu finalement :
d¯(xi, yi, IL, IR) = max{0, IL(xi)− Imax, Imin − IL(xi)} (3.23)
(voir Birchfield et Tomasi, 1998, pp. 2–3)
3.7.3 Corre´lation croise´e normalise´e (CCN)
Sun et Donate et al. ont employe´ la corre´lation croise´e normalise´e (CCN) pour faire la
mise en correspondance de feneˆtres de comparaison, qui est de´finie par l’e´quation 3.24 (voir
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Sun, 2002, p. 3) (voir Donate et al., 2011, p. 186) :
C(i, j, d) =
covij,d(f, g)√
varij(f)×
√
varij,d(g)
(3.24)
ou` (i, j) est les indices de ligne et de colonne d’un plan dans un certain volume de
corre´lation, d est la valeur possible de disparite´. varij(f) fait re´fe´rence a` la variance dans
une feneˆtre centre´e au (i, j) de l’image f , covij,d(f, g) est la covariance entre les feneˆtres des
images de gauche et de droite. (voir Donate et al., 2011, p. 186)
3.8 Imple´mentation de ste´re´oscopie par BM d’OpenCV
OpenCV est une bibliothe`que graphique libre spe´cialise´e dans le traitement d’images en
temps re´el. Eruhimov a fourni comme exemple d’application un programme de ste´re´oscopie
(voir Eruhimov, 2010). Il a employe´ un algorithme ste´re´oscopique de mise en correspondance
par bloc (BM) similaire a` l’algorithme propose´ par Konolige (voir Konolige, 1997).
3.8.1 BM d’une imple´mentation en CPU d’OpenCV
L’algorithme de ste´re´oscopie au moyen de la mise en correspondance par bloc commence
par un filtre Sobel horizontal (voir PRATT, 2001, p. 456). Le noyau d’ope´ration de convolution
est : [
−1 0 1
−2 0 2
−1 0 1
]
=
[
1
2
1
]
[ −1 0 1 ] (3.25)
Dans ce programme, la carte de disparite´ a une taille plus petite que l’image. Pour deux
images de taille identique, la carte de disparite´ est calcule´e de la fac¸on suivante :
r = plancher(taillebloc/2)
xmin = disparite´maximale + r
xmax = largeurimage − r
ymin = r
ymax = hauteurimage − r
(3.26)
D’abord, on de´finit un parame`tre preFilterCap qui prend une valeur de 1 a` 63 pour un
filtre selon un seuil choisi. Ensuite, on emploie ce parame`tre preFilterCap pour cre´er un
tableau de valeurs Tab centre´ sur le seuil. Les valeurs pour les e´le´ments e´loigne´s du centre
d’une distance plus grande que le preFilterCap auront deux fois la valeur du seuil. Ce tableau
sera employe´ pour lisser la carte de disparite´.
40
Ensuite on cre´e un tampon t, dans une feneˆtre de la taille du bloc, on assigne la valeur
du tableau Tab selon l’indice des pixels de la premie`re range´e de l’image de gauche. Pour
chaque pixel de la largeur de l’image, on ajoute a` chaque e´le´ment du tampon t la diffe´rence
entre les valeurs du tableau Tab, lesquelles valeurs sont obtenues en fonction des indices des
deux pixels correspondants aux deux feneˆtres adjacentes comme dans la Figure 3.7.
Figure 3.7 Valeurs du tampon t si preFilterCap = 8
On fait une somme de la premie`re ligne des e´le´ments de t, puis pour chaque ligne de
l’image, on ajoute la diffe´rence entre les valeurs du tableau Tab telles que de´finies pre´ce´-
demment. Le re´sultat sera une somme des diffe´rences absolues des valeurs des deux feneˆtres
correspondantes. Pour s’assurer qu’il y a assez de texture dans la mise en correspondance
afin de limiter l’influence du bruit ale´atoire, on de´finit un seuil de texture, qui est une limite
de re´ponse de feneˆtre SDA (somme des diffe´rences absolues) pour que l’on ne conside`re
pas les correspondances ayant une re´ponse sous le seuil. Bradski et Kaehler ont conseille´
de s’assurer qu’il y a assez de texture pour contrer le bruit ale´atoire pendant la mise en
correspondance (voir Bradski et Kaehler, 2008, p. 443).
Si une valeur de disparite´ n’est pas valide, on suppose que le pixel se trouve dans une zone
d’occlusion. Si une valeur de disparite´ existe, on va e´valuer l’unicite´ de cette valeur selon un
seuil d’unicite´. Bradski et Kaehler ont observe´ que souvent la mise en correspondance a la
caracte´ristique d’un fort pic central entoure´ de lobes secondaires (voir Bradski et Kaehler,
2008, p. 442). On peut employer cette observation pour filtrer de mauvaises correspondances.
Une fois que l’on a trouve´ des valeurs possibles de disparite´, on lisse encore une fois avec
des valeurs autour du pixel e´tudie´. En dernier lieu, on passe un filtre de tache pour e´liminer
de petites re´gions isole´es qui sont conside´re´es comme invalides. La mise en correspondance
a` base de blocs a des proble`mes a` proximite´ des limites des objets parce que la feneˆtre de
correspondance peut prendre le premier plan d’un coˆte´ et le fond de l’autre coˆte´ (voir Bradski
et Kaehler, 2008, p. 443). Souvent ces proble`mes correspondent a` de petites re´gions se´pare´es
(speckles) dans la carte de disparite´. Alors, le programme cherche ces re´gions pour en invalider
les valeurs.
Le re´sultat obtenu avec cette me´thode est bon visuellement, avec un taux d’erreur e´leve´
toutefois. La Figure 3.8 montre deux cartes de disparite´ obtenues en employant les images
de « Art » et de « Laundry » de taille de 463 × 370 de Middlebury pre´sente´es par Blasiak
et al. (voir Blasiak et al., 2005). Les taux d’erreur des pixels visibles sont 38% et 54% res-
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pectivement selon notre calcul. La de´finition de taux d’erreur est pre´sente´e plus loin dans la
sous-section 4.5.
BM, Art, taille : 5 BM, Laundry, taille : 5
Figure 3.8 Comparaison des cartes obtenues selon image
L’effet secondaire de cette me´thode est que la carte de disparite´ peut eˆtre trop lisse´e.
La performance de´pend des parame`tres employe´s et des images traite´es. Pour ame´liorer la
performance, ce programme supporte SSE2 (Streaming SIMD Extensions 2 ) pour acce´le´rer
le processus.
3.8.2 BM en GPGPU
Cet algorithme est imple´mente´ sur GPGPU en CUDA C, qui traite 8 valeurs de disparite´s
par chaque noyau pour profiter de la me´moire partage´e. A` part de ce point, l’algorithme est
identique que celle nous allons pre´senter plus loin dans la sous-section 3.9. Il peut produire
une carte de disparite´ de 463× 370 avec la disparite´ maximale de 63 en environs 1 ms sur le
NVIDIA GeForce GTX 580. Nous avons des chiffres de performance dans le Tableau 4.5 de
la sous-section 4.10.6. Nous avons applique´ et ame´liore´ cette me´thode sur OpenCL.
3.9 Imple´mentation de la mise en correspondance par bloc en GPGPU
Stam a pre´sente´ un rapport de l’imple´mentation de la mise en correspondance par bloc
en CUDA C (voir Stam, 2008). La Figure 3.9 (voir Stam, 2008, p. 10) illustre un sche´ma pour
une feneˆtre de comparaison de taille 3× 3 et un bloc de fils d’exe´cution de taille 8× 1. Dans
l’application, un bloc d’au moins 32 fils d’exe´cution doit eˆtre employe´. Un bloc de taille 64
ou 128 serait optimal.
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Figure 3.9 Fils d’exe´cution sur GPGPU (voir Stam, 2008, p. 10)
Chaque fil d’exe´cution accumule les diffe´rences quadratiques d’une colonne de pixels de la
hauteur de la feneˆtre de comparaison. La diffe´rence quadratique entre les pixels de l’image de
gauche imgD et ceux de l’image de droite imgD est {imgG(x, y)−imgD(x+i, y)}2(0 ≤ i ≤ d).
La somme des e´carts quadratiques de chaque colonne sc est sauvegarde´e dans la me´moire
locale. Parce qu’un pixel supple´mentaire a e´te´ ajoute´ a` chaque coˆte´ du bloc traite´, deux fils
d’exe´cution doivent faire une lecture et une somme supple´mentaires (fils 0–1 dans la figure).
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Quand on parle d’une ligne de pixels, chacun de ces pixels est au centre d’une feneˆtre
de comparaison horizontalement, mais aussi au centre de cette feneˆtre verticalement. Pour
la premie`re ligne, nous devons calculer les e´carts quadratiques afin d’obtenir sc. Pour les
lignes suivantes, puisqu’il n’y a que deux pixels diffe´rents entre la colonne de la ligne ac-
tuelle et la colonne de la ligne pre´ce´dente, nous pouvons calculer la somme en soustrayant
la premie`re diffe´rence quadratique de chaque colonne de la ligne pre´ce´dente puis en ajoutant
la dernie`re diffe´rence quadratique de chaque colonne de la ligne actuelle. Voir la Figure 3.10
pour l’illustration.
Figure 3.10 Fils d’exe´cution en colonne
La somme des sc dans une feneˆtre Tf est calcule´e pour trouver l’indice df de la valeur sc
minimale. Les indices df finaux produisent la carte de disparite´ recherche´e.
3.10 Me´thodes hie´rarchiques
Les me´thodes hie´rarchiques peuvent acce´le´rer le processus en guidant la recherche par
les disparite´s calcule´es avec les images en basse re´solution. Parce que la gamme de recherche
est re´duite, il est possible d’augmenter la pre´cision. Ce type de me´thodes peut eˆtre regroupe´
plus. Les algorithmes hie´rarchiques ressemblent aux algorithmes ite´ratifs, mais fonctionnent
ge´ne´ralement sur une pyramide d’images, ou` les re´sultats de plus haut niveau (plus petite
image) sont utilise´s pour amener la recherche a` un niveau plus de´taille´ (plus grande image).
Par exemple, la me´thode de propagation de croyance hie´rarchique de Felzenszwalb et Hut-
tenlocher (voir Felzenszwalb et Huttenlocher, 2004), aussi la me´thode de propagation de
croyance d’espace constant de Yang et al. (voir Yang et al., 2010).
Il y a des me´thodes hie´rarchiques base´es sur l’accumulation des couˆts sur une plus grande
de re´gion, ou une re´duction virtuelle de re´solution sur qui on estime les disparite´s. Ce type
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de me´thodes hie´rarchiques emploie normalement la propagation de croyance a` chercher les
disparite´s correspondant aux couˆts minimaux.
3.10.1 Me´thode hie´rarchique base´e sur la pyramide gaussienne
Ces me´thodes hie´rarchiques de´composent les paires d’images ste´re´oscopiques en une py-
ramide gaussienne. On estime une se´rie de cartes de disparite´ de basse re´solution vers une
plus haute re´solution en guidant la recherche base´e sur les informations de carte de disparite´
de basse re´solution. Les recherches seront limite´es aux environs des disparite´s initialement
identifie´es. Cette approche permet d’augmenter la pre´cision et la vitesse de traitement.
La de´finition de la pyramide gaussienne est :
g0(x, y) = I(x, y) pour le niveau de base,I(x, y) est l’image originale
gl(x, y) =
2∑
m=−2
2∑
n=−2
w(m,n)gl−1(2x+m, 2y + n) pour les autres niveaux,
et ou` w(m,n) est une fonction de ponde´ration
(3.27)
Si on enregistre les informations de diffe´rence d’image entre deux niveaux, on a la pyramide
laplacienne.
Il y a des me´thodes publie´es base´ sur la me´thode hie´rarchique avec la pyramide gaussienne,
par exemple, celui de Lee et Sharma (voir Lee et Sharma, 2011).
Sizintsev et al. ont propose´ une me´thode qui permet de passer d’une vue d’ensemble
impre´cise a` une vue de de´tail. On cre´e une pyramide d’images de la plus floue a` la plus
pre´cise. On emploie une feneˆtre non centre´e pour faire une correspondance a` chaque niveau
de la pyramide. L’imple´mentation a employe´ CUDA C pour re´aliser a` 32 fps (images par
seconde, ou frames per second) sur les vide´os de 640 × 480 avec une plage de recherche de
disparite´ de 256. (voir Sizintsev et al., 2010)
3.10.2 Correspondance base´e sur le chemin
Donate et al. ont pre´sente´ un algorithme base´ sur le chemin ayant une pre´cision infe´rieure
au pixel, cet algorithme lui-meˆme est base´ sur celui de Sun (voir Sun, 2002). L’algorithme
emploie une pyramide d’images hie´rarchique pour guider la mise en correspondance, une inter-
polation biline´aire est employe´e pour remplir les pixels pour les points n’e´tant pas un multiple
du ratio r qui est le ratio entre deux niveaux de re´solution dans la pyramide d’images. (voir
Donate et al., 2011; Sun, 2002)
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3.11 HMI et Census
Hirschmu¨ller et Scharstein ont e´value´ des me´thodes de calcul de couˆt de correspondance
ste´re´oscopique qui tole`rent bien les diffe´rences radiome´triques des images. Les meilleures
me´thodes de calcul de couˆt incluent BilSub (voir Ansar et al., 2004, BilSub) qui fonctionne
bien pour les diffe´rences radiome´triques de basse fre´quence, HMI qui est meilleure dans le
cas de correspondance par pixel s’il y a un pourcentage e´leve´ de bruit, et aussi Census qui
affiche la meilleure et la plus robuste performance globale. (voir Hirschmu¨ller et Scharstein,
2009)
3.11.1 HMI (information mutuelle hie´rarchique, hierarchical mutual informa-
tion)
Selon Hirschmu¨ller, un algorithme local choisit une disparite´ avec le couˆt minimal de
correspondance, tandis qu’un algorithme global ignore l’e´tape d’agre´gation de couˆt et de´finit
une fonction d’e´nergie globale qui inclut un terme de donne´e et un terme de lissage (voir
Hirschmu¨ller, 2008, p. 328).
Hirschmu¨ller a pre´sente´ la me´thode SGM (semi-global matching), qui calcule les couˆts de
correspondance hie´rarchiquement avec la me´thode d’information mutuelle (mutual informa-
tion) qui est de´finie de l’entropie H des deux images et de leur entropie jointe :
MII1,I2 = HI1 +HI2 −HI1,I2 (3.28)
L’entropie a e´te´ de´veloppe´e a` partir du 18e sie`cle, propulse´e par Shannon (voir Shannon,
1948), introduite dans la vision d’ordinateur par Viola et Wells (voir Viola et Wells, 1995) et
ame´liore´e dans le calcul de couˆt de donne´e par Kim et al. (voir Kim et al., 2003). Les entropies
sont calcule´es de distributions de probabilite´ P des intensite´s des images associe´es (voir
Hirschmu¨ller, 2008, p. 329) :
HI = −
∫ 1
0
PI(i) logPI(i)di, (3.29)
HI1,I2 = −
∫ 1
0
∫ 1
0
PI1,I2(i1, i2) logPI1,I2(i1, i2)di1di2. (3.30)
Kim et al. ont transforme´ le calcul de l’entropie jointe HI1,I2 en une somme sur les pixels a`
l’aide du de´veloppement de Taylor (voir Kim et al., 2003). Donc l’entropie jointe est calcule´e
comme une somme des termes de donne´es qui de´pendent des intensite´s correspondantes du
46
pixel p (voir Hirschmu¨ller, 2008, p. 329) :
HI1,I2 =
∑
p
hI1,I2(I1p, I2p) (3.31)
La distribution de probabilite´ des intensite´s correspondantes est de´finie par l’ope´rateur
T [] qui prend 1 si l’argument est vrai et 0 pour d’autres cas. (voir Hirschmu¨ller, 2008, p. 329) :
PI1,I2(i, k) =
1
n
∑
p
T [(i, k) = (I1p, I2p)] (3.32)
Hirschmu¨ller emploie un calcul hie´rarchique de carte de disparite´ pour guider le calcul de
couˆt de la me´thode d’information mutuelle. (voir Hirschmu¨ller, 2008, p. 330)
Le terme de donne´e hI1,I2 est calcule´ a` partir de la distribution de probabilite´ jointe PI1,I2
des intensite´s correspondantes avec n comme le nombre de pixels. Le terme est calcule´ avec
une convolution pour l’estimation Parzen (voir Parzen, 1962) qu’on peut trouver d’explica-
tions de´taille´es dans un livre de Duda et Hart (voir Duda et Hart, 1973).
hI1,I2 = −
1
n
log(PI1,I2(i, k)⊗ g(i, k))⊗ g(i, k) (3.33)
3.11.2 Census
Zabih et Woodfill ont introduit deux transformations non parame´triques locales : trans-
formation Rank et transformation Census. La transformation Rank est une mesure non pa-
rame´trique d’intensite´ locale. La transformation Census est un sommaire non parame´trique
de structure spatiale locale. (voir Zabih et Woodfill, 1994, p. 2)
Si P est un pixel, I(P ) est son intensite´ (normalement un entier encode´ en 8-bit), et N(P )
un ensemble de pixels dans un voisinage correspondant a` un carre´ de diame`tre d entourant
P . De´finissons
ξ(P, P ′) =
1 si I(P ′) < I(P )0 sinon (3.34)
La transformation non parame´trique locale ne repose que sur l’ensemble de comparaisons
de pixels qui est un ensemble de paires ordonne´es :
Ξ(P ) =
⋃
P ′∈N(P )
(P ′, ξ(P, P ′)) (3.35)
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La transformation Rank R(P ) est :
R(P ) = ||{P ′ ∈ N(P )|I(P ′) < I(P )}|| (3.36)
La transformation Census correspond au voisinage entourant un pixel P a` une chaˆıne de
bits repre´sentant l’ensemble de pixels voisins dont l’intensite´ est moins que celle de P . Prenons
N(P ) = P ⊕D, ou` ⊕ est la somme de Minkowski et D est un ensemble de de´placements, et
laissons ⊗ repre´senter la concate´nation. La transformation Census peut eˆtre spe´cifie´e comme :
Rτ =
⊗
[i,j]∈D
ξ(P, P + [i, j]) (3.37)
Deux pixels d’images de Census transforme´es sont compare´s pour e´tudier leur similarite´ en
utilisant la distance de Hamming, c’est-a`-dire le nombre de bits qui diffe`rent dans deux chaˆınes
de bits. La correspondance est calcule´e comme la distance minimale de Hamming apre`s
l’application de la transformation Census. La valeur apre`s la transformation repose plutoˆt
sur le nombre de comparaisons d’intensite´ des pixels plutoˆt que sur les valeurs d’intensite´ (voir
Zabih et Woodfill, 1994, pp. 2–3).
Le nombre de pixels dans la comparaison peut varier de 8 a` 64. Plus le nombre de pixels
(soit la taille de la feneˆtre de comparaison) est grand, plus y auront d’informations pou-
vant eˆtre prises en compte, mais l’effet aux discontinuite´s sera aggrave´. (voir Woodfill et
Von Herzen, 1997, p. 206)
La distance de Hamming est calcule´e avec l’algorithme de Wegner, qui calcule bit a` bit
avec l’ope´rateur logique OU exclusif (XOR) sur deux entre´es, puis continuellement trouve
et efface le bit non ze´ro d’ordre le plus faible. Le temps d’exe´cution est proportionnel a` la
distance Hamming et non au nombre de bits dans les entre´es. Nous avons le code en C comme
suit. (voir Wegner, 2011)
unsigned hamdist(unsigned x, unsigned y){
unsigned dist = 0, val = x ^ y ;
while(val){
++dist ;
val &= val - 1 ;
}
return dist ;
}
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3.11.3 Me´thodes base´es sur Census
Humenberger et al. ont introduit une me´thode base´e sur la segmentation en employant
Census pour le calcul de couˆt local. La fiabilite´ de correspondance a e´te´ augmente´e par une
modification de correspondance semi-globale (SGM) introduite par Hirschmu¨ller (voir Hir-
schmu¨ller, 2008). La segmentation est applique´e sur l’image de texture binairement ou l’image
ste´re´oscopique de gauche selon couleurs avec la me´thode de Mean Shift (voir Fukunaga et
Hostetler, 1975; Comaniciu et Meer, 2002). Le re´sultat interme´diaire de cette e´tape sera une
carte de disparite´ initiale. Ensuite, on proce`de une segmentation sur l’image ste´re´oscopique
de gauche ou la carte de texture afin d’appliquer un mode`le planaire sur chaque segment.
Il est inte´ressant de noter quelques de´finitions. La fiabilite´ de correspondance a e´te´ de´finie
comme suit :
CM(u, v) := min{255, 1024( ∆(u, v)
MaxCosts
)} (3.38)
ou` ∆(u, v) est la diffe´rence entre les deux meilleurs candidats de correspondance pour le
pixel (u, v).
Il est difficile de faire correspondance dans une grande re´gion sans texture. Pour commen-
cer, on peut estimer une carte de texture en employant le filtre de variance sur une feneˆtre
de n×m avec :
TM(u, v) :=
1
nm
n′∑
i=−n′
m′∑
j=−m′
I(u+ i, v + j)2 −
(
1
nm
n′∑
i=−n′
m′∑
j=−m′
I(u+ i, v + j)
)2
(3.39)
On peut distinguer les pixels sans assez de confiance et les pixels dans les re´gions sans
texture par l’emploi de deux seuils τ1 et τ2. Notons DM comme la carte de disparite´ estime´e.
La carte de disparite´ initiale est de´finie comme suit :
DMinit(u, v) :=
DM(u, v) si CM(u, v) ≥ τ1 ∧ TM(u, v) ≥ τ20 sinon (3.40)
Les auteurs ont ensuite montre´ l’application de la me´thode de segmentation et de montage
de plan sur les pixels sans texture et peu fiables pour une meilleure qualite´ de disparite´. La
segmentation peut se faire par couleur sur l’image d’entre´e de gauche (Mean Shift (voir
Fukunaga et Hostetler, 1975; Comaniciu et Meer, 2002)) ou binaire sur l’image de texture.
L’image de texture (IT) est obtenue a` partir de la carte de texture par :
IT (u, v) :=
0 si TM(u, v) ≤ ttexture255 sinon (3.41)
49
ou` ttexture est un seuil employe´. Le processus de segmentation sur l’image de texture
binaire est simple. Tous les pixels blancs sont unifie´s dans un segment et tous les pixels noirs
connecte´s sont mis dans un seul segment. (voir Humenberger et al., 2010, p. 79)
Les pixels ayant passe´ la ve´rification de fiabilite´ sont employe´s a` l’e´tape de montage de
plan. Un plan est repre´sente´ par une e´quation de trois parame`tres :
d(u, v) := au+ bv + c. (3.42)
On peut estimer les parame`tres avec la me´thode des moindres carre´s. Toutefois, pour la
robustesse, les auteurs ont employe´ une version robuste de Bleyer et Gelautz (voir Bleyer
et Gelautz, 2005). La cre´ation de la carte de disparite´ finale ne´cessite une optimisation et
un peaufinage de la carte initiale comme la dernie`re e´tape. (voir Humenberger et al., 2010,
pp. 79–80)
Weber et al. ont pre´sente´ une me´thode d’acce´le´ration de Census en employant CUDA
C sur GPGPU. Ils ont aussi indique´ que la vraie valeur de disparite´ se trouve quelque part
entre les pixels en partie parce que l’on emploie un nombre entier dans le calcul. Donc, il faut
alors prendre une valeur minimale de disparite´ plus des valeurs voisines pour en augmenter la
pre´cision en employant la me´thode de montage parabolique. (voir Weber et al., 2009, p. 790)
Zinner et al. ont pre´sente´ une imple´mentation rapide de l’algorithme Census sous forme
d’un logiciel optimise´ avec les instructions SSE (Streaming SIMD Extensions) et OpenMP. Les
auteurs ont pre´sente´ une me´thode de calcul rapide de distance Hamming et une ame´lioration
de la performance de Census en en faisant un usage se´lectif. (voir Zinner et al., 2008, pp. 221–
223)
Mei et al. ont pre´sente´ une combinaison de me´thodes base´es sur la diffe´rence absolue et
la transformation Census. Pour un pixel p = (x, y) de l’image de gauche, la disparite´ d et
le pixel correspondant pd = (x− d, y) de l’image de droite, on calcule deux valeurs de couˆt
CCensus(p, d) et CAD(p, d). (voir Mei et al., 2011, p. 2)
CCensus(p, d) = distanceHamming(I
gauche(p), Idroite(pd)) (3.43)
CAD(p, d) =
1
3
∑
i=R,V,B
|Igauchei (p)− Idroitei (pd)| (3.44)
C(p, d) = ρ(CCensus(p, d), λCensus) + ρ(CAD(p, d), λAD), ou` ρ(c, λ) = 1− exp(− c
λ
) (3.45)
Ensuite, on emploie l’agre´gation des couˆts croise´s (voir Zhang et al., 2009), l’optimisation
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de la ligne de balayage et le raffinement des disparite´s en multiples e´tapes pour avoir un bon
re´sultat.
3.12 Me´thodes d’interfe´rence de SGM (semi-global matching)
Dans la me´thode de SGM, l’agre´gation des couˆts est effectue´e comme approximation d’une
fonction globale d’e´nergie par les optimisations trajectorielle de toutes les directions a` travers
l’image comme illustre´e dans la Figure 3.11 pour le cas de 16 directions. (voir Hirschmu¨ller,
2008, p. 329)
Figure 3.11 Agre´gation des couˆts dans un espace de disparite´ (voir Hirschmu¨ller, 2008, p. 331)
Le couˆt Lr(p, d) sur un chemin traverse´ dans la direction r du pixel p de la disparite´ d
correspond a` : (voir Hirschmu¨ller, 2008, p. 331)
Lr(p, d) =C(p, d) + min{Lr(p− r, d), Lr(p− r, d− 1) + P1,
Lr(p− r, d+ 1) + P1, min
i
Lr(p− r, i) + P2}
−min
k
Lr(p− r, k).
(3.46)
C(p, d) est une fonction de couˆt de correspondance par pixel, qui peut prendre la forme de
fonction de HMI (information mutuelle hie´rarchique) ou de la mesure d’intensite´ de Birchfield
et Tomasi introduite dans la sous-section 3.7.2. mink Lr(p − r, k) est le couˆt minimal sur
chemin du pixel pre´ce´dent, on la soustrait pour s’assurer que L a une limite supe´rieure
L ≤ Cmax + P2.
La carte de disparite´ correspond le couˆt minimal de chaque pixel par la programmation
dynamique. Pour ame´liorer la qualite´, diffe´rentes me´thodes sont applique´es par la suite.
OpenCV a une imple´mentation du SGM pre´sente´ par Hirschmu¨ller. Les couˆts sont calcule´s
avec l’algorithme de Birchfield et Tomasi. Ils sont ensuite additionne´s selon une feneˆtre de
traitement. Comme dans le cas de la mise en correspondance par bloc, on effectue vers a` fin
du calcul une ve´rification d’unicite´ en fonction d’un seuil de´termine´, puis on proce`de a` une
interpolation quadratique.
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A` la fin, on passe un filtre pour brouiller les bordures et un autre filtre de tache pour
enlever de petits points isole´s.
Si on utilise la programmation dynamique, on recourt a` la me´thode HH d’OpenCV, qui
a normalement le meilleur re´sultat parmi les trois me´thodes ici e´tudie´es dans OpenCV.
3.13 Me´thodes probabilistes
Compte tenu la difficulte´ dans la de´cision d’une correspondance, les me´thodes probabi-
listes sont devenues les choix naturels. Nous n’en listons que quelques une ici.
3.13.1 Me´thode de propagation de croyance
Comme la me´thode de propagation de croyance demande beaucoup d’espace pour la
sauvegarde de messages, la me´thode utilise´e est ge´ne´ralement limite´e aux images a` basse
de´finition. Yang et al. ont propose´ un algorithme qui demande un espace constant de me´moire.
Cet algorithme peut s’ope´rer en temps line´aire, et ce, en fonction du nombre de pixels contenus
dans l’image. La demande de me´moire est inde´pendante du nombre de niveaux de disparite´
L. Le temps d’exe´cution est aussi inde´pendant de L si on exclut le temps de calcul des
donne´es. (voir Yang et al., 2010).
3.13.2 Approche probabiliste des images en haute de´finition
Geiger et al. ont pre´sente´ un travail inte´ressant. Avec une approche de point de support
et probabiliste, ils ont obtenu une tre`s bonne performance sur les images en haute de´finition
avec CPU. Les points de support sont les pixels ayant une correspondance robuste graˆce a`
leur texture et unicite´, obtenus par la concate´nation des re´ponses horizontales et verticales
de filtre Sobel d’une feneˆtre de 9× 9. Les points de support sont ensuite employe´s pour cre´er
une maille 2D avec l’algorithme de triangulation de Delaunay. Une distribution pre´liminaire
est calcule´e a` l’aide des disparite´s des points de support et la maille triangule´e. (voir Geiger
et al., 2010)
Prenons S = {s1, . . . , sM} comme un ensemble de points de support. O = {o1, . . . , oN}
est un ensemble d’observations d’image. o
(g)
n et o
(d)
n de´signent les observations dans les images
de gauche et de droite respectivement. (voir Geiger et al., 2010, p. 5)
Supposons que les observations {o(g)n , o(d)n } et les points de support S sont conditionnel-
lement inde´pendants e´tant donne´ ses disparite´s dn, la distribution jointe peut eˆtre factorise´e
a` : (voir Geiger et al., 2010, p. 5)
p(dn, o
(g)
n , o
(d)
n , S) ∝ p(dn|S, o(g)n ) p(o(d)n |o(g)n , dn) (3.47)
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p(dn|S, o(g)n ) est une distribution pre´liminaire et p(o(d)n |o(g)n , dn) est comme vraisemblance
d’image. La Figure 3.12 est un mode`le graphique de´crit par l’e´quation 3.47. (voir Geiger
et al., 2010, p. 5)
Figure 3.12 Mode`le gaphique d’une approche probabiliste (voir Geiger et al., 2010, p. 5)
La distribution pre´liminaire p(dn|S, o(g)n ) peut prendre la forme d’une combinaison d’une
distribution uniforme et une distribution gaussienne e´chantillonne´e. (voir Geiger et al., 2010,
p. 6)
p(o(d)n |S, o(g)n ) ∝
γ + exp(−
(dn − µ(S, o(g)n ))
2
2σ2
) si |dn − µ| < 3σ ∨ dn ∈ NS
0 sinon
(3.48)
µ(S, o
(g)
n ) est exprime´e comme un group de fonctions line´aires qui interpolent les disparite´s
en employant l’algorithme de triangulation Delaunay sur les points de support.
La vraisemblance d’image peut eˆtre e´crite comme une distribution laplacienne contrainte :
(voir Geiger et al., 2010, p. 6)
p(o(d)n |o(g)n , dn) ∝

exp(−β ||f (g)n − f (d)n ||) si
ugn
vgn
 =
udn + dn
vdn

0 sinon
(3.49)
ou` f
(g)
n et f
(d)
n sont vecteurs de caracte´ristique de l’image de gauche et celle de droite respec-
tivement. β est une constante. (voir Geiger et al., 2010, p. 6)
La carte de disparite´ peut eˆtre calcule´ par : (voir Geiger et al., 2010, p. 7)
d∗n = argmax p(dn|o(g)n , o(d)1 , . . . , o(d)N , S) (3.50)
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ou` od1, . . . , o
d
N de´signent toutes les observations de l’image de droite sur la ligne e´pipolaire de
ogn. La distribution poste´rieure peut eˆtre factorise´e comme : (voir Geiger et al., 2010, p. 7)
p(dn|o(g)n , o(d)1 , . . . , o(d)N , S) ∝ p(dn|S, o(g)n ) p(o(d)1 , . . . , odN |o(g)n , dn) (3.51)
Tandis que : (voir Geiger et al., 2010, p. 7)
p(o
(d)
1 , . . . , o
d
N |o(g)n , dn) ∝
N∑
i=1
p(o
(d)
i |o(g)n , dn) (3.52)
Alors nous avons une fonction d’e´nergie : (voir Geiger et al., 2010, p. 7)
E(d) = β ||f (g) − f (d)(d)|| − log[γ + exp(− [d− µ(S, o
(g))]
2
2σ2
)] (3.53)
f (d)(d) est le vecteur de caracte´ristique au pixel (u(g) − d, v(g)). (voir Geiger et al., 2010,
p. 7) Principalement parce que cette me´thode e´vite de faire la mise en correspondance par
pixel et elle s’appuie sur la fiabilite´ des points de support, la qualite´ et la performance sont
bonnes, meilleures que plusieurs me´thodes. (voir Geiger et al., 2010)
3.13.3 Mode`le de Markov cache´
Le mode`le de Markov cache´ (MMC) joue un roˆle important dans l’apprentissage par
machine. La carte de disparite´ est un ensemble de distance des pixels correspondants dans
deux images. Il arrive souvent qu’un point ne soit pas inde´pendant des autres points dans
une image. La forme et le changement de forme selon le point de vue doivent eˆtre conside´re´s.
Par convention, nous supposons que chaque pixel de´pend du pixel de gauche sur une ligne de
disparite´. Nous aurons un mode`le de MMC pour chaque ligne horizontale de pixels illustre´s
dans la Figure 3.13
Figure 3.13 Un MMC horizontal concernant le proble`me de disparite´s des images
La variable di repre´sente la disparite´ de pixels optimale dans une ligne de carte de dis-
parite´s. La variable observe´e oi est la distance minimale entre deux pixels de deux images
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concerne´es. La probabilite´ jointe des variables observe´es et cache´es est comme ci-dessous :
P ({o}, {d}) =
T∏
t=1
P (ot|dt)
T∏
t=1
P (dt+1|dt)P (dt)
Un MMC a cinq e´le´ments essentiels : (voir Rabiner, 1989, pp. 260–261).
1. N , le nombre d’e´tats dans le mode`le. Un ensemble d’e´tats individuels est
S = {S1, S2, . . . , SN}, un e´tat au moment t est dt.
2. M , le nombre de symboles distincts par e´tat. Un ensemble de symboles individuels est
O = {o1, o2, . . . , oM}.
3. La distribution probabiliste d’e´tats est de´finie comme A = {aij} ou` aij = P [dt+1 =
Sj | dt = Si], 1 ≤ i, j ≤ N .
4. La distribution probabiliste de symboles d’observation dans l’e´tat j, B = {bj(k)}, ou`
bj(k) = P [ok a` t | ot = Sj], 1 ≤ j ≤ N, 1 ≤ k ≤M .
5. La distribution initiale des e´tats pi = {pii} ou` pii = P [d1 = Si], 1 ≤ i ≤ N .
Le mode`le est normalement note´ λ = (A,B, pi) (voir Rabiner, 1989, pp. 260–261).
L’algorithme Viterbi (voir Viterbi, 1967, pp. 264–265) est employe´ dans le de´codage de
code convolutif utilise´ dans la te´le´communication. Il est aussi couramment utilise´ dans la
reconnaissance de parole. La complexite´ de calcul est passe´e de simple recherche exhaustive
MN a` NM2 (voir Snyder et Qi, 2004, p 25).
De´ja` en 1975, Baker a pre´sente´ un syste`me de compre´hension de la parole nomme´ DRAGON
en employant le MMC (voir Baker, 1975).
3.13.4 Mode`le de ge´ne´ralisation de MMC
Le MMC pre´sente´ dans la sous-section 3.13.3 suppose que sur chaque ligne de balayage,
un pixel de la carte de disparite´ influence la valeur du pixel voisin direct a` droite et l’obser-
vation. En re´alite´, un pixel d’une image de´pend des valeurs voisines autour. Une premie`re
ge´ne´ralisation de MMC est de passer de connexion de gauche a` droite a` celle grille´e. La
Figure 3.14 montre cette ge´ne´ralisation et une partie de passage de message en employant la
me´thode de graphe de facteur de Kschischang et al.(voir Kschischang et al., 2001).
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Figure 3.14 Ge´ne´ralisation de MMC
Supposons qu’une exe´cution de propagation de croyance passe de gauche a` droite et de
haut en bas et le point x(i, j) est l’e´tape actuelle. La premie`re e´tape de passage de message
est :
mf(i−1,j−1)→x(i,j−1) =
∑
v{x(i,j−1)}
mx(i−1,j−1)→f(i−1,j−1)f(i−1,j−1)(x[i, j − 1])
= mx(i−1,j−1)→f(i−1,j−1)f(i−1,j−1)(x[i, j − 1])
mf(i,j−2)→x(i,j−1) =
∑
v{x(i,j−1)}
mx(i,j−2)→f(i,j−2)f(i,j−2)(x[i, j − 1])
= mx(i,j−2)→f(i,j−2)f(i,j−2)(x[i, j − 1])
(3.54)
La deuxie`me e´tape est :
mx(i,j−1)→f(i,j−1) = mf(i−1,j−1)→x(i,j−1) mf(i,j−2)→x(i,j−1)
mf(i+1,j−1)→x(i,j−1) my(i,j−1)→x(i,j−1)
mx(i,j−1)→f(i+1,j−1) = mf(i−1,j−1)→x(i,j−1) mf(i,j−2)→x(i,j−1)
mf(i,j−1)→x(i,j−1) my(i,j−1)→x(i,j−1)
(3.55)
56
La troisie`me e´tape est :
mf(i−1,j)→x(i,j) =
∑
v{x(i,j)}
mx(i−1,j)→f(i−1,j)f(i−1,j)(x[i, j])
= mx(i−1,j)→f(i−1,j)f(i−1,j)(x[i, j])
mf(i,j−1)→x(i,j) =
∑
v{x(i,j)}
mx(i,j−1)→f(i,j−1)f(i,j−1)(x[i, j])
= mx(i,j−1)→f(i,j−1)f(i,j−1)(x[i, j])
(3.56)
La quatrie`me e´tape est :
mx(i,j)→f(i,j) = mf(i−1,j)→x(i,j) mf(i,j−1)→x(i,j)
mf(i+1,j)→x(i,j) my(i,j)→x(i,j)
mx(i,j)→f(i+1,j) = mf(i−1,j)→x(i,j) mf(i,j−1)→x(i,j)
mf(i,j)→x(i,j) my(i,j)→x(i,j)
(3.57)
Apre`s cette e´tape, le flux passe de droite a` gauche et de bas en haut.
Cette ge´ne´ralisation de MMC est en fait un mode`le de champ ale´atoire de Markov (MRF).
La me´thode de passage de message est appele´e la propagation de croyance. Nous pouvons
espe´rer avoir un bon re´sultat avec ce mode`le. Et la propagation de couˆts ressemble a` la
me´thode d’agre´gation des couˆts de SGM (semi-global matching). Toutefois, le temps de calcul
sera e´leve´ et l’augmentation de pre´cision au de´triment du temps de calcul n’est pas le travail
principal de cette the`se. Nous allons essayer de rapprocher cette me´thode avec une me´thode
de multiples passes de MMC qui a une imple´mentation rapide en GPGPU.
3.14 Traitement apre`s le calcul initial
Gibson a observe´ l’importance de perception des relations entre les figures et le fond. (voir
Gibson, 1950) D’ou` vient l’importance d’avoir une surface continue. Si une sce`ne n’ayant que
des points cle´s pour s’identifier, c’est principalement par l’apprentissage que nous avons pu
lui donner le sens. Des significations sont inne´es et ne sont pas apprises. (voir Gibson, 1950,
pp. 206–212)
3.14.1 Surface visible
L’importance de forme est e´vidente. C’est pourquoi qu’il y a des approches sophistique´es
globales d’interpolation. Par exemple une approche informatique de repre´sentation de surface
visible de Terzopoulos, dont le processus de reconstruction de surface visible unifie quatre
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buts : (voir Terzopoulos, 1988)
– Ine´gration : inte´gration des contraintes provenant de sources multiples.
– Interpolation : propagation des informations de formes inte´gre´es vers les re´gions man-
quant d’information de formes.
– Discontinuite´s : de´tection des discontinuite´s de surface.
– Efficacite´ : l’emploi de la relaxation multire´solution parmi une hie´rarchie de repre´senta-
tions de surface pour acce´le´rer la reconstruction.
Si F est l’espace line´aire de la fonction admissible, S(v) est une fonction de stabilisation qui
mesure le lissage d’une fonction v ∈ F, et P(v) est une fonction de pe´nalite´ sur F qui mesure
la diffe´rence entre v et les contraintes donne´es, on peut formuler le proble`me de reconstruction
de surface visible re´gularise´e selon le principe variationnel suivant : (voir Terzopoulos, 1988,
p. 418)
Trouver u ∈ F pour que E(u) = inf
v∈F
E(v), ou` la fonction d’e´nergie E(v) = S(v) + P(v).
(3.58)
Une approche multiniveau est recommande´e, voir son rapport pour plus de de´tails. (voir
Terzopoulos, 1982)
3.14.2 Interpolation base´e sur segments
Hirschmu¨ller a propose´ une interpolation base´e sur l’information de segmentation. Une
interpolation biline´aire sera applique´e a` l’inte´rieur des segments, tandis qu’une valeur mi-
nimale est employe´e pour interpoler en fonction des segments. Cette dernie`re me´thode sera
acceptable pour les petites zones invalides. Pour les autres types de zone, il faut faire un
compromis entre la simplicite´ de me´thode et le re´sultat souhaite´. (voir Hirschmu¨ller, 2003,
pp. 34–35)
Pour chaque disparite´ invalide dik, on cherche les plus proches disparite´s en haut dih, en
bas dib, a` gauche dgk et a` droite ddk. Sik est le segment ou` se trouve la disparite´ dik. dik est
de´termine´ par : (voir Hirschmu¨ller, 2003, pp. 34–35)
dik =

dh+dv
2
si Sh = Sv,
min(dh, dv) si Sh 6= Sv
(3.59)
ou`
dh =

(ddk−dgk)(i−g)
d−g + dgk si Sgk = Sdk,
min(dgk, ddk) si Sgk 6= Sdk
(3.60)
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dv =

(dib−dih)(k−h)
b−h + dih si Sih = Sib,
min(dih, dib) si Sih 6= Sib
(3.61)
Sh =
Sgk si dgk < ddk,Sdk si dgk ≥ ddk (3.62)
Sv =
Sih si dih < dib,Sib si dih ≥ dib (3.63)
3.15 Me´thodes pour obtenir une carte de disparite´ de re´fe´rence
Mouaddib et al. ont pre´sente´ un article sur les me´thodes de capture des images ste´re´oscopi-
ques. (voir Mouaddib et al., 1997). Batlle et al. ont une version plus de´taille´e. (voir Batlle
et al., 1998) Souvent, on emploie la lumie`re structure´e pour re´soudre le proble`me de corres-
pondance. La me´thode consiste de remplacer un deuxie`me appareil photo par une source de
lumie`re qui projette de la lumie`re de structure connue puis e´tudie la correspondance entre
la lumie`re capture´e et celle projete´e. (voir Batlle et al., 1998, p. 965) De´ja` en 1971, Shirai et
Suwa ont introduit une me´thode de projeter une lumie`re sur un objet e´tudie´ puis un appareil
photo capture chaque mouvement. (voir Shirai et Suwa, 1971; Shirai, 1972)
Scharstein et al. ont pre´sente´ une me´thode en employant de la lumie`re structure´e qui
consiste de lancer des motifs lumineux structure´s sur la sce`ne et de de´terminer une e´tiquette
pour chaque pixel par appareil photo. (voir Scharstein et al., 2003)
ZALEVSKY et al. ont invente´ le syste`me de projection de motif ale´atoire au laser et
de correspondance de relief capture´ et le motif projete´ afin d’extraire d’information 3D. Ce
syste`me est la base du Kinect qui est un pe´riphe´rique de Microsoft permettant de controˆler
des jeux vide´o sans utiliser de manette. Le syste`me peut produire une carte de profondeur
presque en temps re´el et peut s’adapter a` plusieurs situations selon la configuration. La
distance de capture peut eˆtre grande. L’emploi de motif ale´atoire est pour contrer la limite
de motif re´pe´titif pour qui la distance maximale de correspondance doit eˆtre moins de la
largeur de chaque e´le´ment du motif re´pe´titif. (voir ZALEVSKY et al., 2007)
Mohan et al. ont employe´ de lumie`re structure´e de diode e´lectroluminescente (LED) et
une seule image pour obtenir les informations de profondeur sous condition que la gamme de
profondeur est pre´de´finie. (voir Mohan et al., 2011)
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3.16 Analyse
Nous avons recense´ plusieurs me´thodes qui ont des liens directs avec nos e´tudes ou qui les
ont inspire´es. Les me´thodes revues sont des me´thodes de calcul direct au lieu de me´thodes
globales qui sont normalement plus lentes. Notre but est d’avoir une approche rapide. Nous
voulons employer une combinaison de Census et SDC pour profiter des avantages des deux
approches de calcul de couˆt, nous pouvons aussi employer l’approche d’agre´gation de couˆts
de SGM pour combiner des informations du voisinage afin d’ame´liorer la qualite´.
Nous n’avons pas fait l’interpolation biline´aire parce que dans la zone de bordure, il
est difficile de pre´ciser la de´gradation de disparite´, aussi avons-nous utilise´ la me´thode de
remplissage des disparite´s des images en plus haute de´finition. Cette ide´e de remplissage des
disparite´s d’une grande carte de disparite´ a un lien direct avec celle de me´thodes hie´rarchiques,
sauf que notre me´thode cherche a` ame´liorer la petite carte avec les informations provenant
d’une grande carte.
3.17 Conclusion
Parce que nous n’avons pas employe´ les me´thodes de calcul global, il est difficile d’avoir
une qualite´ e´leve´e de correspondance. Des compromis sont toujours possibles et nous en
avons exploite´ dans une certaine mesure. Nous allons combiner les ide´es de ces me´thodes
pour essayer d’ame´liorer la qualite´ de carte de disparite´ et la performance de sa cre´ation.
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CHAPITRE 4
E´TUDES DE CARTE DE DISPARITE´
4.1 Environnement de tests et images ste´re´oscopiques employe´es
Nous avons employe´ un NVIDIAr GeForcer GTX 580 et un Intelr CoreTM i7-2600K @
3,40 GHz sous Windows 7 Professional. Intelr CoreTM i7-2600K a 4 cœurs, mais l’exe´cution
de re´fe´rence en CPU s’exe´cute sur un seul cœur. Pour les tests en employant le GPGPU, la
taille de bloc pour le lancement des fils d’exe´cution en paralle`le est 128. Le nombre de lignes
traite´es verticalement dans un bloc est de 41.
Durant ces e´tudes, nous avons employe´ principalement les images de Middlebury de 2005
pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005) et les images de Middlebury de 2003
pre´sente´es par Scharstein et al. (voir Scharstein et al., 2003). Les images de 2005 employe´es
incluent les plus grandes et les plus petites de « Art », de « Books », de « Dolls », de
« Laundry », de « Moebius » et de « Reindeer ». Pour ce qui est des images de 2003, elles
incluent les images les plus grandes et les plus petites de « Cones » et de « Teddy ». Le
Tableau 4.1 montre une liste des tailles d’images employe´es. Sauf dans le cas d’employer les
deux fois plus grandes images ou` r est 2, normalement r est le ratio entre la taille des grandes
images et celle des petites images, soit r ∈ [3, 4].
Tableau 4.1 Liste des images ste´re´oscopiques employe´es
Nom Petites images
2 fois plus grandes
Grandes images r
images
Art 463× 370 – 1390× 1110 3
Books 463× 370 – 1390× 1110 3
Dolls 463× 370 – 1390× 1110 3
Laundry 447× 370 – 1342× 1110 3
Moebius 463× 370 – 1390× 1110 3
Reindeer 447× 370 – 1342× 1110 3
Cones 450× 375 900× 750 1800× 1500 4
Teddy 450× 375 900× 750 1800× 1500 4
La Figure 4.1 la Figure 4.2 affichent ces images ste´re´oscopiques de gauche et de droite et
les cartes de disparite´ de la direction gauche a` droite. (voir Blasiak et al., 2005; Scharstein
et al., 2003)
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image de gauche d’Art image de droite d’Art carte de disparite´
de re´fe´rence
image de gauche de Books image de droite de Books carte de disparite´
de re´fe´rence
image de gauche de Dolls image de droite de Dolls carte de disparite´
de re´fe´rence
image de gauche de Laundry image de droite de Laundry carte de disparite´
de re´fe´rence
Figure 4.1 Cartes de disparite´ (voir Blasiak et al., 2005)
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image de gauche de Moebius image de droite de Moebius carte de disparite´
de re´fe´rence
image de gauche de Reindeer image de droite de Reindeer carte de disparite´
de re´fe´rence
image de gauche de Cones image de droite de Cones carte de disparite´
de re´fe´rence
image de gauche de Teddy image de droite de Teddy carte de disparite´
de re´fe´rence
Figure 4.2 Cartes de disparite´ (voir Blasiak et al., 2005; Scharstein et al., 2003)
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Les cartes de disparite´ de re´fe´rence sont cre´e´es avec la technique de lumie`re structure´e. (voir
Blasiak et al., 2005; Scharstein et al., 2003) Ces cartes de re´fe´rence sont comple`tes et denses,
elles contiennent des disparite´s pour les zones qui ne sont visibles que pour une vue. Nous
e´tudes emploient principalement la lumie`re passive, il y aura des zones que nous ne pou-
vons pas faire une correspondance de qualite´. Donc principalement nous faisons l’estimation
de taux d’erreur sur les pixels visibles. Nous avons calcule´ la carte des pixels visibles par la
ve´rification de consistance en employant deux cartes de disparite´ de deux directions : gauche-
droite / droite-gauche. Une carte des pixels visibles indique les pixels visibles pour deux vues,
par conse´quent elle indique aussi les pixels invisibles pour une vue. C’est pour cette raison
que cette carte est appele´e aussi la carte d’e´clipse. La ve´rification de consistance de´termine
si les disparite´s calcule´es de deux directions sont cohe´rentes. Si la diffe´rence exce`de un seuil
s = 1, nous traitons le pixel correspondant comme un pixel invisible. Nous avons prendre
le seuil s = 1 parce que les cartes de disparite´ de re´fe´rence sont dans la gamme [0, 255],
calcule´es pour les grandes images puis re´duites en taille. Or, nous calculons les disparite´s
pour les petites images qui sont r (r ∈ [3, 4]) fois plus petites que les grandes images et nous
calculons les cartes de disparite´ en nombre entier, nous avons besoin le seuil s = 1 pour
contrer la perte de pre´cision dans la conversion de donne´es.
Suppose Ig(x, y) est un pixel dans l’image de gauche. On fait la ve´rification de consistance
en prenant une valeur de disparite´ de la carte de disparite´ de gauche a` droite dgd(x, y), puis
on calcule x − dgd(x, y), si x − dgd(x, y) ≥ 0, c’est la position du pixel correspondant dans
l’image de droite et aussi dans la carte de disparite´ de droite a` gauche ddg(x − dgd(x, y), y)
selon la de´finition de disparite´. Si la diffe´rence absolue entre dgd(x, y) et ddg(x− dgd(x, y), y)
est moins du seuil s, le pixel Ig(x, y) est cohe´rent dans deux cartes de disparite´, sinon le pixel
Ig(x, y) est visible pour un seul appareil photo.
Les cartes des pixels visibles employe´es sont montre´es dans la Figure 4.3. Les cartes de
Cones et de Teddy sont fournies par Scharstein et al. (voir Scharstein et al., 2003). Les autres
cartes sont cre´e´es avec les cartes de disparite´ de re´fe´rence en mettant le seuil s = 1 (voir
Blasiak et al., 2005).
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Art Books Dolls
Laundry Moebius Reindeer
Cones Teddy
Figure 4.3 Cartes d’e´clipse employe´es (voir Blasiak et al., 2005; Scharstein et al., 2003)
La plupart de cartes de disparite´ obtenues dans ce me´moire sont applique´es avec ces cartes
d’e´clipse pour n’afficher que les disparite´s des pixels visibles. Le pixel noir ayant la valeur 0
est souvent le re´sultat d’application de la carte d’e´clipse.
4.2 Mise en correspondance par bloc
Nous voulons explorer le potentiel des images en haute de´finition dans ce me´moire et
nous voulons aussi traiter des vide´os, nous avons une demande de traitement de temps re´el
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ou presque, a` environs 60 fps (images par seconde). Nous avons choisi d’employer un GPGPU
pour acce´le´rer le traitement parce que c’est un moyen moins cher de traitement paralle`le. Un
traitement paralle`le avec OpenMP ou Open MPI demande normalement plusieurs cœurs de
traitement, couˆte plus cher et a moins de possibilite´s d’eˆtre re´alise´ dans un syste`me embarque´.
Nous de´finissons une feneˆtre de comparaison qui est normalement un carre´ ou un rectangle
horizontal proche d’un carre´ de sorte que le pixel concerne´ se trouve au centre du carre´ ou
du rectangle. Nous avons besoin de deux parame`tres rH, rV pour de´finir le nombre de pixels
a` ajouter horizontalement et verticalement autour de chaque pixel. La diffe´rence de valeur
du parame`tre horizontal rH et du parame`tre vertical rV doit eˆtre au maximum 1 pixel pour
garder la forme plus proche d’un carre´. Le but ici est de regrouper d’information autour
d’un pixel, donc nous avons demande´ la feneˆtre d’eˆtre la plus proche possible a` un carre´ afin
d’e´viter le plus possible de bruit. E´videmment, un cycle sera meilleur, mais un carre´ sera plus
facile a` traiter. La taille de feneˆtre est calcule´e ainsi : f = (rH + rV + 1). Dans le but de
simplifier nos e´tudes, nous n’employons que des carre´s. Donc, nous n’avons qu’un parame`tre
r. Il en va de meˆme dans l’e´quation 3.26.
Ensuite, nous appliquons cette feneˆtre a` l’image de gauche (imgG) et a` l’image de droite
(imgD). Prenons l’image de gauche comme image de re´fe´rence. Supposons que le pixel en ques-
tion est imgG(x, y), nous de´plac¸ons la feneˆtre a` partir de imgD(x, y), chaque fois d’un pixel a`
droite jusqu’a` une valeur maximale de de´placement d ou jusqu’a` la bordure de l’image imgD,
selon ce qui vient en premier. Soit une se´quence de pixels : imgD(x, y), imgD(x+ 1, y) . . .
La valeur maximale de de´placement d est une valeur pre´de´finie qui e´quivaut a` la disparite´
maximale prise en compte. Cette valeur maximale permet d’abandonner des valeurs hors du
champ conside´re´.
A` chaque de´placement, nous calculons la somme des diffe´rences quadratiques des pixels
correspondants dans cette feneˆtre de comparaison, soit∑
0≤i≤d
{imgG(x, y)− imgD(x+ i, y)}2.
La valeur de de´placement qui correspond a` la somme minimale sera la disparite´ du pixel
(x, y).
Nous avons imple´mente´ l’algorithme pre´sente´ dans le rapport de Stam en Open CL. Nous
n’avons pas employe´ la texture comme celle en CUDA C. Dans nos e´tudes, la taille de feneˆtre f
est Tf , c’est-a`-dire que la largeur et la hauteur de f sont toutes Tf dans nos e´tudes. Le nombre
horizontal de pixels de chaque coˆte´ d’un pixel est lf = plancher(Tf/2) ; le nombre vertical de
pixels sera hf = Tf − lf − 1. La fonction plancher(y) donne un nombre entier qui est le plus
e´leve´ parmi les nombres infe´rieurs a` y. Dans nos e´tudes, nous exigeons que Tf soit impair
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pour simplifier la question, alors la feneˆtre sera un carre´ de´fini par hf = lf = plancher(Tf/2).
4.3 Trois me´thodes d’imple´mentation de la mise en correspondance par bloc en
GPGPU
Nous avons re´alise´ trois me´thodes en GPGPU dans les essais d’acce´le´ration. La Me´thode 0
emploie la me´moire globale pour accumuler les couˆts. La Me´thode 1 est une re´alisation en
OpenCL d’une imple´mentation de la mise en correspondance par bloc en GPGPU d’OpenCV
mentionne´e dans la sous-section 3.8.2, qui emploie la me´moire partage´e pour calculer la valeur
minimale et l’indice correspondant parmi un nombre pre´de´fini de disparite´s potentielles. Pour
faciliter le traitement, cette Me´thode ignore les zones de bordure. La Me´thode 2 est base´e
sur la Me´thode 1, mais qui traite aussi les zones de bordure au lieu de les ignorer comme le
cas de la Me´thode 1 afin d’augmenter la pre´cision pour le cas de la ve´rification de consistance
et de rendre la carte de disparite´ plus comple`te. La ve´rification de consistance s’ope`re en
employant une carte de disparite´ calcule´e de gauche a` droite et une autre carte calcule´e de
droite a` gauche.
La Me´thode 0 est la base de notre re´alisation. Nous calculons la somme e des e´carts
quadratiques de chaque colonne d’une feneˆtre de comparaison f et nous les sauvegardons
dans la me´moire globale. Ensuite nous calculons une somme s des e´le´ments e d’un nombre de
colonnes de la feneˆtre de comparaison f . Cette somme s sera la somme des e´carts quadratiques
selon la feneˆtre de comparaison des deux images en question.
Cette se´paration de calcul en deux e´tapes peut contribuer a` diminuer le nombre de calculs
des e´carts quadratiques parce qu’une colonne des e´carts a e´te´ calcule´e puis partage´e entre les
feneˆtres concerne´es. Initialement, le nombre de calculs est : T 2f multiplications, plus (Tf −
1) × (Tf + 1) = 2 × T 2f − 1 additions (ou soustractions). Une fois re´alise´e la se´paration
en deux e´tapes, le nombre de calculs pour chaque feneˆtre sera : Tf multiplications, plus
Tf + 2 × (Tf − 1) = 3 × Tf − 2 additions (ou soustractions). Comme une multiplication
prend plus de temps qu’une addition, l’acce´le´ration est e´vidente. Voir la Figure 3.9 pour
cette me´thode dans la section 3.9.
Les produits d’e´cart quadratique se recouvrent horizontalement et verticalement parce
que les feneˆtres adjacentes se recouvrent elles-meˆmes de la meˆme fac¸on. E´cart quadratique
est la diffe´rence quadratique, qui prend souvent la forme : (Imgij − Imgkj)2. Pour illustrer
cette caracte´ristique, supposons que nous sommes dans la ligne l, et que nous avons de´ja`
calcule´ les sommes d’e´cart quadratique de la ligne pre´ce´dente l− 1. Alors, nous calculons les
sommes des colonnes des lignes suivantes en soustrayant les premiers e´le´ments l− hf − 1 des
sommes de la ligne pre´ce´dente, et en ajoutant les nouveaux e´le´ments l + hf de la ligne l. Si
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nous avons Tf multiplications plus 2×Tf−1 additions (ou soustractions) pour le calcul d’une
colonne, l’ajout et la soustraction seront 2 multiplications plus 4 additions (ou soustractions).
Nous avons illustre´ cette me´thode dans la Figure 3.10
Le proble`me de cette me´thode est la lenteur de l’acce`s a` la me´moire globale. Meˆme s’il
n’y a pas eu de conflit d’acce`s pour une meˆme adresse par diffe´rents processus, l’acce`s a` la
me´moire globale lui-meˆme et la synchronisation obligatoire avant l’addition des sommes de
colonne entraˆıne une de´te´rioration de performance.
En nous inspirant d’une imple´mentation de la mise en correspondance par bloc en GPGPU
d’OpenCV mentionne´e dans la sous-section 3.8.2, nous avons re´alise´ l’imple´mentation
« Me´thode 1 ». Cette me´thode utilise le principe d’acce´le´ration par partage de re´sultats
interme´diaires de la Me´thode 0. De plus, elle calcule un indice qui correspond a` la valeur
minimale du couˆt de correspondance parmi un nombre nd des disparite´s potentielles pour
chaque pixel a` l’aide de la me´moire partage´e. Au cours d’une e´tape de calcul, un nombre nd de
disparite´s potentielles sera calcule´ puis le couˆt minimal et la valeur d’indice correspondante
seront retenus pour continuer la comparaison. Cela signifie que la flexibilite´ sera compromise
parce que la disparite´ maximale doit eˆtre une multiplication du nombre nd. Afin de simplifier,
les pixels n’ayant pas assez de fiabilite´ de disparite´ seront invalide´s. Si maxDisparite´ de´signe la
disparite´ maximale, li et hi de´signent la largeur et la hauteur des pairs d’images en question ;
pour un calcul de disparite´ de gauche a` droite, on ne calcule que la zone en largeur et en
hauteur de´finie par [maxDisparite´ + lf , li− lf − 1] et [hf , hi− hf − 1]. Les crochets “[” et “]”
signifient que nous pouvons prendre le de´but et la fin de la porte´e, les chiffres sont pre´sente´s
selon la convention du langage C, soit le chiffre commence par 0 et se termine par la valeur
maximale moins 1.
En contrepartie, la disparite´ de droite a` gauche ne calculera que la zone en largeur et
en hauteur de´finie par [wf , li −maxDisparite´− lf − 1] et [hf , hi − hf − 1]. Bien suˆr, si nous
employons les cartes de disparite´ en pleine taille pour faire la ve´rification de consistance base´e
sur la disparite´ de gauche a` droite et de droite a` gauche, cette me´thode va produire plus de
valeurs invalides dans la zone [li−maxDisparite´− lf , li− lf − 1]. Cela peut nuire a` notre but
initial de cre´er une carte de disparite´ assez proche de la vraie carte.
Durant nos e´tudes, nous calculons les taux d’erreur dans la zone de´finie
[wf , li−maxDisparite´− lf −1] et [hf , hi−hf −1] comme ci-dessus pour ne pas eˆtre influence´s
par les ze´ros mis intentionnellement comme valeurs invalides. Donc, il faut garder en me´moire
cette strate´gie pour ne pas avoir une impression errone´e en voyant les chiffres.
Puisque la Me´thode 0 produit des disparite´s avec une certaine exactitude en zone conside´re´e
sans fiabilite´, nous avons combine´ les Me´thodes 0 et 1 pour produire une Me´thode 2 qui cal-
cule un indice comme valeur interme´diaire parmi un nombre nd des disparite´s potentielles
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pour chaque pixel a` l’aide de me´moire partage´e. Le couˆt minimal et la valeur de disparite´
correspondante seront retenus pour continuer la comparaison. Ce point est identique a` celui
de la Me´thode 1 sauf qu’avec la Me´thode 2 nous calculons non seulement la zone qui offre le
plus de fiabilite´, mais aussi d’autres zones pour cre´er une carte de disparite´ comple`te. Bien
suˆr, les disparite´s dans ces dernie`res zones n’ont pas assez de fiabilite´. La ve´rification de
consistance nous aidera a` les pre´ciser.
4.4 Imple´mentation de la mise en correspondance par bloc en CPU comme
re´fe´rence dans les comparaisons de performance
L’imple´mentation de programme de re´fe´rence pour la comparaison de performance est en
CPU. L’algorithme est tout a` fait proche de celui qu’on emploie dans GPGPU :
1. Rembourrons les images de gauche (imggauche) et de droite (imgdroite) pour faciliter le
traitement aux bordures d’image.
2. Pour chaque possible valeur de disparite´ d :
a. De´plac¸ons a` droite l’image droite rembourre´e le nombre de pas selon d pour obtenir
une image rembourre´e de´place´e imgde´place´e.
b. Calculons une matrice mdiff avec chaque e´le´ment comme le produit de la diffe´rence
entre les pixels de l’imggauche et ceux de l’imgde´place´e. L’e´le´ment de la matrice mdiff peut
eˆtre la somme des diffe´rences au carre´ (SDC) ou la somme des diffe´rences absolues
(SDA).
c. Accumulons des mdiff sur une feneˆtre pour avoir une matrice maccumule´. Nous calculons
le premier e´le´ment comme une somme des e´le´ments de mdiff sur une feneˆtre carre´e.
d. Ensuite, nous soustrayons la premie`re colonne de mdiff de gauche a` l’inte´rieur du bloc
et ajoutons une colonne de mdiff a` droite du bloc sur un e´le´ment de la matrice maccumule´
pour calculer un e´le´ment suivant de la matrice maccumule´ en direction horizontale.
e. Pour la ligne suivante, nous soustrayons la premie`re ligne de mdiff de haut a` l’inte´rieur
du bloc et ajoutons une ligne de mdiff au-dessous du bloc pour calculer un e´le´ment
suivant de la matrice maccumule´ en direction verticale.
f. Mettons a` jour la valeur minimale de maccumule´ et notons son indice.
3. Re´cupe´rons les indices finaux, qui sont les valeurs de disparite´.
L’imple´mentation en CPU avec un seul cœur est prise comme re´fe´rence ou` le calcul des
e´carts quadratiques est re´duit au minimum afin de mieux comparer l’effet d’acce´le´ration.
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4.5 Me´thode d’e´valuation dans nos e´tudes
Il faut noter que la carte de disparite´ de re´fe´rence employe´e a une gamme de valeur de [0,
255]. Nos tests se font en nombre entier dans environ un tiers de la gamme totale. Dans la
plupart de cas, nous avons fait les tests dans la gamme [0, 79] pour les images ayant la taille
1/3 fois de celle des plus grandes images, et la gamme [0, 63] pour les images ayant la taille
1/4 fois de celle des plus grandes images. Parce que nous avons besoin d’une gamme qui a
un nombre pouvant eˆtre divise´ par 8 compte tenu de particularite´s de nos Me´thodes 1 et 2
et de notre choix de chiffre nd = 8 comme nombre de possibilite´s dans un calcul explique´s
dans la sous-section 4.3.
Ensuite, nous avons re´duit les disparite´s de la carte de re´fe´rence Cre´fe´rence a` l’e´chelle de
1/r pour cre´er une carte de disparite´ Cre´fe´renceRe´duite afin de ramener les valeurs a` la gamme
[0, 79] ou [0, 63] que la carte obtenue Cpetite se situe.
Puisqu’une diffe´rence de 1 peut eˆtre souvent ne´glige´e, nous avons calcule´ le ratio de
pixels ayant la diffe´rence absolue plus que 1 dans la zone visible comme le taux d’erreur.
Soit le ratio des pixels visibles pour des disparite´s dont la diffe´rence absolue par rapport a`
ceux de la carte de re´fe´rence est supe´rieure a` 1. La zone visible est de´signe´e a` l’aide d’une
carte d’occlusion, qui est obtenue a` partir de la ve´rification de consistance sur les cartes de
disparite´ de re´fe´rence de deux directions gauche-droite / droite-gauche en mettant le seuil de
ve´rification de consistance a` 0.
Si C est une carte de disparite´ et Re´f est la carte de re´fe´rence alors le taux d’erreur est
l’e´quation suivante :
|{Cij : Cij est visible & |Cij − Re´fij| > 1}|
|{Cij : Cij est visible }| . (4.1)
Nous avons calcule´ le taux d’erreur dans la zone visible pour e´viter l’interfe´rence de pixels
invisibles qui sont visibles pour au maximum un appareil photo parmi deux appareils photo.
Par exemple, Scharstein et Szeliski a employe´ cette me´thode d’e´valuation. (voir Scharstein
et Szeliski, 2002, p. 11) Si dC(x, y) est la carte de disparite´ calcule´e, dR(x, y) est la carte de
disparite´ de re´fe´rence et δd est un seuil de tole´rance d’erreur de disparite´, N est le nombre
de pixels visibles, la de´finition de taux d’erreur est l’e´quation 4.2 (voir Scharstein et Szeliski,
2002, p. 11) :
B =
1
N
∑
(x,y)
(|dC(x, y)− dR(x, y)| > δd) (4.2)
Nous avons employe´ δd = 1 comme plusieurs d’autres e´tudes (voir Scharstein et Szeliski,
2002; Szeliski et Zabih, 1999; Zitnick et Kanade, 2000).
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Nous pouvons employer le comparatif d’e´galite´ forte : deux pixels de deux images ayant
exactement la meˆme valeur sont conside´re´s e´gaux, toutefois, deux cartes de disparite´ seront
souvent conside´re´es e´gales si la variation est assez limite´e. Par exemple, Hirschmu¨ller et
Scharstein ont e´value´ les cartes de disparite´ au moyen d’un taux d’erreur qui compte le ratio
du nombre de pixels visibles pour des disparite´s dont la diffe´rence absolue par rapport a` ceux
de la carte de re´fe´rence est supe´rieure a` 1 (voir Hirschmu¨ller et Scharstein, 2009, p. 5).
Nous pre´sentons la comparaison des me´thodes en employant le taux d’erreur dans ce
me´moire.
4.6 Temps d’exe´cution de la Me´thode 0–2 avec la ve´rification de consistance
Nous avons montre´ le temps d’exe´cution de la Me´thode 0–2 avec la ve´rification de consis-
tance dans le Tableau 4.2.
Tableau 4.2 Temps d’exe´cution avec la ve´rification de consistance
Disparite´ maximale Me´thode Taille de feneˆtre Temps d’exe´cution
les petites images
79
Me´thode 0
3 12,7 ms
5 13,4 ms
Me´thode 1
3 4,2 ms
5 4,2 ms
Me´thode 2
3 6,9 ms
5 7,0 ms
les grandes images
239
Me´thode 0
9 189,7 ms
15 221,4 ms
Me´thode 1
9 65,2 ms
15 88,2 ms
Me´thode 2
9 119,0 ms
15 149,1 ms
Nous pouvons faire le remplissage avec une strate´gie se´lective pour ne traiter que les
pixels correspondants de ceux invalides dans une petite carte de disparite´, cela peut e´viter
normalement 50% de calculs. Une e´tude plus profonde peut e´ventuellement encore re´duire le
temps d’exe´cution pour rendre le traitement de vide´os possible avec le principe de chercher
plus d’information a` partir des images en plus haute de´finition.
Nous avons compare´ le taux d’acce´le´ration des trois Me´thodes par rapport a` la me´thode
acce´le´re´e en CPU en faisant une seule passe de gauche a` droite de calcul de disparite´ dans la
Figure 4.4. La valeur maximale de disparite´ est 79.
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Méthode 0 : correspondance par bloc faite dans la mémoire globale
Méthode 1 : correspondance par bloc dans la mémoire partagée comme celle d’OpenCV
Méthode 2 : correspondance par bloc faite dans la mémoire partagée
Figure 4.4 Taux d’acce´le´ration avec une seule passe selon trois Me´thodes pour les images de
463× 370
Le GPGPU a plusieurs processeurs qui contribuent en meˆme temps au re´sultat final, ce qui
explique l’acce´le´ration. Si la taille de la feneˆtre est petite, l’effort de controˆle d’exe´cution et
de synchronisation des fils d’exe´cution ralentit l’acce´le´ration en comparaison avec l’exe´cution
sur CPU. Le GPGPU est d’une architecture SIMT, il va mieux de traiter des donne´es en
paralle`le au lieu d’avoir plus d’essais de condition pour de´terminer quelle branche a` prendre.
Dans ce dernier cas, un bloc de fil d’exe´cution va attendre un certain fil d’exe´cution meˆme si
les autres fils ne prennent pas d’action parce que ces exe´cutions ne satisfont pas la condition
d’essai. Le principe pour mieux employer un GPGPU est de laisser les noyaux travailler
autant que possible au lieu de les laisser attendre.
En moyenne, la Me´thode 1 est 2 fois plus rapide que la Me´thode 2, qui est elle-meˆme 2
fois plus rapide que la Me´thode 0 avec la taille d’images que nous avons employe´e. Bien que
la Me´thode 2 soit plus rapide que la Me´thode 0 et les deux produisent le meˆme re´sultat,
la Me´thode 2 exige que la disparite´ maximale soit un multiple de nd pour profiter de
l’acce´le´ration potentielle avec la me´moire partage´e, nous devons garder la Me´thode 0 pour
plus de souplesse quant a` la disparite´ maximale.
Nous avons e´galement compare´ les taux d’erreur des pixels visibles apre`s une seule passe
de calcul de disparite´ de gauche a` droite dans la Figure 4.5. Les images employe´es sont les
petites images de « Art » de Blasiak et al. (voir Blasiak et al., 2005).
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Méthode 2 : correspondance par bloc faite dans la mémoire partagée
Figure 4.5 Taux d’erreur des pixels visibles avec la Me´thode 2 sur les images de « Art »
La Me´thode 2 est normalement plus rapide. Bien qu’elle pre´sente des contraintes venant de
la me´moire partage´e et de la disparite´ maximale possible, normalement un peu de diffe´rence
de disparite´ maximale ne change presque pas la pre´cision. Nous avons employe´ cette Me´thode
dans la plupart de nos e´tudes. La Me´thode 2 doit prendre un multiple de nd = 8 (tel que de´fini
dans nos e´tudes) comme fourchette de la gamme maximale de disparite´, toutefois, parce que
la Me´thode 2 emploie la me´moire partage´e pour travailler, si la taille de la feneˆtre augmente
trop, cette Me´thode ne sera plus pratique. Dans ce cas, il faut soit limiter la valeur nd, soit
re´duire la taille de bloc des fils d’exe´cution pour tenir compte de ces limites. Un dispositif
de capacite´ de calcul 2.x de NVIDIA a 48 Ko de me´moire partage´e. La Me´thode 0 est plus
robuste a` cet e´gard parce qu’elle emploie la me´moire globale pour le calcul.
Nous pouvons observer qu’une augmentation de la taille de feneˆtre de la comparaison
peut augmenter la pre´cision jusqu’a` un certain point. Une fois de´passe´e une certaine taille de
feneˆtre, l’augmentation de la taille de la feneˆtre va de´te´riorer la pre´cision. De la Figure 4.5,
nous pouvons constater facilement que le taux d’erreur des pixels visible diminue avec l’aug-
mentation de la taille de la feneˆtre jusqu’a` 7, ensuite le taux d’erreur va augmenter. Ce point
de changement de tendance peut eˆtre conside´re´ comme la meilleure taille de feneˆtre pour
ce type et cette taille d’images. Par exemple, 7 semble eˆtre la taille maximale pour le cas
des images de « Art » de 463 × 370. La taille ide´ale pourrait eˆtre 5 si on conside`re tous les
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aspects.
En fait, une trop grande feneˆtre de´te´riore la bordure d’objet a` cause de la limite de la
me´thode de la mise en correspondance par bloc. Nous avons aborde´ cette question dans la
sous-section 3.5.2, en indiquant que la corre´lation ste´re´oscopique brouille la forme des objets
avec une tendance sous-jacente a` e´tendre horizontalement des objets (voir Hirschmu¨ller, 2003,
pp. 24, 26).
4.7 Me´thode na¨ıve de mise en correspondance par bloc
Dans la me´thode de mise en correspondance par bloc ame´liore´e, il y a beaucoup de
synchronisation de fils d’exe´cution. Pour diminuer ces synchronisations, nous avons pense´
faire le travail par une me´thode na¨ıve afin de mieux e´valuer l’impact puis e´ventuellement
ame´liorer la performance selon ces e´tudes.
Nous avons utilise´ la me´thode na¨ıve de ligne en ligne d’images ou de pixel en pixel pour
tester la me´thode de mise en correspondance. Nous calculons la correspondance directement
par les noyaux de GPGPU pour chaque pixel d’une ligne ou chaque pixel sans pre´ciser l’ordre.
Nous avons constate´ que le taux d’acce´le´ration diminue rapidement avec l’augmentation de
la taille de la feneˆtre de comparaison.
La me´thode na¨ıve de mise en correspondance selon ligne balaie chaque ligne d’image,
essaie de trouver le plus bas couˆt de correspondance. La comparaison se fait a` l’aide d’une
matrice dans la me´moire globale. Chaque fois que nous avons trouve´ un plus bas couˆt, nous
mettons a` jour le couˆt global et l’indice correspondant. La me´thode pour trouver l’indice
avec le plus bas couˆt a` l’aide d’une matrice globale est assez proche de celle employe´e dans
les trois Me´thodes pre´ce´dentes.
La me´thode na¨ıve de pixel en pixel essaie de trouver directement la disparite´ de chaque
pixel. Le calcul se fait selon pixel, donne directement le couˆt minimal et l’indice associe´.
Parce que le travail se fait dans la me´moire locale, a` l’exception de lecture des images a`
comparer, nous pouvons constater que le taux d’acce´le´ration est supe´rieur a` celui constate´
avec la me´thode na¨ıve selon ligne.
La Figure 4.6 pre´sente le re´sultat de comparaison de performance avec la Me´thode 2
donne´e dans la sous-section 4.3. La taille des images traite´es est 463× 370.
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Méthode 2 : mise en correspondance faite dans la mémoire partagée
méthode naïve de mise en correspondance de ligne en ligne
méthode naïve de mise en correspondance selon pixel
Figure 4.6 Taux d’acce´le´ration avec une seule exe´cution gauche-droite selon trois me´thodes
pour les images de 463× 370
Nous avons constate´ que le taux d’acce´le´ration pour de petites feneˆtres est bon, mais pas
pour de plus grandes feneˆtres. Ces deux me´thodes na¨ıves font plusieurs fois la lecture avec la
me´moire globale et calculent plusieurs fois l’e´cart quadratique. Ceci entraˆıne une mauvaise
performance de calcul global. Ne´anmoins, le fait qu’il y ait une acce´le´ration, meˆme si cela
concerne plutoˆt les petites feneˆtres, nous autorise a` constater que le GPGPU acce´le`re toujours
le traitement. En effet, meˆme si chaque noyau calcule le couˆt individuellement, il y a une
acce´le´ration conside´rable notamment pour une petite feneˆtre de comparaison. Il faut noter
que le GPGPU employe´ ici est un produit haut de gamme pour que les exe´cutions avec de
plus grandes feneˆtres soient possibles.
Dans un cas extreˆme, par exemple, pour le cas d’une feneˆtre de la taille 1, la me´thode na¨ıve
de mise en correspondance selon pixel met en correspondance chaque pixel individuellement
sans faire une addition des re´sultats interme´diaires des diffe´rences. La me´thode na¨ıve de mise
en correspondance selon pixel est alors la plus rapide. Ce qui est logique, car la me´canique
pour partager des valeurs interme´diaires a un couˆt. Dans le cas de la me´thode na¨ıve selon
ligne, la synchronisation de ligne en ligne verticalement a un couˆt supple´mentaire.
Pour en savoir plus, le Tableau 4.3 montre les comparaisons de temps d’exe´cution d’une
seule passe de gauche a` droite sur les petites images pour le calcul de disparite´. La taille des
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images traite´es est 463× 370.
Tableau 4.3 Comparaisons de temps d’exe´cution (ms) d’une seule passe
Taille de feneˆtre me´thode na¨ıve selon pixel me´thode na¨ıve selon ligne Me´thode 2
1 1,88 2,89 2,34
3 5,84 8,69 3,28
5 13,20 18,65 3,53
La diffe´rence des temps d’exe´cution entre la me´thode na¨ıve selon pixel et la Me´thode
2 pour la taille de feneˆtre de comparaison est grande pour certaines tailles de feneˆtre. La
Me´thode 2 met plus de temps dans la me´canique de gestion supple´mentaire de fils d’exe´cution
sans avoir l’effet re´el pour la feneˆtre de comparaison de taille 1.
4.8 Ame´lioration de la mise en correspondance par bloc avec des techniques
La carte de disparite´ cre´e´e avec la mise en correspondance par bloc a beaucoup de pixels
invalides apre`s la ve´rification de consistance. Pour ame´liorer la qualite´ de la carte, nous allons
e´tudier plusieurs techniques potentielles et montrer des me´thodes possibles, incluant :
– Filtre bilate´ral
– Filtre de soustraction de fond (BilSub)
– Remplissage de disparite´s des images en plus haute de´finition
– Enle`vement de taches
– Interpolation efficace
Dans la sous-section 3.3.1, nous avons de´ja` parle´ du filtre bilate´ral, nous allons l’employer
pour e´valuer l’effet. Dans la sous-section 3.3.2, nous avons aussi parle´ du filtre de soustrac-
tion de fond. Il faut noter que nous avons applique´ la Me´thode BilSub sur les images grises
avec l’intensite´ comme e´le´ment de calcul au lieu de CIELab sugge´re´ par Tomasi et Man-
duchi. (voir Tomasi et Manduchi, 1998) Ce choix est pour simplifier la comparaison. Nous
pouvons conside´rer CIELab dans la future.
Le remplissage consiste a` donner les valeurs calcule´es d’une autre me´thode aux pixels
invalides d’une carte de disparite´ apre`s la ve´rification de consistance. Le remplissage sans
spe´cification de de´tails de´signe la recherche a` partir d’une plus grande carte de disparite´
utilise´e comme la source de valeur.
Nous allons expliquer en de´tail ces options. Avant de parler du remplissage de disparite´s
cre´e´es avec images en plus haute de´finition, nous devons pre´ciser quelques questions sur la
possibilite´ et la pertinence.
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On peut acque´rir des images en plus haute de´finition, mais l’emploi de ces images a
besoin de beaucoup de ressources. Souvent, une carte de disparite´ de haute de´finition n’est
pas ne´cessaire, toutefois, une carte de disparite´ d’une taille raisonnable et assez pre´cise est
souhaitable. Les images de haute de´finition contiennent plus de de´tails. Il nous inte´resse
de savoir si nous pouvons profiter de ces informations plus de´taille´es et cre´er une carte de
disparite´ dans un de´lai raisonnable.
4.8.1 Possibilite´, me´thode et pertinence de remplissage de disparite´s cre´e´es avec
images en plus haute de´finition
Nous avons souvent besoin d’une carte de disparite´ d’une certaine taille, tandis que nous
disposons des images en haute de´finition. Est-ce possible de se servir d’information des images
en haute de´finition ? Comment en profiter ?
Nous allons montrer la me´thode d’ame´lioration d’une petite carte de disparite´ avec une
plus grande carte de disparite´. Nous allons e´galement montrer la possibilite´ d’employer les
images en plus haute de´finition pour ame´liorer la qualite´ de petite carte de disparite´.
Me´thode pour ame´liorer une petite carte de disparite´ avec une plus grande carte
de disparite´
La Figure 4.7 montre comment remplir une petite carte de disparite´ avec les valeurs d’une
plus grande carte de disparite´. Supposons que la plus grande carte de disparite´ soit r = 3 fois
plus grande que la petite carte de disparite´, nous pouvons calculer un certain produit (par
exemple, moyen, me´dian) de chaque zone correspondante a` l’inte´rieur de la grande carte puis
re´duire ce produit pour obtenir la valeur a` greffer a` la plus petite carte.
Figure 4.7 Remplissage avec de valeurs d’une plus grande carte de disparite´
La me´thode employe´e dans la plupart de nos e´tudes est de rechercher la me´diane dans une
zone carre´e qui a une taille e´quivalant au ratio entre la taille des plus grandes images et celle
des plus petites images. Dans nos tests, avec le ratio r = 3, nous cherchons la me´diane dans
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la feneˆtre carre´e r× r correspondant a` chaque point de la carte de disparite´. Une fois trouve´
ce me´dian, nous le divisons par r puis l’arrondissons pour le mettre dans la petite carte de
disparite´ recherche´e. Nous pouvons conside´rer le plancher de la division comme le re´sultat.
Toutefois, apre`s la ve´rification, nous trouvons que la me´thode d’arrondi de la division est
pre´fe´rable. Nous pouvons aussi calculer une plus grande carte de disparite´, puis la re´duire
a` l’e´chelle de 1/r pour cre´er une plus petite carte de disparite´. Au lieu du me´dian, nous
pouvons aussi faire le calcul de la moyenne.
Comparaison de pre´cision des me´thodes possibles
Le Tableau 4.4 analyse les diffe´rentes me´thodes simples de cre´ation de carte de disparite´
avec les images de « Art » de Middlebury pre´sente´es par Blasiak et al. (voir Blasiak et al.,
2005), les tailles des images sont 463×370 et 1390×1110. Les tailles de feneˆtre de comparaison
pour les petites images et les grandes images sont 3 et 9 respectivement en prenant compte du
ratio r entre les tailles des grandes images et des petites images. Bien que la pre´cision soit une
estimation dans nos e´tudes, nous pouvons quand meˆme constater que les images a` plus haute
de´finition ont plus de capacite´ de produire une carte plus pre´cise avec les me´thodes simples
de la mise en correspondance par bloc. Diffe´rentes me´thodes produisent un re´sultat un peu
diffe´rent, mais la tendance est claire. Les taux d’erreur sont des estimations. L’interpolation
MoyenPlusPropagationDuFond est une me´thode conservative d’interpolation pour remplir
de trous que nous allons introduire plus tard dans la sous-section 4.8.5
78
Tableau 4.4 Me´thodes utilisant la taille de feneˆtre 3 sur les petites images de « Art »
No
Me´thode
Taux d’erreur Taux
pour les pixels d’erreur
visibles globaux
1
Une seule exe´cution de gauche a` droite sur les
41,67% 54,94%
petites images
2
Une seule exe´cution de gauche a` droite sur les
41,01% 54,23%
petites images + interpolation
3
Re´duction a` l’e´chelle de 1/3 avec la me´diane des
34,60% 49,54%
pixels 3× 3 correspondants a` l’inte´rieur de la grande
carte apre`s la ve´rification de consistance ; les valeurs
invalides seront directement remplies par les pixels de
la petite carte
4
la ve´rification de consistance sur la petite carte
33,29% 48,52%
de disparite´ ; les valeurs invalides seront remplies par
le me´dian re´duit a` l’e´chelle de 1/3 des pixels 3× 3 de
la grande carte avec une seule passe + interpolation
5
Me´dian d’une zone de 3× 3 sur la petite carte de
32,78% 48,19%
disparite´ apre`s la ve´rification de consistance ;
les valeurs invalides seront remplies par le me´dian
re´duit a` l’e´chelle de 1/3 des pixels 3× 3 de la
grande carte avec une seule passe
6
Re´duction a` l’e´chelle de 1/3 avec la me´diane des
32,61% 47,80%
pixels 3× 3 correspondants a` l’inte´rieur de la grande
carte apre`s la ve´rification de consistance ; les pixels
invalides seront remplis par la me´diane de zone 3× 3
correspondante de la petite carte
7
Re´duction a` l’e´chelle de 1/3 avec la me´diane des
30,96% 46,78%
pixels 3× 3 correspondants a` l’inte´rieur de la grande
carte de disparite´ apre`s une seule exe´cution de gauche
a` droite sur les images en plus haute de´finition
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Les me´thodes avec la grande carte apre`s la ve´rification de consistance prennent plus
de temps. Il faut re´ajuster le temps requis et la pre´cision demande´e. C’est une question
d’application. Nous employons souvent la combinaison No 4 parce que c’est un compromis
entre la pre´cision et le temps d’exe´cution. Cette combinaison fait d’abord une ve´rification de
consistance sur les cartes de disparite´ en employant les petites images (les images standard),
les pixels invalides seront remplis avec les disparite´s re´duites a` l’e´chelle de 1/r des me´dians
d’une zone r × r avec les images en plus haute de´finition d’une taille de r fois plus grande
que les petites images (les images standard).
La combinaison No 3 fait d’abord une re´duction d’une carte de disparite´ apre`s la ve´rifica-
tion de consistance en employant les grandes images, les pixels invalides seront remplis par
les disparite´s d’une seule passe de gauche a` droite en employant les petites images. La com-
binaison No 1 est une simple exe´cution de la mise en correspondance par bloc de gauche a`
droite sur les petites images sans d’autres me´thodes. Cette me´thode est le point de de´part
de nos e´tudes, c’est un choix de compromis entre la qualite´ de carte de disparite´ et le temps
de traitement requis.
Nous avons calcule´ une grande carte de disparite´ avec tous les pixels des images en haute
de´finition au lieu de se´lectionner des pixels en question de la carte de disparite´ de taille
standard apre`s la ve´rification de consistance pour en chercher des valeurs de la grande carte
de disparite´. La raison tient au fait qu’il y a beaucoup de disparite´s invalides, selon nos e´tudes
sur les images de « Art » de Middlebury pre´sente´es par Blasiak et al. (voir Blasiak et al.,
2005), 37,01% sont visibles, mais invalide´es si nous faisons une ve´rification de consistance sur
les cartes de disparite´ obtenues avec une feneˆtre de taille 5. Si nous faisons un remplissage de
disparite´s en employant les images en plus haute de´finition avec une feneˆtre de taille 5r = 15
apre`s la ve´rification de consistance pour eˆtre conside´re´es comme valides, 29,10% de disparite´s
des pixels potentiels seront remplace´s, ou 10,77% de tous les pixels visibles de la carte de
disparite´. L’algorithme que nous avons employe´ est une accumulation et un re´ajustement a`
chaque e´tape, il sera plus couˆteux de faire une approche se´lective pour un tel pourcentage de
pixels invalides.
4.8.2 Remplissage avec de disparite´s cre´e´es avec images en plus haute de´finition
Pour une correspondance pas assez fiable, la ve´rification de consistance invalide beaucoup
de disparite´s, nous avons inte´reˆt a` rechercher les valeurs de la carte de disparite´ des images
en plus haute de´finition, parce que nous supposons que les images en plus haute de´finition
contiennent plus d’information. La taille de la feneˆtre de comparaison des images en plus
haute de´finition est r fois celle des petites images utilise´es dans nos e´tudes. Pour e´viter que
les valeurs recherche´es soient encore invalides dans la plus grande carte de disparite´, nous
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calculons dans un premier temps une seule exe´cution de gauche a` droite sans la ve´rification
de consistance sur la plus grande carte de disparite´.
Nous pouvons aussi faire une plus grande carte de disparite´ avec la ve´rification de consis-
tance pour ensuite proce´der au remplissage. Si la carte recherche´e a encore de points invalides,
nous tenterons de les combler avec des images en encore plus grande de´finition, ou avec une
diffe´rente taille de feneˆtre de comparaison, ou encore avec une autre me´thode de remplissage,
et meˆme avec l’interpolation.
4.8.3 Enle`vement de taches
Nous conside´rons que les petites zones isole´es ayant des disparite´s tre`s diffe´rentes du
voisinage sont des taches (speckles). L’option enle`vement de taches est une option qui cherche
a` e´liminer des valeurs qui ont beaucoup change´ dans une petite zone. Nous supposons que les
disparite´s changent avec une certaine continuite´. Une petite zone ayant trop de changement
peut eˆtre due au bruit, a` la mauvaise correspondance ou le point n’est pas visible pour un
appareil photo. De diffe´rentes imple´mentations ont re´alise´ ce type d’enle`vement de taches,
par exemple, OpenCV (voir Bradski et Kaehler, 2008, p. 443).
4.8.4 Interpolation Moyen
La me´thode Moyen est une option qui remplit des valeurs invalides par interpolation un
peu comme ce que fait le remplissage. Cependant, cette option essaie de calculer la moyenne
autour de chaque pixel lorsque la diffe´rence des valeurs de ces pixels est sous un certain seuil.
Ensuite, si le pixel a` droite du pixel conside´re´ est invalide, il est rempli avec cette moyenne.
Cette me´thode suppose que la disparite´ pre´sente une certaine continuite´.
L’option Moyen pre´sente certains proble`mes. Cette me´thode ne prend pas en compte les
particularite´s des images, par exemple, le fait que le changement d’intensite´ a` la bordure soit
normalement grand parce que seulement ces diffe´rences d’intensite´ rendent visibles les bor-
dures d’objet. Nous avons ame´liore´ l’option Moyen pour cre´er une autre option MoyenPlus-
PropagationDuFond qui prend en compte plus d’information, et devient donc plus pre´cise.
4.8.5 Interpolation MoyenPlusPropagationDuFond
La me´thode MoyenPlusPropagationDuFond cherche des valeurs sous certaines conditions
de´finies par les particularite´s des images. Les travaux de Birchfield et Tomasi (voir Birchfield
et Tomasi, 1998, p. 5) et de Hirschmu¨ller (voir Hirschmu¨ller, 2003, pp. 34–35) nous ont inspire´
pour proposer cette me´thode un peu conservative dans le sens que cette me´thode ne fait
l’interpolation que si certaine condition pre´de´finie est satisfaite.
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Il faut employer toutes les informations disponibles pour se rapprocher au plus pre`s de
la carte ide´ale. Si la diffe´rence d’intensite´ entre deux pixels sous un certain seuil varie un
peu, il faut prendre la moyenne de cette petite zone et la propager vers la droite dans une
exe´cution de gauche a` droite. Sinon, si la variation d’intensite´ est grande, nous supposons
que cette zone se trouve soit a` la bordure d’objet, soit qu’elle est invisible par un appareil
photo. Cette me´thode simple fait la distinction a` cette e´tape au lieu de celle de la ve´rification
de consistance pour e´viter la sauvegarde d’information supple´mentaire. Cette me´thode prend
simplement la moyenne d’une petite zone pour propager l’information en supposant que la
disparite´ a la tendance de garder sa valeur dans une petite zone. Nous pouvons aussi calculer
une fonction line´aire en supposant que la disparite´ change en continuite´ dans une direction,
par exemple, de gauche a` droite.
Il peut y avoir des zones sans valeur valide. Pour ame´liorer la situation, nous recherchons
la plus petite disparite´ autour du pixel e´tudie´ dans une zone d’une taille de´finie, ensuite nous
la remplissons avec la plus petite des disparite´s autour du pixel en supposant que ce sera la
valeur manquante. Souvent, les zones des bordures pre´sentent des proble`mes dus a` un grand
changement d’intensite´. Parce que les bordures se trouvent entre les objets, on suppose que le
fond de la sce`ne est manquant. Nous utilisons alors la valeur minimale du voisinage d’un pixel
pour combler la carte de disparite´ par simplicite´. Nous pouvons e´ventuellement segmenter les
images pour mieux interpoler la carte. La contrainte est e´vidente : il faut avoir au moins une
certaine densite´ de disparite´ valide pour que la supposition de manquement de fond tienne.
Le principe de cette me´thode est connu, mais la me´thode est nouvelle dans le sens que
cette me´thode simple et conservative ayant une bonne performance a e´te´ de´crite dans le cas
de pixel sans segmentation pour la premie`re fois a` ma connaissance.
Algorithme de la me´thode MoyenPlusPropagationDuFond
Nous proposons une approche de´taille´e de l’algorithme utilise´ pour la me´thode Moyen-
PlusPropagationDuFond en deux e´tapes.
D’abord, de´finissons un seuil de diffe´rence d’intensite´ des images e´tudie´es Simg et un seuil
de diffe´rence de disparite´ Sdisp. Dans nos e´tudes, nous avons Simg = 5 et Sdisp = 3.
Premie`re e´tape
Pour chaque ligne de la carte de disparite´ :
1. Nous prenons une valeur de disparite´ dik jusqu’a` ce que cette valeur soit valide, c’est-
a`-dire une valeur plus grande que 0, ou` i est l’indice de cette valeur dans la ligne. Si la
diffe´rence absolue entre une disparite´ v et chacun de ses voisins directs dans les quatre
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directions est moins d’un seuil de propagation de disparite´ Sv, nous additionnons ces
diffe´rences pour obtenir la moyenne vm.
2. Si i + 1 ≥ dik, nous calculons la diffe´rence absolue d’intensite´ di+1 entre imgGi+1 et
imgDi+1−dik . Les symboles imgG et imgD correspondent respectivement a` l’image de
gauche et a` l’image de droite.
3. Si di+1 < Simg, nous allons propager vm a` droite a` la condition que di+j(j > 0) soit 0.
Pour plus de clarte´, nous pouvons reprendre ce qui pre´ce`de comme suit :
Si dik est la premie`re disparite´ valide, nous cherchons les plus proches disparite´s valides
en haut dih, en bas dib, a` gauche dgk et a` droite ddk du dik. Si la diffe´rence absolue entre dik et
ses voisins est moins de Sdisp, nous calculons la moyenne de ces disparite´s avec l’e´quation 4.3.
dv =
dik +
∑
j∈{h,b} dij +
∑
j∈{g,d} djk
n
, si abs(dik − dij) < Sdisp ou`(j ∈ {h, b})
et si abs(dik − djk) < Sdisp ou`(j ∈ {g, d}),
n est le nombre de pixels qui satisfont
les conditions ci-dessus plus 1.
(4.3)
Pour chaque dlk invalide a` droite de dik jusqu’a` la prochaine disparite´ valide,
dlk = dv, si abs(imgGlk − imgDl−dik) < Simg, ou` l ≥ dik (4.4)
La premie`re e´tape de cette me´thode est inspire´e de la me´thode introduite par Birchfield
et Tomasi (voir Birchfield et Tomasi, 1998, p. 5).
Apre`s cette e´tape, il y a encore des zones vides. Nous passons a` l’e´tape suivante.
Deuxie`me e´tape
Nous de´finissons un seuil SHimg = plancher(Simg/2) et une valeur de disparite´ maximale
dmax.
Pour chaque ligne k de la carte de disparite´, si un pixel est invalide :
1. Pour chaque pixel invalide di de la carte de disparite´, nous cherchons parmi les disparite´s
valides et plus petites que dmax dans une feneˆtre centre´e sur le pixel di a` trouver la valeur
minimale dmin. La feneˆtre est de´finie respectivement par la gamme [i−SHimg, i+SHimg]
et la gamme [k − SHimg, k + SHimg] horizontalement et verticalement.
2. Propager dmin a` droite.
Pour encore plus de clarte´, nous pouvons aussi poursuivre comme suit :
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Pour chaque dlk invalide, nous calculons dv et la propageons a` droite :
dlk = dv;
dv = min(dij), i ∈ [i− SHimg, i+ SHimg], j ∈ [k − SHimg, k + SHimg],
dij est valide.
(4.5)
La deuxie`me e´tape de cette me´thode est inspire´e par la me´thode introduite dans la sous-
section 3.14.2, sauf que nous n’avons pas fait la segmentation. (voir Hirschmu¨ller, 2003,
pp. 34–35)
La Figure 4.8 illustre dans une certaine mesure l’interpolation MoyenPlusPropagation-
DuFond.
Figure 4.8 Interpolation MoyenPlusPropagationDuFond
4.9 Effets des techniques
Nous avons fait des expe´riences pour e´valuer les techniques potentielles que nous avons in-
troduites. Les expe´riences suivantes ont pour but de montrer l’efficacite´ de chaque technique.
Certaines sont pour but d’avoir une ide´e claire de nos expe´riences. La plupart des techniques
ici ne sont pas nouvelles. Nous avons de´ja` mentionne´ la BilSub dans sous-section 3.3.2 de la
revue de litte´rature.
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4.9.1 Effet de l’enle`vement de taches
Des petites re´gions variant beaucoup du voisinage sont souvent conside´re´es comme des
taches, dues a` la difficulte´ de correspondance, aux bruits, au manque de texture ou a` la
re´flexion. Nous allons e´tudier l’effet de l’enle`vement de taches. La Figure 4.9 compare l’effet
de l’enle`vement de taches. Les images traite´es sont les petites images de taille 450 × 375 de
« Teddy » de Middlebury pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005). Les cartes
de disparite´ sont obtenues avec une ve´rification de consistance sur les petites images puis un
enle`vement de taches ou sans enle`vement de taches. Pour combler les pixels invalides laisse´s
par la ve´rification de consistance ou l’enle`vement de taches, nous proce´dons une interpolation
MoyenPlusPropagationDuFond introduite dans la sous-section 4.8.5. Nous avons enleve´ les
pixels invisibles en les mettant la valeur 0.
sans l’enle`vement de taches, taille : 5, avec l’enle`vement de taches, taille : 5,
taux d’erreur des pixels visibles : 20,92% taux d’erreur des pixels visibles : 19,44%
Figure 4.9 Comparaison des cartes obtenues selon me´thode avec les images de « Teddy »
Nous pouvons voir que la technique enle`vement de tache peut bel et bien lisser la carte,
sauf que l’on doit porter une attention particulie`re quant aux parame`tres et la me´thode
employe´e pour ne pas enlever des pixels importants pour l’interpolation. E´videmment, on
peut conside´rer une bonne combinaison de l’enle`vement de taches et de l’interpolation pour
arriver a` un re´sultat satisfaisant.
Pourtant, les chiffres de taux d’erreur des pixels visibles dans la Figure 4.10 montrent
que pour les images de « Teddy », la diffe´rence entre avec ou sans l’enle`vement de taches est
limite´e. Une autre raison est que notre me´thode est tre`s e´le´mentaire.
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Figure 4.10 Taux d’erreur des pixels visibles en fonction de l’enle`vement de taches sous la
Me´thode 2 et l’interpolation sur les images de « Teddy »
Pour confirmer notre conclusion, la Figure 4.11 montre les cartes de disparite´ traite´es
avec ou sans l’enle`vement de taches avec les petites images de taille 463× 375 de « Art » de
Middlebury pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005). Nous pouvons voir que
la diffe´rence est minimale, pourtant visible, surtout aux re´gions de petites variations.
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sans l’enle`vement de taches, taille : 5, avec l’enle`vement de taches, taille : 5,
taux d’erreur des pixels visibles : 32,17% taux d’erreur des pixels visibles : 30,94%
Figure 4.11 Comparaison des cartes obtenues selon me´thode avec les images de « Art »
La Figure 4.12 montre la comparaison en employant la Me´thode 2 avec ou sans l’enle`vement
de taches, montre que l’enle`vement de taches peut diminuer un peu le taux d’erreur avec le
remplissage de disparite´s des plus grandes images. Les e´tudes se font avec le groupe de pa-
rame`tres tels que de´finis pre´ce´demment et avec la simple mise en correspondance par bloc
sans le remplissage de disparite´s des images en plus haute de´finition. Dans les tests, la dispa-
rite´ maximale est 80, le seuil de ve´rification est 0, et avec ou sans remplissage de disparite´s
d’une seule passe sur les images en plus haute de´finition. Nous pouvons voir que l’enle`vement
de taches peut aider a` diminuer le taux d’erreur en employant une bonne combinaison de
parame`tres et de remplissage.
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Figure 4.12 Taux d’erreur des pixels visibles en fonction de l’enle`vement de taches sur les
images de « Art »
Si l’enle`vement de taches est combine´ avec le remplissage de disparite´s des images en plus
haute de´finition comme dans la Figure 4.12, le re´sultat sera meilleur. La Figure 4.12 montre
aussi que l’enle`vement de taches, lorsque nous employons le groupe de parame`tres tels que
de´finis pre´ce´demment pour le remplissage de disparite´s en employant les images en plus haute
de´finition, peut augmenter la pre´cision.
Nous devons donc employer l’enle`vement de taches avec prudence, en mesurant le re´sultat
obtenu. Dans nos e´tudes, les re´sultats de la technique d’enle`vement de taches sont limite´s a`
nos e´chantillons. Cependant, nos estimations peuvent constituer un bon indice.
4.9.2 Effet de la Me´thode BilSub
Dans la sous-section 3.3.2, nous avons parle´ de la Me´thode BilSub. Cette Me´thode per-
met d’e´liminer le fond avec l’e´quation 3.13. Nous avons calcule´ le taux d’erreur avec la
technique enle`vement de tache et la technique remplissage de disparite´ des images en plus
haute de´finition. Le re´sultat montre une diffe´rence constante. La soustraction de BilSub s’ap-
plique sur les grandes images avec un certain groupe de parame`tres. Les parame`tres doivent
varier selon la taille de l’image ou le type d’image, nous avons applique´ le meˆme groupe de
parame`tres pour simplifier les e´tudes. Les images employe´es sont les images de « Art » et
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de « Laundry » de taille de 463 × 370 et de taille 1390 × 1110 de Middlebury pre´sente´es
par Blasiak et al.. (voir Blasiak et al., 2005) Le re´sultat avec ce certain groupe de parame`tres
est montre´ dans la Figure 4.13. Nous pouvons voir que la Me´thode BilSub peut ame´liorer la
pre´cision, mais de fac¸on limite´e.
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Figure 4.13 Taux d’erreur des pixels visibles selon BilSub avec le remplissage, l’enle`vement
de taches et la Me´thode 2
La Figure 4.14 montre les cartes de disparite´ obtenue des images de « Art » de Middlebury
en employant la technique d’enle`vement de taches, la technique remplissage de disparite´ des
images en plus haute de´finition et avec ou sans la Me´thode BilSub. Les images de « Art »
de Middlebury sont pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005). La taille de la
feneˆtre de comparaison employe´e est 5. La carte de disparite´ a e´te´ augmente´e a` l’e´chelle de
3 afin de l’afficher clairement.
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sans BilSub, taille : 5, avec BilSub, taille : 5,
taux d’erreur des pixels visibles : 29,61% taux d’erreur des pixels visibles : 22,78%
Figure 4.14 Carte obtenue avec enle`vement de taches et la Me´thode 2, sans ou avec BilSub
pour les images de « Art »
Nous pouvons constater la BilSub peut lisser certaines zones de beaucoup de variations.
Mais l’ame´lioration n’est pas tre`s visible. Pour connaˆıtre plus l’effet, nous avons teste´ la
BilSub avec les images de Laundry de Middlebury pre´sente´es par Blasiak et al. (voir Blasiak
et al., 2005).
La Figure 4.15 montre les cartes de disparite´ obtenue des images de Laundry en employant
la technique d’enle`vement de taches, la technique remplissage de disparite´ des images en plus
haute de´finition et avec ou sans la Me´thode BilSub. La taille de la feneˆtre de comparaison
employe´e est 5. La carte de disparite´ a e´te´ augmente´e a` l’e´chelle de 3 afin de l’afficher
clairement.
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sans BilSub, taille : 5, avec BilSub, taille : 5,
taux d’erreur des pixels visibles : 41,45% taux d’erreur des pixels visibles : 37,16%
Figure 4.15 Carte obtenue avec enle`vement de taches et la Me´thode 2, sans ou avec BilSub
pour les images de Laundry
Nous pouvons constater que dans certaines zones de haut contraste, la BilSub peut aider
a` faire la mise en correspondance. En meˆme temps, elle a aussi introduit des bruits.
Le filtre bilate´ral a un couˆt. Le temps varie selon les parame`tres et les images traite´es.
Dans nos e´tudes, pour deux images de « Art » de taille 1390 × 1110 sur Intelr CoreTM i7-
2600K @ 3,40 GHz sous Windows 7 Professional sous un certain groupe de parame`tres, le
temps d’exe´cution est 1,65 s en moyenne. Si nous appliquons le filtre avec un autre groupe de
parame`tres presque sans changer les taux d’erreur, le temps d’exe´cution est 0,57 s en moyenne.
Bien suˆr cette partie peut eˆtre imple´mente´e sur GPGPU afin d’acce´le´rer le traitement si
ne´cessaire. La soustraction de BilSub peut seulement s’appliquer sur les images en plus haute
de´finition parce que normalement les images en plus haute de´finition ont plus de de´tails et
par conse´quent, plus de variation locale.
La Figure 4.16 e´tudie l’effet d’enle`vement de taches avec la technique BilSub et la tech-
nique remplissage de disparite´ des images en plus haute de´finition. Nous pouvons voir que
dans ce cas, l’effet d’enle`vement de taches est toujours positif comme confirme´ dans la sous-
section 4.9.1.
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Figure 4.16 Taux d’erreur des pixels visibles selon enle`vement de taches avec BilSub, le
remplissage et la Me´thode 2
4.9.3 Effet du remplissage
La Figure 4.17 montre les taux d’erreur des pixels visibles calcule´s avec la technique
enle`vement de tache, et avec la technique remplissage de disparite´ des images en plus haute
de´finition, ou sans la technique remplissage, avec l’interpolation affiche une diffe´rence constante,
ou encore une seule passe de gauche a` droite sans le remplissage ni l’interpolation. Le rem-
plissage ou l’interpolation sont pour but de remplir des pixels invalides apre`s la ve´rification
de consistance. La technique remplissage peut ame´liorer la performance, mais seulement dans
une certaine mesure.
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Figure 4.17 Taux d’erreur des pixels visibles en fonction du remplissage ou de l’interpolation
avec la Me´thode 2
Les images traite´es sont les petites et les grandes images de « Art » de Middlebury
pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005), les tailles sont 463×370 et 1390×1110.
Nous avons besoin de deux types de taille d’image pour mieux faire le remplissage.
Si nous doutons du re´sultat pour d’autres types d’images, nous avons essaye´ plus d’images
de Middlebury de 2005 pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005) et les images de
Middlebury de 2003 pre´sente´es par Scharstein et al. (voir Scharstein et al., 2003). Les images
de 2005 employe´es incluent les plus grandes et les plus petites de « Art », de « Books »,
de « Dolls », de « Laundry », de « Moebius » et de « Reindeer ». Pour ce qui est des
images de 2003, elles incluent les images les plus grandes et les plus petites de « Cones »
et de « Teddy ». La disparite´ maximale des petites images de 2005 est 79, celle des petites
images de 2003 est 63. La disparite´ maximale pour les grandes images de 2005 et de 2003 est
239 et 255 respectivement. Les ratios de taille entre les grandes images et les petites images
de 2005 et de 2003 sont 3 et 4 respectivement. La Figure 4.18 montre que la moyenne des
taux d’erreur des pixels visibles calcule´s avec la technique enle`vement de tache, et avec la
technique remplissage de disparite´ des images en plus haute de´finition, ou sans la technique
remplissage, avec l’interpolation affiche une diffe´rence constante, ou encore une seule passe
de gauche a` droite sans le remplissage ni l’interpolation.
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Figure 4.18 Moyennes des taux d’erreur des pixels visibles en fonction du remplissage ou de
l’interpolation avec la Me´thode 2 pour 8 paires d’images
Le re´sultat avec le remplissage applique´ aux images en plus haute de´finition est meilleur
que celui produit sans le remplissage. Parce qu’une image en plus haute de´finition contient
plus de de´tail, nous pouvons espe´rer voir une ame´lioration.
Dans nos e´tudes, nous avons employe´ 0 comme seuil de ve´rification de consistance. Le
remplissage diminue le taux d’erreur. La taille de la feneˆtre de comparaison par convention
est proportionnelle a` celle des images plus petites selon le ratio r. Nous pensons que la carte
de disparite´ cre´e´e avec les images en plus haute de´finition peut eˆtre plus proche de la re´alite´.
La Figure 4.18 de la sous-section 4.9.3 confirme cette hypothe`se.
4.9.4 Effet de l’interpolation MoyenPlusPropagationDuFond
Nous avons pre´sente´ dans la Figure 4.19 la comparaison entre l’interpolation, le remplis-
sage et diverses combinaisons. Le remplissage correspond au remplissage de disparite´s des
images en plus haute de´finition. L’interpolation fait re´fe´rence a` la Me´thode MoyenPlusPro-
pagationDuFond qui prend en compte des particularite´s des images. Pour ce qui est de la
ve´rification, il s’agit de la ve´rification de consistance. Concre`tement, Le cas No 1 passe la
ve´rification de consistance sur les grandes et les petites cartes de disparite´, puis fait le rem-
plissage et l’interpolation. Le cas No 2 fait la ve´rification de consistance sur les petites cartes
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de disparite´, puis fait le remplissage de disparite´s obtenues apre`s une seule passe de gauche
a` droite sur les grandes images. Le cas No 3 fait la ve´rification de consistance sur les petites
cartes de disparite´ puis passe l’interpolation MoyenPlusPropagationDuFond. Finalement, le
cas No 4 emploie les grandes images pour cre´er une carte de disparite´, puis on la re´duit a`
l’e´chelle de 1/r, ensuite passe l’interpolation MoyenPlusPropagationDuFond pour avoir une
carte de disparite´.
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Figure 4.19 Comparaisons des taux d’erreur avec des combinaisons de techniques avec les
images de « Art »
Nous allons montrer le re´sultat pour plus d’images dans la Figure 4.23 plus loin.
Une bonne interpolation peut tre`s bien comple´ter les autres techniques que nous avons
mentionne´es plus haut. Nous pouvons voir qu’une fois l’interpolation active´e, nous avons
une meilleure pre´cision. Une bonne combinaison des techniques peut encore augmenter la
pre´cision.
La Figure 4.20 compare une carte de disparite´ apre`s la ve´rification de consistance et une
carte apre`s remplissage et interpolation avec MoyenPlusPropagationDuFond. La taille de la
feneˆtre utilise´e est 5. Ce remplissage consiste a` remplir la petite carte de disparite´ avec une
grande carte de disparite´ apre`s la ve´rification de consistance ou une seule passe de gauche a`
droite sans ve´rification de consistance.
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No 1 : ve´rification sur les petites et grandes No 2 : ve´rification de consistance avec
images + remplissage + interpolation les petites images + remplissage
avec une passe de HD
No 3 : ve´rification de consistance avec No 4 : ve´rification avec les grandes images,
les petites images + interpolation re´duire la carte et interpolation
Figure 4.20 Comparaisons des cartes obtenues selon les combinaisons avec les images de
« Art »
Dans la Figure 4.19 et la Figure 4.20, lorsque nous e´crivons « avec les petites et grandes
images », nous voulons dire que les actions ont e´te´ exe´cute´es sur les grandes et les petites
images.
Nous pouvons constater que pour les images de « Art », une interpolation combine´e avec
les grandes images du cas No 1 peut le´ge`rement surpasser les cas No 2, No 3 et No 4 quant a`
la performance.
La qualite´ de carte de disparite´ de´pend de type d’image, par exemple, la Figure 4.21
montre que pour les images de « Laundry », les cas No 1 et No 2 produisent le taux d’erreur
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similaire. Les cas No 3 et No 4 ont presque le meˆme taux d’erreur. La Figure 4.22 montre
que pour les images de « Dolls », la tendance du cas No 4 est similaire a` celle des images de
« Art ».
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Figure 4.21 Comparaisons des taux d’erreur avec des combinaisons de techniques avec les
images de « Laundry »
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Figure 4.22 Comparaisons des taux d’erreur avec des combinaisons de techniques avec les
images de « Dolls »
Nous avons essaye´ plus d’images de Middlebury de 2005 pre´sente´es par Blasiak et al. (voir
Blasiak et al., 2005) et les images de Middlebury de 2003 pre´sente´es par Scharstein et al. (voir
Scharstein et al., 2003). Les images de 2005 employe´es incluent les plus grandes et les plus
petites de « Art », de « Books », de « Dolls », de « Laundry », de « Moebius » et de
« Reindeer ». Pour ce qui est des images de 2003, elles incluent les images les plus grandes
et les plus petites de « Cones » et de « Teddy ». La disparite´ maximale des petites images
de 2005 est 79, celle des petites images de 2003 est 63. Les disparite´s maximales pour les
grandes images de 2005 et de 2003 sont 239 et 255 respectivement. Les ratios de taille entre
les grandes images et les petites images de 2005 et de 2003 sont 3 et 4 respectivement. La
Figure 4.23 montre que la moyenne des taux d’erreur des pixels visibles calcule´s avec les cas
No 1, No 2, No 3 et No 4 de´finis plus toˆt.
98
 0.2
 0.25
 0.3
 0.35
 0.4
 3  4  5  6  7  8  9
M
oy
en
ne
 d
es
 ta
ux
 d
’e
rre
ur
 d
es
 p
ixe
ls 
vis
ib
le
s 
av
ec
 d
iff
ér
en
te
s 
m
ét
ho
de
s
Largeur de fenêtre carrée
1 : vérification sur les petites et grandes images + remplissage + interpolation
2 : vérification avec les petites images+remplissage avec une passe des grandes images
3 : vérification avec les petites images + interpolation
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Figure 4.23 Comparaisons des moyennes des taux d’erreur des pixels visibles avec des com-
binaisons de techniques pour 8 paires d’images
Cette me´thode d’interpolation est rapide. La partie de temps de l’interpolation Moyen-
PlusPropagationDuFond pour la cre´ation de la carte du cas No 1 dans la Figure 4.20 prend
2,3 ms sur un processeur Intelr CoreTM i7-2600K @ 3,40 GHz sous Windows 7 Professional.
Nous n’avons pas fait l’imple´mentation en GPGPU.
Nous pouvons e´galement remarquer que le remplissage de disparite´s des images en plus
haute de´finition apre`s la ve´rification de consistance a le meilleur re´sultat. Pour raison de
performance, nous employons le remplissage de disparite´s des images en plus haute de´finition
d’une seule passe dans la plupart de cas.
4.10 Autres aspects conside´re´s
4.10.1 Me´thodes de diffe´rence quadratique et de diffe´rence absolue
Nous calculons la valeur minimale de couˆt pour trouver la disparite´. Le calcul de couˆt
peut eˆtre fait par la diffe´rence quadratique ou par la diffe´rence absolue. La me´thode avec la
diffe´rence quadratique est plus pre´cise que la me´thode avec la diffe´rence absolue. Nous avons
employe´ la diffe´rence quadratique puisque nous pouvons profiter de la capacite´ de calcul du
GPGPU. La Figure 4.24 montre des comparaisons entre les taux d’erreur calcule´s par la
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somme des diffe´rences au carre´ (SDC) ou la somme des diffe´rences absolues (SDA).
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Figure 4.24 Comparaisons des taux d’erreur des pixels visibles avec la Me´thode 2 et le rem-
plissage pour 8 paires d’images
Toutefois, Hirschmu¨ller et Scharstein ont indique´ que les de´savantages de diffe´rence ab-
solue peuvent facilement eˆtre compense´s par la ve´rification de consistance et le remplissage
ou de fortes contraintes de lissage (voir Hirschmu¨ller et Scharstein, 2009, p. 6).
4.10.2 Me´thodes de calcul de disparite´ de droite a` gauche
Pour faire une ve´rification de consistance, on a besoin d’une passe de gauche a` droite
et d’une autre passe de droite a` gauche. Quand on calcule la disparite´ de droite a` gauche,
on peut retourner les images ou simplement prendre les images telles quelles, puis e´changer
l’image de re´fe´rence. Ces deux me´thodes peuvent produire le meˆme re´sultat. La me´thode qui
consiste a` retourner les images est plus facile a` utiliser parce qu’on peut employer le meˆme
programme. Nous voulons moins d’e´change entre la me´moire globale et l’hoˆte, nous avons
choisi la me´thode de prendre les images telles quelles avec un seul transfert d’images de l’hoˆte
vers la me´moire globale.
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4.10.3 Discussion sur le remplissage
Nous voulons savoir quelle est la meilleure option entre le remplissage de disparite´s des
images en haute de´finition et celui de disparite´s des meˆmes images sous diffe´rentes conditions.
Dans la Figure 4.25, nous avons compare´ les taux d’erreur des pixels visibles de la carte
de disparite´ selon que nous la remplissions avec une carte de disparite´ cre´e´e avec de petites
images ou que nous la remplissions avec une carte de disparite´ cre´e´e avec des images en plus
haute de´finition. Pour cela, nous utilisons une taille de feneˆtre Tf de 2 de plus pour les meˆmes
images et 3 fois plus grande pour les grandes images. Nous pouvons voir que le remplissage
avec les images en plus haute de´finition peut ame´liorer la pre´cision. Dans nos e´tudes, si la
taille de feneˆtre pour les images en plus haute de´finition est augmente´e, le taux d’erreur
diminue, mais cette tendance a sa limite. Une trop grande taille de feneˆtre va augmenter le
taux d’erreur, et une grande taille de feneˆtre entraˆıne une plus longue dure´e d’exe´cution. Il
ne faut donc pas trop l’augmenter.
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Figure 4.25 Taux d’erreur des pixels visibles de remplissage avec des images de diffe´rentes
de´finitions de « Art »
Pour les images de haute de´finition, il se peut que certains de´tails de´te´riorent la perfor-
mance. Dans ce dernier cas, nous pouvons employer un filtre bilate´ral pour neutraliser les
petits changements.
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4.10.4 Images en couleur et images grises
Hirschmu¨ller et Scharstein ont indique´ que l’emploi des couleurs des images n’ame´liore
presque pas la pre´cision. Le couˆt base´ sur l’intensite´ de contraste des images grises est plus
constant que celui avec les images en couleur, car celles-ci pre´sentent des variations de couleur
cause´es par le pre´traitement des appareils photo (voir Hirschmu¨ller et Scharstein, 2009, p. 14).
Pour confirmer et aussi pour e´valuer la diffe´rence entre deux modes d’images, nous avons
fait quelques tests pour e´tudier l’impact de la diffe´rence entre les images en couleur format
RVB et les images grises. Les images traite´es sont les petites images de « Art » de Middlebury
pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005) et les petites images de Teddy de
Middlebury de 2003 pre´sente´es par Scharstein et al. (voir Scharstein et al., 2003), les tailles
sont 463× 370 et 450× 375 respectivement.
Dans la Figure 4.26, nous avons compare´ les taux d’erreur des pixels visibles apre`s la
ve´rification de consistance plus l’interpolation MoyenPlusPropagationDuFond des images
grises par rapport aux images en couleur. Nous pouvons voir que les images en couleur
traite´es selon trois couches RVB auront une meilleure pre´cision sur les images de « Art ».
Par contre, nous avons aussi observe´ qu’une de´te´rioration de pre´cision (ou une augmentation
de taux d’erreur) sur certaines images en couleur, par exemple, les images de Teddy. La
de´te´rioration peut eˆtre due aux particularite´s des images.
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Figure 4.26 Taux d’erreur des pixels visibles en deux modes en fonction de la taille de la
feneˆtre avec les images de « Art »
Nous pouvons aussi observer que le taux d’erreur diminue jusqu’a` un certain seuil. Une
fois passe´ ce seuil, l’augmentation de taille de la feneˆtre n’ame´liore pas la pre´cision. Cela
paraˆıt e´vident parce qu’une trop grande feneˆtre regroupe plus de bruit dans une comparaison
de correspondance.
Le traitement en trois couches RVB a un couˆt. Dans la Figure 4.27, nous avons montre´ le
changement de taux d’acce´le´ration selon la taille de la feneˆtre en deux modes sources sur les
petites images de « Art ». Nous pouvons constater que les images en couleur RVB peuvent
ralentir le traitement d’a`-peu-pre`s de moitie´. Le couˆt est e´leve´, mais nous pouvons aussi
constater qu’avec GPGPU, le traitement en trois couches RVB a quand meˆme eu une bonne
acce´le´ration. Il faut noter que le calcul des e´carts quadratiques de l’imple´mentation en CPU
est re´duit au minimum afin de mieux rendre compte de l’effet d’acce´le´ration. Il faut noter
que la comparaison de taux d’acce´le´ration se fait des images grises GPGPU contre CPU et
des images en couleur GPGPU contre CPU, donc il n’y a pas de ratio valide entre les deux
courbes.
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Figure 4.27 Taux d’acce´le´ration en deux modes (en RVB ou en nuances de gris) en fonction
de la taille de la feneˆtre sur les images de 463× 370
Bien que souvent le mode en couleur soit meilleur en terme de pre´cision, pour une meilleure
performance, nous employons dans la plupart des cas les images grises.
4.10.5 Discussion sur le format interne d’image
Quand nous avons converti les images RVB en images grises, nous avons eu deux choix : les
convertir en format “unsigned char” ou en format “float”. Le format “float” occupe 4 octets
pour chaque e´le´ment. Le format “float” est plus pre´cis, mais demande plus de me´moire.
Le format “float” en GPGPU peut demande un petit peu plus de temps par rapport au
format “unsigned char”, tandis que la diffe´rence du temps d’exe´cution sur CPU peut varier
au moins deux fois plus entre le format “float” et le format “unsigned char”. Nos e´tudes
nous permettent de constater que le format “float” n’apporte ni d’augmentation e´vidente de
pre´cision de carte de disparite´, ni d’ame´lioration par rapport au couˆt tant sur la me´moire
que sur le temps d’exe´cution.
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4.10.6 Comparaisons de performance de la Me´thode 1 avec une imple´mentation
d’OpenCV
Nous allons comparer la performance de la Me´thode 1 et l’imple´mentation de la mise en
correspondance par bloc en GPGPU d’OpenCV. Les images traite´es sont les petites images
de « Art » de Middlebury pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005), la taille
est 463× 370.
La disparite´ maximale est 63 dans ces e´tudes, ce qui la situe dans une gamme de [0, 63].
Pour une feneˆtre de comparaison de taille 19, le temps d’OpenCV est en moyenne a` peu pre`s
e´gale a` la moitie´ du temps avec la Me´thode 1 de notre imple´mentation. Nous supposons que
cela est duˆ a` la diffe´rence des de´tails d’imple´mentation, au fait que notre imple´mentation se
base sur OpenCL et que celle d’OpenCV se base sur CUDA C. Une plus grande fre´quence
d’acce`s a` la me´moire globale combine´e avec le nombre de fils d’exe´cution peut souvent expli-
quer l’augmentation de temps d’exe´cution. Quant a` la diffe´rence de plateforme, OpenCL est
normalement un petit peu plus lent que CUDA C parce qu’il y a un peu plus de couches de
traduction.
Tableau 4.5 Comparaisons des performances avec OpenCV
Taille de feneˆtre Programme concerne´ Temps (ms)
3
OpenCV 1,3
Me´thode 1 2,0
19
OpenCV 1,7
Me´thode 1 4,4
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CHAPITRE 5
AME´LIORATION DE LA QUALITE´
Nous allons continuer a` essayer sur plus d’images, avec d’autres me´thodes ou de combi-
naisons de me´thodes pour ame´liorer la qualite´ d’une carte de disparite´. Comme ce sont des
essais, nous n’avons pas tout imple´mente´ en GPGPU.
5.1 E´tudes avec Census
Selon Hirschmu¨ller et Scharstein, la me´thode Census est la meilleure et la plus fiable
dans l’ensemble concernant la qualite´ de correspondance des images ayant des diffe´rences
radiome´triques (voir Hirschmu¨ller et Scharstein, 2009). Weber et al. ont pre´sente´ un travail
dans ce domaine (voir Weber et al., 2009, p. 790) que nous avons mentionne´ dans la sous-
section 3.11.3.
5.1.1 Quelques cartes de disparite´ obtenues
Nous avons re´alise´ une imple´mentation en CPU et montre´ les re´sultats obtenus avec une
feneˆtre de taille 15 pour les petites images de taille 463× 370 sous un seuil de ve´rification de
consistance de 0 dans la Figure 5.1. La de´finition de la taille de la feneˆtre Tf est comme celle
de la mise en correspondance par bloc dans la section 3.9, soit la largeur d’un carre´ centre´ sur
chaque pixel e´tudie´. La disparite´ maximale est 79, 239 pour les petites images et les images
en plus haute de´finition respectivement. Afin de faire la comparaison avec les expe´riences
pre´ce´dentes, nous employons 79 et 239. La me´thode de remplissage de disparite´s des images
en plus haute de´finition est semblable a` celle introduite dans la sous-section 4.8.2, a` cette
diffe´rence pre`s que la taille de la feneˆtre Tf reste la meˆme tant pour les petites images que
pour les grandes. Pourtant, une trop grande ou trop petite feneˆtre n’aidera pas a` la pre´cision.
En plus, une trop grande feneˆtre peut ralentir de beaucoup l’exe´cution. Les bordures noires
autour des cartes de disparite´ sont invalide´es parce que nous n’avons pas de valeur selon
notre me´thode de comparaison de couˆt de la Census.
La Figure 5.2 montre les re´sultats apre`s avoir passe´ l’interpolation MoyenPlusPropaga-
tionDuFond sur les cartes de disparite´ introduites dans la Figure 5.1. Visiblement, pour le
cas avec remplissage, on ne voit pas la diffe´rence parce qu’avec une seule passe sur les grandes
images, les trous existants sont de´ja` remplis normalement.
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ve´rification de consistance sur les petites ve´rification de consistance sur les petites
+ remplissage de disparite´s de HD apre`s
une seule passe sur les images HD
Figure 5.1 Comparaison des cartes obtenues sans interpolation
ve´rification de consistance avec ve´rification de consistance sur les petites
les petites + interpolation + remplissage apre`s une seule passe
sur les grandes images + interpolation
Figure 5.2 Comparaison des cartes obtenues avec Census et interpolation
5.1.2 Comparaisons de combinaisons de me´thodes base´es sur Census
Nous avons pre´sente´ les taux d’erreur des pixels visibles et les taux d’erreur globaux dans
le Tableau 5.1. Les cartes de disparite´ ont e´te´ augmente´es a` l’e´chelle pour un meilleur affi-
chage. Nous pouvons voir que la pre´cision peut augmenter avec la me´thode de remplissage
de disparite´s des images en plus haute de´finition. Les tailles de la feneˆtre pour les petites et
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grandes images sont identiques, toutes de 15. Le terme « remplissage HD » signifie le remplis-
sage de disparite´s des images en plus haute de´finition apre`s une ve´rification de consistance.
« Interpolation » signifie l’interpolation MoyenPlusPropagationDuFond introduite dans la
sous-section 4.8.5. Le symbole « + » signifie la combinaison des deux options.
Tableau 5.1 Comparaisons des performances avec Census
Me´thode Taux d’erreur des Taux d’erreur
pixels visibles globaux
Ve´rification de consistance sur les cartes
20,53% 35,42%de disparite´ avec les petites images
+ interpolation
Ve´rification de consistance sur les cartes de
16,46% 35,72%
disparite´ avec les petites images + remplissage
avec des disparite´s d’une seule passe des images
en plus haute de´finition avec les tailles de feneˆtre
identiques de 15
Ve´rification de consistance sur les cartes de
16,29% 31,51%
disparite´ avec toutes les tailles d’images
+ remplissage HD avec les taille de feneˆtre
identiques de 15 + interpolation
Nous pouvons observer une tre`s bonne pre´cision si nous employons la me´thode de remplis-
sage de disparite´s des images en plus haute de´finition combine´e avec l’interpolation Moyen-
PlusPropagationDuFond. Les taux d’erreur sont fournis comme re´fe´rence. A` cause des par-
ticularite´s de la me´thode Census, les bordures d’une hauteur de r = plancher(Tf ) en haut et
en bas, d’une largeur de r a` gauche et a` droite autour de la carte sont exclues du calcul des
taux d’erreur. Ces parties sont incluses dans le calcul de la Me´thode 0 et Me´thode 2 pre´sente´
plus haut.
Afin de re´duire le temps d’exe´cution, nous pouvons n’exe´cuter dans le remplissage qu’une
partie de la cre´ation de carte de disparite´ en employant des images en plus haute de´finition,
c’est-a`-dire nous ne chercherons que les pixels correspondants aux ceux invalides apre`s la
ve´rification de consistance sur les petites cartes de disparite´.
5.2 Combinaison de remplissage et d’interpolation
Nous allons pre´senter quelques re´sultats en employant la combinaison de remplissage de
disparite´s des images en plus haute de´finition et d’interpolation sur diffe´rentes images pour
montrer ce que ces me´thodes peuvent donner.
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5.2.1 Combinaison base´e sur la Me´thode 2
Nous avons aussi inte´reˆt a` connaˆıtre les taux d’erreur des diffe´rentes images avec la com-
binaison de la Me´thode 2, de la ve´rification de consistance sur les petites et grandes images,
du remplissage et de l’interpolation MoyenPlusPropagationDuFond. La Figure 5.3 montre
des comparaisons avec les images de Middlebury de 2005 pre´sente´es par Blasiak et al. (voir
Blasiak et al., 2005) et les images de Middlebury de 2003 pre´sente´es par Scharstein et al. (voir
Scharstein et al., 2003). Les images de 2005 employe´es incluent les plus grandes et les plus
petites de « Art », de « Books », de « Dolls », de « Laundry », de « Moebius » et de
« Reindeer ». Pour ce qui est des images de 2003, elles incluent les images les plus grandes
et les plus petites de « Cones » et de « Teddy ». La disparite´ maximale des petites images
de 2005 est 79, celle des petites images de 2003 est 63. Les disparite´s maximales pour les
grandes images de 2005 et de 2003 sont 239 et 255 respectivement. Les ratios de taille entre
les grandes images et les petites images de 2005 et de 2003 sont 3 et 4 respectivement.
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 3  4  5  6  7  8  9
Ta
ux
 d
’e
rre
ur
 a
ve
c 
di
ffé
re
nt
es
 im
ag
es
Largeur de fenêtre carrée
Moebius
Reindeer
Dolls
Cones
Teddy
Books
Art
Laundry
Figure 5.3 Comparaisons des taux d’erreur des pixels visibles avec diffe´rentes images et une
combinaison d’options base´es sur la Me´thode 2
Nous pouvons remarquer une grande variation de taux d’erreur selon les images employe´es.
Nous conside´rons qu’une analyse des structures d’images sera une voie possible de re´gler le
proble`me.
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5.2.2 Combinaison base´e sur la me´thode Census
La Figure 5.4 montre les comparaisons avec les images de Middlebury de 2005 pre´sente´es
par Blasiak et al. (voir Blasiak et al., 2005) et les images de Middlebury de 2003 pre´sente´es
par Scharstein et al. (voir Scharstein et al., 2003) en employant la me´thode Census, la
ve´rification de consistance sur les petites images, le remplissage de disparite´s d’une passe
avec les grandes images et l’interpolation MoyenPlusPropagationDuFond. Comme le cas de
la Figure 5.3, les images de 2005 employe´es incluent les plus grandes et les plus petites de
« Art », de « Books », de « Dolls », de « Laundry », de « Moebius » et de « Reindeer ». Pour
ce qui est des images de 2003, elles incluent les images les plus grandes et les plus petites de
« Cones » et de « Teddy ». La disparite´ maximale des petites images de 2005 est 79, celle
des petites images de 2003 est 63. Les disparite´s maximales pour les grandes images de 2005
et de 2003 sont 239 et 255 respectivement. Les ratios de taille entre les grandes images et les
petites images de 2005 et de 2003 sont 3 et 4 respectivement. La taille de feneˆtre Tf reste en
proportion avec la taille des images, c’est-a`-dire que Tf pour les grandes images sera Tf × r.
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Figure 5.4 Comparaisons des taux d’erreur avec diffe´rentes images et une combinaison d’op-
tions base´es sur la me´thode Census
Nous pouvons remarquer que la combinaison base´e sur la me´thode Census a une meilleure
qualite´ que celle base´e sur la Me´thode 2, toutefois, les images de « Laundry » restent parmi
les plus difficiles a` traiter.
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5.2.3 Analyse des re´sultats avec les images de Laundry
La Figure 5.5 montre les cartes obtenues en employant les combinaisons de remplissage et
d’interpolation base´es sur la Me´thode 2 et la me´thode Census avec les images de « Laundry ».
Bien qu’avec la taille 7, il y ait moins d’erreurs qu’avec la taille 5 dans le cas de la Me´thode
2, nous avons montre´ la carte obtenue a` partir de la taille 5 parce qu’elle est moins e´tire´e
horizontalement par l’effet de la mise en correspondance par bloc que nous avons introduit
dans la sous-section 3.5.2. La taille de feneˆtre pour le cas de Census est 15. La taille de feneˆtre
pour les grandes images augmente en proportion avec le ratio r entre la taille des grandes
images et celle des petites images.
base´e sur la Me´thode 2, taille : 5, base´e sur Census, taille : 15,
taux d’erreur des pixels visibles : 40,69% taux d’erreur des pixels visibles : 28,07%
Figure 5.5 Comparaison des re´sultats de Laundry avec combinaisons d’options base´es sur la
Me´thode 2 et la me´thode Census
Afin de comprendre ce qui complique le traitement des images de « Laundry », nous avons
affiche´ l’image originale et la carte de disparite´ de re´fe´rence dans la Figure 4.1.
Nous avons constate´ qu’il est difficile de traiter les grilles re´pe´titives et de´taille´es avec la
mise en correspondance par bloc ; la qualite´ est moins bonne que celle obtenue avec la me´thode
Census. Les lignes verticales sur le coˆte´ d’un panier a` linge, les couleurs changeantes des objets
dans le panier, la texture de bois sous le panier et la couleur presque inchange´e du conteneur de
de´tergent ont tout rendu les comparaisons des sommes des diffe´rences quadratiques difficiles.
A` cause de la petite taille des de´tails, la me´thode Census pre´sente aussi de difficulte´s.
Nous avons employe´ les meˆmes parame`tres partout durant les tests. Pour ame´liorer la
qualite´, nous pouvons choisir un autre groupe de parame`tres, employer diffe´rentes options
et ajouter des traitements supple´mentaires, toutefois, nous pensons que ces mesures ont des
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limites. Nous supposons qu’il faut des mesures plus avance´es, incluant analyse des formes et
segmentation, etc.
5.2.4 Analyse des re´sultats avec les images de Dolls
La Figure 5.6 montre les cartes obtenues en employant les combinaisons base´es sur la
Me´thode 2 et la me´thode Census avec les images de « Dolls ». Visuellemnt la combinaison
base´e sur la Me´thode 2 produise une carte plus lisse par manque de petits points fonce´s. Nous
pouvons lisser la carte obtenue a` base de la me´thode Census en enlevant des petites zones
isole´es, par exemple avec l’option d’enle`vement de taches introduite dans la sous-section 4.8.3.
Les tailles de feneˆtre sont 5, 15 pour la Me´thode 2 et Census respectivement. La taille de
feneˆtre pour les grandes images augmente en proportion avec le ratio r entre la taille des
grandes images et celle des petites images.
base´e sur la Me´thode 2, taille : 5, base´e sur Census, taille : 15,
taux d’erreur des pixels visibles : 15,55% taux d’erreur des pixels visibles : 9,32%
Figure 5.6 Comparaison des re´sultats de Dolls avec combinaisons d’options base´es sur la
Me´thode 2 et la me´thode Census
5.2.5 Analyse des re´sultats avec les images de Cones
La Figure 5.7 montre les cartes obtenues en employant les combinaisons base´es sur la
Me´thode 2 et la me´thode Census avec les images de « Cones ». Les plus grandes images ont
une taille 4 fois plus grande que celle des petites images. Les tailles de feneˆtre sont 5, 11
pour la Me´thode 2 et Census respectivement. La taille de feneˆtre pour les grandes images
augmente en proportion avec le ratio r entre la taille des grandes images et celle des petites
images.
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base´e sur la Me´thode 2, taille : 5, base´e sur Census, taille : 11,
taux d’erreur des pixels visibles : 14,63% taux d’erreur des pixels visibles : 7,67%
Figure 5.7 Comparaison des re´sultats de Cones avec combinaisons d’options base´es sur la
Me´thode 2 et la me´thode Census
Comme les analyses de la sous-section 5.2.3, les grands carreaux re´pe´titifs en forme de
losange ont rendu le traitement difficile, toutefois, le re´sultat est meilleur tant visuellement
que nume´riquement qu’avec les images de « Laundry » si en re´fe´rant les chiffres de la Fi-
gure 5.4 et les cartes de disparite´ de la Figure 5.5 parce que les carreaux de la grille ne sont
ni horizontaux ni verticaux et le fond derrie`re les carreaux ne varie pas beaucoup.
5.2.6 Choix de la taille de feneˆtre pour Census en employant les grandes images
La Figure 5.8 montre les comparaisons avec les images comme celles employe´es dans la
Figure 5.4. La me´thode de remplissage de disparite´s des images en plus haute de´finition
est semblable a` celle employe´e dans la Figure 5.4, a` cette diffe´rence pre`s que la taille de la
feneˆtre Tf reste la meˆme tant pour les petites images que pour les grandes. Tandis que dans
la Figure 5.4 la taille de feneˆtre Tf reste en proportion avec la taille des images, c’est-a`-dire
que Tf pour les grandes images sera Tf × r. C’est la particularite´ de la me´thode Census :
une trop grande ou trop petite feneˆtre n’aidera pas a` la pre´cision. En plus, une trop grande
feneˆtre peut ralentir de beaucoup l’exe´cution. Nous pouvons voir que le taux d’erreur peut
diminuer encore pour une grande feneˆtre en comparaison avec ceux de la Figure 5.4.
113
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 5  10  15  20  25
Ta
ux
 d
’e
rre
ur
 d
es
 p
ixe
ls 
vis
ib
le
s 
av
ec
 d
iff
ér
en
te
s 
im
ag
es
Largeur de fenêtre carrée
Cones
Dolls
Reindeer
Teddy
Moebius
Art
Books
Laundry
Figure 5.8 Comparaisons des taux d’erreur avec diffe´rentes images et une combinaison d’op-
tions base´e sur la me´thode Census avec la meˆme taille de feneˆtre pour les petites et grandes
images
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Nous avons souvent employe´ les meˆmes tailles de feneˆtre tant sur les petites images que
sur les grandes images pour la me´thode Census, et nous avons employe´ principalement la
taille de feneˆtre Tf = 15 dans nos e´tudes.
5.3 Ame´lioration de la qualite´ avec les images en plus haute de´finition
Nous avons inte´reˆt a` connaˆıtre l’ame´lioration de la qualite´ en employant les images en plus
haute de´finition. Nous avons recherche´ cette possible ame´lioration en employant les images
de Middlebury de 2003 pre´sente´es par Scharstein et al. (voir Scharstein et al., 2003) et en
proce´dant a` la ve´rification de consistance sur les petites, et le remplissage apre`s une passe
des grandes images combine´e a` l’interpolation MoyenPlusPropagationDuFond, tout cela base´
respectivement sur la Me´thode 2 et sur la me´thode Census. Les images de 2003 incluent la
se´rie d’images de « Cones » et de « Teddy » : les plus petites, les 2 fois plus grandes et les 4
fois plus grandes. Les disparite´s maximales des petites images, des 2 fois plus grandes images
et des 4 fois plus grandes images sont respectivement de 63, 127 et 255.
5.3.1 Ame´lioration de la qualite´ avec combinaisons base´es sur la Me´thode 2
La Figure 5.9 montre l’ame´lioration de la qualite´ avec les images en plus haute de´finition
en employant une combinaison base´e sur la Me´thode 2. L’emploi des images 4 fois plus
grandes donne presque toujours un meilleur re´sultat.
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Figure 5.9 Comparaisons des taux d’erreur avec diffe´rentes tailles d’images et une combinaison
d’options base´es sur la Me´thode 2
5.3.2 Ame´lioration de la qualite´ avec combinaisons base´es sur la me´thode Cen-
sus
La Figure 5.10 montre l’ame´lioration de la qualite´ avec les images en plus haute de´finition
en employant la combinaison base´e sur la me´thode Census. Cette combinaison proce`de la
ve´rification de consistance avec les petites images puis une passe de gauche a` droite avec les
grandes images, et dernie`rement l’interpolation MoyenPlusPropagationDuFond. Nous pou-
vons e´galement observer que l’emploi des images 4 fois plus grandes donne presque toujours un
meilleur re´sultat. Cela prouve partiellement que les images en plus haute de´finition peuvent
contribuer a` augmenter la pre´cision de la carte de disparite´.
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Figure 5.10 Comparaisons des taux d’erreur avec diffe´rentes tailles d’images et une combi-
naison d’options base´es sur la me´thode Census
5.3.3 Potentiel d’ame´lioration de la qualite´ avec d’images en plus haute de´finition
La ve´rification de consistance invalide beaucoup de pixels. Nous avons e´value´ le potentiel
d’ame´lioration avec les images en plus haute de´finition en employant les images de Middlebury
de 2005 pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005) et les plus petites et les 4 fois
plus grandes images de Middlebury de 2003 pre´sente´es par Scharstein et al. (voir Scharstein
et al., 2003). Nous employons le remplissage de disparite´s des images en plus haute de´finition
apre`s la ve´rification de consistance pour combler les pixels invalides. Nous avons employe´ la
taille de feneˆtre de 3 et 3r sur les petites images et les grandes images respectivement pour
la Me´thode 2, la taille de 15 sur toutes les images pour Census. Si nous conside´rons que les
disparite´s apre`s la ve´rification de consistance est fiables et que le remplissage consiste d’une
correction, pour la Me´thode 2 et Census respectivement, en moyenne, 39,85% et 41,51% de
pixels sont potentiels d’eˆtre corrige´s, la correction re´elle est 41,22% et 27,09% sur les pixels
potentiels, ou 16,08% et 11,07% sur tous les pixels visibles.
Cela prouve que nous pouvons faire un calcul se´lectif sur les images en plus haute
de´finition, nous permet de re´duire des erreurs tout en e´vitant le calcul couˆteux sur les images
ste´re´oscopiques tout entie`res.
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5.4 Combinaison de Census et de mise en correspondance par bloc
Nous avons employe´ une combinaison de Census et de mise en correspondance par bloc
avec la somme des diffe´rences au carre´ (SDC) pour profiter des avantages des deux approches
de calcul de couˆt. Nous avons employe´ une taille de feneˆtre fixe de 3 pour les petites images
et 9 ou 12 selon le ratio de tailles des images pour les grandes images concernant la partie
de la mise en correspondance par bloc dans nos e´tudes pour simplifier la comparaison. Le
choix de la taille de 3 est arbitraire, nous pouvons choisir une meilleure taille en employant
la me´thode heuristique. La combinaison se fait simplement avec l’e´quation 5.1 et β = 0, 2
dans le but d’une simplification. La de´finition des parame`tres β de´pend de l’application ; le
principe est de ramener deux couˆts globalement au meˆme niveau afin de ne pas influencer le
couˆt combine´ par un couˆt en particulier.
C = C2Census + β · CSDC ou` CCensus est le couˆt de Census et CSDC
est le couˆt de BM, β est un parame`tre.
Dans nos e´tudes, β = 0, 6 pour les petites images,
β = 0, 2 pour les grandes images
(5.1)
Mei et al. ont employe´ l’e´quation 5.2 comme la fonction de combinaison. (voir Mei et al.,
2011, p. 2) λ est un parame`tre.
ρ(c, λ) = 1− exp(− c
λ
) (5.2)
La re´ussite avec l’e´quation 5.2 de´pend totalement au choix du parame`tre λ qui de´pend
lui-meˆme de l’application. Notre fonction 5.1 est normalement un peu plus ge´ne´rale. De
plus, l’e´quation 5.2 normalement prend deux fois plus de temps que l’e´quation 5.1 parce que
l’e´quation 5.2 calcule une division puis une exponentielle.
Quand nous avons applique´ la me´thode de remplissage, le re´sultat est moins bon en
comparaison avec celui de Census. Pour e´lucider cette situation, nous avons e´tudie´ le re´sultat
de la ve´rification de consistance en employant les petites images dans le Tableau 5.2. Le seuil
de double ve´rification est 0. βBM+Census2 signifie d’une seule passe de gauche a` droite de la
combinaison de Census et de mise en correspondance par bloc (BM) en employant la fonction
de combinaison C = C2Census + β · CSDC.
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Tableau 5.2 Comparaisons des taux d’erreur de la ve´rification de consistance en employant
la combinaison de Census et de mise en correspondance par bloc sur les petites images de
« Art »
Me´thode
Taux d’erreur
Taux d’erreur
des pixels visibles
SANS interpolation
βBM+Census2 53,57% 66,79%
Census 43,40% 58,48%
SANS interpolation et pour les pixels n’ayant pas de ze´ro
βBM+Census2 25,81% 29,84%
Census 8,44% 11,87%
AVEC interpolation
βBM+Census2 37,03% 48,38%
Census 20,53% 35,42%
Nous pouvons remarquer un taux d’erreur exceptionnellement e´leve´ pour βBM+Census2
sans interpolation et pour les pixels n’ayant pas de ze´ro. Afin d’e´clairer la situation, nous
avons liste´ dans le Tableau 5.3 quelques chiffres si nous faisons une seule exe´cution de gauche
a` droite. Nous pouvons remarquer que les taux d’erreur sont quand meˆme dans presque le
meˆme niveau, de plus, le taux d’erreur de βBM+Census2 est moins e´leve´ que celui de Census,
c’est bien contraire de ce que nous avons observe´ dans le Tableau 5.2.
Tableau 5.3 Comparaisons des taux d’erreur d’une seule exe´cution en employant la combi-
naison de Census et de mise en correspondance par bloc sur les petites images de « Art »
Me´thode
Taux d’erreur
Taux d’erreur
des pixels visibles
SANS interpolation
βBM+Census2 18,46% 37,63%
Census 23,55% 41,59%
SANS interpolation et pour les pixels n’ayant pas de ze´ro
βBM+Census2 18,41% 34,86%
Census 24,78% 40,83%
Cette observation inhabituelle ne peut pas eˆtre ge´ne´ralise´e sans des e´tudes plus profondes.
Pourtant, Il ne sera pas recommande´ d’employer la me´thode de la ve´rification de consistance
puis le remplissage dans le cas de la combinaison de Census et de mise en correspondance
par bloc.
Nous pouvons voir plus tard dans le Tableau 5.7 et le Tableau 5.8 que cette combinaison
de Census et de mise en correspondance par bloc peut diminuer le taux d’erreur des pixels
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visibles dans le cas d’une seule passe, fonctionne bien tant pour les petites images que pour
les grandes images.
5.5 Ame´lioration de la qualite´ a` l’aide de MMC
Supposons que nous avons les symboles observe´s et les probabilite´s d’observation et de
transition, notre proble`me est de connaˆıtre la se´quence optimale d’e´tats D = d1d2 · · · dn
lorsque nous avons une se´quence d’observations O = o1o2 · · · on. La D obtenue sera une ligne
de la carte de disparite´ recherche´e.
Si nous e´tudions la matrice de transition, nous pouvons normalement observer que cette
matrice, dans la plupart de cas, ressemble plus a` une matrice diagonale. Dans la plupart des
cas nos observations nous permettent de constater que chaque pixel de disparite´ a tendance
a` conserver son e´tat actuel. P (di = i|di = i), 1 ≤ i ≤ N sera plus e´leve´e que les autres
probabilite´s en ge´ne´ral. Si nous supposons encore que chaque autre e´tat a la possibilite´
e´quivalente d’arriver a` n’importe quel e´tat, nous avons une matrice de transition cre´e´e avec
un parame`tre. La matrice la plus simple peut eˆtre :
P (di+1 = j|di = j) = 1− N − 1
σt
, 1 ≤ i ≤ N − 1, 1 ≤ j ≤ N
P (di+1 6= j|di = j) = 1
σt
, 1 ≤ i ≤ N − 1, 1 ≤ j ≤ N
(5.3)
Dans ce dernier cas, la matrice de transition peut eˆtre de´finie par un seul parame`tre
σ. Nos expe´riences prouvent qu’elle peut s’adapter a` plusieurs situations, contrairement a`
une matrice de transition obtenue a` partir d’un seul type d’images a` l’aide d’une me´thode
statistique.
Dans nos e´tudes, nous pouvons prendre le nombre d’observations e´gal a` celui d’e´tats.
Donc, d’une fac¸on similaire, nous pouvons de´finir une matrice d’e´mission comme :
P (oj = j|di = i) = 1− M − 1
σe
, i = j, 1 ≤ i ≤ N, 1 ≤ j ≤M
P (oj 6= j|di = i) = 1
σe
, i = j, 1 ≤ i ≤ N, 1 ≤ j ≤M
(5.4)
Afin de simplifier la pre´sentation, nous avons pris σ = σt = σt dans ce me´moire. Parce
que ces parame`tres ne se servent que pour le but d’e´valuation.
Si nous n’avons pas de carte de re´fe´rence, nous pouvons employer une matrice de´finie par
un parame`tre ou une matrice obtenue statistiquement a` partir d’un autre groupe d’images
similaires. Nous pouvons espe´rer avoir une meilleure qualite´ de carte de disparite´ lorsque nous
employons une matrice bien de´finie par un certain parame`tre au lieu d’une matrice cre´e´e pour
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un autre groupe d’images.
Le plus important de cette me´thode est de de´terminer les matrices de transition et
d’e´mission. Pour une certaine application, ces matrices suivent souvent de re`gles ou de ca-
racte´ristique. Donc nous pouvons quand meˆme employer cette me´thode. Cette me´thode peut
se servir comme un pre´alable pour e´valuer le potentiel de me´thodes probabilistes.
5.5.1 Impact du seuil de ve´rification
Le Tableau 5.4 montre que les valeurs initiales doivent eˆtre pre´cises. Pour cela, il faut
utiliser un petit seuil de ve´rification de consistance qui permet d’e´liminer les valeurs suscep-
tibles d’eˆtre fausses. Dans nos e´tudes, comme il y a un nombre limite´ d’observations, leur
influence sera e´leve´e pour la qualite´ de MMC.
Nous avons employe´ la Me´thode 2, avec la disparite´ dans la gamme [0, 79] et une taille
de feneˆtre 3. Les images employe´es sont les petites et grandes images de la taille 463× 370 et
1390×1110 de « Art » de Middlebury pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005).
Les tests sont effectue´s sur NVIDIAr GeForcer GTX 580 et Intelr CoreTM i7-2600K @ 3,40
GHz sous Windows 7 Professional. Intelr CoreTM i7-2600K a 4 cœurs, mais l’exe´cution de
re´fe´rence en CPU s’exe´cute sur un seul cœur.
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Tableau 5.4 Comparaisons des performances avec Viterbi
Me´thode
Taux Taux
G/CPU Temps(s) Acce´le´ration
d’erreur d’erreur
des pixels
visibles
Seuil de double ve´rification : 0
Avec la ve´rification de
39,73% 49,11%
GPU 0,007
23,06consistance sur les petites
CPU 0,156
images + interpolation
Apre`s MMC 17,89% 24,01%
GPU 2,097
60,36
CPU 126,563
Avec la ve´rification de
34,14% 44,43%
GPU 0,126
56,79
consistance sur les petites
et grandes images
CPU 7,128+ remplissage HD
+ interpolation
Apre`s MMC 16,63% 23,86%
GPU 2,337
53,05
CPU 124,000
Seuil de double ve´rification : 1
Avec la ve´rification de
39,17% 49,19%
GPU 0,007
23,85
consistance + interpolation CPU 0,155
Apre`s MMC 20,75% 27,45%
GPU 2,218
55,86
CPU 123,886
5.5.2 Ame´lioration de la qualite´ avec le MMC
La Figure 5.11 montre le re´sultat d’exe´cution du MMC. Le seuil de ve´rification de consis-
tance est 0. Les matrices de transition et d’e´mission sont calcule´es a` partir de la carte de
disparite´ de re´fe´rence qui a une gamme de valeur [0, 255]. Nous n’avons pas fait le remplis-
sage dans ce cas d’e´tude. Nous avons montre´ la carte apre`s la ve´rification de consistance en
employant les petites images a` gauche. E´videmment, cette carte manque d’information. Le
MMC peut tre`s bien remplir les trous pour former une carte comple`te montre´e a` la droite
de la Figure 5.11. Les lignes horizontales que nous pouvons remarquer sont le re´sultat de
l’application du MMC sur chaque ligne se´pare´ment. Nous pouvons e´ventuellement regrouper
les informations du voisinage de chaque pixel dans la recherche d’un indice du plus bas couˆt
afin d’obtenir un meilleur re´sultat.
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avec ve´rification sur les petites apre`s MMC, taux d’erreur
images, seuil : 0, taille : 3 des pixels visibles : 17,89%
Figure 5.11 Comparaisons des re´sultats sans ou avec MMC sur les images de « Art »
Ici les matrices de transition et d’e´mission sont cre´e´es a` partir de la carte de disparite´ de
re´fe´rence et une carte de disparite´ initiale sans interpolation. Nous pouvons obtenir statisti-
quement des matrices de transition et d’e´mission pour certains types d’images. Ensuite nous
employons ces matrices pour le MMC.
Les pixels noirs de la carte de disparite´ de gauche dans la Figure 5.11 sont le re´sultat
de la ve´rification de consistance qui invalide des valeurs de disparite´s en y mettant 0. Les
lignes horizontales de la carte de disparite´ de droite sont dues a` la me´thode que nous avons
employe´e, qui fait la recherche de la meilleure se´quence ligne par ligne, sans prendre en
compte des informations voisines en haut et en bas.
La Figure 5.12 montre les re´sultats de MMC avec une matrice de transition obtenue
statistiquement ou cre´e´e avec un parame`tre en employant l’e´quation 5.3. La taille de la
feneˆtre de comparaison est 3.
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MMC avec matrice de transition MMC avec matrice de transition
obtenue statistiquement, cre´e´e avec un parame`tre σ = 106,
taux d’erreur des pixels visibles : 17,89% matrice d’e´mission apprise,
taux d’erreur des pixels visibles : 19,87%
une passe sur les petites images, avec remplissage de disparite´s HD,
sans remplissage de disparite´s HD, MMC avec matrices de transition
MMC avec matrices de transition et d’e´mission par parame`tre σ = 106,
et d’e´mission par parame`tre σ = 106, taux d’erreur des pixels visibles : 30,20%
taux d’erreur des pixels visibles : 36,62%
Figure 5.12 Comparaison des re´sultats de MMC avec la matrice de transition obtenue statis-
tiquement ou cre´e´e a` partir d’un parame`tre sur les images de « Art »
Pour ces images de « Art », nous pouvons constater a` pouvoir simplement employer un
parame`tre pour de´finir une matrice de transition, sans sacrifier beaucoup la qualite´ obtenue.
Le principe d’employer un parame`tre est de supposer qu’une disparite´ a plus de tendances de
conserver sa valeur dans son voisin a` droite. Nous pouvons aussi e´tablir d’autres re`gles. Une
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approche simple que nous avons montre´e peut bien fonctionner dans la plupart de re´gions
si nous ignorons les de´tails. Cela a aussi indique´ que nous pouvons cre´er une matrice de
transition pour chacun de certains types d’images, et l’employer dans certaines applications
de´signe´es.
Si nous employons le MMC avec la matrice de transition en parame`tres, le re´sultat obtenu
peut perdre certaines informations. Dans ce cas, nous pouvons employer les disparite´s initia-
lement valides pour remplacer une partie des re´sultats afin de retrouver des de´tails, surtout
aux bordures d’objet. Dans ce dernier cas, il faut employer certaines me´thodes pour identifier
les pixels utiles. Nous avons remarque´ que la fiabilite´ des disparite´s initiales n’est pas tre`s
e´leve´e meˆme apre`s la ve´rification de consistance. Compte tenu de couˆt e´leve´ de MMC, dans
certaines occasions, il va mieux d’identifier des zones difficiles a` traiter, de trouver des repe`res
fiables et d’employer l’interpolation pour cre´er une carte de disparite´.
Nous pouvons aussi employer des informations du voisinage de chaque pixel afin d’aug-
menter la pertinence de chaque disparite´. Cela devient le proble`me de programmation dyna-
mique. Cette solution ressemblera beaucoup a` la me´thode semi-globale qui combine les couˆts
du voisinage dans la recherche de l’indice du plus bas couˆt.
Ce mode`le peut eˆtre applique´ sur d’autres images avec l’environnement similaire et la
carte de disparite´ similaire. Malheureusement a` la limite de notre ensemble d’images et de
cartes de disparite´, nous n’avons pas pu produire un exemple satisfaisant sans avoir recours
a` la carte de disparite´ de re´fe´rence correspondante.
5.5.3 Plus d’une exe´cution de MMC
Parce que le MMC traite des pixels d’une ligne pixel par pixel horizontalement, le re´sultat
a` droite de la Figure 5.11 montre souvent de bandes horizontales parce que chaque ligne est
inde´pendante dans cette me´thode. Nous pouvons passer un autre MMC verticalement ou
meˆme encore un MMC horizontal ou HMM vertical des directions inverses pour ame´liorer
la qualite´. Nous pouvons traiter en plusieurs e´tapes comme le montre la Figure 5.13 ou` les
lignes noires solides font partie d’un mode`le horizontal de gauche a` droite, les lignes bleues
pointille´es sont venues d’un mode`le vertical de haut en bas, les lignes rouges solides font
partie d’un mode`le horizontal de droite a` gauche, tandis que les lignes vertes pointille´es font
partie d’un mode`le horizontal de bas en haut.
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Figure 5.13 Ge´ne´ralisation d’un mode`le de Markov cache´
Nous pouvons e´galement traiter en deux e´tapes comme le mode`le dans la Figure 5.14
ou` les les lignes noires solides font partie d’un mode`le horizontal tandis que lignes bleues
pointille´es sont venues d’un mode`le vertical.
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Figure 5.14 Une ge´ne´ralisation d’un mode`le de Markov cache´ en deux e´tapes
La Figure 5.15 montre les re´sultats de deux ou trois passes de MMC avec une matrice de
transition obtenue statistiquement. La taille de la feneˆtre de comparaison est 3.
Pour e´tudier l’impact de deux ou plusieurs passes de MMC avec une matrice de transi-
tion obtenue statistiquement, nous avons cre´e´ un Tableau 5.5. Durant ces tests, nous avons
employe´ la Me´thode 2, avec la disparite´ dans la gamme [0, 79] et une taille de feneˆtre 3. Les
images employe´es sont les petites et grandes images de la taille 463× 370 et 1390× 1110 de
« Art » de Middlebury pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005).
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Tableau 5.5 Comparaisons des performances avec Viterbi en employant les images de « Art »
Me´thode
Taux d’erreur Taux d’erreur
des pixels visibles
Seuil de double ve´rification : 0
Avec les petites images de 463× 370 seulement
Avec la ve´rification de consistance
39,73% 49,11%
sur les petites images + interpolation
Apre`s une passe horizontale de MMC 17,89% 24,01%
Une passe horizontale et une autre verticale de MMC 10,68% 15,93%
Une passe horizontale, une passe verticale et
10,38% 15,66%une dernie`re passe horizontale de MMC
de droite a` gauche
Une passe horizontale, une passe verticale et
10,32% 15,64%une passe horizontale de droite a` gauche et
une dernie`re passe de bas en haut de MMC
Avec les petites et grandes images de 463× 370 et de 1390× 1110 + remplissage
Avec la ve´rification de consistance
34,14% 44,43%sur les petites et grandes images
+ remplissage HD + interpolation
Apre`s une passe horizontale de MMC 16,63% 23,86%
Une passe horizontale et une autre verticale de MMC 10,45% 16,55%
Une passe horizontale, une passe verticale et
10,35% 16,40%une dernie`re passe horizontale de MMC
de droite a` gauche
Une passe horizontale, une passe verticale et
10,22% 16,32%une passe horizontale de droite a` gauche et
une dernie`re passe de MMC de bas en haut
La Figure 5.15 montre les cartes de disparite´ obtenues avec la ve´rification de consistance
sur les petites et grandes images de 463× 370 et de 1390× 1110, le remplissage et plusieurs
passes de MMC.
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avec ve´rification sur les petites et apre`s une passe horizontale de MMC
grandes images + interpolation, taille : 3
MMC horizontal + MMC vertical MMC horizontal + MMC vertical + MMC
(deux passes de MMC) MMC horizontal droite-gauche + MMC
vertical bas-haut (quatre passes)
Figure 5.15 Comparaison des re´sultats de remplissage, d’une, de deux et de quatre passes de
MMC avec matrices de transition et d’e´mission obtenues statistiquement sur les images de
« Art »
Nous pouvons remarquer une constante ame´lioration de qualite´. Pourtant, apre`s deux
passes, l’ame´lioration sera limite´e compte tenu la nature de l’algorithme Viterbi qui suive le
chemin maximal.
5.5.4 Performance
Pour re´duire le temps d’exe´cution avec le MMC, nous pouvons re´duire la taille des deux
matrices de transition et d’e´mission, nous pouvons ignorer les disparite´s de´ja` observe´es, les
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utiliser comme vraies disparite´s.
Nous pouvons re´duire le nombre de symboles d’observation M . Apre`s une ve´rification
partielle, nous avons observe´ que si la taille de l’ensemble de symboles d’observation M est
re´duite, on peut re´duire le temps d’exe´cution, mais de fac¸on limite´e. Il est clair que si la
taille de l’ensemble d’e´tats N est re´duite, le temps d’exe´cution peut lui aussi eˆtre re´duit. Le
nombre d’e´tats N est le facteur principal de la re´duction du temps de calcul.
Nous pouvons e´crire un programme avec un N de valeur re´duite. Nous pouvons aussi
re´duire le nombre de fils d’exe´cution dans un bloc selon la particularite´ d’une application,
par exemple, selon la taille de la carte de disparite´ recherche´e. Nous pouvons espe´rer que le
temps en GPGPU soit re´duit a` une valeur raisonnable pour les cartes de certaines tailles.
5.6 Combinaisons de Census et de MMC
Nous croyons pouvoir supposer que l’observation initiale influence de beaucoup le re´sultat
d’un MMC. Pour confirmer cette hypothe`se, nous avons employe´ la combinaison de Census
et de MMC, avec la disparite´ dans la gamme [0, 79] et une taille de feneˆtre 15. Les images
employe´es sont les petites et grandes images de la taille 463× 370 et 1390× 1110 de « Art »
de Middlebury pre´sente´es par Blasiak et al. (voir Blasiak et al., 2005).
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Tableau 5.6 Comparaisons des taux d’erreur en employant la combinaison de Census et de
MMC sur les images de « Art »
Me´thode
Taux d’erreur
Taux d’erreur
des pixels visibles
Seuil de double ve´rification : 0
Avec les petites images de 463× 370 seulement
Une seule passe avec les petites
22,42% 40,62%
images + interpolation
Apre`s une passe horizontale de MMC 12,11% 24,20%
Une passe horizontale et une autre verticale de MMC 8,97% 17,31%
Une passe horizontale, une passe verticale et
8,84% 16,94%une dernie`re passe horizontale de MMC
de droite a` gauche
Une passe horizontale, une passe verticale et
8,83% 16,89%une passe horizontale de droite a` gauche et
une dernie`re passe de bas en haut de MMC
Avec les petites et grandes images de 463× 370 et de 1390× 1110 + remplissage
Avec la ve´rification de consistance
15,64% 35,04%sur les petites, + remplissage HD d’une seule
passe sur les grandes images + interpolation
Apre`s une passe horizontale de MMC 7,32% 19,00%
Une passe horizontale et une autre verticale de MMC 5,18% 13,30%
Une passe horizontale, une passe verticale et
5,10% 12,97%une dernie`re passe horizontale de MMC
de droite a` gauche
Une passe horizontale, une passe verticale et
5,08% 12,88%une passe horizontale de droite a` gauche et
une dernie`re passe de bas en haut de MMC
La Figure 5.16 montre les cartes de disparite´ obtenues avec la ve´rification de consistance
en employant les petites de 463 × 370 et le remplissage d’une seule passe avec les grandes
images de 1390× 1110 et puis l’interpolation ou quatre passes de MMC.
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avec ve´rification en employant MMC horizontal + MMC vertical +
les petites images et une passe avec MMC horizontal droite-gauche + MMC
les grandes images+interpolation vertical bas-haut (quatre passes)
Figure 5.16 Comparaison des re´sultats de Census puis ve´rification de consistance sur les
petites images de « Art », remplissage d’une seule passe sur les grandes images, et de quatre
passes de MMC avec matrices de transition et d’e´mission obtenues statistiquement
Nous pouvons voir que la combinaison de Census, de ve´rification de consistance, de rem-
plissage et de quatre passes de MMC (MMC horizontal, MMC vertical, MMC horizontal
droite-gauche et le MMC vertical bas-haut) a un bon re´sultat. Pour connaˆıtre plus sur
d’autres images, nous avons compare´ la combinaison de mise en correspondance par bloc
(BM), de ve´rification de consistance, de remplissage et de quatre passes de MMC avec la
combinaison de Census, de ve´rification de consistance sur les petites cartes de disparite´ en
employant les petites images, de remplissage d’une passe en employant les grandes images et
de quatre passes de MMC.
La Figure 5.17, la Figure 5.18 et la Figure 5.19 montrent les re´sultats de combinaison de
MMC et de la mise en correspondance par bloc (BM) ou de Census sur toutes les images de
Middlebury pre´sente´es par Blasiak et al.. (voir Blasiak et al., 2005). La taille de feneˆtre de la
mise en correspondance par bloc (BM) est 3. La taille de feneˆtre de Census pour les petites
et grandes images est 15. Nous avons enleve´ les pixels invisibles en les ramenant a` la valeur
0. Nous n’avons applique´ que la ve´rification de consistance, le remplissage de disparite´s des
images en plus haute de´finition et quatre passes de MMC (MMC horizontal de gauche a`
droite, MMC vertical de haut en bas, MMC horizontal de droite a` gauche et MMC vertical
de bas en haut).
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base´ sur BM, taux d’erreur : 10,22% base´ sur Census, taux d’erreur : 5,08%
base´ sur BM, taux d’erreur : 10,81% base´ sur Census, taux d’erreur : 4,50%
base´ sur BM, taux d’erreur : 8,23% base´ sur Census, taux d’erreur : 2,88%
Figure 5.17 Comparaisons des cartes obtenues base´es sur la combinaison de MMC et de
la mise en correspondance par bloc ou de Census, avec la ve´rification de consistance, le
remplissage de disparite´s des images en plus haute de´finition
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base´ sur BM, taux d’erreur : 21,49% base´ sur Census, taux d’erreur : 9,13%
base´ sur BM, taux d’erreur : 6,64% base´ sur Census, taux d’erreur : 3,98%
base´ sur BM, taux d’erreur : 7,40% base´ sur Census, taux d’erreur : 2,31%
Figure 5.18 Comparaisons des cartes obtenues base´es sur la combinaison de MMC et de
la mise en correspondance par bloc ou de Census, avec la ve´rification de consistance, le
remplissage de disparite´s des images en plus haute de´finition
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base´ sur BM, taux d’erreur : 4,95% base´ sur Census, taux d’erreur : 2,44%
base´ sur BM, taux d’erreur : 7,89% base´ sur Census, taux d’erreur : 3,86%
Figure 5.19 Comparaisons des cartes obtenues base´es sur la combinaison de MMC et de
la mise en correspondance par bloc ou de Census, avec la ve´rification de consistance, le
remplissage de disparite´s des images en plus haute de´finition
Pour le cas de la combinaison de Census, de ve´rification de consistance sur les cartes de
disparite´ en employant les petites images, de remplissage d’une seule passe de grande carte
de disparite´ en employant les grandes images et de quatre passes de MMC, nous voulons
aussi connaˆıtre la carte comple`te au lieu des zones visibles. La Figure 5.20 et la Figure 5.21
montrent quelques cartes de disparite´ avec le taux d’erreur global.
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Art, taux d’erreur global : 12,88% Books taux d’erreur global : 9,55%
Dolls, taux d’erreur global : 10,34% Laundry, taux d’erreur global : 12,80%
Figure 5.20 Comparaisons des cartes obtenues base´es sur la combinaison de Census, avec la
ve´rification de consistance, le remplissage de disparite´s des images en plus haute de´finition
et de MMC
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Moebius, taux d’erreur global : 9,88% Reindeer, taux d’erreur global : 10,42%
Cones, taux d’erreur global : 9,08% Teddy, taux d’erreur global : 8,73%
Figure 5.21 Comparaisons des cartes obtenues base´es sur la combinaison de Census, avec la
ve´rification de consistance, le remplissage de disparite´s des images en plus haute de´finition
et de MMC
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Nous pouvons voir que les cartes obtenues ont une bonne qualite´, a` l’exception des
petits points invalides, ces derniers points peuvent eˆtre tre`s bien traite´s avec la me´thode
d’enle`vement de taches et l’interpolation MoyenPlusPropagationDuFond afin d’encore ame´lio-
rer la qualite´.
5.7 Comparaisons par chiffre de quelques me´thodes
Nous avons dans le Tableau 5.7 des comparaisons de quelques me´thodes avec la disparite´
dans la gamme [0, 79] sur plusieurs petites images de la taille 463× 370 et 447× 370 de 2005
de Middlebury, la disparite´ dans la gamme [0, 63] sur les petites images de la taille 450× 375
de 2003 de Middlebury, et les grandes images qui sont r (r ∈ [3, 4]) fois plus grandes que les
petites images pre´sente´es par Scharstein et al. (voir Scharstein et al., 2003) et par Blasiak
et al. (voir Blasiak et al., 2005). µ signifie la moyenne des taux d’erreur des pixels visibles.
Les tests sont effectue´s sur NVIDIAr GeForcer GTX 580 et Intelr CoreTM i7-2600K @ 3,40
GHz sous Windows 7 Professional.
Si on n’emploie que les petites images, fait une seule passe de gauche a` droite puis l’in-
terpolation,
– La me´thode BM utilise la mise en correspondance par bloc (BM) Me´thode 2 d’une
seule passe de gauche a` droite et l’interpolation. La taille de feneˆtre est 5.
– La me´thode Census emploie Census d’une seule passe de gauche a` droite et l’interpo-
lation. La taille de feneˆtre est 15.
– La me´thode « βBM+Census2 » emploie la combinaison de Census et de mise en cor-
respondance par bloc (BM) d’une seule passe de gauche a` droite et l’interpolation. La
taille de feneˆtre est 15 pour la partie Census et 3 pour la partie BM. β = 0, 6.
Si on n’emploie que les petites images, fait la ve´rification de consistance et l’interpolation,
– La me´thode BM utilise la mise en correspondance par bloc (BM)Me´thode 2, la ve´rification
de consistance et l’interpolation. La taille de feneˆtre est 5.
– La me´thode Census emploie Census, la ve´rification de consistance et l’interpolation. La
taille de feneˆtre est 15.
Si on n’emploie que les petites images, fait la ve´rification de consistance, l’enle`vement de
tache et l’interpolation, la taille de feneˆtre pour la me´thode BM est 5.
Si on n’emploie que les grandes images avec le ratio r (r ∈ [3, 4]) entre la taille des grandes
images et celle des petites images,
– La me´thode BM utilise la mise en correspondance par bloc (BM) Me´thode 2 d’une
seule passe de gauche a` droite, ensuite re´duit la carte de disparite´ obtenue a` l’e´chelle
de 1/r et fait l’interpolation. La taille de feneˆtre est 5r (r ∈ [3, 4]).
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– La me´thode Census(19) emploie Census d’une seule passe de gauche a` droite, re´duit a`
l’e´chelle de 1/r (r ∈ [3, 4]) et l’interpolation. La taille de feneˆtre est 19.
– La me´thode « βBM+Census2 » utilise une combinaison de Census et de mise en corres-
pondance par bloc d’une seule passe et l’interpolation. La taille de feneˆtre de compa-
raison de la mise en correspondance par bloc pour les grandes images est 3r (r ∈ [3, 4]).
La taille de feneˆtre de comparaison de Census est 15. β = 0, 2.
Si on emploie les petites et grandes images avec le ratio r (r ∈ [3, 4]) entre la taille des
grandes images et celle des petites images,
– La me´thode BM utilise la mise en correspondance par bloc (BM) Me´thode 2 avec la
ve´rification de consistance sur les petites images, le remplissage de disparite´s d’une
passe des grandes images et l’interpolation. La taille de feneˆtre est 5 pour les petites
images, celle pour les grandes images est en proportion avec la taille d’images, soit
5r (r ∈ [3, 4]).
– La me´thode Census utilise Census avec la ve´rification de consistance sur les petites
images, le remplissage de disparite´s d’une passe des grandes images et l’interpolation.
La taille de feneˆtre est 15 tant pour les petites images que pour les grandes images.
– La me´thode « Census BBM » utilise une se´quence de Census et de la mise en cor-
respondance par bloc. Nous traitons les petites images en employant Census avec la
ve´rification de consistance. Puis nous faisons le remplissage de disparite´s d’une passe
des grandes images en employant Census, puis nous faisons encore une fois le remplis-
sage en employant les grandes images avec la mise en correspondance par bloc d’une
seule passe de gauche a` droite avec la taille de feneˆtre de comparaison de 5× r. Comme
la dernie`re e´tape, nous faisons l’interpolation. La taille de feneˆtre de Census tant pour
les petites images que pour les grandes images est 15.
– La me´thode « βBM+Census2 » utilise une combinaison de Census et de mise en corres-
pondance par bloc avec la ve´rification de consistance sur les petites images, le remplis-
sage de disparite´s d’une passe des grandes images et l’interpolation. La taille de feneˆtre
de la partie de la mise en correspondance par bloc pour les petites images est 3, celle
pour les grandes images est proportionnelle avec la taille d’images, soit 3r (r ∈ [3, 4]).
La taille de feneˆtre de la partie Census est 15. Pour les petites images : β = 0, 6. Pour
les grandes images : β = 0, 2.
– La me´thode « Census BβBM+Census2 » utilise Census avec la ve´rification de consis-
tance sur les petites images, le remplissage de disparite´s d’une passe d’une combinaison
de Census et de mise en correspondance par bloc sur les grandes images et l’interpo-
lation. La taille de feneˆtre pour les grandes images est 3r (r ∈ [3, 4]), proportionnelle
avec la taille d’images. La taille de feneˆtre tant pour Census et pour la partie Census
139
de la combinaison de Census et de mise en correspondance par bloc est 15. Pour la
combinaison de Census et de mise en correspondance par bloc : β = 0, 2.
Si on emploie les petites images et passe au MMC pour une interfe´rence semi-globale
avec les matrices de transition et d’e´mission de´finies par un groupe de parame`tres identiques
σ = 106 en employant les e´quations 5.3 et 5.4,
– La me´thode CensusMMC2 emploie une combinaison de deux passes de MMC et d’une
seule passe de Census sur les petites images. La taille de feneˆtre de comparaison est 15.
– La me´thode CensusMMC4 emploie une combinaison de quatre passes de MMC et d’une
seule passe de Census sur les petites images. La taille de feneˆtre de comparaison est 15.
– La me´thode βBM+Census2+MMC2 emploie une combinaison de Census et de mise en
correspondance par bloc d’une seule passe sur les petites images, β = 0, 6, et ensuite
fait deux passes de MMC. La taille de feneˆtre de comparaison de Census est 15, celle
de la mise en correspondance par bloc est 3.
– La me´thode βBM+Census2+MMC4 emploie une combinaison de Census et de mise en
correspondance par bloc d’une seule passe sur les petites images, β = 0, 6, et ensuite
fait quatre passes de MMC. La taille de feneˆtre de comparaison de Census est 15, celle
de la mise en correspondance par bloc est 3.
Si on emploie les petites et grandes images et passe au MMC pour une interfe´rence semi-
globale avec les matrices de transition et d’e´mission de´finies par un groupe de parame`tres
identiques σ = 106 en employant les e´quations 5.3 et 5.4.
– La me´thode BM-MMC2 emploie une combinaison de deux passes de MMC et de la mise
en correspondance par bloc avec la ve´rification de consistance sur les petites images, une
seule passe sur les grandes images et le remplissage. La taille de feneˆtre de comparaison
est 5 pour les petites images. Celle pour les grandes images est 5r (r ∈ [3, 4]).
– La me´thode BM-MMC4 emploie une combinaison de quatre passes de MMC et de
la mise en correspondance par bloc avec la ve´rification de consistance sur les petites
images, une seule passe sur les grandes images et le remplissage. La taille de feneˆtre
de comparaison est 5 pour les petites images. Celle pour les grandes images est 5r (r ∈
[3, 4]).
– La me´thode CensusMMC2 emploie une combinaison de deux passes de MMC et de la
Census avec la ve´rification de consistance sur les petites images et le remplissage de
disparite´s d’une seule passe des grandes images. La taille de feneˆtre de comparaison est
15.
– La me´thode CensusMMC4 emploie une combinaison de quatre passes de MMC et de
la Census avec la ve´rification de consistance sur les petites images et le remplissage de
disparite´s d’une seule passe des grandes images. La taille de feneˆtre de comparaison est
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15.
Nous avons observe´ que pour la plupart de cas, chaque pixel de disparite´ a tendance a`
conserver son e´tat actuel. P (di = j|di = j), 1 ≤ i, j ≤ N sera plus e´leve´e que les autres
probabilite´s en ge´ne´ral. Supposons que les disparite´s changent graduellement, chaque voisin
direct d’un pixel de disparite´ a aussi une probabilite´ e´leve´e, soit P (di+1 = j − 1|di = j), 1 ≤
i ≤ N − 1, 2 ≤ j ≤ N et P (di+1 = j + 1|di = j), 1 ≤ i, j ≤ N − 1 sont aussi e´leve´es. Si nous
supposons encore que chaque autre e´tat a la possibilite´ e´gale d’arriver a` n’importe quel e´tat,
nous avons une matrice de transition estime´e avec de voisins directs en employant d’autres
cartes de disparite´ :
P (di = j|di = j) = α 1 ≤ i, j ≤ N,α > 0
P (di+1 = j − 1|di = j) = β 1 ≤ i ≤ N − 1, 2 ≤ j ≤ N, β > 0
P (di+1 = j + 1|di = j) = γ 1 ≤ i ≤ N − 1, 1 ≤ j ≤ N − 1, γ > 0
P (di+1 < j − 1 || di+1 > j + 1|di = j) = |j − i| > 1 ||α = 0 || β = 0 || γ = 0,
1− α− β − γ
N − k 1 ≤ i, j ≤ N,
k est le nombre de α > 0, β > 0, γ > 0
(5.5)
D’une manie`re similaire, nous pouvons estimer la matrice d’e´mission.
Dans ce me´moire, quand on parle d’autres cartes de disparite´, pour les images de Middle-
bury de 2005, nous signifions d’autres images a` l’exception de celles employe´es actuellement.
Par exemple, pour les images de « Art », les autres images incluent les images de « Books »,
de « Dolls », de « Laundry », de « Moebius » et de « Reindeer ». D’une manie`re similaire,
pour les images de Middlebury de 2003, les autres images pour « Cones » sont les images de
« Teddy », et vice versa. La raison est due a` la diffe´rence des disparite´s maximales employe´es
qui sont 79 et 63 pour les images de 2005 et celles de 2003 respectivement.
Si on emploie les petites et grandes images et fait une interfe´rence semi-globale avec les
matrices de transition et d’e´mission ayant 3 e´le´ments centraux estime´es par d’autres cartes
de disparite´.
– La me´thode BM-MMC2 emploie une combinaison de deux passes de MMC et de la mise
en correspondance par bloc avec la ve´rification de consistance sur les petites images, une
seule passe sur les grandes images et le remplissage. La taille de feneˆtre de comparaison
est 5 pour les petites images. Celle pour les grandes images est 5r (r ∈ [3, 4]).
– La me´thode CensusMMC2 emploie une combinaison de deux passes de MMC et de la
Census avec la ve´rification de consistance sur les petites images et le remplissage de
disparite´s d’une seule passe des grandes images. La taille de feneˆtre de comparaison est
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15.
Si on emploie les petites et grandes images et fait une interfe´rence semi-globale avec
matrices apprises selon les cartes de disparite´ de re´fe´rence.
– La me´thode BM(3)-MMC2 emploie une combinaison de deux passes de MMC et de la
mise en correspondance par bloc avec la ve´rification de consistance sur les petites et
grandes images et le remplissage. La taille de feneˆtre de comparaison est 3 pour les
petites images. Celle pour les grandes images est 3r (r ∈ [3, 4]).
– La me´thode BM(3)-MMC4 emploie une combinaison de quatre passes de MMC et de
la mise en correspondance par bloc avec la ve´rification de consistance sur les petites
et grandes images et le remplissage. La taille de feneˆtre de comparaison est 3 pour les
petites images. Celle pour les grandes images est 3r (r ∈ [3, 4]).
– La me´thode CensusMMC2 emploie une combinaison de deux passes de MMC et de la
Census avec la ve´rification de consistance sur les petites images et le remplissage de
disparite´s d’une seule passe des grandes images. La taille de feneˆtre de comparaison est
15.
– La me´thode CensusMMC4 emploie une combinaison de quatre passes de MMC et de
la Census avec la ve´rification de consistance sur les petites images et le remplissage de
disparite´s d’une seule passe sur les grandes images. La taille de feneˆtre de comparaison
est 15.
Les donne´es d’interfe´rence semi-globale nous donnent une ide´e de la limite de cette me´thode,
soit le mieux que nous pouvons faire.
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Tableau 5.7 Taux d’erreur des pixels visibles en pourcentage (%) des quelques combinaisons
Me´thode µ Art Books Dolls Laundry Moebius Reindeer Cones Teddy
Avec les petites images de 463× 370, 447× 370 ou 450× 375
A. Une seule passe de gauche a` droite puis l’interpolation
BM 27,95 33,76 35,73 17,25 45,50 26,53 25,44 17,54 21,81
Census 19,89 22,42 23,79 12,26 34,34 18,75 20,12 11,27 16,16
βBM+Census2 15,61 17,58 18,55 8,85 28,62 15,33 15,78 7,30 12,90
B. La ve´rification de consistance puis l’interpolation
BM 27,16 32,17 34,54 16,28 46,38 25,49 24,20 17,31 20,92
Census 17,95 20,53 20,57 12,24 31,81 17,95 15,87 10,93 12,69
C. La ve´rification de consistance, l’enle`vement de tache et l’interpolation
BM 26,20 30,94 33,24 16,45 43,69 24,73 24,50 16,58 19,44
Avec les grandes images de 1342× 1110, 1390× 1110 ou 1800× 1500
BM 22,48 27,25 25,46 15,11 39,17 21,63 19,39 13,91 17,94
Census(19) 17,15 16,17 25,49 9,63 31,79 15,57 12,27 10,01 16,26
βBM+Census2 13,93 12,27 19,94 6,80 28,48 14,16 8,94 7,80 13,03
Avec les petites et grandes images dont la taille est r (r ∈ [3, 4]) fois que celle des petites
BM 23,87 29,03 28,39 15,55 40,69 22,99 20,63 14,63 19,01
Census 15,34 15,64 22,24 8,76 28,85 14,69 11,38 7,29 13,83
Census BBM 16,06 16,50 23,90 9,52 30,41 15,25 12,09 7,03 13,76
βBM+Census2 20,69 20,93 29,23 12,42 35,45 19,71 16,36 13,72 17,69
Census B
12,23 12,33 16,32 6,21 25,72 12,90 8,26 5,52 10,59
βBM+Census2
Interfe´rence semi-globale par MMC avec images ∼ 463× 370 et matrices de´finies par σ
CensusMMC2 13,12 16,92 14,41 8,60 26,75 12,76 9,37 7,21 8,97
CensusMMC4 13,10 17,05 14,27 8,68 26,81 12,64 9,36 7,17 8,80
βBM+Census2+
11,60 14,58 12,16 7,33 24,98 11,77 8,37 5,55 8,05
MMC2
βBM+Census2+
11,58 14,70 12,10 7,37 25,06 11,71 8,26 5,50 7,91
MMC4
Interfe´rence semi-globale rapproche´e par MMC avec les petites et grandes images
A. Matrices de transition et d’e´mission de´finies par parame`tre σ = 106
BM-MMC2 21,77 27,00 24,36 14,55 38,90 19,82 18,29 13,09 18,19
BM-MMC4 21,63 26,95 24,11 14,50 38,90 19,57 18,07 12,91 18,06
CensusMMC2 9,00 10,28 11,57 5,22 19,56 9,23 4,82 4,01 7,28
CensusMMC4 8,95 10,41 11,45 5,27 19,54 9,08 4,81 3,96 7,09
B. Matrices estime´es par d’autres cartes de disparite´ avec 3 e´le´ments centraux
BM-MMC2 15,20 18,16 14,35 11,90 20,15 14,56 19,95 9,44 13,12
CensusMMC2 7,63 8,52 7,91 4,26 12,64 8,09 4,22 8,04 7,33
C. Matrices apprises avec les cartes de disparite´ de re´fe´rence
BM(3)-MMC2 10,12 10,45 11,09 8,84 22,38 7,06 7,60 5,07 8,46
BM(3)-MMC4 9,70 10,22 10,81 8,23 21,49 6,64 7,40 4,95 7,89
CensusMMC2 4,44 5,18 4,72 2,96 9,15 4,20 2,35 2,51 4,48
CensusMMC4 4,27 5,08 4,50 2,88 9,13 3,98 2,31 2,44 3,86
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Pour les cas avec les petites images, nous pouvons remarquer que le cas de la ve´rification
de consistance puis l’interpolation fonctionne mieux que le cas d’une seule passe puis l’in-
terpolation. Cela montre que la ve´rification de consistance peut e´liminer de pixels invalides,
l’interpolation MoyenPlusPropagationDuFond peut bien remplir les pixels invalides en em-
ployant des informations de voisinage. Si nous faisons de plus l’enle`vement de tache apre`s la
ve´rification de consistance, meˆme si nous avons de´ja` montre´ les taux e´leve´s de pixels invalides
apre`s la ve´rification de consistance pour la taille de feneˆtre 5 et 3 dans la sous-section 4.8.1
et la sous-section 5.3.3, nous pouvons observer une ame´lioration de qualite´ pour le cas de la
mise en correspondance par bloc (BM). Nous pouvons possiblement appliquer l’enle`vement
de tache avant de faire la ve´rification de consistance. Compte tenu la nature de l’enle`vement
de tache, nous avons raison d’espe´rer une ame´lioration de qualite´. Nous pouvons aussi passer
un filtre BilSub dont l’effet positif a e´te´ montre´ dans la sous-section 4.9.2. Les chiffres ici sont
a` titre indicatif. Beaucoup de techniques ont e´te´ de´veloppe´es pour ame´liorer la qualite´ de la
mise en correspondance par bloc, nous ne de´taillons pas tout dans ce me´moire.
Nous avons employe´ la taille de feneˆtre 19 pour Census dans le cas n’ayant employe´ que les
grandes images parce que si nous employons la meˆme taille de feneˆtre de comparaison de 15
comme presque partout ailleurs dans ce me´moire, la me´thode Census sur les grandes images
fonctionne moins bien que sur les petites images. Une plus grande feneˆtre peut normalement
ame´liorer la qualite´ avec de limites, mais le temps requis sera aussi e´leve´. Il ne faut pas trop
augmenter la taille de feneˆtre. Une trop grande de feneˆtre de comparaison peut de´te´riorer la
qualite´.
La mauvaise performance de la me´thode « βBM+Census2 » pour les petites et grandes
images avec le remplissage est due a` la mauvaise consistance des disparite´s que nous avons
introduite dans la section 5.4, et aussi au fait que nous avons employe´ une meˆme fonction
de combinaison tant pour les petites images que pour les grandes images avec seulement un
parame`tre pour ajuster, mais cette fonction ne s’adapte pas bien a` diffe´rentes situations.
Nous pouvons remarquer que la me´thode « Census BBM » a un moins bon re´sultat que la
me´thode Census, cela peut signifier que notre interpolation fonctionne mieux que les valeurs
prises des disparite´s des grandes images en employant la mise en correspondance par bloc.
Cela montre aussi que l’interpolation fonctionne mieux que les valeurs prises des disparite´s
des petites images en employant la mise en correspondance par bloc, parce que nous avons
montre´ que la pre´cision calcule´e en employant les grandes images est meilleure que celle en
employant les petites images, voir la sous-section 4.8.1.
La mauvaise performance de la me´thode « Census BBM » contre la me´thode
« βBM+Census2 » sur les petites et grandes images montre que la fonction de combinaison
rend la carte de disparite´ de gauche a` droite peu cohe´rente avec la carte de disparite´ de droite
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a` gauche parce que l’influence de deux types de couˆts provenant de Census et de la mise en
correspondance par bloc rend le re´sultat de´pendant de la fonction de combinaison. Malheu-
reusement compte tenu la grande variation de valeur de deux composants de la me´thode
« Census BBM », il est difficile d’obtenir une meilleure fonction de combinaison. Souvent, la
fonction de combinaison de´pend d’application.
Nous pouvons voir que la me´thode CensusMMC4 produit le meilleur re´sultat. Cette
me´thode est une combinaison de MMC et de la Census avec la ve´rification de consistance
sur les petites et grandes images et le remplissage de disparite´s des images en plus haute
de´finition. Nous pouvons aussi remarquer que la qualite´ apre`s le MMC de´pend beaucoup de
celle de la carte initiale. Il faut s’assurer la fiabilite´ de la carte de disparite´ initiale.
Nous pouvons conside´rer le taux d’erreur des pixels visibles de CensusMMC4, ou de
BM(3)-MMC4 comme la limite supe´rieure du MMC base´ sur Census ou sur BM avec les
matrices apprises dans le proble`me de carte de disparite´, tandis que celui avec les matrices
de´finies par un parame`tre comme la limite infe´rieure approximative du MMC. Les cas B
montre la possibilite´ d’ame´lioration en employant de donne´es re´elles avec la strate´gie d’ap-
prentissage de tout sauf un a` tester.
Nous avons liste´ le temps principal d’exe´cution en secondes des quelques combinaisons
de me´thodes dans le Tableau 5.8. Nous n’avons pas d’imple´mentation de Census et de
« βBM+Census2 » en GPU, en conse´quence, nous n’avons liste´ que le temps de la partie
CPU qui nous permet d’avoir une ide´e d’acce´le´ration possible.
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Tableau 5.8 Comparaisons de temps principal (en s) des quelques combinaisons de me´thodes
Me´thode taille
partie
note GPU
partie
note CPU
GPU CPU
BM 463× 370 0,003 BM une passe – –
Census 463× 370 – – 3,678 Census
βBM+Census2 463× 370 – – 4,038 βBM+Census2
Census(19) 1390× 1110 – – 156,769 Census(19)
βBM+Census2 1390× 1110 – – 184,012 βBM+Census2
BM
463× 370 et
0,076 BM – –
1390× 1110
Census BBM 463× 370 et 0,071 BM pour 105,416 Census
1390× 1110 grandes images
Census
463× 370 et
– – 103,087 Census
1390× 1110
βBM+Census2
463× 370 et
– – 208,721 βBM+Census2
1390× 1110
Census B 463× 370 et
– – 186,739
Census B
βBM+Census2 1390× 1110 βBM+Census2
CensusMMC2 463× 370 4,673 MMC (2 passes) 3,537 Census
CensusMMC4 463× 370 9,467 MMC (4 passes) 3,516 Census
βBM+Census2+
463× 370 4,737 MMC (2 passes) 4,012 Census
MMC2
βBM+Census2+
463× 370 9,282 MMC (4 passes) 4,012 Census
MMC4
BM-MMC2
463× 370 et
0,082
BM,
– –
1390× 1110 HD une passe
5,323
MMC (2 passes),
matrice de tran-
sition sans ze´ro
BM-MMC4
463× 370 et
0,082
BM,
– –
1390× 1110 HD une passe
10,460
MMC (4 passes),
matrice de tran-
sition sans ze´ro
BM(3)-MMC2
463× 370 et 0,125 BM
– –
1390× 1110 4,608 MMC (2 passes)
BM(3)-MMC4
463× 370 et 0,121 BM
– –
1390× 1110 9,102 MMC (4 passes)
CensusMMC2
463× 370 et
4,338 MMC (2 passes) 107,863 Census
1390× 1110
CensusMMC4
463× 370 et
8,583 MMC (4 passes) 103,299 Census
1390× 1110
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5.8 Ame´lioration de la mise en correspondance par bloc avec la lumie`re struc-
ture´e et colore´e
Parce que la mise en correspondance par bloc a des difficulte´s a` traiter les re´gions sans
motif, nous avons employe´ quelques motifs de lumie`re structure´e pour aider la mise en corres-
pondance par bloc. Pour e´viter de la lumie`re forte, nous avons employe´ une teˆte de mannequin
sur qui nous avons projete´ des motifs. La sce`ne a e´te´ capture´e par l’appareil photo nume´rique
Snap HD mobile MHS-FS3 BloggieTM de Sonyr. La Figure 5.22 en montre un exemple. La
disparite´ maximale de l’image a` droite est 15, la carte a e´te´ augmente´e a` l’e´chelle de 16 pour
un meilleur affichage. Nous avons e´galement de´tire´ les images et les cartes de disparite´ a`
environs un tiers sur la hauteur pour la raison d’affichage parce que les images originales
produites par l’appareil photo MHS-FS3 sont de´forme´es horizontalement.
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motif image de gauche carte de disparite´,
la Me´thode 2 + remplissage
avec les disparite´s des images
2 fois plus grandes,
toutes images sont en couleur
Figure 5.22 Comparaison de projection de lumie`re naturelle et projection de lumie`re struc-
ture´e sur une teˆte de mannequin
Pour obtenir un bon re´sultat, le motif de la lumie`re structure´e doit eˆtre compose´ de
lignes fines colore´es bien visibles, et qui ne changent pas trop entre les lignes adjacentes. Cela
devient un proble`me si la lumie`re forte est projete´e sur la teˆte humaine. Toutefois, si c’est
dans un petit environnement controˆle´, par exemple dans un casque, une lumie`re faible ou
moins forte peut tre`s bien donner le motif sur une teˆte humaine. Les lignes colore´es d’un motif
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doivent eˆtre fines pour e´viter l’ajout de bruit sur la mise en correspondance. Le traitement en
nuances de gris peut avoir quelques lignes verticales re´sultant de la mauvaise correspondance
sur la carte de disparite´.
Il existe des recherches similaires. Si Gmax de´signe l’intensite´ maximale par canal de cou-
leur, Koschan et al. ont pre´sente´ un spectre de couleurs SRV B de longueur n de´fini par
l’e´quation 5.6 :
SR = sin(
i
n
pi)(
Gmax
2
− 1) + Gmax
2
,
SV = sin((
2
3
+
i
n
)pi)(
Gmax
2
− 1) + Gmax
2
, i = {0, . . . , n},
SB = sin((
4
3
+
i
n
)pi)(
Gmax
2
− 1) + Gmax
2
(5.6)
Notre codage de lumie`re est une re´pe´tition d’une liste de couleurs ale´atoire ou suivant
une re`gle de´finie. La recherche pour un meilleur codage est hors l’inte´reˆt de ce me´moire.
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CHAPITRE 6
CONCLUSION
De nos travaux, nous avons montre´ le degre´ d’augmenter la performance de calcul, le
potentiel d’ame´liorer la qualite´ a` l’aide de GPGPU et des options supple´mentaires. Nous
avons introduit de nouvelles fac¸ons d’employer des images en haute de´finition pour ame´liorer
une plus petite carte de disparite´. Bien que la me´thode soit exigeante quant aux ressources
mate´rielles, l’emploi de GPGPU nous permet d’en acce´le´rer le travail et d’en re´duire le couˆt.
Nous avons introduit une me´thode simple d’interpolation MoyenPlusPropagationDuFond
pour efficacement remplir des zones invalides. Nous avons e´galement montre´ d’autres options
incluant l’enle`vement de taches, le filtre bilate´ral, la BilSub, le remplissage des disparite´s des
images en plus haute de´finition, etc. Une bonne combinaison de me´thodes peut aider a` avoir
un bon re´sultat.
Il existe des me´thodes de remplissage des zones ou` les valeurs de disparite´ ne sont pas
fiables. Toutes ces me´thodes proce`dent selon quelques hypothe`ses ou observations. Tout chan-
gement de condition alte`re le fonctionnement de la me´thode utilise´e. Notre me´thode est plus
ge´ne´rale. Les re´sultats de sa mise en e´preuve montrent qu’elle fonctionne bien.
Nous avons cre´e´ une combinaison de Census et de mise en correspondance par bloc pour
explorer le potentiel et montre´ sa bonne performance, quelques utilite´s et de contraintes. Il est
difficile de de´terminer la fonction de combinaison pour la combinaison de Census et de mise
en correspondance par bloc. La consistance entre les cartes de disparite´ de deux directions
peut de´te´riorer en fonction de la fonction de combinaison.
Comme solution probabiliste, nous avons employe´ le MMC et d’autres solutions possibles.
Nous avons teste´ la combinaison de Census et de MMC, la combinaison de mise en corres-
pondance par bloc et de MMC. L’utilisation de plusieurs MMC est similaire a` la me´thode de
propagation de croyance. Le MMC peut aider a` s’e´tablir a` un e´tat stable. La de´termination
des matrices de transition et d’e´mission est essentielle, il faut des environnements similaires
pour re´ussir l’emploi de MMC pour le calcul de disparite´. La combinaison de Census et de
MMC fonctionne mieux que la combinaison de mise en correspondance par bloc et de MMC.
Notre imple´mentation de MMC de GPGPU est rapide. Une application sous des contraintes
peut avoir une gamme de recherche beaucoup plus petite que pre´vu. Une bonne analyse
peut aider a` acce´le´rer encore l’application. Nous pouvons aussi constater que diffe´rentes
imple´mentations de l’algorithme Viterbi existent. Il faut donc traiter ce sujet avec soin pour
e´viter des confusions.
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Pour encore ame´liorer la qualite´ de la mise en correspondance par bloc, nous avons propose´
la me´thode base´e sur la lumie`re colore´e et structure´e afin d’ame´liorer la performance.
6.1 Synthe`se des travaux
Les images en plus haute de´finition sont plus pre´cises. Toutefois, elles demandent plus
de temps dans le traitement, et des de´tails peuvent cre´er un artefact. Nous avons e´tudie´
quelques me´thodes de traitement possibles. Une correspondance simple par bloc peut tre`s
bien fonctionner si on ajoute quelques e´tapes supple´mentaires. Le GPGPU peut acce´le´rer le
traitement. Nous avons montre´ que parfois les me´thodes simples peuvent travailler aussi bien
si on les combine avec quelques supple´ments.
Nous avons aussi e´tudie´ d’autres me´thodes existantes. Par exemple la me´thode BilSub ou
Census. La me´thode BilSub peut eˆtre employe´e pour e´liminer trop de variations locales. La
me´thode Census peut fonctionner avec une certaine robustesse. Une combinaison de plusieurs
me´thodes s’ave`re efficace, par exemple, une combinaison de Census et de mise en correspon-
dance par bloc, une combinaison de correspondance et de MMC, une combinaison de Census
et de MMC.
6.2 Limitations de la solution propose´e
Notre me´thode base´e sur les disparite´s des images en plus haute de´finition ne peut pas eˆtre
employe´e la` ou` on demande strictement le temps re´el, parce que plusieurs passes demandent
toujours plus de temps. De´pendant l’exigence de temps, l’emploi du mate´riel approprie´ peut
rendre possible le temps re´el. Partiellement a` cause de notre limite de trouver une bonne
fonction de combinaison et le proble`me de consistance de disparite´, la me´thode de remplissage
des disparite´s en employant les images en plus haute de´finition ne fonctionne pas bien pour
la me´thode de combinaison de Census et de mise en correspondance par bloc.
L’interpolation se base sur une hypothe`se, il faut de´finir un groupe de parame`tres pour
mieux le faire fonctionner. Donc, si le type d’images change, il faut rede´finir les parame`tres.
Le MMC est limite´ dans l’emploi parce qu’il exige beaucoup de ressources. Le temps
d’exe´cution varie selon les images traite´es. Nous supposons qu’il faut aussi de´terminer le
type d’environnement afin d’avoir un bon groupe des matrices de transition et d’e´mission.
Malheureusement, nous n’avons pas pu approfondir dans cette recherche.
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6.3 Ame´liorations futures
Nous devons continuellement ame´liorer la me´thode de cre´ation des cartes de disparite´
afin d’en augmenter la qualite´ et la performance. Une imple´mentation ame´liore´e, des e´tudes
approfondies de Census sur GPGPU, une recherche sur le potentiel de Census, un emploi des
caracte´ristiques des images, une analyse des structures d’images et des me´thodes probabilistes
sont des voies possibles pour ame´liorer la qualite´ de carte de disparite´. Une segmentation
d’images et l’emploi de superpixels (voir Ren et Malik, 2003) peuvent aussi contribuer a`
identifier de petites zones et a` e´viter des variations locales. Nous devons aussi approfondir
les me´thodes hie´rarchiques afin de tirer le maximum de ces me´thodes. Ce que nous avons
fait est un peu le contraire de celles traditionnelles, nous devons e´tudier les avantages et les
inconve´nients, cherche le potentiel.
Nous pouvons aussi e´tudier des me´thodes de propagation de croyance, ou meˆme envisa-
ger d’employer des me´thodes d’intelligence artificielle avec le GPGPU. Une ge´ne´ralisation
de MMC introduite dans la sous-section 3.13.4 peut augmenter la pre´cision, mais il y a
de proble`mes des bordures d’objet ou` des bordures sont plus lisses que souhaite´, donc il
faut ajouter d’e´le´ments dans le mode`le. La puissance de GPGPU peut rendre possibles des
me´thodes plus complexes dans le calcul des cartes de disparite´.
Le mode`le de repre´sentation des couleurs CIELab est bon sur le plan de la simulation
de la perception humaine. Toutefois, nous cherchons a` cre´er une carte de disparite´ re´elle
et pas seulement d’apre`s la perception humaine. Bien que nous pensions que ce n’est pas
ne´cessaire d’employer CIELab, pour mettre a` jour les limites de CIELab, il faut e´tudier la
mise en correspondance des pixels dans l’espace CIELab ou meˆme e´tudier d’autres espaces
de couleur.
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ANNEXE A
STE´NOPE´
Un ste´nope´ est un dispositif optique sans lentille permettant d’obtenir des images photo-
graphiques sous la forme d’une chambre noire. Il s’agit d’une ouverture de tre`s faible diame`tre.
Le phe´nome`ne a e´te´ observe´ en Chine durant le Ve sie`cle avant J.-C. par Mo Di (aussi appele´
Mozi, ou Mo Tzu) (voir Mo, Ve sie`cle avant J.-C., Jingshuoxia No 43). Hammond a aussi note´
ce fait (voir Hammond, 1981).
Aristote au IVe sie`cle avant J.-C. se demandait pourquoi la lumie`re du soleil passant a`
travers les quadrilate`res, par exemple, l’un des trous dans la vannerie ne cre´e pas une image
rectangulaire, mais plutoˆt un rond, et pourquoi l’image de l’e´clipse solaire passant a` travers
un tamis, les feuilles d’un arbre ou les e´carts entre les doigts croise´s cre´e un croissant sur la
terre. (voir Aristotle, IVe sie`cle avant J.-C., Book XV)
En 1425, Filippo Brunelleschi a employe´ le ste´nope´ pour observer une e´clipse solaire. (voir
Renner, 2008) La premie`re illustration publie´e de ste´nope´ en 1544 est montre´e dans la Fi-
gure A.1 (voir Gernsheim, 1982, p. 9).
Figure A.1 La premie`re illustration publie´e de ste´nope´ : observation d’e´clipse solaire en janvier
1544 a` Louvain par Reinier Gemma Frisius, Collection Gernsheim (voir Gernsheim, 1982, p. 9)
Une figure similaire a e´te´ publie´e dans le livre de Frisius en 1557 (voir Frisius, 1557, p. 39).
164
Figure A.2 L’illustration publie´e de ste´nope´ : observation d’e´clipse solaire en janvier 1544 a`
Louvain par Reinier Gemma Frisius (voir Frisius, 1557, p. 39)
Grepstad a aussi pre´sente´ quelques mate´riaux concernant le ste´nope´ (voir Grepstad, 2011).
Figure d’Airy
Un trou trop grand ou trop petit n’ame´liore pas l’image capture´e. Un trou trop grand
va laisse passer plus de lumie`re qui rend la sce`ne floue, tandis qu’un trou trop petit laisse
entrer trop peu de lumie`re pour bien former la sce`ne. Pour connaˆıtre le diame`tre optimal de
ste´nope´, nous devons d’abord connaˆıtre la figure d’Airy.
La lumie`re compose des ondes e´lectromagne´tiques visibles. Elle se de´place en ligne droite
dans un milieu transparent homoge`ne. Toutefois, la nature ondulatoire de la lumie`re fait
que celle-ci est diffracte´e si elle est mate´riellement limite´e, par exemple au passage a` travers
un trou. Si le trou est parfaitement circulaire, la figure de diffraction est appele´e figure
d’Airy (du nom de George Biddell Airy), pre´sentant un disque central primaire et des cercles
concentriques secondaires de plus en plus atte´nue´s. En 1834, Airy a pre´sente´ une analyse
mathe´matique de ce phe´nome`ne, d’ou` vient l’appellation de figure d’Airy. (voir Airy, 1834,
p. 283–290)
Selon John Herschel, Sir William Herschel a e´te´ le premier qui a observe´ le phe´nome`ne.
John Herschel a de´crit le phe´nome`ne en de´tail vers 1827. Il a de´crit le point de lumie`re
comme : (voir HERSCHEL, 1827–1830, p. 491) “. . .un disque plane´taire parfaitement rond
et bien de´fini, entoure´ par deux, trois ou plusieurs anneaux alternativement sombres et lu-
mineux, qui, si on les examine attentivement, sont perc¸us comme le´ge`rement colore´s a` leurs
frontie`res. Ils se succe`dent de pre`s a` des intervalles e´gaux autour du disque central, et sont
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ge´ne´ralement beaucoup mieux vus et plus re´gulie`rement et parfaitement forme´s dans les
te´lescopes re´fractants que ceux refle´tants (a perfectly round, well-defined planetary disc,
surrounded by two, three, or more alternately dark and bright rings, which, if examined
attentively, are seen to be slightly coloured at their borders. They succeed each other nearly at
equal intervals round the central disc, and are usually much better seen and more regularly and
perfectly formed in refracting than in reflecting telescopes). . .” (voir HERSCHEL, 1827–1830,
p. 491)
Lorsqu’une onde traverse une ouverture ou autour d’un objet, l’interfe´rence entre l’onde et
l’objet va produire le phe´nome`ne de diffraction. Le principe de Huygens dit que chaque partie
de la perturbation optique sur une surface de re´fe´rence dans l’espace agit comme une source
d’ondelettes sphe´riques qui se combinent pour donner la perturbation a` un point e´loigne´. On
va employer l’approche de Fresnel pour e´tudier la superposition. (voir Klein, 1970, p. 293)
La surface inte´grale d’un trou dans un plan peut eˆtre calcule´e par (voir Klein, 1970, p. 296)
E˜(r) =
i
λ
∫ ∫
P
0
E˜inc(r
′)
e−ik|r−r
′|
|r − r′| dσ (A.1)
ou` dσ repre´sente un e´le´ment infinite´simal de la surface au point r′ a` l’ouverture
∑
0, E˜inc(r
′)
est le champ incident au point r′, λ est la longueur d’onde de la lumie`re. (voir Klein, 1970,
p. 296)
Un phe´nome`ne spe´cial s’appelant la diffraction de Fraunhofer aura lieu quand le chemin
optique allant de points dans l’ouverture de diffraction au point d’observation est de´termine´
line´airement par les coordonne´es du point d’ouverture (voir Klein, 1970, p. 306). Base´ sur
l’e´quation A.1, nous pouvons employer une fonction de transmission t(r′) = t(x′, y′) pour
obtenir une ge´ne´ralisation dans l’e´quation A.2 (voir Klein, 1970, p. 308).
E˜(r) =
i
λ
E˜(O)
e−ikR
′
0
R
′
0
∫ ∞∫
−∞
t(x′, y′)e−2pii(ux
′−vy′)dx′dy′ ou` u = (α− α′)/λ, v = (β − β′)/λ
(A.2)
α et β sont deux coordonne´es des cosinus directeurs de la lumie`re incidente, α′ et β′ sont
celles des cosinus directeurs de la lumie`re de diffraction.
Pour une ouverture circulaire comme dans la Figure A.3, r′ et σ sont les coordonne´es
polaires dans l’ouverture. Nous pouvons avoir l’e´quation A.3. (voir Klein, 1970, p. 317–318).
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Figure A.3 Coordinates dans diffraction Fraunhofer (voir Klein, 1970, p. 317)
E˜(r) =
i
λ
E˜(O)
e−ikR
′
0
R
′
0
ikr20
J1(kr0 sin θ
′)
kr0 sin θ′
(A.3)
En posant t = kr0 sin θ
′ =
2pir0ρ
(λR
′
0)
= 2pir0w, ou` w =
√
u2 + v2 =
√
α′2 + β′2
λ2
, on obtient
l’e´quation A.4 (voir Klein, 1970, p. 318) :
E˜(r) = E˜(O)
e−ikR
′
0
R
′
0
ikr20
J1(t)
t
(A.4)
La fonction J1(t) est appele´e la fonction de Bessel de premier ordre. Le premier disque
maximal est donne´ quand t = 1, 22pi = 3, 83. (voir Klein, 1970, p. 318–319) t est exprime´ en
radius, nous avons la valeur 1, 22 comme le facteur de radius. En conse´quence, la valeur 2, 44
est employe´e comme le facteur de diame`tre.
Diame`tre optimal de ste´nope´
Le diame`tre optimal de ste´nope´ a` une certaine distance limite´e par la figure d’Airy est
calcule´ par la diffraction de Fraunhofer. Lord Rayleigh a indique´ que le diame`tre de l’ouverture
optimal peut eˆtre calcule´ avec la relation d2 = fλ, ou` d est le diame`tre de l’ouverture, f est
la longueur focale et λ est la longueur d’onde en 1891. (voir Strutt, 1891) (voir Strutt,
1902, p. 436) Maintenant, en conside´rant l’effet de la figure d’Airy, nous pouvons calculer le
diame`tre minimal par l’e´quation A.5. (voir Lambrecht et Woodhouse, 2010, p. 154)
d =
√
2, 44λf (A.5)
Par le crite`re d’interfe´rence de Rayleigh qui pre´voit que l’on ne peut se´parer au maximum
deux images que quand le maximum de la figure d’Airy d’une image se superpose au premier
minimum de l’autre. Nous pouvons aussi calculer le diame`tre maximal par l’e´quation A.6. (voir
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Lambrecht et Woodhouse, 2010, p. 154)
d =
√
3, 66λf (A.6)
Une valeur couramment employe´e pour la longueur d’onde λ est 555 nm pour les yeux et
la photographie picturale standard (voir Lambrecht et Woodhouse, 2010, p. 155).
Parce que
√
3, 66 ≈ 1, 91, on voit souvent que la formule pour de´terminer le meilleur
diame`tre est d = 1, 9
√
fλ.
168
ANNEXE B
DIFFE´RENCES ENTRE DEUX IMPLE´MENTATIONS DE L’ALGORITHME
VITERBI
Il y a plusieurs de´finitions et imple´mentations disponibles de l’algorithme Viterbi. Au
cours de nos expe´riences, nous avons ve´rifie´ la diffe´rence entre hmmviterbi fournie par MATLABr
et viterbi fournie par PMTK3 (voir Murphy et Dunham, 2011) :
Comparaisons des imple´mentations de MATLAB et de PMTK3
La fonction hmmviterbi de MATLAB a imple´mente´ l’algorithme de´crit par Durbin et al.(voir
Durbin et al., 1999, p. 56), qui suppose que le mode`le est initialement dans l’e´tat 1 a` l’e´tape
0. Tandis que la fonction hmmMap suppose que le mode`le est initialement dans les e´tats de´finis
par la distribution initiale et les premie`res observations. La fonction hmmMap de PMTK3 a
ajoute´ la valeur de pre´cision relative de virgule flottante (floating-point relative accuracy)
“eps” qui est 2−52 pour ame´liorer la pre´cision.
Concernant la performance, la hmmviterbi de MATLAB doit eˆtre un peu plus lente parce
qu’elle est en script. Tandis que le PMTK3 supporte les sous-routines lie´es dynamiquement
(dynamic-link library), le code sera exe´cute´ en mode MEX compile´ de C, qui est plus rapide
que hmmviterbi selon notre e´valuation. Le taux d’acce´le´ration est d’environs 8,93.
Le reste du traitement sera identique pour les deux imple´mentations.
Notre imple´mentation ressemble a` celle de PMTK3. A` cette diffe´rence pre`s que nous
n’avons pas ajoute´ la valeur de pre´cision relative de virgule flottante “eps”. Il est ne´cessaire
d’ajouter la distribution initiale pour conformer a` la nature probabiliste.
Notes sur l’algorithme Viterbi
Selon Viterbi, la probabilite´ de distribution doit eˆtre identique pour chaque e´le´ment et
pour chaque itine´raire. Les e´le´ments sur un itine´raire pre´cis sont inde´pendants statistique-
ment (voir Viterbi, 1967, p. 265). La pre´sentation de l’algorithme Viterbi de Durbin et al.
suppose qu’initialement le syste`me est dans l’e´tat identifie´ comme 1 (voir Durbin et al., 1999,
p. 56). Tandis que l’imple´mentation de PMTK3 (voir Murphy et Dunham, 2011) emploie une
distribution initiale d’e´tats et des observations initiales. Nous supposons qu’une distribution
initiale d’e´tats est plus naturelle. Toutefois, la pre´sentation de Durbin et al. ne demandant
pas une distribution initiale est plus facile a` employer.
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Un article fait par Forney a bien explique´ l’algorithme Viterbi. Dans cet article, nous
pouvons voir que l’auteur emploie une valeur arbitraire pour l’e´tat initial (voir Forney, 1973,
p. 272).
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ANNEXE C
CORRECTIONS D’UN EXEMPLE DE SDK DE NVIDIA
Dans l’imple´mentation de l’algorithme Viterbi livre´e dans le kit de de´veloppement par
NVIDIAr en novembre 2010, nous avons trouve´ plusieurs erreurs que nous avons signale´es a`
NVIDIAr le 5 mars 2011 a` l’aide d’un formulaire de contact et une adresse courriel de re´seau
de de´veloppeur sans jamais avoir de re´ponse de sa part.
Erreurs et corrections d’un code de NVIDIA
Dans le programme principal oclHiddenMarkovModel.cpp, la fonction initHMM fournit des pro-
babilite´s. Toutefois, dans HMM.cpp, on traite ces probabilite´s en format logarithme, ce qui est
une premie`re erreur. Nous avons converti ces donne´es en logarithme.
Ensuite, on doit normalement fournir des probabilite´s initiales. Or, l’imple´mentation ne
fournit pas cette fonctionnalite´. Bien suˆr, ce n’est pas une erreur, mais une lacune. Nous
avons ajoute´ cette fonctionnalite´.
Dans la classe HMM, l’imple´mentation n’a pas d’option pour de´finir le nombre de cate´gories
d’e´mission. Elle suppose le meˆme nombre des e´tats et des observations. Nous avons ajoute´
une option pour de´finir le nombre de cate´gories d’e´mission.
Finalement dans le code noyau, on attribue une valeur -1.0f comme la valeur minimale qui
est au domaine de probabilite´. Cependant, l’ope´ration est une addition qui est au domaine de
logarithme. Un proble`me plus grave se trouve dans l’application de l’algorithme Viterbi. La
partie re´cursive dans le kit de de´veloppement est totalement fausse. Nous avons corrige´ cette
partie. La raison pour laquelle les versions GPGPU et CPU produisent le meˆme re´sultat est
que ces deux versions ont employe´ de fac¸on errone´e le meˆme algorithme, alors que celui-ci
est un peu diffe´rent de celui de Viterbi.
Observations
Le code fourni par NVIDIAr l’est dans un but de re´fe´rence, car ce code n’a pas e´te´
rigoureusement ve´rifie´. Le meˆme proble`me existe pour le kit de de´veloppement version 4.0
du mai 2011.
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Codes corrige´s de l’imple´mentation de l’algorithme Viterbi d’un exemple de SDK
de NVIDIA
Ci-dessous nous affichons quelques modifications principales. Les ajouts et les modifica-
tions sont souligne´s.
Dans la partie initialisation de la classe HMM du fichier oclHiddenMarkovModel.cpp, nous avons
ajoute´ quelques lignes d’initialisation de probabilite´ et modifie´ quelques endroits :
. . .
float **initCase = (float**)malloc(nDevice*sizeof(float*)) ;
...
HMM **oHmm = (HMM**)malloc(nDevice*sizeof(HMM*)) ;
for (cl uint iDevice = 0 ; iDevice < nDevice ; iDevice++) {
initCase[iDevice] = (float*)malloc(sizeof(float)*nState) ;
for (int i = 0 ; i < nState ; i++)
initCase[iDevice][i] = initProb[i] + mtEmit[i * nEmit + obs[iDevice][0]] ;
oHmm[iDevice] = new HMM(cxGPUContext, cqCommandQue[iDevice], initCase[iDevice], mtState, mtEmit,
nState, nEmit, nObs, argv[0], wgSize) ;
}
...
szWorkGroup = oHmm[iDevice]->ViterbiSearch(vProb[iDevice], vPath[iDevice], obs[iDevice], nEmit) ;
...
err = ViterbiCPU(viterbiProbCPU[iDevice], viterbiPathCPU[iDevice], obs[iDevice], nObs, initProb,
mtState, nState, mtEmit, nEmit) ;
...
free(initCase[iDevice]) ;
free(obs[iDevice]) ;
free(viterbiPathCPU[iDevice]) ;
...
Dans la fonction ci-dessous du meˆme fichier :
int initHMM(float *initProb, float *mtState, float *mtObs, const int &nState, const int &nEmit)
...
for (int i = 0 ; i < nState ; i++) {
initProb[i] /= sum ;
172
initProb[i] = log(initProb[i]) ;
}
...
for (int j = 0 ; j < nState ; j++) {
mtState[i*nState + j] /= RAND MAX ;
mtState[i*nState + j] = log(mtState[i*nState + j]) ;
}
...
for (int i = 0 ; i < nEmit ; i++) {
mtObs[i*nState + j] /= sum ;
mtObs[i*nState + j] = log(mtObs[i*nState + j]) ;
}
...
C’est-a`-dire que nous avons transforme´ toutes les variables initProb, mtState, mtObs en loga-
rithme.
Dans le fichier Viterbi.cl :
...
kernel void ViterbiOneStep( global float *maxProbNew, global int *path, global float *maxProbOld,
global float *mtState, global float *mtEmit, local float maxValue[],
local int maxInd[], int nState, int obs, int iObs, int nEmit) {
...
float mValue = -INFINITY ;
int mInd = -1 ;
float value ;
for (int i = localId ; i < nState ; i += localSize) {
value = maxProbOld[i] + mtState[i*nState + iState] ;
if (value > mValue) {
mValue = value ;
mInd = i ;
}
}
maxValue[localId] = mValue ;
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maxInd[localId] = mInd ;
barrier(CLK LOCAL MEM FENCE) ;
maxOneBlock(maxValue, maxInd) ;
// copy results from local to global memory
if (localId == 0) {
maxProbNew[iState] = maxValue[0] + mtEmit[iState * nEmit + obs] ;
path[(iObs-1)*nState + iState] = maxInd[0] ; }
}
kernel void ViterbiPath( global float *vProb, global int *vPath, global float *maxProbNew,
global int *path, int nState, int nObs) {
// find the final most probable state
if (get global id(0) == 0) {
float maxProb = -INFINITY ;
int maxState = -1 ;
...
Dans le fichier ViterbiCPU.cpp :
#include <cstdlib>
#include <cstdio>
#include <limits>
#define MINVALUE -std : :numeric limits<float> : :infinity()
int ViterbiCPU(float &viterbiProb, int *viterbiPath, int *obs, const int &nObs, float *initProb,
float *mtState, const int &nState, float *mtEmit, const int &nEmit){
...
// initial probability
for (int i = 0 ; i < nState ; i++) {
maxProbOld[i] = initProb[i] + mtEmit[i * nEmit + obs[0]] ;
}
// main iteration of Viterbi algorithm
for (int t = 1 ; t < nObs ; t++) // for every input observation {
for (int iState = 0 ; iState < nState ; iState++) {
// find the most probable previous state leading to iState
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float maxProb = MINVALUE ;
int maxState = -1 ;
for (int preState = 0 ; preState < nState ; preState++) {
float p = maxProbOld[preState] + mtState[preState*nState + iState] ;
if (p > maxProb) {
maxProb = p ;
maxState = preState ;
}
}
maxProbNew[iState] = maxProb + mtEmit[iState * nEmit + obs[t]] ;
path[t-1][iState] = maxState ;
}
for (int iState = 0 ; iState < nState ; iState++) {
maxProbOld[iState] = maxProbNew[iState] ;
}
}
// find the final most probable state
float maxProb = MINVALUE ;
...
Dans le fichier HMM.cpp :
...
size t HMM : :ViterbiOneStep(const int &obs, const int &iObs, const int &nEmit)
...
err |= clSetKernelArg(ckViterbiOneStep, 10, sizeof(int), (void*)&nEmit) ;
...
size t HMM : :ViterbiSearch(cl mem vProb, cl mem vPath, int *obs, const int &nEmit)
...
for (int iObs = 1 ; iObs < nObs ; iObs++) {
szWorkgroup = ViterbiOneStep(obs[iObs], iObs, nEmit) ;
...
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E´galement dans le fichier HMM.h :
...
size t ViterbiSearch(cl mem vProb, cl mem vPath, int *obs, const int &nEmit) ;
...
size t ViterbiOneStep(const int &obs, const int &iObs, const int &nEmit) ;
...
