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Abstract
This thesis presents the results of the study of ZnCdSe-based heterostructures of 
two systems, namely bulk single-phase cubic ZnCdSe epilayers with Cd content 
varying from 0 to 100 percent and ZnCdSe/Zn(S)Se quantum wells. In the latter 
system increased attention has been paid to the special case of submonolayer 
structures. The main tool of the study, spin-flip Raman spectroscopy, enabled 
observation of sharp spectral features related to the spin transitions of different 
excitations of these systems. The analysis of the experimental data allowed de­
termination of the nature of these excitations as well as their parameters, leading 
thus to a better understanding of the properties of the systems studied.
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Preface
Physics of semiconductors heterostructures nowadays is one of the most impor­
tant and fastest developing areas of solid state physics1. The importance and fast 
development of the field axe determined by the demand of micro/opto-electronics 
and the power of modern epitaxial technologies allowing production sophisticated 
heterostructures with desirable physical properties.
Being of paramount importance from the application point of view, the physics 
of semiconductor heterostructures provides also a wide field for the basic re­
search. Most attention is paid to low-dimensional heterostructures, where the 
energy spectrum, symmetry and fundamental parameters of the quasi-particles 
are modified compared to the three-dimensional case. At the same time the 
studies of “simple” bulk epitaxial heterolayers in many situations are necessary 
prerequisites for the understanding of the basic properties of the low-dimensional 
case. Moreover, such studies provide a unique possibility of testing the exist­
ing theories, particularly the band structure theories, when they are applied to 
bulk semiconductor materials, which may only be grown by heteroepitaxy. Many 
effects in semiconductor heterostructures, particularly those that are caused by, 
the reduction of dimensionality can be successfully studied by optical methods. 
Amongst them, spin-flip Raman spectroscopy has proved to be one of the most 
powerful. All this makes the chosen theme of study highly topical.
The thesis consists of five chapters. The first two chapters provide a background 
of spin-flip Raman spectroscopy and ZnCdSe-based heterostructures. The next 
two chapters present the original experimental results and their discussion. The 
overall conclusions are given in the last chapter. There are four appendices at 
the back of the thesis. Appendix A contains a table with some of the parameters 
of ZnSe and CdSe. Appendices B, C and D contain information concerning the 
electron ^-factor, the k • p  method and the exchange interaction.
The results included in this thesis were presented at two UK and three interna­
tional conferences and published in refereed journals.
1 During the last 15 years three Nobel prizes were awarded for works related to the physics 
of semiconductor heterostructures.
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Spin-flip Raman (SFR) spectroscopy is an effective and nowadays a well estab­
lished tool for the investigation of semiconductors. This type of Raman spec­
troscopy is based on the process of so called “spin-flip Raman scattering” of 
light. In this process the electric field of light incident on a semiconductor inter­
acts via spin-orbit coupling with an elementary spin excitation in a magnetic field 
and induces a change of the spin state (or spin-flip). This leads to the energy of 
the scattered light being shifted, in the simplest case, by an amount equal to the 
Zeeman spin-splitting energy
A E  =  h(ui -  Ug) =  (1.1)
where uji(<jJs) denotes the frequency of the incident (scattered) light, g is the abso­
lute value of the effective ^-factor of the elementary spin excitation, hb — eh/2mc 
is the Bohr magneton and B  is the magnetic field. In Eq. 1.1 A E  can be either 
positive or negative, corresponding respectively to whether the light loses (Stokes 
process) or gains (anti-Stokes process) energy due to the interaction with the el­
ementary spin excitation. Thus SFR spectroscopy enables one to observe the 
elementary spin excitations of semiconductors by the frequency shift between 
the incident and scattered light, and by varying conditions of the experiment 
(magnetic field, polarization, temperature, etc.), to investigate their properties.
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During more than 30 years of application of SFR spectroscopy (see the follow­
ing section) the properties of a large variety of excitations in bulk non magnetic 
and diluted magnetic semiconductors were investigated; see examples in Refs. 
[1, 2, 3] and Refs. [4, 5, 6, 7], respectively. The signals from both free electrons 
and free holes, electrons bound to donors and holes bound to acceptors, local­
ized excitons, bound magnetic polarons, as well as scattering spin-flip transitions 
within the Zeeman multiplets of paramagnetic ions, have been detected. From 
these measurements, band structure and single particle parameters such as effec­
tive p-factors and life times, electron-hole exchange constants of excitons, as well 
as information about the dynamics of spin relaxation of individual carriers and 
excitons, can be obtained. SFR spectroscopy has also been applied successfully 
to investigate epitaxial semiconductor heterostructures, including bulk epilayers 
and low dimensional structures. Examples of such studies can be found in Refs. 
[8, 9, 10, 11] and Refs. [12, 13, 14, 15, 16, 17, 18], respectively.
In this chapter we provide general information on spin-flip Raman spectroscopy, 
covering the important historical steps of its development and describing the 
main components of its experimental arrangement. Some important aspects of 
the theory of spontaneous Raman scattering helpful for the presentation of the 
experimental results of Chapters 3 and 4 are also discussed.
1.2 Historical survey
SFR spectroscopy is not a new tool for investigation of semiconductors and its 
up to date experimental setup is described in section 1.3. The theoretical back­
ground for SFR spectroscopy originates from the works of Elliott [19] and Elliott 
and Loudon [20] published, respectively, in 1954 and 1963. In these works it was 
shown that the SFR process is possible in the presence of mixing of spin and or­
bital states and thus can be realized in semiconductors. The next step was made 
by Wolff in 1966 [21], who gave for the first time a detailed consideration of in­
elastic light scattering by mobile carriers (electrons and holes) in semiconductors 
in a magnetic field. He predicted a Raman process which involves a transition 
between two Landau levels with An =  2. Electron spin effects were not consid­
ered. This work was extended by Yafet [22] and by Kelley and Wright [23], who 
included the mixed spin character of the valence states of InSb induced by spin-
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orbit coupling and considered a spin-flip process with An =  0. They estimated 
the cross sections for the Raman scattering by electrons and holes for InSb and 
InP, finding them sufficiently large to permit the observation of this type of the 
Raman transition. They also pointed out that SFR transitions can be of use in 
band structure measurements. Very shortly after these theoretical works the first 
experimental observations of spontaneous SFR scattering by mobile electrons in 
InSb were reported by Slusher, Patel and Fleury [24] in 1967, followed by the 
detection of SFR signals from bound electrons and holes in CdS by Thomas and 
Hopfield [25] in 1968. In the last of these works the effective ^-factors of bound 
carriers were determined and also a theory was developed which gives a quali­
tative understanding of the phenomenon as taking place via intermediate state 
formed by bound excitons. Since then there has been a growing interest in using 
SFR spectroscopy for the investigation of semiconductors.
An important contribution to this field was the first spectroscopic observation of 
stimulated SFR scattering from conduction electrons in InSb by Patel and Shaw 
[26] and in CdS by Scott and Damen [27], respectively in the infra-red and the 
visible. This led then to the development of the tunable SFR laser acting in both 
pulsed and c.w. modes of operation; a comprehensive review of SFR lasers can 
be found in Ref. [28]. The tuning is achieved by changing the applied magnetic 
field (see Eq. 1.1). The basic physical process of the SFR laser is based on the 
quantum mechanical motion of the electrons in magnetic states and is of a great 
interest in pure physics. This fact caused more attention to be given to SFR 
spectroscopy.
A very important step for the development of SFR spectroscopy tool was made 
when tunable dye- and Titanium sapphire lasers became widely available in the 
70’s and 80’s. The scattering efficiency is strongly increased, sometimes up to 
several orders of magnitude, when the incident photon energy is in resonance 
with one of the optically allowed intermediate state. Such “resonance” behaviour 
had been already pointed out by Yafet [22]. It plays a crucial role in SFR studies 
and will be considered further in this Chapter (subsection 1.4.2).
Several reviews have been published which cover different aspects of SFR spec­
troscopy of semiconductors. We mention some of these reviews given by Scott 
[29], Geschwind and Romestain [30], Hafele [31] and Davies et al. [32]. In the 
latest review a comparison of the sensitivity and spectral resolution obtained by
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SFR spectroscopy with that of other widely used magneto and magneto-optical 
techniques (electron spin resonance, optically detected magnetic resonance and 
Zeeman spectroscopy) is also provided.
1.3 Experimental arrangement
The experimental arrangement of SFR spectroscopy of semiconductors in general 
consists of a continuous wave laser light source, a high resolution spectrome­
ter equipped with a very sensitive photon detector and a helium cryostat with 
a strong magnet. In some cases the spectrometer is replaced by a multipass 
Fabry-Perot, which is usually piezoelectrically scanned. This allows the spec­
tral resolution of the apparatus to be increased up to a hundred times compared 
to a spectrometer based one [30]. Nevertheless in many cases a spectrometer 
provides the necessary resolution and is the first choice for SFR studies. The 
experimental results presented in the Chapters 3 and 4 have been obtained using 
a spectrometer based computer controlled apparatus of the Optical Spectroscopy 
Group at the University of Bath1. A schematic representation of this apparatus 
is shown in Fig. 1.1. A significant part of the experiments was also performed 
using the high magnetic field facilities of the Cardona Department at the Max- 
Planck-Institut fur Festkorperforschung in Stuttgart, where the apparatus is also 
based on a spectrometer. In this section a description of the requirements for 
the main components of the experimental technique for SFR spectroscopy, along 
with technical details of the apparatus in Bath and Stuttgart, is provided.
The requirements of a source for the excitation of Raman spectra in general and 
SFR in particular are that it should be stable, intense and highly monochromatic 
(narrow line width). A laser meets these requirements perfectly and, in addition, 
provides a beam which is self-collimated and plane polarized. Different gas lasers 
which produce a variety of discrete lines covering a wide spectral interval from in­
frared to ultraviolet are available. For fine adjustment of the incident wavelength, 
as is essential for resonant SFR scattering, lasers with a quasi-continuous tuning 
range are often used. These tunable lasers are based on a laser medium which 
gives stimulated emission in a wide spectral range in which the laser wavelength
1This apparatus was also used for photoluminescence, reflectance and phonon Raman mea­
surements.
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Figure 1.1: Schematic picture of the main components of the apparatus for SFR 
scattering measurements (Optical spectroscopy group, University of Bath). 1 - 
monochromator, 2 - premonochromator, 3 - photomultiplier and photon count­
ing electronics, 4 - photomultiplier stabilized power supply, 5 - photomultiplier 
Peltier-effect cooler, 6 - liquid nitrogen cooled CCD camera, 7 - CCD camera in­
terface, 8 - lenses, 9 - linear or circular polarizers, 10 - cryostat with the magnet, 
11 - stabilized power supply and operational block for the magnet, 12 - pumping 
Ar+ ion laser, 13 - dye or Ti-sapphire laser, 14 - stepper motor, 15 - computer 
system for apparatus operation and data acquisition, M - mirrors. The inset 
shows the arrangement for a sample in the sample chamber of the cryostat.
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can be chosen by change of the laser cavity resonant conditions. Generally, liquid 
dyes are used as a lasing medium. The spectral region of each dye covers about 
50 nm but the availability of a large number of different dyes makes possible to 
cover the whole spectral region between 390 nm and 900 nm (~  3.18 — 1.38 eV). 
By use of an appropriate pumping source some dyes even allow one to achieve a 
shorter wavelength than 390 nm. A tunable solid state laser whose laser medium 
is a Titanium sapphire crystal covering the spectral range between 700 nm and 
1 fim (~  1.77 — 1.24 eV) is also available. This laser is free from problems of the 
dye-laser caused by the limited life time of any of the dyes but at the same time 
the possible extension to the wavelength region shorter than 700 nm requires 
the use of very expensive frequency doublers, which at present do not operate 
in the continuous wave regime. All of our experiments were performed using 
these two types of tunable lasers, which were pumped by an Ar+-ion laser (dyes 
used were SI, S3, C420, C480, Pyromethene and R6G). Both lasers could be 
tuned to an appropriate wavelength by a stepper motor automatically operated 
by the computer system. Using an etalon inserted into the dye laser cavity allows 
one to reduce the laser linewidth by a factor of 3, making it comparable with 
the instrumental linewidth of the spectrometer. For investigating the selection 
rules of SFR scattering the polarization of the incident light can be varied by a 
combination of a linear polarizer and a A/4 (or A/2) plate. The laser beam of 
power 0.1-100 mW is focused on to the sample by a long-focus spherical lens into 
a spot of 0.5 mm in diameter.
The scattered light is collected through a lens system and focused on to the en­
trance slit of a spectrometer. A high-quality imaging system is required since the 
entrance slit must be quite narrow to achieve a sufficient spectral resolution (usu­
ally 10-20 /mi). Spherical aberration effects should be minimized, because they 
reduce the effective aperture angle and therefore can affect measurements of weak 
intensity signals. A polarization analyzer inserted in front of the entrance slit al­
lows the selective detection of scattered light with a well-defined polarization, so 
as to separate the individual component of the Raman tensor. For the frequency 
analysis of the scattered light, a spectrometer based on a grating monochromator 
is used. Because of the low efficiency of the scattering (resulting often in less than 
100 photon counts/s), the monochromator must produce a very high frequency 
resolution to separate the very weak Raman light from the far more intense 
elastically-scattered (Rayleigh) light. The frequency resolution is determined by 
the focal length of the monochromator, the line density of the gratings, the size of
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the grating and the slit widths. The setup in Bath is equipped with a Jobin-Yvon 
S 3000 spectrometer containing a single grating 0.64 m focal length monochroma­
tor and a double subtractive grating pre-monochromator (both Czerny-Turner 
arrangements; the gratings have 1800 grooves/mm). The pre-monochromator 
acts as a spatial filter for the monochromator and serves to improve stray light 
reduction. The setup in Stuttgart is based on a SPEX 1404 double grating (1800 
grooves/mm) 0.8 m focal length monochromator (Czerny-Turner arrangements). 
The spectrometers are equipped with single-photon counting photomultiplier sys­
tems. The spectrometer in Bath is additionally equipped with a CCD camera. 
Both of the systems allow one to measure Raman signals as close as 1.5 cm-1 
(~ 0.2 meV) to the laser line.
Helium cryostats of two types were used in our experiments. In the first cryostat, 
the sample is placed in superfluid helium at a temperature of 1.5 K in a split- 
pair magnet that is capable of generating magnetic fields of up to 6 T (Bath). 
The second cryostat has a solenoid superconducting magnet producing magnetic 
fields of up to 14 T and, since the sample is held in a helium exchange gas, allows 
temperatures down only to about 4.5 K (Stuttgart). Both cryostats are equipped 
with temperature controllers allowing measurements at temperatures up to room 
temperature.
The SFR scattering experiments were performed in the backscattering Faraday 
geometry, in which the magnetic field B and the light propagation direction k 
are parallel, and in the backscattering Voigt geometry, in which B and k are 
perpendicular to each another. In the split-pair magnet cryostat, to change from 
the Faraday geometry to Voigt, the magnet is rotated through 90 degrees. The 
arrangement of the sample in the cryostat is shown in the inset of Fig. 1.1. In this 
arrangement the laser beam is incident on the sample surface at a certain angle, 
but because of the high refractive index of about 3.0 for all of the semiconductors 
investigated, the light travels internally very close to the normal to the surface 
(deviation ~  5 degrees). The use of a special sample holder allowed a continuous 
rotation to give an angle 6 between the specimen normal and the magnetic field 
where, in the Faraday geometry, \6\ ranged from 0 to 50 degrees and, in the 
Voigt geometry, from 40 to 90 degrees. By these means we are able to measure 
the angular dependences of the SFR scattering signals for all field directions. In 
the solenoid magnet cryostat, the sample could also be placed in the Faraday 
and Voigt geometries. The arrangements for both geometries are shown in Fig.
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1.2. In this magnet, a continues rotation of the sample was not possible, but the 
sample could also be mounted with a fixed angle 9 of 15, 30, 45, 60 or 75 degrees2. 
Two deficiencies which are important for the precise measurements of polarization 
dependences in a magnetic field in the Voigt geometry have to be mentioned. The 
first of them comes from the axes of the solid angle of the scattered light being 
tilted relatively to the sample normal. This leads to the additional polarization of 
the scattered light due to the effect of Fresnel polarization. The second deficiency 
arises since the use of the glass lens causes the rotation of the polarization plane 
in the magnetic field due to the Faraday effect and therefore leads to incorrect 
values of the measured polarization. The effects, however, can easily be excluded 
by measurements of their influence at different values of the magnetic field. These 
correction factors were kindly made available to us by V. F. Sapega. The internal 
diameter of the solenoid and the focal lengths of the spherical mirror and the lens 
cause the maximal deviation of the scattered light inside the sample away from 
the normal to the sample surface to be not more than 5 degrees - similar to 
the case of the split-pair cryostat. Therefore, the experimental results can be 
compared without significant errors with the theory in which the incident light 
and the scattered light are considered to be parallel.
1.4 Basics of Raman scattering theory
1.4.1 Classical and quantum mechanical pictures
The effect of Raman scattering, in which light is scattered inelastically by molecules 
or crystals with a change of frequency, is normally associated with excitation or 
de-excitation of vibrational oscillations (as happened historically). There is a well 
established classical consideration of such a case which consists of the following. 
Imagine a molecule. If the molecule is motionless then the light incident on it 
and described by the expression for the electric field strength E =  E* cos(oj(t) will 
build up oscillations of the electron shell in time with its own frequency uji and 
induce an electric polarization P  =  ao cos(uit) (where ao is a constant) in the 
molecule. This polarization will determine the light scattering in all directions 
with the frequency ui of the exciting light. This is Rayleigh scattering. The pic-
2This arrangement was developed by V. F. Sapega [33]
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sca ttered  light
/
so len o id
Figure 1.2: Arrangements for the sample inside the superconducting solenoid 
(Max-Planck Institut fur Festkorperforshung, Stuttgart), a) Faraday geometry, 
1 - sample, 2 - spherical mirror with a hole, 3 - liquid helium heat-exchanger. 
b) Voigt geometry, 1 - sample, 2 - flat mirror prisms, 3 - liquid helium heat- 
exchanger, 4 - lens.
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ture described of the interaction between light and a molecule is not a practical 
case. In reality, the atoms of the molecule will ’’shake” under the action of thermal 
motion and for the induced molecular polarization one can write the expression:
P  (Q, ui) = a(Q)Ei cos(uit), (1.2)
here Q is a generalized coordinate, a(Q) is the molecular polarisability, which is 
generally a tensor quantity but which we assume for simplicity that it is a scalar. 
Possible molecular rotation is disregarded.
For small displacements of atoms from their equilibrium position and for sinu­
soidal atomic oscillations in the molecule, the polarisability can be expanded in 
a Taylor series as follows
daa(Q) =  a(0) +  —  cos (tit +  y>), (1.3)
where (p is an arbitrary phase and VI is the frequency of the oscillations. Substi­
tuting (1.2) into (1.3), we obtain:
1 dot
P  =  a(0)Ei cos(a;/£) +  -  ( cos [0*4 +  ^ ) t +  <p] +  cos [(ui -  Vl)t -</>]} (1.4)
The intensity and the spectral composition of the scattered light will be deter­
mined by the induced polarization (1.4), and it is therefore seen that the lines of 
frequency ui and two more lines -  one of frequency ui — (a Stokes component) 
and the other of frequency ui +  Q (an anti-Stokes component) must be present 
in the scattered light.
In analogy with that described above the classical picture of SFR scattering 
can be considered as follows. A spin centre precesses at the Zeeman frequency 
Viz =  9^bB  in an external magnetic field. It drags around its electronic charge 
cloud due to the existence of spin-orbit coupling, leading to that the electronic 
polarisability being modulated at the same frequency. This classical picture was 
proposed by Geschwind [30].
The quantum mechanical approach to Raman scattering takes into account that 
the energy spectrum of an excitation (“shaking” or the vibrational energy of the 
molecule in the case described above) is quantized. In this approach the first step 
in a Raman process is the absorption of a photon with energy hut and momentum
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tiki. This leads to a virtual or real electronic intermediate state |n > which may 
interact with an elementary excitation of energy HQ, via a certain mechanism. 
Then the elementary excitation is created or annihilated. The last step is that the 
scattered intermediate state recombines emitting a photon of different energy hu3 
and momentum hks. The elementary excitation in this process is therefore either 
excited or de-excited from an initial quantized state | i > to a final quantized state 
| /  >. In SFR scattering this is associated with a change of the spin state. Energy 
conservation is required for the whole process and the momentum is conserved 
for each intermediate step so that
hui =  Tiujs d= hti, (1.5)
tiki =  7iks ±  hq, (1.6)
where q is the crystal-momentum of the elementary excitation. These conditions 
are shown in Fig. 1.3.
In the SFR scattering process which occurs between two spin states | i > and
| /  > the electric field Ei cos uit of the incident laser beam admixes an electronic
intermediate state |n > into these states (the corresponding Hamiltonian Hep 
is given in subsection 1.4.2) so that in first order time dependent perturbation 
theory the modified states are given [30]
|^i > =  exp(-iu iit -  i<p) ^|i > -  £
where r  denotes a space coordinate and e is the electron charge. In this equa­
tion the non-resonant term in exp{-\-iuit) has been omitted for simplicity. For the 
\tyf > state a similar expression is derived but without the phase factor exp(—itp) 
which describes the relative phase between the two states | i > and | /  >. The ma­
trix element < \P/|er|\Ifi > describes the electric dipole emitting Raman radiation 
at frequencies u
1.4.2 Scattering intensity and resonant effect
The Raman scattering intensity is proportional to the probability of the Raman 
process R. In the case of electron SFR scattering this probability is derived consi-
11
intermediate states
 j  -  -
a
Figure 1.3: a) Energy level diagram to illustrate SFR scattering process described 
in the text. The small bold arrows indicate the different spin states. The long 
arrows correspond to the Stokes (solid) and anti-Stokes (dashed) processes. The 
wavy arrows represent incident and scattered photons, b) Momentum diagram 
for the scattering angle 6: | q |=| k/ — ks |=  2 | k/ | sin0/2.
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dering the interaction of electrons with photons via a time dependent perturba­
tion theory analysis that gives [22]
R = E fiwi -  (En -  Ei)
< S \H lP\n  > <  "l-Hjpl* >
ftios +  (En — Ei) (1.8)
where the sum is carried over all intermediate states |n >; Ei and En are the 
energy of the initial and intermediate states, respectively; the electron-photon 
coupling Hamiltonian Hep is given via the electron momentum p and the vector 
potential A(r) of the electromagnetic field by
Hep ~  2 m
P -  -A(r) (1.9)
where m  is the electron mass. We note here that only the term p • A of the 
Hamiltonian contributes to SFR scattering in the dipole approximation [22].
It is clear from Eq. 1.8 that the scattering probability goes to infinity as the 
incident photon energy hui approaches En — Ei, which corresponds therefore to a 
resonant condition. A more realistic case of scattering is described by adding to 
Eq. 1.8 damping terms preventing the denominator going to zero. Nevertheless, 
in practice such a resonant increase in Raman intensity can be several orders of 
magnitude. It opens a remarkable opportunity to study particular spin excita­
tions by fine tuning the laser wavelength in resonance with corresponding with 
them transitions. Chapters 3 and 4 provide examples of the use of this resonant 
effect.
1.4.3 Polarization selection rules
The polarization selection rules are determined in general by symmetry proper­
ties of the interactions involved in a process of Raman scattering. These rules 
are directly summarized in the form of the Raman tensor 9ft - a second-rank ten­
sor with complex components proportional to R  of Eq. 1.8. Group-theoretical 
considerations show that a Raman tensor will have non-zero elements related to 
a certain polarization geometry of the experiment if the excitation participating 
in the process transforms according to an irreducible representation of the direct 
product of the polarization vectors under the point group of the crystal [34]. By 
a contraction of 9ft with the unit electric-field polarization vectors of incident e/
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and scattered e3 photons the scattering intensity I3 for a particular geometry or 
the experiment is given as
/ . ~ | e ; . » . e , | 8, (1.10)
where e* is a complex conjugate to es.
For SFR scattering of conduction band related states in a system of cubic sym­
metry Eq. 1.10 can be shown to be [7, 35]
I3 ~  |B x (et x es)|2, (1.11)
where B is the unit vector of the static magnetic field. Consider the case of 
the Voigt and Faraday backscattering geometries mentioned in Section 1.3. The 
polarization arrangement for both of these geometries is shown in Fig. 1.4, where 
<j+(cr“ ) represent (in the chosen coordinate system) right (left)-hand circular po­
larization of the light and n(a) its linear polarization, so that
cr+ =  -^j={xex -  iyey), a~ = ~^=(xex +  iyey), tt = - z e z, a — ~t={(t+ +  a~)
V2 v2  y z i
(1.12)
It is seen from Eq. 1.11 that Is will be maximum when ej is perpendicular to e3 
(crossed polarization) whereas B must lie in the ”xy” plane, thus corresponding 
to the Voigt geometry (Fig. 1.4). The parallel polarization (e* || es) will be 
forbidden in both geometries.
The selection rules for optical transitions between the conduction and valence 
band states of a direct gap zinc-blende semiconductor are the same as in the 
case of an atomic dipole-allowed transitions between ground states with J  =  3/2 
(Jz =  ±3/2 or Jz =  ±1/2) and excited states with J  =  1/2 (Jz = ±1/2): light of 
7r-polarization does not change the component of angular momentum of the elec­
tronic state along the magnetic field (Arrij =  0) whereas light of cr-polarization
changes it by one unit (Araj =  ±1). Fig. 1.5 demonstrate the selection rules
schematically. The conservation in the scattering process of the sum of the angu­
lar momentum components along the magnetic field of all the particles involved 
demands, therefore, that the incident and scattered light have to have different 
(crossed) polarization, either n or a or vice versa. This selection rule is written 
in a conventional Porto notation [36] as z(a,7r)z or z(7r,a)z; z and z denote the 
wave-vector directions of the incident and scattered light. Similar consideration 
for the backscattering geometry leads to the selection rule for SFR transitions
14





Voigt geom etry Faraday geometry
Figure 1.4: Polarization arrangements for the Voigt (electron signal detection) 
and Faraday (hole signal detection) backscattering geometries corresponding to 
the SFR selection rules of a system with cubic symmetry (see text).
at valence band related states of z ( a + , a ~ ) z  and z ( a ~ ,  a +) z  and the transition is 
observed in the Faraday arrangement (corresponding to the Voigt geometry the 
heavy hole ^-factor in a zinc-blende semiconductor is very small by symmetry 
[37]). We see that, for example bound heavy hole related SFR scattering is for­
bidden. Under a transition ±3/2 —> ±3/2, the hole changes the z component of 
its angular momentum by A rrij =  ±3, whereas for the backscattering geometry, 
the photon angular-momentum projection either remains unchanged or changes 
by ±2. These selection rules strictly hold if (i) the structure has no other im­
perfections except a substitutional acceptor atom and (ii) electron spin-lattice 
relaxation or electron-nuclear hyperfine interaction is neglected [38].
We mention finally that a non-zero SFR transition probability may also be 
produced by the interaction of light with the higher moments of the system 
(quadrupole etc.). The corresponding transitions are much weaker and will pos­
sess their own selection rules.
1.5 Raman scattering or hot luminescence?
Usually in a resonant Raman experiment the excited intermediate state is a real 
(not virtual) electronic state. The absorption of a photon into such a state may 





J=-3/2J =-1/2J z=+3/2 J=+1/2
Figure 1.5: Selection rules for the band edge optical transitions in a direct gap 
zinc-blende semiconductor [39]. e, hh and lh label the electron, heavy hole and 
light hole energy levels, respectively. The numbers near the arrows correspond 
to the transition probabilities. The case of B  =  0 is shown.
absorption of one or more phonons. This is a process of so-called hot (nonequi­
librium) luminescence [40]. The spectroscopy of this type of luminescence is very 
similar to that of resonance Raman scattering and a confusion may arise ana­
lyzing experimental data when attempting to distinguishing between these two 
processes. The first theoretical work on the problem was performed by Klein 
[41]. It was shown on the basis of the Fermi Golden rule approach that in some 
cases the resonance Raman scattering efficiency can be written as the product 
of the absorption coefficient and the quantum yield for hot luminescence emis­
sion and a conclusion followed that these two processes are often equivalent and 
indistinguishable. However, obvious physical differences of the processes can be 
seen. First, resonance Raman scattering is a two-photon direct process, while hot 
luminescence is at least two-step process. Second, hot luminescence arises from 
radiative decay of the excess population pumped into the intermediate state by 
the excitation, but resonant Raman is not. Using density matrix formalism which 
takes more correctly into account relaxation or energy broadening due to the ef­
fect of random fields (unspecified scattering processes), Shen [42] showed that the 
scattering probability consists of two terms. One of them is proportional to the 
number of electrons in the excited intermediate state and can be identified as the 
hot luminescence part. The other term represent the direct process between the 
initial and final state and does not depend on how many electrons are excited 
into the intermediate state. This term is identified as the Raman scattering part. 
This formal “theoretical” consideration of resonance Raman scattering and hot 
luminescence as two different physical processes does not always lead to their
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“experimental” distinction. These processes are always simultaneously present, 
and as it was also shown [42], can interfere with each other. In experiments with 
continuous wave excitation and response, they are not clearly distinguished, ex­
cept that hot luminescence has a broader spectral width containing the widths 
of initial and final states. In some cases, the two processes can probably be 
distinguished in time-resolving experiments, since resonance Raman scattering is 
essentially an instantaneous two-photon direct process while the hot luminescence 
is a two-step process which depends on the relaxation of the excess population 





The need for electro-optical devices for the blue-green spectral region has caused 
increased attention to be given to wide-gap II-VI semiconductors, in particular to 
their heterostructures. ZnCdSe-based heterostructures are an important exam­
ple. The recent advances in the epitaxial growth of this semiconductor material 
makes it possible to realize the whole range of heterostructures from bulk ZnCdSe 
epilayers to sophisticated structures containing ZnCdSe-based low-dimensional 
features - quantum wells, quantum wires and quantum dots. An important type 
of low-dimensional heterostructure, which contains just a fraction of a monolayer, 
the so called submonolayer structure, has also been realized; such structures will 
be discussed in detail in section 2.5. These technological achievements open a 
remarkable opportunity for researchers to study a variety of topics related not 
only to the device applications but also to pure physics. The band structure 
of ZnCdSe and properties of low-dimensional excitons are topics of particular 
interest.
This chapter introduces semiconductor heterostructures based on ZnCdSe with 
the purpose of providing information helpful for the presentation of the exper­
imental results given in Chapters 3 and 4. After considering the binary end- 
members ZnSe and CdSe of the ZnCdSe, as well as the alloy itself, we then 
consider the heterostructures. Bulk ZnSe, CdSe and ZnCdSe epilayers grown
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on the most frequently used substrate of GaAs and low-dimensional systems of 
ZnCdSe/ZnSe and CdSe/ZnSe, often called the emeralds of the II-VI heterostruc­
ture family will be considered. Most attention will be paid to their structural and 
optical properties. Physical parameters related to ZnSe and CdSe are collected 
in the table in Appendix A.
2.2 ZnSe and CdSe
ZnSe and CdSe are simple binary compounds composed of elements belonging to 
groups II and VI of the periodic table of elements. These compounds are grown in 
the cubic (zinc blende) crystals of the symmetry point group Td and the hexagonal 
(wurtzite) structure of the symmetry point group Cev, respectively. These two 
crystal structures are closely related, both being made up of tetrahedrally bonded 
atoms (Fig. 2.1). The cohesive energy of the zinc blende structure is very close 
to that of the wurtzite and as a result some of the group II-VI semiconductors, 
including ZnSe and CdSe, under appropriate growth conditions can crystallize in 
both zinc blend and wurtzite structures. Nevertheless, up to now only application 
of heteroepitaxial techniques allows both forms to be realized.
<m>
oxisC - G X I S
(o) (b)
Figure 2.1: Orientations of adjacent atomic tetrahedra in hexagonal (a) and cubic 
(b). The A and B label the two different types of atom.
Cubic ZnSe and hexagonal CdSe are well studied semiconductors. Both of them 
are direct gap semiconductors with the smallest energy gap at the T point of 
the Brillouin zone. The lowest conduction band has a single T6 minimum (Td 
symmetry) in ZnSe formed by 4s states of Zn and a single T7 minimum (Cqv
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symmetry) in CdSe formed by 5s states of Cd. The topmost valence band in 
ZnSe results from the 4p states of Se split due to spin-orbit coupling into a 
fourfold Vs state with quantum numbers of the angular momentum Jz =  ±3/2 
and J2 =  ±1/2 and twofold Tj with Jz =  ± 1/2  state. The CdSe topmost 
valence band is split due to crystal-held and spin-orbit coupling into three spin- 
degenerate states which are often referred to in the literature as the A, B and 
C bands in order of decreasing electron energy. The A-band has Tg symmetry 
and Jz =  ±3/2, while B and C have T7 symmetry with Jz = ±1/2. Fig. 2.2 
demonstrates schematically the ordering of energy states at the T point in zinc 
blend and wurtzite crystals.
A variety of different calculations of the real band structures has been performed 
for both semiconductors and as an example Fig. 2.3 shows a result of such calcu­
lations for cubic ZnSe by the pseudopotential technique.
Unlike cubic ZnSe and hexagonal CdSe, very little information is available on 
hexagonal ZnSe and cubic CdSe - as mentioned above, they are normally not 
grown in these modifications. The first attempts to calculate the band structures 
of these semiconductors were reported in Refs. [43, 44]. Only recently have ex­
perimental data related to the band structure of cubic CdSe been obtained on 
epitaxial layers by means of ellipsometry and low-temperature excitonic spec­
troscopy. This has allowed much more precise calculations of the cubic CdSe 
band structure to be performed [45].
2.3 ZnCdSe alloy
ZnCdSe is a pseudobinary (ternary) alloy of the form Ai_a;BxC, where x  is the 
fractional concentration. This form indicates a cation substituted alloy, which 
is considered as a result of replacing a fraction x  of the cations A(Zn) in the 
AC(ZnSe) compound by B(Cd) atoms from the same column in the periodical 
table of elements.
The bulk single crystalline form of this alloy has been investigated intensively for 
a long period. In particular, it was shown that Zni_xCdxSe alloys have the cubic 
structure for x < 0.3, the hexagonal structure for x > 0.5, and mixed phases for
20





Figure 2.2: Schematic diagram showing evolution and splitting of degeneracies 
of the electronic energy levels at the T point from the cubic structure to the 
hexagonal; both without and with the spin-orbit interaction (S-O). Ao - spin- 
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Figure 2.3: Electronic band structure of ZnSe calculated by the pseudopotential 
technique [46].
21
0.3 < x < 0.5 [47]. The alloy is a direct gap semiconductor for any value of 
x. As in the case of cubic CdSe there is very little information about the cubic 
modification of bulk ZnCdSe with x  > 0.3. However, the situation has improved - 
it has recently been demonstrated that the growth of Zni-^Cd^Se alloys on zinc- 
blende substrates by molecular beam epitaxy (MBE) can result in single-phase 
cubic crystalline layers over the entire composition range from ZnSe to CdSe [48].
In general, structural features of a pseudobinary alloy are similar to its constituent 
binary crystals. For example, the X-ray diffraction pattern of the alloy is similar 
to those of the pure binary compounds, except that the intensity profile for 
alloys may have a broader width caused by unavoidable disorder of the crystalline 
structure. The lattice parameters ao determined from X-ray diffraction are found 
to be well approximated by the concentration weighted average of those of the 
binary compounds, which is usually described by Vegard’s law,
a0 =  (1 -  x)a,QC +  xclqC (2.1)
Alloying studies show that the fundamental band gap Eq varies quadratically 
with composition x. According to Hill [49], Eq can be described by
E0(x) = E%dSe +  (E$nSe -  E$dSe -  6)( 1 -  x) +  6(1 -  x)2, (2.2)
where 6 is the bowing parameter. In Hill’s theory it is assumed that, for an alloy 
A i- A C , the bowing parameter is not affected by the random potential due to 
disorder of the crystal, but it is a result of the nonlinear dependence of the crystal 
potential on the properties of the component ions. Because of the fact that in 
most II-VI alloys (including ZnCdSe) formed by isoelectronic substitution the 
disorder-induced potential is weak, this assumption (the so-called virtual crystal 
approximation) can be considered as a good approximation [50]. The bowing 
parameter 6 for the fundamental band gap can be calculated from the equation
87T€o rA-h)2{rA+rB)exp{~s<T (2.3)
where Ze is the charge of the substituting ions, a™ is the lattice constant of the 
midcomposition alloy (x = 0.5), 5 is the screening constant s =  0.25 A-1 [49], 
and t*a and 7"b are the Pauling covalent radii of elements A and B, respectively. 
Now we follow the calculations given in Ref. [51]. Using for ZnSe the lattice 
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Figure 2.4: Band gap energy of Zni-^CdxSe as a function of alloy composition x.
[52], the lattice constant of the mid-composition is ao =  5.8723 A. Using the 
covalent radii rca =  1.405 A and rzn =  1.225 A, we obtain a bowing parameter 
b =  0.301. For higher band gaps the magnitude and even the sign of the bowing 
can change [53]. Fig. 2.4 shows the composition dependence of the fundamental 
band gap for Zni_xCdxSe. This dependence was computed by taking the liquid 
helium temperature values of the fundamental band gaps for ZnSe of 2.821 eV 
and for cubic CdSe of 1.764 eV. The cubic CdSe value used was determined from 
excitonic reflectance measurements in the present work (see Chapter 3).
Below, some results related to phonon Raman scattering and excitonic photolu­
minescence (PL) are provided. Phonon Raman and excitonic spectroscopies of 
semiconductor alloys provide rich information on their structural properties and 
quality. These techniques are also often used by growth technologists for deter­
mining alloy composition. Moreover, investigation of excitonic PL is a necessary 
prerequisite for resonant SFR studies (therefore being of special importance for 
the present work) - excitons may participate in a SFR scattering process forming 
intermediate states.
Fig. 2.5 demonstrates the results of Valakh et. al. [54] obtained on bulk high 
quality ZnCdSe crystals in a standard 90°-scattering geometry (the wave vectors 
of incident and scattered light are perpendicular to each other). It was shown that 
in Zni_xCdxSe crystals the LO-phonon spectrum versus crystal composition is the
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Figure 2.5: Zni_xCdxSe. Raman wavenumbers vs. composition (a) and vs. 
temperature for various compositions (b) [54].
“one mode” type. The LO-phonon frequency decreases from the ZnSe value to the 
CdSe one. The TO-phonon exhibits anomalous features in the dependences of line 
shape and TO-mode frequency on crystal composition as well as on temperature; 
these features are interpreted in terms of the anharmonic resonance coupling 
between the TO-mode and two phonon states of TA phonons.
In the PL spectra of good quality bulk binary compounds ZnSe (x =  1, cubic) and 
CdSe (x =  0, hexagonal) near the absorption edge at liquid helium temperature, 
the emission lines I2 (exciton bound at a neutral donor) and I\ (exciton bound 
at a neutral acceptor) prevail. Weaker free exciton emission is also observed. As 
was mentioned above, in II-VI alloys with substitution in the cation sublattice 
the effect of disorder is weak. Localization of excitons by alloy potential fluctu­
ations influences recombination process only weakly. Bound exciton emission is 
dominant in the low-temperature PL spectra of bulk high quality Zni_xCdxSe 
crystals over the entire range of compositions, with a weak indication of emis­
sion due to localized excitons [47, 50]. As the composition x is increased the 
linewidth of an excitonic transition is broadened due to the effect of disorder. 
It leads to a strong overlapping of the emission lines corresponding to different 
excitonic transitions. Thus the most general structure dominating the near edge 






Figure 2.6: Theoretical values of disorder-induced broadening of exciton linewidth 
in Zni_xCdxSe and Zni_xCdxS [55].
in different intensity proportions by the I2 and I\ transitions. The relative inten­
sity of these transitions may vary remarkably in different samples with the same 
x because the corresponding concentrations of impurities donors and acceptors 
are uncontrollable. Nevertheless, the I2 transition prevails in most of the cases.
In Ref. [55] the effect of disorder on the broadening of exciton linewidth was 
estimated. The full width at half maximum (FWHM) of an exciton line A (a:) in 
an Ai_xBxC alloy due to disorder is given by the equation from Ref. [56]:
A (a;) =  2V2 In 2 [dEex(x)/dx] \ /x(\  -  x)Vo(x)/Vex(x) (2.4)
where a Gaussian line shape is assumed, Eex(x) is the exciton transition energy, 
which depends on concentration x, Vo(x) is the volume of the elementary cell, and 
Vex(x) is that of the exciton. Zimmermann [57] has derived the relevant exciton 
volume using a statistical theory expressed by
V e x ( x )  =  8tt r |(x ) , (2.5)
where re is the Bohr radius of the exciton. The dependence A(x) is shown in Fig. 
2.6. The dependence was obtained using re =  43.4 A and 33.0 A for CdSe and 
ZnSe, respectively and its linear variation with x. It shows also the compositional
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broadening for Zni_xCdxS alloys, which is almost two times larger than in case 
of Zni_xCdxSe due to the smaller exciton Bohr radius in the latter material.
2.4 Bulk epitaxial layers
One of the major factors which determines the structural quality of epitaxial 
layers is the lattice mismatch between the layer and the substrate. For epitax­
ial ZnSe grown on a widely available and relatively cheap (100) oriented GaAs 
substrate, the lattice mismatch
„GaAs ~ZnSe
/  =  flZnS? (2-6)a0
at the usual growth temperature of about 620 K is /  =  —0.31% [58]. This lattice 
mismatch leads to a strain in the thin layer material, whereas the substrate 
remains unstrained. The strain of the layer at room temperature or at liquid 
helium temperature
^biax == ^res +  Ctherm (2 * 7 )
is caused by the residual strain at growth temperature eres and the thermal strain 
t^herm =  (aznSe — aGaAs)AT [59], which is due to the different thermal expansion 
coefficients a  of ZnSe and GaAs (etherm =  +0.04% and +0.1% at T  = 620 K —► 
300 K and T  =  620 K —► 2 K, respectively). For layers that are thinner than the 
critical thickness (see below), the strain at the growth temperature is determined 
by the lattice mismatch of substrate and layer material (eres =  0.31%). Therefore 
a constant strain of ebiax =  —0.27% is observed at the room temperature and 
£biax =  —0.21% at T  =  2 K, respectively.
At the so-called critical thickness the strain starts to relax by the nucleation 
of misfit dislocations during growth. There are two layer thicknesses which are 
referred to as the critical thickness. The first is denoted hcd and is defined by 
Matthews and Blakeslee [60] to correspond to the formation of the first misfit 
dislocation and this process can be observed using X-ray topography [61]. The 
second value is denoted as hcp and is defined as the threshold thickness above 
which long-range lattice relaxation is observed as a change in interplanar spacing 
by high-resolution X-ray diffraction. The exact value of both of the critical thick­
nesses depends on growth conditions. For ZnSe epilayers grown directly on to
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Table 2.1: Critical thickness in nm for ZnSe and Zni_xCdxSe layers with different 
x  [61].






(100) GaAs substrates by conventional MBE the accepted value for is 150 nm 
and for hcd is 97 nm [61]. At a thickness of 0.5 /mi, the strain is largely reduced. 
l-/im-thick layer are unstrained at room temperature [58].
In the case of ZnCdSe grown on (100) GaAs the critical thickness is expected to 
be smaller for samples with larger Cd content due to the larger Cd atom radius 
compare to Zn. In Table 2.1 from Ref. [61], estimated values of the critical thick­
nesses are given for ZnCdSe/GaAs alloys of increasing Cd composition. These 
values are obtained by scaling theoretical calculations to match the experimental 
values hcd and of ZnSe/GaAs. To determine the strain of the layer material, 
it is necessary to perform X-ray diffraction measurements for different asymmet­
rical Bragg reflections like (224) and (224). Then the strain of the layers can be 
calculated from the angular difference between the substrate and the layer peaks 
[62].
Information concerning the strain and its evolution with the thickness of the 
epitaxial layers can also be obtained by phonon Raman spectroscopy [63]. For 
example, the observed variation of the ZnSe LO phonon frequency with the thick­
ness of the ZnSe epilayer grown on GaAs is explained well by the strain due to the 
lattice mismatch between these two semiconductors. It has been calculated that 
a change of 0.3% of the ZnSe lattice constant will lead to the ZnSe LO frequency 
shift of about 1 cm-1 (~  0.12 eV).
As mentioned above, the growth of Zni_xCdxSe alloys on zinc-blende substrates 
by molecular beam epitaxy (MBE) can result in single-phase cubic crystalline 
layers over the entire composition range from ZnSe to CdSe, despite natural pref­
erence for ZnCdSe alloys with 0.5 < x < 1 and CdSe itself to form the hexagonal 
structure. The first successful attempt of growing cubic CdSe epilayers on (100)
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GaAs substrates by MBE was reported in Ref. [52]. Reflection high energy elec­
tron diffraction (RHEED), X-ray diffraction, transmission electron microscopy 
(TEM) and excitonic reflectivity measurements showed the resulting epilayers to 
be of good structural quality, despite the lattice mismatch of 7% between epi- 
layer and substrate. The lattice constant of cubic CdSe was determined to be 
6.077 ±0.0005 A. Also in that work the in-plane lattice parameter was calculated 
from the X-ray data to be 6.078 ±  0.001 A for the epilayers with thicknesses 
ranging from 0.2 /xm to 4 fim. These result suggest that at least for this range of 
thicknesses, within experimental resolution, the CdSe lattice was not tetragonally 
distorted. It also indicates that well-matched substrates for epitaxial growth are 
ZnTe (ao =  6.089 A), GaSb (6.096 A), InAs (6.058 A), and HgSe (6.085 A).
Fig. 2.7 (a) shows the result of X-ray diffraction measurements taken on ZnSe 
and ZnCdSe (x  =  0.61) of the cubic phase grown on (100) GaAs. As is seen, 
the full width of the intensity contour increases from 0.25 degrees for x  =  0 
to 0.7 degrees for x  =  0.61. This broadening is a result of increasing influence 
of disorder (as in bulk ZnCdSe) as x  increases and, as was shown by TEM, an 
increasing density of stacking faults. The result of X-ray measurements taken on 
CdSe grown on (100) InAs is shown in Fig. 2.7 (b) (note the absence of a signal 
around 26bt =  52° corresponding to the hexagonal phase [64]). In this case the 
width of the intensity contour is about 1.5 times broader than that of ZnSe. This 
can be due to at least two reasons. First, the lattice mismatch for the ZnSe/GaAs 
system is better than that for the CdSe/InAs system (although the difference is 
only about 0.1%). Second, the growth conditions for the CdSe/InAs system at 
present are not so well established as they are for the ZnSe/GaAs one.
2.5 Low-dimensional system s
2.5.1 ZnCdSe/ZnSe
In the ZnCdSe/ZnSe system (we consider the most common case of (100) ZnSe), 
the bulk ZnCdSe has the smallest fundamental band gap for any Cd content (see 
section 2.3). A layer of ZnCdSe with thickness of several tens of Angstroms acts 
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Figure 2.7: X-ray double rocking diffraction pattern from the epilayers of the 
cubic modification of ZnSe (dotted line) and Zni_xCdxSe (x =  0.61) grown on 
(100) GaAs (a) and of CdSe grown on (100) InAs (b). The thickness of each 
epilayer is ~  1 /zm. The inset demonstrates the absence of a signal around 
29Br =  52°, which would indicate the presence of the hexagonal modification in 
the CdSe epilayer.
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the charged carriers when it is embedded between two ZnSe layers (barriers). It 
also has the largest lattice parameter, leading to ZnCdSe QWs with thicknesses 
below the critical thickness being strained. It is assumed that the QW is pseu- 
domorphic i.e. its in-plane lattice parameter is completely adapted to that of 
(much thicker) ZnSe. This is a good assumption for ZnCdSe QWs with relatively 
low Cd composition (x  < 0.25), which is the case of importance for blue-green 
opto-electronic devices. At higher x  and when the thickness of a particular QW 
exceeds the critical thickness for the ZnCdSe/ZnSe heteropair, the structural and 
therefore optical quality of the QW layer deteriorates. Everything that follows 
below in this subsection concerns the pseudomorphic ZnCdSe/ZnSe QWs.
It is well known that elastic strain changes the width of the band gap and therefore 
also the potential barrier in the QW. In the particular case of a pseudomorphic 
QW the stress can be considered as a superposition of a hydrostatic deformation 
and a shear deformation (in our case we have uniaxial compressive strain) [65, 
66]. The hydrostatic deformation changes the difference of the conduction- and 
valence-band centres of gravity (AE hy) by the amount
respectively, C\\ and C\2 are the elastic stiffness components of the QW mate­
rial, and a,hy is the hydrostatic deformation potential for the fundamental band 
gap. In contrast, shear stress affects only the valence band and the change in
is different because of the difference in their symmetry properties. This effect 
leads to an additional splitting of the T8 heavy- and light-hole levels compared 
to the quantum confinement effect, which also is affected (reduced) by the inter­
action of the light-hole and the T7 spin-orbit split-off band. The changes in the 
energy position of the heavy-hole band (AE lh) and the light-hole band (AE fh) 
are determined by
(2.8)
where ao and a{5 are the lattice parameters of the unstrained QW and the barrier,
the energy position of the heavy- and light-hole (lying at a lower energy) bands
A E 3hh = 5Esh, (2.9)
AE fh =  M a 0 -  \ 8 E ‘h -  \f(Ao + SEsh)2 +  8(<J£S',)2| , (2.10)
^ L ^
where Ao is the (unstrained) spin-orbit splitting and
(2.11)
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where bah is the shear deformation potential. Thus the effective band gap in the 
QW for the heavy (Eqw) and the light {El0w) holes is given as
=  E0,w + A E »  + A (2 .12)
where E0yW is the band gap of the unstrained QW material. The corresponding 
band offsets for electrons (C/e), heavy (Uh) and light (Ui) holes are given as
V, = (1 -  £?„)(£„,6 -  E * J ,  (2.13)
Uh = Qh(Eo,b ~  Eq w), (2-14)
U, = Eo,b -  E*w -  Ue, (2.15)
Here E0^  and Qh are the band gap for unstrained barrier material and the relative 
valence-band offset for the heavy hole, respectively. The quantity Qh is defined 
as ^
Qh ~  f i Z n S e  _  £  Z n C d S e  ’ (2.16)
where Vh is a potential discontinuity affecting the heavy hole. The dependence 
on Cd composition x  of Vh as well as for corresponding electronic Ve and light- 
hole Vi values are not very well established at present. However, for x < 0.25 
good fits of the experimental data obtained by means of photoreflectance and 
photoluminescence spectroscopy have been obtained by using linear dependences 
Ve(x) =  925# (meV), Vh{x) =  435z (meV) and a weakly non-linear dependence 
Vi(x) =  55x +  o(x2) (meV) [67]. Thus, for example, we found Qh ~  0.33 for a 
QW with x = 0.1.
Fig. 2.8 shows as an example the result of the standard calculations from Ref. [68]
of the energy level dispersion for a ZnCdSe/ZnSe QW. The calculation procedure
was based on the use of the four-band strain Hamiltonian developed by Bir and 
Pikus
H b p  —  E d ^ x x  +  6 y y  - |-  € Z Z )
( j ! ~ l j 2) e xx + c.pj (2.17)2+  3 Du
4
+  qE u[{Jx , Jy}txy +  C'P'] j
which is added to the kinetic energy Hamiltonian of Kohn and Luttinger written
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in the matrix form with:
P  =  7 l ( k 2  -  K 2z) / 2, Q =  l 2 { k 2  -  2 k 2 ) / 2 ,
R  =  -  k 2 ) / 2 ,  S = j f e n { k x -  j k y ) k z ,
as
Hkl =
P  + Q R - s  0 >
R* P - Q 0 s
-S* 0 P - Q  R
0 s* R* P  +  Q j
(2.18)
Here Dd, Du and D'u are deformation potentials of the valence bands in Bir and 
Pikus notation; Dd is the hydrostatic potential and Du, D'u are shear potentials 
determining the valence band splitting for axial < 100 > and < 111 > strain, 
respectively, c.p. stands for circular permutations, indexed e, the strain tensor 
components; 71, 72 and 73 are the Luttinger parameters; k  =  y j k %  +  and k z  
are the components of the wavevector k (z denotes the direction perpendicular to 
the QW plane); J  the |-angular momentum operator1. At each heterointerface 
the continuity of the wavefunction and of the current of probability should be 
kept.
The calculations show that for the light-hole the confining potential is marginal 
(type I) and for some Cd compositions, the edge of the light-hole band can even 
lie at a lower energy in the ZnCdSe QW than in the ZnSe barrier (Ui < 0). In 
this case there is no localizing potential for the light-hole, meaning that a type II 
QW is realized and a transition will occur from an electronic level into a barrier 
state.
The heavy hole is confined rather well for all x. In Fig. 2.9 from Ref. [66] a 
semi-empirically computed dependence of the le — 1 h h  optical transition (at 
temperature of 2 K) on Cd content and the QW width is shown. The energy 
levels e in the potential wells were determined from the transcendental equation




Eg (ZnCdSe) = 2720 meV
VB (ZnSe)40
0. 0.01 0.02 0.03
in-plane wavevector (A )
Figure 2.8: Dispersion relations for the conduction and valence states in a 100 
A wide ZnCdSe/ZnSe QW (Cd content x =  0.075) as a function of the in-plane 









Figure 2.9: Computed energies of optical transitions with participation of heavy 
hole as a function of the QW thickness for different compositions [66].
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are the effective masses of particles in the QW and barrier, respectively (the 
spatial anisotropy of the masses was disregarded in these calculations), V  stands 
for the height of the corresponding potential barrier for electrons and holes (Ve, 
Vh, Vi), and L is the thickness of the QW layer. The optical transition energy hu 
is then
^  =  -S'o.uf +  £e +  £/i(Z) — Ex, (2.20)
where Ex is the exciton binding energy. As it is seen from Fig. 2.9 even a small 
change in the Cd composition results in a large change in the transition energy, 
while the dependence of the transition energy on the thickness of the QW is more 
weakly affected. In these calculations, Ex for the heavy hole exciton of 30 meV 
was employed; the dependences of the exciton binding energy on Cd composition 
and on thickness of the QW were ignored for simplicity.
The value Ex may vary strongly due to the quantum confinement effect. In the 
particular case of the heavy hole exciton it varies from ~  20 meV for bulk material 
to values ~  40 meV for QWs less than 50 A thick. In Fig. 2.10 we demonstrate the 
result of self-consistent variational calculations of Ex for the heavy hole excitons 
in ZnCdSe/ZnSe QWs [69]. For these calculations an excitonic trial wavefunction 
of two variational parameters (a and A) has been used
x(p, 2, a, \ )  = N exp[—/(p , z, a)/A], (2 .21)
where x, y  and z  are single particle coordinates, p =  y ( x e — Xh)2 +  (ye — Vh)2 and 
z = ze — Zh are the electron-hole distances in the QW plane and perpendicular 
to it, respectively, and f (p ,z ,a )  = y/p2 +  a 2z2. N  is a normalization factor 
obtained from the square root of
*•-(?) / r  **  c  (*+ ¥) -  (t 61) •
where Xe(Xh) are the envelope functions of the confined electrons(holes) (Fig. 
2.11). Applying the Hamiltonian including the excitonic effect to this wavefunc­
tion and then solving the corresponding Schrodinger equation enables Ex to be 
determined. This is the most general way for such computations, which depend­
ing on the degree of sophistication may include additional effects such as band 
mixing, mismatch of dielectric constants in the QW and barrier, etc.
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Figure 2.10: Heavy hole binding energies in ZnCdSe/ZnSe QWs. The calculations 








Figure 2.11: Single particle envelope functions for a 40 A wide ZnCdSe/ZnSe 
QW. For the light hole the envelope function obtained with and without (light 
hole sc) influence of the electron density of charge [69].
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in ZnCdSe/ZnSe QW structure may be exceeded by the exciton binding energy 
and therefore the absorption of a LO phonon can not dissociate the exciton into 
free electron and hole, (ii) the heavy hole exciton binding energy may also exceed 
the room temperature kT  energy leading to the existence of excitonic PL at this 
temperature. Obviously, both of these features make ZnCdSe/ZnSe QW system 
attractive for opto-electronic applications.
2.5.2 C dSe/ZnSe
Since the first report of epitaxial growth of CdSe QWs on (100) ZnSe [70], this 
heterosystem has attracted much attention. The early papers focused mainly on 
growth and studies of structures containing QWs and superlattices with integer 
numbers of CdSe monolayers (ML). Then the focus was shifted to epitaxial growth 
of CdSe/ZnSe self-organized quantum dots (QD) due to certain similarities of this 
heteropair to the very well studied InAs/GaAs system, which allows formation of 
InAs QDs in a GaAs matrix. Both of the systems possess type I band alignment 
and both of the systems have a large lattice mismatch of ~  7%, which is the 
driving force for the QD self-organization. In particular, the realization of the 
Stranski-Krastanov (SK) growth mode for CdSe/ZnSe system has been reported 
[71].
It is considered that the SK growth mode consists of two phases. In the case 
of CdSe/ZnSe system the first phase is a 2D growth of a strained homogeneous 
wetting layer of ZnCdSe alloy. The second phase results in the formation on top 
of the wetting layer of relatively large three-dimensional (3D) CdSe dots. The 
2D —> 3D transition occurs when a critical thickness tcr of the CdSe layer grown 
on ZnSe surface exceeds ~  3 ML (~  10 A). A typical diameter of these dots 
is 20 - 50 nm - much larger than the exciton Bohr radius in CdSe (~  4 nm). 
Thus these dots do not provide efficient three-dimensional quantum confinement 
- the case of a great interest for fundamental physics and applications. This 
fact stimulated studies of self-organization of localized sites comparable with 
the exciton Bohr radius in the structures containing just a few MLs (less than 
ter) or noncomplete MLs of CdSe deposited on the ZnSe matrix surface. The 
latter are called submonolayer (SML) or fractional monolayer structures. Such 
structures provide already a basis to study many fundamental phenomena from 
exciton localization to optical anisotropy effects. Also they have great potential
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for applications. For example, it has already been demonstrated that there occur 
a very low threshold and an enhanced degradation stability for an optically- 
pumped laser of a conventional design, when a single CdSe SML was used as an 
active region instead of a “normal” QW [72]; the achieved threshold was 5 times 
lower than obtained with ZnCdSe-based QW lasers.
The intrinsic morphology of the CdSe/ZnSe SML is an important point to in­
vestigate. It was considered originally that a homogeneous layer of ZnCdSe al­
loy formed at the CdSe/ZnSe interface as a result of Zn/Cd interdiffusion [73]. 
However, recent investigations reveal a more complicated structure of the SMLs. 
Beside the alloy-like phase, SMLs may include also planar CdSe-rich islands with 
a uniform thickness ranging from 1 ML to up to several MLs and a lateral size 
comparable with the exciton Bohr radius. The average Cd composition in the 
islands amounts to 40% whereas the Cd content in the ZnCdSe layer between 
the islands is at least a factor of two lower - such a structure, has been observed 
by high resolution transmission electron microscopy (HRTEM) in Ref. [74] when 
investigating 0.7 MLs CdSe/ZnSe structure. Fig. 2.12 shows a colour-coded map 
of the total atomic displacement in the vertical [100]-direction obtained by a com­
puter analysis of HRTEM data of Ref. [74]. The island-like regions corresponding 
to large Cd content are clearly seen (shown by arrows). From this HRTEM study 
the average thickness of 4 MLs for the Cd-rich islands was determined. This is 
an upper limit because steps in the HRTEM imaging direction may also lead to 
a contrast broadening.
Although the formation of nanoscale islands under SML growth mode is an es­
tablished fact, their electronic structure is still debated. Up to now the current 
view is that these CdSe islands are still not electronic QDs, but rather 2D-islands 
of ultra-thin QWs with a specific carrier/exciton localization potential resulting 
from the local Cd content and/or thickness fluctuations. Thus the better perfor­
mance of the CdSe/ZnSe SML lasers compared to ordinary ZnCdSe/ZnSe QW 
lasers can be explained not by the superiority of electronic properties of proper 
QDs, but by the proposal that the CdSe islands may serve as efficient localization 
and recombination centres for the nonequilibrium carriers, preventing their mi­
gration toward defect regions, where they could recombine nonradiatively. More 
studies are needed to understand the nature of the confinement in these islands 
as well as their real sizes.
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Figure 2.12: The result of HRTEM study from Ref. [74] of a 0.7 SML CdSe/ZnSe 
structure. The colour-coded map shows the total atom displacement with re­
spect to the underlying ZnSe lattice. The regions with increased displacement 
are located directly above the regions with larger Cd content indicated by the 
arrows. The effect originates from a bowing of the (lOO)-lattice planes in the 
[100] direction which is caused by the underlying regions of increased tetragonal 
distortion.
Apart from practical applications, the scaling properties of 2D island size distri­
bution are of fundamental interest and are known for SML epitaxy. According to 
the scaling theory of Bartelt and Evans [75], the island distribution is given by
ns = . 2 / ( s/  ^  s '>)> (2.23)
where ns is the number of islands (normalized by the number of lattice sites) 
which contain s atoms, 6 is the fractional surface coverage, < s > is the average 
number of atoms in an island, and f(x)  is the scaling function depending only 
on s /  < s >. This scaling relation was confirmed experimentally in InAs/GaAs 
heteroepitaxy [76].
A remarkable phenomenon related to the self-organization of nanoscale objects in 
highly strained semiconductor systems is that these objects may form a periodi­
cally ordered structure with a periodicity much larger than the lattice parameter. 
The spontaneous formation of periodically ordered domain structures in solids is 
a known phenomenon [77]. There are two distinct possibilities, (i) equilibrium 
domain structure can be formed in so called closed systems. Thermodynamical
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consideration meeting the conditions of the free energy minimum should be ap­
plied to describe equilibrium structures, (ii) non-equilibrium domain structure 
can be formed in so called open systems. In this case the resulting structure is 
additionally ordered by growth kinetics. In the context of semiconductor growth 
the closed structure can be realized by long-term growth interruptions or by post­
growth annealing whereas, the open structures are formed in the growth process 
and observed in as-grown samples.
In the case of SML deposition these domains are ML-height islands on the sub­
strate surface. The driving force of the ordering of domains is surface stress 
relaxation. The surface stress is determined by the fact that atoms in the surface 
layer are in a different environment to that in the bulk, and the surface layer 
energetically favours a lattice parameter to be different from the bulk value - the 
surface layer is intrinsically compressed or stretched. Thus the surface can be 
characterized by the intrinsic surface stress tensor [78]. The discontinuity of 
at domain boundaries creates a long-range strain field and results in an elastic 
energy relaxation. The energetically favourable structure is then a 2D periodic 
structure of domains [79, 80].
The formation of the periodically ordered structure of ML-height islands has still 
to be realized for the CdSe/ZnSe SML system by finding the appropriate growth 
conditions. This is not an easy task, since precise growth control still remains 
difficult for such structures. However, it has already been shown by scanning 
tunneling microscopy (STM) for MBE-grown InAs/GaAs(100) islands that there 
exists a range of deposition parameters where islands have a similar shape and 




SFR spectroscopy of bulk 
epitaxial layers
3.1 Introduction
In this chapter we present a SFR spectroscopy study of bulk epitaxial layers of 
the cubic modification of Zni_xCdxSe (0 < x  < 1). The main purpose of the 
present work was to investigate changes of the electron ^-factor with Cd content.
The electron ^-factor (or gyromagnetic ratio) describes the magnitude of the 
Zeeman splitting between the two spin states of an electron in a magnetic field 
(see Eq. 1.1). In semiconductors its value, due to spin-orbit coupling, can differ 
substantially from the value go «  2 for a free electron in vacuum and can be 
positive or negative. For conduction electrons and electrons bound in conduction 
band related states (shallow donors, excitons) the ^-factor is, like the effective 
mass, very sensitive to the band structure of the material. The determination of g 
can therefore be used to test band structure theories. Furthermore, the ^-factor 
is affected by quantum confinement and knowledge of its dependence on x  for 
bulk Zni_xCdxSe alloys is a necessary prerequisite for the understanding of the 
magnetic behaviour of electrons in Zni_xCdxSe/ZnSe quantum well structures 
and in CdSe/ZnSe quantum dot systems.
This is the first time that such data have been obtained for the cubic phase of this
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material. Five-band k • p perturbation theory was successfully used to reproduce 
the experimental dependence of the ^-factor on Cd content. General information 
concerning the electron ^-factor is given in Appendix B and the k • p  theory is 
outlined in Appendix C.
It is essential to mention that the obtained data related to the case of liquid 
Helium temperatures.
3.2 Experiment and samples
The SFR scattering experiments were carried out using the apparatus described 
in section 1.3 of Chapter 1.
The samples of cubic Zni_xCdxSe were grown by MBE on substrates of (100) 
GaAs (x =  0.04, 0.15, 0.24, 0.42, 0.61; Heriot-Watt University) and of cubic 
CdSe on (100) InAs (Ioffe Institute). The choice of InAs instead of GaAs for 
the growth of cubic CdSe reduces the density of extended defects that would 
otherwise be caused by the large CdSe/GaAs lattice mismatch (see section 2.4 
of Chapter 2). The Cd content determination was based on low-temperature 
measurements of excitonic photoluminescence (PL) and reflectance and is in good 
agreement with the growth calibrations based on reflection high-energy electron 
diffraction (RHEED) oscillations [81]. The thicknesses of the epilayers (around 1 
fim) and confirmation that they were of the fully relaxed cubic modification were 
obtained by RHEED and X-ray scattering measurements. In particular, from 
these measurements the CdSe lattice constant for the CdSe/InAs structure was 
determined to be 6.077±0.001 A being in agreement with the value for cubic CdSe 
reported in the literature [52, 64]. An epilayer of pure ZnSe (thickness slightly 
above tCT) as well as an epilayer of a very low Cd content ZnCdSe (x  =  0.002, 
thickness ~  1 fim) grown on (100) GaAs substrates by metal organic vapor phase 
epitaxy (North-East Wales Institute) have also been investigated. A comparison 
with the published X-ray scattering data [48, 64, 82] allows one to conclude that 
all our epilayers are of the best structural quality achievable to date; Fig. 2.7 
shows the X-ray scattering spectra for three of the investigated samples. This fact 
is also supported by existence of a strong excitonic PL (see the following section) 
and phonon Raman scattering in all of the epilayers. In the latter case, narrow
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LO-phonon lines are detected in the backscattering geometry of the experiment, 
whereas TO-phonon signals are absent. This result is consistent with the selection 
rules for structures having cubic symmetry [83]. Fig. 3.1 shows the dependence 
of the LO-phonon energy on Cd content in the epilayers investigated.
3.3 Experimental results
3.3.1 Photolum inescence
For the purpose of using the resonant enhancement effect described in section
1.4.2 of Chapter 1, the SFR scattering experiments were performed by exciting 
in resonance with the bands of the excitonic PL. We now consider the excitonic 
PL of the samples investigated.
Excitonic PL in epitaxial ZnSe grown on (100) GaAs has been widely studied 
[84, 85]. In a PL spectrum of a high quality epilayer, taken at liquid helium 
temperature, a structure consisting of well resolved bands of free exciton (FX) 
transitions and I2 transitions (corresponding to excitons bound at shallow neutral 
donors (D°X)) is usually observed. The most common donors are Cl and Ga 
(depth around 25 meV; well described by the hydrogenic model). Adding even a 
small amount of Cd (x  < 0.01) to ZnSe leads at least (i) to a shift of the excitonic 
spectrum towards lower energies, (ii) to a broadening of the components and (iii) 
to a strong decrease of the FX intensity. Fig. 3.2 demonstrates this picture.
The result of further increases of Cd content is shown in Fig. 3.3, where the PL 
spectra of cubic Zni_xCdxSe alloys with three different values of x  are presented. 
The spectra demonstrate two main PL features commonly observed in epilayers 
of Zni_xCdxSe grown on GaAs. The broad emission on the low energy side of 
each of the spectra arises from defects that have not yet been identified. The 
intensity of this band increases with x. The strong and relatively narrow band 
(width 8-10 meV) on the high energy side was attributed in Ref. [48] to PL of an 
impurity bound exciton. Our spectra are consistent with this interpretation, since 
the higher energy PL band lies about 5 meV beneath the free exciton feature in 
the reflectance spectra, a typical binding energy of an exciton to a shallow donor.
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Figure 3.1: Dependence of the LO-phonon energy on Cd composition x in cu­
bic Zni_xCdxSe epilayers. The data corresponding to ZnSe and CdSe are also 
included. T  =  1.5 K.
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This assignment also agrees with other work on Zni_xCdxSe in which, despite 
experimental indications of exciton localization by compositional fluctuations, 
the near edge PL is dominated by the emission of bound excitons [50]. Since 
ZnSe and CdSe are normally n-type, we assign the higher energy PL band to 
the recombination of excitons bound at neutral donors I2. However a possible 
(weak) contribution of acceptor bound excitons I\ and localized excitons to this 
band can not be completely omitted (see section 2.3 of Chapter 2). The shift 
of this band and of the free exciton feature in the reflectance spectra to lower 
energy with increasing Cd content reflects the reduction of the alloy fundamental 
band gap and is in a good agreement with calculations [51]. The transition with 
a peak at 1.745 eV in the PL spectrum of the pure CdSe sample (Fig. 3.4) is 
also attributed to D°X [64]. We note that the free exciton feature in this sample 
is seen as a pronounced shoulder on the high energy PL slope of the D°X and 
that it lies about 80 meV lower in energy than the FX (A-exciton) in CdSe of 
hexagonal modification.
In a magnetic field B  the excitonic PL bands change their positions towards the 
higher energies, thus exhibiting a diamagnetic shift
E(B) = E(0) + cB2, (3.1)
where c is the diamagnetic coefficient. The inset to Fig. 3.4 demonstrates this 
effect for the D°X exciton in cubic CdSe.
3.3.2 SFR scattering
We have already introduced Spin-flip Raman scattering in Chapter 1 as a process 
consisting of the inelastic scattering of light from a charge carrier in a semiconduc­
tor when, in the scattering process, the spin state of the charge carrier is altered. 
When the semiconductor is placed in a magnetic field B , the two electron-related 
spin states Sz = ±  1/2 split in energy by an amount given by Eq. 1.1. The shift in 
energy between the incident and scattered light (Raman shift) is a direct measure 
of this splitting, so that g is readily determined. The ^-factors of conduction band 
electrons, electrons in excitons, electrons in excitons bound to shallow impurities 
and electrons bound to donors are expected to be very similar to each other [3].
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Figure 3.2: PL (solid) and reflectance (dashed) spectra of 1) ZnSe and 2) 
Zn0.9 9 8 Cd0.oo2 Se epilayers grown on (100) GaAs, T =  1.5 K. The PL bands cor­
responding to the features in the reflectance spectra are due to FX transitions. 
The others dominating bands are due to D°X transitions [85]. The arrow labeled 
Eq indicates the ZnSe fundamental band gap energy.
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Figure 3.3: PL spectra of cubic Zni_xCdxSe with different Cd content, :r: 1 - 















Figure 3.4: PL (solid) and reflectance (dashed) spectra of cubic CdSe, T  =  4.5 
K. The labels FX and D°X indicate the free exciton and neutral donor bound 
excitonic PL bands, respectively. The inset presents the diamagnetic shift of the 
PL peak for the D°X band.
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The SFR scattering experiments presented in this chapter were performed by 
exciting in resonance with the PL transitions identified above as being D°X. The 
advantage of such resonant excitation lies in the fact that the exciton forms the 
intermediate state in the scattering process and a strong enhancement of an elec­
tron spin-flip signal is expected when the incident photon energy huji approaches 
the energy of the excitonic state (see also Chapter 1, subsection 1.4.2). Schemat­
ically, this process is shown in Fig. 1.3. The differential cross-section in the case 
of D°X for a single electron spin-flip Raman scattering is given by [3]
to p (  e2 V (twj)2 (oo\
d Q ~ J \rtioc?) u)i (E! -  h u i f  +  (r / 2)2’
where / ,  E\ and T are respectively the oscillator strength, the energy and the phe­
nomenological damping for the D°X complex; hcjs is the energy of the scattered 
photons. Such resonant enhancement has been used widely for the investigation 
of SFR scattering in semiconductors and particularly for ^-factor measurements 
(see for example, Refs. [3] and [86]).
Examples of the resonance enhancement of the scattering efficiency are demon­
strated in Fig. 3.5 for two epilayers (ZnSe and Zno.ggsCdo.ocrcSe), where the inset 
shows a typical spectrum of the well-studied SFR process of an electron bound 
to a donor in ZnSe. It is seen that the SFR resonance profiles repeat in detail 
the excitonic PL profiles for these epilayers (shown in Fig. 3.2).
We concentrate further on the results obtained on cubic CdSe. In Fig. 3.6, we 
show SFR scattering spectra for this material obtained when the excitation is 
tuned to the energy of D°X. In the Voigt geometry (the direction of B is then 
perpendicular to the light propagation direction k/), similar to the ZnSe case, 
strong Stokes and anti-Stokes Raman signals are detected when the linear polar­
izer and analyzer are mutually perpendicular. In contrast, these signals are very 
weak in the Faraday geometry (B || k/), independent of the polarization con­
ditions. This behaviour corresponds to the appropriate electric dipole selection 
rules selection rules for an electron spin-flip1 (see section 1.4.3 of Chapter 1). The 
Raman shifts of the Stokes and anti-Stokes are equal for both geometries and are 
proportional to the magnetic field. By use of Eq. 1.1, we obtain for cubic CdSe
xThe observation of the (forbidden) signals in the Faraday geometry more probably is due 
to a weak relaxation of the selection rules caused by the imperfections of the experimental 
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Figure 3.5: Resonance profiles of the donor electron SFR Stokes signals measured 
at 5  =  6  T  T  =  1.5 K in the backscattering Voigt geometry: ZnSe (1, open 
circles), Zno.9 9 sCdo.oo2 Se (2, solid circles). Inset shows a typical SFR spectrum 
taken under excitation in resonance with D°X in ZnSe; B =  14 T, T  =  4.5 
K, z(cr, n)z. Intensity of the exciting laser beam (corresponding spectral line 
is marked by L) was attenuated during the scan of the spectrum by a neutral 




Figure 3.6: SFR scattering spectra of the donor electrons in cubic CdSe taken in 
the backscattering (a) Voigt and (b) Faraday geometries (see text). T  =  4.5 K, 
B =  14 T. For clarity the laser line in case (b) is not shown. The dashed lines 
are guides for the eye.
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\g\ =  0.42 ±  0.01. We observe also that the ^-factor is isotropic, as expected for 
the SFR scattering of states related to the conduction band (i.e., free or shallow 
donor-bound electrons) in the cubic modification of the sample under study. Any 
anisotropy would suggest, for example, the existence of the hexagonal CdSe phase, 
or of a large strain in the cubic CdSe layer, or that the signals observed originate 
from scattering between valence band-related states.
The existence of a diamagnetic shift with the quadratic coefficient c =  0.010 ±  
0.001 meV/T2 for the D°X PL band (see inset, Fig. 3.4) leads to the situation 
that the excitation energy (kept constant in our experiments) passes through a 
large part of the PL band (width ~  3.5 meV) when B  changes from 14 T to 3.5 
T (at lower values of B, the signals are not spectrally resolved). This affects both 
the absolute and relative intensity of the Stokes and anti-Stokes signals because 
of changing resonance conditions (obviously different for these two signals; the 
anti-Stokes signal can even be more intensive than the Stokes one) but does not 
affect the observed Raman shifts or the value of the ^-factor that we obtain.
Qualitatively similar SFR scattering spectra were measured for the ZnCdSe sam­
ples with different Cd contents. The strong Stokes and anti-Stokes signals demon­
strate the same selection rules as for cubic CdSe and, again, there is a linear 
proportionality of the Raman shifts to the magnetic field; this result for all epi­
layers studied, as shown in Fig. 3.7. As before, the SFR scattering signals were 
obtained in resonance with D°X and are attributed to the donor-bound electron 
spin-flip; when exciting at different points of the D°X PL we do not observe any 
variation in the ^-factor within experimental error (see Fig. 3.8).
These observations contrast to other studies of ours on epitaxial CdSe submono­
layers in ZnSe barriers [17] (see Chapter 4), where we observe SFR scattering 
transitions between the spin-split levels of localized excitons, rather than be­
tween the levels of a donor-bound electron; in the former case, Eq. 1.1 no longer 
describes the dependence on magnetic field of the SFR shifts, due to a finite 
zero-field splitting arising from the electron-hole exchange energy, whilst the pa­
rameters of the exciton spin Hamiltonian also show a significant dependence on 
excitation energy due to the effects of varying degrees of localization in that 
highly inhomogeneous system. In view of the relative simplicity of the present 
observations, we therefore rule out SFR scattering between excitonic levels as an 
explanation of the present data.
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Figure 3.7: Magnetic field dependence of the Raman shift for the donor electrons 
spin-flip Stokes signals measured in ZnCdSe epilayers with different Cd content, 
x =  0 (ZnSe, solid squares), 0.04 (open circles), 0.15 (solid triangles), 0.24 (open 
triangles), 0.42 (crosses), 0.61 (diamonds) and 1 (CdSe, stars). The solid lines 
represent least-square fits to the data; the fits pass the origin within the experi­
mental error. Inset presents two donor electron SFR spectra for ZnCdSe epilayer 
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Figure 3.8: D°X PL spectra of ZnCdSe epilayer with x =  0.24 taken at B =  0 T 
(solid line) and 14 T (dashed line). The solid squares represent electron ^-factors 




Fig. 3.9 present the ^-factors measured for the samples with different x  (solid 
circles). It includes also the value of g = 1.15 ±  0.01 for epitaxial ZnSe on (100) 
GaAs, which we measured also by SFR scattering as part of this work. This value 
is close to the value of g =  1.120 ±  0.001 for electrons in conduction band related 
states determined by an optically-detected magnetic resonance (ODMR) exper­
iment [87]. Direct measurements using circularly-polarized microwave radiation 
in this ODMR experiment established also that the ZnSe ^-factor is positive [88]. 
This value of g also agrees well with that calculated via five-band k • p  pertur­
bation theory [89] for ZnSe. Therefore, the monotonic dependence of g from its 
value for ZnSe to that for cubic CdSe shows that the g-factor remains positive for 
the entire region of Cd content in cubic Zni_xCdxSe. For convenience in using 
these data, we note that a quadratic least squares fit to the data over the whole 
composition range yields the relationship g(x) =  1.16 — 0.56x — 0.18a:2.
The ZnCdSe epilayers were sufficiently thick (t^> ter) that they could be assumed 
to be relaxed to a zero-strain state at the growth temperature, though they 
may still be strained at the liquid helium temperature because of the different 
contractions of ZnSe, CdSe and GaAs (see section 2.4 of Chapter 2). In general 
the lattice mismatch (compressive) and thermally induced (tensile) strain lead to 
a splitting of the degenerate T6 heavy- and light-hole free exciton states and to 
their shift (in energy) compared to the zero-strain case [84]. This is demonstrated 
by the FX band of the ZnSe PL (see Fig. 3.2). This band has an asymmetric 
shape, where the main peak is attributed to the heavy hole exciton and the 
shoulder on the high energy side is due to the light-hole exciton [85]. A slight 
shift (~  1 — 2 meV) towards the higher energies compared to the bulk ZnSe case 
[90] is also observed. Nevertheless, the ^-factor for this sample is identical, within 
experimental error, with that we measured for the much thicker and therefore 
being differently strained Zno.99sCdo.oo2Se epilayer. It has also been established 
in our studies of many samples of doped epitaxial ZnSe that typical thermal and 
lattice mismatch strains do not induced any detectable shift in the conduction 
band ^-factor. So we shall not discuss here the details of the influence of the 
strain on the ^-factor for the different samples.








Figure 3.9: Dependence of the electron ^-factor for cubic Zni_xCda;Se on Cd 
content. The solid circles are experimental points. The dotted and dashed curves 
present the result of the calculations (see text).
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pression derived from the five-band k • p second order perturbation theory.
Based on k • p perturbation theory the ^-factor for an electron at the T-point in 
a non-degenerate band of a cubic semiconductor is given as [91, 92]:
where go is the free electron ^-factor, S  the conduction-band wave function; the 
wave function n corresponds to a state at energy En\ px(y) is the x(y) component 
of the momentum operator. Taking into account five bands, namely Tg, Ty, Tg, 
Tg, Ty (see schema of Fig. 3.10) an expression presenting an approximation to 
Eq. 3.3 can be derived [89, 93, 94]
where, in Cardona’s notation E0, E'Q, Ao, A'0 are the energy intervals shown 
schematically in Fig. 3.10; the quantities (expressed in eV)
are the squared momentum matrix elements describing the coupling to the p-
Ty); mo is the free electron mass. In Eq. 3.4 the first term is that arising from the 
three-band model whilst, with the addition of the second term, the expression 
is that of the five-band model. In the second term the quantity C  contains 
contributions to ^-factor from higher conduction bands; it is accepted that C' =  
—0.02 in all semiconductor compounds [89, 93]. The third term adds the off- 
diagonal spin-orbit coupling term A-  via third-order (rather than second-order) 
perturbation theory [89, 94]. We refer to the models that include each of these 
three terms in succession as the three-band (3B), five-band (5B) and third-order 
(TO) models, respectively.







P2 = (2/m0)| < S\px\nv > |2
and
Pa =  (2/ra0)| < S\px\nc > |2




Figure 3.10: Schematics of the band structure near the T-point in a zinc-blende 
semiconductor.
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The 3B term alone does not give a good description of the electron ^-factor for
3.1, one obtains a calculated value of g =  +1.28 for ZnSe, which differs from
However, with the same parameters, the 5B and especially TO models give much
range of II-VI compounds and their alloys [89, 95]. We therefore expect Eg. 3.4 
to be applicable also for Zni_xCdxSe and CdSe.
For the calculations a linear interpolation between the corresponding parameters 
of ZnSe and cubic CdSe has been used, apart from the band gap JE70, where 
a bowing parameter of b =  0.301 eV in the conventional expression Eq(x ) =  
(1 — x)Eo(0) +  xEo(l) — bx( 1 — x) was included [51]. The band parameters for 
ZnSe and CdSe that were used are presented in Table I. Since the values of the 
squared interband matrix elements P 2 and P'2 for cubic CdSe are not available 
from the literature, we used first the corresponding values for ZnSe, keeping 
them constant over the entire region of Cd composition and only varying the 
band gap. The dotted curve in Fig. 3.9 shows the result of this calculation. A 
large discrepancy with the experimental data exists for x  > 0.15. The most likely 
reason for this discrepancy is that, as shown by Hermann and Weisbuch [93], P 2 
and P72 do not remain constant over the entire composition range of a ternary 
semiconductor. For the present case of Zni_xCdxSe, we therefore need to obtain 
these parameters for cubic CdSe itself and then to make a linear interpolation 
over the intermediate composition range.
To estimate P2 and Pn for cubic CdSe we applied the approach of Hermann and 
Weisbuch [93], in which Eq. 3.4 is solved for P2 and Pa simultaneously with the 
equation for the conduction electron effective mass, m  (isotropic: m  =  mx = 
rr iy  = m z), also derived within a five-band k • p framework:
where C  is the term accounting for remote bands. It is accepted that C — 2
ZnSe . For example, taking the values of Eq, P2 and Aq that are shown in Table
the measured value by considerably more than the experimental uncertainties.
better descriptions of the experimental data not only for ZnSe but for the whole
(3.5)
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Table 3.1: Band parameters (in eV) for ZnSe and (cubic) CdSe used for the 
calculations.
E q Ao E '0 A“ p2 p /2
ZnSe 2.821a 0.4036 7 .3 3 b 0.09b —0.046c 24.27° 9.83°
CdSe 1.764d 0.47c 6.8e 0.24c —0.047° 18.3/ 4.9/
a - from Ref. [51], b - from Ref. [90], c - from Ref. [89], d - obtained by adding the 
hexagonal CdSe free exciton binding energy of 15 meV [51] to the experimentally 
measured free exciton PL transition energy for cubic CdSe (present work), e - from 
Ref. [98], f  - estimated from the experimental values for the hexagonal CdSe electron 
effective mass [51] and the electron ^-factor (present work) for cubic CdSe via the 
expression given in Eqs. 3.4 and 3.5.
for all semiconductor compounds [93]. The coupling through A-  affects m  only 
negligibly [96] and the appropriate term is omitted in Eq. 3.5. In our analysis we 
used the well known value m  =  0.13mo for bulk hexagonal CdSe [51]. There axe 
no published data for cubic bulk CdSe and we therefore use this value rather than 
the recent value m  =  0.112rao [97] obtained by cyclotron resonance measurements 
for electrons in modulation-doped cubic CdSe/ZnSe which has been obtained for 
a 10.5 nm single quantum well, rather than for bulk material. The resulting 
parameters are given in Table I. The use of P 2 and P'2 estimated in this way 
allows us to calculate the dependence of the ^-factor on the Cd content, which 
is now in very good agreement with experiment (Fig. 3.9, dashed curve). The 
value of P '2 that we obtain for cubic CdSe (4.9 eV when expressed in energy 
units) is approximately a factor of two lower than that of ZnSe; a difference of 
this magnitude is quite plausible (for instance, estimates of P'2 for CdTe, CdS 
and ZnS are all in the range 5-10 eV [89]). A good estimate of the value of 
P 2 (independent of the above approach) can be obtained by noting that, in the 
nearly-free electron model, its value is given by h2/a2moe where ao is the lattice 
constant [83]. This estimate leads to a value of 16.6 eV, using a lattice parameter 
of 6.077 A [52], in reasonable agreement with the value of 18.3 eV that the above 
procedure yields.
We note finally that our ^-factor of 0.42 ±  0.01 for cubic CdSe compaxes well 
with the values of g\\ =  0.6 ±0.1  and g± =  0.51 ±  0.05 obtained respectively for 
the magnetic field parallel to and perpendicular to the c-axis in the hexagonal 
modification[90]. In Ref. [89], it was an average of these values (<7||+2<7j_)/3 =  0.54 
which was used when compaxing theory with experiment. This earlier paper also 
used the ZnSe values of P 2 and P'2 in the analysis of CdSe, thereby obtaining
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a theoretical value for cubic CdSe of g =  0.23 which is much smaller than the 
value we observe by SFR scattering. In the present work we have been able to 
remove this discrepancy by using the directly measured value of the ^-factor for 




SFR spectroscopy of 
low-dimensional systems
4.1 Introduction
SFR spectroscopy has recently been applied intensively to study properties of ex­
citons localized in semiconductor low-dimensional systems [12, 13, 14, 15, 16, 17, 
18]. The studied systems include QWs made from different compounds (such 
as GaAs/Al(Ga)As, CdTe/CdMgTe) and QDs formed by Stranski-Krastanov 
growth (InAs/GaAs, InP/InGaP) or by diffusion-controlled phase decomposition 
of solid solutions while annealing in a glass matrix (CdS/glass). In such studies, 
for example, SFR spectroscopy allows one to measure the exciton g factors and 
their variation with the confinement conditions. In addition (in a system with a 
quantum well), by varying the angle between the quantum well planes and the 
magnetic field, the electron and hole g factors contributing to an exciton can be 
determined separately, unlike, e.g., in electron spin resonance or photolumines­
cence measurements, where usually only one or a combination of these parameters 
is obtained. Another example is that the SFR technique can provide information 
about such an interesting phenomenon as exchange interaction existing between 
an electron and a hole within an exciton (general information on the exchange 
interaction is given in Appendix D). Also SFR spectroscopy is a very convenient 
tool to study properties of excitations localized in different states within a broad 
ensemble of localized states of a single highly inhomogeneous system (the exciting
61
laser photon energy can be adjusted within a spectral interval of less than 0.1 
meV).
In this chapter we report on results of a SFR study of ZnCdSe/Zn(S)Se QWs and 
CdSe/ZnSe submonolayer structures. Shortly after the beginning of our study, 
Puls and Henneberger published the results of their magneto-optical experiments, 
where the resonant excitation was applied to the ZnCdSe/ZnSe QW system in 
the Voigt geometry [99]. This was the first publication in this area. Our exper­
imental observations on this system are more detailed but, in some points, are 
similar to that of Ref. [99]. The SFR results obtained on ZnCdSe QWs provide a 
very helpful material to study the main subject of our interest - the CdSe/ZnSe 
submonolayer system. This is the first time that such a system was studied by 
SFR spectroscopy.
4.2 Experiment and samples
The SFR scattering experiments were carried out using the apparatus described 
in section 1.3 of Chapter 1. A detail to mention here is that, when performing the 
experiments using the continuous flow cryostat (where the sample was kept at 
T  =  4.5 K), the incident laser power was kept below 0.1 W /cm2 to avoid heating 
of the sample.
SFR scattering experiments have been performed on two sets of samples. The 
first set includes grown by MBE on (100) GaAs substrates single QW structures. 
The QW and the thick (<50 nm) barrier regions ware formed by ZnCdSe and/or 
ZnSe/ZnSo.o6Seo.94, respectively. The amount of 6% of sulfur added to the bar­
rier of ZnSe allows one to achieve a better lattice match to GaAs resulting in 
improvement of the structural quality of the QW region; it also leads to the 
slightly deeper QW potential. The Cd composition of the different QWs ranges 
from 12% to 25% and their thicknesses from 35 A to 55 A. All the samples of this 
set exhibited, in SFR scattering experiments, qualitatively the same behavior. 
We will concentrate therefore on a sample with 35 A Zn0.08Cd0.02Se/ZnS0.06Se0.94 
QW (sample S0601). The second set consists of CdSe/ZnSe submonolayer struc­
tures. Again as in the case of the QW structures we will concentrate our attention 
on one sample (sample B1485). This sample is a structure with a period of 54 A
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containing eleven sheets of nominally 0.5 MLs CdSe in ZnSe matrix. The struc­
ture has a laser diode design - the region of the CdSe submonolayer sheets was 
separated from the (100) GaAs substrate and the surface by thick ZnSe, ZnSSe 
and ZnMgSSe layers. This provides lattice matching and good electronic con­
finement of the carriers in the submonolayer region. The structures of both sets 
of samples ware grown in the MBE facilities laboratories of the University of 
Bremen (QWs) and the Ioffe Institute (QWs and submonolayers) - the world’s 
leading laboratories for the production of the state-of-the-art II-VI semiconductor 
structures.
4.3 Experimental results
4.3.1 Photolum inescence: spectral com position
Low temperature steady-state excitonic PL in pseudomorphic ZnCdSe/Zn(S)Se 
QWs has been studied intensively [51,100]. It is determined by excitons localized 
in the QW at potential fluctuations formed by compositional disorder and in addi­
tion to interface roughness. Consider some details of the PL in ZnCdSe/Zn(S)Se 
QWs noting that in comparison with the case of three-dimensional localiza­
tion, the quantum confinement of excitonic states in low-dimensional structures 
strongly enhances the effect of localizing potential due to compositional fluctu­
ations [101, 102]. This determines the large PL efficiency of localized excitons 
(LX) in the ZnCdSe-based low-dimensional structures compared to the case of 
bulk ZnCdSe alloys.
A PL spectrum of an undoped ZnCdSe/Zn(S)Se QW structure has the typical line 
shape displayed in Fig. 4.1; the spectrum was obtained by measuring PL of the 
S0601 structure used for the SFR study. The 6% sulfur in ZnSSe barrier region 
does not change qualitatively the PL spectrum compared to that of structures 
with ZnSe barriers (mainly it leads to a shift of the spectrum towards higher 
energy due to the creation in this case of a deeper confining potential for electrons 
and holes). In general, the spectrum is asymmetric with an intensity shoulder on 
the low energy side. The spectrum can be satisfactorily fitted by two Gaussian 
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Figure 4.1: PL and PLE (solid line and dashed line, respectively) spectra of a) - 
35 A Zn0 .8 0 Cd0 .0 2 Se/ZnS0 .0 6 Se0 . 9 4  single QW structure (S0601) and b) - 0.5 MLs 
CdSe/ZnSe structure (B1485). The arrows indicate the PLE detection energy. 
T =  1.5 K. The labels LX, D°X and lhh, llh mark, respectively the localized 
exciton, exciton bound at neutral donor PL and the first heavy hole and light 
hole PLE bands; LO labels a ZnSe LO-phonon Raman signal.
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hole LXs, while the low energy band is attributed to excitons bound at neutral 
donors (D°X). For samples of differing QW thickness, Cd content, growth condi­
tions or doping, the relative intensity of the two bands as well as their widths may 
vary strongly. Apart from D°X, another band can also be present on the low- 
energy side of the heavy hole LX. The nature of this band, as was demonstrated 
in many optical and magneto-optical experiments, is determined by localized bi- 
excitons (the bound state of two excitons with oppositely aligned spins) (LXX). 
With increasing the excitation power, the D°X emission saturates and the LXX 
band, often being coincide with D°X, begins to develop. The LXX band increases 
superlinearly with the excitation power. This fact provides a way to distinguish 
between LXX and D°X transitions. Our study of excitonic PL of the sample 
S0601 revealed that at least at the excitation power used for the SFR experiment 
presented further in this Chapter, the shoulder on the low energy side belongs to 
D°X (Fig. 4.1 (a)).
Consider now the excitonic PL in the case of submonolayer CdSe/ZnSe. It is 
also determined by the localized heavy-hole excitons. The origin and detailed 
parameters of the localizing potential in such structures still remain unclear (see 
Chapter 2). However recent investigations allow one to make some conclusions. 
Ivanov and Toropov have investigated a set of structures with the nominal CdSe 
submonolayer thickness ranging from 0.15 MLs to 1 ML (growth calibration ac­
curacy was ~  10%) by means of steady state and time-resolved PL spectroscopies 
[103]. It was demonstrated that the position of the excitonic PL band decreases 
gradually in energy with the increase in the nominal thickness (reflecting the 
confinement effect) and displays a clear relationship between CdSe layer fraction 
and the PL band shape. A relatively narrow (5-10 meV) single peak was ob­
served at a small mean thickness of the CdSe submonolayer (less than 0.5 MLs). 
With increasing the thickness (more than 0.5 MLs) a low energy shoulder be­
gins to develop, resulting in an asymmetric (or even doublet) PL band. Fig. 4.1 
(b) presents a spectrum of low temperature PL of localized excitons taken on the 
sample B1485, which corresponds thus to the border-line content of 0.5 MLs. The 
asymmetric PL band can also, as in the case of ZnCdSe/ZnSe QWs, be decom­
posed into two strongly overlapped Gaussian components with the high-energy 
component being always narrower than the low-energy one. The time-resolved 
PL measurements of Ref. [103] revealed a nonmonotonic behaviour of excitonic 
lifetimes across the overall PL contour. The lifetime corresponding to the high- 
energy PL component is about one order smaller than that of the low-energy
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component (respectively ~  25 ps and ~  250 ps). The proposed in Ref. [103] 
explanation of these results is given in the following paragraph.
The high-energy PL component originates from excitons in a spatially homoge­
neous quantum system e.g., perfect QW. This is also consistent with the model 
suggesting a high density of small 2D ZnCdSe islands with a typical size less than 
the exciton Bohr radius. In this case, the potential fluctuations are very well av­
eraged, leading to a narrow excitonic PL band. The wider low-energy component 
results from excitons localized at 2D ZnCdSe islands of a lateral size comparable 
with the exciton Bohr radius or larger. Although some contribution of the D°X 
PL cannot be completely omitted the low-energy PL component is not attributed 
to this transition because both the band width and the gap between the two PL 
components are sensitive to the mean submonolayer thickness and growth con­
ditions. The lateral size and width as well as Cd-content distributions related to 
these islands determine the larger width of the high-energy PL component. The 
noticeably faster PL decay corresponding to the high-energy PL component can 
result either from intrinsic properties of the homogeneous quantum system, re­
flecting a larger oscillator strength of the weaker localized (nearly free) excitons, 
or has an extrinsic origin like a fast trapping of excitons by the islands. This 
model is in agreement with the HRTEM study of the intrinsic morphology in 
submonolayer CdSe/ZnSe system described in Chapter 2.
In Fig. 4.1 (a) and (b) we also show PLE spectra of the samples S0601 and B1485. 
The two well-resolved resonances split in energy by confinement and stress are at­
tributed to the fundamentally heavy- (lhh) and light-hole (llh) excitons in both 
cases; the lhh-llh separations in energy are 27 meV and 30 meV, respectively. 
The spike marked by LO corresponds to ZnSe LO-phonon resonant Raman scat­
tering. Some asymmetry of the llh band is caused by contribution of the higher 
lying confined excitonic states and the excitonic states in the barrier region. The 
Stokes shift of the LX band in the PL spectrum (under above barrier excitation) 
from the lhh band in the PLE spectrum represents clear evidence for localization. 
The value of the Stokes shift of about 8 meV (S0601) and 10 meV (B1485) as well 
as the width of the LX band of about 6 meV (S0601; measured after decomposing 
the overall PL contour into two Gaussians) and 15 meV (B1485) indicate that in 
these structures the energy relaxation from the free excitons (which reached the 
exciton mobility edge) to the LXs is assisted by the acoustic phonon emissions 
rather than by one LO phonon emission.
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We note finally that in multisheet submonolayer structures a vertical coupling of 
excitons in different sheets occurs if the separating ZnSe layers are of a thickness 
smaller or comparable with the exciton Bohr radius. It leads to the additional 
broadening and low-energy shift of the excitonic PL band [104], A comparison 
of the excitonic PL spectrum of the sample B1485 (see the sample description 
given in section 4.2) with the PL spectrum taken on a sample consisting a single 
CdSe submonolayer of the same thickness and grown under the same conditions 
(Ioffe Institute) does not reveal any remarkable change in the PL band shape 
and its spectral position. We therefore can consider excitons in different CdSe 
submonolayer sheets of this structure as uncoupled in the vertical direction.
4.3.2 SFR scattering
The SFR experiments presented here were performed by exciting in resonance 
with the PL bands of LXs discussed in the previous section. One expects that, 
under such an excitation signals related to excitons can be detected. This ex­
pectation is based on the examples of recent works of Refs. [12, 14], where SFR 
signals from excitons localized by QW width fluctuations in GaAs/AlGaAs and 
CdTe/CdMgTe QW systems were detected and of work of Ref. [105], where the 
observed signals were attributed to excitons localized at InAs submonolayer in­
sertions in GaAs matrix. Also due to presence of the strong D°X component in 
the PL of the sample S0601 (QW) one expects to observe signals related to a 
SFR scattering process of an electron bound at a donor. This expectation is sup­
ported by observations of such a process in many systems, particular in ZnCdSe 
epilayers (see Chapter 3).
T he zero — field case. Consider first the case when the magnetic field is not ap­
plied. Fig. 4.2 shows two PL spectra taken on the B1485 sample (submonolayers) 
under excitation spectrally in resonance with the localized exciton PL band; the 
top spectrum was obtained at temperature of about 50 K, whereas the bottom 
one taken at 1.5 K. One can see that the spectra differ remarkably - the shape of 
the PL wings from either sides of the exciting laser line change (the temperature 
shift of the PL band in this temperature range is only about 2 meV, being much 
less compared with the PL band width). A well resolved peak-like feature is seen 
on the low energy side from the laser line (spectrum 2); it appears gradually when 




Figure 4.2: PL spectra of the sample B1485 (submonolayers) taken at 1) 50 K 
and 2) 1.5 K. B =  0 T. To compare the two spectra the laser excitation power 
was set equal in both cases and kept low to avoid strong heating of the sample 
in case (1 ).
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the exciting laser is tuned across the PL band. A qualitatively similar picture is 
observed for the sample S0601 when the LX states are excited resonantly. We note 
that in this sample the peak-like feature almost disappears when the exciting laser 
is tuned in resonance with that part of the low energy side of the D°X PL band 
where the overlapping of this band with the LX PL band is negligible. The low 
temperature PL spectrum (curve 2, Fig. 4.2) may represent the PL of selectively 
excited excitonic localized states [99]. The peak-like feature in this case can reflect 
the available density of localized states, possible relaxation processes or phonon 
assisted transitions (emission of phonons; the energy interval between the laser 
line and the peak-like feature suggests the involvement of acoustic phonons). The 
high temperature spectrum (spectrum 1, Fig. 4.2) shows the smearing of structure 
and appearance of the emission processes with the phonon absorption.
Voigt geom etry. An application of a magnetic field leads to the further changes 
in the PL spectrum taken at liquid helium temperature. Again these changes 
are qualitatively similar for both of the samples. Fig. 4.3 shows spectra for 
two different laser energies within the PL band for the sample S0601. In this 
Figure the result of a Gaussian decomposition of the overall PL contour into two 
components related to LX and D°X transitions is also shown. Note that the D°X 
PL component is broader than the LX component. The additional broadening 
is more likely caused by the well known distribution of the D°X binding energies 
across the QW and in the vicinity of the QW in the barriers [106]. In this 
geometry, two types of lines can be resolved on the Stokes and anti-Stokes sides 
under excitation in resonance with LX part of the overall PL contour: a sharp 
line (e) and a broader line (DE; seen as weak shoulder on the anti-Stokes side). 
These lines are better detected in cross linear z(cr, n)z and z(tt, a)z polarizations, 
but also can be seen under cross circular polaxization conditions. At this stage 
we provisionally assign these lines to a manifestation of SFR scattering processes 
and will refer to the related spectra as SFR spectra. On the Stokes side the DE 
peak coincides with the PL peak-like feature discussed above. When the exiting 
laser is tuned towards the D°X shoulder starting from the high energy side of 
the PL contour, the DE line passes the maximum of its intensity and gradually 
disappears. The e line is “present” in any spectral point of the PL contour. It is 
found that the intensity resonance profiles for the e and DE lines closely follow 
the PL profiles of the D°X and LX components of the PL spectrum, respectively.
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Figure 4.3: PL spectrum of the sample S0601 (QW) - solid curve marked PL. 
The dashed and dotted curves present a Gaussian decomposition of the overall PL 
contour into the LX and D°X components, respectively. SFR spectra obtained 
in the Voigt geometry, z(cr, 7r)z at B =  6  T for two different excitation energies: 
1 - 2.7513 eV and 2 - 2.7623 eV; in each case a broad background is due to PL. 
T =  1.5 K.
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on the sample B1485 revealed the situation showed in Fig. 4.4. Again as in the 
case of the sample S0601 the intensity resonance profile peak positions for the 
e and DE lines do not coincide. In the present case the peak related to the e 
line lies higher in energy compared to the DE related peak - it occurs between 
the maxima of the PL and PLE spectra. The resonance profile of the DE line 
is remarkably asymmetric: it repeats closely the low energy slope of the PL 
spectrum, whereas its high energy slopes demonstrate an abrupt-like drop. The 
e line resonance profile is more symmetric. The abrupt drop can be caused by a 
reason which will be discussed in the next section. Here we only note that it can 
not be determined by the fact that the resonance profiles “overlap” with the PLE 
spectrum. A reabsorption correction is negligible; an estimated absorption for a 
100 A layer when taking the usual value for the excitonic absorption coefficient 
of 105 cm-1 is 0.1%. We also note, that in any spectral point “within” the 
PL band the relative intensity of the e and DE resonance profiles depend on the 
pumping intensity. Nevertheless, in the range of available pumping intensities we 
did not find any remarkable change of the shape of the resonance profiles.
Tuning the exciting laser energy Eiaser within the PL bands of the samples B1485 
and S0601 at a fixed magnetic field revealed that the DE line (Stokes and anti- 
stokes components) becomes slightly broader and that its shift from the laser line 
gradually increases with decreasing Eiaser. For the sample B1485 this effect is 
seen more clearly compared to the sample S0601 due to the wider spectral range, 
where the DE line can be detected in this sample. The e line exhibits the same 
Raman shift independently of Eiaser in both samples. Fig. 4.5 demonstrates this 
effect. We also found that both lines are well fitted by “single” Lorentzians in all 
spectral points across the corresponding resonance profiles in magnetic fields up 
to 14 T.
The two lines have different dependences of their intensities (peak and integral) 
on the strength of the magnetic field. The DE line exhibits a strong increase in 
intensity with the magnetic field; in our experiments it is detected only if B > 2 
T (when exiting in the maximum of the DE line intensity resonance profile). The 
intensity of the e line does not show any significant dependence on B.
Some other experimental findings in the Voigt geometry which include, particu­
larly the dependence of the Raman shifts of the e and DE lines on magnetic field 
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Figure 4.4: The solid line is a PL spectrum of the sample B1485 (submonolay­
ers). The dotted (dashed) lines connect measurements of the scattering intensity 
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Figure 4.5: SFR spectra for laser energies within the broad PL band (sample 
B1485; submonolayers). The top and bottom spectra ware taken at, respectively 
Eiaser =  2.7353 eV and 2.7248 eV in the Voigt geometry, z(cr, ir)z. T  =  1.5 K, B =  
6  T. The subscripts (s) and (as) stand for Stokes and anti-Stokes, respectively. 
The lower spectrum was magnified 5 times before plotting. The vertical dotted 
lines are guides to the eye.
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Faraday geom etry. For both of the samples under excitation in the region 
of the LX PL bands we observed in a magnetic field one Stokes and one anti- 
Stokes lines, which are well fitted by a Lorentzian and have an equal shift from 
the laser line (within experimental error). These lines are strongly circularly 
polarized. The Stokes line is detected in cross circular z(<r+,cr~)z configuration, 
whereas the anti-Stokes component can be detected in the opposite z(a~,cr+)z 
configuration. No signals are detected in both parallel circular configurations. 
This picture is demonstrated in Fig. 4.6 for the sample S0601. For both of the 
samples the intensity resonance profiles of these lines closely follow that of the DE 
line observable in the Voigt geometry. Also, their spectral width is comparable 
to that of the DE line (being much larger than the width of the e line). Similar 
to the case of the DE line, these lines show (i) their shifts from the exciting laser 
line axe sensitive to the laser position Eiaser within the LX PL band: the shift 
increases when Eiaser decreases; (ii) their efficiency increases with the magnetic 
field.
T he tilted  field case. SFR experiments performed in a tilted magnetic field - the 
case when the angle 9 between the direction of the magnetic field and the normal 
to the sample takes fixed values in the range 0° < 9 < 90° - often provide very 
useful information allowing to connect the results obtained in Faraday (9 =  0°) 
and Voigt (9 =  90°) geometries [9,12,14, 25,105]. For example, such information 
can be helpful in an attempt to establish the nature of the observed signals. We 
performed such experiments on the samples B1485 and S0601 and found that 
again, as in the cases of Voigt and Faraday geometries, the SFR spectra of both 
of the samples possess a qualitative similarity.
Fig. 4.7 shows the Stokes parts of the SFR spectra of the sample B1485 (sub­
monolayers) taken at a fixed magnetic field in the z(a+,a~)z  configuration and 
at different values of 9. One finds that even a rotation of only several degrees 
of the magnetic field away from the Faraday geometry affects the Raman shift 
of the (only) line seen in this geometry (marked 1 in Fig. 4.7): the line moves 
towards the exciting laser line when 9 is increased. Three new lines appear in 
sequence with increasing 9 (marked 2, 3 and 4). As in the case of the line 1 their 
Raman shifts become smaller with increasing 9 (see guides for an eye in Fig. 4.7). 
All four lines are clearly seen on the spectrum taken at 9 — 45°. Additionally, at 
this angle in this polarization configuration a sharp line is detected. In the Voigt 
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Figure 4.6: Sample S0601: SFR spectra measured in (a) cross circular z(cr+,cr~) 
(spectrum 1), z(cr~,a+)z (2) and (b) parallel circular z(a+,a +)z (1), z(cr~,cr~) 
(2) polarization configurations. Faraday geometry, B =  14 T, Eiaser =  2.7619 
eV, T  =  4.5 K. The “vertical” drop in intensity near the laser line is due to a 
neutral density filter inserted during the scan to attenuate the laser beam.
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Raman shift (meV)
Figure 4.7: Sample B1485 (submonolayers): The Stokes parts of the SFR spectra 
measured at different angles 9 between the magnetic field and the sample growth 
direction; 9 =  0° and 90° correspond to the Faraday and Voigt geometries, re­
spectively. B =  14 T, Eiaser =  2.7353 eV, z(cr+, cr~)z, T  =  4.5 K. The dotted 
lines are guides to the eye. The label DE and numbers mark the observed lines.
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at any 6. Continuous decrease of the Raman shift of the lines 1-4 with the 
increase of the angle leads to a consequent disappearance of the line 1-3 from 
the spectrum. The only line to “survive” is line 4. Becoming more intensive and 
slightly broader it coincides with the DE line in the Voigt geometry.
The influence of the polarization conditions is demonstrated in Fig. 4.8; as an 
example the SFR spectra of the sample S0601 taken at 6 = 30° are chosen. The 
line 1-4 axe strongly circularly polarized. They appears on the Stokes side of the 
spectrum at z(a+,a~)z  and on its anti-Stokes side at z(a~,cr+)z. In the parallel 
circular configuration z(a+, a+)z a new line marked 5 is observed (on the Stokes 
and anti-Stokes sides), whereas the line 1-4 are not detected. Again the line 5 
intensity resonance profile almost coincides with that of the DE line. There are no 
lines detected in z(cr~,a~)z. The e line is detected in all possible configurations.
The intensities of the lines 1-4 at any 6 depends on the strength of the magnetic 
field and follows closely the resonant profile of the DE line in both of the samples. 
We note, that although the lines 1-4 can be detected in any spectral point of the 
DE line resonance profile, their Raman shifts and relative intensities (peak and 
integral) are excitation energy dependent. The intensity of the e line increases 
with the angle and has its maximum at 6 = 90°.
4.4 Discussion
In this section the first question one would like to discuss is “What is the nature of 
the observed lines?”. The results presented above will be combined further with 
more experimental data, but already at this stage one can make a conclusion. 
This conclusion comes from the analysis of the intensity resonance profiles, which 
allow one to divide the lines at legist in between two groups. One group consists 
of just the e line, while the second group includes the DE (6 =  90°) and 1-5 
(0° < 6 < 90°) lines. These lines are now considered in more detail. PL band 
as well as the existence of the narrow (comparable with the exciting laser line 
width) Stokes and anti-Stokes components leads one to the suggestion, that this 
line corresponds to a SFR scattering process, namely of electrons
T he e line. The fact that in sample S0601 (QW) the e line resonance profile
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Figure 4.8: Sample S0601: SFR spectra measured in (a) cross circular z(a+,a~)z  
(spectrum 1), z(cr~,a+)z (2) and (b) parallel circular z(a+,a +)z polarization 
configurations. 6 =  30°, B =  14 T, Eiaser =  2.7619 eV, T =  4.5 K. The label e 
and numbers mark the observed lines.
7 8
peak position (for Stokes and anti-Stokes) coincides with maximum of the D°X 
bound to neutral donors. This suggestion is supported directly by the observation 
of the corresponding selection rules for this line. The magnetic field dependence of 
the e line shift from the laser line provides another conformation of our suggestion. 
This shift is very well described by Eq. 1.1 with g = 1.19 ±0.02 determined in the 
Voigt geometry. This value of the p-factor is close to that of an electron in bulk 
ZnSe and ZnSSe with low sulfur concentration (see Chapter 3 and Ref. [95]). The 
e line of the sample B1485 (submonolayers) demonstrate similar characteristics. 
From the magnetic-field dependence of its spectral position one found the ^-factor 
value of 1.15 ±  0.02. This value coincides with that for electrons in bulk ZnSe. 
For all the samples studied, the value of g does not depend within experimental 
error on the excitation photon energy across the PL band.
In the case of the sample S0601 the electron participating in the scattering process 
is bound to a neutral donor located in the QW and the intermediate state is a D°X 
state. In the case of the sample B1485 the situation is not so well determined. 
It was found (see section 4.3.1) that for the CdSe/ZnSe submonolayer structures 
the entire PL band is formed by excitons localized at CdSe insertions. Then, 
explaining the e line as a line due to SFR of an electron bound on a neutral 
donor one has to accept the presence of some contribution of D°Xs to the PL. 
However, it is reasonable to expect that in our case (shadow donors only) this 
contribution should be weak - the concentration of donors inside the very small 
CdSe-rich island-like volumes or inside the very thin QW layer in between them is 
small. Additionally, one can propose an alternative type of SFR scattering of an 
electron. An electron bound at a neutral donor located in the ZnSe barrier regions 
by means of tunneling can have some amplitude within the CdSe submonolayer 
insertions. The formation of a negatively charged exciton (X ~; or - trion) [107] 
acting as an intermediate state in the SFR scattering of an electron is then 
possible.
The first impression based on our study of the dependence on composition of the 
electron ^-factor in ZnCdSe epilayers (Chapter3) suggests that in the present case 
we should expect lower values of g than that observed. Such a similarity to the 
bulk ZnSe value may result from strong penetration of the exciton wave function 
into ZnSe and ZnSSe barriers in the samples B1485 and S0601, respectively. To 
check this statement we performed appropriate measurements using a structure 
with a thicker QW. We found that in this single 50A ZnCdSe/ZnSe QW of 20%
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of Cd structure the electron 0-factor is indeed lower (1.10 ±  0.02). The slightly 
higher value of g measured in the sample S0601 compared to that of bulk ZnSe 
is in consistence with the results of Ref. [95], where an increase of the electron 
<7-factor with S content in ZnSSe alloy was experimentally confirmed. Analyzing 
the electron 0-factor in QWs case we also have to consider the influence of the 
reduction of the point symmetry from Tj (bulk) to D^d (QWs). This reduction 
leads to the anisotropy of the electron 0-factor, which can be expressed in the 
frame of two-band k • p method via the energetic heavy-light hole splitting by1 
[14, 18, 108]
P 2
A0 =  g1 -  01 «  gj-AEih-hh, (4.1)
where g±{g^) is the electron 0-factor measured in the Voigt (Faraday) geometry, 
P 2 corresponds to the squared momentum matrix element connecting the conduc­
tion (r6) and the valence (Fg) bands, Eex is the excitonic transition energy and 
AEih-hh the heavy-light hole splitting. Such an anisotropy was experimentally 
found in QW systems CdTe/CdMnTe and ZnSe/ZnMgSSe [14, 18]. According 
to Eq. 4.1, in our case, the anisotropy should be in the range of 0.1-0.2. Al­
though some indication of the anisotropy of g was observed in the sample S0601 
(g = 1.17 dt 0.02 at 6 = 45°), due to a very strong overlapping the e line with the 
other lines observed at 0 < 90°, we were unable to perform a precise analysis of 
this effect.
We can only speculate in order to explain the position of the e line resonance 
profile of the sample B1485 - unlike the case of the sample S0601 the peak of the 
resonance profile lies on the high energy side of the PL. Clearly, the binding of 
a localized exciton by a donor should lead to an additional shift of the LX PL 
band and the related SFR resonance profile to lower energies. This fact indicates 
that in the sample B1485 a part of photoexcited excitons are trapped by donors 
which axe not located in the parts of a strong localizing potential. Due to the low 
concentration of donors the related PL is weak and is overwhelmed by the much 
stronger PL of LXs. The binding of excitons by these donors leads to a shift of 
6 meV to lower energies relative to the lhh peak of the PLE spectrum (see Fig. 
4.1). Similar arguments can be used in the case of charged exciton mediated SFR 
scattering.
1In some cases the much more exact fit to the experimental date is achieved by using the
more complicated expression derived with taking into account the wave function spread into 
the barrier region [18].
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T he D E line and  lines 1 — 5. An attempt to provide an explanation of the 
origin(s) of such a number of the observed line is a remarkable challenge. We 
start here from the two experimental facts, which hold for both of the samples. 
The first fact is that the intensity resonance profiles of these lines very closely 
follow each other. The second one is that line 4 smoothly turns into the DE 
line when 6 approaches 90°. It is possible, at this point, to suggest that all the 
lines are manifestations of different subsystems of one and the same system. The 
general situation - when all the subsystems can be seen simultaneously - then 
corresponds to a certain 0 “in between” Voigt and Faraday geometries. What is 
this system? At first instance we can consider at least three possibilities. They 
are - a single bound/localized electron, a single bound/localized hole or a localized 
exciton. Simple arguments help to rule out the involvement of bound/localized 
electrons as well as bound/localized holes. In the case of electrons only one line 
(counting Stokes and anti-Stokes signals together) corresponding to a transition 
between two spin states would be detected. We do detect this line (line e). A 
possible situation when in a SFR spectrum several equidistant lines present due 
to a multiple SFR scattering of electrons (overtones) can be easily recognized and 
it is not realized in our case. The same argument is applied to bound/localized 
holes (in our case we have to consider a heavy hole). Also, since ZnCdSe/ZnSe 
structures axe normally n-type (if not intentionally doped with acceptors) it is 
unlikely that such strong lines observed in our spectra relate to holes. In contrast, 
an exciton in a magnetic field possesses a more complicated spin structure. So, 
the last case which we have to consider in detail belongs to excitons, localized in 
our case. The involvement of localized excitons is strongly supported by the fact 
that the spectral positions of the resonance profiles of all the lines correspond 
to that of PL bands of localized excitons in both of the samples. If we accept 
this concept, then for example the abrupt-like drop of the high energy side of 
the resonance profile of the sample B1485 (see Fig. 4.4) can be explained by 
the idea that the lifetime of the corresponding excitons is shorter compared to 
that of excitons “from” the low energy side of the PL band [103] and therefore 
they are not so efficient in the scattering process. Another result in favor of 
localized excitons comes from the magnetic field dependences of the intensities 
for the lines DE and 1-5. These dependences demonstrate one common feature - 
a strong increase of the intensities with the magnetic field. Fig. 4.9 (a) presents 
a result for the case of the DE line (We should note here, that the diamagnetic 
shift of the maximum of the LX PL band is less than 1 meV in B = 14 T. The 
value of this shift is much smaller than the full width of the LX PL band (15
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Figure 4.9: Sample B1485: Dependences of the integrated intensity of the DE line 
on (a) magnetic field strength (Stokes part +  anti-Stokes part; T =  4.5 K) and 
(b) pumping intensity at a fixed magnetic field of 6 T (Stokes part only; T =  1.5 
K). Eiaser =  2.7375 eV. In case (b) the maximum value of pumping intensity was 
~  1 W /cm2.
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meV for the sample B1485). Therefore measuring the dependences we “test” 
excitons localized in a very narrow energy interval). Such a behaviour can be 
explained, in principle, by the well known effect of an “additional” localization of 
the excitons due to shrinking the exciton Bohr radius (~  1 /V B ) .  An increase of 
the exciton oscillator strength with the magnetic field due to the magnetic con­
finement effect can also be taken here into account [109]. In general, a modelling 
of such dependences is a complicated task, which may demand a consideration 
of a whole set of different mechanisms. We will come back to this point later in 
our discussion. Fig. 4.9 (b) shows also that in the range of available pumping 
intensities the intensity of the DE line does not exhibit any super(sub)-linear or 
saturation behaviour. The same result holds for the line 1-5.
The arguments given above may serve just as a basis to support the concept of 
localized excitons. A strong support for this concept may come from another 
experimental result we have in hand, but have not considered so far: the shifts of 
all the lines are not proportional to B. This kind of magnetic field dependence 
is unique enough for SFR spectroscopy and it is reasonable to expect that the 
ability to model such a behaviour for such a number of lines in the frame of a 
certain concept will provide an unambiguous evidence of its correctness. Thus, 
to go ahead we have to consider an exciton in a magnetic field or if to say more 
precisely - its fine structure.
Excitonic fine struc tu re . For a (lOO)-grown quantum well the growth direction 
(z) is taken as the quantization axis for the angular momentum and the relevant 
symmetry is D2d• The conduction band is s-like, with two spin states Sz =  ±1/2. 
The upper p-like valence band is split into a heavy hole band and a light hole 
band with the total angular momentum projection Jz =  ±3/2 and Jz — ±1/2, 
respectively. The corresponding excitonic states are the heavy hole and light hole 
excitons (see section 2.5.1 of Chapter 2). We will restrict our attention only by 
the ground state of le-lhh of a heavy hole exciton (lhh exciton). This is because 
in our case (i) the excitation takes place in resonance with the PL band formed by 
localized lhh excitons and (ii) there is a large energy separation between the lhh 
and llh excitons in the investigated samples. We assume also that the lhh-llh 
splitting is much greater than any Zeeman splittings (a value of ~  3 meV for the 
lhh exciton obtained from polarized PL measurements at B  — 14 T). in the lhh 
and llh excitons - then the possible (in the opposite case) magnetic field-induced 
admixture of the llh state to the lhh state can be neglected.
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In the zero-field case the ground state of a heavy hole exciton in zinc-blende quan­
tum wells is fourfold degenerate and is characterized by the angular momentum 
component Mz = Sz + Jz with the basis set of four states | ±  1 > and | ±  2 >. 
In this representation, the excitons with Mz =  ±1 are dipole-allowed (optically 
active or “bright” excitons) and the excitons with Mz =  ±2  are forbidden for 
optical transitions (optically inactive or “dark” excitons). The exchange interac­
tion between an electron and a hole leads to an appearance of a fine structure of 
the exciton ground state even at B  =  0.
The exchange interaction of excitons in bulk and low dimensional semiconductors 
always attracts much attention. Recent comprehensive theoretical studies can be 
found in Refs. [110, 111, 112, 113]. The Hamiltonian He-h of the electron-hole 
exchange in bulk semiconductors is presented as a sum of two exchange terms. 
In the k-space representation one of the exchange terms is an analytic function, 
whereas the other exchange term is a nonanalytic function at k =  0. The ex­
change interaction can also be divided in real space into a short-range (SR) part 
and a long-range (LR) part. The SR part can be defined as the electron-hole 
exchange integral within a Wigner-Seitz unit cell, whereas the LR part is deter­
mined as a contribution to the exchange integral coming from different cells (it 
gives rise, for example, to a splitting between longitudinal and transverse excitons 
for k =  0). These two classifications are closely related, but not exactly the same
- the LR part can contain some analytic components [114, 115]. In the absence 
of translational symmetry, the distinction between SR and LR contributions in 
not so straightforward.
For lhh excitons in QWs the influence of the electron-hole exchange interaction 
results [116] (i) in the splitting of the fourfold degenerate level into two doublets
- a radiative doublet | ±  1 > and a nonradiative doublet | rb 2 > (A-N splitting); 
the | ±  1 > doublet is shifted above the \ ± 2  > one (ii) in the splitting of the 
radiative doublet (A-A splitting) and (iii) in the splitting of the nonradiative 
doublet (N-N splitting)2. The A-N splitting is determined by the SR exchange 
which is proportional to the product of hole and electron spin operators JS. 
The SR exchange (Kohn-Luttinger) Hamiltonian includes also a high order term,
2Here the labels A and N stand for the optically active (radiative) or optically nonactive 
(nonradiative) states, respectively.
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proportional to J 3S [117]
H SA  =  ~  E +  W-S,), (4.2)
i= x ,y ,z
where a and b the spin coupling constants, the indexes denote a coordinate system 
{{x,y) in the QW plane). This cubic term responsible for the N-N splitting and 
contribute also to the A-A splitting. The LR exchange vanishes for (intrinsic) 
excitons at k =  0 in a “perfect” QW [110], but may contribute to the A-N and 
A-A splitting if an exciton bound to an ionized impurity or isoelectronic trap or 
at presence of an anisotropic localizing potential [118]. Both the A-A and N-N 
splittings are estimated to be much smaller than the A-N splitting. This is a 
general schema of the influence of the electron-hole exchange interaction on the 
lhh excitonic state.
Due to the Zeeman splittings of electron and hole spin states, an external mag­
netic field can further modify the structure of the exciton ground state. Thus, 
the corresponding Hamiltonian (in an arbitrarily directed magnetic field and in 
a valence hole representation) is [117]
Hex = He + Hh + He. h, (4.3)
where
He = tiB E  S e A B i  (4.4)
i= x ,y ,z
and
Hh =  -2/zb JZ (KiJi +  (4-5)
i= x ,y ,z
describe the Zeeman splitting of the electrons and holes, respectively. In these 
expressions k and q are the (Luttinger) Zeeman splittings constants for the hole. 
The electron ^-factor is expected to show a small variation with field direction 
[108]. The heavy hole ^-factor gh is strongly anisotropic, being almost zero by
symmetry (« q «  0) for a field perpendicular to the growth axis [117]
9
9h,x ~  3qx ~  0, 9h,y = ^Qy ~  0) 9h,z =  2^z ^  2^2 (4>6)
Often Eq. 4.5 is written by using an effective heavy hole spin quantum number 
Sz = ±1/2 describing the heavy hole states Jz =  ±3/2, so that we have for the 
hole Hamiltonian Hh =  —g'h zHBSz with g'h z = Sgh,z =  —6«z.
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We will label the value of the A-N-, A-A- and N-N exchange splittings as So, Sr 
and Snr, respectively. For the case of a QW in general, the Hamiltonian Hex can 
be written in a matrix form, in the order of the basis states | +  1 >, | — 1 >, 
| +  2 >, | — 2 > as [119, 120]
(
Upv —
B E  COS 0 
Sr/2 
Qe sin 6 
Qh sin 6
5r/2 Vte sin 9
— Q b e  c o s  9  Qfcsin#
Qh sin0 £Idecos6 — 5o 
Clesin0 8nr/ 2
Qh sin 0 
Qe sin 0
S n r / 2
-Q d e  c o s  6  — Sq
\
, (4.7)
where fibe = (3s)l -  sf)/iaB/2, flDE =  (3gJ[ +  gl)fiBB/2, Qe =  2, Qh =
^Qh^BB/2 (BE(DE) marks the term corresponding to the bright(dark) excitonic 
state); g\(3g}[) and gei^Qh) are the longitudinal and transverse electron(hole) 
^-factors, respectively. The Hamiltonian Hex may include an additional term of 
a low-symmetry perturbation [116]. In general, it causes mixing of the excitonic 
states (in B ^  0), which may lead to an appearance of an anticrossing of the 
different spin levels in the excitonic fine structure. Such a perturbation may act 
on the electron and hole spins independently. One of the examples is when the 
excitonic states are mixed by hyperfine interaction between electrons and nuclear 
spins [121].
R am an shifts of th e  D E and lines 1 — 5. At this stage of our discussion we 
are convinced, at least intuitively, that such a rich fine structure of the excitonic 
ground state can be “connected” to the rich structure observed in the spectra. 
We therefore, consider more closely the Hamiltonian Hex given by Eq. 4.7. First 
of all we simplify the Hamiltonian by taking gfJ- =  0 - it is reasonable: see Eqs. 
4.6. We also take 8r =  8nr =  0. The last is done because it is dictated by 
the following facts: these values are not known even for bulk ZnSe (CdSe) and 
they are expected to be small compared to £o> which is 0.2 meV for bulk ZnSe 
and 0.13 meV for bulk CdSe [90]). By doing this we also avoiding two possi­
ble adjustable parameters in the following calculation/fitting procedure. This 
simplification should be considered at least as a first approximation to our task. 
The Hamiltonian now provides four equations for the energy levels Ei$ and 
which correspond to the spin states | ±  1 > and | ±  2 >, respectively:
£ 1,2 =  ^(±SglfiBB  cos6 +  \/(50 t  g l^BB  cosQ)2 +  (g^fiBB  sinQ)2) (4.8)
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# 3,4 =  ^(±Sgl/j,BB cos6 -  \j(S0 =F g l ^ B cos0)2 +  (^-/xb£ sin0)2) (4.9)
Fig. 4.10 (a) shows lhh exciton energy level diagrams calculated according to 
Eq. 4.8 and Eq. 4.9 for 6 =  30°. We see that there are six possible transitions 
between the levels (indicated by the arrows 1-6) in which there occurs a change 
of total angular momentum component of AM* =  |M* — M 'z|; Mz and M'z take 
the value ±1 and ±2 as appropriate. AM* is equal to 1 for the spin-flip of an 
electron, to 3 for the spin-flip of a hole and to 2 or to 4 for the simultaneous 
spin-flip of both particles within the exciton, in opposite or the same directions 
respectively (AM* =  2 corresponds then to the flip of the angular momentum of 
the bright exciton, whereas AM* =  4 to the that of a dark exciton). We have 
to point out here that due to magnetically-induced mixing the bright and dark 
states axe not totally pure | ±  1 > and | ±  2 > states (Bx ^  0). This means that 
the dark states become directly visible in the optical spectra and the intensity of 
the corresponding transitions are stronger when the magnetic field is stronger.
Equations describing the energies of the transitions 1-6 on the magnetic field 
can be obtained from Eq. 4.8 and Eq. 4.9. We used these equations to fit the 
Raman shifts of the DE and 1-5 lines. Fig. 4.10 (b) shows the result of the fitting 
for the sample B1485 (submonolayers). We found that the Raman shifts of all 
the lines can be fitted very well in such a way by a single set of parameters gj, 
%9h and So. A least-squares fitting procedure for the Raman shifts of the 
lines 1-5 measured under excitation at the maximum of the intensity resonance 
profile gives (averaged for all the lines) gl = g^ =  1.18 ± 0 .02, 3<7^  =  2 .7± 0.2 and 
<5o =  0.68±0.03. Using these values we were able to obtain fits of the same quality 
to the data corresponding to different angles 6 varying from the Faraday geometry 
to the Voigt geometry (Fig. 4.11). The electron and hole ^-factors obtained from 
the fitting are very close to those of electrons and holes in bulk ZnSe and differ 
strongly from the corresponding values for bulk CdSe [9, 10, 11, 90]. From the 
analysis of the experimental data of the Faraday geometry we determined directly 
the bright exciton ^-factor of ~  1.5 ±  0.1. Again this value is very close to the 
value of the bulk ZnSe exciton ^-factor [90]. Such a similarity, as in the case 
of the g-factor related to the e line, may result from strong penetration of the 
exciton wave function into ZnSe barriers. Contrary to the ^-factors, the A-N 
splitting S0 exhibits an increase of about 3.5 times over the bulk ZnSe value (this 
value corresponds to Eiaser =  2.7353 eV). This is a well known effect for low­
dimensional systems being attributed to the larger overlap of the electron and 
hole wave functions compared to the bulk case [122].
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Magnetic field (T)
Figure 4.10: Sample B1485: (a) Exciton energy levels obtained according to Eq. 
4.8 and Eq. 4.9 for 9 =  30°. The numbered arrows show the spin transitions; the 
dotted circle indicate the possible level anticrossing (see text). The inset shows 
the general picture of the influence of the electron-hole exchange interaction on 
the heavy hole exciton ground state fine structure (B =  0 T); the splittings 5r and 
Snr are exaggerated compared to the <5o splitting, (b) Calculated Stokes Raman 
shifts corresponding to the transitions 1-6 of the plot (a) (numbered solid lines). 
The symbols represent the experimental data (E iaser =  2.7375 eV) for the lines: 
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Sample B1485: The left column represents the level energy plots 
column - the Stokes Raman shift plots (see text).
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We did not observe the transition marked by the arrow 6 in Fig. 4.10 (a), which 
is expected in z(a~,a~)z polarization. Nevertheless, the high quality of the fits 
obtained for all the other transitions provides a strong evidence of the correctness 
of our “excitonic” concept. It also indicates, that at least for high enough mag­
netic fields (B < 3 T in our case) the A-A and N-N splittings do not affect the 
lhh exciton fine structure noticeably. The same conclusion is valid for the possi­
ble anticrossing of the levels E2 and E$ due to the low-symmetry perturbations 
(indicated by the dotted circle in Fig. 4.10 (a)). It also signifies the unimportance 
of the heavy-light hole coupling and justifies the restriction to the above 4 x 4  
Hamiltonian for the heterosystem considered.
We also successfully fitted the experimental data corresponding to the lines DE 
and 1-5 of the sample S0601 (QW) as well as the data of the other ZnCdSe/Zn(S)Se 
QWs (QW widths range from 35 A to 55 A). They all showed the same result 
concerning the values of the electron, hole and exciton ^-factors - these values 
are close to the corresponding values of barrier material. The only noticeable 
difference comes from the value of the A-N splitting. For example, from the 
spectra obtained by excitation in resonance with the maximum of the intensity 
resonance profile we found for the sample S0601 S0 to be 0.55 meV. We also found 
that the value of So is sensitive to the “position” of the excitation energy Eiaser 
within the LX PL band. Thus, a comparison of So for different samples is not 
straightforward. This also indicates that by changing Eiaser we “test” excitons 
belonging to different localizing states, or in another word, to sites of different 
localization energies. We will consider this aspect in detail.
D ependence of th e  A — N sp litting  on th e  exciton localization energy. 
We will concentrate here on the results provided by the sample B1485 because 
the intensity resonance profile of the excitonic signals was found to be the widest 
compared to that of the other samples. For our analysis we choose the data of 
the Voigt geometry. This is reasonable - we observed only one excitonic line DE 
(Stokes and anti-Stokes being counted together) in this geometry and therefore 
the fitting error is minimized. We also will refer the exciton localization energy 
(Eioc) to the free-exciton energy (Ehh — Eiaser) known from the PLE measure­
ments.
As it is seen in Fig. 4.5 the DE line shift increases when Eiaser decreases. Em­
ploying an expression for the shift of the DE line on the magnetic field derived
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from Eq. 4.8 and Eq. 4.9 ( ^ o  +  (di^BB)2), we find a linear variation of the zero 
field A-N splitting when E/aser is scanned across the CdSe submonolayer related 
PL band and an almost two-fold increase of #o at the lowest excitation energies. 
These results are shown in Fig. 4.12. The values of 8q found in this particular 
sample are 3 -10  times larger than in bulk CdSe and ZnSe [90]. We attribute this 
enhancement to the larger wave function overlap for the more strongly localized 
excitons in the low-energy LX PL tail. While it is qualitatively clear that the 
A-N splitting should vary strongly with the exciton radius (and thus the exciton 
localization energy) due to its strong sensitivity to changes in the wave function 
overlap, the exact functional form for this relation cannot be easily obtained. 
Note that this increase of 5o for lower excitation energies is in contrast to the 
behavior of quantum dots with full three-dimensional confinement [122], where a 
decrease of the exchange splitting with increasing dot size, i. e., with lower exciton 
energy, is expected. Such an effect has been observed recently in pure CdSe dots 
[123].
We have to mention here that the best fit to the data revealed a slight, but 
gradual increase of with increasing Eioc. The g-factor of 1.18 ±  0.02 and of 
1.42 ±  0.04 were found for Eioc ~  9 meV and 32 meV, respectively. We see that 
the later value exceed well the ZnSe (and CdSe) value. Perhaps this exceeding of 
the bulk value originates from the anisotropy of the p-factor (g1 ^  g^) induced 
by the heavy-light hole splitting [18]. This effect needs further investigation.
The linear variation of the A-N splitting with the exciton localization energy 
is an exciting result itself, which is interesting to explain. Is it a feature of 
excitons localized by potential fluctuations in general or should an influence of 
the “low-dimensionality” be taken into account? At present we are not able to 
provide an explanation - more experimental data obtained on different systems as 
well as theoretical studies are necessary. Nevertheless, we consider a speculative 
approach to this task suggested by Klochikhin [124]. If the exchange splitting of 
atom states is equal to 6^, then the short range electron-hole exchange splitting3 
for a free exciton will be equal to the value
v0\ m \ 2< ,  (4-10)
where vq is the volume of the elementary cell and 4>(r) is the wave function of the
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Figure 4.12: Sample B1485: Experimental Stokes Raman shift dependence on 
the magnetic field and excitation energy Eiaser for the DE and e lines; 2.7338 eV 
- squares, 2.7248 eV - triangles, 2.7129 eV - circles. The solid lines are fits to 
the experimental data of a linear form (line e; Eq. 1.1) and yjsq +  {g^iisB)2 (DE 
line). The inset shows the linear increase the zero-field electron-hole exchange 
splitting Sq on exciton localization energy.
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relative motion of the electron and hole in the exciton. For a quasi-2D system 
the wave function of the exciton can be presented as the product of the wave 
function of the in-plane motion ipm-piir) and the wave function of transverse 
motion within quantum well (/>q{z). For an exciton trapped by a fluctuation well 






where Eioc is the localization energy and fi is the exciton reduced mass and, 
therefore,
l l ^ ( 0 ) | a ~c£*  =  ^  (4.12)
The transverse motion in quantum well is restricted by the quantum well width 
Lz and estimation of the <f>q(Q) is
10,(0) I2 ~  l ; 1 (4.13)
Substituting Eqs. 4.11 and 4.13 into Eq. 4.10 we obtain for the A-N splitting of
the localized exciton in a quantum well an expression for its linear dependence
on Eioc
So ~  « b (4.14)
We note that the dependence of the zero-field (A-N) electron-hole exchange split­
ting on the quantum well width was observed experimentally (Zeeman spec­
troscopy) in Refs. [125, 126] on high quality GaAs/AlGaAs QWs - it is of the 
form L~l .
Another speculation is based on the results of variational calculations of the 
dependence of the excitonic short-range electron-hole exchange interaction for 
the wide range of quantum well widths in GaAs-based QWs. Such results can be 
found, for example in Ref. [127]. The enhancement of the exchange interaction 
Fexp compared to bulk well material from the changes of electron-hole overlap in 
quantum-confined excitons was taken as
' ■ - = [ ( 415)
where tye(z) and ^h(z) are the 2 components of the electron and hole wave 
functions, which are obtained from solution of the separated Schredinger equa­
tion under appropriate boundary conditions. It was found that the exchange
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enhancement firstly, increases with decreasing quantum well width (as expected; 
~  L j1), secondly tends to saturate at a certain width and thirdly, decreases for 
the very narrow QWs. The second and the third steps are more clearly seen 
for the QWs with smaller barrier heights and are due to the relative increase 
of the spread of the wave functions into the barrier material when the confine­
ment energy increases. This behaviour is similar to the behaviour of the exciton 
binding energy on the quantum well width (see Fig. 2.10). Very recently, similar 
variational calculations were applied to the CdSe/ZnSe system of self-assembled 
quantum dots (CdSe half-sphere on a two-ML wetting layer embedded in ZnSe) 
[128]. The saturation and the declining parts of the short-range electron-hole ex­
change interaction dependence on the quantum dot radius have also been found. 
In both cases (QWs and QDs), in a “rough view” the declining part is linear. 
Thus, in principal, the dependence shown on the Inset to Fig. 4.12 may, represent 
the declining part of the exchange interaction. This is consistent with localizing 
exciton sites in the submonolayer structures being flat quantum islands of fluctu­
ating Cd content and size (lateral size and thickness). As we already said above 
more experimental and theoretical studies are needed to provide a conclusion. 
For the calculations the effects of strain and alloying as well as delocalization of 
the hole wave function in a very narrow(small) QWs(QDs) should be taken into 
account [128]. Unfortunately, the investigated “ordinary” ZnCdSe/ZnSe QWs do 
not exhibit wide enough resonance profiles for the DE line - all the variation of 
the A-N splitting with Eiaaer was found to be just slightly above experimental 
error.
Microscopic spin — flip mechanisms responsible for the observed signals.
The properties of the e line allows one to associate it with the SFR scattering 
that was described in Chapter 1 and Chapter 3.
The DE and 1-5 lines one also assigns to a SFR scattering process. This as­
signment is based on the results of earlier works on resonant SFR scattering in 
different semiconductor QW and QD systems of Refs. [12, 13, 14, 16, 105]. Those 
measurements revealed, contrary to our work, only one SFR line, which is related 
to a transition within a bright part of a heavy hole exciton. Nevertheless one be­
lieves that the same microscopic scattering mechanism as discussed in these work 
plays a role in our case. Namely, the SFR lines can be explained as involving 
acoustic-phonon Raman scattering when the interaction Hamiltonian for transi­
tions between the electron states with different spins is taken into account. The
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spin-acoustic-phonon interaction was considered, for example in Ref. [129] and 
more recently in Ref. [130]4. This interaction causes spin-flip, which can described 
in the following simple way: an acoustic phonon (wave) makes distortions of the 
lattice, which perturbs (mixes) the wave functions of the valence and conduction 
states (it is similar to the spin-lattice relaxation). In principle both the deforma­
tion potential and piezoelectric interaction can be considered [12, 131], although 
their relative strength should be discussed when considering the case of localized 
excitons. Thus, for an electron there is some probability to be scattered from one 
Zeeman state to another with phonon emission/absorption. The SFR scatter­
ing mechanism then includes three virtual transitions: 1 - a heavy hole exciton 
ground state | + 1  > or | — 1 > is excited by absorption of the a+ or a~ polarized 
light, respectively; 2 - an inversion of both electron and hole spins in the exciton 
takes place via the interaction with acoustic phonons (emission or absorption); 
3 - the exciton recombines with emission of a scattered photon of the opposite 
polarization. The described process corresponds to the flip of the angular mo­
mentum of the bright exciton. The spin-flip of just one particle within the exciton 
(commonly attributed to the hole) leads to the transformation of a bright exciton 
to a dark one (this is why the line, observed in the Voigt geometry in our very 
first experiments, has the label DE - dark exciton). The emission or absorption 
of an acoustic phonon is allowed in our case because of the exciton localization 
leads to the relaxation of the k-vector conservation condition. Thus because of 
this fact and because of the broad energetic distribution of the exciton localizing 
sites due to fluctuations in their size as well as Cd content, the observed SFR 
lines manifest as a result of doubly resonant (incoming and outgoing photons 
are both in resonance with two real intermediate states), acoustic-mediated spin- 
flip scattering. The continuous dependence of the SFR scattering shift on the 
magnetic field strength is explained by the assumption of the bulk-like acoustic 
phonon involvement - the phonon continuum always provides phonons to fit the 
Zeeman splitting in a doubly resonant scattering process; this can not be directly 
achieved with the fully confined phonons.
An important note should be made at this point. The line width of the exciting 
laser when expressed in meV is ~  0.04 meV, that is much smaller than the 
splitting between the levels of the exciton fine structure (up to 3 meV at B  =  14 
T - the strongest magnetic field used in the experiments; see Fig. 4.10). This fact
4In Ref. [130] a new mechanism of spin-flip in GaAs in the presence of an external magnetic 
field is proposed. Namely, the strain produced by the emitted phonon is coupled directly to 
the electron spin through the variation of the effective ^-factor.
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allows to obtain a very good resonance condition with one or another excitonic 
level belonging to a particular localizing site. Nevertheless, the excitation exactly 
in resonance with one of the levels can be still in a good resonance condition with 
other levels localized at the same site or with the “energetically” close levels of 
different sites. The first leads to that one observes in the spectra under z(a+, a~)z 
polarization not only, let say the 2 and 4 lines but also the 1 and 3 lines (see Fig. 
4.10) originating from the same site. The latter leads to an uncertainty in the 
site selectivity of the (resonant) excitation. From the analysis of the Raman 
shift of the Stokes and anti-Stokes components of the lines measured at a certain 
magnetic field strength and at the same excitation energy5 as well as their line 
shape (well fitted by Lorentzians) we conclude that this uncertainty is relatively 
small and being “inside” the error of the p-factors and So determination at any 
Eioc. Also an uncertainty in the site selectivity appears when the magnetic field 
changes. In this case the constant exciting laser energy “passes” resonantly the 
levels (of the same nature) of the different sites. This uncertainty is easy to 
estimate from the value of the relative magnetic field dependent shift of a level of 
the exciton fine structure. The estimated value is less than 1 meV, being smaller 
than size of the circles representing the experimental data in the inset to Fig. 
4.10.
Finally, we mention a mechanism of exciton-spin-relaxation (at B  =  0 T) due 
to the long-range part of the electron-hole exchange interaction in an exciton. 
For free excitons, this interaction acts as an effective magnetic field coupling the 
bright exciton spin states (in this sense it is similar to the well known Dyakonov- 
Perel mechanism for free carriers [131]). The concept of this mechanism was 
elaborated theoretically by Maialle, de Andrada e Silva and Sham [111]. Sev­
eral experimental works showed that this mechanism does play an important role 
in changing the heavy-hole exciton spin from a | +  1 > into | — 1 > (or vice 
versa) state in intrinsic quantum wells under a resonant excitation (see for ex­
ample Ref. [132]). Nevertheless, it was also experimentally showed that at low 
temperatures excitonic localization strongly affects this mechanism, resulting in a 
reduced exciton spin-flip rate (see for example Ref. [133]). To decide whether this 
mechanism should also be taken into consideration in our case further theoretical
5This case corresponds to the perfect resonance condition for both sites when, for example 
the bottom level of one site “crosses” the top level of the other site; or if to use the language 
of the totally pure states, the level of the | — 2 > state crosses the level of the | +  1 > one. One 
should remember here that in a magnetic field with a nonzero cross component (Bx ^  0) the 
bright and dark excitonic states are mixed, so that the otherwise forbidden states | ±  2 > can 
be excited by light.
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and experimental studies Eire needed.
4.5 Outlook
Finishing this Chapter we would like to mention briefly at least three topics 
related to the behaviour of localized excitons. These topics were left out of 
consideration in this work, but which can be discussed later on the basis of the 
available experimental data.
The first topic concerns a modelling of the magnetic field dependence of the SFR 
intensities of the observed lines related to the excitonic transitions as well as the 
relative intensities of these lines at a constant magnetic field.
The second topic is related to the analysis of the spectral width of the observed 
lines, its dependence on Eioc. Particularly, we found that in a constant magnetic 
field the line 1 (observed in the Faraday geometry) becomes slightly narrower 
with increasing Eioc, whereas the line DE (observed in the Faraday geometry) 
demonstrates the opposite behaviour.
The modelling of the temperature dependence of the intensities of observed lines 
is the third topic. Fig. 4.13 presents the results of the measurements of such a 
dependence for the line 1-4 (the measurements were carried out at a very low 
excitation power). For all the lines the dependence corresponds to that of a 
temperature-activated process. For example, for the line 1 we found that the 
activation process occurs at about T  =  15 K and a characteristic activation 
energy e is about 7 meV. This value, being close to the value of the PL Stokes 
shift of about 8 meV, was obtained by fitting the experimental data at high 
temperatures by the expression ]n(I(T)/I(4.bK) =  e/kT. For the other lines the 
activation process starts at lower temperatures. To model these T-dependences 
is a complicated task but may be possible by considering the appropriate rate 
equations, which describe generation, recombination, thermal delocalization of 
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Figure 4.13: Sample S0601: Temperature dependence of the integrated intensities 
for the Stokes parts of the line (a) 1 and 2, (b) 3 and 4. 9 = 30°, B = 14 T, 




In this chapter, as a conclusion to the whole thesis, the results of the application 
of SFR spectroscopy to ZnCdSe-based heterostructures presented and discussed 
in Chapter 3 and Chapter 4 are given in a condensed form.
To Chapter 3:
Bulk epitaxial layers of ZnCdSe of different Cd content have been studied. This 
study also included epitaxial layers of the end-members of this alloy - CdSe and 
ZnSe. All the layers were of the single-phase cubic modification.
For all the substances it was found that: (a) the excitation in resonance with the 
shallow donor-bound exciton PL transition in the presence of a magnetic field 
produces strong Stokes and anti-Stokes Raman signals associated with transitions 
between the spin states of the donor-bound electron; (b) the Raman shift of the 
signals is linearly proportional to the magnetic field; (c) the Raman shift of the 
signals does not depend within experimental error on the spectral position of the 
excitation when it changes across the donor-bound exciton PL band.
As a result of these findings the dependence of the electron ^-factor over the whole 
range of Cd content has been determined for the first time. The value of the g- 
factor gradually decreases with increasing Cd content but does not change sign. 
For the particular case of CdSe, the ^-factor was measured to be +0.42 ±  0.01.
99
Calculations based on five-band k • p  perturbation theory, along with the method 
of determining the squared interband matrix elements developed by Hermann 
and Weisbuch were successfully used to reproduce the experimental dependence 
of the ^-factor on Cd content, which can be approximated well by g(x) =  1.16 — 
0.56a; — 0.18a;2. The values of the squared interband matrix elements found from 
these calculations for cubic CdSe are P 2 =  18.3 eV and P'2 =  4.9 eV.
The SFR study was accompanied by the study of photoluminescence, reflectance 
and phonon Raman scattering. This allowed us to measure some parameters of 
excitons which are not well known at present for the cubic modification of CdSe: 
the transition energy for free excitons and the transition energy and the diamag­
netic coefficient for neutral shallow donor-bound excitons. The dependence of 
the LO-phonon energy of ZnCdSe on Cd content was also found.
To Chapter 4:
ZnCdSe/Zn(S)Se quantum wells of thickness 35-55 A and Cd content 12-25 per­
cent and submonolayer CdSe/ZnSe quantum wells have been studied.
For all the structures qualitatively similar SFR spectra were measured. Depend­
ing on the magnetic field orientation up to five spectral signals are observed under 
excitation within the inhomogeneously broadened photoluminescence of excitons 
localized in QWs by potential fluctuations. The analysis of the data obtained 
under different experimental conditions and the use of a model Hamiltonian de­
scribing the fine structure of the heavy hole exciton ground state in a magnetic 
field allowed us to establish that the signals correspond to the transitions be­
tween different levels of excitonic fine structure. Such transitions are determined 
by spin-flip transitions of the electron and/or hole in an exciton and lead to a 
flip of the exciton angular momentum. The Raman scattering process can be 
discussed then in terms of a doubly resonance mediated by acoustic phonons.
The analysis of the experimental data also allowed us to determine the g-factors 
of the excitonic electron and hole and the value of the zero field electron-hole 
exchange splitting. The values of the ^-factors are close to that of bulk ZnSe 
in all the studied structures whereas the exchange splitting is enhanced and is 
typically of order 0.5-1.2 meV.
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The structure of a 0.5 monolayer CdSe/ZnSe showed the widest intensity reso­
nance profile for the observed excitonic signals amongst all the structures. This al­
lowed the study of the dependence of the electron ^-factor and exchange splitting 
on exciton localization energy. A slight increase of the ^-factor was found. The 
exchange interaction increases linearly with the localization energy and changes 
by a factor of two when the localization energy changes from 10 to 30 meV.
In the SFR spectra the signals due to spin-flip of electrons bound at donors or 
localized by potential fluctuations in a quantum well were also identified. The 
corresponding ^-factor does not depend within experimental error on the spectral 
position of the excitation within the the photoluminescence band, being very 




Parameters of ZnSe and CdSe
ZnSe (cubic) CdSe (cubic)
a0, A 5.6676exp 6.077exp
£ 0,eV 2.821exp 1.764caic
me/m Q 0.16exp q g^exp,/iex
mhh/m 0 0 Qexp q 45exp ,h ex
mih/rriQ 0.15exp 0.145°°^
E$°, meV 31 7 exp 26.5exp
O’h y i  g V —4.7exp -2 .6 ^ °
bsh, eV _1 2exP _q gcaZc
Cn, 1010 N/m2 8.26exp 6.67“ ^
C12, 1010 N/m2 4.98exp 4 63caZc
PB, A 33.0coic 43.4coZc
Ex, meV 19 exp -^t^exp,hex
These parameters are met throughout the thesis and their shown values are the 
most frequently used in the literature. These values are empirical (exp) or calcu­
lated (calc) and related to low-temperatures; (hex) labels values of the hexagonal 




The ^-factor is a coefficient in the formula for splitting of spin degenerate energy 
levels AE  in an external magnetic field B  (Zeeman effect)1. It determines the 
scale of the splitting in units of the Bohr magneton (see Eq. 1.1).
The ^-factor was first introduced by A. Lande in 1921, who showed that for 
different states of an electron in an atom the value of g is given by the formula:
_  ,  , J ( J  +  1) +  S ( S + 1 ) - L ( L + 1 )
5  =  1 + ------------------2j (j T T ) ---------------------’ ( B 1 )
where J , S  and L  are quantum numbers representing respectively in units of h the 
total angular momentum of the atom, the electron spin and orbital angular mo­
mentum. The simplest case is that of a single electron whose orbital momentum 
L = 0 (free electron). The pure spin p-factor go is then two.
The value go =  2 is a good approximation for a free electron with small energy. 
For a free electron with relativistic energy E  =  (m2c4 +  c2p2)1//2 a correction to 
the energy splitting in Eq. 1.1 of order 1/c2 should be taken into account. Another 
correction of order 1/c, arises from the interaction with the zero-point vibrations 
of the radiation field [134, 135]. It results in the ”only-spin” value being:
gs =  (1 +  a/2n)go ~  2.00229, (B.2)
1The ^-factor is often called the gyromagnetic ratio because it also determines the ratio of
the magnetic moment of a particle to its angular momentum.
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where a  =  1/137 is the fine structure constant.
In atoms and in solids, the ^-factor will differ from the value gs as a result of 
spin-orbit interaction. It is appropriate to expect that in the solids the magnitude 
of the interaction is closely related to that in the free atom because it occurs well 
inside the ion core and the wave function in the solid is the same in this region, 
apart from normalization, as in the isolated atom.
In general, the spin-orbit interaction is the interaction of a spin momentum with 
the magnetic field that it sees, as a result of the relative motion of the other 
charges. Thus in an atom, an electric field in the frame of the nucleus will result 
in a magnetic field in the frame of electron moving around. The Hamiltonian for 
the atom including these interactions can be written as [136]
,2 Ze2 e2 ^  h Ze2
H  ? 2 m  m V  r? r< X Pi ■
+  +  (B.3)
where Z  is the atomic number and the indices i and j  refer to the electrons; i\  is 
measured from the nucleus; r -^ =  r* — r^; the components of a are the Pauli spin 
matrices:
ax = ; ay =  (B.4)
In Eq. B.3 the first three terms include the kinetic and Coulomb energies; the 
fourth term is the spin-orbit interaction with the nucleus; the fifth term is the 
sum of the electron-electron spin-orbit interactions, also known as the spin-other 
orbit interactions. Each term is expressed in the rest frame of the electron whose 
spin appears in that term. The last term is the Thomas precession which results 
on transforming back to the rest frame of the atom.
The p-factor of conduction electrons in crystals is determined mostly by the spin- 
orbit interaction of the valence electrons and of the closed shell lying just below 
these valence states. Usually the spin-other orbit terms are ignored, and each 
electron then has a spin-orbit energy given by [136]
H°° = 4^ W ( r ) x p ' <r’ (B-5>
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where V (r) is an effective potential arising from the nucleus and the remaining 
electrons; it has the symmetry of the space group of the crystal2.
To obtain the energy levels of conduction electrons in a magnetic field and thus to
determine the g ’’shift” caused by the spin-orbit interaction one has to consider 
the Hamiltonian defined by:
last term in this equation represents, of course the Zeeman contribution.
The effect of the magnetic field on Bloch functions is not small because they 
extend throughout the crystal. It makes the task very complicated - the energy 
levels cannot be obtained by using perturbation theory. The idea to handle this 
problem came first from Luttinger and Kohn [138], who recognized that if the 
electrons occupy only small portions of the conduction band such that the extent 
in k-space of the occupied region is small compared to a reciprocal lattice vector, 
a perturbation treatment in powers of the wave vector can be used to obtain an 
approximation to the Hamiltonian. To the first order, this is the effective mass 
Hamiltonian. To obtain ^-factors this approach was used first by Luttinger [139], 
Yafet [140], Cohen and Blount [141].
The treatment of Luttinger and Kohn is based on the introduction of the functions 
Xk(r) =  exp(ik • r)^k0(r ) 33 a basis for a representation. Here k0 is the location 
of the energy minimum of the band of interest; the ^k0 are the Bloch functions 
of the Hamiltonian at zero magnetic field and at ko; k is measured from ko- 
The essential point is that Xk(r) depends on k only through exp(zk • r). As a 
result the effective mass Hamiltonian can be written in a form consisting of two 
terms. The first term is the usual effective mass result implying a free-electron 
like orbital motion from cell to cell [138]. The second term shows that an electron 
carries with it an effective magnetic moment fi* in this free-electron like motion, 
partly from the spin fis and partly from ’’unquenched” orbital motion fii within
2In some cases the spin polarization of the nuclei causes the Overhauser shift of the con­
duction electron spin resonance frequency which results in nonegligible changes of the effective 
^-factor [137].
4m2 c2
h +  • cr, (B.6)
where H  =  V x A is the magnetic field vector and A is the vector-potential. The
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a unit cell [141]:
li* = in +  fia = -h b  (l +  2&a)  > 
where L has the nature of orbital angular momentum.
(B.7)
The ’’spin” Hamiltonian corresponding to /x*, takes the form [141]:
< n\n*\n > H  =  - f iB ^2  H\iGij<jj,
ij
(B.8)
where A* are the direction cosines of H  relative to the axes x, y, z. The matrix 
(B.8) is
( EA iGiz E(AtGix -  iXGiy) N
y ' XiGiX i\%Giy ) ] A iGiz J 
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ijl




is a symmetric second-rank tensor and can be diagonalized. Designating the 
principal components of Qij as gf, g$ and g\ and letting AJ now be the direction 
cosines of H  relative to the principal axes of Qij one gets:





The k • p method
The k • p  method is a tool for accurate calculations of the band energy dispersion 
and wave functions at and near the high-symmetry points in k space with the 
aid of perturbation theory. It is a semi-empirical technique in the sense, that 
to obtain quantitative results, experimental values of such parameters as energy 
gaps, effective masses, ^-factors and oscillator strengths of the optical transitions 
in the vicinity of the band-edges have to be used as input parameters. Often 
some of the inputs are determined with the best accuracy in optical experiments. 
Therefore, the k • p  method is particularly convenient for interpreting optical 
spectra.
The basic idea of the method is to consider the k-dependent terms in the Schrodinger 
equation for a crystal as a perturbation.
Consider now basics of the stationary (time independent) perturbation theory.
In this case the Hamiltonian of a quantum mechanical system is considered as
H = H0 + H ', (C.l)
where Ho is a Hamiltonian for the unperturbed system and for which the solution 
of the Schrodinger equation is known, H' is a Hamiltonian representing a weak 
perturbation for the system. The solution of the equation
Hip = Ei) (C.2)
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for the full Hamiltonian H  can be represented in terms of the eigenfunctions and 
eigenvalues of the known Hamiltonian Hq and parameter A:
'Ip  —  'Ip 0 +  X ' l p i  +  X ? ' l p 2  +  X ? 1 p 3  +  • • • (C.3)
E  — Eq -I- XEi 4~ A^E 2 4~ X^E$ 4* • • * (C-4)
where ipo, rpu •• • and Eo, E\, • • • are the various orders of corrections due to the 
perturbation H '. In general, the zero order state ipo could be either nondegenerate 
or degenerate and the perturbation approach is different for the two cases. The 
detailed procedure allowing one to determine the different order corrections can 
be found in textbooks on Quantum Mechanics; see for example [142].
In the nondegenerate case the perturbation approach gives for the first order 
corrections to a state ipo (or \m >  in Dirac notation)
where the coefficients:
The correction to the energy, which is the expectation value of H f for the unper­




In second order the perturbation approach gives for the wavefunctions:
4 2)\n >, (C.8)
where
(C.9)
and for the energy:
(C.10)
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The full second order corrections for the unperturbed state | m > therefore are 
. ^  (<  k\H'\m > < k\H'\m >< m\H'\m > \
+  £ " * l " s r r a  — J
I V  V  „ < n\H'\m > (r  111
+ £ . 5 ,  * < & .- & ) < & .-  &> ■ (C11)
B =  & ,+  < » |« ' | |»  >  +  E  1 < r 1 > f  <C 12>
n ■>-Jn
In the degenerate case the states um and ui have the same unperturbed energy.
Then the coefficient given in Eq. C.6 causes difficulty due to the denominator 
being equal to zero, unless < l\H'\m  > =  0. If < k\H'\m  0 one assumes that 
H' breaks the degeneracy at some order of perturbation. The two nondegenerate 
states then can be presented as a certain linear combination of um and Ui:
— dmUm +  CLiUi (C.13)
and for the energy:
E0 = Em = Ei (C.14)
The first order correction is given by
Ex = \  (< ro|ff'|m  > +  < l\H‘\l >)£
±  1 [(< m\H'\m  > — < l\H'\l > )2 +  4| <  m\H'\l > |2]1/2 (C.15)
If the degeneracy of the states is not lifted in first order one must go to second
order. The second order correction is given by the eigenvalue equations:
^  I < m\H'\n > I2 \  ^  < m\H'\n >< n\H'\l >
2 .  E  ~ E — -e ~ ^ e  =  0
£  <  i W ,. > <  _  j  a  .  0
n^m ■C/« \n^m £/n /
(C.16)
A necessary and sufficient condition that degeneracy is removed in any given order 
is when the diagonal elements of H' in the two degenerate states are unequal or 
when the H  diagonal matrix element is nonzero [143].
Consider now the Schrodinger equation for an electron in a ideally periodic crys-
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tal, neglecting for simplicity the spin-orbit coupling:
=  ( f ^  +  V (r)\  * ( r )  =  E 9 ( t ) ,  (C.17)
where p represents the electron momentum, m  its mass. The potential V (r) in 
which the electron moves is periodic in it dependence on position r, with the 
periodicity of the crystal lattice. According to the Bloch theorem the solutions 
of Eq. C.17 are Bloch functions:
® (r)= ex p ikr«k(r), (C.18)
where k is a wavevector in the first Brillouin zone, uk(r) is required to have the 
crystal lattice periodicity; it is the so called central cell function. A substitution 
(C.18) into (C.17) gives an equation in uk(r) of the form
( iro  +  m k ' P +  1 m  +  “nk^  =  (C-19)
where n =  1,2,3... is used to index different energy bands. For any given k, 
the set of all itnk(r) is a complete and orthonormal set of functions having the
periodicity of V'(r). Hence if we choose k =  k0, the wavefunction for any k may
be expressed in terms of the wave function for ko,
Unk(r) =  Yl,  ^'"(k “  k0)un/ko(r), (C.20)
n '
where <v„ are the expansion coefficients that axe to be determined by the standard 
eigenvalue solution method [143]. Defining for a particular k =  k0
P2 ft,
Hk° = 2m + m ^ ' P + l ^  + V{l) (C21)
^ko^nko(r) =  En(k0)unko(r) (C.22)
and remembering that p  =  — ihV  we obtain
H ^  + l ( k - U ) - p  + ^ { k 2 - k $ ) Unk = En(k)unk(r) (C.23)
The k • p  proportional term in this equation, as well as the usually very small term 
in /c2, can now be treated by stationary perturbation theory as a perturbation of 
the normal crystal Hamiltonian.
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In the case of a nondegenerate band with the extremum at the T-point of the 
Brillouin zone (k0 =  0) one obtains for the first order perturbation correction to 
the wavefunctions unk and energy En(\t) respectively:
. ^ V '" ' ^  ^no|k '  p |un/0 > ,^  n
“ nk -  +  m £  En( 0 ) - E n,(0) “ "° ( }
En(k) =  En(0) +  — < uno|k • p |un0 > (C.25)TTb
For crystals without inversion symmetry, the functions uno may not have a well- 
defined parity, leading to a small correction to energy proportional to k. It
causes a small band warping. There is also a correction to the central cell part
of the Bloch function proportional to the momentum matrix element. It leads, 
for example to a mixture of the p-type valence band states to the s-type states of 
the conduction band as one moves away from the conduction band zone centre.
To the second order, the energy becomes
En(k) =  En(0) +  ^  ^  (C-26)2771 771 ni-£n En[0) Enty 0)
This equation can be rewritten in terms of an effective mass m
En( k) =  En(0) + (C.27)
where an expression for the effective mass is defined:
mo 2 „  | < u n0|k -p |u n-0 > |2
m  mok2 En(0) -  En,(0) 1 1
This formula particularly shows that the effective mass m  is different from a 
free electron mass mo because of coupling between electronic states in different 
bands via the k • p term. Further more, one can see that band with energies less 
(higher) than En contribute a positive (negative) term to m o/m  making m  of the 
7ith-band smaller (larger) than the free electron mass.
Using the perturbation approach one has to carry out summations over all the 
bands. To reduce the number of bands taken into consideration Lowdin suggested 
so called decoupling method [144, 145] in which all the bands can be divided into 
two sets A  and B. Bands in the set A  interact strongly with one another but any
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band in A  interacts only weakly with any band in the set B. The interactions 
connecting bands in A  with bands in B  are then removed iteratively, while keeping 
all the matrix elements connecting bands in A. After this procedure the bands in 
A  are left with ’’renormalized” interactions with one other. The matrix (d x d) 
representing the ’’renormalized” Hamiltonian from A  must then be diagonalized 
exactly; d is the number of bands including spin degeneracy. As an example the 
Hamiltonian of the Tq conduction band in the basis 11/2, +1/2 > (spin up) and 
| l / 2 ,  — 1 / 2  ^  (spin down) and when all the interactions with the other bands are 
removed is represented by the matrix (2x2) :
H re(k )= ( E o  + h W /2 m  0 \
\  0 Eo + h k /2m. )
The Lowdin perturbation method in the framework of k - p  approach will converge 
rapidly as long as
—  | ( k  -  k 0 ) • p |  <  \En -  En>\, n e A ,  n' G B  (C.30)m
The bands for the set A are selected in order to satisfy Eq. C.30.
A three-band k  • p  approach, successfully used for narrow-gap semiconductors 
by Kane [145] and Pidgeon and Brown [146] does not give a good description of 
experimental results obtained on the medium-gap and wide-gap semiconductors. 
The reason is that in this case, the fundamental gap between Tg and Tg is about 
1.5-3.5 meV, i.e., it is comparable, for example to the gap between the Tg and 
the upper Ty. Therefore, for most of the medium and wide-gap semiconductors 
it is appropriate as a starting point to include bands in the set A  only if the 
separation between them is at least 3 eV.
Five-band k  • p  theory, fits with high precision the effective mass and the ^-factor 
of most common medium and wide-gap semiconductor compounds and alloys. It 
includes into consideration the Tg, Ty, Tg, Ty, Tg bands (due to the degeneracies 
within each of the five bands the resulting Hamiltonian is represented by a matrix 
(14 x 14)). This approach has been used by Hermann and Weisbuch [93], Rossler 
[147], Cardona et al. [96] and Pikus [148]. One of the most complete treatments 
has been worked out by Pfeffer and Zawadzki [149], who described in great detail 
the conduction and valence bands of GaAs and InP. The modern development of 




The exchange interaction is a specific mutual influence of identical particles (par­
ticles which posses the same physical properties: mass, charge, spin, quantum 
numbers). It manifests effectively as a result of a certain special interaction and 
is a quantum mechanical effect with no analogy in classic physics.
As a consequence of the quantum mechanical principle for identical particles, 
according to which these particles are indistinguishable, the wave function of a 
system has to possess a certain symmetry relative to a permutation of two of 
these particles, i.e. of their coordinates and their spin projections. For parti­
cles with integer spin (bosons) the system wave function is unchangeable under 
such permutations (symmetrical function). For particles with half-integer spin 
(fermions) - the system wave function changes its sign (antisymmetrical func­
tion). If the forces of the interaction between the particles do not depend on 
their spins, the system wave function can be written as a product of two wave 
functions. One of the wave functions depends only on coordinates of the particles 
and the second one depends only on their spins. In this case the coordinate part 
of the system wave function, which describes the movement of the particles in 
space, has to possess a certain symmetry relative to permutation of the coor­
dinates, which also depends on the symmetry of the spin part. The existence 
of such a symmetry means that there is a certain correlation in the movement 
of the identical particles. This correlation influences the energy of the system 
even when there are not any interactions between the particles. Usually an in­
teraction between the particles is considered as a result of a force interaction.
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Therefore, the mutual influence of the identical particles can be considered as 
being due to specific, so-called “exchange forces” . These forces determine the so 
called “exchange interaction”.
The appearance of the exchange interaction can be illustrated by the example of 
a helium atom. The spin interactions in light atoms are small, therefore the wave 
function ^  of the two electrons in the helium atom can be written as
S' =  $(ri, r2)x(si, s2), (D.l)
where $ (ri, r 2) is a function of coordinates ri, r 2 and x(si> s2) is a function of their 
spin projections si, S2 onto a certain direction. Since the electrons are fermions 
should be an antisymmetric functions. This means that if the total spin 5 
of both electrons is equal to zero (spins are antiparallel), the function x  is an 
antisymmetric function relatively to a spin coordinate permutation. Therefore, 
the function should be a symmetric function relatively to a space coordinate 
permutation. In the case when the total spin 5 = 1  (spins are parallel), x  is 
symmetric and $  is antisymmetric. Let ipn(ri) and ^m(r2) be the wave functions 
of the electrons in the Helium atom; n and m  index a set of quantum numbers, 
which determines an electronic state in the atom. Then, the coordinate part of 
^  for 5  =  1:
[ « n ) < U r 2) -  ^ ( n ) ^ ( r 2)] (D.2)
and for 5  =  0:
= V2 +  ^”i(ri)^ n(r2)] (D -3)
In the state with the antisymmetric wave function $ a the mean space between 
the electrons is larger then in the state with the symmetrical wave function 4>s. 
It is seen that the probability |^ |2 =  |$ a|2|Xs|2> which determines the existence 
of the electrons in the same space point iq =  r 2 is zero for the state $ a. Thus 
the average energy of the Coulomb interaction (repulsion) of the two electrons is 
smaller in the state 4>a, than in the state 4>s. A correction to the energy of the 
system due to the electron interaction is determined by perturbation theory and 
is equal to
A E  =  K  ±  A, (D.4)
where the signs ±  relate to the symmetrical and antisymmetrical coordinate
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states of the system, respectively and
K  = e2 f
J  k i - r 2|
A  =  e2 f  r n( r M r M r * ) M v 2 ) dTid  ( D .6 )
•/ |ri -  r2|
where dr is a volume unit. The quantity K  is called the Coulomb integral and 
has a classical physics meaning. It represents the electrostatic (Coulomb) interac­
tion of two charged ’’clouds” with the charge densities e\ipn(ri)\2 and e|^m(r2)|2. 
The quantity A , which is called the exchange integral, also can be interpreted 
as an electrostatic interaction of two charged ’’clouds” with the charge densities 
(exchange charges) e^*(ri)^m(ri) and e ^ ( r 2)^n(ri) (the asterisk means com­
plex conjugation), i.e. when each of the electrons exists simultaneously in either 
states and tpm - which is impossible from the classical physics point of view. 
It follows from Eq. D.4 that the difference in the total energy of the helium atom 
with 5  =  0 and with 5  =  1 is 2A. Thus, although the explicit spin interaction in 
this case is small and was neglected, the identity of two electrons in the helium 
atom leads to the dependence of the system energy on the total spin 5  as if it 
there exists an additional exchange interaction between the particles. Obviously, 
in this case the exchange interaction is a part of the Coulomb interaction of the 
electrons1.
The exchange interaction effectively manifests itself in cases when the wave func­
tions of the particles in the system overlap. This is seen from the expression 
for the exchange integral (D.6): if the degree of overlapping of the states i/>*(r) 
and V’m(r) is negligible, then A  is very small. The character of the exchange 
interaction is different for fermions and bosons. For the fermions the exchange 
interaction being a consequence of the Pauli exclusion principle results in re­
pulsion of the electrons from each other at distances of an order or less than the 
electron de Broglie wave length. In a system of the identical bosons, the exchange 
interaction has a character of a mutual attraction of the particles.
If a system of identical particles is in an external field, for example in the Coulomb 
field of a nucleus, then the existence of a certain symmetry of the wave function 
and the corresponding correlation in movement of the particle will influence the
1This type of exchange is often called Heisenberg, direct exchange or potential exchange. 
However, there are additional types of important exchange mechanisms: indirect exchange, 
RKKY interaction exchange, exchange in the Kondo effect, itinerant exchange; see [150],
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energy of the system in the field. This also is an exchange effect. Usually in an 
atom, in a molecule and in a crystal this exchange interaction is an ’’opposite 
sign” effect compare to the exchange interaction existing between the particles. 
Thus, the total exchange effect can either decrease or increase the energy of the 
system. For example, in ferromagnetics the minimum energy state corresponds 
to a situation when the electrons of the incompletely filled shells of the adjacent 
atoms are parallel. In contrast, in molecules with covalent bonding, for example 
the hydrogen molecule, the lowest energy state is when the spins of the electrons 
are antiparallel.
It was shown first by Heisenberg and then proved by Dirac that for the system of 
spins the exchange interaction energy represented above by the exchange integral 
A  is expressed approximately by [151]
(D.7)
ij
where the value of J  is called the exchange coefficient or exchange constant and 
is strongly related to the overlap of the coordinate (orbital) wave functions and 
hence to the interparticle distance, that is, J  =  In crystals, in general the
exchange interaction is anisotropic and J  is represented by a second-rank tensor. 
The reason is that the spatial coordinate wave functions are not spherically sym­
metrical in crystals. The spins feels the deviation from the spherical symmetry 
by means of the spin-orbit coupling.
An interesting example of the exchange interaction can be found when consider­
ing excitons in semiconductors. The exchange existing between an electron and 
a hole in an exciton can modify remarkably the optical excitonic spectra and is 
an important part of the exciton spin relaxation mechanisms. The theoretical 
treatment of the electron-hole exchange interaction starts from considering the 
interaction of two electrons that are respectively in the valence and conduction 
bands. Landau and Berestetskii, in positronium theory, derived rules for trans­
forming the Hamiltonian that describes the interaction of two electrons in empty 
and filled bands, into a Hamiltonian describing the interaction of an electron and 
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