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Abstract—One of the methods for stratifying different molecular classes of breast cancer is the Nottingham Prognostic Index Plus
(NPI+) which uses breast cancer relevant biomarkers to stain tumour tissues prepared on tissue microarray (TMA). To determine the
molecular class of the tumour, pathologists will have to manually mark the nuclei activity biomarkers through a microscope and use a
semi-quantitative assessment method to assign a histochemical score (H-Score) to each TMA core. However, manually marking
positively stained nuclei is a time consuming, imprecise and subjective process which will lead to inter-observer and intra-observer
discrepancies. In this paper, we present an end-to-end deep learning system which directly predicts the H-Score automatically. The
innovative characteristics of our method is that it is inspired by the H-Scoring process of the pathologists where they count the total
number of cells, the number of tumour cells, and categorise the cells based on the intensity of their positive stains. Our system imitates
the pathologists’ decision process and uses one fully convolutional network (FCN) to extract all nuclei region (tumour and non-tumour),
a second FCN to extract tumour nuclei region, and a multi-column convolutional neural network which takes the outputs of the first two
FCNs and the stain intensity description image as input and acts as the high-level decision making mechanism to directly output the
H-Score of the input TMA image. In additional to developing the deep learning framework, we also present methods for constructing
positive stain intensity description image and for handling discrete scores with numerical gaps. Whilst deep learning has been widely
applied in digital pathology image analysis, to the best of our knowledge, this is the first end-to-end system that takes a TMA image as
input and directly outputs a clinical score. We will present experimental results which demonstrate that the H-Scores predicted by our
model have very high and statistically significant correlation with experienced pathologists’ scores and that the H-Scoring discrepancy
between our algorithm and the pathologits is on par with that between the pathologists. Although it is still a long way from clinical use,
this work demonstrates the possibility of using deep learning techniques to automatically and directly predicting the clinical scores of
digital pathology images.
Index Terms—H-Score, Immunohistochemistry, Diaminobenzidine, Convolutional Neural Network, Breast Cancer
F
1 INTRODUCTION
Breast cancer (BC) is a heterogeneous group of tumours
with varied genotype and phenotype features [1]. Recent
research of Gene Expression Profiling (GEP) suggests that
BC can be divided into distinct molecular tumour groups
[2], [3]. Personalised BC management often utilizes robust
commonplace technology such as immunohistochemistry
(IHC) for tumour molecular profiling [4], [5].
Diaminobenzidine (DAB) based IHC techniques stain
the target antigens (detected by biomarkers) with brown
colouration (positive) against a blue colouration (negative)
counter-stained by Hematoxylin (see Fig.1 for some exam-
ple images). To determine the biological class of the tu-
mour, pathologists will mark the nuclei activity biomarkers
through a microscope and give a score based on a semi-
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quantitative assessment method called the modified histo-
chemical scoring (H-Score) [6], [7]. The H-Scores of tissue
samples stained with different biomarkers are combined
together to determine the biological class of a case. Clini-
cal decision making is to choose an appropriate treatment
from a number of available treatment options according
to the biological class of the tumour. For instance, one of
the methods for stratifying different molecular classes is
the Nottingham Prognosis Index Plus (NPI +) [1] which
uses 10 breast cancer relevant biomarkers to stain tumour
tissues prepared on tissue microarray (TMA). Tissue sam-
ples stained by each of these 10 biomarkers are given a
histochemical score (H-Score) and these 10 scores together
will determine the biological class of the case.
Therefore, H-Score is one of the most important pieces of
information for molecular tumour classification. When the
tumour region occupies more than 15% of the TMA section,
a H-Score is calculated based on a linear combination of the
percentage of strongly stained nuclei (SSN ), the percentage
of moderately stained nuclei (MSN ) and the percentage of
weakly stained nuclei (WSN ) according to equation (1):
H− Score = 1×WSN+ 2×MSN+ 3× SSN (1)
The final score has a numerical value ranges from 0 to
300. Thus, the histochemical assessment of the TMA’s is
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Fig. 1: Top: Example images extracted from digital TMA slides. Each red circle contains one TMA core stained by
Diaminobenzidine-Hematoxylin (DAB-H). The brown colours indicate positive and the blue colours indicate negative.
Bottom: A schematic illustration of the traditional manual H-Scoring procedure: It needs to first count the total number of
nuclei, then the number of strongly stained, moderately stained and weakly stained tumour nuclei, respectively. The final
H-Score is then calculated according Eq.1.
based on the following semi-quantitative information: the
total number of cells, the number of tumour cells and
the stain intensity distributions within the tumour cells.
In clinical practice, diagnosis requires averaging two ex-
perienced pathologists’ assessments. Manually marking the
positively stained nuclei is obviously a time consuming
process. As visual assessment of the TMA’s is subjective,
there is the problem of inter-observer discrepancy and the
issue of repeatability. The semi-quantitative nature of the
method (strongly stained, moderately stained and weakly
stained, the definitions of strong, moderate and weak cannot
be precise and subjective), makes it even more difficult to
ensure inter-subject as well as intra-subject consistency.
With the increasing application of clinicopathologic
prognosis, Computer Aided Diagnosis (CAD) systems have
been proposed to support the pathologists’ decision making.
The key parameters in tissue image assessment include the
number of tumour cells, the positive staining intensities
within these cells and the total number of all cells in the
image. To classify the positively stained pixels and their
stain intensity, methods such as colour deconvolution that
perform mathematical transformation of the RGB image [8]
[9] are widely used to separate positive stains from negative
stains. Numerous computer-assisted approaches have been
proposed for cell or nuclei detection and segmentation [10].
Most literature on histopathology image analysis perform
various low-level quantification steps, there is still little
attempt to perform end-to-end assessment of the image
directly.
In this paper, we ask this question: is it possible to
develop a CAD model that would directly give a high-
level assessment of a digital pathological image, just like
an experienced pathologist would, for example, to give out
a H-Score directly? In an attempt to answer this question,
we propose an end-to-end deep learning system for directly
predicting the H-Scores of breast cancer TMA images, see
Fig. 6. Instead of pushing the raw digital images into the
neural network directly, we follow a similar process that
pathologists use for H-Score estimation. We first construct
a stain intensity nuclei image (SINI) which only contains
nuclei pixels and their corresponding stain intensity infor-
mation, and a stain intensity tumour image (SITI) which
only contains tumour nuclei pixels and their corresponding
stain intensity information. The SINI and SITI block irrele-
vant background pixels while only retain useful information
for calculating the H-Score. These two H-Score relevant im-
ages are then fed into a dual-channel convolutional neural
network with two input pipelines, which are finally merged
into one pipeline to give an output (H-Score). To the best
of our knowledge, this is a first work that attempts to
develop deep learning based TMA processing model that
directly outputs the histochemical scores. We will present
experimental results which demonstrate that the H-Scores
predicted by our model have high and statistically signif-
icant correlation with experienced pathologists’ scores and
that the H-Scoring discrepancy between our algorithm and
the pathologists is on par with that between the patholo-
gists. Although it is still perhaps a long way from clinical
use, this work nevertheless demonstrates the possibility of
automatically scoring cancer TMA’s based on deep learning.
2 RELATED WORKS
Researchers have proposed various computer-assisted anal-
ysis methods for histopathological images [11]. For pixel-
level positive stain segmentation, Pham [12] adapted Yellow
channel in CMYK model, which is believed to have strong
correlation with the DAB stain; Ruifrok [8] presented the
brown image calculated based on mathematical transforma-
tion of the RGB image. Yao [13] employed Hough forest for
mitotic cell detection, which is a combination of generalized
Hough transform and random decision trees. Shu et al. [14]
proposed utilizing morphological filtering and seeded wa-
tershed for overlapping nuclei segmentation. Object-based
CAD systems have also been developed for tubule detection
in breast cancer [15], glandular structure segmentation [16],
and etc.
With the development of deep learning techniques, var-
ious deep neural network based CAD models have been
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published. Deep convolutional networks with deeper archi-
tectures can be used to build more complex models which
will result in more powerful solutions. Li [17] used a 88-
layer residual network for human epithelial type 2 (HEp-2)
cell segmentation and classification. AggNet with a novel
aggregation layer is proposed for mitosis detection in breast
cancer histology images [18]. Google brain presented a multi
scale CNN model to aid breast cancer metastasis detection
in lymph nodes [19]. A deep learning-based system is
proposed for the detection of metastatic cancer from whole
slide images, which won the Camelyon Grand Challenge
2016 [20]. Shah et al. [21] presented the first completely
data-driven model integrated numerous biologically salient
classifiers for invasive breast cancer prognosis. A symmetric
fully convolutional network is proposed by Ronneberger for
microscopy image segmentation [22].
Digital pathology is relative new compared with other
type of medical imaging such as X-ray, MRI, and CT. Deep
learning as one of the most powerful machine learning
techniques emerged in recent years has seen widespread
applications in many areas. Yap et al. [23] investigated three
deep learning models for breast ultrasound lesion detection.
Moeskops [24] introduced a single CNN model with tripla-
nar input patches for segmenting three different types of
medical images, brain MRI, breast MRI and cardiac CTA. A
combination of multi-channel image representation and un-
supervised candidate proposals is proposed for automatic
lesion detection in breast MRI [25].
Most existing high-level CAD frameworks directly fol-
low the assessment criteria by extracting quantitative infor-
mation from the digital images. Masmoudi et al. [26] pro-
posed an automatic Human Epidermal Growth Factor Re-
ceptor 2 (HER2) assessment method, which is an assemble
algorithm of colour pixel classification, nuclei segmentation
and cell membrane modelling. Gaussian-based bar filter was
used for membrane isolation after colour decomposition in
[27]. Trahearn et al. [28] established a two-stage registration
process for IHC stained WSI scoring. Thresholds were de-
fined for DAB stain intensity groups, and tumour region and
nuclei were detected by two different detectors. Recently,
Zhu [29] proposed to train an aggregation model based
on deep convolutional network for patient survival status
prediction.
3 PROBLEM AND METHOD
An immunohistochemical assessment can be formulated as
a model F that maps the input images from the input space
I to the a label space L. Given an input image I ∈ I , its label
l ∈ L is assigned according to the quantitative information
of positive staining intensity Ps, the number of tumour cells
Nt and total number of cells Ne in the image x:
l = F(I|Ps, Nt, Ne), (2)
Traditional assessment methods have at least three un-
solved issues for both the pathologists and the CAD sys-
tems. Firstly, the positive staining intensity needs to be
categorized into four classes: unstained, weak, moderate, and
strong. However, there is no standard quantitative criterion
for classifying the DAB stain intensity. Thus, two pathol-
ogists often classify the same staining intensity into two
(a) (b) (c)
Fig. 2: Examples of challenging cases of quantitative mea-
surement of biomarkers based on visual assessment. (a) A
variety of stain intensities; (b) unclear staining and overlap-
ping of nucleus; (c) Size differences between different type
of nucleus.
different categories or two different intensities into the same
category. Furthermore, the human visual system may pay
more attention to strongly stained regions but they are often
surrounded by a variety of staining intensities [28], which
may also affect the assessment results. Secondly, cell/nuclei
instance counting is a very important parameter in the
assessment. Nevertheless, both human and computer still
cannot deal with the difficulty of counting overlapping
cells very well. Moreover, variability in the appearance of
different types of nucleus, heterogeneous staining, and the
complex tissue architectures make individually segmenting
cell/nuclei a very challenging problem. Thirdly, the ap-
parent size differences between tumour nuclei and normal
nuclei will affect the quantitative judgement of tumour
nuclei assessment. Examples of these challenging cases are
illustrated in Fig. 2.
To tackle the problem mentioned above, we propose
to develop a convolutional neural network (CNN) based
CAD framework for biomarker assessment of TMA images.
Instead of using CNN as a feature extractor or for low
level processing such as cell segmentation only, we have
developed an end-to-end system which directly predicts the
biomarker score (H-Score). The innovative characteristic of
our method is that it is inspired by the H-Scoring process
of the pathologists where they count the total number of
nuclei and the number of tumour nuclei and categorise
tumour nucleus based on the intensity of their positive
stains. In the complete system, as illustrated in Fig. 6, one
fully convolutional network (FCN) is used to extract all
nuclei region which acts as the step of counting all nucleus
and capture all foreground information, another FCN is
used to extract tumour nuclei region which acts as the step
of counting all tumour nucleus. To mimic the process of
categorising tumour nuclei based on their positive stain
intensities, we derive a stain intensity image which together
with the outputs of the two FCNs are presented to another
deep learning network which acts as the high-level decision
making mechanism to directly output the H-Score of the
input TMA image.
3.1 Stain Intensity Description
Although various DAB stain separation methods have been
proposed [9], [30], few work studied the stain intensity
description and grouping. Since there is no formal defi-
nitions for the boundaries between stain intensity groups
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Original image DAB channel image Stain intensity discription 
image
Fig. 3: A comparison of different images generated during the process of stain intensity description. The highlighted
subimage contains strongly stained nuclei.
(e.g, strong, moderate, weak), previous works used manually
defined thresholds for pixel-wise classification to segment
positive stains into each stain group [28].
Fig. 4: Visualization of pixel colours of the DAB-H images
along the luminance axis and the colour deconvolution DAB
axis.
In this work, we propose to directly use the luminance
values of the image to describe the staining intensity in-
stead of setting artificial intensity category boundaries. The
original RGB image I is first transformed into three-channel
stain component image (I
DAB−H = [IDAB , IH , IOther ]) using
colour deconvolution [9]:
I
DAB−H =M
−1IOD, (3)
where M is the stain matrix composed of staining colours
equal to 0.268 0.570 0.7760.650 0.704 0.286
0.0 0.0 0.0
 (4)
for DAB-H stained images, and IOD is Optical Density
converted image calculated according Lambert-Beers law:
IOD = −log( I
I0
), (5)
I0 = [255, 255, 255] is the spectral radiation intensity for a
typical 8bit RGB camera [31].
Only the DAB channel image I
DAB
from the three colour
deconvolution output channels is used, which describes the
DAB stain according the chroma difference.
Most previous works set a single threshold on I
DAB
to separate positively stained tissues. However, as shown
in Fig.3, the deeply stained positive nuclei can have dark
and light pixel values on the DAB channel image, since the
strongly stained pixels will have significantly broader hue
spectrum. Furthermore, as illustrated in Fig.4, the same DAB
channel value can correspond to different pixel colours.
Also, from Fig.4, it is clear that in order to separate the
positive stain (brown colour) from the negative stain (blue
colour), the DAB channel thresholds should be set based on
the luminance values. In this paper, we use the Luminance
Adaptive Multi-Thresholding (LAMT) method developed
by the authors [32] to classify positively stained pixels.
Specifically, the transformed pixel I
DAB
(m,n) is divided
into K equal intervals according to the luminance:
Ik
DAB
(m,n) = {Ik
DAB
(m,n) ∈ IDAB )|ξk < Il(m,n) ≤ ζk} (6)
where k = 1, 2, ...,K ; ξi and ζi are lower and upper
boundary respectively of kth luminance interval. Il is the
luminance image of the original RGB image calculated
according to Rec. 601 [33]:
Il = 0.299× IR + 0.587× IG + 0.114× IB . (7)
The transformed pixels are thresholded with different val-
ues according to its luminance instead of a single threshold,
the threshold tk is assigned as follows:
tk = argmax
c∈C
P (c|Ik
DAB
(m,n)) (8)
where C = {c
DAB
, c
H
} is the stain label.
Once we have separated the positive stain from the
negative stain, we need to find a way to describe the stain
intensity. As we have already seen in Fig.3 and Fig.4, the
pixel values of I
DAB
can not describe the biomarker stain
intensity. We propose to use a scheme described in Eq.9 to
assign stain intensity values to pixels:
Ila(m,n) ={
Il(m,n) if IDAB (m,n) is positive
255 + (255− Il(m,n)) if IDAB (m,n) is negative
(9)
where Ila(m,n) is the stain intensity description image.
The idea is that for the positive stain pixels, Ila(m,n) is
the same as the luminance component of the original image
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in order to preserve the morphology of the positive nuclei;
for the negative stain pixels, Ila(m,n) will have a higher
value for strongly stained pixels (darker blue colour) and a
lower value for weakly stained pixels (lighter blue colour).
In order to separate the positive and negative pixel values
clearly, we add an offset of 255 to the negatively stained
pixels (most negative stain pixels will have a high Il(m,n)
and positive stain pixels will have a low Il(m,n), the value
of positive and negative pixels will be clearly separated in
Ila(m,n)). Therefore, the larger Ila(m,n) is, the weaker is
the stain, the smaller Ila(m,n) is, the stronger is the stain.
When Ila(m,n) is below or equal to 255, it is a positive
stain pixel. In this way, we have obtained an image which
gives a continuous description of the stain intensity of the
image. Instead of setting artificial boundaries to separate
the different degrees of stain intensity, we have now a
continuous description of the stain intensity (see Fig.5). Note
that the pixel values of final image are normalized to the
range from 0 to 1.
3.2 Nuclei and Tumour Maps
As discussed above, the important information pathologists
use to come up with the H-Score is the number of nuclei
and the number of tumour nuclei in the TMA image. We
therefore need to extract these two pieces of information and
we use two separate FCNs, one for segmenting all nucleus
and the other for segmenting tumour nucleus only.
To segment the tumour region, we use our own man-
ually pixel-wise labelled tumour TMA images to train the
FCN. While for segmenting general nuclei which detects
both tumour and non-tumour nuclei, we utilize a transfer
learning strategy to train another FCN. For general nuclei
detection, the training data is obtained from three differ-
ent datasets: immunofluorescence (IIF) stained HEp-2 cell
dataset [34], Warwick hematoxylin and eosin (H&E) stained
colon cancer dataset [35], and our own DAB-H TMA images.
Since these three image sets are stained with different types
of biomarker, we transform the colour image into grayscale
for training. Training on a mixed image set could help to
reduce overfitting on limited medical dataset and further
boost the performance and robustness [36].
For both the general nuclei detection network and the
tumour nuclei detection network, we use the symmetric U
shape network architecture (U-Net) [22] with skip connec-
tion. The high resolution features from the contracting path
are combined with the output from the upsampling path,
which allows the network to learn the high resolution con-
textual information. The loss function is designed according
the Dice coefficient as:
Lmask = −log
2
∑
m,n ωτ∑
m,n ω
2 +
∑
m,n τ
2
, (10)
where ω is the predicted pixel and τ is the ground truth.
3.3 The H-Score Prediction Framework
The overview of the H-Score prediction framework is illus-
trated in Fig.6. It consists of three stages: 1) Nuclei segmen-
tation, tumour segmentation, and stain intensity descrip-
tion; 2) Constructing the Stain Intensity Nuclei Image (SINI)
and the Stain Intensity Tumour Image (SITI); 3) Predicting
the final histochemical score (H-Score) by the Region Atten-
tion Multi-column Convolutional Neural Network (RAM-
CNN). The rationale of this architecture is as follows: as
only the number of nuclei, the number of tumour nuclei
and the stain intensity of the tumour nuclei are the useful
information for predicting H-Score, we therefore first extract
these information. Rather than setting artificial boundaries
for the categories of stain intensity, we retain a continuous
description of the stain intensity. Only the information use-
ful for predicting the H-Score is presented to a deep CNN to
estimate the H-Score of the input image. This is in contrast
to many work in the literature where the whole image is
thrown to the CNN regardless if a region is useful or not for
the purpose.
The detail of the first stage have been described in
Section 3.1 and 3.2. As illustrated in Fig.6, an input TMA
image I(m,n) is processed by the tumour detection network
which will output a binary image mask, T (m,n), marking
all the tumour nuclei, where T (m,n) = 1 if I(m,n) is a
part of a tumour nuclei and T (m,n) = 0 otherwise; by the
general nuclei detection network which will output another
binary image mask, G(m,n), marking all tumour and non-
tumour nuclei, where G(m,n) = 1 if I(m,n) is a part of
a nuclei and G(m,n) = 0 otherwise; and by the colour
deconvolution and stain intensity labelling operation of
Equation (8) to produce the stain intensity description image
Ila(m,n). In the second stage, we construct SINI and SITI
by multiplying the nuclei mask image G(m,n) and tumour
mask image T (m,n) with the stain intensity description
image Ila(m,n), i.e. SINI = Ila(m,n) × G(m,n), and
SITI = Ila(m,n) × T (m,n). Hence, all background pixels
are zero, while only region of interests (ROI) are retained
in SINI and SITI. All necessary information is preserved
for histochemical assessment. Removing the background
and only retaining ROI will enable the RAM-CNN convo-
lutional layers to focus on foreground objects [37] which
will significantly reduce computational costs and improve
performance.
The proposed RAM-CNN is a deep regression model
with dual input channels. The architecture of RAM-CNN
is shown in Table 1. Two inputs correspond to SINI and SITI
respectively, and the input size is 512×512. The parameters
of the two individual branches are updated independently
for extracting cell and tumour features respectively, without
interfering with each other. The two pipelines are merged
into one after two convolutional layers for H-Score predic-
tion. The loss function for H-Score prediction is defined as:
Fig. 5: An illustration of the value of lla and its corresponding stain intensity. The red dot lines are the thresholds of stain
intensity groups [28].
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Fig. 6: The overview of our proposed H-Score prediction framework. An input TMA image is first processed by two
FCNs to extract tumour cells and all cells (tumour and non-tumour) to produce two mask images. The input image is
also processed by colour deconvolution and positive stain classification to output a stain intensity description image. The
two mask images are used to filter out irrelevant information in the stain intensity description image and only the useful
information is fed to a deep convolutional neural network for the prediction of H-Score of the input TMA.
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Fig. 7: The top graph is the original dataset label histogram; The bottom is the augmented label histogram.
Layer Input / Filter Dimensions
Input 512× 512× 1 512× 512× 1
Conv1 8× 7× 7 8× 7× 7
MaxPooling 2× 2 2× 2
Conv2 16× 5× 5 16× 5× 5
MaxPooling 2× 2 2× 2
Conv3 64× 3× 3
MaxPooling 2× 2
Conv4 64× 3× 3
MaxPooling 2× 2
FC1 2048
FC2 1024
TABLE 1: The architecture of Region Attention Multi-
channel Convolutional Neural Network (RAM-CNN).
Lscore =
1
N
N∑
i=1
‖F
RAM
(SINIi, SITIi)− li‖2, (11)
where F
RAM
(SINIi, SITIi) is the estimated score gener-
ated by RAM-CNN. li is the ground truth H-Score.
4 EXPERIMENTS AND RESULTS
4.1 dataset
The H-Score dataset used in our experiment contains 105
TMA images of breast adenocarcinomas from the NPI+
set [1]. Each image contains one whole TMA core. The
tissues are cropped from a sample of one patient which are
stained with three different nuclei activity biomarkers: ER,
p53, and PgR. The original images are captured at a high
resolution of 40× optical magnification, and then resized to
1024×1024 pixels. The dataset is manually marked by two
experienced pathologists with H-Score based on common
practice. For each TMA core, the pathologists give the
percentage of nuclei of different stain intensity levels, and
then calculate the H-Score using Eq.1. The final label (H-
Score) is determined by averaging two pathologists’ scores,
if the difference between two pathologists is smaller than
20. The dataset is available from the authors on request.
For training the general nuclei detection network, we
transform Warwick H&E colon adenocarcinoma [35] and
NPI+ images to grayscale; the green channel was extracted
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Fig. 8: Examples of intermediate images in the automatics H-Score prediction pipeline. From left to right: the original RGB
image, luminance labelled stain intensity image, nuclei mask image, and tumour mask image respectively.
from HEp-2 cell dataset [34]. As HEp-2 cell images are IIF
stained, the gray value should be inversed.
4.2 Data and Label Augmentation
As in typical medical imaging applications, the dataset sizes
are relatively small. In developing deep learning based
solutions, it is a common practice to augment the training
dataset for training. The training images for general nuclei
detection network and tumour detection network are aug-
mented by randomly cropping sub-images as input samples.
For the H-Score dataset, rotation with random angles and
randomly shifting the image horizontally and vertically
within 5% of image height and width are performed to
augment the training set.
As shown in the top row of Fig.7, the distribution of
the label (H-Score) in the original dataset is unbalanced,
some labels (H-Scores) have far more samples than others.
Furthermore, one of the biggest problems is that because
we have only limited number of samples, the H-Score
values are discrete and discontinuous. There are many gaps
between two H-Scores that has no data. Also, the values
of the TMA image score given by the pathologists have a
quantitative step-size of 5. Therefore, if an image has a score
of 125, it means it has a value of around 125, the values in
the vicinity of 125, i.e., 126 or 124 should also be suitable for
labelling that image. In order to solve the ambiguity issue,
we introduce Distributed Label Augmentation (DLA) which
was inspired by the work of [38], [39].
In the traditional regression method, a given dataset
{(I1, l1), (I2, l2), · · · , (ID, lD)} pairs the instance Id for 1 ≤
d ≤ D with one single ld from the finite class label
space L = {l0, l1, · · · , lC}, where C is the label size (e.g.,
C = 301 for H-Score). In this paper, the label is aug-
mented so that one instance is associated with a num-
ber of labels. Formally, the dataset can be described as
{(I1, Y1), (I2, Y2), · · · , (ID, YD)}, and Yd ⊆ Y is a set of
labels {y(1)d , y(2)d , · · · , y(S)d }, where S is the augmented label
number for Id. y
(s)
d is sampled repeatedly from L based
on a probability density function of following Gaussian
distribution:
p(y
(s)
d = l
c) =
1
σ
√
2pi
exp(− (l
c − µ)2
2σ2
) (12)
where µ is the mean which equal to ld and σ is stan-
dard deviation. Thus,
∑S
s=1 p(y
(s)
d ) = 1 for each original
TMA image. Consequentially, for an image xi from the
augmented training set, its ground truth labels are assigned
by repeatedly sampling from L according to Eq.12. The
augmented label histogram is shown at the bottom row of
Fig.7.
4.3 Implementation Details
The network architecture for both the tumour nuclei de-
tection and general nuclei detection models is the same as
the U-Net [22] with a input size of 224 × 224. The filter
size of tumour detection net is half narrower than that of
general cell detection net. All networks use rectified linear
unit (ReLU) activation function for the convolutional layer.
The final cell and tumour region maps are predicted using
sliding window.
A leave 5 out cross validation strategy is used for RAM-
CNN model training, which means that in each round of
testing, we randomly sample 5 TMAs as testing and the
other 100 TMAs as training images. As explained previously,
the training set is augmented via rotation and shift. The im-
ages are firstly resized to 512×512 before fed into the RAM-
CNN. We set σ = 0.9 to generate the H-Score distribution
for ground truth label augmentation. We also add dropout
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Fig. 9: Scatter plots of the predicted scores of different models vs the pathologists’ manual scores.
layers after two fully connected layers with the rates of 0.3
and 0.5 respectively. The regression network is optimized by
Adam [40] with an initial learning rate of 0.001.
4.4 Results and Discussions
4.4.1 Experimental Results
Fig.8 shows some examples of the intermediate images in
the automatic H-Score prediction pipeline. It is seen that
the luminance labelled stain intensity image marks a sharp
distinction between positive and negative stains. This shows
that our maximum a posteriori (MAP) classifier based Lu-
minance Adaptive Multi-Thresholding (LAMT) method [32]
can reliably separate positive DAB stains for a variety of im-
ages. It also shows that our stain intensity labelling strategy
can preserve the morphology of the nuclei, separate positive
and negative stains while retaining a continuous description
of the positive stain intensity.
Fig.10 shows the training curves of the Dice coefficient
for the general nuclei detection network and the tumour
nuclei detection network respectively. Both networks con-
verged after 170 epochs respectively. The nuclei mask im-
ages (see Fig.8) show that the deep convolutional network
trained with mixed datasets using transfer learning can
successfully detect the nuclei in our H-Score dataset. The
tumour segmentation network is able to identify tumour re-
gion from normal tissues. It is worth noting that the ground
truth masks for the two detection networks are different. All
nucleus in Warwick colon cancer images are labelled with
circular masks with a uniform size, while tumour region
masks are pixel level labelled. Therefore, the final predicted
maps generated by the two networks for the same nucleus
are different. In addition, it is found that the mask dilation
become evident with the increase of DAB stain intensity.
One possible reason is that the strong homogeneous stain
makes the nuclei texture and edge feature difficult to extract.
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Fig. 10: Training results for general nuclei detection network
(a) and tumour nuclei detection network (b).
To evaluate the performance of our proposed RAM-
CNN and the two H-Score relevant images SINI and SITI,
we compare our model with two traditional single input
pipeline CNNs: RGB-CNN and RA-CNN (i.e., region at-
tention CNN). The RGB-CNN takes the original RGB TMA
image with the shape of 512× 512× 3 as input, and output
the H-Score prediction. To investigate the effect of multi-
column architecture, we combine SINI and SITI as a two
channel image of 512 × 512 × 2 for the input of RA-CNN.
The architectures of RGB-CNN and RA-CNN are the same
as a single pipeline RAM-CNN (see Table.1).
We also calculate the H-Score using Eq.1 based on the
nuclei area percentage (NAP) and nuclei number percentage
(NNP). Specifically, the luminance labelled stain intensity
description image Ila is first calculated according to the
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Fig. 11: Example TMA images extracted from different H-Score groups.
description in Section 3.1. The pre-defined thresholds [28]
are utilized for categorizing the pixels into different DAB-H
stain intensity groups. For the NAP method, the predicted
H-Score is calculated according to the percentages of area
in different stain intensity groups. NNP employs the NIH
ImageJ tool [41] with a multi-stage cell segmentation tech-
nique [14] for cell detection. The detected cells are classified
into unstained, weak, moderate, and strong groups using the
pre-defined thresholds for H-Score calculation .
Model MAE SD CC P value
NAP 47.09 46.03 0.87 < 0.001
NNP 46.48 55.18 0.82 < 0.001
RGB-CNN 32.01 44.46 0.87 < 0.001
RA-CNN 27.22 35.72 0.92 < 0.001
RAM-CNN 21.33 29.14 0.95 < 0.001
Human 20.63 30.55 0.95 < 0.001
TABLE 2: Performance comparison with different regression
models. The last line (Human) are difference between the H-
Scores given by the two pathologists.
In this paper, Mean Absolute Error (MAE), Standard
Deviation (SD) and the correlation coefficient (CC) between
the predicted H-Score and the average H-Score of the two
pathologists are used as the evaluation metrics. As a refer-
ence, we also calculate the MAE, SD and CC between the H-
Scores given by the two pathologists of all original diagnosis
data. Results are shown in Table.2.
As can be seen, the NAP based prediction gives the high-
est MAE with large deviations in the cross validation, which
is followed by NNP. Our RAM-CNN framework achieves
the lowest prediction error (21.33); a traditional CNN setting
with the proposed SINI and SITI as input gives the second
lowest prediction error (27.22). This verifies the effectiveness
of our proposed approach to filtering out irrelevant pixels
and only retain H-Score relevant information in SINI and
SITI. All deep learning based methods outperform NAP
and NNP by a large margin. To investigate the statistical
significance of automatically predicted H-Scores, the corre-
lation of the predicted and those of the pathologists scores
and its P value are also calculated. The correlation between
pathologists scores and those predicted by RAM-CNN is
0.95 with a P value of < 0.001 which means there is strong
evidence against the null hypothesis [42].
It is interesting to observe that the difference between
our RAM-CNN predicted H-Scores and the average of the
two pathologists H-Scores (MAE = 21.33, SD = 29.14, CC
= 0.95) are on par with the difference between the two
pathologists (MAE = 20.63, SD = 30.55, CC = 0.95). While the
MAE between the RAM-CNN and humans is slightly higher
than that between humans, the SD between humans is
higher than that between RAM-CNN and humans. The CC
between humans and machine and that between humans
are the same.
Fig. 9 illustrates the scatter plots between the model
predicted scores and the pathologists’ scores. Most of the
predicted scores of NAP are lower than the ground truth.
At the lower end, NNP predicted scores are lower than the
ground truth while at the higher end the predicted scores
are higher than the ground truth. These two methods are
affected by several low-level processing components includ-
ing the pre-defined stain intensity thresholds and the nu-
clei segmentation accuracy. Our proposed framework gives
more accurate prediction results compared to traditional
single pipeline CNN, further demonstrating that imitating
the pathologists’ H-Scoring process by only keeping useful
information is an effective approach.
4.4.2 Discussions
In this paper, we introduced an end-to-end system to pre-
dicted H-Score. To investigate the reason for scoring dis-
crepancy between the proposed algorithm and the pathol-
ogists, we firstly compare the H-Score prediction results
for different biomarkers as shown in Table.3. The proposed
framework gives the best accuracy in all three biomarker
images. The performances are slightly different for different
biomarkers. This is to be expected because different markers
will stain the tissues differently. Although the difference
is not large, whether it will be useful to train a separate
network for different biomarkers is something worth inves-
tigating in the future.
Biomarker ER P53 PgR
No. of TMA 32 33 40
NAP 42.02 50.68 48.17
NNP 43.53 46.72 48.92
RGB-CNN 24.90 31.57 38.19
RA-CNN 25.43 23.39 31.82
RAM-CNN 21.01 16.66 25.44
TABLE 3: Comparing MAE of different methods on three
different biomarkers.
To see how the algorithms perform differently across the
dataset, we divide the TMA images into 6 groups according
to their pathologists’ scores. Example TMA images of each
group are illustrated in Fig.11. For each group, we count
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Fig. 12: Comparison of performances of different methods
in different H-Score groups.
the number of TMAs with absolute error (AE) smaller than
10, between 10 and 30, and larger than 30 respectively. The
results of different methods are shown in Fig.12. It is seen
that in the low H-Score group of 0-49, traditional methods
of NAP and NNP give more accurate predicted scores than
CNN based methods. It is found that most low score TMAs
are unstained or weakly stained as shown in Fig.11(a). The
accurate predictions from NAP and NNP indicate that the
predefined threshold for separating unstained and weak (see
Fig. 5) is compatible with pathologists’ criteria. The deep
learning based methods do not set stain intensity thresholds
explicitly and their performances across the six groups are
relatively even.
The accuracies of NAP and NNP decrease rapidly with
the increase of the H-Score. As shown in Fig.11, the stain
intensity and image complexity increase with the H-Score
which directly affect the performance of traditional meth-
ods. The result also indicates that the pre-defined stain
intensity thresholds for moderate and strong classes (see
Fig. 5) are less compatible with the pathologists’ criteria.
Furthermore, the large coefficients of moderate and strong
stain (see Eq.1) would magnify the errors of area and nuclei
segmentation in NAP and NNP respectively.
Three deep learning based methods give worse results
on the groups with fewer images (i.e., group 50-99 and 250-
300), which indicates the importance of a large training data
size. In addition, the uneven distribution of original dataset
may also affect the predicted accuracy.
We further analyse the TMAs individually to investigate
the effect of image quality on the proposed algorithm. We
found that for those TMAs where the tissues are clearly
stained, and the cellular structure is clear without severe
overlap (see Fig.13), our algorithm can give very accurate
prediction. On the other hand, poor image quality causes
errors. In the images that are most easily mis-scored by
(a)
(b)
Fig. 13: Examples of accurately scored TMAs by proposed
algorithm. The absolute errors generated by RAM-CNN of
both (a) and (b) are smaller than 2.
our algorithms, we found three significant characteristics as
shown in Fig.14.
The TMA core in Fig.14(a) contains large out-of-focus
regions, which happens more commonly on strongly stained
tissues. The blur regions directly affect the performance of
nuclei segmentation, as well as the nuclei and tumour detec-
tion accuracy. They also hinder the final regression network
from extracting topological and morphological information.
Tissue folds (see Fig.14(b)) occurs when a thin tissue slice
folds on itself, and it can happen easily during slide prepara-
tion especially in TMA slides. Tissue-fold would cause out-
of-focus during slide scanning. Furthermore, a tissue fold
in a lightly stained image can be similar in appearance to
a tumour region in a darkly stained image [43]. Hence, the
segmentation accuracy of colour deconvolution would be
greatly affected in tissue-fold regions.
Heterogeneity and overlapping as shown in Fig.14(c)
also affect the automatic scoring performance. The stain
heterogeneity gives rise to a large discrepancy of stain
intensity in a single nucleus, and nuclei overlapping adds
to the difficulty.
These three difficulties directly affect the predicted re-
sults of the proposed method, and we found that most large
mis-scored TMAs contain one or more of these characteris-
tics. We found that there were 9 low image quality TMAs
in our dataset and if we exclude these 9 lowest-quality
TMA images, the average MAE of our RAM-CNN is 18.79.
Therefore, future works need to overcome these issues in
order to achieve a high prediction performance. To solve
the problem of out-of-focus, heterogeneity and overlapping,
adding corresponding images in the training set to promote
robustness is one potential quality assurance methods. In
addition, the deep learning based scoring system can be
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Fig. 14: Examples of sources of big scoring discrepancy between algorithm and pathologist. (a) out of focus; (b) tissue folds;
(c) heterogeneity and overlapping.
developed to add nuclei number estimation function for ac-
curate assessment. It is also necessary to add the function of
automated detection and elimination of tissue-fold regions
before H-Score assessment.
5 CONCLUDING REMARKS
In this paper, we have developed a deep learning frame-
work for automatic end-to-end H-Score assessment for
breast cancer TMAs. Experimental results show that auto-
matic assessment for TMA H-Score is feasible. The H-Scores
predicted by our model have a high correlation with H-
Scores given by experienced pathologists. We show that
the discrepancies between our deep learning model and the
pathologits are on par with those between the pathologists.
We have identified image out of focus, tissue fold and over-
lapping nuclei as the three major sources of error. We also
found that the major discrepancies between pathologists
and machine predictions occurred in images that will have
a high H-Score value. These findings have suggested future
research directions for improving accuracy.
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