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FAMILIES OF BERKOVICH SPACES
Antoine Ducros
Abstract. — This memoir is devoted to the systematic study of relative properties
in the context of Berkovich analytic spaces. We first develop a theory of flatness
in this setting. After showing through a counter-example that naive flatness cannot
be the right notion because it is not stable under base change, we define flatness by
requiring invariance under base change, and we study a first important class of flat
morphisms, that of quasi-smooth ones.
We then show the existence of local de´vissages (in the spirit of Raynaud and Gru-
son’s work) for coherent sheaves, which we use, together with a study of the local rings
of “generic fibers” of morphisms, to prove that a boundaryless, naively flat morphism
is flat.
After that we prove that the image of a compact strictly analytic space by a flat
morphism is an analytic domain of the target and that it admits, when the source
is stricly analytic, a compact, flat multisection (i.e., a compact, flat cover of relative
dimension zero over which there is a section). This was first proved in the rigid-
analytic context by Raynaud, but our proof is completely different: it is based upon
Temkin’s theory of the reduction of analytic germs and does not make any use of
formal models.
In the last part of this work we study where various interesting pointwise relative
properties are satisfied. We first prove that the flat locus of a given morphism of
analytic spaces is a Zariski-open subset of the source (we follow the method that was
introduced by Kiehl for the complex analytic analogue of this statement). We then
look at the loci at which a point satisfies various commutative algebra properties
on its fiber: being geometrically regular, geometrically Rm, complete intersection, or
Gorenstein; being Sm or Cohen-Macaulay. We prove that the results we could expect
actually hold: these loci are (locally) Zariski-constructible, and Zariski-open under
suitable extra assumptions (flatness, and also equidimensionality for Sm and geometric
Rm); for that purpose, we first study the general properties of the locally Zariski-
constructible subsets of an analytic space.
vi
Re´sume´ (Familles d’espaces de Berkovich). — Ce me´moire est consacre´ a` une
e´tude syste´matique des proprie´te´s relatives dans le contexte des espaces de Berkovich.
Nous commenc¸ons par de´velopper une the´orie de la platitude dans ce cadre. L’accep-
tion na¨ıve de cette notion est inadapte´e : nous montrons en effet par un contre-exemple
qu’elle n’est pas stable par changement de base, ce qui nous conduit a` imposer cette
stabilite´ dans la de´finition. Nous e´tudions une premie`re classe importante de mor-
phismes plats : celle des morphismes quasi-lisses.
Nous montrons ensuite l’existence de de´vissages locaux (dans l’esprit de Raynaud
et Gruson) pour les faisceaux cohe´rents. Joint a` une e´tude des anneaux locaux des
fibres !ge´ne´riques" des morphismes, cela nous permet de montrer qu’un morphisme
sans bord qui est plat au sens na¨ıf l’est encore au noˆtre.
Puis nous de´montrons que l’image d’un espace strictement analytique compact
par un morphisme plat est un domaine analytique du but, et qu’elle admet, lorsque
la source est strictement analytique, une multisection compacte et plate (i.e. un
reveˆtement plat, compact, et de dimension relative nulle sur lequel le morphisme
conside´re´ posse`de une section). Cela avait de´ja` e´te´ e´tabli dans le contexte rigide-
analytique par Raynaud, mais notre preuve est comple`tement diffe´rente : elle repose
sur la re´duction a` la Temkin des germes d’espaces analytiques et ne fait pas appel
aux sche´mas formels.
Dans la dernie`re partie de ce travail, nous e´tudions les lieux de validite´ sur la source
de certaines proprie´te´s relatives. Nous y de´montrons pour commencer que le lieu de
platitude d’un morphisme d’espaces analytiques est un ouvert de Zariski de la source
(nous suivons la me´thode utilise´e par Kiehl pour e´tablir l’assertion correspondante
en ge´ome´trie analytique complexe). Cela nous permet de proce´der a` l’investigation
syste´matique des ensemble de points satisfaisant dans leur fibre les proprie´te´s clas-
siques de l’alge`bre commutative : eˆtre ge´ome´triquement re´gulier, ge´ome´triquement
Rm, d’intersection comple`te ou de Gorenstein ; eˆtre Sn ou de Cohen-Macaulay. Nous
prouvons que les e´nonce´s auxquels ont peut s’attendre sont effectivement ve´rifie´s : ces
lieux de validite´s sont (localement) Zariski-constructibles, et sont des ouverts de Za-
riski sous certaines hypothe`ses supple´mentaires (platitude, ainsi qu’e´quidimensionalite´
pour les proprie´te´s Rm ou Sm) ; dans ce but, nous proce´dons tout d’abord a` une e´tude
ge´ne´rale des parties localement Zariski-constructibles d’un espace analytique.
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CHAPTER 0
INTRODUCTION
This memoir is, roughly speaking, devoted to a systematic investigation of families
of objects in Berkovich’s non-Archimedean analytic geometry ([Ber90], [Ber93]).
More precisely, let us assume that we are given a morphism Y Ñ X between analytic
spaces, and an object D on Y of a certain kind (think of the space Y itself, or a
coherent sheaf, or a complex of coherent sheaves. . . ). Every point x of X gives then
rise to an object Dx, living on the fiber Yx, and we thus get in some sense an analytic
family of objects parametrized by the space X . The quite vague problem we would
like to address is the following: how do the object Dx and its relevant properties vary?
Of course, such questions have been intensively studied for a long time in algebraic
geometry, especially by Grothendieck and his school, and our guideline has been to
establish analytic avatars of their results every time it was possible. Let us now give
a quick overview of our work.
0.1. First step: flatness in the Berkovich setting
0.1.1. Motivation. — In scheme theory, the key notion upon which the study of
families is based is flatness. This is a property of families of coherent sheaves, which
encodes more or less the intuitive idea of a reasonable variation (this is why there is
almost always a flatness assumption in the description of moduli problems).
The point is that the study of general families is often reduced (typically, through
a suitable stratification of the base scheme) to the case where some of the coherent
sheaves involved are flat over the parameter space, which is easier to handle.
But we would like to emphasize that flatness is also a crucial technical tool for
many other purposes. Let us mention for example:
‚ descent theory;
‚ the first occurrence of flatness in algebraic geometry, in the celebrated paper
GAGA by Serre [Ser56], where the following plays a major role: if X is a
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complex algebraic variety and if Xan denotes the corresponding analytic space,
then for every x P XpCq the ring OXan,x is flat over OX,x.
By analogy, our first step toward the understanding of analytic families has been
the development of a theory of flatness in Berkovich geometry, which is the core of
this memoir; and similarly to what happens for schemes, we hope that it will have
many applications beyond the study of families.
In fact, flatness in non-Archimedean geometry had already been considered, but
in the rigid-analytic setting, following ideas of Raynaud; see the papers [BL93a]
and [BL93b] by Bosch and Lu¨tkebohmert, as well as the more comprehensive recent
study by Abbes in [Abb10]. We now give a more precise discussion of rigid-analytic
flatness, before saying some words concerning our definition in the Berkovich frame-
work.
0.1.2. Flatness in rigid geometry. — The definition of flatness in the rigid set-
ting is as simple as one may hope: if f : Y Ñ X is a morphism between rigid spaces
and if F is a coherent sheaf on Y , it is rig-flat over X at a point y P Y if it is flat
over X at y in the sense of the theory of locally ringed spaces; i.e., the stalk Fy is a
flat OX,fpyq-module (this is the definition by Abbes; the original one by Bosch and
Lu¨tkebohmert was slightly different, but both are easily seen to be equivalent using
the good properties of the completion of local rings as far as flatness is concerned,
cf. [SGA 1], Expose´ IV, Cor. 5.8 ).
Flatness in the above sense behaves well: it is stable under base change and ground
field extension. But contrary to what happens in scheme theory, this is in no way obvi-
ous, because base change and ground field extension are defined using completed tensor
products. Roughly speaking, the proofs proceed as follows (see [BL93a], [BL93b]
and [Abb10]):
‚ the study of rigid flatness is reduced to that of formal flatness through formal
avatars of Raynaud-Gruson flattening techniques, which are used to build a flat
formal model of any given rig-flat coherent sheaf;
‚ the study of formal flatness is reduced to that of algebraic flatness, in a more
standard way, upon dividing by various ideals of definition and using flatness
criteria in the spirit of [SGA 1], Expose´ IV.
Let us mention that this general strategy (formal flattening and reduction modulo an
ideal of definition to replace an analytic problem with an algebraic one) was also used
by Raynaud to prove the following fact: if ϕ : Y Ñ X is a flat morphism between
affinoid rigid spaces, ϕpY q is a finite union of affinoid domains of X (cf. [BL93b],
Cor. 5.11).
0.1.3. Flatness in Berkovich geometry. — We fix from now on and for the
remaining part of this introduction a complete, non-Archimedean field k. We shall
only consider Berkovich analytic spaces. Any analytic space X comes with a usual
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topology, but also with a set-theoretic Grothendieck topology which refines it, the so-
called G-topology –the corresponding site is denoted by XG; the archetypal example
of a G-covering is the covering of an affinoid space by finitely many affinoid domains.
The site XG is equipped with a coherent sheaf of rings OXG , whose restriction OX
to the category of open subsets makes X a locally ringed space. But pX,OXq does
not seem to be easily tractable in general: for example, one does not know whether
OX is coherent, nor whether its stalks are noetherian (one only knows that they
are henselian), and the category of coherent OX -modules is poorly understood – one
rather deals with coherent OXG -modules, which are well-behaved.
Nevertheless, if X is good, which means that every point of X has an affinoid
neighborhood, then OX is coherent, its stalks are noetherian (and even excellent), and
the category of coherent OXG -modules is equivalent through the restriction functor
to that of coherent OX -modules. This is the reason why many properties are first
defined and studied for good analytic spaces, and thereafter extended to arbitrary
analytic spaces by some “G-gluing” process. Note however that the class of good
spaces is quite broad: it contains affinoid domains, analytification of schemes of finite
type, generic fibers of both affine and proper formal schemes. . . ; and any open subset
of a good space is still good.
From now on we shall simply say “coherent sheaf on X” for “coherent OXG -
module”, and write OX instead of OXG . But if X is good, if F is a coherent sheaf on
X , and if x P X , we shall use the notation Fx to denote the stalk at x of F viewed
(by restriction to the category of open subsets) as a sheaf on the ordinary topological
space underlying X .
0.1.3.1. Naive flatness. — Let ϕ : Y Ñ X be a morphism of good k-analytic spaces
and let F be a coherent sheaf on Y . Let us say that F is naively X-flat at a point y
of Y is Fy is a flat OX,ϕpyq-module, exactly like in the rigid setting (if F “ OY we
simply say that Y is naively X-flat at y, or that ϕ is naively flat at y). We immediately
face a big problem. Indeed, in this context, the use of completed tensor products does
not just make proofs of stability of naive flatness under base change or ground field
extension more complicated, as it does in the rigid case: naive flatness is actually not
stable under base change nor ground field extension.
Let us describe a counter-example, which had been suggested to us by Michael
Temkin. Roughly speaking, it is due to a boundary phenomenon: it consists of the
embedding into the affine plane of a curve which is drawn on some bi-disc and cannot
be extended to a larger disc; the problem occurs at the unique boundary point of the
curve. We are now going to give some details; the reader will find proofs of what
follows in 4.4. Choose r ą 0 and f “
ř
aiT
i P krrT ss a power series whose radius of
convergence is exactly r, and let Y be the closed one-dimensional k-disc of radius r.
The Shilov boundary of Y consists of one point y (the one that corresponds to the
semi-norm
ř
biT
i ÞÑ max |bi|r
i). Denote by ϕ the morphism pId, fq : Y Ñ A2,ank and
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by X the closed analytic domain of A2,ank defined by the inequality |T1| ď r; note
that ϕpY q Ă X ; more precisely, ϕpY q is the Zariski-closed subset of X defined by the
equation T2 “ fpT1q. One can show that OA2,an
k
,ϕpyq is a field: this is due to the fact
that ϕpY q cannot be extended to a curve defined around ϕpyq, because the radius of
convergence of f is exactly r. As a consequence, ϕ is naively flat at the point y. Now:
‚ Y “ ϕ´1pXq Ñ X is a closed immersion of a one-dimensional space in a purely
two-dimensional space, hence is not naively flat at y;
‚ if L is any complete extension of k such that YL has an L-rational point y
1
lying above y, then ϕpy1q belongs to the topological interior of XL in A
2,an
L
(because ϕpy1q is a rigid point); therefore ϕL : YL Ñ A
2,an
L is, around y
1, a
closed immersion of a one-dimensional space in a purely two-dimensional space,
hence is not naively flat at y1.
The above counter-example is, in some sense, archetypal, because boundary phe-
nomena are actually the only obstruction for naive flatness to be stable under base
change: if Y Ñ X is a morphism between good k-analytic spaces and if y is a point
of Y at which Y Ñ X is inner, then every coherent sheaf F on Y which is naively X-
flat at y remains so after any good base change (Theorem 8.3.4). Our proof is based
upon an analytic variant of Raynaud-Gruson’s de´vissages [RG71], which is developed
in Chapter 8; let us mention that this result had already been proved by Berkovich
(in a completely different way) in some unpublished work about flatness. It is now
clear why such problems cannot occur in the rigid setting: this is because boundary
points are never rigid.
0.1.3.2. Our definition of flatness. — To overcome the problem we have just men-
tioned, we define flatness as follows (4.1.2, 4.1.8 ff. ). Let Y Ñ X be a morphism
between k-analytic spaces, let y be a point of Y , and let F be a coherent sheaf on Y .
‚ If Y and X are good, we say that F is X-flat at y if it is naively X-flat at y
and if it remains so after any good base change and any ground field extension.
‚ In general, F is X-flat at y if there exists a good analytic domain V of Y
containing y and a good analytic domain U of X containing the image of V
such that F|V is U -flat at y (and if it is the case then this holds for every pV, Uq
as above).
These definitions might seem somehow ad hoc, and not so easy to check nor to use.
But we hope that this memoir will convince the reader that they provide a notion of
flatness which behaves exactly as expected and is quite convenient to work with.
0.2. Loci of validity
0.2.1. General presentation of the problem. — We now turn back to the sit-
uation we have described at the beginning of the Introduction. That is, we are given
a morphism ϕ : Y Ñ X between k-analytic spaces, an object D on Y , and we want
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to understand the variation of properties of Dx for x going through X . This may be
investigated by considering two kinds of problems.
‚ Problems on the source. What can be said about the set of points y P Y such
that D satisfies a given (local or punctual) property P fiberwise at y; i.e., Dϕpyq
satisfies P at y as an object living on the H pϕpyqq-analytic space Yϕpyq ?
‚ Problems on the target. What can be said about the set of points x P X such that
Dx satisfies a given global property Q, as an object living on the H pxq-analytic
space Yx ?
In scheme theory, both kinds of problems are addressed. More precisely, one first
proceeds to a study on the source, and one uses the latter together with Chevalley’s
constructibility theorem in order to understand what happens on the target. Note
that Chevalley’s theorem itself can be described in a somehow pedantic way as an
answer to the “problem on the target” for Q being the non-emptiness property (of a
scheme).
There is kind of an avatar of Chevalley’s theorem in analytic geometry, due to L.
Lipshitz and Z. Robinson [LR00]. It asserts that the image of a morphism between
strictly affinoid spaces is constructible with respect to a broad class of functions, far
larger than that of global analytic ones. But unfortunately constructible subsets in
the sense of Lipshitz and Robinson are (up to now) poorly understood and not that
tractable; for that reason, in this memoir we will mainly ignore the problems on the
target, and focus on what happens on the source.
0.2.2. Remark. — The image of an overconvergent morphism between strictly affi-
noid spaces is constructible with respect to a class of functions which is smaller than
that of Lipshitz and Robinson, but still larger than that of global analytic ones; this
had been proved by Schoutens in [Sch94]. Recently, F. Martin [Mar15] has given a
purely geometric version of Schoutens’s statements and proofs (it involves some par-
ticular finite sequences of blow-ups instead of the class of recursively defined functions
considered by Schoutens).
0.2.3. Loci of validity in the source space. — Let Y Ñ X be a morphism of k-
analytic spaces, and let F be a coherent sheaf on Y . We prove the following (assertion
(1) is Theorem 10.3.2, and the other ones are part of Theorem 10.7.2 together with
the fact that quasi-smoothness is equivalent to flatness and fiberwise regularity, see
Th.5.3.4 (1)):
(1) The set of points of Y at which F is X-flat is Zariski-open.
(2) The set of points of Y at which Y is fiberwise geometrically regular (resp. geo-
metrically reduced, resp. geometrically normal, resp. Gorenstein, resp. complete
intersection) is locally constructible.
(3) The set of points of Y at which Y is X-flat and fiberwise geometrically regular
(resp. Gorenstein, resp. complete intersection) is Zariski-open; if Y is relatively
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equidimensional over X (1.4.13; empty fibers are allowed, see 1.4.9), the set of
points of Y at which Y is X-flat and fiberwise geometrically reduced (resp. ge-
ometrically normal) is Zariski-open.
(4) The set of points of Y at which F is fiberwise Cohen-Macaulay (resp. Sm) is
locally constructible.
(5) The set of points of Y at which F is X-flat and fiberwise Cohen-Macaulay is
Zariski-open.
Let us give some explanations about our terminology.
0.2.3.1. — A subset E of Y is called constructible if it is a finite boolean combination
Zariski-open subsets, and locally constructible if every point of Y has an open neigh-
borhood U such that U XE is constructible in U . But when Y is finite-dimensional,
every locally constructible subset of Y is constructible (Proposition 10.1.12; see 10.1.14
for a counter-example in the infinite-dimensional case).
0.2.3.2. — Assume that Y is good. It is said to be regular (resp. reduced, . . . ) at y
if the local ring OY,y is regular (resp. reduced,. . . ). The coherent sheaf F is said to
be Cohen-Macaulay at y if the OY,y-module Fy is Cohen-Macaulay.
0.2.3.3. — The space Y is no longer assumed to be good. Then Y is said to be regular
(resp. reduced, . . . ) at y if there exists a good analytic domain V of Y containing y
which is regular (resp. reduced, . . . ) at y, and it then holds for every good analytic
domain containing y (Lemma 2.4.3); and F is said to be Cohen-Macaulay at y if
there exists a good analytic domain V of Y containing y such that the restriction of
F to V is Cohen-Macaulay at y, and it then holds for every good analytic domain
containing y (Lemma 2.4.3 again).
0.2.3.4. — The properties of being Gorenstein or Complete Intersection (for Y ) or
Cohen-Macaulay (for F ) at a given point are preserved by arbitrary ground field
extensions. This is not the case in general for the property of being regular, normal
or reduced, and when one of them holds at a point and remains valid after arbitrary
ground field extensions it is said to hold geometrically (to ensure geometric validity,
there is in fact no need to check the property over all possible extensions: it suffices
that it holds after a single perfect extension). The behavior of algebraic properties
under ground field extension is described in full detail in 2.6.
0.2.4. Remark. — The property for a morphism to be flat and fiberwise geomet-
rically regular at a given point is of fundamental importance. It is called quasi-
smoothness, and can also be defined using an analytic avatar of the Jacobian criterion;
this is the main topic of Chapter 5.
0.2.5. Loci of validity in the target space. — As we explained above, the gen-
eral description of the set of points of the target whose fiber satisfies some given
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property seems out of reach. But we have been able to address that kind of question
in two very specific situations.
0.2.5.1. The case of a proper map. — Let Y,X and F be as above, and assume
moreover that Y Ñ X is proper. Then under this assumption we have kind of an
analytic Chevalley’s theorem: indeed, by Kiehl’s result on cohomological finiteness
of proper morphisms, the image in X of any Zariski-closed subset of Y is Zariski-
closed (1.3.23); and one can deduce from this that the image in X of any locally
constructible subset of Y is locally constructible (Theorem 10.1.15). The following
then follow formally from the aforementioned results on the source (this is part of
Theorem 10.7.5).
(1) The set of points x of X such that F is X-flat at every point of Yx is a Zariski-
open subset of X .
(2) The set of points x of X such that Yx is geometrically regular (resp. Gorenstein,
resp. Complete Intersection) at all of its points is a locally constructible subset
of X .
(3) The set of points x of X such that Y is X-flat at every point of Yx and Yx is
geometrically regular (resp. Gorenstein, resp. Complete Intersection) at all of
its points is a Zariski-open subset of X .
(4) The set of points x of X such that the restriction of F to Yx is Cohen-Macaulay
at each point of Yx is a locally constructible subset of X .
(5) The set of points x of X such that F is X-flat at each point of Yx and the
restriction of F to Yx is Cohen-Macaulay at each point of Yx is a Zariski-open
subset of X .
(6) Assume moreover that Y is relatively equidimensional over X . Then the set of
points x of X such that Y is X-flat at every point of Yx and Yx is geometrically
regular (resp. geometrically reduced, resp. geometrically normal) at each of its
points is a Zariski-open subset of X .
0.2.5.2. The image of a morphism between affinoid spaces. — We prove (Theo-
rem 9.2.1) that if ϕ : Y Ñ X if a flat morphism between affinoid spaces, then ϕpY q is
a compact analytic domain (otherwise said, a finite union of affinoid domains) of X .
In the strictly analytic case, this is nothing but the aforementioned result of Raynaud
(cf. [BL93b], Cor. 5.11). But our methods are completely different and provide a
new proof of his theorem, which does not involve any formal model.
We first give a direct proof when the relative dimension of ϕ is zero (Proposition
9.1.1); it is based upon Temkin’s theory of reduction of analytic germs and kind of
Chevalley theorem in the framework of (graded) Riemann-Zariski spaces (Theorem
7.2.5). We then handle the general case (with no assumption on the relative dimension
of ϕ) by reducing through a suitable ground field extension to the case where k is
non-trivially valued and both Y and X are strict, and then by showing the following,
which seems us to be of independent interest: there exist a strictly k-affinoid space Z,
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a flat morphism ψ : Z Ñ X of relative dimension 0, and an X-map Z Ñ Y , such that
ψpZq “ ϕpY q (Theorem 9.1.3). Otherwise said, the image of any flat map between
strictly k-affinoid spaces is covered by a flat, quasi-finite multisection of the map.
0.2.6. From the target and the fibers to the source. — Let Y Ñ X be
a morphism of noetherian schemes. If X is regular (resp. reduced, resp. normal,
resp. Gorenstein, resp. Complete Intersection), Y Ñ X is flat, and its fibers are
regular (resp. reduced, . . . ), then Y is regular (resp. reduced, . . . ). Analogously, let
F be a coherent sheaf on Y . If X is Cohen-Macaulay, F is flat over X , and the
restriction of F to every fiber of Y Ñ X is Cohen-Macaulay, then F is Cohen-
Macaulay.
At the end of this memoir (Chapter 11), we develop a general and systematic
method to transfer such theorems from algebraic geometry to analytic geometry; in
particular, the analytic counterparts of the above statements all hold (see Theorem
11.3.3).
0.3. About our proofs
0.3.1. Technical obstacles in analytic geometry. — Our general strategy is of
course to adapt to the Berkovich setting what had been done about relative properties
in algebraic geometry, and sometimes in complex analytic geometry. For instance, our
investigation of quasi-smooth morphism is inspired by the study of smooth maps by
Bosch, Lu¨tkebohmert and Raynaud in [BLR90], our theory of de´vissages follows that
of Raynaud and Gruson in [RG71], and our proof of the Zariski-openness of the flat
locus is mutatis mutandis the same as that of Kiehl in the complex analytic setting
[Kie67b].
But most of the time (and that is the case for quasi-smoothness as well as for
the de´vissages), techniques coming from the Grothendieck school cannot be applied
straightforwardly in our setting. Let us now give some examples of obstacles we had
to face, and then quickly explain the way we overcame them – we hope that the tech-
niques and methods developed for this purpose will be useful in other circumstances.
(1) If Y is an analytic space, the Zariski topology of an analytic domain V of Y
is in general strictly finer than the one inherited from the Zariski-topology of
Y – even if V is a Zariski-open subset of Y (note that any infinite, discrete
and closed subset of A1,ank consisting of rigid points is Zariski-closed in A
1,an
k ,
but it does not come from a Zariski-closed subset of P1,ank ). And analogously,
if Y Ñ X is a morphism of k-analytic spaces, the Zariski-topology of a fiber
Yx at a non-rigid point is also in general finer than the one inherited from the
Zariski-topology of Y .
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(2) If y and z are two points of a good analytic space Y and if y belongs to the
Zariski closure of z in Y , there is no way to relate in a simple way the local rings
OY,y and OY,z (on a scheme, the latter would be a localization of the former).
(3) If Y Ñ X is a morphism of good analytic spaces and if y is a point of Y whose
image in X is denoted by x, the comparison between OYx,y and OY,y is not
that clear: for instance, even if OX,x is a field (which means that Yx should be
thought of as kind of a generic fiber), the local ring OYx,y is in general a huge
OY,y-algebra, though on a scheme it would be equal to OY,y.
(4) If ϕ : Y Ñ X is a morphism between two k-affinoid spaces, we have already ex-
plained in 0.2.1 that ϕpY q is not easily understandable in general. In particular,
when Y is of dimension d and ϕ of pure relative dimension δ for some d and
δ, there is no reason why ϕpY q should be contained in a pd ´ δq-dimensional
Zariski-closed subset of an analytic domain of X (in scheme theory, one would
simply take ϕpY q).
0.3.1.1. — Obstacle (1) is not so big a problem: one can more or less overcome
it because Zariski-closedness (or openness) is a G-local property and the irreducible
components behave reasonably with respect to analytic domains. Moreover, some
work had already been carried out by the author in [Duc07b] to remedy the fact
that the Zariski-topology on a fiber is “too fine”; see for instance section 4 of op. cit.,
whose results are used repeatedly in this memoir.
0.3.1.2. — Most of the time, we shall overcome obstacle (2) by working with the
respective images η and ζ of y and z on the scheme Y :“ Spec OY pY q, which have
the required property (i.e., OY ,ζ is a localization of OY ,η), and then go back to our
original space Y by using some GAGA results.
0.3.1.3. — Obstacle (3) is probably a priori the most harmful for our purposes.
Indeed, the study of relative properties in EGA, rests, among other things, on the
technique of “spreading out from generic fiber” which we describe roughly. One starts
from a morphism of noetherian schemes Y Ñ X , and with a point η of Y at which
some property P (of the scheme itself, of a coherent sheaf on it, . . . ) is satisfied
fiberwise; let ξ be the image of η. Then if one sets T “ Y ˆX tξured, the fiber Yξ
is equal to the generic fiber of the map T Ñ tξured; hence the local ring of this fiber
at η is equal to OT ,η; note that (3) tells precisely that this step would fail in analytic
geometry.
The property P thus holds now absolutely (and not only fiberwise) on T at η;
moreover the scheme T itself, as well as the restriction to T of any of the coherent
sheaves possibly involved in our situation, are flat over tξured at η. This might help
to “spread” fiberwise validity of P from η to a dense open subset of tηu.
0.3.1.4. — We remedy obstacle (3) as follows. Let Y Ñ X denote a morphism of
k-affinoid spaces, let x be a point of X whose local ring is a field, and let y be a point
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of Yx. We prove (Theorem 6.3.3) that if y does not belong to the relative boundary of
Y over X , then the map Spec OYx,y Ñ Spec OY,y is flat (with complete intersection
fibers). And flatness suffices to ensure the transfer of all familiar algebraic properties
from OYx,y to OY,y, which is most of the time what is actually needed (for instance in
0.3.1.3 above, the conclusion that P is satisfied on T at η only requires the transfer
of the property P from OTξ,η to OT ,η, and not the equality of the rings).
0.3.1.5. — At the end of the memoir, we remedy obstacle (4) by showing the follow-
ing: if ϕ : Y Ñ X , d and δ are as in (4), then there exists a non-empty affinoid domain
V of Y and a purely pd´δq-dimensional Zariski-closed subset S of an analytic domain
of X such that ϕpV q Ă S (11.1.5). This is slightly weaker than the “dream property”
discussed in (4) (one does not control the whole of ϕpY q, but only the image of an
affinoid domain which can possibly be very small), but this can nevertheless be useful
for some purposes, like carrying out an induction on the dimension of the base space
(this is the way we use it in the proof of Theorem 11.3.3).
0.3.2. About the previous results by Kiehl. — In [Kie68], Kiehl has estab-
lished some analogous results for a morphism between two affinoid rigid spaces, but
they do not a priori imply our theorems for the following reason.
In the rigid analytic context, one only deals with fibers over rigid points. To be
sure, any point of an analytic space can be made rigid after a suitable ground field
extension, and it follows from the author’s previous work [Duc09] that all proper-
ties involved can be checked after any ground field extensions. But the combination
of these remarks and of Kiehl’s theorems does not yield directly the corresponding
statements in the Berkovich setting, unless one knows that the formation of the fiber-
wise validity locus of a given property in rigid-analytic geometry commutes with scalar
extension. And this has not been addressed by Kiehl, whose methods do not seem
to apply straightforwardly to such questions: indeed, these methods are very “alge-
braic”, and it is not clear – at least to the author – how one could use them to deal
with scalar extension, which involves completion operations.
Because of that, and also for the reader’s convenience, we have chosen to write
self-contained and purely “Berkovich” proofs; hence we recover and extend Kiehl’s
results.
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CHAPTER 1
BACKGROUND MATERIAL
This chapter presents our general conventions in topology, algebra and algebraic
geometry, and then provides some basic reminders in analytic geometry. The reader
who already knows well Berkovich’s theory may skip most of it, but should never-
theless have a look at 1.2.7 ff. for our conventions about analytic spaces without
mention of a ground field, and at section 1.2.7 and especially 1.3.7 for our conven-
tions and notation about coherent sheaves and their stalks. Be aware that we depart
from Berkovich’s terminology in two cases:
‚ We say “boundaryless” instead of “closed” (1.3.20).
‚ We say “finite at a point” instead of “quasi-finite at a point”, “locally finite”
instead of “quasi-finite” (1.2.17), and we have our own definition for “quasi-
finite” (1.4.15, Remark 1.4.16).
Let us also mention that we shall make much use in this memoir of graded com-
mutative algebra, after Temkin [Tem04]. Since this theory essentially consists of
a somehow tedious transcription of classical commutative algebra with the words
“graded” or “homogeneous” added almost everywhere, we have chosen to write the
corresponding reminders (almost without proofs, though some of them are sketched)
not in this chapter, but in Appendix A at the end of the memoir. The reader may
refer to it if needed. Let us simply say here that for us, “graded” will always mean
“Rˆ`-graded”, with multiplicative graduation.
1.1. Prerequisites and basic conventions
1.1.1. Prerequisites. — The understanding of this memoir requires of course
a robust general knowledge of commutative algebra, algebraic geometry and non-
archimedean analytic geometry; let us make this precise.
In commutative algebra, we will use freely the “usual” notions about commutative
rings (and especially local noetherian rings) and modules over the latter: flatness,
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Krull dimension, depth and codepth, regularity, properties like Rm and Sm (due
to Serre), Cohen-Macaulay, Gorenstein, or (local) complete intersection; and also
Grothendieck’s crucial concept of excellence. Possible references on these topics are
Matsumura’s textbook [Mat86] and part of EGA and SGA: [EGA IV1], Chapter
0, §15, §16 and §17; [EGA IV2], §6 and §7; and [SGA 1], Expose´ V. We will also
assume the reader to be familiar with elementary valuation theory; see for instance
[Bou85], Chapitre VI.
In algebraic geometry, we will use scheme theory in the spirit of EGA and of the
French school in algebraic geometry, and the reader will be assumed to master the
corresponding language. Parts of this memoir have been more specifically inspired
by the treatment of smoothness in the book [BLR90] on Ne´ron models by Bosch,
Lu¨tkebohmert and Raynaud, by the first part of Raynaud and Gruson’s seminal work
on flatness [RG71], and by [EGA IV3] §12 which is devoted to relative properties.
Familiarity with these texts might therefore be helpful, but is not strictly needed.
In analytic geometry, the basics of Berkovich’s approach as exposed in [Ber90] and
[Ber93] §1 will be considered known. We will also make much use of the works by
the author on dimension theory [Duc07b] and on “commutative algebra properties”
of analytic spaces [Duc09], as well as of Temkin’s theory of the reduction of germs
[Tem04]. Some acquaintance with these topics is then recommended; nonetheless,
we will recall all related definitions and statements that are needed for our purposes.
1.1.2. Conventions in algebra. — In this memoir, all rings (and algebras) are
commutative and have a unit element; morphisms of rings (and algebras) always
respect the unit elements. The group of invertible elements of a ring A will be denoted
by Aˆ. The acronyms CM and CI will stand respectively for “Cohen-Macaulay” and
“complete intersection”.
If M is a module over a ring A and if I denotes the annihilator of M , the Krull
dimension of M will be by definition the Krull dimension of the ring A{I; in more
geometric terms, this is the dimension of the support of M on Spec A.
We shall often use for short the multi-index notation, which consists of the follow-
ing. Let Λ be a multiplicative commutative monoid, let n be a non-negative integer
and let τ “ pτ1, . . . , τnq be an n-uple of elements of Λ (the reader should have two
examples in mind: the case where Λ “ Rˆ` and the case where Λ is the multiplicative
monoid of an algebra of polynomials or power series over some ground ring in the
indeterminates τj ). Let I “ pi1, . . . , inq P Z
n be such that ij ě 0 as soon as τj is
not invertible. Then the product
ś
τ
ij
j will be simply denoted by τ
I . If all τj ’s are
invertible, we will set τ´1 “ pτ´11 , . . . , τ
´1
n q.
1.1.3. Conventions in topology. — We shall use the terminology of Bourbaki
[Bou71]. A topological space X will be called quasi-compact if every open covering
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of X admits a finite sub-covering; it will be called compact if it is quasi-compact and
Hausdorff.
Let X be a topological space. It will be called:
‚ locally compact if X is Hausdorff and every point of X has a compact neighbor-
hood in X ;
‚ countable at infinity if X is Hausdorff and X is the union of (at most) countably
many compact subsets;
‚ paracompact if X is Hausdorff and every open covering of X can be refined into
a locally finite open covering.
If X is locally compact, it is paracompact if and only if it is the disjoint union of
open subsets that are countable at infinity ([Bou71], Chapitre I, §9, no 10, Th 5). If
this is the case, then for every basis of neighborhoods B of X , every open covering
of X can be refined into a locally finite covering consisting of elements of B (this is
what the proof of [Bou71] actually shows).
A continuous map p : Y Ñ X between two arbitrary topological spaces is said to
be proper if it is universally closed; i.e., for every continuous map Z Ñ X and every
closed subset F of Y ˆX Z, the image of F in Z (by the second projection) is closed.
(Be aware that p is not required to be separated; this is Bourbaki’s convention and
we have chosen to follow it despite the inconsistency with the definition of properness
in algebraic geometry, because some of our results actually hold for maps between
analytic spaces that are topologically proper in Bourbaki’s sense without any sepa-
ratedness assumption; see Theorem 9.2.1 and Theorem 9.2.2). If p is proper, p´1pKq
is quasi-compact for every quasi-compact subset K of X ([Bou71], Chapitre I, §10,
no 2, Prop. 6). If Y is Hausdorff and X is locally compact, p is proper if and only if
p´1pKq is compact for every compact subset K of X ([Bou71], Chapitre I, §10, no 3,
Prop. 7).
If E is any subset of a topological space X , the closure of E inside X will be
denoted by E
X
.
1.1.4. Conventions in algebraic geometry. — The word “scheme” will be un-
derstood here without particular assumption. We shall always make precise when the
scheme we are working with is separated, noetherian, excellent, reduced, of finite type
over some ground ring, etc.
If X is a scheme and if x is a point of X , the maximal ideal of OX,x will be
denoted by mx, and its residue field by κpxq. If ϕ : Y Ñ X is a morphism of schemes,
the scheme-theoretic fiber of ϕ over x will be denoted by ϕ´1pxq or Yx ; this is a
κpxq-scheme.
A morphism of schemes Y Ñ X is called regular if it is flat and if for every point x
of X the fiber Yx is locally noetherian and geometrically regular; i.e., YxbF is regular
16 CHAPTER 1. BACKGROUND MATERIAL
for any finite, purely inseparable extension F of κpxq. A morphism of rings A Ñ B
is said to be regular if Spec B Ñ Spec A is regular.
If F is a coherent sheaf on a noetherian scheme X , and if x is a point ofX , we shall
denote by Fx the stalk of F at x, and by Fκpxq the tensor product κpxq bOX,x F . If
Y is any X-scheme, the pull-back of F to Y will be denoted by FY .
1.2. Analytic geometry: basic definitions
1.2.1. Definition. — An analytic field is a field endowed with an Rˆ`-valuation for
which it is complete; unless otherwise stated, the structure valuation of an analytic
field will be denoted by |¨|.
1.2.2. Example. — Any field endowed with the trivial valuation is an analytic field.
1.2.3. — If k is an analytic field, we shall denote by rk its graded reduction (A.4.7
and also A.4.8); i.e.,
rk “à
rą0
tx P k, |x| ď ru{tx P k, |x| ă ru.
For every positive r, the r-th summand of rk will be denoted by rkr; note than the
usual residue field of rk is nothing but rk1.
If x is any element of k and r any positive number ě |x|, we shall denote by rxr the
image of x in rkr; if r “ |x| we shall simply write rx.
1.2.4. — An analytic extension of an analytic field k is an analytic field L together
with an isometric embedding k ãÑ L; for such an L we shall denote by dkpLq the
transcendance degree of the graded extension rk ãÑ rL (see A.4.11 for a “classical”
interpretation of this invariant).
1.2.5. Convention. — The notion of a k-analytic space will always be understood
in the sense of Berkovich [Ber93] §1.
1.2.6. Topologies. — Let k be an analytic field and let X be a k-analytic space.
The space X comes with a topology, which enjoys very nice properties (this is one of
the distinguished features of Berkovich’s theory): every point of X has a basis of open
neighborhoods that are Hausdorff, locally compact, path-connected, and countable at
infinity.
The space X is also equipped with (set-theoretic) Grothendieck topology. Before
describing it, let us introduce some terminology. If E is any subset of X and if pEiq
is a family of subsets of E, we shall say that pEiq is a G-covering of E if every point
x of E has a neighborhood in E of the form
Ť
iPI Ei for some finite set I such that
x P
Ş
iPI Ei. A subset V of X is called an analytic domain of X if V is G-covered
by the affinoid domains of X that are contained in V . Affinoid domains and open
subsets of X are analytic domains; any analytic domain V of X inherits a canonical
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structure of a k-analytic space. If x is a point of X , an analytic neighborhood of x in
X will be an analytic domain of X which is a neighborhood of x in X .
The site XG is then defined as follows:
‚ Its objects are the analytic domains of X .
‚ Its morphisms are the inclusion maps.
‚ Its topology is the so-called G-topology, whose covering families are exactly the
families pVi Ă V qi for pViq a G-covering of V .
Any locally finite covering of a Hausdorff analytic domain ofX by compact analytic
domains is a G-covering. Any open covering of an open subset of X is a G-covering:
the G-topology is finer than the usual topology. This can be rephrased in a somehow
pedantic way by saying that the forgertful functor induces a morphism of sites from
XG to X .
IfX is quasi-compact, any G-covering of X admits a finite sub-covering; in particu-
lar,X admits a finite affinoid G-covering. Conversely, ifX admits a finite set-theoretic
affinoid covering, it is quasi-compact because any affinoid domain is compact.
If X is Hausdorff, it is paracompact if and only if it admits a locally finite affinoid
covering. Indeed, the direct implication is due to the comments following the definition
of paracompactness given in 1.1.3 (by taking for B the set of finite unions of affinoid
domains). For the converse implication, suppose we are given a locally finite affinoid
covering pXiqiPI ofX ; we may assume that everyXi is non-empty. Let R be the finest
equivalence relation on I such that iRj as soon as Xi XXj ‰ H (if the latter holds
we shall say that i and j are elementary equivalent). Fix C P I{R and fix i P C. For
every n ě 1, the set Cn of indices j P C that are linked to i by a chain of at most n
elementary equivalences is finite, because pXiq is locally finite. Hence the union XCn
of all Xj ’s for j running through Cn is compact; therefore XC :“
Ť
iPC Xi “
Ť
nXCn
is countable at infinity. Since X “
š
CPI{R XC and since every XC is open in X
(again by local finiteness of the covering pXiq), the space X is paracompact.
Let ϕ : Y Ñ X be a morphism of k-analytic spaces. If ϕ is topologically proper
(see 1.1.3) then ϕ´1pV q is quasi-compact for every quasi-compact subset V of X , and
in particular for every affinoid domain V of X . Conversely, assume that ϕ´1pV q is
quasi-compact for every affinoid domain V ofX ; the morphism ϕ is then topologically
proper. Indeed, its fibers are quasi-compact, so it suffices to prove that it is closed.
But this can be checked G-locally on X , which allows us to assume that X is affinoid.
The space Y is then quasi-compact, hence can be written as a finite union
Ť
Yi with
Yi affinoid for all i. Now Yi Ñ X is closed for every i, hence ϕ is closed.
1.2.7. — If X is a k-analytic space, and if L is an analytic extension of k, we shall
denote by XL the L-analytic space deduced from X by extending the ground field
to L. There is a natural map XL Ñ X which is surjective, cf. [Duc07b], §0.5. If A
is a k-affinoid algebra, we shall denote by AL the L-affinoid algebra ApbkL.
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1.2.8. — An analytic space without mention of any ground field is a pair pk,Xq
where k is an analytic field and X a k-analytic space; a morphism between two
analytic spaces pL, Y q and pk,Xq consists of an isometric embedding k ãÑ L and
a morphism Y Ñ XL of L-analytic spaces. Similarly we define an affinoid algebra
(resp. space) as a pair pk,Aq (resp. pk,Xq) where k is an analytic field and A a k-
affinoid algebra (resp. andX a k-affinoid space). While speaking about analytic spaces
and morphisms between them, we shall of course most of the time omit mention of
the fields and the isometric embeddings involved. Hence instead of saying “let pk,Xq
be an analytic space” we shall say “let X be an analytic space” and we shall refer to
k as to the field of definition of X .
1.2.9. — If x is a point of an analytic space, its completed residue field will be
denoted by H pxq. We note that if V is an analytic domain of X containing x, then
H pxq does not depend whether x is viewed as belonging to V or to X .
1.2.10. — Let k be an analytic field. A point x of a k-analytic space is called rigid
if H pxq is a finite extension of k.
Assume that |kˆ| ‰ t1u. By the analytic Nullstellensatz ([BGR84], 6.1.2, Cor. 3),
any non-empty strictly k-affinoid space has a rigid point; this implies that every
non-empty strictly k-analytic space (hence in particular any non-empty boundaryless
k-analytic space) has a rigid point.
1.2.11. — An analytic space X is said to be good if every point of X has an affinoid
neighborhood, hence a basis of affinoid neighborhoods.
1.2.12. — Let X be an analytic space, and let k be its field of definition. An X-
analytic space is a k-analytic space Y together with a morphism Y Ñ X of k-analytic
spaces; we emphasize that Y and X have the same field of definition. For such a
space Y and for x a point of X , we shall denote by Yx the fiber of Y over x; this is
an H pxq-analytic space. If the morphism Y Ñ X has been given a name, say ϕ, this
fiber will also be denoted by ϕ´1pxq.
1.2.13. — Be aware that the category of analytic spaces in the sense of 1.2.8 does
not admit fiber products in general. For instance, M pCpq ˆM pQpq M pCpq does not
exist as an analytic space. But if
Y
  ❅
❅❅
❅❅
❅❅
❅ Z
~~⑦⑦
⑦⑦
⑦⑦
⑦
X
is a diagram in the category of analytic spaces and if Y or Z isX-analytic, then Y ˆXZ
does exist in the category of analytic spaces (and is Z-analytic in the first case, and
Y -analytic in the second case). Moreover, the natural continuous map from Y ˆXZ to
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the fiber product of Y and Z over X in the category of topological spaces is surjective.
Indeed, let x be a point of X , let y be a pre-image of x on Y and let z be a pre-image
of x on Z. We want to prove that there exists a point in Y ˆX Z lying above both y
and z. For that purpose we may assume that X,Y and Z are affinoid, say respectively
equal to M pAq,M pBq and M pCq. The completed tensor product H pyqpbH pxqH pzq
is non-zero because it contains H pyq bH pxq H pzq by a result of Gruson ([Gru66],
§3.2 Thm. 1 (4)); hence its Banach spectrum M pH pyqpbH pxqH pzqq is non-empty
([Ber90], Thm. 1.2.1). Now if t is a point of M pH pyqpbH pxqH pzqq, its image on
M pBpbACq “ Y ˆX Z lies above both y and z, and we are done.
1.2.14. Definition. — A polyradius is a finite family of positive real numbers.
1.2.15. — Let r “ pr1, . . . , rnq be a polyradius and let T “ pT1, . . . , Tnq be a family
of indeterminates. For every analytic field k we denote by kr the k-algebra of power
series
ř
IPZn aIT
I with coefficients in k such that |aI | r
I Ñ 0 as |I| Ñ 8. The
map
ř
aIT
I ÞÑ max |aI | r
I is a multiplicative norm on kr (cf. [Duc07b], 1.2.1),
which makes kr a k-affinoid algebra. Its analytic spectrum M pkrq is the affinoid
domain of the analytic n-dimensional affine space An,ank ([Ber93], p. 25) defined by
the conditions |Ti| “ ri for i “ 1, . . . , n.
The norm of kr being multiplicative, it defines a point ηk,r on M pkrq Ă A
n,an
k ,
which is by its very definition the unique point at which every function belonging
to kr achieves its maximum; otherwise said, ηk,r is the unique element of the Shilov
boundary of M pkrq and we call it the Shilov point of M pkrq. If there is no ambiguity
with the gorund field involved, we shall often write simply ηr instead of ηk,r . Note
that by construction, the field H pηrq is nothing but the completion of the valued
field considered in Example A.4.10; in particular, ČH pηrq is isomorphic to rkpτ{rq
where τ “ pτ1, . . . , τnq is a family of indeterminates, and dkpηrq “ n.
If r is k-free, i.e., r is free when viewed as a family of elements of theQ-vector space
Rˆ`{ |k
ˆ|
Q
, then kr is an analytic field (cf. [Duc07b], 1.2.2). Hence M pkrq “ tηru
and H pηrq “ kr in such cases.
Conversely if M pkrq “ tηru then r is k-free. Indeed, suppose that r is not k-
free. Up to renumbering the ri’s we can assume that there is some j ă n such
that pr1, . . . , rjq is k-free and every ri with i ą j is torsion modulo |k
ˆ| rZ1 ¨ . . . ¨ r
Z
j .
Set L “ kpr1,...,rjq. Since kr “ Lprj`1,...,rnq, the non-empty affinoid space M pkrq is
strictly L-affinoid, hence has an L-rigid point x (1.2.10; we can also see this directly
by choosing a finite extension F of L such that there exists paiqj`1ďiďn in F
tj`1,...,nu
satisfying the equality |ai| “ ri for all i P tj ` 1, . . . , nu). On the other hand, the
equality kr “ Lprj`1,...,rnq implies that ηr “ ηL,prj`1,...,rnq. Hence dLpηrq “ n´ j ą 0,
and ηr is thus not L-rigid; in particular, x ‰ ηr.
1.2.16. — Let r be a polyradius. If X is an analytic space with field of definition
k, we set Xr “ X ˆk M pkrq; analogously, if A is an affinoid algebra with field of
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definition k, we set Ar “ Apbkkr The Shilov section of the continuous arrow Xr Ñ X
is the map that sends a point x to the Shilov point of its fiber M pH pxqrq. The Shilov
section is continuous by Lemma 3.3.2 (i) of [Ber90].
1.2.17. Finite morphisms (see [Ber93], §3.1). — Let X be an analytic space
and let Y be an X-analytic space. If X is affinoid, say X “ M pAq, then Y Ñ X
is said to be finite if Y is X-isomorphic to M pBq for some finite Banach A-algebra
B. In general, Y Ñ X is said to be finite if Y ˆX V Ñ V is finite for every affinoid
domain V of X , and this can be checked on a given affinoid G-covering of X .
Let y be a point of Y . We shall say that Y Ñ X is finite at y if there exists an
open neighborhood V of y in Y and an open neighborhood U of the image of y on X
such that Y Ñ X induces a finite morphism V Ñ U . We shall sometimes say that
Y is finite over X , resp. finite over X at y, instead of saying that Y Ñ X is finite,
resp. finite at y.
A morphism will be called locally finite if it is finite at every point of the source
space.
1.3. Coherent sheaves, Zariski topology and closed immersions
1.3.1. The structure sheaves. — Let X be an analytic space. The site XG inher-
its a sheaf of rings OXG . The restriction OX of OXG to the category of open subsets
of X makes X a locally ringed space. The sheaf of rings OXG is coherent, and so
is OX when X is good (for proofs p1q see [Duc09], Lemme 0.1).
1.3.2. — IfX is an affinoid space, sayX “ M pAq, the global section functor induces
an equivalence between the category of coherent OXG -modules and that of finitely
generated A-modules; if M is a finitely generated A-module the corresponding coher-
ent sheaf on X assigns to any affinoid domain V of X the module M bA OXpV q
(this essentially follows from “Tate acyclicity theorem” and a theorem by Kiehl;
see [Ber93],§1.2).
1.3.3. — IfX is good analytic space, the forgetful functor induces an equivalence be-
tween the category of coherent OXG -modules and that of coherent OX -modules, which
preserves the cohomology groups and maps locally free locally free OXG -modules to
locally free OX -modules ([Ber93], Prop. 1.3.4 and Prop. 1.3.6).
1. It was pointed out to the author by Je´roˆme Poineau that there is a gap in both proofs. Indeed,
in each of them one starts with a surjection On Ñ O and proves that its kernel is locally finitely
generated, though in order to get the coherence one should establish such a finiteness result for any,
i.e., not necessarily surjective, map On Ñ O; but the proofs do not make any use of the surjectivity
assumptions.
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1.3.4. Convention. — LetX be an analytic space. In the sequel, it will be sufficient
for us to work with sheaves on XG, and we shall not need to pay special attention, in
the good case, to the restriction of such a sheaf to the category of open subsets of X
(except for stalks, see 1.3.7 below). For that reason, and for the sake of simplicity,
a coherent OXG -module will simply be called a coherent sheaf on X , and we shall
write OX instead of OXG .
1.3.5. — If F is a coherent sheaf on an analytic spaceX and if Y Ñ X is a morphism
of analytic spaces we shall often denote by FY the pullback of F on Y ; in particular
if V is a analytic domain of X we shall often write for short FV instead of F |V ; if L
is analytic extension of k, we shall write FL instead of FXL ; if r is a polyradius, we
shall write for short Fr instead of FXr .
1.3.6. — Let ϕ : Z Ñ Y and ψ : Z Ñ X be two morphisms of locally noetherian
schemes (resp. analytic spaces), let F be a coherent sheaf on Y and let G be a
coherent sheaf on X . If ϕ and ψ are clearly understood from the context, we shall
denote by F b G the tensor product ϕ˚F bOZ ψ
˚G .
1.3.7. Stalks. — Assume that X is good, let F be a coherent sheaf on X , and let
x be a point of X . We shall denote by Fx the stalk at x of F viewed as a sheaf on
the underlying ordinary topological space of X . In other words,
Fx :“ lim
Ñ
U open neighborhood of x
F pUq.
Note that this convention applies in particular for F “ OX : in this text, OX,x will
always denote the stalk at x of OX viewed as a sheaf of rings on the underlying
ordinary topological space of X . We shall denote by mx its maximal ideal, and by
κpxq its residue field, which is a dense henselian subfield of the valued field H pxq; see
[Ber93], Thm. 2.3.3 – note that he uses the terminology “quasi-complete” instead of
“henselian”. The tensor product κpxq bOX,x Fx will be denoted by Fκpxq.
If X is affinoid, it follows from 1.3.2 that Fx “ OX,x bOXpXq F pXq; we thus also
have Fκpxq “ κpxq bOXpXq F pXq.
1.3.8. Remark. — Be aware that the notation mx and κpxq might be ambiguous,
because they do not mention the ambiant space X , though the object they denote
actually depends on it (contrary to H pxq). Most of the time this will not cause any
trouble; but we will sometimes write xV instead of x in order to indicate that we think
of x as a point of a given good analytic domain V of X : we shall for instance write
κpxV q for the residue field of OV,x, or FκpxV q for FV,x bOV,x κpxV q. Analogously,
if T is a good X-analytic space and t denotes a point of Tx, then we shall write tx
whenever it is important to make precise that t is seen as a point of Tx; e.g., κptxq
will denote the residue field of OTx,t.
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1.3.9. The Zariski topology. — Let X be an analytic space. A Zariski-closed
subset of X is a subset of X that is equal to the zero-locus of some coherent sheaf
of ideals I on X ; i.e., it consists of points x such that fpxq “ 0 for every analytic
domain V of X containing x and every function f belonging to I pV q. As suggested
by the terminology, Zariski-closed subsets of X are exactly the closed subsets of a
topology, the so-called Zariski-topology. If E is any subset of X , we shall denote its
closure for the Zariski topology of X by E
XZar
.
1.3.10. Remark. — Let V be an analytic domain of X . The reader should be
aware that the Zariski topology of V is in general strictly finer than the topology
induced by the Zariski topology of X . Analogously, if Y is an X-analytic space and
if x is a point of X , the Zariski-topology on the fiber Yx is in general finer than the
topology induced by the Zariski-topology of X (nonetheless, they coincide as soon as
x is rigid). This “non-transitivity” of Zariski topology is one of the technical subtleties
that often prevent from transfering verbatim to the analytic framework what is done
in scheme theory.
1.3.11. — Let X be an affinoid space, say X “ M pAq. A subset Y of X is Zariski-
closed if and only if there exists an ideal I of A such that Y is equal to the set
tx P X, p@f P I, fpxq “ 0qu; in other words, the Zariski topology on X is nothing but
the pre-image of the Zariski topology of Spec A under the natural map X Ñ Spec A.
Let Y be a Zariski-closed subset of X and let I be as above. The morphism
M pA{Iq Ñ M pAq induced by the quotient map A Ñ A{I establishes a homeomor-
phism M pA{Iq » Y , which endows Y with the structure of an affinoid space.
1.3.12. — Let X be an analytic space. Let Y be a Zariski-closed subset of X , and
let I be a coherent sheaf of ideals whose zero locus is Y . By performing G-locally the
construction described in 1.3.11 above, one gets a structure of an X-analytic space
on Y , and the structure morphism ι : Y Ñ X satisfies the following property.
1. The map underlying ι is the inclusion, and ι˚OY “ OX{I .
2. If Z is an analytic space and if f : Z Ñ X is a morphism such that I is
contained in Ker pOX Ñ f˚OZq then f factors uniquely through ι.
The Zariski-closed subset Y together with this analytic structure is called the closed
analytic subspace of X defined by I . Its Zariski topology only depends on the set Y ,
and not on I : this is simply the restriction to Y of the Zariski-topology of X , and
we shall call it the Zariski topology of Y .
1.3.13. Remark. — It follows immediately from Gerritzen-Grauert theorem (more
precisely from Temkin’s version of it for Berkovich spaces, see [Tem05], Thm. 3.1)
that if Y is a closed analytic subspace of X , and if V is any analytic domain of Y ,
then V can be G-covered by affinoid domains of the form U X Y with U an affinoid
domain of X .
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1.3.14. — Let k be an analytic field, let X be a k-analytic space and let Y be a
Zariski-closed subset of X . We shall denote by YL the preimage of Y on XL; this is
a Zariski-closed subset of XL.
1.3.15. — A morphism Z Ñ X of analytic spaces is called a closed immersion if it
induces an isomorphism between Z and a closed analytic subspace of X .
1.3.16. — Let X be an analytic space and let Z be an X-analytic space. We say
that the morphism Z Ñ X is separated (or that Z is separated overX) if the diagonal
morphism Z Ñ Z ˆX Z is a closed immersion; it is called locally separated if every
point of Z has an open neighborhood U such that U Ñ X is separated.
If k is an analytic field, a k-analytic space X is called separated (resp. locally
separated) if the structure map X Ñ M pkq is separated (resp. locally separated).
Every embedding of an analytic domain is separated. Every good k-analytic space
is locally separated. Every morphism between locally separated k-analytic spaces is
locally separated.
A separated analytic space is Hausdorff ([Ber93], Prop. 1.4.2) but the converse is
not true in general: for instance, the space Y described in Example 3.4.4 below is
Hausdorff (and even compact) and not separated.
1.3.17. Reduced analytic spaces. — An analytic space X is said to be reduced
if OXpV q is reduced for every analytic domain V of X ; it suffices to check it on every
affinoid domain of X .
1.3.18. — If A is an affinoid algebra, then M pAq is reduced if and only if A is
reduced ([BGR84], 7.3.2 Cor. 10 in the strict case; one can easily reduce to this by
using Lemma 1.3 of [Duc07b]).
Let us also mention that in general, an element f of A is nilpotent if and only if
fpxq “ 0 for all x P M pAq.
1.3.19. G-local nature of Zariski topology and the notion of reduced struc-
ture. — Let X be an anaytic space and let Y be subset of X which is G-locally a
Zariski-closed subset; i.e., there exists a G-covering pXiq of X by analytic domains
such that Y XXi. Let I be the sheaf of ideals defined by the assignment
U ÞÑ tf P OXpUq, fpyq “ 0 @ y P Y X Uu.
The sheaf I is coherent ([Duc09], Prop. 4.2 (i); the proof rests in the crucial way on
the result recalled in 1.3.18), and its zero-locus is equal to Y ; hence Y is Zariski-closed.
As a consequence, being Zariski-closed is of G-local nature.
It follows from the definition that I is the greatest coherent sheaf of ideals on X
with zero-locus Y ; if J another such sheaf, then I is the radical of J ; i.e., the sheaf
of functions that are G-locally nilpotent modulo J (if Y “ X we can take J “ 0,
hence I is the sheaf of G-locally nilpotent functions).
24 CHAPTER 1. BACKGROUND MATERIAL
The closed analytic subspace defined by I is denoted by Yred. It is reduced and
it is the final object of the category of reduced analytic spaces Z equipped with a
morphism ϕ : Z Ñ X such that ϕpZq Ă Y .
Instead of writing Yred, we shall sometimes simply write Y after having made
precise that we endow it with its reduced analytic structure.
1.3.20. Boundary. — Let X be an analytic space and let Y be an X-analytic
space. There is a well-defined notion of boundary of the morphism Y Ñ X , which
is also called the relative boundary of Y over X ([Ber90], Def. 2.5.7 for the affinoid
case, and [Ber93], Def. 1.5.4 in general). This is a closed subset of Y which is denoted
by Bpϕq or BpY {Xq; its complement is called the interior of ϕ, or the relative interior
of Y over X , and is denoted by Intpϕq or IntpY {Xq. The morphism ϕ is said to be
inner or boundaryless at some point y of Y if y P IntpY {Xq; it is said to be inner or
boundaryless if it is so at every point of Y ; i.e., if BpY {Xq “ H (Berkovich calls such
a map a closed morphism, but we shall not use this terminology here: we shall reserve
closed for denoting morphisms that are topologically closed).
We shall write BX and IntpXq instead of BpX{M pkqq and IntpX{M pkqq, for k the
field of definition of X ; we shall call them respectively the boundary and the interior
of X . The space X will be called boundaryless if BX “ H; any boundaryless space is
good.
1.3.21. — Let us list here some useful, basic properties of the boundary that will
be useful.
(1) If Y Ñ X is finite, it is boundaryless. Conversely, if Y Ñ X is boundaryless
and if both Y and X are affinoid, then Y Ñ X is finite ([Ber90], Cor. 2.5.13).
(2) If Y is an analytic domain of X then BpY {Xq is nothing but the topological
boundary of Y inside X ([Ber93], Prop. 1.5.5 (i)).
(3) Assume that Y Ñ X is locally separated (1.3.16; note that this assumption
holds if both Y and X are good, or if Y is an analytic domain of X), let Z be
an X-analytic space and let σ : Z Ñ Y be an X-morphism. We then have the
equality
IntpZ{Xq “ Intpσq X pσ´1pIntpY {Xqq
([Tem04], Cor. 5.7). In particular, σpZq Ă IntpY {Xq as soon as σ is boundary-
less; e.g., σ is finite, see (1).
(4) The map Y Ñ X is no longer assumed to be locally separated. If X 1 is an
arbitrary analytic space (not necessarily k-analytic) and if X 1 Ñ X is a mor-
phism, then IntpY {Xq ˆX X
1 Ă IntpY ˆX X
1 Ñ X 1q (this rests on Prop. 3.1.3
of [Ber90]).
(5) The property for a map of being boundaryless is G-local on the target ([Tem04],
Cor. 5.6; be aware that Temkin uses the word “closed” instead of “boundary-
less”).
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1.3.22. Proper morphisms. — Let k be an analytic field and let ϕ : Y Ñ X be
a morphism of k-analytic spaces. We shall say that ϕ is proper (or that Y is proper
over X , or proper X-analytic space) if it satisfies the two following conditions:
1. ϕ is boundaryless;
2. ϕ is proper and separated as a continuous map between topological spaces, see
1.1.3.
Properness can be checked G-locally on the target; any proper morphism is closed;
any finite morphism is proper.
1.3.23. Kiehl’s Theorem. — Let ϕ : Y Ñ X be a proper morphism of analytic
spaces (1.3.22). If F is any coherent sheaf on Y , then Rqϕ˚F is a coherent sheaf on
X for every q; in particular, ϕ˚F is coherent. This is essentially due to Kiehl who
proved it in the rigid-analytic setting, [Kie67a]; for the details about the transfer of
this result in Berkovich’s theory, see [Duc15], section 2.
Let Z be a Zariski-closed subset of Y and let I be the sheaf of ideals on Y that
defines the reduced structure on Z. By definition, a section of OY belongs to I if
and only if it vanishes pointwise on Z. Hence a section of OX belongs to the kernel
J of OX Ñ π˚pOY {Zq if and only if it vanishes pointwise on ϕpZq.
By (the Berkovich avatar of) Kiehl’s theorem, ϕ˚pOY {I q is a coherent sheaf on
X , hence J is a coherent sheaf of ideals on X . By the above, ϕpZq is contained in
the zero-locus of J .
On the other hand, since ϕ proper, it is in particular topologically proper and ϕpZq
is thus a closed subset of X . Since J is the sheaf of functions vanishing pointwise
on ϕpZq, we have the equality JXzϕpZq “ OXzϕpZq. Hence the zero-locus of J is
contained in ϕpZq, and thus equal to ϕpZq. As a consequence, ϕpZq is a Zariski-closed
subset of X .
1.4. Dimension theory
We recall here some basic facts about the dimension theory of analytic spaces. Ref-
erences are Berkovich’s foundational work on the topic [Ber90], §2 and the author’s
paper [Duc07b].
1.4.1. Analytic dimension of an affinoid algebra. — Let k be an analytic field
and let A be a k-affinoid algebra. Let L be an analytic extension of k such that AL
is strictly L-affinoid. The Krull dimension of AL does not depend on the choice of L,
and is called the k-analytic dimension of A; we shall denote it by dimk A (it is finite
unless A “ 0, in which case we have dimk A “ ´8).
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1.4.2. — The analytic dimension may actually depend on k, and not only on the
ring A. For instance, let r “ pr1, . . . , rnq be a k-free polyradius and let L be any
analytic extension of k such that ri P |L
ˆ| for every i (e.g., L “ kr). The L-algebra
Lpbkkr “ Lr is then strictly L-affinoid, and of Krull dimension n; one has therefore
dimk kr “ n. On the other hand, kr is an analytic field and dimkr kr “ 0.
1.4.3. — We have dimKrullA ď dimk A. Indeed, choose a k-free polyradius r such
that |kˆr | ‰ t1u and such that Ar is strictly kr-affinoid. If B is any k-affinoid algebra
that is a domain, then Br is a domain too ([Duc07b], Lemme 1.3). It follows that
the pre-image of an irreducible Zariski-closed subset of Spec A under the natural map
Spec Ar Ñ Spec A is still irreducible. On the other hand, Spec Ar Ñ Spec A is
surjective (it is even faithfully flat, [Ber93], Lemma 2.1.2), which implies that two
distinct subsets of Spec A have distinct pre-images on Spec Ar. As a consequence,
dimKrullA ď dimKrullAr “ dimk A.
1.4.3.1. — The k-analytic dimension of A is zero if and only if A is a non-zero finite
k-algebra ([Duc07b], Lemme 1.7).
1.4.4. Dimension of an affinoid space. — IfX is a k-affinoid space, its k-analytic
dimension dimkX is by definition the k-analytic dimension of the corresponding k-
affinoid algebra (hence when X is strictly k-affinoid, it coincides with the Krull di-
mension of X equipped with its Zariski topology). One has dimk V ď dimkX for
every affinoid domain V of X . It follows that dimkX is equal to the supremum of
dimk V for V going through the set of all affinoid domains of X .
1.4.5. Dimension of an arbitrary space. — IfX is an arbitrary k-analytic space,
we define dimkX as the supremum of dimk V for V going through the set of all affinoid
domains ofX (this is compatible with the definition given in 1.4.4 in the affinoid case).
If V is any analytic domain of such an X then dimk V ď dimkX .
1.4.6. — Let X be a k-analytic space. If x P X , we set dkpxq “ dkpH pxqq (see
1.2.4). This invariant plays a role similar to that of the transcendence degree in
classical dimension theory; indeed, one has
dimkX “ sup
xPX
dkpxq.
1.4.7. — Let X be a non-empty k-analytic space. If X consists only of rigid points
it follows from 1.4.6 above that dimkX “ 0. Conversely if dimkX “ 0 it follows
from 1.4.3.1 (applied to every non-empty affinoid domain of X) that X only consists
of rigid points and is topologically discrete.
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1.4.8. Behavior of dk with respect to the Shilov section. — Let X be a k-
analytic space and let r “ pr1, . . . , rnq be a polyradius. Let s : X Ñ Xr denote the
Shilov section (see 1.2.16) and let x be a point of X . It follows from 1.2.15 that
dH pxqpspxqq “ n; we thus have dkpspxqq “ dkpxq ` n.
Let us now assume that r is k-free. We can then write
dkpspxqq “ dkr pspxqq ` dkpkrq “ dkr pspxqq ` n
(because dkpkrq “ n by 1.2.15), whence the equality
dkr pspxqq “ dkpxq.
1.4.9. Local dimension. — There is also a notion of local k-analytic dimension: if
X is a k-analytic space, then for every x P X one defines the k-analytic dimension of
X at x as the infimum of dimk V for V running through the set of analytic domains
of X containing x; we denote it by dimk,xX . If V is any analytic domain of X
containing x then dimk,x V “ dimk,xX . For n P Zě0, we will say that X is of pure
dimension n if dimk,xX “ n for every x P X ; if X is of pure dimension n, so is any
analytic domain of X .
We shall say that X is equidimensional if it is of pure dimension n for some n.
Such an n is necessarily equal to dimkX if X ‰ H; butH is equidimensional, of pure
dimension n for all n, and of dimension ´8.
1.4.10. Abhyankar points. — Let X be a k-analytic space and let x be a point
of X . In view of 1.4.6 we have dkpxq ď dimk,xX . It can be seen as an analytic avatar
of the classical Abhyankar inequality stated in A.4.11 (2). For that reason, we shall
say that x is an Abhyankar point if dkpxq “ dimk,xX .
1.4.11. — Let X be a k-analytic space and let Y be a Zariski-closed subset of X . Let
I be any coherent sheaf of ideals on X whose zero locus is equal to Y . The k-analytic
dimension of the closed analytic subspace of X defined by I only depends on Y , and
not of the chosen ideal sheaf I ; the same holds for its k-analytic dimension at a given
point x of Y . We will then use the expressions “k-analytic dimension of Y ” and “k-
analytic dimension of Y at x”, and the notation dimk Y and dimk,x Y , without fixing
any k-analytic structure on Y . One has dimk Y ď dimkX and dimk,x Y ď dimk,xX .
Let pXiq be any set-theoretic covering of X by Zariski-closed subsets of analytic
domains. One has
dimX “ sup
xPX
dkpxq “ sup
i
sup
xPXi
dkpxq “ sup
i
dimXi.
1.4.12. — Analytic dimension behaves well under ground field extension: if X is a
k-analytic space and L is an analytic extension of k, then dimLXL “ dimkX , and
dimL,yXL “ dimk,xX for every x P X and every pre-image y of x on XL.
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1.4.13. — When the ground field is clearly understood from the context, we shall
omit it in the notation. For instance, if X is an analytic space and if x is a point
of X , then dimX and dimxX will denote analytic dimensions over the analytic field
that is implicitly part of the definition of X . If Y is an X-analytic space and if
y is a point of Y , then dim Yx and dimy Yx will denote H pxq-analytic dimensions.
The integer dimy Yx will be called the relative dimension of Y over X at y; if the
morphism Y Ñ X has been given a name, say ϕ, we shall also write dimy ϕ instead
of dimy Yx, and call it the dimension of ϕ at y. The Zě0-valued function y ÞÑ dimy ϕ
is upper semi-continuous for the Zariski topology of T ([Duc07b], Thm. 4.9). If n is
a non-negative integer, we shall say that Y is of pure relative dimension n over X ,
or that ϕ is of pure dimension n, if dimy ϕ “ n for every y P Y or, which amounts to
the same, if all fibers of ϕ are of pure dimension n. We shall say that Y is relatively
equidimensional over X , or that ϕ is equidimensional, if ϕ is of pure dimension n for
some n P Zě0; the integer n is then uniquely determined as soon as Y ‰ H: this is
the common dimension of all non-empty fibers of ϕ.
1.4.14. — The formula stated in 1.4.6 enables to relate, to some extent, the dimen-
sions of the source, of the target, and of the fibers of a given map. For instance, let
let ϕ : Y Ñ X be a morphism of k-analytic spaces. For every x P X , the equality
supyPϕ´1pxq dH pxqpyq “ dimϕ
´1pxq implies that
dim Y ě sup
yPϕ´1pxq
dkpyq “ sup
yPϕ´1pxq
rdH pxqpyq ` dkpxqs “ dimϕ
´1pxq ` dkpxq.
This has the following consequences:
(1) For every x P X , one has dimϕ´1pxq ď dimY .
(2) If d is a non-negative integer such that dimϕ´1pxq ď d for every x P X , then
dim Y “ sup
yPY
dkpyq ď d` sup
xPϕpY q
dkpxq ď d` dimX.
(3) If d is a non-negative integer such that dimϕ´1pxq “ d for every x P ϕpY q, and
ϕpY q is a Zariski-closed subset of an analytic domain of X , then
dim Y “ d` sup
xPϕpY q
dkpxq “ d` dimϕpY q
(the assumption that ϕpY q is Zariski-closed in an analytic domain of X simply
ensures that dimϕpY q makes sense; of course, the above formula remains valid
without any assumption on ϕpY q if we define dimϕpY q as supxPϕpY q dkpxq).
(4) If y is a point of Y such that dkpyq “ dim Y (such a point exists if and only if
Y is finite-dimensional), and if x denotes its image in X , then
dkpxq “ dim Y ´ dimϕ
´1pxq.
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1.4.15. Quasi-finite morphisms. — Let ϕ : Y Ñ X be a morphism of k-analytic
spaces. If y is a point of y, we shall say that ϕ is quasi-finite at y (or that Y is
quasi-finite at y over X) if dimy ϕ “ 0. The morphism ϕ is then finite at y if and
only if it is quasi-finite and boundaryless at y ([Ber93], Cor. 3.1.10).
We shall say that ϕ is quasi-finite (or that Y is quasi-finite over X) if ϕ is topolog-
ically proper and quasi-finite at every point of y; i.e., ϕ is topologically proper and of
pure relative dimension zero.
A quasi-finite map is finite if and only if it is proper (which means that it is
boundaryless and topologically separated, since it is already topologically proper by
definition).
1.4.16. Remark. — The reader should be aware that our definition of quasi-
finiteness differs from Berkovich’s. Indeed, Berkovich uses the expression “quasi-finite
at the point y” for “finite at the point y” in our sense (1.2.17). We have chosen to
depart from Berkovich’s definition because we want a quasi-e´tale map (see Definition
5.2.6) to be quasi-finite at every point of the source space, and also for the sake of
analogy with scheme theory (see for instance Lemma 8.4.5, Theorem 8.4.6, Theorem
9.1.2 or Theorem 9.1.3).
1.5. Irreducible components
The Zariski topology of an analytic space is far from being noetherian in general,
but there is nevertheless a reasonable theory of irreducible components in this settting.
Brian Conrad developped in it the rigid analytic framework in [Con99]. The author
suggested another approach in [Duc09], §4, which works for arbitrary analytic spaces
and is perhaps more direct (it does not make any use of the normalization, contrary
to [Con99]); we are now going to describe it.
1.5.1. Irreducible analytic spaces. — Let X be an analytic space. A Zariski-
closed subset of X will be called irreducible if it is irreducible for the Zariski topology
of X , and X will be called integral if it is both irreducible and reduced. If Y is an
irreducible Zariski-closed subset of X , it is purely d-dimensional for some d and if Z
is any Zariski-closed subset of Y with Z ‰ Y then dimZ ă d.
1.5.2. Definition. — LetX be an analytic space. There exists a set E of irreducible
Zariski-closed subsets of X having the following properties:
– The set E is G-locally finite; i.e., any affinoid domain ofX intersects only finitely
many elements of E.
– One has X “
Ť
ZPE Z.
– If Y and Z are two elements of E with Y Ă Z then Y “ Z.
30 CHAPTER 1. BACKGROUND MATERIAL
The set E is uniquely determined by those properties. Its elements are exactly the
maximal irreducible Zariski-closed subsets of X ; moreover, every irreducible Zariski-
closed subset of X is contained in one element of E. The elements of E are called the
irreducible components of X .
1.5.3. — IfX “ M pAq is an affinoid space, an irreducible component ofX is nothing
but the pre-image of an irreducible component of Spec A. In general, i.e., if X is no
longer assumed to be affinoid, for every Zariski-closed subset Y of X the following
are equivalent:
(i) Y is an irreducible component of X .
(ii) There exist an affinoid domain V of X and an irreducible component Z of V
such that Y “ Z
XZar
.
1.5.4. — Let X be an analytic space and let Y be a Zariski-closed subset of X ; let
I be a coherent sheaf of ideals with zero locus Y . The irreducible components of the
closed analytic subspace of X defined by I can be characterized purely in terms of
the Zariski topology of Y ; therefore they only depend on the set Y , and not on I ;
we shall call them the irreducible components of Y .
For instance, if E is a subset of the set of irreducible components of X , then thenŤ
ZPE Z is a Zariski-closed subset of X , whose irreducible components are precisely
the elements of E.
1.5.5. — Let X be an analytic space, let V be an analytic domain of X , and let d
be a non-negative integer.
‚ If Y is an irreducible component of X of dimension d, then Y X V is a union
(possibly empty, possibly infinite) of irreducible components of V , each of which
has dimension d.
‚ If Z is an irreducible component of V of dimension d, then Z
XZar
is an irreducible
component of X , of dimension d.
1.5.6. — Let k be an analytic field, let L be an analytic extension of k and let Y be
an irreducible component of a k-analytic space X . The Zariski-closed subset YL of
XL has finitely many irreducible components. For every such component Z we have
dimZ “ dimY , the natural map Z Ñ Y is surjective, and Z is equal to T ˆF L for
some finite separable extention F of k inside L and some irreducible component T of
YF ; moreover Z is an irreducible component of XL.
Conversely, if Z is an irreducible component of XL then its image Y in X is an
irreducible component of X and Z is an irreducible component of YL.
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1.5.7. — If X is an analytic space, then dimX “ supZ dimZ for Z running through
the set of irreducible components ofX . For every x P X the local dimension dimxX is
equal to maxZ dimZ for Z running through the (finite) set of irreducible components
of X containing x.
1.5.8. Remark. — Let x be a point of an analytic space X and let E (resp. F ) be
the set of irreducible components of X that contain (resp. avoid) x; let Y (resp. Z)
be the union of all components belonging to E (resp. F ). Both Y and Z are Zariski-
closed subsets of X . The dimension of Y being the supremum of the dimensions of
all components belonging to E, it is equal to dimxX . Now U :“ Y zZ is a Zariski
open subset of X that contains x, that is contained in Z, and that intersects every
irreducible component of Z. It follows that dimU “ dim Y “ dimxX .
1.5.9. Remark. — Let X be an analytic space and met x be a point of X . Assume
that x lies on a Zariski-closed subset Y of X and is Abhyankar in Y (1.4.10). Since
dim txu
XZar
ě dkpxq and since dkpxq “ dimx Y is the maximum of the dimensions of
the irreducible components of Y containing x, we see that txu
XZar
is an irreducible
component of Y of dimension dimx Y “ dkpxq; note that as x is Zariski-dense in
txu
XZar
, the latter is even the only irreducible component of Y containing x.
1.5.10. — Let ϕ : Y Ñ X be a finite morphism of analytic spaces. Let pYiq be the
family of irreducible components of Y . For every i, the image ϕpYiq is an irreducible
Zariski-closed subset of X , and dimϕpYiq “ dim Yi by 1.4.14. Since ϕ is topologically
proper, the family pϕpYiqq is G-locally finite; it follows that the irreducible components
of ϕpY q are precisely the maximal elements among the ϕpYiq’s.
Now let x be a point of X having exactly one pre-image y on Y ; let J be the set
of indices i such that y P Yi. By the above, the irreducible components of ϕpY q that
contain x are exactly the maximal elements among the ϕpYiq’s for i running through
J . Since dimϕpYiq “ dim Yi for every i, this implies that
dimx ϕpY q “ max
iPJ
dimYi “ dimy Y.
1.5.11. Lemma. — Let n and m be two integers, and let Y Ñ X be a morphism
of k-analytic spaces, with Y of pure dimension m and X of dimension n. Let x be a
point of X such that dkpxq “ n. The fiber Yx is then purely of dimension m´ n.
Proof. — We may assume that Y and X are affinoid. Let T be an irreducible com-
ponent of Yx, let d be its dimension, and let y be an Abhyankar point of T . This
condition implies that T is the only irreducible component of Yx that contains y (Re-
mark 1.5.9); as a consequence, dimy Yx “ d. One has dkpyq “ dH pxqpyq ` d “ n` d,
whence the inequality n` d ď m. It suffices to prove the reverse inequality.
Since dimy Yx “ d, the map Y Ñ X admits by Thm. 4.6 of [Duc07b] a factor-
ization Y Ñ AdX Ñ X whose first step is quasi-finite at y. By Thm. 4.9 (or, more
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simply, Thm. 3.2) of [Duc07b], there exists an affinoid neighborhood V of y in Y
such that V Ñ AdX is quasi-finite.
Since Y is purely m-dimensional, its non-empty affinoid domain V is m-
dimensional. Therefore, there exists v P V with dkpvq “ m. Let z be the
image of v on AdX , and let t be the image of z on X . The morphism V Ñ A
d
X being
quasi-finite, one has
m “ dkpvq “ dH pzqpvq ` dkpzq “ dkpzq “ dH ptqpzq ` dkptq ď d` n.
1.5.12. Lemma. — Let X be an analytic space, let U be a Zariski-open subset of X
and let x be a point of X ; set F “ XzU . The following are equivalent:
(i) The point x belongs to U
X
.
(ii) The point x belongs to U
XZar
.
(iii) The Zariski-open subset U intersects at least one of the irreducible components
of X that contain x;
(iv) There exists an irreducible component Z of X that contains x and satis-
fies dimpF X Zq ă dimZ.
Proof. — It is clear that (i)ñ(ii). Assume that (ii) is true. Let X 1 be the union of all
irreducible components of X that do not contain x. It is a Zariski-closed subset of X .
Its complement XzX 1 is then a Zariski-open neighborhood of x, hence it instersects
U by assumption (ii), whence (iii).
Suppose that (iii) is true. Let Z be an irreducible component of X containing x
and intersecting U . The intersection F X Z is then a proper Zariski-closed subspace
of the irreducible analytic space Z; it follows that dim pF X Zq ă dimZ.
Assume that (iv) is true and let V be an open neighborhood of x. The intersec-
tion Z X V cannot be contained in F X Z because it is of dimension dimZ. There-
fore V X U ‰ H, whence (i).
1.5.13. Corollary. — Let X be an analytic space, let x be a point of X, let V be
an analytic domain of X containing x, and let U be a Zariski-open subset of X. The
point x belongs to U
X
if and only if x P pU X V q
V
.
Proof. — If x P pU X V q
V
it is obvious that x P U
X
. Assume that x P U
X
, and let Z
be as in assertion (iv) of Lemma 1.5.12 above. Let T be an irreducible component
of Z X V containing x. It is of dimension dimZ. Therefore dim pF X T q ă dim T ,
and x P U X V
V
by Lemma 1.5.12.
1.5.14. Corollary. — Let X be a k-analytic space, let L be an analytic extension
of k, let x be a point of X and let y be a point of XL lying above x. Let U be a
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Zariski-open subset of X. One has the equivalence
x P U
X
ðñ y P UL
XL
.
Proof. — If y belongs to UL
XL
, then x obviously belongs to U
X
. Assume conversely
that x P U
X
, and let Z be as in assertion (iv) of Lemma 1.5.12 above. Let T be
an irreducible component of ZL containing y. Since Z is equidimensional, T is of
dimension dimZ. Therefore dimpFL X T q ă dim T , and y P UL
XL
by Lemma 1.5.12.
1.5.15. Codimension. — LetX be a k-analytic space and let Y be a Zariski-closed
subset of X . The codimension codimpY,Xq of Y in X is defined as follows.
‚ If both Y and X are irreducible, codimpY,Xq “ dimX ´ dim Y.
‚ If Y is irreducible, codimpY,Xq “ supZ codimpY, Zq, where Z varies through
the set of irreducible components of X that contain Y .
‚ In the general case, codimpY,Xq “ infZ codimpZ,Xq where Z varies through
the set of irreducible components of Y .
It is trivially checked that these definitions are consistent with each other. If X
and Y are non-empty and equidimensional, then codimpY,Xq “ dimX ´dimY , gen-
eralizing the formula which defined codimension when X and Y are each irreducible.
If x P X , we define the codimension of Y inX at x as being equal to infZ codimpZ,Xq
where Z varies through the set of irreducible components of Y that contain x; it is
denoted by codimxpY,Xq. Note that codimxpY,Xq does make sense even if x R Y ,
and that one has in this case codimxpY,Xq “ `8 by the definition.
1.5.16. — Let us now list some basic properties of the codimension.
(1) Let X be an analytic space, let Y be a Zariski-closed subset of X and let x be a
point of X . If V is any analytic domain of X containing x, it follows from 1.5.5
that codimxpV X Y, V q “ codimxpY,Xq.
(2) Let X “ M pAq be an affinoid space and let Y be a Zariski-closed subset of X
defined by an ideal I of A. Let x be a point of X and let ξ denote its image in
Spec A. By [Duc07b], Prop. 1.11 we have the following equalities:
(2a) codimpY,Xq “ codimpSpec pA{Iq, Spec Aq.
(2b) codimxpY,Xq “ codimξpSpec pA{Iq, Spec Aq

CHAPTER 2
ALGEBRAIC PROPERTIES IN ANALYTIC GEOMETRY
This chapter is devoted to a general study of algebraic properties (like being regular,
Gorenstein, Cohen-Macaulay...) in analytic geometry. Section 2.1 provides some
reminders about the analytification of a scheme of finite type over an affinoid agebra,
and about algebraic properties of (local and global) rings of analytic functions. As a
first application, it describes an elementary procedure (2.1.6) which we shall use quite
often to reduce the algebraic study of local analytic rings to that of affinoid spaces.
Section 2.2–2.6 may appear slightly unattractive. Their motivation is the following:
since we will have to deal with several kind of objects “living on an analytic space”
(like the analytic space itself, coherent sheaves, diagrams in the category of coherent
sheaves, etc.) and with several properties, we have chosen to introduce a rather ab-
stract framework, consisting of objects and properties satisfying some axioms. From
our viewpoint, this offers three advantages:
‚ This allows us to write proofs once for all, and not to repeat them for every
kind of object and/or property of interest.
‚ This emphasizes which arguments are actually needed for proofs.
‚ This could be potentially applied to other objects and properties.
But it might of course be unpleasant or boring to read. For that reason, every
important definition and statement has been given a concrete counterpart involving
only explicit objects and properties, to which readers can directly refer if they prefer
to avoid considering our dry formalism.
More precisely, sections 2.2 and 2.3 are essentially devoted to the presentation of
the abstract framework alluded to above. Then in section 2.4, we explain what it
means for one of the properties we consider to hold at a point of an analytic space;
e.g., see the “concrete” Lemma-Definition 2.4.3; the point is that one cannot use local
rings of arbitrary (i.e., not necessarily good) analytic spaces, hence the definition has
to be given a G-local flavor, which requires checking some compatibilities of restriction
to analytic domains. Thereafter we establish GAGA results about those properties;
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see the “concrete” Lemma 2.4.6. And we show that some of them have a Zariski-open
locus of validity, sometimes automatically non-empty whenever the ambient space is
reduced; see the “concrete” Lemma 2.4.9.
In section 2.5, we investigate the validity at a point of some usual properties of
a morphism of coherent sheaves (like injectivity, surjectivity, and bijectivity), and
it almost does not involve our general abstract setting. We prove that surjectivity
can be checked at the level of fibers (2.5.4; this is a straightforward consequence of
Nakayama’s Lemma), and that our notions of injectivity, surjectivity and bijectivity
are compatible with the usual ones in sheaf theory (2.5.5).
In section 2.6 we go back to our general formalism in order to study the behavior
of algebraic properties under ground field extension; some of them are preserved by
arbitrary such extensions, some of them (essentially, those that involve regularity)
only by analytically separable extensions; see the “concrete” Proposition 2.6.7, and
Definition 2.6.1 for the notion of an analytically separable extension.
The final section of this chapter (2.7) is essentially independent of the preceding
ones. It aims at extending some GAGA results which are known for affinoid spaces,
but not for arbitrary finitely generated scheme over an affinoid algebra (or at least,
they are not available in the literature in such generality). For instance, we get GAGA
principles for local dimension (Lemma 2.7.6; note that it only works in the strict case),
for codimension (Lemma 2.7.10 (3)), for normalization (Lemma 2.7.15 (2)), and for
irreducible components (Proposition 2.7.16).
2.1. Analytification of schemes, algebraic properties of analytic rings
2.1.1. — Let X be an affinoid space, say X “ M pAq. We shall denote the scheme
Spec A by Xal (here “al” stands for algebraic). Let X be an Xal-scheme locally of
finite type. The category of good X-analytic spaces Y endowed with a morphism of
locally ringed spaces Y Ñ X making the diagram
Y //

X

X // Xal
commute admits a final object, which is denoted by X an and is called the analytifica-
tion of X ; the canonical map X an Ñ X is surjective, and the analytic space X an is
relatively boundaryless over X ([Ber93], Prop. 2.6.2). The space X an is Hausdorff,
resp. compact, if and only if the Xal-scheme X is separated, resp. proper ([Ber93],
Cor. 2.6.7 and Prop. 2.6.9). The assignment X ÞÑ X an is functorial in X . Note
that pXalqan “ X . This construction commutes with affinoid base change: if Z is an
affinoid space and if Z Ñ X is a morphism, then X an ˆX Z “ pX ˆXal Z
alqan.
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If x is a point of X an, its image in X will be denoted by xal; if F is a subset of
X an, its image in X will be denoted by F al. If Y is a closed (resp. open) subscheme
of X , then Y an is closed analytic subspace (resp. an open subspace) of X an, which
is set-theoretically equal to the pre-image of Y on X an. For that reason, we shall
more generally denote by Ean the pre-image on X an of any subset E of X . By
surjectivity of X an Ñ X , we have pEanqal “ E for every subset E of X , so the
assignment E ÞÑ Ean is injective. If F is a coherent sheaf on X , its pull-back on
X an will be denoted by F an.
If X is proper over Xal, then non-Archimedean GAGA holds (cf. for instance
[Poi10], Annexe A; the case where X “ Spec A is essentially due to Tate and Kiehl,
see 1.3.2): the functor F ÞÑ F an induces an equivalence, which moreover preserves
cohomology, between the category of coherent sheaves on X and that of coherent
sheaves on X an; we shall denote by G Ñ G al a quasi-inverse of the latter. Therefore
Y ÞÑ Y an induces a bijection between the set of closed closed subschemes of X and
the set of closed analytic subspaces of X an. The inverse bijection will be denoted
by Y ÞÑ Y al. This implies that any Zariski-closed subset of X is of the form Ean
for some Zariski-closed subset E of X . By injectivity of E ÞÑ Ean, it follows that
E ÞÑ Ean induces a bijection between the set of Zariski-closed subsets of X and that
of Zariski-closed subsets of X an; the converse bijection is induced by the assignment
F ÞÑ F al.
2.1.2. — Let X be an analytic space, let x be a point of X and let F be a coherent
sheaf on X . Let T Ñ X be a morphism of analytic spaces, with T affinoid.
(1) We shall write F alT instead of pFT q
al; this should not cause any confusion.
(2) If V is an affinoid domain of X containing x we shall denote by xalV the image
of x on V al (this is consistent with the notation xV introduced in Remark 1.3.8
to indicate that x is viewed as belonging to V ).
(3) If X is affinoid and the affinoid space T is X-analytic, we shall write T alx instead
of pTxq
al; this should not cause any confusion. We shall denote by talx the image
of t on T alx (this is consistent with the notation tx introduced in Remark 1.3.8
to indicate that t is viewed as belonging to the fiber Tx). We shall use (in
acccordance with our general conventions in scheme theory) the notation T al
xal
for the scheme-theoretic fiber of T al Ñ Xal at xal.
2.1.3. Algebraic properties of analytic rings. — Let k be an analytic field and
let L be an analytic extension of k. Let A be a k-affinoid algebra, let B be the algebra
of analytic functions on some affinoid domain of M pAq. Let X be a good k-analytic
space, let V be a good analytic domain of X , and let x be a point of V .
(1) The ring A is excellent ([Duc09], Thm. 2.13; the strictly affinoid case is due to
Kiehl [Kie69]).
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(2) The A-algebra B is regular ([Duc09], Thm. 3.3; flatness follows from [Ber90],
Prop. 2.2.4 and from [BGR84], Cor. 6 of §7.3.2 in the strict case).
(3) The A-algebra AL is faithfully flat ([Ber93], Lemma 2.1.2).
(4) The local ring OX,x is noetherian, henselian ([Ber93], Thm. 2.1.4 and
Thm. 2.1.5), and excellent ([Duc09], Thm. 2.13).
(5) The morphism OX,x Ñ OV,x is regular ([Duc09], Thm. 3.3; flatness is a straight-
forward consequence of statement (2) above).
(6) The morphism XL Ñ X is flat when viewed as a morphism of locally ringed
spaces ([Ber93], Cor. 2.1.3).
2.1.4. Regularity of analytification. — Let X be a scheme locally of finite type
over an affinoid algebra. For every x P X an, the morphism OX ,xal Ñ OX an,x is
regular ([Duc09], Thm. 3.3; flatness is due to Berkovich, [Ber93], Prop. 2.6.2).
2.1.5. — Let X be an affinoid space and let x be a point of X . Faithful flatness of
OXal,xal Ñ OX,x has the following consequences.
(1) Assume that OX,x is a domain. Being a subring of OX,x, the local ring OXal,xal
is a domain too. This implies that xal lies on a unique irreducible component
X of Xal; hence x lies on a unique irreducible component of X , namely X an
(for another proof of this fact, see [Duc09], Lemme 0.11).
(2) Assume moreover that the domain OX,x is a field. By surjectivity of the map
Spec OX,x Ñ Spec OXal,xal , the scheme Spec OXal,xal consists of one point;
therefore the domain OXal,xal is a field and x
al is the generic point of X .
2.1.6. Approximation of finite algebras. — Let X be a good analytic space and
let x be a point of X . Let B be a finite OX,x-algebra. Since OX,x is noetherian, B
is finitely presented. Therefore there exists an affinoid neighborhood X 1 of x in X
and a finite OXpX 1q-algebra R such that B “ OX,x bOXpX1q R. The affinoid space
Z :“ M pRq is finite over X 1. We shall say that B is induced by the finite X 1-analytic
space Z; if B is a quotient of OX,x, we can chose X 1 and R so that R is a quotient
of OXpX
1q, and Z is then a closed analytic subspace of X 1. If z1, . . . , zr denote the
pre-images of x on Z, one has B “
ś
i OZ,zi because Z Ñ X
1 is topologically closed
(for details see [Ber93], Lemma 2.1.6, which is the key point for proving that OX,x
is henselian).
Assume moreover that B is a domain. The point x has thus only one pre-image z
on Z, and since OZ,z “ B is a domain, it follows from 2.1.5 (1) that z lies on a unique
irreducible component T of Z. Let I be the sheaf of ideals on Z that defines Tred.
Since T is the unique irreducible component of Z containing z, this is a neighborhood
of z in Z; therefore, any section of I vanishes pointwise in a neighborhood of z,
hence is nilpotent in OZ,z , which is a domain. As a consequence, Iz “ 0 and the
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closed analytic subspace Tred of Z induces the identity map IdOZ,z . Hence the finite
X 1-space Tred still induces the finite OX,x-algebra B.
Therefore any finite OX,x-algebra which is a domain (resp. any quotient of OX,x by
a prime ideal) can be induced by an integral finite X 1-space (resp. an integral closed
analytic subspace of X 1) for some affinoid neighborhood X 1 of X .
2.2. A rather abstract categorical framework
In this memoir we deal with with various kinds of geometric objects: analytic spaces
equipped with their G-topology and the corresponding structure sheaf, schemes of
finite type over an affinoid algebra, (spectra of) local rings of good analytic spaces,
etc., and the goal of this section is to define a category T that encompass all of them.
Technically speaking, all aforementioned objects are locally ringed toposes, and all
relevant morphisms between them are morphisms of locally ringed toposes (the reader
should not be afraid about that: one does not need to know what a topos is, let alone
a morphism of toposes; we will only use these concepts here as unifying terminology).
This leads to the following definition of T.
2.2.1. Definition. — We denote by T the smallest subcategory of the category of
locally ringed toposes such that the following hold (we allow ourselves to write for
short that a given object, resp. arrow, belongs to T):
(1) If X is an analytic space, then X (viewed as equipped with its G-topology and
the corresponding structure sheaf) belongs to T.
(2) Let A be a ring which is either an affinoid algebra or of the form OX,x with X
a good analytic space and x a point of X . If B is any A-algebra essentially of
finite type, the affine scheme Spec B belongs to T.
(3) Let X be a scheme. If it admits a covering by open subschemes that belong to
T, then X belongs to T.
(4) Any morphism Y Ñ X between analytic spaces belongs to T.
(5) Let Y Ñ X be a morphism of schemes. If both Y and X belong to T, then
Y Ñ X belongs to T.
(6) Let X be a scheme of finite type over an affinoid algebra. The morphism of
locally ringed toposes X an Ñ X belongs to T.
2.2.2. Remark. — By construction, all objects of T have a coherent structure sheaf,
hence admit a nice theory of coherent sheaves.
2.2.3. Remark. — The only schemes that are required to belong to T are those
mentioned in (2) and (3). Therefore a given scheme belongs to T if and only if it
admits an open covering by affine schemes of the form described in (2).
Note that any field can be seen as an affinoid algebra (once equipped with the
trivial absolute value); hence any scheme of finite type over a field belongs to T.
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Let A be a complete equicharacteristic local notherian ring. It is a quotient of a
formal power series ring krrT1, . . . , Tnss (cf. [Mat86], Thm. 28.3 and the discussion
at the beginning of §29). Since the latter can be seen as an affinoid algebra over the
trivially valued field k (it is isomorphic to ktT1{r1, . . . , Tn{rnu as soon as all ri’s are
smaller than 1), the affine scheme Spec A belongs to T.
2.2.4. — Let us list some consequences of Remark 2.2.3 above.
(1) Any scheme belonging to T is excellent, and even locally embeddable into a
regular excellent scheme. Indeed if k is an analytic field and X a k-affinoid
space, then X admits a closed immersion into some compact polydisc Y over k.
Since the local rings of Y as well as those of Y al are regular (for an elementary
proof, see [Duc09], Lemme 2.1), the scheme Xal admits a closed immersion
into a regular excellent scheme, and every local ring of X is the quotient of an
excellent regular local ring, whence our claim.
(2) Let X be a scheme. If X belongs to T, every X -scheme locally of finite type
belongs to T, and Spec OX ,x belongs to T for every point x of X .
(3) Let Y Ñ X be a morphism of schemes. If both Y and X belong to T, then
Yx and Y ˆX Spec OX ,x belong to T for every x P X .
2.2.5. — We fix a fibered category F over T; if Y Ñ X is an arrow of T, the
corresponding pull-back functor FX Ñ FY will be denoted by D ÞÑ DY . If A is a
ring whose spectrum belongs to T, we shall sometimes write for short FA instead of
FSpec A, and DA instead of DSpec A. If X is any scheme belonging to T, x is a point
of X , and D is an object of FX , we shall write Dx instead of DOX ,x . If X is a
scheme of finite type over an affinoid algebra, the pull-back functor FX Ñ FX an will
be denoted by D ÞÑ Dan. If k is an analytic field, X is a k-analytic space, and L
is a complete extension of k, the pull-back functor FX Ñ FXL will be denoted by
D ÞÑ DL. We assume moreover that F satisfies the following property:
GAGA axiom for F. — For every affinoid space, the pull-back functor D ÞÑ Dan
from FXal to FX is an equivalence; we denote by D ÞÑ D
al a quasi-inverse of the
latter.
2.2.6. — Let X be an analytic space and let x be a point of X . Let us first assume
that X is good. Let V be an affinoid neigborhood of x in X . The composition functor
FX // FV
D ÞÑDal
// FV al // FOX,x
only depends on x, and not on V . It will be denoted by D ÞÑ Dx. If X is any
OX,x-scheme belonging to T and if D is an object of FX we shall often write DX
instead of pDxqX , if there is no ambiguity; for example, we shall use the notation
Dκpxq and DH pxq.
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2.2.7. — Let L be the category whose objects are local noetherian rings A such that
Spec A belongs to T, and whose arrows are local maps. The contravariant functor
Spec anti-identifies L with a subcategory Spec L of T. The fibered category F gives
rise by restriction to a fibered category over Spec L; we shall denote it by FL.
We are now going to give three examples the reader should keep in mind while
working with this general, abstract fibered category F. For each of them, we shall
only describe the corresponding fiber categories; the definition of pull-back functors
is straightforward and left to the reader.
2.2.8. Example. — We may take for F the category T, viewed as fibered category
over itself in the obvious way: for every object X of T, the fiber category TX simply
consists of the single object X with IdX as unique endomorphism.
The fibered category TL can then be anti-identified with L. This allows us to view
objects of TL as objects of L.
2.2.9. Example. — We may take for F the category CohÑ T of coherent sheaves,
defined as follows: for every object X of T, the fiber category CohX is the category
of coherent sheaves on X .
In particular, objects of CohL can be seen as pairs pA,Mq with A P L and M a
finitely generated A-module.
2.2.10. Example. — Let I be a small category. We may take for F the fibered
category CohI Ñ T, defined as follows: for every object X of T, the fiber category
CohIX is the category of I-diagrams of coherent sheaves onX ; i.e., of covariant functors
from I to CohX (morphisms are natural transformations of functors).
In particular, objects of CohIL can be seen as pairs pA,Dq with A P L and D an
I-diagram of finitely generated A-modules.
2.2.11. Remark. — Examples 2.2.8 and 2.2.9 can actually been interpreted as
particular cases of Example 2.2.10.
Indeed, let us begin with Example 2.2.8. For any category C, there is a unique func-
tor fromH to C. It simply does nothing, because the source category has no object (it
is analogous to the empty map fromH to an arbitrary set); and it has a unique endo-
morphism. Hence we have for every object X of T an equivalence CohHX » TX , both
categories involved having a single object and a single morphism. Those equivalences
essentially commute with pull-back functors, whence an equivalence CohH » T.
Let us now deal with Example 2.2.9. Let t˚u be the category with one single
element and one single morphism. For any category C, the assignment F ÞÑ F p˚q
induces an equivalence between the category of covariant functors from t˚u to C
and C itself. This yields for every object X of T an equivalence Coh
t˚u
X » CohX .
Those equivalences essentially commute with pull-back functors, whence eventually
an equivalence Coht˚u » Coh.
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2.2.12. Convention. — If F is one of fibered categories considered in Examples
2.2.8, 2.2.9 and 2.2.10, objects of FL can be interpreted as objects from commutative
algebra. We shall always use this viewpoint here. In other words, we shall consider
that objects of TL (resp. CohL, resp. Coh
I
L) actually are objects of L (resp. pairs
pA,Mq as in Example 2.2.9, resp. pairs pA,Dq as in Example 2.2.10).
2.3. Formalisation of algebraic properties
2.3.1. — We fix from now on until the end of section 2.6 a property P whose validity
makes sense for every object of FL.
2.3.2. Example. — If F “ T then objects of FL are local noetherian rings (belonging
to L). We can therefore take for P the property of being regular, Gorenstein, CI, or
Rm for some specified m (for a definition of the Rm property, see [EGA IV2], Def.
5.8.2).
2.3.3. Example. — If F “ Coh then objects of FL are pairs pA,Mq with A a
local noetherian ring (belonging to L) and M a finitely generated A-module. We can
therefore take for P the property of being CM, or free of given rank, or of given residue
rank, or of given depth or codepth, or Sm for some specified m (for a definition of
the Sm property, see [EGA IV2], 5.7.2; note that the zero module is Sm for every
m ě 0).
The notions of depth and codepth play a crucial role in this memoir for the con-
struction of de´vissages. Recall that they are related to each other by the formula
codepthApMq “ dimKrullM ´ depthApMq
if M ‰ 0 (the Krull dimension of M is defined in 1.1.2); if M “ 0 we have
dimKrullM “ ´8 and depthApMq “ `8, but codepthApMq “ 0 by convention.
2.3.4. Example. — If I is an interval of Z (viewed as a category through its nat-
ural ordering) and if F “ CohI, then objects of FL are pairs pA,Dq with A a local
noetherian ring (belonging to L) and D an I-indexed sequence
. . .ÑMi´1 ÑMi ÑMi`1 Ñ . . .
of A-linear maps between finitely generated A-modules. We can therefore take for P
the property of being a complex, or of being exact, or of being exact at some specified
position i P I.
2.3.5. Remark. — The properties considered in Example 2.3.3 also make sense for
F “ T, by viewing any local noetherian ring (belonging to L) as a module over itself.
2.3.6. Remark. — One might also of course consider some relevant combinations of
the aforementioned properties. The most important examples the reader should have
in mind are: the property of being reduced, which amounts satisfying both R0 and S1;
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and that of being normal, which amounts satisfying both R1 and S2 (cf. [EGA IV2],
Prop. 5.8.5 and Thm. 5.8.6).
2.3.7. Definition. — Let X be either a good analytic space or a scheme belonging
to T. Let x be a point of X and let D be an object of FX . We shall say that D
satisfies P at x if Dx satisfies P.
2.3.8. Remark. — If D satisfies P at every point of X , one could be tempted to
say for short that D satisfies P, but the reader should be aware that such terminology
might be ambiguous. Indeed, if X belongs to Spec L, it might happen that D satisfies
P in the original meaning (validity of P makes sense for any object of FL), but does
not satisfy P everywhere at X .
By definition, this problem cannot occur as soon as P satisfies condition pGq below.
Hence under this assumption, we shall actually use the expression “D satisfies P”
instead of “D satisfies P at every point of X”.
Condition pGq. — For every local noetherian ring A belonging to L, every prime ideal
p of A and every object D of FA, the following implication holds:
pD satisfies Pq ñ pDAp satisfies Pq.
This amounts requiring that for every scheme X belonging to T and every object
D of FX , the set of points of X at which D satisfies P is stable under generization.
2.3.9. Example. — The following properties satisfy pGq: if F “ T, the property of
being CI [Avr75], of being Gorenstein (Thm. 18.2 of [Mat86]), regular (Serre, see
Thm. 19.3 of [Mat86]), or Rm by its very definition; if F “ Coh, the property of
being CM ([Mat86], Thm. 17.3), of being Sm (by its very definition) or of being of
codepth bounded above by m for some specified m (see [EGA IV2], Prop. 6.11.5);
if F “ CohI for some interval I of Z, the property of being exact at some specified
position i P I.
As far as the CI property is concerned, one may give an alternative, simpler proof,
using the facts that any local ring belonging to L is a quotient of a regular local ring;
see for instance the discussion at the end of [Mat86], §21.
2.3.10. Remark. — Let n be a non-negative integer. The property of being free
of rank n satisfies pGq, but we shall of course use “locally free of rank n” for “free of
rank n at every point”, and not “free of rank n” which we reserve for globally free
sheaves as usual.
2.3.11. Geometric validity. — Let k be a field and let X be a k-scheme belonging
to T. Let x be a point of X and let D be an object of FX . We shall say that D
satisfies P geometrically at x, or for short that D satisfies Pgeo at x, if for every finite
44 CHAPTER 2. ALGEBRAIC PROPERTIES IN ANALYTIC GEOMETRY
extension F of k, the object DXˆkF satisfies P at every point of X ˆkF . If P satisfies
condition pGq, we shall say that D satisfies Pgeo if it does so at every point of X .
Note that if P satisfies pGq, the set of points of X at which D satisfies Pgeo is stable
under generization: this is a formal consequence of the fact that finite morphisms are
closed.
2.3.12. Definition. — Let Y Ñ X be a morphism of schemes belonging to T,
and let D be an object of FX . Let y be a point of Y and let x be its image on
X . We shall say that D satisfies P (resp. Pgeo) fiberwise at y if DYx satisfies P at y
(resp. satisfies Pgeo at y with respect to the canonical morphism Yx Ñ Spec κpxq). If
P satisfies pGq, we shall say that D satisfies P (resp. Pgeo) fiberwise if it does so at
every point.
The study of fiberwise validity of P or Pgeo can often be reduced to that of the
usual validity of P on the source space through a standard trick, which is frequently
used in SGA.
2.3.13. The standard trick. — Suppose that we are given a morphism Y Ñ X
of schemes belonging to T, a point x on X and an object D of FY . Let F be a
finite extension of κpxq (if we are interested in P we shall only consider the case where
F “ κpxq) and let y be a point of Yx ˆκpxq F . Let us endow txu with its reduced
structure, and let Z be any integral finite txu-scheme whose function field is equal
to F ; e.g., we can take for Z the normalization of the Japanese scheme txu inside
F , or the scheme txu itself if F “ κpxq. Let ξ be the generic point of Z , and set
T “ Y ˆX Z . The scheme YxˆκpxqF is nothing but the generic fiber Tξ. Therefore
OYxˆκpxqF,y “ OTξ,y “ OT ,y. Hence DYxˆκpxqF satisfies P at y if and only if so does
DT .
2.3.14. Analytic version of the standard trick. — Suppose that we are given
a morphism Y Ñ X of good analytic spaces, a point y on Y whose image in X is
denoted by x, and an object D of FY . Let ξ be a point of Spec OX,x, let F be a
finite extension of κpξq (if we are interested in P we shall only consider the case where
F “ κpξq), and let η be a point of pSpec OY,yqξ ˆκpξq F . Let B be the quotient of
OX,x by its prime ideal that corresponds to ξ.
Let C be any finite B-subalgebra of F with fraction field F ; e.g., we may take for
C the integral closure of B in F (the ring OX,x is universally japanese), or the ring B
itself when F “ κpξq. Let us shrink X so that X is affinoid and so that C is induced
by a finite integral X-analytic space Z; cf. 2.1.6. Let z be the unique pre-image of x
in Z. Set T “ Y ˆX Z and let t1, . . . , tr be the pre-images of y on T . Let ζ be the
generic point of Spec OZ,z ; note that ζ lies over the generic point of Zal by flatness
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of OZal,zal Ñ OZ,z . Let p the natural map
š
Spec OT,ti Ñ Spec OZ,z . One hasź
i
OT,ti “ OT pT q bOY pY q OY,y
“ OZpZq bOXpXq OY,y
“ OZ,z bOX,x OY,y.
Therefore pSpec OY,yqξ ˆκpξq F is nothing but the generic fiber p
´1pζq. The point η
lies on Spec OT,ti for some i, and the local rings at η of Spec OT,ti and of p
´1pζq
coincide. It follows that DpSpec OY,yqξˆκpξqF satisfies P at η if and only if DT,ti satisfies
P at η.
2.3.15. — We are now going to introduce various technical conditions that make
sense for P.
Condition pHregq. — For any flat morphismAÑ B of L and anyD P FA the following
implications hold:
‚ If DB satisfies P then D satisfies P.
‚ If D satisfies P and if moreover the fibers of Spec B Ñ Spec A are regular then
DB satisfies P.
Condition pHCIq. — For any flat morphism AÑ B of L and anyD P FA the following
implications hold:
‚ If DB satisfies P then D satisfies P.
‚ If D satisfies P and if moreover the fibers of Spec B Ñ Spec A are CI then DB
satisfies P.
Condition pHq. — For any flat morphism AÑ B of L and any D P FA, the object D
satisfies P if and only if DB satisfies P.
Condition pFq. — For every field k, every object D of Fk satisfies P.
Condition pOq. — For any scheme X belonging to T and any object D of FX , the
subset of X consisting of points at which D satisfies P is open.
2.3.16. Remark. — It follows from the definitions that pHqñpHCIqñpHregq and
that pOqñpGq.
2.3.17. Example. — Assume that F “ T. Let m be an integer.
The following properties satisfy pHregq : being regular, and being Rm; see
[EGA IV2], Prop. 6.5.1 Prop. 6.5.3 (ii). The following properties satisfy pHCIq:
being Gorenstein, see [Mat86], Thm. 23.4; being CI, see [Avr75].
The properties of being regular, Rm, Gorenstein, and CI obviously satisfy pFq.
They also satisfy pOq: see [EGA IV2], Scholie 7.8.3 (iv) for regularity and the Rm
property; see [GM78], Cor. 1.5 for the Gorenstein property; and see [GM78], Cor. 3.3
for the CI property.
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As far as condition pOq for Gorenstein and CI properties is concerned, one may
find simpler, alternative proofs using the fact that every scheme belonging to T is
locally embeddable into a regular scheme; see [Mat86], Exercise 24.3 and [EGA IV4],
Cor. 19.3.3.
2.3.18. Example. — Assume that F “ Coh. Let m be an integer.
The properties of being CM, of being Sm and of being of codepth m satisfy pHCIq;
see [EGA IV2], Cor. 6.3.2, Prop. 6.4.1 (i) and (ii). The properties of being CM, of
being Sm and of being of codepth ď m obviously satisfy pFq. They also satisfy pOq;
see [EGA IV2], Scholie 7.8.3 (iv).
The property of being free satisfies pHq, see [EGA IV2], Prop. 6.2.1 (ii); the prop-
erty of being of given residue rank obviously satisfies pHq, hence being free of specified
rank also satisfies pHq.
The property of being free satisfies pFq and pOq. The property of being free of
specified rank still satisfies pOq but it does not satisfy pFq.
2.3.19. Example. — Assume that F “ CohI for I an interval of Z. We will only
list here some properties satisfying pHq: the properties of being a complex, of being
exact, of being a complex having its i-th homology of a given residue rank for some
specified i P I. In the particular case where I “ t0, 1u (in which case CohIX is the
category of maps between two coherent sheaves on X), let us mention the properties
of being an isomorphism, an injection, a surjection.
2.3.20. — Assume that P satisfies pHregq, and let C be a class of morphisms between
analytic spaces that is stable under base change by inclusions of analytic domains and
finite morphisms. Let us consider the following four assertions.
(A) Let Y Ñ X be an arrow belonging to C with Y and X affinoid and with X
integral. Let D be an object of FY al . The object D satisfies P at every point of
Y al lying above the generic point of Xal.
(A˚) Let Y Ñ X be an arrow belonging to C , with Y and X affinoid and with X
integral. Let y be a point of Y and let x be its image in X . Let D be an object
of FY . The object Dy satisfies P at every point of Spec OY,y lying above the
generic point of Xal.
(B) Let Y Ñ X be an arrow belonging to C , with Y and X affinoid. Let D be an
object of FY al . The object D satisfies Pgeo fiberwise at every point of Y
al, with
respect to the morphism Y al Ñ Xal.
(B˚) Let Y Ñ X be an arrow belonging to C , with Y and X good. Let y be a point
of Y and let x be its image in X . Let D be an object of FY . The object Dy
satisfies Pgeo fiberwise at every point of Spec OY,y, with respect to the map
Spec OY,y Ñ Spec OX,x.
Then if (A) is true, so are (A˚), (B) and (B˚). Indeed, we may perform the
“standard trick” described in 2.3.13 in order to reduce assertion (B) to assertion (A),
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and the one described in 2.3.14 in order to reduce assertion assertion (B˚) to assertion
(A˚) (note that both tricks involve base change by inclusions of affinoid domains and
finite maps, which preserve C by assumption).
It thus remains to ensure that (A)ñ(A˚). So let us assume that (A) holds, and
let us prove (A˚). Let η be a point of Spec OY,y lying over the generic point of Xal.
It follows from (A) that Dal satisfies P at the image of η on Y al. Since P satisfies
pHregq and since OY al,yal Ñ OY,y is regular, this implies that Dy satisfies P at η,
whence (A˚).
2.4. Validity in analytic geometry
If X is an analytic space and if D is an object of FX , we have explained in Defini-
tion 2.3.7 what it means forD to satisfy P at a given point ofX , under the assumption
that X is good. The purpose of what follows is to extend this definition to arbitrary
analytic spaces, provided that P satisfies pHregq.
2.4.1. Lemma-Definition. — Let X be an analytic space, let x be a point of X
and let D be an object of FX . Assume that P satisfies pHregq. The following are then
equivalent:
(i) For every good analytic domain U of X containing x, the object DU satisfies P
at x;
(ii) There exists a good analytic domain U of X containing x such that DU satisfies
P at x.
We say that D satisfies P at x if equivalent conditions (i) and (ii) are fulfilled. If D
satisfies P at every point of X and if P satisfies pGq, we shall say that D satisfies P
(cf. Remark 2.3.8).
Proof. — Implication (i)ñ(ii) follows from the fact that there exists a good analytic
domain of X containing x; e.g., an affinoid domain. Now assume that there exists U
as in (ii). Let V be a good analytic domain of X contaning x. Choose a good analytic
domain W of U XV that contains x. The morphisms OV,x Ñ OW,x and OU,x Ñ OW,x
are regular by 2.1.3 (2). By choice of U , the object DU,x satisfies P. Using twice the
fact that P satisfies pHregq, we see that DW,x satisfies P and that DV,x satisfies P.
2.4.2. Remark. — We keep the notation of Lemma-Definition 2.4.1. If V is any
analytic domain of X containing x, it follows from the definition that D satisfies P at
x if and only if so does DV .
In view of Examples 2.3.17–2.3.19 (and Remark 2.3.6), Lemma-Definition 2.4.1
above leads to the following more concrete statement.
2.4.3. Lemma-Definition (concrete version of Lemma-Definition 2.4.1)
Let X be a k-analytic space, let F be a coherent sheaf on X, let G Ñ H be a
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morphism of coherent sheaves on X, and let S be a complex of coherent sheaves on
X. Let x be a point of X and let n be a non-negative integer.
(1) The space X is said to be regular (resp Rn, resp. Gorenstein, resp. CI, resp. nor-
mal, resp. reduced) at x if there exists a good analytic domain V of X containing
x such that the local ring OV,x is regular (resp Rn, resp. Gorenstein, resp. CI,
resp. normal, resp. reduced); and if this is the case, this holds for every good
analytic domain of X containing x.
(2) The coherent sheaf F is said to be Sn (resp. CM, resp. of codepth n, resp. free
of rank n) at x if there exists a good analytic domain V of X containing x such
that the OV,x-module FV,x is Sn (resp. CM, resp. of codepth n, resp. free of
rank n); and if this is the case, this holds for every good analytic domain of X
containing x.
(3) The morphism G Ñ H is said to be injective (resp. surjective, resp. bijective)
at x if there exists a good analytic domain V of X containing x such that the
OV,x-linear map GV,x Ñ HV,x is injective (resp. surjective, resp. bijective); and
if this is the case, this holds for every good analytic domain of X containing x.
(4) The complex S is said to be exact at x if there exists a good analytic domain V
of X containing x such that the complex SV,x of OV,x-modules is exact; and if
this is the case, this holds for every good analytic domain of X containing x.
2.4.4. Remark. — According to our conventions, a space X will be called reduced
it is reduced at every of its points, in the sense of Example 2.4.3 above. One checks
that this is consistent with the former definition of reducedness (1.3.17).
2.4.5. Lemma (GAGA Principles). — Let X be scheme locally of finite type
over an affinoid algebra and let x be a point of X an. Assume that P satisfies pHregq.
The following are equivalent for every object D of FX :
(i) The object D satisfies P at xal.
(ii) The object Dan satisfies P at x.
Proof. — Since P satisfies pHregq, this is an immediate consequence of the regularity
of the map OX ,xal Ñ OX an,x.
In view of Examples 2.3.17–2.3.19 (and Remark 2.3.6), the GAGA principles stated
above lead to the the following more concrete statement.
2.4.6. Lemma (GAGA principles, concrete version of Lemma 2.4.5)
Let X be scheme of finite type over an affinoid algebra and let x be a point
of X an. Let F be a coherent sheaf on X , let G Ñ H be a morphism of coherent
sheaves on X , and let S be a complex of coherent sheaves on X .
(1) The analytic space X an is regular (resp Rn, resp. Gorenstein, resp. CI,
resp. normal, resp. reduced) at x if and only the scheme X is regular (resp Rn,
resp. Gorenstein, resp. CI, resp. normal, resp. reduced) at xal.
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(2) The coherent sheaf F an is Sn (resp. CM, resp. of codepth n, resp. free of rank
n) at x if and only if the coherent sheaf F is Sn (resp. CM, resp. of codepth n,
resp. free of rank n) xal.
(3) The morphism of coherent sheaves G an Ñ H an is injective (resp. surjective,
resp. bijective) at x if and only if G Ñ H is injective (resp. surjective, resp. bi-
jective) at xal.
(4) The complex San is exact at x if and only if the complex S is exact at xal.
2.4.7. Remark. — Both proofs of Lemma-Definition 2.4.1 and Lemma 2.4.5 rest in
a crucial way on the regularity of some local maps (OV,x Ñ OW,x and OU,x Ñ OW,x
in the first one, OX ,xal Ñ OX an,x in the second one), which is required to apply
the axiomatic condition pHregq. But for some of the explicit properties considered in
Lemmas 2.4.3 and 2.4.6, it would be enough to know that the local maps involved are
flat: this is the case for the property of being free of rank n (for a coherent sheaf), of
being injective or bijective (for a map of coherent sheaves), or of being exact (for a
complex of coherent sheaves); note that for surjectivity of a map of coherent sheaves,
flatness is even not necessary: we would be done via Nakayama’s Lemma.
2.4.8. Lemma. — Let X be a k-analytic space and let D be an object of FX .
Assume that P satisfies pOq and pHregq. Let U be the set of points of X at which D
satisfies P.
(1) The set U is Zariski-open in X.
(2) Assume moreover that P satisfies pFq and the space X is reduced and non-empty
(e.g., X is integral). Then U ‰ H.
Proof. — Both assertions are G-local, hence we can assume that X is affinoid. Since
P satisfies pOq, the subset U of Xal consisting of points at which Dal satisfies P is
Zariski-open. Since P satisfies pHregq, Lemma 2.4.5 ensures that U “ U
an, whence
(1).
Assume now that P satisfies pFq and X is reduced and non-empty. In this case
Xal is reduced too, hence there exists a point ξ on Xal such that OXal,ξ is a field
(take the generic point of any irreducible component). As a consequence U ‰ H, so
U “ U an is non-empty.
In view of Examples 2.3.2–2.3.4 (and Remark 2.3.6), Lemma 2.4.8 leads to the
more concrete statement.
2.4.9. Lemma (concrete version of Lemma 2.4.8). — Let X be a k-analytic
space, let F be a coherent sheaf on X, let G Ñ H be a morphism of coherent sheaves
on X, and let S be a complex of coherent sheaves on X. Let x be a point of X and
let n be a non-negative integer.
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(1) The subset of X consisting of points at which X is regular (resp Rn, resp. Goren-
stein, resp. CI, resp. normal, resp. reduced) is Zariski-open, and non-empty if
X is non-empty and reduced.
(2) The subset of X consisting of points at which the coherent sheaf F is Sn
(resp. CM, resp. of codepth ď n, resp. free) is Zariski-open, and non-empty
if X is non-empty and reduced.
(3) The subset of X consisting of points at which the morphism G Ñ H is injective
(resp. surjective, resp. bijective) is Zariski-open.
(4) The subset of X consisting of points at which the complex S is exact is Zariski-
open.
2.5. Fibers of coherent sheaves
2.5.1. Definition. — Let X be an analytic space and let F be a coherent sheaf
on X . Let x be a point of X and let V be a good analytic domain containing x.
The tensor product H pxq bκpxV q FV,x does not depend on V , and will be denoted
by FH pxq. This is a finite dimensional H pxq-vector space which is called the fiber of
F at x. Its dimension is called the fiber rank of F at x and is denoted by rkxpF q.
2.5.2. Basic properties. — Let X be an analytic space and let F be a coherent
sheaf on X . The following properties show that the fiber rank behaves like the usual
fiber rank on a noetherian scheme (or on a locally ringed space with coherent structure
sheaf).
(1) For every good analytic domain V of X and every point x of V , we have the
equality FH pxq “ H pxq bκpxV q FκpxV q.
(2) For every affinoid domain V of X and every point x of V , we have the equalities
FH pxq “ H pxq bOV,x FxV
“ H pxq bOXpV q F pV q
“ H pxq bO
V al
pV alq F
al
V pV
alq
“ H pxq bκpxal
V
q pF
al
V qκpxal
V
q.
(3) For every point x of X , the functor F ÞÑ FH pxq is right-exact.
(4) For every coherent sheaf F , the function x ÞÑ rkxF is upper semi-continuous
for the Zariski topology of X .
(5) For every point x of X and every coherent sheaf F on X , the following are
equivalent:
(i) The vector space FH pxq is zero.
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(ii) The coherent sheaf F is zero at x (in the sense of Lemma-Definition 2.4.1;
it means that F is “free of rank 0” at x in the sense of the more concrete
Lemma 2.4.3).
(iii) There exists an open neighborhood U of x such that FU “ 0.
Indeed, (1) and (2) follow immediately from the definitions and the fact that
FxV “ OV,x bOXpV q F pV q (1.3.7). Assertion (3) is a consequence of (1), and (4)
is a consequence of (2) and of upper semi-continuity of the pointwise rank in the lo-
cally ringed space context (which itself comes from Nakayama’s Lemma). Concerning
(5), let us first assume that FH pxq “ 0. Then for every good analytic domain V of X
containing x one has FκpxV q “ 0 in view of (1), and hence FV,x “ 0 by Nakayama’s
Lemma, whence (ii). Assume now that (ii) holds, and let V be an affinoid domain of
X containing x. By assumption, one has FV,x “ 0, which implies that FU “ 0 for
some open neighborhhod U of x in V ; now (iii) follows from the fact that x has a
neighborhood in X that is the union of finitely many affinoid domains containing x.
The implication (iii)ñ(i) is obvious.
2.5.3. The support of a coherent sheaf. — Let F be a coherent sheaf on X
and let I be the (coherent) annihilator ideal of F (on the site XG). The support of
F is the closed analytic subspace of X defined by I ; it is denoted by SupppF q. If
i : SupppF q ãÑ X is the canonical closed immersion, then F “ i˚i˚F “ i˚i´1F .
LetW be the subset of X consisting of points x such that FH pxq “ 0. By assertion
(4) of 2.5.2 above,W is a Zariski-open subset ofX , and FW “ 0 by assertion (5). The
complement XzW is then equal to (the Zariski-closed subset underlying) SupppF q.
Indeed, by arguing G-locally on X we may assume that it is good. Let x be a point
of X . By the general theory of locally ringed spaces with coherent structure sheaf
pFx ‰ 0q ðñ pIx Ă mxq ðñ pfpxq “ 0 for all f P Ixq,
and the latter condition exactly means that x lies in SupppF q.
In accordance with the usual convention in commutative algebra (1.1.2), the di-
mension of F (resp. the dimension of F at x for x a given point of X) is by definition
the dimension of SupppF q (resp. the dimension of SupppF q at x if x lies in SupppF q,
and ´8 otherwise). We denote it by dimF (resp. dimx F ).
2.5.4. Surjectivity can be checked fiberwise. — Let F Ñ G be a morphism
between two coherent sheaves on X ; let x be a point of X . Let Q be the cokernel of
F Ñ G . Since formation of fibers is a right-exact functor by 2.5.2 (3), the sequence
FH pxq Ñ GH pxq Ñ QH pxq Ñ 0
is exact. By assertion (5) of loc. cit., the vector space QH pxq is zero if and only if Q
is zero at x, that is, if and only if F Ñ G is surjective at x. In other words, F Ñ G
is surjective at x if and only if FH pxq Ñ GH pxq is surjective.
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2.5.5. Consistency with the usual sheaf-theoretic notions. — According to
our general conventions, a morphism of coherent sheaves on X should be called in-
jective, resp. surjective, resp. bijective if and only if satisfies this property at every
point of X . But these notions also make sense in the general sheaf-theoretic context;
our purpose is now to ensure that both terminologies are compatible.
Let F Ñ G be a morphism between two coherent sheaves on X . Let us denote
its kernel by K , and its cokernel by Q. Let U be the complement of SupppK q in
X , and let V be that of SupppQq. It follows from 2.5.3 that U is the set of points
of X at which K “ 0, that V is the set of points of X at which Q “ 0, and that
KU “ 0 and QV “ 0. This implies that U is the set of points at which F Ñ G is
injective, that V is the set of points at which F Ñ Q is surjective, that FU Ñ GU
is sheaf-theoretically injective and that FV Ñ GV is sheaf-theoretically surjective.
It follows that U X V is the set of points at which F Ñ G is bijective, and that
FUXV Ñ GUXV is sheaf-theoretically bijective. As a consequence, our terminology is
compatible with that from sheaf theory.
2.6. Ground field extension
Our aim is now to state some properties of the ground field extension functor in
analytic geometry, beyond faithful flatness. In algebraic geometry, some properties
of schemes of finite type over a field (like being CM, CI, Gorenstein, Sm for some
specified m) behave well under any ground field extension; but some others (like
being regular, or Rm for some specified m) are only preserved in full generality by
separable extensions of the ground field.
An analogous phenomenon holds in analytic geometry. In order to describe it, we
first need to explain what the analytic analogue of a separable extension is.
2.6.1. Definition (after [Duc09]). — Let k be an analytic field. An analytic
extension L of k is called analytically separable if char. k “ 0 or if char. k “ p ą 0
and the semi-norm
Lpbkk1{p Ñ R`, ÿ ℓi b xi ÞÑ
ˇˇˇÿ
ℓixi
ˇˇˇ
looomooon
PL1{p
is a norm equivalent to the tensor norm of Lpbkk1{p.
Let us give some examples (for detailed proofs, see [Duc09], §1.2, Lemme 1.8 and
Exemple 1.9).
2.6.2. Example. — If k is a perfect analytic field, every analytic extension of k is
analytically separable.
2.6.3. Example. — A finite extension of an analytic field is analytically separable
if and only if it is separable.
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2.6.4. Example. — Let k be an analytic field and let r be a polyradius. The analytic
extension k ãÑ H pηrq (1.2.15) is analytically separable (recall that H pηrq “ kr when
r is k-free).
2.6.5. Theorem. — Let X “ pk,Xq be a good analytic space and let L be an analytic
extension of k. Let x be a point of X and let y be a point of XL lying over x.
(1) The fibers of the faithfully flat morphism Spec OXL,y Ñ Spec OX,x are CI, and
geometrically regular when L is analytically separable over k.
(2) If X is affinoid, the fibers of the faithfully flat morphism pXLq
al Ñ Xal are CI,
and geometrically regular when L is analytically separable over k.
Proof. — Assume that X is affinoid and integral. By Prop. 2.2 (a) of [Duc09], there
exists a non-empty open subset U of Xal such that U ˆXal pXLq
al is CI, and regular
when L is analytically separable over k. The theorem then follows by applying 2.3.20
with F “ T, with P being the CI property in general, and the regularity property
when L is analytically separable, and with C being the class of morphisms of the
form YL Ñ Y for Y a k-analytic space.
By the definition of pHCIq and pHregq, the above theorem implies the following
proposition.
2.6.6. Proposition. — Let k be an analytic field, let X be a k-analytic space, let
D be an object of FX, and let L be an analytic extension of k. Let x be a point of X
and let y be a pre-image of x in Y . Assume that P satisfies pHregq.
(1) If DL satisfies P at y then D satisfies P at x;
(2) If D satisfies P at x, then DL satisfies P at y if either L is analytically separable
over k or P satisfies pHCIq.
In view of Examples 2.3.2–2.3.4 (and Remark 2.3.6), Proposition 2.6.6 leads to a
more concrete statement:
2.6.7. Proposition (Concrete version of Proposition 2.6.6)
Let k be an analytic field, let X be a k-analytic space, let F be a coherent sheaf
on X, let G Ñ H be a morphism of coherent sheaves on X, and let S be a complex
of coherent sheaves on X. Let x be a point of X and let n be a non-negative integer.
Let L be an analytic extension of k and let y be a pre-image of x on XL.
(1) The space XL is Gorenstein (resp. CI) at y if and only if X is Gorenstein
(resp. CI) at x.
(2) If XL is regular (resp. Rn, resp. normal, resp. reduced) at y, then X is regular
(resp. Rn, resp. normal, resp. reduced) at x.
(3) If X is regular (resp. Rn, resp. normal, resp. reduced) at x and L is analytically
separable over k, then XL is regular (resp. Rn, resp. normal, resp. reduced) at
y.
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(4) The coherent sheaf FL is Sn (resp. CM, resp. of codepth n, resp. free of rank
n) at y if and only if F is Sn (resp. CM, resp. of codepth n, resp. free of rank
n) at x.
(5) The morphism of coherent sheaves GL Ñ HL is injective (resp. surjective,
resp. bijective) at y if and only if G Ñ H is injective (resp. surjective, resp. bi-
jective) at x.
(6) The complex SL is exact at y if and only if S is exact at x.
2.6.8. Remark. — Proposition 2.6.6 rests on Theorem 2.6.5 which is needed for
using the axiomatic conditions pHregq or pHCIq. But for some of the explicit properties
considered in Proposition 2.6.7, it would be enough to know that the local maps
involved are flat: this is the case for the property of being free of rank n (for a
coherent sheaf), of being injective or bijective (for a map of coherent sheaves), or of
being exact (for a complex of coherent sheaves); note that for surjectivity of a map
of coherent sheaves, flatness is even not necessary: we would be done via Nakayama’s
Lemma.
2.6.9. Geometric validity. — Let k be an analytic field, let X be a k-analytic
space, and let x be a point of X . Let D be an object of FX . We shall say that D
satisfies P geometrically at x if for every analytic extension L of k and every point y
of XL lying above X , the object DL satisfies P at xL.
Assume that P satisfies pHregq. In order for D to satisfy geometrically P at x, it
is sufficient that there exists a perfect analytic extension L of k and a pre-image y
of x on XL such that the object DL satisfies P at y. Indeed, assume that it is the
case, let F be an analytic extension of k and let z be a pre-image of x on XF . By
Lemma 2.6.10 below, there exists an analytic extension K of k, equipped with two
isometric k-embeddings L ãÑ K and F ãÑ K, and a point t P XK lying above both
y and z. Since L is perfect, K is analytically separable over L. It thus follows from
Proposition 2.6.6 above that DK satisfies P at t, and then that DF satisfies P at z.
2.6.10. Lemma. — Let k be an analytic field and let L and F be two analytic
extensions of k. Let Y Ñ X be a morphism of k-analytic spaces. Let X 1 be an F -
analytic space, let X 1 Ñ X be a morphism of analytic spaces and set
Y 1 “ Y ˆX X
1 “ YF ˆXF X
1.
Let y be a point of Y . Let u (resp. y1) be a point of YL (resp. Y
1) lying above y. There
exist a complete extension K of k, equipped with two isometric k-embeddings F ãÑ K
and L ãÑ K, and a point ω of
Y 1K :“ Y
1 ˆF K » Y ˆX X
1
K » YK ˆXK X
1
K » YL ˆXL X
1
K » YF ˆXF X
1
K
lying above both y1 and u.
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Proof. — We immediately reduce to the case where Y and X are k-affinoid and X 1
is F -affinoid. Let A,A1, B and B1 be the respective algebras of analytic functions
on X,X 1, Y and Y 1. The points u and y1 furnish a pair of characters
pBL Ñ H puq, B
1 Ñ H py1qq,
the restriction of which to B go through B Ñ H pyq. The Banach alge-
bra H puqpbH pyqH py1q is non-zero: a result by Gruson ensures that it con-
tains H puq bH pyq H py
1q, [Gru66], §3.2, Thm. 1 (4). There exists therefore an
analytic field K and a bounded homomorphism H puqpbH pyqH py1q Ñ K ([Ber90],
Thm. 1.2.1). This makes K an analytic extension of both H puq and H py1q over
H pyq. One thus gets a new pair of characters
pBL Ñ K,B
1 Ñ Kq
whose restriction to B coincide; that pair induces tautologically a character from
BLpbBB1 “ BLpbAA1 to K, which extends canonically to a character
BK pbAK pK pbFA1q Ñ K.
The latter defines a point ω on YK ˆXK X
1
K lying by construction above both y
1
and u.
2.6.11. Remark. — By Proposition 2.6.6 above, if P satisfies pHCIq then its validity
at a point is equivalent to its geometric validity at the latter. Therefore in practice,
the notion of geometric validity will be of specific interest only when F “ T and when
the property we are considering involves regularity or Rm for some specified m; e.g.,
geometric regularity, geometric reducedness, and geometric normality.
2.7. Complements on analytifications
Our next goal is to extend some results that hold for (spectra of) affinoid algebras
to schemes locally of finite type over such spectra. We fix an analytic field k and a
k-affinoid algebra A; we first consider the strict situation.
2.7.1. Lemma. — Assume that |kˆ| ‰ t1u and that A is strict. Let X be an A-
scheme locally of finite type and let x be a point of X . The point x is closed if and
only if κpxq is a finite extension of k.
2.7.2. Remark. — The result is well-known for X “ Spec A: this is nothing but
the classical analytic Nullstellensatz; our proof essentially consists if reducing to this
situation.
Proof of Lemma 2.7.1. — If κpxq is finite over k, then Spec κpxq Ñ X is finite, and
x is closed. Conversely, let us assume that x is closed, and let ξ be its image in
Spec A. Since x is closed in its fiber Xξ which is locally of finite type over κpξq, it
suffices to prove that κpξq is a finite extension of k. By Chevalley’s theorem, tξu is a
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constructible subset of Spec A, which means that ξ is open in its Zariski closure Y .
Set Z “ Y ztξu; this is a proper Zariski-closed subset of Y .
Let us endow Y with its reduced structure, and let f be a non-zero function on Y
that vanishes pointwise on Z ; let r be the spectral norm of f , seen as a function on the
strict affinoid space Y an. The strict affinoid domain of Y an defined by the condition
|f | “ r is non-empty, hence admits a rigid point z. By construction, fpzalq ‰ 0, which
implies that zal “ ξ. Therefore κpξq is a finite extension of k.
2.7.3. Lemma. — Assume that |kˆ| ‰ t1u and that A is strict. Let X be an
irreducible A-scheme locally of finite type and let Y be an irreducible closed subset of
X .
(1) The scheme X is finite-dimensional, and we have the equality
dimY ` codimpY ,X q “ dimX .
(2) Every closed point of X is of codimension dimX in X .
2.7.4. Remark. — The result is already known for X “ Spec A: see [Duc07b],
Prop. 1.11, and more precisely §1.11.1 in its proof, in which the strict case is handled.
Our proof essentially consists in reducing to this situation.
Proof. — Note that assertion (2) is a particular case of (1); we have written it down
because we wanted to emphasize it. But since A is excellent, hence universally cate-
nary, both statements are actually equivalent, and we shall in fact prove (2).
Let us first assume that X is affine. By the analytic version of Noether’s normal-
ization lemma there exist n P Zě0 and a finite, dominant morphism from Spec A to
the scheme Z :“ Spec ktT1, . . . , Tnu. Let us choose a factorization of the composite
morphism X Ñ Z through a closed immersion X ãÑ Am
Z
(for some m). Let x be a
closed point of X . By Lemma 2.7.1 above, κpxq is a finite extension of k; if z denotes
the image of x on Z , then κpzq is also a finite extension of k, hence z is closed in Z .
By Remark 2.7.4 above, tzu is of codimension n in Z . Being a closed point of the
fiber Amz , the point x is of codimension m in it. By flatness of A
m
Z
Ñ Z , the point
x is then of codimension m ` n in Am
Z
. By catenarity of the latter scheme, x is of
codimension d :“ n `m ´ codimpX ,Am
Z
q in X . Since this holds for every closed
point of X , the integer d coincides with dimX , which ends the proof when X is
affine.
For the general case, let us chose a covering pXiq of X by non-empty affine open
subsets. If i and j are two indices, the intersection Xi XXj is non-empty, hence has
a closed point x. By Lemma 2.7.1, κpxq is finite over k, and x is therefore closed in
both Xi and Xj . By the affine case already proven we have
dimXi “ dimXj “ dimKrullpOX ,xq.
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Hence the Xi’s all have the same dimension d. We then have dimX “ d. If x is a
closed point of X , it belongs to Xi for some i, whence (again by the affine case) we
get the equality dimKrullpOX ,xq “ dimXi “ d.
2.7.5. Remark. — We still assume that k is non-trivially valued and A is strict.
Let X be an A-scheme locally of finite type, let U be a locally closed subscheme of
X and let x be a point of U . It follows from Lemma 2.7.1 that x is closed in U if
and only if it is closed in X , because both assertions are equivalent to the finiteness
of κpxq over k.
Assume moreover that X is irreducible, and let U be a non-empty open subscheme
of X . We then have dimU “ dimX . Indeed, choose a closed point x P U . By the
above and by Lemma 2.7.3, we then have
dimU “ dimKrull OX ,x “ dimX .
2.7.6. Lemma. — Assume that |kˆ| ‰ t1u and that A is strict. Let X be an
A-scheme locally of finite type and let x be a point of X an. One has the equality
dimx X
an “ dimxal X .
Proof. — Since both sides of the equality are local on X , we can assume (by replacing
X with a projective compactification of any affine neighborhood of x) that X is
projective. Let pXiq be the family of irreducible components of X that contain x.
By GAGA (see 2.1.1), the X ani are the irreducible components of X
an that contain
x (this is in fact true without the projectivity assumption, but that is more involved;
see Prop. 2.7.16 below). Therefore it suffices to prove the required equality for every
Xi; we thus can assume that X is irreducible, and in particular purely of dimension
d for some d. It suffices now to prove that X an is purely d-dimensional too.
Let V be a non-empty strict affinoid domain of X an. Let y be a rigid point of V .
We have the equalities
{OV al,yal
V
“zOV,y “ {OX an,y “ {OX ,yal
(the first one and the third one come from Lemma 6.3 of [Ber93], and the middle one
from the fact that y belongs to IntpV {X anq since y is rigid). Since a local noetherian
ring and its completion have the same Krull dimensions, one has
dimKrull OV al,yal
V
“ dimKrull OX ,yal “ d,
where the last equality comes from Lemma 2.7.3 (2). Since the closed points of
the scheme V al are exactly the points of the form yalV for y a rigid point of V , the
dimension of the scheme V al is equal to d. Hence dim V “ d and X an is purely
d-dimensional.
2.7.7. Proposition. — (The valuation on k is no longer assumed to be non-trivial,
nor the algebra A to be strictly affinoid).
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(1) Let Y Ñ X be a morphism of A-schemes locally of finite type, and let y be
a point of Y an. The relative dimension of Y an Ñ X an at y is equal to the
relative dimension of Y Ñ X at yal.
(2) Let Z be a k-scheme locally of finite type. For every point z of Z an one has
dimz Z an “ dimzal Z .
Proof. — Note that assertion (2) is a particular case of (1); we have written it down
because we wanted to emphasize it. But we shall in fact first prove (2), and deduce
(1).
Due to Lemma 2.7.6, assertion (2) holds as soon as |kˆ| ‰ t1u. But since both
sides of the equality are preserved by ground field extension (1.4.12) we can always
reduce to this case.
Let us now prove (1). If x denotes the image of y on X an, the fiber Y anx is
naturally isomorphic to the analytification pYxal ˆκpxalq H pxqq
an; hence (1) follows
from (2) (and from the invariance of the local dimension on a scheme locally of finite
type over a field under ground field extension).
Our purpose is now to extend Lemma 2.7.3 to the non-strict case. In order to do
that, we must understand what happens when one performs a base change from k to
kr for some k-free polyradius r “ pr1, . . . , rnq. The key point will be the following
lemma.
2.7.8. Lemma. — Let X is a reduced (resp. irreducible) A-scheme locally of finite
type and let r be a k-free polyradius. The scheme X ˆA Ar is also reduced (resp. ir-
reducible).
2.7.9. Remark. — When X “ Spec A this is nothing but Lemma 1.3 of [Duc07b],
and we have simply adapted its proof to our more general setting. Let us also mention
that we shall not need the result about reducedness for extending Lemma 2.7.3, and
that it also follows from Lemma 2.4.6 and Proposition 2.6.7; but we have chosen to
include it in this lemma because our elementary method for dealing with irreducibility
provides it almost for free.
Proof of Lemma 2.7.8. — Let us first suppose that X is affine, say X “ Spec B for
some A-algebra B of finite type. Set T “ pT1, . . . , Tnq. Any function belonging to
B bA Ar can be written in a unique way as an infinite sum
ř
IPZn bIT
I , with bI P B
for all I, that converges on every affinoid domain of pX anqr “ pX ˆA Arqan. For
such a function f , we denote by Z pfq the Zariski-closed subset of X defined by the
ideal pbIqI .
Let us now make a general remark. Let f “
ř
bIT
I and g “
ř
βIT
I be two
elements of BbAAr with fg “ 0. Let x be a point of X an. The fiber Y of the base-
change map pX anqr Ñ X an at x is isomorphic to M pH pxqqr . Since fg “ 0, we
have pf |Y qpg|Y q “ 0. As H pxqr is a domain (its norm is multiplicative, cf. [Duc07b],
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1.2.1), f |Y “ 0 or g|Y “ 0; otherwise said, we have
ř
bIpxqT
I “ 0 or
ř
βIpxqT
I “ 0
in H pxqr , which means that every bI vanishes at x (hence at xal) or every βI vanishes
at x (hence at xal). As a consequence, X “ Z pfq
Ť
Z pgq.
Assume that B is reduced. Let f “
ř
bIT
I be a nilpotent element of BbAAr. By
the above remark, X “ Z pfq. This means that for every I, the function bI vanishes
at every point of X , hence is nilpotent, hence is zero because B is reduced. Therefore
f “ 0 and B bA Ar is reduced.
Assume that Spec B is irreducible (but B can now have non-trivial nilpotents),
and let us prove that Spec BbAAr is irreducible. By quotienting by the nilradical of
B (which does not modify the topology of the schemes involved), we can assume that
B is reduced, hence a domain. Note that B Ñ BbAAr is injective by faithful flatness
of Ar over A, hence B bA Ar ‰ 0. Let f “
ř
bIT
I and g “
ř
βIT
I be two elements
of B bA Ar with fg “ 0. We have then X “ Z pfq Y Z pgq. By irreducibility of
X , we have X “ Z pfq or X “ Z pgq. Suppose that X “ Z pfq. For every I, the
function bI vanishes at every point of X , hence is nilpotent, hence is zero because B
is a domain. We thus have f “ 0. Analogously, g “ 0 if X “ Z pgq. This ends the
proof when X is affine.
The assertion about reducedness is local, hence holds in fact for arbitrary X . Let
us now assume that X is irreducible, but not necessarily affine. Choose a non-empty
covering pXiq of X by non-empty open affine subsets (as X is irreducible, it is non-
empty). By the affine case already proven, Xi ˆA Ar is irreducible for every i. And
for every pi, jq the intersection pXi ˆA Arq X pXj ˆA Arq is non-empty, because it
surjects onto Xi X Xj by faithful flatness of A Ñ Ar; it follows that X ˆA Ar is
irreducible.
2.7.10. Lemma. — Let X be an irreducible A-scheme locally of finite type and let
Y be an irreducible closed subset of X .
(1) The scheme X is finite-dimensional.
(2) The analytic space X an is finite-dimensional and
dimX an “ dimY an ` codimpY ,X q
(3) Let r be a k-free polyradius. We have the following equalities and inequalities
(recall that both dimX ˆA Ar and Y ˆA Ar are irreducible by Lemma 2.7.8
above):
(3a) dimX ď dimX ˆA Ar.
(3b) codimpY ˆA Ar,X ˆA Arq “ codimpY ,X q.
Proof. — We begin with (3). Lemma 2.7.8 ensures that the pre-image in X ˆAAr of
any irreducible closed subset of X is still irreducible. Moreover, since X ˆAAr Ñ X
is surjective (by faithful flatness ofAÑ Ar), the pre-images in X ˆAAr of two distinct
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subsets of X are still distinct. These facts imply (3a) as well as the inequality
codimpY ,X q ď codimpY ˆA Ar,X ˆA Arq.
We want to prove the reverse inequality. By catenarity of the scheme X ˆAAr (which
is excellent), we can argue by induction on codimension; hence we only have to con-
sider the case where codimpY ,X q “ 1. Choose a parameter f of the one-dimensional
local ring OX ,η; i.e., f is an element of OX ,η whose zero locus on Spec OX ,η is
set-theoretically equal to the closed point (this existence of such an f comes from
Thm. 13.4 of [Mat86]). Then there exists an open neighborhood U of the generic
point η of Y in X on which f is defined and admits Y XU as set-theoretical zero
locus.
Now pY X U q ˆA Ar is the zero-locus of f in the irreducible scheme U ˆA Ar,
hence the codimension of the proper irreducible closed subset Y ˆA Ar of X ˆA Ar
is equal to 1 by the Hauptidealsatz, whence (3b).
Now take r such that |kˆr | ‰ t1u and Ar is strictly kr-affinoid. The irreducible
scheme X ˆA Ar is finite-dimensional by Lemma 2.7.3, and (1) follows then from
(3a).
Since one has the equalities dimk X
an “ dimkr pX
anqr “ dimkr pX ˆA Arq
an and
the same for Y , assertion (2) follows from (3b), Lemma 2.7.3. and Lemma 2.7.6.
2.7.11. Remark. — Assertion (2) was already known in the affinoid case,
cf. [Duc07b], Prop. 1.11; we have simply adapted the latter’s proof to our more
general setting.
2.7.12. Remark. — Let X be a scheme locally of finite type over an affinoid algebra
A. By Lemma 2.7.10 above, every irreducible component of X is finite-dimensional.
The scheme X itself is then finite-dimensional if and only if the dimensions of its
irreducible components are uniformly bounded above.
Assume that this is the case. The dimensions of the fibers of the map X Ñ Spec A
are then bounded above by some integer d. It follows then from Proposition 2.7.7 (1)
that the dimensions of the fibers of the map X an Ñ M pAq are bounded above by d.
This implies in view of 1.4.14 (2) that dimX an ď dimM pAq ` d; in particular, X an
is finite-dimensional.
2.7.13. Corollary. — Let X be a finite-dimensional scheme locally of finite type
over an affinoid algebra and let Y be a Zariski-closed subset of X . Let x be a point
of X an. We have the following equalities:
(1) codimpY an,X anq “ codimpY ,X q.
(2) codimxpY an,X anq “ codimxalpY ,X q.
2.7.14. — In the proof of Lemma 2.7.6, we have used the fact (due to GAGA over
an affinoid algebra, see 2.1.1) that in the proper case, the irreducible components of
the analytification are the analytifications of the irreducible components. We are now
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going to explain why this holds without any properness assumption. For that purpose,
we first need to establish the compatibility between analytfication and normalization
([Duc09], §5); this is achieved by the following lemma (which follows directly from
the constructions involved when X “ Spec A).
2.7.15. Lemma. — Let X be an A-scheme locally of finite type, and let Y denote
its normalization.
(1) The closed immersion pXredqan ãÑ X an identifies pXredqan with pX anqred.
(2) The finite morphism Y an Ñ X an identifies Y an with the normalization of
X an.
Proof. — By construction, the closed immersion pXredqan ãÑ X an is defined by a
nilpotent ideal, and its source is reduced (Lemma 2.4.6), whence (1).
Let us now prove (2). In view of (1), we can replace X with Xred, hence assume
that X is reduced. The formation of the normalization of an analytic space commutes
to restriction to analytic domains ([Duc09], Lemme 5.1.11) and is G-local on the
target ([Duc09], proof of Thm. 5.13). Hence by using compactification of affine
charts on X we reduce to the case where the latter is proper over A. Now let Z
be the normalization of X an. The morphism π : Z Ñ X an is finite, the image of
every irreducible component of Z is an irreducible component of X an, and the set of
point of X an at which OX an Ñ π˚OZ is not an isomorphism does not contain any
irreducible component of X an (indeed, the latter property is G-local, and is fulfilled
by construction of the normalization on any affinoid chart).
By GAGA over affinoid algebras (2.1.1) applied to the coherent OX an -algebra
π˚OZ , the finite morphism Z Ñ X an arises from a (unique) finite morphism Z Ñ X
(which we still denote by π). The scheme Z is normal because Z an is normal (Lemma
2.4.6), the image of every irreducible component of Z is an irrreducible component of
X , and the set of points of X at which OX Ñ π˚OZ is not an isomorphism does not
contain any irreducible component of X . If pXiq denotes the family of irreducible of
X , we thus may write Z “
š
Zi where each Zi is normal and maps birationally onto
Xi (equipped with its reduced structure). In other words, Zi is the normalization of
Xi for all i, and Z is therefore the normalization of Y of X , whence the equality
Z “ Y an.
2.7.16. Proposition. — Let X be an A-scheme locally of finite type, and let pXiq be
the family of irreducible components of X . The X ani ’s are the irreducible components
of X an.
Proof. — We first note that pX ani q is a locally finite family of Zariski-closed subsets
of X an, which are pairwise not comparable with respect to the inclusion relation (by
surjectivity of X an Ñ X ). It is therefore sufficient to prove that X ani is irreducible
for every i. Otherwise said, we have reduced to the case where X is irreducible. Let
Y be its normalization. Since Y an is the normalization of X an by Lemma 2.7.15,
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it is sufficient by Thm. 5.17 of [Duc09] to prove that Y an is connected. Let us
choose a covering pYiq of the irreducible, normal scheme Y by non-empty affine open
subschemes. Since Yi X Yj ‰ H for everypi, jq, the intersection pY ani q X pY
an
j q is
non-empty; hence it suffices to prove that Y ani is connected for every i.
Fix i and choose a normal, projective compactification Z of Y ani . The analytic
space Z an is normal (Lemma 2.4.6) and irreducible by GAGA over an affinoid algebra
(2.1.1), and Y ani is a non-empty Zariski-open subset of Z
an. It is then connected by
the non-Archimedean avatar of Riemann’s extension theorem ([Ber90], Prop. 3.3.14;
it is based upon the rigid-analytic version due to Lu¨tkebohmert, [Lu¨74] Thm. 1.6).
CHAPTER 3
GERMS, TEMKIN’S REDUCTION AND Γ-STRICTNESS
Convention. — We fix from now on and until the end of the memoir an analytic
field k. We do not make any assumption on it: it is not assumed to be algebraically
closed, it can be of any characteristic and residue characteristic and is not necessarily
perfect, the value group |kˆ| can be any subgroup of Rˆ`, such as t1u or R
ˆ
`, etc.
Berkovich’s theory makes a distinction between strictly k-affinoid spaces, which
are defined by a finite system of equations on a unit compact polydisc, and general
affinoid spaces, whose definition allows arbitrary radii. In Section 3.1, we introduce
an intermediate class of k-affinoid spaces, namely those whose definition allows radii
belonging to a given subgroup Γ ofRˆ`, which are called Γ-strict; these are the building
blocks of the category of Γ-strict k-analytic spaces. The motivation for introducing
such a notion is to keep under control the real parameters that are needed to define
our spaces, especially as far as the description of the image of a map is involved
(Section 9.2); the reader can ignore it at first reading.
If k is non-trivially valued, the category of strictly k-analytic spaces is a full sub-
category of the category of all analytic spaces, but this result is by no way obvious; it
was shown by Temkin in [Tem04], using the theory of graded reduction of (punctual)
analytic germs which he introduced for this purpose (and which is based upon graded
Riemann-Zariski spaces; i.e., spaces of graded valuations). Using the same method,
we shall prove that the category of Γ-strict k-analytic spaces is a full subcategory
of the categories of all analytic spaces (3.5.6). But we first give a detailed account
of Temkin’s theory in Sections 3.3 and 3.4 – we shall need it throughout the whole
memoir, not only for questions related to Γ-strictness, but also because it is a power-
ful tool for the local study of analytic spaces, and often a very efficient substitute for
the theory of formal models (which is technically more involved, and moreover not
available in the non-strict case).
Before doing this, we of course have to say a few words about the notion of a
(punctual) analytic germ. This is done in Section 3.2, in which we also introduce the
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central dimension of such a germ (Definition 3.2.2). This turns out to measure the
difference between the Krull dimension of a local ring of a good analytic space and
the local dimension of the space at the corresponding point (Corollary 3.2.9) and will
play an important role in this work.
Let us end this introduction by mentioning that in the strict context, there is no
need for considering Temkin’s graded reduction: the non-graded reduction (based
upon usual Riemann-Zariski spaces) which he had developped in [Tem00] and is in
some sense the “degree 1” part of the graded reduction, is sufficient. This phenomenon
extends to the Γ-strict context: if one works with a Γ-strict k-analytic germ, there is
no need to consider its whole graded reduction; it is sufficient to consider its “Γ-graded
part”, as explained in 3.5.3.
3.1. Γ-strictness
3.1.1. Notation. — We fix for the whole chapter a subgroup Γ of Rˆ` such that
Γ ¨ |kˆ| ‰ t1u; otherwise said, Γ is non-trivial whenever k is trivially valued.
3.1.2. Γ-strict affinoid algebras. — Let A be a k-affinoid algebra. We shall say
that a A is Γ-strict if it is a quotient of ktr´11 T1, . . . , r
´1
n Tnu for some rj belonging
to Γ.
If A is a quotient of ktr´11 T1, . . . , r
´1
n Tnu for some rj belonging to p|k
ˆ| ¨ ΓqQ,
then A is Γ-strict. Indeed, we can choose a k-free polyradius s “ ps1, . . . , smq such
that |kˆs | ‰ t1u, every si belongs to Γ, and every rj belongs to |k
ˆ
s |
Q
. This implies
that As is strictly ks-affinoid; the proof of Cor. 2.1.8 of [Ber90] together with an easy
induction on m shows then that A is Γ-strict.
3.1.3. Γ-strict k-affinoid spaces. — A k-affinoid space will be said to be Γ-strict
if its algebra of analytic functions is Γ-strict. If X is such a space, the spectral semi-
norm of any analytic function f on X belongs to p|kˆ| ¨ΓqQ Yt0u. Indeed, as we saw
in 3.1.2 above, there exists a k-free polyradius s “ ps1, . . . , smq such that |k
ˆ
s | ‰ t1u,
every si belongs to Γ, and Xs is strictly ks-affinoid. The spectral semi-norm of f
can be computed on Xs; hence it follows from [BGR84], 6.2.1/4 that it belongs
to |kˆs |
Q
Y t0u Ă p|kˆ| ¨ ΓqQ Y t0u.
Conversely, let X be a k-affinoid space such that the spectral semi-norm of ev-
ery analytic function on X belongs to p|kˆ| ¨ ΓqQ Y t0u; then X is Γ-strict. Indeed,
let A be the algebra of analytic functions on X , and let us fix an admissible epi-
morphism ktT1{r1, . . . , Tn{rnu Ñ A. For every i, let si be the spectral radius of
the image of Ti in A. By assumption, si P p|k
ˆ| ¨ ΓqQ Y t0u. Now set ti “ si
if si ‰ 0 and take for ti any element of p|k
ˆ| ¨ ΓqQ X r0, ris if si “ 0. The ad-
missible epimorphism ktT1{r1, . . . , Tn{rnu Ñ A then factors through an admissible
epimorphism ktT1{t1, . . . , Tn{tnu Ñ A, whence the Γ-strictness of A.
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3.1.4. Γ-strict k-analytic spaces. — The class of Γ-strict affinoid spaces is a dense
class in the sense of [Ber93], §1 (the assumption that |kˆ| ¨ Γ ‰ t1u has benne made
precisely to ensure this property). It thus gives rise to a corresponding category of
analytic spaces, which is called the category of Γ-strict k-analytic spaces.
3.1.5. Remark. — If U and V are two Γ-strict affinoid domains of a separated k-
analytic space X , then U X V is a Γ-strict affinoid domain of X by the standard
argument: it is a closed analytic subspace of UˆkV . As a consequence, a separated k-
analytic space admits a Γ-strict k-analytic structure if and only if it admits a G-
covering by Γ-strict affinoid domains, and this structure is then unique. This is for
instance the case for separated boundaryless k-analytic spaces: indeed, every point
of such a space has a Γ-strict affinoid neighborhood.
But be aware that a general (i.e., non necessarily separated) k-analytic space could
a priori admit several Γ-strict k-analytic structures. We shall see in 3.5.4 that this
is actually impossible, but to avoid circular reasoning, we shall for the moment say
that a k-analytic space X “is” Γ-strict if X admits some Γ-strict k-analytic structure.
A Γ-strict analytic domain of such a space will mean an analytic domain admitting
some Γ-strict structure, but not necessarily a Γ-strict analytic domain for the given
Γ-strict k-analytic structure on the ambient space.
3.1.6. Remark. — If |kˆ| ‰ t1u then what what we call t1u-strictness is nothing
but the usual notion of strictness, and we shall of course say strict instead of t1u-strict.
3.1.7. Remark. — There is a small difference between our definition of Γ-strictness
and that of Conrad and Temkin in [CT]: they require the group Γ to contain |kˆ|,
which we do not. Nevertheless, this is more or less irrelevant: indeed, an analytic
space is Γ-strict in our sense if and only if it is Γ ¨ |kˆ|-strict in Conrad and Temkin’s
sense.
The reason why we have chosen to relax the assumption on Γ is the following.
Using our convention, if X is a Γ-strict k-analytic space, then XL is a Γ-strict L-
analytic space for any analytic extension L of k; but such a statement simply does
not make any sense in general if one uses Conrad and Temkin’s convention, because
even if |kˆ| Ă Γ it may happen that |Lˆ| is not contained in Γ.
3.1.8. Remark. — One can also define the notion of a Γ-strict analytic space,
without any mention of the ground field: this is a pair pL,Xq where L is an analytic
field such that |Lˆ| ¨ Γ ‰ 1 and where X is a Γ-strict L-analytic space; morphisms
between such spaces are defined in the obvious way.
3.2. Analytic germs
3.2.1. — Let us recall briefly the definition of the category of (punctual) germs of
k-analytic spaces (which we shall simply call for short k-analytic germs) given by
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Berkovich in [Ber93], 3.4. This is the localization of the category of pointed k-
analytic spaces by the class of morphisms ϕ : pY, yq Ñ pX,xq having the following
property: ϕ induces an isomorphism between an open neighborhood of y and an open
neighborhood of x. A germ pX,xq is said to have a given property (preserved by
restriction to open subsets) if x admits a neighborhood in X having this property.
By replacing k-analytic spaces with analytic spaces in the above construction, we
get the notion of an analytic germ without mention of the ground field.
If pX,xq is an analytic germ, a germ of the form pV, xq for V an analytic domain
of X containing x will simply be called an analytic domain of pX,xq.
We can define in a similar way the category of Γ-strict k-analytic germs (as a
localization of the category of pointed Γ-strict analytic spaces). Be aware that Remark
3.1.5 applies mutatis mutandis in this context, and we shall say that a germ pX,xq
“is” Γ-strict if x admits a Γ-strict analytic neighborhood in X ; i.e., pX,xq admits
some Γ-strict k-analytic structure, which is not a priori compatible with the one on
X nor unique unless pX,xq is separated (but it will be unique a posteriori).
3.2.2. Definition. — Let X be an analytic space and let x be a point of X . The
infimum of the integers dimk txu
VZar
for V running through the set of analytic neigh-
borhoods of x in X only depends on the germ pX,xq; it will be called the k-analytic
central dimension of the germ pX,xq and will be denoted by centdimkpX,xq, or usually
simply by centdimpX,xq if there is no ambiguity about the ground field.
3.2.3. Remark. — We obviously have centdimpX,xq ď dim txu
XZar
, and this in-
equality can be strict; see Remark 4.4.8.
3.2.4. Basic properties of central dimension. — Let X be an analytic space
and let x be a point of X . There exists an analytic neighborhood of x in X of
dimension dimxX (Remark 1.5.8); we thus have centdimpX,xq ď dimxX .
For every analytic neighborhood V of x in X , one has dim txu
VZar
ě dkpxq; there-
fore centdimpX,xq ě dkpxq.
If Y is a closed analytic subspace of X contaning x, it follows from the definition
that centdimpY, xq “ centdimpX,xq. More generally, if Y is a finite X-analytic space
and if y is a pre-image of x on Y , then centdimpY, yq “ centdimpX,xq. Indeed,
by topological properness and topological separatedness of finite morphisms we may
choose an open neighborhood V of x in X such that txu
VZar
“ centdimpX,xq and
such that tyu
WZar
“ centdimpY, yq, where W is the connected component of y inside
YˆXV . The image of tyu
WZar
on V is a Zariski-closed subset of V in which x is Zariski-
dense, hence it coincides with txu
VZar
. One has then dim txu
VZar
“ dim tyu
WZar
by
1.4.14, whence our claim.
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3.2.5. Example. — Since an irreducible k-analytic space is zero-dimensional if and
only if it consists of one rigid point (1.4.7), the central dimension of a germ pX,xq is
zero if and only if x is rigid, in which case dkpxq “ 0.
3.2.6. Example. — Let X be an analytic space, let Y be a Zariski-closed subset of
X and let x be a point of Y . Assume that dimx Y “ dkpxq; i.e., x is an Abhyankar
point of Y . By 3.2.4 we have
dimx Y ě centdimpY, xq “ centdimpX,xq ě dkpxq.
It follows that centdimpX,xq “ dkpxq.
3.2.7. Example. — Let X be a curve and let x be a point of type 4 of X (according
to Berkovich’s classification described in [Ber90], Chapter 4). Then dkpxq “ 0 but x
is not rigid; therefore centdimpX,xq “ 1.
3.2.8. Lemma. — Let X be an affinoid space and let x be a point of X. The
following are equivalent:
(i) mxalOX,x “ mx.
(ii) dimKrull OX,x “ dimKrull OXal,xal.
(iii) centdimpX,xq “ dim txu
XZar
.
Proof. — Let ω be the closed point of Spec OX,x and let p : Spec OX,x Ñ Spec OXal,al
be the canonical map. Let us consider the following assertions:
(a) p´1pxalq “ tωured scheme-theoretically.
(b) p´1pxalq “ tωu set-theoretically.
(c) dim p´1pxalq “ 0.
Assertion (i) is tautologically equivalent to (a). Since the fibers of p are (geo-
metrically) regular, and in particular reduced, one has (a) ðñ (b), and it is clear
that (b) ðñ (c). As (c) ðñ (ii) by flatness of p, we eventually get the equivalence
(i)ðñ (ii).
We are now going to prove the equivalence (i)ðñ (iii). For that purpose, we may
replace X with any of its closed analytic subspaces containing x, and in particular
with txu
XZar
red . Hence we may assume that X is integral and that x
al is the generic
point of Xal; note that under this assumption OXal,xal is a field and mxal “ 0. Let d
be the dimension of X . Since X is irreducible, it is purely d-dimensional, and so are
all of its analytic domains.
Assume that (i) is true, i.e., OX,x is a field. Let V be an affinoid neighborhood
of x in X and let Z be a Zariski-closed subset of V containing x. Let f1, . . . , fn be
analytic functions on V that generate the ideal of functions vanishing pointwise on Z.
For any i, we have fipxq “ 0; the image of fi in OX,x is then not invertible, hence is
zero. Therefore Z contains a neighborhood U of x in V . The dimension of U being
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equal to d, the dimension of Z (which is bounded by d) is equal to d too; therefore,
(iii) is proved.
Assume that (iii) is true; i.e., centdimpX,xq “ d. Let f be a non-zero element
of OX,x, and let V be an affinoid neighborhood of x on which f is defined. Let Y and Z
be two irreducible components of V containing x. Both are of dimension d; if Y ‰
Z, their intersection is a Zariski-closed subset of V containing x and of dimension
strictly smaller than d, which contradicts (iii). Hence there is only one irreducible
component Y of V containing x. The zero-locus of f on Y is a Zariski-closed subset
of Y which is not equal to the whole of Y , because otherwise f would vanish pointwise
on a neighborhood of x, hence would vanish in the reduced local ring OX,x; but by
assumption, this is not the case. Therefore the dimension of the zero-locus of f is
strictly smaller than d, hence this locus can not contain x because of (iii). As a
consequence, f is invertible in OX,x. Thus the latter is a field, and (i) is proved.
3.2.9. Corollary. — Let X be a good analytic space and let x be a point of X. One
has the equality
centdimpX,xq ` dimKrull OX,x “ dimxX.
In particular if x is rigid then dimKrull OX,x “ dimxX.
Proof. — Set d “ centdimpX,xq. Up to shrinkingX we may assume that it is affinoid
and that dim txu
XZar
“ d. Let X1, . . . , Xn be the irreducible components of X that
contain x. For every i, set di “ dimXi and δi “ codimKrullptxu
XZar
, Xiq.
One has dimxX “ max di, and since dim txu
XZar
“ d, Lemma 3.2.8 ensures that
dimKrull OX,x coincides with dimKrull OXal,xal “ codimKrullptxu
XZar
, Xq “ max δi.
But di “ δi ` d for every i (see [Duc07b], Prop. 1.11), whence we get the equality
dimxX “ dimKrull OX,x ` d.
3.2.10. Example. — Let X be a good analytic space and let Y be a Zariski-closed
subset of X . Let x be a point of Y , and assume that dkpxq “ dimx Y ; i.e., x is
Abhyankar in Y . We then have centdimpX,xq “ dkpxq “ dimx Y (Example 3.2.6)
and dim txu
XZar
“ dkpxq (Remark 1.5.9). It follows then from Corollary 3.2.9 that
dimKrull OX,x “ dimxX ´ dimx Y
(in particular, OX,x is artinian as soon as x is Abhyankar in X ; e.g., Y “ X).
If X is moreover assumed to be affinoid, we deduce from Lemma 3.2.8 that
dimKrull OXal,xal is also equal to dimxX ´ dimx Y and that mxalOX,x “ mx.
3.3. Around graded Riemann-Zariski spaces
Our purpose is now to give a short account of Temkin’s theory of (graded) reduction
of analytic germs; our reference is the foundational article [Tem04]. In this section,
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we shall introduce all the required notions about graded Riemann-Zariski spaces; the
application to analytic germs will be explained in Section 3.4.
3.3.1. — Let K be a graded field. If L is any graded extension of K, we shall denote
by PL{K the “graded Riemann-Zariski space of L over K”; i.e., the set of equivalence
classes of graded valuations on L whose restriction to K is trivial (or, in other words,
whose graded ring contains K). For any set S of homogeneous elements of L, we
denote by PL{KtSu the subset of PL{K that consists of graded valuations |¨| such
that |f | ď 1 for every f P S; note that PL{KtSu “ PL{KtSzpS XKqu (in particular
if 0 P S then it can be removed without modifying PL{KtSu). We endow PL{K
with the topology generated by the sets of the form PL{KtSu for S a finite set of
homogeneous elements of L, which are called affine open subsets of PL{K . Note that
PL{K “ PL{KtHu is itself affine, and that the intersection of two affine open subsets
is affine. Note also that every affine open subset of PL{K contains the trivial graded
valuation; the latter is thus a generic point of PL{K , and is easily seen to be the
only one. Any affine open subset of PL{K (especially, PL{K itself) is quasi-compact
([Tem04], 5.3.6); since the intersection of two affine open subsets of PL{K is affine,
PL{K is quasi-separated.
3.3.2. Functoriality. — If F is any graded extension of L, and if E is a graded
subfield of F such that E X L Ą K, restriction of graded valuations defines a
map r : PF {E Ñ PL{K . For every set S of homogeneous elements of L we have
r´1pPL{KtSuq “ PF {EtSu; by applying this when S is finite we see that r is contin-
uous and quasi-compact. Morever, r is surjective as soon as E “ K.
3.3.3. Γ-strictness. — If Γ is a subgroup of Rˆ`, a quasi-compact open subset U
of PL{K is said to be Γ-strict if U is the pre-image of some (possibly empty) quasi-
compact open subset of PLΓ{KΓ ; equivalently, U is Γ-strict if and only if it is a finite
union of affine open subsets whose definition only involve homogeneous elements of
LΓ. We shall simply say strict instead of t1u-strict.
Let S be a finite set of homogeneous elements of L. If S Ă LpDpKq¨Γq
Q
, then there
exists a finite set S1 of homogeneous elements of LΓ such that PL{KtSu “ PL{KtS
1u,
and PL{KtSu is therefore Γ-strict. Indeed, for every f P S there exists a non-zero
homogeneous element af of K and a positive integer nf such that aff
nf P LΓ, and
we can set S1 “ taff
nf ufPS . Conversely, if PL{KtSu is Γ-strict, then S Ă L
pDpKq¨ΓqQ
by Prop. 2.5 (i) of [Tem04].
3.3.4. Remark. — Our definition of Γ-strictness is not exactly that of Temkin in
[Tem04]. Indeed, Temkin requires Γ to contain DpKq, which we do not. More
precisely, Γ-strictness in our sense is equivalent to Γ ¨ DpKq-strictness in Temkin’s
sense. We have made this choice for the sake of consistency with our definition of
strictness in analytic geometry, see Remark 3.1.7.
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3.3.5. Remark. — Because of this difference between our definition and Temkin’s,
there are some results of [Tem04] that cannot be applied directly in our setting.
But we shall remedy this by using the following fact: the natural continuous map
P
LpDpKq¨Γq
Q {K Ñ PLΓ{KΓ is a homeomorphism.
To see this, we first note that in view of 3.3.3, it is sufficient to prove that this map
is bijective. Now let |¨| be an element of PLΓ{KΓ and let f be a homogeneous element
of LpDpKq¨Γq
Q
. By definition, there exists a non-zero homogeneous element a of K,
a homogeneous element g of LΓ and an integer n such that fn “ ag. One checks
straightforwardly that the element |g|1{n only depends on f , and not on pa, n, gq, and
that the assignment f ÞÑ |g|1{n is is the unique pre-image of |¨| on P
LpDpKq¨Γq
Q {K .
Let us mention an important consequence of the above: PL{K Ñ PLΓ{KΓ is the
composition of the surjection PL{K Ñ PLpDpKq¨ΓqQ {K and of the homeomorphism
P
LpDpKq¨Γq
Q {K Ñ PLΓ{KΓ , so it is surjective.
3.3.6. The category SL{K . — We denote by SL{K the full subcategory of the
category of topological spaces over PL{K consisting of objects X Ñ PL{K satisfying
the following conditions:
(1) The space X is quasi-compact and quasi-separated.
(2) The morphism X Ñ PL{K is a local homeomorphism.
For instance, any quasi-compact open subset of PL{K is an object of SL{K through
its inclusion into PL{K .
Let X be an object of SL{K . A chart of X is a quasi-compact open subset U of X
such that U Ñ PL{K is an open immersion. An atlas of X is a finite covering of X by
charts.
Let η be the unique generic point of PL{K and let Xη be the set of pre-images of η
on X. Every non-empty chart U of X has a unique intersection point with Xη, which is
the unique generic point of U. For ξ P Xη, let us denote by Uξ the union of all charts
of X that contain ξ. By the above, ξ is the unique generic point of Uξ, and X is the
disjoint union of the Uξ’s for ξ running through Xη; it follows by quasi-compactness
that Xη is finite and each Uξ is quasi-compact. Note that the Uξ’s are the connected
components of X.
Let F be a graded extension of L, let E be a graded subfield of F containing K,
let r : PF {E Ñ PL{K be the natural map, and let
Y //

PF {E
r

X // PL{K
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be a commutative diagram of topological spaces in which Y Ñ PF {E and X Ñ PL{K
belong respectively to SF {E and SF {K . Since r is quasi-compact by 3.3.2, the con-
tinuous map Y Ñ X is quasi-compact too. If V is a connected component of Y, its
generic point lies above the generic point of a connected component of X: this comes
from the fact that r sends the trivial graded valuation on F to the trivial graded
valuation on L.
3.3.7. Γ-strict objects of SL{K . — Let Γ be a subgroup of R
ˆ
` and let X be an
object of SL{K . A chart of X is said to be Γ-strict if its image on PL{K is Γ-strict.
An atlas of X is called Γ-strict if it consists of Γ-strict charts with pairwise Γ-strict
intersections. The object X is called Γ-strict if it admits a Γ-strict atlas; this amounts
to require that X is isomorphic to Y ˆP
LΓ{KΓ
PL{K for some object Y of SLΓ{KΓ . A
non-empty quasi-compact open subset of X will be said to be Γ-strict if it is Γ-strict
as an objet of SL{K (this is consistent with the previous definition when X “ PL{K).
3.3.8. — We are now going to list some properties related to the notion of a Γ-strict
object, with references to Temkin’s seminal paper [Tem04]. Note that Remark 3.3.5
allows us to use Temkin’s result in our setting (let us also mention that Temkin only
deals with connected non-empty spaces, but this assumption is not seriously needed
for what follows because one can argue componentwise due to 3.3.6). Let X Ñ PL{K
be a Γ-strict object of SL{K and let F be a graded extension of L.
(1) Canonicity. The object of SLΓ{KΓ from which X comes is unique up to a unique
homeomorphism by [Tem04] Prop. 2.6. We shall denote it by XΓ. Note that
in view of Remark 3.3.5, the natural continuous map X Ñ XΓ is surjective.
(2) Functoriality. Let
Y //

PF {K

X // PL{K
be a commutative diagram of topological spaces with Y Ñ PF {K a Γ-strict
object of SF {K . There exists a unique continuous map Y
Γ Ñ XΓ making the
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diagram
Y //

    
  
  
  
PF {K

zz✉✉
✉✉
✉✉
✉✉
✉
YΓ //

PFΓ{KΓ

X //
    
  
  
  
PL{K
zz✉✉
✉✉
✉✉
✉✉
✉
XΓ // PLΓ{KΓ
commute; this follows again from Prop. 2.6 of [Tem04] Note that the uniqueness
of the map is an obvious consequence of the surjectivity of Y Ñ YΓ.
(3) Let U be a Γ-strict, quasi-compact open subset of X. By (2) the open immersion
U ãÑ X is obtained from a continuous map UΓ Ñ XΓ in the category SLΓ{KΓ ,
through the base-change functor by the map PL{K Ñ PLΓ{KΓ . Since the map
PL{K Ñ PLΓ{KΓ is surjective and since U Ñ X is injective, U
Γ Ñ XΓ is injec-
tive, hence is an open immersion. Taking into account the uniqueness part in
the assertion of (2), or more directly the surjectivity of X Ñ XΓ, we get the
following: the map V ÞÑ V ˆXΓ X establishes a bijection (inclusion preserving
in both directions) from the set of quasi-compact open subsets of XΓ to that of
Γ-strict quasi-compact open subsets of X.
(4) Let ∆ be a subgroup of Rˆ` containing Γ. It follows immediately from the
definitions that X is ∆-strict and that X∆ “ XΓ ˆP
LΓ{KΓ
PL∆{K∆ (and hence
X∆ is Γ-strict and pX∆qΓ “ XΓ).
(5) It follows immediately from the definition that Z :“ X ˆPL{K PF {K Ñ PF {K is
a Γ-strict object of SF {K and that Z
Γ “ XΓ ˆP
LΓ{KΓ
PFΓ{KΓ .
3.4. Temkin’s construction
To every k-analytic germ pX,xq, Temkin associates a non-empty, connected object
of SČH pxq{rk, which is denoted by ČpX,xq and called the (graded) reduction of pX,xq.
Let us first explain how it is defined, and then list some of its basic properties; proofs
can be found in Section 4 of [Tem04].
3.4.1. Definition of ČpX,xq: the good case. — Assume that pX,xq is good; i.e.,
x has an affinoid neighborhood in X . Let V be such a neighborhood, say V “ M pAq.
We endow A with its spectral semi-norm, which allows to define a residue graded rk-
algebra rA. It is finitely generated (this follows from [Tem04], Prop. 3.1 (iii), applied
to any presentation of A as an admissible quotient of a Tate algebra). The map
3.4. TEMKIN’S CONSTRUCTION 73
f ÞÑ fpxq induces a morphism of graded rk-algebras rA Ñ ČH pxq; let B denotes its
image. The graded rk-algebra B is finitely generated. The subset PČH pxq{rktBu of
PČH pxq{rk being equal to PČH pxq{rktSu for any finite set S of homogeneous generators
of B over rk, it is an affine open subset of PČH pxq{rk and in particular an object of
SČH pxq{rk. It only depends on X , and not on V ; it is denoted by ČpX,xq.
Let pf1, . . . , fnq be invertible functions on pX,xq; for every i, set ri “ |fipxq|. Let
pY, xq be the analytic domain of pX,xq defined by the conjunction of inequalities
|fi| ď ri. Then the germ pY, xq is good and
ČpY, xq “ ČpX,xq XPČH pxq{rktĆf1pxq, . . . ,Čfnpxqu Ă PČH pxq{rk.
Moreover, every good analytic domain of pX,xq is of the above form (this is a con-
sequence of Gerritzen-Grauert theorem, see [BGR84], §7.3.5 Thm. 1 Cor. 3 in the
strict case, and [Duc03], Lemme 2.4 or [Tem05], Prop. 3.5 for the general case).
3.4.2. Definition of ČpX,xq: the general case. — We do not suppose anymore
that pX,xq is good. The graded reduction ČpX,xq is then defined as the colimit of the
PČH pxq{rk-spacesČpY, xq for pY, xq running through the set of good analytic domains of
pX,xq. This has the following concrete meaning:
‚ For every good analytic domain pY, xq of pX,xq the space ČpX,xq is endowed
with an open immersion ιpY,xq :
ČpY, xq ãÑ ČpX,xq of PČH pxqrk-spaces.
‚ For every good analytic domain pY, xq of pX,xq and every good analytic domain
pZ, xq of pY, xq, the open immersion ιpZ,xq is equal to the restriction of ιpY,xq toČpZ, xq (which is in a natural way an open subset ofČpY, xq as explained in 3.4.1).
‚ The space ČpX,xq is equal to ŤpY,xq ιpY,xqpČpY, xqq for pY, xq running through the
set of good analytic domains of pX,xq.
3.4.3. Properties of pX,xq than can be seen on ČpX,xq. — The germ pX,xq is
separated, resp. good, resp. boundaryless if and only if the PČH pxq{rk-space ČpX,xq is
an open subset of PČH pxq{rk, resp. an affine open subset of PČH pxq{rk, resp. the whole of
PČH pxq{rk.
3.4.4. Example. — Let us assume that X “ M pktT uq and that x is its Shilov
points (in other words, x “ η1). There is a rk-isomorphism rkpτq » ČH pxq that sends
τ to ĆT pxq. Therefore
PČH pxq{rk » Prkpτq{rk “ Prk1pτq{rk1 “ P1rk1
(the middle equality comes from Remark 3.3.5 applied with Γ “ t1u, together with
the fact that Dprkpτqq “ Dprkq). The reduction ČpX,xq is equal to the quasi-compact
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open subset PČH pxq{rktĆT pxqu of PČH pxq{rk, which is identified with A1rk1 through the
above homeomorphism p1q between PČH pxq{rk and P1rk1 .
Now let Y be the k-analytic space obtained by gluing M pktT uq and M pktSuq
along the isomorphism M pktT, T´1uq » M pktS, S´1uq given by S ÞÑ T . The Shilov
points of M pktT uq and M pktSuq are identified and give rise to a single point y on Y .
By the above, there is a homeomorphism between the Zariski-Riemann space PČH pyq{rk
and P1rk1 , modulo which Temkin’s reduction
ČpY, yq is the affine line with double origin,
viewed as a P1rk1 -space through the open immersion of each of the two copies of A
1rk1
it contains (by design). Hence ČpY, yq Ñ PČH pyq{rk is not one-to-one, which witnesses
the fact that pY, yq is not separated.
3.4.5. Functoriality. — Let L be an analytic extension of k, let pX,xq be a k-
analytic germ, and let pY, yq be an L-analytic germ. Any morphism pY, yq Ñ pX,xq
gives rise in a natural way to a commutative diagram of topological spaces
ČpY, yq //

ČpX,xq

PČH pyq{rk // PČH pxq{rk
in which the bottom arrow is the one induced by the extension ČH pxq ãÑ ČH pyq. Note
that ČpY, yq Ñ ČpX,xq is quasi-compact by 3.3.6. Let us now list some very useful
properties of this construction.
(1) If pX,xq is any analytic germ, then pY, xq ÞÑČpY, xq induces a bijection between
the set of analytic domains of pX,xq and the set of quasi-compact, non-empty
open subsets of ČpX,xq; moreover, this bijection commutes with finite unions and
intersections.
(2) If k is an analytic field, a morphism pY, yq Ñ pX,xq of k-analytic germs is
boundaryless if and only if the local homeomorphism
ČpY, yq Ñ PČH pyq{rk ˆP ČH pxq{rk ČpX,xq
is bijective (hence a homeomorphism).
(3) If pX,xq is any analytic germ and if pY, xq is a closed analytic subgerm of pX,xq,
thenČpY, xq Ñ ČpX,xq is a homeomorphism.
(4) Let X be a k-analytic space and let Y be an X-analytic space. Let L be an
analytic extension of k, let Z be an L-analytic space, and let Z Ñ X be a
1. Be aware that this homeomorphism does not preserve the notion of an affine open subset:
indeed, as remarked above, the whole space P ČH pxq{rk is affine, though P1rk1 is not affine as a scheme!
But this local terminology inconsistency should not cause any trouble in practice.
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morphism of analytic spaces. Set T “ Y ˆX Z, let t be a point of T and let x, y
and z denote the images of t in X , Y and Z respectively. Let us set for short
X “ ČpX,xq ˆP ČH pxq{rk PČH ptq{rL
Y “ ČpY, yq ˆP ČH pyq{rk PČH ptq{rL
Z “ ČpZ, zq ˆP ČH pzq{ rL PČH ptq{rL
The natural continuous PČH ptq{rL-map ĆpT, tq Ñ YˆXZ is then a homeomorphism.
(5) Let pY, yq Ñ pX,xq be a morphism of analytic germs, let pV, xq be an analytic
domain of pX,xq, and set pW, yq “ pY, yq ˆpX,xq pV, xq. The reduction
ČpW, yq is
equal to the pre-image ofČpV, xq inČpY, yq.
3.4.6. Remarks. — Assertion (4) is stated by Temkin only when L “ k: this is
Prop. 4.6 of [Tem04] But in view of Prop. 3.1 of op. cit., its proof can be straight-
forwardly adapted to work for arbitrary L. Assertion (3) can be seen as a particular
case of (2), but it can be checked directly from the definition after reduction to the
affinoid case. Assertion (5) is a particular case of (4).
3.5. Temkin’s reduction and Γ-strictness
3.5.1. Lemma. — Let pX,xq be a k-analytic germ. The following are equivalent:
(i) The point x has a Γ-strict k-affinoid neighborhood in X.
(ii) The germ ČpX,xq is a Γ-strict affine open subset of PČH pxq{rk.
Proof. — Let us assume that (i) holds, and let us choose a Γ-strict affinoid neighbor-
hood V of x, say V “ M pAq. By 3.1.3, the spectral semi-norm on A takes values
in p|kˆ|
Q
¨ Γq0; the image B of the natural morphism rA Ñ ČH pxq is thus contained
in ČH pxq|kˆ|Q¨Γ. This implies, in view of the equality ČpX,xq “ PČH pxq{rktSu for any
finite set S of homogeneous generators of B, that ČpX,xq is affine and Γ-strict.
Let us now assume that (ii) holds. We can then write ČpX,xq “ PČH pxq{rktf1, . . . , fnu
where each fi is a non-zero element of ČH pxqri for some ri in Γ. Since ČpX,xq is an
affine open subset of PČH pxq{rk, the germ pX,xq is good (3.4.3); in other words, x has
an affinoid neighborhood V in X . By shrinking V if needed, we may and do assume
that there exist invertible analytic functions h1, . . . , hn on V satisfying for every i the
equalities |hipxq| “ ri and Ćhipxq “ fi. Let h : V Ñ An,ank be the morphism induced
by the hi’s; set t “ hpxq. Let W be the affinoid domain of A
n,an
k defined by the
inequalities |Ti| ď ri for i “ 1, . . . , n (where the Ti’s are the coordinate functions on
the affine space). Since the quasi-compact open subset ČpX,xq “ PČH pxq{rktf1, . . . , fnu
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of PČH pxq{rk is by construction the pre-image of PČH ptq{rktĆT1ptq, . . . ,ĆTnptqu “ČpW, tq, it
follows from 3.4.5 (5) that pX,xq Ñ pAn,ank , tq goes through pW, tq. Hence we can
shrink V so that there exist an affinoid neighborhood W 1 of t in An,ank such that
hpV q is contained in W XW 1. Since An,ank has no boundary, we may and do assume
that W 1 is Γ-strict. As ČpV, xq “ ČpX,xq is the pre-image of ČpW XW 1, tq “ ČpW, tq
inside PČH pxq{rk, the morphism V Ñ W XW 1 is inner at x by 3.4.5 (2). As W XW 1
is Γ-strict, Lemma 2.5.11 of [Ber90] immediately implies that x has a Γ-strict affinoid
neighborhood in V , hence in X .
3.5.2. Lemma. — Let pX,xq be a k-analytic germ. The following are equivalent:
(i) The germ pX,xq is Γ-strict.
(ii) The reduction ČpX,xq is Γ-strict (see 3.3.7).
Proof. — The implication (i)ñ(ii) follows directly from Lemma 3.5.1. Now let us
assume that ČpX,xq is Γ-strict, and let pUiq be a Γ-strict atlas of ČpX,xq. For every i,
let pXi, xq be the analytic domain of pX,xq that corresponds to Ui; for every pi, jq,
the analytic domain of pX,xq that corresponds to UiXUj is pXiXXj, xq. In order to
prove that pX,xq is Γ-strict, it is sufficient to prove that pXi, xq and pXi XXj , xq are
Γ-strict for all i, j; hence we reduce to the case where ČpX,xq is a Γ-strict, non-empty,
quasi-compact open subset of PČH pxq{rk.
Under this assumption ČpX,xq admits a finite covering pVjq by Γ-strict affine open
subsets. For every j, let pVj , xq denote the analytic domain of pX,xq that corresponds
to Vj . Since the intersection of two Γ-strict affine open subsets of PČH pxq{rk is still affine
and Γ-strict, it follows from Lemma 3.5.1 that pVj , xq and pVj X Vℓ, xq are Γ-strict
(and good) for all j, ℓ. This implies that pX,xq is Γ-strict, which ends the proof.
3.5.3. The Γ-graded reduction. — Let pX,xq be a Γ-strict k-analytic germ. Its
reduction ČpX,xq is Γ-strict by Lemma 3.5.2 above; recall that ČpX,xqΓ then denotes
the unique object of SČH pxqΓ{rkΓ from which ČpX,xq arises. If ∆ is any subgroup of Rˆ`
containing Γ, then pX,xq is ∆-strict as well and
ČpX,xq∆ “ ČpX,xqΓ ˆP ČH pxqΓ{rkΓ PČH pxq∆{rk∆
(see 3.3.8 (4)).
Let L be an analytic extension of k, let pY, yq be a Γ-strict L-analytic germ, and
let pY, yq Ñ pX,xq be a morphism of analytic germs. There is a unique continuous
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mapČpY, yqΓ Ñ ČpX,xqΓ making the diagram
ČpY, yq //

yysss
ss
ss
ss
s
ČpX,xq

yysss
ss
ss
ss
s
ČpY, yqΓ //

ČpX,xqΓ

PČH pyq{rk //
yyrrr
rr
rr
rr
r
PČH pxq{rk
yyrrr
rr
rr
rr
r
PČH pyqΓ{rkΓ // PČH pxqΓ{rkΓ
commute. Indeed, if L “ k this is a direct application of 3.3.8 (2); and if Y “ XL,
this is a consequence of the equalities
ČpXL, yq “ ČpX,xq ˆP ČH pxq{rk PČH pyq{rL
and ČpXL, yqΓ “ ČpX,xqΓ ˆP ČH pxqΓ{rkΓ PČH pyqΓ{rLΓ
(the first one comes from 3.4.5 (4), and it implies the second one). The general case
now follows formally by combining those two particular cases.
It follows from 3.3.8 (3) that a quasi-compact open subset of ČpX,xq is Γ-strict if
and only if it is the pre-image of a quasi-compact open subset of ČpX,xqΓ. This implies
that a finite union or a finite intersection of Γ-strict quasi-compact open subsets ofČpX,xq is a Γ-strict quasi-compact open subset, and that the pre-image inČpY, yq of any
Γ-strict quasi-compact open subset of ČpX,xq is a Γ-strict quasi-compact open subset
ofČpY, yq.
3.5.4. Canonicity of the Γ-strict structure. — Let pX,xq be a Γ-strict k-
analytic germ. Let pVi, xqi be a Γ-strict affinoid atlas defining a Γ-strict analytic
structure on pX,xq, and let pV, xq be a Γ-strict analytic domain of pX,xq. By
Lemma 3.5.2, ČpV, xq and the ČpVi, xq’s are Γ-strict. Therefore for every index i,
the intersection ČpV, xq X ČpVi, xq is Γ-strict by 3.5.3 above, which implies again by
Lemma 3.5.2 that pV, xq X pVi, xq is Γ-strict. Since pVi, xq is separated, its Γ-strict
structure is unique, hence pV, xq X pVi, xq is a Γ-strict analytic domain of pX,xq for
the given Γ-strict structure on pX,xq. As this holds for every i, the analytic domain
pV, xq is a Γ-strict analytic domain for the given Γ-strict structure on pX,xq.
As a consequence, there exists a unique Γ-strict k-analytic structure on pX,xq; the
corresponding Γ-strict analytic domains are simply the analytic domains pV, xq that
are Γ-strict in the sense that was given up to now to this notion (i.e., analytic domains
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that admit some Γ-strict analytic structure); by Lemma 3.5.2, these are precisely the
analytic domains pV, xq whose reductionČpV, xq is Γ-strict.
These facts immediately extend to the category of k-analytic spaces: if a k-analytic
space Z admits a Γ-strict analytic structure, the latter is unique and the correspond-
ing Γ-strict analytic domains are simply the analytic domains that admit a Γ-strict
analytic structure.
Therefore all (possible) ambiguities mentioned in Remark 3.1.5 vanish, so now we
can use the notion of Γ-strictness without worrying about such unpleasant subtleties.
3.5.5. Γ-strictness is a local notion. — Let us emphasize an important conse-
quence of 3.5.4: a k-analytic space X is Γ-strict if and only if the germ pX,xq is
Γ-strict for every point x of X . Indeed, the direct implication is obvious. Assume
now that pX,xq is Γ-strict for all x P X . Then every point of X admits a Γ-strict
analytic neighborhood, which can be chosen to be an open subset of X , because any
open subset of a Γ-strict analytic space is Γ-strict. Therefore X can be covered by
Γ-strict open subsets. Since the intersection of two Γ-strict open subsets of X is Γ-
strict (again, because Γ-strictness is inherited by open subsets of a Γ-strict space), X
is Γ-strict.
3.5.6. Fullness of the Γ-strict subcategory. — Let pX,xq be a Γ-strict k-
analytic germ, let L be an analytic extension, and let pY, yq be a Γ-strict L-analytic
germ. Suppose that we are given a morphism pY, yq Ñ pX,xq of analytic germs.
Let pV, xq be a Γ-strict analytic domain of pX,xq and let pW, yq be the fiber product
pY, yqˆpX,xq pV, xq. By Lemma 3.5.2 and 3.5.3 above, the pre-image of
ČpV, xq onČpY, xq
is open, quasi-compact and Γ-strict. But this pre-image can be identified with ČpW, yq
by 3.4.5 (5); hence pW, yq is a Γ-strict analytic domain of pY, yq by Lemma 3.5.2, and
pY, yq Ñ pX,xq is thus a morphism of Γ-strict analytic germs (note that here we have
used implicitly 3.5.4).
We have thus proved that the category of Γ-strict analytic germs is a full subcat-
egory of the category of analytic germs. As a consequence, the category of Γ-strict
k-analytic germs (resp. analytic spaces, resp. k-analytic spaces) is a full subcategory
of the category of k-analytic germs (resp. analytic spaces, resp. k-analytic spaces).
3.5.7. Preservation of Γ-strictness under boundaryless pullback. — Let
pY, yq Ñ pX,xq be a boundaryless morphism of k-analytic germs. Assume that pX,xq
is Γ-strict. Its reduction ČpX,xq is then Γ-strict by Lemma 3.5.2. Since pY, yq Ñ pX,xq
is boundaryless, ČpY, yq “ ČpX,xq ˆP ČH pxq{rk PČH pyq{rk
by 3.4.5 (2), hence ČpY, yq is Γ-strict by 3.3.8 (5). Using again Lemma 3.5.2, we see
that pY, yq is Γ-strict.
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In view of 3.5.5, this immediately implies that if Y Ñ X is a boundaryless mor-
phism of k-analytic spaces, then Y is Γ-strict as soon as X is Γ-strict.
3.5.8. Remark. — By 3.5.7 above, if Y Ñ X is a finite morphism between k-
analytic spaces and if X is Γ-strict, then Y is Γ-strict. This can also be seen without
using Temkin’s reduction, as follows. First of all, it is sufficient to ensure that the
pull-back of a given Γ-strict affinoid atlas on X is a Γ-strict affinoid atlas on Y .
Hence we reduce to the case where both Y and X are affinoid, say Y “ M pBq and
X “ M pAq.
Now since A is Γ-strict, there exists a polyradius r “ pr1, . . . , rnq consisting of
elements of Γ such that |kˆr | ‰ t1u and Ar is kr-strict. The finite Ar-algebra Br is
then kr-strict as well. Therefore by [BGR84] 6.2.1/4, the spectral radius of every
element of Br belongs to ˇˇ
kˆr
ˇˇQ
Y t0u Ă Yp
ˇˇ
kˆ
ˇˇ
¨ ΓqQ Y t0u.
This holds in particular for every element of B, whence the Γ-strictness of B by 3.1.3.
3.5.9. — It follows from 3.5.3 that the assignment pX,xq ÞÑ ČpX,xqΓ is functorial in
the Γ-strict analytic germ pX,xq. Using straightforward descent arguments (based
upon the surjectivity of the continuous map PČH pxq{rk Ñ PČH pxqΓ{rkΓ) we deduce from
3.4.3, 3.4.5 and Lemma 3.5.1 that it enjoys the following properties:
(0) A Γ-strict k-analytic germ is separated, resp. good, resp. boundaryless if and
only if the PČH pxqΓ{rkΓ -space ČpX,xq
Γ
is an open subset of PČH pxqΓ{rkΓ , resp. an
affine open subset of PČH pxqΓ{rkΓ , resp. the whole of PČH pxqΓ{rkΓ .
(1) If pX,xq is any Γ-strict analytic germ, then pV, xq ÞÑČpV, xqΓ induces a bijection
between the set of Γ-strict analytic domains of pX,xq and the set of quasi-
compact, non-empty open subsets of ČpX,xqΓ; moreover, this bijection commutes
with finite unions and intersections.
(2) If k is an analytic field, a morphism pY, yq Ñ pX,xq of Γ-strict k-analytic germs
is boundaryless if and only if the continuous local homeomorphism
ČpY, yqΓ Ñ PČH pyqΓ{rkΓ ˆP ČH pxqΓ{rkΓ ČpX,xq
Γ
is bijective (hence a homeomorphism).
(3) If pX,xq is any Γ-strict analytic germ and if pY, xq is a closed analytic subspace
of pX,xq, then ČpY, xqΓ Ñ ČpX,xqΓ is a homeomorphism.
(4) Let X be a Γ-strict k-analytic space, and let Y be a Γ-strict X-analytic space.
Let L be an analytic extension of k, let Z be a Γ-strict L-analytic space and let
Z Ñ X be a morphism of analytic spaces. Set T “ Y ˆX Z, let t be a point of
T , and let x, y and z denote the images of t in X , Y , and Z respectively. Let
us set for short
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X “ ČpX,xqΓ ˆP ČH pxqΓ{rkΓ PČH ptqΓ{rLΓ
Y “ ČpY, yqΓ ˆP ČH pyqΓ{rkΓ PČH ptqΓ{rLΓ
Z “ ČpZ, zqΓ ˆP ČH pzqΓ{ rLΓ PČH ptqΓ{rLΓ
The natural continuous PČH ptqΓ{rLΓ -map ĆpT, tq
Γ
Ñ Y ˆX Z is then a homeomor-
phism.
(5) Let pY, yq Ñ pX,xq be a morphism of Γ-strict analytic germs, let pV, xq be a
Γ-strict analytic domain of pX,xq, and set pW, yq “ pY, yq ˆpX,xq pV, xq. The
reduction ČpW, yqΓ is equal to the pre-image ofČpV, xqΓ inČpY, yqΓ.
3.5.10. Remark. — Assume that |kˆ| ‰ t1u. If pX,xq is a strictly k-analytic space,
we shall write ČpX,xq1 instead of ČpX,xqt1u. The PČH pxq1{rk1 -space ČpX,xq
1
is nothing
but the non-graded Temkin reduction of pX,xq defined in [Tem00], and all properties
of Γ-strict analytic spaces and Γ-graded reduction that we have just established were
already known by Temkin’s works [Tem00] and [Tem04] in the case Γ “ t1u. What
we have done here simply consists in explaining how Temkin’s methods actually apply
to an arbitrary subgroup of Rˆ`.
3.5.11. Remark. — Let pX,xq be a Γ-strict good germ, and let V be a Γ-strict
affinoid neighborhood of x in X , say V “ M pAq. Let B denote the image of rA inČH pxq through the evaluation map at x.
Let f be any non-nilpotent function belonging to A. Its spectral semi-norm belongs
to p|kˆ|¨ΓqQ; hence there exists λ P kˆ and an integer n such that the spectral norm of
λfn belongs to Γ. If |¨| belongs to PČH pxq{rk, then
ˇˇˇĆfpxqˇˇˇ ď 1 if and only if ˇˇˇ Čλfnpxqˇˇˇ ď 1.
As a consequence, ČpX,xq “ PČH pxq{rktBu “ PČH pxq{rktBΓu.
Since BΓ Ă ČH pxqΓ, it follows that ČpX,xqΓ “ PČH pxqΓ{rkΓtBΓu. Note that BΓ can be
described directly as the image of the finitely generated rkΓ-graded algebra rAΓ inside
ČH pxqΓ through the evaluation map at x.
Let pY, xq be a good Γ-strict analytic domain of pX,xq. It can be described by a
finite conjunction of inequalities
|f1| ď r1 and . . . and |fn| ď rn
where the fi’s are invertible function on pX,xq and ri “ |fipxq| for every i. Now by
Γ-strictness of pY, yq, every ri appears as the spectral semi-norm of fi on some Γ-strict
affinoid neighborhood of x in Y , hence belongs to p|kˆ| ¨ΓqQ. Therefore by replacing
every fi with λif
ni
i for suitable pλi, niq in k
ˆ ˆ Zě0 we may assume that ri P Γ for
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all i, and the equality ČpY, xq “ ČpX,xq X PČH pxq{rktĆf1pxq, . . . ,Ćfipxqu then implies thatČpY, xqΓ “ ČpX,xqΓ XPČH pxqΓ{rktĆf1pxq, . . . ,Čfnpxqu.
One could use the above to describe directly the Γ-graded reduction of a general
Γ-strict germ, analogously to what was done in 3.4.1 and 3.4.2 for general graded re-
ductions (i.e., Rˆ`-graded reductions), by considering good charts and gluing. When
Γ “ t1u, this is essentially the way Temkin’s ungraded reductions were built in
[Tem00].
3.5.12. Remark. — Let X be a Γ-strict analytic space. If X is quasi-compact,
then it admits a finite G-covering by Γ-strict affinoid domains. If X is paracompact,
it admits a locally finite covering by Γ-strict affinoid domains: the arguments are
mutatis mutandi the same as in 1.2.6.

CHAPTER 4
FLATNESS IN ANALYTIC GEOMETRY
In this chapter, we introduce one of the key notions of this memoir, namely flat-
ness. The definition is given in Section 4.1 (Definition 4.1.8) and as explained in the
Introduction, it differs from naive flatness even in the good case: one requires stability
under arbitrary base change (including ground field extension). The basic properties
are then stated, and some simple examples are given: for instance, any k-analytic
space is flat over k (Lemma 4.1.13; note that the stability under base change requires
some work).
Section 4.2 is devoted to GAGA results about flatness. For instance, let Y Ñ X
be a morphism of schemes of finite type over a given affinoid algebra, and let y be
a point of Y an. Then Y an is flat over X an at y if and only if Y is flat over X at
the image of y (the “only if” part is the easiest one, see Lemma 4.2.1; but the “if”
is still quite straightforward, see Proposition 4.2.4). Let us now consider a morphism
Y Ñ X between k-affinoid spaces, and let y denote a point of Y . If Y is flat over X
at y, then Spec OY pY q is flat over Spec OXpXq at the image of y (this is also covered
by Lemma 4.2.1), but the converse is false in general: we give a counter-example in
4.4.9. Nevertheless, if Spec OY pY q is flat over Spec OXpXq at the image of y and if y
lies on a closed analytic subspace of Y which is finite over X , then Y Ñ X is naively
flat at y: this is Theorem 4.2.5, whose proof rests on Crite`res locaux de platitude,
[SGA 1] Expose´ IV (we shall see later that under these assumptions, Y Ñ X is even
flat at y; see Theorem 8.3.7).
In Section 4.3, we investigate finite flat morphisms. The results we present there
are essentially due to Berkovich (see [Ber93], 3.2), but we include proofs (sometimes
different from Berkovich’s) for the reader’s convenience. Let us simply mention here
one of them: finite flat maps are open (Corollary 4.3.2).
In Section 4.4 we present a counter-example (suggested by Temkin, and described
in 4.4.2) showing that naive flatness is not preserved by base-change; note that the
detailed study of this counter-example uses some results of section 4.3, which is the
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reason why we have not carried it out immediately after having given the definition
of naive flatness.
We end this Chapter by showing in Section 4.5 that our notion of flatness behaves
similarly to flatness in algebraic geometry. For instance: usual algebraic properties
descend under flat maps (Lemma 4.5.2); flatness can be checked after flat base change
or arbitrary ground field extension (Prop. 4.5.5 and 4.5.6); flatness has the expected
properties as far as exactness of complexes of coherent sheaves is concerned (Proposi-
tion 4.5.7); it ensures that some properties that hold inside a fiber can be spread out
to the whole space (Lemma 4.5.8); and it implies the usual formula relating the local
dimensions of the source space, of the target space, and of the fibers (Lemma 4.5.11).
4.1. Naive and non-naive flatness
4.1.1. — Let Y Ñ X be a morphism of good analytic spaces, let y be a point of Y
and let x be its image on X . Let F be a coherent sheaf on Y . One could be tempted
to say that F is X-flat at y if it is the case in the framework of locally ringed spaces;
i.e., if Fy is a flat OX,x-module.
But we have chosen to call the latter property naive X-flatness of F at y, because
it turns out that it is not a reasonable candidate to be the analytic avatar of scheme-
theoretic flatness. Indeed, as we are going to see below in Section 4.4 through an
explicit example, it is not stable under base change. Let us now give the “right”
definition of flatness.
4.1.2. Definition (Analytic flatness: the good case)
Let Y Ñ X be a morphism between good k-analytic spaces, and let F be a
coherent sheaf on Y . Let y be a point of Y . We shall say that F is X-flat at y if
for any any good analytic space X 1, for any morphism X 1 Ñ X , and for any point y1
lying above y on Y 1 :“ Y ˆX X
1, the pull-back of F on Y 1 is naively X 1-flat at y1.
4.1.3. Remark. — We emphasize that in Definition 4.1.2 above, the space X 1 can
be any good analytic space in the sense of 1.2.8: naive flatness has to be checked after
base change by a space defined over an arbitrary analytic extension of k; in particular,
it is required to hold after arbitrary ground field extension.
4.1.4. Remark. — Theoretically, checkingX-flatness of F at y requires to consider
all possible base-changes. But we shall see in fact later (Theorem 8.3.6) that it if there
exists an analytic extension L of k and an L-rigid point on YL over y at which FL is
naively XL-flat, then F is X-flat at y.
4.1.5. Example. — Let X be a good k-analytic space and let V be a good analytic
domain of X . For every x P V , the coherent sheaf OV is X-flat at x by 2.1.3 (2).
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For further investigation about flatness, we shall need the following technical (but
very easy) lemma.
4.1.6. Lemma. — Let
D Coo
B
OO
Aoo
OO
be a commutative diagram of commutative rings such that C, resp. D, is flat over A,
resp. faithfully flat over B. If M is a B-module such that DbBM is C-flat, then M
is A-flat.
Proof. — Let N ãÑ N 1 be an injective linear map between two A-modules. As C
is A-flat, C bA N ãÑ C bA N
1. As M bB D is C-flat,
pM bB Dq bC pC bA Nqlooooooooooooooomooooooooooooooon
pMbBDqbAN
ãÑ pM bB Dq bC pC bA N
1qloooooooooooooooomoooooooooooooooon
pMbBDqbAN 1
.
In other words, pN bA Mq bB D ãÑ pN
1 bA Mq bB D. Faithful flatness of the B-
algebra D now implies that N bA M ãÑ N
1 bA M .
4.1.7. — Let ϕ : Y Ñ X be a morphism of good k-analytic spaces, and let F be a
coherent sheaf on Y . Let y be a point of Y .
(1) If F is X-flat at y, it is in particular naively X-flat at y (by definition).
(2) Let V be a good analytic domain of Y containing y, and let U be a good analytic
domain of X containing ϕpY q. Let us consider the four following properties:
(i) F is naively X-flat at y;
(ii) F|V is naively U -flat at y.
(iii) F is X-flat at y;
(iv) F|V U -flat at y.
It follows straightforwardly from Example 4.1.5 and from Lemma 4.1.6 that
(i) ðñ (ii). Applying this after an arbitrary good base change we see that
(iii)ðñ (iv) as well.
4.1.8. Definition (Analytic flatness: the general case)
Let ϕ : Y Ñ X be a morphism of non-necessarily good k-analytic spaces and
let y P Y . Let F be a coherent sheaf on Y . It follows from 4.1.7 (2) that the
following are equivalent:
(i) For all pairs pV, Uq, where V is a good analytic domain of Y containing y and
where U is a good analytic domain ofX containing ϕpV q, the coherent sheaf F|V
is U -flat at y.
(ii) There exist a good analytic domain V of Y containing y and a good analytic
domain U of X containing ϕpV q such that the coherent sheaf F|V is U -flat at y.
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(iii) There exist an affinoid domain V of Y containing y and an affinoid domain U
of X containing ϕpV q such that the coherent sheaf F|V is U -flat at y.
We shall say that F is X-flat at y if it satisfies the equivalent assertions (i), (ii)
and (iii) above (this definition is obviously equivalent to the previous one when Y
and X are good). We shall say that F is X-flat if it is X-flat at every point of Y .
We shall say that Y is X-flat as y or X-flat if so is OY . We shall say that F is flat
at y, resp. flat, if it is Y -flat at y, resp. Y -flat (with respect to Id: Y Ñ Y )
We are now going to state some basic facts (4.1.9–4.1.12), each of which can be
proved by reduction to the good case (which is allowed by the very definition of flat-
ness). After such a reduction, the first two follow straightforwadly from the definition,
the third from Example 4.1.5, and the fourth from 4.1.7 (2). We shall then investigate
some situations in which flatness is expected, and actually holds – but some work is
needed to prove it.
4.1.9. Stability under base-change. — Let Y Ñ X be a morphism between k-
analytic spaces and let y be a point of Y . Let X 1 be an analytic space, let X 1 Ñ X be
a morphism, and let y1 be a point of Y 1 :“ Y ˆX X
1 lying over y. If F is a coherent
sheaf on Y that is X-flat at y, its pull-back to Y 1 is X 1-flat at y1: this follows directly
from the definition, which requires that flatness be preserved under base change.
4.1.10. Stability under composition. — Let Z Ñ Y and Y Ñ X be morphisms
between k-analytic spaces, let z be a point of Z and let y be its image on Y .
(1) If F is a coherent sheaf on Z that is Y -flat at z, and if Y is X-flat at y, then F
is X-flat at Z.
(2) If G is a coherent sheaf on Y that is X-flat at y, and if Z is Y -flat at z, then
GZ is X-flat at z.
Indeed, both assertions are G-local, which allows to reduce to the good case and
then to the corresponding naive statements, which are are obvious.
4.1.11. Flatness of analytic domains. — The inclusion of an analytic domain is
flat: we see this again by reducing to the good case, and then to the corresponding
naive statement, which is Example 4.1.5.
4.1.12. Good behavior by restriction to analytic domains. — Let Y Ñ X
be a morphism of k-analytic spaces, let V be an analytic domain of Y and let U be
an analytic domain of X which contains the image of V . Let F be a coherent sheaf
on Y and let y be a point of V . The coherent sheaf F is X-flat at y if and only if FV
is U -flat at y: this follows once again by reducing to the good case and then to the
corresponding naive statement, which is 4.1.7 (2).
4.1.13. Lemma. — Let Y be a k-analytic space. The structure map Y Ñ M pkq is
flat.
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Proof. — We may and do assume that Y is k-affinoid. LetX be an affinoid space, let y
be a point of Y ˆkX , and let x be its image on X . Let U be an affinoid neighborhood
of x in X , and let V be an affinoid neighborhood of y in Y ˆX U . Let A, B and C be
the respective algebras of analytic functions on U , Y and V . The ApbkB-algebra C
is flat (2.1.3 (2)); the A-algebra ApbkB is flat ([Ber93], Lemma 2.1.2; its statement
involves an analytic extension K of k, but its proof works for K any Banach space
over k, and we apply it with K “ B); hence C is A-flat. By a straightforward limit
argument, OYˆkX,y is a flat OX,x-algebra, whence the lemma.
4.1.14. Lemma. — Let X be a good analytic space and let F ba a coherent sheaf
on X. Let x be a point of X at which F is naively flat; i.e., Fx is a flat OX,x-module.
There exists an open neighborhood U of x in X such that FU is a free OU -module,
and F is flat at x.
Proof. — Since Fx is flat over OX,x, it is a free- OX,x-module. This implies the
existence of an open neighborhood U such that FU is a free OU -module. Now for
every good analytic space Z and every morphism Z Ñ X , the pre-image of F on
Z ˆX U is free, and thus naively flat at every point of Z ˆX U , and in particular at
every pre-image of x on Z. The coherent sheaf F is then flat at x.
4.1.15. Lemma. — Let Y
π
ÝÑ T Ñ X be a diagram of analytic spaces, with π
finite. Let t be a point of T and let y1, . . . , yr be the pre-images of t in Y . Let F be
a coherent sheaf on Y .
(1) Assume that Y and T are good. The OT,t-module pπ˚F qt is then naturally
isomorphic to
ś
Fyi .
(2) Assume that Y, T and X are good, and let us consider the following assertions.
(i) The coherent sheaf π˚F is naively X-flat at t.
(ii) The coherent sheaf F naively X-flat at every yi.
(iii) The coherent sheaf π˚F is X-flat at t.
(iv) The coherent sheaf F is X-flat at every yi.
We then have the equivalences
(i) ðñ (ii) and (iii) ðñ (iv).
(3) If we drop the goodness assumption, the equivalence
piiiq ðñ pivq
still holds.
Proof. — Let us assume that Y and T are good. The finite morphism Y Ñ T is
in particular closed. Hence for every neighborhood V of ty1, . . . , yru, there exist an
affinoid neighborhood of t in T whose pre-image is included in V and is a disjoint
union
š
Vi, where Vi is for every i an affinoid neighborhood of yi in Y . This implies
that pπ˚F qt “
ś
Fyi , and (1) holds.
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Now let us prove (2). Let let x denote the image of t in X . By the above,the
OX,x-module pπ˚F qt is flat if and only if Fyi is OX,x-flat for every i, whence the
equivalence (i)ðñ (ii).
Assume that (iii) holds. Let X 1 be a good analytic space and let X 1 Ñ X be a
morphism. Set T 1 “ T ˆX X
1 and Y 1 “ Y ˆX X
1. Let i be an element of t1, . . . , ru
and let z be a pre-image of yi on Y
1; let t1 and x1 denote the images of z on T 1 and X 1,
and let π1 be the natural finite map Y 1 Ñ T 1. Since π˚F is X-flat at t, the coherent
sheaf pπ˚F qT 1 is naively X 1-flat at t1. But pπ˚F qT 1 “ π1˚pFY 1q (to see it, one can
assume that T and Y are affinoid, in which case it is obvious by viewing coherent
sheaves as modules). By the implication (i) ðñ (ii) already proven, FY 1 is naively
X 1-flat at every primage of t1, and in particular at z; hence the coherent sheaf F is
X-flat at yi, and (iv) holds.
Assume conversely that (iv) holds. Let X 1 be an affinoid space and let X 1 Ñ X
be a morphism. Set T 1 “ T ˆX X
1 and Y 1 “ Y ˆX X
1, and let π1 be the natural
finite map Y 1 Ñ T 1. Let t1 be a pre-image of t on X 1. If z is a pre-image of t1 on Y 1,
then the image of z in Y is equal to yi for some i. By assumption, F is universally
X-flat at y. Hence FY 1 is naively X 1-flat at z. Since this holds for any such z, the
implication (ii) ðñ (i) already proved ensures that π1˚pFY 1q “ pπ˚F qT 1 is naively
X 1-flat at t1. Hence π˚F is X-flat at t, and (iii) holds.
Since flatness in the general case can by definition be checked on good analytic
domains, (3) follows from (2).
4.2. Algebraic flatness versus analytic flatness
We shall first prove some GAGA principles for flatness “in the easy direction”
under very weak assumptions; we shall then prove the converse implication in some
particular (but nonetheless signifiant) cases.
4.2.1. Lemma. — Let A Ñ B be a morphism between k-affinoid algebras; let Y
(resp. X ) be a B-scheme of finite type (resp. an A-scheme of finite type). Let F be
a cohrent sheaf on Y , and let Y Ñ X be an A-morphism. Let y be a point of Y an
at which F an is naively X an-flat. The coherent sheaf F is then X -flat at yal.
Proof. — Let x be the image of y on X an. In the commutative diagram
OY an,y OX an,xoo
OY ,yal
OO
OX ,xal
OO
oo
the vertical arrows are faithfully flat (2.1.4), and naive flatness of F an at y means
that the OXan,x-module F
an
y is flat. Lemma 4.1.6 then ensures that Fyal is flat over
OX ,xal ; i.e., F is flat at y
al.
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We are now interested in the converse of Lemma 4.2.1. We are first going to
mention in 4.2.2 and 4.2.3 two special cases in which it is more or less well-known.
Then we shall generalize 4.2.2 to any morphism between schemes of finite type over a
given affinoid algebra (Proposition 4.2.4), and hence prove (Theorem 4.2.5) a GAGA
principle for a morphism between affinoid spaces that extends both 4.2.2 and 4.2.3.
4.2.2. — Let Y Ñ X be a finite morphism between affinoid spaces, let y be a point
of Y and let F is a coherent sheaf on Y . The coherent sheaf F is naively X-flat
at y if and only if F al is Xal-flat at yal: this is essentially Prop. 3.2.1 of [Ber93] –
the latter is written only for F “ OY , but using Lemma 4.1.15 one can easily easily
adapt it so that it works for any coherent sheaf.
4.2.3. — Let Y Ñ X be a morphism between affinoid spaces, let y be a rigid point
of Y , and let x be its image on X ; let F be a coherent sheaf on Y . We claim that
F is naively X-flat at y if and only if F al is Xal-flat at yal. If |kˆ| ‰ t1u and if Y
and X are strictly k-affinoid, this is a classical assertion of rigid-analytic geometry,
but its proof is very simple and immediately extends to our situation: indeed, one
knows from [SGA 1], Expose´ IV Cor. 5.8 that Fy is flat over OX,x if and only if its
completion xFy “ Fy bOY,y zOY,y is flat over zOX,x, and that F alyal is flat over OXal,xal
if and only if zF al
yal
“ F al
yal
bO
Y al,yal
{OY al,yal is flat over {OX,xal ; but as x and y are
rigid,zOX,x “ {OXal,xal andzOY,y “ {OY al,yal ([Ber93], Lemma 2.6.3), whence our claim.
4.2.4. Proposition. — Let Y Ñ X be a morphism between schemes of finite type
over a given affinoid algebra. Let F be a coherent sheaf on Y and let y be a point
of Y an. Assume that F is X -flat at yal. The coherent sheaf F an is then X an-flat
at y.
Proof. — We can assume that X is affine. Let us first prove that the coherent
sheaf F an is naively flat at y. Let x be the image of y on X an and let U be an
affinoid neighborhood of x in X an. There is a natural map from OX pX q to OU pUq
which induces a morphism Ual Ñ X , and the space Y an ˆX an U can be identified
with the analytification pY ˆX Ualqan of the Ual-scheme of finite type Y ˆX Ual.
Since flatness is preserved by any scheme-theoretic base change, the pull-back of F
on pY ˆX Ualq is Ual-flat at the image of y. This implies, in view of the fact that
Y anˆX an U Ñ Y ˆX Ual is flat as a morphism of locally ringed spaces (2.1.4), that
F any is a flat OUal,xal
U
-module. Since OX,x is the direct limit of the local rings OUal,xal
U
for U running through the set of affinoid neighborhoods of x in X an, we conclude
that F any is a flat OX an,x-module; otherwise said, F
an is naively X an-flat at y.
Let us now prove that F an is flat at y. Let V be an affinoid space, let V Ñ X an
be a morphism, and let z be a point of Y anˆX an V lying above y. There is a natural
map OX pX q Ñ OV pV q which induces a morphism V al Ñ X , and Y an ˆX an V
can be identified with the analytification pY ˆX V alqan of the V al-scheme of finite
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type Y ˆX V al. As flatness behaves well under scheme-theoretic base change, the
pull-back of F on Y ˆX V al is V -flat at the image of z. It follows then from the naive
version of the proposition (which we have proved above) that the pull-back of F an
on Y an ˆX an V is naively V -flat at z, which ends the proof.
4.2.5. Theorem. — Let Y Ñ X be a morphism between k-affinoid spaces, let F be
a coherent sheaf on Y and let y be a point of Y . Assume that there exists a closed
analytic subspace Z of Y containing y such that Z Ñ X is finite, and that F al is
Xal-flat at yal. The coherent sheaf F is then naively X-flat at y.
4.2.6. Remark. — In Theorem 8.3.7 we shall in fact prove that F is actuallyX-flat
at y.
Proof of Theorem 4.2.5. — We denote by A, resp.B, the algebra of analytic functions
on X , resp. Y ; and we set M “ F pY q. Let x be the image of y in X . Our purpose
is now to prove that the OX,x-module M bB OY,y is flat. Let V be an affinoid
neighborhood of x in X and set W “ Y ˆX V . We denote by AV , resp. BW ,
the algebra of analytic functions on V , resp. W . Let p the prime ideal of A that
corresponds to xal, and let I be the ideal of B that corresponds to Z.
The core of the proof consists in showing that OV al,xal
V
-module M bB OW al,yal
W
is
flat. By [SGA 1], Expose´ IV, Thm. 5.6 the latter is true if and only if the two
following conditions are satisfied:
(A) M bB OW al,yal
W
{p is OV al,xal
V
{p-flat.
(B) For every d ą 0, the natural map
M bB pp
dOW al,yal
W
{pd`1OW al,yal
W
q Ñ pdpM bB OW al,yal
W
q{pd`1pM bB OW al,yal
W
q
is an isomorphism.
We first prove (A). For that purpose, let us begin with a general remark. Let Λ be
an arbitrary B{I-module. As OXal,xal{p is a field, ΛbAOXal,xal{p is a flat OXal,xal{p-
module. It follows that ΛbAOV al,xal
V
{p is a flat OV al,xal
V
{p-module, which on the other
hand can be rewritten as
ΛbB{I pB{Iq bA AV bAV OV al,xal{p “ ΛbB{I pBW {Iq bAV OV al,xal
V
{p,
where the equality comes from the fact that BW {I “ pB{IqpbAAV “ pB{IqbAAV by
finiteness ofB{I overA. Since OW al,yal
W
{pp`Iq is a localization of pBW {IqbAV OV al,xal
V
,
the OV al,xal
V
{p-module
ΛbB OW al,yal
W
{p “ ΛbB{I OW al,yal
W
{pp` Iq
is flat as well.
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Set N “ M{pM , and let n be an element of Zą0. By applying the above to the
B{I-module Λ “ InN{In`1N , we see that
pInN{In`1Nq bB OW al,yal
W
“ pInN{In`1Nq bB OW al,yal
W
{p
is a flat OV al,xal
V
{p-module. As OW al,yal
W
is a flat B-algebra (indeed, it is a localization
of BW which is itself B-flat; see 2.1.3 (2)), we have the equality
pInN{In`1Nq bB OW al,yal
W
“ InpN bB OW al,yalw q{I
n`1pN bB OW al,yal
W
q.
The OV al,xal
V
{p-module InpN bB OW al,yal
W
q{In`1pN bB OW al,yal
W
q is thus flat for any
non-negative n. It obviously implies that for any such n, the OV al,xal
V
{p-module
pN bB OW al,yal
W
q{In`1pN bB OW al,yal
W
q
is flat. By [EGA III1], Chapter 0, §10.2.6, M bB OW al,yal
W
{p “ N bB OW al,yal
W
is
then OV al,xal
V
{p-flat; hence (A) is true.
Let us now prove (B). Let d be a positive integer. By assumption, F al is Xal-flat
at yal, which means that M bB OY al,yal is OXal,xal-flat. Therefore the natural map
pM bB OY al,yalq bOXal,xal p
dOXal,xal Ñ p
dM bB OY al,yal
is an isomorphism. But it can be written as the composition
pM bB OY al,yalq bOXal,xal p
dOXal,xal ÑM bB p
dOY al,yal Ñ p
dM bB OY al,yal .
The left arrow being surjective and the composition of the two arrows being injective,
the right arrow is injective. As it is also surjective, it is an isomorphism. It follows
that
M bB pp
dOY al,yal{p
d`1OY al,yalq Ñ p
dpM bB OY al,yalq{p
d`1pM bB OY al,yalq
is an isomorphism as well. As OW al,yal
W
is a flat OY al,yal-algebra by 2.1.3 (2), assertion
(B) follows by tensoring with OW al,yal
W
over OY al,yal . Therefore M bB OW al,yal
W
is flat
over OV al,xal
V
, as announced.
Now let T be any affinoid neighborhood of y in W . As OT al,yal
T
is a flat OW al,yal
W
-
algebra by 2.1.3 (2), the OV al,val-module M bB OT al,yal
T
is flat.
We have thus shown the following: if V is any neighborhood of x in X and if T
is any affinoid neighborhood of y in the pre-image of V inside Y , then M bB OT,yal
T
isOV al,xal
V
-flat. A straightforward limit argument then ensures thatMbBOY,y is OX,x-
flat.
4.2.7. Remark. — In the above proof, the existence of a closed analytic subspace
of Y containing y and finite over X was used only while proving assertion (A), and
Xal-flatness of F al at yal was used only while proving assertion (B).
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4.3. The flat, (locally) finite morphisms
We shall use what we have just done to show some results which were already
proven in [Ber93], §3.2 when F “ OY ; we include the proofs (which partially differ
of those of [Ber93]) for the convenience of the reader.
4.3.1. Proposition. — Let Y Ñ X be a morphism between good k-analytic spaces
and let y be a point of Y at which this morphism is finite; let x be the image of y
on X. Let F be a coherent sheaf on Y . The following are equivalent:
(i) The coherent sheaf F is naively X-flat at y.
(ii) There exist an affinoid neighborhood T of y in Y and an affinoid neighborhood
S of x in X such that T Ñ X goes through a finite map π : T Ñ S and such
that π˚F|T is flat at x.
(iii) There exist an affinoid neighborhood T of y in Y and an affinoid neighborhood S
of x in X such that T Ñ X goes through a finite map π : T Ñ S and such
that π˚pFT q is a free OS-module.
(iv) There exist an affinoid neighborhood T of y in Y and an affinoid neighborhood S
of x in X such that T Ñ X goes through a finite map π : T Ñ S and such
that F pT q is a flat OSpSq-module.
(v) There exist an affinoid neighborhood T of y in Y and an affinoid neighborhood S
of x in X such that T Ñ X goes through a finite map π : T Ñ S and such that
pFT qal is Sal-flat at yalT .
(vi) The coherent sheaf F is X-flat at y.
Proof. — Suppose that (i) is true. As Y Ñ X is finite at y, there exist an affinoid
neighborhood T of y in Y and an affinoid neighborhood S of x in X such that T Ñ X
goes through a finite map π : T Ñ S for which y is the only pre-image of x. As F
is naively X-flat at y, Lemma 4.1.15 applied to the diagram T Ñ S
Id
ÝÑ S yields the
naive flatness of π˚pFT q at x; by Lemma 4.1.14, π˚pFT q is then flat at x, whence (ii).
If (ii) is true, then by Lemma 4.1.14 we can shrink S (and T ) so that π˚pFT q is a free
OS-module, whence (iii). If (iii) holds then F pT q is a free, thus flat, OpSq-module,
whence (iv). The implication (iv)ñ(v) is obvious. Now if (v) holds, Proposition 4.2.4
ensures that FT is S-flat y, whence (vi). Implication (vi)ñ(i) is tautological.
4.3.2. Corollary. — Let Y Ñ X be a morphism of k-analytic spaces, and let F be
a coherent sheaf on Y . Let y be a point of SupppF q at which SupppF q Ñ X is finite
and at which F is X-flat, and let x be the image of y in X. The image of SupppF q
on X is then a neighborhood of x in X.
Proof. — By arguing G-locally on X , shrinking Y around y, and replacing Y with
SupppF q we may assume that both Y and X are good and Y “ SupppF q, so Y Ñ X
is finite. Let us now choose T and S as in (iii) above. Since Fy ‰ 0, it follows from
Lemma 4.1.15 (1) that pπ˚pFT qqx ‰ 0; hence the free OS-module π˚pFT q has positive
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rank. It follows that pπ˚pFT qqz ‰ 0 for every point z of S; using again Lemma 4.1.15
(1), we conclude that S is contained in the image of SupppF q.
4.3.3. Corollary. — Let Y Ñ X be a morphism of k-analytic spaces, let y P Y be
such that Y Ñ X is finite at y and let x be the image of y in Y . Let F be a coherent
sheaf on Y . If y belongs to SupppF q and F is X-flat at y, then dimxX “ dimy F
(2.5.3).
Proof. — By arguing G-locally on X and shrinking Y around y we may assume that
both Y and X are affinoid, that Y Ñ X is finite, and that y is the only pre-image of x
in Y . The image of SupppF q in X is then a Zariski-closed subset T of X , and one
has dimx T “ dimy SupppF q “ dimy F (the first equality comes from 1.5.10 and the
second one holds by definition of dimy F ); on the other hand, T is a neighborhood
of x in X by Corollary 4.3.2 above, hence dimx T “ dimxX .
4.4. Naive flatness is not preserved by base change
As we have already mentioned, the reason why we have introduced (in the good
case) a sophisticated definition for flatness instead of dealing with naive flatness is
the fact that the latter is not preserved by base change. The purpose of this section
is to discuss in full detail a counter-example that was initially suggested by Michael
Temkin.
4.4.1. — Before introducing the counter-example, let us describe a situation that
we shall encouter several times, in which we can conclude that a given morphism
between good spaces is not naively flat at a given point; the key argument will be the
violation of the dimension equality provided by Corollary 4.3.3.
Let ϕ : Y Ñ Ω be a morphism between good k-analytic spaces; we assume that
ϕ factorizes through a closed immersion Y ãÑ X for X a good analytic domain of
Ω and that Y and Ω are respectively of pure dimension d and d1 with d ă d1 (in
all specific examples considered below, d “ 1 and d1 “ 2). Let y be a point of Y
at which ϕ is inner; this can be the case for instance if X “ Ω (because then ϕ is
boundaryless) or if y is rigid (because y is then an inner point of Y ). Since Y ãÑ X is
boundaryless, Intpϕq is equal to ϕ´1pIntpX{Ωqq; as a consequence ϕ induces a closed
immersion Intpϕq ãÑ IntpX{Ωq, and since IntpX{Ωq is an open subset of Ω (this is the
topological interior of X inside Ω), the morphism ϕ is finite at every point of Intpϕq.
It is particular finite at y, and since dimy Y “ d and dimϕpyqΩ “ d
1 ą d, it follows
from Corollary 4.3.3 that ϕ is not naively flat at y (strictly speaking, it only follows
from Corollary 4.3.3 that ϕ is not flat at y; but as ϕ is finite at y, it is flat at y if and
only if it is naively flat at y, by Prop. 4.3.1).
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4.4.2. Presentation of the counter-example. — Let r be a positive real number
and let f “
ř
αiT
i be a power series with coefficients in k whose radius of convergence
is exactly r; i.e.,
|αi| r
i
iÑ`8
// 0
and p|αi| s
iqi is non-bounded as soon as s ą r. We denote by p : A
2,an
k Ñ A
1,an
k the
first projection. LetX be the analytic domain ofA2,ank defined by the inequality |T1| ď
r, and let Y be the one-dimensional closed disc of radius r; note that X “ p´1pY q;
i.e., X can be identified with Y ˆkA
1,an
k . The map ϕ :“ pId, fq from Y to Y ˆkA
1,an
k
induces a closed immersion Y ãÑ X , and more precisely an isomorphism between Y
and the Zariski-closed subspace Z of X defined by the sheaf of ideals pT2´fpT1qqOX ;
the inverse isomorphism is nothing but p|Z . Set x “ ϕpηrq. We are going to show
that ϕ is naively flat at ηr, but not flat; i.e., naive flatness of ϕ at ηr does not hold
universally.
4.4.3. — The easiest part of our study is the negative one; i.e., the fact that ϕ is
not flat at y. Let us give two examples of base-change functors that witness it.
(1) The base-change of the morphism ϕ by the inclusion X ãÑ A2,ank is the closed
immersion Y ãÑ X , and it follows from the general discussion in 4.4.1 that
Y ãÑ X is not naively flat at ηr.
(2) Let L be any analytic extension of k such that ηr has an L-rational pre-image
y in XL; e.g., L “ H pηrq. The morphism ϕL : YL Ñ A
2,an
L is then inner at y,
and it follows again from the general discussion in 4.4.1 that ϕL is not naively
flat at y.
4.4.4. — We are now going to prove that ϕ is naively flat at ηr. We shall in fact
prove the following stronger result: the local ring OA2,an
k
,x is a field.
Before giving the rigorous proof (see Proposition 4.4.6 below), let us roughly ex-
plain what is going on. We want to prove that any analytic function defined in a
neighborhood of x and that vanishes at x vanishes around x; or otherwise said, that
any Zariski-closed subgerm pW,xq of pA2,ank , xq is equal to the whole of pA
2,an
k , xq. So
let us consider such a pW,xq. The point x is not rigid, so the dimension of pW,xq
is ě 1. Assume that it is equal to 1. Using again the fact that x is not rigid, we
see that the one-dimensional Zariski-closed subgerms pX XW,xq and pZ, xq of pX,xq
coincide; hence by gluing the germ pW,xq to the curve Z (whose boundary is txu),
we can in some sense extend Z beyond x in A2,an, and we get a contradiction with
the fact that the radius of convergence of f is exactly r. Therefore dimpW,xq “ 2
and pW,xq “ pA2,ank , xq.
4.4.5. Lemma. — Let T be a reduced one-dimensional good analytic space and let t
be a non-rigid point of T . The local ring OT,t is a field.
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Proof. — By Corollary 3.2.9, centdimpT, tq ` dimKrull OT,t “ dimt T . As t is
not rigid, centdimpT, tq ą 0; as T is one-dimensional, dimt T ď 1. There-
fore dimKrull OT,t “ 0; being reduced, OT,t is thus a field.
4.4.6. Proposition. — The local ring OA2,an
k
,x is a field.
Proof. — As the analytic space A2,ank is reduced, it is sufficient to prove that
dimKrull OA2,an
k
,x “ 0, which is equivalent, in view of Corollary 3.2.9, to the fact
that centdimpA2,ank , xq “ 2. Since x is not a rigid point (because one has by con-
struction H pxq “ H pηrq, and because dkpηrq “ 1 by 1.2.15, centdimpA
2,an
k , xq ą 0.
Assume that centdimpA2,ank , xq “ 1. Then there exists an affinoid neighborhood V
of x in A2,ank and an irreducible one-dimensional Zariski-closed subset W of V that
contains x. Both W X X “ W X pV X Xq and Z X V “ Z X pV X Xq are purely
one-dimensional Zariski-closed subsets of V X X containing x. As x is not a rigid
point, it belongs to a unique irreducible component of pW XXqY pZXV q. Therefore
it belongs to a unique irreducible component of W XX and to a unique irreducible
component of Z X V , so those two components coincide. One can hence shrink V
so that W X X “ Z X V ; by endowing W with its reduced structure, this equality
becomes an equality of closed analytic subspaces of X X V .
If w is any point ofW such that ppwq “ ηr, then in view of the equality dkpηrq “ 1,
the inequality dkpwq ď 1 (due to the fact thatW is one-dimensional) forces dH pηrqpwq
to be equal to zero. Therefore pp|W q
´1pηrq is zero-dimensional. In particular p|W is
quasi-finite at x; moreover, since x belongs to the topological interior of V in A2,ank ,
the map p|W is inner at x; Prop. 3.1.4 of [Ber93] then ensures that p|W is finite
at x; as OA1,an
k
,ηr
is a field by Lemma 4.4.5, p|W is naively flat at x. It follows
then from Proposition 4.3.1 that there exists an affinoid neighborhood W0 of x in
W and an affinoid neighborhood U of ηr in A
1,an
k such that ppW0q Ă U , and such
that p|W0 : W0 Ñ U is finite and makes OW0 pW0q a free OU pUq-module of finite
positive rank, say r (note that we thus have ppW0q “ U). By restricting to Y and
using the fact that X “ p´1pY q, one sees that p|W0XX : W0 X X Ñ U X Y is
finite and makes OW0XXpW0 X Xq a free OUXY pU X Y q-module of rank r; we thus
have ppW0 XXq “ U X Y .
It follows from the inclusion W0 X X Ă W X X “ Z X V that W0 X X is an
analytic domain of Z. Since p|Z induces an isomorphism Z » Y whose inverse
isomorphism is induced by ϕ, the morphism p|W0XX induces an isomorphism from
W0 X X to ppW0 X Xq “ U X Y whose inverse is ϕ|UXY . As OW0XXpW0 X Xq is
a free OUXY pU X Y q-module of rank r, we have r “ 1, which means that p induces
an isomorphism W0 » U . The inverse isomorphism defines a section σ of the first
projection U ˆk A
1,an
k Ñ U ; we have σ|UXY “ ϕ|UXY . We can thus glue σ and ϕ to
obtain a section of the first projection pU Y Y q ˆk A
1,an
k Ñ pU Y Y q that coincides
with ϕ on Y i.e., an analytic function g on U Y Y that coincides with f on Y . As U
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is a neighborhood of ηr in A
1,an
k , the analytic domain U Y Y of A
1,an
k contains a
closed disc centered at the origin and whose radius is ą r; but on the other hand
the radius of convergence of f is exactly r, hence f does not extend to any disc
of radius ą r, contradiction. As a consequence, centdimpA2,ank , xq ‰ 1 and thus
centdimpA2,ank , xq “ 2.
4.4.7. Remark. — The above counter-example rests on a boundary phenomenon.
In fact, it turns out that such phenomena are the only obstructions for naive flatness
to be preserved by base-change; indeed, we shall see later that naive flatness implies
flatness in the boundaryless case (Theorem 8.3.4).
4.4.8. Remark. — Let ρ be an element of p0, rq and set z “ ϕpηpρqq. We have
H pzq “ H pηρq, and dkpηρq “ 1 by 1.2.16. Therefore dkpzq “ 1; since z lies
on the one-dimensional irreducible Zariski-closed subset Z of X , it follows that
tzu
XZar
“ Z (1.5.9). Hence tzu
A
2,an
k,Zar contains x, and is thus of dimension 2 since
centdimpA2,ank , xq “ 2, as seen in the proof of Proposition 4.4.6. This implies that
tzu
A
2,an
k,Zar is the whole of A2,ank because the latter is irreducible; see Proposition
2.7.16 or simply note that A2,ank is non-empty, connected, and normal. Note that
the same reasoning would more generally show that tzu
DZar
“ D for any irreducible
analytic domain D of A2,ank containing z and such that centdimpD,xq “ 2; e.g., D is
a neighborhood of x.
Choose s P pρ, rq. Let X 1 be the open subset of A2,ank defined by the inequality
|T1| ă s. The intersection ZXX
1 is a closed analytic subspace ofX 1 containing z which
is isomorphic through p1 to the open disc of radius s, and is thus one-dimensional.
Since dkpzq “ 1, it follows from Example 3.2.6 that centdimpX
1, zq “ 1. We thus have
centdimpA2,ank , zq “ centdimpX
1, zq “ 1 ă 2 “ dim tzu
A
2,an
k,Zar .
We are now going to explain how the above construction also provides a counter-
example to general GAGA-principle for naive flatness, and another one to stability of
scheme-theoretic flatness under analytic ground field extension.
Let D be a closed two-dimensional polydisc centered at the origin such that Z is
contained in the corresponding open polydisc. Let ψ denote the morphism Y Ñ D
induced by ϕ. Note that OD,x “ OA2,an,x; since the latter is a field, ψ is naively
flat at ηr. Note also that ψ factorizes by construction through a closed immersion
Y ãÑ D XX .
4.4.9. — Since ηr is a norm, it lies above the generic point ξ of Y
al. As ψ is naively
flat at ηr, it follows from Lemma 4.2.1 that the induced map Y
al Ñ Dal is flat at ξ.
Now let y be a non-rigid point of Y ztηru (e.g., y “ ηr1 for some r
1 P p0, rq). The point
y does not lie on any proper Zariski-closed subset of Y , which means that yal “ ξ.
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But since y P IntpY {kq, it follows from the general discussion in 4.4.1 that ψ is not
naively flat at y.
4.4.10. — Let us now assume that r R |kˆ|
Q
. In this case, tyu is an affinoid domain
of Y (defined by the equality |T | “ r) whose corresponding k-affinoid algebra is
nothing but kr. In view of Remark 4.4.8, the Zariski-closure tψpyqu
DZar
is equal to
the whole of D, which implies that ψpyq lies above ξ. As a consequence, the morphism
Spec kr Ñ D
al induced by ψ|tyu is flat.
Let L be any analytic extension of k such that r belongs to the group |Lˆ|
Q
(e.g., L “ kr). The space M pLpbkkrq is strictly L-affinoid and non-empty; it has thus
an L-rigid point, say t. Since t is rigid, it belongs to IntpM pLpbkkrqq, and since ψ|tyu
factorizes through a closed immersion from tyu to the affinoid domain of D defined
by the equality |T1| “ r, it follows again from the general discussion in 4.4.1 that
M pLpbkkrq Ñ DL is not naively flat at t. We deduce then from Theorem 4.2.5 (for a
direct and simpler proof, see 4.2.3) that Spec pLpbkkrq Ñ DalL is not flat at tal.
4.5. Analytic flatness has the expected properties
In this section, we show that flatness in our sense behaves reasonably; i.e., the
analogues of classical results from algebraic geometry hold in our setting. We begin
with the descent of algebraic properties. We shall first write a statement that holds in
the abstract settings of 2.2 and 2.3, where we deal with general objects and properties
of the latter satisfying various axioms; and then we shall then write down what it
means for some explicit properties of interest. For the notion of validity of a property
at a point, the reader may refer to Lemma-Definition 2.4.1 in our general abstract
setting and to Lemma-Definition 2.4.3 for a more concrete version.
4.5.1. Lemma. — Let Y Ñ X be a morphism of analytic spaces, let y be a point of
Y at which Y is X-flat, and let x be the image of y in X. Let F be a fibered category
as in 2.2 and let P be a property as in 2.3.1. Let D be an object of FX .
(1) If P satisfies condition pHq of 2.3.15 and if D satisfies P at x, then DY satisfies
P at y.
(2) If P satisfies condition pHregq of 2.3.15 and if DY satisfies P at y, then D
satisfies P at x.
Proof. — We may and do assume that Y andX are good. BeingX-flat at y, the space
Y is in particular naively X-flat at y, which means that OY,y is a flat OX,x-algebra.
The lemma follows then immediately from the definitions of conditions pHq and pHregq.
4.5.2. Lemma (A concrete version of Lemma 4.5.1)
Let Y Ñ X be a morphism between k-analytic spaces, let y be a point of X at
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which Y is X-flat, and let x be its image on X. Let F be a coherent sheaf on X, and
let m be an element of Zě0. Let S “ pE 1 Ñ E Ñ E 2q be a short complex of coherent
sheaves on X.
(1) If Y is regular, resp. Rm, resp. Gorenstein, resp. CI, at y, so is X at x. If FY
is CM, resp. Sm, resp. free of rank m, at y, so is F at x. If SY is exact at y,
so is S at x.
(2) If F is free of rank m at x, so is FY at y. If S is exact at x, so is SY at y.
We are now going to prove that flatness can be checked after flat base change
(Proposition 4.5.5) and ground field extension (Proposition 4.5.6).
4.5.3. Lemma. — Let
Z //

T

Y // X
be a commutative diagram of good analytic spaces, let z be a point of Z and let t,
resp. y, be its image in T , resp. Y . Let F be a coherent sheaf on Y and let G be its
pull-back on Z. Suppose that T is naively X-flat at t and that Z is naively Y -flat
at z. If G is naively T -flat at z then F is naively X-flat at y.
Proof. — This follows straightforwardly from Lemma 4.1.6.
4.5.4. Remark. — We emphasize that in Lemma 4.5.3 above, the spaces involved
are not assumed to be k-analytic; indeed, we want typically to apply it to diagrams
arising from ground field extension.
4.5.5. Proposition. — Let
Z //

T

Y // X
be a commutative diagram of k-analytic spaces, let z be a point of Z and let t, resp. y,
be its image in T , resp. Y . Let F be a coherent sheaf on Y . Suppose that T is X-flat
at t, that Z is Y -flat at z and that FZ is T -flat at z; under those assumptions F
is X-flat at y.
Proof. — One immediately reduces to the case where all spaces are affinoid. Let X 1
be a good analytic space and let X 1 Ñ X be a morphism. We set Y 1 “ Y ˆX X
1 and
so on. Let y1 be a point on Y 1 lying above y, and let z1 be a point on Z 1 lying above
both z and y1 (such a point always exists by Lemma 2.6.10); denote by t1 the image
of z1 on T 1. Since FZ is T -flat at z, the sheaf FZ1 is naively T 1-flat at z1. Since T ,
resp. Z, is X-flat at t, resp. Y -flat at z, the space T 1, resp. Z 1, is naively X 1-flat at t1,
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resp. naively Y 1-flat at z1. Lemma 4.5.3 above now implies that FY 1 is naively X 1-flat
at y1.
4.5.6. Proposition. — Let Y Ñ X be a morphism of k-analytic spaces and let L
be an analytic extension of k. Let y P Y and let F be a coherent sheaf on Y . Let u be
a point of YL lying above y. Suppose that FL is XL-flat at u; the coherent sheaf F
is then X-flat at y.
Proof. — One can assume that both Y and X are affinoid. Let X 1 be a good F -
analytic space for some analytic extension F of k. We set Y 1 “ Y ˆX X
1. Let y1 be a
point on Y 1 lying above y; we are going to show that FY 1 is naively X 1-flat at y; by
shrinking X 1, one can assume that it is F -affinoid.
By Lemma 2.6.10 there exists an analytic extension K of both F and L and a
point ω on Y 1K :“ YK ˆXK X
1
K lying above both u and y
1. By XL-flatness of FL at u
the coherent sheaf FY 1
K
is naively X 1K-flat at ω. Applying Lemma 4.5.3 above to the
diagram
Y 1K
//

X 1K

Y 1 // X 1
(which is possible in view of 2.1.3 (3)), one immediately gets the naive X 1-flatness
of FY 1 at y1.
Proposition 4.5.7 below describes some consequences of flatness on the homology
of complexes of coherent sheaves (for the notion of exactness, injectivity, bijectivity,
etc. at a given point, see Lemma-Definition 2.4.3). Assertions (1) and (2) are ana-
logues of well-known results in scheme theory. Assertions (3) and (4) are stated and
proved for further use in the study of the loci of validity of various properties (Chapter
10).
4.5.7. Proposition. — Let Y Ñ X be a morphism between k-analytic spaces, let y
be a point of Y and let x be its image in X. Let L be an analytic extension of k, let
X 1 be an L-analytic space and let X 1 Ñ X be a morphism of analytic spaces. Let y1
be a pre-image of y on Y 1 :“ Y ˆXX
1 and let x1 denote the image of y1 in X 1. Let H
be a coherent sheaf on X 1.
(1) Let S “ pE Ñ E 1 Ñ E 2q be a sequence of coherent sheaves on Y which is exact
at y. If H is XL-flat at x1, the sequence S b H is exact at y1.
(2) Let 0 Ñ G Ñ F Ñ E Ñ 0 be a sequence of coherent sheaves on Y which is
exact at y; moreover, assume that E is X-flat at y. The sequence
0Ñ G b H Ñ F b H Ñ E b H Ñ 0
of coherent sheaves on Y 1 is then exact at y1.
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(3) Let S “ pFn Ñ Fn´1 Ñ . . . Ñ F0 Ñ 0q be a sequence of coherent sheaves
on Y . Assume that all the Fi’s are X-flat at y, and that S is exact at y. The
sequence SbH on Y 1 is then exact at y1, and if n ě 1 the kernel of Fn Ñ Fn´1
is X-flat at y.
(4) Let n be a positive integer and let S “ pFn Ñ Fn´1 Ñ . . . Ñ F0 Ñ 0q
be a complex of coherent sheaves on Y . Asssume that Fi is X-flat at y for
every i ď n´ 1, and that S is exact at y except possibly at Fn´1. The natural
map
Hn´1pSq b H Ñ Hn´1pS b H q
of coherent sheaves on Y 1 is an isomorphism at y1.
Proof. — For all assertions one can assume that X,Y,X 1, and Y 1 are affinoid. Let us
first prove (1). As H is XL-flat at x1, the coherent sheaf HY 1 is naively YL-flat at y1,
hence is naively Y -flat at y1 since YL is naively flat over Y . In other words, HY 1,y1 is
a flat OY,y-module. By assumption, Sy is exact. Tensoring with the flat OY,y-module
HY 1,y1 then yields the exactness of the sequence Sy1 , whence (1).
Let us prove (2). As X 1 is affinoid, it can be identified with a Zariski-closed
subspace ofXLˆLD whereD is some closed polydisc over the field L. Right-exactness
of the tensor product ensures that
GYLˆLD,y1 Ñ FYLˆLD,y1 Ñ EYLˆLD,y1 Ñ 0
is exact. Since XL ˆL D Ñ XL is flat by Lemma 4.1.13, it follows from assertion (1)
already proven (and applied with X 1 “ XL ˆLD and Y
1 “ YL ˆLD) that the arrow
GYLˆLD,y1 Ñ FYLˆLD,y1 is injective; hence
0Ñ GYLˆLD,y1 Ñ FbYLˆLD,y1 Ñ EYLˆLD,y1 Ñ 0
is exact. As X 1 is a Zariski-closed subspace of XL ˆL D, the local ring OY 1,y1 is
naturally isomorphic to OYLˆLD,y1 bOXLˆLD,x1 OX
1,x1 . Therefore the sequence
0Ñ pG b H qy1 Ñ pF b H qy1 Ñ pE b H qy1 Ñ 0
is simply deduced from the exact sequence
0Ñ GYLˆLD,y1 Ñ FYLˆLD,y1 Ñ EYLˆLD,y1 Ñ 0
by applying the functor bOXLˆLD,x1
Hx1 . As the coherent sheaf E is X-flat at y,
the OXLˆLD,x1-module EYLˆLD,y1 is flat; it follows then immediately from the Tor‚
exact sequence that
0Ñ pG b H qy1 Ñ pF b H qy1 Ñ pE b H qy1 Ñ 0
is exact, whence (2).
Let us prove (3). We argue by induction on n. For n “ 0 there is nothing to
prove. Let us now assume that n ě 1 and that the required assertion is true for all
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integers ă n. Let N be the kernel of F1 Ñ F0. The two sequences
Fn Ñ Fn´1 Ñ . . .Ñ F2 Ñ N Ñ 0 and 0Ñ N Ñ F1 Ñ F0 Ñ 0
are exact at y.
Let us prove that N is X-flat at y. Let Z Ñ X be any morphism with Z affinoid,
let t P T :“ Y ˆX Z be a point lying above y, and let z be the image of t on Z. Since
the coherent sheaf F0 is X-flat at y, assertion (2) applied with X 1 “ Z, Y 1 “ T ,
x1 “ z, y1 “ t, and H “ OZ ensures that the sequence
0Ñ NT,t Ñ F1,T,t Ñ F0,T,t Ñ 0
is exact. As F1 and F0 are X-flat at y, the OZ,z-modules F1,T,t and F0,T,t are
flat. By a Tor computation, it follows that NT,t is also flat over OZ,z ; therefore, N
is X-flat at y.
It follows from (2) that the sequence
0Ñ N b H Ñ F1 b H Ñ F0 b H Ñ 0
is exact at y1. Since we have just seen that N is X-flat at y, the case n “ 1 is settled
and it follows from the induction hypothesis that the kernel of Fn Ñ Fn´1 is X-flat
at y if n ě 2 and that
Fn b H Ñ Fn´1 b H Ñ . . .Ñ F2 b H Ñ N b H Ñ 0
is exact at y1, which yields the exactness of
Fn b H Ñ Fn´1 b H Ñ . . .Ñ F0 b H Ñ 0
at y1 and ends the proof of (3).
Let us prove (4). If n “ 1 then (4) simply means that
CokerpF1 Ñ F0qb H Ñ CokerpF1 b H Ñ F0 b H q
is an isomorphism at y1, which is true; indeed, it is an isomorphism at every point of
Y 1 by right-exactness of the tensor product. Now assume that n ě 2, and let N be
the kernel of Fn´1 Ñ Fn´2. By assertion (3) the coherent sheaf N is X-flat at y.
Applying (3) to the complex
0Ñ N Ñ Fn´1 Ñ Fn´2 Ñ . . .Ñ F0 Ñ 0
(which is exact at y), we see that
N b H Ñ KerpFn´1 b H Ñ Fn´2 b H q
is an isomorphism at y1. On the other hand, Hn´1pSq is the cokernel of Fn Ñ N .
By right-exactness of ‚ b H , the coherent sheaf Hn´1pSq b H is then the cokernel
of Fn b H Ñ N b H . Hence we see that Hn´1pSq b H Ñ Hn´1pS b H q is an
isomorphism at y1.
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In scheme theory, flatness is often useful to spread out some properties from a given
fiber across the ambiant space. As an application of the preceding proposition, we
give a first example of such a phenomenon in analytic geometry.
4.5.8. Lemma. — Let Y Ñ X be a morphism between k-analytic spaces, let y be
a point of Y and let x be its image on X. Let G Ñ F be a morphism between
coherent sheaves on Y . If GYx Ñ FYx is an isomorphism at y and F is X-flat at y,
then G Ñ F is an isomorphism at y.
Proof. — We may and do assume that both Y and X are k-affinoid. Let N be the
kernel of G Ñ F . Since GYx Ñ FYx is surjective at y, the map GH pyq Ñ FH pyq is
surjective, which implies that G Ñ F is surjective at y by 2.5.4; hence the sequence
0Ñ N Ñ G Ñ F Ñ 0
is exact at y. The coherent sheaf F being X-flat at y, Prop. 4.5.7 (2) applied to the
morphism M pH pxqq Ñ X yields the exactness of
0Ñ NYx Ñ GYx Ñ FYx Ñ 0
at y. Since GYx Ñ FYx is by assumption an isomorphism at y, this implies that
NYx,y “ 0; therefore NH pyq “ 0 and Ny “ 0 by 2.5.4. As a consequence, G Ñ F is
an isomorphism at y.
We are now going to give two flatness criteria. The first one describes the behavior
of flatness with respect to extensions. The second one might look somehow specific,
but it will be crucial for the study of quasi-smooth morphisms in the next chapter
and of fiberwise regular sequences in 10.6.
4.5.9. Lemma. — Let Y Ñ X be a morphism of k-analytic spaces, let y be a point
of Y , and let 0Ñ E Ñ E 1 Ñ E 2 Ñ 0 be a sequence of coherent sheaves on Y . Assume
that this sequence is exact at y.
(1) If E and E 2 are X-flat at y, so is E 1.
(2) If E 1 and E 2 are X-flat at y, so is E .
Proof. — Let us prove (1) (resp. 2). So we assume that E 2 and E (resp. E 1) is X-flat.
We immediately reduce to the case where X and Y are good. Let Z Ñ X be any
morphism of analytic spaces with Z good, let t be a pre-image of y on T :“ Y ˆX Z,
and let z be the image of t in Z. We have to show that E 1T,t (resp. ET,t) is flat over
OZ,z .
By Proposition 4.5.7 (2), the sequence
0Ñ E 1T,t Ñ ET,t Ñ E
2
T,t Ñ 0
is still exact. It follows from our flatness assumptions that E 2T,t and ET,t (resp. E
1
T,t)
are OZ,z-flat, hence so is E 1T,t (resp. ET,t) by a straightforward Tor computation.
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4.5.10. Lemma. — Let Y Ñ X be a morphism of k-analytic spaces, let y be a point
of Y and let x be its image in X. Let G Ñ F be a morphism of coherent sheaves
on Y , and let E be its cokernel. Assume that G and F are X-flat at y, and that
GYx Ñ FYx is injective at y. Under this assumption, E is X-flat at y.
Proof. — We can assume that Y and X are k-affinoid. Let L be an analytic extension
of k, let X 1 be an L-affinoid space, and let X 1 Ñ X be a morphism. Let y1 be a pre-
image of y on Y 1 :“ Y ˆX X
1 and let x1 be its image on X 1. We have to prove that
EY 1 is naively flat over X 1 at y1. By Prop. 4.5.6, it suffices to do this after some
ground field extension. Hence we may assume that x1 is L-rational.
Since F and G are X-flat by assumption, the sequence
GY 1,y1 Ñ FY 1,y1 Ñ EY 1,y1 Ñ 0
is the truncation of a flat resolution of the OX1,x1-module EY 1,y1 . The map GYx Ñ FYx
is injective at y; by naive flatness of ground field extension, GY 1
x1
,y1 Ñ FY 1
x1
,y1 is
injective too. But since x1 is L-rational, the local ring OY 1
x1
,y1 is equal to the quotient
OY 1,y1{mx1OY 1,y1 . Hence by passing to the quotient of the truncated flat resolution
GY 1,y1 Ñ FY 1,y1 Ñ EY 1,y1 Ñ 0
modulo mx1 , one gets an exact sequence whose first arrow is injective. This imme-
diately implies that Tor
OX1,x1
1 pEY 1,y1 ,OX1,x1{mx1q “ 0. As a consequence, EY 1,y1 is a
flat OX1,x1-module ([SGA 1], Expose´ IV, Thm. 5.6).
We end this section by showing that flatness ensures a reasonable behavior of local
dimension (this is a generalization of Cor. 4.3.3). We use the notion of dimension for
modules and coherent sheaves (1.1.2,2.5.3).
4.5.11. Lemma. — Let Y Ñ X be a morphism between k-analytic spaces, let F be
a coherent sheaf on Y , let y be a point of Y and let x be its image in X. Assume that
y belongs to SupppF q (this is the case if and only it belongs to SupppFYxq, because by
2.5.2 both properties are equivalent to the fact that FH pyq ‰ 0) and that F is X-flat
at y. One has then the equality dimy F “ dimy FYx ` dimxX.
Proof. — We immediately reduce to the case where Y and X are affinoid. By ex-
tending the ground field, we may assume that y is a k-point (hence, so is x). By
assumption, Fy is a flat OX,x-module; moreover, the quotient OY,y{mxOY,y is equal
to OYx,y because x is a rigid point. By Cor. 6.1.2 of [EGA IV2] one has therefore
the equality
dimKrull FY,y “ dimKrull FYx,y ` dimKrull OX,x.
Since y and x are rigid, Corollary 3.2.9 and GAGA for the support of a coherent sheaf
allow us to rewrite it as dimy SupppF q “ F “ dimy FYx ` dimxX.

CHAPTER 5
QUASI-SMOOTH MORPHISMS
One of the most important example of flat morphism in algebraic geometry, both
conceptually and technically, is that of a smooth morphism: this is a locally finitely
presented flat morphism with geometrically regular fibers. The purpose of this chapter
is to introduce and study the corresponding class of maps in analytic geometry, which
are said to be quasi-smooth.
In fact, the definition of a scheme-theoretic smooth morphism we have just given
is not the usual one: one classically defines smooth morphisms using the sheaf of
relative Ka¨hler differentials, and then proves that they can be characterized by the
aforementioned property. This is what we shall do here (we have more precisely been
inspired by the approach on smoothness of Bosch, Lu¨tkebohmert and Raynaud in
[BLR90]). Thus after having recalled the definition and the basic properties of the
coherent sheaf ΩY {X attached to a morphism of k-analytic spaces Y Ñ X (Section
5.1), we use kind of a Jacobian criterion to define what it means for Y Ñ X to
be quasi-smooth at a given point y of Y (Definition 5.2.4); we say that Y Ñ X
is quasi-e´tale at y if it is quasi-smooth and quasi-finite at y (a former definition of
quasi-e´taleness had been given by Berkovich in [Ber94]; it is consistent with ours by
5.4.11).
Then in Section 5.3 we prove the expected characterization of quasi-smooth mor-
phism (Theorem 5.3.4): if y is a point of Y lying above a point x of X , then Y Ñ X
is quasi-smooth at y if and only if Y is X-flat at y and Yx is geometrically regular at
y.
Section 5.4 explains the links between quasi-smoothness and quasi-e´taleness on one
hand, and smoothness and e´taleness in the sense of Berkovich ([Ber93] 3.3 and 3.5)
on the other hand. We prove more precisely the following: Y Ñ X is e´tale at y if
and only it it is quasi-e´tale and boundaryless at y; if morevoer Y and X are good,
then Y Ñ X is smooth at y if and only if it is quasi-smooth and boundaryless at y
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(see Corollary 5.4.8 for smoothness, and Remark 5.4.9 for some comments about the
goodness assumption and the e´tale case).
The chapter ends with Section 5.5, in which we prove that all usual algebraic
properties are preserved by quasi-smooth maps (Proposition 5.5.5). This rests on the
following fact: if Y and X are good and y is a point of Y lying over a point x of X
and at which Y Ñ X is quasi-smooth, then Spec OY,y Ñ Spec OX,x is regular; i.e.,
flat with geometrically regular fibers (Theorem 5.5.3).
5.1. Reminders about the sheaf of relative differentials
We begin with some reminders about the sheaf of Ka¨hler differentials in analytic
geometry; a general reference for the results of this section is [Ber93], §3.3.
5.1.1. — Let Y Ñ X be a morphism between k-analytic spaces. The diagonal
map δ : Y Ñ Y ˆX Y is G-locally a closed immersion and it has therefore a conormal
sheaf (see the paragraph before Remark 1.3.8 in [Ber93]); this is a coherent sheaf on Y
which is denoted p1q by ΩY {X and is called the sheaf of relative (Ka¨hler) differentials
of Y over X .
5.1.2. Contravariant functoriality. — Let
Y 1 //

X 1

Y // X
be a commutative diagram of analytic spaces. It gives rise to a natural morphism
pΩY {XqY 1 Ñ ΩY 1{X1 , which is an isomorphism if (at least) one of the two following
conditions is fullfilled:
– The above diagram is cartesian (see [Ber93], Prop. 3.3.2).
– Both maps Y 1 Ñ X 1 and Y Ñ X are inclusion of analytic domains.
In particular if V is an analytic domain of Y , then ΩV {X “ pΩY {XqV ; if U is an
analytic domain ofX , then ΩU{X “ 0. If x is a point ofX , then pΩY {XqYx “ ΩYx{H pxq
and pΩY {XqH pyq “ pΩYx{H pxqqH pyq for every y P Yx.
5.1.3. The universal differential. — Let V be an analytic domain of Y and let
p1 and p2 be the two projections from V ˆX V to X . If f is an analytic function on
V , then p˚1f ´ p
˚
2f vanishes on the diagonal V ãÑ V ˆX V , hence defines an element
df of ΩV {XpV q “ ΩY {XpV q. The map d: OY Ñ ΩY {X is an X-derivation, and
pΩY {X , dq is the initial object of the category of coherent sheaves F on Y equipped
1. Berkovich denotes it by ΩYG{XG ; for the sake of simplicity, and according to our general
conventions, we have decided to simply denote it by ΩY {X .
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with an X-derivation OY Ñ F . In the situation of 5.1.2 above, the natural morphism
pΩY {XqY 1 Ñ ΩY 1{X1 commutes with the derivations.
5.1.4. GAGA principle. — If A is a k-affinoid algebra and if Y Ñ X is a mor-
phism between A-schemes of finite type, there is a natural isomorphism
pΩY {X q
an » ΩY an{X an ,
which commutes with the derivations.
5.1.5. — Let
Z // Y // X
be a diagram in the category of k-analytic spaces. The natural sequence
pΩY {XqZ Ñ ΩZ{X Ñ ΩZ{Y Ñ 0
is then exact ([Ber93], Prop. 3.3.2 (i) ).
5.1.6. — LetX be a k-analytic space. For every non-negative integer n, the coherent
OAn
X
-module ΩAn
X
{X is free with basis dT1, . . . ,dTn.
5.1.7. — Let Y Ñ X be a morphism of k-analytic spaces, let pfiq be a family of
analytic functions on Y , and let Z be the closed analytic subspace of Y defined by the
sheaf of ideals pfiqi. The morphism pΩY {XqZ Ñ ΩZ{X is a surjection whose kernel is
generated by the pullbacks of the dfi’s ([Ber93], Prop. 3.3.2 (ii) ).
5.1.8. — Let X be a good k-analytic space, let x be a point of X such that H pxq “
k, and let m be the maximal ideal of OX,x. The map f ÞÑ f ´ fpxq from OX,x to m
is then a k-derivation which induces an isomorphism
pΩX{kqκpxq “ pΩX{kqx{mpΩX{kqx » m{m
2,
whose inverse isomorphism is induced by the derivation d (this can be checked by
direct computation, as in algebraic geometry).
5.1.9. — LetX be an analytic space and let x be a point ofX . If follows respectively
from Lemma 6.2 and Prop. 6.3 of [Duc09] that rkxpΩX{kq ě dimxX and that the
following are equivalent:
(i) One has the equality rkxpΩX{kq “ dimxX .
(ii) The space X is geometrically regular at x.
Moreover if H pxq “ k or if k is perfect, then (i) and (ii) hold if and only if X
is regular at x. Indeed, this also follows from Lemma 6.2 and Prop. 6.3 of [Duc09]
except possibly when H pxq “ k and |kˆ| “ 1. But in this situation we can first
perform a scalar extension to kr for some arbitrary positive r; since kr is analytically
separable over r, this operation has no effect on regularity, hence allows us to reduce
to the non-trivially valued case.
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5.1.10. — Assume that (i) and (ii) above hold, and let d be the dimension of X
at x. There exists a purely d-dimensional open neighborhood U of x in X such that
the coherent sheaf ΩU{k is free of rank d ([Duc09], Prop. 6.6; note that this implies
that (i) and (ii) hold at every point of U).
5.1.11. Remark. — Let Y Ñ X be a morphism of k-analytic spaces, let y be a
point of Y and let x be its image in X . It follows from 5.1.9 that
rkypΩY {Xq ď dimy Yx
with equality if and only if the fiber Yx is geometrically regular at y.
5.2. Quasi-smoothness: definition and first properties
We begin with a technical lemma, which will be needed for dealing with the Jaco-
bian criterion we have in mind.
5.2.1. Lemma. — Let X be a k-analytic space, let n be a non-negative integer,
and let V be an affinoid domain of AnX . Let Y be a Zariski-closed subset of V , let I
be the corresponding ideal of the ring of analytic functions on V , and let g1, . . . , gr
be a generating family of I. For every z P Y , let spzq denote the rank of the fam-
ily ppdg1qpzq, . . . , pdgrqpzqq in the vector space pΩV {XqH pzq.
(1) For every z P Y the rank rkzpΩY {Xq is equal to n´ spzq; in particular,
rkzpΩY {Xq ě n´ r.
(2) Assume that there exists y P Y with spyq “ r (which is equivalent, by (1), to the
fact that rkypΩY {Xq “ n´ r). Then:
‚ Every generating family of I has cardinality at least r.
‚ There exists an affinoid neighborhood U of y in V such that the morphism
U X Y Ñ X is purely of relative dimension n´ r, and such that spzq “ r
for every z belonging to U X Y ; in particular, every fiber of U X Y Ñ X
is geometrically regular.
Proof. — Let us first prove (1). By 5.1.6, the H pzq-vector space pΩV {Xqz is n-
dimensional; and it follows from 5.1.7 that pΩY {XqH pzq is naturally isomorphic to
pΩV {XqH pzq{ppdg1qpzq, . . . , pdgrqpzqq,
whence (1).
Now let us come to assertion (2). If ph1, . . . , htq is a a generating family of I,
applying (1) to it yields the inequality n´ r ě n´ t; i.e., t ě r, as required. Let x be
a point ofX . Being an affinoid domain ofAn,an
H pxq, the fiber Vx is purely n-dimensional.
As the ideal of Yx in Vx is generated by r functions, it follows from the Hauptidealsatz
applied on the noetherian scheme pVxq
al that the Krull codimension of any irreducible
5.2. QUASI-SMOOTHNESS: DEFINITION AND FIRST PROPERTIES 109
component of Yx in Vx is at most r. Therefore, the dimension of such a component is
at least n´ r, and it follows that dimzpY Ñ Xq ě n´ r for every z P Y .
By upper-semi-continuity of the rank of the stalks of a given coherent sheaf (2.5.2),
there exists an affinoid neighborhood U of y in V such that rkzpΩY {Xq is bounded
by n´r for every z P UXY ; note that this rank is then actually equal to n´r in view
of (1). Let z be a point of U X Y and let x be its image on X . The H pxq-analytic
space Yx if of dimension at least n ´ r at z; and rkzΩYx{H pxq “ rkzpΩY {Xq “ n ´ r.
We thus deduce from 5.1.9 that Yx is of dimension n´ r at z, which ends the proof
(the claim about geometric regularity comes from 5.1.9).
5.2.2. Definition. — Let Y Ñ X be a morphism of k-analytic spaces and let y be
a point of Y . Let W be an affinoid domain of Y containing y, let n be an element
of Zě0, and let V be an affinoid domain of A
n
X such that W Ñ X goes through
a closed immersion W ãÑ V ; let us denote by I the ideal defining the latter (in
the ring of analytic functions on V ), and set r “ n ´ rkypΩY {Xq. We say that the
diagram W ãÑ V Ă AnX is a Jacobian presentation of Y Ñ X at y if I can be
generated by r elements.
5.2.3. — We use the notation of Definition 5.2.2 above. If W ãÑ V Ă AnX is a
Jacobian presentation of Y Ñ X at y, it follows from Lemma 5.2.1 that r is the
minimal cardinality of a generating family of I, that Y Ñ X is of dimension n ´ r
at y, and that the fiber of Y Ñ X containing y is geometrically regular at y. Lemma
5.2.1 also ensures that there exists an affinoid neighborhood V 1 of y inside V such
that W ˆV V
1 ãÑ V 1 is a Jacobian presentation of Y Ñ X at each of its points, and
such that W ˆV V
1 is purely of relative dimension n´ r over X .
5.2.4. Definition. — Let Y Ñ X be a morphism of k-analytic spaces, and let y
be a point of Y . We say that Y Ñ X is quasi-smooth at y if there exists a Jacobian
presentation of Y Ñ X at y. We say that it is quasi-smooth if it is quasi-smooth at
every point of Y .
5.2.5. — Let Y Ñ X be a morphism of k-analytic spaces, let y be a point of Y , and
let x be its image in X . If Y Ñ X is quasi-smooth at y, it follows from 5.2.3 that Yx
is geometrically regular at y.
5.2.6. Definition. — A morphism of k-analytic spaces Y Ñ X is quasi-e´tale at a
point y of Y if it is quasi-smooth and quasi-finite at y; and it is quasi-e´tale if it is
quasi-e´tale at every point of Y .
5.2.7. Remark. — An analytic space pk,Xq is called quasi-smooth, resp. quasi-
e´tale, at a given point x of X if X Ñ M pkq is.
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5.2.8. Comments on the terminology. — Berkovich has defined ([Ber93], §3)
the notions of e´tale and smooth maps. We shall see below (Theorem 5.4.6 and Re-
mark 5.4.9) that a map is e´tale at a given point if and only if it is quasi-e´tale and
boundaryless at that point; and that a map between good k-analytic spaces is smooth
at a given point if and only if it is quasi-smooth and boundaryless at that point. (For
some comments about the need for a goodness assumption, see Remark 5.4.9).
There is already a notion of quasi-e´tale morphism, which was defined by Berkovich
([Ber94], §3); we shall see below that his definition is equivalent to ours (Lemma
5.4.11).
In [Duc09], §6, an analytic space was said to be quasi-smooth (quasi-lisse in
French) at x if it is geometrically regular at x; this turns out to be consistent with
our current definition of quasi-smoothness (Corollary 5.3.5.)
If |kˆ| ‰ t1u, if Y and X are strictly k-analytic spaces and if y is a rigid point
of Y , quasi-smoothness of Y Ñ X at y is nothing but rig-smoothness of Y Ñ X
at y; we nevertheless have chosen to use “quasi-smooth” instead of “rig-smooth” to
be consistent with the terminology “quasi-e´tale”.
5.2.9. — Let X be an analytic space and let n be a non-negative integer. The space
AnX is then quasi-smooth overX of relative dimension n: indeed, for every y P A
n
X and
every affinoid domain W of AnX containing the point y, the diagram W » W Ă A
n
X
is a Jacobian presentation of Y Ñ X at y.
5.2.10. — Let Y Ñ X be a morphism of k-analytic spaces, let y be a point of Y ,
let V be an analytic domain of Y containing y, and let U be an analytic domain of X
containing the image of V . Then Y Ñ X is quasi-smooth at y if and only if V Ñ U
is quasi-smooth at y.
Indeed, let us first assume that V Ñ U is quasi-smooth at y. Then if Z ãÑ T Ă AnU
is a Jacobian presentation of V Ñ U at y, it follows immediately from the definition
that Z ãÑ T Ă AnX is a Jacobian presentation of Y Ñ X at y.
Conversely, let us assume that Y Ñ X is quasi-smooth at y, and let us choose a
Jacobian presentation Z ãÑ T Ă AnX of Y Ñ X at y; the image of y in A
n
X belongs
to AnU . Let T
1 be an affinoid domain of AnU that contains the image of y. The fiber
product Z 1 :“ Z ˆT T
1 is an affinoid domain of Y which contains y, and Z 1 Ñ T 1
is a closed immersion. By Remark 1.3.13 there exists an affinoid domain T 2 of T 1
containing the image of y such that Z2 :“ Z 1 ˆT 1 T
2 is included in V XZ 1. It follows
from the construction that Z2 ãÑ T 2 Ă AnU is a Jacobian presentation of V Ñ U at y.
5.2.11. — If X is an analytic space, the morphism IdX is quasi-mooth (5.2.9
with n “ 0); it follows by 5.2.10 that if Y is an analytic domain of X then Y Ñ X is
quasi-smooth.
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5.2.12. Behavior with respect to base change. — Let X 1 be an analytic space
and let X 1 Ñ X be a morphism. If y is a point of Y , y1 is a point of Y 1 :“ Y ˆX X
1
lying over y, and Y Ñ X is quasi-smooth at y then Y 1 Ñ X 1 is quasi-smooth at y1.
Indeed, let W ãÑ V Ă AnX be a Jacobian presentation of Y Ñ X at y, and let V
1
(resp.W 1) denote the fiber product V ˆXX
1 (resp.W ˆXX
1). Let V 2 be any affinoid
domain of V 1 which contains the image of y1 by the closed immersion V 1 ãÑ W 1; the
fiber product W 2 :“ W 1 ˆV 1 V
2 is an affinoid domain of Y 1, and it is easily seen
that W 2 ãÑ V 2 Ă AnX1 is a Jacobian presentation of Y
1 Ñ X 1 at y1.
5.2.13. Behavior with respect to composition. — Let Z be an analytic space,
let Z Ñ Y be a morphism, let z be a point of Z, and let y be its image in Y .
If Z Ñ Y is quasi-smooth at z and if Y Ñ X is quasi-smooth at y then the composite
map Z Ñ Y Ñ X is quasi-smooth at z.
Indeed, letW ãÑ V Ă AnX be a Jacobian presentation of Y Ñ X at y. As Z Ñ Y is
quasi-smooth at z, the map ZˆY W ÑW is quasi-smooth at z too by 5.2.10 or 5.2.12.
Let T ãÑ S Ă AmW be a Jacobian presentation of ZˆYW ÑW at z. As S is an affinoid
domain of the Zariski-closed subspace AmW of A
m
V , it follows from Remark 1.3.13 that
there exists an affinoid domain S1 of AmV such that S
1 XAmW is contained in S and
contains the image of z; set T 1 “ T ˆS pS
1XAmW q. The morphism T
1 ãÑ S1 is equal to
the composition of T 1 ãÑ S1 XAmW and S
1 XAmW ãÑ S
1, hence is a closed immersion.
Being an affinoid domain of AmV , which is itself an analytic domain of A
n`m
X , the
space S1 is an affinoid domain of An`mX . Set d “ rkypΩY {Xq and δ “ rkzpΩZ{Y q. It
follows from 5.1.7 that rkzpΩZ{Xq ď d` δ.
Now, as W ãÑ V Ă AnX is a Jacobian presentation of Y Ñ X at y, the Zariski-
closed subspace W of V can be defined by n´ d equations; hence the Zariski-closed
subspace S1XAmW of S
1 can also be defined by n´d equations. And as T ãÑ S Ă AmW is
a Jacobian presentation of ZˆY W ÑW at z, the closed analytic subspace T of S can
be defined by m´ δ equations; hence the closed analytic subspace T 1 of S1XAmW can
be defined bym´δ equations. It follows that the closed analytic subspace T 1 of S1 can
be defined using m`n´d´ δ equations. We deduce then from Lemma 5.2.1 (1) that
rkzpΩZ{Xq ě d`δ. On the other hand, we have proven above that rkzpΩZ{Xq ď d`δ,
whence the equality
rkzpΩZ{Xq “ d` δ.
Therefore T 1 ãÑ S1 Ă An`mX is a Jacobian presentation of Z Ñ X at z, so Z Ñ X is
quasi-smooth at z.
5.2.14. — Let A be a k-affinoid algebra and let Y Ñ X be a morphism between A-
schemes of finite type. Let y be a point of Y an. If Y Ñ X is smooth at yal then
Y an Ñ X an is quasi-smooth at y. Indeed, as Y Ñ X is smooth at yal, there exists
an integer n, an affine open neighborhood V of yal, and an affine open subset U
of An
X
so that V Ñ X goes through a closed immersion V ãÑ U whose ideal can be
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generated by r elements, where r “ n´rkyalpΩY {X q. Now if U is any affinoid domain
of U an containing the image of y and if we set V “ V anˆU anU then V ãÑ U Ă AnX an
is a Jacobian presentation of Y an Ñ X an at y (due to 5.1.4).
5.2.15. — By obvious relative dimension arguments, the conclusions in 5.2.10-5.2.14
remain true with “quasi-smooth” replaced by “quasi-e´tale”.
5.2.16. — Let Y Ñ X be a map between k-analytic spaces, let y be a point of Y and
let x be its image on X . Assume that Y Ñ X is e´tale at y. Under this assumption,
there exists an affinoid domain U of X containing x and an affinoid domain V of Y
containing y such that V Ñ X goes through a finite e´tale map V Ñ U . But saying
that V Ñ U is finite e´tale simply means that V al Ñ Ual is finite e´tale, which implies
that V Ñ U is quasi-e´tale (5.2.14 and 5.2.15); as a consequence, Y Ñ X is quasi-e´tale
at y by 5.2.10.
5.2.17. — Let Y Ñ X be a map between k-analytic spaces and let y be a point
of Y . Assume that Y Ñ X is smooth at y. By definition, there exists an open
neighborhood V of y in Y such that V Ñ X goes through an e´tale map V Ñ AnX for
some n. It follows from 5.2.16 above that V Ñ AnX is quasi-e´tale. Since A
n
X Ñ X
is quasi-smooth by 5.2.9, one deduces from 5.2.13 and 5.2.10 that Y Ñ X is quasi-
smooth at y.
5.3. Quasi-smoothness, flatness and fiberwise geometric regularity
Our goal is to establish some expected properties of quasi-smoothness: the fact
that a morphism ϕ : Y Ñ X is quasi-smooth at a point y of Y if and only if Y Ñ X
is flat at y and Yϕpyq is geometrically regular at y; and the fact that if this is the case,
then ΩY {X is free of rank dimy ϕ at y. We begin with a slightly technical lemma that
has no interest by itself – especially in view of the announced results – but which
we shall need to argue by induction on the number of equations in a given Jacobian
presentation.
5.3.1. Lemma. — Let d be a non-negative integer, let Y Ñ X be a morphism of k-
analytic spaces, and let y be a point of Y at which Y Ñ X is quasi-smooth of relative
dimension d. Assume that both OY and ΩY {X are X-flat at y.
(1) The coherent sheaf ΩY {X is free of rank d at y.
(2) Let f be an analytic function on Y such that the element pdfqpyq of pΩY {XqH pyq
is non-zero, and let Z be the closed analytic subspace of Y defined by the ideal
pfq.
(2a) The morphism Z Ñ X is quasi-smooth of relative dimension d´ 1 at y.
(2b) The coherent sheaves OZ and ΩZ{X are X-flat at y.
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Proof. — All properties involved can be checked G-locally, hence we may and do
assume that both Y and X are k-affinoid. Let x denote the image of y in X .
As Y Ñ X is quasi-smooth of relative dimension d at y, the dimension
of pΩY {XqH pyq is equal to d. Let us choose global forms ω1, . . . , ωd belonging
to ΩY {XpY q such that pωipyqqi is a basis of pΩY {XqH pyq, which is possible in view
of 2.5.2 (2). The ωi’s define a morphism OdY Ñ ΩY {X . Since Yx is geometrically
regular at y, the sheaf ΩYx{H pxq is free of rank d at y; it follows therefore from
Nakayama’s Lemma that OdYx Ñ ΩYx{H pxq is an isomorphism at y. Since ΩY {X is X-
flat at y by assumption, Lemma 4.5.8 implies that OdY Ñ ΩY {X is an isomorphism
at y, whence (1).
The morphism Y Ñ X being quasi-smooth at y, it admits a Jacobian presentation
W ãÑ V Ă AnX at y. There exists a finite family pg1, . . . , gn´dq of analytic functions
on V such that the ideal pg1, . . . , gn´dq defines the closed immersion W ãÑ V , and
such that the family pdgipyqqi of elements of the vector space pΩV {XqH pyq is free. As
pΩY {XqH pyq » pΩV {XqH pyq{ppdg1qpyq, . . . , pdgn´dqpyqq,
the fact that pdfqpyq is non-zero in pΩY {XqH pyq simply means that the family
ppdg1qpyq, . . . , pdgn´dqpyq, pdfqpyqq is free in pΩV {XqH pyq. As the ideal pg1, . . . , gn´d, fq
defines precisely the closed immersionW XZ ãÑ V , the diagram pW XZq ãÑ V Ă AnX
is a Jacobian presentation of Z Ñ X at y, and Z Ñ X is quasi-smooth at y of
relative dimension d´ 1, whence (2a).
Denote by ι the closed immersion Z ãÑ Y . We have an exact sequence
OY
ˆ f // OY // ι˚OZ // 0 .
By assumption, OY is X-flat at y. As Y is quasi-smooth over X at y, the fiber Yx
is (geometrically) regular at y. Since we have made the hypothesis that pdfqpyq ‰ 0
in pΩY {XqH pyq, the element f of the regular local ring OYx,y is non-zero. As a regular
local ring is a domain, the multiplication by f from OYx to itself is injective at y. It
now follows from Lemma 4.5.10 that ι˚OZ is X-flat at y ; in other words, OZ is X-flat
at y.
Consider now the exact sequence
OZ
u // pΩY {XqZ // ΩZ{X // 0 ,
where u is the multiplication by the pullback of df . We have just proven that OZ
is X-flat at y. Since ΩY {X has been seen to be free at y, its pull-back pΩY {XqZ is free
at y as well, hence is X-flat at y because so is OZ . Since pdfqpyq ‰ 0 in pΩY {XqH pyq,
the image of df in pΩY {XqZx,y is non-zero. As Z is quasi-smooth over X at y, the
fiber Zx is (geometrically) regular at y; in particular, OZx,y is a domain, and the free
OZx,y -module pΩY {XqZx,y is thus torsion-free. It follows that u induces an injection
from OZx,y into pΩY {XqZx,y. We then deduce from Lemma 4.5.10 that ΩZ{X is X-flat
at y, whence (2b).
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5.3.2. Corollary. — Let Y Ñ X be a morphism of k-analytic spaces, let d be an
element of Zě0, and let y be a point of Y at which Y Ñ X is quasi-smooth of relative
dimension d. The sheaf OY is X-flat at y, and ΩY {X is free of rank d at y.
Proof. — It is sufficient to prove that both coherent sheaves OY and ΩY are X-
flat at y; it will then follow from Lemma 5.3.1 (1) that ΩY {X is free of rank d
at y. Let us choose a Jacobian presentation W ãÑ V Ă AnX of Y Ñ X at y, and
set r “ n´ dimH pyqpΩY {XqH pyq. By definition of such a presentation, there exists a
family pg1, . . . , grq of analytic functions on V such that the ideal pg1, . . . , grq defines
the closed immersionW ãÑ V , and such that the family pdg1qpyq, . . . , pdgrqpyqq of ele-
ments of pΩV {XqH pyq is free. For every i P t0, . . . , ru, denote by Vi the closed analytic
subspace of V defined by the ideal pg1, . . . , giq; note that V0 “ V and that Vr “ W .
The map V Ñ X is quasi-smooth at y; moreover, OV and ΩV {X are X-flat. Indeed,
AnX is flat over X : this comes from Lemma 4.1.13, or from the fact that A
n
Z is flat
over Z for every affinoid space Z in view of Proposition 4.2.4, because An
Zal
is flat
over Zal; as a consequence, V is flat over X . And since ΩV {X is a free OV -module
(with basis pdTiqi), it is flat over X too.
Now Lemma 5.3.1 together with a straightforward induction on i shows that for
every i P t0, . . . , ru, the space Vi is quasi-smooth at y and the coherent sheaves OVi
and ΩVi{X are X-flat at y. By taking i “ r we get the expected statements.
5.3.3. — Let Y Ñ X be a morphism of k-affinoid spaces, let y be a point of Y
and let x be its image on X . Let us assume that Yx is geometrically regular, and
that Y Ñ X is flat at y. There exists n P Zě0 so that the morphism Y Ñ X goes
through a closed immersion Y ãÑ DˆkX , where D is a closed n-dimensional polydisc.
Set r “ n´rkypΩY {Xq (note that Y Ñ X is then of relative dimension n´r at y), and
let I be the sheaf of ideals of ODˆkX that defines the closed immersion Y ãÑ DˆkX .
Let us choose global sections g1, . . . , gr of I such that
pΩY {XqH pyq “ pΩDˆkX{XqH pyq{ppdg1qpyq, . . . , pdgrqpyqq,
which is possible by 5.1.7 and 2.5.2 (2); note that ppdg1qpyq, . . . , pdgrqpyqq is then a free
family of elements of the vector space pΩDˆkX{XqH pyq. Let Z be the Zariski-closed
subspace of Dˆk X defined by the ideal sheaf J :“ pg1, . . . , grq; by construction, Y
is a Zariski-closed subspace of Z, and Z Ñ X is quasi-smooth at y of relative dimen-
sion n´ r.
As Z Ñ X is quasi-smooth at y of relative dimension n ´ r, the H pxq-space Zx
is geometrically regular at y of relative dimension n ´ r. In particular, there exists
a connected affinoid neighborhood U of y in Zx that is normal, connected and of
dimension n ´ r. As the fiber Yx is geometrically regular at y and as we have the
equalities rkypΩYx{H pxqq “ rkypΩY {Xq “ n ´ r, we can shrink U so that U X Yx is
of dimension n ´ r. The intersection U X Yx being a closed analytic subspace of the
reduced, irreducible, pn´ rq-dimensional space U , it coincides with U .
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The natural surjection OZ,y Ñ OY,y is bijective. Indeed, we have proven above
that U “ U X Yx, which implies that OZx,y Ñ OYx,y is a bijection; and since OY is
X-flat at y by assumption, it follows then from Lemma 4.5.8 that OZ,y Ñ OY,y is
bijective.
The bijectivity of OZ,y Ñ OY,y is equivalent to the bijectivity of Jy Ñ Iy. As a
consequence, there exists an affinoid neighborhood V of y in D ˆk X such that the
closed immersion V X Y ãÑ V X Z is an isomorphism; note that V X Y is an affinoid
neighborhood of y in Y , and that V X Y ãÑ V Ă AnX is a Jacobian presentation
of Y Ñ X at y.
5.3.4. Theorem. — Let Y Ñ X be a morphism of k-analytic spaces, let y be a point
of Y and let x be its image on X.
(1) The following are equivalent:
(i) The morphism Y Ñ X is quasi-smooth at y.
(ii) The morphism Y Ñ X is flat at y, and the fiber Yx is geometrically
regular at y.
(iii) The morphism Y Ñ X is flat at y, and rkypΩY {Xq “ dimy Yx.
(2) If moreover Y and X are good, then those properties hold if and only if there
exists a Jacobian presentation W ãÑ V Ă AnX of Y Ñ X at y with W being an
affinoid neighborhood of y in Y .
Proof. — We first remark that (ii) ðñ (iii) by Remark 5.1.11. If Y Ñ X is quasi-
smooth at x, we already know that Yx is geometrically regular at y, and flatness
of Y Ñ X at y is part of Corollary 5.3.2; so (i)ñ(ii).
Assume now that Y Ñ X is flat at y, and that Yx is geometrically regular at y. In
order to prove that Y Ñ X is quasi-smooth at y, we may assume that both Y and X
are k-affinoid. But under that assumption, we have seen in 5.3.3 that there exists
a Jacobian presentation W ãÑ V Ă AnV of Y Ñ X at y with W being an affinoid
neighborhood of y in Y , which at the same time ends the proof of (ii)ñ(i) and proves
(2).
5.3.5. Corollary. — If X is a k-analytic space and if x is a point of X, then X is
quasi-smooth at x if and only if it is geometrically regular at x.
Proof. — This is an immediate consequence of Theorem 5.3.4 above, together with
the fact that X Ñ M pkq is flat (Lemma 4.1.13).
5.3.6. Corollary. — Let Y Ñ X be a morphism of schemes of finite type over a
given affinoid algebra, and let y be point of Y an. The map Y an Ñ X an is quasi-
smooth at y if and only if Y Ñ X is smooth at yal.
Proof. — Let x be the image of y on X an. By Theorem 5.3.4, the natural morphism
Y an Ñ X an is quasi-smooth at y if and only if it is flat at y and the dimension of the
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H pyq-vector space pΩY an{X anqH pyq is equal to the relative dimension of Y
an over
X an at y.
On the other hand, Y Ñ X is smooth at yal if and only if it is flat at yal and the
dimension of the κpyalq-vector space pΩY {X qκpyalq is equal to the relative dimension
of Y over X at yal.
The corollary now follows from GAGA principles about flatness (Lemma 4.2.1 and
Proposition 4.2.4), about the sheaf of differential forms (5.1.4), and about relative
dimension (Prop. 2.7.7).
5.3.7. Corollary. — Let Y Ñ X be a morphism between k-analytic spaces and let
d be an integer. The set of points of Y at which Y Ñ X is quasi-smooth of relative
dimension d is an open subset of Y .
Proof. — We immediately reduce to the case where both Y and X are affinoid. Let
y be a point of Y at which Y is quasi-smooth of relative dimension d over X . By
Theorem 5.3.4, there exists an affinoid neighborhood W of y in Y and a Jacobian
presentation W ãÑ V Ă AmX of Y Ñ X at y. Now by 5.2.3 there exists an affinoid
neighborhood V 1 of y in V such that W ˆV V
1 ãÑ V 1 is a Jacobian presentation of
Y Ñ X at each point of W ˆV V
1, and such that Y Ñ X is of relative dimension d
at each point of W ˆV V
1. Hence Y Ñ X is quasi-smooth of relative dimension d at
each point of the affinoid neighborhood W 1 ˆV V
1 of y.
5.3.8. Remark. — We shall see later that the set of points of Y at which Y Ñ X
is quasi-smooth of relative dimension d is even Zariski-open in Y (Theorem 10.7.2).
5.4. Links with e´tale and smooth morphisms
Our purpose is now to investigate the link between quasi-smooth morphisms, and
smooth morphisms in the sense of Berkovich [Ber93], 3.5. As we shall see, as far
as the spaces involved are good, the situation is very pleasant: a morphism is smooth
(at a given point of the source) if and only if it is quasi-smooth and boundaryless;
and it is quasi-smooth if and only if it is (locally) the composition of an inclusion of
an analytic domain and of a smooth map. We shall discuss thereafter this goodness
assumption, and see that it is not needed in the case of relative dimension zero; i.e.,
for the comparison between quasi-e´taleness and e´taleness.
5.4.1. Definition. — Let Y Ñ X be a morphism of k-analytic spaces and let y
be a point of Y . The morphism Y Ñ X is said to be unramified at y (we shall also
say that Y is unramified over X at y) if pΩY {XqH pyq “ 0; i.e., if y does not belong
to the support of ΩY {X (2.5.2). The morphism Y Ñ X is called unramified if it is
unramified at every point of Y ; i.e., if ΩY {X “ 0 (we shall also say “Y is unramified
over X”).
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5.4.2. — Let Y Ñ X be a morphism of k-analytic spaces and let y be a point of X .
If Y Ñ X is unramified at y, then the inequality rkypΩY {Xq ě dimypY Ñ Xq implies
that Y is of relative dimension zero over X at y. As a consequence, it follows from
Theorem 5.3.4 that Y Ñ X is quasi-e´tale at y if and only if it is flat and unramified
at y.
5.4.3. Lemma. — Let Y Ñ X be a morphism of k-analytic spaces. It is unramified
if and only if the diagonal Y Ñ Y ˆX Y is G-locally on Y an open immersion with
closed (and open) image; i.e., there exists a G-covering pYiq of Y such that for every
i, the diagonal Yi Ñ Yi ˆX Yi is an open immersion with closed image.
Proof. — If Y Ñ Y ˆX Y is G-locally on Y an open immersion, its conormal sheaf
is trivial and ΩY {X “ 0. Conversely, assume that ΩY {X “ 0, and let us prove that
the diagonal Y Ñ Y ˆX Y is G-locally on Y an open immersion with closed image.
By arguing G-locally we reduce to the case were both Y and X are affinoid. The
diagonal map Y Ñ Y ˆX Y is then a closed immersion, inducing a closed immersion
Y al ãÑ pY ˆX Y q
al at the scheme-theoretic level. Since ΩY {X “ 0 the conormal sheaf
of the closed immersion Y ãÑ Y ˆX Y is trivial, hence the conormal sheaf of the
closed immersion Y al ãÑ pY ˆX Y q
al is trivial as well, which means that this closed
immersion is also an open immersion. Therefore Y ãÑ Y ˆX Y is an open immersion
with closed image.
5.4.4. Corollary. — Let
Z //
  ❅
❅❅
❅❅
❅❅
Y
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
X
be a commutative diagram in the category of k-analytic spaces. Let z be a point of Z
and let y be its image on Y . Assume that Z is quasi-e´tale over X at z, and that Y is
unramified over X at y. Then Z is quasi-e´tale over Y at z.
Proof. — The quasi-e´taleness locus of a morphism is an open subset of the source
by Corollary 5.3.7, and its unramified locus also (indeed, this is the complement of
the support of a coherent sheaf). Hence we may shrink Z and Y around z and y
respectively so that Z becomes quasi-e´tale over X and Y becomes unramified over
X .
The morphism Z Ñ Y is the composition of its graph Z ãÑ ZˆX Y and the second
projection Z ˆX Y Ñ Y . Since Z Ñ X is quasi-e´tale, Z ˆX Y Ñ Y is quasi-e´tale
too. And the graph Z ãÑ Z ˆX Y arises from the diagonal Y ãÑ Y ˆX Y through
the base-change functor by Z Ñ Y (the product Y ˆX Y being seen as a Y -space
through the first projection). Since Y Ñ X is unramified, the diagonal Y Ñ Y ˆX Y
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is G-locally on Y an open immersion by Lemma 5.4.3 above; in particular, it is quasi-
e´tale. Therefore the graph Z Ñ Z ˆX Y is quasi-e´tale too, and Z Ñ X is quasi-e´tale
as the composition of two quasi-e´tale maps.
5.4.5. Lemma. — Let Y Ñ X be a morphism between k-analytic spaces and let y
be a point of Y . Assume that Y Ñ X is quasi-smooth at y of relative dimension d,
and let f1, . . . , fℓ be analytic functions on Y such that ppdfiqpyqqi is a free family of
elements of pΩY {XqH pyq (note that one then has ℓ ď d). The map Y Ñ A
ℓ
X defined
by the fi’s is quasi-smooth of relative dimension d´ ℓ at y.
Proof. — One immediately reduces to the case where Y and X are affinoid. Under
that assumption, the map Y Ñ AℓX goes through D ˆk X for some ℓ-dimensional
compact polydisc D, and it is sufficient to prove that Y Ñ D ˆk X is quasi-smooth
of relative dimension d´ ℓ on an analytic neighborhood of y.
Both spaces Y and D ˆk X are k-affinoid, hence Y Ñ D ˆk X goes through a
closed immersion Y ãÑ ∆ ˆk D ˆk X where ∆ is a closed polydisc. Let I be the
corresponding ideal sheaf on ∆ˆk D ˆk X and let δ be the dimension of ∆.
By the choice of the fi’s, and in view of 5.1.5 applied to the diagram
Y Ñ D ˆk X Ñ X,
the rank rkypΩY {DˆkXq is equal to d´ ℓ. As a consequence and in view of 1.3.7 and
5.1.7, we can find δ ´ d ` ℓ global sections g1, . . . , gδ´d`ℓ of I such that ppdgjqpyqqj
is a free family of elements of pΩ∆ˆkDˆkX{DˆkXqH pyq; it remains free when viewed
as a family of vectors of pΩ∆ˆkDˆkX{XqH pyq, because the former vector space is a
quotient of the latter by 5.1.5. The quotient of pΩ∆ˆkDˆkX{XqH pyq by the pdgjqpyq’s
has then dimension d; the natural surjection
pΩ∆ˆkDˆkX{XqH pyq{ppdgjqpyqqj Ñ pΩY {XqH pyq
is thus an isomorphism.
On the other hand, Y Ñ X is by assumption quasi-smooth at y; by Corollary 5.3.2,
this implies that Y Ñ X is flat at y, and that Yx is geometrically regular at y.
By the above and in view of 5.3.3, there exists an affinoid neighborhood V of y
in ∆ˆk Dˆk X such that the closed analytic subspace Y X V of V is defined by the
ideal pgjqj ; since ppdgjpyqqj is a free family of elements pΩ∆ˆkDˆkX{DˆkXqH pyq, the
map Y Ñ D ˆk X is quasi-smooth of relative dimension d´ ℓ at y.
5.4.6. Theorem. — Let Y Ñ X be a morphism of good k-analytic spaces, and let y
be a point of Y . The following are equivalent :
(i) There exists an affinoid neighborhood Y0 of y in Y and a smooth X-space Z
such that Y0 is X-isomorphic to an affinoid domain of Z.
(ii) The morphism Y Ñ X is quasi-smooth at y.
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Proof. — As embeddings of analytic domains and smooth morphisms are quasi-
smooth (5.2.11, 5.2.17), assertion (i) implies assertion (ii). Let us now assume that
(ii) is true. In order to prove (i), we may and do assume that Y is affinoid. Let d be
the dimension of pΩY {XqH pyq and let f1, . . . , fd be analytic functions on Y such that
the family ppdfiqpyqqi is a basis of pΩY {XqH pyq; let ϕ : Y Ñ A
d
X be the morphism in-
duced by the fi’s. By Lemma 5.4.5, the morphism ϕ is quasi-e´tale at y. Set ξ “ ϕpyq.
As ϕ is quasi-finite at y, the analytic Zariski’s Main Theorem ([Duc07b], Thm. 3.2)
ensures that Y can be shrunken so that ϕ admits a factorization Y Ñ T0 Ñ T Ñ A
d
X
where T is finite e´tale over an open neighborhood U of ξ, T0 is an affinoid domain
of T , and Y Ñ T0 is finite.
The finite morphism Y Ñ T0 is e´tale at y. Indeed, T0 is quasi-e´tale over A
d
X be-
cause both maps T0 Ñ T and T Ñ A
d
X are quasi-e´tale (the first one is the embedding
of an analytic domain, and the second one is e´tale). Since Y Ñ AdX is also quasi-e´tale
at y, it follows from Corollary 5.4.4 that Y Ñ T0 is quasi-e´tale at y. This implies
that Y Ñ T0 is flat at y and that pΩY {T0qH pyq “ 0; the map Y Ñ T0 being finite,
those conditions exactly mean that it is e´tale at y.
Let t be the image of y in T . The categories of finite e´tale covers of the germ pT0, tq
and pT, tq are naturally equivalent (both are equivalent to the category of finite
e´tale H ptq-algebras, [Ber93] Thm. 3.4.1). Therefore there exists:
‚ an open neighborhood T1 of t in T ;
‚ a finite e´tale map Z Ñ T1;
‚ an isomorphism between Z ˆT1 pT1 X T0q and an open neighborhood Y1 of y
in Y .
All morphisms in the diagram
Z Ñ T1 Ñ U Ñ A
d
X Ñ X
are smooth; hence their composition Z Ñ X is smooth. Now one can take Y0 equal
to any affinoid neighborhood of y inside Y1.
5.4.7. Remark. — In the strictly k-analytic case, such a result has already been
proved by Berkovich ([Ber99], Remark 9.7).
5.4.8. Corollary. — Let Y Ñ X be a morphism between good k-analytic spaces
and let y be a point of Y . The following are equivalent:
(1) The morphism Y Ñ X is smooth at y.
(2) The morphism Y Ñ X is quasi-smooth and boundaryless at y.
Proof. — If Y Ñ X is smooth at y, it is quasi-smooth and boundaryless at y (with-
out a goodness assumption). Assume conversely that Y Ñ X is quasi-smooth and
boundaryless at y. Since Y Ñ X is quasi-smooth at y and since Y and X are good,
it follows from Theorem 5.4.6 that there exists an affinoid neighborhood Y0 of y in Y
such that Y0 can be identified with an affinoid domain of a smooth X-analytic space
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Z. Since Y Ñ X is boundaryless at Y , the morphism Y0 Ñ X is also boundaryless
at y. This imply that Y0 ãÑ Z is boundaryless as y; since Y0 is an affinoid domain
of Z, this means that y belongs to the topological interior U of Y0 in Z. But U is a
neighborhood of y in Y and is smooth over X (as an open subset of Z); hence Y Ñ X
is smooth at y.
5.4.9. Remark. — The author does not know if Corollary 5.4.8 above is true with-
out the goodness assumption. By looking carefully at what happens, the reader
should be convinced that the main problem to face in the non-good case is the follow-
ing: if Y Ñ X be a morphism of analytic spaces and if y P Y , there is no reason why
there should exist analytic functions f1, . . . , fr defined in a neighborhood of y such
that ppdf1qpyqq, . . . , pdfrqpyqq generate pΩY {XqH pyq.
However, in the case where the relative dimension is zero (where the aforemen-
tioned problem vanishes), Corollary 5.4.8 is true without any goodness assumption.
Indeed, let us assume that Y Ñ X is quasi-e´tale and boundaryless at y. Being zero-
dimensional and boundaryless at y, it is finite at y ([Ber93], Prop. 3.14), hence we
can shrink Y and X so that Y Ñ X is finite, and so that y is the only pre-image
of its image x in X . Now choose a compact analytic neighborhood of x in X of the
form V1 Y . . .Y Vm where the Vi’s are affinoid domains of X containing x. For every
i the map Y ˆX Vi Ñ Vi is finite; being quasi-e´tale at y, it is in particular flat and
unramified at y, hence e´tale at y, which is the only pre-image of x. As a conse-
quence, there exists an affinoid neighborhood Wi of x in Vi such that Y ˆXWi ÑWi
is e´tale. If one sets W “
Ť
Wi, then W is a compact analytic neighborhood of x
and Y ˆX W ÑW is e´tale, whence our claim.
In his work [Ber94] on vanishing cycles for formal schemes, Berkovich has defined
quasi-e´tale morphisms. We are going to check that our notion of quasi-e´taleness
coincides with Berkovich’s.
5.4.10. Berkovich’s definition ([Ber94], §3). — Let Y Ñ X be a morphism of
k-analytic spaces and let y be a point of Y . The morphism Y Ñ X is quasi-e´tale at y
in the sense of Berkovich if y has a compact analytic neighborhood in Y of the form
V1 Y . . . Y Vn where every Vi is an affinoid domain of Y that is X-isomorphic to an
affinoid domain of an e´tale X-analytic space.
5.4.11. Lemma. — Let Y Ñ X be a morphism of k-analytic spaces and let y be a
point of Y . The following are equivalent:
(i) The morphism Y Ñ X is quasi-e´tale at y in the sense of Berkovich.
(ii) The morphism Y Ñ X is quasi-e´tale at y in our sense.
Proof. — In what follows, “quasi-e´tale” will mean “quasi-e´tale in our sense”, and we
will write “quasi-e´tale in the sense of Berkovich” when needed. Let us assume (i).
There exists in particular an affinoid domain V of Y containing y such that V can
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be identified with an affinoid domain of an analytic space X 1 which is e´tale over X .
As V ãÑ X 1 and X 1 Ñ X are quasi-e´tale, V Ñ X is quasi-e´tale; in particular, V Ñ X
is quasi-e´tale at y, and Y Ñ X is therefore quasi-e´tale at y.
Let us now assume (ii), and let x denote the image of y in X . Let us choose a
compact analytic neighborhood of Y which is a finite union
Ť
Vi of affinoid domains
of Y containing y; we may assume that there exists for every i an affinoid domain Ui
of X such that Vi Ñ X goes through Ui. Fix i. As Y Ñ X is quasi-e´tale at y, the
morphism Vi Ñ Ui is quasi-e´tale at y too (5.2.10). Hence it follows from Theorem
5.4.6 that there exists an affinoid neighborhood V 1i of y in Vi and an e´tale Ui-space U
1
i
such that V 1i is Ui-isomorphic to an affinoid domain of U
1
i . The categories of finite e´tale
covers of the germs pX,xq and pUi, xq are naturally equivalent (both are equivalent to
the category of finite e´tale H pxq-algebras by [Ber93], Thm. 3.4.1). Therefore there
exists an open neighborhood Xi of x in X and a finite e´tale morphism X
1
i Ñ Xi such
that X 1i ˆX Ui can be identified with an open neighborhood of y in U
1
i ; let us choose
an affinoid neighborhood V 2i of y in V
1
i such that V
2
i Ă X
1
iˆX Ui Ă X
1
i. The union of
the V 2i ’s is a neighborhood of y, and for every i one can identify V
2
i with an affinoid
domain of the X-e´tale space X 1i; therefore Y Ñ X is quasi-e´tale at y in the sense of
Berkovich.
5.5. Transfer of algebraic properties
Let Y Ñ X be a morphism of k-affinoid spaces, let y be a point of Y and let
x be its image in X . Assume that Y is quasi-smooth over X at y. By Theorem
5.3.4, Y is X-flat at y, and Yx is geometrically regular at y. The purpose of what
follows is to establish algebraic avatars of this result. Namely, we shall prove that
both morphisms OXal,xal Ñ OY al,yal and OX,x Ñ OY,y are regular. In fact, the general
results established in 2.3.20 will enable us to deduce both statements from a particular
case of the first one, which is the object of Lemma 5.5.1 below.
5.5.1. Lemma. — Let Y Ñ X be a quasi-smooth morphism between k-affinoid
spaces, let y be a point of Y and let x be its image in X. Assume that X is integral
and that xal is the generic point of X. The scheme Y al is then regular at yal.
Proof. — By flatness of the map of locally ringed spaces Y Ñ Y al it is enough to
prove that Y is regular at y. For that purpose we may shrink Y around y; hence
using Theorem 5.4.6 we reduce to the case where Y is X-isomorphic to an affinoid
domain of some X-smooth space X 1, and it suffices then to prove that X 1 is regular
at every point lying above x.
Let x1 be such a point. There exists an open neighborhood U of x1 in X 1 and
an e´tale X-morphism U Ñ AnX for some n; let z be the image of x
1 in AnX . Since
xal is the generic point of the integral scheme Xal, the local ring OAn
Xal
,zal coincides
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with OAn
κpxalq
,zal , hence is regular. In view of Lemma 2.4.6, this implies that OAnX ,z
is regular. Since OX1,x1 is a finite e´tale OAn
X
,z-algebra, it is regular too.
5.5.2. Lemma. — Let
Z
f

g
!!❇
❇❇
❇❇
❇❇
❇
Y
h
// X
be a commutative diagram of locally noetherian schemes. If g is regular and if f is
faithfully flat then h is regular.
Proof. — The faithful flatness of f and the flatness of g imply the flatness of h (one
can check it directly, or see it as a particular case of Lemma 4.1.6). It remains to
show that the fibers of h are geometrically regular.
Let x be a point of X and let L be a finite extension of κpxq. Since the map g
is regular, the scheme Zx,L is regular. The morphism Zx,L Ñ Yx,L is faithfully
flat because it is deduced from f by base change along the map Yx,L Ñ Y ; as a
consequence, Yx,L is regular ([EGA IV2], Prop. 6.5.3 (i)).
5.5.3. Theorem. — Let Y Ñ X be a morphism between good k-analytic spaces, let
y be a point of Y and let x be its image in X. Assume that Y Ñ X is quasi-smooth
at y.
(1) The morphism OX,x Ñ OY,y is regular.
(2) If moreover Y and X are affinoid, then OXal,xal Ñ OY al,yal is regular.
Proof. — We shall use the general abstract results of 2.3.20 by taking for F the
categeory T itself (see 2.2, and especially Example 2.2.8), for P the property of being
regular, and for C the class of quasi-smooth morphisms. With this convention, Lemma
5.5.1 is nothing but assertion (A) of 2.3.20, which implies assertions (A˚), (B) and
(B˚) of loc. cit., as explained there. Now (B˚ ) implies that the fibers of the map
Spec OY,y Ñ Spec OX,x are geometrically regular; on the other hand, OY,y is a flat
OX,x-algebra because Y Ñ X is quasi-smooth at y, hence flat at y by Corollary 5.3.2;
this ends the proof of (1).
Let us now come to (2). Since the quasi-smooth locus of Y Ñ X is open by
Corollary 5.3.7, there exists an affinoid neighborhood V of y in Y such that the arrow
V Ñ Y is quasi-smooth. We have mentioned above that assertion (B) of 2.3.20 holds
(with our choices of F,P, and C ); this implies that he morphism V al Ñ Xal has
geometrically regular fibers, and on the other hand it is flat because V Ñ X is flat
as a quasi-smooth morphism, and in view of Lemma 4.2.1: moreover the morphism
V al Ñ Y al is regular by 2.1.3 (2). We can thus apply Lemma 5.5.2 to the commutative
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diagram
Spec OV al,yal
V
 ''PP
PPP
PPP
PPP
Spec OY al,yal // Spec OXal,xal
and it yields the regularity of OXal,xal Ñ OY al,yal .
Lemmas 4.5.1 and 4.5.2 provide some descent and transfer results for flat mor-
phisms. Due to Theorem 5.5.3, the transfer results alluded to above can be strength-
ened in the case of a quasi-smooth map. Again, we shall first write a statement
that holds in the abstract settings of 2.2 and 2.3, where we deal with general objects
and properties of the latter satisfying various axioms; and then we shall write down
what it means for some explicit properties of interest. For the notion of validity of a
property at a point, the reader may refer to Lemma-Definition 2.4.1 in our general
abstract setting and to Lemma-Definition 2.4.3 for a more concrete version.
5.5.4. Proposition. — Let F be a fibered category as in 2.2, and let P be a property
as in 2.3.1. Let us assume that P satisfies pHregq(2.3.15). Let Y Ñ X be a morphism
between k-analytic spaces, let y be a point of Y , let x be its image on X, and let D be
an object of the fiber category FX . Assume that Y is quasi-smooth over X at x. If D
satisfies P at x, then DY satisfies P at y.
Proof. — For both assertions, we can assume that the spaces Y and X are affinoid;
now Spec OY,y Ñ Spec OX,x is flat with (geometrically) regular fibers in view of Theo-
rem 5.5.3.The proposition then follows immediately from the fact that the property P
satisfies pHregq by assumption.
5.5.5. Proposition (A concrete version of Proposition 5.5.4)
Let Y Ñ X be a morphism between k-analytic spaces, let y be a point of X and
let x be its image on X. Let F be a coherent sheaf on X, and let m be an element
of Zě0. Let S “ E Ñ E 1 Ñ E 2 be a complex of coherent sheaves on X. Assume that
Y is quasi-smooth over X at y. If X is regular, resp. Rm, resp. Gorenstein, resp. CI
at x, so is Y at y. If F is CM, resp. Sm, resp. free of rank m at x, so is FY at y.
Is S is exact at x, so is SY at y.

CHAPTER 6
GENERIC FIBERS IN ANALYTIC GEOMETRY
In the study of relative properties in scheme theory, a key role is played by the
technique of “spreading out from the generic fiber”, which is based upon the following
obvious remark. Let Y Ñ X be a morphism of schemes and let ξ be a point of X
such that OX ,ξ is a field (if X is noetherian and reduced, this amounts to require
that ξ is the generic point of an irreducible component of X ). Then for every point
y of the fiber Yξ, the natural map OY ,y Ñ OYξ,y is an isomorphism.
Let us now consider an analytic analogue of our situation: namely, Y Ñ X is a
morphism between good k-analytic spaces, x is a point of X such that OX,x is a field,
and y is a point of Yx. Except in some very particular cases (e.g., if x is rigid and
X “ txu), the natural map OY,y Ñ OYx,y cannot be expected to be an isomorphism,
because the formation of Yx involves several completion operations: indeed, if X and
Y are affinoid, say X “ M pAq and Y “ M pBq, then Yx “ M pBpbAH pxqq, and
H pxq is itself the completion of κpxq.
But nevertheless, it does not prevent us from implementing a technique of “spread-
ing out from the generic fiber” in analytic geometry. The point is the following: in
the scheme-theoretic situation we have described above, what actually matters for
carrying out this technique (as far as one is only interested in the locus of validity
of the usual properties) is not the equality OY ,y Ñ OYξ,y by itself, but the slightly
weaker fact that every algebraic property of interest that holds over OYξ,y descends
to OY ,y. And in this section, we prove the following (Theorem 6.3.3): if Y,X, y, and
x are as above, and if moreover y belongs to IntpY {Xq, then Spec OYx,y Ñ Spec OY,y
is flat (with CI fibers, and even with regular fibers whenever char. k “ 0); this will
be sufficient to ensure descent of algebraic properties that descent along flat local
maps (e.g., all properties that satisfy condition pHregq of 2.3.15 and more concretely,
all properties mentioned in Definition-Lemma 2.4.3), hence to perform spreading out
from the generic fiber – and we shall use it repeatedly throughout the rest of this
memoir. Let us make some additional comments about this result.
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‚ The assumption that y belongs to IntpY {Xq cannot be dropped: we give
a counter-example in 6.3.4 where y belongs to BpY {Xq and the morphism
Spec OYx,y Ñ Spec OY,y is not flat. This means that for spreading out
properties from generic fibers, one always will have to reduce to the inner case.
‚ The fact that the fibers of Spec OYx,y Ñ Spec OY,y are CI, and regular if more-
over char. k “ 0 (as soon as y P IntpY {Xq), is not used in this memoir; but we
get it almost for free by the method we use for proving flatness, and it seems us
to be of independent interest. Let us mentions that the characteristic assump-
tion on k cannot be dropped as far as regularity is concerned, as witnessed by
the counter-example 6.3.5 (which was communicated to the author by Temkin).
‚ If x is moreover an Abhyankar point (1.4.10), the map Spec OYx,y Ñ Spec OY,y
is regular without having to assume that y P IntpY {Xq or char. k “ 0 (Theorem
6.3.7). This ensures that all properties satisfying pHregq satisfy descent and
transfer between OY,y and OYx,y, and illustrates a general phenomenon: the
best analogue of a generic fiber in analytic geometry (for a map between good
spaces) is a fiber over an Abhyankar point whose local ring is a field; i.e., an
Abhyankar point at which the target space is reduced (because the local ring of
any Abhyankar point is artinian, cf. Example 3.2.10).
Before investigating local rings of generic fibers, we shall need some preparatory
work. Section 6.1 collects slightly technical (but easy) lemmas involving the completed
residue field of a point of an analytic space. Section 6.2 is devoted to a local study
of smooth morphisms, which can be of independent interest. Let us say a few words
about it.
In complex analytic geometry, a morphism if smooth if and only if it is, locally on
the source and on the target, of the form D ˆ X Ñ X for some open polydisc D.
There is no hope for so nice a description in the non-archimedean setting, even in
the absolute context. Indeed, if k is algebraically closed and if X is an irreducible,
smooth, projective curve over k of positive genus, there always exists a point x of Xan
that has no neighborhood isomorphic to an open disc; nevertheless if k is moreover
non-trivially valued, any non-empty smooth k-analytic space has a k-point, hence
contains an open polydisc (choose a suitable open neighborhood of this point). In
Section 6.2, we extend the latter absolute result to a relative situation. We prove
the following (Proposition 6.2.4), which holds over an arbitrary analytic field k. Let
Y Ñ X be a smooth morphism of good k-analytic spaces. Let x be a point of X such
that |H pxqˆ| ‰ t1u and Yx ‰ ∅; there exists an e´tale map X 1 Ñ X whose image
contains x and an open subset of Y 1 :“ Y ˆX X
1 that is X 1-isomorphic to D ˆk X
1
for some open polydisc D (Proposition 6.2.4 also gives a similar, but slightly more
complicated result, when H pxq is trivially valued).
This almost immediately implies the openness of quasi-smooth boundaryless mor-
phisms (Corollary 6.2.5), which had already been proved by Berkovich with more
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sophisticated tools (see detailed comments at Remark 6.2.6), and also (at least when
the ground field is non-trivially valued), the fact that a surjective smooth morphisms
between good k-analytic spaces admits sections locally for the e´tale topology on the
target (Corollary 6.2.7).
6.1. Preliminary lemmas
We begin with some general results about extensions of valued fields.
6.1.1. Lemma. — Let F be a field and let L be a finite, separable extension of F pptqq.
There exists a finite extension K of F such that LbFK admits a quotient isomorphic
to Kppτqq.
Proof. — Let us consider F pptqq as the completion of the function field of P1F at the
origin. Krasner’s lemma ensures that there exists a projective, normal, irreducible F -
curve Y equipped with a finite, generically e´tale map to P1F , such that L can be
identified with the completion of F pY q at a closed point P lying above the origin.
There exists a finite extension K of F such that the normalization Z of Y ˆF K is
smooth and admits a K-rational point Q over P . Since the completion of KpZq at Q
is isomorphic to Kppτqq, the extension K satisfies the required property.
6.1.2. Lemma. — Let K be a real valued field and let V be a subgroup of K.
Assume that there exists ρ P p0, 1q such that for every λ P K there exists µ P V with
|λ´ µ| ď ρ |λ|. The group V is dense in K.
Proof. — For every λ P K we choose an element ϕpλq in V such that |λ´ ϕpλq| ď
ρ |λ|. Now let λ be an element of K. Define inductively the sequence pλiqi by set-
ting λ0 “ 0 and λi`1 “ λi ` ϕpλ ´ λiq. By induction, one sees that λi P V and
that |λ´ λi| ď ρ
i |λ| for every i; hence λi Ñ λ.
6.1.3. Lemma. — Let K be a real valued field such that |Kˆ| is free of rank 1,
and let F be a complete subfield of K such that |Fˆ| ‰ t1u and the classical residue
extension rF 1 ãÑ rK1 is finite. The field K is a finite extension of F .
Proof. — The assumptions on the value groups ensures that |Kˆ| { |Fˆ| is finite;
hence the graded extension rF ãÑ rK is finite too. Let λ1, . . . , λn be elements of Kˆ
such that p rλiqi is a basis of rK over rF . Let us call V the F -vector subspace of K
generated by the λi’s. Let λ be an element of K; there exist a1, . . . , an P F such
that rλ “ ř rai rλi, which exactly means, if λ ‰ 0, that |λ´ř aiλi| ă |λ|. As |Kˆ| is
free of rank one, |Kˆ|Xp0, 1q has a maximal element ρ. By the above, for every λ P K
there exists µ P V with |λ´ µ| ď ρ |λ|. By Lemma 6.1.2, the group V is dense in K.
Since V is a finite dimensional F -vector space, it is complete; hence V “ K.
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We are now going to use the above lemmas to establish some results related to the
completed residue field of a point of an analytic space.
6.1.4. Lemma. — Let F be a trivially valued field and let X be a non-empty, bound-
aryless F -analytic space. There exists x P X such that H pxq is either a finite exten-
sion of F or a finite extension of Fr for some r Ps0; 1r.
Proof. — Choose an arbitrary s Ps0; 1r. As Xs is a non-empty, boundaryless space
over the non-trivially valued field Fs, it has an Fs-rigid point y (1.2.10); let x be
the image of y on X . Note that ČH pxq1 is a subfield of ČH pyq1, which is itself finite
over ĂFs1 “ F ; hence ČH pxq1 is finite over F .
If |H pxqˆ| “ t1u, then as H pxq “ ČH pxq1, it is finite over F and we are done.
If |H pxqˆ| ‰ t1u, choose r P |H pxqˆ| X p0, 1q, and choose λ P H pxqˆ such
that |λ| “ r. The complete subfield E generated by λ over F in H pxq is isomorphic
to Fr . As H pxq is a subfield of H pyq, the non-trivial group |H pxq
ˆ| is free of rank
1; together with the fact that rE1 “ ĂFr1 “ F this implies, in view of Lemma 6.1.3,
that H pxq is a finite extension of E » Fr.
6.1.5. Lemma. — Let r “ pr1, . . . , rnq be a k-free polyradius and let S1, . . . , Sn be
elements of kr such that |Si| “ ri for every i. The complete subfield L of kr generated
by k and the Si’s over k is equal to kr; in other words, S1, . . . , Sn are coordinate
functions of kr.
Proof. — Let T1, . . . , Tn be coordinate functions of kr; note that there is a well-defined
k-isometry ϕ :
ř
aIT
I ÞÑ
ř
aIS
I between kr and L.
For every i one can write Si “ αiTi`ui where αi P k and ui P kr, and where |αi| “ 1
and |ui| ă ri. By replacing Si with α
´1
i Si, we may assume that αi “ 1 for all i.
Therefore, there exists ρ P p0, 1q such that |Ti ´ Si| ď ρri and
ˇˇ
T´1i ´ S
´1
i
ˇˇ
ď ρr´1i
for every i; it follows that |λ´ ϕpλq| ď ρ |λ| for every λ P kr. Lemma 6.1.2 then
ensures that L is dense in kr; as L is complete we get L “ kr, as required.
6.1.6. Lemma. — Let Y be a quasi-smooth k-analytic space and let y be a point of
Y such that H pyq » kr for some k-free polyradius r “ pr1, . . . , rmq (as an analytic
extension of k). Let pg1, . . . , gmq be analytic functions on Y such that |gipyq| “ ri for
every i. The pdgiqpyq’s are H pyq-linearly independent elements of pΩ1Y {kqH pyq.
Proof. — One can assume that Y is k-affinoid and of pure dimension, say, n. Let V
be the affinoid domain of Y defined as the locus of simultaneous validity of the equal-
ities |gi| “ ri. Its k-affinoid structure factorizes through a kr-analytic structure
provided by the gi’s, for which y is kr-rational by Lemma 6.1.5 above. For every
x P V we have dkr pxq “ dkpxq ´ dkpkrq “ dkpxq ´m (1.2.15). Therefore
dimkr V “ sup
xPV
dkr pxq “ sup
xPV
dkpxq ´m “ dimk V ´m “ n´m.
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As V is quasi-smooth, OV,y is regular; since y is kr-rational, this implies that
pΩ1V {kr qH pyq is of dimension n ´ m (5.1.9); otherwise said, V is quasi-smooth
over kr at y. On the other hand, by quasi-smoothness of Y (hence of V ) over k,
the H pyq-vector space pΩ1V {kqH pyq is of dimension n.
By 5.1.5, we have an exact sequence pΩ1
kr{k
qV Ñ ΩV {k Ñ ΩV {kr Ñ 0. Let pTiq
denotes the family of coordinates functions of kr. By 5.1.6 (and 5.1.2) the family
pdTiqi is a basis of the kr-vector space Ωkr{k. Since the kr-analytic structure on V
arises from the morphism pTi ÞÑ giqi, it follows from the above that
pΩV {kr qH pyq “ pΩV {kqH pyq{ppdg1qpyq, . . . , pdgmqpyqq.
By considering the dimensions of both sides, we see that ppdg1qpyq, . . . , pdgmqpyqq is
free as a family of elements of pΩV {kr qH pyq, as announced.
6.2. Relative polydiscs inside relative smooth spaces
6.2.1. Lemma. — Let X be a good k-analytic space, let x be a point of X and let n
be an element of Zě0. Let m be a non-negative integer ď n, let r “ pr1, . . . , rmq be
an H pxq-free polyradius, and set ri “ 0 for m ă i ď n. Let ξ be the point of AnX
lying above x and defined by the semi-normÿ
aIT
I ÞÑ max |aI | r
I
on the ring H pxqrT s, and let V be an open neighborhood of ξ in AnX . The open subset
V of AnX contains an open neighborhood of ξ of the form
U ˆk D1 ˆk . . .ˆk Dn
where U is an open neighborhood of x in X and Di is for every integer i ď m
(resp. i ą m) a one-dimensional open annulus (resp. disc) with coordinate function Ti.
Proof. — Through a straightforward induction argument one immediately reduces
to the case where n “ 1; in that situation r is either zero or an H pxq-free positive
number. Let X0 be an affinoid neighborhood of x in X and set A “ OXpX0q; let X 10
be the topological interior of X0 in X . By the explicit description of the topology
of the analytification of an A-scheme of finite type (cf. for instance [Duc07a], §1.4),
there exist a finite family P1, . . . , Pℓ of elements of ArT s, and a finite family I1, . . . , Iℓ
of (relatively) open intervals of R` such that the open subset of A
1
X0
defined by
the conditions |Pj | P Ij (for j “ 1, . . . , ℓ) contains ξ and is included in V ; write
Pj “
ř
ai,jT
i.
Assume that r “ 0. In that case one has |Pjpξq| “ |a0,jpxq| for every j. There
exists for every j an open neighborhood I 1j of |a0,jpxq| in Ij and a positive number Rj
such that |Pjpηq| P Ij as soon as |a0,jpηq| P I
1
j and |T pηq| ă Rj . Let us denote by U
the set of points y P X 10 such that |a0,jpyq| P I
1
j for every j, and let R be any positive
number smaller than all Rj ’s. The product of U and of the open disc centered at
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the origin with radius R is then included in V and contains ξ, which ends the proof
when r “ 0.
Assume that r is an H pxq-free positive number. In that case there exists for
every j an index ij such that
ˇˇ
aij ,jpxq
ˇˇ
rij ą |ai,jpxq| r
i for all i ‰ ij . One can
find for every j two positive numbers Sj and Rj with Sj ă r ă Rj and a family
pI 1ijqiďdegPj of (relatively) open intervals of R`, each of which contains |aijpxq|, such
that |Pjpηq| is equal to
ˇˇ
aij ,jpηq
ˇˇ
¨ |T pηq|
ij and belongs to Ij as soon as |ai,jpηq| P I
1
ij
for all i ď degPj and Sj ă |T pηq| ă Rj . Let us denote by U the set of points y P X
1
0
such that |ai,jpyq| P I
1
i,j for every j and every i ď degPj , and let R and S be two
positive number such that S ă r ă R and such that Sj ă S and R ă Rj for every j.
The product of U and of the open annulus with bi-radius pS,Rq is then included in V
and contains ξ, which ends the proof.
6.2.2. Lemma. — Let X be a good k-analytic space, let x be a point of X, and let n
be an element of Zě0; let m be a non-negative integer ď n and let r “ pr1, . . . , rmq be
an H pxq-free polyradius. Let Y Ñ X be a smooth morphism of relative dimension n,
and assume that Yx contains a point y with H pyq » H pxqr as analytic extensions of
H pxq. There exists an open subset V of Y which is X-isomorphic to U ˆk D ˆk ∆,
where U is an open neighborhood of x in X, D is an m-dimensional open poly-annulus,
and ∆ is an pn´mq-dimensional open polydisc.
6.2.3. Remark. — We emphasize the fact that (contrary to Lemma 6.2.1 with ξ),
we do not require the open subset V to contain y, and our proof actually does not
enable us to achieve it: as the reader will see, we need at some point to replace y
with a suitable approximation z, and the neighborhood we seek will be built around
z, and it might avoid y. (We shall encounter a similar restriction while dealing with
e´tale multisections; see Remark 6.2.8 below.)
But this should not cause any trouble. Indeed, as explained in the introduction of
this chapter, we are interested in exhibiting nice open subsets inside relative smooth
spaces, but there is no hope for having a basis of such open subsets.
Proof of Lemma 6.2.2. — Let us choose analytic functions f1, . . . , fm defined
in an open neighborhood of y such that |fipyq| “ ri for every i. According
to Lemma 6.1.6 (which one applies to the H pxq-analytic space Yx), the ele-
ments pdf1qpyq, . . . , pdfmqpyq are linearly independent in pΩY {XqH pyq ; one can hence
choose fm`1, . . . , fn inOY,y so that ppdf1qpyq, . . . , pdfmqpyq, pdfm`1qpyq, . . . , pdfnqpyqq
is a basis of pΩY {XqH pyq.
The X-morphism Y Ñ AnX induced by the fi’s is quasi-e´tale at y by Lemma 5.4.5;
as Y Ñ X is boundaryless (it is smooth), Y Ñ AnX is boundaryless at y, and thus e´tale
(Remark 5.4.9). Lemma 6.1.5 ensures that the complete subfield of H pyq generated
over H pxq by the fipyq’s for i “ 1, . . . ,m is equal to H pyq itself. Therefore, if y1
denotes the image of y on AnX , one has H py
1q “ H pyq; as Y Ñ AnX is e´tale at y,
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this implies that Y Ñ X induces an isomorphism between an open neighborhood
of y in Y and an open neighborhood of y1 in AnX ([Ber93], Thm. 3.4.1). We thus
may reduce to the case where Y is an open subset of AnX , and where the following
holds: for the projection p : AnX Ñ A
m
X defined by pT1, . . . , Tmq, the point ppyq of
Am,an
H pxq is the one that corresponds to the Gauß norm
ř
aIT
I ÞÑ max |aI | r
I , and y is
an H pppyqq-rational point of the fiber p´1pppyqq.
Let κ be the residue field of OAm
X
,ppyq; by density of κ inside H pppyqq, the
fiber pp|Y q
´1pppyqq possesses an H pppyqq-point z such that Tipzq P κ for every
integer i P tm` 1, . . . , nu. Let V be an open neighborhood of ppyq in AmX on which
the Tipzq’s are defined; translation by p0, . . . , 0, Tm`1pzq, . . . , Tnpzqq identifies over V
the space Y ˆAm
X
V with an open subset of AnX ˆAmX V whose fiber over ppyq contains
the origin of Am,an
H pppyqq. It follows then from Lemma 6.2.1 that there exists an open
subset W of Y which is V -isomorphic to V 1 ˆ∆ where V 1 is an open neighborhood
of ppyq in V and where ∆ is a pn´mq-dimensional open polydisc.
Now by applying once again Lemma 6.2.1, but this time to the map AmX Ñ X
and at the point ppyq, one sees that there exists an open neighborhood V 2 of ppyq
in V 1 that is X-isomorphic to U ˆk D for some open neighborhood U of x in X and
some m-dimensional open poly-annulus D. Now W ˆV 1 V
2 is an open subset of Y
that is X-isomorphic to U ˆk D ˆk ∆, as required.
We are now ready to investigate the local structure of arbitrary smooth morphisms
between good analytic spaces.
6.2.4. Proposition. — Let n be an element of Zě0 and let Y Ñ X be a smooth
map of pure relative dimension n between good k-analytic spaces. Let x be a point of
X, and let W be a non-empty open subset of Yx. There exist:
‚ a flat, locally finite morphism X 1 Ñ X which can be chosen to be e´tale
if |H pxqˆ| ‰ t1u;
‚ a pre-image x1 of x on X 1, such that the morphism Spec OX1,x1 Ñ Spec OX,x
has a reduced closed fiber (note that this is kind of a weak substitute to e´taleness
in the case where H pxq is trivially valued);
‚ an open subset V of Y 1 :“ Y ˆX X
1 whose intersection with Y 1x1 is contained
in WH px1q, and which is X
1-isomorphic to X 1 ˆk D where D is:
˛ an n-dimensional open polydisc if W has an H pxq-rigid point, which is
always the case if |H pxqˆ| ‰ t1u or if n “ 0;
˛ the product of a 1-dimensional open annulus and an pn´ 1q-dimensional
open polydisc if W has a no H pxq-rigid point, which can occur only
if H pxq is trivially valued and n ą 0.
Proof. — By replacing Y with an open subset of Y whose intersection with Yx is
equal to W , we may assume that W “ Yx. By assumption, Yx ‰ H.
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Let us assume that |H pxqˆ| ‰ t1u. Let us choose y P Yx. As Y Ñ X is smooth,
there exists a neighborhood Z of y in Y such that Z Ñ X goes through an e´tale
map Z Ñ AnX ; the image of Z on A
n
X is an open subset U of the latter, and Ux is
non-empty. Let K be the completion of an algebraic closure of H pxq. Since H pxq is
not trivially valued, the analytic Nullstellensatz ensures that UxpKq ‰ H(1.2.10); as
the separable closure of H pxq in K is dense (again because |H pxqˆ| ‰ t1u), there
exists u P Ux with H puq a finite, separable extension of H pxq. Now let us choose
a pre-image z of u on Z; as Z Ñ U is e´tale, H pzq is a finite, separable extension
of H puq, and hence a finite, separable extension of H pxq too. The categories of
finite e´tale covers of the germ pX,xq and of finite e´tale H pxq-algebras being naturally
equivalent ([Ber93], Thm. 3.4.1), there exists an e´tale morphism X 1 Ñ X and a pre-
image x1 of x on X such that z has a pre-image z1 on Y 1 :“ Y ˆX X
1 with H pz1q “
H px1q. This implies, in view of Lemma 6.2.2, that one can shrink X 1 around x1 so
that Y 1 possesses an open subset which is X 1-isomorphic to the product of X 1 and
an n-dimensional open polydisc. This ends the proof in the case where |H pxqˆ| ‰ t1u.
Let us assume that |H pxqˆ| “ t1u and that Yx has an H pxq-rigid point y.
As H pxq is trivially valued, it coincides with the residue field κ of OX,x. There-
fore, there exists a finite, flat, local OX,x-algebra A with AbOX,x κ » H pyq (over κ).
Since X is good, one can find a locally finite, flat map X 1 Ñ X and a pre-image x1
of x on X 1 such that OX1,x1 » A; note that H px
1q » H pyq and that the closed
fiber of Spec OX1,x1 Ñ Spec OX,x is reduced. By construction, y has a pre-image y1
on Y 1 :“ Y ˆX X
1 lying above x1 and satisfying H py1q “ H px1q. This implies,
in view of Lemma 6.2.2, that one can shrink X 1 around x1 so that Y 1 possesses an
open subset which is X 1-isomorphic to the product of X 1 and an n-dimensional open
polydisc. This ends the proof in the case where |H pxqˆ| “ t1u and where Yx has a
rigid point.
Let us assume that |H pxqˆ| “ t1u and that Yx has no H pxq-rigid point. In this
case, there exists t P Yx and r P p0, 1q such that H ptq is a finite extension of H pxqr
(Lemma 6.1.4). Due to Lemma 6.1.3, there exists a finite H pxq-extension F such
that F bH pxq H ptq admits a quotient H pxq-isomorphic (as a valued extension of
F ) to Fs for some s P p0, 1q. As H pxq is trivially valued, it coincides with the
residue field κpxq of OX,x. Therefore, there exists a finite, flat, local OX,x-algebra A
with A bOX,x κpxq » F . One can find a locally finite, flat map X
1 Ñ X and a
pre-image x1 of x on X 1 such that OX1,x1 » A; note that H px1q » F and that the
closed fiber of Spec OX1,x1 Ñ Spec OX,x is reduced. By construction, y has a pre-
image y1 on Y 1 :“ Y ˆX X
1 lying above x1 and such that H py1q is H px1q-isomorphic
(as a valued field) to H px1qs for some s P p0, 1q. This implies, in view of Lemma
6.2.2 that one can shrink X 1 around x1 so that Y 1 possesses an open subset which
is X 1-isomorphic to the product of X 1 and an pn´ 1q-dimensional open polydisc and
a 1-dimensional open annulus, which ends the proof.
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6.2.5. Corollary. — Any quasi-smooth, boundaryless map is open.
Proof. — Let Y Ñ X be a quasi-smooth, boundaryless map. To prove that it is open,
one may argue G-locally on X , hence assume that X is good. Now Y is also good
because Y Ñ X is boundaryless, and it follows from Corollary 5.4.8 that Y Ñ X is
smooth. Its openness then follows immediately from Proposition 6.2.4 above together
with openness of flat, locally finite morphisms (Corollary 4.3.2).
6.2.6. Remark. — Corollary 6.2.5 had already been proven by Berkovich ([Ber93],
Cor. 3.7.4). Strictly speaking, Berkovich proved the openness of smooth maps, and
not of all quasi-smooth, boundaryless maps – and the latter class is likely broader
than the former (see Remark 5.4.9); but openness can be checked G-locally on the
target, hence in the good case where both notions coincide (Corollary 5.4.8).
Our proof is different from Berkovich’s. The latter used the de´vissage of a smooth
morphism in “elementary” curve fibrations, whose existence comes from the semi-
stable reduction theorem. Ours involves less sophisticated tools: it is essentially based
upon easy explicit computations (Lemma 6.2.1) and the fact that if pY, yq Ñ pX,xq is
an e´tale morphism of analytic germs such that H pxq » H pyq, it is an isomorphism
([Ber93], Thm. 3.4.1).
6.2.7. Corollary. — Let Y Ñ X be a smooth morphism between good k-analytic
spaces and let x be a point of X such that |H pxqˆ| ‰ t1u. If Yx ‰ H, there exists an
e´tale morphism X 1 Ñ X whose image contains x and an X-map X 1 Ñ Y .
6.2.8. Remark. — Let us keep using the notation of Corollary 6.2.7 above. Let y
be any rigid point of the fiber Yx such that H pyq is separable over H pxq. We do not
claim that we can build an e´tale multisection of Y Ñ X around x that goes through
y. And in fact, such a multisection does not exist in general. Indeed, let X 1 be as
in Corollary 6.2.7, let x1 be a pre-image of x in X 1, and let y be the image of x1 in
Y . The morphism X 1 Ñ Y is quasi-finite and boundaryless at x1, hence finite at x1
([Ber93], Cor. 3.1.10). Therefore
centdimpY, yq “ centdimpX 1, x1q “ centdimpX,xq
(both equalities follow from 3.2.4).
Now let f be any power series belonging to krrtss whose radius of convergence is a
positive real number r, let D be the closed k-analytic disc of radius r, and let ϕ be the
morphism pId, fq from D to A2,ank . Let x be the Shilov point of D, and set y “ ϕpxq.
If p denotes the first projection A2,an Ñ A1,an, then ppyq “ x and H pyq “ H pxq.
By the proof of Proposition 4.4.6 (be aware that our current point y is denoted by x
in loc. cit.), centdimpA2,an, yq “ 2. Therefore centdimpA2,an, yq ‰ centdimpA1,an, xq
because the latter is ď 1 (it is in fact equal to 1 because x is not rigid, but we do not
need that). Hence by the above, p does not admit any e´tale multisection around x
and going through y.
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6.3. Local rings of generic fibers
We begin this section with a lemma that ensures kind of a “spreading out from the
generic fiber” of a topological property, in the particular case of a smooth morphism;
it will play a key role in our study of local rings of generic fibers of an arbitrary map
at an inner point (Theorem 6.3.3).
6.3.1. Proposition. — Let Y Ñ X be a map between good k-analytic spaces. Let y
be a point of Y and let x be its image in X. Assume that Y Ñ X is smooth at y and
the local ring OX,x is artinian. Let Z be a Zariski-closed subset of Y that contains a
neighborhood of y in Yx. Under those assumptions, Z is a neighborhood of y in Y .
Proof. — We can shrink Y around y so that Y Ñ X is smooth. The required property
being purely topological, one may assume that X is reduced; in this case, OX,x is a
field, and is in particular normal. The normality locus of X is (Zariski-)open by
Lemma 2.4.9 (1). We thus may shrink X so that it is itself normal. Now the X-quasi-
smooth space Y is normal too, in view of Proposition 5.5.5; by shrinking Y (and Z,
accordingly) we eventually reduce to the case where Y is connected, hence irreducible
(and equi-dimensional) and where Z is the zero-locus of a finite family pf1, . . . , fnq
of analytic functions on Y . We shall prove that Z contains a non-empty open subset
of Y , which will force it to coincide with Y , and end the proof.
By Proposition 6.2.4, there exists a flat, locally finite map X 1 Ñ X , a point x1
on X 1 lying above x, and a k-analytic space D such that:
‚ OX1,x1 is a field ;
‚ D is an open polydisc, or the product of an open polydisc and a 1-dimensional
open annulus;
‚ if one sets Y 1 “ Y ˆX X
1 and Z 1 “ Z ˆX X
1, there exists an open subset V
of Y 1 which is X 1-isomorphic to D ˆk X
1 and such that Vx1 Ă Z
1
x1 .
As OX1,x1 is a field, we may shrink X 1 so that it is connected and normal, by the
same reasoning as above. Let us still denote by f1, . . . , fn the pull-backs of the fi’s
on Y 1. Analytic functions on V » D ˆk X
1 consist of power series
ř
aIT
I where
the aI ’s are analytic functions on X
1. For any j, let us write fj|V “
ř
aI,jT
I . By
construction, Vx1 Ă Z
1
x1 . Therefore aI,jpx
1q “ 0 for every pI, jq. As OX1,x1 is a field, aI,j
vanishes in a neighborhood of x1 in the normal connected space X 1 for every pI, jq;
therefore aI,j “ 0 for every pI, jq. This implies that V Ă Z
1; hence Z 1 contains a
non-empty open subset of Y 1. As Y 1 Ñ Y is flat and locally finite, it is open by
Corollary 4.3.2. Therefore Z contains a non-empty open subset of Y , which we have
seen is sufficient.
6.3.2. — Let X be a locally noetherian scheme over a field κ. For technical pur-
poses, we shall have to consider the following property R: there exist a subfield κ0
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of κ with rκ : κ0s ă `8 and a regular κ0-scheme X0 such that X » X0 bκ0 κ. Let
us mention some basic facts about this property.
‚ It follows from the definition that if the κ-scheme X satisfies R, then so does
the λ-scheme X bκ λ for every finite extension λ of κ.
‚ If κ is of char. 0, then it is immediate that X satisfies R if and only if it is
regular.
‚ Assume that the κ-scheme X satisfies R. Let us choose a closed immersion
of Spec κ into Amκ0 for some m. Since κ is CI, this closed immersion is a regular
embedding. By taking the fiber product with the flat κ0-scheme X0, we get a
regular embedding of X into the regular scheme Am
X0
.
6.3.3. Theorem. — Let Y Ñ X be a morphism between good k-analytic spaces.
Let y be a point of Y and let x be its image in X. Assume that y belongs to IntpY {Xq
and that OX,x is a field. The morphism Spec OYx,y Ñ Spec OY,y is then flat, and its
fibers satisfy property R of 6.3.2, In particular, its fibers are CI, and are regular if
char. k “ 0.
Proof. — Set n “ dimy Yx. We argue by induction on n; let us begin with some
preparation.
According to Thm. 4.6 of [Duc07b], one can shrink Y around y such that Y Ñ X
goes through a map Y Ñ AnX that is quasi-finite at y. By assumption, y belongs
to IntpY {Xq, so it belongs to IntpY Ñ AnXq; hence Y Ñ X it is finite at y by
[Ber93], Prop. 3.1.4. Denote by t the image of y in AnX . One can shrink Y around y
so that it is finite over an affinoid neighborhood V of t in AnX (note that V Ñ X
is then boundaryless at t) and so that y is the only preimage of t in Y . Let A
(resp. B) be the algebra of analytic functions on V (resp. Y ). Then OY,y “ BbAOV,t
and OYx,y “ B bA OVx,t; hence OYx,y “ OVx,t bOV,t OY,y. It is thus sufficient (by
finiteness of OY,y over OV,t) to prove that Spec OVx,t Ñ Spec OV,t is flat and that its
fibers satisfy R. Let us list some facts that will be useful for the proof.
(A) As OX,x is a field, it is regular; hence OV,t is regular by Proposition 5.5.5.
(B) The local ring OVx,t is regular by 5.1.9.
(C) The ring OV,t being regular by (A), it is in particular reduced; this implies
that if f is a non-zero element of it, its zero-locus (which is a Zariski-closed
subset of a suitable neighborhood of t) contains no neighborhood of t in V . By
Proposition 6.3.1, it follows that this zero-locus contains no neighborhood of t
in Vx.
Let us now go back to the proof by induction on n. If n “ 0 then t “ x, and
both OV,t “ OX,x and OVx,t “ H pxq are fields, hence we are done. Assume that n ą 0
and that the theorem has been proved for any integer ă n.
Let us first prove that OVx,t is a flat OV,t-algebra. By [SGA 1], Expose´ IV, Th.
5.6, it is sufficient to prove that OVx,t{m
d
tOVx,t is a flat OV,t{m
d
t -algebra for any d ą 0.
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If mt “ 0, then OV,t is a field and we are done. Suppose now that mt ‰ 0 and let d be
a positive integer. Due to assertion (C) above, the closed analytic subspace Z defined
in a neighborhood of t by the finitely generated ideal mdt contains no neighborhood of t
in Vx ; therefore Z Ñ X is of dimension ă n at t (and also boundaryless at t, because
Z ãÑ V is a closed immersion). By induction, OZx,t is a flat OZ,t-algebra. But OZx,t
(resp. OZ,t) is nothing but OVx,t{m
d
tOVx,t (resp. OV,t{m
d
t ), whence the desired claim
is proved.
Now, let us prove that any fiber of Spec OVx,t Ñ Spec OV,t satisfies R. Let p
be a prime ideal of OV,t. If p “ 0, the fiber of Spec OVx,t over p is the spectrum
of a localization of OVx,t ; but the latter is regular by assertion (B) above, hence
we are done. Suppose now that p ‰ 0. By assertion (C) above, the closed analytic
subspace Z defined in a neighborhood of t by the finitely generated ideal p contains
no neighborhood of t in Vx ; therefore Z Ñ X is of dimension ă n at t (and also
boundaryless at t, because Z ãÑ V is a closed immersion). The fiber of Spec OVx,t
over p is nothing but the generic fiber of the map Spec OZx,t Ñ Spec OZ,t. By the
induction hypothesis, the latter satisfies R, which ends the proof.
We are now going to show that the assumptions of Theorem 6.3.3 are probably
not far from being optimal; we still denote by Y Ñ X a morphism of good k-analytic
spaces, by x a point of X whose local ring is a field, and by y a point of Yx.
6.3.4. — One cannot expect in general flatness of Spec OYx,y over Spec OY,y if y
belongs to BpY {Xq. Indeed, let r be a positive real number let and let f be a power
series in one variable with coefficients in k whose radius of convergence is equal to r.
Let V be the analytic domain of A2,ank defined by the condition |T1| “ r. There is a
natural closed immersion ϕ : D Ñ V given by pId, fq, where D is the closed disc of
radius r; let x denote the image under ϕ of the Shilov point of D. Proposition 4.4.6
ensures that OA2,an
k
,x is a field. The fiber of V ãÑ A
2,an
k at x is nothing but M pH pxqq,
and OVx,x is then simply the field H pxq. As x lies on a one-dimensional Zariski-closed
subset (namely, ϕpDq) of the purely 2-dimensional space V , the local ring OV,x cannot
be a field (Corollary 3.2.9). As a consequence, Spec H pxq Ñ Spec OV,x is not flat.
6.3.5. — One cannot expect in general regularity of the fibers of the mor-
phism Spec OYx,y Ñ Spec OY,y if k is of positive characteristic. Indeed, let us
give the following counter-example, which was communicated to the author by M.
Temkin. Assume that k is a non-algebraically closed field of char. p ą 0 such
that |kˆ| ‰ t1u. Let ka be an algebraic closure of k, and let ks be the separable
closure of k inside ka; assume moreover that ks is of countable dimension over k
(for instance, we can take for k the field Fppptqq equipped with an arbitrary t-adic
absolute value). By assumption, there exists an increasing sequence pknqnPZě0 of
subfields of ks that are finite over k and whose union is equal to ks. For any n, the
complement of a finite union of proper k-vector subspaces of the k-Banach space kn
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is a dense subset of it. Therefore there exists a sequence pλnq of elements of k
s and
a decreasing sequence prnq of positive real numbers such that the following hold:
(a) for any n, one has krλns “ kn;
(b) for any n and any non-trivial k-conjugate µ of λn in k
a, one has |µ´ λn| ą rn;
(c) for any m ą n, one has |λm ´ λn| ă rn;
(d) one has rn Ñ 0 as nÑ8.
For any n let us denote by Dn the affinoid domain of A
1,an
kn
defined by the inequal-
ity |T ´ λn| ď rn. It follows from (a) and (b) that the natural map A
1,an
kn
Ñ A1,ank
induces an isomorphism beween Dn and an affinoid domain ∆n of A
1,an
k . It follows
from (c) and (d) that pDnpxkaqq is a decreasing sequence of (naive) closed discs of xka
whose intersection consists of a single element λ P xka. Let x P A1,ank be the point
that corresponds to λ. We have x P
Ş
∆n. Therefore, kn embeds into H pxq Ăxka for
every n. Hence H pxq is a closed subfield of xka containing ks; the latter being dense
in xka, one has H pxq “xka; in particular, x is not a rigid point.
Let ϕ be the (finite, flat) morphism A1,ank Ñ A
1,an
k induced by the morphism
from krT s to itself that sends T to T p, and let y be the unique preimage of x by ϕ. As x
in non-rigid, y is non-rigid and OA1,an
k
,y is a field due to Lemma 4.4.5. Now Oϕ´1pxq,y “
H pxqrτ s{pτp ´ T pxqq. Since H pxq “ xka, the local ring Oϕ´1pxq,y is non-reduced,
and in particular, non-regular. Hence the map
Spec Oϕ´1pxq,y Ñ Spec OA1,an
k
,y
is not regular.
6.3.6. — Let X be a reduced good k-analytic space, and let x be an Abhyankar
point of X (1.4.10). The local ring OX,x is then artinian (Example 3.2.10), hence it a
field by reducedness. If Y is any good X-analytic space, we can thus apply Theorem
6.3.3 to the map Y Ñ X over the point x. But in fact, due to the Abhyankar property
of x, we have the following slightly stronger result, whose proof is totally different.
6.3.7. Theorem. — Let Y Ñ X be a morphism between good k-analytic spaces,
with X reduced. Let x be an Abhyankar point of X (1.4.10), and let y be a point of
the fiber Yx. The morphism
Spec OYx,y Ñ Spec OY,y
is regular (note that we do not assume y P IntpY {Xq nor char. k “ 0).
Proof. — Set n “ dimxX . By shrinking X and Y we immediately reduce to the case
where both are affinoid and where dimX “ n (we can proceed to such a reduction
without modifying OY,y because n is the infimum of the dimensions of all analytic
neighborhoods of x in X , by 1.5.8); we denote by A (resp. B) the algebra of analytic
functions on X (resp. Y ).
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Let us first assume that X is a closed n-dimensional polydisc centered at the
origin of An,ank and x “ ηr for some polyradius r “ pr1, . . . , rnq. The point x has
a canonical H pxq-rational pre-image t on the H pxq-analytic disc XH pxq. Choose
ε P Rˆ` such that ε ă ri for every i. Let V be the affinoid domain of XH pxq
defined by the inequalities |Ti ´ Tiptq| ď ε for i “ 1, . . . , n (where the Ti’s are the
coordinate functions on X) and let C be the algebra of analytic functions on V . For
every point v of V and every i, we have ĆTipvq “ ĆTiptq (the latter equality makes
sense because H ptq “ H pxq Ă H pvq), and |Tipvq| “ ri. Since t lies above x, the
elements ĆT1ptq, . . . ,ĆTnptq of ČH ptq “ ČH pxq are algebraically independent over the
graded field rk; therefore ĆT1pvq, . . . ,ČTnpvq are algebraically independent over rk, which
implies (together with the fact that |Tipvq| “ ri for every i) that the image of v in X is
equal to ηr “ x; hence V is contained in the fiber of XH pxq over x. As a consequence,
for every a P A the image of a under the composite map A Ñ AH pxq Ñ C is equal
to the element apxq of H pxq (indeed, since C is reduced, it is sufficient to check this
equality pointwise on V ). In other words, both maps
AÑ AH pxq Ñ C and A
aÞÑapxq // H pxq // C
coincide. Let W be the preimage of V in YH pxq. This is an affinoid domain of YH pxq,
and
OYxpW q “ BpbAC “ pBpbAH pxqqpbH pxqC.
Hence the morphism W Ñ Y goes through Yx, and the Yx-analytic space W is
isomorphic to Yx ˆH pxq V . As H ptq “ H pxq, the natural map from YH pxq,t to Yx
is an isomorphism; let y1 be the unique point of YH pxq,t lying above y. Since V is a
neighborhood of t in XH pxq, the affinoid domain W is a neighborhood of y
1 in YH pxq,
and we thus have OW,y1 “ OYH pxq,y1 . As H pxq is analytically separable over k, the
morphism from Spec OW,y1 “ Spec OYH pxq,y1 to Spec OY,y is regular (Theorem 2.6.5).
And by flatness of V over H pxq (Lemma 4.1.13) and in view of the Yx-isomorphism
W » Yx ˆH pxq V , the map Spec OW,y1 Ñ Spec OYx,y is (faithfully) flat (in fact, by
quasi-smoothness of V and in view of Theorem 5.3.4, it is even regular but we shall
not need that). Lemma 5.5.2 then applies to the commutative diagram
Spec OW,y1
''◆◆
◆◆◆
◆◆◆
◆◆◆

Spec OYx,y // Spec OY,y
and yields the regularity of the map Spec OYx,y Ñ Spec OY,y, which ends the proof
in the special case considered.
Let us now prove the theorem for arbitraryX . Since dkpxq “ n, there exist analytic
functions f1, . . . , fn on X , invertible at x and such that the Ćfipxq’s are algebraically
independent over rk. Let R be the supremum of the spectral norms of the fi’s. Those
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functions induce a morphism from X to the polydisc Z :“ M pktT1{R, . . . , Tn{Ruq;
let z denote the image of x in Z. If we set ri “ |fipxq| for every i, then our assumption
on the fi’s means that z “ ηr for r “ pr1, . . . , rnq. Let t be a point of Xz. By
assumption, dimX “ n and we know that dkpH pzqq “ n (cf. Example A.4.10).
As a consequence, n ě dkptq “ dH pzqptq ` n, whence the equality dH pzqptq “ 0.
It follows that the fiber Xz is zero-dimensional. It thus consists of finitely many
points x1 “ x, x2, . . . , xm. By assumption, the space X is reduced. By the particular
case proven above, Spec OXz ,xj Ñ Spec OX,xj is regular for every j, which implies
that the OXz ,xj ’s are reduced (this follows for instance from [EGA IV2], Prop. 6.4.1
(ii) and Prop. 6.5.3 (ii)). Therefore the fiber Xz is isomorphic to
š
M pH pxjqq; it
follows that
Yz »
ž
Yxj .
In particular, Yx is an open subspace of Yz, and OYx,y is thus equal to OYz,y. Using
again the particular case proven above (now applied to Y Ñ Z) we get the regularity
of the map Spec OYz ,y Ñ Spec OY,y; hence Spec OYx,y Ñ Spec OY,y is regular.

CHAPTER 7
IMAGES OF MORPHISMS: LOCAL RESULTS
The general purpose of this chapter is the study of the “image” of a morphism
between analytic germs. Most of the work is in fact carried out in the realm of
(graded) Riemann-Zariski spaces, and is transferred thereafter to the analytic world
through Temkin’s theory.
Our main result about Riemann-Zariski spaces is kind of a “Chevalley theorem” in
this setting (Theorem 7.2.5). It tells the following (we use the definitions and notation
introduced in 3.3.1). Let K be a graded field, let F be a graded extension of K, and
let L be a graded extension of F . Let U be a quasi-compact open subset of PL{K .
The image of U in PF {K is a quasi-compact open subset of PF {K .
The proof goes as follows. Using scalar extension to KpT {rq for suitable polyradius
r (this notation is introduced in A.1.10), one reduces to the non-graded case; one
can clearly assume that U “ PL{Ktf1, . . . , fnu for some elements f1, . . . , fn of L.
One first considers the case where L is algebraic over F , for which one proves the
required assertion by performing explicit computations based on Newton polygons
(Proposition 7.1.3). For handling the general case, one sets A “ F rf1, . . . , fns Ă L,
and shows (Theorem 7.1.4) that there exist finitely many closed point y1, . . . , ym of
Spec A such that the image of U in PF {K is the union of the images of the sets
Pκpyjq{Ktf1pyjq, . . . , fnpyjqu in PF {K for j varying between 1 and m; it is thus a
quasi-compact open subset of PF {K by the algebraic case already investigated. Beside
some quasi-compactness arguments, the proof of Theorem 7.1.4 rests on the so-called
quantifier elimination in the theory of non-trivially valued algebraically closed fields,
which can be seen as a valuative avatar of Chevalley’s theorem. For the reader’s
convenience, Section 7.4 at the end of the chapter explains what it consists of, and
also provides a way to replace it (for our purposes) by a scheme-theoretic argument.
Applications of the above to analytic geometry are carried out in Section 7.3. The
main result is the following: if pY, yq Ñ pX,xq is a morphism of analytic germs,
then there exists a smallest analytic domain pZ, xq of pX,xq through which the map
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pY, yq Ñ pX,xq factorizes (Theorem 7.3.1 (1)). Moreover, if Γ is a subgroup of Rˆ`
such that Γ ¨ |kˆ| ‰ t1u, then pZ, xq is Γ-strict if pY, yq is Γ-strict and pX,xq is
separated (loc. cit., (3)). The latter fact has a global consequence: if ϕ : Y Ñ X is
a morphism between affinoid spaces and Y is Γ-strict, then ϕpY q is contained in a
Γ-strict analytic domain of X (Proposition 7.3.6).
7.1. Maps between Riemann-Zariski Spaces: the non-graded case
The purpose of what follows is to prove an avatar of Chevalley’s constructibility
theorem in the setting of (non-graded) Riemann-Zariski spaces.
7.1.1. Lemma. — Let K be a field and let |¨| be a valuation on it. Let L be an
algebraic extension of K ; let |¨|
1
be a valuation on L extending |¨|. Let S1, . . . , Sn be
indeterminates, and let |¨|2 be an extension of |¨|1 to LpS1, . . . , Snq whose restriction
to KpS1, . . . , Snq is equal to |¨|Gauß. Then |.|
2
“ |.|
1
Gauß.
Proof. — We denote by k, resp. ℓ, the residue field of |¨|, resp. |¨|1. For every i
one has |Si|Gauß “ 1, and the images of the Si’s in the residue field of |¨|Gauß are
algebraically independent over k. As L is algebraic over F , the field ℓ is algebraic
over k. Therefore, the images of the Si’s in the residue field of |¨|
2
are algebraically
independent over ℓ, whence the required equality |¨|
2
“ |.|
1
Gauß.
7.1.2. Lemma. — Let F be a field and let P “ T n`an´1T
n´1` . . .`a0 be a monic
polynomial belonging to F rT s; set an “ 1. Assume that P is totally split. Let |¨| be a
valuation on F . The following are equivalent:
(i) |λ| ą 1 for every root λ of P ;
(ii) |a0| ą |aj| for every j ą 0.
Proof. — If (i) is true then (ii) follows immediately from the usual relations between
the coefficients and the roots of P . Suppose that (ii) is true, and let λ be a root of P .
As P pλq “ 0 there exists j ą 0 such that |a0| ď
ˇˇ
ajλ
j
ˇˇ
. Since |a0| ą |aj |, this implies
that |λ| ą 1.
7.1.3. Proposition. — Let k be a field, let K be an extension of k, and let L be an
algebraic extension of K. Let U be a quasi-compact open subset of PL{k. Its image V
on PK{k is a quasi-compact open subset of the latter.
Proof. — We can assume that U is equal to PL{ktf1, . . . , fℓu for suitable ele-
ments f1, . . . , fℓ of L. Let S “ pS1, . . . , Sℓq be a family of indeterminates, and let
f be the element f1S1 ` . . . fℓSℓ of LpSq. Let P “ T
n ` an´1T
n´1 ` . . . ` a0 be
the minimal polynomial of f over KpSq. Let Λ be a finite extension of KpSq over
which P splits. Let |¨| be a valuation on K whose restriction to k is trivial. We fix
an extension |¨|0 of |¨|Gauß to Λ.
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We are going to prove that the valuation |¨| belongs to V if and only if |¨|Gauß
extends to a valuation |¨|
2
on LpSq such that |f |
2
ď 1. Let us first assume that |¨| P V.
This means that it extends to a valuation |¨|1 on L such that |fi|
1 ď 1 for every i,
so |¨|
1
Gauß is then an extension of |¨|Gauß to LpSq satisfying the required properties.
Conversely, assume that |¨|Gauß extends to a valuation |¨|
2
on LpSq such that |f |
2
ď 1
and let |¨|1 denotes the restriction of |¨|2 to L. By Lemma 7.1.1, one has |¨|2 “ |¨|1Gauß;
therefore, the inequality |f |
2
ď 1 simply means that |fi|
1
ď 1 for every i, and we are
done.
On the other hand, the valuation |¨|Gauß admits an extension |¨|
2
to LpSq such that
|f |
2
ď 1 if and only if there exists a root λ of P in Λ such that |λ|0 ď 1; according
to Lemma 7.1.2, the latter condition is equivalent to the existence of j ą 0 such
that |a0|Gauß ď |aj|Gauß (note that if there exists such j, it can always be chosen so
that aj ‰ 0: this is obvious if a0 ‰ 0, and if a0 “ 0 we have n “ 1 and we take j “ 1).
We thus have proved that V is equal to the preimage under |¨| ÞÑ |¨|Gauß ofŤ
aj‰0
PKpSq{kta0{aju; and this preimage is easily seen, by the very definition of |¨|Gauß .
for a given |¨|, to be a quasi-compact open subset of PK{k.
7.1.4. Theorem. — Let K be a field, let F be an extension of K, and let L
be an extension of F . Let f1, . . . , fn be finitely many elements of L and let A be
the F -subalgebra of L generated by the fi’s. For any y P Spec A, let py denote the
map Pκpyq{K Ñ PF {K .
(1) The image V of PL{Ktf1, . . . , fnu in PF {K is a quasi-compact open subset of
the latter.
(2) There exist finitely many closed points y1, . . . , ym of Spec A such that
V “
ď
j
pyjpPκpyjq{Ktf1pyjq, . . . , fnpyjqu q.
Proof. — If y is any closed point of Spec A, its residue field κpyq is finite over F .
Proposition 7.1.3 above then ensures that pyp Pκpyq{Ktf1pyq, . . . , fnpyqu q is a quasi-
compact open subset of PF {K . As V is a quasi-compact topological space, it is
therefore enough, to establish both (1) and (2), to prove that
V “
ď
yPC
pypPκpyq{Ktf1pyq, . . . , fnpyqu q
where C is the set of all closed points of Spec A.
Let us first prove thatď
yPC
pyp Pκpyq{Ktf1pyq, . . . , fnpyqu q Ă V.
We shall even show thatď
yPSpec A
pyp Pκpyq{Ktf1pyq, . . . , fnpyqu q Ă V.
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Let y be any point of Spec A and let |¨| be a valuation on F that is trivial on K
and that belongs to pyp Pκpyq{Ktf1pyq, . . . , fnpyqu q; i.e., |¨| extends to a valuation |¨|
1
on κpyq which satisfies the inequality |fjpyq|
1
ď 1 for every j. Let |¨|
2
be a valuation
on L whose ring dominates OSpec A,y. The residue field Λ of |¨|
2 is an extension
of κpyq; we choose an extension |¨|
3
of |¨|
1
to Λ. The composition of |¨|
2
and |¨|
3
is a
valuation on L whose restriction to F is equal to |¨| and whose ring contains the fj ’s.
Hence |¨| P V.
Let us now prove that
V Ă
ď
yPC
pyp Pκpyq{Ktf1pyq, . . . , fnpyqu q.
Let |¨| be a valuation on F that is trivial on K and that belongs to V; i.e., it extends
to a valuation |¨|1 on L that satisfies the inequalities |fi|
1 ď 1 for all i.
Let La be an algebraic closure of L and let F a be the algebraic closure of F
inside La. We choose an extension |¨|2 of |¨|1 to La. Let pP1, . . . , Pmq be poly-
nomials that generate the ideal of relations between the fi’s over the field F , so
A “ F rT1, . . . , Tns{pP1, . . . , Pmq. The system of equations and inequalities (in vari-
ables x1, . . . , xn)
tPjpx1, . . . , xnq “ 0uj“1,...,m and t|xi|
2
ď 1ui“1,...,n
has a solution in La, provided by the fi’s. This implies that it has a solution
pg1, . . . , gnq in F
a. Indeed, if |¨| is trivial this comes from the Nullstellensatz, be-
cause the inequality |x| ď 1 is then satisfied by every x P F . And if |.| is non-
trivial, this is a particular case of the so-called model completeness of the theory of
algebraically closed, non-trivially valued fields, which itself follows from quantifier
elimination; but this can also be given a direct, algebro-geometric proof. Reminders
on model-completeness and quantifier elimination have been postponed to Section 7.4
(see Theorems 7.4.4 and 7.4.5), as well as the direct proof alluded to (Proposition 7.4.7
and Theorem 7.4.8).
Now evaluation at pg1, . . . , gnq defines a map from A “ F rT1, . . . , Tns{pP1, . . . , Pmq
to F a, which sends fi to gi for every i. Its kernel is a closed point y of Spec A,
and we have an F -embedding ι of κpyq into F a mapping fipyq to gi for every i. The
composition |¨|
2
˝ι is then a valuation on κpyq that extends |.| and whose ring contains
the fipyq’s, and we are done.
7.2. Maps between Riemann-Zariski spaces: the general case
We are now going to give a graded version of Theorem 7.1.4 (1). We refer the
reader to A.1 for our general conventions in graded commutative algebra, to A.2 for
graded linear algebra (and especially to Definition A.2.8 ff. for graded tensor products
and flatness in the graded context), and to A.4 for graded valuations.
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7.2.1. Lemma. — Let K be a graded field and let E and L be two graded field
extensions of K. Let A, resp. B, resp. C be a graded valuation ring of K, resp. E,
resp. L; assume that
B XK “ C XK “ A.
(1) Let F be a graded field equipped with an injective morphism E bK L ãÑ F ,
making F a graded extension of both E and L. There exists a graded valuation
ring D of F such that D X E “ B and D X L “ C.
(2) Assume that E and L are algebraic over K (A.3.3). There exists a common
graded extension Λ of E and L over K and a graded valuation ring ∆ of Λ such
that ∆X E “ B and ∆X L “ C.
Proof. — We denote by a, b and c the respective residue graded fields of A,B and C.
We choose a maximal homogeneous ideal of the non-zero graded ring b ba c and
denote by d be the corresponding quotient. Note that since B and C have no non-
zero homogeneous A-torsion, both are flat as graded A-modules: this follows from the
flatness criterion given at the end of A.2.11 and from the fact that every ideal I of A
generated by a finite set S of homogeneous elements is principal (if S “ H one has
I “ 0, and if S ‰ H one has I “ psq for any element s of S of maximal valuation).
Let us show (1). By A-flatness of C, the natural map
u : B bA C Ñ E bA C “ E bK pK bA Cq
is injective. As K bA C is simply a graded localization of C by a homogeneous
multiplicative subset which does not contain zero, it embeds into L; the natural map
v : E bA C Ñ E bK L ãÑ F is thus injective. As a consequence, the natural map
v ˝ u : BbAC Ñ F induces an isomorphism between BbAC and the graded subring
B ¨ C of F generated by B and C. Hence there exists a (unique) map B ¨ C Ñ d
extending both B Ñ bÑ d and C Ñ cÑ d. The kernel of this map is a homogeneous
prime ideal (because its target is a graded field); by Zorn’s Lemma the corresponding
graded localization of B ¨ C is dominated by a graded valuation ring D of F . By
construction, D X E “ B and D X L “ C, whence (1).
Let us now prove (2). Let p be the kernel of the morphism B bA C Ñ bba cÑ d
and let R be the graded localization pB bA Cqp. Since B and C are flat over A, the
graded tensor product B bA C is flat over A, hence has no non-zero homogeneous A-
torsion. The graded A-algebra R is then also torsion-free, and RbAK is consequently
non-zero. In particular, it has a homogeneous prime ideal, which corresponds (as in
classical commutative algebra) to a homogeneous prime ideal q of B bA C such that
q Ă p and qXA “ 0. Let Λ denote the graded fraction field of pB bA Cq{q.
Let r be a positive real number and let x be an element of Er. By assumption, x is
algebraic over K; therefore there exists a unitary homogeneous element P of KrT {rs
such that P pxq “ 0. Choose a non-zero homogeneous element a of A such that ab P A
for every coefficient b of P . The element ax of E is then easily seen to be the root
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of a unitary homogeneous element of KrT {pr ¨ deg aqs with coefficients in A. By a
straightforward valuation computation, this implies that ax P B. As a consequence,
the localization B bA K of B is equal to E, and C bA K “ L analogously, whence
the equality
pB bA Cq bA K “ E bK L.
The latter implies, together with the fact that qXA “ 0, that BbAC Ñ Λ admits
a factorization
B bA C Ñ E bK LÑ Λ.
Hence Λ can be seen as common graded extension of E and L overK so that the image
of BbAC Ñ Λ is the graded subring B ¨C of Λ generated by B and C. Since q Ă p, the
map BbAC Ñ bba cÑ d induces a morphism B ¨C Ñ d, extending both B Ñ bÑ d
and C Ñ c Ñ d. The kernel of this latter map is the homogeneous prime ideal p{q;
by Zorn’s Lemma the corresponding graded localization of B ¨ C is dominated by a
graded valuation ring ∆ of Λ. By construction, ∆X E “ B and ∆X L “ C, whence
(2).
7.2.2. Corollary. — Let
E // F
K
OO
// L
OO
be a commutative diagrams of graded fields such that E bK LÑ F is injective. Let ℓ
be a graded subfield of L; set k “ K X ℓ. Define π, ρ, ϕ and ψ by the commutative
diagram
PF {ℓ
π //
ϕ

PE{k
ψ

PL{ℓ
ρ // PK{k
and let U be any subset of PE{k. One has ϕpπ
´1pUqq “ ρ´1pψpUqq. In particular,
PF {ℓ Ñ PE{k ˆPK{k PL{ℓ is surjective.
Proof. — The inclusion ϕpπ´1pUqq Ă ρ´1pψpUqq follows formally from the commu-
tativity of the diagram. Now, let |¨| be a valuation belonging to ρ´1pψpUqq. This
means that |¨| is a graded valuation on L, trivial over ℓ, and that there exists a graded
valuation |¨|
1
P U such that |¨|
1
|K “ |¨||K . By Lemma 7.2.1 (1), there exists a graded
valuation |¨|
2
on F whose restriction to E is equal to |¨|
1
, and whose restriction to L
is equal to |¨|. The latter fact implies that the restriction of |¨|
2
to ℓ is trivial; there-
fore |¨|2 P π´1pUq and |¨| P ϕpπ´1pUqq; as a consequence ϕpπ´1pUqq “ ρ´1pψpUqq, as
required. The last assertion follows by applying this equality for U a singleton.
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Corollary 7.2.2 above can be used every time one has a commutative diagram of
graded fields
E // F
K
OO
// L
OO
such that E bK L Ñ F is injective. Let us give two examples of such a diagram,
which will play a role in the sequel.
7.2.3. Example. — Let K be a graded field, let L be a graded extension of K and
let Γ be a subgroup of Rˆ`. The natural map L
ΓbKΓ K Ñ L is injective. Indeed, for
every class c of Rˆ` modulo Γ, set K
c “
À
rPcK
r, and define Lc analogously. Let C
be the susbet of Rˆ` consisting of classes c such that K
c ‰ 0. One has K “
À
cPC
Kc.
For every c P C , the summand Kc is a one-dimensional graded vector space over KΓ,
and Lc is a one-dimensional graded vector space over LΓ. Therefore LΓbKΓK
c » Lc
for every c P C and
LΓ bKΓ K »
à
cPC
Lc Ă L,
whence the claim.
7.2.4. Example. — Let K be a graded field, let s “ ps1, . . . , snq be a polyradius,
and let S “ pS1, . . . , Snq be a finite family of indeterminates. Let L be a graded
extension of K. The natural map L bK KpS{sq Ñ LpS{sq is injective. Indeed, it
follows directly from the definition that
LbK KrS{ss » LrS{ss.
Therefore LbKKpS{sq appears as a graded localization of the graded domain LrS{ss
by a homogeneous multiplicative system which does not contain zero; hence it embeds
in the graded fraction field LpS{sq of LrS{ss.
7.2.5. Theorem. — Let K be a graded field, let F be a graded extension of K and
let L be a graded extension of F . Let Γ be a subgroup of Rˆ, and let V be a Γ-strict
quasi-compact open subset of PL{K . Its image in PF {K is a Γ-strict quasi-compact
open subset of the latter.
Proof. — Let us first assume that Γ “ t1u. Consider the commutative diagram
PL{K
π //
ϕ

PL1{K1
ψ

PF {K
ρ // PF 1{K1
in which ρ, π, ϕ and ψ are the obvious maps. By assumption, there exists a quasi-
compact open subset U of PL1{K1 such that V “ π
´1pUq. By Corollary 7.2.2 and
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Example 7.2.3, one has ϕpVq “ ρ´1pψpUqq. By Theorem 7.1.4 (1), the image ψpUq is
a quasi-compact open subset of PF 1{K1 , whence the result.
Let us treat now the general case. We may and do assume that V is equal to
PL{Ktf1, . . . , fnu for some non-zero homogeneous elements fi of L
Γ. For every i, we
denote by si the degree of fi; set s “ ps1, . . . , snq. Let us consider the commutative
diagram
PLps´1Sq{Kps´1Sq
µ //
θ

PL{K
ϕ

PF ps´1Sq{Kps´1Sq
ν // PF {K
σ
nn
in which µ, θ, ν and ϕ are the obvious maps and in which σ is the map |¨| ÞÑ |¨|Gauß.
The quasi-compact open subset µ´1pVq of PLps´1Sq{Kps´1Sq is equal to
PLps´1Sq{Kps´1Sqtf1, . . . , fnu “ PLps´1Sq{Kps´1Sqtf1{S1, . . . , fn{Snu,
hence is strict. It follows therefore from the case Γ “ t1u already proven that
θpµ´1pVqq is a strict quasi-compact open subset of PF ps´1Sq{Kps´1S . By Corol-
lary 7.2.2 and Example 7.2.4, one has θpµ´1pVqq “ ν´1pϕpVqq, which formally implies
that ϕpVq “ σ´1pθpµ´1pVqq. Therefore in order to conclude, it suffices to show that
σ´1pWq is a Γ-strict quasi-compact open subset ofPF {K for every strict quasi-compact
open subset W of PF ps´1Sq{Kps´1Sq.
So, let us consider such a W. We may and do assume that W “ PLps´1Sq{Kps´1Sqtgu
for some homogeneous element g of degree 1. Let us write g “
ř
aIS
I{
ř
bJS
J (withř
bIS
J ‰ 0) and let |¨| be a graded valuation belonging to PF {K . One has the
equivalence
|¨| P σ´1pWq ðñ
maxI |aI |
maxJ |bJ |
ď 1.
As a consequence,
σ´1pWq “
č
I
ď
J,bJ‰0
PF {KtaI{bJu.
Fix I and J with bJ ‰ 0. Since g is homogeneous of degree 1, the elements aIs
I
and bJS
J of Lps´1Sq are homogeneous of the same degree. It follows that aI{bJ is
homogeneous of degree sJ{sI “ sJ´I , which belongs to Γ. Hence σ´1pWq is a Γ-strict
quasi-compact open subset of PF {K , which ends the proof.
7.2.6. The case of a normal graded extension. — Let K be a graded field, let
F be a graded extension of K and let L be an algebraic graded algebraic extension of
F (A.3.3). We assume moreover that L is normal over F and we set G “ GalpL{F q
(A.3.6). The group G acts on PL{K and PL{K Ñ PF {K is G-equivariant. We are
going to prove that PL{K{GÑ PF {K is a homeomorphism.
This map is surjective, and it is open by Theorem 7.2.5. It suffices therefore to
prove that it is injective. Let |¨|1 and |¨|2 be two graded valuations on L that have the
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same restriction to F , and let us show that they are conjugate under G. By Lemma
7.2.1, there exists a graded extension M of F , a graded valuation |¨| on M , and two
F -embeddings j1 and j2 from L toM such that |¨|1 “ |¨|˝j1 and |¨|2 “ |¨|˝j2. Let r be
a positive real number. Since F ãÑ L is normal, j1pLq
r is the subset ofM r consisting
of elements x such that there exists an element of Lr whose minimal polynomial over
F vanishes at x, and the same holds for j2pLq
r. As a consequence, j1pLq “ j2pLq and
|¨|1 “ |¨|2 ˝ j
´1
2 ˝ j1; otherwise said, |¨|1 and |¨|2 are conjugate by the element j
´1
2 ˝ j1
of G.
7.2.7. Remark. — Assume that L is radicial over F (A.3.6). The group G is then
trivial, and 7.2.6 thus ensures that PL{K Ñ PF {K is a homeomorphism. But this
can easily be seen directly. Indeed, let |¨| be a graded valuation on L, and let a be a
homogeneous element of L. As L is radicial over K, there exists N P Zě0 such that
aN P F ; since |a| ď 1 ðñ
ˇˇ
aN
ˇˇ
ď 1, we see that |¨| is uniquely determined by its
restriction to F , whence our claim.
7.3. Applications to analytic geometry
We fix an analytic field k and a subgroup Γ of Rˆ` such that |k
ˆ| ¨ Γ ‰ t1u. The
purpose of what follows is to give some consequences of Theorem 7.2.5 concerning
morphisms between k-analytic germs. We shall use freely Temkin’s reduction of ana-
lytic germs, as well as its Γ-graded avatar; see Sections 3.4 and 3.5.
7.3.1. Theorem. — Let pY, yq Ñ pX,xq be a morphism of k-analytic germs.
(1) There exists a smallest analytic domain pZ, xq of pX,xq through which the mor-
phism pY, yq Ñ pX,xq factorizes; the reduction ČpZ, xq Ă ČpX,xq is equal to the
image of the map ČpY, yq Ñ ČpX,xq.
(2) If both germs pY, yq and pX,xq are Γ-strict, then pZ, xq is Γ-strict too, and
ČpZ, xqΓ Ă ČpX,xqΓ is equal to the image of the map ČpY, yqΓ Ñ ČpX,xqΓ.
(3) If pY, yq is Γ-strict and if pX,xq is separated (but not necessarily Γ-strict), then
pZ, xq is Γ-strict.
Proof. — Let p denote the natural map ČpY, yq Ñ ČpX,xq. Let us choose an atlas U
of ČpX,xq (3.3.6) and an atlas V ofČpY, yq such that the covering V is a refinement of
p´1pU q (this is possible because p is quasi-compact, see 3.3.2); if moreover pY, yq and
pX,xq are Γ-strict, we require that U and V be Γ-strict. Let V be an element of V ,
and let U be an element of U containing ppVq. By considering the diagram
V
  //
p

PČH pyq{rk

U
  // PČH pxq{rk
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and applying Theorem 7.2.5 we see that ppVq is a quasi-compact open subset ofČpX,xq, which is Γ-strict whenever pY, yq and pX,xq are Γ-strict (because then so is V
by construction). In view of the equality
ppČpY, yqq “ ď
VPV
ppVq,
this implies that ppČpY, yqq is a (necessarily non-empty) quasi-compact open subset ofČpX,xq, which is Γ-strict as soon as pY, yq and pX,xq are.
This non-empty quasi-compact open subset of ČpX,xq is equal to ČpZ, xq for a
uniquely determined analytic domain pZ, xq of pX,xq, which is Γ-strict as soon as
pY, yq and pX,xq are (3.4.5 (1) and Lemma 3.5.2). In view of assertion (5) of 3.4.5,
pZ, xq is the smallest analytic domain of pX,xq through which p factorizes, which
ends the proof of (1), and of the first statement of (2). If both pY, yq and pX,xq are
Γ-strict, we have a commutative diagram
ČpY, yq

//ČpY, yqΓ

ČpZ, xq
 _

//ČpZ, xqΓ
 _

ČpX,xq //ČpX,xqΓ
in whichČpY, yq ÑČpZ, xq is surjective by definition of pZ, xq, and in which all horizontal
arrows are surjective. It follows thatČpY, yqΓ Ñ ČpX,xqΓ factorizes through a surjection
ČpY, yqΓ ÑČpZ, zqΓ, which ends the proof of (2).
Now we assume that pY, yq is Γ-strict and that pX,xq is separated. Let V be
any Γ-strict atlas of ČpY, yq. Let V be a chart belonging to V . By considering the
commutative diagram
V
  //
p

PČH pyq{rk
ČpX,xq   // PČH pxq{rk
and applying Theorem 7.2.5 we see that ppVq is a Γ-strict quasi-compact open subset
of PČH pxq{rk. In view of the equality
ppČpY, yqq “ ď
VPV
ppVq,
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this implies thatČpZ, xq “ ppČpY, yqq is a Γ-strict quasi-compact open subset of PČH pxq{rk;
therefore pZ, xq is Γ-strict, which proves (3).
7.3.2. — The following facts follow straightforwardly from the characterization of
pZ, xq by its reduction ČpZ, xq:
(1) If pY1, yq, . . . , pYn, yq are analytic domains of pY, yq such that pY, yq “
Ť
pYi, yq
and if pZi, xq denotes (for every i) the smallest analytic domain of pX,xq through
which pYi, yq Ñ pX,xq factorizes, then pZ, xq “
Ť
pZi, xq.
(2) If pX,xq Ñ pT, tq is another morphism of germs and if pW, tq denotes the smallest
analytic domain of pT, tq through which pZ, xq Ñ pT, tq factorizes, then pW, tq is
also the smallest analytic domain of pT, tq through which the composite map
pY, yq Ñ pX,xq Ñ pT, tq
factorizes.
7.3.3. Example. — Let X be a k-analytic space and let V be an analytic domain
of X . If x is a point of V , it follows immediately from the definition that pV, xq is the
smallest analytic domain of pX,xq through which the map pV, xq ãÑ pX,xq factorizes.
7.3.4. Example. — Let X and Y be two k-analytic spaces and let ϕ : Y Ñ X be
a boundaryless morphism (e.g., a closed immersion). Let y be a point of Y and let
x be its image in X . Since ČpY, yq “ ČpX,xq ˆP ČH pxq{rk PČH pyq{rk, the continuous mapČpY, yq Ñ ČpX,xq is surjective. Hence pX,xq is the smallest analytic domain of pX,xq
through which pY, yq Ñ pX,xq factorizes.
This has the following concrete meaning: if V is any analytic domain of X con-
taining x such that ϕ´1pV q is a neighborhood of y in Y , then V is a neighborhood of
x in X .
7.3.5. Example. — In view of 7.3.2 one may combine Examples 7.3.3 and 7.3.4 and
get the following. Let X and Y be two k-analytic spaces, let V be an analytic domain
of X , and let Y Ñ X be the composition of a boundaryless morphism Y Ñ V and of
the inclusion V ãÑ X . Then pV, xq is the smallest analytic domain of pX,xq through
which pY, yq Ñ pX,xq factorizes.
We are now going to give the first global consequence of Theorem 7.3.1. Note
that the source is not assumed to be Hausdorff, but that the target is assumed to be
separated, which is stronger than Hausdorff.
7.3.6. Proposition. — Let ϕ : Y Ñ X be morphism between k-analytic spaces.
Assume that Y is quasi-compact and Γ-strict and X is separated. The image ϕpY q is
contained in a compact Γ-strict analytic domain of X.
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Proof. — Let y be a point of Y , and set x “ ϕpyq. It follows from Theorem 7.3.1
that there exists a smallest analytic domain pZ, xq of pX,xq through which the map
pY, yq Ñ pX,xq factorizes, and that it is Γ-strict. Using simply the fact that the
map pY, yq Ñ pX,xq factorizes through pZ, xq, we get the existence of an analytic
neighborhood Vy of y in Y and a compact Γ-strict analytic neighborhood Ux of x P X
such that ϕpVyq Ă Ux. By quasi-compactness of Y there is a finite subset E of U
such that Y “
Ť
yPE Vy. We then have ϕpY q Ă
Ť
yPE Uϕpyq. Since X is separated and
every Uϕpyq for y P E is a compact, Γ-strict analytic domain of X ,
Ť
yPE Uϕpyq is a
compact Γ-strict analytic domain of X (Remark 3.1.5). This ends the proof.
7.4. Complement: around quantifier elimination in the theory acvf
In the proof of Theorem 7.1.4 we have referred at one point to quantifier elimination
in the theory of non-trivially valued algebraically closed fields. The aim of this section
is to quickly recall what it consists of, to explain why it implies the statement that
was needed for showing Theorem 7.1.4, and to give another proof of this statement,
based upon classical arguments of algebraic geometry.
7.4.1. — Let us first define recursively what a formula p1q is; for the moment, it
should be seen as a purely formal syntactic object, without any meaning. We fix a
countable set of symbols which are called the variables. Every formula Φ will involve
two disjoint p2q finite sets of variables: the set VbpΦq of bound variables, and the set
VfpΦq of free variables (the status – free or bound – of a variable is not an absolute
notion: a variable is free or bound in a given formula).
(1) Let Φ be an inequality of the form |P | ’ |Q|, where P and Q belong to
Zrx1, . . . , xns for some variables x1, . . . , xn and where ’ is a symbol belong-
ing to tă,ą,ď,ěu. Then Φ is a formula, VbpΦq “ H and VfpΦq is the set of
xi’s that actually occur in P or Q.
(2) If Φ is a formula, its negation Ψ is a formula too, and one has
VbpΨq “ VbpΨq and VfpΨq “ VfpΨq.
(3) If Φ is a formula and if x belongs to VfpΦq, then Ψ :“ p@x,Φq is a formula and
one has
VfpΨq “ VfpΦqztxu and VbpΨq “ VbpΦq Y txu.
1. The formulas we define here are formulas in the language of valued fields; but since we shall
not use any other language in this section, we do not need such precise terminology.
2. The general definition of a formula is much more complicated: in a given formula the same
variable may occur at some places with the “free” status and at some other places with the “bound”
status. But any formula in this sense is, up to renaming some bound variables, equivalent (at least
as far as the “concrete” interpretation is concerned) to a formula in our sense; that is why we have
chosen this simpler definition.
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(4) If Φ and Ψ are two formulas with pVbpΦq YVbpΨqq X pVf pΦq YVf pΨq “ H then
Θ :“ pΦ and Ψq is a formula and
VbpΘq “ VbpΦq Y VbpΨq and VfpΘq “ VfpΦqq Y VfpΨq.
For instance,
Dx,@y, p
ˇˇ
3x2 ´ 8y ` 7
ˇˇ
ď |´x` z ` t|q or p
ˇˇ
5xy ´ y2
ˇˇ
ą
ˇˇ
w ` x` 2y3 ´ zt
ˇˇ
q
is a formula with free variables z, t and w.
7.4.2. — Let Φ be a formula and let x1, . . . , xr be the free variables of Φ. Let K be
a valued field and let a1, . . . , ar be elements of K. By replacing xi with ai for every
i, one gets a statement Φpa1, . . . , arq whose truth value in K, and more generally in
any valued extension of K, makes sense.
7.4.3. Remark. — Assume that Φ is quantifier-free (equivalently, it only involves
free variables). Then for every valued extension L of K and every r-uple pa1, . . . , arq
of elements of K, the statement Φpa1, . . . , arq holds in L if and only if it holds in K.
We are now going to state the quantifier elimination theorem for the theory of
algebraically closed (non-trivially) valued field, acvf for short. It is usually attributed
to Robinson, though the result proved in his book [Rob77] is weaker – but the main
ideas are there; for a complete proof, cf. [Pre86] or [Wei84].
7.4.4. Theorem (quantifier elimination in acvf). — Let Φ be any formula with
free variables px1, . . . , xrq. There exists a quantifier-free formula Ψ with free variables
px1, . . . , xrq such that for every algebraically closed, non-trivially valued field K and
any r-tuple pa1, . . . , arq of elements on K, the statement Φpa1, . . . , arq holds in K if
and only if Ψpa1, . . . , arq holds in K.
In view of Remark 7.4.3 above, quantifier elimination in acvf implies the so-called
model-completeness of acvf:
7.4.5. Theorem (model-completeness of acvf). — Let Φ be any formula
with free variables px1, . . . , xrq, let K be an algebraically closed, non-trivially valued
field and let L be an algebraically closed valued extension of K. For every r-uple
pa1, . . . , arq of elements of K, the statement Φpa1, . . . , arq holds in L if and only if it
holds in K.
7.4.6. Remark. — The assumption that K is non-trivially valued cannot be re-
moved. Indeed, let K be a trivially valued algebraically closed field; choose an alge-
braically closed, non-trivially valued extension L of K. The statement
Dx, px ‰ 0q and |x| ă 1
then holds in L, but not in K.
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The Nullstellensatz in the trivially valued case and model-completeness of acvf
(Theorem 7.4.5 above) in the non-trivially valued case immediately imply the following
proposition, which was the key ingredient in the proof of Theorem 7.1.4.
7.4.7. Proposition. — Let K be an algebraically closed valued field, and let L be
a valued extension of K; let pP1, . . . , Pmq be elements of KrT1, . . . , Tns for some n.
If the system of equations tPi “ 0u1ďiďm has a solution px1, . . . , xnq in L
n such that
|xi| ď 1 for all i, then it already has a solution py1, . . . , ynq in K
n such that |yi| ď 1
for all i.
We now aim at giving a direct, algebro-geometric proof of Proposition 7.4.7 above.
We shall in fact prove the following slightly stronger result.
7.4.8. Theorem. — Let K be an algebraically closed valued field and let A be its
valuation ring. Let X be a finitely presented A-scheme and let B be a faithfully flat
A-algebra. If X pBq ‰ H, then X pAq ‰ H.
Before proving it, let us explain why this implies Proposition 7.4.7. We use the
notation of loc. cit. and call A, resp. B, the valuation ring of K, resp. L. By multi-
plying every Pi by a suitable element of K
ˆ, we may and do assume that Pi belongs
to ArT1, . . . , Tns for all i. Let X be the A-scheme Spec ArT1, . . . , Tns{pP1, . . . , Pmq.
The A-algebra B is faithfully flat, and X pBq ‰ H by assumption. Therefore if we
assume that Theorem 7.4.8 holds, we can conclude that X pAq ‰ H, which is exactly
the required assertion.
Proof of Theorem 7.4.8. — By assumption, X has a B-point. Since X is finitely
presented, this B-point is induced by a B1-point of X for some finitely generated
subalgebra B1 of B. Since being A-flat simply means having no non-zero A-torsion,
the A-algebra B1 is flat; being finitely generated, it is finitely presented by a result of
Nagata [Nag66] (this holds more generally for A any domain; see [RG71], Cor. 3.4.7);
moreover, since Spec B Ñ Spec A goes through Spec B1, the map Spec B1 Ñ Spec A
is surjective, which means that B1 is faithfully flat over A. Hence by replacing B with
B1, we may and do assume that B is finitely presented over A. It is now sufficient to
prove that Spec B Ñ Spec A has a section, because by composing the latter with any
B-point Spec B Ñ X we will get an A-point Spec AÑ X .
As B is finitely presented over A, there exists a subring A0 of A finitely generated
over Z, and a flat A0-algebra of finite type B0 such that B » A bA0 B0. Let x be
the closed point of Spec A, and let x0 be the image of x on Spec A0. Since the
fiber pSpec Bqx is non-empty, the finitely generated κpx0q-scheme pSpec B0qx0 is non-
empty; its CM locus is thus non-empty (it contains the maximal points), and therefore
has a closed point y. Let pf1, . . . , frq be a finite family of elements of B0 that lifts
a maximal regular sequence of pSpec B0qx0 at y, and let Z be the closed subscheme
of Spec B0 defined by the fi’s. At the point y, the A0-scheme Z is quasi-finite by
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construction, and flat by [EGA IV3], Thm. 11.3.8 (c). By Zariski’s Main Theorem,
there is an open neighborhood U of y in Z and an open immersion U ãÑ V over A0
for some finite A0-scheme V .
Set U 1 “ U ˆA0 A and V
1 “ V ˆA0 A. By construction, U
1 is a locally closed
subscheme of Spec B, flat over A at some point y1 lying over x; the scheme V 1 is finite
over A, and there is an open immersion of A-schemes U 1 ãÑ V 1.
Since K is algebraically closed, the valuation ring A is henselian. The finite A-
scheme V 1 is therefore a disjoint union of finitely many finite, local A-schemes. This
implies that the connected component W of y1 in U 1 is a finite, local A-scheme. Since
U 1 is flat over Spec A at y1, so is W ; as a consequence, the image of W Ñ Spec A
contains the generic point of Spec A. Let us choose a point w on the generic fiber of
W , and let endow the Zariski-closed subset twu of Spec B with its reduced structure.
One has twu “ Spec C for some finite A-algebra C; the ring C is a domain and the
map AÑ C is injective. The tensor product C bA K is a localization of the domain
C by a mutliplicative subset which does not contain 0, so C bAK is a domain. Since
it is finite overK, this is a field and thus a finite extension of K. As K is algebraically
closed, it follows that C bAK “ K. Since A is normal, this implies that C “ A, and
the closed embedding twu ãÑ Spec B then defines a section of Spec B Ñ Spec A.

CHAPTER 8
DE´VISSAGES A` LA RAYNAUD-GRUSON
Most of this chapter is inspired by the celebrated work of Raynaud and Gruson
on flatness [RG71]. In that paper, they consider a finitely presented morphism of
schemes X Ñ S and a quasi-coherent OX -module of finite type M . The key notion
they introduce is that of a de´vissage of M over S at a given point of SupppM q
([RG71], Def. 1.2.2); they prove that it always exists after some Nisnevich localization
on the target and on the source; see Prop. 1.2.3 of [RG71] for the precise statement.
They use de´vissages for studying the S-flat locus of M , describing the local structure
of M at a point at which it is S-flat, or flattening it through a blow-up in general. . .
Now, let Y Ñ X be a morphism of good k-analytic spaces, and let F be a coherent
sheaf on Y . We define the notion of an X-de´vissage of F at a given point of SupppF q
(Definition 8.2.4), and prove that such a de´vissage always exists (see Theorem 8.2.5);
note that there is no need for Nisnevich localization here: it suffices to work on a
small enough affinoid neighborhood of y in Y – this ultimately relates to the henselian
property of local rings of good analytic spaces.
We then give two applications of de´vissages. We first use them to prove that
if y P IntpY {Xq and F is naively X-flat at y, then F is X-flat at y (Theorem
8.3.4). Otherwise said, naive flatness at a relatively inner point is automatically
universal; i.e., it remains true after arbitrary good base change (including ground
field extension). More precisely, in the spirit of Cor. 2.3 of [RG71], Theorem 8.3.4
characterizes naive X-flatness and X-flatness of F at y in terms of an X-de´vissage of
F at y (provided y P SupppF q; if not, F is obviously X-flat at y). It turns out that
both characterizations are equivalent when y P IntpY {Xq, which ultimately rests on
the nice properties of local rings of generic fibers at inner points (Theorem 6.3.3).
The second application of de´vissages concerns the local structure of relatively CM
(i.e., flat and fiberwise CM) coherent sheaves. There are two basic examples of such
sheaves:
(a) If Y Ñ X is finite and F is X-flat at y, then F is relatively CM at y.
158 CHAPTER 8. DE´VISSAGES A` LA RAYNAUD-GRUSON
(b) If Y Ñ X is quasi-smooth at y, then OY is relatively CM at y (this follows from
Theorem 5.3.4).
Now Theorem 8.4.6 essentially states that every coherent sheaf relatively CM at a
point arises around this point as a “combination” of a relatively CM coherent sheaf
of the kind described in (a), and of another one of the kind described in (b).
Though the two aforementioned applications of de´vissages are the only ones in this
memoir, we hope that they will be useful in the future for other purposes, such as for
development of flattening techniques in the non-archimedean setting.
8.1. Universal injectivity and flatness
The purpose of this section is to introduce a technical notion, namely that of uni-
versal injectivity, and to study how it interacts with (naive and non-naive) flatness.
We shall use freely and repeatedly the notions of exactness (of a complex of coherent
sheaves), and injectivity, surjectitvity and bijectivity (of a morphism between coher-
ent sheaves) at a given point of an analytic space, and the related affinoid GAGA
principles; see Lemma-Definition 2.4.3 (3) and (4), and Lemma 2.4.6 (3) and (4).
We shall also use freely basic results about the fibers of coherent sheaves (2.5), and
especially the fact that the property of being zero at a point (for a coherent sheaf) or
of being surjective at a point (for a map of coherent sheaves) can be checked fiberwise;
this follows basically from Nakayama’s Lemma, see 2.5.2 and 2.5.4 for details.
8.1.1. Definition. — Let Y Ñ X be a morphism between k-analytic spaces, and
let G Ñ F be a linear map between coherent sheaves on Y . Let y be a point of Y .
We say that G Ñ F is X-universally injective at y if for every analytic space X 1,
for every morphism X 1 Ñ X , and for every point y1 lying above y on Y 1 :“ Y ˆX X
1,
the map GY 1 Ñ FY 1 is injective at y1.
8.1.2. Remark. — Definition 8.1.1 of universal injectivity is equivalent to the same
in which one (apparently) weakens the condition by taking for X 1 a good space, or
even an affinoid one.
8.1.3. Basic properties of universal injectivity. — It follows from its definition
that universal injectivity is preserved by any base change (including ground field
extensions).
Let Y Ñ X be a morphism of k-analytic spaces, and let G Ñ F be a morphism
between coherent sheaves on Y . Let U be an analytic domain of X and let V be
an analytic domain of Y ˆX U . For every y P V , the map G Ñ F is X-universally
injective at y if and only if GV Ñ FV is U -universally injective at y: this comes from
the fact that the validity of injectivity at a given point is insensitive to the restriction
to an analytic domain.
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8.1.4. Remark. — We could also have defined universal surjectivity and universal
bijectivity at a point in the same way, and obtained analogous properties. But there
is no need for such notions, because surjectivity and bijectivity (of a morphism of
coherent sheaves) at a point are automatically universal: indeed, after reduction to
the good case this simply follows from the fact that surjectivity and bijectivity (of a
morphism of modules) are preserved by tensor product.
8.1.5. About the bijectivity locus. — If X is an analytic space and if F Ñ G
is a morphism of coherent sheaves on X , we shall denote by BijpF Ñ G q the set
of points of X at which F Ñ G is bijective. By 2.5.5, BijpF Ñ G q is a Zariski-
open subset of X (hence BijpF Ñ G q
X
“ BijpF Ñ G q
XZar
by Lemma 1.5.12) and
FBijpFÑG q Ñ GBijpFÑG q is an isomorphism.
Let Y Ñ X be a morphism of analytic spaces. It follows from the above that
pBijpF Ñ G qqY Ă BijpFY Ñ GY q.
Moreover, if y is a point of Y at which Y is X-flat (e.g., Y is an analytic domain of X ,
or the space XL for some analytic extension L of k), then y belongs to BijpFY Ñ GY q
if and only if it belongs to pBijpF Ñ G qqY : this is a particular case of Lemma 4.5.1
(2) or of Lemma 4.5.2 (2).
8.1.6. — In this chapter, we shall often encounter the following situation. We are
given a quasi-smooth morphism T Ñ X of k-affinoid spaces and a point t of T whose
image in X is denoted by x, and our investigation requires to choose a point z whose
image zalx on T
al
x is the generic point of the connected component of t
al
x (we use the
notation described in 2.1.2). Let us now make some basic remarks.
(1) Since Tx is a quasi-smooth H pxq-analytic space, it is geometrically regular by
Lemma 5.2.1 (2); therefore T alx is a regular scheme by affinoid GAGA, see Lemma
2.4.6 (1). Hence OT alx ,zalx is the fraction field of the regular local ring OT alx ,talx .
(2) The point z can be chosen in any given open subset U of Tx which intersects
the connected component of t in Tx. Indeed, let n be the dimension of Tx at t
and let V be the intersection of U and the connected component of t in Tx. The
dimension of V is also n and as a consequence, there exists z in V such that
dH pxqpzq “ n, which fulfills our requirement (Remark 1.5.9).
(3) If U is a Zariski-open subset of Tx such that t belongs to U
Tx
, then U has a non-
empty intersection with the connected component of t in Tx, hence contains z.
(4) If V is a Zariski-open subset of T containing t, then it contains z: apply (3)
above with U “ V XTx. As a consequence, t
al belongs to tzalu
T al
, so OT al,zal is
a localization of OT al,tal .
8.1.7. — We are now going to prove two technical results. The first one is Proposi-
tion 8.1.8 below, which is the analogue of [RG71], Lemme 2.2; its statement is not
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very enlightening, and it will only be used as an intermediate step for the second
technical result, namely Proposition 8.1.10. The latter is the analogue of Thm. 2.1 of
[RG71], and its statement is designed for our purposes: it provides a general flatness
criterion, and also a criterion for naive flatness in the inner case, which we shall apply
to some of the coherent sheaves that appear in a de´vissage (of course, the distinction
between flatness and naive flatness has no counterpart in the work of Raynaud and
Gruson).
8.1.8. Proposition. — Let T Ñ X be a quasi-smooth morphism between k-analytic
spaces. Let L be a free OT -module of finite rank and let N be a coherent sheaf on T .
Let t be a point of T , and let x be its image on X. Let L Ñ N be a map such that t
belongs to BijpLTx Ñ NTxq
Tx
. The following are equivalent:
(i) The map L Ñ N is X-universally injective at t.
(ii) The map L Ñ N is injective at t.
(iii) The point t belongs to BijpL Ñ N qx
Tx
.
8.1.9. Remark. — Let X 1 be an analytic space, and let X 1 Ñ X be a morphism;
set T 1 “ T ˆX X
1. Let t1 be a pre-image of t on T 1, and let x1 be the image of t1
on X 1. The coherent sheaf LT 1 is then a free OT 1 -module. Moreover, t1 belongs to
BijpLT 1
x1
Ñ NT 1
x1
q
T 1
x1 . Indeed,
BijpLT 1
x1
Ñ NT 1
x1
q “ pBijpLTx Ñ NTxqqH px1q
by 8.1.5, and our claim thus follows from Corollary 1.5.14. Hence the data
pT 1, X 1, t1, x1,LT 1 Ñ NT 1q also fulfills the assumptions of the proposition (possibly
over a ground field larger than k).
Now assume that assertion (iii) is satisfied. Corollary 1.5.14 then ensures that t1
belongs to
pBijpL Ñ N qxqH px1q
T 1
x1 “ pBijpL Ñ N qT 1qx1
T 1
x1 ,
and since BijpL Ñ N qT 1 Ă BijpLT 1 Ñ NT 1q by 8.1.5, the point t1 belongs to
BijpLT 1 Ñ NT 1qx1
T 1
x1 ; otherwise said, the analogue of assertion (iii) with respect to
the data pT 1, X 1, t1, x1,LT 1 Ñ NT 1q also holds.
Proof of Proposition 8.1.8. — We begin with the equivalence (ii) ðñ (iii). We can
assume that T and X are affinoid. We chose z in T such that zalx is the generic point
of the connected component of T alx containing t
al
x .
Assume that (ii) holds. This means that the arrowLt Ñ Nt is injective. Therefore:
(a) The map L al
tal
Ñ N al
tal
is injective.
(b) The map L al
zal
Ñ N al
zal
is injective by (a) and 8.1.6 (4).
By assumption, t belongs to BijpLTx Ñ NTxq
Tx
; therefore BijpLTx Ñ NTxq contains
z by 8.1.6 (3) ; as a consequence, LH pzq Ñ NH pzq is an isomorphism, and is in
particular surjective. Therefore:
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(c) The map L Ñ N is surjective at z.
(d) The map L al
zal
Ñ N al
zal
is surjective by (c).
(e) The map L al
zal
Ñ N al
zal
is bijective by (b) and (d).
By (e), the point z belongs to BijpL Ñ N q; since t belongs the Zariski-closure of z
in Tx, it belongs to BijpL Ñ N qx
Tx
; hence (iii) holds.
Assume conversely that (iii) holds, and let us prove (ii). We can do it after an
arbitrary scalar extension: Remark 8.1.9 ensures that our hypotheses (including (iii))
will remain the same; and Proposition 2.6.7 (5) ensures that (ii) will descent to the
original ground field. We can thus assume that x is a rational point.
By assumption, t belongs to BijpL Ñ N qx
Tx
; hence BijpL Ñ N q contains z by
8.1.6 (3); therefore L al
zal
» N al
zal
.
We want to prove that the top horizontal arrow of the following commutative
diagram
L al
tal
//

N al
tal

L al
zal
// N al
zal
is an injection; the bottom horizontal arrow being an isomorphism, it is enough to
establish the injectivity of the left vertical arrow. The OT -module L is free of finite
rank; therefore, it suffices to prove that the map OT al,tal Ñ OT al,zal is injective. We
denote by S be the multiplicative subset of OT al,tal that consists of all elements a
such that apzalq ‰ 0; by 8.1.6 (4), we have OT al,zal “ S
´1OT al,tal .
Let a be an element of S. Since apzalq is non-zero, the image of a in κpzalx q is
non-zero. But κpzalx q coincides with OT alx ,zalx ; i.e., with FracpOT alx ,talx q. Therefore the
image of a in the domain OT alx ,talx is non-zero, and hence is not a zero divisor. On
the other hand, OT alx ,talx “ OT al,tal{mxalOT al,tal because x is a k-point; and since T
is quasi-smooth over X , the ring OT al,tal is flat over OXal,xal by Theorem 5.5.3 (2)
(or more directly by Corollary 5.3.2 and Lemma 4.2.1). The above properties imply
that the multiplication by a in OT al,tal is injective ([Mat86], Thm. 22.5). The set
S thus only consists of elements that are not zero divisors. As a consequence, the
localization map OT al,tal Ñ S
´1OT al,tal “ OT al,zal is injective, and (ii) holds, whence
the equivalence (ii)ðñ (iii).
Let us now prove that (i) ðñ (ii), the spaces T and X being no longer assumed
to be affinoid. The direct implication is tautological; it thus remain to show that
(ii)ñ(i). So let us assume that L Ñ N is injective at t. Let X 1 Ñ X be an arbitrary
morphism, and set T 1 “ T ˆX X
1. Let t1 be a pre-image of t in T 1 and let x1 be the
image of t1 in X 1. By the implication (ii)ñ(iii) already proven, the point t belongs to
BijpL Ñ N qx
Tx
. Remark 8.1.9 then ensures that t1 belongs to BijpLT 1 Ñ NT 1qx1
T 1
x1 ;
since it also ensures that pT 1, X 1, t1, x1,LT 1 Ñ NT 1q fulfills the assumptions of the
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proposition, the implication (iii)ñ(ii) already proven yields injectivity of LT 1 Ñ NT 1
at t1. Therefore L Ñ N is X-universally injective at t.
8.1.10. Proposition. — Let T Ñ X be a quasi-smooth morphism between k-
analytic spaces. Let L be a free OT -module of finite rank and let N be a coherent
sheaf on T . Let t be a point of T , and let x be its image on X. Let L Ñ N be a
map such that t belongs to BijpLTx Ñ NTxq
Tx
. Let P be the cokernel of L Ñ N .
(1) The following are equivalent:
(i) The coherent sheaf N is X-flat at t.
(ii) The map L Ñ N is injective at t and P is X-flat at t.
(2) Assume that X and T are good and that t belongs to IntpT {Xq. The following
are equivalent:
(iii) The coherent sheaf N is naively X-flat at t.
(iv) The map L Ñ N is injective at t and P is naively X-flat at t.
Proof. — We begin with (2). By shrinking X and T , we may assume that both are
affinoid, and that the maximal ideal mx is generated by an ideal of OXpXq; we denote
by Y the corresponding closed analytic subspace of X , and by S the fiber product
T ˆX Y . We have by construction OY,x “ OX,x{mx “ κpxq; hence OY,x is a field, and
OY al,xal is thus a field as well by 2.1.5; we therefore have OY al,xal “ OXal,xal{mxal , and
thus OSal,τ “ OT al,τ{mxalOT al,τ for every point τ of T
al lying above xal. We choose
a point z in the open neighborhood IntpT {Xqx of t in Tx such that z
al
x is the generic
point of the connected component of T alx containing t
al
x , which is possible by 8.1.6 (2).
Note that z then also belongs to IntpS{Y q, by base change.
Assume that (iii) holds. Let R be the kernel of the map L Ñ N . The point t lies
on BijpLTx Ñ NTxq
Tx
. By 8.1.6 (3), this implies that z belongs to BijpLTx Ñ NTxq.
In particular, PH pzq “ 0; hence Pz “ 0 and P
al
zal
“ 0. The sequence
0Ñ Ralzal Ñ L
al
zal Ñ N
al
zal Ñ 0
is thus exact.
By assumption, Nt is OX,x-flat. By Lemma 4.2.1, the OXal,xal-module N
al
tal
is
therefore flat; in view of 8.1.6 (4), the OXal,xal-module N
al
zal
is also flat. Hence the
sequence
0Ñ Ralzal{pmxalR
al
zalq Ñ L
al
zal{pmxalL
al
zalq Ñ N
al
zal{pmxalNzalq Ñ 0
is exact; note that it can be rewritten
0Ñ RalSal,zal Ñ L
al
Sal,zal Ñ N
al
Sal,zal Ñ 0.
As a consequence, the sequence
0Ñ RS,z Ñ LS,z Ñ NS,z Ñ 0
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is exact too. Since OY,x is a field and z belongs to IntpS{Y q, Theorem 6.3.3 tells us
that OSx,z is a flat OS,z-algebra; this yields the exactness of the sequence
0Ñ RSx,z Ñ LSx,z Ñ NSx,z Ñ 0,
which can also be written
0Ñ RTx,z Ñ LTx,z Ñ NTx,z Ñ 0.
As z belongs to BijpL|Tx Ñ N|Txq, we have RTx,z “ 0; hence RH pzq “ 0 and Rz “ 0.
Since Pz “ 0 too, the point z belongs to the Zariski-open subset BijpL Ñ N q; being
a Zariski-specialization of z inside Tx, the point t belongs to BijpL Ñ N qx
Tx,Zar
“
BijpL Ñ N qx
Tx
(the equality comes from Lemma 1.5.12). By Proposition 8.1.8,
this implies that L Ñ N is injective at t, and even X-universally injective at t. In
particular, it remains injective after base-change by the map M pH pxqq Ñ X induced
by x; this means that LTx Ñ NTx is injective at t. The map LTx,t Ñ NTx,t is thus
injective, and it can also be written LSx,t Ñ NSx,t. Since OX,x is a field and t lies in
IntpS{Y q, Theorem 6.3.3 ensures that OSx,t is a flat OS,t-algebra. As a consequence,
the map LS,t Ñ NS,t is injective; it can be rewritten Lt{pmxLtq Ñ Nt{pmxNtq.
Now since Nt is a flat OX,x-module by assumption, the exact sequence
0Ñ Lt Ñ Nt Ñ Pt Ñ 0
induces a long exact sequence
0Ñ Tor
OX,x
1 pPt, κpxqq Ñ Lt{pmxLtq Ñ Nt{pmxNtq Ñ Pt{pmxPtq Ñ 0
The injectivity of Lt{pmxLtq Ñ Nt{pmxNtq thus yields the equality
Tor
OX,x
1 pPt, κpxqq “ 0,
which implies that Pt is a flat OX,x-module ([SGA 1], Expose´ IV, Thm. 5.6). Oth-
erwise said, P is naively X-flat at t, and (iv) holds.
Assume conversely that (iv) holds. The OX,x-module Pt is then flat. Since T Ñ X
is quasi-smooth, it is flat (Corollary 5.3.2) and OT,t is thus flat over OX,x. As L is
a free OT -module, Lt is flat over OX,x too. The map L Ñ N being injective at t,
the sequence 0Ñ Lt Ñ Nt Ñ Pt Ñ 0 is exact. Since both Pt and Lt are flat over
OX,x, an easy Tor computation shows that Nt is flat over OX,x; i.e., N is naively
X-flat at t, and (iii) holds.
We can now prove (1). We may assume that T and X are affinoid. Let us suppose
that (i) holds. Let L be a complete extension of k, let X 1 be an L-affinoid space,
let t1 be a pre-image of t on T 1 :“ X 1 ˆX T , and let x
1 be the image of t1 in X 1.
It suffices to show that the map LT 1 Ñ NT 1 is injective at t
1 (this will yield the
injectivity of L Ñ N at t by taking X 1 “ X) and that PT 1 is naively X 1-flat at t1.
It suffices to show both properties after enlarging the field L (Proposition 4.5.6 and
Proposition 2.6.7 (5)), which allows us to assume that t1 is L-rational; in particular,
t1 belongs to IntpT 1{X 1q. Since N is universally X-flat at t, the coherent sheaf NT 1
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is X 1-flat at t1. Moreover, by Remark 8.1.9, the data pT 1, X 1, t1, x1,LT 1 Ñ NT 1q fulfill
the assumptions of our proposition (which are the same as those of Proposition 8.1.8).
Hence we can apply the assertion (2) already proven; it ensures that LT 1 Ñ NT 1 is
injective at t1, and that PT 1 is naively X 1-flat at t1, whence (ii).
Let us now suppose that (ii) holds and prove (i). Let L be a complete extension
of k, let X 1 be an L-affinoid space, let t1 be a pre-image of t on T 1 :“ X 1 ˆX T
and let x1 be the image of t1 in X 1. It suffices to show that the map NT 1 is naively
X 1-flat at t1. It is harmless to enlarge the field L (Lemma 4.5.3), which allows to
assume that t1 is L-rational; in particular, t1 belongs to IntpT 1{X 1q. Since L Ñ N
is injective at t, it follows from Proposition 8.1.8 that it is in fact X-universally
injective at t; hence LT 1 Ñ NT 1 is injective at t1. Since P is universally X-flat at
t, the coherent sheaf PT 1 is naively X 1-flat at t1. Moreover, by Remark 8.1.9, the
data pT 1, X 1, t1, x1,LT 1 Ñ NT 1q fulfill the assumptions of our proposition (which are
the same as those of Proposition 8.1.8). Hence we can apply the assertion (2) already
proven; it ensures that NT 1 is naively X
1-flat at t1, whence (i).
8.2. De´vissages: definition and existence
In this section we will make much use of the notions of dimension, depth and
codepth of a finitely generated module over a local noetherian ring (1.1.2, 2.3.3). We
shall also need the notions of dimension and codepth of a coherent sheaf at a given
point of the ambient space; dimension in this setting is defined in 2.5.3, and we are
now going to define codepth.
8.2.1. Definition. — Let Y be an analytic space, let y be a point of Y , and let F
be a coherent sheaf on Y . In view of Lemma-Definition 2.4.1 and Example 2.3.18, for
a good analytic domain V of Y containing y, the codepth of the OV,y-module FV,y
only depends on y, and not on V (Lemma-Definition 2.4.1 together with Example
2.3.18). It is called the codepth of F at y, and we denote it by codepthy F .
8.2.2. — Let Y be an analytic space, let y be a point of Y and let F be a coherent
sheaf on Y .
(1) Since the codepth of the zero-module is equal to zero by convention, we have
codepthy F “ 0 as soon as y R SupppF q.
(2) If y belongs to SupppF q, then codepthy dimy F . Indeed, one immediately
reduces to the good case, and one can then write
codepthyF “ codepthOY,yFy ď dimKrull Fy ď dimy F ,
where the last inequality comes from Corollary 3.2.9 In particular we see that
codepthy F “ 0 if dimy Y “ 0.
(3) If Y is regular at y, then codepthy OY “ 0: this follows from the fact that any
regular local ring has codepth zero.
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8.2.3. Convention. — Let Y be an analytic space and let F be a coherent sheaf
on Y . The unique coherent sheaf on SupppF q that induces F will be also denoted
by F , if there is no risk of confusion.
8.2.4. Definition. — Let Y Ñ X be a morphism between good k-analytic spaces.
Let F be a coherent sheaf on Y , let y be a point of SupppF q and let x be its image
on X . Let r be a positive integer, and let n1 ą n2 ą . . . ą nr be a decreasing sequence
of non-negative integers. A Γ-strict X-de´vissage of F at y in dimensions n1, . . . , nr
is a list of data pV, tTi, πi, ti,Li,PiuiPt1,...,ruq, where:
‚ V is a Γ-strict affinoid neighborhood of y in Y ;
‚ Ti is for every i a Γ-strict k-affinoid domain of a smoothX-space of pure relative
dimension ni and ti is a point of Ti lying over x;
‚ for every i, Li and Pi are coherent OTi -modules and Li is free;
‚ ti P SupppPiq if i ă r, and Pr “ 0;
‚ π1 is a finite X-map from SupppFV q to T1 such that we have π
´1
1 pt1q “ tyu
set-theoretically;
‚ πi for any i P t2, . . . , ru is a finite X-map from SupppPi´1q to Ti such that we
have π´1i ptiq “ tti´1u set-theoretically;
‚ L1 is endowed with a morphism L1 Ñ π1˚FV whose cokernel is P1 and such
that t1 P BijppL1qT1,x Ñ pπ1˚FV qT1,x q
T1,x
;
‚ for any i P t2, . . . , ru, Li is endowed with a morphism Li Ñ πi˚Pi´1 whose
cokernel is Pi and such that ti P BijppLiqTi,x Ñ pπi˚Pi´1qTi,xq
Ti,x
.
If we do not care about Γ (i.e., if we take Γ “ Rˆ`), we shall simply say X-de´vissage.
The following commutative diagram of pointed spaces will hopefully make things
easier to understand; at the beginning of every line, we have put the corresponding
exact sequence of coherent sheaves (they live on the space Ti that lies on the line).
1
6
6
C
H
A
P
T
E
R
8
.
D
E´
V
IS
S
A
G
E
S
A`
L
A
R
A
Y
N
A
U
D
-G
R
U
S
O
N
pSupppFV q, yq
pi1

  // pV, yq

L1 Ñ pi1˚FV Ñ P1 Ñ 0 pSupppP1q, t1q
  //
pi2

pT1, t1q
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
✯
L2 Ñ pi2˚P1 Ñ P2 Ñ 0 pSupppP2q, t2q
  // pT2, t2q
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
Lr´1 Ñ pir´1,˚Pr´2 Ñ Pr´1 Ñ 0 pSupppPr´1q, tr´1q
pir

  // pTr´1, tr´1q
--❬❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬❬❬❬❬❬❬
❬❬
Lr Ñ pir˚Pr´1 Ñ Pr “ 0 pTr, trq // pX,xq
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8.2.5. Theorem. — Let Y Ñ X be a map between good k-analytic spaces, let F
be a coherent sheaf on Y , let y be a point of SupppF q, and let x be its image in X.
Assume that the germ pY, yq is Γ-strict. Let c “ codepthy FYx and let n “ dimy FYx .
There exists a Γ-strict X-de´vissage of F at y in dimensions belonging to rn´ c ; ns
(recall that c ď n by 8.2.2 (2)).
Proof. — According to Cor. 4.7 of [Duc07b], there exist an affinoid neighborhood Z
of y in SupppF q, an affinoid domain T of a smooth X-analytic space of pure relative
dimension n, and a finite map π : Z Ñ T through which Z Ñ X factorizes. Let us
set t “ πpyq. We can first assume, by shrinking T , that y is the only pre-image of t.
By Example 7.3.4, the smallest analytic domain of pT, tq through which the map
pZ, yq Ñ pT, tq factorizes is the whole of pT, tq; since pY, yq is Γ-strict, so is pZ, yq and
Theorem 7.3.1 (3) then ensures that pT, tq is Γ-strict as well. By shrinking again T
and Z, we can thus assume that T is Γ-strict; the k-affinoid space Z is then Γ-strict
too by 3.5.7 (see also Remark 3.5.8).
Let V be any Γ-strict affinoid neighborhood of y in Y such that V XSupppF q Ă Z.
By the very definition of the topology on T , every point of T has a basis of open
neighborhoods that are finite intersections of subsets of T defined by inequalities of
the form |g| P I, for g an analytic function on T and I an interval of R` open in R`.
It follows that every point also has a basis of compact neighborhoods that are finite
intersections of subsets of T defined by inequalities of the form |g| P I, for g an analytic
function on T and I an compact interval of R` with non-empty interior in R`; by
density of pΓ ¨ |kˆ|qQ in Rˆ`, we can even restrict to such intervals with endpoints
in pΓ ¨ |kˆ|qQ Y t0u. By the above and by topological properness (and topological
separatedness) of T Ñ V , there exists analytic functions g1, . . . , gm on T , and elements
r1, . . . , rm, s1, . . . , sm of pΓ ¨|k
ˆ|qQYt0u with ri ă si for every i, such that the Γ-strict
affinoid domain T 1 of T defined by the inequalities ri ď |gi| ď si for i “ 1, . . . ,m is
a neighborhood of t and satisfies the inclusion π´1pT 1q Ă V X SupppF q. For every i,
choose a lifting hi in OY pV q of the pull-back of gi in OZpV XZq “ OZpV XSupppF qq;
let V 1 be the Γ-strict affinoid domain of V defined by the inequalities ri ď |hi| ď si
for i “ 1, . . . ,m. We then have π´1pT 1q “ V 1 X Z. Hence by replacing T with T 1,
Z with V 1 X Z and V with V 1, we may assume that Z “ V X SupppF q. (Note that
in the construction above, we may also require that T 1 be contained in any given
neighborhood of t; this allows us if needed to modify T , Z and V so that T becomes
arbitrary small.) We set G “ π˚pFV q, and δ “ dimKrull OZx,y “ dimKrull FYx,y.
By finiteness of Zx Ñ Tx, one has centdimpTx, tq “ centdimpZx, yq (3.2.4).
Since dimy Zx “ dimt Tx “ n, Corollary 3.2.9 then ensures that
(a) dimKrull OTx,t “ dimKrull OZx,y “ δ.
The support of G is equal to πpZq. It follows thus from 1.5.10 that
(b) dimt GTx “ dimt πpZxq “ n
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because Zx is of dimension n at y. The fiber Tx being a smooth H pxq-analytic space
of pure dimension n, equality (b) implies that pSupppG qqx contains the connected
component of t in Tx, and the annihilator of GTx is thus zero at t. Therefore
(c) dimKrull GTx,t “ dimKrull OTx,t “ δ.
As π´1ptq “ tyu, one has GTx,t “ FYx,y (Lemma 4.1.15 (1)). It follows then from
[EGA IV1], Chapt. 0, §16.4.8 that
(d) depthOTx,tGTx,t “ depthOYx,yFYx,y.
In view of (c) this yields the equality
(e) codepthtGTx “ codepthyFYx “ c.
We now argue by induction on c. Assume that c “ 0. Then GTx,t is a finitely generated
module of codepth 0 and of maximal Krull dimension over the regular local ring OTx,t.
It is thus free ([EGA IV1], Chapt. 0, 17.3.4). Let pfiq1ďiďr be a family of sections
of G over the affinoid space T such that pfiptqq is a basis of GH ptq; set L “ O
r
T
and consider the map L Ñ G that sends pa1, . . . , arq to
ř
aifi. By Nakayama’s
Lemma, this map is surjective at t; moreover, its restriction to Tx is bijective at t,
because its stalk at t is a surjective map between free modules of the same finite
rank over OTx,t. Hence by suitably shrinking T (and all other data) we may assume
that L Ñ G is surjective, and that its restriction to Tx is bijective. We get this way
a Γ-strict X-de´vissage of F at y in dimension n.
Suppose now that c ą 0, and that the theorem has been proved in codepth ă c.
Choose a point z P Tx such that z
al
x is the generic point of the connected component
of T alx containing t
al
x . Since the support of GTx contains the connected component of
t, the vector space G al
T alx ,κpz
al
x q
is of positive dimension; let us call it r. Let pfiq1ďiďr
be a family of sections of G over T such that pfipzalx qqi is a basis of the κpz
al
x q-vector
space G al
T alx ,z
al
x
. Set L “ OrT and consider the map L Ñ G that sends pa1, . . . , arq
to
ř
aifi. Since OT alx ,zalx “ κpz
al
x q, the map L
al
T alx ,z
al
x
Ñ G al
T alx ,z
al
x
is an isomorphism; this
implies that z belongs to BijpLTx Ñ GTxq. Being a Zariski-specialization of z, the
point t belongs to BijpLTx Ñ GTxq
Tx
.
The scheme T alx being regular, OT alx ,talx is a domain whose fraction field is OT alx ,zalx .
As L is a free OT -module, this implies that the map L alT alx ,talx
Ñ L al
T alx ,z
al
x
is injective.
Hence in the commutative diagram
L al
T alx ,t
al
x
//

G al
T alx ,t
al
x

L al
T alx ,z
al
x
// G al
T alx ,z
al
x
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the bottom horizontal arrow is an isomorphism and the left vertical arrow is injective.
It follows that the top horizontal arrow L al
T alx ,t
al
x
Ñ G al
T alx ,t
al
x
is injective. The map
LTx,t Ñ GTx,t is thus injective. But it is not surjective. Indeed, if it were surjective
it would be bijective and the codepth of GTx,t would then be equal to zero (the local
ring OTx,t being regular), which would contradict the fact that c ą 0.
Set P “ Coker pL Ñ G q. Since LTx,t Ñ GTx,t is not surjective, t lies
in SupppPqx. Since SupppPqx is obviously included in TxzBijpL|Tx Ñ GTxq, we
have dimt PTx ă n. Hence there exists a global section a on Tx of the annihilator
ideal of PTx whose zero-locus contains no neighborhood of t. Since the annihilator
of PTx,t contains the germ of a, it is non-zero, which yields the inequality
(f) dimKrull PTx,t ă δ.
By Thm. 16.7 of [Mat86], the depth of any non-zero finitely generated OTx,t-
module M is the smallest integer i such that ExtiOTx,tpκptxq,Mq ‰ 0. Since r ą 0 and
OTx,t is regular, depthOTx,tLTx,t “ δ; in particular, Ext
i
OTx,t
pκptxq,LTxq “ 0 as soon
as i ă δ. By considering the Ext‚OTx,tpκptxq, ¨q exact sequence associated with
0Ñ LTx,t Ñ GTx,t Ñ PTx,t Ñ 0,
we deduce from the above that ExtiOTx,tpκptxq,GTx,tq “ Ext
i
OTx,t
pκptxq,PTx,tq for ev-
ery i ă δ. Now (f) implies that depthOTx,tPTx,t ă δ. Using again the caracterization
of depth in terms of the Ext functors, it follows that
(g) depthOTx,tPTx,t “ depthOTx,tGTx,t “ δ ´ c,
where the second equality comes from (e). In view of (f), we get the inequality
(h) codepthOTx,tPTx,t ă c.
This allows us to apply the induction hypothesis. It ensures that P admits a Γ-
strict X-de´vissage at t, in dimensions belonging to
I :“ rdimt PTx ´ codepthtPTx ; dimt PTxs.
We are going to show show that I Ă rn ´ c, nq; by shrinking suitably V , Z, and T ,
the de´vissage of P together with V, T, π,L ,P,L Ñ G “ π˚F will then provide
a Γ-strict de´vissage of F at y in dimensions belonging to rn´ c ; ns.
As dimt PTx ă n, the interval I is strictly bounded above by n. Let us now prove
that it is bounded below by n´ c. One has
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dimt PTx ´ codepthtPTx
“ dimt PTx ´ dimKrull OSupppPqx,t ` depthOTx,tPTx,t
“ centdimpSupppPqx, tq ` depthOTx,tPTx,t by Corollary 3.2.9
“ centdimpTx, tq ` depthOTx,tPTx,t by 3.2.4
“ centdimpZx, yq ` depthOTx,tPTx,t by 3.2.4
“ centdimpZx, yq ` depthOTx,tGTx,t by (g)
“ centdim pZx, yq ` depthOYx,yFYx,y by (d)
“ dimy Zx ´ dimKrull OZx,y ` depthOYx,yFYx,y by Corollary 3.2.9
“ n´ c.
8.3. Flatness can be checked naively in the inner case
Let Y Ñ X be a map between good k-analytic spaces and let F be a coherent
module on Y . We want to give some criteria (in terms of a de´vissage at y) for F
to be X-flat at a given point y of Y , and to use them to show that in the bound-
aryless (and, more generally, overconvergent) case, naive X-flatness at y is equivalent
to X-flatness at y (this means that it is preserved under arbitrary good base change,
including ground field extension); this fact had already been proved by Berkovich,
using a completely different method, in some unpublished work.
8.3.1. Definition. — Let Y Ñ X be a map between k-analytic spaces and let
F be a coherent module on Y . Let y be a point of Y . We shall say that F is
X-overconvergent at y if there exist an analytic neighborhood W of y in Y , an X-
isomorphism between W and an analytic domain of a boundaryless X-space W 1, and
a coherent sheaf G on W 1 such that FW » GW .
8.3.2. Remark. — If y belongs to IntpY {Xq, then F is automatically X-
overconvergent at y.
8.3.3. Remark. — We shall only use this notion when Y and X are good. In this
case, W and W 1 can be chosen to be affinoid (note that a boundaryless space over a
good space is itself good by definition, see [Ber93], page 34).
8.3.4. Theorem. — Let Y Ñ X be a morphism between good k-analytic spaces, let
y be a point of Y , and let F be a coherent sheaf at Y .
(1) If y R SupppF q, then F is X-flat at y.
(2) Assume that y belongs to SupppF q and let pV, tTi, πi, ti,Li,PiuiPt1,...,ruq be an
X-de´vissage of F at y (such a de´vissage always exists by Theorem 8.2.5). The
following are equivalent.
(i) The coherent sheaf F is X-flat at y.
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(ii) The arrow L1 Ñ π1˚FV is injective at t1 and for every i ě 2, the
arrow Li Ñ πi˚Pi´1 is injective at ti.
(3) Under the assumptions of (2), suppose moreover that F is X-overconvergent
at y; e.g., y P IntpY {Xq. Assertions (i) and (ii) are then equivalent to:
(iii) The coherent sheaf F is naively X-flat at y.
Proof. — Assertion (1) is obvious (and was written down only for the sake of com-
pleteness). By Lemma 4.1.15, naive X-flatness (resp. X-flatness) of F at y is equiv-
alent to that of π1˚FV at t1 ; for the same reason, if i ď r´ 1, then naive X-flatness
(resp. X-flatness) of Pi at ti is equivalent to that of πpi`1q˚Pi at ti`1. Hence the
equivalence (i)ðñ (iii), and the equivalence (i)ðñ (ii)ðñ (iii) when y P IntpY {Xq,
follow from a repeated application of Proposition 8.1.10, once one has remarked that
since Pr “ 0, it is X-flat at tr.
It remains to show that (iii)ñ(i) under the assumption that F is X-overconvergent
at y. By shrinking Y , we may assume that it is an affinoid domain of a (relatively)
boundaryless X-analytic space Y 1, and F “ GY for some coherent sheaf G on Y 1.
Assume that GY is naively X-flat at y. This implies that G is naively X-flat at y
(4.1.7). By the boundaryless case already established, G is X-flat at y. Therefore, GY
is X-flat at y (4.1.12).
8.3.5. Remark. — If properties (i) and (ii) are satisfied, it turns out that the
map Lr Ñ πr˚Pr´1 (or L1 Ñ π1˚FV when r “ 1) is bijective at tr, because it is
injective by (ii) and surjective since its cokernel Pr is zero.
Let us now give three easy (but important) consequences of Theorem 8.3.4. The
first one shows that checking flatness at a given point of a good analytic space does not
actually require to consider all possible base changes; the second one is an improve-
ment of Theorem 4.2.5; the third one explains how flatness can be checked fiberwise
in some cases (this is kind of an analytic analogue of [SGA 1], Expose´ IV, Cor. 5.7,
and our proof consists in reducing straightforwardly to the latter result).
8.3.6. Theorem. — Let Y Ñ X be a morphism of good k-analytic spaces, let F be
a coherent sheaf on Y and let y be a point of Y . Let L be an analytic extension of k,
and let z be an L-rigid point of YL lying above y. If FL is naively XL-flat at z, then
F is X-flat at y.
Proof. — Since z is an L-rigid point, it belongs to IntpYL{XLq. As FL is naively XL-
flat at z by assumption, Theorem 8.3.4 ensures that FL is XL-flat at z; the coherent
sheaf F is then X-flat at y by Proposition 4.5.6.
8.3.7. Theorem. — Let Y Ñ X be a morphism between k-affinoid spaces and let Z
be a closed analytic subspace of Y such that Z Ñ X is finite. Let y be a point of Z
and let F be a coherent sheaf on Y . Assume that F al is Xal-flat at yal. The coherent
sheaf F is then X-flat at y.
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Proof. — Theorem 4.2.5 tells us that F is naively X-flat at y. As Z Ñ X is finite,
it is inner at y, hence Y Ñ X is inner at y too by 1.3.21 (3); in view of Theorem
8.3.4, F is X-flat at y.
8.3.8. Theorem. — Let X be an analytic space, and let Z Ñ Y be a morphism of
X-analytic spaces. Let z be a point of Z, and let y and x denote the images of z on
Y and X, respectively; we assume that Y is X-flat at y. Let F be a coherent sheaf
on Z. The following are equivalent:
(i) F is Y -flat at z;
(ii) F is X-flat at z, and FZx is Yx-flat at z.
Proof. — By arguing G-locally on X,Y , and Z, we may and do assume that all of
them are good. Proposition 4.5.6 allows us to enlarge the ground field before proving
the theorem; we thus can assume that x, y, and z are rigid. In view of Theorem 8.3.6
and since
OYx,y “ OY,y{mxOY,y and OZx,z “ OZ,z{mxOZ,z
because z is rigid, it suffices to prove that the following are equivalent:
(iii) Fz is flat over OY,y ;
(iv) Fz is flat over OX,x and Fz{mxFz is flat over OY,y{mxOY,y.
As Y is X-flat at y, it is naively X-flat at y, which means that OY,y is flat over
OX,x. The equivalence (iii)ðñ (iv) then comes from a direct application of Cor. 5.9
of [SGA 1], Expose´ IV with A “ OX,x, B “ OY,y, C “ OZ,z , and M “ Fz .
8.4. The relative CM property
In this section we shall use the CM property of a coherent sheaf at a given point of
an analytic space; this has to be understood in the sense of Lemma-Definition 2.4.3.
Note that being CM at a point amounts to being of codepth zero at it, in the sense
of Definition 8.2.1.
8.4.1. Definition. — Let Y Ñ X be a morphism of k-analytic spaces, and let F
be a coherent sheaf on Y . Let y be a point of Y and let x be its image on X . We say
that F is CM over X at y if FYx is CM at y and F is X-flat at y. We say that Y is
CM over X at y if OY is. We say “CM over X” to mean “CM over X at every point
of Y ”.
8.4.2. Remark. — Let Y Ñ X be a morphism between k-analytic spaces and let
F be a coherent sheaf on Y . Let y be a point of Y , let V be an analytic domain of
Y containing y, and let U be an analytic domain of X containing the image of V .
Then F is CM over X at y if and only if FV is CM over U at y: this follows from
the good behavior of flatness and of the CM property with respect to the restriction
to analytic domains (see 4.1.12 for flatness and Remark 2.4.2 for the CM property).
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8.4.3. Example. — Let Y Ñ X be a morphism of k-analytic spaces, let y be a
point of Y , and let x be its image in X . Let F be a coherent sheaf on Y . Assume
that Y Ñ X is quasi-finite at y. We then have dimy Yx “ 0, which implies that FYx
is of codepth 0 at y (8.2.2 (2)); therefore F is CM over X at y if and only if it is
X-flat at y.
8.4.4. Example. — Let Y Ñ X be a morphism of k-analytic spaces. Let y be a
point of Y . If Y is quasi-smooth over X at y, then OY is CM at y: this follows from
8.2.2 (3) together with Theorem 5.3.4.
Our purpose is now to show by using de´vissages that a coherent sheaf is relatively
CM at a given point if and only if it can be written around this point as a “combina-
tion” of a relatively CM coherent sheaf as in Example 8.4.3 (with Y Ñ X even finite
at y) and of another one of the kind described in Example 8.4.4.
8.4.5. Lemma. — Let Y Ñ T be a finite morphism and let T Ñ X be a quasi-
smooth morphism. Let F be a T -flat coherent sheaf on Y . The sheaf F is CM
over X.
Proof. — One can assume that Y, T , and X are k-affinoid. Since T Ñ X is quasi-
smooth, it is X-flat, whence the X-flatness of F . Let x be a point of X . We are
going to show that FYx is CM. Let y be a pre-image of x in Y and let t be its
image on Tx. The ring OTx,t is regular by quasi-smoothness of Tx,so it is CM. The
morphism Spec OYx,y Ñ Spec OTx,t is finite, hence has zero-dimensional fibers; the
finite module FYx,y is OTx,t-flat by T -flatness of F . It follows then from Prop. 6.4.1
(ii) of [EGA IV2] that FYx,y is CM.
8.4.6. Theorem. — Let X be a good k-analytic space, let Y be a good X-analytic
space, and let y be a point of Y . Assume that the germ pY, yq is Γ-strict. Let n be
an integer. Let F be a coherent sheaf on Y such that y P SupppF q and let U be the
set of points of Y at which F is CM over X. Assume that y P U and dimy FYx “ n.
There exist:
‚ a Γ-strict k-affinoid neighborhood V of y in Y that is contained in U ;
‚ a Γ-strict k-affinoid domain T of a smooth X-space of pure relative dimension n;
‚ a finite X-morphism π : SupppFV q Ñ T with respect to which FV is T -flat.
Proof. — Let x be the image of y in X . Since F is CM over X at y, one
has codepthFYx,y “ 0. By Theorem 8.2.5, the coherent sheaf F admits a Γ-strict X-
de´vissage pV, T, π, t,L ,P “ 0q at y in dimension n. As F is X-flat at y, Remark
8.3.5 ensures that L Ñ π˚FV is bijective at t. We can hence shrink the data so
that π˚FV is a free OT -module, which implies T -flatness of FV by Proposition 4.3.1.
And it follows from Lemma 8.4.5 that V Ă U .
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8.4.7. — Let X be a k-analytic space, let Y be an X-analytic space and let F be a
coherent sheaf on Y . Let U be the set of points of Y at which F is CM over X .
(1) It follows from Theorem 8.4.6 that U is an open subset of Y . We shall see later
that it is even Zariski-open (Theorem 10.7.2).
(2) Assume that F is X-flat, and let x be a point of X . By our flatness assumption
on F , the intersection U X Yx is the CM locus of FYx . It is a Zariski-open
subset of Yx (Lemma 2.4.9 (2)), which is dense. Indeed, to show this one can
assume that Y is affinoid. Now if η denotes the generic point of an irreducible
component of Y alx , then F
al
Y alx ,η
is CM because OY alx ,η is artinian; this fact
together with affinoid GAGA (Lemma 2.4.6) implies our claim.
CHAPTER 9
QUASI-FINITE MULTISECTIONS AND IMAGES OF
MAPS
A celebrated theorem by Raynaud asserts the following, in our language p1q: if
|kˆ| ‰ t1u and if ϕ : Y Ñ X is a flat morphism between strictly k-affinoid spaces,
then ϕpY q is a strict analytic domain ofX , cf. [BL93b], Cor. 5.11. In this chapter, we
slighlty generalize this result and prove the following (Theorem 9.2.1): if ϕ : Y Ñ X
is map between k-affinoid spaces, and if Y is the support of an X-flat coherent sheaf
F , then ϕpY q is an analytic domain of X , which is Γ-strict whenever Y is Γ-strict
(as usual, Γ denotes a subgroup of Rˆ` which is non-trivial if k is trivially valued).
Moreover, our methods differ from Raynaud’s (we replace the use of formal schemes
by that of Temkin’s graded reduction, and we do not perform any flattening), hence
we provide a new proof of Raynaud’s theorem.
Let us now roughly explain how we proceed. We first consider the case where ϕ
is quasi-finite (Proposition 9.1.1). The coherent sheaf F is then CM over X , and
Theorem 8.4.6 enables us to reduce to the case where ϕ is a quasi-e´tale map. Then
by arguing locally and using Theorem 7.3.1 (which ensures the existence of a smallest
analytic domain containing the image of a morphism of analytic germs, described
through Temkin’s reduction), we reduce to the situation where ϕ is finite and e´tale,
in which case ϕpY q is a union of connected components of X , and we are done.
To handle the general case we first reduce, by performing a ground field extension
to kr for some suitable k-free polyradius r and using the corresponding Shilov section,
to the case where |kˆ| ‰ t1u and Y is strict. We then prove (Theorem 9.1.3) that
under these assumptions, there exists a strictly k-affinoid space X 1, a quasi finite map
ψ : X 1 Ñ X , and an X-morphism σ : X 1 Ñ Y such that:
(a) F is CM over X at every point of σpX 1q;
(b) σ˚F is X-flat;
(c) ψpX 1q “ ϕpY q.
1. Raynaud’s result is written in the rigid-analytic language, with the corresponding notion of
flatness; the consistency with our notion will be established later; see Corollary 10.3.3
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Now assertion (c) together with the quasi-finite case already proven ensures that ϕpY q
is a strictly k-analytic domain of X .
Let us say a few words about the existence of a quasi-finite multisection of ϕ
satisfying (a), (b) and (c), which seems to us of independent interest. It is the analogue
of a classical scheme-theoretic result (see [EGA IV4], Prop. 19.2.9), but it is more
involved, because of boundary phenomena, and also because in analytic geometry,
the Zariski topology of a fiber is in general finer than the topology induced by the
Zariski topology of the ambient space. The core of our proof is a local construction
(which can afterward easily be globalized, by compactness of Y ); it is the object of
an independent theorem (Theorem 9.1.2), whose proof uses the following ingredients:
‚ Once again, the existence of a smallest analytic domain containing the image of
a morphism of analytic germs and its description through Temkin’s reduction
(Theorem 7.3.1). In fact when the source germ is strict (which is the case
here, by strictness of Y ), one can get a more precise description, involving
finitely many closed points of some “residue scheme” attached to the situation
(Theorem 7.1.4), and this is absolutely crucial for our purposes: these closed
points precisely indicate in which “directions” one has to draw multisections if
one wants to be sure that they will cover the whole image of our germ.
‚ The local structure of coherent sheaves CM over the ground space (Theorem
8.4.6).
‚ The “quasi-finite version of Raynaud’s theorem”, already proven (this is the
aforementioned Proposition 9.1.1).
‚ The fact that over a non-trivially valued field, a smooth morphism admits e´tale
multisections locally on its image (Corollary 6.2.7).
We end the chapter by recording the following extra-results about the images of
maps, which we deduce from (our version of) Raynaud’s theorem; other ingredients
are the coincidence of the topological and analytic interiors for the inclusion of an
analytic domain (this is used for (1), and for deducing (2b) from (2a)), and our local
description of morphisms of relative dimension d (Cor. 4.7 of [Duc07b]) for (2a).
(1) Let ϕ : Y Ñ X be a boundaryless morphism. If Y is the support of an X-flat
sheaf, then ϕ is open (Theorem 9.2.3; this had been proved by Berkovich in
some unpublished work).
(2) Let n and d be two non-negative integers, and let ϕ : Y Ñ X be a morphism
between analytic spaces. Assume that X is normal and purely n-dimensional,
ϕ is of pure relative dimension d, and Y is purely pn` dq-dimensional. Then:
(2a) If Y and X are affinoid, ϕpY q is a compact analytic domain of X , which
is Γ-strict whenever Y is Γ-strict (Theorem 9.2.2).
(2b) If ϕ is boundaryless, it is open.
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9.1. Flat, quasi-finite multisections of flat maps
9.1.1. Proposition. — Let Y be a Γ-strict quasi-compact k-analytic space, let X
be a separated k-analytic space, and let ϕ : Y Ñ X be a morphism. Let F be a
coherent sheaf on Y which is X-flat and whose support is quasi-finite over X. The
image ϕpSupppF qq is a Γ-strict compact analytic domain of X.
Proof. — We can replace Y with the support of F ; i.e., we can assume that the
support of F is equal to Y . We first make some reductions, which are allowed
because we can argue G-locally on Y since the latter is quasi-compact.
(a) By Proposition 7.3.6, ϕpY q is contained in a compact Γ-strict analytic domain
of X ; hence we can assume that both Y and X are Γ-strict and affinoid.
(b) Since F isX-flat with quasi-finite support, it is CM overX (Example 8.4.3). By
Theorem 8.4.6, we can thus assume that there exist a Γ-strict k-affinoid quasi-
e´tale X-space T , and a factorization of Y Ñ X through a finite map π : Y Ñ T
such that π˚F is a free OT -module of positive rank. The latter condition implies
that πpY q “ T . Replacing Y with T , we can assume that Y Ñ X is quasi-e´tale.
(c) By Theorem 5.4.6, we can suppose that the quasi-e´tale map Y Ñ X can be
written as a composition Y ãÑ X 1 Ñ X where Y ãÑ X 1 identifies Y with a Γ-
strict affinoid domain ofX 1, whereX 1 is connected and whereX 1 Ñ X factorizes
through a finite e´tale map from X 1 to a connected Γ-strict affinoid domain Z
ofX . Let X2 be a connected finite Galois covering of Z dominatingX 1. One can
replace X by Z and Y by its preimage on X2; the union of all Galois conjugates
of Y is then a Γ-strict compact analytic domain of X2 (possibly non-affinoid)
whose image on X coincides with that of Y .
We thus now assume that X is a Γ-strict connected k-affinoid space and that Y is a
(possibly non-affinoid) Galois-invariant Γ-strict compact analytic domain of a finite
connected Galois cover X2 of X . Let y be a point of Y and let x “ ϕpyq. Let G
be the set-theoretic stabilizer of y inside GalpX2{Xq ; since Y is Galois invariant, G
stabilizes the germ pY, yq. By usual Galois theory, H pyq is a Galois extension of H pxq
with group G. It follows then from A.4.12 that ČH pyqΓ is a normal graded extension
of ČH pxqΓ (A.3.6) and the natural map G Ñ GalpČH pyqΓ{ČH pxqΓq is surjective. In
view of 7.2.6, the continuous map PČH pyqΓ{rkΓ Ñ PČH pxqΓ{rkΓ identifies topologically
PČH pxqΓ{rkΓ with PČH pyqΓ{rkΓ{GalpČH pyq
Γ
{ČH pxqΓq.
Let pU, xq be the smallest analytic domain of the germ pX,xq through which
the map pY, yq Ñ pX,xq factorizes; it exists by Theorem 7.3.1, which also en-
sures that pU, xq is Γ-strict and its reduction ČpU, xqΓ is the image of ČpY, yqΓ
on PČH pxqΓ{rkΓ . As G stabilizes pY, yq and surjects onto GalpČH pyq
Γ
{ČH pxqΓq, the
group GalpČH pyqΓ{ČH pxqΓq stabilizes ČpY, yqΓ; therefore the pre-image of ČpU, xqΓ
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inside PČH pyqΓ{rkΓ is precisely ČpY, yq
Γ
. As a consequence, the map pY, yq Ñ pU, xq is
boundaryless by the criterion 3.5.9 (2). Being quasi-e´tale, it is then e´tale by Remark
5.4.9. Therefore, there exist a Γ-strict compact analytic neighborhood V of x in U
and a compact analytic neighborhood W of y in Y such that ϕ induces a finite
e´tale map W Ñ V (note that W is Γ-strict by 3.5.7, but we do not need this). The
image ϕpW q is now a finite union of connected components of V ; in particular, it
is a Γ-strict compact analytic domain of X . This ends the the proof due to the
compactness of Y .
We are now going to state and prove our results on the existence of flat, quasi-finite
multisections (for maps whose source space is the support of a coherent sheaf flat over
the target).
9.1.2. Theorem (Existence of flat, quasi-finite multisections: the local case)
Assume that |kˆ| ‰ t1u, and let ϕ : Y Ñ X be a morphism of k-analytic spaces,
with Y strict and X separated. Let F be an X-flat coherent sheaf on Y ; let y be a
point of SupppF q and let x be its image in X. Denote by Z the set of points of Y
at which F is CM over X (this is an open subset of Y by 8.4.7) and by pU, xq the
smallest analytic domain of pX,xq through which pSupppF q, yq Ñ pX,xq factorizes
(see Theorem 7.3.1).
There exist r ě 1, quasi-finite maps
ψ1 : X1 Ñ X, . . . , ψr : Xr Ñ X,
and X-morphisms
σ1 : X1 Ñ Z X SupppF q, . . . , σr : Xr Ñ Z X SupppF q
such that:
(1) For every j, the space Xj is compact and strictly k-affinoid, and the point x has
a unique pre-image xj on Xj.
(2) For every j, the coherent sheaf σ˚j F is X-flat, and ψjpXjq is thus a compact
strictly k-analytic domain of X (by Proposition 9.1.1).
(3) One has pU, xq “
Ť
pψjpXjq, xq.
Moreover:
(A) If Y Ñ X is quasi-smooth at y and if F “ OY , the ψj’s can be chosen to be
quasi-e´tale.
(B) If Y Ñ X is boundaryless at y (which implies that pU, xq “ pX,xq; see Example
7.3.4) and if the germs pY, yq and pX,xq are good, one can take r “ 1, and ψ1
inner, hence finite, at x1.
Proof. — By replacing Y with SupppF q, we may assume that Y “ SupppF q. We are
first going to reduce all assertions to the case where both Y and X are strictly affinoid,
by arguing locally or G-locally (hence we shall implicitly use the good behavior of
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flatness and of the “relative” ‘CM property with respect to restriction to analytic
domains; see 4.1.12 and Remark 8.4.2).
Let us begin with assertion (B). So, we assume that Y and X are good and Y Ñ X
is inner at y. As noted in the statement of the theorem, this implies in view of Example
7.3.4 that pU, xq “ pX,xq; strictness of pY, yq then implies that of pX,xq by Theorem
7.3.1. We can thus shrink Y and X so that both are strictly k-affinoid.
Let us now come to the other assertions (so, we do not assume anymore that Y
and X are good nor that ϕ is inner at y). By replacing Y with a strictly analytic com-
pact neighborhood of y, one can assume that it is compact. Now, as X is separated,
by Proposition 7.3.6 ϕpY q is contained in a compact, strictly analytic domain X0
of X ; as pU, xq Ă pX0, xq we can replace X with X0, and hence reduce to the case
where X itself is strict. The point x thus has a neighborhood in X that is a finite
union of strictly affinoid domains containing x; all assertions involved are G-local on
the germ pX,xq, so we can assume that X itself is strictly k-affinoid. The point y has
a neighborhood in Y that is a finite union of strictly affinoid domains containing it;
all assertions involved being G-local on the germ pY, yq, one can assume that Y itself
is strictly k-affinoid.
Local convention. — As the proof will involve from now on only strictly k-analytic
spaces, it will be sufficient to consider non-graded reductions; therefore, in order
to simplify notation, we shall write for the rest pf the proof ČpY, yq, rk, etc., to de-
note ČpY, yq1, rk1, etc.
9.1.2.1. — Let A (resp. B) be the algebra of analytic functions on X (resp. Y ).
Let A˝ be the subring of A that consists of functions whose spectral semi-norm is
bounded above by 1, let A˝˝ be the ideal of A˝ that consists of functions whose
spectral semi-norm is strictly bounded above by 1, and let rA be the quotient A˝{A˝˝;
we define B˝, B˝˝ and rB analogously; both rk-algebras rA and rB are finitely generated
([BGR84], 6.3.4, Cor. 3). We denote by A1 (resp. B1) the image of the natural
evaluation map rAÑ ČH pxq (resp. rB ÑČH pyq); we denote by B2 the subring ofČH pyq
generated by ČH pxq and B1. By Temkin’s definition of the (non-graded) reduction of
a strict analytic germ ([Tem00]; see also Remark 3.5.11), one has
ČpX,xq “ PČH pxq{rktA1u andČpY, yq “ PČH pyq{rktB1u.
Let f1, . . . , fn be elements of B
˝ whose images generate the rk-algebra rB. The rk-
algebra B1 is then generated by Ćf1pyq, . . . ,Čfnpyq, whence the equality
ČpY, yq “ PČH pyq{rktĆf1pyq, . . . ,Čfnpyqu.
The inner case. If ϕ is inner at y, then ČpY, yq is equal to the pre-image of ČpX,xq
in PČH pyq{rk; in other words, PČH pyq{rktB1u “ PČH pyq{rktA1u, which implies that B1 is
integral over A1; in this case, B2 is a fortiori algebraic over ČH pxq, hence is a field.
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9.1.2.2. — By Theorem 7.1.4, there exist finitely many closed points y1, . . . , ym
of Spec B2 such that
ČpU, xq “ď pj ´Pκpyjq{rktĆf1pyqpyjq, . . . ,Čfnpyqpyjqu
¯
,
where pj denotes the natural continuous map Pκpyjq{rk Ñ PČH pxq{rk for every j.
Set Uj “ pj
´
P
κpyjq{rktĆf1pyqpyjq, . . . ,Čfnpyqpyjqu
¯
Ă PČH pxq{rk for every j; by Propo-
sition 7.1.3, Uj is open and quasi-compact. For every j, choose a compact strictly
analytic domain Uj of X that contains x and satisfies the equalities ČpUj , xq “ Uj .
Since ČpU, xq is the union of the Uj ’s, we have the equality
pU, xq “
ď
j
pUj , xq.
The inner case. If ϕ is inner at y, then as B2 is a field, m “ 1 and y1 is
the only point of Spec B2. It follows that P
κpy1q{rktĆf1pyqpy1q, . . . ,Čfnpyqpy1qu is
nothing but P
B2{rktĆf1pyq, . . . ,Čfnpyqu. But since PČH pyq{rktĆf1pyq, . . . ,Čfnpyqu is, under
our innerness assumption, the pre-image of ČpX,xq in PČH pyq{rk, the open sub-
set P
B2{rktĆf1pyq, . . . ,Čfnpyqu of PB2{rk is the pre-image of ČpX,xq in PB2{rk. One thus
has
P
κpy1q{rktĆf1pyqpy1q, . . . ,Čfnpyqpy1qu “ p´11 pČpX,xqq.
9.1.2.3. — We fix an integer j belonging to t1, . . . ,mu. Let R be the sub-
ring of OX,x consisting of functions f such that |fpxq| ď 1. For any i P
t1, . . . , nu, let Pi be a polynomial in RrT1, . . . , Tis that is monic in Ti and is
such that rPipĆf1pyqpyjq, . . . , Čfi´1pyqpyjq, T q is the minimal polynomial of Ćfipyqpyjq
over ČH pxqrĆf1pyqpyjq, . . . , Čfi´1pyqpyjqs (by rPi we denote of course the image of Pi
under the natural map RrT1, . . . , Tis Ñ ČH pxqrT1, . . . , Tis). Let D be a strictly
affinoid neighborhood of x in X on which all the coefficients of the Pi’s are defined.
Let Ω be the open subset of Y ˆX D defined as the locus of simultaneous validity of
the inequalities
|P1pf1q| ă 1, |P2pf1, f2q| ă 1, . . . , |Pnpf1, . . . , fnq| ă 1.
Let us prove by contradiction that Ωx ‰ H. Suppose that Ωx “ H. Let I be
the subset of t1, . . . , nu consisting of integers i such that |Pipf1pyq, . . . , fipyqq| “ 1
(a priori, this absolute value is at most 1). For every i P I, let Yi be the affinoid
domain of Yx defined by the condition |Pipf1, . . . , fiq| “ 1. Under our assumption
that Ωx “ H, the union of the Yi’s for i P I is a neighborhood of y in Yx. We thus
have ČpYx, yq “ Ť
iPI
ČpYi, yq. Let us describe both terms of this equality.
‚ By 3.5.9, one has ČpYx, yq “ PČH pyq{ČH pxqtĆf1pyq, . . . ,Čfnpyqu.
FLAT, QUASI-FINITE MULTISECTIONS 181
‚ If i is any element of I, then ČpYi, yq is equal to
PČH pyq{ČH pxqtĆf1pyq, . . . ,Čfnpyq, rPipĆf1pyq, . . . ,Ćfipyqq, rPipĆf1pyq, . . . ,Ćfipyqq´1u.
There exists a valuation v on ČH pyq that is trivial on ČH pxq and whose ring Ov
dominates OSpec B2,yj . As
Ćf1pyq, . . . ,Čfnpyq belong to B2, they belong to Ov;
as rPipĆf1pyqpyjq, . . . ,Ćfipyqpyjqq “ 0 for all i, the element rPipĆf1pyq, . . . ,Ćfipyqq belongs
to the maximal ideal of Ov for all i. It now follows from the above explicit descrip-
tions of ČpYx, yq and of the ČpYi, yq’s that v belongs to ČpYx, yq but not to Ť
iPI
ČpYi, yq,
contradiction.
9.1.2.4. — As Ωx ‰ H, it follows from 8.4.7 (2) that there exists a point ω in Ωx
lying on Z. By Theorem 8.4.6, there exists a strictly affinoid neighborhood V of ω
in ΩXZ such that V Ñ X admits a factorization V Ñ T Ñ X , where T is a strictly
affinoid domain of a smooth X-space S and V Ñ T is a finite map with respect to
which FV is T -flat. By Theorem 5.4.6, if ϕ is quasi-smooth at y and F “ OY , one
can suppose that V “ T .
Let ̟ be the image of ω in T . By Corollary 4.3.2, the image of IntpV {Y q in T
contains an open neighborhoodW of̟. AsWx is a non-empty strictly H pxq-analytic
space, it has an H pxq-rigid point (1.2.10), which automatically belongs to IntpTx{Sxq.
This implies the existence of an open subset of S whose fiber at x is non-empty and is
included inWx. Since |k
ˆ| ‰ t1u, applying Corollary 6.2.7 to this open subset provides
an e´tale X-space X 1 and an X-morphism X 1 Ñ S whose image intersects Wx.
We fix a pre-image x1 of x in X 1 whose image in S belongs to W and is denoted
by t. We choose a pre-image v of t in IntpV {Y q. We denote by T 1 the analytic
domain TˆSX
1 ofX 1, and by V 1 the fiber product V ˆT T
1. We choose a point v1 P V 1
lying above both v and x1. We then have the following commutative diagram of
pointed spaces,
pV, vq

  // pZ, vq

pV 1, v1q

99ttttttttt
pT, tq 
 // pS, tq

pT 1, x1q
99ttttttttt
  // pX 1, x1q //
::✉✉✉✉✉✉✉✉✉
pX,xq
in which both squares are cartesian. Since X 1 Ñ X is e´tale, it is boundaryless. As
it factorizes through X 1 Ñ S, the latter map is boundaryless as well; thus T 1 Ñ T
and V 1 Ñ V are also boundaryless.
As v P IntpV {Y q, the germ pV, vq coincides with pY, vq; in other words,
we have ČpV, vq “ PČH pvq{rktĆf1pvq, . . . , Ćfnpvqu. Since V 1 Ñ V is boundaryless,
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ČpV 1, v1q “ PČH pv1q{rktČf1pv1q, . . . ,Čfnpv1qu (one still writes fi for the pull-back of fi into
the ring of functions on V 1); note that this implies that V 1 is good.
By the choice of V , the point v belongs to Ωx. We hence have for every i the inequal-
ity |Pipf1, . . . , fiqpvq| ă 1. It implies that rPipČf1pv1q, . . . ,Čfipv1qq “ 0 for every i. By the
very definition of the Pi’s (resting on j as chosen at the beginning of 9.1.2.3), it follows
that there exists an ČH pxq-isomorphism between κpyjq and ČH pxqrČf1pv1q, . . . ,Čfnpv1qs
that sends Ćfipyqpyjq toČfipv1q for any i. The image of ČpV 1, v1q inside PČH pxq{rk therefore
coincides with pj
´
P
κpyjq{rktĆf1pyqpyjq, . . . ,Čfnpyqpyjqu
¯
“ Uj . As a consequence, pUj , xq
is the smallest analytic domain of pX,xq through which pV 1, v1q Ñ pX,xq factorizes.
The morphism V 1 Ñ X is quasi-finite. The space T 1 is quasi-e´tale, and in particular
quasi-smooth, over X , and FV 1 is flat over T 1 because FV is flat over T . Moreover,
if Y Ñ X is quasi-smooth and F “ OY then V 1 is quasi-e´tale over X (because in
this situation V “W ).
The inner case. If ϕ is inner at y we have seen at the end of 9.1.2.2 that j “ 1 and
that
P
κpy1q{rktĆf1pyqpy1q, . . . ,Čfnpyqpy1qu “ p´11 pČpX,xqq.
Therefore ČpV 1, v1q is the pre-image of ČpX,xq in PČH pv1q{rk, which exactly means
that pV 1, v1q Ñ pX,xq is boundaryless.
9.1.2.5. Conclusion. — As V 1 Ñ X is quasi-finite and V 1 is good, there exists a
strictly k-affinoid neighborhood Xj of v
1 in V 1 such that v1 is the only pre-image of x
inside Xj . To emphasize the dependance on j, let us denote now by xj the point v
1,
by ψj the natural map Xj Ñ X , and by σj the natural X-map Xj Ñ Z.
The following follow from what was done in 9.1.2.4.
‚ The morphism ψj is quasi-finite.
‚ The coherent sheaf σ˚j F is X-flat.
‚ The smallest analytic domain of pX,xq through which pXj , xjq factorizes
is pUj , xq.
‚ If F “ OY and ϕ is quasi-smooth at y then ψj is quasi-e´tale.
‚ If ϕ is inner at y then j “ 1 and ψ1 is inner, hence finite, at x1.
As the coherent sheaf σ˚j F is X-flat (and has support Xj because F has sup-
port Y ), Proposition 9.1.1 ensures that ψjpXjq is an analytic domain of X . We can
shrink Xj so that ψjpXjq Ă Uj; thus pψjpXjq, xq “ pUj , xq by minimality of pUj , xq.
Since pU, xq is the union of the pUj , xq’s (9.1.2.2), the data pXj , ψj , σjqj satisfy the
conclusions of the theorem.
9.1.3. Theorem. — Assume that |kˆ| ‰ t1u. Let Y be a quasi-compact, strictly k-
analytic space and let X be a separated k-analytic space. Let ϕ : Y Ñ X be a
morphism and let F be an X-flat coherent sheaf on Y . Denote by Z the set of
points of Y at which F is CM over X (this is an open subset of Y by 8.4.7).
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There exist a strictly k-affinoid space X 1, a quasi-finite map ψ : X 1 Ñ X, and an X-
morphism σ : X 1 Ñ Z X SupppF q such that the following hold:
(1) The coherent sheaf σ˚F is X-flat (so ψpX 1q is a compact strictly analytic do-
main of X by Proposition 9.1.1).
(2) The image ϕpY q is equal to ψpX 1q.
If moreover Y Ñ X is quasi-smooth and F “ OY , then ψ can be chosen to be
quasi-e´tale.
Proof. — By replacing Y with SupppF q we may assume that SupppF q “ Y . Let y
be a point of Y . Using the notation of Theorem 9.1.2, and setting
Xy “
ž
Xj , ψ
y “
ž
ψj , σ
y “
ž
σj ,
one gets the existence of a strictly k-affinoid space Xy, a morphism ψy : Xy Ñ X
which is quasi-finite and even quasi-e´tale if ϕ is quasi-smooth and F “ OY , and
an X-map σy : Xy Ñ Z such that the following are satisfied:
(a) The coherent sheaf pσyq˚F is X-flat, so ψypXyq is a compact strictly k-analytic
domain of X by Proposition 9.1.1.
(b) The germ pψypXyq, xq is equal to the smallest analytic domain pUy, xq of pX,xq
through which pY, yq Ñ pX,xq factorizes.
(c) As pY, yq Ñ pX,xq factorizes through pψypXyq, xq, there exists an analytic
neighborhood V y of y in Y such that ϕpV yq Ă ψypXyq.
By quasi-compactness of Y , there exist finitely many points y1, . . . , yn on Y such
that Y “
Ť
i V
yi . Now set X 1 “
š
Xyi , ψ “
š
ψyi , and σ “
š
σyi . By construction,
(1) is satisfied and ψ is quasi-e´tale if F “ OY and ϕ is quasi-smooth; it thus remains
to show (2). For every i, one has ϕpV yiq Ă ψyipXyiq. As Y “
Ť
i V
yi , this implies
that ϕpY q Ă ψpX 1q; but the existence of σ provides the reverse inclusion, whence
(2).
9.1.4. Remark. — The strictness assumption on Y cannot be dropped from the
statement of Theorem 9.1.3 (even if one does not require anymore in the conclusion
that X 1 be strict). Indeed, let Y be a compact k-analytic space. The coherent sheaf
OY is k-flat (Lemma 4.1.13); hence we can apply Theorem 9.1.3 with X “ M pkq
and F “ OY ; and even if one drops the strictness requirement on X 1, it then simply
states that if Y is strict and non-empty, it has a rigid point. This is nothing but
the analytic Nullstellensatz, and this does not hold in general if Y is non-strict (e.g.,
Y “ M pkrq for some non-empty k-free polyradius r).
(Let us emphasize that we do not claim to have given a new proof of the analytic
Nullstellensatz, because we used it at several places in the proof of Theorem 9.1.2,
either directly or indirectly; e.g., it is used for the local existence of e´tale multisections
on the image of a smooth map.)
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9.2. Images of maps
We are now going to deduce general results on the images of maps from Theorem
9.1.3. Theorems 9.2.1 and 9.2.2 are stated under slightly general assumptions (for
instance, the spaces involved are not assumed to be Hausdorff), but for each of them
the case of interest is mainly that of affinoid source and target (and in fact, the proof
first reduces to this case for both of them).
9.2.1. Theorem. — Let Y be a Γ-strict k-analytic space, let X be a k-analytic space,
and let ϕ : Y Ñ X be a morphism. Assume that ϕ is topologically proper (1.1.3; this
amounts to requiring that ϕ´1pV q is quasi-compact for every affinoid domain V of
X, see 1.2.6; we emphasize that we do not assume that ϕ is topologically separated).
Let F be a coherent sheaf on Y which is X-flat. Assume that at least one of the two
conditions below is satisfied:
(1) The space X is Γ-strict.
(2) The space X is separated and Y admits a locally finite covering by Γ-strict
affinoid domains (if Y is Hausdorff, the latter condition is equivalent to para-
compactness of Y ; see 1.2.6 and Remark 3.5.12).
Then ϕpSupppF qq is a closed Γ-strict analytic domain of X.
Proof. — By replacing Y with SupppF q we reduce to the case where SupppF q “ Y .
Since ϕ is topologically proper, ϕpY q is a closed subset of X and ϕ´1pEq is quasi-
compact for every quasi-compact subset E of X . We are now going to reduce to the
case where both Y and X are Γ-strict and k-affinoid.
Let us first consider the case where (1) is fulfilled. One can check the result G-
locally on X , which allows to assume that X is Γ-strict and k-affinoid. In this case, Y
is quasi-compact, hence admits a finite covering by Γ-strict, affinoid domains; one
therefore immediately reduces to the case where Y is also Γ-strict and affinoid.
Let us now consider the case where (2) is fulfilled. Choose a locally finite Γ-strict
affinoid covering pYiq of Y . It is sufficient to prove that ϕpYiq is a Γ-strict compact
analytic domain of X for any i. Indeed, assume that it is the case. Then for every
affinoid domain V of X , the pre-image ϕ´1pV q is quasi-compact, hence intersects
only finitely many Yi’s; this implies that pϕpYiqqi is a locally finite covering of ϕpY q
by Γ-strict compact analytic domains of X , which can be refined into a locally finite
covering by Γ-strict affinoid domains. As X is separated, the intersection of two such
domains will still be affinoid and Γ-strict; hence our covering is a Γ-strict affinoid
atlas on ϕpY q, and ϕpY q is a closed Γ-strict analytic domain of X . We thus reduce
to the case where Y is compact. By Proposition 7.3.6, we can then assume X is
compact and Γ-strict, and even, since one can check the result G-locally on X , that
it is affinoid and Γ-strict. And as Y admits a finite covering by Γ-strict k-affinoid
domains, we eventually reduce to the case where Y is also Γ-strict and k-affinoid.
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So let us prove the theorem when both spaces Y and X are affinoid and Γ-strict.
Let r “ pr1, . . . , rnq be a k-free polyradius such that the ri’s belong to Γ, the valuation
of kr is non-trivial, and Xr and Yr are strictly kr-affinoid. Let s : X Ñ Xr be the
Shilov section (1.2.16). By Theorem 9.1.3, the image ϕrpYrq is a compact strictly kr-
analytic domain of Xr. The subset ϕpY q of X is nothing but s
´1pϕrpYrqq. By the
Gerritzen-Grauert theorem, ϕrpYrq is a finite union of strictly kr-rational domains;
it is then easily seen (using the explicit formula for s, see the proof of Lemma 2.4 of
[Duc03]) that s´1pϕrpYrqq is itself a finite union of rational domains whose definitions
only involve elements of Rˆ` that belong to Γ; therefore, ϕpY q is a compact Γ-strict
analytic domain of X .
9.2.2. Theorem. — Let n and d be two non-negative integers, let Y be a Γ-strict k-
analytic space, and let ϕ be a topologically proper morphism from Y to a normal k-
analytic space X. Assume that X is purely d-dimensional, Y is purely pn ` dq-
dimensional, and the fibers of ϕ are purely n-dimensional. If X is Γ-strict, or if X
is separated and Y admits a locally finite Γ-strict affinoid covering, then ϕpY q is
a Γ-strict closed k-analytic domain of X.
Proof. — Exactly as at the beginning of the proof of Theorem 9.2.1, we reduce to
the case where both Y and X are Γ-strict k-affinoid spaces. By compactness, one can
argue locally on Y . Hence, by combining Cor. 4.7 of [Duc07b] with 3.5.7 (or Remark
3.5.8), we can assume that there exists a factorization Y Ñ T Ñ X where the map
Y Ñ T is finite and where T is a Γ-strict affinoid domain of a smooth X-space of
pure relative dimension n.
By flatness of quasi-smooth morphisms (Corollary 5.3.2) and Theorem 9.2.1, the
image of any non-empty compact analytic domain T 1 of T in X is a non-empty
compact analytic domain of X , hence is of dimension d. Since the fibers of T Ñ X are
purely n-dimensional, it follows from 1.4.14 (3) that T 1 is of dimension n`d; therefore
T is purely pn`dq-dimensional. As Y Ñ T is finite and Y is purely pn`dq-dimensional,
the image of any irreducible component of Y in T is an irreducible Zariski-closed
subset of T of dimension n`d (again by 1.4.14); i.e., this is an irreducible component
of T . Therefore the image Z of Y in T is a union of irreducible components of T .
Since X is normal and T Ñ X is quasi-smooth, T is normal by Proposition 5.5.5.
Therefore Z is a union of connected components of T , hence is a Γ-strict affinoid
domain of T . By Theorem 9.2.1 the image of Z in X , which coincides with that of Y ,
is a compact Γ-strict analytic domain of X .
9.2.3. Theorem. — Let ϕ : Y Ñ X be a morphism between k-analytic spaces and
let F be a coherent sheaf on Y which is X-flat. Let y be a point of SupppF q at which ϕ
is inner, and let x be its image on X. The image ϕpSupppF qq is a neighborhood of x.
Proof. — By shrinking X around x (and by shrinking Y accordingly) we may as-
sume that X is Hausdorff. By replacing Y with a compact analytic neighborhood
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of y, we can further assume that Y is compact. Then it follows from Theorem 9.2.1
that ϕpSupppF qq is an analytic domain U of X . As ϕ is inner at y, ϕ|SupppFq is inner
at y too. Therefore x belongs to IntpU{Xq; i.e., to the topological interior of U in X ,
whence the result.
9.2.4. Remark. — The openness of flat, boundaryless morphisms between good k-
analytic spaces has already been proved by Berkovich, in a slightly different way, in
unpublished work.
9.2.5. Theorem. — Let n and d be two non-negative integers and let ϕ : Y Ñ X
be a morphism between k-analytic spaces. Assume that X is normal and purely d-
dimensional, ϕ is purely of relative dimension n, and Y is of pure dimension n` d.
Let y be a point of Y at which ϕ is inner, and let x be its image on X. The image ϕpY q
is a neighborhood of x.
Proof. — By shrinking X around x (and by shrinking Y accordingly) we may assume
that X is Hausdorff. By replacing Y with a compact analytic neighborhood of y, we
can further assume that Y is compact. Then it follows from Theorem 9.2.2 that ϕpY q
is an analytic domain U of X . As ϕ is inner at y, x belongs to IntpU{Xq; i.e., to the
topological interior of U in X , whence the result.
CHAPTER 10
CONSTRUCTIBLE LOCI
This quite long chapter is devoted to the study of “loci of validity”. In order to
describe them, we need to fix some terminology. We shall say that a subset of an
analytic space X is constructible if it is a finite boolean combination of Zariski-open
subsets of X (Definition 10.1.1 below). Though the properties of being Zariski-open
or Zariski-closed are G-local, that of being constructible is not: we sketch a counter-
example (10.1.14). But it is nonetheless “almost” G-local: if X is a finite-dimensional
analytic space (which simply means that the dimensions of the irreducible components
of X are uniformly bounded above), then every G-locally constructible subset of X
is actually constructible (Proposition 10.1.12).
We now aim to establish that various loci of validity of relative properties are
locally constructible (by the above, they will even be constructible as soon as the
source space is finite-dimensional), and sometimes Zariski-open when the property
involved encapsulates some flatness condition.
For that purpose we develop in Section 10.2, in a rather abstract categorical set-
ting, a general strategy inspired by Kiehl’s paper [Kie67b] and by the technique of
“spreading out from the generic fiber” in algebraic geometry – the latter is not directly
available here, but as explained in the general Introduction (see 0.3.1.3), we bypass
this obstacle by using Theorem 6.3.3 that applies to local rings of generic fibers.
This strategy will enable us to reduce various constructibility and Zariski-openness
statements to simpler ones (see the short introduction of Section 10.2 for some more
specificity). One may skip those quite formal considerations and go directly to Section
10.3, but one will then have to accept repeatedly arguments of the form “in view of
this and that result of 10.2, we may assume. . . ”.
We do not give further details here about the results of this chapter; we refer the
reader to the local introduction of each section, from 10.2 to 10.7.
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10.1. Constructibility in analytic spaces
10.1.1. Definition. — Let X be an analytic space. We say that a subset E of X
is constructible if it can be written as a finite union
Ť
pUi X Fiq where Ui (resp. Fi)
is a Zariski-open (resp. a Zariski-closed) subset of X for every i.
We say that a subset E of X is locally constructible (resp. G-locally constructible)
if there exists an open covering (resp. a G-covering) pXiq of X such that E XXi is a
constructible subset of Xi for all i.
10.1.2. Remark. — The set of constructible subsets of X is a Boolean sub-algebra
of PpXq; i.e., it is stable under finite unions, finite intersections, and complements.
We could also have defined it as the Boolean sub-algebra of PpXq generated by all
Zariski-open subsets (or all Zariski-closed subsets).
The set of locally constructible (resp. G-locally constructible) subsets of X is also
a Boolean sub-algebra of PpXq.
10.1.3. Remark. — In EGA, the Boolean algebra of constructible subsets of an
arbitrary topological spaceX is defined as the Boolean sub-algebra ofPpXq generated
by retrocompact open subsets; i.e., open subsets whose intersection with any quasi-
compact open subset of X is quasi-compact. If X is a locally noetherian topological
space, then every open subset of X is retrocompact.
Now if X is a quasi-compact analytic space, its Zariski topology is noetherian;
therefore every Zariski-open subset of X is retrocompact with respect to the Zariski
topology, hence a subset of X is constructible in our sense if and only if it is con-
structible in the sense of EGA for the Zariski topology. We do not know whether
this is the case for an arbitrary analytic space, since it is unclear (at least to the
author) which Zariski open subsets of an arbitrary analytic space are retrocompact
with respect to the Zariski topology.
10.1.4. Example. — Let X be a scheme locally of finite type over an affinoid
algebra A. If E is a constructible (resp. locally constructible) subset of X , then its
pre-image Ean in X an is a constructible (resp. locally constructible) subset of X an;
it is closed, resp. open, if and only if E is closed, resp. open ([Ber93], Cor. 2.6.6;
this is written for a constructible subset, but since the problem is local for the Zariski
topology on X , one reduces immediately to this case). If X is proper over A it
follows from GAGA (2.1.1) that E ÞÑ Ean establishes a bijection between the set of
constructible subsets of X and that of constructible subsets of X an, whose converse
bijection maps a constructible subset F of X an to its image F al in X .
10.1.5. — LetX be analytic space, and let Y be a Zariski-closed subset ofX . Endow
Y with any structure of a closed analytic subspace of X . Then a subset E of Y is
constructible (with respect to this given structure) if and only if it is constructible as a
subset of X . In particular, this does not depend on the chosen structure of Y , and we
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shall often simply speak about constructible subsets of Y , without fixing any structure
of closed analytic subspace on it. The same also holds for locally constructible and
G-locally constructible sets (for the latter, this rests on Remark 1.3.13).
10.1.6. — Let Y Ñ X be a morphism of analytic spaces. If E is a constructible
(resp. locally constructible, resp. G-locally constructible) subset of X , it follows from
the definition that the pre-image of E in Y is a constructible (resp. locally con-
structible, resp. G-locally constructible) subset of Y . We shall often apply it for Y
an analytic domain of X , in which case the pre-image of E in Y is nothing but the
intersection E X Y .
10.1.7. — Let X be a k-analytic space. Assume that its Zariski-topology is noethe-
rian; e.g., X is quasi-compact. Since every irreducible Zariski-closed subset Y of
X has a Zariski-generic point (pick y in Y such that dkpyq “ dim Y ), it follows
from [EGA III1], Chapt. 0, Cor. 9.2.4 that X is quasi-compact for the constructible
topology. If X is affinoid, this can also be deduced through the assignement E ÞÑ Ean
from the compactness of Xal for the constructible topology. But be aware that the
Hausdorff property of the constructible topology of Xal does not transfer to the con-
structible topology of X in general: indeed, two distinct points of X lying over the
same point of Xal belong to the same constructible subsets of X , hence cannot be
separated using such subsets.
We are now going to show that some other basic properties of the constructible sub-
sets of a noetherian topological space (like Prop. 9.2.2 and Prop. 9.2.5 of [EGA III1],
Chapt. 0) actually hold for the constructible subsets of an arbitrary analytic space.
Our proofs are basically the same as those of the results in EGA alluded to, except
that we replace noetherian induction by some arguments involving dimension theory
and the decomposition into irreducible components.
10.1.8. Lemma. — Let X be an analytic space and let E be a constructible subset
of X.
(1) The following are equivalent:
(i) E contains a Zariski-dense open subset of X;
(ii) E is Zariski-dense in X.
(2) The following are equivalent:
(iii) E is Zariski-closed in X;
(iv) every irreducible Zariski-closed subset Z of X such that E X Z contains
a non-empty Zariski-open subset of Z is contained in E.
(3) The following are equivalent:
(v) E is Zariski-open in X;
(vi) for every pair pT, Zq of irreducible Zariski-closed subsets of X with T Ă Z,
if T X E is Zariski-dense in T then Z X E is Zariski-dense in Z.
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Proof. — Let us begin with (1). We obviously have (i)ñ(ii). Let us now assume that
(ii) holds. Write E “
Ť
iPI UiXFi, where I is a finite set and where Ui is Zariski-open
and Fi Zariski-closed for all i. Let pXjq be the family of irreducible components of X .
Fix j. Any non-empty Zariski-open subset U ofXj contains a non-empty Zariski-open
subset of X , namely UX
Ť
ℓ‰jXℓ. Therefore the intersection EXXj is a Zariski-dense
subset of Xj . This implies that there exists some index i such that FiXXj “ Xj and
UiXXj ‰ H. Let Vj be the intersection of UiXXj with the complement of
Ť
ℓ‰j Xℓ.
By construction,
š
jPJ Vj is a Zariski-dense open subset of X contained in E, and (i)
holds.
Let us prove (2). The implication (iii)ñ(iv) is obvious. Assume that (iv) holds.
In order to prove that E is Zariski-closed in X , it suffices to prove that E X Y is
Zariski-closed for every irreducible component Y of X (because the set of irreducible
components is G-locally finite and the property of being Zariski-closed is G-local); we
can thus assume that X is irreducible, and we argue by induction on dimX . There
is nothing to prove if dimX “ 0; assume that dimX ą 0 and the assertion is true
in smaller dimensions. Write E “
Ť
iPI Ui X Fi, where I is a finite set and where Ui
is Zariski-open; we can of course assume that Ui X Fi ‰ H for all i. If there exists i
such that Fi “ X then E contains the non-empty Zariski-open subset Ui of X , hence
E “ X by assumption (iv). If Fi ‰ X for all i then F :“
Ť
i Fi is a Zariski-closed
subset of X containing E and of dimension ă dimX ; then by arguing componentwise
on F and using the induction hypothesis we see that E is Zariski-closed in F (hence
in X).
Let us prove (3). The implication (v)ñ(vi) is obvious. Assume that (iv) holds,
and set F “ XzE. Let Z be an irreducible subset of X such that F X Z contains a
non-empty Zariski-open subset U of Z. We are going to prove by contradiction that
F contains Z; this will ensure in view of (2) that F is Zariski-closed, and thus that
E is Zarsiki-open. Assume that there exists z P Z such that z R F . Then z P E and
E X tzu
XZar
is Zariski-dense in tzu
XZar
; by assumption (3) this implies that E X Z is
Zariski-dense in Z, which contradicts the fact that U Ă F .
10.1.9. Remark. — If X is affinoid, Lemma 10.1.8 can of course also be deduced
through the assignement E ÞÑ Ean from the corresponding statement on the con-
structible subsets of Xal.
10.1.10. Lemma. — Let X be a k-analytic space, let E be a constructible subset
of X, and let V be an analytic domain of X. Let L be an analytic extension of k and
let EL be the pre-image of E on XL.
(1) E
X
“ E
XZar
.
(2) E X V
VZar
“ E
XZar
X V .
(3) EL
XL,Zar
“ pE
XZar
qL.
(4) E is open (resp. closed) if and only if it is Zariski-open (resp. Zariski-closed).
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Proof. — Assertion (4) is an immediate consequence of (1). Let us now prove (1), (2),
and (3). All terms involved in these equalities commute with finite unions; one can
therefore assume that E “ U XF , where U (resp. F ) is a Zariski-open (resp. Zariski-
closed) subset of X ; by replacing X with F one can assume that E is Zariski-open
in X . The required equalities now follow from Lemma 1.5.12, Corollary 1.5.13, and
Corollary 1.5.14.
10.1.11. Corollary. — Let X be a k-analytic space, let E be a subset of X and let
pXiq be a G-covering of X by analytic domains such that the intersection E XXi is
a constructible subset of Xi for every i. Under those assumptions E
XZar
“ E
X
and
E
X
XXi “ E XXi
Xi
for every i.
Proof. — Let i and j be two indices. By Lemma 10.1.10
E XXi
Xi
XXj “ E XXj
Xj
XXi “ E XXi XXj
pXiXXjq
.
Therefore if one sets F “
Ť
iE XXi
Xi
, one has F XXi “ E XXi
Xi
for every i. As a
consequence, F is a Zariski-closed subset of X ; it follows from the definitions that if Z
is a closed subset of X containing E then Z Ą F . One has thus F “ E
X
“ E
XZar
.
10.1.12. Proposition. — Let X be an analytic space and let E be a subset of X.
The following are equivalent:
(i) E is G-locally constructible.
(ii) E is locally constructible.
If moreover X is finite-dimensional, those assertions are also equivalent to
(iii) E is constructible.
Proof. — It is clear that (iii)ñ(ii)ñ(i).
Assume that X is finite-dimensional and satisfies (i); choose a G-covering pXiq of
X such that E XXi is a constructible subset of Xi for all i, and let us prove that X
satisfies (iii). We argue by induction on dimX P t´8u Y Zě0. If X “ H there is
nothing to prove. Assume that X is non-empty, and that the proposition is true in
dimensions ă dimX .
Set Y “ E
XZar
and F “ Y zE; for every i, we denote by Yi (resp. Ei, resp. Fi) the
intersection of Xi with Y (resp. E, resp. F ).
Fix i. It follows from Corollary 10.1.11 that Ei is a Zariski-dense constructible
subset of Yi and F
YZar
X Yi “ Fi
Yi,Zar
. Since Ei is a Zariski-dense constructible
subset of Yi, Lemma 10.1.8 implies that Ei contains a Zariski-dense open subset of
Yi; as a consequence, Fi
Yi,Zar
contains no irreducible components of Yi. We thus have
dimFi
Yi,Zar
ă dimYi as soon as Yi ‰ H.
By the above, dimpF
YZar
XYiq ă dim Yi for every i such that Yi ‰ ∅. This implies
that F
YZar
is of dimension ă dimX . The induction hypothesis then ensures that F
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is a constructible subset of F
YZar
, and therefore a constructible subset of X . As a
consequence, E “ Y zF is a constructible subset of X , whence (iii).
It remains to show that (i)ñ(ii). Assume that E is G-locally constructible. Let x
be a point of X , and let V be a finite-dimensional open neighborhood of x in X (e.g.,
V is the topological interior of a compact analytic neighborhood of x). Since E is
G-locally constructible, EXV is a G-locally constructible subset of V . Since (i)ñ(iii)
for a finite-dimensional ambient space, it follows that EX V is a constructible subset
of V . Hence (ii) holds (by varying x).
10.1.13. Remark. — If X is a finite-dimensional locally noetherian scheme, every
locally constructible subset of X is constructible; the proof is mutatis mutandis the
same as that of implication (i)ñ(iii) in Proposition 10.1.12 above. But note that
this is obvious if X is of finite type (by transitivity of the Zariski topology in the
scheme-theoretic setting).
10.1.14. Counter-example. — In Proposition 10.1.12 above, the assumption that
X is finite-dimensional cannot be dropped. Indeed, let us denote by X the closed unit
disc over k. For every n P Z, let jn be the closed immersion X
n » Xnˆt0u ãÑ Xn`1.
We define inductively a constructible subset En of X
n by the following conditions:
‚ E0 “ X
0 “ t0u.
‚ En`1 “ X
n`1zjnpEnq for every n.
By construction, the subset
š
nEn of
š
nX
n is locally constructible; but it is not
constructible (exercise left to the reader).
We end this section by proving a kind of analytic Chevalley theorem for proper
maps; the key point will be Kiehl’s theorem on the direct image of a coherent sheaves
(cf. 1.3.23).
10.1.15. Theorem (Proper Chevalley theorem). — Let ϕ : Y Ñ X be a proper
morphism of k-analytic spaces and let E be a locally constructible subset of Y . The
image ϕpEq is a locally constructible subset of X.
Proof. — Let us first mention that since ϕ is proper, ϕpT q is a Zariski-closed subset
of X for every Zariski-closed subset T of Y (by Kiehl’s theorem on the direct images
of coherent sheaves, cf. 1.3.23); we shall use it repeatedly throughout the proof.
By Proposition 10.1.12, the assertion is G-local on X ; we can thus asume that it
is affinoid. The space Y is then compact by topological properness and topological
separatedness, and E is thus constructible by Proposition 10.1.12. We can therefore
write E “
Ť
iPI UiXFi where I is a finite set and Ui (resp. Fi) is for every i a Zariski-
closed (resp. Zariski-open) subset of Y ; we can moreover assume that Fi is irreducible
and Ui X Fi ‰ H for all i.
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We are going to prove by noetherian induction on X that ϕpEq is a constructible
subset of X . We thus assume that the intersection of ϕpEq with every proper Zariski-
closed subset of X is constructible, and we shall prove that ϕpEq is constructible. Let
pXjq be the family of irreducible components of X .
If X is not irreducible, then Xj Ĺ X for all j, and ϕpEq “
Ť
ϕpEq XXj is thus
a constructible subset of X . Assume now that X is irreducible. For every i, the
image ϕpFiq is an irreducible Zariski-closed subset of X , and ϕpEq Ă
Ť
i ϕpFiq. As a
consequence, if
Ť
i ϕpFiq Ĺ X , then ϕpEq is constructible by the induction hypothesis.
It remains to consider the case where there exists i such that ϕpFiq “ X ; we write
F and U instead of Fi and Ui, respectively. It suffices now to prove that there exists
a proper Zariski-closed subset Z of X such that ϕpF X Uq contains XzZ. indeed, if
this is the case, one will have ϕpEq “ pXzZq Y pϕpEq X Zq, and since ϕpEq X Z is
contructible by the induction hypothesis, we shall be done.
Set n “ dimX and m “ dimF . Let ξ be an Abhyankar point of X (1.4.10). By
Lemma 1.5.11, the fiber Fξ is of pure dimension n´m. As it is non-empty (recall that
ϕpF q “ X by assumption), there exists a point y P Fξ such that dH pξqpyq “ n ´m.
We then have dkpyq “ n ´m ` dkpξq “ n. The point y is thus an Abhyankar point
of F , hence is Zariski-dense in F (Remark 1.5.11). Since the relative dimension is
upper semi-continuous for the Zariski topology ([Duc07b], Thm. 4.9), the minimal
relative dimension of ϕ|F is equal to n ´m, and the set of points z of F such that
dimz ϕ ą m ´ n is a proper Zariski-closed subset of F , whose image in X does not
contain ξ (because Fξ is of pure dimension n ´m), hence is a proper Zariski-closed
subset of X .
Let G be the complement of F XU in F . This is a proper Zariski-closed subset of
F ; let pGℓqℓPΛ be the family (possibly empty if G “ H) of irreducible components of
G, and let Λ0 be the subset of Λ consiting of indexes ℓ such that ϕpGℓq “ X .
Let ℓ be an element of Λ0. By the same reasoning as above, the minimal relative
dimension of ϕ|Gℓ is equal to dimGℓ ´ n, the subset Hℓ of Gℓ consisting of points z
such that dimz ϕ|Gℓ ą dimGℓ ´ n is a proper Zariski-closed subset of Gℓ, and ϕpHℓq
is a proper Zariski-closed subset of X .
Set H “ p
Ť
ℓPΛzΛ0
Gℓq Y
Ť
ℓPΛ0
Hℓ. By construction, H is a proper Zariski-closed
subset of F , and Z :“ ϕpHq is a proper Zariski-closed subset of X . It suffices now to
prove that XzZ Ă ϕpF X Uq.
Let x be a point of X that does not lie on Z. The fiber Gx does not intersectŤ
ℓPΛzΛ0
Gℓ, nor
Ť
ℓPΛ0
Hℓ. Since dimy Gℓ,ϕpyq “ dimGℓ´ n ă m´ n for every ℓ P Λ0
and every y P GℓzHℓ (by definition of Hℓ), it follows that dimGx ă m´n. But every
fiber of ϕ|F is non-empty and of dimension at leastm´n; as a consequence, Gx Ĺ Fx,
which exactly means that Fx intersects F X U ; i.e., x P ϕpF X Uq.
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10.2. The diagonal trick
We are going to describe here a general method which will be useful for estab-
lishing the (local) constructibility or the Zariski-openness of some loci. It is inspired
by Kiehl’s [Kie67b], in which he proved the Zariski-openness of the flat locus of a
complex-analytic morphism.
Roughly speaking, it consists of the following. One wants to understand the locus
of validity of some relative property of a morphism Y Ñ X . If the formation of
this locus commutes with the “tautological” base-change by Y Ñ X , one can replace
Y Ñ X by the second projection Y ˆX Y Ñ Y and only investigate what happens on
the diagonal. One thus reduces to the case where Y Ñ X has a section σ and where
it suffices to understand the intersection of our locus of validity with σpXq.
Considering only points lying of σpXq will bring two advantages, say, in the case
where both Y and X are affinoid (as can most of the time be assumed without loss
of generality by arguing G-locally):
‚ The scheme σpXqal is of finite type over Xal (it is even isomorphic to it!), which
is of course in general not the case for Y al; this finiteness condition plays a key
role in the study of the flatness locus, through an intermediate theorem of Kiehl
on morphisms between noetherian schemes (see Theorem 10.3.1 below).
‚ Every point of σpXq belongs to IntpY {Xq by 1.3.21 (3). This will allow us to
apply Theorem 6.3.3 on the local rings of analytic fibers, and to only deal with
naive flatness in view of Theorem 8.3.4.
10.2.1. Our general axiomatic setting. — We fix a subcategory C of the cat-
egory of analytic spaces such that for every object X of C, the category of analytic
spaces over X (which contains all X-analytic spaces, but also more generally all XL-
analytic spaces for every complete extension L of k) embeds fully faithfully in C. We
still use the notations T, L and and F of Section 2.2, and the notation Coh and CohI
introduced in Examples 2.2.9 and 2.2.10.
We denote by Q a property whose validity at a given point of an object X of C
makes sense for every object of FX , and which satisfies the following conditions:
(1) For every X P C, every x P X , every analytic domain V of X containing x, and
every object D of FX , the object D satisfies Q at x if and only if DV satisfies Q
at x.
(2) For every X P C, every x P X , every analytic extension L of k, every point x1
of XL lying above x, and every D P FX , the object D satisfies Q at x if and
only if DL satisfies Q at x
1 (we insist that one only needs to check Q at one
pre-image of x on XL, and not at all of them).
10.2.2. Example. — We can take for C the category of all analytic spaces, and for F
any fibered category as in 2.2.5. Let P be a property making sense for any object of FL;
assume moreover that P satisfies pHregq (2.3.15). By Remark 2.4.2 and Proposition
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2.6.6, we can take for Q the property of satisfying geometrically the property P at a
point of an analytic space (2.6.9); if P satisfies the stronger condition pHCIq, we do
not need to require the validity to be geometric (Remark 2.6.11).
10.2.3. Example. — Let Y be an analytic space and let E be a locally constructible
subset of Y . We can take for C the category of all analytic spaces over Y , for F the
category T itself, and for Q the property defined as follows: if Z is an object of C and
if z P Z, then Z satisfies Q at z if z belongs to the Zariski-closure of the pre-image
of E under the structure map Z Ñ Y .
10.2.4. — We also fix a functor S from FC to CohC which is compatible with the
fibered structures over C; i.e., for every arrow p : Y Ñ X in C and every object
D P FX , one has a canonical isomorphism S pp˚Dq » p˚S pDq.
10.2.5. Example. — Let I be an interval of Z (viewed as a category) and assume
that F “ CohI (and let C and Q be arbitrary). For every Y P C, the fiber category
FY is the category of diagrams of OY -linear maps . . . Ñ Fi Ñ Fi`1 Ñ Fi`2 Ñ . . .
where i runs through I and where the Fi’s are coherent sheaves on Y . We can then
take for S the functor sending such a diagram to the i-th coherent sheaf involved (for
given i P I), or more generally to the direct sum
À
iPJ Fi for some finite subset J
of I.
10.2.6. Notation. — Let Y Ñ X be a morphism of k-analytic spaces and let E be
a coherent sheaf on Y . The X-flat locus of E will be denoted by FlatpE {Xq.
10.2.7. Fiberwise validity. — Let ϕ : Y Ñ X be a morphism of k-analytic spaces,
with Y P C. We shall say that a given object D of FY satisfies Q fiberwise at some
point y P Y if DYϕpyq satisfies Q at y. The set of points of Y at which D satisfies Q
fiberwise will be denoted by QfibpD{Xq; if F is a coherent sheaf on Y , we shall denote
by FlatpF {Xq the X-flatness locus of F .
10.2.8. Three statements. — The main purpose of this section is to develop gen-
eral methods for proving the three following statements:
pαq For every morphism Y Ñ X between k-analytic spaces with Y P C and every
object D P FY , the set QfibpD{Xq is a locally constructible subset of Y .
pβq For every morphism Y Ñ X between k-analytic spaces with Y P C and every
object D P FY , the intersection QfibpD{Xq X FlatpS pDq{Xq is a Zariski-open
subset of Y .
pγq For every morphism Y Ñ X between k-analytic spaces and each coherent
sheaf F on Y , the set FlatpF {Xq is a Zariski-open subset of Y .
10.2.9. Remark. — Assertion pγq is nothing but assertion pβq when we take for F
the category Coh, for C the category of all analytic spaces, for S the identity functor,
and for Q the property true.
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10.2.10. Remark. — Suppose that we are given a finite family pSiq of C-functors
from FC to CohC, and that S “
À
Si. Then the subset of Y that is involved in pβq
is nothing but the intersection of QfibpD{Xq with
Ş
i FlatpSipDq{Xq.
10.2.11. Remark. — We emphasize that in statements pαq and pβq, the space Y
is assumed to be an object of C, but not the space X . And we will actually apply the
results of this section in some cases where X R C, for instance while working in the
situation of Example 10.2.3.
10.2.12. Some auxiliary statements. — We shall need some (apparently) weaker
versions of pαq, pβq and pγq, which we are now going to list.
pα1q For every morphism Y Ñ X between k-affinoid spaces with Y P C, every sec-
tion σ : X Ñ Y , and every D P FY , the preimage σ
´1pQfibpD{Xqq is a con-
structible subset of X .
pα2q For every morphism Y Ñ X between k-affinoid spaces with integral X
and with Y P C, every section σ : X Ñ Y , and every object D of FY , ei-
ther σ´1pQfibpX{Dqq or Xzσ
´1pQfibpX{Dqq contains a non-empty Zariski-open
subset of X ; i.e., σ´1pQfibpX{Dqq either contains or is disjoint from a non-empty
Zariski-open subset of X .
pβ5q For every morphism Y Ñ X between k-affinoid spaces with Y P C and every
object D P FY such that S pDq is X-flat, QfibpD{Xq is a Zariski-open subset
of Y .
pβ1q For every morphism Y Ñ X between k-affinoid spaces with Y P C, every sec-
tion σ : X Ñ Y , and every D P FY , the pre-image
σ´1 pQfibpD{Xq X FlatpS pDq{Xqq
is a Zariski-open subset of X .
pβ2q For every flat morphism Y Ñ X between k-affinoid spaces with Y P C, every
section σ : X Ñ Y and every object D P FY , the pre-image
σ´1 pQfibpD{Xq X FlatpS pDq{Xqq
is a Zariski-open subset of X .
pγ1q For every morphism Y Ñ X between k-affinoid spaces, every section σ : X Ñ Y ,
and every coherent sheaf F on Y , the pre-image σ´1pFlatpF {Xqq is a Zariski-
open subset of X .
We have the following hierarchy between our statements:
‚ pα1q is a particular case of pαq, and pα2q is a particular case of pα1q;
‚ pβ5q and pβ1q are particular cases of pβq, and pβ2q is a particular case of pβ1q;
‚ pγ1q is a particular case of pγq.
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10.2.13. Remark. — Assertion pγ1q is nothing but assertion pβ1q when we take
for F the category Coh, for C the category of all analytic spaces, for S the identity
functor, and for Q the property true.
Our purpose is now to explain how various combinations of the above “auxiliary
statements” (with possibly some extra assumptions) imply pαq, pβq, or pγq (see Lem-
mas 10.2.16 – 10.2.23).
10.2.14. Lemma. — Let Y Ñ X be a morphism of k-affinoid spaces with Y P C.
Let p1 and p2 be the two projections from Y ˆX Y to Y , and let σ be the diagonal
immersion Y ãÑ Y ˆX Y . Let D be an object of FY , let y be a point of Y , and let F
be a coherent sheaf on Y .
(1) The following are equivalent:
(i) D satisfies Q fiberwise at y;
(ii) p˚1D satisfies Q fiberwise at σpyq with respect to p2.
(2) If moreover Y is flat over X, the following are equivalent:
(iii) F is X-flat at y;
(iv) p˚1F is Y -flat at σpyq with respect to p2.
Proof. — Let x denote the image of y on X . We have p2pσpyqq “ y, and p1 induces
an isomorphism p´12 pyq » Yx ˆH pxq H pyq, which sends σpyq to y. The equivalence
(i) ðñ (ii) thus follows from the good behavior of Q with respect to ground field
extension, see axiom (2) in 10.2.1.
The implication (iii)ñ(iv) is true without the flatness assumption on Y because
flatness at a point is by definition preserved by any base change. If Y is flat over X ,
the implication (iv)ñ(ii) follows from Proposition 4.5.5.
10.2.15. Lemma. — Let Y Ñ X be a morphism between k-affinoid spaces with X
integral, and let σ : X Ñ Y be a section of Y Ñ X. Let F be any coherent sheaf on
Y . The pre-image σ´1pFlatpF {Xqq contains each pre-image of the generic point of
Xal, and is in particular non-empty.
Proof. — Let x be a point of X such that xal is the generic point of Xal. Since
OXal,xal is a field, F
al is Xal-flat at σpxqal. The closed immersion σ makes σpXq a
closed analytic subspace of Y , which is finite over X (the map σpXq Ñ X is even an
isomorphism). It follows then from Theorem 8.3.7 that F is X-flat at σpxq. As a
consequence, x P σ´1pFlatpF {Xqq.
10.2.16. Lemma. — Assume that pα1q holds. Then pαq holds.
Proof. — Let Y,X and D be as in pαq; since pαq is G-local, we can assume that Y
and X are affinoid. Let p1 and p2 be the two projections from Y ˆX Y to Y , and let
σ be the diagonal immersion Y ãÑ Y ˆX Y . By Lemma 10.2.14 (1), one has
QfibpD{Xq “ σ
´1pQfibpp
˚
1D{Y qq,
198 CHAPTER 10. CONSTRUCTIBLE LOCI
where fiberwise validity on the right hand side has to be understood with respect to
p2. By applying pα
1q (which holds by assumption) to pY ˆX Y
p2
ÝÑ Y, p˚1D,σq, we
see that σ´1pQfibpp
˚
1D{Y qq is a constructible subset of Y . Therefore QfibpD{Xq is a
constructible subset of Y .
10.2.17. Lemma. — Assume that pα2q hold. Then pαq holds.
Proof. — We shall prove that pα1q holds, which will imply that pαq holds in view of
Lemma 10.2.16. Let Y,X and D be as in pα1q. The affinoid space X is quasi-compact
for the constructible topology (10.1.7). It thus suffices to prove that for every point
x of X , there exists a constructible subset of X containing x which is either included
in σ´1pQfibpD{Xqq or in its complement Xzσ
´1pQfibpD{Xqq.
So, let x be a point of X . Since we are interested in a fiberwise property, we may
replace X with the reduced Zariski closure of txu; hence we can assume that X is
integral and that xal is the generic point ofXal. As pα2q holds, either σ´1pQfibpD{Xqq
or its complement contains a non-empty Zariski-open subset of X , which is a con-
structible subset of X containing x.
10.2.18. Lemma. — Assume that pβq and pγq hold. Then pαq holds.
Proof. — We shall prove that pα2q holds, which will imply that pαq holds in view of
Lemma 10.2.17. Let Y Ñ X be as in pα2q. Since pβq and pγq are assumed to hold, the
sets QfibpD{Xq X FlatpS pDq{Xq and FlatpS pDq{Xq are Zariski-open subsets of Y .
It follows from Lemma 10.2.15 (applied to F “ S pDq) that the Zariski-open subset
σ´1pFlatpS pDq{Xqq of X is non-empty. We now distinguish two cases:
‚ If σ´1pQfibpD{Xq X FlatpS pDq{Xqq ‰ H, this is a non-empty Zariski-open
subset in X which is contained in σ´1pQfibpD{Xqq, and we are done.
‚ If σ´1pQfibpD{Xq X FlatpS pDq{Xqq “ H, then σ´1pFlatpS pDq{Xqq is a non-
empty Zariski-open subset of X which is contained in Xzσ´1pQfibpD{Xqq, and
we are done.
10.2.19. Lemma. — We make the following assumptions:
(a) The fibered category F is equal to CohI for some small category I (this includes
the cases F “ T and F “ Coh; cf. Remark 2.2.11).
(b) The functor S commutes (as a functor between fibered categories; i.e., incorpo-
rating a natural compatibility with pullback isomorphisms) with push-forwards
by closed immersions.
(c) For every D P FY and every closed immersion ι : Y ãÑ Z of X-analytic spaces,
D satisfies fiberwise Q at a given point y P Y if and only if ι˚D satisfies Q
fiberwise at ιpyq.
Assume moreover that pβ2q holds. Then pβq holds.
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Proof. — Let Y,X , and D be as in pβq; since pβq is G-local, we can assume that
Y and X are affinoid. The morphism Y Ñ X then factorizes through a closed
immersion ι : Y ãÑ ∆ˆk X for a suitable compact k-polydisc ∆. Set
U “ Qfibp∆ˆk X{Xq X FlatpS pι˚Dq{Xq.
By the assumptions of the lemma, UXY “ QfibpD{XqXFlatpS pDq{Xq; it is therefore
sufficient to prove that U is a Zariski-open subset of ∆ˆk X . Hence by replacing Y
with ∆ˆk X and D with ι˚D, we reduce to the case where Y is X-flat.
Let p1 and p2 be the two projections from Y ˆX Y to Y , and let σ be the diagonal
immersion Y ãÑ Y ˆX Y . By Lemma 10.2.14 (note that flatness of Y overX is needed
to apply statement (2) of loc. cit.), one has
QfibpD{Xq “ σ
´1pQfibpp
˚
1D{Y qq
and
FlatpS pDq{Xq “ σ´1pFlatpp˚1S pDq{Y qq “ σ
´1pFlatpS pp˚1Dq{Y qq,
where fiberwise validity and flatness over Y are understood to be with respect to p2.
By applying pβ2q (which holds by assumption) to pY ˆX Y
p2
ÝÑ Y, p˚1D,σq, we see
that
σ´1pQfibpp
˚
1D{Y q X FlatpS pp
˚
1Dq{Y qq
is a Zariski-open subset of Y (note that we use once again the flatness of Y over X ,
because this is one of the assumptions of pβ2q); therefore QfibpD{XqXFlatpS pDq{Xq
is a Zariski-open subset of Y .
10.2.20. Remark. — If we take for F the category Coh, for C the category of all
analytic spaces, for S the identity functor, and for Q the property of being CM, or
Sm for some specified m, or of a given codepth, or more simply the property true,
then the assumptions (a), (b) and (c) of Lemma 10.2.19 above are fulfilled.
10.2.21. Lemma. — Assume that pγ1q holds. Then pγq holds.
Proof. — Take for F the category Coh, for C the category of all analytic spaces, for S
the identity functor, and for Q the property true. By Lemma 10.2.19 and Remark
10.2.20, we have pβ2q ñ pβq, and thus also pβ1q ñ pβq since pβ1q is stronger that pβ2q.
But in our context, pβq “ pγq and pβ1q “ pγ1q, whence the claim.
10.2.22. Lemma. — Assume that pγq and pβ1q hold. Then pαq holds.
Proof. — We shall prove that pβq holds, which will imply that pαq holds in view of
Lemma 10.2.18. Let Y,X , and D be as in pβq; since pβq is G-local, we can assume
that Y and X are affinoid. Let p1 and p2 be the two projections from Y ˆX Y to Y ,
and let σ be the diagonal immersion Y ãÑ Y ˆX Y . Set
E “ Qfibpp
˚
1D{Y q X Flatpp
˚
1S pDq{Y q “ Qfibpp
˚
1D{Y q X FlatpS pp
˚
1Dq{Y q,
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where fiberwise validity and flatness over Y are understood to be with respect to p2.
Since σpFlatpS pDq{Xqqq Ă Flatpp˚1S pDqq{Y q, we have
QfibpD{Xq X FlatpS pDq{Xq “ σ
´1pEq X FlatpS pDq{Xq,
due to Lemma 10.2.14. Since we assume that pγq holds, the set FlatpS pDq{Xq is
Zariski-open, and it is thus sufficient to prove that σ´1pEq is Zariski-open. But
the latter follows by applying pβ1q (which holds by assumption) to the list of data
pY ˆX Y
p2
ÝÑ Y, p˚1D,σq.
10.2.23. Lemma. — Assume that pαq, pβ5q, and pγq hold. Then pβq holds.
Proof. — Let Y , X , and D be as in pβq; since pβq is G-local, we can assume that
Y and X are affinoid. Since pαq and pγq hold, QfibpD{Xq X FlatpS pDq{Xq is a
constructible subset of Y . In order to prove pβq, it thus suffices to prove that the
intersection QfibpD{XqXFlatpS pDq{Xq is open (Lemma 10.1.10 (4)). Let y be a point
of QfibpD{Xq X FlatpS pDq{Xq. Since y P FlatpS pDq{Xq, it follows from pγq that
there exists an affinoid neighborhood V of y in Y which is included in FlatpS pDq{Xq.
Since we assume that pβ5q holds, the set QfibpDV {Xq “ QfibpD{Xq X V is a Zariski-
open subset of V ; in particular, it contains a neighborhood of y.
10.3. The flat locus
The main theorem of this section (Theorem 10.3.2) says the following: if Y Ñ X
is a morphism of k-analytic spaces and F is a coherent sheaf on Y , the X-flat locus
of F is a Zariski-open subset of Y ; our proof follows Kiehl’s strategy developed in
[Kie67b].
Zariski-openness of the flat locus has the following consequences, in view of the
Nullstellensatz: if |kˆ| ‰ t1u and if Y and X are strict, then F is X-flat if and only
if it is X-flat at every rigid point of Y ; and F is X-flat at every point lying over a
given point x of X if and only if it is X-flat at every rigid point of Yx.
We use the first consequence together with Theorem 8.3.7 to get the compatibility
between our notion of flatness and that of rigid flatness (Corollary 10.3.3) as well as
that of formal flatness (Corollary 10.3.5).
We use the second one to prove that flatness holds automatically over any Ab-
hyankar point of the target space – provided the latter is reduced (Theorem 10.3.7).
Let us make this precise. Once having reduced to the strict good case in a standard
way, we only have to check flatness at rigid points of the fiber under investigation
(by the above). We then use a “deboundarization” result (Lemma 10.3.6) for such
a rigid point, which rests on the notion of smallest analytic domain containing the
image of a morphism of analytic germs (Theorem 7.3.1); this enables us to reduce to
the inner case, for which it suffices to check naive flatness (Theorem 8.3.4). But the
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latter holds for free because the local ring of an Abhyankar point of a good analytic
space is artinian (Example 3.2.10), hence a field whenever the space is reduced.
For the reader’s convenience, we state and prove the following theorem of Kiehl,
which will be crucial for our description of the flat locus.
10.3.1. Theorem (Kiehl, [Kie67b] Satz 1). — Let Y Ñ X be a morphism of
noetherian schemes, let E be a coherent sheaf on Y , and let Z be a closed subscheme
of Y of finite type over X. The intersection
Z X FlatpE {Xq
is a Zariski-open subset of Z.
Proof. — If Y is itself of finite type over X and if Z “ Y , this is [EGA IV3],
Thm. 11.1.1. For the general case, one can follow mutatis mutandis the proof of
loc. cit., except that classical “generic flatness” ([EGA IV2], Lemme 6.9.2) has to
be replaced with the following stronger statement: let A Ñ B be a morphism of
noetherian rings with A a domain, let M be a finite B-module, and let J be an ideal
of B such that the A-algebra B{J is finitely generated; there exists a ‰ 0 in A such
that Mp is A-flat for every prime ideal p of B with J Ă p and a R p.
Let us prove this claim. The ring C :“
À
n J
n{Jn`1 is finitely generated over B{J
(since J is finitely generated by noetherianity of B), hence it is also finitely generated
over A. By classical generic flatness, there exists a ‰ 0 in A such that pC bB Mqa
is A-flat. Let p be a prime ideal of B with J Ă p and a R p. Since a R p, the
B-module pC bB Mqp is a localization of pC bB Mqa, hence is A-flat. This means
that JnMp{J
n`1Mp is A-flat for every n. Therefore Mp{J
nMp is A-flat for every n.
Since J Ă p this implies by [EGA III1], Chapitre 0, Prop. 10.2.6 that the A-module
Mp is flat.
10.3.2. Theorem. — Let Y Ñ X be a morphism of k-analytic spaces and let E be
a coherent sheaf on Y . The subset FlatpE {Y q of Y is Zariski-open.
Proof. — We want to prove assertion pγq of 10.2.8. By Lemma 10.2.21, it is sufficient
to prove assertion pγ1q of 10.2.12. We thus may assume that Y and X are k-affinoid
and Y Ñ X has a section σ, and it is then sufficient to prove that σ´1pFlatpE {Xqq
is a Zariski-open subset of X ; or, what amounts to the same, that Z X FlatpE {Xq is
a Zariski-open subset of Z, where Z is the closed analytic subspace of Y defined by
the closed immersion σ.
By Theorem 8.3.7, the intersection FlatpE {Xq X Z is nothing but the pre-image
of FlatpE al{Xalq X Zal in Z. Both Y al and Xal are noetherian schemes, and Zal is a
Zariski-closed subscheme of Y al that is of finite type over Xal. By Kiehl’s theorem
stated above (Theorem 10.3.1), FlatpE al{Xalq X Zal is a Zariski-open subset of Zal;
as a consequence, FlatpE {Xq X Z is a Zariski open subset of Z.
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Due to this theorem we recover the fact that in the rigid setting, global algebraic
flatness implies global analytic flatness:
10.3.3. Corollary. — Let Y Ñ X be a morphism of strict k-affinoid spaces. Let
E be a coherent sheaf on Y . Then E is X-flat if and only if E pY q is a flat OXpXq-
module.
Proof. — If E is X-flat, it is in particular naively X-flat, and Lemma 4.2.1 then en-
sures that E pY q is flat over OXpXq. Conversely, assume that E pY q is flat over OXpXq.
Then by Theorem 8.3.7, E is X-flat at any rigid point of Y . Since FlatpE {Xq is a
Zariski-open subset of Y by Theorem 10.3.2, it follows from the analytic (resp. alge-
braic) Nullstellensatz if |kˆ| ‰ t1u (resp. |kˆ| “ t1u), that FlatpE {Xq “ Y .
10.3.4. Remark. — Corollary 10.3.3 above is false in general without any strictness
assumption; for a counter-example, see 4.4.10.
10.3.5. Corollary. — Let Y Ñ X be a morphism between topologically finitely
presented Spf k˝-formal schemes, and let E be a coherent sheaf on Y which is X-flat.
The associated coherent sheaf Eη on Yη is Xη-flat.
Proof. — We can assume that both Y and X are affine formal schemes. By as-
sumption, E pYq is a flat OXpXq-module; therefore, EηpYηq “ E pYq bk˝ k is flat over
OXηpXηq “ OXpXq bk˝ k. In view of the preceding corollary, this implies that Eη
is Xη-flat.
Our purpose is now to prove that flatness holds automatically over Abhyankar
points (1.4.10) of reduced spaces. This is Theorem 10.3.7 below, which witnesses the
fact that the best analytic analogue of a scheme-theoretic generic fiber is a fiber over
an Abhyankar point of a reduced space.
Theorem 10.3.7 rests on the following “deboundarization” lemma, which is of in-
dependent interest.
10.3.6. Lemma. — Let Y Ñ X be a morphism of separated Γ-strict k-analytic
spaces, let y be a point of Y and let x be its image in X. If H pyq is finite over H pxq,
there exists a Γ-strict k-analytic space X 1, a quasi-e´tale morphism X 1 Ñ X, and a
pre-image y1 of y on Y 1 :“ Y ˆX X
1 such that Y 1 Ñ X 1 is inner at y1.
Proof. — Let L be the separable closure of H pxq inside H pyq, and let Z be a finite
e´tale cover of an analytic neighborhood of x in X such that x has one pre-image x1
on Z with H pxq1 » L (such a Z exists by [Ber93], Thm. 3.4.1).
There is a canonical point y1 of T :“ Y ˆX Z lying above y and x
1 such that H py1q
is a finite radicial extension of H px1q, which implies that ČH py1q is a finite radicial
extension of ČH px1q (A.4.12).
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Let pX 1, x1q be the smallest analytic domain of pZ, x1q through which pT, y1q fac-
torizes (Theorem 7.3.1); it is Γ-strict by loc. cit., and the quasi-compact open sub-
set ČpX 1, x1qΓ of P ČH px1qΓ{rkΓ is the image of ČpT, y1q
Γ
under PČH py1qΓ{rkΓ Ñ P ČH px1qΓ{rkΓ ,
which is a homeomorphism because ČH py1qΓ is radicial over ČH px1qΓ (Remark 7.2.7).
Hence the inverse image of ČpX 1, x1qΓ in P ČH py1qΓ{rkΓ is exactly ČpT, y1q
Γ
. This implies
by the criterion 3.5.9 (2) that the map pT, y1q Ñ pX 1, x1q is boundaryless, and the X-
analytic space X 1 satisfies the required conditions.
10.3.7. Theorem. — Let Y Ñ X be a morphism of k-analytic spaces, with X
reduced. Let x be an Abhyankar point of X (1.4.10), and let E be a coherent sheaf
on Y . The sheaf E is X-flat above x.
Proof. — We set n “ dkpxq “ dimxX . We may assume that Y and X are k-affinoid.
Let r be a k-free polyradius such that |kˆr | ‰ t1u and such that both Yr and Xr
are strictly kr-affinoid. The kr-analytic space Xr is n-dimensional and is reduced (as
follows from the fact that kr is analytically separable over k, or in a more elementary
way from Lemma 2.7.8 applied with X “ Spec A). If s : X Ñ Xr denotes the Shilov
section, one has dkr pspxqq “ dkpxq “ n (1.4.8). Hence, due to Proposition 4.5.6, we
can replace the field k by kr, the spaces X and Y by Xr and Yr, the sheaf E by EYr ,
and the point x by spxq; i.e., we can assume that |kˆ| ‰ t1u and that Y and X are
strictly k-affinoid.
Theorem 10.3.2 ensures that FlatpE {Xq is a Zariski-open subset of Y . We want
to prove that it contains Yx. Since Yx is strictly affinoid over the non-trivially valued
field H pxq, it is sufficient to prove that it contains every rigid point of Yx.
Let y be a rigid point of Yx. By Lemma 10.3.6 above, there exists a strictly k-
analytic spaceX 1, a quasi-e´tale mapX 1 Ñ X , and a pre-image y1 of y in Y 1 :“ YˆXX
1
such that Y 1 Ñ X 1 is inner at y1; we can assume (by shrinking it if necessary) that X 1
is strictly k-affinoid, in which case so is Y 1.
Since X 1 is quasi-e´tale over the reduced analytic space X , it is reduced by Propo-
sition 5.5.5; moreover, it is of dimension ď n by 1.4.14. Since H px1q is finite over
H pxq, we have dkpx1q “ n (hence dimx1 X 1 “ n). It follows from Example 3.2.6 that
centdimpX 1, x1q “ n, which implies in view of Corollary 3.2.9 that OX1,x1 is artinian,
hence a field because it is also reduced.
Therefore EY 1,y1 is flat over OX1,x1 . As pY 1, y1q Ñ pX 1, x1q is boundaryless, this
implies in view of Theorem 8.3.4 that EY 1 is X 1-flat at y1. Since X 1 Ñ X is quasi-
e´tale, it is flat (Corollary 5.3.2). Therefore E is X-flat at y by Proposition 4.5.5;
otherwise said, y P FlatpE {Xq.
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10.4. The fiberwise closure of a locally constructible set
In Section 10.7, we shall reduce our study of the locus of fiberwise validity of
the Sn property (resp. geometric Rn property) to that of fiberwise validity of the
CM property (resp. the quasi-smooth) property, through a result that expresses the
former in terms of the latter and of some codimension considerations (Lemma 10.7.1).
We thus have to investigate, being given a morphism ϕ : Y Ñ X of k-analytic spaces
and a locally constructible subset E of Y such that Ex is a Zariski-closed subset of
Yx for every x P X , the fiberwise codimension function y ÞÑ codimypEϕpyq, Yϕpyqq. For
that purpose we prove the following results in this section, with ϕ : Y Ñ X as above.
(1) Let E be a locally constructible subset of Y , and set E
ϕ
“
Ť
xPX Ex
Yx
. Then
E
ϕ
is a locally constructible subset of Y (Theorem 10.4.3).
(2) For every non-negative integer d, the set of points y P E
ϕ
such that
dimypE
ϕ
qϕpyq “ d is locally constructible (Theorem 10.4.3).
(3) Let F be a locally constructible subset of Y contained in E. For every non-
negative integer d, the set of points y P E
ϕ
such that codimypF
ϕ
, E
ϕ
qϕpyq “ d
is locally constructible (Proposition 10.4.4).
Note that the situation adressed by these statements might look slightly more general
than the one we have described as motivation, which involves only the fiberwise
codimension in Y of a locally constructible subset which is fiberwise Zariski-closed,
but in fact even for proving (3) in this particular case, we do not see how to avoid
using (1) and (2) in their full generality (and we think moreover that they are of
independent interest).
Let us mention that our results are quite analogous to the ones proved in
[EGA IV3] 9.5 but our proofs are more involved, because the Zariski topology of a
fiber is in general strictly finer than the one induced by the global Zariski topology.
The key tool to bypass this problem is Theorem 6.3.3 about the local rings of generic
fibers.
10.4.1. — Let ϕ : Y Ñ X be a morphism of k-analytic spaces, and let E be a locally
constructible subset of Y . We set
E
ϕ
“
ď
xPX
E X Yx
Yx
“
ď
xPX
E X Yx
Yx,Zar
(the second equality comes from Corollary 10.1.11). We say that E
ϕ
is the fiberwise
closure of E with respect to ϕ (or over X). We obviously have E
ϕ
Ă E
Y
.
Let y be a point of E
ϕ
and let x be its image in X . The dimension of the Zariski-
closed subset E
ϕ
x of Yx at y is called the relative dimension of E
ϕ
at y.
We shall prove below that E
ϕ
is locally constructible (Theorem 10.4.3). For that
purpose, we need the following technical proposition.
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10.4.2. Proposition. — Let ϕ : Y Ñ X be a morphism between k-affinoid spaces,
let Z be a closed analytic subspace of Y with dense (Zariski-open) complement U , and
let t be a point of Z. Assume that t P IntpY {Xq and both Y and Z are X-flat at t.
The point t then belongs to U
ϕ
.
Proof. — Let s be the image of t in X . We can perform any base change consisting
of replacing X with an affinoid neighborhood of s without modifying our assumptions
(as far as density of U in Y is concerned, this rests on Corollary 1.5.13). We can
therefore assume that ms is generated by an ideal of OXpXq, and we denote by S
the corresponding closed analytic subspace of X ; we set T “ Y ˆX S. The local ring
OS,s “ OX,s{msOX,s is then a field, and OSal,sal is thus also a field by 2.1.5. We
use the conventions of 2.1.2 (3); be aware that tals :“ ptsq
al is a point of the scheme
T als :“ pTsq
al, while tal is a point of T al lying in the fiber T al
sal
:“ pT alqsal of T
al over
the point sal of Sal. We are now going to prove the two following statements.
(1) The point tal belongs to the closure of Ual
sal
in Y al
sal
.
(2) The scheme Y als is flat over Y
al
sal
at tals .
Let us prove (1) by contradiction. Assume that it does not hold. The (support of)
the closed subscheme Zal
sal
of Y al
sal
is then a neighborhood of tal in Y al
sal
, and we thus
have
(a) dimKrull OY al
sal
,tal “ dimKrull OZal
sal
,tal .
By assumption, the affinoid spaces Y and Z are X-flat at t; therefore the schemes
Y al and Zal are Xal-flat at tal (Lemma 4.2.1), whence the equations
dimKrullOY al,tal “ dimKrull OXal,sal ` dimKrull OY al
sal
,tal(b)
dimKrull OZal,tal “ dimKrull OXal,sal ` dimKrull OZal
sal
,tal(c)
which together with (a) yield the equality dimKrullOY al,tal “ dimKrull OZal,tal . This
implies that (the support of) Zal contains at least one irreducible component of Y al
going through tal and contradicts the assumption that Ual “ Y alzZal is a dense open
subset of Y al, whence (1).
Let us now prove (2). The local ring OS,s is a field, and t lies in IntpT {Sq since it
lies in IntpY {Xq by assumption; therefore Theorem 6.3.3 implies that OYs,t “ OTs,t
if flat over OT,t. The latter is flat over OT al,tal (by 2.1.4), and since OSal,sal is a field
we have
OT al,tal “ OT al
sal
,tal “ OY al
sal
,tal .
As a consequence, OYs,t is flat over OY al
sal
,tal . On the other hand, OYs,t is flat over
OY als ,tal (again by 2.1.4). The vertical and horizontal arrows of the commutative
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diagram
OYs,t OY als ,tals
oo
OY al
sal
,tal
OO ::✉✉✉✉✉✉✉✉✉
are thus flat; hence OY al
sal
,tal Ñ OY als ,tals is flat too and (2) is proven.
Due to (1), there exists ω P Ual
sal
which specializes to tal. This implies in view of
(2) that there exists a point ω1 on Y als lying above ω and specializing to t
al
s . Since ω
1
lies above ω, it belongs to Uals ; we thus have shown that t
al
s P U
al
s
Y als
; but this means
that t P Us
Ys,Zar
“ Us
Ys
or, in other words, that t belongs to U
ϕ
.
10.4.3. Theorem. — Let ϕ : Y Ñ X be a morphism of k-analytic spaces and let E
be a locally constructible subset of Y . Let N be a subset of Zě0. The subset of E
ϕ
consisting of points at which the relative dimension of E
ϕ
belongs to N is a locally
constructible subset of Y . In particular, E
ϕ
is locally constructible (take N “ Zě0).
Proof. — We first consider the case where N “ Zě0; i.e., we first prove that E
ϕ
is
locally constructible.
By arguing locally on Y (which is possible due to Corollary 1.5.13), we can assume
that E is constructible. Write E “
Ť
UiXFi, where pUiq, resp. pFiq, is a finite family
of Zariski-open, resp. Zariski-closed, subsets of Y . Since E
ϕ
“
Ť
i Ui X Fi
ϕ
, it suffices
to treat the case where E “ U X F , with U , resp. F , a Zariski-open, resp. Zariski-
closed, subset of Y . By replacing Y with F (equipped with any structure of a closed
analytic subspace; e.g., its reduced structure) we can assume that E “ U .
We are now going to apply some of the general results in 10.2, which involve two
categories F and C and a property Q as in 10.2.1. We take F,C and Q as in Example
10.2.3 (with E “ U). What we want to prove is assertion pαq of 10.2.8. By Lemma
10.2.17, it is sufficient to prove assertion pα2q of 10.2.12. We thus reduce to the
following situation: Y and X are affinoid, X is integral, and ϕ admits a section σ;
and we have to prove that there exists a non-empty Zariski-open subset of X which is
either contained in σ´1pU
ϕ
q or disjoint from it. This amounts to proving that there
exists a non-empty Zariski-open subset of σpXq which is either contained in U
ϕ
or
disjoint of it. We choose x P X such that xal is the generic point of Xal and we
distinguish three cases.
If σpxq P U , then U X σpXq is a non-empty Zariski-open subset of σpXq contained
in U
ϕ
, and we are done. If σpxq R U
Y
, then σpXqzU
Y
is a non-empty Zariski-open
subset of σpXq disjoint from U
Y
(hence disjoint from U
ϕ
) and we are done.
We thus can assume that σpxq lies on U
Y
but not on U . Under this assumption, σ
goes through U
Y
red; therefore by replacing Y with U
Y
red, we can assume that U is
Zariski-dense in Y . Let Z “ pY zUqred; this is closed analytic subspace of Y through
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which σ factorizes. According to Theorem 10.3.2, the X-flat loci FlatpY {Xq and
FlatpZ{Xq are Zariski-open subsets of Y and Z respectively, and both of them con-
tain σpxq by Lemma 10.2.15. Therefore FlatpY {Xq XFlatpZ{Xq X σpXq is a Zariski-
open subset of σpXq which contains σpxq, and it suffices to prove that it is contained
in U
ϕ
. But this follows from Proposition 10.4.2 since σpXq Ă IntpY {Xq by 1.3.21 (3);
this ends the proof when N “ Zě0.
Let us consider now the case of an arbitrary subset N of Zě0. We go back to the
general assumptions of the theorem. By arguing locally on Y (which is possible due to
Corollary 1.5.13), we may assume that Y is finite-dimensional and E is constructible.
Since the dimension of any fiber of ϕ is bounded by dim Y , the subset of E
ϕ
we are
interested in is a finite Boolean combination of sets of the form
E
ϕ
ěδ :“ ty P E
ϕ
| dimy E
ϕ
ě δu.
It thus suffices to prove that E
ϕ
ěδ is constructible for every δ P Zě0.
The constructible subset E can be written
Ť
Ui X Fi, where pUiq, resp. pFiq, is a
finite family of Zariski-open, resp. Zariski-closed, subsets of Y ; the set E
ϕ
ěδ is then
equal to
Ť
i Ui X Fi
ϕ
ěδ. It is thus suffices to prove the theorem for each of the UiXFi’s;
i.e., we may assume that E “ U X F with U , resp. F , a Zariski-open, resp. Zariski-
closed, subset of Y . By replacing Y with F (equipped with any structure of a closed
analytic subspace of Y ; e.g., its reduced structure), we reduce to the case where
E “ U .
For every integer δ ě 0, let us denote by Gěδ be the subset of Y consisting of
points at which ϕ is of dimension ě δ; since y ÞÑ dimy ϕ is upper semi-continuous
for the Zariski topology ([Duc07b], Thm. 4.9), Gěδ is Zariski-closed, and Gěδ X U
is thus constructible.
Let x be a point of X and let pYiq be the family of irreducible components of Yx.
For every i, we denote by di the dimension of Yi. Let I be the set of indices i such
that Yi intersects U . Fix δ P Zě0. We have the following equalities:
U
ϕ
x “
ď
iPI
Yi(a)
pU
ϕ
ěδqx “
ď
iPI,diěδ
Yi(b)
pGěδ X Uqx “
ď
iPI,diěδ
pYi X Uq(c)
Gěδ X U
ϕ
x “
ď
iPI,diěδ
Yi(d)
(note that (a) and (d) rest on density of Yi X U in Yi for every i P I). We deduce
from (b) and (d) (which hold for every x P X) that
U
ϕ
ěδ “ Gěδ X U
ϕ
.
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By the case N “ Zě0 already proven, Gěδ X U
ϕ
is constructible, whence the con-
structibility of U
ϕ
ěδ.
We now come to our original motivation, namely the fiberwise codimension func-
tion.
10.4.4. Proposition. — Let ϕ : Y Ñ X be a morphism of k-analytic spaces, and
let E and F be two locally constructible subsets of Y such that F Ă E (recall that by
Proposition 10.1.12, a locally constructible subset of Y is constructible as soon as Y
is finite-dimensional). Let N be a subset of Zě0 Y t`8u. The set
ty P E
ϕ
|codimypF
ϕ
ϕpyq, E
ϕ
ϕpyqq P Nu
is a locally constructible subset of Y .
10.4.5. Remark. — We recall that a a locally constructible subset of Y is con-
structible as soon as Y is finite-dimensional, by Proposition 10.1.12. We also recall
that for y a point of E
ϕ
, the codimension codimypF
ϕ
ϕpyq, E
ϕ
ϕpyqq is equal to `8 if and
only if y R F
ϕ
(1.5.15).
Proof of Proposition 10.4.4. — By arguing locally (which is possible in view of 1.5.16
(1)), we can assume that Y is finite dimensional. Let D P Zě0 be such that all fibers
of Y Ñ X are of dimension bounded by D (if Y ‰ H one may take D “ dim Y ). For
every pn,mq in t0, . . . , Du2, we denote by Λn,m the set of y P F
ϕ
for which there exist
an irreducible component T of F
ϕ
ϕpyq of dimension m and an irreducible component Z
of E
ϕ
ϕpyq of dimension n with y P T Ă Z (note that Λn,m “ H if m ą n).
Fix pn,mq P t0, . . . , Du2; we are going to give an alternative description of Λn,m
from which we shall deduce that it is constructible. For that purpose, let us denote by
G (resp. H) the subset of E
ϕ
(resp. F
ϕ
) consisting of points at which E
ϕ
(resp. F
ϕ
)
is of relative dimension n (resp. m) over X . By Theorem 10.4.3 and Proposition
10.1.12, the subsets H and G of Y are constructible, and thus so are G
ϕ
and H
ϕ
.
Let x be a point of X . By definition,
Gx “ ty P E
ϕ
x | dimy E
ϕ
x “ nu
and G
ϕ
x is the closure of Gx inside Yx. As a consequence, G
ϕ
x is the union of all
n-dimensional irreducible components of E
ϕ
x . Analogously, H
ϕ
x is the union of all m-
dimensional irreducible components of F
ϕ
x . Now let T be anm-dimensional irreducible
component of F
ϕ
x . By the above, T is contained in an n-dimensional irreducible
component of E
ϕ
x if and only if it is contained in G
ϕ
x or, what amounts to the same, if
and only if it is an irreducible component of F
ϕ
x XG
ϕ
x ; conversely, any m-dimensional
irreducible component of F
ϕ
xXG
ϕ
x is contained in G
ϕ
x and is an irreducible component
of F
ϕ
x by a dimension argument. Therefore Λn,m,x is the union of all m-dimensional
irreducible components of F
ϕ
x XG
ϕ
x , whence we get the equality
Λn,m,x “ ty P F
ϕ
x XG
ϕ
x | dimy F
ϕ
x XG
ϕ
x “ mu
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(because F
ϕ
x XG
ϕ
x is contained in F
ϕ
x and is thus of dimension ď m).
We have thus proved that Λn,m is the subset of G
ϕ
XH
ϕ
consisting of points at
which G
ϕ
X H
ϕ
is of relative dimension m; using again Theorem 10.4.3, we get the
constructibility of Λn,m.
For any y P E
ϕ
, let us denote by kpyq the set of pairs pn,mq P t0, . . . , Du2 such
that y P Λpn,mq. If P is a subset of t0, . . . , Du
2, then the set of y P E
ϕ
such
that kpyq “ P is a boolean combination of some of the Λpn,mq’s and is therefore a
constructible subset of Y . Now the function from E
ϕ
to Zě0 Y t`8u that sends y
to codimypF
ϕ
ϕpyq, E
ϕ
ϕpyqq is constant on every fiber of k (note that the set of points at
which it takes the value `8 is exactly k´1pHq), whence the proposition.
10.5. The fiberwise exactness locus
Let Y Ñ X be a morphism of k-analytic spaces, and let D “ pG Ñ F Ñ E q be a
sequence of coherent sheaves on Y . In this section we prove the following.
(1) The set of points of Y at which D is fiberwise a complex, or fiberwise exact, or
more generally at which it is a complex with fiberwise homology at F having a
given fiber rank, is locally constructible (Theorem 10.5.3).
(2) The set of points of Y at which D is fiberwise exact and E is X-flat is Zariski-
open (Theorem 10.5.4).
(3) The set U of points of Y at which D is fiberwise exact and E and F are X-flat
is Zariski-open, and DU is exact (Proposition 10.5.5).
(4) The set of points of Y at which E is fiberwise locally free is locally constructible
(Theorem 10.5.6 (1)).
(5) The set U of points of Y at which E is fiberwise locally free and X-flat is locally
constructible, and EU is locally free (Theorem 10.5.6 (2)).
Those are more or less analogues of classical results in scheme theory (with often
slightly different proofs): see [EGA IV3], Prop. 9.4.4 for (1); Prop. 12.3.3 for (2) and
(3); and Prop. 9.4.7 for (4). But note that this analogy (and the intrinsic interest
of these statements) was not our only motivation: we shall also need (1) and (2) for
studying the fiberwise codepth and the fiberwise Gorenstein property, which we will
investigate by homological methods.
10.5.1. Notation. — If Y is an analytic space and if D “ pG Ñ F Ñ E q
is a sequence of morphisms of coherent sheaves on Y , we shall denote by Z pDq
(resp. BpDq) the kernel (resp. the image) of F Ñ E (resp. G Ñ F ); note that
both Z pDq and BpDq are coherent subsheaves of F ; their internal sheaf-theoretic
sum inside F will be denoted by C pDq. If y P Y , then D is a complex at y if and
only if pC pDq{Z pDqqH pyq “ 0, and it is exact at y if and only if
pC pDq{Z pDqqH pyq “ 0 and pC pDq{BpDqqH pyq “ 0.
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10.5.2. Remark. — The functors that send D to C pDq,BpDq, and Z pDq com-
mute with flat base change and with ground field extension: this is an immediate
consequence of Proposition 4.5.7 (1).
10.5.3. Theorem. — Let ϕ : Y Ñ X be a morphism of k-analytic spaces, let N
and M be two subsets of Zě0 and let D “ pG Ñ F Ñ E q be a sequence of morphisms
of coherent sheaves on Y .
(1) The set C of points y P Y such that
rkypC pDYϕpyq q{Z pDYϕpyqqq P N
and
rkypC pDYϕpyqq{BpDYϕpyq qq PM
is a locally constructible subset of Y .
(2) The set of points y P Y such that D is fiberwise a complex at y (i.e., DYϕpyq is
a complex at y) is a locally constructible subset of Y .
(3) The set of points y P Y such that D is fiberwise exact at y (i.e., DYϕpyq is exact
at y) is a locally constructible subset of Y .
Proof. — We first note that (2) is nothing but (1) forN “ t0u andM “ Zě0, and that
(3) is nothing but (1) for N “ M “ t0u. It suffices thus to prove (1). We introduce
the following notation: if Z is an analytic space and if ∆ is a 3-term sequence of
coherent sheaves on Z, then for any point z of Z we set λp∆, zq “ rkzpC p∆q{Bp∆qq
and µp∆, zq “ rkzpC p∆q{Z p∆qq.
We are now going to apply some of the general results described in 10.2, which
involve two categories F and C and a property Q as described in 10.2.1. We take
for F the category of 3-term sequences of coherent sheaves (i.e., Coht0,1,2u with the
notation of Example 2.2.10), for C the category of all analytic spaces, and for Q the
property defined as follows: if Z is an analytic space and if ∆ is an object of FZ , then
∆ satisfies Q at a point z of Z if λp∆, zq P N and µp∆, zq PM (axioms (1) and (2) of
10.2.1 are fulfilled due to Remark 10.5.2).
What we want to prove is assertion pαq of 10.2.8. By Lemma 10.2.17, it is sufficient
to prove assertion pα2q of 10.2.12. We thus reduce to the following situation: Y and X
are affinoid, X is integral, and ϕ admits a section σ; and we have to prove that there
exists a non-empty Zariski-open subset of X which is either contained in σ´1pCq
or disjoint from it. Let us introduce some notation. We denote by K the kernel
of G Ñ F and by F 1 its cokernel; we denote by I the image of F Ñ E and by E 1 its
cokernel; we denote by L the cokernel of C pDq Ñ F . We have the following exact
sequences:
0Ñ K Ñ G Ñ BpDq Ñ 0, 0Ñ BpDq Ñ F Ñ F 1 Ñ 0,
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0Ñ Z pDq Ñ F Ñ I Ñ 0, 0Ñ I Ñ E Ñ E 1 Ñ 0,
0Ñ C pDq Ñ F Ñ L Ñ 0 , BpDq ‘Z pDq Ñ C pDq Ñ 0.
Let U be the X-flat locus of BpDq ‘F 1 ‘I ‘ E 1 ‘L . By Theorem 10.3.2, U is
a Zariski-open subset of Y ; and by Lemma 10.2.15, the Zariski-open subset σ´1pUq
of X is non-empty. As F 1U and BpDqU are X-flat, so is FU and hence CDpUq since
LU is X-flat too (Lemma 4.5.9).
Let x be a point of X . By construction, the restriction to U of each of the above
exact sequences has an X-flat right term, hence remains exact after arbitray base
change X 1 Ñ X by Proposition 4.5.7. In particular, they remain exact after restric-
tion to the fiber Ux; therefore the coherent sheaves BpDUxq,Z pDUxq and C pDUxq
are respectively naturally isomorphic to BpDqUx ,Z pDqUx , and C pDqUx , whence the
equalities
λpD, yq “ λpDUϕpyq , yq(a)
µpD, yq “ µpDUϕpyq , yq(b)
for all y P U .
Let E be the set of points y P Y such that λpD, yq and µpD, yq belong respectively
to N and M . Since the pointwise rank function of a given coherent sheaf on the
affinoid space Y takes only finitely many values, E is a constructible subset of Y .
Moreover we have in view of (a) and (b) the equality C X U “ E X U .
The pre-image σ´1pEq is a constructible subset of the integral affinoid space X .
Therefore, there exists a non-empty Zariski-open subset V ofX such that V Ă σ´1pEq
or V Ă Xzσ´1pEq. Now W :“ V X σ´1pUq is a non-empty Zariski-open subset of X .
From the equality C X U “ E X U it follows that W Ă σ´1pCq if V Ă σ´1pEq and
that W Ă Xzσ´1pCq otherwise.
10.5.4. Theorem. — Let ϕ : Y Ñ X be a morphism between k-analytic spaces and
let D “ pG Ñ F Ñ E ) be a complex of coherent sheaves on Y . The set A of points
of Y at which E is X-flat and D is fiberwise exact is a Zariski-open subset of Y .
Proof. — We are going to apply some of the general results described in 10.2, which
involve two categories F and C and a property Q as described in 10.2.1, and a functor
S as described in 10.2.4. We take for F the category of 3-term complexes of coherent
sheaves, for C the category of all analytic spaces, and for Q the exactness property.
We take for S the functor that sends a 3-term complex to its right term. We want
to prove assertion pβq of 10.2.8. Since assertion pγq of loc. cit. holds (this is Theorem
10.3.2), Lemma 10.2.22 ensures that it suffices to prove assertion pβ1q of 10.2.12; i.e.,
we can assume that Y and X are affinoid and Y Ñ X has a section σ, and we only
need to prove that σ´1pAq is a Zariski-open subset of X .
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Let A0 be the subset of Y consisting of points at which D is fiberwise exact. By
Theorem 10.5.3 (3), A0 is a constructible subset of Y and since Y is affinoid (hence
finite-dimensional), A0 is constructible by Proposition 10.1.12. By Theorem 10.3.2,
FlatpE {Xq is Zariski-open subset of Y . As a consequence, A “ A0 X FlatpE {Xq is a
constructible subset of Y , and σ´1pAq is thus a constructible subset of X .
Let pT, Zq be a pair of irreducible Zariski-closed subsets of X with T Ă Z and
T X σ´1pAq Zariski-dense in T ; we are going to prove that Z X σ´1pAq is Zariski-
dense in Z, which will yield to the Zariski-openness of A (Lemma 10.1.8 (3); see also
Remark 10.1.9).
By 1.5.16 (2) there exists a chain T0 “ T Ă T1 . . . Ă TcodimpT,Zq “ Z where every
Ti is an irreducible Zariski-closed subset of X and where we have codimpTi, Ti`1q “ 1
for all i ă codimpT, Zq. Hence we reduce by induction on codimension to the case
where codimpT, Zq “ 1. Note that since σ´1pAq X T is a Zariski-dense constructible
subset of T , it contains a non-empty Zariski-open subset of T (Lemma 10.1.8 (1);
see also Remark 10.1.9). Let rZ be the normalization of Zred. Choose an irreducible
component rT of rZ ˆZ T that dominates T (this exists by surjectivity of the scheme-
theoretic normalization map rZal Ñ Zal). Set rY “ Y ˆX rZ, let rA0 and rA be the
pre-images of A0 and A on rY , and let rσ : rZ Ñ rY denote the map induced by σ. Let B
be the set of points of rY at which E rY is rZ-flat and at whichD rY is fiberwise exact; since
the formation of the fiberwise exactness locus commutes to arbitrary base change, we
have rA Ă rA0XFlatpE rY { rZq “ B. As the intersection σ´1pAqXT contains a non-empty
Zariski-open subset of T , its pre-image rσ´1p rAq X rT under the finite dominant maprT Ñ T is Zariski-dense in rT ; hence rσ´1pBq X rT is a fortiori Zariski-dense in rT , and
it suffices to prove that this implies Zariski-density of the intersection rσ´1pBq X rZ inrZ. Indeed, assume that the latter holds. Then rσ´1p rA0q X rZ is a Zariski-dense subset
of rZ; since rZ Ñ Z is birational, it follows that σ´1pA0q X Z is Zariski dense in Z.
On the other hand, σ´1pFlatpE {XqqX T contains σ´1pAq XT , hence is Zariski-dense
in T and in particular non-empty; since σ´1pFlatpE {Xqq is a Zariski-open subset of
X , the intersection σ´1pFlatpE {Xqq X Z is a non-empty Zariski open subset of the
irreducible space Z, so σ´1pAqXZ “ σ´1pA0qXσ
´1pFlatpE {XqqXZ is Zariski-dense
in Z.
As a consequence, by performing base change from X to rZ and by considering the
pair prT , rZq we reduce to the case where Z “ X and X is integral and normal. Set
n “ dimX ; we then have dim T “ n´ 1.
The set T Xσ´1pAq contains a non-empty Zariski-open subset of T , so there exists
t P T such that dkptq “ n´ 1. By Example 3.2.10, both local rings OX,t and OXal,tal
are of dimension 1, hence are discrete valuation rings as X is normal. Let ̟ P OXpXq
be a function that generates mtal ; i.e., it is a uniformizing parameter of OXal,tal . As
mtalOX,t “ mt by Example 3.2.10, ̟ is a uniformizing parameter of OX,t as well.
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Let us endow T with its reduced structure, and let us choose a point x in X with
dkpxq “ n. By Remark 1.5.9, the point x is Zariski-dense in X and the point t is
Zariski-dense in T ; i.e., xal is the generic point of Xal and tal is the generic point of
T al. By Example 3.2.10, both local rings OX,x and OT,t are artinian, hence are fields
because X and T are reduced.
In order to prove that σ´1pAq is Zariski-dense, it suffices to prove that x P σ´1pAq.
Since t belongs to σ´1pAq, it belongs to σ´1pFlatpE {Xqq; the latter is thus a non-
empty Zariski-open subset of X , hence it contains x. It remains only to show that
x belongs to σ´1pA0q; i.e., D is fiberwise exact at σpxq. We shall need the following
flatness assertions:
(a) The local ring OYx,σpxq is flat over OY al,σpxqal .
(b) The local ring OYt,σptq is flat over OY al,σptqal{̟OY al,σptqal .
Let us first prove (a). The point σpxq belongs to IntpY {Xq by 1.3.21 (3) and OX,x
is a field; therefore OYx,σpxq is flat over OY,σpxq by Theorem 6.3.3. On the other hand,
OY,σpxq is flat over OY al,σpxqal (2.1.4), so OYx,σpxq is flat over OY al,σpxqal .
Let us now prove (b). The point σptq belongs to IntpY {Xq by 1.3.21 (3), hence
also to IntpY ˆX T {T q. Since the local ring OT,t is a field, Theorem 6.3.3 en-
sures that OpYˆXT qt,σptq “ OYt,σptq is flat over OYˆXT,σptq. The latter is itself
flat over OY alˆ
Xal
T al,σptqal , which is nothing but OY al,σptqal{̟OY al,σptqal because since
T al is reduced, it is defined by the equation ̟ “ 0 around its generic point tal.
Hence OYt,σptq is flat over OY al,σptqal{̟OY al,σptqal .
By assumption, σptq P A. Therefore, D is fiberwise exact at σptq and E is X-flat
at σptq. Fiberwise exactness of D at σptq means that DYt,σptq is exact. This implies
in view of (b) that
DalY al,σptqal bOY al,σptqal OY al,σptqal{̟OY al,σptqal
is exact too.
Since E is X-flat at σptq, Lemma 4.2.1 ensures that EY al,σptqal is flat over OXal,tal .
Applying Lemma 12.3.3.1 of [EGA IV3] with B “ OY al,σptqal , t “ ̟, and M,N ,
and P respectively equal to GY al,σptqal ,FY al,σptqal , and EY al,σptqal (which is possible
since EY al,σptqal has no non-zero ̟-torsion because it is flat over OXal,tal), we get
the exactness of the complex DY al,σptqal . Moreover the local ring OY al,σpxqal is a
localization of OY al,σptqal because x
al is a generalization of tal. It follows that the
complex DY al,σpxqal is exact. This implies in view of (a) that DYx,σpxq is exact.
10.5.5. Proposition. — Let ϕ : Y Ñ X be a morphism of k-analytic spaces and
let D “ pG Ñ F Ñ E q be a complex of coherent sheaves on Y . The set A of points
of Y at which E and F are X-flat and at which D is fiberwise exact is a Zariski-open
subset of Y on which D is exact.
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Proof. — It follows from Theorem 10.5.4 above and from Zariski-openness of the X-
flat locus of F (Theorem 10.3.2) that A is Zariski-open. It remains to prove that D
is exact on A.
We can assume that Y and X are affinoid. Let y be a point of A and let x be its
image in X . We shall prove that DY,y is exact. This can be proved after enlarging
the ground field, which allows us to assume that x is rigid. The local ring OYx,y is
then equal to OY,y{mxOX,x.
By our assumptions, the complex DY,y “ pGY,y Ñ FY,y Ñ EY,yq enjoys the follow-
ing properties:
‚ The OX,x-modules FY,y and EY,y are flat.
‚ The complex DY,y bOY,y OY,y{mxOY,y is exact.
A repeated application of Lemma 12.3.3.5 of [EGA IV3] ensures that the com-
plex DY,y bOY,y {m
n
xOY,y is exact for every n ą 0. As the complex DY,y only in-
volves finitely generated modules over the noetherian ring OY,y and as HpDY,y bOY,y
OY,y{mnxOY,yq “ 0 for all n ą 0, it follows from [EGA III2], 7.4.7.2 that
HpDY,yq bOY,y lim
Ð
OY,y{m
n
xOY,y “ 0.
Being finitely generated over OY,y, the module HpDY,yq is separated for the my-adic
topology and a fortiori for the mx-adic topology, so it is itself zero, which ends the
proof.
10.5.6. Theorem. — Let ϕ : Y Ñ X be a morphism of k-analytic spaces and let E
be a coherent sheaf on Y .
(1) The set A of points of Y at which E is fiberwise locally free is a constructible
subset of Y .
(2) The set B of points of Y at which E is X-flat and fiberwise locally free is a
Zariski-open subset of Y over which E is locally free.
Proof. — We may assume that Y and X are affinoid. Let y be a point of Y .
We set r “ rkypE q and we choose r global sections f1, . . . , fr of E on Y such
that pf1pyq, . . . , frpyqq is a basis of EH pyq; let ℓ be the morphism O
r
Y Ñ E that
is induced by the fi’s. Let E be the set of z P Y such that ℓYϕpzq is an isomorphism
at z. By assertion (3) of Theorem 10.5.3, E is a constructible subset of Y .
If y P A, the constructible subset E of Y contains y, and it is included in A
by definition. Now assume that y R A. Let F be the set of points z of Y such
that rkzpE q “ r. It is a constructible subset of Y which contains y. Let V be the
complement of SupppCoker ℓq; it is a Zariski-open subset which contains y. Let G be
the set of z P Y at which ℓYϕpzq is not an isomorphism. By assertion 10.5.3 (3) G is a
constructible subset of Y , and it contains y since y R A. Now consider z P F XV XG.
The rank rkzpE q is equal to r and ℓYϕpzq is surjective at z; if EYϕpzq were locally free
at z, then ℓYϕpzq would be an isomorphism at z, which would contradict the assumption
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that z P G. Therefore, the set FXV XG is a constructible subset of Y which contains y
and is included in Y zA. Assertion (1) then follows by quasi-compactness of Y for the
constructible topology (10.1.7).
Assume that y P B. Let U be the X-flat locus of E ; it is a Zariski-open subset
of Y by Theorem 10.3.2. It follows from Lemma 4.5.8 that ℓ is an isomorphism at
every point of U X E. This shows that the constructible set U X E is open, hence
Zariski-open by [Ber93], Cor. 2.6.6, and that E is locally free on UXE. Hence UXE
is a Zariski-open subset of Y containing y, contained in B, and on which E is locally
free; this proves (2).
10.6. Regular sequences
Motivated by the study of the fiberwise CI property, we introduce in this section
the notion of a regular sequence with respect to a coherent sheaf (but we shall in fact
mainly use it for the structure sheaf). The main result is Proposition 10.6.4 below,
which investigates the locus of “fiberwise regularity” of a given sequence. Its proof
is quite easy modulo our preceding work on fiberwise homology (Theorem 10.5.3 and
Proposition 10.5.5), and some basic results on flatness (Proposition 4.5.7 and Lemma
4.5.10).
10.6.1. Definition. — Let X be a k-analytic space, let F be a coherent sheaf
on X , and let pg1, . . . , gnq be a family of analytic functions on X . For every i, we
set Fi “ OX{pg1, . . . , gi´1q, and we denote by hi the endomorphism a ÞÑ gia of Fi.
Let x be a point of X at which all the fi’s vanish. The sequence pg1, . . . , gnq is called
F -regular at x if every hi is injective at x. We shall say often say regular instead of
OX -regular.
10.6.2. Basic properties. — We keep the notation of Definition 10.6.1. If V is an
analytic domain of X containing x, then pgiq is regular at x if and only if pgi|V q is
regular at x. If V is good, this is equivalent to requiring that pfiq is a regular sequence
of the module FV,x over the noetherian local ring OV,x ; since the latter property is
invariant under any permutation of the gi’s, the property of pg1, . . . , gnq being regular
at x is invariant under any permutation of the gi’s.
10.6.3. — Let Y Ñ X be a morphism between k-analytic spaces, let F be a coherent
sheaf on Y . Let y be a point of Y and let x be its image in X . Let pf1, . . . , fnq be a
family of analytic functions on Y vanishing at y. We shall say that pfiq is fiberwise
F -regular at y (or fiberwise regular at y if F “ OY ) if the family pfi|Yxq of analytic
functions on the H pxq-analytic space Yx is FYx-regular at y.
Let I be a coherent sheaf of ideals on Y containing the fi’s. It gives rise to
two a priori different objects on the fiber Yx: its pull-back IYx on Yx as an abstract
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coherent sheaf, and a coherent sheaf of ideals on Yx, namely the image of the natural
map IYx Ñ OYx , which is not injective in general.
We say that the fi’s generate I fiberwise at y as a coherent sheaf if the fi|Yx ’s
generate I|Yx at y. This is equivalent to the fact that the fi’s generate I at y
(consider the morphism paiq ÞÑ
ř
aifi from OnY to I and apply 2.5.4).
We say that the fi’s generate I fiberwise at y as an ideal sheaf if the fi|Yx ’s
generate the image of IYx Ñ OYx at y. Of course, if the fi’s generate I fiberwise
at y as a coherent sheaf they generate it fiberwise at y as an ideal sheaf, but the
converse is not true in general.
10.6.4. Proposition. — Let Y Ñ X be a morphism of k-analytic spaces, and let I
be a coherent sheaf of ideals on Y . Let pf1, . . . , fnq be a family of analytic functions
on Y that belong to I , and let Z denote the closed analytic subspace of Y defined by
I .
(1) The set of points of Z at which pfiq is fiberwise regular and generates I fiberwise
as an ideal sheaf is a locally constructible subset of Z.
(2) Let y be a point of Z at which Y is X-flat. The following are equivalent:
(i) pfiq generates I fiberwise as an ideal sheaf at y, is fiberwise regular at y,
and Z is X-flat at y.
(ii) pfiq generates I at y and is fiberwise regular at y.
(3) If Y is X-flat, the locus of validity in Z of the equivalent properties (i) and (ii)
of (2) is a Zariski-open subset of Z.
Proof. — For every i, we denote by Fi the coherent sheaf OY {pf1, . . . , fi´1q and by hi
the endomorphism a ÞÑ fia of Fi.
Let us prove (1). Denote by D the complex
OnY
paiqÞÑ
ř
aifi // OY // OY {I // 0
of coherent sheaves on Y . Let y be a point of Z. The family pf1, . . . , fnq generates I
fiberwise as an ideal sheaf at y if and only if D is fiberwise exact at y, and pf1, . . . , fnq
is fiberwise regular at y if and only if every hi is fiberwise injective at y. Therefore
assertion (1) comes from Theorem 10.5.3.
Let us now prove (2). Suppose that (i) holds. Since Z is X-flat at y, the coherent
sheaf OY {I is X-flat at y. It follows then from Proposition 4.5.7 (2) that the exact
sequence
0Ñ I Ñ OY Ñ OY {I Ñ 0
is fiberwise exact at y; hence the natural map IYϕpyq Ñ OYϕpyq is injective at y.
Therefore the fi’s generate I|Yϕpyq at y; this implies that they generate I at y
(10.6.3), so (ii) holds. Suppose conversely that (ii) holds. Since the fi’s generate I
at y, they generate it fiberwise as an ideal sheaf at y. Since all hi’s are fiberwise
injective at y and sOY is X-flat at y, a repeated application of Lemma 4.5.10 ensures
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that OY {pf1, . . . , fnq is X-flat at y. But since the fi’s generate I at y, this means
that Z is X-flat at y, so (i) holds.
Let us now prove (3). We denote by K the cokernel of
OnY
paiqÞÑ
ř
aifi // I .
The locus of validity of (ii) on Z is the set of points of Z at which the following
properties are satisfied:
(a) K is zero;
(b) every hi is fiberwise injective.
Since OY is X-flat, a repeated application Lemma 4.5.10 shows that at every
point of Z at which (b) is true, the coherent sheaves Fi are X-flat. Therefore (b) is
equivalent to
(c) every Fi is X-flat and every hi is fiberwise injective.
The locus of validity of (a) on Z is Zariski-open, and that of (c) is also Zariski-
open by Proposition 10.5.5. Therefore the set of points of Z at which the equivalent
conditions (i) and (ii) are fulfilled is Zariski-open.
10.7. The main theorem
This section is essentially devoted to the (lengthy) proof of Theorem 10.7.2. The
latter establishes the local constructibility of the loci of fiberwise validity of the usual
algebraic properties, as well as Zariski-openness results under extra assumptions (al-
ways involving flatness), thus providing analytic counterparts of classical scheme-
theoretic results (which we do not use in the proof); cf. the following statements of
[EGA IV3]:
‚ Prop. 9.9.2 (iv) (v) (vii) (viii) (ix);
‚ Prop. 9.9.4 (i) (ii) (iii) (iv);
‚ Thm. 12.1.1 (v) (vi) (vii);
‚ Thm. 12.1.6 (i) (ii) (iii) (iv);
‚ Cor. 12.1.7.
We then prove two additional theorems. The first one is Theorem 10.7.4, which
essentially asserts that some of the constructible loci exhibited at various parts of
this memoir (Theorem 10.4.3, Proposition 10.4.4 Theorem 10.7.2) are algebraizable
as soon as the source space Y and all data living on it are algebraizable and the map
Y Ñ X under investigation is not too “widely analytic”. The proof is quite easy and
consists in reducing to Theorem 10.7.2 by using GAGA and the extension of coherent
sheaves (for dense open immersions in scheme theory).
The second one is Theorem 10.7.5, which roughly speaking turns all local con-
structibility or Zariski-openness assertions of Theorem 10.7.2 into local constructibil-
ity or Zariski-openness assertions on the target when the map involved is proper. It
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rests on Kiehl’s theorem on the direct images of coherent sheaves by a proper map
(which ensures that a proper map is closed for the Zariski topologies involved; see
1.3.23) and on our “proper Chevalley theorem” (Theorem 10.1.15).
10.7.1. Lemma. — Let X be a k-analytic space, let Y be its non-regular locus and
let E be a coherent sheaf on X. Let x be a point of X and let m be a non-negative
integer.
(1) For any n, the subset Un of X consisting of points at which codepth of E at x
is bounded above by n is a Zariski-open subset of X.
(2) The coherent sheaf E is Sm at x if and only if
codimxpXzUn, SupppE qq ą n`m
for every n.
(3) The space X is Rm at x if and only if codimxpY,Xq ą m.
Proof. — We can assume that X is affinoid. By GAGA principles (Lemma 2.4.6 and
1.5.16 (2)) we reduce to the corresponding scheme-theoretic statements on Xal.
Now (1) comes from the fact that Xal is isomorphic to a closed subscheme of a
regular scheme (see 2.2.4 (1)) and from a theorem by Auslander; cf. [EGA IV2],
Prop. 6.11.2 (i). Assertion (2) comes from from Prop. 5.7.4 (i) of [EGA IV2], and
assertion (3) from the definition of an Rm-scheme.
10.7.2. Theorem. — Let X be a k-analytic space, let Y be an X-analytic space,
let E be a coherent sheaf on Y , let n and d be two non-negative integers. Let us
consider the following subsets of Y (fiberwise notions are understood with respect
to X).
‚ The set An of points at which E is fiberwise of codepth n.
‚ The set A1n of points at which E is X-flat and fiberwise of codepth ď n.
‚ The set A8 of points at which E is fiberwise CM.
‚ The set A18 of points at which E is X-flat and fiberwise CM; i.e., CM over X
in the sense of Definition 8.4.1.
‚ The set Bn of points at which E is fiberwise Sn.
‚ The set B1n of points at which E is X-flat and fiberwise Sn.
‚ The set C of points at which Y is fiberwise Gorenstein.
‚ The set C 1 of points at which Y is X-flat and fiberwise Gorenstein.
‚ The set D of points at which Y is fiberwise CI.
‚ The set D1 of points at which Y is X-flat and fiberwise CI.
‚ The set En of points at which Y is fiberwise geometrically Rn.
‚ The set E1n of points at which Y is X-flat and fiberwise geometrically Rn
‚ The set E8 of points at which Y is fiberwise quasi-smooth.
‚ The set E18,d of points at which Y is quasi-smooth of relative dimension d
over X.
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‚ The set E18 of points at which Y is quasi-smooth over X.
‚ The set ∆ of points at which Y is fiberwise geometrically reduced.
‚ The set ∆1 of points at which Y is X-flat and fiberwise geometrically reduced.
‚ The set Θ of points at which Y is fiberwise geometrically normal.
‚ The set Θ1 of points at which Y is X-flat and fiberwise geometrically normal.
The sets An, A8, Bn, C, D, En, E8, ∆, and Θ are locally constructible (hence
constructible if Y is finite dimensional, by Proposition 10.1.12), and the sets A1n, A
1
8,
C 1, D1, E18,d, and E
1
8 are Zariski-open. If SupppE q is purely of relative dimension d
over X, then B1n is Zariski-open too. If Y is purely of relative dimension d over X,
then E1n,∆
1, and Θ1 are Zariski-open too.
Proof. — By Remark 2.3.6, the G-local constructibility of ∆ will follow from that
of B1 and E0, and the G-local constructibility of Θ will follow from that of B2 and
E1; analogously, the Zariski-openness of ∆
1 and Θ1 in the equidimensional case will
respectively follow from that of B11 and E
1
0, and from that of B
1
2 and E
1
1.
10.7.2.1. Study of An, A
1
n, C, and C
1: first reductions. — Let us denote by Aďn the
set of points of Y at which E is fiberwise of codepth ď n. Instead of proving directly
the constructibility of An, we shall prove that of Aďn; this will clearly imply the
former one because An “ AďnzAďn´1.
We are going to apply some of the general results in 10.2, which involve two cate-
gories F and C and a property Q as in 10.2.1, and a functor S as in 10.2.4. For the
study of Aďn and A
1
n, we take F to be the category Coh, C to be the category of all
analytic spaces, and for Q to be the property of being of codepth ď n, and S to be
the identity functor. For the study of C and C 1, we take F to be the category T, C
to be the category of all analytic spaces, Q to be the property of being of Gorenstein,
and S to be the functor that sends any analytic space to its structure sheaf.
In both cases, we are interested in assertions pαq and pβq of 10.2.8. Since assertion
pγq of loc. cit. holds (this is Theorem 10.3.2), Lemma 10.2.22 ensures that it suffices
to prove assertion pβ1q of 10.2.12. And as far as Aďn and A
1
n are concerned, it even
suffices to prove assertion pβ5q of loc. cit., in view of Lemma 10.2.19 and Remark
10.2.20.
More explicitly, those reductions mean that we can assume that Y and X are
affinoid and the morphism Y Ñ X has a section σ, and we have to prove the following:
(1) If Y is X-flat then σ´1pA1nq is a Zariski-open subset of X .
(2) The subset σ´1pC 1q of X is Zariski-open (without any flatness assumption on
Y ).
10.7.2.2. Some homological computations. — We fix a non-negative integer d such
that the relative dimension of SupppE q overX is bounded above by d (if SupppE q ‰ H
one can take d “ dim SupppE q). Choose a resolution
Fd`1 Ñ Fd Ñ . . .Ñ F1 Ñ F0 Ñ σ˚OX Ñ 0,
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where the Fi’s are free OY -modules of finite rank, and let F denote the complex
Fd`1 Ñ Fd Ñ . . .Ñ F1 Ñ F0 Ñ F´1 “ 0.
Let x be a point of X such Y is X-flat at σpxq. For any i P t0, . . . , du we have
natural isomorphisms
ExtiOYx,σpxqpH pxq,EYx,σpxqq » Hi
`
HompFYx,σpxq,EYx,σpxqq
˘
(a)
» Hi pH ompFYx ,EYxqqσpxq(b)
» Hi pH ompF,E qYxqσpxq(c)
Indeed, since Y is X-flat at σpxq, so is Fi for every i (because it is free over OY ):
morevoer, σ˚X is X-flat (everywhere). Proposition 4.5.7 then ensures that
Fd`1,Yx,σpxq Ñ Fd,Yx,σpxq Ñ . . .Ñ F1,Yx,σpxq Ñ pσ˚OXqYx,σpxq Ñ 0
is exact. Isomorphism (a) now follows since Fi,Yx,σpxq is for every i a free OYx,σpxq-
module (because Fi is free overOY ) and the OYx,σpxq-module pσ˚OXqYx,σpxq is nothing
but the residue field H pxq of OYx,σpxq. Isomorphism (b) comes from the coherence of
the sheaves involved, and isomorphism (c) is due to the fact that H ompFi,E qYx “
H ompFi,Yx ,EYxq for every i, again by freeness of Fi.
We thus have
ExtiOYx,σpxqpH pxq,EYx,σpxqq » Hi pH ompF,E qYxqσpxq(d)
“ Hi pH ompF,E qYxqH pxq(e)
(equality (e) comes from the fact that the OYx,σpxq-module Hi pH ompF,E qYxqσpxq is
in fact an H pxq-vector space by (d)). In view of the description of depth through
Ext functors (cf. Thm. 16.7 of [Mat86]), we deduce from (d) that
(f) depthOYx,σpxqEYx,σpxq “ inf
!
i| Hi pH ompF,E qYxqσpxq ‰ 0
)
(note that this is true even if EYx,σpxq “ 0 because in this case its depth is equal to
`8).
10.7.2.3. — Let a be an element of P t0, . . . , d ` 1u, and let Fďa be the truncated
complex Fa Ñ Fa´1 Ñ . . . Ñ F1 Ñ F0 Ñ F´1 “ 0. We denote by Λa the subset
of Y consisting of points at which H ompFďa,E q is fiberwise exact and E is X-flat.
For every i P t´1, . . . , d ` 1u, the coherent sheaf Fi is free over OY , hence
H ompFi,E q is a direct sum of finitely many copies of E . Moreover, since F0 surjects
onto σ˚OX , it is of positive rank as soon as X ‰ ∅, which is always the case when
Y ‰ ∅. We have therefore the equality
FlatpE {Xq “ FlatpH ompF0,E q{Xq “
č
´1ďiďa
FlatpH ompFi,E q{Xq.
We can therefore describe Λa as the subset of Y consisting of points at which the
complex H ompFďa,E q is fiberwise exact and at which every sheaf involved in this
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complex is X-flat. It follows then from Theorem 10.5.4 that Λa is a Zariski-open
subset of Y .
10.7.2.4. Proof of assertion (1) of 10.7.2.1. — We assume that Y is X-flat, and we
are going to prove that σ´1pA1nq is a Zariski-open subset of X . Let us begin with a
remark. If y is a point of Y and if x denotes its image in X , we define the fiberwise
depth of E at y as the depth of the OYx,y-module EYx,y. If y R SupppE q, this fiberwise
depth is equal to `8; if y P SupppE q, it is bounded by dimKrull OSupppE qx,y, hence by
d in view of Corollary 3.2.9.
Let m be an integer such that 0 ď m ď d. We denote by Fm the subset of Y
consisting of points at which E is X-flat and of fiberwise depth ě m. Let us first
show that σ´1pFmq is a Zariski-open subset of X . Let x be a point of X . By equation
(f) of 10.7.2.2, σpxq P Fm if and only if the two following conditions are fulfilled:
(i) The complex H ompFďm`1,E q is fiberwise exact at σpxq.
(ii) The coherent sheaf E is X-flat at σpxq.
Otherwise said, σ´1pFmq “ σ
´1pΛm`1q. Since Λm`1 is a Zariski-open subset of Y
(10.7.2.3), σ´1pFmq is Zariski-open subset of X , as desired.
For every δ P Zě0, we denote by Hδ, resp. Hďδ, the set of points of SupppE q at
which the relative dimension of SupppE q over X is equal to δ (resp. ď δ). By Zariski-
semi-continuity of the relative dimension ([Duc07b], Thm. 4.9), the sets Hďδ and
Hδ are respectively Zariski-open and constructible in SupppE q.
Let x P σ´1pSupppE qq. Let δ and m be respectively the relative dimension and the
fiberwise codepth of SupppE q at σpxq. Since H pσpxqq “ H pxq, the Krull dimension
of OSupppE qx,σpxq is equal to δ (Corollary 3.2.9); the fiberwise codepth of E at σpxq is
thus equal to δ ´m.
As a consequence,
σ´1pA1nq “
`
Xzσ´1pSupppE qq
˘ď č
δďd,mďd,δ´mďn
σ´1pFm XHďδq.
We have seen that σ´1pFmq is a Zariski-open subset of X for every m ď d,
and that Hďδ is a Zariski-open subset of SupppE q for every δ. ThereforeŞ
δďd,mďd,δ´mďn σ
´1pFm X Hďδq is a Zariski-open subset of σ
´1pSupppE qq, so
σ´1pA1nq is a Zariski-open subset of X . We have thus proved assertion (1) of 10.7.2.1.
10.7.2.5. Proof of assertion (2) of 10.7.2.1. — The affinoid space Y is no longer
assumed to be X-flat, and we are going to prove that σ´1pC 1q is a Zariski-open subset
of X . We will use the results and notation of 10.7.2.1, 10.7.2.2 10.7.2.3, and 10.7.2.4
for E “ OY ; so d,Hδ, Hďδ, and Fm refer from now on to the fiberwise dimension and
depth of Y over X , and Λa involves the complex H ompFďa,OY q.
We fix an integer δ ď d, and we are going to show that σ´1pC 1 X Hδq is a
Zariski-open subset of X , which will be sufficient since X “
Ť
δďd σ
´1pHδq. Let
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U be the subset of X consisting of points x such that σpxq P Hďδ and the H pxq-
vector space ExtiOYx,σpxqpH pxq,OYx ,σpxqq “ Hi pH ompF,E qYxqσpxq (see equation (d)
of 10.7.2.2) has rank 0 for i ă δ and rank 1 for i “ δ.
Let x be a point of U . The depth of OYx,σpxq is equal to δ by equation (f) of
10.7.2.2; therefore the Krull dimension of that ring is at least δ. Since dimσpxq Yx ď δ
by definition of U , it follows from Corollary 3.2.9 that
dimKrull OYx,σpxq “ dimσpxq Yx “ δ.
We thus see that U X σ´1pFlatpY {Xqq coincides with σ´1pC 1 XHδq; it remains to
show that U X σ´1pFlatpY {Xqq is a Zariski-open subset of X . By definition of U and
equation (f) of 10.7.2.2 we have the equality
U X σ´1pFlatpY {Xqq “ σ´1pHďδ X FlatpY {Xq X V X V
1q,
where:
‚ V is the subset of Y consisting of points at which the complex
H ompFďδ`1,OY q
is fiberwise exact in degrees ă δ.
‚ V 1 is the subset of Y consisting of points y such that
rkypHδpH ompF
ďδ`1
Yx
,EYxqqq “ 1,
with x the image of y in X .
But we also have
U X σ´1pFlatpY {Xqq “ σ´1pHďδ X FlatpY {Xq X V X V
2q
where V 2 is the set of points y of Y such that
rkypHδpH ompF
ďδ`1
Yx
,EYxqqq ď 1,
for x the image of y in X .
Indeed, let x be a point of σ´1pHďδ XFlatpY {XqXV XV
2q. The Krull dimension
of OYx,σpxq is bounded above by δ, so its depth is too. Now since σpxq P V , it follows
from equation (e) and (f) of 10.7.2.2 that the depth of OYx,σpxq is ě δ. It is therefore
equal to δ, which implies by 10.7.2.2 that
HδpH ompF
ďδ`1
Yx
,EYxqqH pxq ‰ 0.
As a consequence, rkσpxqpHδpH ompF
ďδ`1
Yx
,EYxqqq “ 1 and the point x belongs to
σ´1pHďδ X FlatpY {Xq X V X V
1q, whence our claim.
We know that Hďδ is a Zariski-open subset of Y . The intersection V XFlatpY {Xq
is nothing but the subset Λδ of Y , which is Zariski-open (10.7.2.3). It follows
from Proposition 4.5.7 (4) (and from the fact that FlatpY {Xq Ă
Ş
i FlatpFi{Xq,
see 10.7.2.3) that V 2 X FlatpY {Xq is the set of points y of FlatpY {Xq such that
rkypHδpH ompF,OY qqq ď 1. By Zariski-upper semi-continuity of the pointwise rank
of a coherent sheaf (and Theorem 10.3.2), W 2 X FlatpY {Xq is a Zariski-open subset
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of Y . This implies that Hďδ X FlatpY {Xq XW XW
2 is a Zariski-open subset of Y ;
therefore
σ´1pC 1 XHδq “ U X σ
´1pFlatpY {Xqq “ σ´1pHďδ X FlatpY {Xq X V X V
2q
is a Zariski-open subset of X , and assertion (2) of 10.7.2.1 is proved.
10.7.2.6. Study of A8 and A
1
8. — By arguing G-locally on Y we may assume that
it is good and that there is an integer δ such that dim Yx is bounded by δ for every
x P X ; we then also have dimKrull OYx,y ď δ for every y P Yx (Corollary 3.2.9). We
thus see that Am “ Y for m ą δ. As a consequence,
A8 “
č
mďδ
Am, A
1
8 “
č
mďδ
A1m.
We have already proven that the Am’s are locally constructible, and that the A
1
m are
Zariski-open. Therefore A8 is locally constructible, and A
1
8 is Zariski-open.
10.7.2.7. Study of Bn and B
1
n. — We begin with the local constructibility of Bn.
By arguing locally, we may assume that Y is finite-dimensional. Under this assump-
tion, the subset Am of Y is empty for all but finitely many m, and any G-locally
constructible subset of Y is constructible by Proposition 10.1.12. It follows then from
the (G-local) constructibility of Am for every m (which has already been proved),
Lemma 10.7.1 (2), and the (G-local) constructibility of the fiberwise codimension
function (Proposition 10.4.4) that Bn is constructible.
Let us assume now that SupppE q is of pure relative dimension d over X , and let
us prove that B1n is open. We are going to apply some of the general results in 10.2,
which involve two categories F and C and a property Q as in 10.2.1, and a functor S
as in 10.2.4. We take F to be the category Coh, C to be the category of all analytic
spaces, Q to be the property of being of Sn, and S to be the identity functor. We are
interested in assertion pβq of 10.2.8. Since assertions pαq and pγq of loc. cit.already
hold (pαq is the G-local constructibility of Bn we have just established, and pγq is
Theorem 10.3.2), Lemma 10.2.23 ensures that it is sufficient to prove assertion pβ5q
of 10.2.12; i.e., we may assume that Y and X are affinoid and E is X-flat (the
proof of Lemma 10.2.23 only involves arguing G-locally, hence it does not modify the
dimension of SupppE q Ñ X).
Let m be a non-negative integer. We have already proved that A1m is Zariski-
open; hence Y zA1m is a Zariski-closed subset of Y which is contained in SupppE q.
Let Jm be the set of points of SupppE q at which the fiberwise codimension of Y zA
1
m
in SupppE q is ą n ` m. By Zariski-upper semi-continuity of the dimension of a
morphism ([Duc07b], Thm. 4.9), and because SupppE q Ñ X is of pure dimension d,
the subset Jm of Y is Zariski-open in the Zariski-closed subset SupppE q; note that
it is equal to the whole of SupppE q for large enough m. By Lemma 10.7.1 (2) and
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X-flatness of E , the set B1n is equal to
pY zSupppE qq
ď č
m
Jm
and hence is Zariski-open in Y .
10.7.2.8. Study of D and D1. — We may assume that Y and X are affinoid. Under
this assumption, there exists an affinoid X-space X 1 which is flat with regular fibers,
such that Y can be identified (over X) with a closed analytic subspace of X 1; one can
take for example X 1 to be the product of X and a suitable compact polydisc, but we
want to emphasize that what follows holds for an arbitrary such X 1. Let I be the
ideal sheaf on X 1 that corresponds to Y ; we fix a system of global sections f1, . . . , fn
generating I .
For every J Ă t1, . . . , nu, let PJ be the set of points of Y at which pfiqiPJ gener-
ates I fiberwise as an ideal (10.6.3) and at which pfiqiPJ is fiberwise regular (Defini-
tion 10.6.1). It follows from Proposition 10.6.4 (1) that PJ is a constructible subset
of Y .
Let us prove that D is the union of the PJ ’s, hence is constructible. Let y be a point
of
Ť
PJ and let x be its image in X . By assumption, there exists J such that pfiqiPJ
is a regular sequence of the regular local ring OX1x,y and OYx,y “ OX1x,y{pfiqiPJ . Then
OYx,y is CI by definition, hence y P D. Assume conversely that y lies on D. Let J be
a minimal subset of t1, . . . , nu such that the fi’s for i P J generate I fiberwise at y;
i.e., the fi’s for i P J generate the kernel of OX1x,y Ñ OYx,y. Since y P D, the local
ring OYx,y is CI. Since OX1x,y is regular, the family pfiqiPJ is a regular sequence of the
local ring OX1x,y, cf. [Mat86], 17.4(iii), (1) ô (3); i.e., pfiqiPJ is fiberwise regular at
y and y P PJ .
Now D1 “ DXFlatpY {Xq. By the above, D1 is the union of the FlatpY {XqXPJ ’s
for J Ă t1, . . . , nu. Since X 1 Ñ X is flat, FlatpY {Xq X PJ is a Zariski-open subset
of Y for every J by Proposition 10.6.4. Therefore D1 is a Zariski-open subset of Y .
10.7.2.9. Study of En, E
1
n, E8, E
1
8 and E
1
8,d. — For every δ, let E8,δ be the set of
points of Y at which Y is fiberwise quasi-smooth of dimension δ. This is the set of
points at which Y Ñ X is of dimension δ and ΩY {X has fiber rank δ; it is therefore
locally constructible by Theorem 4.9 of [Duc07b]. Now E8 is the union of all E8,δ’s;
since any compact analytic domain of Y intersects only finitely many E8,δ’s, we see
that E8 is locally constructible.
The set E18,d is the intersection of two subsets of Y :
‚ the set E8,d, which we have just seen is constructible;
‚ the X-flatness locus of Y , which is Zariski-open by Theorem 10.3.2.
Therefore E18,d is locally constructible. By Corollary 5.3.7, it is also open; it is
therefore Zariski-open by Lemma 10.1.10 (4). It follows that E18 “
Ť
δ E
1
8,δ is Zariski-
open.
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For any x P X , the intersection E8 X Yx is nothing but the set E
1
8 understood
with respect to the map Yx Ñ M pH pxqq: it is thus Zariski-open in Yx (this was
already known; see [Duc09], Prop. 6.6). By Lemma 10.7.1 (3), one can describe En
as the set of points of Y at which the fiberwise codimension of Y zE8 in Y is ą n.
By Proposition 10.4.4, this is a constructible subset of Y .
Let us assume now that Y is of pure relative dimension d over X , and let us prove
that E1n is open. We are going to apply some of the general results in 10.2, which
involve two categories F and C and a property Q as in 10.2.1, and a functor S as in
10.2.4. We take F to be the category T, C to be the category of all analytic spaces,
Q to be the property of being geometrically Sn, and S the functor that sends any
analytic space to its structure sheaf. We are interested in assertion pβq of 10.2.8.
Since assertions pαq and pγq of loc. cit.already hold (pαq is the G-local constructibility
of En we have just established, and pγq is Theorem 10.3.2), Lemma 10.2.23 ensures
that it is sufficient to prove assertion pβ5q of 10.2.12; i.e., we may assume that Y and
X are affinoid and Y is X-flat (the proof of Lemma 10.2.23 only involves arguing
G-locally, hence it does not modify the dimension of Y Ñ X).
Now as Y Ñ X is flat, the constructible subset E8 is equal to E
1
8, hence is Zariski-
open by the above. By Lemma 10.7.1 (3), one can describe E1n as the set of points
of Y at which the fiberwise codimension of Y zE8 in Y is ą n. The relative dimension
of Y Ñ X is equal to d everywhere, and the relative dimension of Y zE8 Ñ X is
Zariski-upper semi-continuous by Thm. 4.9 of [Duc07b] (we use the fact that Y zE8
is a Zariski-closed subset of Y ). It follows that E1n is a Zariski-open subset of Y .
10.7.3. Remark. — We have proved the Zariski-openness of B1n, E
1
n, ∆
1, and Θ1
only under the assumption that Y Ñ X is equidimensional. We think that this
is not optimal. For instance, in scheme theory, the analogues of ∆1 and Θ1 (for a
finitely presented morphism between noetherian schemes) are Zariski-open without
any assumption on the dimension ([EGA IV3], Thm. 1.2.4 (iv) and (v)), and so is
the analogue of B1n when E “ OY (Thm. 2.2.6 (i) of op. cit.). Note nevertheless that
there is a counter-example to the scheme-theoretic version of Zariski-openness of E11
when one allows non-equidimensional fibers (op. cit., Rem. 12.1.8 (ii)), which can be
turned into a counter-example to Zariski-openness of E11 in our setting by endowing
the ground field with the trivial absolute value and applying GAGA principles.
In order to get stronger statements, we should probably investigate carefully the
variation of the number of (local) geometric irreducible or embedded components on
which a point lies it its fiber, which in turn woud require for the “spreading out”
process a deeper understanding of the links between the local rings of a generic fiber
and those of the source space, far beyond Theorem 6.3.3.
We are now going to show that most constructible loci considered in this memoir
tend to be algebraizable when one starts from algebraic data.
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10.7.4. Theorem. — Let V be a k-affioid space, ant let Y be a V al-scheme locally
of finite type; set Y “ Y an. Let ϕ : Y Ñ X be a morphism of k-analytic spaces such
that (at least) one of the following assertions holds:
(A) The morphism ϕ is the composition of the structure map Y Ñ V and an arbi-
trary morphism V Ñ X.
(B) There exists a k-affinoid space U , a morphism V Ñ U , and a scheme X locally
of finite type over Ual such that X “ X an and ϕ is induced by an Ual-map
Y Ñ X .
Let E be a coherent sheaf on Y and let E and F be two locally constructible subsets of
Y with F Ă E. Assume moreover that E arises from an algebraic coherent sheaf on
Y , and both E and F arise from locally constructible subsets of Y ; i.e., Eal and F al
are locally constructible, E “ pEalqan and F “ pF alqan. Let n and d be two integers.
(1) The following subsets of Y are of the form P an, for P a locally constructible
subset of Y (note that such a P is constructible as soon as Y is of finite type,
or more generally finite-dimensional, see Remark 10.1.13).
(1a) The set of points y such that dimy ϕ “ d.
(1b) The subset of E
ϕ
consisting of points at which the fiberwise dimension of
E
ϕ
over X belongs to a given subset of Zě0; in particular, E
ϕ
iself.
(1c) The subset of E
ϕ
consisting of points at which the fiberwise codimension
of F
ϕ
in E
ϕ
belongs to a given subset of Zě0 Y t`8u.
(1d) The sets An , A8, Bn, C,D, En, E8, ∆, and Θ of Theorem 10.7.2.
(2) The following sets are of the form P an, for P a Zariski-open subset of Y :
(2a) The set of points y such that dimy ϕ ď d.
(2b) The set of points at which E is X-flat.
(2c) The sets A1n , A
1
8, C
1, D1, E18,d, and E
1
8 of Theorem 10.7.2.
(2d) The sets E1n, ∆
1, and Θ1 of Theorem 10.7.2 if ϕ is of pure relative dimen-
sion d.
(2e) The set B1n of Theorem 10.7.2 if SupppE q Ñ X is of pure relative dimen-
sion d.
Proof. — In case (A), the theorem is local on Y , and we can thus assume that the
latter admits a proper compactification Y over V al.
In case (B), the theorem is local on Y and X . We can thus assume that X admits
a proper compactification X over Ual, and that Y Ñ X ˆUal V
al admits a proper
compactification Y .
Hence in both cases we can assume that Y admits a proper compactification Y over
V al, and that ϕ extends to a morphism Y
an
Ñ X (for achieving this in case (B) one
first needs to replace X with X ); note that Eal and F al are now constructible since
Y is of finite type over V al. By [EGA I], Cor. 9.4.8, the coherent sheaf on Y from
which E arises can be extended to a coherent sheaf on Y ; hence E can be extended
to a coherent sheaf E on Y
an
. Moreover, E and F remain constructible inside Y
an
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(in contrast with non-transitivity of the analytic Zariski-topology in general) because
Eal and F al are constructible in Y .
By replacing the scheme Y with Y and the coherent sheaf E with E (and still
working with E and F ), we reduce to the case where Y is proper, except possibly for
(2d) and (2e), because the relative equidimensionality property they require might
be lost. Now, modulo GAGA:
‚ Cases (1a) and (2a) come from Zariski-upper semi-continuity of the relative
dimension ([Duc07b], Thm. 4.9), case (1b) from Theorem 10.3.2, and cases
(1c) and (2c) from Theorem 10.7.2.
‚ Cases (1c) and (1d) come respectively from Theorem 10.4.3 and Proposition
10.4.4.
It remains to consider cases (2d) and (2e) (the scheme Y is no longer assumed to
be proper). We already know that the sets considered in (1d) and (2b) are of the
form P an for P a locally constructible subset of Y ; it follows that the sets considered
in (2d) and (2e) are also of this form. Moreover, they are Zariski-open by Theorem
10.7.2; in particular, they are open in Y an. But if P is a locally constructible subset
of Y such that P an is open in Y an, then P is open in Y by [Ber93], Cor. 2.6.6 (which
is stated for the case of a constructible subset, but extends to the locally constructible
case by arguing locally), hence we are done.
We end this section by showing that if one starts from a proper map, one can get
some local constructibility and Zariski-openness results on the target.
10.7.5. Theorem. — Let X be a k-analytic space and let Y be a proper X-analytic
space. Let E be a coherent sheaf on Y and let n and d be two non-negative integers.
For every subset Π of Y , we denote by rΠs the set of points x of X such that Yx Ă Π.
We use the notation of Theorem 10.7.2.
(1) The sets rAns, rA8s, rBns rCs, rDs, rEns, rE8s, r∆s and rΘs are locally con-
structible subsets of X (hence are constructible if X is finite-dimensional, see
Proposition 10.1.12).
(2) The sets rA1ns, rA
1
8s, rC
1s, rD1s, rE18,ds, rE
1
8s and rFlatpE {Xqs are Zariski-open
subsets of X. The subset Ω of X consisting of points x such that dim Yx ď d is
Zariski-open.
(3) If SupppE q is purely of relative dimension d over X, then the set rB1ns is a
Zariski-open subset of X. If Y is purely of relative dimension d over X, then
rE1ns, r∆
1s and rΘ1s are Zariski-open subsets of X.
Proof. — Since Y is proper over X , the image in X of any Zariski-closed subset
(resp. locally constructible subset) of Y is a Zariski-closed subset of X (resp. a locally
constructible subset of X): this follows from 1.3.23 (resp. Theorem 10.1.15). Hence
the theorem is a straightforward consequence of Theorem 10.7.2, Theorem 10.3.2 as far
as rFlatpE {Xqs is concerned, and Thm. 4.9 of [Duc07b] as far as Ω is concerned.

CHAPTER 11
ALGEBRAIC PROPERTIES: TARGET, FIBERS AND
SOURCE
In commutative algebra and algebraic geometry, many familiar properties satisfy
a principle of the following kind: if one is given a flat map, and if the property under
investigation holds on the target and fiberwise, then it holds on the source. This
has proved of fundamental importance, and the goal of this chapter is to get similar
results in analytic geometry.
Our general strategy is not the same as in Chapt. 10 p1q. In the latter, we established
analogues of various algebraic results by writing direct analytic proofs, without using
these results. Here we shall start from a property satisfying some principle of the kind
described above in the algebraic setting (we use again a rather abstract, axiomatic
presentation as we did in 2.2-2.4: see Section 11.2 below), and deduce from this that
it satisfies the analogous principle in analytic geometry; this is Theorem 11.3.1, see
also its “concrete” version in Theorem 11.3.3.
Section 11.1 is devoted to some preparatory work, and ends with a result that will
be crucial for the proof of Theorem 11.3.1, but also has independent interest (Theorem
11.1.5). Let us quickly explain what it consists of. Let Y Ñ X be a morphism of
integral schemes of finite type over a field, and let d be the generic dimension of
the fibers. It is then obvious that Y Ñ X admits a factorization Y Ñ Z ãÑ X ,
with Z an integral closed subscheme of X of dimension dimY ´ d, and Y Ñ Z
dominant: simply take for Z the reduced closure of the image of the generic point of
Y in X . This is of course very useful for various purposes: induction on dimension
of the ground scheme, reduction to the dominant situation in order to use genericity
arguments, etc.
Unfortunately, there is no such theorem in analytic geometry, but Theorem 11.1.5
provides a weak (and nonetheless useful) substitute for it. Let ϕ : Y Ñ X be a mor-
phism between k-analytic spaces and let d and δ be two non-negative integers. Assume
1. We will nevertheless use two results from Chapt. 10, namely the Zariski-openness of the relative
flat locus (Theorem 10.3.2) and our “deboundarization” statement (Lemma 10.3.6).
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that Y is of dimension d (so Y ‰ H) and that ϕ is purely of relative dimension δ.
Then Theorem 11.1.5 asserts that there exists a non-empty affinoid domain V of Y ,
an affinoid domain U of X , and a Zariski-closed subset S of U of pure dimension d´δ
such that ϕpV q Ă S. One thus gets a nice factorization, but only after restriction to
some affinoid domain of the source. We shall not say here anything about its proof,
except that one proceeds in a perhaps unsual way: in some sense, one reduces to the
maximally non-strict case.
11.1. A weak “dominant factorization theorem”
11.1.1. Notation. — If X is a k-analytic space and if x is a point of X , we denote
by ρkpxq the dimension of the Q-vector space |H pxqˆ|
Q
{ |kˆ|
Q
.
11.1.2. Remark. — Let X be a k-analytic space of finite dimension d ě 0 and let
x be a point of X . Since dkpxq is the sum of ρkpxq and of the transcendence degree ofČH pxq1 over rk1, we have ρkpxq ď dkpxq, with equality if and only if ČH pxq1 is algebraic
over rk1. As dkpxq ď d, we see that ρkpxq “ d if and only if dkpxq “ d and ČH pxq1 is
algebraic over rk1.
11.1.3. Lemma. — Let X be a k-analytic space of finite dimension d ě 0. Assume
that the Q-vector space Rˆ`{ |k
ˆ|
Q
is infinite-dimensional. There exists a point x P X
such that ρkpxq “ d.
Proof. — The problem we are dealing with is insensitive to nilpotents, hence we can
assume that X is reduced. The space X has a d-dimensional affinoid domain, and
the latter has a d-dimensional irreducible component. We can thus can assume that
X is affinoid and integral. Let us argue now by induction on d.
If d “ 0 the space X consists of one rigid point and we are done. Let us assume
now that d ą 0 and that the lemma has been proven for smaller dimension. We
distinguish two cases.
Let us first assume that the Krull dimension of Xal is zero. Since X is reduced,
this means that OXpXq is a field. The generalized affinoid Nullstellensatz ([Duc07b],
Thm. 2.7) then tells that (at least) one of the following assertions holds:
(a) There exists a k-free polyradius r such that X “ M pkrq.
(b) The absolute value of k is trivial, and there exist two real numbers r and s with
0 ă r ď s ă 1 such that X is the compact annulus tx P A1,ank , r ď |T pxq| ď su.
If (a) holds then X consists of one point x and d “ dkpxq “ ρkpxq, hence we are
done. If (b) holds then d “ 1 and we may take x “ ηr.
Let us now assume that the Krull dimension of Xal is positive. Under this assump-
tion, Xal admits a non-empty proper Zariski-closed subset. As a consequence, there
exists an analytic function f on X whose zero-locus is non-empty, and not the whole
space X . The image |f | pXq is then a compact interval r0, Rs with R ą 0; by our
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assumption on the value group |kˆ|, this interval contains an element r that does not
belong to |k|ˆ
Q
.
Let V be the affinoid domain of X defined by the equation |f | “ r. By the
choice of r, the domain V is non-empty (hence d-dimensional), and its k-analytic
structure factorizes through a kr-analytic structure induced by f . For any x P V one
has dkpxq “ dkr pxq ` 1, which implies that the kr-analytic dimension of V is d ´ 1
Since Rˆ`{ |k
ˆ
r |
Q
is still infinite dimensional (because |kˆr |
Q
{ |kˆ|
Q
“ rQ), we may
apply the induction hypothesis. It asserts that there exists a point x in V such
that ρkr pxq “ d´ 1, and one has ρkpxq “ ρkr pxq ` 1 “ d.
11.1.4. Lemma. — Let d be a non-negative integer, and let ϕ : Y Ñ X be a mor-
phism of pure relative dimension d between k-analytic spaces. Assume that Y is
quasi-compact and d-dimensional. The image ϕpY q consists of finitely many rigid
points.
Proof. — Let V be a non-empty affinoid domain of Y , and let V 1 be an irreducible
component of V (say, with its reduced structure). We shall prove that ϕpV 1q consists
of a single rigid point, which will yield the required result by quasi-compactness of Y .
Let r be a k-free polyradius such that |kˆr | ‰ t1u and such that V
1
r is strictly kr-
affinoid; note that V 1r remains irreducible (Lemma 2.7.8 applied with X “ Spec A,
or [Duc07b], Lemma 1.3).
Let V 2 be the union of all irreducible components of V that are not equal to V 1.
The open subset V 1rzV
2
r of V
1
r is non-empty and strictly kr-analytic, hence has a kr-
rigid point y (1.2.10); let x be its image on Xr. Since x is a rigid point, ϕ
´1
|Vr
pxq
is a Zariski-closed subset of Vr, which is purely d-dimensional by assumption and
contains y; since y R V 2r and dim V
1 ď d, this forces ϕ´1|Vr pxq to contain the whole
component V 1r (and the dimension of V
1 to be equal to d: as a by-product of our
proof, Y is purely d-dimensional). In other words, ϕpV 1r q “ txu.
Let t be the image of x on X . One has ϕpV 1q “ ttu; it remains to show that t is
rigid. For any pre-image z of t on Xr, the fiber of V
1
r over z is naturally isomorphic
to V 1 ˆH ptq H pzq; in particular, it is non-empty, which shows that z “ x; in other
words, the set of pre-images of t on Xr is the singleton txu. Since this set can be
identified with M pH ptqrq, we see that r is H ptq-free and H pxq “ H ptqr (1.2.15). As
H pxq is a finite Banach kr-algebra, H ptq is a finite Banach k-algebra by Prop. 2.1.11
of [Ber90], which means that t is rigid.
11.1.5. Theorem. — Let ϕ : Y Ñ X be a morphism between k-analytic spaces and
let d and δ be two non-negative integers. Assume that Y is of dimension d (so Y ‰ H)
and ϕ is purely of relative dimension δ (so δ ď d). There exists a non-empty affinoid
domain V of Y , an affinoid domain U of X, and a Zariski-closed subset S of U of
pure dimension d´ δ such that ϕpV q Ă S. (Note that in the case where δ “ d, this is
an immediate consequence of Lemma 11.1.4).
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11.1.6. Remark. — Even if |kˆ| ‰ t1u and Y and X are strictly k-analytic, the
affinoid domain built by the proof of the theorem is not strict in general: if the
analytic field k is topologically of countable type over its prime complete field (e.g.,
k “ Qp,Cp or Fppptqq) and if d ą δ, the domain V is kr analytic for some k-free
polyradius r “ pr1, . . . , rd´δq, hence non-strict.
Proof of the theorem 11.1.5. — Choose a d-dimensional irreducible component Y 1 of
Y , and then choose a non-empty affinoid domain Y 2 inside the open subset of Y 1
consisting of points that do not belong to another component; by construction, Y 2
is purely d-dimensional. Let X 1 be an affinoid domain of X intersecting ϕpY 2q. By
replacing Y with a non-empty affinoid domain of ϕ´1pX 1q X Y 2 and X with X2, we
can assume that X and Y are affinoid, and that Y is of pure dimension d.
The definition of ϕ : Y Ñ X only involves countably many parameters; therefore
there exists a complete subfield k0 of k topologically of countable type over its prime
complete field, and a morphism Y0 Ñ X0 between k0-affinoid spaces such that Y Ñ X
is deduced from Y0 Ñ X0 by ground field extension to k. Since the assertion we are
interested in is “stable under ground field extension”, we can replace k with k0,
and Y Ñ X with Y0 Ñ X0, and hence assume that k is topologically of countable
type over its prime complete field.
Since k is of countable type over its prime complete field, |kˆ| is countable and
Rˆ`{ |k
ˆ|
Q
is thus infinite-dimensional. It follows then from Lemma 11.1.3 that there
exists y P Y with ρkpyq “ d; set x “ ϕpyq. Since Y is d-dimensional, Remark 11.1.2
ensures that dkpyq “ d and that ČH pyq1 is algebraic over rk1. Since ϕ is purely of
relative dimension δ, it follows from 1.4.14 (4) that dkpxq “ d´δ. AsČH pxq1 ĂČH pyq1,ČH pxq1 is also algebraic over rk; we thus have ρkpxq “ dkpxq “ d´ δ, again by Remark
11.1.2.
Since X is affinoid, the group |H pxqˆ| is generated by elements of the form |fpxq|
where f is an analytic function on X which does not vanish at x. Therefore
there exist analytic functions f1, . . . , fd´δ on X which do not vanish at x and such
that p|fipxq|q1ďiďd´δ is a basis of |H pxqˆ|
Q
{ |kˆ|
Q
; we set ri “ |fipxq| for every i,
and r “ pr1, . . . , rd´δq. Note that r consists by construction of positive real numbers
which are multiplicatively Q-linearly independent modulo |kˆ|; otherwise said, r is
k-free.
Let U be the affinoid domain of X defined by the equations t|fi| “ riu1ďiďδ
and let V be its pre-image in Y ; note that y P V by construction, so V ‰ H.
As V is a non-empty affinoid domain of Y , it is d-dimensional and compact; by
construction, y P V . Now U and V inherit through the fi’s a compatible kr-analytic
structure. For every z P V one has dkpzq “ dkr pzq`d´δ; therefore V is of kr-analytic
dimension d ´ pd ´ δq “ δ. Since the kr-analytic map V Ñ U is purely of relative
dimension δ, Lemma 11.1.4 above ensures that S :“ ϕpV q consists of finitely many
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kr-rigid points of U ; in particular, S is Zariski-closed in U and dkptq “ d ´ δ for
every t P S; therefore S is of pure k-analytic dimension d´ δ.
11.2. The axiomatic setting
11.2.1. — We use the general categorical setting and the notation introduced in 2.2,
especially T,F, and L (Definition 2.2.1, 2.2.5, 2.2.7), but we assume that F “ T or
F “ Coh (Examples 2.2.8 and 2.2.9; see also Convention 2.2.12).
We fix a property P as in 2.3. We assume that P satisfies conditions pHregq,
pFqand pOq of 2.3.15 (see Examples 2.3.17 and 2.3.18 for properties of interest that
satisfy those conditions). If X is an object of T and if D is an object of FX , it makes
sense to say that D satisfies P at a given point of X , or that D satisfies P (see Re-
mark 2.3.8 and Lemma-Definition 2.4.1). Let ϕ : Y Ñ X be a morphism between
k-analytic spaces or between schemes belonging to T. We shall say that an object
D of FY satisfies P fiberwise at a point y of Y if DYϕpyq satisfies P at y, and that it
satisfies P fiberwise if satisfies P fiberwise at every point of Y .
11.2.2. Lemma. — Let Y Ñ X be a morphism of k-affinoid spaces, let y be a point
of Y and let x be its image in X. Let p be a prime ideal of OX,x, and let Z be an
integral closed analytic subspace of X inducing the quotient map OX,x Ñ OX,x{p. Let
D be an object of FY . Assume that there exists a non-empty Zariski open subset Z
1
of Z such that DYˆXZ1 satisfies P. Then Dy satisfies P fiberwise over p with respect
to Spec OY,y Ñ Spec OX,x.
Proof. — Set T “ Y ˆX Z. By definition of Z, the local ring OZ,x is the domain
OX,x{p, and OT,y is equal to OY,y{pOY,y; hence the fiber of Spec OY,y Ñ Spec OX,x
over p is equal to the generic fiber of Spec OT,y Ñ Spec OZ,x. We denote by ξ the
generic point of Zal; note that the generic point of Spec OZ,x lies over ξ (by flatness).
By assumption, DTˆZZ1 “ DYˆXZ1 satisfies P. Since P satisfies pHregq and the map
T Ñ T al is flat as a morphism of locally ringed spaces,DalpTˆZZ1qal satisfies P as well; as
pT ˆZZ
1qal contains by definition of Z 1 the generic fiber of T al Ñ Zal, the object Dal
T al
satisfies P at every point of T al lying above ξ. Since P satisfies pHregq and the map
Spec OT,y Ñ Spec OT al,yal is regular, it follows that DT,y satisfies P at every point of
Spec OT,y lying above ξ. In particular, DT,y satisfies P at every point of the generic
fiber of Spec OT,y Ñ Spec OZ,x; but at such a point, the validity of P is equivalent
to fiberwise validity with respect to Spec OT,y Ñ Spec OZ,x. The generic fiber of the
map Spec OT,y Ñ Spec OZ,x is equal to the fiber of Spec OY,y Ñ Spec OX,x over p,
so Dy satisfies P fiberwise above p with respect to Spec OY,y Ñ Spec OX,x.
11.2.3. Lemma. — Let Y Ñ X be a morphism of k-analytic spaces and let r be
a k-free polyradius. Let us denote by s both Shilov sections X Ñ Xr and Y Ñ Yr
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(1.2.16). Let y be a point of Y , let x be its image in X, and let y1 be any pre-image
of y in Yr lying above spxq; e.g., y
1 “ spyq. Let D be an object of FY .
(1) The following are equivalent:
(i) DYr satisfies P at y
1.
(ii) D satisfies P at y.
(2) The following are equivalent:
(iii) DYr satisfies P fiberwise at y
1.
(iv) D satisfies P fiberwise at y.
Proof. — Since kr is analytically separable over k (Example 2.6.4), (i)ðñ (ii) follows
from Proposition 2.6.6 and the fact that P satisfies pHregq.
Let us prove that (iii)ðñ (iv). The fiber pYrqspxq is equal to Yx ˆH pxq H pspxqq.
By definition of the Shilov section, spxq is the point ηH pxq,r of the fiber M pH pxqrq;
this implies that H pspxqq is an analytically separable extension of H pxq (Example
2.6.4, applied to the field H pxq). Therefore it follows again from Proposition 2.6.6
and the fact that P satisfies pHregq that DYx satisfies P at y if and only if DpYrqspxq
satisfies P at y1. Otherwise said, (iii)ðñ (iv).
11.2.4. New technical conditions. — Let us introduce now some technical con-
ditions that make sense for P. Each of these involves a local morphism A Ñ B
between local noetherian rings, and “fiberwise” will be understood with respect to
Spec B Ñ Spec A; the maximal ideal of A will be denoted by mA.
Condition pTweakq, when F “ T. — For every flat morphism AÑ B of L, the follow-
ing implications hold:
‚ If B satisfies P, then A satisfies P.
‚ If A satisfies P, then B satisfies P if it satisfies P fiberwise.
Condition pTstrongq, when F “ T. — For every flat morphism A Ñ B of L, the
following implications hold:
‚ If B satisfies P, then A satisfies P.
‚ If A satisfies P, then B satisfies P if it satisfies P fiberwise at the closed point
of Spec B; i.e., if B{mAB satisfies P.
Condition pT1weakq, when F “ Coh. — For every morphism AÑ B of L, every finitely
generated A-module M and every non-zero and A-flat finitely generated B-module
N the following implications hold:
‚ If N bA M satisfies P, then M satisfies P.
‚ If M satisfies P, then N bA M satisfies P if N satisfies P fiberwise.
Condition pT1strongq, when F “ Coh. — For every morphism AÑ B of L, every finitely
generated A-module M and every non-zero and A-flat finitely generated B-module
N the following implications hold:
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‚ If N bA M satisfies P, then M satisfies P.
‚ If M satisfies P, then N bAM satisfies P if N satisfies P fiberwise at the closed
point of Spec B; i.e., if the B{mAB-module N{mAN satisfies P.
11.2.5. Example. — We assume that F “ T. The following properties satisfy
pTstrongq: being regular ([EGA IV2], Prop. 6.5.1); being CI ([Avr75]); being Goren-
stein ([Mat86], Thm. 23.4). The property of being Rm for some specified m satisfies
pTweakq([EGA IV2], Prop. 6.5.3).
11.2.6. Example. — We assume that F “ Coh. The property of being CM satisfies
pT1strongq by [EGA IV2], Cor. 6.3.5. The property of being Sm for some specified m
satisfies pT1weakqby [EGA IV2], Prop. 6.4.1.
11.2.7. Remark. — All properties mentioned in Example 11.2.5 and11.2.6 also
satisfy pHregq, pFq, and pOq; see Examples 2.3.17 and 2.3.18 for precise references.
11.3. The main theorem
11.3.1. Theorem. — Let F and P be as in 11.2.1. Let Y Ñ X be a morphism
of k-analytic spaces. Let y be a point of Y and let x be its image in X; in what
follows, “fiberwise” will always be relative to the morphism Y Ñ X.
(1) Assume that F “ T and that P satisfies pTweakq.
(1a) If Y satisfies P at y and is X-flat at y, then X satisfies P at x.
(1b) If Y satisfies P fiberwise everywhere and is X-flat at y, and X satisfies P
at x, then Y satisfies P at y.
(1c) If Y is X-flat at y and satisfies P fiberwise at y, the space X satisfies P
at x, and P satisfies pTstrongq, then Y satisfies P at y.
(2) Assume now that F “ Coh, let E be a coherent sheaf on X, and let F be a
coherent sheaf on Y . Assume that P satisfies pT1weakq.
(2a) If F b E satisfies P at y and is X-flat at y then E satisfies P at x.
(2b) If F is X-flat at y and satisfies P fiberwise everywhere, and E satisfies P
at x, then F b E satisfies P at y.
(2c) If F is X-flat at y and satisfies P fiberwise at y, the coherent sheaf E
satisfies P at x, and P satisfies pT1strongq, then F b E satisfies P at y.
Proof. — We are going to prove (2). The proof of (1) is mutatis mutandis exactly the
same (one simply has to replace everywhere E with X or OX , replace F b E and F
with Y and OY , and properties pTweakq and pTstrongq with pT1weakq and pT
1
strongq,
respectively).
We can assume that Y and X are k-affinoid. Assertion (2a) then follows from the
first of the two properties in pTweakq. We now focus on assertions (2b) and (2c).
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11.3.1.1. First reductions. — We assume that one of the following conditions is
satisfied:
(A) E satisfies P at x, the coherent sheafF isX-flat at y, and F satisfies P fiberwise;
(B) E satisfies P at x, the coherent sheaf F is X-flat at y and satisfies P fiberwise
at y, and P satisfies pTstrongq.
Our goal is to show that F b E satisfies P at y. Since FlatpF {Xq is (Zariski)-open
by Theorem 10.3.2 and P satisfies pOq by assumption, we can shrink Y so that (B)
can be replaced with:
pB1q E satisfies P at x, the coherent sheaf F is X-flat everywhere and satisfies P
fiberwise at every point of Yx, and P satisfies pTstrongq.
11.3.1.2. Beginning of the proof under assumption (A). — We assume that (A)
holds, and we want to prove that F b E satisfies P at y; we argue by induction
on dimxX .
Assume that dimxX “ 0. This means that x is an isolated rigid point of X (1.4.7);
note that OX,x is then artinian. As P satisfies pTweakq and E satisfies P at x, it suffices
to prove that Fy{mxFy satisfies P. But since x is rigid, Fy{mxFy “ FYx,y, which
satisfies P by assumption (i); hence we are done.
Assume now that dimxX ą 0, and that the assertion holds for strictly smaller
local dimensions. As P satisfies pTweakq and E satisfies P at x, it suffices to prove
that FY,y satisfies P fiberwise with respect to Spec OY,y Ñ Spec OX,x.
Let us fix a prime ideal p of OX,x, and prove that Fy satisfies P fiberwise above p
with respect to Spec OY,y Ñ Spec OX,x. One can shrink X (and accordingly Y ) so
that p is induced by an integral closed analytic subspace Z of X (2.1.5). By Lemma
11.2.2, it suffices to exhibit a non-empty Zariski-open subset Z 1 of Z satisfying the
following:
p‹q The coherent sheaf FYˆXZ1 satisfies P.
Since Z is integral, Lemma 2.4.8 ensures that the subset Z 1 of Z consisting of
points at which Z is normal and OZ satisfies P is Zariski-open and non-empty. We
shall prove that Z 1 satisfies (‹). We argue by contradiction, so we assume from now
on that Z 1 does not satisfy p‹q.
11.3.1.3. — Let D be the subset of Y ˆXZ consisting of points at which at which F
does not satisfy P. Since P satisfies pOq, D is a Zariski-closed subset of Y ˆX Z. Since
we assume that Z 1 does not satisfy p‹q, the intersection DXpY ˆX Z
1q is non-empty.
In particular, there exists an irreducible component D0 of D whose intersection D
1
0
with Y ˆXZ
1 is non-empty, hence is a dense Zariski-open subset of D0. Let D
2
0 be the
intersection ofD10 with the set of points of D0, that do not lie on any other component
of D; this is a dense Zariski-open subset of D0 which is Zariski-open in D as well.
Let d be the dimension of D0, and let δ be the infimum of the relative dimension of
the morphism D20 Ñ Z
1 (seen as a function from D20 to Zě0). The set of points of D
2
0
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at which the relative dimension of D20 Ñ Z
1 is precisely equal to δ is a non-empty
Zariski-open subset of D20 ([Duc07b], Thm. 4.9). We can therefore find an affinoid
domain Y0 of Y ˆX Z
1 enjoying the following properties:
‚ H ‰ Y0 XD Ă D
2
0 (in particular, Y0 XD is purely of dimension d);
‚ Y0 XD Ñ Z
1 is purely of relative dimension δ.
By Theorem 11.1.5, there exists a non-empty affinoid domain D1 of Y0XD (endowed,
say, with its reduced structure), an affinoid domain V of Z 1, and a Zariski-closed
subset S of V of pure dimension d´δ which contains the image ofD1. By construction,
D1 Ă DXpY0ˆZ1V q and dimD1 “ d. Moreover, we can shrinkD1 so that D1 “ TXD
for some affinoid domain T of Y0ˆZ1 V (Remark 1.3.13). By replacing V with any of
its connected components that intersect the image of D1 and T by the pre-image of
this component in Y0 ˆZ1 V , we get a triple pT, V, Sq satisfying the following:
‚ V is a connected affinoid domain of Z 1;
‚ S is a purely pd´ δq-dimensional Zariski-closed subset of V ;
‚ T is an affinoid domain of Y ˆX V such that T XD is non-empty and purely
d-dimensional, T XD Ñ V is purely of relative dimension δ, and the image of
T XD in V is contained in S.
Note that under these assumptions S is non-empty (it contains the image of TXD),
hence V is non-empty. And since Z is irreducible, it is purely of dimension dimZ,
whence the equality dim V “ dimZ. Moreover, V is contained Z 1; the latter is normal,
and OZ satisfies P on Z
1. As a consequence V is normal (hence integral, because it is
non-empty and connected) and OV satisfies P.
11.3.1.4. Proof of the inequality d´δ ă dimZ. — The next step consists in proving
that d´ δ ă dimZ, which will be crucial for applying the induction hypothesis. Note
that since Z contains the non-empty pd ´ δq-dimensional Zariski-closed subset S of
V , we have d ´ δ ď dimZ. We are going to show by contradiction that the strict
inequality holds; so we suppose that d´δ “ dimZ p“ dim V q. Choose t in T XD such
that dkptq “ d, and let z be the image of t in V . We then have dkpzq “ d´ δ “ dim V
by 1.4.14.
Let r be a k-free polyradius such that |kˆr | ‰ t1u and such that Tr and Vr are
strictly kr-affinoid. Let s denote both Shilov sections X Ñ Xr and Y Ñ Yr, and
set Fr “ FYr . The field kr is analytically separable over k. This implies, as V is
normal as an affinoid domain of Z 1, that Vr is normal. This also implies, since P
satisfies pHregq, that Dr X Tr is precisely the set of points of Tr at which Fr does not
satisfy P. Moreover, it follows from 1.4.8 that
dkr pspzqq “ dkpzq “ dimk V “ dimkr Vr,
and from Lemma 11.2.3 that Fr satisfies P fiberwise at every point lying over spzq
(because we are currently working under assumption (A); i.e., F satisfies P fiberwise).
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Since Vr and Tr are strict over the non-trivially valued field kr, the fiber of TrXDr
above spzq (which is non-empty because it contains sptq) has an H pspzqq-rigid point s.
By Lemma 10.3.6, there exists a quasi-e´tale morphism V 1 Ñ Vr, and a pre-image s
1
of s in T 1 :“ V 1 ˆVr Tr such that T
1 Ñ V 1 is inner at s1; we can shrink V 1 so that it
is kr-affinoid. Let z
1 be the image of s1 on V 1. Let us write down some consequences
of the quasi-e´taleness of V 1 Ñ Vr.
(i) The space V 1 is normal by Proposition 5.5.5, and
dkr pz
1q “ dkr pspzqq “ dim Vr “ dimV
1;
this implies that OV 1,z1 is artinian (Corollary 3.2.9), hence a field by normality
(reducedness would be sufficient). Since T 1 Ñ V 1 is inner at s1, Theorem 6.3.3
then ensures that OT 1
z1
,s1 is flat over OT 1,s1 .
(ii) The mophism Spec OT 1
z1
,s1 Ñ Spec OTz ,s is regular (Theorem 5.5.3).
(iii) The morphism Spec OT 1,s1 Ñ Spec OT,s is flat (Corollary 5.3.2; it is in fact even
regular by Theorem 5.5.3).
The property P satisfies pHregq, and the coherent sheaf Fr satisfies P fiberwise at s.
This implies the following, by using successively (ii), (i), and (iii):
‚ FT 1 satisfies P fiberwise at s1;
‚ FT 1 satisfies P at s1;
‚ Fr satisfies P at s.
But s lies on Dr, which is the set of points of Tr at which Fr does not satisfy P, a
contradiction. Hence our assumption that dimZ “ d´δ was wrong, so d´δ ă dimZ,
as announced.
11.3.1.5. End of the proof under assumption (A). — We choose a point τ in the
non-empty space T XD, and we denote by σ the image of τ in S. Since OV satisfies
P, the module OV,σ satisfies P. We shall now prove that for every prime ideal q
of OV,σ, the module FT,τ satisfies P fiberwise above q; since P satisfies pTweakq, this
will imply that F satisfies P at τ , hence contradict the fact that τ lies on D – and
end the proof when (A) holds.
We fix q as above, and we shrink V so that the quotient map OV,σ Ñ OV,σ{q is
induced by an integral closed analytic subspace W of V (2.1.5). By Lemma 11.2.2,
it suffices to prove the existence of a non-empty Zariski-open subset W 1 of W such
that FTˆVW 1 satisfies P.
Let us first assume that W “ V . By definition of D, the coherent sheaf FT
satisfies P at any point of T outside D, and in particular above the Zariski-open
subset V zS. One has dimS “ d´δ, and d´δ ă dimZ “ dim V (11.3.1.4). Therefore
S ĹW and we may take W 1 “W zS.
Assume now that W ‰ V . Since V is irreducible one has then
dimW ă dim V “ dimZ ď dimxX
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(the latter inequality comes from the fact that Z contains x by definition). Since W al
is integral, it follows from Lemma 2.4.8 that there exists a non-empty Zariski open sub-
set W 1 of W such that the coherent sheaf OW 1 satisfies P everywhere. Now FTˆVW 1
satisfies P fiberwise (because so does F ) and dimW 1 “ dimW ă dimxX . By the
induction hypothesis, FTˆVW 1 satisfies P, and we are done.
11.3.1.6. Proof under assumption pB1q. — We assume that pB1q holds, and we shall
prove that F b E satisfies P at every point of Yx (note that the original point y does
not play any role in pB1q).
Let r be a k-free polyradius such that |kˆ| ‰ t1u and such that Yr and Xr are
strictly kr-affinoid; let s be the Shilov section of Xr Ñ X . Due to Lemma 11.2.3, we
can replace k with kr, the spaces Y and X with Yr and Xr respectively, the point x
with spxq, and the sheaves F and E with FYr and EXr respectively, to reduce to the
case where |kˆ| ‰ t1u and Y and X are strict.
The set of points of Y at which F b E satisfies P is a Zariski-open subset of Y
because P satisfies O. It is therefore sufficient to prove that the coherent sheaf F b E
satisfies P at every rigid point of the strictly H pxq-analytic space Yx. So, let ω be
any H pxq-rigid point of Yx. Lemma 10.3.6 ensures that there exists a strictly k-
analytic space X 1, a quasi-e´tale morphism X 1 Ñ X and a point ω1 on Y 1 :“ Y ˆX X
1
lying above y and such that Y 1 Ñ X 1 is inner at ω1; we can assume that X 1 is
affinoid. Since P satisfies pHregq, it follows from from Proposition 5.5.4 that we can,
by pulling-back all the data to X 1, reduce to the case where Y Ñ X is inner at ω.
Since P satisfies pT1strongq and E satisfies P at x, it suffices to prove that the quotient
FY,ω{mxFY,ω satisfies P. We can shrink X so that mx is induced by a closed analytic
subspace Z of X . One has OZ,x “ OX,x{mx; as a consequence, OZ,x is a field. One
also has OY,ω{mxOY,ω “ OYˆXZ,ω. The morphism Y ˆXZ Ñ Z is boundaryless at ω,
and OZ,x is a field. It follows from Theorem 6.3.3 that OYx,ω is flat over OYˆXZ,ω .
The module FYx,ω satisfies P by assumption pB
1q, and P satisfies pTstrongq. Therefore
FYˆXZ,ω “ FY,ω{mxFY,ω satisfies P.
11.3.2. Remark. — In the proof of the theorem, we needed twice (in 11.3.1.4 and
11.3.1.6) to “spread out” a property from the generic fiber, which we achieved by
using Theorem 6.3.3. But the latter only holds at an inner point. Therefore we first
needed to reduce to the inner case, by applying Lemma 10.3.6, which requires to start
from a rigid point of the relevant fiber. This need of enough rigid points was the
reason why we had twice to reduce to the strict case (by extending scalars to some
kr).
Theorem 11.3.1 above deals with a general property satisfying some axioms, be-
cause we wanted to give a unified proof, and to emphasize the assumptions we actually
need. But of course, the properties of interest are those mentioned in Examples 11.2.5
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and 11.2.6. For that reason, we are now going to write (a particular case of) this theo-
rem with explicit properties involved. Note that assertion (1a) below is part of Lemma
4.5.2; assertion (3) is a simple application of (1) and (2).
11.3.3. Theorem (Concrete version of Theorem 11.3.1)
Let Y Ñ X be a morphism of k-analytic spaces. Let E be a coherent sheaf on X,
and let F be a coherent sheaf on Y . Let y be a point of Y and let x be its image
in X; in what follows, “fiberwise” will always be relative to the morphism Y Ñ X.
Let m be a non-negative integer.
(1) Properties of the ambient spaces.
(1a) If Y is regular (resp. Rm, resp. CI, resp. Gorenstein) at y and Y is X-flat
at y, then X is regular (resp. Rm, resp. CI, resp. Gorenstein) at x.
(1b) If Y is X-flat at y and is fiberwise Rm everywhere, and X is Rm at x,
then Y is Rm at y.
(1c) If Y is X-flat at y and is fiberwise regular (resp. Gorenstein, resp. CI) at
y, and X is regular (resp. Gorenstein, resp. CI) at x, then Y is regular
(resp. Gorenstein, resp. CI) at y.
(2) Properties of coherent sheaves.
(2a) If F b E is CM (resp. Sm) at y and F is X-flat at y, then E is CM
(resp. Sm) at x.
(2b) If F is X-flat at y and is fiberwise Sm everywhere, and E is Sm at x,
then F b E is Sm at y.
(2c) If F is X-flat at y and fiberwise CM at y, and E is CM at x, then F bE
is CM at y.
(3) Reducedness and normality.
(3a) If Y is reduced (resp. normal) at y and Y is X-flat at y, then X is reduced
(resp. normal) at x.
(3b) If Y is X-flat at y and is fiberwise reduced (resp. fiberwise normal) every-
where, and X is reduced (resp. normal) at x, then Y is reduced (resp. nor-
mal) at y.
APPENDIX A
GRADED COMMUTATIVE ALGEBRA
The purpose of this appendix is to introduce graded commutative algebra, af-
ter Temkin [Tem04]. Most classical notions of classical commutative algebra have
graded counterparts, and the usual theorems often remain mutatis mutandis true in
the graded context, with similar proofs; one only has essentially to add the word
“graded” or “homogeneous” at suitable places. We shall therefore give almost no
proofs. The justifications are left to the reader, who can also fruitfully read [Tem04].
A.1. Basic definitions
A.1.1. Definition. — In this memoir, a graded ring will always be an Rˆ`-graded
ring; i.e., a ring A equipped with a decomposition A “
À
rPRˆ
`
Ar as an abelian
group, satisfying the condition Ar ¨ As Ă Ars for all r, s (the notation relative to the
graduation is then multiplicative).
A.1.2. — Let A be a graded ring. It follows from the definition that 1 P A1, and that
A1 is a usual ring. For any r ą 0, the summand Ar is called the set of homogeneous
elements of degree r; any homogeneous nonzero element has thus a well-defined degree,
but 0 is homogeneous of degree r for all positive r.
Note that any ring can be considered as a trivially graded ring; i.e., a graded ring
in which any element is homogeneous of degree 1.
A.1.3. — If A is a graded ring and if Γ is a subgroup of Rˆ`, we shall denote by A
Γ
the graded subring
À
γPΓA
γ of A.
A.1.4. — A morphism of graded rings f : A Ñ B is a usual ring homomorphism f
from A to B such that fpArq Ă Br for every r ą 0.
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A.1.5. — An ideal I of a graded ring A is called homogeneous if I “
À
r Ir (as an
abelian group) or, what amounts to the same, if I admits a set of generators consisting
of homogeneous elements. If I is such an ideal, the quotient A{I inherits a graduation
such that AÑ A{I is a morphism of graded rings.
A.1.6. — A graded domain is a graded ring whose underlying commutative ring is a
domain. A graded ring A is a graded domain if and only if A ‰ t0u and the product
of two homogeneous nonzero elements of A is always nonzero.
A.1.7. — A graded field is a graded ring in which every homogeneous nonzero ele-
ment is invertible. If K is a graded field, K1 is a field (whose characteristic will be
also called the characteristic of K), and the set of degrees of homogeneous nonzero
elements of K is a subgroup of Rˆ`; we shall denote it by DpKq.
The reader should be aware that the commutative ring underlying a graded field
is not a field in general. For example, let K be a field and let r be an element of
Rˆzt1u. Let L be the graded ring whose underlying commutative ring is KrT, T´1s
and whose graduation is such that Lr
i
“ KT i for every i (and Ls “ t0u if s R rZ).
Then any homogeneous nonzero element of L is invertible, hence L is a graded field;
but the ring L is not a field.
A.1.8. — Let I be a homogeneous ideal of a graded ring A. We shall say that
I is prime if A{I is a graded domain; this is the case if and only if I ‰ A and
ab P I ñ a P I or b P I for every pair pa, bq of homogeneous elements of A. We shall
say that I is maximal if A{I is a graded field; this is the case if and only if I ‰ A and
I is maximal among all proper homogeneous ideals of A; note that every maximal
homogeneous ideal is prime. By Zorn’s lemma any proper homogeneous ideal of A
is contained in a maximal homogeneous ideal; in particular if A ‰ t0u it contains a
maximal homogeneous ideal.
A.1.9. — If A is a graded ring and if S is a multiplicative set of homogeneous
elements of A, there is a well-defined graded localization S´1A. For r ą 0, every
element of pS´1Aqr can be written as a fraction a
b
with a P Ars and b P Ss for some
s ą 0; moreover two fractions a
b
and c
d
are equal if and only if there exists e P S such
that epad´ bcq “ 0. The localization S´1A comes with a natural morphism of graded
rings AÑ S´1A, which sends any homogeneous element a to a
1
.
For instance, any graded domain A has a graded field of fractions Frac A, given by
the above construction for S consisting of all non-zero homogeneous elements of A.
A.1.10. — The above construction of a graded field whose underlying ring is not a
field (A.1.7) can be generalized as follows. Let us start from any graded field K, let
r “ pr1, . . . , rnq be a family of positive real numbers and let T “ pT1, . . . , Tnq be a
family of indeterminates. We denote by KrT1{r1, . . . , Tn{rns, or by KrT {rs for short,
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the graded domain whose underlying domain is KrT s, and whose graduation is such
that KrT {rss is equal to
À
IPZně0
Ksr
´I
T I for every positive s (in other words, this
is the only graduation extending that of K and such that every Ti is homogeneous of
degree ri); if ri “ 1 for some i we shall write Ti instead of Ti{1.
We denote by KpT {rq the graded field of fractions of the graded domain KrT {rs.
If r1, . . . , rn are linearly independent as elements of the Q-vector space R
ˆ
`{DpKq
Q,
the commutative ring underlying KpT {rq is KrT, T´1s. Thus if n “ 1, if K is trivially
graded and if r ‰ 1 we recover the aforementioned example.
A.2. Graded linear algebra
We fix a graded ring A.
A.2.1. Definition. — A graded A-module is a (usual) A-module M equipped with
a decomposition M “
À
rą0M
r as an abelian group, such that ArM s ĂM rs for all
r, s.
A.2.2. — Let M and N be two graded A-module and let f : N ÑM be an A-linear
map. For r a positive real number, the map f : M Ñ N is called homogeneous of
degree r if fpM sq Ă N rs for every s ą 0. The map f is called homogeneous (without
a mention of the degree) if it is homogeneous of degree r for some r ą 0.
We denote by A-Modg the category whose objects are graded A-modules and whose
arrows are homogeneous A-linear maps of degree 1.
A.2.3. — LetM , N and P be graded A-modules. An A-bilinear map b : MˆN Ñ P
is called homogeneous if for every r ą 0, every m P M r and every n P N r, the two
maps bpm, ¨q : N Ñ P and bp¨, nq : M Ñ P are homogeneous of degree r.
A.2.4. — A submodule N of a graded A-module M is called a graded submodule
of M if N “
À
rą0N XM
r as an abelian group or, what amounts to the same, if
N can be generated by a set of homogeneous elements. If N is a graded submodule
of A, it inherits a natural graduation with N r “ N XM r for every r ą 0, and the
inclusion N ãÑ M is homogeneous of degree 1. The quotient M{N also inherits
a natural graduation for which pM{Nqr “ M r{N r for every r ą 0 (as an abelian
group); it makesM{N a graded A-module, and the quotient map M ÑM{N is then
homogeneous of degree 1. Note that we may view A as a graded A-module; its graded
submodules are precisely its homogeneous ideals.
If f : N Ñ M is a homogeneous A-linear map bewteen two graded A-modules,
its image is a graded submodule of M , and its kernel is a graded submodule of N .
Therefore f is injective if and only if pfpnq “ 0q ñ pn “ 0q for every homogeneous
element n of N .
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IfM is a graded A-module, for every r ą 0 we defineMprq as the graded A-module
whose underlying A-module is M and whose graduation is such that Mprqs “ M rs
for every s ą 0.
A.2.5. — If pMiqiPI is any family of graded A-modules, the usual direct sum
À
iMi
inherits a graduation, with p
À
iMiq
r “
À
M ri for all r; the graded module
À
iMi
is the disjoint sum of the Mi’s in the category A-Modg. Combining this construction
with that of quotients, we see that A-Modg admits arbitrary colimits.
A.2.6. — Let M be a graded A-module and let pmiqiPI be a family of homogeneous
elements of M , say mi P M
ri for every i. This family gives rise to a homogeneous
A-linear map of degree 1 from
À
iApr
´1
i q toM , that sends any homogeneous element
paiq to
ř
aimi. The family pmiq is said to be free (resp. generating, resp. a basis) if
this map is injective (resp. surjective, resp. bijective).
A.2.7. — Let K be a graded field. Graded K-modules will be rather called graded
K-vector spaces. If E is such a space, it has a basis; moreover, all bases of E have the
same cardinality, which is called the dimension of E. If E1 is any graded subspace of
E, there exists a graded subspace E2 of E such that E “ E1 ‘ E2.
A.2.8. Definition. — Let A be a graded ring, and let M and N be two graded A-
modules. The covariant functor from A-Modg that sends P to the set of homogeneous
A-bilinear maps from M ˆN to P is representable. The object that represents it is
called the graded tensor product of M and N over A.
A.2.9. — If M and N are two graded A-modules, the A-module underlying their
graded tensor product over A is the usual tensor product M bAN , and its summand
of homogeneous elements of given degree r is generated as an abelian group by all
elements of the form mb n with m PM s and n P N r
´1s for some s.
Hence we shall also denote by M bA N the graded tensor product of M and N
over A.
A.2.10. — For every graded A-module M , the functor Mb from A-Modg to itself
commutes with colimits.
A.2.11. — A gradedA-moduleM is called flat ifMb : A-Modg Ñ A-Modg preserves
injections. Any graded vector space over a graded field K is flat over K.
Let M be a graded A-module. Since Mb commutes with colimits, M is flat if
and only if Mb preserves injections N ãÑ N 1 in A-Modg such that N
1 is generated
by N and a finite family pe1, . . . , emq of homogeneous elements. By induction on m,
this is the case if and only if Mb preserves injections as above with m “ 1. Let
N ãÑ N 1 be such an injection. The quotient N 1{N can then be generated by a single
homogeneous element, hence is isomorphic to pA{Iqprq for some homogeneous ideal
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I of A and some positive real number r. By the same piece of diagram-chasing as in
the classical case, M bA N Ñ M bA N
1 is injective as soon as M bA I Ñ M is so.
Using again commutation with colimits, we eventually see that M is flat if and only
if M bA J ÑM is injective for every finitely generated homogeneous ideal J of A.
A.3. Graded algebras and graded extensions
A.3.1. Definition. — A graded A-algebra is a graded ring B endowed with a mor-
phism of graded rings from AÑ B; a morphism of graded A-algebras is a morphism
of graded rings commuting with the structure maps from A.
A.3.2. — Any graded A-algebra inherits a structure of a graded A-module. In
particular if B and C are two graded A-algebras, the graded tensor product B bA C
makes sense. Since B and C are usual A-algebras, BbAC admits a natural structure
of a ring; the latter together with the graduation of B bA C makes B bA C a graded
ring, which is the amalgamated sum of B and C along A in the category of graded
rings.
A.3.3. — Let K be a graded field and let L be a graded K-algebra. If L is nonzero
then the structure morphism K Ñ L is injective. We shall call L a graded extension
of K if L is a graded field; let us assume from now on that this is the case.
Let pxiqiPI be a family of homogeneous elements of L, say xi P L
ri for every i.
Evaluating polynomials at pxiq yields a morphism of graded K-algebras from KrT {rs
to L (here T “ pTiqiPI , and we extend straightforwardly the definition of KrT {rs
given in A.1.10 to the case of an arbitrary family of indeterminates). The elements
xi are said to be algebraically independent over K if this morphism is injective. A
maximal family of homogeneous elements of L that are algebraically independent over
K is called a transcendance basis of L over K; there exist transcendance bases of L
over K, all of which have the same cardinality; the latter is called the transcendance
degree of L over K.
If x is a homogeneous element of L of degree r ą 0, the singleton family txu is
algebraically independent over K if P pxq ‰ 0 for all nonzero homogeneous elements
P of KrT {rs (where T is now a single indeterminate). If this is the case we say
that x is transcendental over K. The element x is said to be algebraic over K if
it is not transcendental over K. If x is algebraic over K, the ideal I generated by
the homogeneous elements P P KrT {rs such that P pxq “ 0 is principal (like any
homogeneous ideal of KrT {rs); if x ‰ 0, the minimal polynomial of x is the unitary
homogeneous generator of I (the condition x ‰ 0 ensures that r is well-defined; if
x “ 0, its minimal polynomial should certainly be T , but it could be seen as belonging
to KrT {rs for any r, without canonical choice).
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A homogeneous element x of L is algebraic over K if and only if the graded K-
algebra generated by x is finite-dimensional (and hence a graded field). As a conse-
quence, the homogeneous elements of L that are algebraic overK are the homogeneous
elements of a graded subfield of L, which is called the algebraic closure of K inside L.
A graded extension L of K is said to be algebraic if all its homogeneous elements
are algebraic over K or, otherwise said, if its transcendance degree is zero.
A.3.4. — Let K ãÑ L be a graded extension of graded fields. Let r be a positive real
number, let x be a non-zero element of Lr algebraic over K, and let P P KrT {rs be its
minimal polynomial. If n denotes the monomial degree of P , the constant coefficient
of P (which is non-zero) has degree rn, hence rn P DpKq. Morevoer every non-zero
coefficient is of degree ri for some i; as a consequence, x is algebraic over Kr
Z
.
Hence if L is algebraic over K, then DpLq{DpKq is torsion and LΓ is algebraic
over FΓ for every subgroup Γ of Rˆ`; in particular, L
1 is algebraic over K1. Con-
versely, assume that L1 is algebraic over F 1 and DpLq{DpKq is torsion. Let x be
a homogeneous element of L. Since DpLq{DpKq is torsion, there exists a non-zero
homogeneous element a of K and n P Zě0 such that ax
n P L1; hence axn is algebraic
over K1, and x is algebraic over K.
A.3.5. — Let K ãÑ L be a graded extension of graded fields. Let priq be a system of
representatives of the quotient DpLq{DpKq. For every i, let xi be a non-zero element
of Lri ; let pyjq be a basis of the K
1-vector space L1. The family pxiyjqi,j is then a
basis of the graded K-vector space L (the verification is straightforward and left to
the reader). In particular,
(a) rL : Ks “ rL1 : K1s ¨ rDpLq : DpKqs
(this is an equality of cardinal numbers, possibly infinite). For every subgroup Γ of
Rˆ` we thus have
(b) rLΓ : KΓs “ rL1 : K1s ¨ rDpLΓq : DpKΓqs ď rL1 : K1s ¨ rDpLq : DpKqs “ rL : Ks.
Let psℓq be a family of positive real numbers lifting a basis of the Q-vector space
DpLqQ{DpKqQ. For every ℓ, let zℓ be a non-zero element of L
sℓ ; let ptλq be a tran-
scendence basis of L1 over K1. The family ptλq
š
pzℓq is then a transcendance basis
of L over K. Indeed, a straightforward computation (left to the reader) show that it
consists of algebraically independent elements. Denote by F the graded subfield of L
generated by K and the family ptλq
š
pzℓq. By construction, L
1 is algebraic over F 1
and DpLq{DpF q is torsion, whence our claim. In particular,
(c) tr. degpL{Kq “ tr. degpL{Kq ` dimQ DpLq
Q{DpKqQ
(this is an equality of cardinal numbers, possibly infinite).
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A.3.6. — The classical theory of algebraic extensions admits a graded counterpart,
for which a general reference is the first section of [Duc13]. Let us simply recall
here some basic definitions and properties. The proofs (most of which are outlined in
[Duc13]) essentially consist of a “graded transcription” of Bourbaki’s approach; see
[Bou81], Chapt. V and especially §7 about separable extensions, §9 about normal
extensions (they are called “quasi-galoisiennes” by Bourbaki), and §10 about Galois
extensions.
We fix an algebraic graded extension K ãÑ L. We denote by GalpL{Kq the Galois
group of L over K; i.e., the group of K-automorphisms of the graded field L. If
rL : Ks is finite, then GalpL{Kq is finite of cardinality ď rL : Ks; in general, it has a
natural topology making it a profinite group (by considering the system of all finite
graded subextensions of L stable under GalpL{Kq).
We say that the graded extension K ãÑ L is radicial if for every homogeneous
element a of L there exist n ě 0 such that ap
n
P Lsep, where p is the characteristic
exponent of L; i.e., p is equal to the characteristic of L if the latter is positive, and to
1 otherwise. If L is radicial over K, we have GalpL{Kq “ tIdLu (because a ÞÑ a
p is
an endomorphism of the graded ring L, hence is injective since L is a graded field).
Let r be a positive real number. An element x of Lr is called separable over K if
x “ 0 or if its minimal polynomial P satisfies the condition P 1pxq ‰ 0. There exists
a graded subfield Lsep of L such that L
r
sep is for every r ą 0 the set of separable
elements of Lr. The graded subfield Lsep is called the separable closure of K inside
L, and L is called a separable extension of K if Lsep “ L (this is automatically the
case if char. L “ 0). The graded extension Lsep ãÑ L is radicial.
The graded extension K ãÑ L is called normal if for every r ą 0 and every
element x of Lrzt0u, the minimal polynomial P of x splits in L; i.e., P can be writtenś
1ďiďnpT ´ xiq with xi P L
r for all i.
The graded extension K ãÑ L is called Galois if it is both separable and normal.
This is the case if and only if the fixed graded field of GalpL{Kq is equal to K. If
moreover rL : Ks is finite, L is Galois overK if and only if the cardinality of GalpL{Kq
is equal to rL : Ks.
The graded extension K ãÑ L is normal if and only if the fixed graded field of
GalpL{Kq is radicial over K.
In fact, for the graded extension K ãÑ L to be normal (resp. Galois), it suffices
that there exists a subgroup G of GalpL{Kq whose fixed graded field is radicial over
K (resp. is equal to K); and if this is the case, G is dense in GalpL{Kq.
Let Γ be a subgroup of Rˆ`. The graded subfield L
Γ of KΓ is stable under
GalpL{Kq, whence we get a restriction morphism GalpL{Kq Ñ GalpLΓ{KΓq. Let
H denote the image of this map (this is a closed subgroup of GalpLΓ{KΓq), and let
F denote the fixed graded field of GalpL{Kq. The fixed graded field of H is equal to
F XKΓ “ FΓ. Since FΓ is radical over KΓ (resp. equal to KΓ) if F is radicial over K
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(resp. equal to K), we see that if L is normal (resp. Galois) over K then LΓ is normal
(resp. Galois) over KΓ and GalpLΓ{KΓq “ G.
A.4. Graded valuations
A.4.1. Definition. — Let K be a graded field and let Γ be an ordered abelian
group with multiplicative notation. A Γ-valued graded valuation on K is a map |¨|
defined on the set of homogeneous elements of K with values in ΓYt0u which satisfies
the following conditions:
1. |1| “ 1, |0| “ 0, and |ab| “ |a| ¨ |b| for every pair pa, bq of homogeneous elements
of K;
2. for every pair pa, bq of homogeneous elements of K of the same degree we
have |a` b| ď maxp|a| , |b|q.
A.4.2. — If we do not need to focus on the group Γ, or if the latter is clear from the
context, we shall simply talk about a graded valuation on K; if K is a field (viewed
as a trivially graded field), a graded valuation on K is nothing but a classical Krull
valuation on K. Two graded valuations
|¨| :
ž
Kr Ñ Γ0 and |¨|
1
:
ž
Kr Ñ Γ10
are called equivalent if there exist an ordered abelian group Γ2, two increasing embed-
dings i : Γ2 ãÑ Γ and j : Γ2 ãÑ Γ1, and a Γ2-valuation |¨|
2
on K such that |¨| “ i ˝ |¨|
2
and |¨|1 “ j ˝ |¨|2.
A.4.3. — For any graded valuation |¨| on K, the set t|a|uaP
Ť
r K
rzt0u is an ordered
group which is called the value group of |¨|. And the setà
r
tλ P Kr, |λ| ď 1u
is a graded subring of K which is called the graded ring of |¨|. It is a local graded ring;
i.e., it has a unique maximal homogeneous ideal, namely
À
rtλ P K
r, |λ| ă 1u. The
residue graded field of this local graded ring is called the residue graded field of |¨|.
Two graded valuations on K are equivalent if and only if they have the same graded
ring.
A.4.4. — A graded subring A of K is a graded valuation ring of K (i.e., the graded
ring of some graded valuation on K) if and only if for every non-zero homogeneous
element λ of K, one has λ P A or λ´1 P A; or, what amounts to the same, if and
only if A is a graded local subring of K which is maximal for the domination relation
(the latter is defined similarly as for usual local rings). Hence by Zorn’s lemma, every
graded local subring of K is dominated by a graded valuation ring of K. It follows
that any graded valuation on a graded subfield of K extends to K (with possibly
larger value group).
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A.4.5. — Let |¨| be a graded valuation on K, let A be its graded ring and let k be its
graded residue field. If |¨|
1
is a graded valuation on k, the pre-image of the graded ring
of |¨|1 inside A is a graded valuation ring of K. The corresponding graded valuation
is called the composition of |¨| and |¨|
1
and has the same residue graded field as |¨|
1
.
A.4.6. — Let S “ pSiq1ďiďn be a family of indeterminates and let s “ psiq1ďiďn be
a family positive real numbers. If |¨| is any graded valuation on K, we shall denote
by |¨|Gauß the valuation on KpS{sq that sends any homogeneous element
ř
IPZně0
aIS
I
to maxI |a|I . It has the same value group as |¨| and is characterized by the following
properties:
– |¨|Gauß is an extension of K to KpS{sq such that |Si|Gauß “ 1 for every i.
– the images of the Si’s in the residue graded field of |¨|Gauß are algebraically
independent over the residue graded field of |¨|.
A.4.7. Graded reduction. — Let A be a ring equipped with a sub-multiplicative
semi-norm }¨}; i.e., }¨} is a map from A to R` such that }0} “ 0, }1} ď 1 and
}´a} “ }a}, }a` b} ď maxp}a}, }b}q, and }ab} ď }a} ¨ }b}
for every pa, bq P A2; one then has }1} “ 1 unless }¨} “ 0. We shall denote by rA the
residue graded ring of A in the sense of Temkin [Tem04], which is by definition equal
to à
rą0
tx P A, }x} ď ru{tx P A, }x} ă ru.
Note that rA1 is the usual residue ring of A. If a is any element of A and if r is a
positive real number such that }a} ď r, we shall denote by rar the image of a in rAr.
If }a} ‰ 0 we shall write ra instead of ra}a}; if }a} “ 0 we set ra “ 0.
A.4.8. — Let k be a field equipped with a valuation |¨| : k Ñ R`. The previous
construction provides a graded residue ring rk, which is easily seen to be a graded
field. The field rk1 is the residue field of the valuation |¨| in the classical sense, and
the group of degrees Dprkq is equal to |kˆ|. Hence rk encodes information on both the
residue field and the value group of |¨| (for other manifestations of this phenomenon,
see A.4.11 below).
Note that if |¨| is the trivial valuation (i.e., |x| “ 1 for all x P kˆ) then rk “ rk1; if
not, it does not seem that rk can be interestingly interpreted as a residue graded field
in the sense of A.4.3.
A.4.9. Example. — Let p be a prime number. There is an isomorphism of graded
algebras over Fp “ ĂQp1 from FppT { |p|q to ĂQp, which sends T to rp (see A.1.10 for the
meaning of the notation FppT { |p|q).
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A.4.10. Example. — Let k be a field endowed with a valuation |¨| : k Ñ R`. Let
pr1, . . . , rnq be a family of positive real numbers, and let T “ pT1, . . . , Tnq be a family
of indeterminates. The formula
ř
aIT
I ÞÑ max |a|I ¨r
I defines a real-valued valuation
on kpT q. It follows from its very definition that there exists a (unique) rk-isomorphism
of graded fields
rk ´τ
r
¯
»ĆkpT q
sending τi to rTi for every i, where τ “ pτ1, . . . , τnq is a family of indeterminates.
A.4.11. Graded interpretation of classical invariants. — Let k ãÑ L be an
isometric extension of real-valued fields. Classical valuation theory assigns four in-
variants to such an extension, which are (possibly infinite) cardinal numbers:
‚ The ramification index e, which is the cardinality of |Lˆ| { |kˆ|.
‚ The inertia index f , which is the dimension of the rk1-vector space rL1.
‚ The rational rank r, which is the dimension of the Q-vector space |Lˆ|
Q
{ |kˆ|
Q
.
‚ The residue transcendence degree d, which is the transcendence degree of rL1
over rk1.
The product ef and the sum r`d admit natural interpretations in terms of graded
reduction:
(1) The product ef is the dimension of the rk-graded vector space rL, by equality (a)
of A.3.5.
(2) The sum r ` d is the transcendence degree of the graded extension rk ãÑ rL by
equality (c) of A.3.5. Note that it is always bounded by the usual transcendence
degree of L over k (this is the so-called Abhyankar inequality, cf. [Bou85],
Chapitre VI, §10, no 3, Cor. 1).
A.4.12. Graded reduction of algebraic extensions. — Let k ãÑ L be an alge-
braic isometric extension of real-valued (non-graded) fields, and let Γ be a subgroup
of Rˆ`. The graded field
rL is algebraic over rk, as we see by reducing to the case where
L is finite over k, in which case rL is finite over rk by A.4.11 (1). This implies that rLΓ
is algebraic over rkΓ (A.3.4).
Assume first that L is radicial over k. In this case, rL is radicial over rk (which
implies that rLΓ is radicial over rkΓ). Indeed, if char. k “ 0 then L “ k and rL “ rk.
And if char. k “ p ą 0 then for every element a of L, there exists n P Zě0 such that
ap
n
P k; hence for every homogeneous element α of rL, there exists n P Zě0 such that
αp
n
P rk.
Assume now that L is henselian (e.g., L is complete) and Galois over k. In this
case, the valuation of L is preserved by the Galois action, and GalpL{kq acts therefore
in a natural way on rL. By Prop. 2.11 of [Duc13], the graded field rL is normal overrk and the natural map GalpL{kq Ñ GalprL{rkq is surjective.
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By A.3.6, this implies that the graded field rLΓ is normal over rkΓ and the natural
map GalpL{kq Ñ GalprLΓ{rkΓq is surjective.

INDEX OF NOTATION
General conventions. From the beginning of chapter 3 till the end of the memoir (except the
appendix), k denotes an analytic field without any specific assumption (Convention before
the introduction of Chapter 3). In Chapter 3 and parts of Chapters 7, 8 and 9, Γ denotes a
subgroup of Rˆ` such that Γ ¨
ˇˇ
kˆ
ˇˇ
‰ t1u; i.e., Γ ‰ t1u whenever k is trivially valued.
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Analytic fields and affinoid algebras
rkr rk1 rxr rx (1.2.3)
dkpLq (1.2.4)
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dimk A (1.4.1)
Analytic spaces
XL (1.2.7)
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ηk,r ηr (1.2.15)
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FY FL Fr (1.3.5)
F b G (1.3.6)
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Abhyankar point, 27
analytic domain (of an analytic germ), 66
analytic domain (of an analytic space), 16
analytic extension, 16
analytic field, 16
analytic neighborhood, 17
analytic space
boundaryless, 24
CI (Complete Intersection), 48
equidimensional, 27
Γ-strict, 65
good, 18
Gorenstein, 48
integral, 29
irreducible, 29
locally separated, 23
normal, 48
Rn, 48
reduced, 23, 48
regular, 48
separated, 23
analytically separable extension, 52
analytification, 36
boundary, 24
boundaryless analytic space, 24
central dimension, 66
CI (Complete Intersection) analytic space, 48
closed analytic subspace, 22
CM (Cohen-Macaulay) coherent sheaf, 48
codepth of a coherent sheaf at a point, 164
codepth of a module, 42
codimension, 33
coherent sheaf, 21
CM (Cohen-Macaulay), 48
flat, 85
naively flat, 84
overconvergent, 170
Sn, 48
compact topological space, 15
constructible subset, 188
continuous map
proper, 15
countable at infinity (topological space), 15
de´vissage, 165
depth of a module, 42
dimension, 25, 28
of a module, 14
central, 66
k-analytic (of a k-affinoid algebra), 25
k-analytic (of a k-analytic space), 26
local, 27, 28
of a coherent sheaf, 51
of a morphism, 28
pure (for a morphism), 28
pure (for an analytic space), 27
relative, 28
e´tale morphism, 110
equidimensional analytic space, 27
extension
analytically separable, 52
graded, 246
fiber (of a coherent sheaf), 50
field
analytic, 16
graded, 242
finite morphism, 20
flat coherent sheaf, 85
flat morphism, 85
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Γ-strict analytic space, 65
G-locally constructible subset, 188
G-topology, 17
germ of analytic space, 65
good analytic space, 18
Gorenstein analytic space, 48
graded
extension, 246
field, 242
module, 243
reduction, 16, 249
Riemann-Zariski space, 69
ring, 241
tensor product, 244
valuation, 248
vector space, 244
inner morphism, 24
integral analytic space, 29
interior, 24
irreducible analytic space, 29
irreducible components, 30
Jacobian presentation, 109
k-analytic space, 16
k-free polyradius, 19
local dimension, 28
locally compact topological space, 15
locally constructible subset, 188
locally finite morphism, 20
locally separated analytic space, 23
locally separated morphism, 23
module
graded, 243
morphism
of analytic spaces
boundaryless, 24
e´tale, 110
finite, 20
flat, 85
inner, 24
locally finite, 20
locally separated, 23
naively flat, 84
proper, 25
quasi-e´tale, 109
quasi-finite, 29
quasi-smooth, 109
separated, 23
smooth, 110
topologically proper, 17
unramified, 116
of coherent sheaves
universally injective, 158
of schemes
regular, 16
naively flat coherent sheaf, 84
naively flat morphism, 84
neighborhood
analytic, 17
normal analytic space, 48
overconvergent coherent sheaf, 170
paracompact topological space, 15
point
Abhyankar, 27
rigid, 18
polyradius, 19
k-free, 19
proper continuous map, 15
proper morphism, 25
pure dimension (for a morphism), 28
pure dimension (for an analytic space), 27
quantifier elimination (for ACVF), 153
quasi-e´tale morphism, 109
quasi-compact (topological space), 14
quasi-finite morphism, 29
quasi-smooth morphism, 109
reduced analytic space, 23, 48
reduced analytic structure, 24
reduction
graded, 249
reduction (of an analytic germ), 72
regular analytic space, 48
regular morphism (of schemes), 16
regular sequence, 215
Riemann-Zariski space
graded, 69
rigid point, 18
ring
graded, 241
separated analytic space, 23
separated morphism, 23
Shilov section, 20
smooth morphism, 110
space
analytic, 18
k-analytic, 16
X-analytic, 18
subset
constructible, 188
G-locally constructible, 188
locally constructible, 188
Zariski-closed, 22
support (of a coherent sheaf), 51
tensor product
graded, 244
topological space
compact, 15
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countable at infinity, 15
locally compact, 15
paracompact, 15
quasi-compact, 14
topologically proper morphism, 17
universally injective morphism (of coherent
sheaves), 158
unramified morphism, 116
valuation
graded, 248
vector space
graded, 244
X-analytic space, 18
Zariski topology, 22
Zariski-closed subset, 22
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