We present a conceptual framework for the validation of behavioral models and the prediction information derived from them. The setting for this work is a modern product development environment in which design is performed by teams of specialists who exchange information and knowledge. This setting makes validation responsibilities ambiguous and separates users from knowledge relevant to validation. To alleviate these problems, we identify three complementary validation responsibilities-validity characterization, compatibility assessment and adequacy assessment-that together solve the validation problem.
INTRODUCTION
Behavioral models are elemental to engineering design. They are the basis for all predictions about artifact behavior. Because designers use these predictions when making decisions, behavioral models have a direct impact on a design and when used inappropriately may lead to designs that fail to meet intended functionality. Accordingly, designers must understand the limitations of their models or, conversely, the extent to which they can be trusted. The process of establishing this trust is known as model validation [1] .
Although much literature exists on model validation, little of it is from the perspective of engineering design. Behavioral models and the predictions resulting from them are fundamental entities with a special purpose in design. We designers are therefore obligated to determine what constitutes their validity for design problems. In The Structure of Scientific Revolutions, Kuhn shows through historical evidence that each scientific discipline establishes a set of guidelines by which its members operate [2] . These unwritten rules define, among other things, what questions are of interest and the standards for answering them. In this paper, we address these issues for behavioral models
and their predictions: to what standards do we as design scientists hold behavioral models and prediction information and by what process(es) can they be validated?
The preceding motivations lead to two major concerns: • How is validation in engineering design different from validation for other problems? • How can designers perform validation to address these differences?
We present a conceptual framework for validation in design that addresses these concerns. The setting for this framework is a modern product development environment in which design is performed by teams of specialists who must exchange and reuse behavioral models and predictions. This framework is not a complete solution to the validation problem but serves as a conceptual roadmap to understanding and solving the problem-it represents a starting point for future investigation.
This framework is a departure from prior thinking in several ways. Most significantly:
• We recognize that in addition to validating behavioral models, one must also validate the predictions generated from them and must do so using the same formalisms.
• We identify three complementary validation problemsvalidity characterization, compatibility assessment and adequacy assessment-that individually provide insight into the properties of a behavioral model or prediction and together solve the validation problem.
• We argue for formal descriptions of the limitations of behavioral models and predictions. These descriptionscalled validity descriptions-provide a user with assurances about a model's or prediction's accuracy over a specific set of uses and forms an interface between creators and users.
We present a basic example to illustrate the concepts discussed in the paper. Also, recognizing that behavioral models are similar to scientific theories and are a form of knowledge, we appeal to the philosophy literature to gain perspective on our ideas. Specifically we review the relevant epistemology and the philosophy of science literature and identify conclusions that apply to validation. These conclusions indicate that validation is necessarily subjective, but that it benefits from objective analysis. We discuss the notions of accreditation and certification as approaches to deal with this subjectivity.
INFORMATION EXCHANGE AND KNOWLEDGE REUSE IN ENGINEERING DESIGN

Challenges for Model Validation
Advances in technology and methodology are changing the way in which designers exchange and reuse information and knowledge. This in turn changes the way in which designers must think about validation. Sharing was once limited to small groups of co-located designers who interacted face-to-face. In this setting, information and knowledge had short lifetimes and validation could be informal and personal. Behavioral models and their predictions seldom outlasted the designer who originated them, and this originator served as a resource for any subsequent users. Now, designers who are distributed worldwide can exchange behavioral models and predictions by interfacing with a computer system, such as a knowledge-base or an internetbased design repository. This ongoing transformation from interpersonal to computer-enabled collaboration impacts both how and by whom validation is performed. Research on design repositories [3, 4] and behavioral knowledge repositories [5] promotes reuse over re-creation and promises to extend the lifetimes of information and knowledge, possibly beyond the tenure of their originator. This means that a user may not be able to ask an originator questions that clarify the meaning or limitations of a repository entry-no longer can validation be a personal consideration. 1 This does not imply that validation should be absolutely objective. In fact, it cannot be. It means only that one must be able to validate an item without consulting its originator.
Another consideration is specialization among designers. Validation can be informal when all interacting designers have the same background. This commonality provides a basis for making and understanding assumptions about a particular problem. Essentially, what is obvious to one designer is obvious or easily explained to all. However, modern product development often involves sophisticated analyses of phenomena from multiple disciplines. Because the range of necessary skills is beyond the abilities of any one designer, design has become a specialist-oriented, team-based endeavor. Specialization allows for a team capable of performing the project, but requires communication among designers of different backgrounds and abilities. These differences mean that one designer may have no basis for understanding the assumptions implicit in the work of another-no longer can validation be an informal affair.
The design activities most affected by model validation are decision making and analysis.
Although one designer sometimes performs both types of activities, seldom does one designer perform all such activities on a given design project. Decision makers formulate and execute design decisions based, in part, upon predictions about system behavior that are made by analysts. These predictions might be made on-demand or might reside in a repository (e.g., a particular value might have been predicted for a different decision). In general, one decision may require predictions from numerous analysts, each of whom are specialists in some domain or type of analysis (e.g., electrical engineering, structural analysis, reliability, etc.). Analysts typically make predictions by performing simulation experiments on a mathematical model of a system. Invariably, mathematical models contain assumptions that limit their use and propagate to predictions derived from them. Because they are not experts at the various types of analyses and are not involved in their creation, decision makers do not generally understand all of the assumptions associated with predictions they use. Yet, a decision maker is ultimately responsible for ensuring that a decision is based upon trustworthy information. Thus, validation is complicated by the nature of the collaboration between decision makers and analysts.
Validation also is complicated by the nature of collaboration among different analysts. This collaboration occurs through the reuse of models. Analysts reuse models and parts of models because (a) it is faster than developing them from scratch and (b) they may need to incorporate phenomena that are beyond their own expertise. Because an analyst might reuse a model created by someone else, he or she cannot, in general, presume to know all of the assumptions incorporated into the model. Even when an analyst has the expertise to infer the assumptions present in a given model, to do so can take as long as creating the model from scratch.
Validation Responsibilities
To simplify the validation problems faced by decision makers and analysts, one must establish well-defined validation responsibilities among them. These responsibilities form clear interfaces for collaboration and are defined in terms of shared information and knowledge. We envision them as follows (see Figure 1 ): 2 Behavioral Information Exchange. A collaboration between decision makers and analysts that results in the communication of behavioral predictions from analysts to decision makers.
Behavioral Model Reuse. A collaboration between analysts and other analysts or scientists that results in the reuse of behavioral models or components of behavioral models.
In both cases, collaborators may be displaced in time and/or location, with one designer accessing the results that another has stored in an appropriate repository.
Given these collaboration interfaces, validation responsibilities can be defined in terms of the creation and use of formal model and prediction descriptions. These responsibilities are:
Validity Characterization. The process of formally specifying assurances about the maximal inaccuracy of a behavioral model or prediction that hold under a specific set of conditions, or context. This formal characterization is called a validity description and must be sound (i.e., internally consistent) and hold up to scientific scrutiny.
Compatibility Assessment. The process of determining whether the context of the intended use of a behavioral model or prediction is consistent with the context of its validity description.
Adequacy Assessment. The process of determining whether the accuracy of a behavioral model or prediction is adequate for the user's objectives.
From a process standpoint, the validity of a behavioral model or prediction is characterized as it is produced and assessed as it is used. Decision makers are responsible for assessing the compatibility and adequacy of predictions that they (re)use; analysts are responsible for assessing the compatibility and adequacy of models that they (re)use and characterizing the models and predictions that they create.
Validity descriptions serve as a mechanism for knowledge transfer between creators and users. This frees users to assess models and predictions when their creators are unavailable. When the context of a situation corresponds to that of a validity description for a model, a user can trust the specified bound on model inaccuracy.
PRIOR THINKING ON VALIDATION
Terminology
Much of the literature discusses validation along with the related concept of verification. While verification is not a primary concern of this paper, the reader will encounter the term in the literature and we therefore include it in this discussion. Perhaps the simplest perspective on the distinction between validation and verification (V&V) is to consider the questions they address [6] :
Verification: Did we build the model right? Validation: Did we build the right model?
2 Decision makers also may reuse knowledge from an appropriate repository when formulating a decision problem, but this is beyond the scope of the present work and therefore is not depicted in the figure or described in the text.
Verification relates to whether modelers correctly implement their intent, while validation relates to whether their intent is appropriate in the first place. Schlesinger and coauthors [7] were among the first to propose definitions for V&V. They define verification as the substantiation that a computerized model represents a conceptual model within specified limits of accuracy. One can see the correspondence of these to the questions posed above. The validation definition includes an informal notion of context and establishes a clear link to accuracy, which serves as the means of assessing validity. Most recent definitions are refinements of these and are nearly equivalent [8] . The distinctions are mostly in how explicit and self-contained a particular definition is. Also, the reader should note that authors sometimes use the term "validation" informally to refer to both V&V.
Taken together, the validation responsibilities described in Section 2.2 are consistent with the above general question and the notion of validity defined in [7] . One can interpret validity characterization as the process of describing the conditions under which a model or prediction is "the right [one]" and compatibility and adequacy assessment as the process of deciding whether a particular prediction or model is "the right [one]" in a particular circumstance.
However, the responsibilities are not simply a decomposition of the definition offered in [7] . They take a more general perspective by incorporating the notion of prediction validity. Accounting for prediction validity is an important step toward improving traceability in a design process and is necessary for establishing a clear interface for designer collaboration.
There are several examples in the design literature in which researchers adopt terminology similar to that found in [7] (e.g., [9] [10] [11] [12] [13] [14] community, this interpretation of validation is inappropriate for engineering design. Although it addresses the notion of context, it tightly binds the notion of validity to a particular use. This perspective is at odds with designer collaboration and reuse of models and predictions. For example, it prevents different predictions used in the same decision from being validated independently of one another. This is because it is impossible to specify what level of accuracy is "satisfactory" for one prediction without considering that of the others (assuming that "satisfactory" relates to whether one can take a rational decision). Furthermore, it impedes reuse by tightly binding validation to one particular application-to validate a model in one situation provides no insight into other situations.
Methodology
Much of the literature on validation methodology focuses on the organizational aspects of a validation process. These works present process models for the activities and interactions of domain experts (sometimes called subject-matter experts, or SMEs) who work throughout the modeling and simulation process to ensure model validity (e.g., see [15, 16] ). The experts use various analysis methods, both qualitative and quantitative, to gauge a "degree of credibility" [1] for a model.
The literature's focus on process and domain experts reflects the characteristics of many modeling and simulation problems outside of design. Applications in the operations research, logistics and defense communities tend to have long development cycles and lifetimes. For example, war games can have lifetimes of several years and development cycles that last six years or more [17] . Under these circumstances, the time involved in consulting numerous domain experts during model validation is a small part of the overall development cycle.
In contrast, design models have relatively short development times. Furthermore, design projects involve numerous decisions that may incorporate predictions from many different behavioral models. Validation approaches relying on domain experts would require an extremely large number of consultations with a wide range of domain experts. To make such consultations in each case is impractical.
Some have proposed approaches that reduce the strict reliance on experts at validation time. For example, Birta and Ozmizrak present a knowledge-based system that analyzes model accuracy relative to rules devised by domain experts [18] . Such a system could replace or assist an expert, thereby reducing validation times. However, their knowledge base is specific to the system being modeled rather than the models being used. This limits it value in design where a decision maker must evaluate several different design alternatives (i.e., systems). To develop a new knowledge base for each alternative being modeled is impractical.
In contrast with the work in [18] , the approach taken in this paper is to acquire domain-expert knowledge about models or predictions. This is performed during validity characterization; analysts are the experts and the knowledge representation is the validity description of a model or prediction. This approach is more suitable to design because it associates formalized knowledge with the entity that is being reused.
In contrast with validation, verification methodology is largely independent of the modeling and simulation application. This is because the objective of verification is to ensure the correctness of the implementation or transformation of a model [15, 19] , rather than its correctness relative to reality. Because it is relatively application-independent, many aspects of verification can be automated and most of these automations are applicable to design.
Many modern modeling and simulation tools automate significant portions of the verification process. Previously, analysts were responsible for developing a computer code that implemented their model of a system. This process is often referred to as scientific programming and is slow and prone to error. Recent advances allow analysts to specify a model in a high-level modeling language and then automatically generate a fully computerized model implementation. For example, object-oriented modeling languages such as Modelica [20, 21] and VHDL-AMS [22] allow modelers to describe a system using an equation-based language that a compiler translates into executable code. This approach is faster and less error prone, but is not currently possible for all models. As the technology improves, this approach will apply to more problems and largely supplant scientific programming.
Summary: Differences in Validation from Differences in Modeling and Simulation Objectives
Modeling and simulation plays a role in design that is different from what it plays in other problems. For many communities, a model is what is being "designed" and therefore is the object of central concern. The development approach that has evolved in this setting is focused on producing a model that is well suited to one particular application. Model reuse traditionally has not been a major concern and collaborators (developers, domain experts, etc.) work closely together over long periods of time. In design, the purpose of modeling and simulation is to make predictions about the behavior of a proposed artifact. Over the course of a design project, decision makers require predictions from numerous behavioral models, and pressures to minimize design times require that predictions be produced as quickly as possible.
Having explored and evaluated the prior thinking on validation, we return in the next section to the issue of validating models and predictions for engineering design problems.
A CONCEPTUAL FRAMEWORK FOR VALIDATION
In Section 2.2, we described at a high-level our conceptual framework for validation in engineering design. In this section, we explore the framework in greater detail. The preceding definitions of validation responsibilities allude to several fundamental issues. How does one specify a context? How does one characterize the accuracy of a model or prediction? How can one compare contexts? And so forth. We explore these concepts in the next subsections and then return to the issues of the validation responsibilities and their relationships.
Context
Few statements or rules are universally true. While often left implicit, qualifiers exist that indicate the limitations of information and knowledge. When people communicate, they either presume a common understanding of a domain of discourse or state their assumptions explicitly. Communication is ambiguous when the assumption of common understanding is incorrect. This is particularly dangerous in design, where failure to understand and respect the limitations of knowledge and information can be disastrous. The term context refers to the limited domain over which a model or prediction applies.
Several researchers within the artificial intelligence community have discussed the formalization of context for knowledge-based systems (e.g., [23] [24] [25] ; see [26] and [27] for surveys).
The general approach they take is to state assumptions about the world as propositions in a logic. Falkenhainer and Forbus take such an approach for describing behavioral model components [28] . The basis for formalizing assumptions comes from the mechanics of mathematical modeling where analysts make simplifications such as assuming a derivative is exactly zero or that a system is completely closed. However, assumptions like these seldom are satisfied exactly. Analysts make these assumptions because the resulting models often are useful as long as the assumptions correspond "close enough" to reality. For example, an analyst might assume a derivative is exactly zero when developing a mathematical model with the knowledge that the inaccuracy of that model is small as long as the actual value of the derivative is small. The person most qualified to judge whether an assumption is met "close enough" is the creator of the model. However, this person may not be the same as the user. An assumption-based approach is insufficient for representing context to a user because the user may lack the domain expertise required to make this determination.
A set-based approach is more appropriate for representing context. Conceptually, a context defines a set of "world states" within which one has some assurance of correctness or accuracy. There may be no such assurances outside of this region. In principle, a context specifies allowable values of every variable in the "world." In practice, the concept of neardecomposability states that only a handful of variables affect a system [29] ; all others have so little impact on a model's predictions that they can be assumed unbounded. In the simplest of situations, a context set is a hypercube created by bounds on the problem variables. In more complex cases, a context is a region of space defined by functional relationships among the variables and it may include constraints on variables not present in a model.
A context forms the basis of a validity description and is therefore central to the three validation responsibilities of Section 2.2. For decision problems, each behavioral prediction contributing to a decision must satisfy its own contextual obligations. These obligations relate to which aspect of behavior-or which behavioral attribute-a decision maker wants predicted. Decision makers typically require predictions about different behavioral attributes of a system, and each behavioral attribute can have a different context. For example, a decision maker might require one prediction about structural stress under steady-state conditions and another about the probability of failure under specific dynamic conditions. We refer to the context requirements for a particular behavioral attribute in a particular decision problem as a behavioral attribute context. A decision maker performs compatibility assessment for a prediction by comparing its context to that of the corresponding behavioral attribute. A decision maker can use a prediction only if it applies over the entire behavioral attribute context. Otherwise, there will be portions of the behavioral attribute context in which the prediction cannot necessarily be trusted. Decision makers take decisions in this circumstance at their own risk; to do so would be like making decisions about a supersonic aircraft based upon subsonic performance predictions.
In general, one can rationally execute a decision if and only if each prediction is of the same or broader context than its corresponding behavioral attribute-that is, they must subsume the behavioral attribute contexts. Figure 2 contains conceptual depictions of two possible decision making scenarios, each with a behavioral attribute context and the context of a corresponding prediction. In Figure 2 (a), a rational decision is possible because the context of the prediction information subsumes the behavioral attribute context; they are contextcompatible. However, a rational decision cannot be made in the situation depicted in Figure 2(b) . Here, the prediction and the behavioral attribute are not context-compatible. All is not lost if the context requirements for a decision cannot be met at first. It is often possible to expand the context of a prediction if one is willing to trade a degree of accuracy for it (we discuss accuracy and the context-accuracy relationship in the next subsection).
A simulation experiment is comprised of a model and the inputs and parameters for the model. For a design problem, parameters specialize a behavioral model to a particular design alternative (i.e., they specify physical dimensions or other quantities that remain constant throughout the simulation) and inputs represent external stimuli. Each element of a simulation experiment is associated with a particular context and the context of a prediction made by the simulation is the intersection of these contexts. Figure 3 contains a conceptual depiction of the relationship of a prediction context to the contexts in a simulation experiment. Intuitively, a prediction cannot "know" more than the elements from which it was formed. For example, one cannot generally make valid predictions about turbulent fluid flow based solely on a laminar flow model. Mathematically, one can state the general relationship as Figure 2: A conceptual depiction of contexts in a design decision: (a) the behavioral attribute context is subsumed by that of the corresponding prediction; (b) the context of the prediction does not subsume that of the corresponding behavioral attribute and therefore cannot be used.
where P C is the context of the prediction, M C is the model context and j C is the context of the j th input or parameter to the model. This means that the context of a prediction is never more general than the least general context from which it is formed. One can assess the compatibility of a model on two levels. First, one can ask whether a model is compatible with a given simulation experiment. To answer this question, one compares the context of a model to those of the parameters and inputs of an experiment. One can say that the model is compatible with the other elements of the experiment if the intersection of these contexts-i.e., the context of the resulting prediction-is not the empty set.
More commonly in design, one performs a simulation experiment to predict a specific behavioral attribute for use in a decision. In this case, one performs compatibility assessment for a model relative to whether a resulting prediction is contextcompatible with the behavioral attribute. Given inputs and parameters for a model and a desired behavioral attribute, the use of a behavioral model is valid if the prediction yielded by the simulation experiment is context-compatible with the behavioral attribute. This combines the concepts illustrated in Figure 2 and Figure 3 . Combining the relationship in Equation (1) with the notion of context compatibility yields
where ( ) ContextCompatible , ⋅ ⋅ is a logical predicate, BA C is the behavioral attribute context and E is a simulation experiment definition that specifies model, input and parameter contexts. With respect to validating the use of a behavioral model, the condition BA M C C ⊆ is necessary for Equation (2) to hold.
Accuracy
Behavioral models are approximations of real systems and, as such, they and the predictions derived from them can differ from reality. Inaccuracy refers to the size or amount of uncertainty in a prediction or model. There are two causes of uncertainty: aleatory uncertainty and epistemic uncertainty. Aleatory uncertainty is a potential deviation from reality in a prediction or model due to natural random behavior [30] and is also known as variability, stochastic uncertainty, objective uncertainty [31] and irreducible uncertainty. Examples of phenomena that involve or exhibit aleatory uncertainty include machining error, annealing, errors in communications systems, many measurement errors and radioactive decay.
Epistemic uncertainty is a potential deviation from reality in a prediction or model due to a lack of knowledge or information [30] and sometimes is called imprecision [32] , reducible uncertainty or subjective uncertainty [31] . Epistemic uncertainty often results from ignorance or modeling decisions, such as selecting one model over another or choosing to make particular approximations and simplifications. 3 One can represent aleatory uncertainty using classical probability theory, but it is not generally correct to represent epistemic uncertainty in this way. This can be because one does not have enough information under epistemic uncertainty to describe the relative likelihoods of events or because a probabilistic interpretation is altogether invalid. The latter case can result from modeling assumptions. For example, an analyst might simplify a model by ignoring an energy loss (e.g., friction, thermal losses, etc.). This can result in a systematic deviation from reality where the precise deviation is uncertain. It would be wrong to represent this uncertainty with classical probability theory because the deviation from reality is systemic, not stochastic. Formal approaches for representing and making decisions under epistemic or combined epistemicaleatory uncertainty are still a topic of research. Investigators have explored several alternatives to classical probability theory, including possibility theory [34] , fuzzy set theory [35] , Dempster-Shafer theory [36] , probability-bounds analysis [37] , interval analysis [31] and information gap decision theory [38] .
Designers must contend with both aleatory and epistemic uncertainty. Aleatory uncertainty is particularly important when considering the impacts of manufacturing and environmental variations (e.g., random deviations in part sizes or loading conditions). Because they are approximations of reality, all models have epistemic uncertainty and, by virtue of being computed from a model, all predictions have epistemic uncertainty as well. Another source of epistemic uncertainty is the incompleteness of a design specification (i.e., there is a lack of knowledge about what the final design will be). This source of uncertainty manifests itself in behavioral models since the model cannot "know" more about a design than is present in its specification. Also note that there can be epistemic uncertainty about an aleatory uncertainty. For example, one may not know the precise mean of a probability distribution.
The purpose of a validity description is to provide a user with assurances about the inaccuracy of a behavioral model or prediction over a well-defined set of situations. The inaccuracy assurances are then used during adequacy assessment. In general, a user has no way of knowing if the inaccuracy of a model or prediction is actually larger than what is reported. Because of this, creators must ensure that their 3 Oberkapmf and coauthors distinguish between epistemic uncertainty and error, which they describe as resulting from deliberate simplifications or inadvertent mistakes in modeling [33] . However, error is a type of knowledge deficiency and is therefore better viewed as a subclass of epistemic uncertainty. characterizations of inaccuracy do not understate the actual inaccuracy. This suggests that a conservative approach to inaccuracy characterization is best.
However, overly conservative characterizations are undesirable because they artificially limit the usefulness of an item. Ultimately, it is better to error on the side of conservativeness than to take a chance that understating the inaccuracy will not matter. If one models inaccuracy with a set-based approach (e.g., [38] ), then the objective of inaccuracy characterization is to find the least upper bound, or supremum, of the inaccuracy set. Any upper bound on the set is acceptable, though.
For most models and predictions, its inaccuracy depends upon the context in question. For instance, a linear deflection model for a beam may be very accurate when the displacement is less than some upper bound, but inaccurate otherwise. In general, inaccuracy never decreases-and likely increases-as the context expands. This results in an important tradeoff for analysts as they develop behavioral models: too narrow a context can yield a very accurate model that is seldom useful, while too broad a context can result in a model too inaccurate to be useful.
An Illustrative Example
In the following example, we illustrate some validation issues using Newton's second law of motion. We develop a validity description for a particular mathematical formulation of Newton's second law and use it to make a prediction given some input information. In doing so, we highlight the relationship between context and accuracy as well as some of the challenges in performing validity characterization.
A common formulation of Newton's second law is
is the net force vector on a particle as a function of time, m is the particle mass and ( ) t a is the particle acceleration vector as a function of time. This is the model of interest for this example. Our first objective is to characterize it-that is, to define a context and find the inaccuracy over that context.
Most designers will recognize that Equation (3) is a simplification of the more general relationship
where ( ) The difference between the two model formulations is the term ( ) ( ) m t t v . Thus, the inaccuracy in the model in Equation (3) will depend on the velocity and the time-derivative of the mass. Assume the context of interest is defined by bounds on these variables, with all other variables assumed to be free. This may be stated as 2 ⋅ is the Euclidean norm, m β is a bound on the ratechange of mass and β v is a bound on the norm of the velocity.
Now that a context is defined, it is possible to characterize inaccuracy. For this example, we adopt a set-based approach to representing inaccuracy with an additive inaccuracy model:
where e is a vector inaccuracy term. One can develop more complex inaccuracy models; see [38] for examples. In this case, a bound on the magnitude of the inaccuracy term over the given context defines the inaccuracy of the behavioral model. The ideal bound is the supremum. Assuming that the model in Equation (4) is perfectly accurate, we can compute the inaccuracy term as the difference between the two models. Thus, we have
which has a magnitude of
The supremum is maximum of this magnitude over the context set, or Combining the model in Equation (3) with the context and inaccuracy, one gets
where ,
This is a set of functions (due to the inaccuracy) over a set of conditions (the context) and represents the limitations of an analysts' knowledge about the model. This characterization is unambiguous and by using it a user can assess its validity without consulting its creator. Given a behavioral model with a validity characterization, our objective is to compute a prediction and its corresponding validity description. Assume we know that some force, max F , is the maximum net force that will occur on a system of interest and that the system has an uncertain mass that is represented as an interval, One can condense this representation into a single inaccuracy parameter:
The context for this prediction is the intersection of the contexts of the inputs and model. In this case, they are all identical, so the prediction has context
There are three particularly interesting features about this example. First, the context for the model is defined by terms not actually in the model, namely m and v . This happens when an analyst makes simplifications during modeling. When terms are eliminated from a model because they are assumed "insignificant," they must be bounded in its context. Specifying bounds on these terms in a context defines the semantics of the assumption (i.e., what it means to be "insignificant"). This explicit definition is necessary for information exchange and knowledge reuse to proceed effectively.
The second feature illustrated in this example is the relationship between context and inaccuracy. In this case, expanding the context (i.e., raising the bound on either or both context terms) results in an increased inaccuracy. In general, an expansion of a context cannot result in a decrease in inaccuracy, and often will result in an increase. For the singleparameter case illustrated above, this means that
where 1 C and 2 C are contexts and 1 ε and 2 ε are the corresponding inaccuracy parameters.
The third interesting feature of this example is that it fails to capture all of the inaccuracy in the model. This is because it ignores the inaccuracy in Equation (4) and therefore the derived inaccuracy is not an upper bound on absolute inaccuracy, but on the relative inaccuracy between the models in Equations (3) and (4) . To arrive at an inaccuracy bound that is more faithful to reality, one must either characterize a bound using empirical means or relative to the best available model (i.e., one that is considered "ground truth" by experts in that domain). For the present relationship, the best generally accepted model is Einstein's theory of special relativity, which implies that [39] ( ) (
is the particle speed and c is the speed of light. This model is nearly identical to that of Equation (4) as long as the particle speed does not become a significant fraction of the speed of light. However, the inaccuracy can grow to be significant in other contexts. The relativistic model can be restated as
where and I is the identity matrix for 3 . This formulation highlights the two distinct inaccuracy terms that result from the relativistic effects. This is an indication that the single parameter inaccuracy model may not be as effective as a more sophisticated representation. Using that inaccuracy model, the magnitude for the difference between Equations (3) and (7) is Mass and acceleration are both present in the above expression. Thus, this inaccuracy may be unbounded on the context specified above. To use the single-parameter inaccuracy model, one must include bounds on the mass and acceleration in the context.
While relativistic effects are insignificant on most engineering problems, it is still important to consider them when characterizing the model in Equation (3). This is because characterization is the only means by which the creator of a model can control its use. Failure to describe adequately the limitations of a model can result in improper use no matter how unlikely that use may seem to be at the time it is created.
Ultimately, it is the responsibility of the modeler to characterize the inaccuracy conservatively without being so conservative that it becomes useless. More complex problems will require numerical approaches for approximating the inaccuracy bound as well as approaches that admit empirical data. Also, any practical method must allow modeling experts to utilize their judgment. The identification of such methods is an open research issue.
While behavioral models are developed by domain experts, predictions are generated by performing simulation experiments. Given a simulation experiment and a behavioral model, one must ensure that the resulting prediction and its validity description are computed properly. Existing simulation tools are not capable of propagating validity descriptions directly. Research into propagation methods is an important issue to be tackled.
Revisiting the Validation Responsibilities
In our framework, the objective of validation is to establish the boundaries of trust for a behavioral model or prediction. The purpose of context and inaccuracy formalisms is to define these boundaries unambiguously. This validity description for a behavioral model or prediction consists of:
• A context definition, • An (least) upper bound on inaccuracy over the context.
We interpret this description as an assertion that within the specified context, the given model (or prediction) will be no more inaccurate than specified. In that sense, it represents a guarantee from the creator to a user about the properties of a model or prediction. While it is desirable for the inaccuracy bound to be the supremum, it is more important that the given bound captures all of the inaccuracy in order to preserve the semantics of the assertion. Given a particular usage context, U C , and a validity description, D , with context D C , we say that D and U C are
context-compatible if and only if
. That is, the context of the validity description must subsume that of the use. Otherwise, the item to which D applies might be used outside of its context, thus voiding all inaccuracy bound guarantees.
The validity description and context-compatibility concepts are central to understanding the complementary processes of validity characterization and compatibility assessment and adequacy assessment: Validity characterization is the process of developing a validity description for a behavioral model or prediction. Compatibility assessment is the process of determining whether a validity description and a given usage situation are context-compatible. Adequacy assessment is the process of determining whether the inaccuracy stated in a validity description is small enough for the given use, assuming the validity description is contextcompatible with the use.
From a procedural standpoint, validity characterization for behavioral models involves domain experts who are qualified to develop a validity description for a particular model. For prediction information, characterization can be an automated process based upon numerical solution methods. In principle, compatibility and adequacy assessment also can be automated.
A PHILOSOPHICAL PERSPECTIVE
A behavioral model makes predictions about the world and as such is much like a scientific theory. Prompted by this parallel and questions about its scientific foundations, several authors have explored the philosophical roots of model validation.
These roots exist in epistemology and the philosophy of science. Epistemology is the philosophical "study of the nature, extent and justification of knowledge" [40] . As the study of scientific knowledge, the philosophy of science is an offshoot of epistemology.
The literature generally credits Naylor and Finger [41] with being the first to interpret model validation in a philosophical context. More recent works have extended the dialogue (e.g., [42] [43] [44] ). The article by Barlas and Carpenter [44] is a particularly complete, yet concise survey of the relevant ideas. Pedersen and coauthors examine design method validation from a philosophical perspective and discuss much the same literature as the surveys of model validation [45] .
We begin this section with a brief review of the philosophical ideas and principles that are relevant to validation. This review is largely a distillation of the aforementioned works and the reader is referred to them for a discussion of greater depth. We conclude this section by identifying from the accepted philosophical thinking implications for validation.
Reductionism to Relativism: An Epistemological Spectrum
For the purposes of the present discussion, it is convenient to organize epistemological views along a spectrum ranging from reductionist views to relativist views. Reductionist views (also called foundationalist, formalist, justificationist or logical positivist) maintain that knowledge is objective and it has a basis in observation (the empiricists) or self-evident truth (the rationalists). Descartes (a rationalist) and Locke (an empiricist) were among the classical philosophers subscribing to such beliefs. While particular incarnations of reductionism vary, they all assume a pure objective truth exists and can be discovered. These views are aptly described as utopian -a quest for the elegant, objective and logical universe.
Logical positivism (a.k.a. logical empiricism) was an early movement in the philosophy of science that is strongly reductionist. They sought a rigorous framework by which scientists would deductively prove unambiguous statements based upon unbiased empirical evidence. Their goal was to establish a sound basis for discovering scientific truth, based upon objective observational facts.
One early challenge to reductionism in science was the problem of induction. David Hume originally described the problem in A Treatise of Human Nature [46] . The problem is that of generalizing beyond observational data.
Strict empiricists hold that all knowledge results from logical reasoning about observational data.
Observations are necessarily finite, yet most scientific theories make predictions over continuous space and time. Hume pointed out that one requires inductive inference to verify such theories from empirical data, but that there can be no empirical basis for induction. Thus, he showed a contradiction in the pure empiricist epistemology.
Karl Popper introduced the notion of falsification as a response to the problem of induction [47] . His position was that theories may be proven false, but may never be proven true. Instead, all theories are provisional and exist only until a counterexample discredits it. Previously, philosophers of science sought to find justifications for a statement to be considered knowledge (typically by logical inference). As Miller puts it, falsification "relies on expulsion procedures, rather than entrance requirements" [48] . Falsification also solves the problem of identifying scientific theories, called the problem of demarcation. According to Popper, a scientific theory must be falsifiable based upon empirical evidence [49] .
Another problem with reductionist epistemologies is their foundation on the presumed existence of observational objectivity.
Many reductionists, particularly empiricists, believe that one can observe the world independently of any bias or prior belief. This view is largely discredited by a number of works dating from the middle-twentieth century. Notably, Kuhn argues that theory-free observation is not possible and proposes a view of science in which observations are interpreted according to the reigning "paradigm" of the day [2] . The discrediting of empirical objectivity effectively leaves reductionist views defeated. 4 Relativist views (also called holistic, social or antijustificationist) acknowledge the failure of a purely objective and logical pursuit of science (and knowledge in general). There exist many epistemologies that may be classified as relativist and some may have conflicting premises. The common thread among them is their acceptance of the social, historical and cultural biases in observation and interpretation. They agree that pursuit of "the truth" is fruitless and favor more pragmatic approaches.
Relativism represents the most recent thinking in epistemology and the philosophy of science. These views came to the forefront of philosophical thinking only in the latter part of the twentieth century. There is no reason to presume that these views are the final answer in the debate, though. Interestingly, the very principle of relativist belief-that knowledge is relative to culture and history-suggests that our understanding of knowledge itself will change over time.
Conclusions for Model and Prediction Validation
It is possible to draw several conclusions about model and prediction validation from the established philosophical thinking. The most significant among them are as follows.
No amount of data "proves" a model to be valid. This is a direct consequence of the problem of induction. To prove deductively that a continuous model is valid, one would require an infinite amount of empirical data. To consider a model valid without an infinite amount of data requires a "leap of faith" on the part of the user.
Validation is necessarily subjective. This is a consequence of induction and the relativist perspective on observation. The problem of induction implies that models are assumed true rather than proven true. The basis for such assumptions ultimately is subjective; for example, one person may be satisfied after seeing 10 data points, while another wants to see 100. The relativist perspective on observation holds that all observations are biased by preexisting theory or belief. Thus, even if induction were not an issue, there would be a question of how one interprets the measurements.
Validation can be scientific. Falsification holds that a statement is scientific if it can be refuted. Thus, validation is a scientific endeavor if statements of validity are refutable. While the basis for refutation may be subjective, the scientific process can proceed as long as the participants can agree on what constitutes a conclusive refutation of a statement. The participants should also agree on what constitutes a sufficient attempt to refute a statement (i.e., when to assume it to be valid due to lack of refutation).
Valid statements can be deduced from other valid statements. Once an item is accepted as valid, one can use it in deductive reasoning. However, deduction is a "garbage-in, garbage-out" process and use of one invalid premise or rule invalidates all subsequent conclusions. In this sense, validation in engineering design is a vetting process that weeds out invalid premises and rules and that allows design to proceed in a deductive and accountable fashion.
Validation requires a basis for trust when multiple people are involved. Validation is the pursuit of trust and to achieve it requires some base level of trust among the participants. This conclusion is a corollary of those above. Since there is neither "proof" of validity nor objective data, the various parties involved with validation activities must have some basis for trusting one another. This basis manifests itself in terms of accepted procedures for gathering, interpreting and reporting data and in terms of standards for scientific inquiry. Typically, this basis is implicit and arises through the commonalities in our education as scientists and engineers. However, the stronger and more explicit is the fundamental basis for trust, the stronger are the conclusions about validity that one can draw. At a minimum, an explicit basis for trust improves process traceability.
DISCUSSION
Current thinking in philosophy holds that absolute objectivity-truth independent of belief-is not possible. However, designers must remember that 'subjective' does not imply 'arbitrary' or 'unsupported'. Validation can be a scientific endeavor provided there exists a frame of reference common among its participants. Among other things, this frame of reference defines what constitutes a refutable statement, standards for a successful refutation and standards for a sufficient attempt at refutation.
The concepts that we discuss in this paper lay a foundation for validation in engineering design that reflect the conclusions of philosophy.
Validity descriptions are fundamental statements of fact that must withstand refutation attempts. A successful refutation demonstrates a contradiction in the proposed validity statement. For example, one might show evidence that an inaccuracy bound in a validity description is insufficient for the given context (i.e., that the model or prediction is actually less accurate than claimed). This evidence can be in terms of empirical data or analysis based on previously established fact (i.e., valid knowledge or information). In some cases, it also may be acceptable to take the testimony of a relevant expert as evidence. If repeated attempts to refute a proposed validity description fail, then it can be accepted as valid. The standards that determine what constitutes a sufficient attempt at refutation must be agreed upon by the parties involved.
Given the conceptual nature of this paper, there remain many questions about how to implement our vision. Among these, there are three major issues: establishing a basis for trust among collaborating designers, formalisms and methods for validity description and computational issues.
A basis of trust is necessary in order for designers to accept the conclusions of others. A validity description provides guarantees about a model or prediction, but a user must take these guarantees on faith. The literature identifies two ways of establishing such a baseline of trust: accreditation and certification.
The International Organization for Standardization (ISO) defines accreditation as a procedure by which a body of authority formally recognizes that a body or person is competent to carry out specific tasks [50] and certification as a procedure by which a third party gives written assurance that a product, process or service conforms to specified standards [50] .
By this terminology, people and organizations can be accredited, while products, processes and services can be certified. 5 Accreditation helps to identify companies and individuals that meet minimum standards on some task, such as modeling in a particular domain. Certification increases a user's confidence that a particular result-a validity description, for instance-is as specified.
Alternately, certification can apply to the methods used to develop particular results. From a validation perspective, accreditation and certification can provide the basis for trust among design specialists.
Further research also is needed on formalisms for representing and methods for creating validity descriptions. While we present some preliminary ideas in this paper, they are insufficient for practical implementation. For context, the pressing issues are how to choose an appropriate context and how to decide whether a context captures all of the relevant variables. For accuracy, designers need representations and computational methods that can incorporate both aleatory and epistemic uncertainty. Some researchers have begun to look at this issue (e.g., [31, 38] ). These representations and methods must also be compatible with a decision theory in order to be useful.
Computational issues must also be addressed. One question is how to compute a validity description for a prediction based upon those of a model and its parameters and inputs. It is unclear whether the solution should be a wrapper around existing simulation methods or if it requires fundamentally new methods. Another question is how to determine whether a validity description and a use are contextcompatible. On some problems, the number of variables in a context may grow large and, in principle, the context set may become non-convex.
Thus, general solutions for these problems may be computationally intensive. It will be a challenge to balance the desire for fast computation with the desire for high fidelity representation.
SUMMARY
Collaborations among specialists create special challenges to validation in engineering design. This paper contains a description of a conceptual framework for understanding these challenges. The framework takes a novel approach by decomposing validation into three complementary processes: validity characterization, compatibility assessment and adequacy assessment. Doing this allows decision making and analysis specialists to operate independently of one another while permitting collaboration through well-defined interfaces.
This paper also presents a review of philosophy literature relevant to validation. We find that philosophical limitations to how one acquires knowledge impact validation, but that validation can still be a scientific endeavor. While validation is necessarily subjective, it forms the basis for objectivity in design by serving as a vetting process that admits only information and knowledge that designers can trust.
Although the framework presented here is not a complete solution to the problem of validation in engineering design, it does serve as is a conceptual roadmap to understanding and solving the problem. Future research issues include the development of formal representations for accuracy, methods for developing accuracy and context representations and methods for computing with valid information and knowledge.
