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要 旨
空間統計学（狭義には地球統計学）と空間計量経済学は，地理空間データを対象とした研究の
発展に大きく貢献し，その適用は応用空間統計学の 2つの主流となっている．自然科学への応
用から生まれた空間統計学と地域科学から生まれた空間計量経済学は，これまで独自の発展を
経てきたが，近年，特に地理情報システムの発展に伴い，社会経済データを用いた研究に後者
だけでなく前者が応用される機会も増えている．
本稿では，二つの学問の相違とその長所・短所，発展可能性について，最新の研究動向も踏
まえながら，総括的な議論を行う．まず，空間データの特徴である空間的影響（空間的自己相
関と空間的異質性）について説明した上で，その代表的な検定手法を整理する．次に，空間計
量経済学，空間統計学の差異，特に，対象となる空間の捉え方について議論した上で，最新の
研究事例も紹介しながらそれぞれの学問分野の特徴をまとめる．空間計量経済学については空
間重み行列の役割について詳しく論じるとともに，空間統計学については予測（空間内挿）につ
いて詳しく論じることで，両分野の本質的な差異を議論する．最後に，それぞれの時空間デー
タ適用への拡張の動向について議論する．
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1. はじめに
近年，地理情報システム（geographical information system（GIS））や衛星リモートセンシン
グ技術の発展によって，位置座標を属性として持つ地理空間情報に関するデータ（以下，「空間
データ」と称する）の入手が容易になりつつある．例えば，国土数値情報（国土交通省）では，地
価，土地利用，交通データ等の多種多様な空間データが提供されている．空間データの分析手
法は，空間統計学（spatial statistics）と呼ばれる分野で発展してきた．空間統計学の代表的なテ
キストである Cressie（1993）, Banerjee et al.（2004）では，空間データを，[1] 地球統計データ
（geostatistical data），[2] 地域（格子）データ（areal/lattice data），[3]点過程データ（point pattern
data）の 3つに分類している．今，s∈dが，次元 d（通常 d=2または 3）のユークリッド空間に
おけるデータの位置であるとし，Y (s)は，空間的な位置 sにおけるランダムな量であるとしよ
う．ここで，sがインデックス集合 D⊂d内を動くとき，{Y (s) : s∈D}は，空間過程（spatial
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process），あるいは確率場（random ﬁeld）と呼ばれる．さらに，Cressie and Wikle（2011, p. 18）同
様，時間軸を導入した時空間過程は，tが T ⊂内を連続的に動くとき，{Y (s; t) : s∈D, t∈T}，
離散的に動くとき，{Y t(s) : s∈D, t∈T}と表されると仮定する．[1] の地球統計データは，領
域Dが連続（continuous）で固定された（ﬁxed）集合である場合の空間データである．ここで，連
続というのは，Y (s) が領域中のいたるところで観測可能であることを意味する．例えば，標
高，気温データ等がこれに該当する．[2] の地域データは，領域Dが固定されており，いくつか
の領域から構成される場合の空間データである．ここで，Y (s)は，離散的な領域でのみ観測
可能である．例えば，衛星リモートセンシング画像データ，市区町村で集計された各種社会経
済データ等がこれに該当する．[3] の点過程データとは，D自体がランダムな場合の空間デー
タであり，イベントが生起した位置を示す．具体的には，スカラー Y (s)≡ 1，∀s∈Dと定義で
きる（例えば，Schabenberger and Gotway, 2005）．
さて，空間データの中でも特に，[2] の地域データの分析手法は，空間計量経済学（spatial
econometrics）と呼ばれる分野で研究が蓄積され，今や計量経済学の重要なテーマの一つとなっ
ている（Anselin, 2010）．空間計量経済学の分野の代表的なテキストである Anselin（1988）では，
空間統計学と空間計量経済学の違いについて議論がされており（Anselin, 1988, p. 10），前者
は，data-drivenであるのに対し，後者は model-drivenである点に特徴があるとしている．す
なわち，前者が与えられたデータセットから空間的な構造や空間過程を抽出（extracting），同定
（identifying），推定（estimating）することに関心があるのに対し，後者は特定の理論やモデルか
ら考察を開始し，その推定や特定化，空間的影響（spatial eﬀects）の存在に関する検定に着目す
る．これに対して Cressie（1993, p. 443）は，“From a statistician’s perspective, the distinction
is not particularly helpful”と，批判的な見解を述べている．
さて，Anselin（1986）は当時の状況について，“each approach tends to be rather self-contained，
with little cross-reference shown in published articles”と述べているが，その状況は現在でも大
きく変わっていない．そのため，例えば同一のモデルに対し二つの分野で異なる呼称が用いら
れるといった混乱が見られ，ある種の相互参入障壁が存在している．また，空間統計学・空間
計量経済学の両分野を横断的にレビューした例は，Griﬃth and Paelinck（2010）等のごく一部
の例外を除けば存在しないため，モデルの適切な使い分け等に関する情報の入手が容易でない
のが現状である．
本論文は，両分野の基礎的なモデリング技法について最新の研究成果に触れながら議論する
とともに，二つの学問分野の相違とその特徴，実証研究における使い分けについて総括的かつ
詳細な議論を行うものである．現在，両分野に関して解説した邦書は，前者については，間瀬・
武田（2001），Wackernagel（1998）の邦訳である地球統計学研究会 監訳（2003）, 間瀬（2010）等，
後者については，塚井（2005），清水・唐渡（2007）等に限られ，そもそも非常に少ないことに加
え，近年の様々な空間データの普及や分析技法の高度化を鑑みれば，両分野のモデルを体系的
に俯瞰・整理した論文は有用である．本論文は，両分野を横断的にレビューしているという点
に大きな特徴を有する．
なお，本論文では，[1] 地球統計データと [2] 地域データの分析に着目することとし，[3] の点
過程データは対象としない．点過程データの分析については，間瀬 他（1992），Diggle（2003），
種村（2005）等を参照されたい．また，本論文では特に断らない限り，一変量に関する空間過程
Y (s) を想定する．多変量モデルについては，Wackernagel（1998）を参照されたい．さらに，本
論文は空間データ分析（spatial data analysis）に着目するものであり，領域D自体の結合・分割
等の解析を行う空間解析（spatial analysis）は対象としない．
本論文における地域データと地球統計データという呼び方は，対象とする空間の大きさの違
いというよりは，既述のとおり，数学的な意味での空間の捉え方の違いに本質的な意味がある
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ものであり，地域データモデルは社会科学的な研究を中心に，地球統計データモデルは自然科
学的な研究を中心に，それぞれ発展した経緯がある．これらのことを踏まえながら，以下，ま
ず第二章では，空間データのモデリングのためのいくつかの仮定について空間統計学と空間計
量経済学の比較に重点を置きながら述べる．次に，第三章では地域データのモデリング技法と
して，空間計量経済学の知見に基づく「地域データモデル」について説明し，第四章では地球統
計データのモデリング技法として，空間統計学の知見に基づく「地球統計データモデル」につ
いて説明する．その後，第五章において，まとめと今後の両分野の展望について簡単に述べる．
2. 空間データと空間データモデリングの特徴
2.1 空間的自己相関と空間的異質性
統計モデルにおける仮定は，極めて理想的な状況を想定したものであり，実際にはその仮定
が満足されないことも多い．空間データ分析においては，地域という空間的な広がりを持っ
た対象を扱うことに起因する特有の問題，具体的には空間的依存性（自己相関）（spatial de-
pendence/autocorrelation）と空間的異質性（spatial heterogeneity）からなる空間的影響（spatial
eﬀects）を考慮する必要がある Anselin（1988, p. 7）．ここで，厳密にいえば，空間的依存性と
空間的自己相関は同義ではないが，実際には両者ともに自己相関（結合分布のモーメント）の意
味で用いられることが多く，本研究でも Anselin and Bera（1998, p. 240）同様，両者は互換的
（interchangeably）であるとして議論を進める．
空間的自己相関は，距離の近い確率変数が似たような傾向を示すという「正の空間的自己相
関」と，距離の近い確率変数が非常に異なった値を示すという「負の空間的自己相関」に大別さ
れる．これらは，距離が近い事物はより強く影響しあうというTobler（1979）の地理学の第一法
則（ﬁrst law of geography）として知られるものである．しかしながら，後者はいわゆるチェッ
カーボード・パターンを示すものであり，必ずしも直感的な解釈が可能ではない（Anselin and
Bera, 1998），負の空間的自己相関については（Whittle, 1954; Griﬃth, 2006）に詳しい．空間的
自己相関は，次のような積率条件で表される（Anselin and Bera, 1998）．
(2.1) Cov(Yi,Yj)=E(YiYj)− E(Yi) ·E(Yj) =0, ∀ i = j ,
ここで，Yiと Yj は地点 si ∈D,sj ∈Dにおける確率変数の値を示す．無論，式（2.1）が，「空間
的な」自己相関であるのは，si, sj における確率変数間の相関が 0でないということに関して，
空間的構造（spatial structure），空間的相互作用（spatial interaction），空間的位置関係（spatial
arrangement）という観点から意味のある解釈が可能な場合である（Anselin and Bera, 1998）．そ
れに対し，空間的異質性とは，単に不均一な分散や係数による構造上の不安定のことを指し，通
常の計量経済学の手法で対処可能な場合も多い（Anselin, 2001）．しかしながら，異質性が空間的
な構造を持つ場合は，spatially varying coeﬃcientモデル（例えば，Casetti, 1972; Fotheringham
et al., 2002; Gelfand et al., 2003）等の専用の技法が必要となる．実際には，空間的異質性は空
間的自己相関と同時に発生し，この場合通常の計量経済学の技法（例えば，分散不均一の検定）
の使用は，誤りにつながる可能性がある（Anselin and Griﬃth, 1988）．また，クロスセクション
では，空間的自己相関と空間的異質性は見かけ上同一である場合が多く，例えば，回帰分析の
残差が正の空間クラスターを形成しているとき，これは，空間的異質性（グループレベルの分
散不均一）とも空間的自己相関（空間過程がクラスターを生じさせている）とも解釈可能である
（Anselin, 2001）．従って，例えば model-drivenと定義される空間計量経済学では，生じている
問題にモデルの特定化（model speciﬁcation）を通じて構造を課し，モデルの妥当性を統計的に検
定するというアプローチを用いる（Anselin and Bera, 1998）．
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2.2 空間的自己相関と空間的異質性の検定
本項では，空間的影響の検定方法について，空間的自己相関，空間的異質性の順に述べる．
空間的自己相関の検定には，次式に示すMoran’s I（Moran, 1950）が用いられることが多い．
(2.2) I =
N
S
e′We
e′e
,
ここで，W は，3.2節で詳しく述べる空間重み行列，S =
∑
i
∑
j wij は基準化定数（重み行列の
全要素の和）であり，eはN × 1の興味の対象である変数（あるいは，線形回帰モデルであれば通
常最小二乗法（ordinary least squares（OLS）推定における残差）ベクトルである．相関係数と同
様，Moran’s I は，–1から +1までの値を取り得る．Moran’s I の値が 1に近いことは，正の自
己相関の存在を示唆し，逆に–1に近いとき，負の自己相関の存在を示唆する．Moran’s I を標
準化すると，漸近的に標準正規分布 N（0,1）に従うため，「与えられたW の下で空間的自己相
関が無い」を帰無仮説とする仮説検定が可能となる．Moran’s I は，Pearsonの相関係数を空間
に拡張したものと見なすことができ直感的に分かりやすく，かつ計算が比較的容易であるため
広く使用されている．また，誤差項の空間的自己相関だけでなく，従属変数の空間ラグ，分散
不均一に対しても検出力を持つ（Anselin and Griﬃth, 1988; Anselin and Rey, 1991; Florax and
de Graaﬀ, 2004）．しかし，その理論的背景は必ずしも明確ではなく，また空間依存の構造を特
定化することができないという問題点もある．従ってMoran’s I と共に，対立仮説に特定の依
存性を仮定した最尤法に基づく検定法が用いられることが多い．代表的な検定法として，ワル
ド検定，尤度比検定，ラグランジェ乗数（Lagrangian multiplier（LM））検定等がある（Anselin,
1988）．LM検定は，Rao’s Score検定ともよばれる（Anselin, 2001）．LM検定は，OLSの結果
のみを用いて検定が可能という点で簡便である．しかしながら，LM検定では誤差項が自己回
帰型であるか移動平均型であるかの区別ができないという問題点がある．LM検定の具体的方
法については，清水・唐渡（2007）に詳しい．空間的依存性の検定統計量は他にも，Geary’s C
統計量（Geary, 1954），Kelejian-Robinson統計量（Kelejian and Robinson, 1992），局所的な検定
に用いる G統計量（Getis and Ord, 1992）や Anselin（1995）のローカル・モラン統計量，カウン
トデータのクラスター検出に用いられるRogerson（1999）の R統計量など数々のものが提案さ
れている．種々の検定量に関する比較・レビューについては，Lin（2004）, Getis（2007）等を参
照されたい．
次に，空間的異質性の検定手法について述べる．分散不均一に関する検定統計量としては，
Breusch-Pagan，White 等の各種検定統計量がしばしば用いられる．しかしながら，Anselin
（1987）は，モンテカルロ実験により，誤差項に空間的な自己相関が存在する場合，これらを用
いた検定結果が影響を受けることを指摘している．誤差項に空間的自己相関が存在するという
ことを前提とした検定統計量として，spatially adjusted Breusch-Pagan（SABP）検定統計量が
提案されている（Anselin, 1988, pp. 122–123）．一方で，構造の安定性に関する検定としては，
チョウ検定が知られているが，同様に空間的自己相関が存在する場合，通常の F 値に基づく
チョウ検定は，不適当となる（Anselin, 1988, p. 124）．従って，誤差項の空間的自己相関の存在
を前提とした，最尤法推定値に基づく空間調整済みの（spatially adjusted）チョウ検定を用いる
必要がある（Anselin, 1988, p. 124）．
2.3 地球統計データモデルと地域データモデルの差異
地球統計データは Dを連続的な点の集合とみなすのに対し，地域データではDを離散的な
領域の集合とみなす．これに対応して，両データで用いられるモデリング技法も異なる．地
球統計データモデルでは，4 章で詳述するように，通常トレンドを除いた誤差項の空間過程
u(s)が，弱定常性（weak stationarityあるいは 2次定常性（second-order stationarity）），すなわ
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ち Cov(u(s),u(s + h))=C(h)（ただし h∈d）を満たすとする．ここで，C(h)は，共分散関数
（covariance function）あるいはコバリオグラム（covariogram）と呼ばれ，これは共分散を h∈d
のみの関数として表したものである．C(h)が長さ ||h||のみに依存する（すなわち方位には依存
しない）とき，空間過程は等方的（isotropic）であるといわれる．一方，地域データモデルでは，
誤差項の従う空間過程を（自己回帰型や移動平均型等に）構造化する．その結果として，誤差項
の分散は不均一となり，共分散の定常性も（観測値が格子上で得られているといった例外的な
場合を除いて）満たされないこととなる．さらに，地球統計データモデルが領域内の任意地点
の値の予測（内挿）（spatial prediction/interpolation）を行うことに用いられることが多いのに対
して，3.4で詳しく述べるように，地域データモデルが予測に用いられることはほとんどない．
ところで，空間データが，離散的なユニットでしか入手できないという状況は，特に社会経
済データにおいては珍しくない．この場合においても，盲目的に地域データモデルを適用する
のではなく，観測データに連続な空間過程を想定するのが自然か，それとも離散的な空間過程
を想定するのが自然かという観点から慎重に判断されるべきである．例えば，人口などのカウ
ントデータや比率データに連続な空間過程を想定することはできないが，離散的なメッシュで
得られる気温や標高データには，連続な空間過程を想定して地球統計データモデルを適用する
ことは妥当である（Gelfand et al., 2010, pp. 522–523）．なお，観測値の空間単位と興味のある
空間単位の乖離の問題（change of support problem（COSP））については，面で得られた観測値
から点データの予測値を得る area to point kriging（Kyriakidis, 2004）等の技術が発展してきて
おり，実証研究においても用いられつつある（Yoo and Kyriakidis, 2009）．COSPに関する包括
的レビューについては，Gotway and Young（2002）を参照されたい．
3. 地域データのモデリング
3.1 空間計量経済学の発展経緯
Anselin and Bera（1998）によると，「空間計量経済学」という用語は，1970年代初頭にベル
ギーの経済学者である Jean Paelinckが用い始めたものであり，Paelinck and Klaassen（1979）
は空間計量経済学の分野における初のテキストとされている．それまで，データの空間的側面
は，主要な経済学や計量経済学において長らく無視されていたが，現在ではその状況は大きく
変わり，計量経済学の多くの学術雑誌で特集が組まれる等，今や空間計量経済学は，計量経済
学のメインストリームとなりつつある．空間計量経済学の現在に至るまでの学問分野としての
発展経緯については，Anselin（2010）の過去 30年の回想論文に詳しいため，そちらを参照され
たい．
3.2 地域データモデルと重み行列
観測値が N 個のクロスセクションデータにおいては，N ×N の分散共分散を直接データか
ら求めることはできない．後述する通り，地球統計データモデルでは，共分散関数，又はバリ
オグラムを用いて，分散共分散行列を直接構造化することでこの問題の解決を図る．一方で，
地域データモデルでは，空間過程を構造化することで，この問題に対処することを試みる．空
間重み行列（spatial weight matrix）は，観測値間の空間的自己相関を構造化するための，便利で
簡潔な道具である（LeSage and Pace, 2009, p. 3）．N ×N の空間重み行列W は，siと依存関係
にある近隣集合を Si ⊂Dと定義したとき，si と sj ∈Si の関係を記述するものであり，地点/
地域 si,sj に依存関係があれば wij =0とされ，対角行列の要素は 0とされる．さらに，それぞ
れの行 i に対して，
∑
j wij =1 となるように行基準化（row-normalized）されることが多い（例え
ば，Fingleton, 2009）．行基準化によって，空間ラグ変数
∑
j wijYj が，近傍集合における確率
変数値から受ける影響の重み付き平均となるなど，解釈が容易になり，また，空間パラメータ
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に関するモデル間の比較も可能になる（Anselin and Bera, 1998）．さらに，W が対称行列であ
れば，行基準化によって空間パラメータの取り得る範囲が（1/min , 1）となり（ただし，min は
重み行列の最小固有値），パラメータ推定が容易になる．多くの場合，さらに強い，|λ|< 1 と
いう制約がおかれることが多いが，通常 |min|<1となるため，これは強すぎる（すなわち，制
約として不要な）仮定である（Kelejian and Robinson, 1995; Wall, 2004）．一方ソーシャルネット
ワーク分析の分野では，列基準化が行われることもある（Leenders, 2002）．この場合，ある確率
変数値が，他の確率変数値に与える影響が 1に基準化されることを意味する（Elhorst, 2010a）．
W が行基準化される以前に，重み行列が非対称行列である場合（例えば，Seya et al., 2011），空
間パラメータは，（1/υmin, 1）の範囲の値をとる（LeSage and Pace, 2009, pp. 88–89）．（ただし，
υmin は行基準化後の重み行列の最小実数固有値）．言うまでもなく，距離を用いた重み行列に
おいては，基準化によって距離の持つ意味が失われてしまうため，かえって経済的解釈を難し
くするという問題もある（Anselin, 1988, p. 24）．
また，重み行列の選択は，地域データモデルのパラメータ推定値，空間的自己相関の検定の
両者に重大な影響を及ぼす（例えば，Griﬃth, 1996）．しかしながら，正しい空間重み行列の選
択に関するガイドラインは，現状ほとんど存在しない（Anselin, 2002）. Stakhovych and Bijmolt
（2008）は，重み行列の与え方を，（1）完全に外生とする，（2）データから決定する，（3）推定す
るという 3つに分類している．（1）は，地域の境界が接しているか否か（隣接行列）や，距離の
逆数等で与える典型的な方法である．（2）には，社会ネットワークや，経済的な距離などで与
えるアプローチ（渡辺・樋口, 2005; Pa´ez et al., 2008; Corrado and Fingleton, 2011）と，Getis
and Aldstadt（2004）の，ローカル統計量 G,に基づき構築する手法などが該当する．（3）として
は，Bhattacharjee and Jensen-Butler（2006）の，W のノンパラメトリック推定が挙げられる．
Stakhovych and Bijmolt（2008）は，シミュレーション実験に基づき，（A）情報量基準による重み
行列選択，（B）シンプルな隣接行列の使用，の二つを推奨している．Smith（2009）は，非常に密
（high-density）な空間重み行列を用いた空間誤差モデルと空間ラグモデル（3.3で述べる）の空間
パラメータの最尤推定値は，下方バイアスを持つことを解析的に示している．このことは，不
動産分析等で用いられることが多い距離の逆数を用いた重み（例えば，堤 他, 2000a）の使用が，
必ずしも望ましいとは言えないことを示唆している．Kostov（2010）, LeSage and Pace（2009）
は，それぞれブースティング，ベイジアン・アプローチに基づく事後モデル確率を用いたモデ
ル選択を試みている．Folmer and Oud（2008）は，W を用いずに，潜在変数を用いた構造方程
式モデルによって空間的自己相関をモデル化する方法を提案している．このように現在までに
様々なアプローチが提案されているが，地域データモデルにおいて，W の特定化は極めて重
要なステップ：“The Biggest Myth: LeSage and Pace（2010）” であり，解析・シミュレーショ
ン研究の蓄積と実データを用いた検証の両方が求められているといえる．ところで，Fingleton
（1999）は，空間的自己相関を診断する代表的検定統計量であるMoran’s I の値が非常に大きい
場合，以下で述べる空間誤差モデルのパラメータ λ が特異点 1 に近づき，モデルが不安定に
なると指摘している（spurious regression）. Fingleton（1999）の分析結果は，丹念な説明変数の選
定を試みない安易な地域データモデルの適用に警鐘を鳴らすものであると言えよう．
3.3 地域データモデル
空間計量経済学における代表的なモデルは，空間ラグモデル（spatial lag model（SLM））と空
間誤差モデル（spatial error model（SEM））である．SLMは，次式のように定式化される．
(3.1) Y = ρWY + Xβ + ε ,
ここで，Y は YiからなるN × 1の従属変数ベクトル，X は N ×K の説明変数行列（定数項を
含む），β は K × 1の回帰係数ベクトル，ρ は空間パラメータ， ε は N × 1の iid誤差のベク
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トルである．式（3.1）は，時系列モデルとの対比で，空間自己回帰モデル（spatial autoregressive
model）と呼ばれることも多い（LeSage and Pace, 2009）．SLMは，空間的・社会的な相互作用の
結果起こる均衡をモデル化するものである（Brueckner, 2003）．一時点のクロスセクションデー
タでは，実際に生じた空間的・社会的な相互作用は観測できないが，相互作用の結果至った均
衡における相関構造をモデル化することは可能である．SLMにおいて，従属変数の空間ラグ
WY は誤差項と相関を持つため，内生変数として扱わなければならない．従って，内生性を考
慮しない OLSによる空間パラメータの推定量は，一致性を持たず，ρ=0でなければ，不偏性
も満足しない（Anselin, 1988）．
一方，SEMは，誤差項同士の空間的な自己相関関係をモデル化しようとするものであり，経
済理論的理由よりは，測定誤差が空間的な意味で系統的に存在する等の，データの問題を処理
する目的で用いられることが多い（Anselin, 2006）. Dubin（1988）は，残差の空間的自己相関が
生じる理由について，定量化が難しい（不可能な）効果の存在を指摘している．代表的な SEM
は，空間自己回帰型（SAR）の誤差項を持つ，次式のモデル（以下，SAR誤差モデル）である．
(3.2) Y =Xβ + u , u=λWu + ε ,
ここで λ は空間パラメータである．既往研究では，式（3.2）自体を指して（狭義の）SEM と呼
ばれることも多い．しかしながら誤差項の空間過程のモデル化手法は他にも多数存在するた
め，厳密には区別することが望ましい．SAR 誤差モデルにおける u の分散共分散行列は，
E[uu′] =σ2ε(I − λW )−1(I − λW ′)−1 で与えられる．ここで，W が，行基準化された隣接行列
であるとすると，|λ|< 1のとき，レオンチェフ展開により，(I − λW )−1= I + λW + λ2W 2 +
λ3W 3 + · · ·，が得られ，W ′ についても同様に展開すれば，分散共分散行列における逆行列
の積は，I + λ(W + W ′) + λ2(WW + WW ′ + W ′W ) + · · ·，となる．すなわち，SAR誤差
モデルは，ある地点におけるショックが，他のすべての地点に波及するというグローバルな
影響のモデル化につながることが分かる．他方，誤差項を移動平均型（spatial moving average
（SMA），以下，SMA誤差モデル）u = γWε + ε とすると，uの分散共分散行列は，E[uu′] =
σ2ε(I + γW )(I + γW )
′= σ2ε [I + γ(W +W ′) + γ
2WW ′]で与えられる．明らかに，W を通した
一次とWW ′ を通した二次の影響までしか持たず，ローカルな影響のモデル化になっているこ
とが分かる（Fingleton, 2008）．SAR，SMA誤差モデルにおいては，si の近隣集合 sj ∈Si の個
数が地点によって変わるとき，例え εの要素が iidであったとしても必然的に分散は不均一にな
り，従って共分散の定常性は満足されない．定常性が満足されるのは，観測地点が格子点上で得
られているといった例外的なケースのみである（堤 他, 2000b）．しかしながら，Anselin（2001）
が主張する通り，この点に関する議論は，ほとんど行われていないのが現状である．Kelejian
and Robinson（1993, 1995）は，パネルデータ分析（例えば，北村, 2005）で標準的に用いられる
誤差構成要素モデル（error component model（ECM））を援用し，SMAに似た誤差項の構造化
を行っている．また，Kelejian and Prucha（2007a）は，heteroscedasticity and autocorrelation
consistent（HAC）推定量を用いて，分散共分散をノンパラメトリック推定する方法を提示して
いる．SAR誤差モデルは，ランダムベクトル uの同時分布としてモデル化を行うため，空間
統計学の分野では，simultaneous autoregressive modelと呼ばれ，近隣集合の条件付き分布に基
づいてモデル化を行う conditional autoregressive model（CAR誤差モデル）と対比して紹介され
ることが多い（例えば，Cressie, 1993）．CAR誤差モデルにおいて，si における誤差項の条件
付期待値は，E[ui|uj , j = i] = η∑j wijuj で与えられる．W の要素にいくつかの制約をつける
と（Cliﬀ and Ord, 1981, pp. 179–183），誤差項の分散共分散行列は，E[uu′] =σ2(I − ηW )−1で
与えられる（Besag, 1974）．分散共分散行列の差異により，CAR誤差モデルは SAR誤差モデル
とは異なった空間的自己相関パターンを示す（Wall, 2004; Anselin, 2006）．CAR誤差モデルは，
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階層ベイズモデルの枠組みで用いるのに便利であり（例えば，深澤 他, 2009），特に事前分布と
して用いられることが多い（Hodges et al., 2003）．しかし一方で，CAR誤差モデルでは，W が
対称行列であることが求められるため行基準化が行えず，空間計量経済学の分野では用いられ
ることは稀である．以上では，1次のモデルのみを説明したが，複数の空間ラグを導入した高
次（high-order）のモデルも，実証研究ではしばしば用いられる（例えば，Lacombe, 2004）．この
とき特に，SAR誤差モデルでは，(I − λW )−1によって影響が波及するため，識別の問題が生
じる．パラメータ推定値のバイアスを避け，適切な識別を行うためには，重み行列の要素が，
互いにオーバーラップしないことが必要となる（Anselin and Smirnov, 1996）．SAR誤差モデル
において，誤差項は u=(I − λW )−1εであるため，Y =λWY +Xβ− λWXβ + εと変形する
ことができる（清水・唐渡, 2007, p. 52）．この式において−λβ= θ とおいたモデルは，空間ダー
ビンモデル（spatial Durbin model（SDM））と呼ばれ（Anselin, 1988, pp. 226–229），λβ + θ = 0
の帰無仮説の検定は，common factor検定と呼ばれる．LeSage and Pace（2009）は，除外変数
の影響緩和やパラメータの解釈の観点から，SDMの使用を薦めているが，SDMは，多重共線
性の問題に悩まされることが多いのも事実である．
今，SDMに SAR誤差を加えた，次のような一般的なモデルを考えよう．
(3.3) Y = ρWY + Xβ + WXθ + u, u=λWu + ε .
これらのすべての項を入れた場合，パラメータの識別はできない（Elhorst, 2010a）．式（3.3）か
らWX の項を落とした，SLMと SAR誤差モデルの組み合わせは，一般化空間（general spatial
（SAC））モデル，あるいは SARARモデル等と呼ばれる．また，ρ=λ=0とし，説明変数の波及
効果のみを考慮したモデルは，spatial cross-regressive（SCR）モデル（Florax and Folmer, 1992）
と呼ばれる．Anselin（1988）は，SACモデルにおいて，従属変数の空間ラグと誤差項に同じW
を使用すると，識別の問題が生じると主張したが，Kelejian and Prucha（2007a）は，β = 0 で
なければ，識別可能であることを示している（LeSage and Pace, 2009, p. 53）．以上，空間的自
己相関の構造化のための地域データモデルについて述べた．これらのモデルの興味深い拡張と
して，Deng（2008）は，SLMに，Kyung and Ghosh（2010）は，CAR誤差モデルに，それぞれ
の異方性を明示的に導入することを試みている．
ここで，以上説明した地域データモデルのパラメータ推定方法について述べたい．従属変数
の空間ラグは，内生性の問題を生じさせるため，SLMにおける ρの OLS推定量は，一致性を
持たず，通常不偏性も満足されない．一方，SEMのように誤差項に空間的自己相関が存在す
る場合，回帰係数推定量の不偏性は保たれるが，回帰係数の分散の推定量は真の分散に比べて
過小に推定されることとなる．また，誤差項の分散も過小に推定されるため，これに起因して
回帰係数の有意検定の際に t値や F 値が過大評価され，決定係数も過大になる．従って，地
域データモデルのパラメータ推定は，OLSによるべきではない．地域データモデルの代表的
なパラメータ推定法は，最尤推定（ML）法である（Ord, 1975; Haining, 1990, 2003）．Lee（2004）
は，SLMの最尤推定量が漸近的な一致性，正規性，有効性を持つことを示した．Bao and Ullah
（2007）は，SLM（説明変数無）の最尤推定量の小標本特性に関するモンテカルロ実験を行ってい
る．ML法における問題点は，εを Y に変換するヤコビアン（SLM：|I − ρW |，SAR誤差モデ
ル：|I − λW |）が，時系列分析とは異なり三角行列の行列式とはならず，計算負荷が大きい点で
ある．この点の解決策として，最も広範に用いられているのは，Ord（1975）の近似式である：
|I − ρW |=∏Ni=1 (1− ρi)，iはW の固有値（SLMの例）．Ord（1975）の近似式は，その簡便
性から多くの研究で用いられてきたが，サンプル数が大きくなると，固有値の算出が難しくな
るという問題点が指摘されている．例えば，Kelejian and Prucha（1999）は，通常の研究者が利
用可能な典型的なコンピューターでは，サンプル数 n=3000を超えるようなW における固有
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値算出は不可能であると述べており，また Anselin（2006）は，一般的に n >1000 となるような
データセットでは，固有値の計算が困難になると指摘している．これに関して， 1©他のヤコビ
アン近似手法（例えば，Martin, 1993; Griﬃth and Sone, 1995; Barry and Pace, 1999; Pace and
LeSage, 2002, 2004）， 2©ヤコビアンを近似せずに直接解く方法（Pace and Barry, 1997a, 1997b;
Smirnov and Anselin, 2001）， 3©他の推定手法，という主に 3つの方面から代替案が模索されて
いる．Bivand（2010）は，近年提案された複数のヤコビアン近似手法の比較分析を行っている．
1©，2©の手法の適用により，例え大標本であっても，地域データモデルのパラメータの最尤推定
は，難しくなくなってきている．しかしながら，実際には，観測データは常にML法に耐え得る
ほど十分に取得できるとは限らず，誤差項に正規分布を仮定することが難しい場合も多い．内
生性の問題に対処するための代表的な計量経済学の手法は，操作変数法（instrumental variable
method）である．Kelejian and Robinson（1993）は，2SLSによる SLMのパラメータ推定方法を
提案した．操作変数を用いた 2SLSによるパラメータ推定量は，一致性と正規性を持つが，誤
差項が正規分布に従う場合，ML法による推定量と比べて相対的に有効でないことが知られて
いる（清水・唐渡, 2007, pp. 58–60）．しかしながら，2SLSは，計算負荷が小さく，非正規分布
に対して頑健であるという長所がある（清水・唐渡, 2007, p. 57）．2SLSにおいては，操作変数
の選定が重要になる．これについては紙面の都合上，清水・唐渡（2007）に分かりやすい解説が
あることを述べるにとどめる．なお，SAR誤差モデルに関しては，空間パラメータ λ の 2SLS
推定量が一致性を持たないため注意が必要である（Kelejian and Prucha, 1997）．2SLSと並んで
用いられることが多いのが，一般化モーメント法（generalized method of moments（GMM））で
ある．GMM推定量は，一致性を持ち，有効性に関しても，標本数が比較的大きな場合では，
ML推定量と大きな差はないというシミュレーション結果が得られている（清水・唐渡, 2007,
pp. 63–64）．Kelejian and Prucha（1998）は，SACモデルにおいて，空間ラグパラメータ ρと
回帰係数を 2SLSで，空間自己回帰パラメータ λを GMMで推定する，一般化空間的 2段階最
小二乗法を提案している．この手法は，MLに比べて計算負荷が非常に小さく，誤差項の非正
規性に頑健であるという利点がある．Kelejian and Prucha（2004）は，一般化空間的 2段階最
小二乗法を，連立方程式へと拡張している．LeSage（1997）は，SLMのパラメータを Markov
Chain Monte Carlo（MCMC）法を用いてベイズ推定する方法を提案している．前述のとおり，
このベイズ推定法では，誤差項の分散不均一を明示的に考慮している点が特徴である．Kakamu
（2009）は，SLM，SDM，SAR誤差モデルのパラメータをベイズ推定し，小標本特性をモンテ
カルロ実験で分析している．
以下では，空間的異質性を考慮するためのモデルについて議論する．空間的異質性は，対
象とする現象が空間上で構造的に安定しておらず（structural instability），モデルの構造（関数
形や回帰係数，分散パラメータ）が空間的に均一でないことによって生じる．Casetti（1972）に
よって提案された expansion methodは，回帰係数値を位置座標の関数として与える直感的な
方法であり，広く実証研究で用いられてきた（例えば，堤 他, 1999）．しかしながら，このモデ
ルでは複雑な空間パターンを表現するのは難しいという点で問題があった．Fotheringham et
al.（1998）は，expansion methodを自然に拡張し，カーネル関数を用いてローカルな回帰係数
推定値を与える geographically weighted regression（GWR）を提案した．GWRモデルでは，地
点 si における回帰係数ベクトルの推定量は，βi = (X ′U iX)−1X ′U iy により与えられる．こ
こで，N ×N 行列 U i の対角成分 uij(j = 1, . . . ,N) は，地点 j に与えられる重みであり，ガ
ウシアン関数等が用いられる．GWRモデルは，out-of-sampleデータの予測にも用いられるこ
とも多い（Harris et al., 2011）．GWRモデルについては，近年様々な拡張が行われている．理
論的観点からは，回帰係数の一部を可変とするmixed-GWR（Mei et al., 2006）や，外れ値への
頑健性を考慮し，リッジ回帰やM-Quantile回帰と組み合わせる方法（Wheeler, 2007; Salvati et
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al., 2011），関数データ解析への応用（Yamanishi and Tanaka, 2003），時空間への拡張（Huang et
al., 2010）等が行われており，実証的観点からは，グリッドシステムと R言語の統合により大
規模データに対応する試み（Harris et al., 2010）等が行われている．またセミパラメトリック統
計学の分野においては，GWRモデルは，varying coeﬃcient modelという名称で，セミパラメ
トリックモデルの一つと捉えられている（例えば，Brezger and Kneib, 2005）．一方で，分散不
均一の考慮方法は，筆者らの知る限りそれほど多くはない．LeSage（1997）は，式（3.1）の SLM
において，ε∼N(0 ,σ2εV ) , V =diag(v1, . . . ,vn)と仮定し（diag(·)は · を成分とする対角行列を
示す）, Geweke（1993）の方法を用いて V の対角成分をベイズ推定する方法を提示している．ま
た前述の通り，Kelejian and Prucha（2007a）は，関数形を特定化しないノンパラメトリック法
に基づき，分散共分散行列を特定化している．
3.4 地域データモデルと空間予測
地球統計データのモデリングでは，連続な空間的領域Dにおいて連続な空間過程／確率場を
仮定するため，自然な形で予測・内挿（spatial prediction/interpolation）を行うことが可能であ
る．一方，地域データモデルでは，Dを離散的とみなし，各ユニットにおける確率変数間の空間
的自己相関を空間重み行列を用いて記述するものであり，そもそも任意地点の予測は目的とし
ていない（例えば，堤 他, 2000b）．地域データモデルにおいて予測地点の存在を考慮した場合，
SWMの構造も変わるため，領域全体における空間相関関係は，予測地点を含めた全ての離散
的なユニット間の自己相関関係として記述することが必要となる（Tsutsumi and Seya, 2009）．
従って，地域データモデルにおいては，領域全体に弱定常性と連続性を仮定する地球統計デー
タのモデリングとは異なり，観測地点のデータのみを用いて推定したパラメータを，予測式に
単純にプラグインして予測値を求める手法は，アドホックであると考えられる．こういった
背景もあり，空間計量経済学の分野においては，堤 他（2000b）, Kelejian and Prucha（2007b）,
Kato（2008）を例外として，予測に関する研究は，ほとんど行われてこなかった．代替的なアプ
ローチとして用いられてきたのは，予測地点におけるデータを Rubin（1976）の意味で “missing
at random（MAR）”な欠損データ（missing data）として捉え，EM（expectation maximization）
タイプのアルゴリズム（例えば，渡辺・山口, 2000）を用いて復元し，観測データと欠損データ
からなる完全データ間の自己相関関係を記述する方法である（例えば，Martin, 1984; Haining et
al., 1989; LeSage and Pace, 2004a）．現状では，地域データの予測に関する研究は極めて少な
く，今後の研究の蓄積が望まれる．数少ない例外として堤 他（2000b）は，データが欠損した無
限格子を想定し，空間過程の弱定常性と連続性を仮定した上で，後述の移動平均誤差型のモデ
ルを用いた内挿を行う方法を提示している．
3.5 時空間における地域データモデル
時空間確率場 {Y t(s) : s∈D,t∈T} の実現値が，複数の空間的なユニットで時系列的に得ら
れているとき，このデータはパネルデータと呼ばれ，空間計量経済学の分野では，空間データ
であることを強調して，空間パネルデータと呼ばれることが多い．パネルデータを用いること
で，自由度の上昇（推定量の効率性の改善），異質性の考慮，多重共線性の改善等が期待できる
（北村, 2005）. Elhorst（2003）は，標準的なパネルデータモデルである固定効果モデル，ランダ
ム効果モデル，ランダム係数モデルを，地域データモデルに拡張している．空間パネルにおけ
る SLMは，
(3.4) Yit = ρ
N∑
j=1
wijYjt + x
′
itβ + µi + εit .
で与えられる．ここで，µi は，時間不変な空間特有の項であり，これを固定効果とするか，変
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量効果とするかは，ハウスマン検定で判断する（Elhorst, 2010b; Mutl and Pfaﬀermayr, 2011）．
同様に，空間パネルにおける SAR誤差モデルは，
(3.5) Yit =x
′
itβ + µi + uit, uit = ρ
N∑
j=1
wijujt + εit .
で与えられる．Elhorst（2003）は，これらのモデルのパラメータを最尤推定する方法を提示して
いる．Baltagi et al.（2003）は，空間パネルにおける誤差項の空間的自己相関の LM検定手法を
提案しており，Baltagi et al.（2007）ではさらに，時間方向の系列相関を考慮し，空間的自己相
関と時間方向の系列相関，変量効果に関する同時 LM検定手法を提案している．通常のパネル
モデル同様，空間パネルモデルの代表的パラメータ方法も，MLとGMMである．Kapoor et al.
（2007）は，前述の Kelejian and Prucha（1998）を空間パネルに拡張し，パラメータの GMM推
定法を提案している．Elhorst（2010c）は，近年提案されたいくつかの空間パネルモデルのパラ
メータ推定手法を RMSEとバイアスの観点から比較し，N が 500より大きい場合，計算負荷が
小さいGMM推定が有用な方法になるとしている．その他の推定法として，Kakamu and Wago
（2008）は，ベイズ推定量の小標本特性について，モンテカルロ実験を用いて分析している．
さて，ここで空間モデルを，時空間モデルに拡張することは，必ずしもパラメータ推定プロ
セスを複雑にするとは限らないことを指摘しておきたい．例えば，次のようなモデルを想定し
よう．
(3.6) Yit = ρ
N∑
j=1
wijYjt−1 + x
′
itβ + µi + εit .
このモデルでは，空間ラグの内生性の問題がなくなり，誤差に時間方向の系列相関がなければ，
パラメータが OLS推定可能になる（Beck et al., 2006; Hays et al., 2010）．空間パネルモデルの
詳細については，例えば，Anselin et al.（2008）を参照されたい．また，以上述べたモデルは，
静学的なパネルモデルであるが，時間遅れを考慮した動学的なパネルモデルについても，近年
研究が蓄積されている．これらの詳細については，Elhorst（2010a），Lee and Yu（2010）のレ
ビューを参照されたい．
Pace et al.（1998）は，空間パネルとは異なり，固定された観測地点を前提としない時空間
線形モデル（spatio-temporal linear model（STLM））と呼ばれるモデルを提案している．STLM
は，取引場所が毎回異なる不動産データの時空間分析に用いられることが多い（Beamonte et al.,
2010）．STLMにおいては，非常に多くの説明変数を用いることとなるが，Alberto et al.（2010）
は，遺伝的アルゴリズムを用いて，効率的に変数選択を行う方法を提案している．
4. 地球統計データのモデリング
4.1 地球統計モデルと定常性
地球統計データの代表的モデルである空間過程（spatial process）モデルは，回帰モデル Y =
Xβ + u における誤差項ベクトル uが従う分散共分散行列を直接構造化するという点に特徴
がある．空間過程モデルでは，分散共分散行列の構造化のために，誤差項が従う分布が弱定
常（stationary）であるという仮定をおく．また，別な種類の定常性に，本質的定常性（intrinsic
stationarity）がある．本質的定常性では，E [u(s+h)−u(s)] = 0とともに，E [u(s+h)−u(s)]2=
Var(u(s + h)− u(s)) = 2γ(h)が仮定される．関数 2γ(h)は，バリオグラム（variogram），γ(h)
自体はセミバリオグラム（semi variogram）と呼ばれる．本質的定常性は，確率変数の差分 u(s+
h)− u(s)の 1次と 2次のモーメントに対する仮定である．ここで，共分散関数とバリオグラム
の関係は，次式のように求められる．2γ(h)=Var(u(s+h) − u(s))=2 [C(0 )−C(h)]．従って，
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C(·)が得られれば，そこから γ(·)を求めることが可能である．ただし，逆は常には成り立たな
い．逆を成り立たせるためには，さらに空間過程がエルゴード性（ergodicity）を持つ，すなわち
||h|| → ∞のときに，C(h) → 0となる必要がある．これは，確率変数間の 2点間のラグhが非常
に大きくなれば，2点間に共分散が無くなるということを意味している．空間過程にエルゴード
性を過程したとき，lim||h||→∞ γ(h)=C(0 )となり，これにより，C(h)= lim||h||→∞ γ(h)− γ(h)
が得られる．一般的に，lim||h||→∞ γ(h)は存在する必要はないが，lim||h||→∞ γ(h)が存在する
とき，本質的定常過程は弱定常となる．従って，本質的定常性は，必ずしも空間過程が弱定常で
あることを示唆するものではない．バリオグラムの特徴を示すパラメータは，ナゲット（nugget,
τ 2）・レンジ（range, ϕ）・シル（sill, σ2）の 3つがある．ナゲットは，観測誤差や，観測地点間よ
り短いところでのマイクロな変動を表す．レンジは u（s）と u（s + h）が相関を持たなくなる最
小のラグ hを意味し，シルはこのときのバリオグラムの値を表す．シルは，空間過程の分散で
あり，シルからナゲットを引いた値は，パーシャルシル（partial sill）と呼ばれる．また，γ(h)
がシルの 95％に達する距離は，有効レンジ（eﬀective range）と呼ばれる．バリオグラムの関数
形は多数提案されており，実証研究においては，spherical型，exponential型，Gaussian型等
が用いられることが多い．spherical型は，レンジと有効レンジが一致するため，解釈がしやす
い．Warnes（1986）は，後述する kriging内挿において特に重要となるレンジの変化が，内挿値
に及ぼす影響に関する感度分析（sensitivity analysis）を行い，exponential型はレンジの変化に
関して比較的頑健であるが，Gaussian 型は鋭敏であると述べている．ところで近年，計算機
性能の飛躍的な向上に伴い，より複雑なバリオグラムを用いることが可能になってきた．例え
ば，Stein（1999）は，exponential型や Gaussian型を内包する一般系であるMate´rn型の使用を
薦めている．なお，地球統計データモデルの発展経緯については，間瀬（2010）等で紹介されて
いるため，本稿では紙面の都合上省略している．
4.2 地球統計データモデル
地球統計データの代表的なモデリング手法は，以下に示す空間過程モデル（spatial process
model（SPM））である．SPMは，共分散関数のパラメータベクトルを ξ=(σ2, τ 2,ϕ)′とすると，
次式のように与えられる．
(4.1) Y =Xβ + u, u∼ (0 ,Σ(ξ)) ,
ここで，Σ = σ2H(ϕ) + τ 2I の成分 Σij は，前述の共分散関数で直接定式化される．ここで，
推定すべきパラメータは，共分散関数のパラメータ ξ と，回帰係数 β である．代表的なパラ
メータの推定方法には，ξ を weighted least squaresで，β を estimated generalized least squares
で推定する方法（EGLS&WALS 法）（Schabenberger and Gotway, 2005, pp. 256–259），最尤法
（Mardia and Marshall, 1984），制限付最尤法（Kitanidis, 1983），ベイズ推定法（Banerjee et al.,
2004, pp. 129–174）等がある．このうち EGLS&WALS法については，Wackernagel（1998），最
尤推定については，丸山（2008）で詳しく解説されている．ベイズ推定においては，MCMC法
を用いたパラメータ推定における利便性から，階層モデル Y |β,W , τ 2 ∼ N(Xβ + W , τ 2I)，
W |σ2,ϕ ∼N(0 ,σ2H(ϕ)) を用いることが多い．詳しくは，Banerjee et al.（2004）を参照され
たい．
空間的異質性の考慮法としては，Gelfand et al.（2003）の spatially varying coeﬃcient model
（SVCM）が存在する．SVCMでは，誤差項ではなく，回帰係数に弱定常な空間過程を仮定する
点が特徴である．Wheeler and Calder（2007）は，数値シミュレーション等により，GWRと比
較して，SVCMの方が，推定値の精度が高いと述べている．Finley（2011）は，SVCMと GWR
は非常に異なった空間パターンを示すが，SVCMのほうが正確に空間パターンを表現できるこ
とを示している．
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4.3 クリギングと空間予測
空間過程モデルは，空間過程に弱定常性を仮定するため，自然な形で任意地点の値の予測（内
挿）に用いることができる．この任意地点の内挿は，提案者の南アフリカの D. G. Krigeにちな
んで，クリギング（kriging）と呼ばれる（間瀬, 2010, p. 2）．クリギングによる予測量は，予測誤
差分散最小化により合理的に求められ，任意地点の最良線形不偏予測量（best linear unbiased
predictor（BLUP））を与える．ここでクリギングは，トレンド成分 X が無い場合，ordinary
kriging，トレンド成分がある場合 universal krigingと呼ばれることが多いが，名称は必ずしも
統一されているわけではない．Hengl et al.（2004）は，トレンド成分が経緯度座標のみである場
合に universal kriging という呼び名を使い，それ以外のトレンドが存在する場合は，regression
kriging（RK）と呼ぶことを提案している．RKによる地点 s0 における値の予測量とクリギング
分散と呼ばれる予測誤差の分散（prediction error variance）は，次式により与えられる．
(4.2) Yˆ (s0)= x
′
0βˆegls + cˆ
′Σ−1(y −Xβˆegls) .
(4.3) σ2(s0)=Σ(0 )− c′Σ−1c + (x′0 −X ′Σ−1c)′(X ′Σ−1X)−1(x′0 −X ′Σ−1c) .
実データを用いた分析においては，バリオグラムの形状が方向によって異なるという異方性
（anisotropy）が観察されることが少なくない．異方性には，レンジのみが方向によって異なり，
シルは方位に関係なく一定である幾何学的異方性（geometric anisotropy）と，レンジは一定であ
るがシルが異なる帯状異方性（zonal anisotropy）の 2種類がある（例えば，Zimmerman, 1993）．
このうち幾何学的異方性については，アフィン変換等の座標変換によって比較的簡単に考慮す
ることが可能である．すなわち，
(4.4) [s∗] =
[
1 0
0 δ
][
cos(ψ) sin(ψ)
− sin(ψ) cos(ψ)
]
[s] .
ここで，ψ は座標系の回転の角度を表すパラメータであり，δは異方性比（anisotropy ratio）と呼
ばれる，2方向のレンジの比を表すパラメータである．帯状異方性については，バリオグラム
が，等方的なバリオグラムと，より大きなシルを持つ方向に関するバリオグラムの和で与えら
れるという入れ子構造（nested structure）を想定したモデル化によって対処可能である．しかし
ながら，このようなモデル化では，空間過程の分散が 0になってしまう場合があり（Chile`s and
Delﬁner, 1999, p. 96），必ずしも確立された手法とはいえない．従って実際には帯状異方性が仮
定されることは稀であり，通常は幾何学的異方性が存在するものとして処理されることが多い．
ところで，空間過程に対する定常性の仮定は，非常に強い仮定であるため，この仮定を緩和す
る努力が数多くなされている．Haas（1990, 1995）は moving window regression residual kriging
（MWRRK）と呼ばれるクリギング内挿手法を提案している．これは，各内挿地点を中心とし
た円形の移動窓（moving window）を設定し，窓の中のサンプルのみをバリオグラムのパラメー
タ推定に用いるという手法であり，窓の中では共分散の定常性が満足されるとする．移動窓の
大きさは，推定の安定性と，定常性のバランスで決定される．しかしながらこの手法によって
求められた共分散関数の推定値は，必ずしも全地点に関する正定値行列につながらないため，
アドホックであるという指摘もある（Cressie and Johannesson, 2008）．Sampson and Guttorp
（1992）は，非定常領域Gを，定常領域Dに投影する deformationアプローチを提案している．
投影関数としては，薄板スプラインが用いられている．しかしながら最も統計学的に洗練され
た手法は，畳み込みカーネルを用いるものである．今，v(·) をホワイトノイズ過程，k(·)を，
カーネル関数としたとき，空間過程は，u(s)=
∫
2 k(r)v(s+ r)drと，畳み込みカーネルを通し
て表現できる．畳み込みカーネルを適切に選定することで，通常のパラメトリックモデルと比
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べて，よりフレキシブルな共分散関数クラスを表現でき，特に非定常な空間過程を構成するの
に有用である．Higdon（1998）, Higdon et al.（1999）は，k(r)を ks(r)と，位置に依存する形で
与えることで，非定常モデルを構築している．Fuentes（2002）は，ホワイトノイズ仮定に空間
相関を導入する方法で，非定常性を考慮している．畳み込みカーネルアプローチに関する詳細
については，Calder and Cressie（2007）のレビューが参考になる．空間統計学のその他の重要
なトピックについては，Gelfand et al.（2010）, Haining et al.（2010）を参照されたい．
4.4 時空間における地球統計データモデル
地球統計データの時空間モデルに関する理論・実証研究は，大きな発展を見せている．今，連
続な時空間過程 Y (s; t)における，時空間過程モデルY (s; t)=µ(s; t)+ u(s; t)を考えよう．この
モデルにおいては，時間と空間の相互作用を，共分散関数を通してどのようにモデル化するか
という点が問題となる．例えば，ユークリッド空間 3において共分散関数を定式化するような
素朴なアプローチは，性質の異なる時間と空間を同一視しているという点で問題があるだろう．
最も単純な方法は，分離可能（separable）型の，時間方向と空間方向に別々に定義した共分散関
数の積，あるいは和で与える方法である（Schabenberger and Gotway, 2005, p. 434）．しかしな
がらこれらの方法では，時間と空間の相互作用を考慮することができない．Cressie and Huang
（1999）, Gneiting（2002）は，時間と空間の相互作用を考慮した分離不可能（non-separable）型の
様々な共分散関数を提案している．井上 他（2009）は，Cressie and Huang（1999）の共分散関数
を用いたクリギング内挿（時空間クリギング）により，東京 23区全体の地価マップを作成し，分
離不可能型共分散関数を用いたクリギングの高い予測精度を示している．しかしながら時空間
過程モデルでは，確率変数間の自己相関関係を共分散関数で記述するため，時間の前後関係が
考慮されず，過去が将来に影響を及ぼすだけでなく，将来も過去に影響を及ぼす構造になって
いる．このアプローチは，空間予測の正確度（accuracy）の点では優れているが，因果律を考え
れば，時間の前後関係を明示的に考慮したアプローチが望ましい場合もあろう．
Stroud et al.（2001）は，時間方向を離散と見た，時空間 Y t(s)における状態空間モデルを構築
し，カルマンフィルタによる実用的なパラメータ推定法を提案している．Delicado et al.（2010）
は，空間統計モデルの関数データ解析（functional data analysis）分野への適用について，詳細な
レビューを行っている．
5. おわりに
第 3章でも述べたとおり，地域データモデルは，分析者が予め設定する重み行列W を通し
て空間過程を（自己回帰型等に）モデル化することにより，通常の計量経済学の膨大な知見を援
用し，モデルの特定化を行えるという点に利点がある．実際，HAC推定量等，既往の手法の
多くは時系列における計量経済モデルが空間に持ち込まれたものである．しかしながらW の
特定化の誤りが，分析結果を大きく左右するという点に本質的な限界がある．
一方で地球統計モデルは，第 4章でも述べたとおり，空間に連続性と定常性を仮定し，分散共
分散行列を距離の関数で直接構造化することで，空間パターン（構造）に関する直観的な理解が
可能である．しかしながら，定常性の仮定は，非常に強い仮定であるため，特に社会経済デー
タへの適用はまだ少ないのが現状である．
第 1章で述べた通り，両分野は，空間という同一の事象を扱っているにも関わらず，互いの
文献を参照することは少ない．空間データモデリングという統合的な観点からみれば，両分野
が互いの研究を取り入れながら，相互補完的に発展することで，互いの短所を補うようなモデ
ル開発の余地は十分に残されていよう．
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Basics of Applied Spatial Statistics:
Spatial Statistics and Spatial Econometrics
Morito Tsutsumi1 and Hajime Seya2
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2National Institute for Environmental Studies Center for Global Environmental Research
Applied spatial statistics mainly involves applying spatial statistics and spatial econo-
metrics, both of which provide excellent tools for modeling geospatial data. Spatial statis-
tics, which includes elements of geostatistics, originated in mining engineering, and spatial
econometrics originated in regional science. Thus, both these ﬁelds of study developed
independently of each other. However, the recent diﬀusion of geographic information sys-
tems (GIS) has provided researchers with access to detailed spatial datasets and allowed
them, for example, to apply spatial statistics to socioeconomic data.
This paper reviews the diﬀerent modeling techniques used in spatial statistics and
spatial econometrics and discusses the similarities and diﬀerences among them. It also
discusses the possible future direction of these ﬁelds. First, the two characteristic proper-
ties of spatial data, spatial autocorrelation and spatial heterogeneity, are explained, and
the methods used to detect these properties are reviewed. Second, the diﬀerences between
the two ﬁelds are highlighted, especially the diﬀerences in regard to how target space is
grasped. These diﬀerences are characterized by discussing, in detail, the roles of the so-
called spatial weight matrix in spatial econometrics and prediction (spatial interpolation)
in spatial statistics; relevant examples are provided. Third, the possible future application
of these ﬁelds to spatio-temporal data is discussed.
Key words: Spatial statistics, spatial econometrics, spatial weight matrix, stationarity, prediction.
