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Abstract
In this paper, for Pythagorean hodograph (for short, PH) curves defined as polynomial/rational
ones with a polynomial/rational speed function, we consider the following question: “can we
reparametrize a plane polynomial curve so that the reparametrized curve is PH?” Our answer is
as follows: “the reparametrized curve is PH only when the hodograph of the original curve is the
product of a Pythagorean curve and a primary non-Pythagorean curve of degree 1 under the complex
representation for plane curves”.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
The computation of offset and canal surfaces has many applications in several practical
fields. In robot/tool path planning, we must control the robot so that it does not collide with
obstacles. The center of the robot/tool generates the spine curve and we must control the
offset of this curve so that it does not intersect with the obstacles (Seiler et al., 1997). In
font design, if we choose the positive radius function, then we can enlarge the font size.
In computer graphics, the objects must be flexible and easy to edit for the designer. The
designer can modify the shape of the object by changing the spine and radius functions. To
be precise, we want to find the envelope of {B(m(t), r(t)) ∈ Rn | t ∈ [0, 1]} where B(c, r)
is the ball in Rn centered at c with radius r . We call the trajectory of moving centers m(t)
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Fig. 1. Offset curves of a parabola with offset radius r = 0.25, 0.75 and a pipe surface of radius r = 1.
the spine curve and r(t) the radius function. For practical purposes, we usually
consider the following three cases in R2 or R3.
(1) Offset curve: the ambient space is R2.
(2) Pipe surface: the ambient space is R3 and the radius function is constant.
(3) Canal surface: the ambient space is R3 and the radius function is non-constant.
The parametric forms of the offset curve and canal surface can be given as follows:
C(t) = m(t) ± r(t)N(t) (1)
S(s, t) = m(t) + r(t)N(s, t) (2)
where N(t), N(s, t) are the unit normal vector fields.
There are some variations in offsetting. We call (1) the offset of variable radius for a non-
constant radius function r(t) against the classical offset for the constant radius function.
Sometimes we must twist the unit normal vector field N(t) for applications (Arrondo et al.,
1997; Pottmann et al., 1996). We call this sort of offset generalized offset.
In the computation of offset and canal surfaces, there are two main difficulties. One is
the trimming process. After computing the offset, usually we obtain undesirable portions
such as a swallow tail in the resulting curve. In Fig. 1, the offset curve of radius r = 0.75
contains a swallow tail near (0, 0.75). Thus we must find and delete these undesirable
portions. This is called the trimming process. There have been several studies on this
issue (Hoschek, 1994; Lee et al., 1996; Tiller and Hanson, 1984). The other difficulty is the
irrationality of the normal vector field. Even though the spine curve is rational, its normal
vector is not rational in general. Curves and surfaces used in current CAD systems are
limited to rational ones—the so-called NURBS (non-uniform rational B-spline). Thus we
must approximate offsets by rational ones. On this issue, refer to Pham (1992), Lee et al.
(1996) and Lee and Kim (1998). Farouki suggested another solution for this problem.
He introduced the PH (Pythagorean Hodograph) curve (Farouki and Neff, 1990a,b). By
definition, its speed function is rational. Thus the approach is as follows. First approximate
the spine curve by PH curve segments—the PH spline. Second, compute the offset. This is
why PH curves gain importance in applications.
In some applications such as NC milling and robot path planning, the speed of the curve
is important; that is, reparametrization may cause undesirable effects. However, in graphic
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applications, the speed of the curve may not be important. In this case, reparametrization
does not change the shape of the curve. Thus our question is “can we reparametrize a given
polynomial curve so that the reparametrized curve is PH?” Our answer is as follows:
(i) A non-PH curve can be changed into a rational PH curve via rational reparametri-
zation, if the primary non-Pythagorean part of the hodograph of it has degree 1
(Corollaries 4.4 and 4.5).
(ii) A non-PH curve cannot be changed into a rational PH curve via rational reparametri-
zation, if the hodograph of it has a primary non-Pythagorean part with degree greater
than or equal to 2 (Theorem 4.3, Corollary 4.5).
2. Preliminaries
In this section, we introduce the complex representation of plane curves used by Farouki
(1994) and state related mathematical definitions and propositions.
Let R and C be the fields of real and complex numbers. Let R[x] and R(x) be the
set of real polynomials and the set of rational functions in variable x . Throughout this
paper, we assume that R[x] and R(x) include the absolute value of their elements; i.e. for
f (x) ∈ R[x] or R(x), the absolute value | f (x)| is also included in R[x] or R(x). Let C[x]
and C(x) be the set of complex polynomials and the set of complex rational functions in
variable x .
A polynomial/rational curve α is a function α : I → R2 defined on an open interval I
and its component functions u(x), v(x) of α(x) = (u(x), v(x)) are polynomials/rational
functions. The hodograph curve α′ of α is defined by α′(x) = (u′(x), v′(x)) where
u′(x), v′(x) are derivatives of u(x), v(x) with respect to x .
Definition. A polynomial/rational curve α is called Pythagorean if its component
functions u, v satisfy u2 + v2 = g2 for some polynomial/rational function g (equivalently,
the Euclidean norm of α is a polynomial/rational function). We call this curve a P curve.
Also, a polynomial/rational curve α is called a Pythagorean hodograph curve if its
hodograph is Pythagorean.
The complex representation for plane polynomial/rational curves introduced by Farouki
has an advantage over the classical method that defines curves as vector valued functions:
since curves are defined as complex valued functions, algebraic manipulations become
easier. In detail, given a polynomial curve α : I → R2 such that α(x) = (u(x), v(x)), it is
identified with a complex valued function α : I → C such that α(x) = u(x)+iv(x). In this
representation, there are some algebraic advantages. For example, if we write ‖ · ‖ as the
norm of a complex number, then a polynomial curve α is Pythagorean if ‖α(x)‖ ∈ R[x]
and we can prove the following proposition easily:
Proposition 2.1. If α1(x) = u1(x) + iv1(x), α2(x) = u2(x) + iv2(x) are P curves, then
the product curve α1 · α2 is also a P curve.
Proof. Since α1(x), α2(x) are P curves, we have ‖α1(x)‖, ‖α2(x)‖ ∈ R[x](R(x)). For
‖α1(x) · α2(x)‖ = ‖α1(x)‖‖α2(x)‖ ∈ R[x](R(x)), α1(x) · α2(x) is also a P curve. 
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Remark 2.1. Throughout this paper, following this representation, the expression α(x) =
u(x) + iv(x) ∈ C[x] (C(x)) is identified with expression α = (u, v) being a polynomial
(rational) curve respectively.
3. Necessary and sufficient condition for being Pythagorean
Let α(x) ∈ C[x], and without loss of generality, let α(x) = K ∏nk=1(x + ck) where
K , ck ∈ C.
Definition. Two complex numbers c1, c2 are semiequal if c1 = c2 or c1 = c2 (denoted
by c1 ≈ c2) and c1, c2 are distinct up to conjugates if c1, c2 are not semiequal.
Proposition 3.1. For α(x) ∈ C[x] with deg(α(x)) = n, α(x) is Pythagorean if and only if
n roots of α(x) = 0 consist of only real roots and pairs of semiequal roots.
Proof. ( ) It is obvious.
( ) First, suppose that h(x) ∈ R[x] is a common divisor of u(x) and v(x), that is,
u(x) = h(x)u1(x), v(x) = h(x)v1(x). Then α(x) = h(x)(u1(x) + iv1(x)) = α0(x)α1(x)
where α0(x) = h(x) and α1(x) = u1(x) + iv1(x). Since α0(x) = h(x) + 0 · i ∈ C[x] is
Pythagorean, α(x) is Pythagorean if and only if α1(x) is Pythagorean. Note that since
h(x) is a real polynomial, the roots of h(x) = 0 must consist of real roots, nonreal
complex roots and their complex conjugates. Thus it suffices to consider a Pythagorean
polynomial α(x) = u(x) + iv(x) ∈ C[x] with gcd(u(x), v(x)) = 1 to prove this
proposition. For such a polynomial α(x), by definition, there is some g(x) ∈ R[x] such
that u(x)2 + v(x)2 = g(x)2. Suppose g(x) has a real root d , then (x − d) divides u(x) and
v(x). This contradicts gcd(u(x), v(x)) = 1. If a nonreal complex number c j is a zero of
g(x), since g(x) is a real polynomial, the real polynomial p j (x) = (x2−(c j +c j )x +c j c j )
should divide g(x). Thus g(x) should be factorized into a product of prime polynomials of
degree 2 in R[x]:
g(x) = p1(x) · · · ps(x)
where p j (x) ∈ R[x] for j = 1, . . . , s and 2s = n. Let some nonreal complex number cl
be a zero of p j (x). For
u(x)2 + v(x)2 = (u(x) + iv(x))(u(x) − iv(x)) = α(x)α(x) = g(x)2,
we have α(cl ) = 0 or α(cl) = 0. Similarly, we also have α(cl) = 0 or α(cl ) = 0. If α(cl) =
0 and α(cl) = 0, then pl(x) = (x2 − (cl + cl)x + clcl) divides α(x). This contradicts
gcd(u(x), v(x)) = 1. If α(cl ) = 0 and α(cl ) = 0, then pl(x) = (x2 − (cl + cl)x + clcl)
divides α(x). This also contradicts gcd(u(x), v(x)) = 1. Thus if cl is a root of α(x), then
cl is a root of α(x) and if cl is a root of α(x), then cl is a root of α(x). Furthermore cl is
a root of g(x)2 = 0 of multiplicity 2. Hence any root of α(x) = 0 has even multiplicity.
This means that the roots of a Pythagorean polynomial α(x) = u(x) + iv(x) ∈ C[x] such
that gcd(u(x), v(x)) = 1 consist of semiequal root pairs. This completes the proof. 
Using the above Proposition 3.1, we can state the following immediate corollaries.
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Corollary 3.1. If α(x) ∈ C[x] is not Pythagorean, then there exists p(x) ∈ C[x] such that
p(x) divides α(x) and p(x) = 0 has a nonreal complex root which is not semiequal to any
other roots.
Corollary 3.2. A PH quintic curve α = (u, v) with gcd(u(x), v(x)) = 1 is given by
α(x) =
∫
K (x + a1)2(x + a2)2 dx,
for some complex number K = 0 and nonreal complex numbers a1, a2 with a1 = a2.
4. Pythagoreanization using a rational transform
In this section, for a plane polynomial/rational curve α, we study the following three
questions:
Q1. Can we determine whether α(x) is Pythagorean?
Q2. If α(x) is not Pythagorean, then can we make α(φ(t)) Pythagorean for some rational
function φ(t)? That is, can we make α into a rational Pythagorean curve via rational
reparametrization?
Q3. Under what condition is such a Pythagoreanization process possible?
These questions are important for understanding the algebraic structure of the set of
Pythagorean curves. We start with the following example which shows the basic idea of
the Pythagoreanization process.
Example 4.1. Let α(x) ∈ C[x] be given by α(x) = c1x + c2, where c1 = 0 and
c2/c1 is a nonreal complex number. Then by Proposition 3.1, α(x) is not Pythagorean.
Let φ(t) ∈ R(t) be a rational function given by φ(t) = Im( c2
c1
) 2t1−t2 − Re( c2c1 ). Then by
the change of variable x = φ(t), α(x) is transformed into being Pythagorean in R(t) as
follows:
α(φ(t)) = c1Im
(
c2
c1
)(
2t
1 − t2 + i
)
and
‖α(φ(t))‖ = ‖c1‖
∣∣∣∣Im
(
c2
c1
)∣∣∣∣
∥∥∥∥ 2t1 − t2 + i
∥∥∥∥
= ‖c1‖
∣∣∣∣Im
(
c1
c1
)∣∣∣∣ 1 + t
2
|1 − t2| ∈ R(t).
Definition. For any α(x) ∈ C[x], a setP(α) is defined byP(α) = {φ ∈ R(t) | α(φ(t)) ∈
C(t) is Pythagorean}.
Example 4.2. For α(x) ∈ C[x] given by α(x) = c1x + c2 where c1 = 0 and c1/c2 is a
nonreal complex number, φ(t) = Im( c2
c1
) 2t1−t2 − Re( c2c1 ) ∈ R(t) is an element of P(α).
The following lemma explains howP(α) is determined for α(x) = x + i .
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Lemma 4.1. Let α(x) ∈ C[x] be given by α(x) = x + i ; then φ(t) ∈ P(α) if and
only if φ(t) = s1(t)
s2(t)
, where s1(t), s2(t) ∈ R[t] with gcd(s1(t), s2(t)) = 1 is given by
s1(t) = m(t)2 − n(t)2, s2(t) = 2m(t)n(t) for some m(t), n(t) ∈ R[t].
Proof. ( ) It is obvious.
( ) Suppose that φ(t) = s1(t)
s2(t)
, where s1(t), s2(t) ∈ R[t] and s1(t), s2(t) are relatively
prime. Then there is a rational function h(t) ∈ R(t) such that h(t)2 = ‖z(φ(t))‖2 =
1
(s2(t))2
(s1(t)2 + s2(t)2). Let g(t) = s2(t)h(t) ∈ R(t). Then we get ‖s1(t)+ i s2(t)‖ ∈ R[t],
that is,
s1(t)2 + s2(t)2 = g(t)2. (3)
From (3), we also get
s1(t)2 = (g(t) − s2(t))(g(t) + s2(t)). (4)
Recall that gcd(s1(t), s2(t)) = 1. Let σ(t) = gcd((g(t) − s2(t)), (g(t) + s2(t))) = 1.
Then for m1(t), m2(t) given by g(t) − s2(t) = σ(t)m1(t), g(t) + s2(t) = σ(t)m2(t),
we get s2(t) = 12σ(t)(m2(t) − m1(t)) and s1(t)2 = σ(t)2m1(t)m2(t). This contradicts
gcd(s1(t), s2(t)) = 1. Thus gcd((g(t) − s2(t)), (g(t) + s2(t))) = 1. Hence by (4), there
exist ρ(t), τ (t) ∈ R[t] such that
g(t) − s2(t) = ρ(t)2, g(t) + s2(t) = τ (t)2, s1(t) = ρ(t)τ (t).
Let n(t) := 1√
2
ρ(t) and m(t) := 1√
2
τ (t). Then we have
s2(t) = τ (t)
2 − ρ(t)2
2
= m(t)2 − n(t)2 (5)
s1(t) = 2m(t)n(t). (6)
This completes the proof. 
Lemma 4.2. Let α(x) = (x + i)(x + ki), for some nonzero real number k = ±1,
and let φ(t) ∈ R(t) be given by φ(t) = (s1(t))/(s2(t)) for s1(t), s2(t) ∈ R[t] with
gcd(s1(t), s2(t)) = 1. If φ(t) ∈ P(α)); then s1(t) + i s2(t), s1(t) + iks2(t) ∈ C[t] are
Pythagorean.
Proof. Note that
φ(t) ∈ P(α) α(φ(t)) is Pythagorean
‖α(φ(t))‖ ∈ R(t)
‖s1(t) + i s2(t)‖‖s1(t) + iks2(t)‖ ∈ R[t]
If φ(t) ∈ P(α), then we have (s1(t)2 + s2(t)2)(s1(t)2 + k2s2(t)2) = g(t)2 for some g(t) ∈
R[t]. Note that gcd(s1(t), s2(t)) = 1 implies gcd(s1(t)2 + s2(t)2, s1(t)2 + k2s2(t)2) = 1.
Hence there exist f1(t), f2(t) ∈ R[t] such that
f1(t) f2(t) = g(t), s1(t)2 + s2(t)2 = f1(t)2, s1(t)2 + k2s2(t)2 = f2(t)2.
So, ‖s1(t) + s2(t)i‖, ‖s1(t) + iks2(t)‖ ∈ R[t], that is, s1(t) + i s2(t), s1(t) + iks2(t) ∈
PC[t]∗. 
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Note that Lemma 4.2 means that P((x + i)(x + ki)) = P((x + i)) ∩ P((x + ki)).
Combining Lemma 4.2 with Lemma 4.1, we get the following corollary:
Corollary 4.1. Let α(x) = (x + i)(x + ki), for some nonzero real number k = ±1, and
let φ(t) ∈ R(t) be given by φ(t) = s1(t)
s2(t)
with gcd(s1(t), s2(t)) = 1. If φ(t) ∈ P(α), then
there exist suitable m(t), n(t), q1(t), q2(t) ∈ R[t] satisfying
s1(t) = m(t)2 − n(t)2, s2(t) = 2m(t)n(t)
q1(t)q2(t) = km(t)n(t), q1(t)2 − q2(t)2 = m(t)2 − n(t)2.
Proof. By Lemma 4.2, s1(t)+ i s2(t) and s1(t)+ iks2(t) are Pythagorean. By Lemma 4.1,
there exist m(t), n(t) ∈ R[t] such that s1(t) = m(t)2 − n(t)2, s2(t) = 2m(t)n(t). Using
m(t), n(t), we have
‖s1(t) + iks2(t)‖ = ‖(m(t)2 − n(t)2) + ik2m(t)n(t)‖ ∈ R[t]. (7)
Let p1(t) and p2(t) be as follows:
p1(t) = m(t)2 − n(t)2, p2(t) = 2km(t)n(t). (8)
Then (7) is rewritten as
‖p1(t) + i p2(t)‖ ∈ R[t]. (9)
As shown in the proof of Lemma 4.1, (9) implies that there exist q1(t), q2(t) ∈ R[t] such
that
p1(t) = q1(t)2 − q2(t)2, p2(t) = 2q1(t)q2(t). (10)
By (8) and (10), we get q1(t)2 − q2(t)2 = m(t)2 − n(t)2 and q1(t)q2(t) = km(t)n(t). 
Note in particular that q1(t) = m(t), q2(t) = n(t) since k = 1.
Theorem 4.1. If P((x + i)) ∩ P((x + ki)) = ∅, then for φ(t) ∈ P((x + i)(x + ki))
given by φ(t) = s1(t)
s2(t)
with s1(t) = m1(t)2 − n1(t)2, s2(t) = 2m1(t)n1(t) where
m1(t), n1(t) ∈ R[t], there exist m2(t), n2(t) ∈ R[t] satisfying m1(t)m2(t) ,
n1(t)
n2(t)
∈ R[t] and
m2(t)
n2(t)
∈ P((x + i)(x + ki)).
Proof. Since gcd(s1(t), s2(t)) = 1, m1(t) and n1(t) are relatively prime. By Corollary 4.1,
there exist q1(t), q2(t) ∈ R[t] such that q1(t)q2(t) = km1(t)n1(t) and q1(t)2 − q2(t)2 =
m1(t)2 − n1(t)2. Since q1(t)m1(t) =
kn1(t)
q2(t) ∈ R(t), there exist γ1(t), δ1(t) ∈ R[t] such that
gcd(γ1(t), δ1(t)) = 1 and
δ1(t)
γ1(t)
= q1(t)
m1(t)
= kn1(t)
q2(t)
.
Since q1(t) = δ1(t)m1(t)γ1(t) , q2(t) =
kn1(t)γ1(t)
δ1(t)
∈ R[t] and γ1(t), δ1(t) are relatively prime,
there exist m2(t), n2(t) ∈ R[t] such that
m1(t) = γ1(t)m2(t), n1(t) = δ1(t)n2(t). (11)
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Thus
q1(t) = δ1(t)m2(t), q2(t) = kγ1(t)n2(t). (12)
So,
q1(t)2 − q2(t)2 = (δ1(t)m2(t))2 − (kγ1(t)n2(t))2. (13)
On the other hand, from (11), we get
q1(t)2 − q2(t)2 = m1(t)2 − n1(t)2 = (γ1(t)m2(t))2 − (δ1(t)n2(t))2. (14)
Comparing (13) and (14), we get
δ1(t)2(m2(t)2 + n2(t)2) = γ1(t)2(m2(t)2 + k2n2(t)2).
Note that
gcd(γ1(t), δ1(t)) = gcd(m1(t), n1(t)) = gcd(m2(t), n2(t)) = 1.
Hence gcd(m2(t)2 + n2(t)2, m2(t)2 + k2n2(t)2) = 1. Therefore there exist real constants
A1, A2 such that
m2(t)2 + n2(t)2 = A1γ1(t)2, m2(t)2 + k2n2(t)2 = A2δ1(t)2. (15)
Thus we have m2(t)
n2(t)
∈ P((x + i)(x + ki)). 
Remark 4.1. From Eq. (15), we get further useful information for m1(t), n1(t), γ1(t),
δ1(t), m2(t), and n2(t):
deg(γ1(t)2) = deg(δ1(t)2) = deg(m2(t)2 + n2(t)2). (16)
By the same argument (if we take q1(t) = n2(t)γ1(t), q2(t) = m2(t)δ1(t)), we also have
deg(n2(t)2) = deg(m2(t)2) = deg(γ1(t)2 + δ1(t)2). (17)
By (11), (16) and (17), we get
deg(γ1(t)) = deg(δ1(t)) = deg(m2(t)) = deg(n2(t)) = deg(m1(t))2 =
deg(n1(t))
2
.
Remark 4.2. Let φ(t) ∈ R(t) be a nonsingular linear fractional map, that is, φ(t) = at+b
ct+d
with det
(
a b
c d
)
= 0. Then for any α(x) = u(x) + v(x)i ∈ C[x], we have
α(φ(t)) = u(φ(t)) + iv(φ(t)) = the numerator of α(φ(t))
(ct + d)max(deg(u(x),deg(v(x)))) .
Hence α(x) is Pythagorean the numerator of α(φ(t)) is Pythagorean.
Moreover for nonsingular linear fractional maps φ1(t), . . . , φ2(t) ∈ R(t), we have
α(t) is Pythagorean the numerator of (α((φ1 ◦ · · · ◦ φ2)(t))) is Pythagorean.
From now on, we denote the numerator of α(φ(t)) and max{deg(u(x)), deg(v(x))} by
N(α(φ(t))) and dα.
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Lemma 4.3. For α(x) = (x − a1 − b1i)(x − a2 − b2i) where a1 + ib1 and a2 + ib2 are
not semiequal and nonreal, there exists a nonsingular linear fractional map φ(t) such that
N(α(φ(t)) = K (t − c − k1i)(t − c − k2i), where K is a nonzero constant complex number
and c, k1, k2 are real numbers.
Proof. Let φ1(t) = 1t + θ . Then
α(φ1(t)) = (1 + t (θ − a1 − ib1))(1 + t (θ − a2 − ib2))
t2
.
Let K = (θ − a1 − ib1)(θ − a2 − ib2). Then we have
N(α(φ(t))) = K
(
t + 1
θ − a1 − ib1
)(
t + 1
θ − a2 − ib2
)
.
Let c1 + id1 = 1θ−a1−ib1 and let c2 + id2 = 1θ−a2−ib2 . Then we get
c1 = θ − a1
(θ − a1)2 + b21
, c2 = θ − a2
(θ − a2)2 + b22
. (18)
We want c1 and c2 to be equal. By (18), we get
(a2 − a1)θ2 + (a21 + b21 − a22 − b22)θ + (a22 + b22)a1 − (a21 + b21)a2 = 0. (19)
The discriminant of this quadratic equation is given by
((a1 − a2)2 + (b1 − b2)2)((a1 − a2)2 + (b1 + b2)2).
The discriminant is always greater than or equal to 0 and vanishes only if a1 = a2, b1 =
±b2, that is, a1 + ib1 and a2 + ib2 are semiequal. Thus there exist two real roots
for the quadratic equation. For the solution θ of the above quadratic equation, we get
N(α(φ(t))) = K (t − c − k1i)(t − c − k2i), where
k j = b j
(θ − a j )2 + b2j
for j = 1, 2.  (20)
Corollary 4.2. In Lemma 4.3, k1 = ±k2.
Proof. Suppose k1 = ±k2. By (19) and (20), there exists a common solution θ for the
following two quadratic equations:
(a2 − a1)θ2 + (a21 + b21 − a22 − b22)θ + (a22 + b22)a1 − (a21 + b21)a2 = 0 (21)
(b1 ∓ b2)θ2 − 2(a2b1 ∓ a1b2)θ + (a22 + b22)b1 ∓ (a21 + b21)b2 = 0. (22)
By multiplying appropriate quantities and subtracting those equations, we can find a linear
equation in θ . The solution for this linear equation is given by
θ = a2b1 ± a1b2
b1 ± b2 . (23)
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Note that the denominator of (23) is nonzero because a1+ib1 and a2+ib2 are not semiequal
and nonreal. Plugging (23) into the left hand sides of (21) and (22), we get
±(a1 − a2)b1b2((a1 − a2)2 + (b1 ± b2)2)
(b1 ± b2)2 , (24)
∓(b1 ∓ b2)b1b2((a1 − a2)2 + (b1 ± b2)2)
(b1 ± b2)2 , (25)
and these quantities do not vanish since a1 + ib1 and a2 + ib2 are not semiequal and
nonreal. 
Lemma 4.4. Let b1 = 0 and b2 = 0. If α(x) = (x − a1 − b1i)(x − a2 − b2i) is not
Pythagorean, then there exists a nonsingular linear fractional map φ(t) ∈ R(t) by which
N(α(φ(t))) = K (t + i)(t + ki) where K is a nonzero complex number and k(= ±1) is a
nonzero real number.
Proof. Since α(x) is not Pythagorean, a1 + ib1 and a2 + ib2 are not semiequal, that
is, a1 = a2 or |b1| = |b2|. By Lemma 4.3, there exists φ1(t) ∈ R(t) such that
α(φ1(t)) = K1(t − c − ik1)(t − c − ik2). Moreover, k1 = 0 and k2 = 0 by (20). Let
φ2(t) = −k1t + c. Then φ2(t) and φ(t) = (φ1 ◦ φ2)(t) ∈ R(t) are nonsingular fractional
maps. Let K = −K1k1 and k = k2k1 . Thus we have N(α(φ(t))) = −K1k1(t + i)(t + i
k2
k1 ) =
K (t + i)(t + ki). Note that by Corollary 4.2, k = ±1. 
Theorem 4.2. Let α(x) = (x + i)(x + ki) where k = ±1. ThenP(z(x)) = ∅.
Proof. Suppose that P(α) contains a rational function φ(t). By Lemma 4.1, there exist
s1(t), s2(t), m1(t), n1(t) ∈ R[t] such that φ(t) = s1(t)s2(t) where s1(t) = m1(t)2 −
n1(t)2, s2(t) = 2m1(t)n1(t), and gcd(s1(t), s2(t)) = 1. By Theorem 4.1, there exist
m2(t), n2(t) ∈ R[t] satisfying m1(t)m2(t) ,
n1(t)
n2(t)
∈ R[t] and m2(t)
n2(t)
∈ P(α). By Remark 4.1,
for γ1(t), δ1(t) such that m1(t) = γ1(t)m2(t), n1(t) = δ1(t)n2(t), we have
deg(γ1(t)) = deg(δ1(t)) = deg(m2(t)) = deg(n2(t)) = deg(m1(t))2 =
deg(n1(t))
2
.
Therefore for N = deg(m1(t)) = deg(n1(t)), we get deg(m2(t)) = deg(n2(t)) = N2 . In
the same way, for m2(t)
n2(t)
∈ P(α), there exist m3(t), n3(t) ∈ R[t] such that m3(t)n3(t) ∈ P(α)
and deg(m3(t)) = deg(n3(t)) = N4 .
Hence after a finite number of steps following the same argument, we can find some
mk(t), nk(t) ∈ R[t] such that
mk(t)
nk(t)
∈ P(α) and deg(mk(t)) = deg(nk(t)) = 1. (26)
Note that since gcd(mk(t), nk(t)) = 1, φk(t) = mk(t)nk (t) is a nonsingular linear fractional
map.
On the other hand, by Proposition 3.1 α(x) is not Pythagorean and by Remark 4.2 we
have φk(t) /∈ P(α). This contradicts (26). ThusP(α) = ∅. 
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Definition. Suppose that α(x) ∈ C[x] is not Pythagorean and α(x) = 0 has distinct (up
to conjugation) nonreal complex roots only and suppose that deg(α(x)) = n. Then we say
α(x) is primary non-Pythagorean of degree n.
Corollary 4.3. Let b1 = 0 and b2 = 0. If α(x) = (x − a1 − b1i)(x − a2 − b2i) is primary
non-Pythagorean, then P(α) = ∅.
Proof. Suppose that P(α)) = ∅ and let ψ(s) ∈ P(α). Then ‖α(ψ(s))‖ ∈ R(s). By
Lemma 4.4, there exists a nonsingular linear fractional map φ(t) such that N(α(φ(t))) =
K (t + i)(t + ik), where K is a nonzero complex number and k is a nonzero real number.
Consider a new real rational function h(s) given by h(s) = φ−1(ψ(s)) ∈ R(s). Note
that for the denominator of α(ψ(s)) denoted by D(α ◦ ψ), we have N(α ◦ φ(t))|t=h(s) =
N(α(φ(φ−1(ψ(s))))) = N(α(ψ(s))) = α(ψ(s)) · D(α ◦ ψ). Since ‖α(ψ(s))‖ ∈ R(s)
and D(α ◦ ψ) ∈ R[s], we have ‖N(α(ψ(s)))‖ = ‖α(ψ(s))‖ · |D(α ◦ ψ)| ∈ R(s). This
means that N(α(φ(t))) is Pythagorean, i.e. P(K (x + i)(x + ki)) = ∅. This contradicts
Theorem 4.2. ThusP(α) = ∅. 
Lemma 4.5. Let α(x) be primary non-Pythagorean, that is, α(x) = ∏lj=1(x + c j ), where
no pair of c j s are semiequal. ThenP(α) = ∩lj=1P((x + c j )).
Proof. Denote x + c j by α j (x).
(⊃) Clear.
(⊂) Let φ(t) ∈ P(α) be given by φ(t) = s1(t)
s2(t)
with gcd(s1(t), s2(t)) = 1 and suppose that
φ(t) /∈ P(αk1(x)) for some 1 ≤ k1 ≤ l. Let θ be a root of αk1 (φ(t)) = 0. Then since θ is
also a zero of α(φ(t)) = 0, there should exist another k2 such that φ(t) /∈ P(αk2 (x)) and
one of the roots of αk2 (φ(t)) = 0 is semiequal to θ , that is, θ or θ :
(1) If θ is a root of αk2 (φ(t)) = 0, then (t − θ) divides s1(t)+ s2(t)ck1 and s1(t)+ s2(t)ck2
and hence (t − θ) divides s1(t) + s2(t)ck1 − (s1(t) + s2(t)ck2 ) = s2(t)(ck1 − ck2). Since
ck1 = ck2 , we have
s2(θ) = s2(θ) = 0, s1(θ) = s1(θ) = 0.
So, ψ(t) = (t2 − (θ + θ)t + θθ) ∈ R[t] divides s1(t), s2(t) ∈ R[t]. This contradicts
gcd(s1(t), s2(t)) = 1.
(2) If θ is a root of αk2(φ(t)) = 0, then we have
s1(θ) + s2(θ)ck1 = 0 (27)
s1(θ) + s2(θ)ck2 = 0. (28)
From (27), we have
s1(θ) + s2(θ)ck1 = 0. (29)
Since ck1 and ck2 are not semiequal, we have s2(θ) = 0 from (28) and (29). By similar
arguments to those for case (1), we get
s1(θ) = s2(θ) = s1(θ) = 0.
This also contradicts gcd(s1(t), s2(t)) = 1. Thus φ(t) ∈ ∩lj=1P((x + c j )).
ThereforeP(α) = ∩lj=1P(α j (x)). 
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Theorem 4.3. Let α(x) = α1(x)α2(x) ∈ C[x] where α1(x) is Pythagorean and α2(x) is
primary non-Pythagorean of degree greater than or equal to 2. ThenP(α) = ∅.
Proof. Note that for any α(x) ∈ C[x] which is non-Pythagorean, we have
α(x) = K
l1∏
p=1
(x + cp)
l2∏
q=1
(x + cq)(x + cq)
l3∏
i=1
(x + ck)2
l4∏
j=1
(x + c j ),
where K is a nonzero constant and cp, cq , ci , c j are nonreal complex numbers for lk ∈ N,
k = 1, 2, 3, 4; in particular, c j is not semiequal to any other c j s. Let
α1(x) = K
l1∏
p=11
(x + cp)
l2∏
q=1
(x + cq)(x + cq)
l3∏
i=1
(x + ck)2
and let
α2(x) =
l4∏
j=1
(x + c j ).
SinceP(α) = P(α2), it suffices to show that P(α2) = ∅.
Since α2(x) is of degree greater than or equal to 2, we have l4 ≥ 2. Note that by Lemma 4.5,
P(α2) = ∩l4j=1P((x + c j )) and note that by Corollary 4.3, for any two ck1 , ck2 with
1 ≤ k1, k2 ≤ l4,
P((x + ck1 )) ∩P((x + ck2)) = ∅.
Consequently we haveP(α) = P(α2) = ∅. 
Definition. A non-Pythagorean α(x) ∈ C[x] is Pythagoreanizable if there exists
φ(t) ∈ R(t) such that α(φ(t)) is Pythagorean, that is, φ(t) ∈ P(α); equivalently
P(α) = ∅.
Corollary 4.4. α(x) ∈ C[x] is Pythagoreanizable if and only if α(x) = α1(x)α2(x) where
α1(x) is Pythagorean and α2(x) is primary non-Pythagorean of degree 1.
Proof. ( ) Since α2(x) = a1x + a2, for some nonreal complex numbers a1, a2, as in
Example 4.2, let φ(t) be given by φ(t) = Im( a2
a1
) 2t1−t2 − Re( a2a1 ); then φ(t) ∈ P(α2).
Note that since α1(x) is Pythagorean, obviously φ(t) ∈ P(α1). Hence we have φ(t) ∈
P(α); i.e. α(x) is Pythagoreanizable.
( ) Suppose that deg(α2(x)) ≥ 2. By Theorem 4.3, we get P(α) = ∅. This means that
α(x) is non-Pythagoreanizable. 
Note that α(x) is not PH if and only if α′(x) is non-Pythagorean. Also note that∥∥∥∥ ddt (α(φ(t)))
∥∥∥∥ = ‖α′(φ(t))‖|φ′(t)| = ‖α′(φ(t))‖|φ′(t)| (30)
for any nonsingular rational function φ(t) ∈ R(t). Thus α(φ(t)) is a rational PH curve if
and only if its hodograph α′ is Pythagoreanizable, in other words if and only if there exists
a nonsingular linear fractional map φ(t) ∈ P(α′).
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Applying the previous results on Pythagoreanizability to non-Pythagorean hodograph
curves, we get the following corollary:
Corollary 4.5. A non-PH curve α(x) ∈ C[x] can be reparametrized into a PH curve
via rational reparametrization if and only if its hodograph α′(x) is given by α′(x) =
η1(x)η2(x) where η1(x) is Pythagorean and η2(x) is primary non-Pythagorean of
degree 1.
5. Concluding remark
In this paper, using the complex representation of plane curves, we studied
the Pythagoreanizability of non-Pythagorean polynomial curves and the Hodograph
Pythagoreanizability of non-PH polynomial curves. Our answer to the question “can we
reparametrize a given polynomial curve so that the reparametrized curve is PH?” is as
follows:
Only when the hodograph of the curve is the product of a Pythagorean curve and a
primary non-Pythagorean curve of degree 1 is the curve reparametrized to be PH.
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