INTRODUCTION
In multivariate designs where subjects are measured on more than one variable and where correlations between variables can be explained by their loadings on one or more common factors, scores on these latent common factors can be estimated for individual subjects (Lawley and Maxwell, 1971) . Estimation of factor scores can be applied in multivariate genetic modeling such as developed by Martin and Eaves (1977) . In such models multiple measures on genetically related persons provide information that is required for the estimation of individual genetic and environmental scores (Boomsma et al., 1990) . As more or better indicators of the latent genetic and nongenetic factors common to a set of variables are available, individual factor scores can be obtained more reliably. Estimation of individual genetic and environmental scores is numerically also possible in univariate designs, but this gives intercorrelated estimates of independent factor scores. In a univariate design, for example, MZ twins supply two observations (one on twinl and one on twin2). Even under a simple additive genetic model, this does not provide enough information to obtain independent factor scores, since we need to estimate three factor scores (one genetic and two unique environmental scores). In longitudinal studies where the same subjects are measured repeatedly a person's genetic and environmental factor scores at each occasion can be computed yielding genetic and environmental profiles across time. As with multivariate measures taken at a single occasion, information is obtained with respect to between-subject differences in genetic and environmental deviations. High phenotypic scores in one subject, for example, may be caused by high environmental deviations and in another subject by high genetic values. In addition, a longitudinal study yields information about changes in these individual scores over time, i.e., within individuals, so that an individual increase or decrease in phenotype can be attributed to changes in the genetic or environmental contributions. In this paper we explore through simulation of longitudinal twin designs how many measures are needed at each time point to estimate reliably individual genetic and nongenetic profiles and whether the answer to this question depends on the magnitude of the genetic and environmental autocorrelations across time. To obtain these individual profiles the Kalman filter is introduced in genetic modeling.
MODEL AND METHOD
At a single time point we have the basic genetic model (discarding the subject subscript to ease presentation):
where P is the observed phenotype, which can be univariate (p = 1) or multivariate (p = 2 or 3 in the simulations). G and E are additive genetic and environmental factor scores underlying the phenotype that are uncorrelated. The k's are loadings of observed variables on latent factors and e represents measurement error and other influences unique to each variable and each individual. For twin data the 2p x 2p covariance matrix of observations on twin1 and twin2 can be summarized as
where the prime indicates transpose. A contains the loadings on the genetic and environmental factors and is (2/) x 4) since there are four latent factors (G1, El, G2, E2), ",t r is the (4 x 4) correlation matrix of factor scores (e.g., 9 contains the genetic correlations of twin1 and twin2), and 0 (2p x 2p) is a diagonal covariance matrix of unique variances. A and e can be estimated without the need to know the individual factor scores G and E. Across time a quasi-Markov simplex model for the latent variables G and E can be specified. This model describes the latent G and E time series as a first-order autoregressive model (e.g., Boomsma and Molenaar, 1987; Eaves et al., 1988) :
E,+I = 13,(e)E, + ~,+l(e),
where t = 1 .... ,T are the number of time points that need not be equidistant. The 13's are autoregressive coefficients that describe the influence of latent factors on subsequent latent factors. The ~t's are innovations of the latent processes representing new genetic and environmental influences that are expressed for the first time occasion t. An illustration of this model for p = 3 is given in Fig. 1 . Equation (2) now can be written as
where B (4T • 4T) has the genetic and environmental autoregression coefficients on its first lower subdiagonal and zeros elsewhere. A now is (2pT • 4T), W is (4T • 4T), and 0 is (2pT x 2pT). In regular twin designs these parameter matrices can be estimated, for example, with the LISREL VII computer program (J6reskog and S6rbom, 1988) . There are several ways to parameterize this model (see Boomsma et al., 1989) . In the following section we assume that A (factor loadings), B (autoregressive coefficients), and 0 (unique variances) are estimated and that (correlations between factors) is given. Genetic and environmental factor scores can then be computed for each subject by means of Kalman filtering. Let X, denote the (4 • 1) vector of estimates of Gt and E, at time t for twin1 and twin2 (discarding the subject subscript to ease presentation), that is, X' t = [Glt, Elt, G2t, E2t] . In time-series analysis the most general approach to obtain Xt is by means of Kalman filtering (Brown, 1983) using, for example, the IMSL subroutine FTKALM (IMSL, 1979) :
where B is the (4 • 4) matrix of autoregressive coefficients of genetic and environmental factors at time t + 1 on these latent factors at time t, Pt+l is the (2p x 1) vector of phenotypes of twin1 and twin2, and A (2p x 4) contains the loadings of the phenotypes at time t + i on the genetic and environmental factors. K is called the Kalman gain and is chosen in such a way that the mean square estimation error is minimized:
where
where ~I* is the (4 • 4) correlation matrix of factor scores and V is the (4 x 4) covariance matrix of the sampling distribution of factor scores:
The Kalman filter thus successively estimates Xt+l and V~+I.
SIMULATIONS
In total 27 data sets were simulated for 100 MZ and 100 DZ twin pairs with autoregressive coefficients [3(g) and [3(e) equal to 0, 0.4, and 0.8. For each combination of [3(g) and [3(e) three data sets were simulated with one underlying genetic and with one underlying environmental series according to Eqs. (1)-(4).
1. Univariate: one indicator at each time point, h(g) = 10 and )~(e) = 10. 2. Bivariate: two phenotypes at each time point, Xl(g) = 5, Xz(g) = 7, and Xl(e) = 8, Xz(e) = 6. 3. Trivariate: three variables at each time point, Xl(g) = 5, Xz(g) = 7, X3(g) = 9, and Xl(e) = 8, X2(e) = 6, X3(e) = 4. Table I gives • and probability levels that were obtained after fitting the true model to each simulated data set. For the univariate (one measured variable at each time point) and the bivariate (two measured variables at each time point) data sets, a good fit was obtained after fitting an autoregressive model consisting of a genetic and environmental simplex process to the data. For the trivariate data sets (three measured variables at each time point), however, a significant • for all nine combinations of [3(g) and [3(e) was found. The reason for this lack of fit is that the determinant of the input matrices was very small. This does not influence parameter estimates (see Table II Table II gives the recovered parameters. In spite of the significant X 2, these are close to the values that were used to simulate the data.
RESULTS

Model Fitting
Factor Scores
Estimates of A, B, and O were employed in Kalman filtering of the observations to obtain genetic and environmental factor scores at each time point for each subject according to Eqs. (6)-(9). Next the estimated series were compared with the true (i.e., simulated) individual series. Table III gives correlations between true and estimated factor scores for MZ and DZ twins separately. For each data set these correlations have (t) are valid indicators of the associated true scores. Correlations are higher for MZ than for DZ twins and increase as the number of measures taken at each time point increases. Even when only one measure is available, however, they are quite high already. As the number of variables at each time point increases, standard errors become smaller for both MZ and DZ twin groups, and for all data sets standard errors of estimated factor scores are smaller for MZ than for DZ twins. Table IV shows the genetic and environmental autocorrelation matrices based on the factor scores calculated in a univariate and a trivariate data set [where ~(g) = 0.8 and [3(e) = 0]. Even in the univariate case, the autocorrelation structures for the genetic and environmental series are correctly recovered and the dynamic structure of the true G(t) and E(t) series is accurately reflected by the individual trajectories. Finally, Table  V gives the instantaneous cross-correlation between individual estimates of G and E (correlations are again averaged across time points). The expected value of this cross-correlation is zero. But for the uni-and bivariate time series this correlation may deviate from zero, because the Table V indicate that even in the univariate case, the correlation for MZ twins between individual estimates of G and E is consistently less than 0.5, and for the bivariate time series it does not exceed 0.3. For DZ twins on the other hand, it is more difficult in the univariate case to obtain independent estimates of genetic and environmental profiles. But in the bivariate series, the instantaneous correlation between estimates of G and E factor scores also does not exceed 0.5. The correlation between individual estimates of G and E depends somewhat on the pattern of the autocorrelations: when the difference between [3(g) and [3(e) is large, the individual decomposition yields factor scores that have a lower intercorrelation than when [3(g) and [3(e) are the same. Notice that these results pertain only to the analyses of individual estimates of G(t) and E(t) and do not relate in any way to the standard applications of the simplex model in genetic modeling. In the latter, only a decomposition of the total population variance is considered, whereas these results concern the relationship of individual estimates of G and E factor scores. Finally, Fig. 2 gives the recovered genetic profiles for a pair of DZ twins and the confidence intervals around the recovered scores. These recovered profiles closely follow the true profiles. For this example, data from the last trivariate data set were used [where [3(g) = 0.8 and [3(e) = 0.4]. The confidence intervals around the two estimated series (i.e., for twin1 and twin2) indicate that they can be reliably separated.
G(t)
and E
Fixed Interval Smoother
The Kalman filter is a recursive estimator of the (latent) state of the process at time point t, given the observations up to t. Because of the recursive nature of the Kalman filter many computational and storage requirements are avoided that would be necessary if all data were processed at each measurement occasion. In the case of twin data, this means, for example, that for data sets consisting of large numbers of repeatedly measured variables, estimation of parameters as in Eq. (5) can be carried out on mean cross products and that these estimates can be used in the Kalman filter, thus minimizing computational and storage requirements. In cross-sectional designs the Kalman filter is identical to the well-known regression estimator of factor scores (Priestly and Subba Rao, 1975) . In longitudinal designs, however, the regression estimator is optimal, while the Kalman filter is not. Optimal recursive estimates of factor scores in noisy time series can be obtained with the fixed interval smoother. The latter recursive estimates are identical to those obtained with the regression estimator. The fixed interval smoother consists of the Kalman filter followed by a recursion from the last to the first measurement occasion. During this backward sweep information is used that was obtained during 
Filtering of Individual Data
The results reported so far are based on Kalman filtering of twin data where the observations from both members of a pair are used simultaneously in the construction of the individual factor scores. This means that a different filter is applied to MZ and DZ data. In the MZ filter, for instance, data from both twins are weighted equally in the computation of the genetic factor scores. Parameters (i.e., genetic and environmental factor loadings) that are estimated in a genetic covariance analysis of twin data or data from other genetically related individuals can also be used, however, to construct a Kalman filter that pertains to observations from a single person. Data from genetically informative samples are of course necessary to estimate heritabilities and other parameters, but actual filtering is relatively easily carried out for a single person. That is, a filter can be constructed where no data from cotwins, siblings, or other genetically related subjects are needed. For the trivariate data sets that were analyzed above, individual factor scores were recomputed, this time without using the data from the cotwin. The results show that ignoring information from cotwins affects mainly the precision with which MZ factor scores are estimated (i.e. larger standard errors and confidence intervals around estimates). This is illustrated in Fig. 3 , where confidence intervals from the "twin" filter and the "individual" filter [for the last trivariate data set where [3(g) -----0.8 and [3(e) = 0.4] are placed around the true genetic profile of a MZ twin pair. The precision with which factor scores for DZ twins are estimated is affected to a lesser extent. Here the results from the individual filter are almost as good as when the information from the DZ cotwin is used as well. 
DISCUSSION
The focus of this paper was the estimation of individual genetic and envionmental factor scores across time. Such factor scores can be reliably estimated and individual independent estimates of G(t) and E(t) can be obtained when at least three measures are taken at each time point. When only one measure is available, individual genetic and environmental factor scores are intercorrelated, especially for DZ twins. Results for MZ twins are quite good, however, and when bivariate measures are taken at each occasion results for both groups are acceptable. Even when there are high intercorrelations between G(t) and E(t) estimates, however, these can be taken care of by application of multivariate tests in the construction of confidence intervals (or testing differences from zero) because the Kalman filter (as the regression estimator and fixed interval smoother) yields the complete variance/covariance matrix of G(t) and E(t) estimates.
Confidence intervals can also be tailored to suit specific purposes, i.e., large intervals to avoid false positives or small intervals to avoid false negatives. Estimation of G(t) and E(t) makes it possible to identify sources underlying deviant development in individual subjects. The genetic model given by Eq. (1) can be extended to include environmental factors shared by family members and latent profiles for these processes can then be estimated. In general, a longitudinal analysis of repeated-measures data hardly allows an observed time series to be decomposed into more than one underlying series. Twin and family data are unique in that they do allow such a decomposition. Results based on a representative twin study can be generalized to the population as a whole by construction of an individual Kalman filter. Exploration of individual filtering indicates that these results are almost as good as those for DZ twins. This enables a more detailed evaluation of deviant development for individual subjects.
