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Resumen
En este trabajo se estudian algunas propiedades de una nueva clase de funciones conocidas como
funciones orocíclicamente convexas; las cuales envían el disco unitario en dominios orocíclica-
mente convexos contenidos en el disco unitario. Estos dominios resultan de considerar el caso
jj = 2; donde  es la curvatura hiperbólica y que corresponden a orociclos en D, o círculos
en D que tocan T: Resulta que estas funciones son más difíciles de estudiar que las funciones
h-convexas.
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Introducción
Un dominio G en C es convexo si y sólo si, para todo w 2 @G; existe un semiplano H tal
que w 2 @H y G \H = . El hecho de que C = @H es una recta puede ser expresado de
dos maneras equivalentes:
(i) C es una curva maximal de curvatura cero;
(ii) C es una curva maximal no compacta de curvatura constante.
Consideremos la métrica hiperbólica ds = (1 jzj2) 1 jdzj en el disco unitario D. Sea C : w(s);
s 2 I = [0; 1]; una curva de clase C2 en D que está parametrizada por la longitud de arco
hiperbólica; esto es, w0 = 1  jwj2 ; w00 es continua en I.
Entonces la curvatura hiperbólica  satisface la ecuación diferencial
w00
w0
+
2ww0
1  jwj2 = i:
Algunas propiedades de la curvatura hiperbólica son las siguientes:
1. Las curvaturas hiperbólica y euclidiana coinciden en el origen.
2. Si  es una trayectoria en D; entonces  tiene curvatura hiperbólica constante si y
sólo si  tiene curvatura euclidiana constante.
3. La curvatura hiperbólica es invariante bajo Aut(D).
Sea T = @D. Si C  D es una curva maximal (es decir que no puede ser extendida a una
curva mayor en D) de curvatura hiperbólica constante ; entonces se tienen los siguientes tres
casos:
jj < 2 : C es un arco circular de T a T.
jj = 2 : C es un círculo en D que toca a T.
jj > 2 : C es un círculo contenido en D.
(Recuérdese que las geodésicas tienen curvatura hiperbólica constante igual a 0).
Así, las curvas maximales no compactas de curvatura constante son aquéllas para las que jj  2,
y se tiene que las condiciones (i) y (ii) son diferentes en el caso hiperbólico (en el caso euclidiano
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se cumple (i) si y sólo si se cumple (ii)).
Ma y Minda [MaM1] consideraron la condición (i): Un dominio G  D es hiperbólicamente
convexo (h-convexo) si, para todo w 2 D\@G; existe un semiplano hiperbólico H con w 2 @H
y G\H = : Véase, por ejemplo, [MaM1; MaM2; MeP2; MeP3; MePV] para resultados sobre
mapeos conformes de D en dominios h-convexos.
Mejía y Pommerenke [MeP1] consideraron la condición (ii), a saber, el caso extremo jj = 2 :
Un orodisco es, por denición, el dominio interior de un círculo en D que toca a T. Un dominio
G  D será llamado orocíclicamente convexo (oro-convexo) si, para todo w 2 D \ @G; existe
un orodisco H tal que
w 2 @H y G \H = :
Una función orocíclicamente convexa f es un mapeo conforme de D sobre un dominio oro-
convexo G  D. Resulta que estas funciones son más difíciles de estudiar que las funciones
h-convexas.
El objetivo del trabajo es estudiar el artículo: Horocyclically Convex Univalent Functions
[MeP1], en el cual se presentan varios resultados sobre una nueva clase de funciones conformes
del disco en dominios oroconvexos, conocidas como funciones oroconvexas; se hace una pre-
sentación adecuada y clara de éstos resultados de manera que sean más entendibles para el
lector.
En el capítulo 1 haremos un recuento de algunas propiedades que se utilizarán más adelante
en el capítulo 2; la mayoría de ellas están recopiladas en el libro de Christian Pommerenke:
Boundary Behaviour of Conformal Maps.
En el capítulo 2 se demuestran algunos resultados conocidos sobre funciones oroconvexas
contenidos en [MeP1]. En la seccíon 2.1 se muestra que toda función oroconvexa f es
continua en D; en la sección 2.2 se presenta un ejemplo canónico de las funciones oroconvexas
y nalmente en la sección 2.4 se establecen algunos estimativos para f() y f 0();  2 T:
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Capítulo 1
Preliminares
A continuación presentamos algunos resultados que serán utilizados en el trabajo más adelante.
La mayoría se encuentran en [P2].
Usaremos las siguientes notaciones:
D(a; r) = fz 2 C : jz   aj < rg (a 2 C; r > 0)
D = fz 2 C : jzj < 1g = D(0; 1) (Disco unitario)
T = fz 2 C : jzj = 1g = @D (Círculo unitario)bC = C [ f1g (Esfera de Riemann)
 = fz 2 C : jzj > 1g [ f1g (Exterior del círculo unitario)
La métrica esférica en bC está denida por
d#(z; w) =
jz   wjq
(1 + jzj2)(1 + jwj2)
para z; w 2 C;
además,
d#(z;1) = 1q
1 + jzj2
para z 2 C:
Las métricas esférica y euclidiana son equivalentes en conjuntos acotados en C:
Denición 1 Un conjunto compacto conexo con más de un punto es llamado un continuo.
Denición 2 Decimos que dos puntos en bC están separados por el conjunto cerrado A si
pertenecen a diferentes componentes de bCrA: Así, los dos puntos no están separados por A
si, es posible conectarlos por una curva sin tocar A:
Similarmente, si U  bC es un dominio, se dice que z y w están separados por K en
U si ellos pertenecen a componentes diferentes de U rK:
1.1 Mapeos Conformes
Decimos que f mapea el dominio H  bC conformemente sobre G  bC si [P2, pág. 4]:
(i) f es meromorfa en H;
(ii) f es inyectiva;
1
(iii) f(H) = G:
Se dice que f mapea H conformemente en G si (iii) es reemplazada por f(H)  G:
Una función univalente es lo mismo que un mapeo conforme.
Algunas propiedades sobre mapeos conformes:
(a) La inversa es también un mapeo conforme.
(b) Un mapeo conforme es un homeomorsmo, i.e. un mapeo inyectivo y continuo con
inversa continua.
(c) Ángulos entre curvas, incluyendo la orientación, son preservados por mapeos conformes.
Teorema 1 (Principio de Reexión) [Pa, pág. 453] Sea D un dominio en el plano complejo,
simétrico con respecto al eje real. Sean G y G las dos componentes de D r R y sea
I = D \R: Si f : G[ I  ! C es una función continua que es analítica en G y real valuada
en I entonces la función F : D  ! C denida por
F (z) =

f(z) si z 2 G [ I;
f(z) si z 2 G;
es una función analítica.
Denición 3 Un dominio G en bC es llamado simplemente conexo si el conjunto cerradobCrG es conexo.
Teorema 2 (Teorema del Mapeo de Riemann) [P2, pág. 4] Sea G $ C un dominio simple-
mente conexo y sean w0 2 G y 0   < 2: Entonces existe un único mapeo conforme de
D sobre G tal que f(0) = w0 y arg f 0(0) = :
Sea S la clase de las funciones analíticas y univalentes en D normalizadas en la forma
f(0) = 0; f 0(0) = 1; esto es, f 2 S si
f(z) = z + a2z
2 + ::: (jzj < 1):
Sea
P
la clase de las funciones
g(z) = z + b0 + b1z
 1 + ::: (jzj > 1)
que son univalentes en  = fz 2 C : jzj > 1g [ f1g :
Si f(z) = z + a2z2 + ::: pertenece a S entonces la función
g(z) =
1
f(z 1)
=
z
1 + a2z 1 + :::
= z   a2 + ::: (jzj > 1)
pertenece a
P
y satisface g(z) 6= 0:
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Nota 1 [Véase P1, pág. 11] La función f del Teorema del Mapeo de Riemann no necesaria-
mente pertenece a la clase S pero puede ser escrita como
w0 + r0e
ig(z); g 2 S
donde r0 = r0(G;w0) es el (único) ¨ radio interior del mapeo¨ del dominio G con respecto
a w0:
Un ángulo de Stolz en  2 T es un conjunto de la forma
 =

z 2 D : arg(1  z) < ; jz   j < 	 0 <  < 
2
;  < 2 cos

:
Sea f una función de D en bC: Decimos que f tiene el límite angular a 2 bC en  2 T
si
f(z)  ! a cuando z  ! ; z 2 
para cada ángulo de Stolz en : Decimos que f tiene el límite irrestricto a 2 bC en  si
f(z)  ! a cuando z  ! ; z 2 D;
Si se dene f() = a entonces f es continua en  como función en D [ fg : Se usará el
símbolo f() para denotar el límite angular cuando éste exista (su existencia no implica que
f tenga un límite irrestricto).
Si f es una función de D sobre G  C; se dene la derivada angular de f en  2 T
como
f 0() = lim
z!;z2
f(z)  f()
z    ;  un ángulo de Stolz.
Denición 4 [P2, pág. 80] Sea f analítica en D: Decimos que f es conforme en  2 T
si la derivada angular f 0() existe y es diferente de 0;1: Decimos que f es isogonal en 
si existe un límite angular nito f() y si
arg
f(z)  f()
z     !  cuando z  ! ; z 2 
para  nito y para todo ángulo de Stolz :
Nota 2 Es claro que si f es conforme en  entonces f es isogonal en :
Proposición 1 [P2, pág. 81] Si el mapeo conforme f es isogonal en  2 T; entonces curvas
suaves en un ángulo de Stolz en  son enviadas en curvas suaves y los ángulos entre curvas
son preservados.
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El siguiente corolario es una consecuencia del Teorema de distorsión de Koebe [P2, pág. 9].
Corolario 1 Si f mapea D conformemente en C entonces
1
4
(1  jzj2) f 0(z)  dist(f(z); @f(D))  (1  jzj2) f 0(z) para z 2 D:
Proposición 2 (Principio de la frontera) [P2, pág. 16]. Si f es analítica en D y continua
e inyectiva sobre T entonces f es inyectiva en D:
Proposición 3 (Lema de Julia - Wol¤ ) [P2, pág. 71] Sea ' una función analítica en D con
'(0) = 0; '(D)  D: Si  2 T y '() 2 T entonces '0() existe y satisface 1  j'0()j  1:
Proposición 4 (Lema de Schwarz) [Pa, pág. 172] Sea f : D  ! D una función analítica tal
que f(0) = 0: Entonces
(i) jf(z)j  jzj ; z 2 D;
(ii) jf 0(0)j  1:
Además, a menos que f sea una función de la forma f(z) = cz; c 2 C; jcj = 1; la
desigualdad es estricta en (i) y (ii).
1.2 Sucesiones de Mapeos Conformes
Denición 5 Sea w0 2 C y sean Gn dominios con w0 2 Gn  C y G  C: Decimos que
Gn  ! G cuando n  !1 con respecto a w0
en el sentido del kernel si
(i) O bien G = fw0g; o G es un dominio distinto de C con w0 2 G tal que para
todo w 2 G existen una vecindad V (w) y un N 2 N tales que para todo n  N y todo
w0 2 V (w); w0 2 Gn:
(ii) Para w 2 @G existe wn 2 @Gn tal que wn  ! w cuando n  !1:
Teorema 3 (Teorema del Kernel de Carathéodory) [P2, pág. 14] Sean fn funciones con-
formes de D sobre Gn  C; con fn(0) = w0 y f 0n(0) > 0: Si G = fw0g; sea f(z)  w0;
en otro caso, sea f una función conforme de D sobre G con f(0) = w0 y f 0(0) > 0:
Entonces, cuando n ! 1; fn  ! f uniformemente en subconjuntos compactos de D si y
sólo si Gn  ! G con respecto a w0 en el sentido de convergencia del kernel.
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1.3 Continuidad
Denición 6 El conjunto cerrado A  C es llamado localmente conexo si para todo  > 0
existe un  > 0 tal que, para cualquier par de puntos a; b 2 A con ja  bj < ; podemos
encontrar un continuo B con
a; b 2 B  A; diamB < :
Teorema 4 [P2, pág. 20] Sea f una función que mapea D conformemente sobre el dominio
acotado G: Entonces las siguientes condiciones son equivalentes:
(i) f tiene una extensión continua a D;
(ii) @G es una curva;
(iii) @G es localmente conexa;
(iv) CrG es localmente conexo.
1.4 Cortes Transversales y Terminales Primos
Las deniciones y resultados que se presentan a continuación hacen parte de las secciones 2.4
y 2.5 del libro Boundary Behaviour of Conformal Maps [P2].
Consideramos dominios simplemente conexos en bC:
Denición 7 Sea G un dominio simplemente conexo en bC: Un Corte transversal (crosscut)
C de G es un arco de Jordan abierto en G tal que C = C [ fa; bg con a; b 2 @G: Se
permite que a = b:
Proposición 5 [P2, pág. 27] Si C es un corte (corte transversal) de un dominio G  bC
simplemente conexo entonces G r C tiene exactamente dos componentes G0 y G1 que
satisfacen
G \ @G0 = G \ @G1 = C:
Proposición 6 [P2, pág. 29] Si f es una función que mapea D conformemente sobre G;
entonces la preimagen de una curva en G que termina en un punto de @G es una curva en
D que termina en un punto de T; y curvas con puntos terminales distintos sobre @G tienen
preimágenes con puntos terminales distintos sobre T:
Denición 8 Sea G un dominio simplemente conexo en bC: Decimos que (Cn)n es una
nulcadena de G si:
(i) Cn es un corte de G (n=0,1,...);
(ii) Cn \ Cn+1 =  (n=0,1,...);
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(iii) Cn separa C0 y Cn+1 en G (n=1,2,...);
(iv) diam#Cn  ! 0 cuando n  !1;
donde diam#Cn es el diámetro esférico de Cn:
Si @G es acotada, podemos reemplazar el diámetro esférico diam# por el diámetro
euclidiano diam. Por la proposición 5 y por (i) hay exactamente una componente Vn de
Gr Cn que no contiene a C0: Así podemos escribir (iii) como
Vn+1  Vn para n = 1; 2; :::
Sea (C 0n) otra nulcadena de G: Decimos que (C 0n) es equivalente a (Cn) si, para todo
m sucientemente grande, existe n tal que
C 0m separa Cn de C0; Cm separa C
0
n de C
0
0:
Si V 0n es la componente de G r C 0n que no contiene a C 00; lo anterior puede ser expresado
como
Vn  V 0m; V 0n  Vm: (#)
Es fácil ver que esto dene una relación de equivalencia entre nulcadenas. Las clases de
equivalencia son llamadas los terminales primos de G: Denotemos por P (G) el conjunto de
todos los terminales primos de G: A continuación se enuncia el siguiente resultado importante
debido a Carathéodory:
Teorema 5 (Teorema del terminal primo) [P2, pág. 30] Sea f una función que mapea D
conformemente sobre G: Entonces existe un mapeo biyectivo
bf : T  ! P (G)
tal que, si  2 T y si (Cn) es una nulcadena que representa el terminal primo bf(); entonces
existen sucesiones (n); (0n) con 0 < n < 
0
n ! 0 (n!1) tales que
f 1(Cn) 

z 2 D : n < jz   j < 0n
	
(n = 1; 2; :::):
Sea G un dominio simplemente conexo en bC y sea p un terminal primo de G representado
por la nul-cadena (Cn): Denotamos, de nuevo, por Vn la componente de G r Cn que no
contiene a C0: Entonces
 
Vn

es una sucesión decreciente de conjuntos compactos conexos
no vacíos en bC: La impresión de p denida por
I(p) =
1\
n=1
Vn
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es por lo tanto un conjunto compacto conexo no vacío y así, es un solo punto o un continuo; si
I(p) es un punto se dice que el terminal primo es degenerado.
Veamos que la anterior denición de I(p) es independiente de la escogencia de la nulcadena
que representa el terminal primo p : Sea (C 0n) otra nulcadena que represente a p: Dado
m 2 N; m sucientemente grande, por (#) existe n tal que
Vn  V 0m; V 0n  Vm:
Luego
T1
n=1 Vn  V 0m para todo m 2 N; m grande; por lo tanto,
T1
n=1 Vn 
T1
km V
0
k =T1
n=1 V
0
n: Análogamente se prueba que
T1
n=1 V
0
n 
T1
n=1 Vn: Se concluye entonces que I(p) =T1
n=1 Vn =
T1
n=1 V
0
n:
Denición 9 Sea f una función en D con valores en bC: Se dene el conjunto de agrupación
(irrestricto) C(f; ) de f en  2 T como el conjunto de todos los ! 2 bC para los cuales
existen sucesiones (zn) con
zn 2 D; zn ! ; f(zn)! ! cuando n!1:
Puede verse que
C(f; ) =
\
r>0
ff(z) : z 2 D; jz   j < rg:
Si f es continua en D se sigue que C(f; ) es compacto y conexo en bC y por lo tanto un
continuo o un punto.
Teorema 6 [P2, pág. 34] Sea f una función que mapea D conformemente sobre G  bC:
Si  2 T y bf() denota el único terminal primo de G que corresponde a  entonces
I( bf()) = C(f; ):
Corolario 2 Si f es una función que mapea D conformemente sobre G  bC; entonces f
tiene el límite irrestricto a en  si y sólo si I( bf()) = fag :
Así, f es continua en  si y sólo si el terminal primo bf() es degenerado.
El siguiente resultado puede encontrarse en el libro Univalent Functions de Christian Pom-
merenke [P1] y será utilizado para demostrar que la familia de las funciones oroconvexas no es
equicontinua.
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Corolario 3 [P1, pág. 345] Sea g 2 P; z1; z2 2 @: Si el corte C de g() separa a
(ambos) g(z1) y g(z2) de 1 entonces
l(C)  1
4
jz1   z2j2 ;
donde l es la longitud euclidiana de C:
1.5 Espacios de Hardy Hp
Los siguientes resultados sobre Espacios de Hardy pueden ser encontrados en el libro de Peter
Duren [D] llamado ¨ Theory of Hp Spaces¨ .
Para funciones analíticas f en el disco y 0  r < 1, consideremos las integrales
Mp(r; f) =

1
2
Z 2
0
f(rei)p d1=p ; 0 < p <1;
M1(r; f) = max
0<2
f(rei) :
Una función f analítica en el disco unitario jzj < 1 se dice de clase Hp (0 < p  1) si
Mp(r; f) permanece acotada cuando r  ! 1:
Es claro que Hp  Hq si 0 < p < q  1:
Fórmula integral de Poisson [P1, pág. 295]: Si f es analítica en D y la función
v(z) = Im f(z) es continua en D entonces
f(z) = Re f(0) +
i
2
Z 2
0
eit + z
eit   z v(e
it)dt
y por lo tanto
v(z) =
1
2
Z 2
0
1  jzj2
jeit   zj2 v(e
it)dt:
Denición 10 (Subordinación) [D, pág. 10] Sean f y g funciones analíticas en D: Decimos
que f está subordinada a g si existe una función ' analítica (no necesariamente univalente)
en D que satisface '(0) = 0; j'(z)j < 1 tal que f(z) = g('(z)) (jzj < 1): La subordinación
se denota por f  g:
Lema 1 [P1, pág. 36] Sea g una función univalente en D: Entonces f  g si y sólo si
f(0) = g(0) y f(D)  g(D):
Teorema 7 (Teorema de subordinación de Littlewood) [D, pág. 10] Sean f y g funciones
analíticas en D y supongamos que f  g: Entonces Mp(r; f) Mp(r; g); 0 < p  1:
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Teorema 8 [D, pág. 34] Una función f analítica en D es representable en la forma
f(z) =
1
2
Z 2
0
P (r;    t)'(t)dt
como la integral de Poisson de una función ' 2 L1 si y sólo si f 2 H1: En este caso,
'(t) = f(eit) c.t.p y P (r; ) = 1 r
2
1 2r cos +r2 es el Kernel de Poisson.
Teorema 9 [D, pág. 34] Toda función analítica f con parte real positiva en D es de clase
Hp para todo p < 1:
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Capítulo 2
Funciones Univalentes Orocíclicamente
Convexas
2.1 Algunas Propiedades Generales
Denición 11 Sea H una circunferencia (euclidiana) en D: Si H toca a T entonces
decimos que H es un orociclo en D:
Denición 12 Un dominio G  D será llamado orocíclicamente convexo (oroconvexo) si,
para todo ! 2 D \ @G, existe un orociclo H tal que
! 2 @H y G \H = :
Denición 13 Una función f se dice orocíclicamente convexa si f es un mapeo conforme
de D sobre un dominio oroconvexo G  D:
Como los automorsmos del disco envían orociclos en orociclos entonces se obtiene fácilmente
el siguiente resultado.
Teorema 10 Si f es una función oroconvexa y ;  2 M ob(D) entonces   f   es una
función oroconvexa.
Como consecuencia del teorema anterior, siempre podemos suponer la normalización f(0) =
0 y f 0(0) > 0:
Teorema 11 [MeP1] Toda función orocíclicamente convexa tiene una extensión continua a D:
Prueba. Sea f oroconvexa tal que f(0) = 0; G = f(D): Como G es simplemente
conexo, podemos tomar (Cn)n una nul-cadena de G: Sean w+n ; w
 
n los extremos de Cn en
@G y Vn la componente de Gr Cn tal que 0 =2 Vn: Veamos que lim
n !1diamVn = 0:
Como G es oroconvexo existen orociclos Hn  D r G con wn 2 @Hn ; siempre que
wn 2 D: Podemos suponer que existe w0 2 @G tal que wn  ! w0 pues fw+n g ; fw n g son
sucesiones acotadas en D; luego existen subsucesiones fw+n g ; fw n g convergentes; es decir,
w+n  ! w+0 ; w n  ! w 0 : Pero
d(w+0 ; w
 
0 ) = limn !1d(w
+
n ; w
 
n )  limn !1diamCn = 0;
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por lo tanto w+0 = w
 
0 =: w0: Es posible diferenciar w
+
n y w
 
n de la siguiente manera:
Sea  una curva contenida en G; que termina en w0; pasa por 0 y va desde 0 hasta
un punto de la frontera de G que sea opuesto de w0; este arco divide el dominio G en dos
componentes G+ y G  tales que @G+ \ @G  = : Sea n 2 N: Por la proposición 6,
f 1() es una curva en D desde 0 hasta un punto en T y también f 1(Cn) es un arco
en D con puntos terminales en T: Entonces f 1(Cn) y f 1() se cortan en algún punto
pues, de lo contrario, f(0) = 0 2 Vn lo cual es absurdo; por lo tanto, Cn y  se cortan en
algún punto. Así, w+n será el correspondiente extremo de Cn tal que w
+
n 2 @G+ y w n el
extremo tal que w n 2 @G :
Caso 1: w0 2 D:
En este caso podemos suponer que w+n ; w
 
n 2 D y que Hn convergen a orociclos H
respectivamente cuando n  ! 1 (en el sentido de que los centros convergen): Sea c+n el
centro del orociclo H+n ; n 2 N: fc+n g es una sucesión en D compacto, luego podemos suponer
que fc+n g converge (basta tomar una subsucesión); digamos que c+n  ! c+: Entonces c+ 2 D;
de lo contrario fr+n g ; la sucesión de radios euclidianos de H+n ; es tal que r+n  ! 0; pero
r+n = jw+n   c+n j ; por lo tanto lim r+n = jw0   c+j = 0; luego w0 2 T que es una contradicción.
Supongamos entonces que r+n  ! r+ = 1  jc+j : Sea H+ = D(c+; r+): Entoncesw0   c+  w0   w+n + w+n   c+n + c+n   c+  ! r+ cuando n  !1:
Además, si jw0   c+j < r+ entonces 8n 2 N
r+n =
w+n   c+n   w+n   w0+ w0   c++ c+n   c+
y por lo tanto
r+ = lim
n !1r
+
n 
w0   c+ < r+:
O sea que r+ = jw0   c+j ; así w0 2 @H+  D r G: Análogamente H n  ! H ; con
w0 2 @H   DrG:
Construyamos un arco An  DrG de w+n a w n de la siguiente manera: Tomamos un
arco a lo largo de la normal interior a @H+n en w
+
n hasta tocar @H
+ (siempre es posible
a partir de un n 2 N pues H+n  ! H+); luego vamos a lo largo de @H+ hasta w0;
análogamente tomamos un arco a lo largo de la normal interior a @H n en w n hasta tocar
@H  y de allí hasta w0: Sea Un el dominio acotado por An y Cn: Entonces Vn  Un:
Por lo tanto
diamVn  diamUn = diam @Un
= diam(An [ Cn)  diamAn + diamCn  ! 0 cuando n  !1:
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Caso 2: w0 2 T:
Supongamos que w+n ; w
 
n 2 D: Probemos que H+n \ H n = : Consideremos 1 una
curva contenida en G desde 0 hasta w0; y 2 el radio [0; w0]: Si 1 \ 2 6= ; tomemos
p 2 1 \ 2 de manera que p sea el punto más cercano a T: Sea  la curva por 1;
desde w0 hasta p; unida a la curva por 2; desde p hasta T: Si 1 \ 2 = ; basta
tomar  = 1 [ 2: Entonces, análogamente al caso anterior,  corta a Cn en algún punto
y por lo tanto  divide a D en dos componentes D+ y D  tales que D+ \ D  =  y
D+ [ D  = Dr ; además w+n 2 D+; w n 2 D : Así, H+n  D+ y H n  D ; por lo tanto
H+n \H n = :
Sean n los radios euclidianos de Hn y 

n los puntos donde @H

n toca a T: Por lo
tanto si cn es el centro de Hn ; por la ley del coseno aplicada al triángulo con vértices en
0; wn ; cn se obtiene
1  cos(argwn   arg n ) =
jwn j2 + (1  n )2   (n )2
2
wn  (1  n ) = 1 + jw

n j2   2n
2
wn  (1  n ) :
Como
lim
n !1
1 + jwn j2   2n
2
wn  (1  n ) = limn !1 2  2

n
2(1  n )
= 1
pues n <
1
2 y jwn j  ! jw0j = 1; entonces argwn   arg n  ! 0 cuando n  ! 1;
luego lim
n !1 arg 

n = limn !1 argw

n = argw0, además jwn j  ! jw0j = 1 =
n  ; y con eso
n  ! w0:
Tenemos entonces Hn  DrG; wn ; n 2 @Hn y wn  ! w0; n  ! w0: Entonces Vn
está contenida en la componente Un de Dr (H+n [H n [ Cn) tal que 0 =2 Un: Así,
diamVn  diamUn
 +n   w0+  n   w0+ w+n   +n + diamCn + w n    n   ! 0 cuando n  !1:
Caso 3: Si w+n 2 D y w n 2 T; procediendo como en el caso 2, Vn  Un donde Un es
la componente de Dr (H+n [ Cn) tal que 0 =2 Un: Así,
diamVn  diamUn 
+n   w0+ w n   w0+ diamCn + w+n   +n   ! 0 cuando n  !1:
Caso 4: Si w+n ; w
 
n 2 T;
diamVn  diamCn +
w+n   w n   ! 0 cuando n  !1:
Hemos visto hasta ahora que dada una nulcadena (Cn) de G existe una subsucesión de
la nulcadena (Cnk) tal que diamVnk  ! 0 cuando k !1: Sea  2 T: Veamos que existe
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el límite (irrestricto) limz! f(z) para z 2 D:
Nótese que (Cn) y (Cnk) representan el mismo terminal primo. Por el Teorema del
Terminal Primo de Carathéodory, sea bf() el único terminal primo de G que corresponde a
: Por el Teorema 6 I( bf()) = C(f; ) = Tr>0 ff(z) : z 2 D; jz   j < rg; pero, igual que en
la prueba del Teorema del Terminal Primo, puede verse que para cada r > 0; existe un n tal
que
ff(z) : z 2 D; jz   j < rg  Vn
luego, como diamVn  ! 0 entonces I( bf()) = C(f; ) = fag para algún a; pues es una
sucesión decreciente de conjuntos compactos; por lo tanto, por el corolario 2, f tiene el límite
irrestricto a en :
Ejemplo: La familia de las funciones oroconvexas normalizada por f(0) = 0 no es
equicontinua.
Sea n = 6 +
1
n ; n 2 N: Consideremos los dos orociclos:
Hn =

w :
w   23ein
 < 13

:
Hn son disjuntos y no tocan el eje real.
Sea Gn = Dr (H+n [H n ): Gn es simplemente conexo y oroconvexo. Por el Teorema del
mapeo de Riemann existe fn : D  !Gn conforme tal que fn(0) = 0 y f 0n(0) > 0. Sean
wn =
e
i
np
3
Entonces w n = w
+
n y además wn 2 @Hn :e
i
np
3
  2
3
ei(

6
+ 1
n
)
 = 13 p3e in   2ei(6+ 1n ) = 13 p3  2ei6  = 13 :
Sean zn 2 T tales que fn(zn ) = wn : Por el principio de reexión de Schwarz (Preliminares,
pág. 2) podemos suponer que z+n = z n : Por el Teorema anterior f tiene una extensión
continua a D y como el dominio es simétrico con respecto al eje real entonces fn(1) = 1: Sea
gn(z) =
fn(z)
f 0n(0)
= cfn(z); c > 0:
Como gn 2 S entonces hn(z) := 1gn(1=z) 2
P
; z 2 ; nótese que jhn(z)j  1c y zn 2 @;
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además,
hn(z

n ) =
1
gn(
1
zn
)
=
1
gn(z

n )
=
1
cwn
2 @Hn;
donde Hn := hn():
Si Cn es el segmento de recta que une 1cw+n
y 1
cw n
; entonces Cn es un corte de Hn
pues f 0n(0)h 1n (Cn) es un corte de Gn; luego es posible tomar C 0n corte de Hn (a la derecha
de Cn) de manera que
l(C 0n) = l(Cn) +
1
n
donde l(Cn) y l(C 0n) denotan las longitudes euclidianas de los cortes Cn y C 0n respectiva-
mente.
Con eso, 1
cw+n
y 1
cw n
están separados en Hn de 1 por el corte C 0n:
Así, por el corolario 3,
z+n   z n   2l(C 0n)1=2 = 2l(Cn) + 1n
1=2
= 2
 1cw+n   1cw n
+ 1n
1=2
=
2
c1=2
w+nw n 1=2
w+n   w n + c jw+nw n jn
1=2
 k
w+n   w n + c0n
1=2
 ! 0 cuando n  !1; para k; c0 2 R+:
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Como z+n   z n  = z+nz n   1
 = (z+n )2   1
entonces z+n  ! 1 cuando n  !1: Nótese que z+n no puede converger a  1 pues en este
caso se tendría que el ángulo entre los segmentos [0; 1] y [0; z+n ] tendería a  mientras que
el ángulo entre los segmentos [0; 1] y [0; w+n ] tendería a 0; lo cual no es posible pues fn es
conforme.
Por otro lado se tiene que
fn(z+n )  fn(1) = w+n   1  1  1p
3
;
es decir, la familia ffng no es equicontinua.
2.2 El Ejemplo Canónico
La siguiente función juega un papel importante en la teoría de funciones oroconvexas. Sea
0 <  < 1: Denimos
h(z) =
log 1+e
iz
1+e iz
2i  log 1+eiz
1+e iz
: (2.1)
 h es analítica en D :
La función log es analítica en D = Cr ( 1; 0]; por lo tanto, si
1 + eiz
1 + e iz
= t < 0 (t 2 R)
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entonces, despejando z :
z =
ei(t  1)
e2i   t
pero
e2i   t < 1 + jtj  1  t  j1  tj ; luego
jzj =
 t  1e2i   t
 > 1;
es decir, h(z) es analítica para jzj < 1:
Se observa además que
2i  log 1 + e
iz
1 + e iz
= 0 sii  = 0:
 h tiene una extensión continua a D :
Si jz0j = 1 entonces
lim
z!z0
h(z) = lim
z!z0
log 1+e
iz
1+e iz
2i  log 1+eiz
1+e iz
y este último límite existe siempre que
1 + eiz0
1 + e iz0
6= 0 y 1
en cuyo caso: z0 6=  e i y z0 6=  ei; pero en estos dos casos, por L´Hôpital:
lim
z! e i
h(z) =  1 = lim
z! ei
h(z); es decir, h(ei(1 )) =  1:
Se tiene además que
h(1) = lim
z!1
h(z) =
log 1+e
i
1+e i
2i  log 1+ei
1+e i
=
log ei
2i  log ei =
i
2i  i = 1
 h :

eit : jtj < (1  )	  ! T r f 1g es biyectivo:
Sean
'(z) =
1 + eiz
1 + e iz
; (z) = log z; (z) =
z
2i  z :
Entonces h =     ': Así,

eit : jtj < (1  )	 es enviado por '(z) en la
semirrecta desde 0 que tiene ángulo de inclinación ; después, (z) = log z envía,
inyectivamente, la semirrecta en la recta horizontal que pasa por i; y por último 
envía la recta horizonal en T r f 1g: Como  y ' son transformaciones de Möbius
entonces h :

eit : jtj < (1  )	  ! T r f 1g es biyectivo.
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 h :

eit : (1  ) < t < (1 + )	  ! @H r f 1g es biyectivo donde
H =

w :
w + 11 + 
 < 1 + 

: (2.2)
Veamos primero que h( 1) =  1+1 :
h( 1) = lim
z! 1
h(z) =
log 1 e
i
1 e i
2i  log 1 ei
1 e i
=
log( ei)
2i  log( ei)
=
i arg( ei)
2i  i arg( ei) =
i(  )
2i  i(  ) =
  1
+ 1
:
Además,   1+ 1 + 11 + 
 = 1 + 
luego  1+1 2 R y  1+1 2 @H r f 1g: Razonando como en el caso anterior, es fácil ver
que al aplicar ';  y  ; el arco circular

eit : (1  ) < t < (1 + )	 es enviado
inyectivamente en el arco @H r f 1g:
Claramente DrH es simétrico respecto al eje real y por lo tanto puede escribirse como la
unión de dos componentes disjuntas, digamos DrH = D+ [D : Entonces, por el principio
de la frontera (proposición 2), h mapea la parte superior del disco conformemente sobre
D+ y análogamente con la parte inferior del disco, luego h mapea D conformemente sobre
DrH y así h es oroconvexa.
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 El desarrollo en serie de Taylor de h alrededor de cero es:
h(z) =
sin

z +
 
sin

2
  sin 2
2
!
z2 +   
 La función inversa de h es
h 1 (w) =
p(w)  1
ei   e ip(w) con p(w) = exp
2iw
1 + w
: (2.3)

min
t
h0(eit)  2(1 + )2 cot 2 (2.4)
con igualdad en t =  :
(i) Si jtj  (1  ) entonces h(eit) 2 T; y ya que h(0) = 0; se sigue del lema de
Julia-Wol¤ (proposición 3) que
h0(eit)  1 > 2(1 + )2 cot 2 ;
con lo cual se obtiene (2.4).
(ii) Sea (1  ) < t < (1 + ) y escribamos w = h(eit): De (2.3) tenemos que
d
dw
h 1 (w) =  
2 sin
(ei   e ip(w))2
2p(w)
(1 + w)2
: (2.5)
Como w 2 @H;   11+ y 1+ son el centro y radio de H entonces
w =   1
1 + 
+

1 + 
e2i =  1 + e
2i
1 + 
;   
2
<  <

2
;
así,
1 + w = 1  1 + e
2i
1 + 
=
  e2i
1 + 
=
  (1 + 2iei sin )
1 + 
=  2ie
i sin 
1 + 
;
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y con lo anterior
p(w) = exp
(1 + e2i)
ei sin 
= exp
e i + ei
sin 
= exp( cot    i+  cot  + i)
=  ei exp[(1 + ) cot ]:
Escribiendo c := (1 + )2 sin()=(2) y como
h0(e
it) =
1
d
dwh
 1
 (w)
;
obtenemos de (2.5)
c
h0(eit) = (1 + )2 sin()2
ei   e ip(w)2
2 sin
j1 + wj2
2 jp(w)j
=
(1 + )2
82
 
ei   e ip(w) e i   eip(w)
exp((1 + ) cot )
 42e2i sin2 (1 + )2

=
sin2 
2
"
1  2Re(e2ip(w)) + e2(1+) cot 
exp((1 + ) cot )
#
= sin2 [cosh((1 + ) cot ) + cos] (*)
 sin2 

1 +
2(1 + )2 cot2 
2
+ cos

 sin2 (1 + cos)
 1 + cos: (**)
Así, h0(eit)  4(1 + )2 sin cos2(2 ) = 2(1 + )2 cot 2
Se observa que si  = 2 entonces se da la igualdad entre (*) y (**); es decir que en
(2.4) se da la igualdad para t = :
2.3 El Argumento de La Derivada
Sea   un arco de Jordan o una curva de Jordan de la forma   =  1 [    [  n; donde los
  ( = 1; :::; n) son arcos suaves disjuntos, desde p 1 hasta p : Sea ( ) el cambio del
ángulo tangente a lo largo del arco   y sea (p) ( = 1; :::; n   1) el cambio del ángulo
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tangente en la esquina p : Entonces
( ) =
nX
=1
( ) +
n 1X
=1
(p)
es, por denición, el cambio del ángulo tangente a lo largo de  :
En este caso, ( ) es la diferencia de los ángulos de los vectores tangentes en p y
p 1; es decir, si   : (t);   t   es la parametrización del arco   entonces
( ) = arg 
0()  arg 0():
Si   es una curva de Jordan orientada positivamente, entonces
( ) = 2:
Proposición 7 [P2, Prop. 4.22] Sea f una función que mapea D conformemente sobre
G  C y sea S un segmento hiperbólico en D: Si D es un disco en G tal que @D es
tangente a f(S) entonces D \ f(S) = :
Teorema 12 [MeP1] Sea f una función que mapea D conformemente sobre G  C y
supongamos que, para cualquier par de puntos w1; w2 2 @G; existe un arco de Jordan A,
suave a tramos, desde w1 a w2 tal que
A  CrG y j(A)j  a;
donde a es una constante. Si z 2 D entonces
arg f 0(z)  arg f 0(0)  a+ 10;
y log f 0 pertenece al espacio de Hardy Hp (0 < p <1):
Prueba. Sean z1 = 0; z2 = z y S = [0; z] : Como f es conforme, f(S) es un segmento
hiperbólico en G: Sea D1 el disco más grande en G tal que @D1 es tangente a f(S)
en el punto f(0) desde la izquierda (se entiende aquí que cuando se recorre la curva según la
parametrización, el disco está a la izquierda de la curva); lo anterior siempre es posible de la
siguiente manera: Se traza la recta l tangente a f(S) en f(0); después se considera la
recta l0 perpendicular a l en f(0): Se empieza a trazar círculos que pasan por f(0) y cuyo
centro pertenece a l0: Entonces en alguna de las dos direcciones existen w1 2 C y un disco
D1 tales que w1 2 @D1 \ @G; pues de lo contrario @G = ; parametrizando adecuadamente,
podemos suponer que D1 está a la izquierda de f(S):
De igual manera, sea D2 el disco más grande en G tal que @D2 es tangente a f(S) en
f(z2) desde la izquierda. Sea w2 2 @D2 \ @G:
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Por la proposición 7,
D1 \ f(S) =  = D2 \ f(S):
Consideremos a Cj (j = 1; 2) el arco de @Dj , orientado positivamente, entre f(zj) y wj y
tomados de tal forma que (f(zj)) = 0:
Nótese que C1 \ C2 = ; aunque puede ocurrir el caso w1 = w2:
Como w1; w2 2 @G; por hipótesis existe un arco de Jordan A; suave a tramos, desde w1
hasta w2 tal que A  CrG y j(A)j  a:
Entonces   = f(S) [ C1 [A [ C2 es una curva de Jordan orientada positivamente. Así,
2 = (f(S)) + (C1) + (A) + (C2) + (w1) + (w2)
y por lo tanto
j(f(S))j  2 + j(C1)j+ j(A)j+ j(C2)j+ j(w1)j+ j(w2)j
 a+ 10:
Como arg f 0(z)  arg f 0(0) = (f(S)) entonces
arg f 0(z)  arg f 0(0) < a+ 10: (*)
En el caso en que w1 = w2;   = f(S) [ C1 [ C2 y entonces 2 = ( ) = (f(S)) +
(C1) + (C2) + (w1); con lo cual j(f(S))j  8 < a+ 10:
Por lo tanto, como arg f 0(z)   arg f 0(0) = Im (log f 0(z)  log f 0(0)) entonces se sigue de
(*) que el rango de la función log f 0(z)   log f 0(0) está contenido en la franja horizontal
fz 2 C :  a  10 < Im z < a+ 10g : Sea
g(z) =
b
2
log
1 + z
1  z (z 2 D); donde b =
4a

+ 40:
Entonces, para z 2 D; rango(g) = fz 2 C :  a  10 < Im z < a+ 10g ; así, como g es
conforme, log f 0(z)  log f 0(0) está subordinada a g:
Como g 2 Hp [D, pág. 56], por el Teorema de subordinación de Littlewood, log f 0 2 Hp:
2.4 Algunos Estimativos Precisos
Teorema 13 [MeP1] Sea f orocíclicamente convexa y sea f(0) = 0: Entonces
arg f 0(z)  arg f 0(0) < 2 para z 2 D; (2.6)
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Además,
f 0 2 Hp para 0 < p < 1
4
: (2.7)
Prueba. Sea G = f(D)  D y tomemos  2 T tal que la derivada angular f 0() 6= 0;1
existe. Supongamos que w = f() 2 D: Como G es oroconvexo existe un orociclo H  DrG
con w 2 @H: Como f es conforme en  entonces f es isogonal en  [P2, pag 80]. Por lo
tanto, probemos que C = ff(r) : 0  r  1g es normal a @H en w : Por la proposición
1, el ángulo entre el segmento r; 0  r  1 y la recta frontera de cualquier ángulo de Stolz se
preserva, luego tomando el límite sobre el ángulo de Stolz cuando tiende a 2 ; se ve que C es
normal a @H en w: Sea eit el punto donde @H toca a T:
Sea D0 el disco más grande en G que es tangente a C en f(0) = 0 desde la derecha.
Por la proposición 7, C \ D0 = : Supongamos que D0  D: Entonces existe un orociclo
H0 que toca a D0 en algún punto w0 2 @H0 \ @D0: Sea eit0 el punto donde @H0 toca T:
Sean  0 el arco de @H0; orientado positivamente, desde eit0 hasta w0 y  1 el arco
de @D0; orientado negativamente, desde w0 hasta 0; usaremos T para denotar el arco de
T; orientado positivamente, desde eit hasta eit0 . Supongamos que H0 6= H: Sean   los
arcos de @H; orientados positivamente/negativamente, desde w hasta eit:
Entonces
J = C [   [ T [  0 [  1 (*)
son curvas cerradas, suaves a tramos.
Nótese que los únicos puntos en donde J puede no ser una curva de Jordan están sólo
en   \  0; pero como w0 6= w (proposición 7), t0 > t y H0 6= H entonces una de las dos
J+ o J  es una curva de Jordan.
Sean 0;  2 [0; 2) los ángulos de inclinación de las rectas tangentes a C en 0 y w:
Entonces
(T ) = t0   t:
Para  + tenemos
( +) = t+

2
  (   
2
) = t   + ; (w) =  
2
; (eit) = 0;
mientras que para    tenemos
(  ) = t  
2
  ( + 
2
) = t     ; (w) = 
2
; (eit) = ;
y como  0 [  1 es suave en w0 entonces
( 0 [  1) = 0   (t0   3
2
):
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Por lo tanto de (*), en ambos casos,
(J) = (C) + ( ) + (T ) + ( 0 [  1) + (w) + (eit)
= 0    + 2 +(C):
Pero J es una curva de Jordan orientada positivamente si se escoge adecuadamente el signo;
así,
arg f 0()  arg f 0(0) = j(C)j = j   0j  2 siempre que f 0() 6= 0;1 exista. (2.8)
Hasta aquí se han hecho las tres suposiciones de que w 2 D; D0  D y H0 6= H: La
prueba anterior es similar en cualquiera de los casos en que alguna de las suposiciones no se
tenga.
Como f es oroconvexa, para cualquier par de puntos en @G siempre existe un arco A
en CrG tal que j(A)j < 2, luego por el Teorema anterior log f 0 2 H1; por lo tanto, por
el teorema 8 tenemos la representación integral de Poisson:
arg

f 0(z)
f 0(0)

= Im

log
f 0(z)
f 0(0)

=
1
2
Z
T
1  jzj2
j   zj2 arg
f 0()
f 0(0)
jdj :
Entonces se sigue de (2.8):
arg f 0(z)  arg f 0(0)  1
2
Z
T
1  jzj2
j   zj2
arg f 0()  arg f 0(0) jdj

Z
T
1  jzj2
j   zj2 jdj
< 2;
siempre que z 2 D; lo cual completa la prueba de (2.6).
Consideremos ahora la función
g(z) = f 0(0) exp

4 log
1 + z
1  z

:
Entonces, arg g(z) = arg f 0(0)+arg
n
exp
h
4 log 1+z1 z
io
< arg f 0(0)+2: Por (2.6) tenemos que
arg f 0 < arg f 0(0)+ 2; luego como g es conforme entonces f 0 está subordinada a la función
g(z) = f 0(0) exp

4 log
1 + z
1  z

= f 0(0)

1 + z
1  z
4
:
Por el teorema 9 la función 1+z1 z 2 Hp para p < 1 y por lo tanto

1+z
1 z
4 2 Hp para p < 14 ;
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así, g 2 Hp para p < 14 ; y con eso se tiene (2.7).
Teorema 14 [MeP1] Sea f orocíclicamente convexa tal que
f(0) = 0 y
f 0(0) = sin

(0 <  < 1): (2.9)
Entonces
1  
1 + 
 jf(z)j  1 para z 2 T: (2.10)
La derivada angular existe y satisface
2
(1 + )2
cot

2
 f 0(z)  +1 para z 2 T: (2.11)
Si f = h; donde h es la función de la sección 2.2, entonces se tienen igualdades en (2.10)
y (2.11) para un z 2 T adecuado.
Como f(D)  D y f(0) = 0; por el lema de Schwarz (Preliminares, pág. 4) 0 < jf 0(0)j < 1;
luego se puede escoger un  2 (0; 1) tal que (2.9) se tiene (excepto obviamente en el caso trivial
f(z) = eiz).
Prueba. Sea z 2 T: Supongamos primero que f(z) 2 D: Entonces existe un orociclo H
tal que f(z) 2 @H y H \G = ; donde G = f(D): Sea  2 @H \T: Por lo tanto, rotando
hasta -1 el punto ; existen H orociclo como en (2.2) y un ángulo  tales que
e if(z) 2 @H y (eiH) \ f(D) = H \ f(D) = :
Nótese que rango(e if)  rango(h); luego la función e if está subordinada a la función
h; por lo tanto existe una función g tal que
f = eih  g con g(D)  D; g(0) = 0:
Luego, por el Lema de Schwarz y (2.9)
sin

=
f 0(0) = h0(0) g0(0)  h0(0) = sin :
Así   ; ya que la función sin  es decreciente en el intervalo (0; ); y como e if(z) 2 @H
entonces
jf(z)j =
e if(z)  1  
1 + 
 1  
1 + 
;
lo cual concluye la prueba de (2.10) pues siempre se tiene que jf(z)j  1:
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Por otro lado como e if(z) 2 @H; existe  2 T tal que h() = e if(z) y, por
(2.4), la derivada angular h0() existe y es tal que 0 <
h0()  +1; de otra parte como
g(0) = 0; g(D)  D; z 2 T y g(z) =  2 T; entonces por El Lema de Julia-Wol¤ g0(z) existe
y 1  jg0(z)j  +1: Por lo tanto, f 0(z) existe y es tal que 0 < jf 0(z)j  +1: Luego, por
la regla de la cadena, obtenemos
f 0(z) = eih0(g(z))  g0(z)
=
h0(g(z)) g0(z)
 h0(g(z))
 2 cot(=2)
(1 + )2
 2 cot(=2)
(1 + )2
;
que prueba (2.11) en el caso f(z) 2 D:
Supongamos ahora que f(z) 2 T: Entonces (2.10) se tiene inmediatamente. Como
f(0) = 0; se sigue del lema de Julia-Wol¤ que la derivada angular existe y satisface
+1  f 0(z)  1 > 2 cot(=2)
(1 + )2
:
Finalmente, consideremos f = h: De la sección 2.2 teníamos que h( 1) =  1+1 y que
h(1) = 1: Además, por (2.4) y (2.5) la igualdad se cumple en (2.11) para z =  1 y
z =  ei:
Teorema 15 [MeP1] Existe una función positiva (x) (0  x < 1) tal que (x)  ! 0 cuando
x  ! 1 y existen una función f orocíclicamente convexa y una sucesión (xk)k con xk < 1
y xk  ! 1 cuando k  !1 tales que
f 0(xk)  (xk)
1  xk para todo k: (2.12)
Prueba. Se construirán recursivamente funciones oroconvexas fn (n = 1; 2; :::) tales que
fn(D \ R) = D \ R y fz 2 D : jz   1j < g  fn(D) (2.13)
para un número real jo 0 <  < 1; se construirán además números xn 2
 
1  1n ; 1

tales que
(1  xk) f 0n(xk) >

1 +
1
n

(xk) para k = 1; :::; n: (2.14)
Empezamos con f1(z)  z; y x1 ¨ sucientemente cercano a 1¨ para que se cumpla
25
(2.14) (basta tomar la función  tal que (1  1n) < 12n). Claramente f1 satisface (2.13).
Supongamos que fk y xk ya han sido construidos para k  n: Veamos la construcción
de fn+1 y xn+1 :
Consideremos los dos orociclos
Hn = H

n (; ) =
nz   (1  )ei(+=2) < o ;
donde 0 <  <  < =5: Nótese que ei(+=2) 2 @Hn y H+n \H n = :
Probemos que Hn  fz 2 D : jz   1j < g : Sea z 2 Hn : Entonces
jz   1j 
z   (1  )ei(+=2)+ (1  )ei(+=2)   ei(+=2)+ ei(+=2)   1
< 2 + (+

2
)
< (3 +

2
)
< 

6 + 
10

< ;
luego por (2.13) Hn  fn(D):
Por el Teorema del Mapeo de Riemann, sea 'n(z) = 'n(z; ; ) una función que mapea D
sobre fn(D)r (H+n [H n ) tal que 'n(0) = 0 y 'n(1) = 1: Por lo tanto 'n es oroconvexa.
Si hacemos   ! 0 entonces fn(D)r (H+n [H n )  ! fn(D) en el sentido del kernel, luego
por el Teorema del Kernel de Carathéodory, 'n(z; ; )  ! fn(z) localmente uniformemente.
Por lo tanto, '0n(z; ; )  ! f 0n(z) cuando   ! 0: Pero, por (2.14) podemos escoger n
sucientemente pequeño para que
(1  xk)'0n(xk; ; n) >

1 +
1
n+ 1

(xk) (k = 1; :::; n); (2.15)
donde 0 <  < n:
Podemos encontrar un 2 (0; 1) (un cercano a 1) y vn > 0 (vn independiente de ) tales
que
dist(Hn (; n); un) > vn y 1  un > vn:
Por el principio de reexión de Schwarz, podemos suponer que 'n(z; ; n)(D \ R) = D \ R y
como un 2 (0; 1) entonces sea n() 2 D \ R tal que 'n(n(); ; n) = un (se puede hacer
depender n sólo de ; se acercan al eje real los orociclos y cambia un).
Entonces, por el Teorema del Kernel de Carathéodory, n()  ! 1 cuando   ! 0: Por
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lo tanto, como (x)  !
x!1
0; existe n 2 (0; n) tal que
(xn+1) <
vn
4
: donde xn+1 := n(n) > 1 
1
n+ 1
:
Sea fn+1(z) = 'n(z; n; n); z 2 D: Entonces por el corolario 1,
(1  xn+1)f 0n+1(xn+1)  (1  xn+1)
dist(fn+1(xn+1); @fn+1(D))
1  x2n+1
=
dist('n(n; n; n); @'n(D))
1 + xn+1
>
dist(un; @'n(D))
2
>
1
2
vn
> 2(xn+1)
>

1 +
1
n+ 1

(xn+1);
lo cual muestra, junto con (2.15), que (2.14) es cierto para n+1 en vez de n; además, (2.13)
se tiene para n+ 1 por la construcción.
Lo anterior completa la construcción. Ahora haciendo n  ! 1; se tiene que f =
limn!1 fn existe localmente uniformemente en D (Teorema del Kernel de Carathéodory), y
f es oroconvexa. Luego de (2.14) se sigue el resultado en (2.12).
Como consecuencia del Teorema anterior se obtiene de (2.12) que
f 0(xk)  (xk)
1  xk = o

1
1  xk

cuando xk  ! 1;
pero por El Teorema ¨ de un cuarto¨ de Koebe (corolario 1), para cualquier mapeo conforme
de D sobre un dominio acotado G;
f 0(z)  4
1  jzj2 dist(f(z); @G) = o

1
1  jzj

cuando jzj  ! 1:
Es decir, que el acotamiento dado por El Teorema de Koebe es lo mejor posible, incluso para
la clase de las funciones oroconvexas.
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