Abstract. Since the development of the calculus of variations there has been interest in finding critical points of functionals. This was intensified by the fact that for many equations arising in practice the solutions are critical points of functionals. If a functional G is semibounded, one can find a Palais-Smale (PS) sequence
Introduction
Many problems arising in science and engineering call for the solving of the Euler equations of functionals, i.e., equations of the form and the norm is that of L 2 . The solving of the Euler equations is tantamount to finding critical points of the corresponding functional. The classical approach was to look for maxima or minima. If one is looking for a minimum, it is not sufficient to know that the functional is bounded from below, as is easily checked. However, one can show that there is a sequence, called a Palais-Smale PS sequence satisfying
for a = inf G. Such a sequence may not produce a critical point, but if it has a convergent subsequence, then it does. If every PS sequence for G has a convergent subsequence, then we say that G satisfies the PS condition. However, when extrema do not exist, there is no clear way of obtaining critical points. In particular, this happens when the functional is not bounded from either above or below. What can be used to replace semiboundedness? We shall describe an approach which is very useful in such cases. As a substitute for semiboundedness, one looks for suitable sets that separate the given functional. In other words, one looks for suitable subsets A, B of a Banach space E, which for a given C 1 functional G on E satisfy (4) a 0 := sup
Ideally, we would want (4) to imply that G has a critical point, i.e., a point u ∈ E such that
Clearly, this is too much to ask, since even semiboundedness is not sufficient to imply the existence of a critical point. However, there are pairs of subsets such that (4) produces a Palais-Smale PS sequence
where a ≥ b 0 . If A, B are such that (4) always implies (6), we say that A links B. Consequently, if A links B and G is a C 1 functional on E which satisfies (4) and the PS condition, then G has a critical point satisfying (5). Linking sets exist and are described in the literature.
In the present paper, we discuss the situation in which one cannot find linking sets that separate the functional, i.e., satisfy (4). Are there weaker conditions that will imply (6)? Our answer is yes, and we find pairs of subsets such that a condition weaker than (4) produces a PS sequence. We have Definition 1. We shall say that a pair of subsets A, B of a Banach space E forms a sandwich, if for any G ∈ C 1 (E, R) the inequality
implies that there is a sequence satisfying
Unlike linking, the order of a sandwich pair is immaterial, i.e., if the pair A, B forms a sandwich, so does B, A. Moreover, we allow sets forming a sandwich pair to intersect. One sandwich pair has been studied in the past. We have (cf. [Si1] , [Sc1] , [Sc2] Then there are a constant c ∈ R and a sequence {u k } ⊂ E such that 
Then there are a constant c ∈ R and a sequence {u k } ⊂ E such that
This constitutes the sum total of results of this type. To date only complementing subspaces have been considered with one of them being finite dimensional. The purpose of the present paper is to show that other sets can qualify as well.
Criteria
In this section we present sufficient conditions for sets to qualify as sandwich pairs. We have 
then JA, JB is a sandwich pair.
Since A, B form a sandwich pair, there is a sequence {h k } ⊂ E such that
In view of (12), this implies G (u k ) → 0. Thus, JA, JB is a sandwich pair.
Proposition 5. Let N be a closed subspace of a Hilbert space E with complement M = M ⊕ {v 0 }, where v 0 is an element in E having unit norm, and let δ be any positive number. Let ϕ(t) ∈ C 1 (R) be such that
and
Assume that one of the subspaces M, N is finite dimensional. Then
Proof. Define
Then J is a diffeomorphism on E with its inverse having a derivative satisfying (12). Moreover, JA = N and JB = M + δv 0 . Hence, JA, JB form a sandwich pair as long as one of them is finite dimensional (Theorem 3). We now apply Proposition 4.
Theorem 6. Let N be a finite dimensional subspace of a Banach space E. Let F be a Lipschitz continuous map of E onto N such that F = I on N and
(18) F (g) − F (h) ≤ K g − h , g,h ∈ E.
Let p be any point of N. Then A = N, B = F
Proof. Let G be a C 1 -functional on E satisfying (7), where A, B are the subsets of E specified in the theorem. If the theorem is not true, then there is a δ > 0 such that
) ≥ 2δ whenever u satisfies (20) (for the construction of such a map, cf., e.g., [Sc4] ). Let
It is easily checked that η(u) is locally Lipschitz continuous on E and satisfies
Consider the differential equation
where
The mapping W is locally Lipschitz continuous on the whole of E and is bounded in norm by 1. Hence by a well-known existence theorem for ordinary differential equations in a Banach space, (20) has a unique solution for all t ∈ R. Let us denote the solution of (20) by σ(t)u. The mapping σ(t) is in C(E × R, E) and is called the flow generated by W (u). Note that
.
I claim that there is a T > 0 such that
In fact, we take
then η(σ(t)u) = 1 for all t, and (22) yields
Hence (23) holds.
Let Ω be a bounded open subset of N containing the point p such that
where ρ is the distance in E.
Hence,
Let

H(t) = F σ(t).
Then H(t) is a continuous map of Ω into N for 0 ≤ t ≤ T. Moreover, H(t)v = p for v ∈ ∂Ω by (25). Hence, the Brouwer degree d (H(t) , Ω, p) is defined. Consequently,
This means that there is a v ∈ Ω such that
This is not consistent with (23). Hence, A, B form a sandwich pair.
Applications
In the present section we assume that Ω is a bounded domain in R n with boundary ∂Ω sufficiently regular so that the Sobolev inequalities hold and the embedding of
We assume that A ≥ λ 0 > 0 and that
for some m > 0, where 
Here D µ represents the generic derivative of order |µ| and the norm on the right hand side of (26) is that of L 2 (Ω). We shall not assume that m is an integer. Let q be any number satisfying
and let f (x, t) be a Carathéodory function on Ω × R. This means that f (x, t) is continuous in t for a.e. x ∈ Ω and measurable in x for every t ∈ R. We make the following assumptions.
(A). The function f (x, t) satisfies
and W is a function in L ∞ (Ω). Here It is readily shown that G is a continuously differentiable functional on the whole of D (cf., e.g., [Sc4] ). Since the embedding of D in L 2 (Ω) is a compact, the spectrum of A consists of isolated eigenvalues of finite multiplicity
(We take λ 0 to be an eigenvalue.)
Let λ , > 0, be one of these eigenvalues. We assume that the eigenfunctions of λ are in L ∞ (Ω) and that the following hold: 
H(x, t) := 2F (x, t) − tf (x, t) ≤ C(|t|
the negative of (29). We are therefore looking for solutions of G (u) = 0. Let N be the set of those functions in N are orthogonal to E(λ ). N is spanned by those eigenfunctions corresponding to λ 0 , . . . , λ −1 . Let v 0 be an eigenfunction of λ with norm one. Let
Consider the mapping
where ϕ satisfies the hypotheses of Proposition 5. We take
By Proposition 5, A, B form a sandwich pair.
For v ∈ N , we write v = v + y, where v ∈ N and y ∈ E(λ ). Since E(λ ) is finite dimensional and contained in L ∞ (Ω), there is a ρ > 0 such that
where δ is given by (31). Thus, if
holds for all x ∈Ω satisfying (37). Thus by (31),
From this we see that there are positive constants , ρ such that
Moreover, this shows that
for some positive 1 unless there is a solution of
(cf. [Sc4] ). Since such a solution would solve (35), we may assume that (38) holds.
Hence, there is an ε > 0 such that
In view of these inequalities we can now apply Proposition 5 to conclude that there is a sequence
Thus, there is a renamed subsequence such that u k →ũ weakly in D, strongly in L 2 (Ω) and a.e. in Ω. By (33) and (34),
Since σ(x) < 0 a.e. in Ω, the last two statements imply thatũ ≡ 0. However, we see from (40) that
showing thatũ ≡ 0. This contradiction tells us that the ρ k must be bounded. We can now apply Theorem 3.4.1 of [Sc4] to conclude that there is a u ∈ D satisfying
Since c ≥ ε > 0, we see that u = 0, and the proof is complete.
The proof of Theorem 7 implies
Corollary 8. If λ is a simple eigenvalue, then hypothesis (30) can be weakened to
in Theorem 7.
Remark 9. The proof of Theorem 7 is much simpler if = 0. In this case N = {0} and (36) immediately implies (38). The rest of the proof is unchanged.
We now show that we can essentially reverse the inequalities (30)-(34) and obtain the same results. In fact we have Theorem 10. Equation (35) has at least one nontrivial solution if we assume > 0 and Proof. In this case we take G to be the functional (29). We take A = N, N = N {v 0 }, and consider the mapping
where ϕ satisfies the hypotheses of Proposition 5. By (43) we have
For w ∈ M 1 we write w = w + y, where w ∈ M and y ∈ E(λ ). Then (44) implies
unless (35) has a nontrivial solution. Hence by the argument given in the proof of Theorem 7 we have a sequence satisfying (39). Ifũ k andũ are as in the proof of Theorem 7, then (46), (47) imply thatũ ≡ 0 as in that proof. However, (40) implies
showing thatũ ≡ 0. This contradiction proves the theorem as in the case of Theorem 7.
The proof of Theorem 10 implies Corollary 11. If λ is a simple eigenvalue, then hypothesis (43) can be weakened to
in Theorem 10.
Some important quantities
We now show that we can improve the results of the last section. For each fixed k, let N k denote the subspace of D := D(A 1/2 ) spanned by the eigenfunctions corresponding to λ 0 , . . . , λ k , and let
where v denotes the L 2 (Ω) norm of v. We assume that A has an eigenfunction ϕ 0 of constant sign a.e. on Ω corresponding to the eigenvalue λ 0 .
Next we define for a ∈ R,
where u ± = max{±u, 0}.
We take any integer ≥ 0 and let N denote the subspace of L 2 (Ω) spanned by the eigenspaces of A corresponding to the eigenvalues λ 0 , λ 1 , . . . , λ . We take
for numbers a 1 , a 2 satisfying α < a 1 ≤ a 2 , where W 1 is a function in L 1 (Ω) and ν < Γ (a 2 ). We also assume that
and the only solution of Proof. By (50),
and by (51) we have
Since ν < Γ (a 2 ), we see by continuity that there is an ε > 0 such that
As in the proof of Theorem 7, we note that the following alternative holds: Either (a) there is an infinite number of eigenfunctions y ∈ E(λ ) \ {0} such that Since option (a) solves our problem, we may assume that option (b) holds. Let v 0 ∈ E(λ ), and let F be the mapping (17). Take A = N, B = F −1 (δv 0 ). By (59), (60), (62) we see that (7) 
by (52), and the right hand side of (66) converges to C|ũ(x)| 2 in L 1 (Ω) and Consequently,ũ is a solution of (56). By hypothesisũ ≡ 0. But this contradicts (68). Hence ρ k ≤ C. The theorem now follows from Theorem 3.4.1 of [Sc4] .
