An important characteristic of a network is its capacity to carry flow. What, given capacities on the arcs, is the maximum flow that can be sent between any two nodes? The dynamic version of the maximum flow problem on networks that generalizes the well-known static one. This basic combinatorial optimization problem has a large implementation for many practical problems. Traffic congestion is a consequence of the nature of supply and demand: capacity is time consuming and costly to build and is fixed for long time periods, demand fluctuates over time, and transport services cannot be stored to smooth imbalances between capacity and demand. In this paper, I tried to solve the traffic congestion problem i.e. Maximum flow of goods in a dynamic network with the help of a Lingo Model. The same can be generalized for the large product if the software supports the systems.
machine and vehicle scheduling, communication systems planning and several other application domains. We then consider improved versions of the basic labeling algorithm with better theoretical performance guarantees. In particular, we describe pre-flow push algorithms that have recently emerged as the most powerful techniques for solving the maximum flow problem, both theoretically and computationally.
We consider a capacitated network G = (N, A) with a non-negative integer capacity u ij for any arc (i, j) ∈A. The source s and sink t are two distinguished nodes of the network. We assume that for every arc (i, j) in A, (j, i) is also in A. There is no loss of generality in making this assumption since we allow zero capacity arcs. We also assume without any loss of generality that all arc capacities are finite (since we can set the capacity of any un-capacitated arc equal to the sum of the capacities of all capacitated arcs).
Let U = max {u ij : (i, j) ∈A). In the maximum flow problem, we wish to find the maximum flow from the source node s to the sink node t that satisfies the arc capacities. It is possible to relax the integrality assumption on arc capacities for some algorithms, though this assumption is necessary for others. Algorithms whose complexity bounds involve U assume integrality of data. Note, however, that rational arc capacities can always be transformed to integer arc capacities by appropriately scaling the data.
Thus, the integrality assumption is not a restrictive assumption in practice.
The concept of residual network is crucial to the algorithms to be considered.
Given a flow x, the residual capacity, r ij , of any arc (i, j) ∈ A represents the maximum additional flow that can be sent from node i to node j using the arcs (i j) and (j, i). The residual capacity has two components: (i) u ij -x ij , the unused capacity of arc (i, j), and (ii) the current flow x ji on arc (j, i) which can be cancelled to increase flow to node j. 
Labeling Algorithm and the Max-Flow Min-Cut Theorem
One of the simplest and most intuitive algorithms for solving the maximum flow problem is the augmenting path algorithm due to Ford and Fulkerson [1962] . The algorithm proceeds by identifying directed paths from the source to the sink in the residual network and sending flows on these paths, until the residual network contains no such path.
The labeling algorithm performs a search of the residual network to find a directed path from s to t. It does so by fanning out from the source node s to find a directed tree containing nodes that are reachable from the source along a directed path in the residual network. At any step, we refer to the nodes in the tree as labeled and those not in the tree as unlabeled. The algorithm selects a labeled node and scans its arc adjacency list (in the residual network) to label more unlabeled nodes. Eventually, the sink becomes labeled and the algorithm sends the maximum possible flow on the path from s to t. It then erases the labels and repeats this process. The algorithm terminates when it has scanned all labeled nodes and the sink remains unlabeled. 
Note that nodes in S cannot be labeled from nodes in S, hence r ij = 0 for each forward arc (i, j) in the cut (S, S ). Since r ij = u ij -x ij + x ji , the capacity constraints imply that x ij = u ij and x ji = 0. Hence x ij = u ij for each forward arc in the cut (S, S ) and x ij = 0 for each backward arc in the cut. Making these substitutions in (i) yields
(ii)
But we have observed earlier that v is a lower bound on the capacity of any s-t cut. Consequently, v is a maximum flow and the cut (S, S ) is the minimum capacity s-t cut. We thus have established the theorem and, simultaneously, proved the correctness of the labeling algorithm. There are many drawbacks of this theorem. Does it terminate finitely? second drawback of the labeling algorithm is its forgetfulness".
The Maximum Flow in Dynamic Networks:
The dynamic version of the maximum flow problem on networks that design. The traditional response is to expand capacity by building new network paths or upgrading existing ones. A second method is to reduce demand by discouraging peakperiod travel, limiting access to congested areas by using permit systems and inventory restrictions, and so on. A third approach is to improve the efficiency of the flow of network system, so that the same demand can be accommodated at a lower cost.
Problem Formulation:
In this paper, we study the maximum flow problem in dynamic networks [Aronson, J, 1989] . We assume that capacities and flow rate depends on time. We propose a LINGO based Model for finding the maximum dynamic flow, which is based on reducing the dynamic problem to the classical maximum flow problem on a timeexpanded network. Lingo allocated the maximum amount of goods to the different destination even the capacities are limited and varies according to the time and capacity of carrying the product. The complexity of this problem depends on the complexity of the supply and demand at the nodes used for the maximum static flow problem.
In a University campus, there are 6 residential hostels for the students which are situated in a distant area and there are 3 Gas Ware houses with limited capacity to supply.
The hall administration providing two times meal and breakfast to the students in their respective dining hall. A dining hall of a residential hall has a kitchen with good cooking facilities including bio-gas stoves. The problem is what is the maximum unit of cylinder should be provided so that the total transportation time/cost is minimum. The demand at each destination is fulfill to maximum extent and the supply will get exhausted.
The above problem is converted into a network problem of minimum traffic congestion with maximum dynamic flow. In this model, the six hostels become the nodes of a network (Destination nodes) and three of the nodes are source nodes. Each of the source nodes can ship to any of the destination nodes. The problem is the more product you send down an arc, the longer it takes for it to arrive. This might be the case if the underlying network were a railroad, for instance.
Source Nodes Destinations
We assume shipping times obey the following relationship: Based on this relationship, we see shipping times go to infinity as the capacity of an arc is approached. The goal of the model is to determine how much product to ship from each source to each destination, so as to minimize total shipping times. In a LINGO solution report, we'll find a reduced cost figure for each variable.
Source node with supply capacity (in units)
There are two valid, equivalent interpretations of a reduced cost. First, we may interpret a variable's reduced cost as the amount that the objective coefficient of the variable would have to improve before it would become profitable to give the variable in question a positive value in the optimal solution. A variable in the optimal solution, automatically has a reduced cost of zero. Second, the reduced cost of a variable may be interpreted as the amount of penalty we would have to pay to introduce one unit of that variable into the solution.
The Slack or Surplus column in a LINGO solution report tells us how close we are to satisfying a constraint as equality. If a constraint is exactly satisfied as equality, the slack or surplus value will be zero. If a constraint is violated, as in an infeasible solution, the slack or surplus value will be negative. 
