We present simulation results of the effect of nanoscopic and micron-sized fillers on the structure, dynamics and mechanical properties of polymer melts and blends. At the smallest length scales, we use molecular dynamics simulations to study the effect of a single nano-filler on the structure and dynamics of the surrounding melt. We find a tendency for polymer chains to be elongated and flattened near the filler surface. Additionally, the simulations show that the dynamics of the polymers can be dramatically altered by the choice of polymer-filler interactions. We use time-dependent Ginzburg-Landau simulations to model the mesoscale phase-separation of an ultra-thin blend film in the presence of an immobilized filler particle. These simulations show the influence of filler particles on the mesoscale blend structure when one component of the blend preferentially wets the filler. Finally, we present some preliminary finite element calculations used to predict the effect of mesoscale structure on macroscopic ultrathin film mechanical properties.
INTRODUCTION
Revolutionary advances in the design and fabrication of new materials that are lightweight and high strength will come from advances in the fundamental understanding of nanocomposites, in which nanoscopic fillers ("nanofillers") are dispersed on nanometer scales within the polymer matrix [1, 2, 3] . Already, major enhancements in mechanical, rheological, dielectric, optical, and other properties of polymer materials have been achieved by adding fillers such as carbon black, talc, silica, and other inexpensive, inorganic materials. Nanofillers such as nanotubes, silica beads and cages, and clays, offer phenomenal advantages over these more traditional fillers because greater property improvement is achieved with far less material (see Figure 1 for examples of filler and nanofiller geometries). For example, adding 1% by weight of ultra-fine, synthetic mica (30-nm diameter disks) to nylon gives super-tough nylon, while adding the same amount of traditional mica (micron-sized talc) gives only a slight improvement in toughness over the unfilled polymer.
The growing ability to design customized nanofillers of arbitrary shape and functionality provides an enormous variety of possible property modifications by introducing specific heterogeneity at the nanoscale [2, 4, 5] . However, little is known about the specific influence of nanofillers on the polymers surrounding them, and thus the development of highly designed, nanostructured materials for specific applications is currently limited. Future breakthroughs in the development of organic/inorganic hybrid nanocomposites will be possible by manipulating the inorganic phase on nanometer scales in order to achieve specific properties. Achieving such capability will require insight on many length scales, ranging from the interfacial interactions on molecular scales, to the ordering and assembly of inorganic phases on lengths scales from several tens of nanometers to tens of microns, to the manifestation of bulk material properties on macroscopic scales. Computer simulation will play an essential role in materials discovery and optimization, and in interpreting and guiding experiments to probe and manipulate these materials on molecular scales.
Filled polymers and nanocomposites pose a particular challenge to computer simulation, because they possess a hierarchy of length and time scales resulting not just from the polymer itself, but also from the structure of the filler or nanofiller. As a result, in modeling filled polymers, in principle one must capture phenomena on length scales that span typically 5-6 orders of magnitude, and time scales that can span a dozen orders of magnitude.
As an example, consider carbon black (figure 2). At the smallest scale, carbon black is made of small, nearly graphitic, faceted particles that can range from 4 to several hundred nanometers across, depending on how they are produced [1] . During synthesis (while still molten), these so-called "primary particles" permanently fuse together into random structures, or "aggregates", which make up the smallest dispersible unit. These aggregates can in turn physically associate into larger and larger agglomerates, which are not permanent and can be broken up on shearing. If we consider filled polymer blends, the immiscibility of the blend provides even more structure to the material. [12] ) . In order to bridge these disparate length and time scales, we present three different simulation studies of filled and nanofilled polymers, each aimed at extracting fundamental information on a different scale. Each study involves a different simulation method appropriate for the particular phenomena of interest. In the first study, we use molecular dynamics (MD) simulations [6] to explore the effect of a single nanoscopic, model filler particle on the structure, dynamics, and glass transition temperature of a model polymer melt [7] . In the second study, we use time-dependent Ginzburg-Landau (TDGL) methods [8] to study the effect of model nanometer to micron-sized fillers on the mesoscale structure of phase-separating polymer blends [9] . In the third study, we use the finite element method [10] in a preliminary study to probe the effect of fillers on the mechanical properties of filled blend microstructures [11] . Although the studies are performed independently, we outline ways in which information gleaned from one simulation is used in another in order to bridge the length scales necessary to link molecular phenomena to macroscopic properties.
MOLECULAR SIMULATIONS
Molecular dynamics simulations provide an ideal opportunity for direct insight into the effects of fillers on polymer structure and dynamics in the vicinity of the polymer-filler interface.
As an example, we present results of an MD study of a polymer melt containing a single nanoscopic filler particle [7] . We can trivially adjust the interaction parameters between the filler and the surrounding polymer melt; the explicit control of the interactions helps to clarify which changes in the melt properties result from the type of interaction, and which properties change as a result of the steric hindrance introduced by the filler particle. This relatively simple single filler model provides an initial framework in which to interpret experiments on filled polymers [13] [14] [15] [16] , and also possibly polymer thin films [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] , which report both increases and decreases of the glass transition temperature T g , depending on the details of the system studied. In the case of filled polymers, future studies should consider the complicated geometrical effects that arise from the presence of multiple filler particles.
Our findings are based on extensive molecular dynamics simulations of a single nanoscopic filler particle surrounded by a dense polymer melt of 20-mer chains (figure 3). We use a "beadspring" model for the polymers in which all monomers interact via a Lennard Jones (LJ) potential. Nearest-neighbor monomers along the same chain are bound together via a FENE anharmonic spring potential [27] . This simple polymer model has been studied in detail, and is known to be a good glass forming system, due to the imposed incompatibility of the preferred FENE bond distance and the LJ potential minimum [28, 29] .
Our model filler has several general features typical of a primary carbon black particle, as well as some newer nanofillers [1] ; it is highly faceted, but nearly spherical, and has facets with a size of about 10 nm. Specifically, the filler particle is icosahedral and has a facet size roughly equal to the end-to-end distance of the surrounding polymers. There are 356 force sites associated with the filler that interact with each other via a LJ potential with twice the strength of the polymer-polymer interactions.
We consider two possible forms for the interaction between filler sites and monomers to determine which properties are a result of the steric constraints imposed by the filler, and which properties are affected by polymer-filler attraction. The system is comprised of a melt surrounding a single filler with either (i) an excluded volume interaction only or (ii) excluded volume plus attractive interactions -a LJ interaction. The excluded volume interaction is modeled by dropping the attractive r 6 term in the LJ potential. The simulation is performed in a cubic cell with periodic boundary conditions and the size of the cell is chosen such that the density ρ far from the filler particle is nearly constant. Since we wish to know how the filler changes the melt properties relative to the pure melt we also simulate an unfilled melt at density ρ = 1.0.
We first consider changes in the polymer structure caused by the nanofiller. As in the case of polymers near a flat surface such as a wall [20, 21] , the density profile of the monomers has a well-defined layer structure (figure 4). In the attractive case, we see a pronounced enhancement in the polymer density in the first layer, which we expect due to the relatively strong fillermonomer attraction; these density oscillations persist over a distance of roughly four monomers. The density profile depends weakly on temperature, becoming better defined as T decreases. It is somewhat surprising, in the case of excluded volume interactions, that there is an enhancement in the density in the first layer. However, notice that the location of the first layer is "pushed out" slightly, in comparison to the attractive filler case. The position of this peak increases with decreasing T, since the monomers have less kinetic energy, limiting the distance of closest approach.
The changes in the density profile must also be accompanied by some change in the local packing of the polymers. By focusing on the dependence of R g on the distance from the filler surface (figure 5), we find a change in the overall polymer structure near the surface. R g increases by 50% on approaching the filler surface in both cases, and the perpendicular component (R g ⊥ ) 2 decreases by slightly more than a factor of 2. This indicates that the polymers become slightly elongated near the surface, and flatten significantly. The independence of the chain structure on the interaction suggests that the altered shape of the polymers is primarily due to geometric constraints of packing the chains close to the surface. Interactions seem to play a far more important role in changes of the dynamics of the system, as we see in the following.
To quantify the effect of the filler on dynamic properties, we calculate the intermediate scattering function
which measures the decay of density fluctuations in the system, and is immediately accessible to neutron scattering experiments and other techniques [30] . Here N is the total number of monomers. We define the relaxation time τ by F(q 0 ,τ) = 0.2, where q 0 is the wave-vector corresponding to the main peak in the static structure factor S(q). Relative to the pure melt, we find that τ increases in the filled system with attractive interactions, but decreases slightly for the filled system with only excluded volume interactions; in other words, the attractive interactions appears to slow the dynamics relative to the pure melt, while the excluded volume (nonattractive) interactions shows a slight enhancement of the dynamics. From an experimental standpoint, the change in dynamics is most frequently indicated by a shift in the overall glass transition in the system. Based on our observations of τ, we would expect that the T g of the attractive system would be somewhat larger than the pure melt, while the excluded volume system would exhibit a suppressed T g . We check if these expectations are correct by estimating T g using the Vogel-Fulcher-Tamman-Hesse form [31] , (2) where the parameter T 0 is known to be close to the experimentally measured T g , and also exhibits the same changes found in T g . For the pure system, we find T 0 = 0.167. Consistent with our expectations, we find that T 0 increases (T 0 = 0.184) for the attractive filler, and decreases (T 0 = 0.156) for the non-attractive filler. The fact that T 0 shifts in opposite directions for attractive versus purely excluded volume interactions demonstrates the importance of the surface interactions. We also estimate T 0 for systems with a smaller number of polymers, and hence greater surface-to-volume ratios, to better understand the importance of surface interactions. We can explain these more pronounced shifts by focusing on the influence of the filler on the local dynamics of the monomers. We do this by calculating the relaxation of the self (incoherent) part F self (q,t) of F(q,t) as a function of the monomer distance from the filler. We split F self (q,t) into the contribution from the separate layers previously observed in figure 4 . For the attractive system ( figure 6(b) ), the relaxation of the layers closest to the filler is slowest, consistent with the system dynamics being slowed by the attraction to the filler. As the number of polymers in the system is reduced, the slow surface dynamics become increasingly important, and so we find an increased shift of T 0 . Conversely, for the non-attractive system (not shown), we find that the relaxation of inner layer monomers is significantly enhanced compared to the bulk, consistent with the observed decrease of T 0 .
Our results strongly suggest that interactions play a key role in controlling T g and the local dynamics of filled polymers [32] . We expect the role of interactions to be largely the same when many filler particles are present in the melt, but there will be additional effects on dynamic properties due to the more complex geometrical constraints. These dynamic changes are likely also reflected in the thermodynamic properties, most notably in the configurational entropy [35, 36] , long used to rationalize dynamic properties, and recently tested directly in simulations [37, 38, 39] . Additionally, we point out that our results show striking similarity with those obtained for ultra-thin polymer films, which suggests that the underlying physics in these systems is very similar, and is dominated by surface interactions [40, 41] . Hence the pre-existing knowledge of thin-films may be useful for understanding and developing filled polymer materials, as discussed in ref. [7] . [7] ), the surface monomers exhibit the fastest relaxation.
Figure 6. (a) Effect of the mass fraction φ of filler on the estimated T g . Increasing φ increases the surface-to-volume ratio, so that surface interactions become more important. (b) Relaxation of the self-part of the intermediate scattering function decomposed into the contribution of each layer of monomers around the filler, as in Figure 4. The dotted line is the system average. The surface monomers exhibit the slowest dynamics in the case of the attractive filler, explaining the increased T g shift as φ increases. In the case of the nonattractive filler (shown in ref.

MESOSCALE SIMULATIONS
The molecular dynamics results of the previous section can be used to design mesoscale simulations of filled polymer blends. Polymer blends, which are mixtures of two or more types of polymers, are generally immiscible, and will phase separate by a process called spinodal decomposition when the temperature, pressure, and blend composition are such that the blend is thermodynamically unstable. During this non-equilibrium process, domains rich in polymer A or polymer B (in the case of a binary blend) will form and coarsen in a self-similar way, eventually forming co-existing, macroscopic phases. In many instances, the phase-separating patterns can be trapped in the material by quenching the blend below T g before the separation process is complete. When fillers are present in the blend, a preferential attraction of one of the polymers to the filler can break the symmetry of the spinodal decomposition process, producing novel mesoscale patterns and possibly even modifying domain growth laws.
A popular mesoscale method for simulating the structural evolution of phase-separation morphology in blends is the so-called time-dependent Ginzburg-Landau (TDGL) method. This method is based on the Cahn-Hilliard and Cahn-Hilliard-Cook (CHC) models [42, 43] , and falls under the more general category of phase-field and reaction-diffusion models. In this approach, a free energy functional F [φ] , which depends on a conserved local spatiotemporal concentration field φ(x,t) given by, e.g., the local fraction of polymer A, is minimized to simulate a temperature quench from the miscible region of the phase diagram to the immiscible region where the blend is thermodynamically unstable. In this way, the resulting time-dependent structural evolution of the blend as it phase separates by spinodal decomposition can be investigated by solving the CHC/TDGL equation for the time dependence of the local blend concentration φ,
Here M is the mobility, which in general may depend on φ(x,t), and ξ is a thermal noise term.
F[φ]
consists of a bulk free energy term (e.g., the Flory-Huggins expression, or a Landau expression), and at minimum a square gradient term. A pedagogical discussion of this method and its application to blends and filled blends can be found in the refs. [8, 9] . Numerous studies of blend phase separation under various conditions have been performed using this approach, including reactive blend phase separation [44] [45] [46] [47] [48] , phase separation of liquid crystal/polymer blends [49] , phase separation under shear [50, 51] , phase separation of block copolymers [52, 53] , and phase separation on patterned surfaces [54] .
The TDGL method has recently been applied to the study of phase separation in ultra-thin, filled blend films [9, 51, 55, 56] . Ultra-thin blend films are thin enough (<< 100 nm) to suppress phase separation transverse to the solid substrate ("surface-directed spinodal decomposition") so that phase separation occurs quasi-two-dimensionally in the plane of the film. A preferential attraction for one of the blend components by the filler can be modeled by adding a local surface interaction energy F s [φ] to F[φ], which is expressed as an integral over the surface of the particle. A minimal model of phase separation near boundaries is given in ref. [9] (and references therein) in which the surface interaction energy is given by
subject to boundary conditions of zero flux and local equilibrium at the filler surface. Here, the coupling constant h in the leading term plays the role of a surface field that breaks the symmetry KK4.1.7
between the two phases and attracts one of the blend components to the filler surface. The value of h can be related to the interaction energy ε mf in the previous section. The coupling constant g in the second term is neutral regarding the phases, and results from the modification of the interaction energy due to chain connectivity [57, 58] and the missing neighbors near the surface when the equation is solved on a grid [59.60] . The attractive interaction between filler and polymer A causes wetting of the filler by the polymer, analogous to the density enhancement shown in Figure 4(a) , which breaks the symmetry of the spinodal decomposition process, producing novel patterns. When the filler particles are immobile on the time scale of phase separation, transient "target" patterns (figure 7) are observed. As shown in figure 7 , the observed "target" composition pattern is well developed at early times, but fragments as the "background" spinodal phase-separation pattern coarsens to a length scale larger than the filler particle. The scale of the phase-separation pattern in this simulation grows with the usual t 1/3 power law over the time range indicated in the figure [7] . This growth law is independent of spatial dimension and is characteristic of the intermediate stage of phase separation in blends when hydrodynamic effects are not important. The extent to which the target pattern extends into the background spinodal pattern can be controlled through the quench depth, we depends on both the polymer molecular weight and the quench temperature.
Similar target patterns were observed via atomic force microscopy in a colloidal-silica-filled ultra-thin film blend of PS/PVME, in which the PS is preferentially attracted to the silica beads [61] . In the experiment, the filler was immobilized on the substrate supporting the film, and thus the conditions were very similar to those in the simulation. The patterns were trapped in the film by quenching below T g before the spinodal decomposition process was completed.
The results shown here were obtained using a constant, composition-and spatiallyindependent mobility M, and represent a "minimal model" of the effect of fillers on phase separation morphology. To more accurately model the effect of filler interactions on the mesoscale structure of immiscible blends, we can use the results of the previous section in future studies to modify M so as to slow the polymer dynamics of the wetting phase, and speed up the dynamics of the non-wetting phase. This may have the effect of prolonging the lifetime of the target patterns, and/or increasing the distance over which they penetrate into the background Figure 7 . Simulation of the influence of a single isolated filler particle (central gray region in the figure) on polymer-blend phase separation, where the filler is immobile (from ref. [9] ). We show the concentration field φ at four different times following a quench to a two-phase region. Here black denotes the polymer-A rich phase, which wets the filler, and white denotes the polymer-B rich phase.
KK4.1.8 spinodal pattern. It would also be interesting to incorporate T dependence in the mobility in order to capture certain aspects of glass transition phenomenology, and compressibility to accurately model the spatial dependence of the density variation of the wetting phase. In the present studies, the filler particles were considered immobile on the time scale of phase separation in order to compare with ultra-thin film experiments, where silica beads were essentially attached to the surface; introducing filler mobility into the model may modify the mesoscale structure [55, 56] . As shown in the next section, representative microstructures obtained from the TDGL/CHC approach can be used as input to finite element packages such as OOF to predict elastic properties, thereby bridging several key length scales relevant to filled polymers.
MACROSCALE MECHANICAL PROPERTY SIMULATIONS
Fillers added to polymer blends can modify mechanical properties of the blend in several ways. First, the filler itself can impart additional strength and toughness through its own mechanical properties. Second, the filler can inhibit failure by blocking the propagation of cracks. Third, the modification of polymer structure near the filler surface that we observed in our MD simulations can alter mechanical properties. And because mechanical properties depend on material microstructure, fillers can alter, e.g., the blend modulus through the modification of microstructure as demonstrated in the previous section.
A new software tool developed at NIST, called OOF [62, 63] facilitates the prediction of mechanical properties of materials by using real or simulated microstructures as input. OOF allows users to assign specific constitutive properties, such as modulus, etc., to the various parts of the microstructure, construct a finite element mesh to resolve the key features of the microstructure, and perform mechanical simulations using the finite element method. In this way, the effect of changes in microstructure on mechanical properties can be easily determined.
The current generation of OOF software assumes the behavior of the material is linear elastic (OOF was originally developed for ceramic materials, but is enjoying much broader application.) The next generation of the tool, OOF2, will allow incorporation of, e.g., nonlinear elasticity.
As one example of how OOF can be used for filled polymer blends, we have performed preliminary calculations of the elastic modulus of two critical composition blend microstructures (figure 8). The first microstructure is obtained from a simulation of the TDGL/CHC equation in the absence of fillers, and the second is obtained from the same simulation but with fillers included, as in Figure 7 . Both simulations were stopped after the same number of time steps; in the absence of fillers, the blend microstructure coarsens to larger domain sizes. We assume both components are rubbery, and assume relative Young's moduli for the two phases of 10:1. We further assume the interfaces between the two phases to be sharp. We then apply a 10% longitudinal strain in the x-direction to both microstructures. If we neglect the additional modification of the mechanical properties due to the filler properties, and focus only on the effect of microstructure, we find that the bottom microstructure in Figure 8 has an elastic modulus roughly 18% smaller than the modulus of the top microstructure in Figure 8 . The bright and dark features in the microstructures indicate regions of high and low local strain, respectively. As expected, the high strain regions correspond to the low modulus phase. Additional work is underway to extend this preliminary study, and will be reported elsewhere [64] .
CONCLUSIONS
We have described three different simulation studies of filled and nanofilled polymers, each aimed at extracting fundamental information on different length and time scales. Each study involved a different simulation method appropriate for the particular phenomena of interest. In the first study, MD simulations were used to explore the effect of a single nanoscopic, model filler particle on the structure, dynamics, and glass transition temperature of a model polymer melt. In the second study, TDGL/CHC methods were used to study the effect of model nanometer to micron-sized fillers on the mesoscale structure of phase-separating polymer blends. In the third study, finite element methods were used to probe the effect of fillers on the mechanical properties of blend microstructures. Although the studies were performed "off-line", we outlined ways in which information gleaned from one simulation can be used in another to bridge the length scales necessary to link molecular phenomena to macroscopic properties, depicted schematically in Figure 9 .
The link between mesoscale structure and macroscale mechanical properties was accomplished by using the output of the TDGL/CHC simulations as input for the OOF calculations. The link between the MD simulations and the TDGL/CHC simulations was less direct, and made only qualitatively through incorporation of filler-polymer interaction terms in the CHC free energy functional that were attractive or neutral to one phase or the other. A closer link can be made by incorporating more details from the MD simulation, including e.g. composition-position-, and/or temperature-dependent mobility, and compressibility. Not discussed here are links yet to be made between our "coarse-grained" MD simulations and more atomistically accurate simulations of polymer-filler interactions, using, e.g. united atom or explicit atom force fields for the filler and polymers derived from quantum chemistry calculations.
