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Abstract- -This  paper deals with iterative algorithms for domain decomposition suitable for singular 
perturbation problems. Convergence r sults are established for one-dimensional and two-dimensional 
problems. Decomposition into subdomains i  accomplished via singular perturbation character of 
problems. Numerical examples are presented. The developed parallel iterative algorithm iscompared 
with the Schwarz alternating procedure. 
1. INTRODUCTION 
In this paper, we shall consider iterative algorithms for domain decomposition suitable for singu- 
lar perturbation problems (SPPs). The solution of these problems exhibits a fine structure within 
small regions (boundary and interior layers) of the computational domain. The traditional nu- 
merical methods for solving SPPs require a fine mesh covering the whole domain in order to 
resolve local details. These methods are inefficient, since the fine mesh is not needed in those 
parts of the domain where the solution has a moderate variation. 
In the present work, we introduce and analyze iterative algorithms for domain decomposition 
which reduce the given problem to sequences of boundary value problems on subdomains. We 
will use "natural" decomposition: the regions of rapid change of the solution are localized in 
subdomains. The iterative algorithm highly suitable for parallel computing has been proposed 
in [11. 
The effective numerical methods for SPPs are based on the speciM nonuniform grids, see [2,3], 
which are constructed by using the estimates of derivatives of the exact solution and the analysis 
of the consistency error. 
We apply a combination of two approaches to solving of SPPs, i.e., iterative algorithms for 
domain decomposition and the special non-equidistant grids (in other words, the grid refinement 
technique) on subdomains. 
2. ONE-DIMENSIONAL CASE 
2.1. Statement of the Problems 
We consider singularly perturbed non-linear two-point boundary value problems. 
The first one is the selfadjoint problem 
L,u(z) ~ eu" = f(z,u),  x E f/0, f~0 = (0, 1), (la) 
u(O) -- u0, u(1) - ul, ( lb)  
( O f )  (lc) /,_>/30 2 , /30-- const >0, f "=~u ' 
where e _= pa, p is a small positive parameter (the prime denotes differentiation), and the function 
f(z, u) is sufficiently smooth. Under the given conditions, there exists a unique solution. The 
Typeset by Aj~#-TEX 
31 
32 I .P.  BOGLAEV, V.V. SIROTKIN 
solution of problem (1) has boundary layers at x = 0, 1 and the width of these boundary layers 
is of the order of he = Pl ln(p)l//~0, see [2]. For simplicity, we assume here that the solution u(z) 
exhibits a boundary layer only at z = 0, that is, that the reduced solution satisfies the boundary 
condition ( lb) at x = 1. 
The second problem is the non-selfadjoint problem 
L,u(x)~eu"+ot(x)u t=f (x ,u ) ,  x•~0,  ~0- - (0 ,1 ) ,  (2a) 
u(0) = u0, u(1) = ul, (2b) 
a (x )>a0= const >0,  fu>0,  (2c) 
where e is a small positive parameter and the functions a(x), f(x, u) are sufficiently smooth. 
With the above assumptions on the data of problem (2), it is possible to prove the existence and 
uniqueness result. The solution has a boundary layer at x = 0 and the width h, = e I ln(e)l/ao, 
see [3]. By (2c) we exclude the "turning point" case where a(x) is not bounded away from zero 
(the case a(x) _< -a0  < 0 can be transformed to the problem considered here by making the 
change of variable x -* 1 - x). 
2.2. Iterative Algorithms 
Firstly, we consider the overlap decomposition of the original domain f~0 = (0, 1) into the two 
subdomains ftl and f~2: 
f t l=(0 ,  z,), f~2=(xt ,1) ,  O<x l<xr<l .  
Introduce the two sequences of functions {vn(z)}, {Wn(X)}, n > 1, satisfying the following 
problems: 
L,vn(x) = f (z ,v" ) ,  x C fta, vn(O) = Uo, vn(xr )  = v'~, (3a) 
L,wn(x) = f(x,w"),  x C ~2, wn(xz) -- w'~, wn(1)---- ul. (3b) 
Here L, is determined by (la) or (2a) and uo,ul from (lb) or (2b), respectively. 
We now construct two iterative algorithms. The first one, A1, is the Schwarz alternating 
procedure [4]: 
Yr n+l  --  Wn(Xr), W~ = Vn(Xt), (4) 
1 must prescribed. where an initial guess v r 
As is clear from these formulas, algorithm A1 is a serial iterative procedure. 
The second algorithm, A2, is constructed using the interfacial problem 
L,zn(x)= f(x, zn), xEw=(Xt,Xr) ,  
z"(Xt) = v"(X,), z"(X,) = w"(X,), 
(Sa) 
where Xz < xt < xr < Xr. The boundary conditions from (3a) and (3b) are determined by 
vn~ +1 = zn(xr), w'~ +1 = zn(xz). (5b) 
The initial guesses v~ and w~ are given. 
On each iteration step of algorithm A2, problems (3a) and (3b) are solved concurrently. Thus, 
algorithm A2 can be carried out by parallel processing. 
2.8. Convergence Results 
Now we give the convergence properties of algorithms A1 and A2. In the following lemmas we 
obtain the required results necessary below. 
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Introduce the two linear two-point boundary value problems 
L~v(x) - b(~)y(x) = 0, • e n = (~1, ~2), (6a) 
y(zl) = yl, y(~2) = y2, (6b) 
where the coefficient b(z) satisfies the conditions 
> bo = f /3°2' if L+ from (1), b(x) (6c) 
- [ 0, if L~ from (2). 
Denote by ~/ / ( z )  the solutions of the linear problems 
L ,~ l l  - bo~ II = 0, x E f~, (7) 
v/,(~l) = ~I(x2)  = 1, ~(~)  = v/,%1) = 0. 
LEMMA 1. I f  y(z) is the solution to (6), then for all z E ~, we have the estimate 
ly(~)l < ~(z ) ly l l  + ~(~)Iv21,  (8) 
where ~I !  from (7). 
PROOF. Let Y(x) be the solution of the linear problem 
L~Y(x) -  boY(x) = 0, z E a, Y(xx) = lYll, Y(x~) = lY21. (9) 
From the maximum principle for the operator (L, - b0) we conclude that Y(x) E 0, x E t2. 
From (6) and (9) we have 
Lt(Y  4- y) - b(Y 4- y) = (bo - b)Y, z E f~, (Y 4. Y)x,,,~2 > O. 
Using (6c), the inequality Y> 0, again by the maximum principle for the operator (Lt - b), it 
follows that Y 4. y E 0, x E f~. This is equivalent to Iv(z)l < Y(~), x ~ ~. Since the solution of 
problem (9) can be written in the exact form 
Y(x) = ~In(x ) lyll + ~z(z) ly2l ,  x E (~, 
then we obtain the required estimate (8). 
LEMMA 2. The solutions ~H (z) of problems (7) satisfy the following inequalities 
0<t0~H(z)<l ,  zEn ;  (10a) 
d~(~)  + d%~(~)  < max(d, d ' ) ,  • c ~, (10b) 
where coefficients d ,  c H E O; 
{ exp[- /~0(z-  Xl)/p], ilL, from (1), 
ion(z) < exp[-a0(x - zl)/e], i lL ,  from (2), z E f~; (10c) 
~o~nz(z) < exp[-/30(z2 - z)//~], ifL~ from (1), z E f~. (10d) 
PROOF. Proof of this lemma follows immediately from the exact expressions for ~oLl1(z), where 
for the operator Lt from (1) we have 
~/(x)  = sinh ~0(x - Zl)//z] 
sinhLSo(z2 - Zl) /y] '  
~lai (z ) = sinh[/30(x2 - x)/y] 
sinhL00(x2 - Zl)/y]" 
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For the operator LE from (2) it follows that 
z(x) 
~L(~)  = 1 - z(~----7' 
/: [/: ] :2"(x) = [E(s)1-1 ds, E(z)  = exp a(s) ds . 
1 1 
Now we formulate and prove the convergence r sults for algorithms A1, A2. 
THEOREM 1. I f  xl < Xr, then the iterative algorithm (3), (4) (i.e., the Schwarz Mternating 
procedure) converges to the solutions of problems (1) and (2) with linear rate 0 < q < 1. 
PROOF. We introduce the functions ~"(x) = vn(x) - vn- l(z) ,  ~n(x) = wn(x) - Wn-I(x), n > 2. 
From (3), (4), and the mean-value theorem, it follows that ~n(x) and ~n(x) satisfy the following 
problems: 
L,~"(x) - f~(x)~n(x) = O, x e ~'~1, ~n(O) = O, ¢"(X,) = ~"-l(X,) ,  ( l la)  
L,~"(x) - f~(x)~n(x) -" O, x • f~2, ~"(xt) = ¢"(xt), ~"(1) = 0, ( l lb )  
where ]~ = Of(x,O~(x)yn)/Oy, 0 < O~(x) < 1. Denote 
if" = max [1¢"0:~)1, 15"(x~)l], n > 2. 
From Lemma 1, we conclude that 
m_ax IC(x)l S ~=, max IC(x)l S ~=. 
~Efl t  are fl:~ 
Again, using Lemma 1 and (11), it follows that 
IC(~r)l = IC-~(xr)l < I~=-~(~t)ho/~:(x,) < I~ "-l(~r)l~a:(~,)~a,(xt),1 H 
From this we obtain 
I I I  &n < q&n-1, n_> 2, q = ~ofl2(xr)~On,(Xt). (12) 
Using estimates (10a) from Lemma 2, we conclude that 0 < q < 1. From this it follows that 
max IC+1(~)1 < Cq", max ]~n+l(x)l < Cq", n > 1, 
• E f i l  - -  ~E~2 - -  - -  
where C = &l. Thus, {~n(x)} --* 0, {~"(x)} --~ 0 as n ---* co. We show now that {va(x)} and 
{w"(x)} are convergent sequences. We have 
n+k-1 n+k-1 
Iv"+k(x)- v"(x)l _< ~ Id+l(x)- ¢(x)l < ~ I~i+'(z)l 
i=n  i=n 
< q(1 - q)-alC'(x)l _< C(1 - q)- lq. ,  x • ill. 
such that {vn(x)} is Cauchy's equence. If lim{v'~(z)} = v*(x), z • ~1, n --+ co, then proceeding 
to the limit as k --+ co, we obtain 
Iv*(x) -  vn(x)l < C(1-  q)-lq,~, z • ~1, n > 1. 
Consequently, {v"(z)} converges with the linear rate q, with q from (12). 
Analogously, it can be proved that {wn(x)} converges to w*(x), x E ~2 with the linear rate q. 
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Now we prove that v*(z) and w*(z) satisfy problems (3a), (3b) with the boundary conditions 
n and w*(xz) - lim w~, w*(1) - ul, respectively. v*(0) = uo, v*(zr) = lim v r 
~---* CO Et-=~OO 
We note that a function y(x) is the solution of the problem 
L ,y (x )=f (x ,y ) ,  xGn=(x l ,x2) ,  y (x l )=Yl ,  Y(x2)=Y~, 
iff it satisfies the integral equation (Green's formula) 
y(Ig) = yl¢fi(~g) "a t- Y2¢fil(~g) "[- G . (x ,  s) / [s ,  y(s)] ds, 
1 
where ~H are the solutions of the following linear problems: 
L ,a~H=O,  zGf l ,  ¢~(z l )=( I )~ ' (z2)= l ,  ~(z2)=@~'(Z l )=0,  
and Gn(x, s) is the Green's function for the operator Lc on ~ with homogeneous boundary 
conditions. 
Using this integral equation for vn(x) and proceeding to the limit in the integral term as n --* oo 
(here, we use the fact that {vn(x)} converges uniformly to v*(x) on ~1), we conclude that 
= : t ,  
From this, it follows that v*(x) satisfies the integral equation, and thus v*(x) is the solution 
n Analogously, it is true for w* (x) on ~2. of (3a) with v*(0) = u0 and v*(xr) = limoov r • 
Define the function 
v*(x), O < x < x., wherext<x.<xr .  
u*(,,) = w*(,~), ~. < • < 1, 
From (4) we have 
lira v~ = w*(xr), aim w~ = v*(xz). 
Thus, v*(x), w*(x) on (zt, x~) satisfy the same boundary conditions v*(xl), w*(zr). From the 
uniqueness property of the solution, we obtain v*(x) - w*(x), x G [xz, xr]. Consequently, u*(z) 
is the solution of problems (1) or (2). This proves the convergence of algorithm A1. 
COROLLARY 1. For algorithm (3), (4) the following bounds on q hold: 
A1 < -A1 
q~ - q~ , 
q:~ <_ q:l, 
%-Al=exp[--230 (xr-zt)]~ < 1, 
q~l=exp[  -a° (x r -z l ) ]e  <1,  
where qA1, q A1 correspond to problems (1) and (2), respectively. 
PROOF. From (12), evaluating q by (10c), (10d) we get the needed estimates for q~l and q: l .  
THEOREM 2. I f  XI < x! < Xr < Xr,  then the iterative algorithm (3), (5) converges to the 
solutions of problems (1) and (2) with linear rate 0 < q < 1. 
PROOF. Analogously to the proof of Theorem 1, we introduce the functions ("(x) = vn(x) 
- vn-l(x), ~"(x) = wn(x) - w"-l(x), Xn(x) = z"(x) - zn-l(x), n )_ 2. From (3), (5), and the 
mean-value theorem, we conclude that ~"(z), 5"(z) and Xn(X) satisfy the problems 
Lc~n(x)- f~(x)¢n(x) -- O, x E gtx, (n(0) = 0, ~n(xr) = Xn--l(Xr), (13a) 
Le~n(x)- f~(x)~n(x) = 0, x G fl2, ~"(xz) = xn- l (x l ) ,  ~n(1) = 0, (13b) 
Lcxn(x)-  f~(x)X"(Z) = 0, x G w,  (13c) 
x"(xz) = ¢" (x , ) ,  x"(xr)  = ~"(xr). 
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Denote 
6 n = max [1¢"(~.)1, I¢"(~01], 
By using the estimates from Lemma 1, we have 
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n>2.  
I 6- < [~( , . )  + ~. (x . ) ] ' /~6 -- ' ,  
This proves the bound on qA2. 
n>2.  
Thus, it follows that 
From Lemma 1 and using the boundary conditions from (13), we conclude the following estimates 
n-1  I I  I n -1  I I I  I¢"(~.)1 - [x" - l (x , ) [  _< I¢ (~.)l~,n.(xo~..~(~.) + I~ (~t)l~,.~(x.)~,~ ( ,), 
. - I  H t . - I  I II (14) 
From this and using (10b), we obtain 
I I  I ~n <~ q~n-1, n~2,  q=max[~on,(Xz),~on~(X,)]. (15) 
Using Lemma 2, it follows that q < 1. Repeating the steps of the proof of Theorem 1 after 
formula (12), we complete the proof of the convergence of algorithm (3), (5). 
COROLLARY 2. For problem (1), we have the following bound on q: 
For problem (2) we have 
qA2 <_ q~ , = max exp (Xr zt) , exp Xi)  
PROOF. From (15), evaluating q with the estimates from Lemma 2, we get the required estimate 
for q~2. To prove the bound for q~2, we express X n-x through X n-~ and substitute in (14): 
Ix"(Xt)l < {[Ix"-2(Xt)lso~(~.) + Ix"-2(X.)l~(~..)] ~o.~( ~ .)~..(H x,) 
+ [Ix"- Z(X,)l~L (~) + Ix"-2(X.)l~L~(~t)] ~o..,u (~.)~o..(x.)lt ~m." (x,). 
Ix"(X.)l < { [Ix"-~(XOl~,L(~:.) + Ix"-2(x,)koU(~.)] ~o.~(~t)so..(xz) t u 
+ [ix.-2(xt)l~,L(~t) + ix.-2(X.)ho~g(~O] n ~ (~O~.~(x.)} ~(x . ) .  
By Lemma 2, from this we conclude that 
I I I  I I  ~. I I I  6" _< max {[~(z , )~a, (X~ ) + ~,~ (,)~oa,(X,)lioa,(X~), 
I I I  _ I I /~  x I 6n--2 [~(~0~. . (x , )  + ~ ~ o~,.~(x.)]~[.~(x.)} 
< [~( . . )  + ~(x . ) ]6  "-~, . > a. 
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3. TWO-DIMENSIONAL CASE 
3.1. Statement of the Problem 
Let us consider the two-dimensional quasilinear elliptic problem 
L~u = ~ \Or2 + Oy2j = f[P,u(P)] ,  P - (x,y) E r0,  
u( P) = V( P), P E Of~o is the boundary of rio, 
f ,  ~_/~0 , (P, u) E f~0 x (-c<), oo), /~0 = const > 0, 
(16a) 
(16b) 
(16c) 
where ~ - p2, p is a small positive parameter, f(P, u) is sufficiently smooth. 
Under suitable continuity and compatibility conditions on the data, a unique solution of (16) 
exists. For e near 0, problem (16) is singularly perturbed and has boundary layers near 0fl0 
(see [2] for details). 
3.g. Iterative Algorithms 
For the two-dimensional problem (16) we construct iterative algorithms like A1, A2. For 
simplicity, we assume that the original domain fl0 is rectangular. 
Introduce the overlap decomposition of f~0 into the two subdomains r l ,  ~2 (see Figure 1): 
(~12 ~ ~), (17) 
i=  1,2. 
~'~0 = $'~1 U Q2, $'~12 "- r l  ('l ~~2 
ri = O~o n O~i, 7i = Of~i\ri, 
From this, it follows that 0~0 = F1 O F2 and 012i = ri  W 7i, i = 1, 2. Consider the two sequences 
of functions (vn}, (wn}, n >_ 1, satisfying the problems: 
L,v n = f(P, vn), P E f~l, (18a) 
vn(P) = V(P), P E F1, vn(P) = v"(P), PET1;  
L~w n = f(P, wn), P E r2, (18b) 
wn(P) = V(P), P E F2, wn(P) -  ff~n(e), p E 72. 
We now consider two iterative algorithms. 
~2 
r l  
0) 
_ l 71 
7~ 
F2 
Figure 1. 
The first one, A1, is the Schwarz alternating procedure. 
and ~n from (18a) and (18b) are defined by 
~,,+l(p)=wn(p), PET1, w"(P)=vn(P), PET2, n>_ 1, 
(the initial guess ~1 should be prescribed). 
The second algorithm, A2, is constructed using the following interfacial problem: 
L,z n = f(P, z"), P E w, zn(P) = V(P), P E rw, 
zn(P) = vn(P), P E 7~, zn(P) = wn(P), P E 7~, 
Here, the boundary conditions ~n 
(19) 
(20a) 
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where the subdomain w is defined by (see Figure I) 
C~20, ~212Cw, F~=bf l0Naw,  
~. = {P :  p e a~\ r . ,  P ~ n3_d,  i = i,  2. 
The boundary conditions from (18a), (18b) are determined by 
~,+l(p) = zn(P), P e 7t, @n+l(p) = zn(P), P E 72, n >_ 1, (20b) 
(the initial guesses @1 and ~1 are given). 
3.3. Convergence Results for the Model Problem 
To illustrate convergence properties of algorithms (18), (19)--A1 and (18), (20)--A2, we con- 
sider the following case of problem (16). Here, the original domain f~0 has the form 
~0-{P : (m 2+y2 <p~)\(m2+y2<p02)}, po, Pl =coast>0,  (21a) 
and the boundary conditions are determined by 
u[r0 = u0, uir~ = ul, u0, ul = coast, 
F0=g(p0), Fl=g(p,) ,  g (p )={P:x  2+y2=p2}.  (215) 
The solution of this problem has boundary layers near Fo, F1. For simplicity, we assume that 
the solution u(P) has the boundary layer only near F0. 
We partition ~0 into f~l and f~2, where ill, ~2 from (17) and 71 = g(Pr), 72 = g(Pt), where 
Pt < Pr. The subdomain w is chosen in the form: 7~ = g(R~), 7~ = g(Rt), where P0 < Rt < Pz < 
Pr < Rr < Pl. 
THEOREM 3. If Ri < Pt < Pr < Rr, then the iterative algorithms (18), (19) and (18), (20) 
converge to the solution of the model problem (16a), (16c), (21) with//near ates 0 < qA1 < 1, 
0 < qA2 < 1, respectively. 
PROOF. Introducing the cylindrical coordinates and taking into account he boundary conditions 
on F0, F1, the two-dimensional problem can be written in the one-dimensional form 
L~u=ep -I p = f(p,u), p e (,Oo, ,Ol), p2 : X2 -{- y2, 
u(p0) = u0, U(pl)  = u~ 
Now, the proofs of the convergence r sults for algorithms A1 and A2 are analogous to Theo- 
rems 1, 2. 
COROLLARY 3. Ire iS su~ciently small, then the following bounds on q hold 
qA' < ,A', ~A' = [~( ' )12 
- t~(pt) J ' 
qA2 < ~A2, 4 "2  = max [ A (? t )  ' ~---(-(-(-(-(-(-(-(R~t)J ' 
)~(p) = p-1/2 exp (--fl°--p---PP ) . 
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4. NUMERICAL  RESULTS 
4.1. One-Dimensional Problems 
For problems (1) and (2), we introduce the "natural" decomposition of the original domain f~0 
in which the boundary layer is localized in subdomain f~l and the region, where the solution 
is smooth, is included in ~2, that is, we require xt > he. The effective numerical methods for 
singular perturbation problems are based on the special nonuniform grids, see [2,3]. We note here 
that the main property of these methods is a uniform in a small parameter convergence. The 
special grids are constructed in such a way that the number of grid points inside the boundary 
layers is approximately equal to the number of grid points outside the layers. Thus, if xt > he 
holds, and on subdomains f~x, f22 special nonuniform grids are used, the cost of the numerical 
method for problem (3a) on f~x is approximately equal to the cost of the numerical method 
for (3b) on f~.  This property is very important for implementation of algorithm A2 on parallel 
computers since it permits effective synchronization of the computational times for problems (3a) 
and (3b) during an A2-iteration, thus avoiding loss of efficiency due to one processor being idle. 
It is also worthy to mention that the condition xt > he decreases the number of grid points for 
the interfacial problem (5). 
Now we present results of some numerical experiments using iterative algorithms A1 and A2. 
EXAMPLE 1. We consider problem (1), where f(x, u) = exp( -x )  - exp( -u) ,  u0 = 1, ux = 1. It 
is easy to see that this test problem has the boundary layer only at x = 0. 
Introduce a non-equidistant mesh {xi, i = 0, 1 , . . . ,  N}. In the boundary layer [0, he], the mesh 
generating function is the logarithmic type function from [2]: 
xi e [0, he] : xi=-pln [1-(1-#)i/ne] i = 0 ,1 , . . . ,he ;  
x i• (h , , l ] :  z i=x i -x+- - , (1 -he)  i=ne+l, . . . ,N=2ne. 
ne 
If he > 0.5, then we choose the following mesh: 
X0--~0, x i=Xi_ l -} -ho" [  i-1 , i= l ,2 , . . . ,ne ,  
ho=min~O'5;_pln[l-(17oP)/ne]}, 
I nE 
where 7 satisfies the condition 
i.e., xn, = 0.5, and 
rl~--I 
h0 Z 7i = 0.5, 
i=0 
0.5 
xi = zi-x + - - ,  i = n~ + 1 , . . . ,N  = 2n,. 
n~ 
The differential equation from (1) is approximated by a simple variable-mesh formula. The 
nonlinear algebraic systems (after discretizations of (3), (5)) are solved by the Newton iterative 
method up to an accuracy of 10 -5. Iterative algorithms A1 and A2 are finished to achieve an 
accuracy of 10 -5 . 
Let our domain decomposition satisfy the following conditions: xz - XI = Xr - xr = hout, 
xr - zt --- h. We choose xt = 0.5 - (h/2). We suppose that the set {xt, x,, Xt, X,} belongs to our 
mesh. 
In Table 1, we give the numerical results of algorithms A1 and A2 for various values of p and h 
(the number of mesh points ne = 51). KAx, KA2 denote a number of iterations for A1 and A2, 
respectively, to achieve an accuracy of 10 -5 (in the tables * denotes numbers KA1, KA2 > 300). 
Table 1 contains the values of KA1,KA2 for the two cases: hout = h/lO (K1A/1°) and hout -- 
h (K1A2). One can see that in the first case the inequality KA1 >_ KA2 is fulfilled if h/p < 1. In 
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Table 1. Number of iterations for problem (1). 
KAI ; K12; ?C 1110 °*A2 
0.1 0.05 0.01 0.005 0.001 
8; 7; 14 16; 14; 26 72; 70; 128 140; 138; 254 *" *" * 
2; 2; 3 3; 3; 4 9; 7; 14 15; 13; 25 66; 64; 123 
2; 2; 2 2; 2 ;2  3; 2 ;3  3; 3 ;4  7; 6 ;9  
2; 2;2 2; 2; 2 2; 2; 2 2; 2;2 3; 2 ;3  
~,\h 
10-1 
10-2 
10--3 
10 -4 
the case hour -- h we have KA1 ~-- KA2 for all values of p and h. If h/p >> 1, then in both cases 
KAt, KA2 ~-- O(p). This fact is in agreement with Corollaries 1, 2. 
It is worthy to note here that when algorithm A2 is carried out on two parallel processors and 
the relationship KA2 ~-- KA1 holds, then tA2 < tAl, where tAX,tA2 are execution times for A1 
and A2, respectively, (see [5] for details). 
EXAMPLE 2. We consider problem (2), where a = 1 + x, f(x,  u) = 1 - exp(-u),  u0 = 1, ul = 1. 
We approximate problem (2) by the difference scheme on the special nonuniform grid from [3]. 
The subdomains ~t,  ~2 and w are chosen in the same forms as in Example 1. The numerical 
results are presented in Table 2. For this we can conclude that the numerical results are in 
agreement with Corollaries 1, 2. 
Table 2. Number of iterations for problem (2). 
KA1; K12; ..~'I/10A2 
0.1 0.05 0.01 0.005 0.001 
7; 7; 13 13; 12; 23 63; 61; 113 119; 117; 215 *; *; = 
2; 3; 3 3; 3; 5 8; 7; 13 14; 13; 25 67; 65; 122 
2; 3; 3 2; 3; 3 2; 3; 3 3; 3; 5 8; 7; 13 
2; 3; 3 2; 3; 3 2; 3; 3 2; 3; 3 2; 3; 3 
~\h  
10-a 
10-2 
10-3 
10-4 
4.2. Two-Dimensional Problem 
A1 and A2 algorithms can be used for solving singularly perturbed problems, where boundary 
and interior layers have a complex geometry. 
EXAMPLE 3. We consider the following ease of problem (16): 
\ Oz2 + Oy2 j -u  = 1 -exp(u) ,  
(x,y) e f~- -{P :  (0,1) x(0,1) \ (x  2+y2_<ru)},  r=0.25 ,  
u(x,y)= I, x2+y2_r2, xE[0, r], yE[0, r] 
u(x, 1)= O, x E [0, 1], 
Ou =0,  xE[0.25,1], 
~YY y----O 
I ou =0, ue[ ,ll, y E [0, 1]. 
Since the reduced solution does not satisfy only the boundary condition on the curve z2+y 2 = r 2, 
then the solution exhibits a boundary layer near this curve. In Figure 2, we present he numerical 
solution (for p = 10-2). 
We use decomposition of f~0 into the two subdomains G1, f~2, where the boundary layer is 
included into the subdomain f~l (see Figure 3). The subdomain G2 is covered by the rectangular 
Solution of singularly perturbed problems 
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grid, and on f~l, we choose the curvilinear orthogonal grid (in the cylindrical coordinates, the 
mesh generating function is the logarithmic type function like in Example 1). The interracial 
problem is solved on ~0 D f~l N [22, where, as for [21, we use the curvilinear orthogonal grid. 
The nonlinear algebraic systems are solved by the Newton iterative method up to an accuracy 
of 10 -5, and algorithms A1 and A2 are finished to achieve an accuracy of 10 -5. 
In Table 3 we present he numerical results of algorithms A1 and A2 for various values of 
#. Here, the number of mesh points is 15 × 21 in [~t, and in [22 we use the uniform grid with 
the stepsize H = 0.05 in z- and y-directions. The interfacial domain 0~ and the overlap domain 
Wover = f~l N [22 are chosen in the following forms: 
H < min 
-- PtESw,P~ESwover 
H < dim~over < 2H, 
d(P1, P2) < 2H, d(P1,/>2) - [(z~ - z~) + (y~ - y~)]1/2. 
Table 3. Number of iterations for problem (16). 
p. 10 -1 10-2 10-3 10-4 
KAI  6 2 2 2 
KA2 6 2 2 2 
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The numerical results presented in Table 3 show that all conclusions established in Exam- 
ples 1, 2 for the one-dimensional problems are true in the case of the two-dimensional prob- 
lem (16). 
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