The Great Recession offers a unique opportunity to analyze the performance of credit risk models under conditions of economic stress. We focus on the performance of models of credit risk applied to risk-segmented credit card portfolios. Specifically, we focus on models of default and loss and analyze three important sources of model risk: model selection, model specification, and sample selection. Forecast errors can be significant along any of these three model-risk dimensions. Simple linear regression models are not generally outperformed by more complex or stylized models. The impact of macroeconomic variables is heterogeneous across risk segments. Model specifications that do not consider this heterogeneity display large projection errors across risk segments. Prime segments are proportionally more severely impacted by a downturn in economic conditions relative to the subprime or near-prime segments. The sensitivity of modeled losses to macroeconomic factors is conditional on the model development sample. Models estimated over a period that does not incorporate a significant period of the Great Recession may fail to project default rates, or loss rates, consistent with those experienced during the Great Recession.
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INTRODUCTION
In this paper, we analyze the relative loss-forecasting performance of credit risk models applied at an aggregated risk-segment level to a representative credit card portfolio. Our main emphasis is on the analysis of model development elements that may impact default/loss forecasting under stressed economic conditions, while the lessons learned may also apply more broadly to the modeling of credit risk in segmented portfolios. Although the use of loan level models is widespread, risk segmentation continues to be widely used across banks and other financial companies with different levels of complexity. The use of segmentation is also an important component in the analysis of credit risk within the advanced Basel III framework. The reasons for using data at an aggregate segment level vary from data availability, to time constraints, to simplicity of approach, among others. In this paper, we analyze the performance of a variety of models and model specifications taking advantage of a panel data set of a representative credit card portfolio aggregated at a risk-segment level.
Specifically, our primary focus is on the analysis of a one-year default rate and loss rate at the segment level. We focus our attention on three dimensions of model risk: model selection, model specification assumptions, and sample selection.
Our analysis employs a panel data set of credit card accounts from the Equifax credit bureau over the period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] . The data cover the Great Recession and afford us the opportunity to analyze the performance of credit risk models under conditions of significant economic stress.
We consider a variety of approaches for the estimation of models of default and loss rate. The linear regression represents the most simple and straightforward approach. We also consider potential improvements on the simple regression that have been suggested in the recent empirical literature, relying on transformations of the dependent variable (Ferrari and Cribari-Neto, 2004; Ospina and Ferrari 2010 , 2012a , 2012b . Finally, we consider flexible parametric and semiparametric model specifications (for a survey, see Li, Qi, Zhang, and Zhao, 2014) .
Interestingly, the linear regression projections compare favorably with other, more sophisticated models. The regression model seems to have a slight edge in the projection of the initial increase in default rates at the start of the recession. In contrast, flexible parametric models seem to have a slight edge in the projection of the decrease in default rates as the recession subsides. It is not possible to isolate what aspect of model design contributes to the better performance of a specific model in certain circumstances, but it seems that the simplicity and flexibility of the regression approach allows it to overcome some well-known limitations of the model. Our analysis also indicates that loss projections can be significantly impacted by model specification assumptions. Models that overlook potential interactions between macroeconomic conditions and segment characteristics can result in significant under projection of prime portfolio losses under stressed economic conditions. Surprisingly, relative to the subprime borrowers, near-prime and prime borrowers in the portfolio are proportionally more severely impacted by economic downturns and model specification assumptions. In addition, models estimated over a time frame that does not include a representative economic downturn period may not project levels of credit loss consistent with losses experienced during the Great Recession of [2007] [2008] [2009] . Once again, the projection error seems to be much larger for the prime segment relative to the subprime segment.
Reliance on models as tools for effective supervision and risk surveillance has increased significantly within regulatory agencies over the years, with the advent of the Internal Ratings Based (IRB) approach to regulatory capital postulated in the Basel II accord. More recently, in the Comprehensive Capital Analysis and Review (CCAR) exercise, now mandated by the DoddFrank Wall Street Reform and Consumer Protection Act, the Federal Reserve conducts its own independent assessment of capital adequacy through periodic stress testing across participant banks as a benchmark to the banks' own stress-test analyses. As complex credit risk models are the foundation for these exercises, it becomes paramount to evaluate and mitigate risks associated with the development and implementation of these models. The recent regulatory guidance on model risk (OCC Bulletin 2011-12 and SR letter 11-7, "Guidance on Model Risk Management"), along with its antecedents (primarily OCC Bulletin 2000-16), stresses as much and highlights the important aspects of model risk management, including model development, implementation, use, validation, governance, policies, and controls structure.
Credit card portfolios constitute the largest unsecured loan portfolios at most large banks. The net charge-off rate for credit card portfolios increased more than twofold for a number of large banks during the peak of the financial crisis, and it is estimated that more than $160 billion in In the next section, we present the data and provide descriptive statistics for some of the key variables in our sample. Section 3 contains the empirical methodology. Section 4 presents the empirical results and analysis, while Section 5 concludes the paper. Tables and figures are presented in Section 7.
II. DATA AND DESCRIPTIVE ANALYSIS
We have access to a panel data set containing historical tradeline credit card information from a 5 percent random sample of individuals with a credit file in the consumer database from Equifax, one of the major credit bureaus in the United States. The data are updated biannually and include information on credit card account characteristics, such as account age, line, and utilization; account balances; current and past delinquencies; as well as an individual's Equifax credit score.
Given the enormous size of the original data set, in our analysis, we employ a 1 percent random subsample from the sample described previously.
For simplicity of exposition, we focus our analysis on the one-year default experience of accounts current at the time of observation, and we also expand our research to the analysis of losses. The one-year default experience of accounts delinquent at the time of observation can also be modeled using the framework developed in this paper, but it is recommended to model delinquent accounts separately from current accounts due to their significantly higher default rate. Delinquent accounts represent a small percentage of accounts in a representative cards portfolio due to a low incidence of delinquency and a high rate of transition to default. Thus, delinquent accounts are likely to contribute significantly to portfolio losses in the short run, while current accounts are likely to contribute to portfolio losses over a longer time horizon. Table 1 lists the primary risk drivers employed in our statistical analysis of credit risk. Relevant variables include a proprietary account-specific Equifax risk score, account balance, account line, and account utilization (defined as the percentage of the credit line that is being utilized).
We consider the level and change in unemployment as the primary measures of economic activity driving credit card default. We also include a second quarter dummy in our models to account for potential patterns of seasonality in credit card defaults.
In our investigation, we employed segmented data; the unit of analysis is a segment of accounts where, at each observation point, segments are defined according to score, line, and utilization ranges described in Table 1 , as well as regional variation in macroeconomic risk drivers. We Tables 2a and 2b present historical average performance across risk segments for the outcome variables analyzed. Outcome variables of interest considered are a measure of default and a measure of loss, both represented in the form of ratios. The default rate considered is defined as the ratio of accounts that became 120 days past due within a one-year period for each segment of accounts considered. The loss rate considered is defined as the ratio of account balances that become at least 60 days past due within a one-year period for each segment of accounts. We chose to compute the loss rate for accounts that become 60 days past due to avoid potential measurement error problems associated with banks' reporting of account information for more severe delinquencies. While our analysis was conducted at the segment level, any reported statistical results are weighted by the number of accounts per segment.
As expected, default and loss rates are higher for low score segments and low line segments and lower for low utilization segments. Default and loss rates are significantly higher during the most 
III. EMPIRICAL METHODOLOGY
The use of loan-level statistical methods for the analysis of credit risk in retail portfolios is commonly used in the finance literature. However, the use of portfolio segmentation in the analysis of credit risk in retail portfolios continues to be employed regularly across financial companies, particularly among less sophisticated institutions. Furthermore, risk segmentation represents the basis for the analysis of regulatory capital for credit risk in the Basel II and III framework.
In this section, we describe the empirical framework for the analysis of default rate and loss rate defined at the segment level. We highlight technical difficulties associated with the analysis of this type of data and review alternative approaches that can be employed to deal with these problems. In the empirical section of the paper, we compare results from different methods.
As a first step, we begin with the analysis of the standard linear regression framework.
Specifically, consider the following linear specification for the relationship between the loss rate, or the rate of default, and a vector of risk drivers including macroeconomic variables,
One problem with this specification is that the regression framework implicitly assumes that the dependent variable is defined in the real line, while in our case, takes values in the unit interval. Specifically, the natural restriction of a ratio taking values in the unit interval is not embedded in the simple linear regression model. As a result, predictions using this specification may fall outside of the unit interval in certain cases. There is a growing econometric literature that proposes applying different types of transformations of the dependent variable as a first step toward resolving this problem. These transformations can be broadly described as nonlinear A review of the relevant literature and a discussion of potential pitfalls can be found in Li, Qi, Zhang, and Zhao (2014) . Their paper describes an approach for correcting the bias associated with the transformation estimator by means of Monte Carlo integration techniques. The nonparametric version of this approach will be generally robust to the potential non-normality of residuals. However, this approach will not generally be robust to potential heteroscedasticity, or measurement error of the dependent variable. In contrast, the simple regression estimator without transformation is by construction robust to these potential data problems.
In the extensive empirical analysis we have conducted, we observe that naive predictions using transformations of the dependent variable result in substantial forecasting bias, even for insample forecasts. Also, after controlling for the bias using a Monte Carlo methodology, we still observe that the results generally underperform these from the simple linear regression model without transformation. Because of these findings, results from the standard linear regression equation are reported in this paper rather than transformations of linear models. Li, Qi, Zhang, and Zhao (2014) also report empirical results broadly supportive of the simple linear regression.
An alternative estimation approach uses parametric or semiparametric specifications to describe the associated underlying distribution of default or loss rate conditional on a finite vector of parameters that can be estimated using maximum likelihood, or related estimation techniques.
This approach is broadly consistent with the simple linear regression framework, as the OLS regression can be represented easily in the form of a maximum likelihood estimator. In this framework, one can consider statistical models specifically designed to accommodate the natural restrictions of a default or loss ratio.
Some of the most flexible statistical models proposed in the recent literature for the analysis of ratios have yet to be incorporated into standard statistical packages. However, there is a welldeveloped and closely related literature in the area of count models that tackles the same problems that we encounter in our data. Specifically, our data suffer from an excess-zero problem, which is also a typical problem in count data. In simple terms, this problem is identified when the proportion of occurrence concentrated at zero in the data is more than what would be expected in a standard parametric model. In count data, the dependent variable takes on nonnegative integer values only. Thus, to take advantage of the extensive suite of statistical models available for the analysis of count data, we transform our continuous default and loss rate data into count data. We accomplish this easily by dividing the unit interval into N separate segments of equal length and assigning an integer value n it when the associated r it takes a value in the range of (n it -1)/N to n it /N. beyond the realm of this paper. A good source of information about these types of models is Cameron and Trivedi (2013) , and earlier survey reviews of the literature (e.g., Gurmu and Trivedi, 1994) . In our empirical analysis, we present estimation results from linear regression, negative binomial, and zero-inflated Poisson regression models. Using the impact of this recent economic downturn on credit card default and loss rates, we analyze the modeling framework described in the previous section under a variety of model assumptions, model specification assumptions, and sample estimation periods.
IV. EMPIRICAL RESULTS AND ANALYSIS
With the exception of two measures of unemployment that are treated as continuous variables, other variables included in our model specifications are represented as dummy variables reflecting specific segment characteristics. For example, credit score is divided into subprime, near-prime, prime, and super-prime, and the segmentation scheme for other relevant variables is described in Table 1 . This approach allows us to estimate the potential nonlinear impact of particular segment characteristics without relying on specific functional form assumptions. We focus our attention on segments of accounts current at the time of observation and measure the default and loss rate at the segment level over a one-year time interval.
A. MODEL SELECTION
In the empirical methodology section, we discussed a variety of approaches for the estimation of models of default and loss rate. We introduced the linear regression as the most simple and straightforward approach and discussed potential weaknesses of this approach. We also discussed possible improvements on the simple linear regression by means of transformations of the dependent variable and discussed naive applications of this concept as well as more sophisticated applications using Monte Carlo techniques. Finally, we discussed the use of flexible parametric and semiparametric specifications along with maximum likelihood estimation.
In this subsection, we analyze how these techniques perform in our particular application. To achieve this objective, we estimate each of the alternative models described previously. In all cases, we employ the same risk drivers and basic model specification structure over the full sample period observed in our data. After that, we compare the model fit performance of different approaches across time, with a special focus on the recent period of economic downturn. All the approaches are able to accurately project the increase in default rates during the last recession, with a small lag. But the regression model seems to have a slight edge in the projection of the initial increase in default rates. In contrast, both the negative binomial regression model and a zero-inflated Poisson regression model seem to have a slight edge in the projection of the decrease in default rates as the recession subsides. Models using transformations of the dependent variable, even those that explicitly control for potential forecasting bias, generally underperform these from the simple linear regression framework without transformation. Therefore, transformation models are not reported.
From the practitioner's perspective, our investigation suggests that using regression analysis as a benchmark to more complex models is a reasonable and fruitful strategy. Furthermore, a simple regression analysis seems to be able to compete in projection accuracy with more sophisticated methods. These results are also consistent with further analysis of out-of-sample projections not reported in this paper. Comparable findings reported in recent research by Li, Qi, Zhang, and Zhao (2014) in a different context add validity to our analysis.
B. MODEL SPECIFICATION
In this subsection, we analyze the impact of different model specification assumptions on credit card default rates and loss rates. Recent studies have shown that both the level and change in the unemployment rate have a significant impact on credit card default rates. However, this impact is not uniform across the portfolio. The impact of a rising unemployment rate environment on prime borrowers is different from its impact on subprime borrowers. Our analysis indicates that models that do not account for this heterogeneous impact are likely to exhibit large forecast errors, especially for subsegments of the portfolio. Further, these errors can become larger due to portfolio migration during the course of a business cycle.
We analyze model specifications in which the impact of macroeconomic factors is homogeneous across the entire credit card portfolio and compare these with model specifications that allow the model parameters to vary across risk-score segments, thus allowing for a heterogeneous impact of the macroeconomic factors. Risk-score segments are based on the Equifax credit score and are defined in Table 1 . The lowest segment, referred to as subprime, consists of accounts with scores below 650. The highest segment, referred to as super-prime, consists of accounts with scores above 770. Other intermediate risk-score segments represent the near-prime and prime borrowers, respectively, as identified in Table 1 . Table 3 reports estimation results for the negative binomial regression models that allow for the heterogeneous impact of macroeconomic variables and other risk drivers. The table presents results for both loss rate and default rate models. We report large differences in the impact of utilization and macroeconomic factors across risk-score groups. Low utilized accounts among subprime borrowers are 46 percent less likely to default (odds ratio of 0.54) relative to high utilized accounts among the same group of borrowers, but this effect is even stronger among the near-prime and prime borrowers, in which the likelihood of default for low utilized accounts is 67 percent and 73 percent lower, respectively. The heterogeneous impact of utilization is also seen in the loss rate model, where low utilized accounts among subprime borrowers show a mere 1 percent decline in the likelihood of loss, but it has a much stronger effect among prime and super-prime borrowers. For credit limit, there is a greater default probability associated with higher lines, after controlling for score, but this effect is not consistent across risk-score segments. However, the most interesting results are related to the level and change in the unemployment rate. We find that the unemployment rate has almost no impact on default and loss rates in the subprime segment of the portfolio. Looking at the combined impact, both level and change, of an increase in unemployment on default rates, we find that a one-unit increase in the unemployment rate has a relatively small positive impact on the likelihood of default in the subprime segment when compared with its impact on the near-prime segment. In contrast, the same increase in the level of unemployment rate results in a much larger increase in the likelihood of default in the high score segments. These results show that the prime segments of the portfolio are more severely impacted by a downturn in economic conditions and model specification assumptions relative to the subprime or near-prime segments.
In Figure 4 , we present the results of the relative projection accuracy of both model Thus, our analysis indicates that the impact of macroeconomic factors is heterogeneous across portfolio risk segments. These results follow naturally from the regression results where we show that the subprime segment is proportionally less sensitive to changes in macroeconomic conditions than higher risk-score segments. This finding has important implications for portfolio risk management as it indicates that banks that do not consider the heterogeneous response to macro factors in their models may encounter large loss projection errors, especially during recessions when the portfolio composition changes because of account migration or changes in credit policy.
C. SAMPLE SELECTION
Even a well-specified model that accounts for the heterogeneous impact of the macroeconomic variables on portfolio default rates may have large forecast errors if the development sample period is constrained by the lack of a complete business cycle with a significant downturn. This source of model risk can affect the identification and estimation of model parameters and compromise a model's ability to forecast accurately when the postulated stress environment falls outside the stress levels experienced in the data.
To illustrate this, in Figure 5 , we compare the results from our most general model specification an estimation period that does not capture the complete effect of the downturn as the unemployment rate was still rising during that period. The magnitude of overprediction falls from 16 percent to 9 percent as we expand the estimation sample to include data up to 2010, and to 4 percent when we include data up to 2011 that includes a more complete business cycle in which unemployment has come down to 6.5 percent. This analysis illustrates that even the most general model specification can have significant forecast errors when it is estimated over a period that does not include a significant downturn or, conversely, a large enough recovery period. Additional analysis, not reported here, shows that the primary impact of our model specification and sample selection on portfolio loss is channeled through the process of transition to default rather than the drawdown behavior of the borrowers that affects the exposure at default.
D. LOSS RATES
For most of the paper, we have focused on the impact of model specification and sample selection on forecasting default rates for the portfolio. However, our discussion of default rate models is generalizable to loss rates as well. In Figure 6 , we recreate for loss rates the same analysis displayed in Figure 5 for default rates. The most general model specification considered in Figure 6 
V. CONCLUSIONS
This paper focuses on the impact of model selection, model specification, and sample selection on the relative loss-forecasting performance of credit risk models applied at an aggregated risk-segment level to a representative credit card portfolio. The lessons learned may be applicable more broadly to the modeling of credit risk.
Our loss-projection framework fits the loss experienced in our representative portfolio well when models are estimated over the full sample. The results indicate that macroeconomic conditions have a significant and sizable impact on the default and loss ratios. We observe that the impact of macroeconomic factors is heterogeneous across portfolio risk segments, in particular along the credit score dimension. Segments of accounts classified as subprime according to their low credit score have the highest loss rate in all economic environments considered but are proportionally less impacted by changes in macroeconomic conditions than the near-prime and prime segments.
The econometric literature offers a variety of alternatives for modeling default and loss rates.
Simple regression analysis can be challenging because ratios are naturally defined in the unit interval and because of the prevalence of segments with zero loss, or near zero loss. Several alternatives to the simple linear regression have been proposed in the literature; we evaluate the performance of dependent variable transformations and parametric models specifically designed for ratios and the excess-zero problem observed in the data. Interestingly, the linear regression projections compare favorably with these more sophisticated models. The naive application of nonlinear transformations generates significant bias; attempts to correct bias using a Monte Carlo approach do not eliminate the problem in our particular application. Of our preferred models, linear regression seems to have a slight edge in the projection of the initial increase in default rates at the beginning of the economic downturn. In contrast, parametric, more refined models seem to have a slight edge in the projection of the decrease in default rates as the recession subsides. From the perspective of a practitioner, this analysis suggests that using regression analysis as a benchmark to more complex models is a reasonable and fruitful strategy. Findings are broadly consistent whether the models considered refer to default ratio or loss ratio.
Our analysis indicates that loss projections are significantly impacted by model specification assumptions. Models with controls for macroeconomic variables that do not consider interactions between these variables and measures of creditworthiness can significantly underpredict or overpredict loss under stress for segments of the portfolio. The effect of macroeconomic variables and model specification assumptions is heterogeneous across portfolio segments. In particular, the impact of the significant and rapid increase in unemployment experienced during the Great Recession was proportionally much larger for the near-prime and prime segments in contrast with the subprime segment. The lack of a sufficiently severe stress period in the estimation sample represents another potential source of model risk and results in a significant under-prediction of portfolio losses under stressed economic conditions in our application.
Model performance improves significantly once a sufficiently large downturn period is included in the data, particularly in the most flexible model specification considered. Note: "sp" refers to subprime, "np" refers to near-prime, "p" refers to prime, and "spp" refers to super-prime. Models are estimated using weights for the number of accounts at the segment level. All values reported are statistically significant at the 99% level. Data source: Equifax 
