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Abstract. In this paper it is shown that modulo operations can be applied in Number Theoretic 
Transforms, instead of the usual shifts and additions. Fast Fourier ‘lkansform and Discrete 
Fourier ‘Ikansform algorithms can be implemented on congruences modulo some choeeu Pseudo 
Fermat and Pseudo Mersenne numbers with only permutations of bytee and modulo operationa. 
The convolution theorem is shown to be valid even in certain non-commutative rings, i.e., tensor 
ringe. Arbitrarily increasing the number of bloclce in block recursive techniques yiel& algorithms 
of time O(n I+*) for an arbitrarily amall positive E. 
1. INTRODUCTION 
Number Theoretic Transforms with Pseudo Fermat and Pseudo Mersenne numbers as bases 
are easy to implement and have no round off error. The disadvantage that the length of 
the sequences to be convolved must be proportional to the word length can be overcome by 
multidimensional techniques or the equivalent block recursive techniques [1,2]. 
The usual implementations of Number Theoretic Transforms involve operations of shifts 
and additions. Many such applications have the limitations that it is necessary either to 
apply extra modulo operations or to leave extra zero memory storage. In this paper we 
present algorithms which are not affected by the above limitations. 
Our algorithms are specially appropriate for use in Digital Signal Processing, where de- 
mands on the algorithms’ simplicity are derived from the condition that these algorithms 
must be built-in in the hardware of digital filters [3]. They can be also useful in the multi- 
plication of large integer numbers, where we can usually choose how these integer numbers 
are stored in the machine memory. 
2. DEFINITIONS AND THEOREMS 
Given an algebraic ring with unity R, and an element w, with the properties: 
a) WN = 1, b) w # 1 and 
N-l 
c) c wkp = 0 for p E ZN, 
k=O 
called an Nth root of the unity in this ring, we can define Discrete Fourier Transforms for 
sequences in this ring. We consider only algebraic rings with N different roots of the unity. 
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We obtain: 
2.1 Definition. 
DEFINITION 2.1. Convolution of two sequences 2, and h, of length N is a sequence g,, 
given by the formula: 
Yn = c xqhn-qr for n E A 
q@ 
The convolution is cyclic if the indices of x and h are evaluated module N and A = Q = 
ZN. It is linear (polynomial multiplication) if the values of x and h are defined to be zero 
for indices outside the closed interval ZN and A = ZZN_~. 
2.2 Definition. 
DEFINITION 2.2. Discrete Fourier Transform of a sequence x of length N is the sequence 
X of length N given by the formula: 
X1:= c xqwPk for k E ZN 
PEZN 
This formula is equivalent to multiplying the vector by a matrix 
A = (aij) = wij, where i, j E ZN 
We give the obvious generalizations of the definitions of byte and word. 
2.3 Definition. 
DEFINITION 2.3. A byte is a machine memory unit consisting of b bits. 
2.4 Definition. 
DEFINITION 2.4. A word is a machine memory unit consisting of B bytes. 
(1) 
2.5 Operations. 
The bytes in our model have the operations of: 
(i) store in definite places of the word and 
(ii) load. 
The words in our computing model have the operation reduction modulo a Pseudo Fermat 
or a Pseudo Mersenne number of the form: 
(2W-‘10 f 1) 
2.6 Arithmetic module Pseudo Fermat and Pseudo Mersenne numbers. 
The arithmetic modulo B = (2(2k+‘nu f 1)/D is obviously more complex than the one 
modulo B’ = 2(2k-vnu f 1. 
This difficulty can be avoided by computing the convolution modulo B’ and then obtaining 
the final result performing a last operation modulo B on the convolution evaluated modulo 
B’, because 
L modB= (z mod B’) mod B. 
We assume through the whole paper that the same technique can be applied. 
Obviously, all operations modulo B’ are performed on word length longer than that of the 
final result. It is easy to see, however that the increase in word length is not significant. 
2.7 Lemma [4]. 
LEMMA 2.7. If A is a n x n matrix with elements ai,j = wij, for i, j E ZN, then the 
components of the inverse matrix A-’ are 
a<: = l/n(w-‘j) 
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2.8 The convolution theorem. 
THEOREM 2.8 THE CONVOLUTION THEOREM. The cyclic convolution of two sequences z 
and h in an algebraic ring with unity, such that the roots of the unity commute with ah the 
elements of the ring, can be obtained by the formula (2) 
conv(x, h) = F-l(F(x) @ F(h)) (3) 
where the symbol 8 represents pointwise multiplication, F denotes Fourier Transform, F-’ 
denotes its inverse, and conv denotes convolution. 
The classical hypothesis of the convolution theorem demanded that the elements of the 
convolved sequences would belong to a commutative ring with unity. As we have seen, that 
hypothesis is unnecessarily restrictive. 
2.9 Theorem [4]. 
THEOREM 2.9. The linear convolution of x and h is obtained by conv(x’, y’), where x’ and 
y’ are obtained by padding n - 1 zeros to x and h. 
3. BLOCK RECURSIVE TECHNIQUES 
It is possible to obtain an algorithm for a short sequence length k and apply a M- 
dimensional technique for sequences of the order of k”. This is equivalent to dividing 
the sequence recursively in k subsequences and performing M-level recursion. The advan- 
tage over radix k algorithms is that we do not need more than a root of the unity of the 
order k, or of the order of 2k - 1 if linear convolution is to be performed. 
3.1 Theorem. 
THEOREM 3.1. The convolution method of recursive division in k blocks has 
c,,log(Zk-l)/ log k (4 
time. 
Note that 
log(2k - l)/ log k = 1 + E implies E w l/log k 
Thus, if k increases arbitrarily, then E becomes arbitrarily small. 
Analogously to Strassen’s observation for matrix multiplication [5], we obtain: 
3.2 Theorem. 
THEOREM 3.2. The time complexity of the method of block recursive division does not 
depend on the number of additions. 
Table 1 shows that the method of block recursive division in 4 blocks, eventually followed 
by a division in 2 blocks is more efficient than the methods by Singleton [SJ, Split-Radix 
by DuhammeJ[7] and the proposed by Agarwal and Burrus [l], for sequences up to at least 
1024 elements. The following notation is used in the table: 
Singleton 
Sph t-Radix 
Agarwal and Burrus 
Block Recursive 42 radix 
S 
S-R 
A&B 
BR 
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3.3 Table 1. 
1 NS S S-R A&B BR 
8 66 36 27 21 
16 162 100 81 49 
32 386 260 243 147 
64 1037 644 729 343 
128 2304 1540 2187 1372 
256 5120 3588 6561 2401 
512 12288 8196 19683 7203 
1024 26624 18436 59049 16807 
3.4 Memory requirements. 
It is a little redundant to point out here that both the methods by Singleton and Split- 
Radix(O( n o n are asymptotically faster than the methods proposed in this paper. Never- 1 g ) 
theless, their greater sophistication involves more overhead with the consequence that these 
methods are more demanding for relatively short sequences, up to certain bounds. Table 1 
shows that these bounds for the sequence length can be up to 1024 for the simple example 
examined here. 
The space complexity of the example algorithm is about of order (3/2)6(7/4)1/21”s”, if 
we store the partial results in the memory storage of the original sequence. 
The space complexity of the algorithm given in [l] is of order (3/2)‘“a”, that is, worse than 
our example algorithm with mixed radix for all sequence lengths larger than 2. Anyway, the 
memory demands are considerably large. 
Although we present our algorithm recursively, it is better to implement it iteratively in 
order to avoid stack operations. 
3.5 Theorem. 
THEOREM 3.5. DFT can be performed using only permutations of bytes and module op- 
erations, operating over an integer ring with Pseudo Mersenne or Pseudo Fermat base of 
the form given below. The places of the bytes in the permutations are determined by the 
products (ij) in the matrix form of the Fourier Transform (l), where i, j E 2~. 
The Pseudo Mersenne and Pseudo Fermat numbers bases of the congruences are of the 
form: 
(2(2k-‘)U f 1)/D, 
where D is the product of all prime factors of the numerator which are less than or equal 
to 2k - 1, with their respective multiplicity. We operate module the numerator and at last 
we perform one operation module (2(2k-1)” f 1)/D. (2.6) 
4.1 Theorem. 
4. FFT WITH MODULO OPERATIONS 
THEOREM 4.1. FFT can be implemented on numerical congruences of the above described 
form with only permutations of bytes and modulo operations. 
4.2 Theorem. 
THEOREM 4.2. The number of modulo operations of these FFT is of the order of n logl, n, 
where k is the radix. 
4.3 Modulo operations, 
Modulo operations have obviously the same complexity than divisions. On the other side, 
it has been shown [8] that division has the same bit complexity than multiplication. The 
best algorithm for integer number multiplication is of the order of 
n log n log log n 
bit operations [9]. 
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5. MULTIPLICATION OF TWO LARGE INTEGERS 
Let us suppose that we want to multiply two large integers. We store these integers z and 
h in N bytes each, that is 
N-l 
x= 
c 
zjzbj ad h = Nx1hj2bj 
j=O j=O 
We want to perform this multiplication by means of block recursive techniques, operating 
with k blocks. 
The result consists of 2h - 1 blocks, which means that we need a base number of the form 
(2(2k-1)” - 1)/O, 
where n is an integer constant, as described above. This assures the root of the unity of the 
order 2k - 1 to be a power of 2. 
Different values of b and k give algorithms for performing DFT of large integer numbers 
with only modulo operations and permutations of bytes. Tables of appropriate bases of the 
congruences are omitted here because of lack of space. 
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