







Le calibrage d'une caméra CCD consiste à déterminer la relation mathématique
existant entre les coordonnées des points tridimensionnels (3D) de la scène et les
coordonnées 2D de leurs points images . En considérant le modèle de caméra dit de
sténopé, la relation entre les coordonnées des points 3D et leurs homologues images
est exprimée sous la forme d'une matrice 3 x 4 appelée matrice de transformation
perspective.
Plusieurs méthodes existent permettant le calcul des éléments de cette
matrice . Elles sont toutes basées sur la minimisation d'un critère linéaire (ou non)
liant les coordonnées d'un certain nombre de points 3D appartenant à un objet
étalon avec les coordonnées 2D de leurs correspondants extraits dans l'image .
Ces méthodes sont généralement supervisées, nécessitent l'utilisation de mires
spécifiques et supposent que le calibrage soit effectué au début de chaque session
de travail et que la matrice de transformation perspective calculée reste stable au
cours du temps . Leur emploi est donc mal adapté dans le cas de systèmes de vision
active où les paramètres des caméras varient continuellement .
Récemment, plusieurs méthodes ont été proposées permettant
d'autocalibrer une
caméra (ou un système stéréo) : par autocalibrage nous désignons toute méthode
permettant de calibrer automatiquement une caméra sans utiliser des objets (mires)
spécifiques de calibrage. L' objectif de cet article est alors de présenter ces nouvelles
méthodes et de décrire l'état actuel de leur avancement. Les méthodes existantes
sont classifiées en trois catégories principales : les méthodes nécessitant d'abord
le calcul de la géométrie épipolaire entre deux images successives d'une séquence,
celles qui estiment à la fois les paramètres de transformation perspective des
caméras et la structure 3D de la scène et enfin celles qui utilisent la connaissance a
priori quant au déplacement effectué par une caméra pour estimer les paramètres de
celle-ci
. Les principes mathématiques de chacune de ces catégories sont présentés
et les performances obtenues sont discutées .
Mots clés :
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1 . Introduction
Le calibrage d'une caméra CCD consiste à déterminer la rela-
tion mathématique existant entre les coordonnées des points tridi-
mensionnels (3D) de la scène et les coordonnées 2D de leurs
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Abstract
Calibrating a camera involves determining the mathematical relationship between
the 3D co-ordinates of a scene point and the corresponding 2D co-ordinates of
its image projection . By using a pinhole model of the camera, this relationship
can be expressed in terms of a 3 X 4 matrix called
the perspective transformation
matrix.
Several methods exist for the computation of this matrix . They are based on
the minimisation ofa linear (or non-linear) criterion relating the co-ordinates of
3D points belonging to a known object (a calibration set-up) with their 2D image
projections. These methods are generally supervised in that they necessitate the
use of special calibration set-ups and assume that the calibration may be carried
out at the beginning of each working session . Their use is therefore not well suited
to the case of active vision systems where camera parameters may be continually
varying.
Recently, several methods have been proposed for auto calibration of a visual
sensor or stereo system : by auto calibration we mean methods allowing one to
automatically calibrate a camera without use of special calibration set-ups . The
objective of this paper is thus to present these new methods and to describe their
current status. These methods may be classified into three categories : methods
first requiring the computation of the epipolar geometry between two consecutive
images of a sequence; methods that simultaneously estimate the parameters of
the perspective transformation matrices and the 3D structure of the scene ; and
finally methods that use the knowledge of a motion applied to the camera in order
to estimate its calibration parameters
. The mathematical principles behind each
category of method are presented and the results obtained discussed .
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points images. La détermination de cette relation est une étape
nécessaire pour la vision tridimensionnelle, puisque sa connais-
sance permet d'inférer des informations 3D à partir des données
2D [Faugeras88] . Elle constitue en réalité le point initial pour
plusieurs applications de la Vision par Ordinateur où l'on a besoin
de la relation entre les images et le monde 3D, comme par exemple
la reconnaissance et la localisation d'objets, le contrôle dimen-
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sionnel de pièces, la reconstruction de l'environnement pour la
navigation d'un robot mobile, etc .
Le modèle mathématique de caméra le plus souvent utilisé en
Vision par Ordinateur est le modèle sténopé (« pinhole camera
model ») : la caméra est supposée effectuer une transformation
perspective parfaite . Selon ce modèle, la relation entre les coor-
données 3D de la scène et leurs homologues images est exprimée
sous la forme d'une matrice 3 x 4 appelée matrice de transforma-
tion perspective. Cette matrice est composée d'un certain nom-
bre de paramètres optiques internes de la caméra (d'habitude 5
paramètres sont utilisés, communément appelés paramètres in-
trinsèques), de la matrice rotation et du vecteur translation liant
le repère associé à la caméra à un repère associé à la scène
(communément appelés paramètres extrinsèques) . En général,
un système permettant de calibrer une caméra CCD comprend
les éléments suivants
• Une mire de calibrage (grille ou objet étalon) composée de
points dont on connaît précisément les coordonnées 3D dans
un repère lié à la mire ;
•
	
Un système d'acquisition d'images pour la numérisation et la
mémorisation des images de la mire ;
• Un algorithme d'extraction des points 2D correspondant aux
points 3D de la mire.
• Un algorithme de mise en correspondance des points 2D détectés
dans les images avec leurs homologues de la mire .
• Un algorithme de calcul de la matrice de transformation per-
spective de la caméra liant le repère associé au plan image au
repère de coordonnées associé à la mire de calibrage .
Ce processus classique de calibrage est un processus supervisé
nécessitant souvent l'intervention de l'opérateur . C'est un pro-
cessus statique qui s'effectue hors-ligne, avant l'utilisation de la
caméra pour une tâche visuelle précise. Une fois la caméra cali-
brée, ses paramètres ne doivent plus être modifiés en cours d'uti-
lisation . Chaque fois que l'on désire modifier sa mise au point,
sa distance focale ou son ouverture du diaphragme, il faudra re-
calibrer la caméra. Plusieurs travaux de la dernière décennie ont
permis d'obtenir des méthodes de calibrage fournissant une très
bonne précision et ont démontré que ce processus est bien adapté
lorsqu'il s'agit de faire de la métrologie précise dans des con-
ditions bien contrôlées (voir par exemple [ToscaniFaugeras86],
[Tsai87], [Tsai89], [Beyer92], mais aussi [MongaHoraud93]) .
Ce processus par contre est mal adapté pour être utilisé dans le
cas d'un système de vision active (monoculaire ou binoculaire)
un tel système, équipé d'un support robotisé, est sensé être
capable d'effectuer un certain nombre de tâches visuelles sans
interférence fréquente avec un opérateur humain. Le système doit
être capable de se recalibrer rapidement lorsqu'il modifie ses
paramètres optiques (zoom, mise au point, ouverture, etc.) pour
s'adapter aux changements rapides de l'environnement (dus à la
fois aux besoins de la tâche visuelle en cours d'exécution ou aux
changements des conditions climatiques ou de température, à la
baisse de luminosité, etc .) .
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Le développement récent de systèmes de vision active d'une part,
le fait que la méthode classique de calibrage est assez fastidieuse
à mettre en oeuvre et demande des dispositifs de laboratoire assez
perfectionnés d'autre part, ont motivé le développement de nou-
velles méthodes de calibrage nécessitant une intervention mini-
male de l'opérateur et où le calibrage s'effectue en-ligne . D'où
la naissance d'un certain nombre de travaux autour du thème
de l'autocalibrage des caméras : par autocalibrage nous dési-
gnons toute méthode permettant de calibrer automatiquement
une caméra (sans aucune intervention manuelle) et sans utiliser
des objets spécifiques de calibrage (en particulier sans utilisa-
tion de mires). Comme nous allons le voir, afin d'effectuer l'au-
tocalibrage, certaines méthodes s'appuient sur des informations
disponibles uniquement dans les images (points de correspon-
dance). D'autres méthodes exploitent une connaissance a priori
sur la scène observée : par exemple, la connaissance d'un certain
nombre de points scènes coplanaires, ou des points scènes étant
très éloignés par rapport au capteur . Enfin, d'autres méthodes ex-
ploitent la connaissance (partielle) du mouvement appliqué au
capteur.
A l'heure actuelle, trois approches d'autocalibrage se distinguent
clairement : elles font toutes l'hypothèse que le problème de
correspondance entre des images prises par une caméra en mou-
vement par rapport à une scène statique est résolu au préala-
ble et qu'un certain nombre de correspondances est alors déjà
disponible .
A. La première catégorie de méthodes est celle conçue par
Faugeras et son équipe [FaugerasLuongMaybank92], [May-
bankFaugeras92], [Luong92], [LuongFaugeras93],
[LuongDericheFaugerasPapadopoulo93], [ZhangLuong
Faugeras93] . Le calibrage est effectué en deux étapes
d'abord, la géométrie épipolaire entre deux images succes-
sives d'une séquence acquise par une caméra en mouvement
est déterminée sur la base de correspondances disponibles
entre les deux images. Pour cela au minimum huit corre-
spondances images sont nécessaires pour obtenir une solution
unique. Utilisant ensuite des techniques de géométrie projec-
tive, chaque déplacement de caméra fournit deux équations
quadratiques par rapport à cinq coefficients indépendants ap-
pelés coefficients de Kruppa qui sont directement liés avec
les cinq paramètres intrinsèques de la caméra . Trois positions
différentes de la caméra sont alors nécessaires afin de calculer
ces coefficients . Une fois les coefficients de Kruppa calculés,
les paramètres intrinsèques de la caméra peuvent être obtenus .
Hartley dans [Hartley92] reprend la même philosophie en
ce qui concerne la détermination de la géométrie épipolaire .
Compte tenu du fait qu'il est impossible de retrouver l'ensem-
ble des paramètres intrinsèques de la caméra à partir unique-
ment de la connaissance de la géométrie épipolaire, Hartley
a considéré comme connus trois parmi les cinq paramètres
intrinsèques de la caméra (fournis par le constructeur) . Il cal-
cule alors les deux autres paramètres, ainsi que les paramètres
de mouvement de la caméra .
B. Il existe deux inconvénients principaux dans la méthode
précédente. D'abord, le problème de calcul de la géométrie
épipolaire entre deux vues successives est un processus as-
sez instable numériquement . Deuxièmement, le calcul des
paramètres intrinsèques des caméras à partir de trois posi-
tions différentes de celles-ci est également difficile à réaliser .
Pour pallier ces inconvénients, la seconde catégorie de méth-
odes considère à la fois les problèmes de reconstruction de
scène, de détermination des paramètres intrinsèques d'une
caméra et de son mouvement en un seul problème global .
Sur la base des correspondances établies entre les différentes
images de la séquence, le problème est formulé comme un
problème de minimisation globale par rapport à l'ensemble
des paramètres. Un grand nombre d'images et de données
est alors nécessaire. A l'origine de ce type de méthodes
est l'équipe de R . Mohr du LIFTA [MohrVeillonQuan93],
[BoufamaMohrVeillon93], [MohrBoufamaBrandt94] . Cette
classe de méthodes dépasse largement le simple contexte
d'autocalibrage d'une caméra . Toutefois, nous la référençons
dans cet article, du fait de son intérêt pour la détermination
des paramètres de calibrage .
C. La troisième catégorie est constituée des méthodes utilisées par
les systèmes de vision active. La différence essentielle entre
un système comportant une caméra mobile et un système ac-
tif est que le système actif peut effectuer un certain nombre
de mouvements connus avec grande précision . La connais-
sance de ces mouvements est exploitée par ce troisième type
de méthodes : on fait subir à la caméra un certain nombre de
mouvements connus et on acquiert des images de points sta-
tiques de la scène . Ces points sont poursuivis dans les images
et leurs trajectoires observées sont reliées aux paramètres in-
trinsèques de la caméra . La connaissance de plusieurs points
poursuivis ainsi, permet d'obtenir un grand nombre d'équa-
tions, dont la résolution permet le calcul des paramètres de
la caméra [Basu93], [Dron93], [DuBrady93], [McLauchlan-
Murray93], [Viéville94] .
Cet article présente ces trois types de méthodes, décrit leurs
fondations mathématiques et traite de leur précision et de leur
complexité de mise en oeuvre .
2. Plan de l'article
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Le plan de l'article est le suivant
•
	
La section 3 est une introduction générale sur le problème du
calibrage de caméras .
• La section 4 s'intéresse au premier type de méthodes d'auto-
calibrage qui sont fondées sur le calcul de la géométrie épipo-
laire . Elle présente les critères utilisés pour le calcul de cette
géométrie et discute leur domaine de validité .
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• La section 5 présente le second type d'approches que nous ap-
pelons méthodes de reconstruction relative de scènes . Compte
tenu du fait que ces méthodes aboutissent à une reconstruction
de scène valable à une transformation projective près, nous
présentons également les critères utilisés afin d'aboutir à une
reconstruction euclidienne de la scène .
• La section 6 s'intéresse aux méthodes d'autocalibrage ap-
pliquées dans le cadre de systèmes de vision active . Plusieurs
méthodes sont décrites et leurs résultats sont commentés .
• Enfin, la section 7 récapitule les méthodes d'autocalibrage
présentées dans cet article et discute leurs points forts et
inconvénients principaux .
Afin de faciliter la lecture de cet article, dans l'Annexe A nous
présentons les principaux symboles et notations utilisées tout au
long de celui-ci .
3. Calibrage de caméras CCD
Quelques rappels
Dans cette section, nous présentons rapidement le problème du
calibrage classique d'une caméra CCD et nous donnons quelques
définitions d'objets mathématiques que nous utiliserons contin-
uellement dans cet article . Pour plus de détail sur ce problème, le
lecteur intéressé peut se référer à [ToscaniFaugeras86], [Faugeras-
Toscani87], [Tsai87], [Tsai89], [PugetSkordas90], [Beyer92] et
[MongaHoraud93] .
La modélisation de la caméra la plus utilisée est du type modèle
sténopé (« pinhole camera ») : tout point P de l'espace se projette
en un point p, obtenu par intersection de la droite [CP] (rayon
optique) avec le plan rétinien de la caméra. C est un point fixe
lié à la caméra, appelé centre optique de la caméra. La figure 3 .1
illustre cette modélisation
Figure 3 .1 . - Le modèle sténopé d'une caméra CCD
Soit (C,XC, YC, ZC) un repère orthonormé associé au centre
optique, appelé repère caméra . L'axe ZC est choisi de façon à
Traitement du Signal 1995 - Volume 12 - n° 1 33
être perpendiculaire au plan rétinien et définit l'axe optique de la
caméra . Les deux autres axes XC, YC se trouvent par conséquent
dans un plan parallèle au plan rétinien et constituent une base
orthonormée de ce plan . L'intersection de l'axe Zc avec le plan
rétinien est le point c appelé point principal . Le centre optique
et le point principal sont distants de la distance focale f de la
caméra . En choisissant les unités du repère caméra de sorte que
la distance focale soit égale à 1 dans ce repère, nous introduisons
un repère caméra normalisé . Au point principal on associe un
système de coordonnées (c,xc ,y c ) d'unités égales à celles du
repère caméra et d'axes parallèles aux axes Xc et Xc du repère
caméra. Ce repère est appelé repère rétinien qui est en réalité
un repère rétinien normalisé. Soit (W, Xw, Y.p, Zw) un repère
associé à la scène (appelé par la suite repère scène) et soit enfin
(1, u, v) un système de coordonnées pixel dans lequel sont mesurés
les points des images finalement obtenues . Ce repère est appelé
repère image .
Le modèle sténopé est alors défini par ses paramètres extrinsèques
(transformation géométrique entre les repères scène et caméra)
et ses paramètres intrinsèques : les coordonnées pixel du point
principal dans le repère image, les deux facteurs d'échelle selon
les axes u et v du repère image et l'angle 0 formé par ces deux
axes (voir Annexe C) .
Le calibrage d'une caméra CCD consiste à calculer l'ensemble
de ses paramètres intrinsèques et extrinsèques . Le calibrage est
effectué par le calcul de la matrice de transformation perspec-
tive M (c'est à dire une matrice 3 x 4) liant le repère scène
(W, Xw, Yyy, Zyy) au repère image (I, u, v) . Si P = (X, Y, Z, 1) 1
est un point observé de l'espace qui se projette dans l'im-
age au point p de coordonnées projectives (pa,pv,pw)t
=
(su, sv,s)t alors on a (rappelons que selon les propriétés pré-
sentées dans l'Annexe B, deux triplets de coordonnées (yi, Y2, y3)
et (ui, u2, u3) spécifient le même point image si et seulement si
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(1)
En introduisant les coordonnées projectives, nous avons implicite-
ment adopté un modèle projectif de la caméra . Nous allons utiliser
ce modèle tout au long de cet article. Comme nous le démon-
trons dans l'Annexe C, son intérêt principal réside dans le fait
qu'il rend linéaire la relation entre les coordonnées projectives
du repère scène et les coordonnées projectives images . Cette pro-
priété demeure vérifiée quels que soient les repères rétiniens et
scènes choisis. Grâce à cette propriété, nous avons ainsi la pos-
sibilité d'utiliser tous les puissants outils offerts par la géométrie
projective (dont une introduction est présentée dans l'Annexe B) .
Revenons maintenant sur la relation (1). En éliminant le facteur












où m ii sont les éléments de la matrice M.
Chaque point de la scène dont on connaît les coordonnées et
les points projetés, fournit 2 relations sur M. Il nous faut donc
au moins 6 points pour déterminer M. Ces points doivent être
correctement répartis dans la scène et ne pas être coplanaires .
Dans ce cas, il est possible de minimiser le critère linéaire suivant
([ToscaniFaugeras86] et [Tsai87])
[(m31Xi + m32Yi + m33Zi + m34)ui -
(miiXi + m12Yi + m13Zi +
m14)] 2 +
[(m31Xi + m32Y + m33Zi + m34)vi-
(m2iXi + m22Yi + m23Zi + m24)] 2
La solution M = 0 convient . Il faut donc minimiser ce critère
sous une contrainte .
La première contrainte étudiée consistait à poser m34 = 1 .
Les résultats obtenus étaient plus que médiocres, [Toscani-
Faugeras86] . Faugeras et Toscani dans [FaugerasToscani87] ont
alors proposé de prendre :
JIm3Il = 1oùm3 = (m31,m32,m33) t .
Cette méthode conduit à trouver le vecteur propre correspondant
à la plus petite valeur propre d'une matrice (3 x 3) fonction des
(ui, vi, Xi, Y,
Zi ) .
De la méthode [FaugerasToscani87], il existe un certain nom-
bre de perfectionnements : l'utilisation d'un filtre de Kalman
permet par exemple d'obtenir une mesure de l'incertitude des
paramètres obtenus [Ayache89] . Luc Robert [Robert93] a proposé
une formulation différente du critère en optimisant directement
les coefficients de la matrice de projection perspective à partir de
valeurs de gradient dans l'image et du modèle 3D de la mire .
L'expérience de l'INRIA en calibrage de caméras est résumée
dans la thèse de Luong [Luong92] : « concernant les méthodes
améliorées, les écarts obtenus sur les paramètres intrinsèques sont
à présent inférieurs à 1% sur les facteurs d'échelle et à quelques
pixels sur le point principal . Ces méthodes peuvent donc permet-
tre d'obtenir une très bonne précision dans les cas favorables où
la mire occupe la plus grande partie de l'image, et est bien posi-
tionnée » .
Les méthodes de Beyer constituent aujourd'hui pratiquement la
référence dans le domaine [Beyer92] . Beyer a obtenu récemment
en laboratoire d'excellentes performances (précision relative at-
teinte sur un objet 1 : 50000, ce qui signifie que l'on peut déter-
miner les coordonnées 3D sur un objet de taille 5 m avec une préci-
sion de 0.1 mm) . Plusieurs images des points scènes sont utilisées .
Les points images sont détectés avec une précision maximale de
0.05 pixels (en utilisant une technique de mise en correspondance
(2)
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aux moindres carrés) . L'introduction d'une modélisation des dis-
torsions optiques de la caméra et l'utilisation de techniques de
photogrammétrie lui ont permis d'obtenir la précision annoncée
précédemment.
Comme il n'est pas réaliste de déplacer le robot en conservant
la mire dans le champ visuel, l'emploi de méthodes de calibrage
classique suppose que le calibrage soit effectué au début de chaque
session de travail et que les paramètres intrinsèques de la caméra
restent stables au cours du temps, or cette hypothèse peut se révéler
fausse dans certains cas . En effet, ces paramètres peuvent changer
avec les variations de température, les conditions climatiques, les
chocs qu'une caméra embarquée subit, etc . ; par conséquent, il
convient de vérifier souvent leur validité et de les remettre à jour
le cas échéant .
De plus, l'emploi de méthodes de calibrage classique est mal
adapté au cas d'un système de vision active : un tel système
est composé de caméras (une au minimum) dont les paramètres
sont changés dynamiquement (en cours de fonctionnement) afin
de mieux s'adapter aux besoins d'une tâche visuelle en cours
(comme par exemple le changement de distance focale afin de
mieux suivre un objet s'éloignant ou se rapprochant à la caméra,
etc .) . De tels systèmes nécessitent alors une intervention minimale
de l'opérateur humain et la possibilité d'effectuer en ligne le
calibrage de leurs paramètres .
Ces deux raisons importantes ont alors motivé le développement
de travaux d'autocalibrage de caméras .
4. Méthodes d'autocalibrage fondées
sur le calcul de la géométrie épipolaire
4.1. INTRODUCTION
Les travaux de cette section sont basés sur le calcul des paramètres
intrinsèques d'une caméra en deux étapes successives
• Dans un premier temps et sur la base d'un certain nombre de
correspondances considérées connues entre les images d'une
séquence, on calcule la géométrie épipolaire entre deux im-
ages successives de la séquence : cette géométrie épipolaire est
représentée par une matrice 3 x 3 appelée matrice fondamen-
tale . Cette matrice étant de rang deux et définie à un coefficient
multiplicatif près, au minimum 8 correspondances sont néc-
essaires pour la calculer de façon unique. Le paragraphe 4 .2
est entièrement consacré aux méthodes qui ont été développées
pour le calcul de la matrice fondamentale .
• Ayant calculé la matrice fondamentale entre deux images
successives de la séquence, la relation explicite entre la matrice
fondamentale et les paramètres intrinsèques de la caméra est
ensuite utilisée pour calculer ces paramètres intrinsèques . Des
techniques de la géométrie projective sont alors utilisées pour
établir cette relation . Le paragraphe 4.3 présente ces techniques
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et discute leur stabilité selon les différents types de mouvement
de la caméra .
Connaissant la matrice fondamentale et les paramètres in-
trinsèques d'une caméra, il est possible de reconstruire la struc-
ture euclidienne de la scène . Dans le cas où on ne connaît que
la matrice fondamentale liant deux positions successives de cette
caméra, il n'est alors possible que de reconstruire la structure
projective de la scène . Le paragraphe 4 .4 présente la façon dont
on peut effectuer cette reconstruction projective et explicite aussi
la relation existant entre la matrice fondamentale et la matrice
de transformation perspective d'une caméra . Un bon exemple de
l'utilisation de l'ensemble des notions et techniques décrites dans
cette section est présenté dans le paragraphe 4.5 qui traite du
problème de l'autocalibrage d'un système stéréo non calibré en
mouvement .
Plusieurs démonstrations de cette section sont appuyées sur des
considérations provenant de la géométrie projective . Le lecteur
intéressé pourra se référer à [Mohr92], [MohrVeillon92] pour
une introduction et à [SempleKneebone52] pour une présentation
beaucoup plus détaillée de ce puissant outil . Dans l'Annexe B nous
présentons une introduction sommaire de la géométrie projective .
4.2. AUTOCALIBRAGE D'UNE CAMÉRA
CALCUL DE LA MATRICE
FONDAMENTALE
Considérons le cas d'une caméra en mouvement et deux images
prises par celle-ci dans deux positions successives au cours du
mouvement. Ces deux images peuvent être considérées comme
formant une paire stéréo. A des fins d'une démonstration plus
globale, considérons le cas d'un vrai système stéréo composé
de deux caméras différentes . Sa configuration épipolaire est
présentée Figure 4 .1 . Le point 3D P et ses deux projections images
p et p' définissent un plan qui coupe les plans images gauche et
droit respectivement en deux lignes l et l' . QuandPdécrit l'espace,
toutes ces droites passent par l'intersection de la droite CC' avec le
plan image gauche, que nous définissons comme l' épipole gauche
e. De manière similaire est défini l'épipole droite' .
Soient 4 points Pi de l'espace qui donnent 4 couples de droites
épipolaires en correspondance (li * h) . Ces droites épipolaires
sont obtenues par intersection d'un faisceau de quatre plans pas-
sant par CC' avec les plans images gauche et droit . Selon les
propriétés de la géométrie projective présentées dans l'Annexe
B, ces deux faisceaux des lignes épipolaires sont en correspon-
dance homographique, car obtenues comme intersection du même
faisceau de quatre plans (celui passant par CC') avec deux plans
différents de l'espace (les plans images gauche et droit) . En effet,
lorsqu'un faisceau de quatre plans est coupé par un plan quel-
conque de l'espace en quatre droites, par définition, le bi-rapport
associé à ce faisceau de plans est égal au bi-rapport des quatre
droites . Par ailleurs, le bi-rapport associé à un faisceau de plans
reste invariant par toute intersection de ce faisceau avec un plan
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quelconque de l'espace . Par conséquent, le bi-rapport du faisceau
des quatre plans passant par CC' est égal au bi-rapport des quatre
droites épipolaires de l'image gauche, mais aussi à celui des quatre
droites épipolaires de l'image droite . Toute application projective
laissant le bi-rapport d'un faisceau de plans invariant, les deux
faisceaux de droites épipolaires sont par définition en correspon-
dance homographique . La relation entre ces droites épipolaires
est appelée transformation épipolaire .
En conclusion, si nous connaissons 3 droites épipolaires en cor-
respondance et si nous nous donnons une autre droite épipolaire
dans l'un des deux plans images, alors nous sommes capables de
trouver la droite épipolaire qui lui est associée dans l'autre image
il suffit pour ceci de calculer le bi-rapport .
Le problème de la géométrie épipolaire est un problème à 7
degrés de liberté : 2 x 2 pour les coordonnées images des
épipoles e et e' et trois pour l'homographie entre les faisceaux
de droites épipolaires (si r et T' sont les directions des droites
épipolaires en correspondance, les paramètres (a, b, c, d) de cette
homographie relient ces directions : T' = (ar + b)/(c7- + d) .
Parmi les quatre paramètres définissant cette homographie, il n'y
a que trois qui sont indépendants, voir [MaybankFaugeras92],
[FaugerasLuongMaybank92] ) .
Figure 4.1 . - Lignes épipolaires pour un système stéréo
4.2.1. Calcul de la géométrie épipolaire en utilisant la
géométrie projective
Dans ce qui suit, nous présentons une construction de la géométrie
épipolaire en utilisant les propriétés de la géométrie projective .
Une telle construction est présentée dans [Hartley92], [Mohr92]
et [Luong92] .
Soit p = (p,,,p,,,pw)t un point de l'image gauche et
e = (e,,, e,,, ew ) tl'épipole gauche, tous deux exprimés en co-
ordonnées projectives images . Les coordonnées projectives
(1,,, lv , lw ) de la droite épipolaire 1 passant par p et e s'écrivent
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1 = e A p = (lu,l,,,l,,,)t . L'application p = (p u ,
pv,pw)t
--->
e A p = (lu,1v,1,,,)t est linéaire et peut être représentée par une
matrice Te de rang 2 (matrice antisymétrique)
lu Pw ev - pv ew
l = lv = pu eu, - pw eu
lw pv eu - Pu ev
0 -e,,, e
v pu Pu
eu , 0 -eu
Pv = Te Pv l = Te P
ev eu a Pw pw
Comme nous avons vu dans le paragraphe précédent, il existe une
application projective (homographie) qui transforme une ligne
épipolaire de l'image gauche en une ligne épipolaire de l'image




Le point p' (correspondant du point p) appartient à la ligne
épipolaire l' et doncp't l' = 0. On obtient finalement
ptQTep=O
ou
p"F p = 0
(4)
où F est la matrice F = Q Te , F étant appelée matrice fondamen-
tale . Elle est de rang 2, puisque Q est de rang 3 et Te est de rang
2. Comme l'épipole est le noyau de la matrice Te (évidemment
on a Te e = 0, e est également le noyau de F et donc Fe = 0 .
F est une matrice 3 x 3 définie à un coefficient près . Elle a 7 degrés
de liberté (2 ddl pour Te qui est la position de l'épipole gauche et
5 ddl pour Q dont 2 pour la position de l'épipole droit et 3 pour
l'homographie entre les faisceaux de droites épipolaires que nous
avons vue dans le paragraphe précédent) .
Finalement observons que si l'on considère l'équation (3), la
matrice fondamentale F est une application linéaire qui projette
le point p de l'image gauche sur la ligne épipolaire l' = Fp de
l'image droite .
4.2.2. Calcul de la géométrie épipolaire en utilisant une
méthode classique
Soit de nouveau le système stéréo de la Figure 4 .1, repris dans
la Figure 4 .2 . Soit (R, t) la transformation géométrique (rotation,
translation) liant les repères associés aux deux caméras . On a
C' =RC+t.
Soit P un point de l'espace . Soientp„ etp;, ses projections images
gauche et droite, p„ etp'„ étant respectivement exprimés dans les
repères rétiniens gauche et droit normalisés (voir Annexe C pour
plus de détail) . p„ et p'„ sont en correspondance si et seulement si
les trois vecteurs Cp,,, C'p„ et t = C'C sont coplanaires .
Figure 4.2. - La contrainte de Longuet-Higgins
z
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Exprimons vectoriellement cette remarque dans le repère de la
caméra droite : C'p'n doit appartenir au plan défini par CC' et
RCp n . La contrainte de coplanarité s'écrit donc
C'pn • (tARCpn ) =0
ou de façon équivalente
pn . (t /\ Rp n ) = 0
	
(5)
Cett, ; dernière relation est connue sous le nom de Longuet-
Higgins [Longuet-Higgins81] .
Soit Tt la matrice antisymétrique associée au vecteur translation
t, telle que Ttx = t A x :
0 -t,z ty
Tt = tz 0 -t'
-ty tx 0
En posant E = TtR l'équation (4.3) se réécrit
pnEp
n = 0 (6)
La matrice E est appelée matrice essentielle . Elle est le produit
d'une matrice antisymétrique (Tt) par une matrice de rotation (R),
donc son rang est 2 .
Soient maintenantp etp' les coordonnées projectives images des
points pn et p'n . Si A et A' sont les matrices des paramètres




L'équation de Longuet-Higgins peut alors se réécrire
ptFp = 0 (7)
où nous avons posé
F = (A'-1 ) t E A-1 (8)
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Les équations (4) et (8) sont identiques .
La matrice F est la matrice fondamentale . Cette matrice vérifie
donc l'équation p tFp = 0 pour tout couple de points (p,p')
apparié dans chaque plan image, et exprimé dans les repères
projectifs images . Son rang est celui de la matrice E, les matrices
A et A' étant inversibles, donc le rang de F est 2. Notons que F
est une matrice (3 x 3), définie à un coefficient multiplicatif près,
donc dépend de 3 x 3 - 1 = 8 paramètres . Le fait que le rang
de F soit 2 rajoute une contrainte, donc F ne dépend réellement
que de 7 paramètres. Tout appariement de points (p,p') fournit
une seule relation sur F : p'tFp = 0 donc il faut connaître au
moins 8 couples de points pour la déterminer de manière unique
[Luong92] .
Comme nous avons vu, la matrice E = TtR est appelée matrice
essentielle du système . F et E représentent donc la même chose,
mais dans des bases différentes .
F = (Ai-1) tE A-1 donc E = A'tF A . Remarquons que
EEt = TtR R tTt = TtR R-1 (-Tt) _ -T2.
Calcul des épipodes
Nous avons vu précédemment que l'épipole est le noyau de
la matrice fondamentale F. En effet, e' appartient à la droite
épipolaire l' = Fp et donc vérifie pour tout point p : e't l' = 0
suit e'tFp = 0 . Donc
Vp etFp=0
ce qui signifie que e tF = 0 et donc Fte' = 0 .
De façon similaire, on peut démontrer que l'épipole gauche vé-
rifie :Fe=O.
Du fait d'approximations numériques, il arrive souvent que le
déterminant de la matrice F calculée ne soit pas nul . Dans ce
cas, les relations précédentes n'ont plus de solution exacte, c'est
à dire qu'il n'existe pas de points e et e' vérifiant les équations
ci-dessus. Dans ce cas, les épipoles sont calculés en résolvant le







La solution e est le vecteur propre associé à la plus petite valeur
propre de FtF . De même, e' est celui associé à la plus petite valeur
propre de FFt .
4.2.3. Calcul de la matrice fondamentale
Ce paragraphe s'appuie sur les articles suivants : [Hartley92], [Lu-
ong92], [LuongFaugeras93], [LuongDericheFaugerasPapadopoulo93]
et [MohrVeillonQuan93] .
L'équation vérifiée par F s'écrit pour tout couple de points images
appariés (p, p') : p'tFp = 0. De plus, Fest de rang 2. Nous avons
vu qu'au minimum huit correspondances images sont nécessaires
pour la calculer .
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4.2 .3 .1 . Critère linéaire
L'équationp'tFp = 0 peut se réécrire sous la forme
Uta = 0
où
U = [uu', vu', u', uv', vv', v', u, v, 1] ,
a = [F11,F12,F13,F21,F22,F23,F31,F32,F33] t
avec p = (u, v, 1) t et p' = (u', v', 1) t . Chaque couple d'ap-
pariements (p, p') fournit donc une équation de type Uta = 0 qui
est une équation linéaire et homogène en les neuf éléments de la
matrice F. Si l'on dispose de huit appariements (p, p'), on peut
trouver une solution unique pour F.
En pratique, on dispose d'un nombre n bien plus grand d'ap-
pariements images (pi, pi) (i = 1, . . . . n) . Alors, on peut rés-
oudre les équations Uta = 0 au sens des moindres carrés, ce qui
n
revient à minimiser le critère min[E(pitFpi)2 ], réécrit comme
F i=1
main I IÛa I I 2 sous la contrainte Ja I
I2 =
1, où








La solution a est le vecteur propre associé à la plus petite valeur
propre de la matrice ÛtU .
La méthode utilisée pour résoudre ce critère est non itérative
(« closed form ») et le calcul est très sensible au bruit, même
avec l'utilisation d'un grand nombre d'appariements . Il a été con-
staté (voir par exemple [Luong92] et [LuongDericheFaugerasPa-
padopoulo93]) que la contrainte det(F) = 0 (rang de F égal 2)
n'est pas satisfaite. Par ailleurs, le critère n'étant pas normalisé,
un biais est introduit sur la localisation des épipoles . Pour pal-
lier ce problème, d'autres critères cette fois-ci non linéaires sont
introduits .
Soit (pi,pi), (i = 1, . . . . n) un ensemble d'appariements images .
L'équation pit Fpi = 0 est directement liée avec la distance d du
point pi par rapport à sa droite épipolaire li = Fpi . La première




où le terme (Fpi )i signifie l'élément i du vecteur Fpi . Pour donner
un rôle symétrique aux deux images et pour obtenir une géométrie
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épipolaire cohérente, il convient de minimiser le critère suivant
n
{d2 (pi, Fpi) +















est la distance du pointpi à sa ligne épipolaire Ft
pi .
Compte tenu du fait que piFtp' = pztFpi , on aboutit finalement à











(F tpi)1 + (Ftpi)21
La minimisation de ce critère est un problème de minimisation
non linéaire que l'on peut résoudre par une méthode numérique
itérative du type Levenberg-Marquardt (voir dans [Fletscher87]
et [GillMurrayWright81], mais aussi dans [PhongHoraudYassine-
Tao95]). La valeur initiale est celle fournie par le critère linéaire
présenté ci-dessus .
Une autre façon d'améliorer le critère linéaire est la suivante . Les
coordonnées des appariements images (pi, pi), (i = 1, . . . . n),
sont généralement entachées d'un certain bruit . On peut alors
multiplier chaque terme sommé (p't Fp)2 du critère 1.•néaire
par un coefficient de telle sorte que tous les termes aieTt la
même covariance. Si le bruit est de moyenne nulle, isotrope,
uniformément réparti et indépendant selon chaque axe image,
alors on montre que le nouveau critère à minimiser est un critère
normalisé qui s'écrit (critère GRAD) (voir Luong92)
Critère GRAD
Ce critère à minimiser est semblable au précédent. Il peut égale-
ment être minimisé par une méthode numérique itérative du type
Levenberg-Marquardt.
4.2 .3 .3. Paramétrisation de la matrice fondamentale
Comme nous l'avons déjà mentionné, la matrice F est de rang
2. Nous pouvons ainsi chercher les minima des critères sous la
contrainte rang(F) = 2 (det(F) = 0), ce qui revient sans grande
perte de généralité à chercher F sous la forme [Luong92] (forme
L) :
Forme L
où (al, a2 i a3, a4, a5, a6, a7, as) sont 8 coefficients définis à un














d(p'i , Fpi) =
I
pit Fpi F = a4 a5 a6
,~I
(Fpi)1 + ( Fpi)2
a7a1 + a8a4 a7a2 + asa5 a7a3 + asa6
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une matrice singulière du fait que sa troisième ligne est une
combinaison linéaire des deux premières .











- ae'' -ce„ev -
de' e, + ac, e' +
be w e'
-
où (en,, e,) et (e'' , e~,) représentent les coordonnées images des
épipoles e et e' et (a, b, c, d) sont les coefficients de l'homographie
liant les faisceaux de droites épipolaires que nous avons vue dans
le paragraphe 4 .2. Cette formulation présente l'avantage de donner
immédiatement la position des épipoles .
4 .2 .3 .4 . Résultats obtenus
Afin de minimiser les critères non linéaires, une solution ini-
tiale pour F est nécessaire . Elle peut être obtenue en utilisant
le critère linéaire . Les résultats obtenus par Luong et al . ([Lu-
ongDericheFaugerasPapadopoulo93], [Luong92]) montrent que
l'utilisation des critères non linéaires améliore toujours la préci-
sion de la solution obtenue avec le critère linéaire . Par ailleurs,
les auteurs ont constaté que, parmi les quatre méthodes possibles
obtenues par combinaison des critères DIST et GRAD avec les
paramétrisations de la matrice F sous la forme L et T, la métho-
de DIST-L (c'est à dire la méthode minimisant le critère DIST
avec paramétrisation de F sous la forme L) est légèrement plus
performante : elle fournit moins de faux minima et les épipoles
trouvés sont plus proches des épipoles corrects .
Luong [Luong92] et Luong et Faugeras [Luong Faugeras93] ont
montré que la qualité du résultat obtenu dépendait essentiellement
de la position des points dans l'espace 3D . Le meilleur résultat est
obtenu lorsque les points sont bien répartis sur toute la scène. Ils
ont établi ce résultat après avoir simulé plusieurs scènes en fixant
un certain nombre de points et un certain nombre de plans dans
lesquels les points se trouvent . Ils ont notamment démontré que
lorsque les points scènes appartiennent à un nombre restreint de
plans (par exemple points sur une mire bi-plane), alors le calcul
de la matrice fondamentale devient très instable . Dans ce dernier
cas, une autre méthode tenant compte de la spécificité de la scène
peut être utilisée. Cette méthode, appelée méthode de plans, est
présentée par la suite .
4.2 .3 .5 . La méthode de plans
Dans le cas où les points scène Pi appartiennent tous au même
plan (ir), il existe une homographie entre ces points et les
projections images pi . Si nous disposons d'une seconde image et
de points pi, alors il existe également une relation homographique
entre les points pi et leurs correspondants pi . Cette homographie
(application projective linéaire) est représentée par une matrice
3 x 3 inversible H, telle que
pi = Hpi (9)
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La présence de 4 correspondances dans les deux images (où par
trois les points images sont non alignés) suffit pour calculer cette
homographie . La présence d'autres correspondances peut être
utilisée pour résoudre l'équation (9) au sens de moindres carrés
ou en utilisant des critères non linéaires similaires à ceux de DIST
et de GRAD présentés précédemment .
Revenons maintenant au problème du calcul de la matrice fon-
damentale. Compte tenu que les points appariés (pi,pi) vérifient
également l'équation pitFpi = 0, nous obtenons alors
Vp
: pt Fp = (Hp)t
Fp = ptHtFp = 0
et donc nous concluons que la matrice HtF est antisymétrique et
on a :
HtF + FtH = 0 (10)
La relation (10) est utilisée par Faugeras et Luong [Luong92],
[LuongFaugeras93] pour estimer la matrice fondamentale à partir
des homographies (connaissance du fait que des points scène sont
coplanaires) . En réalité chaque homographie fournit 6 équations
qui sont linéaires en les coefficients de F . Deux homographies au
minimum sont nécessaires pour déterminer F. Cette méthode est
appelée calcul de la matrice fondamentale à partir de la méthode
de plans .
Faugeras et Luong ont comparé expérimentalement la méthode
de plans avec la méthode générale de calcul de la matrice fonda-
mentale . Ils ont observé que
• Lorsqu'on calcule la matrice fondamentale par la méthode
générale en utilisant des points scène appartenant à des struc-
tures planes (en nombre fixe), plus le nombre de points aug-
mente, meilleure est la qualité de l'estimation . D'autre part,
pour un nombre de points scène donné, plus le nombre de
plans augmente, meilleurs sont les résultats (l'amélioration
dans ce cas étant beaucoup plus importante que dans le cas
précédent) . Enfin, ils concluent que « les meilleures estima-
tions sont obtenues avec un faible nombre de points répartis
sur un nombre élevé de plans plutôt qu'avec un grand nombre
de points répartis sur un faible nombre de plans ». A titre d'il-
lustration, avec un bruit de 0 .2 pixels, la matrice F obtenue à
partir de 10 points faisant partie de 7 plans est meilleure que
celle obtenue à l'aide de 70 points contenus dans 3 plans .
• Dans le cas de la mire bi-plane, généralement utilisée pour
le calibrage classique d'une caméra, la méthode des plans
fournit de meilleurs résultats que la méthode générale . Dès
que les points scène appartiennent à plus de trois plans, la
méthode générale fournit de meilleurs résultats . Si le nombre
de plans augmente, alors les résultats de la méthode générale
s'améliorent nettement, alors que ceux de la méthode des plans
se dégradent!
En définitive, il vaut mieux avoir peu de points bien répartis sur
plusieurs plans, qu'un grand nombre inclus dans un nombre limité
de plans .
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Calcul direct des épipoles à partir de 6 points scènes
Il est intéressant d'observer que la matrice homographique H
peut être utilisée pour le calcul des épipoles d'un système stéréo .
Mohr et al . [Mohr92], [MohrQuanVeillonBoufama92] et Shashua
[Shashua93] par exemple proposent de calculer les épipoles de la
manière suivante (voir Figure 4 .3) : à partir de 4 points scène
coplanaires Pi (i = 1, . . . . 4) et de leurs images gauches pi et
droites pi , il est possible de calculer l'homographie H telle que
pi' = Hpi . Soient P5 et P6 deux points non coplanaires par cinq











En fait Hps et Hp6 sont les correspondants des points ps et P6
lorsque les points scènes correspondant sont coplanaires avec les
points Pi (i = 1, . . . . 4). Ainsi les points p'S (image droite de P5)
et Hp5 définissent une ligne épipolaire ;p'6 (image droite de P6) et
Hp6 définissent une autre ligne épipolaire . Le produit vectoriel de
ces deux lignes épipolaires détermine l'épipole droite' . De façon
similaire est déterminé l'épipole gauche e . Luong [Luong92] a
expérimenté ce type de méthode en considérant en réalité plusieurs
points coplanaires combinés avec un ensemble de points non
coplanaires . Il a essayé alors de retrouver l'épipole au sens de
moindres carrés (calcul de l'épipole comme intersection de toutes
les droites épipolaires générées par la configuration choisie) .
Il conclut au fait que les résultats obtenus sont extrêmement
sensibles au bruit : le point d'intersection de toutes ces droites
n'est pas déterminé avec une bonne précision.
Remarque
La méthode précédente peut être utilisée pour déterminer si un
point quelconque de la scène appartient au plan défini par 4
autres points scènes . En effet, pour que le point P5 par exemple
appartienne au plan défini par les 4 points Pi (i = 1, . . . , 4), il
faudrait que les points images Hp5 et p'S soient confondus (cf .
Figure 4.3) .
4.3. RÉCUPÉRATION DES PARAMÈTRES
INTRINSÈQUES
Dans ce paragraphe, nous présentons deux méthodes permettant
de calculer les paramètres intrinsèques d'une caméra . Pour ceci,
on fait subir à la caméra un certain nombre de déplacements
et à l'aide des méthodes présentées précédemment, les matrices
fondamentales entre ces positions sont calculées . Utilisant des
techniques de géométrie projective, les paramètres intrinsèques de
la caméra sont calculés . Les paramètres du déplacement peuvent
enfin être récupérés (« camera egomotion ») .
Connaissant l'ensemble de ces paramètres, il est possible d'ef-
fectuer une reconstruction 3D des points images appariés dans le
repère associé à la caméra pour une position donnée de celle-ci .
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Figure 4.3. - Détermination des épipoles à partir de quatre points scène
coplanaires et de deux points non coplanaires avec les précédents .
Par définition, les paramètres intrinsèques sont les coefficients de la
matrice A (voir Annexe C) . La connaissance de A et de la matrice
fondamentale F nous donne E (la matrice essentielle), puisque
E = ALFA, donc le déplacement relatif entre deux positions
successives de la caméra. Notons qu'il est possible à l'aide de
la matrice M (matrice de transformation perspective) obtenue à
l'aide d'une mire bi-plane de trouver toutes ces grandeurs .
Nous présentons enfin dans ce paragraphe une troisième méthode
originale permettant de calculer les paramètres intrinsèques et le
déplacement relatif d'une caméra en mouvement. Elle s'appuie
sur des outils de géométrie projective et ne calcule pas les matrices
fondamentales liant les différentes positions de la caméra .
4.3.1 . La méthode de Faugeras et Luong
Faugeras [FaugerasLuongMaybank92] et Luong [Luong92] pro-
posent de calculer les paramètres intrinsèques d'une caméra
en analysant les images obtenues après plusieurs déplacements
rigides (translations plus rotations) de celle-ci . Sans connais-
sances a priori sur la scène, ils cherchent dans un premier temps
la matrice fondamentale qui lie la caméra avant et après chaque
déplacement et calculent ensuite la géométrie épipolaire liée à
chaque déplacement (épipoles et paramètres de l'homographie
liant les lignes épipolaires avant et après déplacement) .
Utilisant la matrice essentielle, pour chaque déplacement de
caméra on a la relation : E = AtFA, . La matrice essentielle est
sujette à deux conditions ([HuangFaugeras89], [Luong92])
det(E) = 0 et
2
trace2(EE t ) - trace(EE t ) 2 = 0
La première condition est automatiquement satisfaite (car
rang(F)=2). En remplaçant E, par son expression AtFA, dans
B = (A-')' A-'
où A est la matrice des paramètres intrinsèques .
Considérons maintenant deux images consécutives prises au cours
du déplacement de la caméra. Étant donné que les lignes épipo-
laires de ces images sont liées par l'homographie épipolaire, ceci
implique que les deux lignes épipolaires tangentes à w dans la
première image doivent correspondre aux deux lignes épipolaires
tangentes w dans la seconde image, sous la transformation épipo-
laire définie par la matrice fondamentale F (voir Figure 4.4) . Ceci
résulte en deux équations indépendantes appelées équations de
Kruppa qui lient les coefficients de la conique avec les coor-
données des épipoles et des lignes épipolaires considérées . Elles
sont de degré 2 en les six éléments de la matrice A (matrice de
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la seconde condition, on obtient une contrainte polynomiale de
degré 4 en les coefficients de E . Comme E est quadratique en les
coefficients de A, nous nous trouvons alors avec une contrainte
de degré 8 en les coefficients de A laquelle est difficilement ex-
ploitable.
Luong, Faugeras et Maybank proposent alors une autre méthode
pour calculer les paramètres intrinsèques. Elle est dite méthode
de la conique absolue . Les auteurs montrent qu'il existe une
conique Sl de l'espace scène se trouvant au plan de l'infini, dont la
projection w sur le plan image est indépendante par déplacement
rigide de la caméra . Cela signifie que cette projection ne dépend
que des paramètres intrinsèques de la caméra et non pas de
paramètres de son déplacement . Les auteurs démontrent qu'en
fait la conique w est définie par la matrice
Figure 4.4.-La conique absolue S2 et ses projections gauche et droite w et w',
respectivement. Les deux lignes épipolaires tangentes à w correspondent aux
deux lignes épipolaires tangentes à w' .
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A est la matrice qui définit la conique duale de w, c'est à dire
A = B* = det(B)(B -1 ) t . Comme A est définie à un coefficient
multiplicatif près, 5 de ses paramètres sont indépendants (qui sont
à relier aux cinq paramètres intrinsèques d'une caméra, comme
nous allons le voir ci-dessous) . Trois mouvements de la caméra
sont alors nécessaires afin de calculer les éléments de la matrice
A. Luong démontre qu'il n'est pas nécessaire de disposer de
trois mouvements indépendants mais que les équations peuvent
être résolues même si l'un des trois mouvements est obtenu
par composition des deux autres . En particulier, il démontre
que dans ce cas, les équations de Kruppa obtenues avec le
troisième déplacement sont indépendantes de celles obtenues avec
les deux premiers . Ainsi deux déplacements de la caméra sont
nécessaires, le troisième étant obtenu comme une composition de
deux premiers .
Chaque déplacement de caméra nous fournit deux équations
indépendantes en les coefficients de la matrice A . Ce déplace-
ment ne doit pas être quelconque . En effet, comme les équations
de Kruppa sont liées avec la transformation épipolaire (et donc
la matrice fondamentale), les déplacements doivent satisfaire les
conditions de stabilité de calcul de cette dernière . Ainsi, si le
déplacement est une rotation pure, alors la matrice fondamen-
tale étant nulle, les équations de Kruppa n'ont pas de sens . Si
le déplacement est une translation pure, on peut démontrer que
dans ce cas les deux équations de Kruppa sont nulles (voir [Lu-
ong92], chap . 7) . En général, il faut que les déplacements soient
relativement grands (par rapport à la distance des objets observés)
et qu'ils comportent à la fois une composante rotationnelle et une
composante translationnelle importantes . Il faut par ailleurs que
la translation ne soit pas parallèle au plan image .
Ces contraintes de déplacement étant respectées, la résolution des
équations de Kruppa fournit 32 solutions à explorer et parmi elles
une seule est valable . Le calcul des solutions est effectué grâce
à la méthode dite des continuations (voir [FaugerasLuongMay-
bank92] et [Luong92] pour plus de détail) .
Étant donnée A, les paramètres intrinsèques peuvent maintenant
être calculés . En effet, A = B* = AAt . Les équations suivantes
relient alors les paramètres de A avec les paramètres intrinsèques
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Il est alors possible à partir de ces relations de déterminer
de manière unique les paramètres intrinsèques de la caméra à
condition qu'un certain nombre de contraintes soient vérifiées .
Ces contraintes peuvent par ailleurs être utilisées pour éliminer
un certain nombre de solutions concernant les coefficients Sil de
la matrice A qui donnent naissance à des paramètres intrinsèques
n'ayant aucune interprétation physique .
Les paramètres intrinsèques ayant été calculés, il est possible
de calculer ensuite les paramètres extrinsèques des positions
successives de la caméra, c'est à dire son mouvement, dans le
repère associé à la position initiale de celle-ci .
La résolution des équations de Kruppa n'est pas une tâche facile .
En effet, nous avons vu que leur résolution nécessite l'emploi
de méthodes de continuation numérique qui souffrent en général
de problèmes de précision et de temps de calcul . Ainsi, Luong
dans sa thèse a exploré d'autres méthodes de calcul de ces
équations (par exemple une méthode de minimisation globale ou
un filtrage récursif de type Kalman étendu), mais les résultats
obtenus n'étaient pas vraiment de meilleure qualité . Par ailleurs
Luong a essayé d'utiliser des modèles simplifiés des paramètres
intrinsèques (par exemple 0 = 7r/2, ou uo, v o centrés par rapport à
la rétine ou encore un rapport auja s, connu) . Les résultats obtenus
montrent que la qualité de détermination du point principal est
médiocre et qu'il vaut mieux le fixer comme étant au centre de la
rétine, alors que le calcul de au et a„ est plus stable. Quant à 9, il
est en pratique très voisin de 90° .
4.3.2. La méthode de Hartley
La méthode de Hartley ([Hartley92] est assez similaire à celle
de Faugeras [FaugerasLuongMaybank92] en ce qui concerne le
calcul de la matrice fondamentale . Hartley considère un système
stéréo. Sur la base de 8 correspondances minimum gauches-
droites et en utilisant un critère linéaire, il calcule d'abord la
matrice fondamentale liant les deux caméras de la paire stéréo.
Cette matrice à 7 degrés de liberté est utilisée pour le calcul de
deux parmi les cinq paramètres intrinsèques des caméras stéréo et
de cinq paramètres extrinsèques du système (la matrice essentielle
à un multiple près) .
Les paramètres intrinsèques considérés sont les deux distances fo-
cales des caméras. Hartley détermine d'abord ces deux paramètres
en faisant une décomposition en valeurs singulières de la matrice
fondamentale et en exploitant des connaissances a priori sur les
autres paramètres intrinsèques des caméras (notamment la posi-
tion image du point principal) . Une fois ces deux paramètres déter-
minés, Hartley calcule ensuite la matrice essentielle (E = TtR, R
étant la matrice de rotation et Tt étant la matrice antisymétrique as-
sociée au vecteur translation) reliant le système stéréo . Une fois
la matrice essentielle obtenue, il est possible de reconstruire la
scène dans le repère de la caméra gauche .
Les résultats expérimentaux obtenus par Hartley sont très som-
maires et donc difficiles à commenter. Toutefois, les conclusions
de ses travaux sont assez proches de celles de Faugeras et Luong
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il semble qu'il vaut mieux fixer les deux paramètres intrinsèques
d'une caméra concernant la position image du point principal et
ne déterminer que les autres paramètres, plus stables .
4.3.3. La méthode de l'homographie de l'infini
Nous présentons dans ce paragraphe le rôle très important
que la connaissance de l'équation du plan à l'infini peut
jouer pour le calibrage d'une caméra mobile . Les réflexions
que nous présentons sont inspirées notamment des travaux de
Viéville [ViévilleZellerRobert95] et Luong et Faugeras [Luong-
Faugeras93] .
La propriété principale que nous allons exploiter est la suivante
une translation laisse le plan à l'infini invariant (voir Annexe B) .
Nous allons démontrer qu'ayant les correspondances images, dans
deux vues différentes prises par une caméra en mouvement, de 4
points de la scène se trouvant très loin par rapport à la caméra, il
est possible de calculer l'homographie du plan de l'infini (de tels
points scène sont par exemple les points de l'horizon ou les points
se situant très loin par rapport au champ de travail d'une caméra-
typiquement une centaine de mètres pour une caméra dont le
champ de travail est entre 1 et 10 mètres) . Ayant l'homographie
du plan de l'infini et deux vues différentes, il est possible de
calculer la matrice de rotation reliant ces deux vues et ensuite les
paramètres intrinsèques de cette caméra .
Soit donc une caméra en mouvement . Considérons le repère qui
lui est associé à l'instant T . Nous allons utiliser ce repère comme
repère de référence .
Exprimons la projection des points scène à l'infini dans le repère
de référence . SiA est la matrice des paramètres intrinsèques, alors
P~
p'‹, = [A 0] 0 p", = API
La caméra se déplace et à l'instant T + dT elle prend une autre
image de la scène . Si [R, t] est son déplacement entre les instants
T et T + dr, alors on a













et en utilisant l'équation précédente on a
p' = ARP,, = ARA-1p,, =:>
pOO
= ARA-'p00 = H00p00
H00 est une matrice 3 x 3. Elle est l'homographie de l'infini .
Elle lie les projections images de tout point scène appartenant
au plan de l'infini . Pour la déterminer, il faut au minimum 4
correspondances images (pi, pi) (i = 1, . . . , n) provenant de
points scène appartenant au plan à l'infini . Pour cela, il suffit de
considérer au moins 4 points de l'horizon mis en correspondance
dans une séquence d'images (au moins deux vues). Si plusieurs
correspondances images sont disponibles (avec n > 4, n étant le
nombre d'appariements), il est possible de minimiser un critère





- Hoopi) z + (pi - H
t~pz) z }
i=1
qui peut être minimisé en utilisant la méthode de Levenberg-
Marquardt (voir aussi la méthode de plans, paragraphe 4 .2 .3 .5) .
On peut remarquer que H,,, = ARA-1 et donc cette homographie
ne contient que les composantes rotationnelles du mouvement
de la caméra. Elle est indépendante de la translation, comme on
pourrait s' y attendre : en effet, il est connu que toute translation
laisse les points à l'infini invariants (voir Annexe B) .
Comme R = A - 'HOCA et comme R est une matrice de rotation
(donc RRt = I), on a
RRt = I 1 (A-1H,,A)(A-1H,,A)1 = I
HOOAAtHI = AA' =:~, HOOAHt~ _ A
où
2	 a2
u0 + sine 0
a,a„ cot_O








V 0 2 + sine
0 v0
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Par conséquent, si H,,, est connu, A peut être déterminée à l'aide
de l'équation H,,OHM = A et par là, la matrice des paramètres
intrinsèques A de la caméra peut être entièrement récupérée .
L'équation HOC OH~ = A fournit en réalité neuf équations
linéaires en les cinq éléments de la matrice A (A étant une matrice
symétrique définie positive et à un coefficient multiplicatif près) .
Parmi ces neuf équations, cinq sont seulement indépendantes (voir
[ViévilleZellerRobert95]) .
Pour déterminer l'homographie HOC et donc les éléments de
la matrice A, deux vues sont en théorie nécessaires. Toutefois,
Viéville et al . ont observé que, pour des raisons de stabilité
numérique, il est préférable d'utiliser deux déplacements (et
donc trois vues), un premier déplacement générant une disparité
horizontale et un second, une disparité verticale .
Remarquons que la matrice A définit en réalité l'image de la
conique absolue de l'espace que nous avons vue au §4 .3 .1 . Dans
ce même paragraphe nous avons présenté les formules permettant
de calculer les paramètres intrinsèques une fois que les éléments
de la matrice A ont été calculés .
Une fois la matrice A calculée, la rotation de la caméra peut être
retrouvée par l'équation
Soit P un point scène qui n'appartient pas au plan de l'infini . On
peut tester ceci à partir de ses projections (p, p') dans deux images
consécutives de la séquence : il suffit que p' Hop .
Ce point vérifie alors les équations suivantes
p=[A O] ~ 1
P
=p=AP




Ayant un certain nombre de correspondances
(i = 1, . . . . n) entre deux images consécutives de la séquence
et ayant calculé l'homographie de l'infini et les paramètres in-
trinsèques de la caméra, le vecteur translation t peut être récupéré







Remarquons enfin que si le point scène considéré est le centre
optique de l'image acquise à l'instant T, alors P = [0, 0, 0] t et
donc sa projection dans l'image acquise à l'instant T + 1 (qui est
l'épipole associé à cette image) sera telle que
e' = At
Par conséquent, il est aussi possible de retrouver la translation t
(à un coefficient près bien sur) connaissant l'épipole de l'image
T + 1 ainsi que les paramètres intrinsèques de la caméra .
Hartley dans [Hartley94] a présenté une version de cette méthode
dans le cas d'une caméra en rotation pure autour de son centre
optique. En effet, il est facile de démontrer que lorsqu'une caméra
effectue une telle rotation, les points perçus dans deux images
différentes, sont liés par une homographie, la même que celle liant
les points de l'infini présentée précédemment . Dans ce cas, les
homographies liant différentes images acquises par une rotation
pure de la caméra sont calculées grâce à des points poursuivis
dans ces images. Ces homographies sont ensuite utilisées pour
retrouver les paramètres intrinsèques et les matrices de rotation





Ayant calculé les paramètres de mouvement d'une caméra (ex-
primés via la matrice fondamentale ou la matrice essentielle), il est
possible de procéder à une reconstruction relative dans le repère
associé par exemple à la première position de la caméra . Nous
présentons dans ce paragraphe la façon dont on peut utiliser ces in-
formations afin d'obtenir une reconstruction projective de scènes .
Une telle méthode a été proposée par Faugeras [Faugeras92] qui
démontre qu'il est possible d'effectuer une reconstruction de la
scène dans un repère défini à l'aide de cinq points scènes quel-
conques à condition qu'ils ne soient pas coplanaires par 4 et que
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l'on connaisse la matrice fondamentale F . Dans ce qui suit nous
présentons succinctement cette méthode .
Soit M une matrice de transformation perspective associée à une
caméra, Pi un point scène et
pi
son image . Ces points sont liés
par la relation bien connue pi = MPi . Considérons maintenant
de nouveau un système stéréo composé de deux caméras . Soient
5 points scène Pi vus dans les deux caméras et soient pi,pi
i = 1, . . . . 5 leurs images par les caméras gauche et droite .
Les points 3D Pi peuvent être choisis comme la base d'un
repère de l'espace projectif P3 et donc on peut considérer
que ces points ont les coordonnées projectives suivantes
(1, o, o, o)t, (0, 1, o, (»t, (o, 0, 1, o)t, (0, o, o, i)t, (1,1,1,1)t .
Dans le plan image gauche, quatre points pi (projections des
Pi) définissent une autre base projective de l'espace P2 et donc
leurs coordonnées peuvent être écrites comme (1, 0, 0) t , (0,1, 0) t ,
(0, 0,1)t et (1,1,1) t . De même dans le plan image droit, 4
projections pi définissent un autre repère projectif . En écrivant
maintenant pour i = 1, . . . . 4 que aipi = MPi, (ai étant des
coefficients), on peut déterminer les coefficients de la matrice M.





0 µß-v 0 v
0 0 pty-v v
xa-1 0 0 1
0 xß-1 0 1
0 0 xy - 1 1
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Posons maintenant M = [if m] avec
xa - 1 0 0 1
0 xß-1 0 et m= 1
0 0 xy-1 1
Une expression similaire peut être obtenue pour M' en fonction
de x' = ~v,- et du point image p5 y')t .
On a successivement
Coordonnées du centre optique de la caméra gauche
t

















CI = -M'M-le et e = -MM'-lé
Connaissant la matrice fondamentale F, nous avons vu au § 4 .2
comment il est possible de calculer les coordonnées des épipoles
gauche et droit. Étant donné qu'il existe une relation liant les co-
ordonnées projectives des épipoles gauche et droit, il est possible
de déterminer les paramètres inconnus x et x' ci-dessus et donc
de déterminer entièrement les matrices de projection perspective
gauche et droiteM et M'.








= M'M-lm - m'
a2(0,1, 0)t = M(0,1,






et m32 = 0 e' = M'C
a3(0,
0, 1) t
= M(0, 0, 1,
nous donne m13 = 0, m23 = 0, et m33 = a3 a'x'-ax
(13)










Donc la matrice M a la forme
a1 0 0 a4
De façon similaire,
par :
on peut trouver que l' épipole gauche est donné
M= 0 a2 0 a4
M'-1m'
e = MC' = [Mm] = MM'- 'm'-m
0 0 a3 a4 -1 J
Soit p5 = (a, ß, y)t la projection dans l'image gauche du point ax-a, x'







On a : a5 (a, ß, 'y) t = M(1, 1, 1,1) t, et donc a1 + a4 = a5a,
a2 + a4 = a5ß, a3 + a4 = a5-y, et en posant v = a4, ft = a5 et
x =
v
, la matrice M ci-dessus peut se réécrire sous la forme




A partir de 5 points scène et de leurs projections dans les images
gauche et droite, Faugeras est capable de déterminer entièrement
les matrices M etM'. Ceci suppose que la matrice fondamentale ait
été auparavant calculée et pour ceci nous avons vu qu'au minimum
huit correspondances gauche-droite sont nécessaires .
Ligne épipolaire
On a :





p1 =m'Po = [M' m']
La ligne épipolaire droite est définie par les points e' et p', donc
elle est donnée par le produit vectoriel
l'=e'/\pl=Te'pl=
où Te ' est la matrice antisymétrique associée aux coordonnées de
l'épipole e' .
Reconstruction projective
Les coordonnées d'un point scène sont données par
Par ailleurs, on ap' = M'P et donc en multipliant l'équation (16)
par M' on obtient
p' =,aM'C + ÀM'M-1p = pe + )M'M-lp
A partir de cette dernière équation, on peut trouver les paramètres
µ et A et donc les coordonnées du point 3D vont être calculées à
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p,0 (15)
où P = (X, Y, Z) t .
Relation avec la matrice fondamentale
Nous savons que la ligne épipolaire associée au pointp est donnée
par l' = Fp . Par ailleurs, nous avons vu que l' = T0'p', mais
comme p' =_M'M-lp00 , on a l' = Te'M'M-lp~. Donc
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En conclusion, nous observons qu'en choisissant 5 points scène
(et connaissant la matrice fondamentale F), ils forment un repère
projectif dans lequel il est possible de reconstruire tout autre
point apparié dans le système stéréo . Cette reconstruction est bien
évidemment définie à une transformation projective près (qui est
la transformation d'un repère scène absolu au repère défini par
ces 5 points 3D) . Si la position des 5 points choisis est connue
dans le repère scène absolu, alors les points reconstruits peuvent
être exprimés dans ce repère absolu (passage de l'espace projectif
à l'espace Euclidien) .
4.5 . AUTOCALIBRAGE D'UN SYSTÈME STÉRÉO
EN MOUVEMENT
Nous présentons dans ce paragraphe un bon exemple de l'uti-
lisation de l'ensemble des notions et techniques que nous avons
décrites dans cette section. Il traite du problème de l' autocalibrage
d'un système stéréo non calibré en mouvement, problème abordé
par Zhang, Luong et Faugeras dans [ZhangLuongFaugeras93] .
Soit un système stéréo non calibré qui est en déplacement.
Les caméras stéréo acquièrent des images avant et après le
déplacement . On obtient ainsi quatre images d'une même scène
et on cherche à trouver à la fois les paramètres intrinsèques et les
paramètres extrinsèques de l'ensemble . Un ensemble de points
de correspondances est supposé connu à la fois entre les images
stéréo (au minimum huit points pour chaque position stéréo) mais
aussi temporellement entre les images acquises par la caméra
gauche et entre les images acquises par la caméra droite .
Pour résoudre ce problème, Zhang et al. proposent de minimiser
un critère non linéaire aux moindres carrés qui comporte 25 incon-
nues (5 pour chaque matrice de paramètres intrinsèques et 5 pour
chaque déplacement entre les images, puisque la translation ne
peut être déterminée qu'à un coefficient près) . Ils démontrent en-
suite que parmi les 5 paramètres intrinsèques de chaque caméra,
avec un seul déplacement du système stéréo, deux paramètres
uniquement peuvent être déterminés au et a,, . La raison de ceci
est que chaque déplacement fournit deux contraintes sur les
paramètres de Kruppa comme nous l'avons vu dans le para-
graphe 4 .3, et donc un seul déplacement ne suffit pas pour déter-
miner l'ensemble de ces paramètres et donc pour calculer tous
les paramètres intrinsèques. Pour cette raison, les trois autres
paramètres intrinsèques de chaque caméra sont supposés connus .
En effet, le paramètre 8 est très proche de 7r/2 et uo et vo sont pris
au centre de l'image .
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Parmi les 15 paramètres des différents déplacements, il n'y en
a que 12 qui sont réellement indépendants, donc au total il y
a 16 paramètres à déterminer (deux paramètres intrinsèques de
la caméra gauche, deux paramètres intrinsèques de la caméra
droite, cinq paramètres extrinsèques liant le système stéréo, cinq
paramètres extrinsèques liés au déplacement de la caméra gauche
et un paramètre extrinsèque lié au déplacement de la caméra
droite). Par conséquent, un total de 15 points de correspondance
(qui, bien évidemment, ne doivent pas être distribués arbitraire-
ment dans la scène) est nécessaire entre toutes les images afin de
déterminer ces paramètres . Le critère formé est alors un critère
quadratique par rapport aux paramètres inconnus et est minimisé
en utilisant un algorithme de type Gauss-Newton ou Levenberg-
Marquardt .
Cet algorithme a besoin d'une bonne valeur initiale des paramètres
inconnus . Cette initialisation est fournie par le calcul des matrices
fondamentales associées à un couple d'images (temporelles ou
stéréo). Pour cela il faut alors disposer d'au minimum huit
correspondances entre les différents couples d'images formés,
ce qui nécessite au total la connaissance d'au minimum 24
points de correspondance (huit au minimum pour les couples
stéréo et huit pour chaque couple temporel d'images) . Donc le
problème global est toujours surdéterminé . Le calcul des matrices
fondamentales est effectué en utilisant un critère de type DIST
que nous avons présenté dans le paragraphe 4 .2 . De ces matrices,
les auteurs en déduisent les paramètres intrinsèques a,,, et a,
de chaque caméra. Pour cela, ils utilisent les deux contraintes
sur la matrice essentielle E utilisées par Luong (la méthode des
équations de Kruppa) . De là, ils en déduisent les rotations entre
couples d'images, et les translations (à un multiple près) .
La reconstruction dans un repère caméra devient alors possible
(à un coefficient multiplicatif près) . Les résultats que Zhang et al .
ont obtenu semblent bons : quelques millimètres d'erreur sur la
reconstruction des points d'une mire de 300 millimètres .
L'avantage de cette méthode par rapport à celle de Luong [Lu-
ong92] réside dans l'exploitation des contraintes de rigidité
du système stéréo lors du calcul des paramètres intrinsèques .
En effet, Zhang et al. démontrent que la précision d'estima-
tion des paramètres intrinsèques de chaque caméra autocalibrée
séparément est considérablement améliorée lorsque l'on tient en
compte les stéréo correspondances .
Enfin, remarquons que Zhang et al. démontrent aussi que les
erreurs sur les paramètres uo et vo influent peu sur la qualité et la
précision de cette reconstruction . Les résultats présentés montrent
que pour une déviation de 35 pixels de la position de uo et v o par
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5. Méthodes de reconstruction relative de
scènes
Les méthodes introduites dans la section précédente présentent
deux inconvénients principaux . D'abord, le calcul de la ma-
trice fondamentale entre deux vues successives d'une caméra est
comme nous l'avons vu un processus délicat . Certains mouve-
ments ne permettent pas un calcul stable et de plus, les points
scènes dont les correspondances images sont utilisées pour cal-
culer la matrice fondamentale doivent être bien répartis dans la
scène. Deuxièmement, le calcul des paramètres intrinsèques des
caméras à partir de trois positions différentes de celles-ci est
généralement difficile à réaliser .
Pour pallier ces inconvénients, un autre type de méthodes a été
développé . Ces méthodes ne décomposent pas le problème de
calibrage en deux étapes, mais considèrent à la fois le problème
de calibrage des paramètres intrinsèques d'une caméra et de son
mouvement en un seul problème global . Sur la base des corres-
pondances établies entre les images prises par une caméra en
mouvement par rapport à une scène statique, le problème est
formulé comme un problème de minimisation globale par rapport
à l'ensemble des paramètres .
Un grand nombre d'images et de données est nécessaire afin
de résoudre le problème d'optimisation non linéaire à plusieurs
paramètres résultant. Ce type de méthodes a été initialement
proposé par l'équipe de R. Mohr [MohrVeillonQuan93], [Bo-
ufamaMohrVeillon93], [MohrBoufamaBrandt94] .
5.1 . LA MÉTHODE DE MOHR ET AL.
Le problème posé par Mohr et al est le suivant. Étant donné
une caméra qui se déplace et acquiert m images de la scène,
comment est-il possible de retrouver la structure de la scène en
ayant uniquement un ensemble de correspondances images .
Soient {Pi7 i = 1, . . . . n} n points inconnus de la scène et m
(m > 2) vues de ces points . Supposons que ces points ont été
appariés dans ces m vues. On dispose alors au total de nm points
images p~j({i = 1, . . . . n} et {j = 1, . . . . m}) . Par ailleurs,
pour chaque position image, on a 11 paramètres inconnus (les
11 paramètres de la matrice de projection M associée à cette
position de caméra) . Au total on a donc 11m + 3n inconnues .
Chaque projection d'un point 3D dans l'image nous fournit
deux relations sur M (les équations (2)) . On dispose alors de
2nm équations pour Ilm + 3n inconnues . Si m et n sont suffi-
samment grands (ce qui revient à dire que l'on doit posséder
plusieurs correspondances images dans plusieurs vues), alors
on a des équations redondantes que l'on peut minimiser pour
trouver l'ensemble des paramètres inconnus . En observant que
les équations sont valables à une application projective près, une
base projective quelconque peut être choisie dans l'espace par
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rapport à laquelle la scène est reconstruite projectivement . Pour
l'espace projectif P3 , 5 points non coplanaires par 4 forment une
base. Leurs coordonnées peuvent être celles de la base cano-
nique : (1, 0, 0, 0) t , ( 0, 1, 0, 0) t , ( 0, 0, 1, 0)t , ( 1, 1, 1, 1) t . Mohr et
al. présentent un algorithme qui permet de sélectionner 5 points
images de façon à ce que leurs homologues 3D (qui forment la
base projective) ne soient pas coplanaires par 4 .
En considérant les coordonnées projectives, le problème est
formulé comme celui d'une minimisation selon les paramètres




pour {i = 1, . . . . n} et {j = 1, . . . . m}
où (Xi , Yi , Zi, Wi) sont les coordonnées projectives (homogènes)
des points scène et mis ) sont les coefficients de la matrice
projective M(i) . Les coordonnées des points scène sont définies
à un multiple près, on peut leur ajouter la contrainte X2 + Y2 +
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est l'écart type de chaque mesure image uij ou vij . Le
critère est minimisé par l'algorithme de Levenberg-Marquardt et
l'algorithme semble converger quelles que soient les conditions
initiales .
Nous remarquons alors que Mohr établit une reconstruction pro-
jective sans établir la correspondance épipolaire . Il a seulement
besoin d'un ensemble d'appariements images . Bien évidemment,
si la matrice fondamentale est disponible, cet appariement est fa-
cilité (car la recherche de correspondances est effectuée unique-
ment le long des lignes épipolaires) .
Comme nous l'avons déjà remarqué, toute la reconstruction est
projective . Une forme projective est définie à une application
linéaire près, mais aucune information métrique n'est présente .
Seulement les propriétés projectives sont préservées, par exemple
les points alignés restent alignés et les points coplanaires restent
coplanaires. Pour effectuer le passage de l'espace projectif à
l'espace affine ou euclidien, des informations supplémentaires
sont nécessaires et notamment les coordonnées euclidiennes de 5
points formant la base projective doivent être connues .
Passage de l'espace projectif à l'espace affine et l'espace
Euclidien
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Afin de résoudre ce passage de l'espace projectif à l'espace
affine et l'espace Euclidien, Mohr et al . proposent une démarche
intéressante dans [BoufamaMohrVeillon93] . Ils proposent dans
un premier temps de munir l'espace d'un repère défini par 5
points de référence (repère projectif, comme présenté ci-dessus) .
Ensuite, ils cherchent à déterminer une matrice de passage SZ de
l'espace projectif à l'espace euclidien . fl = (wij) est une matrice
homogène 4 x 4 qui a 15 degrés de liberté . Par conséquent au
minimum 15 contraintes doivent être établies pour déterminer
cette matrice . Ceci est fait en exploitant quelques contraintes sur
la scène.
Soient P' _ (Xp,, YP, ZP', Wp , ) t les coordonnées projectives
d'un point scène et soient P = 11P' = (Xp, Yp, Zp, 1) t ses
coordonnées euclidiennes .
Pour obtenir une solution euclidienne unique, un repère est fixé
dans la scène. Ensuite sont rajoutées les connaissances du plan
horizontal (XOY) et de deux plans verticaux perpendiculaires
l'un par rapport à l'autre, X OZ etYOZ. Des directions verticales
dans l'image sont calculées à partir de points de fuite .
Ces connaissances se traduisent de la manière suivante
Fixer un point : La connaissance de la position exacte d'un point
dans la scène permet d'obtenir trois équations linéaires en les
coefficients de fl . En -x par exemple on a
XP =
W11XP' +w12YP' +w13ZP' +W14WP'
W41 XP' +W42YP' +W43ZP' +W44WP'
Appartenance au plan horizontal : Si le point P appartient au
plan horizontal, alors Zp = 0 et donc on obtient une équation
linéaire en les coefficients de SZ du type
W31XP' +W32YP'+ W33ZP' +W34WP' =
0
W41XP' +W42YP' +W43ZP' +W44WP'
Le même type d'équations est obtenu pour des points appartenant
aux plans verticaux.
Alignement vertical : Si A et B sont deux points scènes alignés
verticalement, alors on aura XA - XB = 0 et YA - YB = 0 qui
fournissent deux autres contraintes sur 52 :
W11XA' + W12YA' + W13ZA' +W14WA'
W41XA' +W42YA' + W43ZA' +W44WA'
W11XB' + W12YB' + W13ZB' +W14WB'
W41XB' +W42YB' + W43ZB' + W44WB'
W21XA' +W22YA' + W23ZA'+W24WA' _
W41XA' + W42YA' +W43ZA' +W44WA'
W21XB' +W22YB' +W23ZB' +W24WB'
W41XB' +W42YB' +W43ZB' +W44WB'
Distance entre deux points : Si la distance entre deux points est




= d2 , ce qui
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donne
6.1 . INTRODUCTION
Utilisant ces équations, Il est calculée en utilisant une méthode de
moindres carrés non linéaire. Puisque Il est définie à un facteur
d'échelle près, la contrainte suivante est rajoutée : Z(Wij)2 = 1 .
i,j







où fk() est une des fonctions définies précédemment et Uk est
l'écart type associé à la kième mesure . Utilisant Levenberg-
Marquardt, le critère précédent est ainsi minimisé .
Il est assez clair que cette démarche est très intéressante si nous
travaillons dans un environnement structuré (bureau, hôpital, etc.),
voire même à l'extérieur dans des sites où des contraintes sur la
scène peuvent facilement être exploitées .
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Le deuxième type d'approches, bien qu'évitant le problème dif-
ficile d'estimation de la matrice fondamentale, est encore assez
lourd à utiliser pour calibrer une caméra en ligne et reconstrui-
re une scène statique. Nous avons en effet vu que pour arriver
à la détermination des paramètres inconnus, il faudra intégrer
plusieurs images et avoir la correspondance image de plusieurs
points de scène. De plus, la résolution des équations quadratiques
résultantes est très coûteuse, empêchant pratiquement une utili-
sation en ligne de ce genre de méthodes .
Par conséquent, ces méthodes répondent de manière non satis-
faisante à la contrainte principale d'un système de vision active,
à savoir d'être capable d'effectuer un calibrage en-ligne lorsque
les paramètres des caméras composant le système changent en
fonction des tâches visuelles à effectuer . Pour cette raison, un
troisième type de méthodes est en cours de développement . Le
principe est fondé sur le fait que le système actif peut effectuer
des déplacements connus avec grande précision . On fait alors
subir à la caméra un certain nombre de mouvements connus et
on acquiert des images de points statiques de la scène . Ces points
sont poursuivis dans les images et leurs trajectoires observées sont
reliées aux paramètres intrinsèques de la caméra . La connaissance
de plusieurs points poursuivis ainsi, permet d'obtenir un grand
nombre d'équations, par résolution desquelles les paramètres de
la caméra sont récupérés .
Ce type de méthodes est présenté par la suite. Cette section s'ap-
puie alors sur les travaux de [Basu93], [Dron93], [DuBrady93j,
[McLauchlanMurray93], [Viéville94] .
6.2 . LA MÉTHODE DE VIÉVILLE
Le principe de la méthode de Viéville [Viéville94] est le suivant
on opère sur la caméra (ou les caméras) une série de rotations de
même axe, dont on connaît les angles avec une grande précision
(la précision typique demandée est de 0 .01° avec une répétabilité
meilleure que 0 .1 ° ) . Viéville a démontré qu'en suivant deux points
fixes de la scène et en faisant subir 4 rotations à la caméra, il est
possible de retrouver ses paramètres intrinsèques, et une partie de
ses paramètres extrinsèques (qui sont dans ce cas la position et la
direction de l'axe de rotation . La méthode permet de déterminer
entièrement la direction de l'axe de rotation et à un coefficient
multiplicatif près, la position du centre de rotation) .
La méthode consiste donc à suivre un point fixe P de la scène
(voir Figure 6.1) . La trajectoire du point image associé au point P
en fonction de l'axe de rotation (représenté par le vecteur unitaire
k) et de l'angle 6 de la rotation s'écrit
(u et v étant les coordonnées du point projeté dans les
images) où les paramètres N, S et O sont définis à un
coefficient multiplicatif près . Plus précisément, le vecteur G =
[01, 021 03, S1, S2, S3, N1,N2 , N3]' est fonction des paramètres
de calibrage : de l'axe k de rotation, des coordonnées de C' (la
projection du centre optique C de la caméra sur l'axe de rota-
tion), de la matrice des paramètres intrinsèques A et bien sûr des
coordonnées du point scène P qui est suivi .
Avec quatre rotations Oi dont on connaît les angles avec précision,
8 relations sont tirées. Il est donc possible de déterminer les 9
coefficients Ni, Si et Oi à un multiple près . Pour les déterminer,
Viéville propose de minimiser le critère
4 rotations e i
l
N1 cos(Oi) + Si sin(Oi) + 01
2
N3 cos(Oi) + S3 sin (0 j ) + 03
+
W11XA' + W12YA' +W13ZA' +W14WA'
W41XA' +W42YA' +W43ZA' + W44WA'
W11XB' +W12YB' + W13ZB' +W14WB' 2
+
W41XB' + W42YB' +W43ZB' + W44WB'
W21XA' +W22YA' +W23ZA' + W24WA'
W41XA' +W42YA' +W43ZA' +W44WA'
W21XB' + W22YB' +W23ZB' + W24WB' 2
+
W41XB' +W42YB' +W43ZB' +W44WB
( W31XA' + W32YA' + W33ZA' +W34WA'
W41XA' +W42YA' + W43ZA' +W44WA'
W31XB' +W32YB' +W33ZB' +W34WB 2
=
d 2
W41XB' +W42YB' +W43ZB' +W44WB'
6. Les méthodes d'autocalibrage
U =
N1 cos(O) + S 1 sin(O) + Oi
= u(G, 0)
des systèmes de vision active
V =
N3 cos(O) + S3 sin(O) + 03
N2 cos(O) + S2 sin(O) + 02
= v(G, 0)
N3 cos (0) + S3 sin(0) + 03
Figure 6 .1 . - La méthode de Viéville .
d'où













N2 cos(Oi) + S2 sin(O i ) + 02 \
2
-	
N3 cos(®i) + S3 sin(9) + 03
à partir d'une valeur initiale obtenue par un développement limité
(approximation par un polynôme du 3ème degré de la trajectoire
du point scène suivi au moins dans 4 images) . Pour chaque point
scène ainsi suivi, les paramètres Ni , Si et Oi qui lui sont associés,
sont ainsi obtenus .
Les paramètres intrinsèques
La détermination des paramètres intrinsèques est effectuée de la
manière suivante .
On utilise les relations suivantes reliant les coefficients déterminés
avec la matrice A, l'axe k de rotation et le point observé P
A-1S = k /\ A-1N
kA A-1 0=ZkAN (19)
A-1N+A-10= ZP





forment un repère orthonormé et que IA-1N11
I IA-1 S I I
En utilisant ces dernières relations, on obtient
(A-1 N) . A-1S = 0 =~ (A-1 N)t (A-1S) = 0
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où (uo, v o , au , a v ) sont les paramètres intrinsèques de la caméra .
Avec deux points suivis, quatre relations sont obtenues, ce qui est
suffisant a priori pour déterminer (uo, vo, au , av) . Il est possible
d'obtenir des expressions linéaires si le vecteur à calculer est le
vecteur
t
1 1 uo vo uô vô
b = ( a2 ' a2 ' a2 ' a2 ' a2 + a2 )
U v w v u u
Par un changement de variables, il est possible d'obtenir des
équations linéaires en les paramètres du vecteur b. Compte tenu
du fait que b a 5 paramètres, trois points scène sont maintenant
nécessaires afin de calculer ces paramètres .
Th. Viéville propose d'améliorer ces équations en calculant la
matrice A des covariances associées aux grandeurs a l et a2,
puis en minimisant (al, a2) tA
-l
(al, a2 ) . C'est une technique
classique destinée à réduire l'importance des paramètres obtenus
de manière moins fiable que d'autres. Le critère ainsi modifié pré-
sente la particularité de sommer des termes de même covariance
(Cf. §4.2 critère GRAD obtenu de manière analogue) .
Les paramètres extrinsèques
Connaissant A, il est possible de retrouver le vecteur de rotation
k . En effet, les vecteurs k, A
_ 1N
et A-' S forment un repère









Il est donc possible, connaissant cet axe, de déterminer la rotation
liant la caméra au socle .
De même, il est possible de retrouver à une inconnue près la pro-
jection orthogonale du centre optique sur l'axe de rotation, ainsi
que la position du point scène P. Si une information supplémen-
taire est disponible (par exemple, la distance 3D entre les deux
points scène suivis), le facteur d'échelle peut être récupéré ; il est
alors possible de retrouver tous les paramètres extrinsèques . Cette
remarque se conçoit aisément : nous ne changeons rien aux résul-
tats (trajectoire+équations) si nous opérons une homothétie d'axe
de rotation sur l'ensemble (caméra, points) . Cette homothétie
représente notre inconnue .
Si C est le centre optique, C' sa projection sur l'axe de rotation,
et A le facteur d'échelle, on a
CC' = A [{St(A-1)tA-IO}
A- 1S+
(22)
{Nt (A-' )tA-10 }A-1N]
(23)
C,P _ 11- 1 111A -1 SII [A -1 N+A-1 Oj
V
{St(A
-1)tA-1o} 2+{Nt(A-1 )tA-1O} 2
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L'algorithme
Ainsi l'algorithme proposé par Viéville est le suivant
a. Poursuivre au moins deux points statiques de la scène pendant
au moins quatre images obtenues en faisant une rotation
connue autour d'un axe de rotation fixe et enregistrer leurs
coordonnées images .
b. Pour chacun des points scène suivis, identifier ses coefficients
G = (O, S, N) t . Pour ceci, il faut d'abord trouver une
solution initiale en approchant la trajectoire image observée
par un polynôme de degré 3 et ensuite minimiser le critère
non linéaire donné précédemment .
c . Calculer les paramètres intrinsèques avec les relations (20)
d. Calculer les paramètres extrinsèques en utilisant les équations
(21), (22) et (23) .
Résultats obtenus
Les résultats obtenus par Viéville semblent prometteurs, et ceci
peut se comprendre de manière intuitive : il suppose que les angles
sont connus avec une grande précision, et comme la trajectoire
d'un point fixe de la scène peut très bien décrire toute l'image, il
est possible de récupérer des coefficients Ni, Si et Oi avec une très
grande précision (avec une translation, la trajectoire décrite par
le point sera a priori plus courte, et donc l'information recueillie
conduira ainsi à une solution moins précise) . Connaissant ces
coefficients avec une bonne précision, deux relations sont obtenues
sur les paramètres intrinsèques, et sont utilisées pour déterminer
des valeurs très correctes .
Th. Viéville montre aussi que si la trajectoire des deux points
étudiée est horizontale, alors les paramètres intrinsèques relatifs à
cet axe (i .e ., vo et av ) sont estimés beaucoup plus précisément que
les paramètres intrinsèques associés à l'autre axe (i .e ., uo et au) .
En définitive, si l'on est capable de concevoir un robot doté d'une
caméra pouvant librement subir des rotations autour de deux axes
orthogonaux, et dont on peut connaître les angles avec précision,
alors il sera possible d'obtenir les paramètres intrinsèques de cette
caméra, et une partie des paramètres extrinsèques avec de bons
résultats .
Bien évidemment, plus le nombre de points scène suivi est grand,
meilleur est le résultat et plus le nombre d'images utilisées par
point suivi est grand, meilleure est l'estimation des paramètres Ni,
Si et Oi associés à la trajectoire du point scène suivi . Dans ses
résultats expérimentaux, Viéville montre qu'une bonne précision
sur les paramètres intrinsèques est obtenue avec au minimum 10
points scène suivis dans au moins une dizaine d'images . Quant
aux paramètres extrinsèques, le vecteur de rotation k est assez
précis, mais le point C' (projection du centre optique sur l'axe
de la rotation, cf. Figure 6 .1) est très instable . Malheureusement,
Viéville n'a pas pour l'instant cherché à obtenir de résultats de
reconstruction 3D et donc il n'est pas possible de se prononcer
sur la précision atteinte par une telle méthode .
Calcul de la matrice fondamentale utilisant la méthode de
Viéville
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Nous pouvons observer qu'en utilisant cette méthode, il est
possible de déterminer la matrice fondamentale d'un système
stéréo
. En effet, si nous possédons les paramètres
Ni , Si et Oi
associés à la trajectoire d'un point, alors nous devons respecter
pour tout angle 0 la relation
p' t (0) F p(9) _ [O'tFO + N' tFN] + [N't FO + O'tFN]
cos(B) + [S'tFO + O'tFS] sin(B) + [S'tFS - N'tFC]
sin
e
(B) + [S' tFN + N'tFS] cos(9) sin(6) = 0 .
Les fonctions (cosinus, sinus, constante, sinus 2 , et cos* sin) étant
indépendantes, nous en déduisons que
O'tFO + N'tFN =
N'tFO + O' tFN =
S'tFO+O'tFS=0
S'tFS-N'tFC=0
S'tFN + N' tFS = 0
Une trajectoire conduit à 5 relations, donc deux trajectoires sont
suffisantes a priori . A notre connaissance, une telle méthode n'a
pas été implantée à l'heure actuelle .
6.3 .
LA MÉTHODE DE L'UNIVERSITÉ
D'OXFORD
6.3.1 . La méthode de McLauchlan and Murray
Dans le cadre du projet ESPRIT 5390 RTGC, l'Université d'Ox-
ford a également développé une méthode de calibrage d'un
système de vision active composé d'une caméra montée sur une
tourelle [McLaughlanMurray93] . La tourelle est dotée de deux
degrés de liberté (rotations en site et azimut) de paramètres connus
9 s , °a . Les paramètres recherchés de la caméra sont uniquement
les deux facteurs d'échelle a,, et a,, selon les axes u et v . Afin
de calculer ces paramètres, l'idée est d'utiliser un certain nombre
de points scène stationnaires qui sont poursuivis dans les images
acquises lorsque la tourelle de support de caméra effectue des ro-
tations de valeur connue . Pour simplifier les équations, les auteurs
supposent qu'il n'y a pas de rotation entre le repère tourelle et le
repère associé à la caméra, que la translation du centre optique
de la caméra est nulle lorsque la caméra subit des rotations (en
réalité ils supposent que l'axe de rotation passe par le centre op-
tique de la caméra) . Ces simplifications permettent aux auteurs
de travailler directement avec les directions visuelles des points
poursuivis sans se préoccuper de leur distance par rapport à la





recherchés, les coordonnées en X et Y
des points scènes,
les coordonnées images (u, v) des points scènes poursuivis et les
valeurs 0s , 6a des angles de rotation appliqués :








- avF3(Y, 0,) = 0
La particularité de la méthode présentée réside dans l'utilisation
d'un filtre de Kalman linéaire (résultant d'une linéarisation au
premier ordre des équations ci-dessus) dont la dimension du
vecteur d'état est variable pour estimer au mieux les paramètres
recherchés . En effet, le vecteur d'état est composé des deux
paramètres recherchés (paramètres globaux) et de paramètres
locaux associés aux coordonnées en X et en Y des points scène
poursuivis dans les images qui sont estimés en même temps que les
paramètres globaux. Le formalisme introduit permet de rajouter
ou d'enlever des paramètres locaux du vecteur d'état en fonction
du fait que les points scènes sont vus ou non dans les images
(sont mis en correspondance ou non) . Ceci permet notamment
d'intégrer dans le filtre d'une manière naturelle un nombre varia-
ble de points scènes poursuivis d'une image à l'autre et de mieux
exploiter toute l'information présente à un instant donné avec
un coût de calcul linéaire par rapport au nombre des paramètres
locaux (rappelons que ce coût est cubique dans le formalisme d'un
filtre de Kalman classique) .
Les points poursuivis sont des coins . La caméra parcourt une
grande partie de l'espace en effectuant des mouvements en zigzag
à vitesse angulaire constante . Plusieurs points sont poursuivis,
contribuant à une bonne estimation des paramètres recherchés .
Les résultats présentés dans l'article sont assez sommaires et
démontrent qu'une convergence est atteinte même avec une ini-
tialisation éloignée jusqu'à 50% de la vraie valeur . Globalement,
la méthode est intéressante surtout à cause de l'introduction d'un
nouveau formalisme de Kalman, mais il n'y a malheureusement à
l'heure actuelle aucune étude concernant l'influence du bruit ima-
ge, de l'influence des erreurs sur la mesure des angles de rotation,
du nombre des paramètres à utiliser au minimum pour assurer une
bonne convergence du filtre et de la qualité des résultats obtenus .
6.3.2. La méthode de Brady
L' idée de base de Brady [DuBrady93] est la même que précédem-
ment : imposer un certain nombre de mouvements connus à la
caméra afin de mesurer les paramètres intrinsèques de la caméra
par observation des points stationnaires de la scène . Supposons
que la caméra subit une rotation R = (r x , ry , rz ) connue, le mou-
vement (u, v) d'un point stationnaire scène dans le plan image est
alors donné par





1)r,,, - auavuvry -a, urz
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où au , a„ sont les deux facteurs d'échelle en u et en v respective-
ment, u = up - uo, v = vp - vo, (un , vp ) sont les coordonnées
images d'un point scène stationnaire, et (uo, vo) sont les coor-
données images du point principal .
Si maintenant le mouvement de la caméra et le flot optique sont
connus, dans les équations précédentes les seules inconnues sont
les 4 paramètres intrinsèques de la caméra . Chaque point station-
naire observé fournit deux équations . Théoriquement deux points
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suffisent pour déterminer les inconnues . Si plusieurs points scènes









auavuvrx - (aûu2 + 1)ry + avvrz
(avv 2 + 1)rx - au avuvry - auurz
En effectuant d'abord une rotation autour de l'axe des u, Du
et Brady récupèrent le facteur av via un processus aux moin-
dres carrés . Une rotation autour de l'axe des v leur permet de
récupérer le facteur au . Toutefois, le flot optique de points scènes
mesuré étant en pratique assez instable, l'algorithme de calcul des
paramètres intrinsèques est mal conditionné .
Pour y remédier, les auteurs proposent d'utiliser à la place du flot
optique, les trajectoires des points scènes observés . En effectuant
des rotations autour de l'axe des u, des points scènes sont
poursuivis dans les images et leurs trajectoires sont enregistrées .
Ces trajectoires décrivent des hyperboles qui sont symétriques par
rapport à l'axe vp = vo . En extrayant les axes de symétrie de toutes
les trajectoires et en les approchant par une représentation unique,
on peut récupérer vo . up est trouvé par une méthode similaire en
effectuant des rotations autour de l'axe des v . Le plus important
est que cette méthode est indépendante de la présence d'une
distorsion radiale car celle-ci préserve les symétries des lignes
passant par le point principal . Quant aux facteurs d'échelle, ils
sont récupérés de la façon suivante : les équations (A), dans le cas




aua„(up - uo) (vp - vo)






avec Dup =up /rx , Ovp =vp /ry . Si maintenant le point observé
est proche de l'axe des u, c'est à dire que vp - vo ~ 0, alors nous
avons que a„ = 1/Ovp . De façon similaire, au est trouvé pour
les points observés proches de l'axe des v : au = 1/Dup .
Les résultats expérimentaux présentés sont préliminaires et peu
convaincants à l'heure actuelle . Il n'existe aucune comparaison
avec des méthodes classiques, donc il est difficile de se prononcer
pour la stabilité ou la robustesse de la méthode face à la présence de
bruit, des erreurs de poursuite, etc . Les erreurs dues à la précision
de mesure des angles de rotation ne sont pas évaluées . De plus,
les auteurs font l'hypothèse que les axes de rotations de la caméra
coïncident avec ceux du support de la caméra et que ces axes
passent par le centre optique, hypothèse qui est difficile à vérifier
dans la pratique .
6.4. LA MÉTHODE DE L. DRON
Des idées similaires à celles présentées précédemment sont
reprises par Lisa Dron du MIT [Dron93] pour calibrer les
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paramètres d'une caméra sans utiliser de mires de calibrage : des
caractéristiques sont poursuivies dans une séquence d'images ;
un algorithme de moindres carrés linéaires permet de considérer
des informations provenant de plusieurs images pour estimer les
paramètres intrinsèques de la caméra ; ces paramètres peuvent être
mis à jour dynamiquement quand de nouvelles mesures arrivent .
L'originalité de la méthode par rapport aux précédentes ré-
side dans le fait qu'elle a besoin de connaître uniquement les
paramètres de translation de la caméra en mouvement mais pas
les paramètres de rotation : selon l'auteur, ceci nécessite un
contrôle moins sévère sur les paramètres de contrôle du mou-
vement de la caméra et rend la méthode moins exigeante vis à vis
de la précision d'extraction de caractéristiques images poursuivies
comme celle demandée par Brady [DuBrady93], Hartley [Hart-
1ey92] ou Faugeras [FaugerasLuongMaybank92] . L'inconvénient
est que la méthode nécessite un grand nombre de mouvements de
direction différente (pour être stable numériquement, au moins
12 séquences de mouvements différents sont nécessaires) . Le
deuxième inconvénient de la méthode est que l'on obtient une
matrice composée des paramètres intrinsèques multipliés par la
matrice de rotation liant la caméra et son support, et non pas di-
rectement les paramètres intrinsèques .
6.5 . LA MÉTHODE DE BASU
La méthode de Basu [Basu93] consiste à opérer sur la ou les
caméras une petite rotation en tangage et une petite rotation
en roulis, et à étudier les contours images d'un objet statique .
Basu écrit d'abord un certain nombre d'équations qui relient les
rotations appliquées avec les paramètres intrinsèques de la caméra
recherchés (les deux facteurs d'échelle et la position image du
point principal) : les équations sont dérivées en considérant des
mouvements en tangage et en roulis très petits et en effectuant
ensuite un développement limité d'ordre 1 (stratégie A) de ces
équations. A partir de ces équations, Basu calcule d'abord (par
résolution d'un système de deux équations à deux inconnues)
les paramètres uo et vo de la caméra, puis il obtient les deux
facteurs d'échelle. La même procédure est appliquée plusieurs
fois jusqu'à obtenir le niveau de précision souhaité . Le problème
de cette méthode, bien que théoriquement correcte, réside dans le
fait que compte tenu que les rotations appliquées à la caméra sont
très petites, les déplacements images des contours observés ne
sont pas suffisamment grands pour être fiables . Par conséquent,
les erreurs de déplacements observés sont presque du même ordre
que les erreurs de localisation des contours .
Pour pallier cet inconvénient, une stratégie alternative est pro-
posée, qui consiste à faire un développement limité d'ordre 2 des
équations obtenues et à éliminer les termes négligeables (stratégie
B). Selon cette stratégie, un seul contour observé suffit pour déter-
miner le facteur d'échelle au , lorsque l'on fait subir à la caméra
une petite rotation en tangage . De façon similaire, le facteur av
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la caméra en roulis . En utilisant ensuite un deuxième contour
observé, il est possible de retrouver les coordonnées (uo, vo ) du
point principal . Cette procédure est répétée plusieurs fois jusqu'à
l'obtention d'une précision suffisante .
Les résultats expérimentaux que l'auteur présente sont assez inté-
ressants . La stratégie B est beaucoup plus fiable et se comporte
beaucoup mieux que la stratégie A en présence de bruit . Des expér-
imentations réelles ont démontré que les paramètres intrinsèques
de la caméra ont été obtenus avec une erreur relative moyenne de
3% par rapport aux valeurs obtenues avec un calibrage classique .
L'inconvénient majeur de la méthode présentée réside probable-
ment dans le fait que les valeurs obtenues sont très sensibles à
la précision sur l'angle des deux rotations : des rotations de 0 .03
radians (maximum 0 .05 radians) doivent être appliquées de façon
très précise afin que la méthode proposée soit valable!
7. Conclusion
Nous avons présenté dans cet article plusieurs méthodes déve-
loppées récemment concernant le problème d'autocalibrage des
caméras CCD, mais aussi le problème de reconstruction relative
de scènes .
D'une manière générale, ces nouvelles méthodes peuvent être
classifiées en trois catégories différentes : celles qui nécessite
d'abord le calcul de la matrice fondamentale entre des images suc-
cessives de la séquence, celles qui estiment à la fois les paramètres
de transformation perspective de caméras et la structure 3D de la
scène et enfin celles qui utilisent la connaissance a priori quant au
déplacement effectué par une caméra pour estimer les paramètres
intrinsèques de celle-ci .
La première catégorie de méthodes repose sur le calcul de la
matrice fondamentale F liant une caméra à l'autre (ou une image
en général avec une autre) . Toute information susceptible de relier
deux plans caméras (position relative, points appariés) est de
nature à générer des contraintes sur F. Malheureusement, ce calcul
de.F s'avère assez instable dans la pratique . Des expériences ont
démontré que F dépend de la configuration des points scène
dont les images sont utilisées lors du calcul . Qui plus est, le
calcul des paramètres intrinsèques résultant est assez délicat .
Il dépend du mouvement de la caméra (une seule image est
largement insuffisante) et dans le cas général où l'ensemble des
paramètres intrinsèques sont considérés comme inconnus, il est
difficile de les obtenir. Il vaut mieux considérer dans la pratique
que l'angle 0 est très proche de ir/2 . De plus, comme Zhang l'a
montré, les grandeurs uo et vo influent peu sur la reconstruction .
L'hypothèse rencontrée à plusieurs reprises qui consiste à prendre
les coordonnées du point principal (uo, vo) au centre de la rétine
paraît assez raisonnable . Quant aux grandeurs au et av , elles
changent au cours du temps et doivent donc être estimées . Par
contre une fois estimés, leur rapport au/av reste constant .
La deuxième catégorie des méthodes résout plusieurs des in-
convénients inhérents à la première catégorie . Pour un système
de calibrage en-ligne, le problème principal est la résolution
d'un grand nombre d'équations quadratiques par rapport à un
grand nombre de paramètres recherchés, donc un coût de calcul
important. Des problèmes d'initialisation peuvent apparaître . A
l'heure actuelle, elle n'est pas suffisamment expérimentée pour
exhiber les conditions de sa convergence 'et les précisions de
reconstruction obtenues en présence des erreurs de correspon-
dances, de bruits images, etc . Toutefois, cette méthode paraît très
prometteuse, et peut être utilisée à d'autres problèmes de cali-
brage (comme par exemple le calibrage entre une caméra et son
support « hand-eye calibration » - voir dans [HoraudDornaika-
BoufamaMohr94] et [HoraudDornaika95]) .
Les méthodes de troisième catégorie, utilisées pour le calibrage
de caméras d'un système de vision active, se basent toutes sur
l'hypothèse que le mouvement appliqué à la caméra est connu
précisément . Dans la plupart des travaux actuels, le mouvement
appliqué est une rotation pure dont l'axe est supposé passer par
le centre optique de la caméra . A l'heure actuelle, les résultats
apparus ne peuvent être considérés que comme préliminaires .
Pour la plupart des résultats présentés, les analyses sont encore
à un stade quasi-embryonnaire . Notamment aucune étude sur
l'influence des hypothèses faites n'existe . Par conséquent, nous
attendons très prochainement plusieurs travaux supplémentaires
dans ce domaine, devant nous permettre de mieux apprécier ce
type de méthodes, leur stabilité et leur robustesse .
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8 a Annexes
A.1 . NOTATIONS ET SYMBOLES UTILISÉS
Les principaux symboles utilisés dans cet article sont les suivant
P : Point scène .
Ses coordonnées cartésiennes sont P = (X, Y, Z)t . Ses coor-
données projectives (homogènes) sont (X, Y, Z, W)t .
p : projection dans l'image gauche du point P .
Ses coordonnées projectives exprimées dans le repère image sont
p = (pu, pv, pw) t = (
su, sv, s) t . Ses coordonnées en pixels sont
p = (u, v) t .
p' : projection dans l'image droite du point P .
Ses coordonnées projectives exprimées dans le repère imagr sont
p' = (p'u , p' , pw) t = ( su', sv', s) t . Ses coordonnées en pixels
sont p'(u', v') t .
pu,pn : projections dans l'image gauche et droite respectivement
du point P. Leurs coordonnées sont exprimées dans les repères
rétiniens gauche et droit normalisés .
e, e' : épipoles gauche et droit respectivement
l, l' : droites épipolaires gauche et droite respectivement
M, M' : : matrices de transformation perspective de la caméra
gauche et droite respectivement
uo, vo, a u , av , B : les paramètres intrinsèques d'une caméra
f : la distance focale d'une caméra
A, A' : matrices des paramètres intrinsèques de la caméra gauche
et droite respectivement
D = (R, t) : matrice de déplacement rigide avec R = matrice de
rotation et t = vecteur translation
F = matrice fondamentale liant deux images = matrice de passage
entre les coordonnées projectives image
E = matrice essentielle liant les repères associés à deux caméras =
matrice de passage entre les coordonnées projectives rétiniennes
normalisées
A : matrice de Kruppa
Tx : matrice antisymétrique associée au vecteur x .
A.2 . GÉOMÉTRIE PROJECTIVE
UNE INTRODUCTION
Comme nous l'avons vu, nous sommes souvent amenés à manip-




Le vecteur (su, sv, s) t représente la droite associée au point
(u, v) t du plan image . La géométrie projective représente une
formalisation de cette notion . Les paragraphes qui suivent ont
pour objectif de donner quelques définitions et quelques résultats
intéressants pour le calibrage de caméras . Pour plus de détail, on
peut regarder les articles de [Mohr92], [MohrVeillon92] et surtout
le livre [SempleKneebone52] .
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un point de Rn+
1 .
On définit l'espace pro-




il existe À ,i 0, X =,\Y
où
X = ( x1,
. . . ,
xn+i)
et y = ( y1
. .
. , yn+1)
A un point de P" on associe les coordonnées (xl, . . . .
x,,+1)
qui
sont donc définies à un facteur d'échelle près . On peut aussi avoir
P" comme l'ensemble des droites vectorielles de R"+
1
Le dessin de la Figure B .1 illustre cette notion en dimension n = 2 .
Prolongement canonique de P" dans R"
On identifie habituellement un point de P" - {x1 . . , x, , 0} à un
point de R" par l'application
xl xn
(z1, . . .,xn+1) " , . . .,
xn+1 xn+1
On note que si xn+l tend vers 0, ce point de R" tend vers
l'infini dans la direction (xl , . . . . x,,), ce qui justifie l'appellation
d'hyperplan de l'infini pour le plan d'équation
xn+l
= 0. Le point
(xl, . . . , x n , 0), peut être vu comme une direction de l'espace R" .
A toute droite de l'espace projectif correspond donc un point de
l'espace affine : il suffit de prendre son intersection avec le plan
xn+1 = 1
. Seules les droites du plan xn+ t = 0 n'ont pas de
correspondant. En fait, elles correspondent à des points situés à
l'infini, ou plus simplement à des directions asymptotiques . Nous
voyons bien sur la Figure B .1 que si M' partait à l'infini, sa droite
associée aurait tendance à tendre vers une droite incluse dans le
plan (O, x, y) de coordonnées (x, y, 0) .
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Figure B .1 . - L'espace affine de dimension 2 et son espace projectif
de
dimension 3. A M correspond la droite
M- et
inversement.
Les applications projectives et leurs propriétés
Une transformation projective ou homographie (en anglais
« collineation ») est une application de P" dans P" définie par
une matrice Q de dimension (n + 1)x(n + 1) telle que l'image





Comme les deux vecteurs colonnes ci-dessus sont définis à un
facteur d'échelle près, il en est de même de la matrice Q .
Donc une transformation projective est une application linéaire
en coordonnées homogènes . Toutes les transformations affines
standards (translations, rotations, changements d'échelles et leur
combinaison) peuvent facilement être représentées par des trans-
formations projectives . Par exemple, un déplacement rigide de
R3 est défini par une translation t = (a, b, c) t et une matrice de
rotation (3 x 3) Rot. L'application linéaire (projective) associée
à ce déplacement rigide (Rot, t) est
Rot t
03 1
On peut facilement démontrer que les applications projectives ont
les propriétés suivantes
Propriétés
• Une translation de R" est une application projective qui laisse
les points à l'infini invariants .
• Les transformations affines sont les applications projectives qui
laissent l'hyperplan de l'infini globalement invariant.
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Bases projectives : Une base de l'espace projectif P"est formée
de n + 2 points tels que n + 1 parmi eux n'appartiennent pas
au même hyperplan . Une base canonique est habituellement
choisie par (1, 0, 0, . . . 1 0) 1 (0 1 1 1 0 1 . . . 1 0), . . . 1 (0 1 0 1 0 1 . . .
1011)
auxquels est ajouté le point unitaire (1, 1, . . . . 1) . Pour l'espace
P3 , 5 points sont donc nécessaires pour définir une base projective
les quatre premiers définissent les 3 axes de l'espace P 3 et
l'origine . Le cinquième est le point unitaire .
Les invariants projectifs
Il existe une notion importante de l'espace projectif : il s'agit
des bi-rapports . On définit le bi-rapport de 4 points alignés,
de 4 droites coplanaires ayant un point commun et de 4 plans
concourants ayant une droite commune .
L'invariant projectif de base : Le bi-rapport est l'invariant
projectif de base .
Bi-rapport de 4 points alignés
Soient deux points M et N de P" . Tout point A de la droite
[M, N] peut s'écrire A = iM +,uN (cf. Figure B.2), avec
(,c, r) définis à un coefficient de proportionnalité près, définissant
ainsi un espace projectif de dimension 1 sur la droite [M, N] .
Soient Ai , {i = 1, . . . . 4} quatre points (lîi, pi) de cette droite .











A3, A41 = 1
V4 / ~4 -
al
-




On peut vérifier que ce bi-rapport est indépendant du choix des
pointsM et N.
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Figure B .2 .
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Propriété : Le bi-rapport de 4 points alignés reste invariant par
toute application projective . Pour toute application projective f,
on a donc
{f (A1), f(A2) ; f (A3), f (A4)}
_ {Ai, A2 ; A3, A4}
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Agle
K
Figure B .3 . - Le bi-rapport de 4 droites concourantes est identique à celui
défini par les 4 points Al, A2, A3, A4 .
Il est possible de démontrer que le bi-rapport s'écrit plus simple-
ment sous la forme






À4 / À2 - À4 - ÀlA4 / A2A4
La notation Al A3 est la longueur du segment Al A3. Cela veut
dire qu'étant donné 3 points sur une droite et un bi-rapport, le
quatrième point peut parfaitement être positionné sur la droite . 3
points sur une droite définissent une base projective dans Pl . Tout
autre point est positionné de manière unique sur cette droite par
rapport à ces trois points avec un bi-rapport . Le bi-rapport est par
conséquent la coordonnée projective de tout point par rapport à
la base définie par ces 3 points alignés .
Bi-rapport de 4 droites coplanaires concourantes
Pour quatre droites coplanaires W1, W2, W3, W4 ayant un point
O en commun, on définit le bi-rapport par la relation (cf . Figure
B.3)







det(O,A 2 ,A 4 )
où Ai est un point quelconque de Wi. On montre que le bi-rapport
ainsi défini est indépendant des points choisis . Lorsque les points
sont alignés, on peut vérifier que la définition du bi-rapport de 4







W3 W4 } = det(O,A2,A3) -
{A1 A





A2 ; A3, A4) sont alignés .
Propriété : De même qu'avec le bi-rapport de 4 points alignés,
l'application projective qui transforme une droite en une autre
Bi-rapport de faisceaux de plans
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Figure B.4. - Ayant donné 4 points (non alignés trois par trois), tout autre
point de l'espace
p2
peut être défini de manière unique par rapport à la
base projective définie par ces 4 points. En effet, P(xi, x2) est le point
défini par l'intersection des droites Cm et An où Cm est la droite définie
par le bi-rapport xi = {[CA], [CB], [CD], [CP]} et An par le bi-rapport
x2 = {[ AB], [AC], [AD], [AP]} . .
droite laisse invariant le bi-rapport de 4 droites coplanaires
concourantes Wl, W2, W3, W4 .
En utilisant maintenant ce qui a été décrit ci-dessus, nous pouvons
remarquer que dans le cas du plan projectif P 2 , un point P est
défini de manière unique par l'intersection de deux droites . Par
conséquent, si l'on se donne 4 points non alignés, alors n'importe
quel point du plan est défini par deux bi-rapports définissant
chacun une droite (voir Figure B .4)
x l = {[CA], [CB], [CD], [CP]}
droites ayant pour point commun le point C
X2 =
{[AB], [AC], [AD], [AP]}
droites ayant pour point commun le point A
En fait, cette construction consiste à doter l'espace projectif
d'un repère. Comme celui-ci est de dimension 3, il est parfaite-
ment logique d'utiliser 4 points . L'avantage de cette construction
provient du fait que si on connaît les images des 4 points A, B,
C, et D par une application projective, alors les coordonnées de
l'image du point P restent inchangées dans le nouveau repère . On
est donc capable de le positionner .
Un faisceau de plans est un ensemble de 4 plans ayant une droite
en commun . Le bi-rapport d'un faisceau de plans est égal à celui
d'un faisceau de droites résultant de l'intersection du faisceau de
plans par un plan sécant .
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A.3 . Calibrage d'une caméra
La matrice de transformation perspective
Considérons le modèle sténopé d'une caméra présenté dans la
Figure 3 .1. Avec ce modèle, le repère caméra (C,
XC, YC, ZC)
et le repère rétinien (c,xc ,yc ) sont liés par la transformation
perspective :
Zc Xc Yc
En utilisant les coordonnées projectives pour la caméra et la rétine,
cette relation peut se réécrire sous la forme
f 0 0 0 -
0 f 0 0
0 0 1 0
Ainsi, la relation entre les coordonnées rétiniennes et les coor-
données caméras (exprimée par la matrice 3 x 4 U1) est linéaire
(voir Annexe B) . La matrice Uf est une application projective per-
mettant le passage de l'espace projectif P3 dans le plan projectif
P2 et reflète la projection perspective .
Si l'on passe du repère rétinien (c, xc ,y c ) au repère image (I, u, v)
(par le biais d'un changement d'unités et d'une translation de




x~ = et yc
kv
u kv
ou écrite sous forme de coordonnées projectives
Au k,. 0 u0
Av = 0 k„ v0








La matrice 3 x 3 Uim est une transformation affine représentant
un changement d'échelle et une translation . (u0, vo ) sont les
coordonnées du point principal c en pixels et ku , kv deux facteurs
d'échelle selon les axes u et v .
A partir des équations précédentes, en posant au = k„f et
av = kf, nous pouvons écrire la relation suivante liant les coor-

















f k,. 0 u0 0
Xc
0 fk„ vo 0
YC
0 0 1 0
ZC
1La matrice 3 x 3 U (avec U = UimUf) est une application pro-
jective de l'espace projectif P3 dans le plan projectif
p2
. Elle est
constituée des paramètres intrinsèques de la caméra . Un modèle
amélioré peut être utilisé pour exprimer la transformation entre
le repère rétinien et le repère image en introduisant un paramètre
supplémentaire 0 qui représente l'angle que font les deux vecteurs
u et v du repère image entre eux. Ainsi on obtient la relation suiv-
ante entre les coordonnées projectives images et caméra
Les repères scène (W, Xw, Yw, Zw) et caméra (C, Xe, Yc, ZC)
sont reliés par une transformation rigide D(R, t) composée d'une
rotation R et d'une translation t. Ainsi, le passage d'un repère à








La matrice de calibrage M est la matrice de passage du repère
scène (W, xw, Yw, Zyy) au repère image (I, u, v) .
Elle s'écrit comme
cette dernière relation peut s'écrire sous la forme
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les repères scène et caméra et est appelée matrice des paramètres
extrinsèques .
M = (mij) dépend donc de 12 paramètres, mais elle est définie
à un coefficient multiplicatif près . Elle est appelée matrice de
transformation perspective . M dépend donc de 3 x 4 - 1 = 11
coefficients qui sont à relier avec les 5 paramètres intrinsèques
dont dépend la matrice A et les 6 paramètres extrinsèques de la
matrice D .
Si un point de l'espace observé, de coordonnées projectives
P = (X, Y, Z, 1)t, se projette dans l'image au point de coor-





La matrice U = AV permet de passer du repère caméra au repère
image. Avec le modèle sténopé adopté précédemment, il est
impossible de calculer explicitement la distance focale f . On
peut alors introduire des coordonnées caméras sans dimension
les unités du repère de la caméra sont choisies de sorte que
la distance focale soit égale à 1 dans ce repère . On appelle ce
nouveau repère repère caméra normalisé . Si maintenant au point
principal e de la rétine on associe un système de coordonnées
(c,xc,yc ) d'unités égales à celles du repère caméra et d'axes
parallèles aux axes XC et Yc du repère caméra, alors ce repère
est le repère rétinien normalisé. La relation entre les coordonnées
caméra (Xe, Yc, Zc), les coordonnées rétiniennes (X e , y ° ) et les
coordonnées rétiniennes normalisées (x
,orm ycorm)
est donnée




























M= m21 m22 m23 m24 = UD
m31 m32 m33 m34
an -au cot B U0 0 R
i
0 a,/ sin B vo 0
1 -
0 0 1 0
03
au -au cot 0 uo 0 1 0 0 0














1 0 0 0 -
M=A 0 1 0 0 D=AVD
0 0 1 0
où V est la matrice 3 x 4
1 0 0 0
V= 0 1 0 0
0 0 1 0





























1 0 0 0
M=A 0 1 0 0 D
Cette dernière relation peut se réécrire sous la forme (en utilisant





a,,, -an cot 0 uo 0
0 a,/ sin 0 vo 0





En pratique, sur un capteur CCD, 0 ~
2
.
La matrice 3 x 4 V lie le repère caméra avec le repère rétinien nor-
malisé. Elle est une application projective permettant le passage
de l'espace projectif P3 dans le plan projectif P2 et reflète la pro-
jection perspective. La relation entre les coordonnées rétiniennes
normalisées et les coordonnées caméras est ici linéaire.
Enfin, il est facile de voir que la relation entre les coordonnées
images et rétiniennes normalisées est également linéaire . Elle
est donnée par la matrice des paramètres intrinsèques A, qui est
également une application projective .
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Ainsi, la matrice de projection perspective M = AVD liant
les coordonnées scène avec les coordonnées image est le pro-
duit d'un ensemble d'applications projectives (applications
linéaires en les coordonnées homogènes). Par conséquent,
nous avons adopté un modèle de caméra pour lequel la re-
lation entre les coordonnées scène et les coordonnées image
est linéaire projective .
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