Abstract. In [RF], we exhibit a link between the average local growth of Laplace eigenfunctions on surfaces and the size of their nodal set. In that paper, the average local growth is computed using the uniformor L ∞ -growth exponents on disks of wavelength radius. The purpose of this note is to prove similar results for a broader class of L q growth exponents with q ∈ (1, ∞). More precisely, we show that the size of the nodal set is bounded above and below by the product of the average local L q growth with the frequency. We briefly discuss the relation between this new result and Yau's conjecture on the size of nodal sets.
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Growth and nodal sets of Laplace eigenfunctions
Let (M, g) be a smooth, compact, connected two-dimensional Riemannian manifold without boundary endowed with a C ∞ metric g. Let {φ λ }, λ ր ∞, be any sequence of L 2 normalized eigenfunctions of the negative definite Laplace-Beltrami operator ∆ g :
(1.0.1) 1.1. Nodal set. The nodal set of an eigenfunction φ λ is Z λ = {p ∈ M : φ λ (p) = 0} , whose one dimensional Hausdorff measure we denote by H 1 (Z λ ). The nodal set is a smooth curve away from the finite singular set S λ = {p ∈ Z λ : ∇φ λ (p) = 0} , which is known to be finite in our current setting (see [CH, B] ). It has been conjectured by Yau [YA1, YA2] that the size of the nodal set grows like the frequency, namely that there exist positive constants c, C such that:
The author has been supported by NSERC.
Remark 1.1.2. The conjecture of Yau has been formulated for any ndimensional compact, smooth manifold and has been proved by Donnelly and Fefferman in [DF1] in the case where (M, g) is a real analytic manifold with real analytic metric. We will however only consider the case n = 2 from here on.
For smooth surfaces, the conjectured lower bound has been proved in [BR] by Brüning and also by Yau (unpublished) . The current best upper bound of
is due to and Dong [D] .
1.2. Local growth. Given a continuous function f on a ball B and a scaling factor 0 < α < 1, one can measure the local growth of f by defining the L q growth exponent of f on B by
where αB is the ball concentric to B with radius shrank by a factor α.
This quantity can be thought of as a generalized degree for f . Indeed, the following basic example illustrates that the L q growth exponent of a polynomial is nothing but its degree up to constants:
We now define growth exponents at small scale for the eigenfunctions φ λ .
Once again, fix a scaling factor 0 < α < 1 and write B r λ (p) for the ball of radius
Here, k 0 is a small constant whose value will be deter-
These growth exponents are a measure of the local L q growth of an eigenfunction at the wavelength scale and generalize the doubling exponents extensively used by Donnelly and Fefferman, notably in [DF1] , where they prove the following estimate
Note that this bound further supports the common intuition that an eigenfunction of eigenvalue λ behaves roughly like a polynomial of degree √ λ. For more details, we refer the reader to [DF3, RF, ZE2] . The growth exponents are local by nature and we can average them to get a global quantity called the average local L q growth:
.
Main result and discussion
Our main result shows that the length of the nodal set of an eigenfunction φ λ is controlled by the product of the frequency with the average local L q growth of φ λ . More precisely, we have Theorem 2.0.2. There exists 0 < α 0 < 1 such that the following holds for any 0 < α < α 0 and q ∈ (1, +∞):
where and c 1 , c 2 are positive constants depending only on q, α and the geometry of (M, g).
In our previous paper [RF] , we prove the same result for q = ∞. We remark that the definition of the growth exponents implies that the lower bound for the length of the nodal set actually holds for every α ∈ (0, 1).
Indeed, as the scaling parameter α increases, the growth exponents become smaller. We believe that the case q = 1 is also true, but we can not prove it with our current methods.
2.1. Connection with the conjecture of Yau. We recall that for smooth surfaces, the sharp lower bound conjectured by Yau for the length of the nodal set has been proved and that the current best upper bound is λ [ and for some q ∈ (1, ∞)?
Combined with Theorem 2.0.2, any such result would immediately improve the current best upper bound for the size of the nodal set on smooth surfaces. In the same spirit, we remark that another consequence of our main theorem is that the conjecture of Yau for compact surfaces is now equivalent to proving
for any q ∈ (1, ∞]. Finally, for eigenfunctions of a real analytic surface, Theorem 2.0.2 combined with the results of Donnelly and Fefferman [DF1] imply that A q α (λ) = O(1). This tells us that such eigenfunctions cannot grow too fast with respect to L q norms on balls of wavelength radius, except maybe on a residual set of null measure.
To tackle Question 2.1.1, we need to further understand what exactly is measured by A q α (λ), which we attempt to do next in the special case q = 2.
Remark on equidistribution of eigenfunctions and the case
Equidistribution on M often arises as a consequence of the stronger quantum ergodicity property, where the eigenfunctions actually equidistribute on the phase space S * M after microlocal lifting. For example, on surfaces with negative curvature, equidistribution holds for a density one subsequence of quantum ergodic eigenfunctions, see [CdV, SH, ZE1] . The recent papers [HR] by Hezari, Rivière and [H] by Han investigate quantum ergodicity of eigenfunctions at small scales on closed manifolds of negative sectional curvature. A consequence of their work is that, in such a setting, the full density subsequence of quantum ergodic eigenfunctions equidistribute on balls B r (p) of shrinking radius r = (log √ λ) −K . This relates to our work when q = 2: the definition of L 2 -growth exponents relies upon balls whose radii are also shrinking, albeit at the quicker wavelength pace
2 . While the current machinery does not seem to allow going beyond the inverse logarithmic regime in general, it would nevertheless be interesting to try to find specific sequences of eigenfunctions that equidistribute almost everywhere at the wavelength scale. For such sequences, the average local growth is bounded and the upper bound conjectured by Yau for the length of the nodal set would then follow from Theorem 2.0.2.
The aforementioned results on small scale quantum ergodicity imply that the L 2 growth exponents are uniformly bounded at the inverse logarithmic scale for the density one subsequence of quantum ergodic eigenfunctions on surfaces of negative curvature. It is thus natural to ask Question 2.2.1. Does a result analogous to Theorem 1 hold for growth exponents measured on balls of larger scales than r = λ Theorem 3.1.1. Let F : 3D → R be a solution of
and let
Finally, denote by Z F the nodal set {z ∈ 3D : F (z) = 0} of F . Then,
where β * := max{β q , 1} and c 3 = c 3 (q) is a positive constant.
The explicit value of the small positive constant ǫ 0 comes from the proof. . These values are arbitrary and this does not affect the global argument. We first start with another lemma, which allows to bound the L ∞ norm of F on a disk by its L q norm on a slightly larger one.
Lemma 3.1.3. Let F : r 0 D → R be a solution of ∆F + pF = 0 on r 0 D, where r 0 > 0 is a fixed radius and p ∈ C ∞ (r 0 D) is a small potential which satisfies ||p|| L ∞ (r 0 D) < ǫ 0 . Let q ∈ (1, ∞) and consider the following radii
where c 4 is a positive constant that depends on the choice of r − , r + and the exponent q.
Proof. The proof uses ideas from [NPS, Lemma 4.9] and generalizes [RF, Lemma 5.4.6] . The main tool is the representation of F as the sum of its Green potential and Poisson integral. More precisely, for |z| ≤ r − and given any fixed radius ρ ∈ [r, r + ], withr := r − + r + 2 , we have the following decomposition of F:
|ζ − z| 2 . We respectively write I 1 and I 2 for the double integral and the (line) integral above. Since q > 1, the convexity of x → x q yields
which holds for all |z| ≤ r − . Let q ′ =−1 < ∞ be the conjugate exponent of q. By Hölder, we have 1.6) In the above, we have bounded the L q ′ norm of the Green function by
Note as well that we assumed ǫ 0 < 1 without loss of generality. The actual size of ǫ 0 will be specified at the end of the proof. We proceed similarly for the Poisson integral and get
The representation of F in Equation 3.1.4 holds for any |z| ≤ r − so that substituting Equations 3.1.6 and 3.1.7 in 3.1.5, we get:
with a 3 = 2 q−1 max{a 1 (q), a 2 (q)}. Averaging over all ρ yields:
It suffices to choose ǫ 0 small enough so that (1 − a 5 (q)ǫ 0 ) is positive to finally obtain
whence we conclude
Let us remark here that it is also possible to prove the last result for q ∈ [2, ∞) using classical elliptic theory, as is extensively used by Donnelly and Fefferman in [DF1, DF2] , an approach which works in higher dimension to the cost of being more complicated than what we have just done here.
We are now ready to give the proof of Theorem 3.1.1.
Proof. We set r 0 = 3, r − = 5 2 and r + = 11 4
and use Lemma 3.1.3 to get
We conclude by taking the logarithm on both sides and by using Theorem 2.1.1 of [RF] .
3.2. Lower bound for the size of the nodal set. The approach is similar to what we just did for the upper bound: we now follow the steps of Section 3.3 in [RF] using L q norms instead of L ∞ ones and we replace the important Theorem 3.1.1. by the following theorem Notice that the explicit value ofρ − above is slightly bigger than that of ρ − in Theorem 3.1.1 of [RF] , but, again, this has no effect whatsoever on the global argument.
Proof. On the one hand, we have It suffices to combine the last equations and invoke [RF, Theorem 3.1 .1] in order to conclude the proof.
