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Abstract
Bisherige frequenzbasierte Covert Channel basieren auf dem Prinzip, dass entwe-
der alle CPU-Kerne die gleiche CPU-Frequenz verwenden oder mithilfe des Be-
triebssystems, welches Schnittstellen bietet um die CPU-Frequenz eines anderen
CPU-Kerns auszulesen. Durch Änderungen in aktuellen Mikroarchitekturen ver-
wendet heute jedoch jeder CPU-Kern seine eigene CPU-Frequenz. Zudem kann
das Betriebssystem den Zugriff auf die Information der CPU-Frequenz anderer
CPU-Kerne einschränken und damit den Covert Channel verhindern.
Aufgrund dieser Punkte wurde es das Ziel dieser Arbeit einen Covert Chan-
nel zu entwickeln, welcher über die CPU-Frequenz zwischen zwei Prozessen auf
einem Hostsystem kommuniziert. Dabei wurde speziell darauf geachtet, dass die-
se Prozesse keine gesonderten Rechte brauchen und auch nicht auf Informatio-
nen des Betriebssystems angewiesen sind. Um die CPU-Frequenz zu beeinflussen
wird dabei die Intel Turbo-Boost Technologie verwendet, welche das automati-
sche Übertakten von CPU-Kerne erlaubt. Dabei ist die von Turbo-Boost festge-
legte Turbofrequenz auf allen CPU-Kernen gleich, weswegen es möglich ist, hier-
über Daten zu übertragen. Durch Reduzieren von Störungsquellen, sind Datenrate
von 1000 bit/s möglich, was jedoch mit einer Fehlerrate von 13,5% verbunden
ist. Bei einem System im Leerlauf wurde Nutzdatenraten von 56 bit/s erreicht.
Neben der Kommunikation zwischen zwei Prozessen ist es auch möglich diesen
Covert Channel zwischen zwei virtuellen Maschinen einzusetzen. Hierbei wurden
Nutzdatenraten von bis zu 9 bit/s erreicht. Im Vergleich zu bisherigen frequenz-
basierten Covert Channels schneidet dieser deutlich besser ab. So erreichen ver-
gleichbare Covert Channels Nutzdatenraten von bis zu 20 bit/s, wobei diese auf
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Daten sind Rohstoffe des 21. Jahrhunderts [34]. Es werden nicht nur immer mehr
Daten gesammelt, es entstehen auch immer mehr Daten, welche vertraulich sind
und nicht an die Öffentlichkeit gelangen sollten. Damit das nicht passiert, wer-
den immer mehr Vorkehrungen zum Schutz dieser Daten getroffen. Programme,
welche Zugriff auf vertrauliche Daten haben, werden isoliert, um unerlaubte Zu-
griffe auf das Internet oder ähnliches zu verhindern, bei denen diese Daten ver-
loren gehen können. Nicht immer gelingt dies. Neben den allgemein bekannten
Kommunikationswegen, wie Interprozesskommunikation, Netzwerkkommunika-
tion, etc., gibt es noch weitere, nicht offensichtliche Kommunikationswege, über
die ein isoliertes Programm trotzdem mit der Außenwelt kommunizieren kann.
Solche verdeckten Kommunikationskanäle werden Covert Channels genannt.
Der Datenaustausch erfolgt hierbei über Kommunikationskanäle, die nicht von
Sicherheitsrichtlinien erfasst und kontrolliert werden. Systeme wie beispielsweise
das Betriebssystem, welche die Sicherheitsrichtlinien umsetzen, können dement-
sprechend diese auch nicht verhindern.
Es gibt viele unterschiedliche Arten, wie sich Covert Channels realisieren las-
sen. Meist werden Nebeneffekte von bestehenden Kommunikationskanälen oder
Hardwareeigenschaften zum Aufbau eines Kommunikationskanals ausgenutzt. So
gibt es Covert Channels, welche den TCP/IP-Header als Übertragungsweg nut-
zen [31] oder über die Unterschiede von Cache-Zugriffszeiten Daten austauschen
[28]. In dieser Arbeit wird ein Covert Channel vorgestellt, welcher die CPU-
Frequenz als Kommunikationskanal benutzt.
Die CPU-Frequenz als Kommunikationskanal wurde bisher weniger betrach-
tet, da sie einige Schwierigkeiten mit sich bringt. So haben sich in den letzten
Jahren Hardwareänderungen ergeben, welche ein Ausnutzen der CPU-Frequenz
erschweren. Durch die bei Skylake eingeführten Hardwareänderungen hat jeder
CPU-Kern eine von den restlichen CPU-Kernen unabhängige CPU-Frequenz. In
vorherigen Mikroarchitekturen hatten alle CPU-Kerne die gleiche CPU-Frequenz,
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wodurch es möglich war, wie von Algappan et al. beschrieben, durch Auslas-
tung eines CPU-Kerns das Betriebssystem dazu zu bringen die gemeinsame CPU-
Frequenz aller CPU-Kerne zu ändern [8]. Ein Empfänger konnte daraufhin die
CPU-Frequenz des einen CPU-Kerns ermitteln und damit die Informationen emp-
fangen. Seit Skylake kann jeder CPU-Kern seine eigene Frequenz selbst bestim-
men, was das Auslesen zwischen CPU-Kernen verhindert. Der Empfänger musste
daraufhin auf Schnittstellen des Betriebssystems ausweichen, welche es erlauben
die CPU-Frequenz aller CPU-Kerne auszulesen. Die Kontrolle über diese Schnitt-
stellen hat das Betriebssystem, was dazu führt, dass dieses den Zugriff verweigern
oder falsche Informationen liefern kann, um den Empfänger zu täuschen.
Des Weiteren kommt hinzu, dass die Auslastung des Systems Einfluss auf
die Übertragungsfehler innerhalb des Kommunikationskanals haben. Daher ist der
in dieser Arbeit beschriebene Covert Channel darauf ausgelegt, dass das System
wenig ausgelastet ist.
Mithilfe der Intel Turbo-Boost Technologie lässt sich dieses Problem umge-
hen. Sie erlaubt das dynamische Übertakten einzelner CPU-Kerne. Dabei wird
von Turbo-Boost in Abhängigkeit verschiedener Metriken eine globale Turbofre-
quenz bestimmt, welche für alle CPU-Kerne gilt. Damit hierbei eine Übertragung
zustande kommt, nimmt der Sender Einfluss auf die Metriken von Turbo-Boost
und dadurch Einfluss auf die Turbofrequenz. Der Empfänger selbst kann wieder
durch das Zählen von Schleifendurchläufen die aktuelle Turbofrequenz bestim-
men und somit Daten unabhängig vom Betriebssystem empfangen.
Auf Basis dieser Ansätze basiert der in dieser Arbeit beschriebene frequenz-
basierte Covert Channel. Dabei werden mithilfe der Turbo-Boost Technologie
Informationen betriebssystemunabhängig zwischen zwei Prozessen ausgetauscht.
Durch ein Übertragungsprotokoll wird zusätzlich versucht durch Error-Correction-
Codes und Sendungswiederholungen Übertragungsfehler zu minimieren.
Mit dem Covert Channel können bis zu 1000 bit/s erreicht werden, solange
keine Störungen auftreten. Mit dem Übertragungsprotokoll und unter realen Be-
dingungen sind Nutzdatenraten von bis zu 56 bit/s möglich. Bei der Kommuni-
kation zwischen virtuellen Maschinen war eine Nutzdatenrate von bis zu 9 bit/s
möglich.
Diese Arbeit gliedert sich in mehrere Unterkapitel. Zu Beginn wird in Kapi-
tel 2 auf die Grundlagen eines Covert Channels eingegangen, sowie auf die Ar-
chitektur und ihre Besonderheiten, welche für in dieser Arbeit benötigt werden.
Anschließend wird in Kapitel 3 der grundlegende Aufbau des Covert Channels
mit dazugehörigem Übertragungsprotokolls beschrieben. Auf Basis dieses Ent-
wurfs wird anschließend in Kapitel 4 die umgesetzte Implementierung erläutert
und auf ihre Besonderheiten eingegangen. In Kapitel 5 wird sich mit den mög-
lichen Gegenmaßnahmen zur Verhinderung des Covert Channels auseinanderge-
setzt. Anschließend wird in Kapitel 6 die Implementierung untersucht und aufge-
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zeigt, welche Datenübertragungsraten mit ihr möglich sind. In Kapitel 7 wird an-
schließend analysiert, wie sinnvoll dieser Covert Channel ist und welche Stärken
und Schwächen er im Vergleich zu bisherigen frequenzbasierten Covert Channels
hat. Abschließend wird in Kapitel 8 ein Fazit über den Covert Channel gezogen.
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Kapitel 2
Grundlagen
In diesem Kapitel werden die Grundlagen eines Covert Channels sowie Hard-
waredetails besprochen, welche später für den Entwurf und die Implementierung
benötigt werden. Zu Beginn wird in Abschnitt 2.1 beschrieben, was ein Covert
Channel im Allgemeinen ist und wie ein frequenzbasierter Covert Channel auf-
gebaut ist. Anschließend wird ein sich daraus ergebendes Angriffsszenario vor-
gestellt, die Eigenschaften der eingesetzten Hardware erklärt und näher auf die
Funktionsweise der Intel R© Turbo-Boost Technology eingegangen. Am Ende wird
in Abschnitt 2.4 und 2.5 kurz auf die Grundlagen des Reed-Solomon-Codes und
von TCP eingegangen.
2.1 Covert Channel
In dem Buch „Trusted Computer System Evaluation Criteria“ (auch „The orange
Book“ genannt) des United States Government Department of Defense wird ein
Covert Channel als ein Kommunikationskanal beschrieben, welcher von Prozes-
sen ausgenutzt werden kann, um Nachrichten auszutauschen, die der Systemsi-
cherheitsrichtlinie widersprechen [42, S. 81]. Dabei arbeitet ein Covert Channel
verdeckt von jeglichen Sicherheitsfunktionen und benutzt selten herkömmliche
Kommunikationskanäle wie eine Netzwerkverbindung oder einen seriellen An-
schluss.
Das Sicherheitspotential eines Covert Channels wird dabei anhand der Band-
breite eingeordnet. Ab 100 bit/s wird das Sicherheitspotential als hoch und bei
weniger als 1 bit/s als gering eingestuft. Diese Einstufung ist jedoch mit Vorsicht
zu betrachten. Je nach Größe der Daten, auf die es ein Angreifer abgesehen hat,
kann 1 bit/s viel oder wenig sein. Auch bei größeren Daten kann eine geringe
Bandbreite ausreichend sein, wenn genügend Zeit für die Übertragung vorhanden
ist. Wie groß das Potenzial eines Covert Channels ist, muss daher für jeden Fall
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neu eingeschätzt werden. Für den allgemeinen Fall ist diese Einteilung jedoch ein
gutes Mittel, um den Covert Channel zu klassifizieren.
Es gibt eine Vielzahl an Covert Channel, welche unterschiedlichste Medien als
Übertragungskanal verwenden. Dabei können unter anderem klassische Metho-
den wie das von Ji et al. beschriebenen Verfahren zum Verstecken von Nachrich-
ten in normalem Netzwerk-Traffic [24] oder auch etwas ausgefallenere Methoden
wie beispielsweise das von Castiglione et al. beschriebenes Verfahren für einen
Covert Channel über Spam-Mail [13] zum Einsatz kommen. Neben den Covert
Channels über Netzwerkprotokolle gibt es auch welche, die Hardwareeigenschaf-
ten ausnutzen, um zwischen zwei Prozessen eines Systems zu kommunizieren.
Ein Beispiel hierfür ist das von Maurice et al. beschriebene Verfahren, bei dem
der Cache als Covert Channel verwendet wurde [28]. Auch andere Hardwareei-
genschaften wie etwa die Prozessortemperatur können, wie in dem Verfahren von
Bartolini et al. beschrieben, als Covert Channel verwendet werden [10].
Der in dieser Arbeit beschriebene Covert Channel basiert darauf, dass durch
Einflussnahme auf die CPU-Frequenz Daten übertragen werden können. Dies ist
jedoch nicht der erste Covert Channel, welcher auf der CPU-Frequenz basiert. Es
gibt den von Cioranesco et al. vorgestellten Covert Channel, bei dem die CPU-
Frequenz eines CPU-Kerns durch Auslastung dessen beeinflusst wird und an-
schließend über die vom Betriebssystem bereitgestellte Sysstat-Schnittstelle aus-
gelesen wird [15].
Auch Algappan et al. haben sich mit einem CPU-Frequenz Covert Chan-
nel beschäftigt und sich dabei mehrere Herangehensweisen der Umsetzung ei-
nes Senders und Empfängers überlegt [8]. Als Ansatz für einen Sender wurden,
neben dem einfachen Auslasten eines CPU-Kerns, auch das Ausnutzen der unter-
schiedlichen Frequenzstufen eines Prozessors betrachtet. Zum Auslesen der CPU-
Frequenz wurden, neben den vom Betriebssystem über Sysstat bereitgestellten
Informationen, auch die Möglichkeit der Berechnung über die Anzahl der Schlei-
fendurchläufe oder das Auslesen des Model Specific Register betrachtet.
Die zu diesem Zeitpunkt aktuellste Veröffentlichung zum Thema frequenzba-
sierter Cover Channel stammt von Miedl et al [30]. Der von ihnen beschriebene
Ansatz versucht, durch Auslastung des Systems den Frequenz-Governor des Be-
triebssystems dazu zu bewegen die CPU-Frequenz wie gewünscht zu ändern. Die
vom Sender auf diesem Weg veranlasste Frequenzänderung wird vom Empfänger
erkannt und nach Ende der Übertragung von einem Neuronalen Netzwerk analy-
siert.
Alle bisher vorgestellten Covert Channel benötigen entweder die Kooperati-
on des Betriebssystems zum Auslesen der CPU-Frequenz oder basieren auf dem
Prinzip, dass alle CPU-Kerne in die gleiche Frequenzdomäne haben. Bei heutigen
Prozessoren besitzt jedoch jeder CPU-Kern eine eigene Frequenzdomäne. Dies
führt dazu, dass die darauf basierenden Covert Channel nicht mehr funktionieren.
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Covert Channel, die die CPU-Frequenz über Schnittstelle des Betriebssystems
auslesen sind auf dessen Mithilfe angewiesen und daher leicht zu unterbinden.
Ziel dieser Arbeit ist es daher Betriebssystem unabhängig zu sein und Mithilfe
von Turbo-Boost die CPU-Frequenz anderer CPU-Kerne zu beeinflussen und so-
mit einen Kommunikationskanal zwischen CPU-Kernen aufzubauen.
2.2 Angriffsszenario
In dieser Arbeit werden zwei Angriffsszenarien betrachtet. Bei dem ersten An-
griffsszenario gibt es auf einem System zwei Prozesse A und B, in welche der
Angreifer eigenen Code eingeschleust hat. Die Systemsicherheitsrichtlinie erlaubt
es, dass Prozess A Zugriff auf das Internet hat, Prozess B jedoch nicht. B hingegen
hat Zugriff auf vertrauliche Daten, welche nicht in die falschen Hände kommen
dürfen. Zudem ist es den beiden Prozessen nicht erlaubt, miteinander zu kommu-
nizieren. Für den Angreifer ergibt sich die Situation, dass er theoretisch über den
infiltrierten Prozess B Zugriff auf die vertraulichen Daten hat, diese aber nicht
ansehen kann, da er keine Möglichkeit hat, von außen mit Prozess B zu kommu-
nizieren. Prozess A hingegen steht über den Internetzugang in direktem Kontakt
zu dem Angreifer. Durch Zuhilfenahme eines Covert Channels, welcher die Sys-
temsicherheitsrichtlinie umgeht, kann der Angreifer einen Kommunikationskanal
zwischen beiden Prozessen aufbauen und so an die vertraulichen Daten gelangen.
Das zweite Angriffsszenario ist entsprechend analog zu dem ersten. Hierbei
laufen beide Prozesse in getrennten virtuellen Maschinen auf dem gleichen Host-
system. Bei diesem Szenario erfolgt die Kommunikation des Covert Channels
nicht zwischen zwei Prozessen auf einem System, sondern zwischen zwei Prozes-
sen innerhalb unterschiedlicher virtueller Maschinen. In modernen Rechenzen-
tren wird vermehrt auf Virtualisierung gesetzt, um eine höhere Auslastung auf
den Systemen zu erreichen [32]. Dennoch liegt die Auslastung von Systemen in
Rechenzentren im Tagesdurchschnitt bei nur 6% [23].
2.3 Architektur
Bei dem, in der Evaluation verwendeten Prozessor, handelt es sich um einen
Intel R© Xeon R© Silver 4108. Dieser Prozessor basiert auf der Skylake Mikroar-
chitektur, welche in Abschnitt 2.3.1 näher vorgestellt wird. Unter anderem besitzt
diese Architektur einige Neuerungen, welche dazu führen, dass die bisherigen fre-
quenzbasierten Covert Channel nur noch eingeschränkt und mit der Kooperation
des Betriebssystems funktionieren.
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Für die spätere Evaluierung und Implementierungen wurden zusätzliche die in
Abschnitt 2.3.4 beschriebene RAPL-Schnittstelle, mit der der Energieverbrauch
bestimmt werden kann, und die in Abschnitt 2.3.5 beschriebene Instruktion zur
Frequenzmessung verwendet.
2.3.1 Skylake Mikroarchitektur
Die Skylake Mikroarchitektur wurde Ende 2015 von Intel R© vorgestellt und be-
ruht auf einem 14-nm-Verfahren. Für diese Arbeit sind besonders die Neuerungen
der Power Management Funktionen von Bedeutung. So wurde die Intel R© Speed-
Shift-Technology eingeführt und die Möglichkeit geschaffen, für jeden CPU-Kern
eine eigene Frequenz setzen zu können. Im Folgenden wird zuerst in Abschnitt
2.3.2 auf die Speed-Shift-Technology eingegangen. Anschließend wird in Ab-
schnitt 2.3.3 genauer auf die Funktionsweise von Turbo-Boost eingegangen und
die möglichen Turbo- und AVX-Frequenzen näher betrachtet.
2.3.2 Speed-Shift-Technology
Mit der Skylake Mikorarchitektur wurde die Speed-Shift-Technologie eingeführt,
welche den Performancezustand des Prozessors weitestgehend selbstständig re-
gelt [37]. Das Betriebssystem ist in der Lage, der Speed-Shift-Funktion zusätzli-
che Hinweise zu geben und die maximale und minimale Performance einzustel-
len. Vor Skylake hat das Betriebssystem selbst mithilfe eines Governors die ak-
tuelle Performance geregelt. Dieser Governors hat dabei die aktuelle Auslastung
des Systems und weitere Parameter analysiert und dementsprechend die Frequenz
erhöht oder verringert.
Die Performance wird dabei als P-State verwaltet [37]. Wie in Abbildung 2.1a
zu erkennen, gibt es die P-States P0 bis Pn. P1 ist dabei als die garantierte Basis-
frequenz definiert. Alle States größer als P1 sind dabei jeweils Frequenzen klei-
ner als die Basisfrequenz. Das Gegenteil davon ist der P0-State. Bei ihm ist die
Frequenz höher als die Basisfrequenz. Bei P0 wird die aktuelle von Turbo-Boost
festgelegte Turbo-Frequenz verwendet.
Wie in Abbildung 2.1b zu sehen, hat sich der Umgang mit P-States geändert.
Durch die Speed Shift Technologie wird der aktuell beste P-State innerhalb ei-
ner Frequenzdomäne gesetzt. Der in dieser Arbeit verwendete Prozessor hat pro
CPU-Kern eine eigene Frequenzdomäne wodurch der P-State für jeden CPU-Kern
einzeln bestimmt wird. Durch Messungen zeigte sich, dass auf dem eingesetzten
Testsystem der Wechsel von der Basisfrequenz hin zu den Turbofrequenzen im
Durchschnitt 11 Millisekunden dauert. Ohne Speed Stift Technology ist dies ent-
sprechend von dem Performance-Governor abhängig.
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(a) Alte P-State Funktionsweise (b) Neue P-State Funktionsweise
Abbildung 2.1: Darstellung der alten und neuen Funktionsweise von P-States [37].
Mode Basisfrequenz
Turbofrequenzen [GHz] / Aktive CPU-Kerne
1 2 3 4 5 6 7 8
Normal 1,8 GHz 3,0 3,0 2,7 2,7 2,1 2,1 2,1 2,1
AVX2 1,4 GHz 2,9 2,9 2,3 2,3 1,8 1,8 1,8 1,8
AVX512 900 MHz 1,8 1,8 1,5 1,5 1,2 1,2 1,2 1,2
Tabelle 2.1: Die Turbofrequenzen des Intel R© Xeon R© Silver 4108 Prozessors [49].
2.3.3 Intel R© Turbo Boost
Die Intel R© Turbo Boost Technologie (fortan Turbo-Boost genannt) erlaubt das
automatische Übertakten des Prozessors unter der Bedingung, dass die Thermal
Design Power (TDP) eingehalten wird. Turbo-Boost legt dabei anhand mehrerer
Eigenschaften die aktuelle Turbofrequenz global für alle CPU-Kerne fest. Da-
bei muss ein aktiver CPU-Kern nicht die Turbofrequenz nutzen muss, sondern
kann auch auf der Basisfrequenz operieren kann1. Die Turbofrequenz wird ent-
sprechend verwendet, wenn der CPU-Kern im P0-State ist, welcher entsprechend
von dem Betriebssystem gefordert oder von der Speed Shift Technologie ausge-
wählt wurde.
1Beim Ausführen von AVX-Operationen wird eine vorgegebene AVX CPU-Frequenz verwen-
det, welche von der Basis- und Turbofrequenz abweichen kann.
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Abbildung 2.2: Schematische Darstellung der Turbofrequenz in Abhängigkeit der
aktiven CPU-Kerne [38].
Abbildung 2.3: Darstellung der Entscheidungskriterien für Turbo Boost auf der
Haswell Mikroarchitektur [40].
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Abbildung 2.4: Eine Übersicht der unterschiedlichen C-States mit dem dazugehö-
rigen Status des CPU-Kerns [46].
Wie in Tabelle 2.1 und Abbildung 2.2 zu erkennen gibt es unterschiedliche
Turbofrequenzen, welche unter anderem abhängig von der Anzahl der aktiven
CPU-Kerne sind. Daneben benutzt Turbo-Boost zusätzlich die aktuelle Tempe-
ratur und elektrischen Verbrauch, um die Turbofrequenz zu bestimmen [7]. In
Abbildung 2.3 sind die Entscheidungskriterien aufgelistet, die neben den aktu-
ell aktiven CPU-Kernen Einfluss auf die Turbofrequenz haben. In der Abbildung
wird gezeigt, dass Turbo-Boost jede Millisekunde die Frequenz anpasst. Bei den
gemachten Versuchen zeigte es sich, dass dies auch bei Skylake zutrifft.
Der hier beschriebene Covert Channel basiert auf der Anzahl aktiver CPU-
Kerne und der daraus resultierenden Frequenzänderung. Ob ein CPU-Kern schläft
oder wach ist, ist anhand von C-States festgelegt [29]. Dabei sind C-States Prozes-
sorzustände, welche im ACPI-Standard festgelegt sind und der Energieverwaltung
dienen [4]. Je höher die C-State ist, desto mehr Komponenten werden abgeschal-
tet, was entsprechend die Energieaufnahme verringert jedoch die Aufwachzeit
verlängert. In Abbildung 2.4 ist ein Teil der C-States mit den jeweiligen abge-
schalteten Komponenten dargestellt. Bei Turbo-Boost gilt ein CPU-Kern als ak-
tiv, wenn er sich im C0 oder C1-State befindet. Alle CPU-Kerne in einem C-State
höher oder gleich C3 gelten als schlafend [7].
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Abbildung 2.5: Darstellung der Power-Domains eines Prozessors [51].
2.3.4 Running Average Power Limit (RAPL)
Die mit der Sandy Bridge Mikroarchitektur eingeführte Running Average Power
Limit (RAPL) Schnittstelle ermöglicht es, den Energieverbrauch des Prozessors
zu steuern und zu überwachen [22]. Wie in Abbildung 2.5 zu sehen, ist der Prozes-
sor in einzelne Domains unterteilt, die sich einzeln auswerten und steuern lassen.
Da immer mehrere Prozessoren zu einer Domain innerhalb eines Packages zu-
sammengefasst werden, kann der Energieverbrauch immer nur für die Domain
bestimmt werden, jedoch nicht für einen einzelnen Prozessor. Für das Auslesen
des Energieverbrauches wurde das von Vince Weaver entwickelte Programm rapl-
read verwendet [43].
2.3.5 RDTSC
Die Read Time-Stamp Counter (RDTSC) Instruktion liest den Time-Stamp Coun-
ter (TSC) des aktuellen CPU-Kerns aus und schreibt ihn in die EDX- und EAX-
Register. Der TSC wird mit einer konstanten Frequenz aktualisiert, welche unab-
hängig von der aktuellen CPU-Frequenz ist und auch die Basisfrequenz überstei-
gen kann [21, Vol. 2B 4-541, Vol. 3B 17-42].
Die RDTSC Instruktion selbst garantiert nicht, dass sie serialisiert oder der
Prozessor keine Änderung des Ausführungsablaufes vornimmt [21]. Sollte dies
benötigt werden, so muss entsprechend eine Operation zur Serialisierung im Vor-
aus ausgeführt werden. Alternativ kann auch Read Time-Stamp Counter and Pro-
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cessor ID (RDTSCP) benutzt werden, welches für eine Serialisierung vor dem
Ausführen von RDTSC sorgt [16]. Da in der Evaluierung die Kernel-based Vir-
tual Machine (KVM) als Hypervisor verwendet wird, welche im Gegensatz zu
VMware, keine Unterstützung für RDTSCP bietet, wird in dieser Arbeit RDTSC
verwendet [18].
Als Operation zum Serialisieren wird meist die CPUID Instruktion verwen-
det. Diese kann ohne spezielle Privilegien von jedem Prozess ausgeführt werden
und sorgt für eine Serialisierung. Abhängig von dem Inhalt des EAX-Registers,
schreibt CPUID die Prozessorinformationen und dessen Funktionsliste in die EAX-
, EBX-, ECX- und EDX-Register. Zudem ist die Ausführungszeit der CPUID-
Operation von dem übergebenen Parameter im EAX-Register abhängig. In Intels R©
White Paper, wie mithilfe der RDTSC-Instruktion Programme gebenchmarkt wer-
den können, wird die Abhängigkeit der Laufzeit vom Übergabeparameter nicht
berücksichtigt, was entsprechend zu Messfehlern führen kann [16].
2.4 Reed-Solomon-Code
Der Reed-Solomon-Code ist eine von Irving Reed und Gustave Solomon 1960
entwickelte Klasse von zyklischen Blockcodes zur Fehlerkorrektur [36]. Heutzu-
tage findet dieser Code in kommerziellen Produkten, wie in Comapct Disks, digi-
talen Fernsehsignalen und verschiedenen Mobilfunkstandards Anwendung [48].
Der Reed-Solomon-Code bietet einen einfachen Weg zum Kodieren der Nach-
richten. Wenn man die Nachricht a = (a0, a1, ..., ak) als Koeffizienten eines Po-
lynoms a(x) = a0 + a1x+ a2x2...+ ak−1xk−1 einsetzt, diese an den Stützstellen
c0, c1, ..., cn−1 auswertet, erhält man das komplette Codewort c [25]. Dieses Co-
dewort wird anschließend an die Nachricht angehängt und versendet. Mit diesem
Code können bis zu n/2 Symbole korrigiert werden. Gerade für Bündelfehler ist
dies ideal, da diese zu mehreren Bitfehlern innerhalb eines Symbols führen und
somit nur das Symbol korrigiert werden muss und nicht jeder Bitfehler einzeln.
2.5 TCP
Das Transmission Control Protocol (TCP) ist ein Protokoll der Transportschicht,
welches für einen sicheren Datenaustausch zwischen zwei Endpunkten sorgt [5].
Dabei werden Datenverluste erkannt und behoben sowie versucht eine Netzüber-
lastungen zu verhindern.
Um Datenverluste zu erkennen, enthält jedes Datenpaket eine Sequenznum-
mer, welche vom Empfänger ausgelesen, die nächste zu erwartende Sequenz-
nummer berechnet und diese anschließend im nächsten Datenpaket als Quittung
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(ACK) an den Sender zurückgesendet wird. Hierdurch weiß der Sender, ob ein Da-
tenpaket beim Empfänger angekommen ist oder es erneut gesendet werden muss.
Falls ein ACK ausbleibt, sorgt ein Timeout für das erneute Senden des Datenpa-
kets. In dieser Arbeit wird eine ähnliche Technik verwendet, um zu erkennen, ob
eine Nachricht beim Empfänger erfolgreich angekommen ist.
Das TCP-Paket enthält selbst keine Angabe über die Größe der Nutzdaten. Die
Datengröße des darüber liegenden Protokolls sowie der im TCP-Header stehenden
Datenoffset ergibt sich die Datengröße innerhalb eines TCP-Pakets. Im Gegensatz
hierzu wird in diesem Ansatz eine feste Datenlänge verwendet, um ein simpleres
Übertragungsprotokoll zu erhalten.
Zur Verhinderung von Netzüberlastungen wird TCP meist mit einem Stau-
kontrollverfahren kombiniert. Je nach Staukontrollverfahren beginnt der Sender
zuerst mit einer kleinen Menge an Daten pro Datenpaket und erhöht die Anzahl
der Daten pro Datenpaket bei jedem erfolgreich empfangen ACK-Nachricht [12].
Kommt es zu einem Verlust eines Datenpaketes, bleibt dessen ACK-Nachricht
aus und es wird wieder von neuem begonnen, nur eine kleine Menge an Daten
pro Datenpaket zu versenden. Da es bei dem hier beschriebenen Covert Channel
nur einen Sender gibt, ist ein Staukontrollverfahren, wie bei TCP nicht nötig. Es




Ziel dieser Arbeit ist es, einen Covert Channel zu realisieren, der mithilfe einer
Manipulation der CPU-Frequenz Daten zwischen zwei CPU-Kernen überträgt,
ohne dabei auf Funktionen des Betriebssystems angewiesen zu sein. Um dies um-
zusetzen, muss man die CPU-Frequenz beeinflussen können. Der in diesem Kapi-
tel beschriebene Entwurf ist dabei so weit wie möglich allgemein gehalten, sodass
dieser auch auf andere Arten des Covert Channels angewandt werden kann, die
Turbo-Boost verwenden.
Zu Beginn werden in Kapitel 3.1 die grundlegenden Methoden beschrieben,
wie die CPU-Frequenz beeinflusst werden kann und wie sich damit ein Sender und
Empfänger realisieren lassen. Kapitel 3.2 behandelt mögliche Störungsquellen des
Covert Channels, sowie die daraus resultierenden Fehler. Anschließend wird im
folgenden Kapitel darauf eingegangen, wie der Einfluss von Störungen minimiert
und somit eine Datenübertragung sichergestellt werden kann. Am Ende wird in
Kapitel 3.3 abschließend der Entwurf des Kommunikationsprotokolls sowie der
Aufbau einzelner Datenpakete beschrieben.
3.1 Grundlegender Entwurf
Wie in bisherigen Veröffentlichungen (Kapitel 2.1) beschrieben, kann durch Aus-
lastung eines CPU-Kerns Einfluss auf die CPU-Frequenz anderer CPU-Kerne ge-
nommen werden. Durch die in Kapitel 2.3.1 erläuterten Neuerungen der Intel Ar-
chitektur wird dies jedoch verhindert. Bereits veröffentlichte Covert Channels sind
daher nicht mehr möglich oder erfordern die Kooperation des Betriebssystems.
Der in dieser Arbeit beschriebene Covert Channel setzt an dieser Stelle an. Die
Intel Turbo Boost Technologie (siehe Kapitel 2.3.3) erlaubt das dynamische Über-
takten der CPU-Kerne. Durch die Manipulation der Eigenschaften, die Turbo-
Boost zur Festlegung der Turbofrequenz benutzt, ist der Sender in der Lage die
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Turbofrequenz des Systems zu beeinflussen und somit Daten an den Empfänger
zu schicken. Dies ermöglicht den Aufbau eines Covert Channels zwischen zwei
CPU-Kernen und somit auch die Kommunikation zwischen zwei virtuellen Ma-
schinen, die auf derselben Host-CPU laufen (siehe Kapitel 6.7). Eine schemati-
sche Darstellung der Übertragung ist in Abbildung 3.1 zu sehen.
In dem im Folgenden beschriebenen Szenario wird die Abhängigkeit der Tur-
bofrequenz von der Anzahl der aktiven CPU-Kerne ausgenutzt. Die anderen Ab-
hängigkeiten sind teils schwer beeinflussbar oder ließen nur eine niedrige Übertra-
gungsrate zu. So benutzt Turbo-Boost beispielsweise auch die CPU-Temperatur
zum Bestimmen der Turbofrequenz. Einen Temperatur-Covert Channel wurde be-
reits von Bartolini et al. vorgestellt [10]. Dabei zeigte sich, dass der CPU-Kühler
die Benutzung des Covert Channels erschwert. Auf dem in dieser Arbeit verwen-
deten Testsystem konnte selbst mit allen ausgelasteten CPU-Kernen keine Dros-
selung der Turbofrequenz aufgrund der Temperatur festgestellt werden. Rein die
Aktivität, beziehungsweise Inaktivität der CPU-Kerne hat zu einer Drosselung der
Turbofrequenz geführt.
Sender
Wenn ein Sender mithilfe dieses Mechanismus ein Bit an einen Empfänger über-
tragen möchte, muss dieser die Anzahl der aktiven CPU-Kerne verändern. Um ein
Eins-Bit zu senden, wird ein CPU-Kern für einen vorgegebenen Zeitraum aktiv
gehalten und sorgt somit für eine Verringerung der Turbofrequenz. Analog dazu
wird bei einem Null-Bit der CPU-Kern für den vorgegebenen Zeitraum schlafen
gelegt.
Empfänger
Der Empfänger misst die aktuelle Turbofrequenz und erkennt anhand deren Va-
riation die übertragenen Daten des Senders. Hierzu werden die Unterschiede der
Turbofrequenz als Eins oder Null interpretiert. Zum Messen der aktuellen Turbo-
frequenz muss der Empfänger seinen CPU-Kern so weit auslasten, dass dieser die
Turbofrequenzen ausnutzt, weil er sonst nur die aktuelle Basisfrequenz misst.
Asynchrone Datenübertragung
Damit der Empfänger erkennt, wann der Sender Daten schickt, wird in teils ein
zusätzlicher Takt verwendet, welcher vorgibt, wann ein Bit versendet wird und
wann nicht. Dieser Takt kann, wie Beispielsweise bei SPI [19], über ein zusätzli-
ches Signal neben dem Datensignal übertragen werden oder aus dem Datensignal
zurückgewonnen werden. Da ein zusätzliches Taktsignal innerhalb dieses Covert
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Abbildung 3.1: Schematische Darstellung einer Übertragung. Um eine Eins zu
senden, wird der Sender-Kern für einen vorgegebenen Zeitraum aktiv gehalten.






















Abbildung 3.2: Proof of Konzept des gezeigten Covert Channels. Sobald die
Sender-CPU Berechnungen anstellt, sinkt die Frequenz der Empfänger-CPU auf
die nächstniedrigere Turbofrequenz.
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Channels nicht möglich ist und auch die Möglichkeit der Taktrückgewinnung, bei-
spielsweise mit dem Manchester-Code [44], eine Halbierung der Übertragungsra-
te zur Folge hat, wird hier eine asynchrone Datenübertragung verwendet. Dabei
wird anhand eines Anfangssignals der Beginn einer Datenübertragung erkannt
und mit der im Voraus festgelegten Sendezeit pro Bit eingelesen.
3.2 Störungen
Wie bei den meisten Kommunikationskanälen treten auch hier Störungen auf, die
die Übertragung beeinflussen können. Im anschließenden Kapitel 3.2.1 wird auf
die möglichen Störungen und daraus resultierenden Übertragungsfehler eingegan-
gen und im darauf folgenden Kapitel 3.2.2 werden die getroffenen Gegenmaßnah-
men erläutert, die den Einfluss dieser Störungen minimieren und Übertragungs-
fehler verhindern.
3.2.1 Arten von Übertragungsfehlern
Aufgrund der Komplexität des Covert Channels gibt es diverse Störungsquellen.
Auf der Hardwareebene können Interrupts zu Unterbrechungen der Sende- und
Empfangsprozesse führen und somit Fehler im Übertragungsvorgang erzeugen.
Durch Interrupts werden oft weitere Aktivitäten des Betriebssystems ausgelöst,
welche in eigenen Kernel-Threads ausgeführt werden. Durch diese zusätzliche
Arbeit kann es passieren, dass weitere CPU-Kerne aktiv werden und somit die
Turbofrequenz beeinflussen. Selbst kurzzeitig aktive CPU-Kerne sorgen für eine
Beeinflussung der Turbofrequenz für mindestens eine Millisekunde, da Turbo-
Boost die aktuelle Turbofrequenz mit 1000 Herz aktualisiert.
Neben den Hintergrundaktivitäten des Betriebssystems verursachen auch wei-
tere laufende Programme Störungen. Der Grund hierfür ist der Scheduler des Be-
triebssystems. Er weißt Prozessen einen CPU-Kern zu, was entsprechend Einfluss
auf die Turbofrequenz haben kann. Zudem kann der Scheduler den Sende- und
Empfangsprozess unterbrechen oder auf einen anderen CPU-Kern verschieben,
was zu Übertragungsfehlern führen kann. Dabei können diese und die oben ge-
nannten Störungsquellen zu folgenden Übertragungsfehlern führen:
Einzelbitfehler
Bei einem Einzelbitfehler ist nur ein einzelnes Bit falsch, unabhängig von anderen
auftretenden Fehlern. So ein Fehler kann durch falsche Annahmen über die ma-
ximale Turbofrequenz oder durch das kurzzeitige Aktivieren weiterer CPU-Kerne
passieren. In Grafik 3.3b ist dargestellt, wie ein solcher Fehler aussehen kann.
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Der Fehler eine Eins anstelle einer gesendeten Null zu erkennen, tritt am häu-
figsten auf. Wird beim Übertragen einer Null ein zusätzlicher CPU-Kern aktiv, so
sinkt die Turbofrequenz und es wird anstelle einer Eins eine Null erkannt. Der
Grund hierfür ist, dass der Empfänger zu Beginn die maximale Turbofrequenz
ermittelt und sie als ein erkanntes Null-Bit festlegt. Sinkt die Turbofrequenz ent-
sprechend, so wird dies als ein gesendetes Eins-Bit interpretiert. Ist ein weiterer
CPU-Kern während des Sendevorgangs einer Eins aktiv, so kommt es nicht zu ei-
nem Fehler, weil alle Frequenzen kleiner als die am Anfang festgelegte maximale
Turbofrequenz als ein übertragenes Eins-Bit erkannt werden.
Der umgekehrte Fall, dass eine Eins gesendet und eine Null erkannt wird, tritt
auf, wenn zu Beginn nicht die höchste Turbofrequenz als Null definiert wurde.
Möglich ist dies, wenn ein Prozess S durchgehend einen CPU-Kern aktiv hält und
somit der Empfänger beim Start eine falsche höchste Turbofrequenz ermittelt.
Pausiert sich Prozess S während eines Übertragungsvorganges, so kann dies dazu
führen, dass sich der aktive CPU-Kern schlafen legt und somit die Turbofrequenz
steigt. Dies hat zur Folge, dass eine übertragene Eins als Null erkannt wird. Eine
übertragene Null wird auch weiterhin als eine Null erkannt.
Bündelfehler
Wie in Grafik 3.3c zu erkennen, werden bei einem Bündelfehler mehrere hinter-
einander liegende Bits falsch erkannt. Sie entstehen auf dem gleichem Weg wie
Einzelbitfehler, durch zusätzlich aktive CPU-Kerne oder eine zu Beginn falsch
erkannte höchste Turbofrequenz.
Synchronisationsfehler
Durch die Wahl einer asynchronen Datenübertragung kann es zu Synchronisati-
onsfehlern kommen. Beispielsweise kann der Scheduler kurzzeitig den Sender-
oder Empfängerprozess unterbrechen, wodurch wie in Grafik 3.3d zu erkennen
Synchronisationsfehler auftreten können. Durch das nicht vorhandenen Synchro-
nisationssignal, kann die Information verloren gehen, wann ein Bit gesendet wird.
Zu Beginn einer Übertragung wird über eine Startsequenz und die festgelegten
Sendedauer eines Bits die Synchronisation hergestellt. Kommt es während ei-
ner Übertragung zu einem Synchronisationsfehler, so sind die übertragenen Daten
meist nicht mehr rekonstruierbar.
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Sender 1 1 0 0 0 1
Empfänger 1 1 0 0 0 1
(a) Eine Übertragung ohne Fehler.
Der Sender sendet ‚110001‘ und der
Empfänger empfängt ‚110001‘.
Sender 1 1 0 0 0 1
Empfänger 1 1 0 1 0 1
(b) Ein Einzelbitfehler. Aufgrund
von Störungen erkennt der Empfän-
ger das Bit falsch.
Sender 1 1 0 0 0 1
Empfänger 1 1 1 1 1 1
(c) Bei einem Bündelfehler flippen
mehrere Bits direkt hintereinander.
Sender 1 1 0 0 0 1
Empfänger 1 1 0 0 0 0 0 1
(d) Synchronisationsfehler durch
z.B. den Scheduler, der den Sender
kurzzeitig unterbricht.
Abbildung 3.3: Darstellung der typischen Fehler, die in diesem Covert Channel
auftreten können.
3.2.2 Übertragungsfehler minimieren
Die einfachste Lösung, um Fehler zu beheben, die aufgrund von Störungen auf-
getreten sind, ist das erneute Übertragen der Daten. Dies benötigt jedoch viel
Bandbreite und sollte daher nur erfolgen, falls alle benutzten Methoden zur Ver-
minderung des Einflusses von Übertragungsfehlern nicht erfolgreich waren. Im
Folgenden werden die Methoden beschrieben, welche in dieser Arbeit eingesetzt
wurden, um Fehler durch Störungen zu minimieren. Zur Minimierung der Einflüs-
se von Einzelbitfehler wird Codespreizung eingesetzt. Ein Error-Correction-Code
behandelt mögliche Bündelfehler und bei irreparablen Fehlern müssen die Daten
erneut gesendet werden.
Verringerung der Bandbreite
Wie in Tabelle 3.4 zu sehen kann es während einer Übertragung zu vielen Stö-
rungen kommen. Vor allem, wenn wie hier im Beispiel zwei virtuelle Maschinen
laufen, und das Betriebssystem die Arbeit der CPU-Kerne festlegen darf. Wenige
Störungen treten auf, wenn das Betriebssystem keine Arbeit auf die CPU-Kerne
verteilen darf und auch sonst kein Programm läuft. Hierbei ist eine Bandbrei-
























(c) Zwei gleichzeitig lau-
fende virtuelle Maschinen
Abbildung 3.4: Anzahl der Fehler die durch Absenkung der Turbofrequenz, im
Zeitraum von einer Sekunde auftreten. Gemessen auf dem in Kapitel 6.2 beschrie-
benen System.
Sobald Störungen hinzukommen, muss die Bandbreite gesenkt werden, um
eine fehlerfreie Übertragung zu ermöglichen. Bei einer zu hohen Bandbreite kön-
nen aufgrund von Übertragungsfehlern die übertragenen Daten nicht mehr voll-
ständig rekonstruiert werden. Durch eine Verringerung der Bandbreite liegt das
Signal für ein Bit entsprechend länger Zeit an. Ein Bit wird damit über mehrere
Millisekunden gesendet. Einzelbitfehler sorgen hierbei für einen Fehler von einer
Millisekunde innerhalb der Übertragungszeit eines Bits. Da ein Bit über mehre-
re Millisekunden übertragen wird, kann aus den restlichen richtig übertragenen
Bits das originale Signal rekonstruiert werden. Die optimale Bandbreite wird in
Kapitel 6.6 ermittelt.
Ein Ansatz, bei dem die Bandbreite nicht deutlich verringert werden muss, je-
doch trotzdem Störungen und Einzelbitfehler korrigiert werden können, wäre die
Verwendung von Codespreizung. Hierbei kann ein Bit durch vier Bit repräsentiert
werden, welche jeweils entsprechend einer Metrik verschoben werden. Aus ‚abc‘
kann hierbei ‚abcabcabcabc‘ werden. Die Idee hinter Codespreizung ist, dass kur-
ze Störungen nur ein Teilbit beschädigt, welches anschließend rekonstruiert wer-
den kann. Die Verschiebung ermöglicht es zudem, dass auch kleine Bündelfehler
zu keinem Fehler führt. Bei einer längeren Störung werden mehrere Teilbits von
unterschiedlichen Bits gestört. Mit den restlichen fehlerfreien Teilbits kann an-
schließend das Signal rekonstruiert werden. Ein ähnliches Verfahren wird bei der
Compact-Disc in Verbindung mit dem Reed-Solomon-Code eingesetzt, um Fehler
aufgrund von Kratzern zu minimieren [48]. Bei Versuchen hat sich gezeigt, dass
Codespreizung auch die gewünschte Fehlerkorrekturwirkung erzielt. Das Ziel ei-
ner hohe Bandbreite bei geringer Fehlerrate wurde jedoch nicht erreicht. Es hat
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sich gezeigt, dass mit einer Bandbreite von 500 bit/s und dem oben beschriebe-
nen Verfahren eine höhere Fehlerrate erreicht wird, als mit der reinen Absenkung
der Bandbreite auf 125 bit/s. Zusätzlich hat sich gezeigt, dass die Störungen so
schlimm waren, dass der Error-Correction-Code die fehlerhaften Daten als feh-
lerfrei erkannt hat. Die fehlerhafte Erkennung von Übertragungsfehlern ließe sich
mit einem anderen Error-Correction-Code beheben, jedoch behebt diese nicht die
große Anzahl an Übertragungsfehlern. Um eine Übertragung mit wenigen Fehlern
zu erreichen, muss die Bandbreite bei Codespreizung gleich sein wie bei den Ver-
suchen ohne Codespreizung, wobei Codespreizung bei gleicher Bandbreite eine
vier mal geringere Übertragungsrate besitzt. In diesem Covert Channel wird daher
kein Codespreizung eingesetzt.
Error-Correction-Code
Codespreizung korrigiert Einzelbitfehler und bei einer entsprechend großen Sprei-
zung auch kurze Bündelfehler. Längere Bündelfehler können mit Codespreizung
nicht korrigiert werden. Um diese Fehler zu erkennen und falls möglich zu behe-
ben, kommen Error-Correction-Codes zum Einsatz. Diese Codes fügen den Daten
zusätzliche Bits hinzu, welche es ermöglichen, eine bestimmte Anzahl an Bit-
Fehlern zu erkennen und eine geringere Anzahl an Bit-Fehlern zu korrigieren.
In dem, in Kapitel 3.3 vorgestellten, Protokoll, welches in dieser Arbeit ver-
wendet wird, wird ein Reed-Solomon-Code (Kapitel 2.4) eingesetzt. Die einge-
setzte Variante des Reed-Solomon-Code ist dabei in der Lage, byteweise Fehler
zu erkennen und zu korrigieren. Es können dabei halb so viele Bytes repariert
werden wie Paritätsbytes existieren.
Retransmission
Falls die zuvor genannten Verfahren einen Übertragungsfehler nicht beheben konn-
te, so müssen die Daten neu gesendet werden. Um den Sender mitzuteilen, welche
Daten irreparabel beschädigt sind und erneut gesendet werden müssen, wird zu-
sätzlich ein Kommunikationskanal vom Empfänger zum Sender benötigt. Ohne
einen solchen Rückkanal müsste der Sender davon ausgehen, dass jede Übertra-
gung erfolgreich ist und mögliche Übertragungsfehler behoben werden konnten.
Alternativ könnte er auch alle Daten so lange senden, bis die Wahrscheinlichkeit
sehr hoch ist, dass die Übertragung erfolgreich war.
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Abbildung 3.5: Die Abbildung zeigt den Aufbau eines Datenpakets. Die Magic-
Number und Paket-ID sind dabei jeweils ein Byte groß. Die Nutzdaten und Pari-
tätsbytes haben ein Vielfaches eines Bytes als Größe.
3.3 Konkreter Entwurf
In den Kapiteln 3.1 und 3.2 wurden das grundlegende Design des Covert Chan-
nels erläutert und auf mögliche Fehlerquellen sowie auf die Möglichkeit, diese
zu verhindern, eingegangen. Basierend auf diesen Erkenntnissen wurde das im
Folgenden beschriebene Kommunikationsprotokoll designt. Dabei wurde darauf
geachtet, dass Protokoll entsprechend einfach zu halten und dennoch eine hohe
Datenrate zu erreichen.
Um das Ziel einer hohen Datenrate zu erreichen, wurde besonders versucht
die Anzahl der erneuten Übertragungen zu minimieren. Da die Wahrscheinlich-
keit, dass ein Fehler die übertragenen Daten irreparabel beschädigt, mit der Größe
der am Stück übertragenen Datenmenge steigt, wurde entschlossen größere Da-
tenmengen in einzelne Datenpakete aufzuteilen. So wird versucht die Anzahl der
Daten, die aufgrund von Fehlern erneut gesendet werden müssen, zu minimieren
und somit auch weniger Zeit für die Übertragung der Daten zu brauchen. Im Fol-
genden wird zuerst der Aufbau eines Datenpaketes beschrieben und anschließend
darauf eingegangen, wie das Übertragungsprotokoll aufgebaut ist.
3.3.1 Aufbau eines Datenpaketes
In Abbildung 3.5 ist der Aufbau eines Datenpakets dargestellt. Ein Datenpaket
setzt sich aus einer Magic-Number, Paket-ID, den Nutzdaten und Paritätsbytes
zusammen. Dieses Datenpaket ließe sich auch als Paket für den Rückkanal ver-
wenden. In dieser Arbeit jedoch ist nicht vorgesehen, dass der Empfänger mehr
Daten an den Sender schickt als die Bestätigung über das erfolgreiche Empfan-
gen einer Nachricht. Daher erhält der Rückkanal ein eigenes Paketformat, das
ACK-Paket. Dies enthält nur die Paket-ID des zuletzt erfolgreich empfangenen
Datenpaketes. Durch Ersetzen des ACK-Pakets durch ein Datenpaket lässt sich
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dieser Covert Channel in einen vollständigen, bidirektionalen Kommunikations-
kanal erweitern.
Im Vergleich zu Protokollen, wie Beispielsweise TCP (siehe Kapitel 2.5), hat
hier jedes Datenpaket eine feste Größe. Dies erleichtert die Auswertung eines
Datenpaketes.
Magic-Number
Jedes Datenpaket beginnt mit einer Magic-Number. Diese ist ein Byte groß und
hat den Zweck der Erkennung des Beginns eines Datenpaketes sowie zur Syn-
chronisierung von Bitanfängen. Die Magic-Number muss dabei so gestaltet sein,
dass sie normalerweise nicht durch Rauschen erzeugt werden kann. Dadurch fal-
len 0000 0000 oder 1111 1111 als Magic-Number weg, da diese Folgen sehr
häufig auftreten. Als Magic-Number wurde 1100 1010 (0xCA) gewählt. Diese
Zahl zeichnet sich dadurch aus, dass sie viele Wechsel zwischen Eins und Null
hat und auch zwei Folgen von Eins und Null. In Kombination mit Codespreizung
ergibt sich so eine Folge, bei der es sehr unwahrscheinlich ist, dass ein oder meh-
rere Prozesse dieses Aktivitätsmuster zufällig erzeugen.
Paket-ID
Der Zweck der Paket-ID ist es, sicherzustellen, dass mehrfach gesendete Pakete
erkannt werden, und um dem Sender zurückzumelden, ob das Datenpaket voll-
ständig angekommen ist. Dazu erhalten die Datenpakete eine aufsteigende Paket-
ID. Um die maximale Anzahl an Datenpaketen nicht durch die Größe der Paket-ID
zu limitieren, wird die Paket-ID beim Überlaufen zurückgesetzt.
Die Paket-ID fungiert als zusätzliche Sicherheitsinstanz um fehlerhafte Pake-
te zu erkennen. Dabei überprüft der Empfänger, ob ein angekommenes Paket die
erwartete Paket-ID besitzt. Bei zu vielen Übertragungsfehlern kann es passieren,
dass der Error-Correction-Code die Fehler nicht erkennt und die Nachricht als feh-
lerfrei markiert. Dann kann die Paket-ID benutzt werden, um die Wahrscheinlich-
keit zu senken, dass ein als fehlerfrei erkanntes Datenpaket Fehler enthält. Wenn
die Paket-ID nicht der erwarteten entspricht, liegt augenscheinlich ein Fehler vor
und das Datenpaket kann als irreparabel beschädigt angesehen werden.
Die Paket-ID ist, genau wie die Magic-Number, ein Byte groß. Die Paket-ID
würde auch mit weniger Bits auskommen. Die Größe von einem Byte ergibt sich
jedoch daher, dass versucht wurde, eine byteweise Paketausrichtung zu erhalten.
Diese Ausrichtung erleichtert das spätere Auswerten der empfangen Datenpakete
und ermöglicht es des Weiteren, zu einem späteren Zeitpunkt weitere Kontrollbits
einzufügen. Dabei kann die Größe der Paket-ID verkleinert werden, um somit
Platz für weitere Kontrollbits zu schaffen.
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Abbildung 3.6: Das ACK-Paket sendet der Empfänger an den Sender, um das
letzte erfolgreich empfangene Datenpaket zu bestätigen. Dabei ist das ACK-Paket
ein normales Datenpaket ohne Daten.
Nutzdaten
Das Nutzdatenfeld enthält die Daten, die vom Sender zum Empfänger übertragen
werden sollen. Die Größe des Datenfeldes ist dabei fest vorgegeben. In Kapitel 6.6
wird analysiert, welche Größe sich hierfür am besten eignet. Sollten weniger Da-
ten übertragen werden, als das Datenfeld groß ist, so muss der restliche Platz mit
Null aufgefüllt werden. Dies ermöglicht ein einfacheres Protokoll, was jedoch für
den Empfänger bedeutet, dass dieser wissen muss, wie viele Daten er empfangen
soll.
Paritätsbytes
Am Ende eines Datenpaketes befinden sich die Paritätsbytes. Wie in Kapitel 3.2.2
bereits erwähnt kommt hier ein Reed-Solomon-Code (Kapitel 2.4) zum Einsatz.
Dabei wird der Error-Correction-Code nicht nur auf die Nutzdaten angewandt,
sondern auch auf die Paket-ID. Dies stellt sicher, dass alle wichtigen Daten ohne
Fehler übertragen wurden.
ACK-Paket
Die Funktion des ACK-Pakets (Aufbau siehe Abbildung 3.6) ist an das ACK-
Flag von TCP (siehe Kapitel 2.5) angelehnt. Nach Erkennen eines Datenpaketes
sendet es der Empfänger an den Sender, um den Eingang eines Datenpaketes zu
bestätigen. Die Paket-ID ist dabei die Paket-ID des zuletzt korrekt empfangenen
Datenpaketes. Auf diesem Weg kann der Empfänger dem Sender mitteilen, dass
ein Fehler beim Übertragen aufgetreten ist und das Datenpaket erneut gesendet
werden muss.
3.3.2 Sendeablauf
Auf der Sicherungsschicht wurde ein einfaches Kommunikationsprotokoll ge-
wählt. In Abbildung 3.7 ist der Sendeablauf, sowie die möglichen Fehlerfälle
schematisch dargestellt.
Bei diesem Kommunikationsprotokoll sendet der Empfänger nach jedem er-
haltenen Datenpaket ein ACK-Paket an den Empfänger. Das ACK-Paket enthält
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die Paket-ID des zuletzt erfolgreich übertragenen Datenpakets. Sollte das zuletzt
erhaltene Datenpaket irreparabel beschädigt sein, so wird die Paket-ID des zu-
letzt korrekt übertragenen Datenpaketes verwendet. Sollte das ACK-Paket irrepa-
rabel beschädigt beim Sender ankommen, so wird dieser annehmen, dass die letzte
Übertragung nicht erfolgreich war und das letzte Datenpaket von neuem senden.
Der Empfänger reagiert nur auf ein erkanntes Datenpaket. Wenn dieser kein
Datenpaket erkennt, wird er auch kein ACK-Paket senden. Dem gegenüber steht
der Sender, welcher direkt nach dem Senden eines Datenpaketes auf dem Über-
tragungskanal nach einem ACK-Paket lauscht. Trifft dies nicht innerhalb eines
vorgegebenen Zeitraumes ein, wird ein Timeout ausgelöst, welcher das zuletzt ge-
sendete Datenpaket von neuem sendet. Auch bei einem irreparabel beschädigten
empfangenen ACK-Paket wird der Sender das zuletzt gesendete Datenpaket von
neuem senden. Als Timeout wird die doppelte Übertragungszeit eines Datenpa-
ketes verwendet. Dies hat den Grund, dass es sein kann, dass der Empfänger erst
zum Ende einer Übertragung eine Magic-Number erkennt und damit annimmt,
dass ab hier das Datenpaket beginnt. Hat der Empfänger den Anfang eines Da-
tenpaketes erkannt, so wird er die vorgegebene Länge des Datenpaketes einle-
sen und anschließend das ACK-Paket senden. Jegliche erneuten Sendevorgänge
des Senders bleiben dabei unentdeckt. Damit geht entsprechend auch der nächste
Sendevorgang verloren. Um dies zu umgehen wird die doppelte Übertragungszeit
eines Datenpaketes als Timeout verwendet. Das Timeout ließe sich auch wie bei
TCP (siehe Kapitel 2.5) dynamisch zur Laufzeit an entsprechende Begebenheiten
anpassen, hierauf wird jedoch nicht weiter eingegangen.





















(b) ACK-Paket nicht erkannt oder
beschädigt. Sender sendet Datenpa-







(c) Datenpaket (DP) nicht erkannt
oder beschädigt. Sender sendet Da-











(d) Das Datenpaket (DP) wurde
irreparable beschädigt. Empfänger
sendet P-ID des zuletzt erfolgreich
emfangenen Datenpaket.
Abbildung 3.7: Schematische Darstellung der Verhalten von Sender und Empfän-
ger während einer Datenübertragung.
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Kapitel 4
Implementierung
In diesem Kapitel wird die genaue Implementierung des zuvor in Kapitel 3 be-
schriebenen Entwurfes für einen frequenzbasierten Covert Channel beschrieben.
Wie schon im Entwurfskapitel lässt sich auch die Implementierung in Sender und
Empfänger trennen. Um das festgelegte Kommunikationsprotokoll umzusetzen,
werden Sender und Empfänger beide abwechselnd senden und empfangen. Daher
wurde bei der Implementierung darauf geachtet, dass die gleichen Funktionen von
Sender und Empfänger gleichermaßen verwendet werden können und somit kei-
ne extra Implementierung benötigt wird. Zudem wurde bei der Implementierung
darauf geachtet, dass ein Großteil der Funktionen modular aufgebaut ist und sich
somit die Auswertefunktion einfach austauschen lässt. Diese Modularität wurde
gewählt, um einen einfachen Weg zu haben Teile des Programms auszutauschen
und so die Funktionalität zu erweitern. Gerade beim Ausprobieren unterschiedli-
cher Kodierungsverfahren oder Signalanalyseansätzen hat sich dies als sehr nütz-
lich erwiesen.
Zu Beginn wird in Abschnitt 4.1 mit der Beschreibung der Implementierung
des Senders begonnen, gefolgt von der Beschreibung der Implementierung des
Empfängers in Abschnitt 4.2. Aufgrund der Anforderung des Kommunikations-
protokolls, dass eine ACK-Nachricht mit Information zu dem zuletzt erfolgreich
empfangen Datenpaket zurückgeschickt werden muss, ist es nötig, dass das Signal
zur Laufzeit ausgewertet wird. Daher wird abschließend in Abschnitt 4.3 auf die
Implementierung der Signalauswertung zur Laufzeit eingegangen.
4.1 Implementierung des Senders
Die Implementiernug des Senders basiert auf dem in Kapitel 3.1 beschriebenen
Entwurf. Um eine Eins zu senden, muss dafür innerhalb eines vorgegebenen Zeit-
raumes ein CPU-Kern aktiv gehalten werden und analog dazu zum Senden einer
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Null der CPU-Kern schlafen gelegt werden. Im Anschluss werden die einzelnen
Stufen beschrieben, die die zu sendenden Daten während eines Sendevorgangs
durchlaufen.
Datenpakete vorbereiten
Als Erstes werden die Datenpakete für das spätere Senden vorbereitet, so dass sie
nicht mehr während des Sendevorgangs erzeugt werden müssen, da beispielswei-
se durch Festplattenzugriffe unnötige Störungen entstehen könnten, die versucht
werden zu vermeiden. Hierzu wird werden direkt beim Einlesen der zu sendenden
Daten die entsprechenden Datenpakete mit dazugehörigen Packet-ID und Paritäts-
bytes erzeugt. Der Sender muss später nur das zu sendende Paket auswählen und
es kann direkt gesendet werden. Für das ACK-Paket wird diese Methode der Vor-
arbeit nicht geleistet, da hier keine Daten eingelesen werden müssen und auch der
Reed-Solomon-Code nur auf eine kleine Datenmenge angewandt werden muss.
Hier wird zur Laufzeit die entsprechende Antwort generiert.
Konvertierung ins Binärformat
Zum einfachen Erhalten der zu sendenden Bits aus den Daten wird zu Beginn ein
zweidimensionales Array berechnet mit allen 8-Bit-Zahlen, ihrer jeweiligen Re-
präsentation im Dualsystem. Auf diesem Weg kann beispielsweise mit array[5][6]
das sechste Bit der Zahl 0x5 ausgegeben werden, ohne jedes mal Bitoperation
vornehmen zu müssen.
Senden eines Null-Bit
Den CPU-Kern selbst schlafen legen kann ein User-Mode-Programm nicht. Ein
CPU-Kern schlafen legen beziehungsweise in einen C3 oder höheren State verset-
zen kann nur das Betriebssystem. Daher muss der Sender hier darauf hoffen, dass
er nicht läuft, auch kein weiteres Programm auf dem CPU-Kern läuft und das Be-
triebssystem den CPU-Kern entsprechend schlafen legt. Daher ist dieser Angriff
auch nur bei einer geringen CPU-Auslastung möglich. Ein Programm lässt sich
über die C-Library Funktion usleep schlafen legen [6].
Bei den ersten Sendeversuchen hat sich gezeigt, dass das Senden einer Null da-
zu führt, dass die Sendedauer eine Millisekunde kürzer ist als gewollt und das vor-
hergehende Eins-Bit entsprechend eine Millisekunde länger gesendet wird. Dies
liegt daran, dass beim Senden eines Null-Bits zuerst die Anzahl der zu senden
Bits bestimmt wird und anschließend usleep aufgerufen wird. Bis der gewollte
C-State-Wechsel eintritt, vergeht zudem Zeit. Da Turbo-Boost immer die Turbo-
frequenz für eine Millisekunde bestimmt, reicht die kurze Zeitspanne aus, dass
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1 start_time = clock_gettime();
2 delta = 0;
3 while(delta < sendedauer_pro_bit) {
4 sqrt(rand());
5 delta = clock_gettime() - start_time;
6 }
Abbildung 4.1: Pseudocode der Implementierung des Senders zum Senden eines
Eins-Bits.
weiterhin die niedrigere Turbofrequenz bestehen bleibt. Um dies zu verhindern
wird jeder Sendevorgang eines Eins-Bits etwas verkürzt und dementsprechend der
Sendevorgang eines Null-Bits verlängert, um so ein deutliches Signal zu erhalten.
Senden eines Eins-Bit
Ein Eins-Bit lässt sich leichter senden als ein Null-Bit. Dazu reicht es aus den
CPU-Kern aktiv zu halten. Am einfachsten geht dies, in dem man ihm eine Aufga-
be gibt, wie zum Beispiel eine Schleife auf einen bestimmten Wert zählen lassen.
Aufgrund von unterschiedlichen Frequenzen hat die Instruktion für eine Addition
eine variable Laufzeit und es kann somit nicht bis zu einem festen Wert gezählt
werden. Eine bessere Lösung ist das Benutzen eines Zeitmessers, welcher wie in
Abbildung 4.1 entsprechend überprüft, dass genügend Zeit für das Senden eines
Eins-Bits vergangen ist.
4.2 Implementierung des Empfängers
Im Vergleich zum Sender ist der Empfänger aufwendiger zu implementieren. So
muss hier zuerst die aktuelle Frequenz bestimmt werden und anschließend werden
daraus die Signale rekonstruiert.
Frequenzerkennung
Die Frequenz des aktuellen CPU-Kerns lässt sich auf mehreren Wegen bestim-
men. Zum Beispiel kann die von Betriebssystem bereitgestellte Sysfs-Schnittstelle
verwendet werden. Diese hat den Nachteil, dass das Betriebssystem in der La-
ge ist, diese Informationen zu manipulieren oder ganz vorzuenthalten, und die
Schnittstelle wie von Alagappan et al. festgestellt, eine geringe Aktualisierungs-
frequenz aufweist [8]. Um die CPU-Frequenz mit einer höheren Frequenz ausle-
sen zu können, kann auf das Model-Specific-Register (MSR) zurückgegriffen wer-
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den. Dies erlaubt das Auslesen der aktuellen CPU-Frequenz für alle CPU-Kerne
mit einer deutlichen höheren Frequenz. Auf das MSR kann jedoch nur im Kernel-
Mode zugegriffen werden, womit diese Abfragen vom Betriebssystem abhängig
sind und somit für einen Covert Channel, welcher unabhängig vom Betriebssys-
tem sein soll, nicht infrage kommen.
Um die CPU-Frequenz unabhängig vom Betriebssystem bestimmen zu kön-
nen, wird die Anzahl an Durchläufen einer Schleife innerhalb eines Zeitraums ge-
messen. Anhand der Anzahl der Schleifendurchläufe lässt sich die aktuelle CPU-
Frequenz erkennen. Dies hat den Nachteil, dass nur die CPU-Frequenz des CPU-
Kerns bestimmt werden kann, auf dem der Empfänger ausgeführt werden kann,
was für diesen Covert Channel jedoch kein Problem ist, da die Turbofrequenz auf
allen CPU-Kernen gleich ist. Der größte Vorteil dieser Methode ist es, dass es
schwer ist, auf diesem Weg das Auslesen der CPU-Frequenz zu verhindern. Zu-
dem ermöglicht es diese Methode, die CPU-Frequenz mit einer hohen Auflösung
zu bestimmen.
Für diese Methode der Frequenzbestimmung ist eine Zeitmessung nötig. Dies
kann Beispielsweise durch den Aufruf der Bibliotheksfunktion clock_gettime
erfolgen. Der Rückgabewert dieser Funktion ist jedoch vom Betriebssystem be-
ziehungsweise von der auf dem System vorhandenen Bibliothek abhängig. Da-
her wird in dieser Implementierung eine Zeitmessung auf Basis des „time-stamp
counter“ (TSC) verwendet. Zum Auslesen des TSC wird, wie in Kapitel 2.3.5
beschrieben, die RDTSC-Instruktion verwendet.
Die Implementierung der Frequenzerkennung mithilfe der RDTSC-Instruktion
basiert auf der Arbeit von Gabriele Paoloni, welcher den Einsatz von RDTSC
zum Benchmarken der Ausführungszeit von Programmen beschreibt [16]. Dabei
wurde darauf geachtet, dass es zu keinen Fehlern durch ein nicht initiiertes EAX-
Register kommt, da die CPUID-Operation den Inhalt des EAX-Registers als Ein-
gabeparameter verwendet und entsprechend diesem Parameter andere Werte zu-
rückliefert, was zu unterschiedliche Laufzeiten der Instruktion führt.
In Abbildung 4.2 ist die Schleife zur Bestimmung der aktuellen CPU-Frequenz
in Pseudocode dargestellt. Dabei ist anzumerken, dass nicht nur die Anzahl der
Durchläufe der Messschleife gemessen wird, sondern auch die Dauer der Signal-
auswertung. Dadurch wird erreicht, dass alle Messpunkte das gleiche Intervall
haben.
Logging
Zur nachträglichen Auswertung und Analyse der Übertragung werden alle Mess-
punkte aufgezeichnet. Dazu wird zum Start des Empfängers ein großes Array
angelegt, in welche Daten zur Laufzeit gespeichert werden. Beim Beenden des
Programms werden alle gespeicherten Daten in eine Datei geschrieben.
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1 ref = 0;




6 current = asm_RDTSC();
7
8 zähler++;
9 if(current - ref > referenz_zyklen) {
10 signal_auswerten(zähler);
11 ref = current;
12 zähler = 0;
13 }
14 }
Abbildung 4.2: Pseudocode der Messschleife zur Bestimmung der aktuellen CPU-
Frequenz.
Turbofrequenzabstufungen
Wie in Kapitel 2.3.3 beschrieben, besitzt der eingesetzte Prozessor mehrere Tur-
bostufen. Dies hat zur Folge, dass die zwei, durch Empfänger und Sender aktiv ge-
haltenen CPU-Kerne, nicht zu einer Turbofrequenzabsenkung führen. Daher muss
ein weiterer CPU-Kern dauernd aktiv gehalten werden, um zu erreichen, dass
die Aktionen des Senders zu einer Turbofrequenzänderung führen. Daher startet
der Empfänger beim Programmstart einen weiteren Thread, welcher durchgehend
einen CPU-Kern auslastet. Würde dieser zusätzliche Thread bei jedem Empfangs-
vorgang von neuem gestartet werden, müsste die Wartezeit zwischen dem Starten
der Empfangsbereitschaft und dem eigentlichen Senden verlängert werden. An-
sonsten kommt es zu Übertragungsfehlern, weil der neu gestartete Thread zu-
erst auf dem ursprünglichen CPU-Kern des Empfängers ausgeführt wird und der
Scheduler diesen erst nach kurzer Zeit auf einen weiteren CPU-Kern auslagert.
Die gleichen Probleme treten auch auf, wenn man versucht mithilfe von mehreren
Threads das Signal des Senders zu verstärken.
4.3 Signalerkennung
Das Herzstück des Empfängers ist die Signalerkennung und Auswertung. Auf-
grund des Übertragungsprotokolls ist es nötig, dass zur Laufzeit alle Signale aus-
gewertet und auch die empfangenen Daten auf Übertragungsfehler überprüft wer-
den. In Abbildung 4.3 ist die gesamte Aufzeichnung einer Datenübertragung von
10 Byte mit einer Sendedauer von einer Millisekunde pro Bit dargestellt. Der ein-
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gezeichnete Schwellwert wird dabei von Hand bestimmt, um für die spätere Eva-
luation vergleichbare Ergebnisse zu erhalten und um die Schwellwerterkennung
als Fehlerursache für Übertragungsfehler auszuschließen.
Der Schwellenwert lässt sich beim Start des Programms automatisch bestim-
men. Dabei wird über einen kurzen Zeitraum die Dauer der Schleifendurchläufe
gemessen und anschließend gemittelt. Hierdurch ergibt sich die durchschnittli-
che Anzahl an Schleifendurchläufe für eine Frequenzstufe. Durch das Aktivhal-
ten weiterer CPU-Kerne wird die nächste Frequenzstufe erreicht und erneut die
Messung durchgeführt. Durch anschließendes Mitteln beider Werte ergibt sich der
Schwellwert.
Alle Messpunkte über dem Schwellwert werden dabei als eine Null erkannt
und alle darunter liegenden als eine Eins. Die eigentliche Übertragung der Daten
ist auf der ganz rechten Seite zu erkennen. Bei dem Abfall der Messpunkte auf
der linken Seite unter den Schwellwert handelt es sich um den Startvorgang des
Senders. Hier liest dieser die zu sendenden Daten ein und erstellt die Datenpa-
kete. Zwischen dem Start des Senders und der Beginn des Sendeprozesses liegt
eine Sekunde, in der der Sender schläft, um den Startprozess deutlich von der
























Abbildung 4.3: Darstellung der gesamten Aufzeichnung einer Datenübertragung
von 10 Bytes an Daten.
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In dem Zeitraum, in dem der Sender schläft, sind mehrere Stellen zu erken-
nen, in denen der Messpunkt unter dem Schwellwert liegt. Die einzelnen Mess-
punkten, die unterhalb des Schwellwerts liegen, resultieren aus Unterbrechungen
des Empfängers durch den Scheduler. Liegen mehrere Messpunkte unterhalb des
Schwellwerts, wie in Abbildung 4.4 zu erkennen, liegt dies daran, dass ein wei-
terer CPU-Kern aktiv ist, welcher zu einer Absenkung der Turbofrequenz führt.
Neben diesen Störungen sind noch weitere einzelne Messpunkte zu sehen, wel-


























Abbildung 4.4: Störung durch einen anderen Prozess, welcher einen anderen
CPU-Kern aktiviert hat.
Durch die in Kapitel 4.2 beschriebene Implementierung der Frequenzerken-
nung haben fast alle Messpunkte den gleichen Abstand zueinander. Pro Milli-
sekunde werden dabei immer eine feste Anzahl an Messpunkten erzeugt. Durch
die Information über die Sendedauer eines Signals, welche beim Programmstart
angegeben werden muss, lässt sich anschließend feststellen, wie lange ein ent-
sprechendes Signal anlag. Liegen mehr als die Hälfte alle Messpunkte über dem
Schwellwert, so wurde eine Null übertragen, ansonsten eine Eins.
Aufgrund von Messungenauigkeiten, Unterbrechungen durch den Scheduler
und das Fehlen eines Synchronisationssignal, welches den Anfang einer Übertra-
gung und den Beginn eines Bits signalisiert, reicht das Abzählen der einzelnen
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Messpunkte nicht aus. Daher wurde zusätzlich über eine Kantenerkennung ver-
sucht die Signalwechsel zu erkennen.
In Abbildung 4.5 ist eine einfache Datenübertragung mit Magic-Number und
Daten sowie dem erkannten Signal dargestellt. Ein erkanntes Signal bei Daten-
punkt 400 bedeutet dabei, dass eine Null erkannt wurde und bei 700 wurde ent-
sprechend eine Eins erkannt. Damit ergibt sich Folgendes erkanntes Signal:
1 0011 0010 1000 0111 0000 0100 0001 0110 0100 0101 0001
2 1011 1100 0100 1000 0111 0011 1111 1111 1110 1111 1000 00
Durch Entfernen der ersten zwei Null-Bit ergibt sich die komplette Übertragung
mit der Magic-Number 0xCA am Anfang und anschließenden die Daten.
1 1100 1010 0001 1100 0001 0000 0101 1001 0001 0100 0110
2 C A 1 C 1 0 5 9 1 4 6
3
4 1111 0001 0010 0001 1100 1111 1111 1111 1011 1110 0000

























Abbildung 4.5: Ausschnitt aus der Abbildung 4.3 der eigentlichen Datenübertra-
gung. In Blau ist dabei das erkannte Signal dargestellt. Wobei ein Punkt bei 400
eine erkannte Null und bei 700 eine erkannte Eins bedeutet.
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-m t -t 5 -a 10 -p 4 -f 40B.img -l sender.log
> Das Programm wird als Sender gestartet
> Fünf Millisekunden Sendedauer pro Bit
> 10 Byte an Nutzdaten pro Datenpaket
> 4 Paritätsbytes
> Die Datei 40B.img wird gesendet
> Die Logginginformationen werden in die Daten sender.log
geschrieben
Abbildung 4.6: Für den Sender werden meist die oben gezeigte Parameter ver-
wendet.
-m r -t 5 -a 10 -p 4 -f out.img -l empfaenger.log
> Das Programm wird als Empfänger gestartet
> Fünf Millisekunden Sendedauer pro Bit
> 10 Byte an Nutzdaten pro Datenpaket
> 4 Paritätsbytes
> Die Empfangenen Daten werden in die Datei \glq out.img\grq{}
geschrieben
> Die Logginginformationen werden in die Daten \glq empfaenger.
log\grq{} geschrieben
Abbildung 4.7: Für den Empfänger werden meist die oben gezeigte Parameter
verwendet.
4.4 Kommandozeilenparameter
Zur einfachen Evaluierung unterschiedlicher Optionen und Betriebsarten des Pro-
gramms besitzt es Kommandozeilenparameter, über welche sich mehrere Optio-
nen einstellen lassen. In Tabelle 4.1 sind alle existierenden Kommandozeilenpa-
rameter aufgelistet mit ihren Auswirkungen auf das Verhalten von Sender und
Empfänger, wobei die Abbildung 4.6 und 4.7 jeweils einen typischen Aufruf ei-
nes Senders beziehungsweise Empfängers zeigen.
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Option Sender Empfänger
-m <Modus> ‚s‘ Starten als Sender ‚r‘ Starten als Empfänger
-f <Datei> Datei zum senden Zieldatei
-s <Bytes> - Anzahl an zu empfangenen Bytes
-d <Datei> - liest Messpunkte aus Datei
-t <MS> Millisekunden Sendezeit pro Bit
-c <Code> Fehlerkorrekturcode [rs (Reed-Solomon),...]
-e <Encoding> Bit-Encoding [NRZ,...]
-l <Datei> Logge in <datei>
-a <Bytes> Größe der Nutzdaten pro Paket in Byte
-p <Bytes> Anzahl Paritätsbytes pro Paket
-x Zusätzlicher Thread, welcher einen CPU-Kern auslastet
Tabelle 4.1: Die Kommandozeilenparameter und ihre Bedeutung beim Ausführen
des Programms als Sender oder Empfänger.
Kapitel 5
Gegenmaßnahmen
Der im Kapitel 3 beschriebene Covert Channel basiert darauf, dass durch Frequen-
zänderungen Informationen zwischen CPU-Kernen übertragen werden können.
Neben dem eigentlichen Covert Channel ist es wichtig, den Fokus auch auf mög-
liche Gegenmaßnahmen zu legen, um den Angriff zu verhindern oder wenigstens
zu erschweren. Im Folgenden wird darauf eingegangen, welche Hardware- und
Softwareänderungen es hierfür gibt und wie die Covert Channel erkannt werden
kann, um die Gegenmaßnahmen gezielter einsetzen zu können.
5.1 Hardwaregegenmaßnahmen
Die offensichtlichste Hardwaremaßnahme zur Verhinderung des Covert Chan-
nels, ist das Abschalten der Turbo-Boost Funktion. Dabei gehen jedoch die im
Durchschnitt durch Turbo-Boost erzielte 6% Ersparnis an Ausführungszeit verlo-
ren [14]. Ist dies nicht hinnehmbar, so bleibt nur eine Anpassung der Hardware
übrig, welche entsprechend vom Hersteller vorgenommen werden muss.
Ein erster Ansatzpunkt für Hardwareänderungen wäre es die Metrik anzupas-
sen, aufgrund deren Turbo-Boost die Turbofrequenz festlegt. Das Entfernen der
Abhängigkeit, dass die Anzahl der aktiven CPU-Kerne einen Einfluss auf die Tur-
bofrequenz hat, macht den hier beschriebenen Covert Channel unmöglich. Neben
der Anzahl der aktiven CPU-Kerne gibt es noch weitere Metriken wie beispiels-
weise die Temperatur oder den Energieverbrauch, von denen die Turbofrequenz
abhängt. Das Design des hier beschriebenen Covert Channel ist bewusst so ge-
halten, dass die Metrik, welche die CPU-Frequenz beeinflusst, austauschbar ist.
Daher ist das Entfernen einer Metrik keine geeignete Gegenmaßname zur Verhin-
derung des Covert Channels, da diese durch andere ersetzt werden kann. Es würde
das Ausnutzen jedoch erheblich erschweren, weil es schwerer ist die übrigen Me-
triken auszunutzen, um eine Frequenzänderung hervorzurufen.
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Hardwareanpassungen zur Verhinderung dieses Covert Channels sind nur mit
viel Aufwand umsetzbar und garantieren nicht, dass kein weiterer Turbo-Boost
Covert Channel existiert oder erzeugt wird. Das Ausschalten der Turbo-Boost
Funktion ist deshalb der effektivste Hardwareschutz vor einem Covert Channel
dieser Art.
5.2 Softwaregegenmaßnahmen
Nicht nur Hardwaremaßnahmen können den Covert Channel verhindern, sondern
auch Softwaremaßnahmen. Das Betriebssystem ist dabei die zentrale Komponen-
te, welches die Möglichkeit hat, Maßnahmen gegen den Covert Channel durchzu-
setzen. Da beim Design darauf geachtet wurde, dass der Covert Channels nicht auf
Schnittstellen des Betriebssystems, zum Auslesen der Turbofrequenz oder ähnli-
ches angewiesen ist, erschwert dies die Implementierung von möglichen Gegen-
maßnahmen.
Das Betriebssystem kann auf mehrere Arten versuchen den Covert Channel
zu verhindern. Durch gezielte Störungen lässt sich die Kommunikation stark ein-
schränken sowie durch Anpassen von Energiesparfunktionen und Unterbinden des
Bestimmens der aktuellen CPU-Frequenz auch ganz verhindern.
Im Nachfolgenden wird auf diese Punkte eingegangen und darauf geachtet,
die Eignung gegen eine ideale Umsetzung des in Kapitel 3 beschriebenen Covert
Channels zu prüfen. Dabei werden die in Kapitel 4 beschriebenen Implementie-
rungseinschränkungen außen vor gelassen. Da sich die Implementierung leicht
ändern lässt, das zugrundeliegende Prinzip des Covert Channels jedoch nicht.
5.2.1 Verhindern des Bestimmens der aktuellen Turbofrequenz
Der hier beschriebene Covert Channel basiert darauf, dass die aktuelle Turbo-
frequenz bestimmt werden kann. Wie in Kapitel 4.2 beschrieben, kann dies z.B.
durch Auslesen der CPU-Frequenz über die vom Betriebssystem bereitgestellten
Wege erfolgen. Aufgrund des Zieles der Unabhängigkeit vom Betriebssystem und
der niedrigen Aktualisierungsrate dieser Werte wurde dieser Ansatz nicht gewählt.
Das Ermitteln der aktuellen Turbofrequenz erfolgt stattdessen durch Messen der
Schleifendurchläufe innerhalb eines vorgegebenen Zeitraums. Hierfür wird eine
genaue Zeitmessung benötigt.
Der in Kapitel 4.2 vorgestellte Weg der Frequenzbestimmung benutzt den
time-stamp counter (TSC) zur genauen Zeitbestimmung. Die vorgestellte In-
struktion zum Auslesen des TSC, ist RDTSC. Die RDTSC-Instruktion überprüft,
ob das time stamp disable (TSD) Flag gesetzt ist und liefert entsprechend
die Werte des TSC zurück oder erzeugt eine Illegal Instruction Exception [21].
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Das TSD-Flag kann hierbei dafür sorgen, dass RDTSC zu einer privilegierte In-
struktion wird. Zusätzlich kann, durch das Setzen des RDTSC exiting Flags,
veranlasst werden, dass ein Aufruf innerhalb einer virtuellen Maschine (VM) von
RDTSC zu einer Exception führt [21]. Hierdurch hat das Betriebssystem die Mög-
lichkeit die RDTSC-Instruktion abzufangen und dabei den TSC-Wert zu manipu-
lieren.
Auf Systemen, bei denen RDTSC-Instruktionen nicht existieren oder erlaubt
sind, kann die POSIX Funktion clock_gettime benutzt werden. Im Vergleich
zu RDTSC hat clock_gettime eine geringere Genauigkeit [11].
Sowohl RDTSC-Instruktionen als auch die clock_gettime Funktion sind
vom Betriebssystem manipulierbar. Eine geringere Auflösung der TSC-Werte oder
zufällige größere Sprünge würden den Covert Channel jedoch nur erschweren und
nicht verhindern. Wie im Kapitel 4.3 beschrieben, wurde bei der Implementierung
darauf geachtet, dass leichte Zeitsprünge nicht zu Fehlern führen. Bei einer ge-
ringeren Auflösung der Zeiteinheit von TSC würde entsprechend die Bandbreite
sinken, der Covert Channel jedoch nicht verhindert werden. Um das Signal des
Senders zu rekonstruieren, muss lediglich das Nyquist-Shannon-Abtasttheorem
erfüllt sein, was bedeutet, dass die Sendedauer eines Bits doppelt so hoch sein
muss wie der kleinste durch die Zeitquelle unterscheidbare Zeitunterschied [39].
Die Manipulierung der TSC-Werte ist zudem mit Vorsicht zu betrachten, da
dies unerwünschte Nebenwirkungen haben kann. Beispielsweise basiert bei Li-
nux die Implementierung von clock_gettime sowie die Implementierungen des
Advanced Programmable Interrupt Controller (APIC) auf dem TSC-Wert [26].
Wird der TSC-Wert vom Host-System manipuliert, bekommen virtuelle Maschi-
nen dies nicht mit und nehmen diese Werte als gegeben an, was entsprechend zu
verspäteten Interrupts oder falschen Zeitmessungen führen kann.
5.2.2 Energiesparfunktionen deaktivieren
Der in dieser Arbeit beschriebene Covert Channel basiert darauf, dass die Anzahl
der aktiven CPU-Kerne Einfluss auf die Turbofrequenz hat. Ein CPU-Kern gilt als
aktiv, wenn er in einem kleineren State als C3 ist. Wie in Kapitel 2.3.3 beschrie-
ben, gilt ein CPU-Kern bei einem C-State von C3 oder höher als schlafend. Das
Betriebssystem ist dabei in der Lage den maximalen C-State zu setzen.
Durch das generelle Verhindern, dass ein CPU-Kern in einen C3 oder höheren
State betritt, lässt sich der Covert Channel verhindern, ohne dabei alle Vorteile
von Turbo-Boost zu verlieren. Für Turbo-Boost sind hierbei alle CPU-Kerne aktiv,
was entsprechend zu der Wahl der Turbofrequenz führt, welche für die maximale
Anzahl der aktiven Kerne hinterlegt ist. Da die Turbofrequenz höher ist als die
Basis-Frequenz, ergibt sich gegenüber der kompletten Abschaltung von Turbo-
Boost ein Performancevorteil für Prozesse, die von einer höheren CPU-Frequenz
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Anzahl ausgelasteter Kerne alle C-States maximal C2-State
idle 14,5 W 23,1 W
1 31,6 W 31,4 W
2 37,1 W 34,6 W
3 39,8 W 36,3 W
4 43,6 W 39,4 W
5 40,9 W 41,8 W
6 43,5 W 44,2 W
7 47,1 W 47,2 W
8 49,4 W 49,4 W
Tabelle 5.1: Messungen des Energieverbrauchs des Package mit RAPL (Kapitel
2.3.4). Zeigt den Unterschied des Energieverbrauches zwischen dem Normalzu-
stand und nach dem Verbieten von C3- und höheren States.
profitieren. Wie im folgenden Abschnitt zu sehen, führt das im Leerlauf aktiv
halten von CPU-Kernen zu einem höheren Energieverbrauch.
Analyse Energieverbrauch
Da heutige Rechenzentren meist nur eine durchschnittliche Auslastung von 6%
erreichen, befinden sich viele Systeme die meiste Zeit im Leerlauf [23]. CPU-
Kerne, die sich im Leerlauf befinden, werden normalerweise schlafen gelegt, um
Energie zu sparen. Werden diese jedoch nicht schlafen gelegt, wird wie in Tabelle
5.1 zu sehen mehr Energie verbraucht.
Bei dem direkten Vergleich zwischen dem Energieverbrauch bei allen erlaub-
ten C-States und wenn alle CPU-Kerne aktiv sind, zeigt sich, dass der Energie-
verbrauch bei bis zu 4 ausgelasteten CPU-Kernen mit allen erlaubten C-States
höher ist, als wenn durchgehend alle CPU-Kerne aktiv sind. Dies hängt mit der
Turbofrequenz zusammen. Wie in Kapitel 2.3.2 beschrieben, besitzt der hier ein-
gesetzte Prozessor mehrere Turbofrequenzstufen, die erste bei bis zu zwei akti-
ven CPU-Kernen, die zweite bei bis zu vier aktiven CPU-Kernen und die letzte
Stufe bei allen weiteren aktiven CPU-Kernen. Die unterschiedlichen Frequenzen
sorgen entsprechend für einen anderen Stromvebrauch. So braucht eine höhere
CPU-Frequenz mehr Energie als eine niedrigere [33].
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5.2.3 Stören des Covert Channels
Neben dem Verhindern des Covert Channels kann auch durch das gezielte Stö-
ren die Nutzung des Covert Channels erschwert werden. Das Betriebssystem hat
dabei zwei Möglichkeiten den Covert Channel zu stören. So kann es mithilfe des
Schedulers den Sender und Empfangsprozess stören oder über durch Anpassen
der Energiesparfunktionen Einfluss auf die Übertragung nehmen.
Stören mithilfe des Scheduler
Durch die Möglichkeit der Unterbrechung oder Wechselns des CPU-Kerns eines
Prozesses ist der Scheduler in der Lage den Sender- und Empfängerprozess zu stö-
ren. Häufigere Unterbrechungen oder CPU-Kern Wechsel können beim Empfän-
ger zu einem Synchronisationsverlust führen. Daneben kann auch durch gezieltes
Verwalten der Prozesse ein schlafen legen des CPU-Kerns verhindern oder hin-
auszögern werden. Zusätzlich kann durch häufiges aufwecken unterschiedlicher
Prozesse ein Rauschen erzeugt werden, was die Übertragung stört. Hierfür kann
die Ausführung von Prozessen hinausgezögert oder zusätzliche Prozesse erzeugt
werden, die nur zum Stören des Covert Channels existieren.
Stören mithilfe der Energiesparfunktion des Prozessors
Die C-States lassen sich nicht nur wie in Kapitel 5.2.2 beschrieben ausnutzen, um
alle CPU-Kerne aktiv zu halten, sondern auch zum Stören der Kommunikation des
Covert Channels. Dazu wird die Dauer des Wechsels eines C-States verlängert,
um so längere Zeit einen CPU-Kern aktiv zu halten, wodurch die Sendezeit eines
Bits verlängert werden muss, um ein Signal zu erhalten. Zusätzlich kann noch die
Eigenschaft der unterschiedlichen Frequenzstufen benutzt werden, um die Kom-
munikation zu stören. Dazu wird versucht so lange wie möglich innerhalb einer
Frequenzstufe zu bleiben, was bedeutet, dass das Aufwecken und schlafen legen
von CPU-Kerne hinausgezögert wird.
5.3 Erkennen des Covert Channels
Neben dem Verhindern oder Stören des Covert Channel kann es auch sinnvoll sein
ihn zu erkennen, um die zuvor beschriebenen Gegenmaßnahmen gezielt einsetzen
zu können. Ein solches Verfahren zu Erkennung von frequenzbasierten Covert
Channel wurde schon von Wu et al. vorgestellt [50]. Dabei erweiterten sie den
Xen Hypervisor, um gezielt Events aufzuzeichnen. Anschließend werden diese
mit vorherigen Aufzeichnungen verglichen, die als Referenzmuster für normales
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Verhalten verwendet werden. Diese Methode zur Erkennung von frequenzbasier-
ten Covert Channel funktioniert auch bei dem hier vorgestellten Covert Channel.
Da ein Sendevorgang ziemlich von einem normalen Verhalten eines Programms
abweicht. So pausiert sich der Sender ständig während eines Sendevorgangs, nur
um kurz darauf aufzuwachen und einen kompletten CPU-Kern auszulasten. Im
Vergleich zu den meisten Programmen, die eine Arbeit erledigen und anschlie-
ßend auf ein Signal von Außen warten um mit ihrer Arbeit weiter fortzufahren.
Dabei muss jedoch bedacht werden, dass die CPU-Frequenz mit entsprechend ho-
her Auflösung aufgezeichnet werden muss, ansonsten wird ein Sendevorgang nur
als ein durchgehend ausgelasteter CPU-Kern erkannt, wodurch das Verhalten sehr
stark einem normalen Programm ähnelt.
Kapitel 6
Evaluation
Das Ziel der Evaluation ist es, zu zeigen, dass die Implementierung des Covert
Channels funktioniert und auch im Vergleich zu zuvor beschriebenen frequenzba-
sierten Covert Channel, eine hohe Übertragungsrate erreicht wird. Zu Beginn wird
in Abschnitt 6.3 analysiert, welche Übertragungsrate Hardware- und Software-
bedingt maximal möglich ist und ob diese auch real erreicht werden kann. Selbst
unter optimalen Bedingungen, bei denen versucht wurde, alle Störungen zu mini-
mieren, kommt es zu Übertragungsfehlern aufgrund von Störungen durch ande-
re Prozesse. Daher wird in Kapitel 6.4 untersucht wie viele Übertragungsfehler
unter normalen Bedingungen auftreten. Um die dabei auftretenden Übertragungs-
fehler zu kompensieren und so mögliche erneute Übertragungen eines Datenpake-
tes zu verhindern, wurde das in Kapitel 3 beschrieben Übertragungsprotokoll mit
entsprechender Fehlererkennung und Korrektur eingeführt. Anschließend wird in
Kapitel 6.5 untersucht wie viele Paritätsinformationen benötigt werden, um Über-
tragungsfehler zu vermeiden. Da nicht nur kleine Daten über den Covert Channel
übertragen werden sollen, wird im Kapitel 6.6 untersucht, mit welchen Nutzdaten-
raten bei größeren Datenmengen zu rechnen ist. Aufgrund der vielen Parameter,
die sich zur Optimierung einstellen lassen und der Unberechenbarkeit von Feh-
lern, wird hier nicht versucht die maximal mögliche Nutzdatenrate zu erreichen,
sondern eine Nutzdatenrate, die auch über eine längere Übertragung stabil ist.
Am Ende wird noch in Kapitel 6.7 auf die Möglichkeit eingegangen, dass dieser
Covert Channel auch zwischen virtuellen Maschinen eingesetzt werden kann. Da-
bei wird auch hier untersucht, was für eine maximale Übertragungsrate erreicht
werden kann. Als Grundlage für die Versuche wird in Kapitel 6.1 die verwende-
te Methodik beschrieben und anschließend in Kapitel 6.2 den verwendeten Ver-
suchsaufbau eingegangen.
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6.1 Methodik
Die in der Auswertung verwendeten Messdaten wurden alle vom Empfänger oder
Sender selbst aufgezeichnet. Beide speichern während des Empfangsvorgangs alle
gemessenen Messpunkte. Zusätzlich stoppt der Sender die Übertragungszeit, um
entsprechend die Nutzdatenrate zu erhalten, daneben wird noch aufgezeichnet wie
viele Sendungswiederholungen es gab. Der Empfänger speichert neben den Mess-
punkten auch die Anzahl der fehlerhaft empfangenen Nachrichten. Empfänger so-
wohl als auch Sender schreiben am Ende der Übertragung alles in eine Datei, aus
der anschließend die Werte der Auswertung entnommen wurden.
Bei der Auswertung werden dabei unterschiedliche Metriken verwendet. Am
häufigsten wird dabei nicht die Übertragungsrate sondern die Nutzdatenrate ver-
wendet. Dies hat den Hintergrund, dass es, bedingt durch das Übertragungspro-
tokoll, zu Sendungswiederholungen kommen kann und damit die reine Übertra-
gungsrate keine Aussage darüber gibt, wie lange es dauert, Nutzdaten zu über-
tragen. Diese und die weiteren verwendeten Metriken werden im Folgenden be-
schrieben.
Übertragungsrate oder Bitrate Die Bitrate oder auch Übertragungsrate gibt
an, wie viele Bits pro Sekunde übertragen werden. Dabei wird kein Unterschied
gemacht, ob es sich bei den übertragenen Bits um Nutzdaten oder Verwaltungsda-
ten des Übertragungsprotokolls handelt.
Symbolrate Die Symbolrate gibt an, wie viele Symbole pro Sekunde Übertra-
gen werden. Da bei diesem Covert Channel jedes Symbol nur ein Bit an Infor-
mation trägt, gilt hier, dass die Symbolrate gleich der Bitrate ist. Die Einheit der
Symbolrate ist Baud, abgekürzt Bd.
Sendedauer pro Bit Die Sendedauer pro Bit ist abgeleitet von der Symbolrate.
Hierbei wird angegeben, wie lange ein Signal anliegt, um ein Bit zu senden.
Nutzdatenrate Bei der Nutzdatenrate wird ermittelt, wie viele Bits an Nutzda-
ten im Durchschnitt innerhalb einer Sekunde übertragen werden. Dargestellt in der
Einheit bit/s. In den Versuchen wird zum Erhalten der Nutzdatenrate die Anzahl
der übertragenen Nutzdatenbits durch die Dauer der Übertragung geteilt.
Kanalkapazität Die Kanalkapazität gibt die höchste Bitrate in bit/s an, mit der
Informationen fehlerfrei übertragen werden können.
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6.2 Versuchsaufbau
Das in den Versuchen verwendete Testsystem besitzt einen Intel R© Xeon R© Silver
4108 Prozessor mit einer Basisfrequenz von 1,6 GHz und einer maximalen Tur-
bofrequenz von 3,0 GHz [20]. Bei dem Prozessor handelt es sich um einen 64-bit
8-Kern-Prozessor mit 16 Threads und einer Thermal Design Power von 85 W. Der
Prozessor unterstützt Intel R© Turbo-Boost 2.0 mit den in Tabelle 2.1 angegebenen
Turbofrequenzen und basiert auf der Skylake Mikroarchitektur, welche in Kapi-
tel 2.3.1 näher beschrieben wurde. Zudem befindet sich das Testsystem in einem
klimatisierten Raum.
Auf dem Host sowie in den virtuellen Maschinen kommt die Server Edition
von Fedora 28 als Betriebssystem zum Einsatz. Auf dem Host-System sowie in
den virtuellen Maschinen wurden neben OpenSSH keine weiteren Dienste instal-
liert und auch keine sonstigen Änderungen vorgenommen, welche dazu führen
könnten, dass Störungen reduziert werden oder die den Covert Channel auf sons-
tige Weise begünstigen könnten. Alle Programme des Covert Channels werden
von einem Benutzer ohne Administratorrechte ausgeführt.
Für die Virtualisierung der virtuellen Maschinen wird die Kernel-based Virtual
Machine (KVM) [3] eingesetzt. Auch hier wurden keine weiteren Modifikationen
vorgenommen. Bei Versuchen mit virtuellen Maschinen erhält jede Maschine je-
weils zwei GiB Arbeitsspeicher und zwei virtuelle CPU-Kerne.
Bei allen Versuchen ist die Hyper-Threading Funktion des Prozessors deakti-
viert. Dies verhindert, dass in der Implementierung nicht auf den Sonderfall ein-
gegangen werden muss, bei dem Sender und Empfänger auf dem gleichen phy-
sischen CPU-Kern laufen. Mithilfe von Hyper-Threading lässt sich auch ein Co-
vert Channel erzeugen, welcher jedoch auf einem anderen Konzept beruht, als
der in dieser Arbeit beschriebene. Bei einem auf Hyper-Threading basierenden
Covert Channel wird die Eigenschaft ausgenutzt, dass sich, durch Berechnun-
gen des Senders, die Anzahl der Schleifendurchläufe innerhalb eines Zeitraumes
ändert. Hierbei basiert die Änderung nicht auf einer Frequenzänderung, sondern
auf der Auslastung des Rechenwerks. Von Wang und Lee wurden schon meh-
rere Covert Channel untersucht, die unter anderem auf Hyper-Threading basie-
ren [45]. Durch die gestiegenen Sicherheitsbedenken bei dem Einsatz von Hyper-
Threading hat sich OpenBSD Mitte 2018 dazu entschlossen Hyper-Threading zu
deaktivieren [27].
6.3 Maximale Übertragungsrate
Das Ziel der Bestimmung der maximalen Übertragungsrate ist es, herauszufin-
den, mit welcher Übertragungsrate Daten zumindest teilweise und unter optimalen
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Bedingungen fehlerfrei Übertragen werden können. Zuerst wird dabei bestimmt,
welche limitierenden Faktoren es Hardware- und Softwareseitig gibt. Dabei wird
die Änderungsrate der Turbofrequenz, die Samplingrate der CPU-Frequenz und
die Anzahl der Störungen bedacht, da diese Punkte Einfluss auf die Übertragungs-
rate haben.
Wie in Kapitel 2.3.3 beschrieben, überprüft Turbo-Boost jede Millisekunde
die Bedingungen, welche die Turbofrequenz beeinflussen und passt diese gegebe-
nenfalls für die nächste Millisekunde an. Dies ist auch der begrenzende Faktor für
die maximale Übertragungsrate, da die Samplingrate der CPU-Frequenz mithilfe
des TSC-Werts um einiges höher ist. Beispielsweise werden in der in dieser Ar-
beit beschriebenen Implementierung 10 Messpunkte pro Millisekunde erhoben.
Mit dem limitierenden Faktor der Änderungsrate der Turbofrequenz ergibt sich
eine theoretisch maximale Übertragungsrate von 1000 bit/s.
Um zu zeigen, dass es möglich ist diese Übertragungsrate auch zu erreichen,
wird der in Kapitel 3.3 beschriebene Entwurf etwas angepasst. Der Entwurf ist
darauf ausgelegt Übertragungsfehler zu erkennen und zu beheben. Der dafür be-
nötigte Protokoll-Overhead ist für diesen Versuch unnötig und verursacht nur eine
Erhöhung der Sendezeit. Für diesen Versuch werden dementsprechend die Paket-
ID sowie die Paritätsbytes am Ende entfernt und auch die Bestätigung eines er-
folgreich empfangenen Pakets entfällt. Der Sender sendet somit alle Nutzdaten
in einem Datenpaket und geht davon aus, dass der Empfänger alles erfolgreich
empfängt.
Ohne ein entsprechendes Betriebssystem, welches alle Hintergrundaktivitäten
verhindert, lassen sich Störungen nicht verhindern. Um den Einfluss von Störun-
gen dennoch zu minimieren, wird mithilfe des beim Kernel-Start angegebenen
Parameters isolated_cores dem Scheduler das Verwalten der angegebenen
CPU-Kerne untersagt [1]. Für diesen Versuch werden die CPU-Kerne zwei, drei
und vier isoliert. Wie in Tabelle 2.1 zu sehen, ist der erste Turbofrequenzsprung
bei drei aktiven CPU-Kernen. Daher muss neben dem Sender und Empfänger
noch ein weiterer CPU-Kern durchgehend aktiv gehalten werden. Wie in Kapi-
tel 4.2 beschrieben, startet normalerweise der Empfänger einen weiteren Thread,
welcher vom Scheduler automatisch auf einen anderen Kern verschoben wird. Da
der Scheduler hier den CPU-Kern nicht verwalten darf, wird der Thread nicht
auf einen weiteren CPU-Kern verschoben und läuft somit parallel zum Empfän-
gerprozess auf dem gleichen CPU-Kern. Dies stört nur den Empfängerprozess,
sorgt jedoch nicht dafür, dass ein weiterer CPU-Kern ausgelastet wird. Aus die-
sem Grund wird das Programm stress [9] verwendet, um einen zusätzlichen
CPU-Kern auszulasten und damit aktiv zu halten.
Bei diesem Versuch wurden 10 Byte an Daten mit dem zuvor beschriebe-
nen abgeänderten Nachrichtenaufbau gesendet. Dabei enthält das Paket nur die
Magic-Number sowie die zu sendenden Daten. Der Versuch wurde dabei 20 mal
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Anzahl betroffene Nachrichten Fehlerart
7 keine Fehler
2 Einzelbitfehler in Magic-Number
6 ein Einzelbitfehler
1 zwei Einzelbitfehler
2 Einzelbitfehler und Bündelfehler. 4 Bit beschädigt
1 Bündelfehler über 5 Bits
1 Auswertungsfehler
Tabelle 6.1: Auswertung der aufgetretenen Übertragungsfehler beim Senden von
20 Nachrichten à 10 Byte mit einer Übertragungsrate von 1000 bit/s.
Übertragungsrate Fehlerrate
1000 bit/s 13,5 %
500 bit/s 7,25 %
333 bit/s 0,19 %
250 bit/s 0,44%
Tabelle 6.2: Fehlerrate in Abhängigkeit der Übertragungsrate. Durch Senken der
Übertragungsrate verringert sich auch die Fehlerrate.
wiederholt und die aufgetretenen Übertragungsfehler analysiert, welche in Tabel-
le 6.1 dargestellt sind. Am schwerwiegendsten sind dabei die Einzelbitfehler in-
nerhalb der Magic-Number sowie der eine aufgetretene Auswertungsfehler, da
diese nicht mithilfe eines Error-Correction-Codes behoben werden können und
alle nachfolgenden Bits beschädigt sind, oder die Nachricht nicht erkannt wird.
Unter einem Auswertungsfehler ist hierbei ein Fehler zu verstehen, bei dem ein
Bit von der Auswertung nicht erkannt wurde. Dies kann beispielsweise passieren,
wenn der Empfängerprozess kurzzeitig unterbrochen wird und dadurch die er-
wartete Signaldauer nicht mehr mit der gemessenen Zeit übereinstimmt. Werden
die Übertragungen mit Einzelbitfehler in der Magic-Number und der eine Aus-
wertungsfehler als komplett fehlgeschlagene Übertragung gezählt und somit alle
übertragenen Bits als falsch empfangen gewertet, so ergibt sich eine Fehlerrate
von 13,5%. In Tabelle 6.2 sind die Fehlerraten mehrerer Übertragungsraten auf-
gelistet. Trotz Übertragungsfehlern konnten 7 Nachrichten fehlerfrei übertragen
werden und es konnte somit gezeigt werden, dass unter optimierten Bedingungen
die theoretische maximale Übertragungsrate von 1000 bit/s auch erreicht werden
kann.
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6.4 Fehlerrate bei unterschiedlicher Übertragungs-
raten
Bei den vorherigen Messungen in Kapitel 6.3 hat sich gezeigt, dass die theoreti-
sche maximale Übertragungsrate von 1000 bit/s erreicht werden kann. Dabei muss
jedoch mit vielen Übertragungsfehler gerechnet werden. Durch Senken der Über-
tragungsrate hat sich gezeigt, dass die Anzahl der Übertragungsfehler abnimmt.
Daher ist das Ziel dieser Untersuchung aufzuzeigen, welche Arten von Fehlern bei
unterschiedlichen Übertragungsraten unter realitätsnahen Bedingungen auftreten.
Um die realitätsnahen Bedingungen zu bieten, wurde auf jegliche Optimierung
zur Unterdrückung von Störfaktoren verzichtet. Der Versuchsaufbau wurde ana-
log zu Kapitel 6.2 aufgebaut, jedoch mit Ausnahme des Kommunikationsproto-
kolls. Dieses wurde, wie im vorherigen Versuch, angepasst, um die unverfälschten
Übertragungsfehler zu erhalten. Würde das in Kapitel 3.3 beschriebene Protokoll
eingesetzt werden, so wird der Error-Correction-Code einzelne Bitfehler korrigie-
ren und fehlerhaft empfangene Pakete erneut vom Sender anfordern, was bedeu-
tet, dass sich am Ende keine Übertragungsfehler mehr in den empfangenen Daten
befinden.
Wie im vorherigen Versuch, wurde ebenfalls pro Durchlauf 10 Byte an Da-
ten übertragen und jede Übertragung 40 mal wiederholt, um den Einfluss durch
kurzzeitige Hintergrundaktivitäten, wie Beispielsweise Cronjobs, zu minimieren.
Die 10 Byte an Nutzdaten wurden gewählt, weil sich bei dieser Größe schon viele
Fehler gezeigt haben und die Übertragungszeit pro Nachricht noch gering ist. Je
länger eine Nachricht ist, desto wahrscheinlicher ist es, dass es zu irreparablen
Fehlern kommt. Während die Magic-Number-Fehler sowieso unabhängig von der
Nachrichtenlänge sind, sind die Bitfehler sowie die Auswertungsfehler jeweils ab-
hängig von der Nachrichtenlänge. Je länger ein Sendevorgang, desto wahrschein-
licher ist es, dass es zu Störungen kommt, die einen Übertragungsfehler verursa-
chen.
In Abbildung 6.1 ist die Summe der Fehler dargestellt, die während der 40
Wiederholungen pro Sendedauer aufgetreten sind. Im Bereich von fünf bis 16
Millisekunden Sendedauer pro Bit ist deutlich zu erkennen, dass über die Hälf-
te der empfangenen Datenpakete keine Übertragungsfehler beinhaltet. Innerhalb
dieses Bereiches treten auch am wenigsten Fehler, verursacht durch die fehlerhaf-
te Erkennung der Magic-Number oder durch die Auswertung, auf. Diese Fehler
sind am schwerwiegendsten, da sich diese nicht über einen Error-Correction-Code
beheben lassen. Im Gegensatz zu den im Versuch aufgetretenen Bitfehler, welche
sich durch einen Error-Correction-Code beheben lassen.
Mit steigender Sendedauer pro Bit steigt auch die Anzahl an Fehlern durch
die Auswertung drastisch an. Besonders stark zu erkennen ist dies in Abbildung






















Abbildung 6.1: Darstellung der Fehler einer 40 mal wiederholten Übertragung
von 10 Byte an Nutzdaten mit unterschiedlicher Sendedauer pro Bit. Im Bereich
von fünf bis 16 Millisekunden Sendedauer pro Bit treten am wenigsten Fehler auf.
6.2, welche die Fehlerrate pro Millisekunden Sendedauer pro Bit zeigt. Dabei
wurden Magic-Number-Fehler und Auswertungsfehler als kompletter Verlust der
Nachricht gewertet, da sich diese selbst mit einem Error-Correction-Code nicht
mehr beheben lassen.
Der starke Anstieg an Fehlern durch die Auswertung liegt daran, dass diese auf
den Bereich von zwei bis 10 Millisekunden Sendedauer pro Bit optimiert ist. Je
länger die Sendedauer eines Bits, desto mehr Störungen können innerhalb dieser
auftreten. Hinzukommend steigt auch die Wahrscheinlichkeit, dass Synchronisa-
tionsfehler durch Unterbrechungen des Schedulers auftreten. Besonders auffällig
sind die zwei Einbrüche der Fehlerrate bei 20 und 24 Millisekunden Sendedau-
er pro Bit. Da an dem System während des gesamten Versuchs keine Änderung
vorgenommen wurde und auch Hintergrundaktivitäten einen gegenteiligen Effekt
haben, müssen diese Anomalien mit der Signalerkennung zusammen hängen.


















Millisekunden Sendedauer pro Bit
Abbildung 6.2: Auswertung der Fehlerrate aus Abbildung 6.1. Datenpakete mit
Magic-Number-Fehlern und Pakete mit Auswertungsfehler zählen dabei als kom-
plett Fehlerhaft empfangen, da diese Übertragung irreparabel beschädigt sind und
auch von einem Error-Correction-Code nicht wiederhergestellt werden können.
6.5 Anzahl an Paritätsbytes
Wie in Abbildung 6.1 zu sehen, sind viele Übertragungen innerhalb der fünf bis
16 Millisekunden Sendedauer pro Bit fehlerfrei, jedoch nicht alle. Daher muss
bei jeder Übertragung mit Fehlern gerechnet werden. Für diesen Fall wurde das
in Kapitel 3.3 beschriebene Kommunikationsprotokoll ausgelegt. Durch den Ein-
satz eines Error-Correction-Codes können Übertragungsfehler erkannt und falls
möglich auch gleich behoben werden. Das Ziel dabei ist es die Anzahl an Daten-
paketen, die Aufgrund von Übertragungsfehlern mehrfach gesendet werden, zu
minimieren. Hierfür ist die Anzahl der vorhandenen Paritätsbytes entscheidend.
Der eingesetzte Reed-Solomon-Code schreibt keine feste Anzahl an Paritätsby-
tes vor. Abhängig von der Anzahl der eingesetzter Paritätsbytes ändert sich die
Anzahl der als fehlerhaft erkannten und behebbaren Bytes. Dabei können genau
so viele Fehler erkannt werden wie Paritätsbytes vorhanden sind und davon die
Hälfte korrigiert werden. Aus diesem Grund wird hier untersucht,welchen Ein-
fluss die Anzahl der Paritätsbytes auf Sendungswiederholungen und auf die vom
Error-Correction-Code fälschlicherweise als korrekt eingestuften Daten hat.
Für diesen Versuch wurde dabei das im Entwurf beschriebene Übertragungs-
protokoll verwendet. Wie im Abschnitt 6.4 gezeigt Versuch, gibt es bei einer Sen-
dedauer von 10 Millisekunden pro Bit keine Magic-Number-Fehler oder Auswer-
tungsfehler, die beide nicht durch einen Error-Correction-Code behoben werden
können, weil dabei entweder gar keine Nachrichten erkannt werden oder meist ab
der Hälfte der Nachricht alle folgenden Daten falsch sind. Um diese Fehler zu mi-
nimieren wurde eine Sendedauer von 10 ms/bit gewählt. Die Größe an Nutzdaten
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pro Paket ist 10 Byte, welche ebenfalls dem vorhergehenden Versuch entspricht.
Damit auch einige Datenpakete gesendet werden, werden bei diesem Versuch ins-
gesamt 1000 Byte an Nutzdaten übertragen.
Die Anzahl der untersuchten Paritätsbytes wurde auf den Bereich von zwei bis
20 Bytes eingegrenzt. Bei zwei Paritätsbytes können Fehler in bis zu zwei Bytes
erkannt und ein Byte korrigiert werden. Um sämtlich mögliche Fehler innerhalb
der 10 Byte Nutzdaten reparieren zu können, werden 20 Byte an Parität benötigt,













Abbildung 6.3: Darstellung der Anzahl an Fehlern nach der Anwendung des Reed-
Solomon Error-Correction-Code in Abhängigkeit der Anzahl verwendeter Pari-
tätsbytes. Ab 5 verwendeten Paritätsbytes erkennt der Reed-Solomon-Code alle
Übertragungsfehler.
In Abbildung 6.3 sind die Ergebnisse dargestellt. Hierbei ist zu erkennen, dass
ab 5 verwendeten Paritätsbytes der Reed-Solomon-Code alle aufgetretenen Über-
tragungsfehler erkannt und, falls eine Reparatur möglich war, diese auch repariert
hat. Falls eine Reparatur nicht mehr möglich war, wurde das Datenpaket neu ver-
sendet. Die Anzahl der Sendungswiederholungen ist ebenfalls in der Abbildung
zu sehen, welche durch vom Empfänger nicht erkannte Nachrichten oder aufgrund
von anderen Übertragungsfehlern entstehen. Der starke Anstieg an Sendungswie-
derholungen bei 7 oder 8 verwendeten Paritätsbytes, liegt Wahrscheinlich an ei-
nem erhöhten Aufkommen an Störungen während des Versuches und den, wie in
Abschnitt 6.6 vorgestellten, resultierenden Folgefehlern. Ein protokollieren aller
Aktivitäten des Schedulers während der Versuche ist leider nicht möglich, ohne
dabei Einfluss auf den Versuch selbst zu nehmen, da diese Protokollierung wie-
derum selbst CPU-Zeit benötigt und somit die Ergebnisse verfälscht.
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6.6 Nutzdatenrate bei größeren Datenmengen
Wie schon in Kapitel 3.3 erwähnt, steigt die Wahrscheinlichkeit für einen irrepa-
rablen Fehler mit der Dauer einer Übertragung. Um dieses Problem bei größeren
Nutzdaten zu umgehen, wurden diese in einzelne Datenpakete aufgeteilt. Das Ziel
bei diesem Versuch ist es, zuerst mit kleineren Daten von 100 Byte die optima-
le Übertragungsrate zu ermitteln und anschließend Übertragungen von 512 Byte
zu testen, was der Größe eines 4096 Bit RSA-Schlüssels entspricht. Zudem wird
dabei untersucht, welche Fehler hierbei auftreten.
Um einen ersten Eindruck zu bekommen, wie sich die Nutzdatenrate in Ab-
hängigkeit von Paketgrößen verhält, wurde in der ersten Messreihe eine 100 Byte
große Datei übertragen, welche im Voraus aus Zufallszahlen generiert wurde. Die
Dateigröße von 100 Byte wurde dabei gewählt, weil hierbei mehrere einzelne
Nachrichten gesendet werden müssen und so auch mögliche unerwünschte Ef-
fekte der Implementierung des Übertragungsprotokolls auftreten können.
Um kleine Ausreißer auszugleichen, wurde jede Messung 10 mal wiederholt
und der Durchschnitt der Messung gebildet. Ausgewertet wurde dabei die Daten-
übertragungsrate des Senders. Dazu wurde die Zeit gemessen, die benötigt wird,
um die Daten komplett vom Sender zum Empfänger zu übertragen, und vom
Empfänger bestätigt zu bekommen. Um die Datenübertragungsrate zu erhalten,
wurden anschließend die 100 Byte durch die für die Übertragung benötigte Zeit
geteilt. Mögliche Fehler, die auf fehlerhaften Erkennungen des Error-Correction-
Codes beruhen, wurden hier nicht berücksichtigt. Zudem wurde die Anzahl an
Paritätsbytes auf vier festgelegt.
In Abbildung 6.4 sind die Ergebnisse der Untersuchungen dargestellt. Eine
Nutzdatenrate von 63,4 bit/s wird dabei bei einer Datengröße von 14 Byte pro
Nachricht mit einer Übertragungsrate von 250 bit/s erreicht. In der Grafik zeigt
sich, dass sich die Bandbreite von 250 bit/s für den hier getesteten Fall optimal
eignet. Eine höhere Übertragungsrate hat die gleiche Anzahl an Sendungswieder-
holungen, jedoch ist die Sendedauer eines Bits kürzer. Vor allem bei niedrigeren
Übertragungsraten kommt es zu vielen Sendungswiederholungen, wie in Abbil-
dung 6.5 zu sehen ist. Erwartungsgemäß steigt die Nutzdatenrate mit der Größe
der Daten pro Nachricht, solange es zu keinen Sendungswiederholungen kommt,
da durch erneute Übertragungen die durch eine größere Paketgröße erlangten Ge-
schwindigkeitsverbesserungen zunichte gemacht werden.
Für den anschließenden Versuch mit 512 Byte an Nutzdaten wurden, basie-
rend auf den Ergebnissen aus Abbildung 6.4 eine Datengröße von 14 und 16 Byte
gewählt sowie als Übertragungsrate 250, 200 und 166 bit/s. Die höchste Nutzda-
tenrate von 56 bit/s hat sich dabei bei einer Übertragungsrate von 166 bit/s und
einer Datengröße von 16 Byte ergeben.
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In den Versuchen hat sich gezeigt, dass die Zeit, die ein CPU-Kern zum um-
schalten zwischen Basis- und Turbofrequenz benötigt, teil stark variiert. Während
des Sendevorgangs reicht es aus, wenn der CPU-Kern des Senders nur die Basis-
frequenz nutzt, da dessen CPU-Kern lediglich aktiv gehalten werden muss. Für
den Empfänger ist es jedoch wichtig, dass dessen CPU-Kern die Turbo-Frequenz
nutzt, da er diese misst. Der Empfänger ist darauf angewiesen, dass der Sender erst
Daten sendet, wenn er die Turbofrequenzen nutzt. Während es in den Ergebnissen
teilweise zu Verzögerungen von bis zu 300 Millisekunden kam, hat sich in extra
Messungen gezeigt, dass die Verzögerung im Durchschnitt bei 10 Millisekunden
liegt. Eine längere Zeit für den Wechsel zu Turbofrequenz führt in Folge dazu,
dass der Empfänger den Anfang des Datenpaketes verpasst und so die komplette
Übertragung mit der entsprechenden Timeout-Zeit des Senders warten muss, bis
er die nächste Nachricht erkennt.
Bei diesem Versuch zeigte es sich, dass diese Timeout-Zeiten nicht richtig di-
mensioniert waren, was besonders zu Folgefehlern führt, wenn der Empfänger in
der Hälfte, der von Sender gesendeten Nachricht, den Beginn einer Nachricht er-
kennt und von dieser Stelle an das Datenpaket einliest. Dies führt dazu, dass der
Sender teils schon mit dem wiederholten Senden des Datenpaketes begonnen hat,
bevor der Empfänger empfangsbereit ist. Dies führt zu einem Kreislauf, in dem
der Empfänger ein Phantompaket empfängt und dies nicht erkennt. Währenddes-
sen erwartet der Sender eine Bestätigung des gesendeten Paketes und leitet eine
Sendungswiederholung ein, nachdem diese nicht empfangen worden ist. Um die-
ses Problem zu beheben, kann nach beispielsweise 10 Sendungswiederholungen
der Sender extra lange warten damit der Empfänger auch sicher beim nächsten
Sendevorgang im Empfangsmodus ist.
Ein weiterer Fall, bei dem sich Sender und Empfänger in einer Endlosschlei-
fe von Sendungswiederholungen wiederfinden tritt auf, wenn eine Empfangsbe-
stätigung verloren geht und das erneute versendete Paket derart beschädigt wird,
dass die Paket-ID nach der Fehlerkorrektur der nächsten Paket-ID entspricht. Dies
führt dazu, dass der Empfänger auf Paket N+2 wartet, der Sender allerdings immer
noch die Bestätigung von Paket N erwartet und dies daher endlos wiederholt. Aus
diesem Fall können sich Sender und Empfänger nicht selbst befreien. Die Übertra-
gung muss von neuem gestartet werden. Analog dazu ergibt sich der umgekehrte
Fall, bei dem der Sender eine Nachricht mit einer höheren Paket-ID sendet, als
der Empfänger erwartet, was durch einen Übertragungsfehler innerhalb der ACK-
Nachricht entstehen kann.
































































Abbildung 6.5: Dargestellt ist die durchschnittliche Anzahl an Paketen, die mehr
als einmal gesendet wurden in Abhängigkeit der Sendezeit pro Bit bei einer Über-
tragung von 100 Byte an Daten.
6.7. COVERT CHANNEL ZWISCHEN VIRTUELLEN MASCHINEN 59
6.7 Covert Channel zwischen virtuellen Maschinen
Durch die Beschaffenheit des Covert Channels ergibt sich nicht nur ein Kom-
munikationskanal zwischen zwei Prozessen auf einem Host, sondern auch ein
Kommunikationskanal zwischen zwei virtuellen Maschinen. Bei den ersten Ver-
suchen des Covert Channels zwischen zwei virtuellen Maschinen hat sich gezeigt,
dass mehrere kleine Anpassungen der Einstellungen des Covert Channels benö-
tigt werden, damit dieser funktioniert. Wie in Abbildung 6.6 zu sehen werden hier
weniger Schleifendurchläufe innerhalb des vorgegebenen Zeitramens erreicht als
direkt auf dem Hostsystem. Dies liegt an den längeren Verarbeitungszeiten für die
CPUID- und RDTSC-Instruktionen, weil die entsprechend vom Hypervisor ab-
gefangen werden und dieser sie selbst beantwortet. Zudem ist zu erkennen, dass
es sehr lange dauert, bis die maximale Turbofrequenz erreicht wird und somit
eine Kommunikation möglich ist. Daher wurde beim Empfänger die Wartezeit
zwischen Ende der empfangenen Übertragung und Beginn des Sendevorgangs der
ACK-Nachricht auf die Sendedauer eines Datenpaketes erhöht. Beim Sender wur-






















Abbildung 6.6: Ein Ausschnitt der erfassten Datenpunkte des Empfängers. Das
dargestellte Schwellwert ist die Grenze zwischen der maximalen und der nächst
niedrigeren Turbofrequenz.
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Die Ergebnisse der ersten Untersuchungen des Covert Channels zwischen zwei
virtuellen Maschinen sind in Abbildung 6.7 und 6.8 zu sehen. Die virtuellen Ma-
schinen haben jeweils zwei dedizierte CPU-Kerne um das Wechseln auf andere
CPU-Kerne zu vermeiden sowie zu verhindern, dass Sender und Empfänger auf
dem gleichen CPU-Kern landen. Bei diesem Versuchsaufbau wurde eine feste Da-
tengröße von 8 Byte pro Paket festgelegt und insgesamt 40 Byte an Daten pro
Testlauf übertragen. Jeder Versuch wurde 10 mal wiederholt und die Werte am
Ende gemittelt.
Durch Änderungen der Wartezeiten ergibt sich auch eine andere theoretisch
maximale Datenübertragungsrate als im Kapitel 6.6 berechnet. Hier ergibt sich
bei einer Bandbreite von 200 bit/s und der gegebenen Datengröße von 8 Byte pro
Datenpaket eine theoretisch maximale Datenübertragungsrate von 38,1 bit/s. Wie
in Abbildung 6.7 zu erkennen wird die theoretisch maximale Datenübertragungs-


















Millisekunden Sendezeit pro Bit
Abbildung 6.7: Dargestellt ist die Nutzdatenrate in Abhängigkeit der Sendedauer
pro Bit bei einer Übertragung zwischen virtuellen Maschinen. Der beste Wert
wurde bei einer Sendedauer von fünf Millisekunden pro Bit erreicht.


























Millisekunden Sendezeit pro Bit
Abbildung 6.8: Dargestellt ist die durchschnittliche Anzahl an Paketen, die mehr
als einmal gesendet wurden in Abhängigkeit der Sendezeit pro Bit für den Versuch
in Abschnitt 6.7.
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Kapitel 7
Diskussion
Der in dieser Arbeit beschriebene Covert Channel ist der erste frequenzbasierte
Covert Channel, welcher mithilfe von Turbo-Boost Informationen überträgt. Der
Ansatz, Turbo-Boost zu verwenden, bietet einige Vorteile gegenüber bisherigen
frequenzbasierten Covert Channel. So können Sender und Empfänger unabhän-
gig der Mithilfe des Betriebssystems Informationen übertragen und dies auch auf
aktuellen Prozessoren. Da der in dieser Arbeit beschrieben Covert Channel Ein-
schränkungen bezüglich des Einsatzszenarios unterliegt, wird zuerst in Kapitel
7.1 diskutiert, wann und ob ein Einsatz praktikabel ist. Anschließend in wird in
Kapitel 7.2 dieser Covert Channel mit den bisherigen frequenzbasierten Covert
Channel verglichen und aufgezeigt, in welchen Punkten sich der in dieser Arbeit
beschriebene Ansatz von bisherigen abhebt und unter welchen Gegebenheiten ein
Einsatz sinnvoll ist. In Kapitel 7.3 wird kurz angerissen, ob sich aus dem Covert
Channel auch ein Side Channel konstruieren lässt. Abschließend wird in Kapitel
7.4 noch auf die Möglichkeit des Einsatzes dieses Covert Channels auf Prozesso-
ren des Herstellers AMD eingegangen.
7.1 Einsatzfähigkeit
Der in dieser Arbeit beschriebene Covert Channel besitzt einen einfachen Auf-
bau und lässt sich auch leicht einsetzen. Er besitzt jedoch Einschränkungen, die
es schwer machen, diesen in realen Systemen zu verwenden. Eine der Hauptbe-
dingungen ist es, dass die CPU-Auslastung sehr niedrig oder während der Über-
tragung stabil ist. Es gibt teils sehr große Unterschiede, was die Auslastung eines
Rechenzentrums angeht. Dies ist hauptsächlich der Art geschuldet, wie die Server
eingesetzt werden. So erreicht beispielsweise die Google-Cloud im Schnitt eine
CPU-Auslastung von 40% [17]. Dies liegt daran, dass die Server jeweils dyna-
misch Aufgaben zugewiesen bekommen und dadurch eine höhere Auslastung er-
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reichen als Rechenzentren, in denen Kunden Server für ihre Aufgaben mieten kön-
nen. Hierbei wird im Tagesdurchschnitt nur eine Auslastung von 6% erreicht [23].
Bei dem hier eingesetzten Prozessor führt eine CPU-Auslastung von 40%
dazu, dass die zweite von drei Turbostufe erreicht wird. Startet zusätzlich noch
ein Empfängerprozess, so wird ein weiterer CPU-Kern ausgelastet und die letzte
Turbostufe ist erreicht. Damit ist dieser Cover-Channel nicht mehr möglich. Die
Google-Cloud ist nicht der erwartete Einsatzort, jedoch zeigt dies deutlich, dass
der Einsatz dieses Covert Channels nicht überall sinnvoll ist.
Selbst wenn man die Auslastung des Systems außer Acht lässt, ergeben sich
weitere Schwierigkeiten. So muss ein isoliertes Programm oder virtuelle Maschi-
ne infiziert werden, um an die vertraulichen Daten zu gelangen. Machbar wäre
dies durch Kompromittieren von Systemanwendungen, Zusatzprogrammen oder
Bibliotheken, wie es beispielsweise Ende 2018 bei dem Paket EventStream ge-
schehen ist, in welches Code zum Stehlen von Bitcoins eingefügt wurde [35]. Al-
ternativ kann auch schon in der Entwicklung des Programms Code eingeschleust
werden. Dies ist alles mit einem großen Aufwand verbunden und daher nur prak-
tikabel bei einem gezielten und im Voraus geplanten Angriff.
Ein Angreifer, der diesen Aufwand eingeht, um den Covert Channel zu be-
nutzen, wird auch warten, bis das System wenig Last hat und alle nötigen Daten
übertragen sind. Ansonsten könnte der Angreifer einen andere Covert Channel
wählen, welcher eine höhere Übertragungsrate bietet. So hat Beispielsweise der
von Maurice et al. beschriebene Covert Channel, welcher den Cache als Kommu-
nikationskanal benutzt, eine Übertragungsrate von mehr als 45 kB/s [28].
Daraus zeigt sich, dass der hier beschriebene Covert Channel ein sehr einge-
schränktes Einsatzgebiet hat und in den meisten Fällen ein anderer Covert Chan-
nel mit höherer Übertragungsrate bevorzugt werden würde. Sollten andere Covert
Channel auf dem Zielsystem nicht funktionieren, so bietet der hier beschriebene
Covert Channel eine gute Alternative. Zudem zeigt er, dass Covert Channel in
allen Komponenten vorkommen können und selbst wenn durch diese durch Hard-
wareänderungen behoben werden, neue entstehen können.
7.2 Vergleich zu bisherigen frequenzbasierten Co-
vert Channel
Bisherige frequenzbasierte Covert Channels (siehe Kapitel 2.1) basieren auf dem
Prinzip, dass entweder Sender und Empfänger auf dem gleichen CPU-Kern laufen
oder alle CPU-Kerne die gleiche Frequenzdomäne haben. Alternativ können auch
Schnittstellen des Betriebssystems benutzt werden, um Informationen über die ak-
tuelle CPU-Frequenz anderer CPU-Kerne zu erhalten. In heutigen Prozessorarchi-
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tekturen ist es nicht mehr gegeben, dass alle CPU-Kerne der gleichen Frequenz-
domäne angehören und auch auf die Informationen des Betriebssystems kann kein
Verlass sein, weil das Betriebssystem diese zur Verhinderung eines Covert Chan-
nels manipulieren könnte. Dadurch sind diese frequenzbasierten Covert Channel
auf heutigen Prozessorarchitekturen nicht mehr möglich, ganz im Gegensatz zu
dem in dieser Arbeit beschriebenen Covert Channel. Dieser funktioniert auf aktu-
eller Hardware.
Auch die Übertragungsrate bisheriger frequenzbasierter Covert Channel war
bisher eher gering. So erreicht der von Alagappan et al. beschriebe Covert Chan-
nel durch das manuelle Setzen der CPU-Frequenz eine Nutzdatenrate von 325
bit/s [8]. Durch das reine Beeinflussen des CPU-Frequenz Governor und ohne
spezielle Rechte erreichten der Covert Channel eine Nutzdatenrate von 20 bit/s
ohne Übertragungsfehler. In der von Miedl et al. vorgestellten Arbeit wird ein
neuronales Netz benutzt, um die Signal zu dekodieren und über die Auslastung
des CPU-Kerns den CPU Frequency Governor dazu zu bringen, die gewünschte
CPU-Frequenz einzustellen [30]. Dabei erreichten sie eine Nutzdatenrate von bis
zu 20 bit/s. Im Vergleich dazu sind bei dem in dieser Arbeit beschriebenen Covert
Channel unter Idealbedingungen bis zu 1000 bit/s möglich. Unter Realbedingun-
gen werden Nutzdatenrate von bis zu 56 bit/s erreicht. Mit Ausnahme des von
Alagappan et al. beschriebenen Ansatzes, bei dem manuell die CPU-Frequenz
gesetzt wurde, hat der in dieser Arbeit vorgestellte Covert Channel eine höhere
Nutzdatenrate als vergleichbare Ansätze.
7.3 Turbo-Boost als Side Channel
Neben der Nutzung der Eigenschaften von Turbo-Boost als Covert Channel ist es
auch denkbar, sie als Side-Channel zu verwenden. So kann mithilfe der in die-
ser Arbeit verwendeten Methode zum Senden von Nachrichten die Laufzeit von
Prozessen bestimmt werden, wodurch weitere Rückschüsse auf dessen Aufgabe
möglich sind. Bei RSA kann beispielsweise durch Analysen über die Dauer von
Webseitenaufrufe Rückschlüsse auf den privaten Schlüssel des Webservers ge-
troffen werden [41]. Denkbar wäre hier, dass dies auch über die CPU-Aktivität
möglich ist, wobei die Auflösung von einer Millisekunde, mit der Turbo-Boost
maximal in der Lage ist die Laufzeit eines Prozesses zu bestimmen, für eine der-
artige Analyse voraussichtlich zu gering ist.
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7.4 AMD Turbo Core
Nicht nur Intel bietet eine Möglichkeit zur automatischen Übertaktung der Basis-
frequenz einer CPU. AMD besitzt mit Turbo Core ebenfalls eine solche Technolo-
gie. Diese funktioniert jedoch etwas anders als die von Intel. Solange mehr als die
Hälfte alle CPU-Kerne aktiv ist und die Thermal Design Power (TDP) noch nicht
erreicht ist, kann auf allen CPU-Kernen die Frequenz gleich erhöht werden. Sind
nur die Hälfte oder weniger CPU-Kerne aktiv, so kann die Frequenz noch weiter
auf die maximale Turbofrequenz erhöht werden [47]. Nach der aus der Präsenta-
tion [47] zu entnehmenden Annahme über die Funktionsweise von Turbo Core,
müsste dieser analog zu Turbo-Boost funktionieren. Jedoch besitzt Turbo Core
nur zwei Frequenzstufen, im Gegensatz zu Intel, welche mehrere verwendet. Zu-
dem gilt ein CPU-Kern als schlafend, wenn er im C6-State oder höher ist. Daraus




Covert Channels sind Kommunikationskanäle, die von keiner Sicherheitsrichtlinie
erfasst werden und mit denen Prozesse in der Lage sind versteckt Informationen
auszutauschen. In dieser Arbeit wurde ein frequenzbasierter Covert Channel ent-
wickelt, welcher mithilfe der Intel Turbo-Boost Technologie in der Lage ist, Infor-
mationen zwischen zwei CPU-Kernen auszutauschen, ohne dabei von Schnittstel-
len des Betriebssystems abhängig zu sein. Im Vergleich zu älteren frequenzbasier-
ten Covert Channels funktioniert dieser auch auf modernen Prozessoren des Her-
stellers Intel und erreicht zudem bessere Nutzdatenraten von bis zu 56 bit/s bei ei-
ner Kommunikation zwischen zwei CPU-Kernen. Zudem ist es mit diesem Covert
Channel möglich mit bis zu 9 bit/s zwischen zwei virtuellen Maschinen zu kom-
munizieren. Um die auftretenden Übertragungsfehler zu kompensieren, wurde ein
Übertragungsprotokoll entwickelt. Dies versucht auftretende Fehler mithilfe eines
Error-Correction-Codes und durch Sendungswiederholungen zu korrigieren.
Die Intel Turbo-Boost Technologie ist dabei eine Funktion des Prozessors,
welche das automatische Übertakten der Prozessorfrequenz erlaubt. Turbo-Boost
wählt anhand unterschiedlicher Parameter die aktuelle Turbofrequenz aus, welche
für alle CPU-Kerne gilt, die die Turbofrequenz nutzen wollen. Einer der Parameter
ist die Anzahl der aktiven CPU-Kerne, welche in dieser Arbeit verwendet wurde,
um Informationen zu übertragen. So kann, durch das Aufwecken und schlafen
legen eines CPU-Kerns Einfluss auf die Turbofrequenz genommen werden, wo-
durch es schlussendlich möglich ist Bits zu übertragen.
Der so entstandene Covert Channel ermöglicht somit auf aktueller Hardwa-
re den Datenaustausch zwischen verschiedenen Prozessen mit einer relativ hohen
Datenrate. Die effektivste Gegenmaßnahme ist das Limitieren von Turbo-Boost
auf nur eine Frequenz, was die Vorteile von Turbo-Boost minimiert und daher eine
genaue Abwägung der Risiken und Kosten wichtiger macht. Der Covert Channel
benötigt jedoch einen erheblichen Aufwand, um auf einem System eingerichtet
zu werden, und wird somit nur für spezielle Nutzer zu einem erwähnenswerten
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Risiko. Dennoch sollte diese Möglichkeit eines Covert Channel beim Entwurf ei-
nes Systems, welches mit vertraulichen Daten arbeitet, nicht außer Acht gelassen
werden.
8.1 Ausblick
Bei der Evaluierung der Implementierung hat sich gezeigt, dass es aufgrund von
Fehlern innerhalb der Signalerkennung viele Sendungswiederholungen gibt. Um
die Nutzdatenrate weiter zu steigern, sollte in zukünftigen Arbeiten die Signaler-
kennung verfeinert werden und vielleicht dabei der Ansatz von Miedl et al. [30] in
Betracht gezogen werden, hierfür ein neuronales Netz einzusetzen. Zudem kann
nicht nur die Signalerkennung verbessert werden, auch der Sender kann durch
Verwenden mehrerer CPU-Kerne ein deutlicheres Signal senden, wodurch eine
Verbesserung der Nutzdatenrate möglich wäre. Bei der Implementierung wurden
zudem Wartezeiten verwendet, die mögliche Fehler durch einen falsch erkannten
Nachrichtenanfang und deren Folgefehler verhindern sollten. Diese Wartezeiten
lassen sich auf eine Übertragungsrate optimieren und so die Nutzdatenrate noch
weiter steigern.
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