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Diffusion in the presence of cells with semi-permeable
membranes
M. Freidlin∗, L. Koralov†
Abstract
We consider processes that coincide with a given diffusion process except on the
boundaries of a finite collection of domains. The behavior on each of the boundaries
is asymmetric: the process is much more likely to enter the interior of the domain
than to enter the interior of its complement, with a small parameter controlling
the trapping mechanism. We describe the limiting behavior of the processes. In
particular, if the parameters controlling the boundary behavior have different or-
ders of magnitude for different domains or if the domains are nested, metastable
distributions between the trapping regions are described.
2010 Mathematics Subject Classification Numbers: 60F10, 35B40, 35J25, 47D07,
60J60.
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PDEs.
1 Introduction
Consider particles diffusing in a d-dimensional space (we will assume that the space is
just the torus Td in order to avoid the issues of recurrence-vs-transience that are not of
interest in the current paper). The process governing the motion of a particle starting at
x depends on a small parameter ε and is denoted by Xx,εt .
Let D = {D1, ..., Dn}, Dk ⊂ Td, be a collection of open simply connected domains
with sufficiently smooth boundaries ∂Dk, k = 1, ..., n. The boundaries are assumed to be
disjoint; they model semi-penetrable membranes for the process Xx,εt . In Td \
⋃n
k=1 ∂Dk,
the process coincides with a given ε-independent diffusion, say, a Wiener process, while
its behavior on the membranes ∂Dk is asymmetric: starting at x ∈ ∂Dk, the process
“goes to the interior of Dk” with probability 1/(1 + εk) and “goes to the exterior of
Dk” with probability εk/(1 + εk), where 0 < εk = εk(ε)  1. Actually, since one
can’t define the direction of the first exit of a Wiener process from ∂Dk, defining X
x,ε
t
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rigorously involves specifying the generator of the process, in particular, the domain of the
generator (this is done in Section 2). Alternatively, one could give rigorous meaning to the
statement that the process goes to the interior or the exterior with prescribed probabilities
by approximating Xx,εt with processes that experience an instantaneous jump of size δ in
the direction orthogonal to ∂Dk upon reaching ∂Dk. The jump is directed to the interior
of Dk with probability 1/(1 + εk) and to the exterior of Dk with probability εk/(1 + εk).
Upon taking δ ↓ 0, one can obtain the desired process Xx,εt in the limit.
Our goal is to describe the behavior of Xx,εt on long time intervals that grow together
with ε−1. Assume that for every pair of domains Dk and Dl with k 6= l, either the domains
are disjoint or one is a subset of another. We’ll also adjoin D0 = Td to the list, and assume
that other domains are proper subsets of D0. These assumptions allow us to define the
notion of the rank of Dk inductively. We’ll say that Dk has rank one if it does not contain
other domains. Having defined all the domains of ranks 1, .., r − 1, we’ll say that Dk has
rank r if it is not a domain of rank that is less than r and all the domains it contains have
rank less than r. We’ll write that Dl ≺ Dk if rank(Dl) + 1 = rank(Dk) and Dl ⊂ Dk.
In the example shown in Figure 1, there are three domains of rank one: D1, D2, D3, two
domains of rank two: D4, D5, one domain of rank three: D6, and one domain of rank
four: D7, and one domain or rank five: D0 = Td.
Figure 1: An example with mutiple nested domains
The limiting behavior of Xx,εt will be described using processes with instantaneous
re-distribution and reflection, formally defined in Section 3. Here, we give an intuitive
description of such processes and then illustrate the asymptotic behavior of Xx,εt using
the example shown in Figure 1. Let 0 ≤ k ≤ n and S ⊆ {1, ..., n} be such that Dl ≺ Dk
for each l ∈ S. Let U = Dk \
⋃
l∈S Dl. For each such k and S, consider the corresponding
process Y xt , Y
x
0 = x ∈ U , that coincides with the Wiener process in U , is reflected at
∂Dk, and is instantaneously re-distributed on ∂Dl (according to the volume measure)
upon reaching ∂Dl and then reflected into U . We stress that Y
x
t depends on k and S,
although this is not reflected in the notation. The rigorous definition of such a process
2
involves specifying its generator (in Section 3 this is done after modifying the state space
of the process in order to make the trajectories continuous). Its transition probabilities
P(Y xt ∈ B) = p(t, x, B) can be shown to satisfy
∂p(t, x, B)
∂t
=
1
2
∆p(t, x, B), p(0, x, B) = χB(x), x ∈ U,
(∇p(t, x, B), n(x)) = 0, x ∈ ∂Dk,∫
∂Dl
(∇p(t, x, B), n(x))νl(dx) = 0, l ∈ S,
p(t, x, B) = cl(t) for some cl(t) and all x ∈ ∂Dl.
Here, n(x) is the unit exterior normal at x ∈ ∂U , νl is the volume measure on ∂Dl, and
the values of cl(t) are not prescribed. Thus, solving this equation, i.e., finding p(t, x, B)
as a function (t, x) with B fixed, involves finding its boundary values cl(t). The existence
and uniqueness of solutions to such non-standard problems (or, rather, the corresponding
elliptic problems) has been discussed, e.g., in [10] (see also [4], [5], where νl is allowed to
be an arbitrary measure, and where the corresponding process was constructed).
Having described the processes Y xt , let us now use the example shown in Figure 1 to
discuss the asymptotic behavior of Xx,εt(ε). Assume that εk(ε) = ε for each 1 ≤ k ≤ 7.
The distribution of Xx,εt(ε) depends on the initial point x and the time scale t = t(ε).
First, consider the case when 1  t(ε)  ε−1. In this case, as we’ll see, the process
has enough time to enter one the domains of rank one, but not enough time to exit a
small neighborhood of any domain Dk, k ≥ 1. Thus, if x ∈ Dk with k = 1, 2, 3, then
the distribution of Xx,εt(ε) will be asymptotically close to the limiting distribution of the
Wiener process with reflection on the boundary of Dk (i.e., the uniform distribution on
Dk, denoted by λk). If x ∈ D6 \ D1, then the process enters D1 and, asymptotically,
is distributed uniformly on D1. Similarly, for x ∈ D5 \ D2, Xx,εt(ε) tends to a uniform
distribution on D2.
The situation is slightly more complicated if x ∈ D7\(D6
⋃
D5
⋃
D3). In this case, we
need to consider the Wiener process with reflection on ∂D7 (Y
x
t corresponding to k = 7
and S = Ø in the above notation). Let τx,ε = τx,ε(∂D6
⋃
∂D5
⋃
∂D3) be the first time
when the process Xx,εt hits ∂D6
⋃
∂D5
⋃
∂D3. We define τ
x similarly, but for the process
Y xt rather than X
x,ε
t . If X
x,ε
t reaches ∂D6 first, then it will tend to the uniform distribution
on D1, if it reaches ∂D5 first, then it will tend to the uniform distribution on D2, and if
it reaches ∂D3 first, then it will tend to the uniform distribution on D3. Using the fact
that Y xt serves as a good approximation for X
x,ε
t at these time scales (Section 9), we will
be able to conclude that the distribution of Xx,εt(ε) tends to
P(Y xτx ∈ ∂D6)λ1 + P(Y xτx ∈ ∂D5)λ2 + P(Y xτx ∈ ∂D3)λ3. (1)
It should be pointed out that the coefficients in (1) do not depend on ε and can be
calculated as solutions of the appropriate boundary value problems.
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Next, we discuss what happens if x ∈ D0 \D7. In this case, we consider the Wiener
process in D0 (Y
x
t corresponding to k = 0 and S = Ø) until the first time it hits ∂D7.
Let pi(x, y), x ∈ D0 \ D7, y ∈ ∂D7, be the corresponding Poisson kernel. We apply the
arguments above, but starting with the point y where the process first reaches ∂D7. Thus
the distribution of Xx,εt(ε) tends to∫
∂D7
(P(Y yτy ∈ ∂D6)λ1 + P(Y yτy ∈ ∂D5)λ2 + P(Y yτy ∈ ∂D3)λ3)pi(x, y)dy.
Now let us consider the case when ε−1  t(ε)  ε−2. In this case, Xx,εt has enough
time to exit a domain of rank one, but not a small neighborhood of a domain of rank two.
Moreover, while the process may enter and exit a domain of rank one (while remaining
in a domain of rank two) prior to t(ε), at t(ε) it will be in the domain of rank one with
probability that tends to one. Therefore, as before, for x ∈ D6, Xx,εt(ε) tends to a uniform
distribution on D1, and for x ∈ D5, Xx,εt(ε) tends to a uniform distribution on D2. However,
for x ∈ D7 \ (D6
⋃
D5), the process will be distributed, in the limit, on D1
⋂
D2, rather
than on D3. To describe the limiting distribution, we need to consider the process Y
x
t
corresponding to k = 7 and S = {3}. Let τx,ε = τx,ε(∂D6
⋃
∂D5) be the first time when
Xx,εt hits ∂D6
⋃
∂D5. The stopping time τ
x is defined similarly, with Y xt instead of X
x,ε
t .
If Xx,εt reaches ∂D6 first, then it will tend to the uniform distribution on D1, and if it
reaches ∂D5 first, then it will tend to the uniform distribution on D2. It will be seen
that P(τx,ε ∈ ∂D6) and P(τx,ε ∈ ∂D5) tend to the corresponding expressions with τx,ε
replaced by τx. The intuition here is that, even if the process Xx,εt reaches ∂D3, there is
enough time for it to exit a small neighborhood of D3. Disregarding the time that X
x,ε
t
spends in D3, it is well approximated by Y
x
t until the time it hits ∂D6 or ∂D5. Thus, the
distribution of Xx,εt(ε) tends to
P(Y xτx ∈ ∂D6)λ1 + P(Y xτx ∈ ∂D5)λ2.
Let us stress that the definition of the stopping time τx here is based on the process
Y xt that is different from the one in (1). If X
x,ε
t(ε) starts at x ∈ D3, the conclusion still
holds, with the initial point replaced by an arbitrary point on ∂D3 in order to make sense
of Y xt and τ
x. (Later, we take the approach where the process Y xt is defined on the space
where all the points of D1 are identified.)
For x ∈ D0 \D7, the distribution of Xx,εt(ε) tends to∫
∂D7
(P(Y yτy ∈ ∂D6)λ1 + P(Y yτy ∈ ∂D5)λ2)pi(x, y)dy,
where pi(x, y) is still the Poisson kernel for the process in D0 \D7.
In the case when ε−2  t(ε)  ε−3, Xx,εt has enough time to exit a domain of rank
two, but not a small neighborhood of a domain of rank three. Thus, for all x, Xx,εt(ε) tends
to a uniform distribution on D1.
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In the case when ε−3  t(ε) ε−4, the process has enough time to exit the domain of
rank three and will visit each of the domains of rank one many times prior to t(ε). However
Xx,εt(ε) still tends to a uniform distribution on D1 as D1 is the ‘deepest’ of all the domains
of rank one in the following sense: the time it takes Xx,εt to exit a small neighborhood of
D6
⋃
D5
⋃
D3 is much larger for x ∈ D1 than for x ∈ D2
⋃
D3. Similarly, X
x,ε
t(ε) still tends
to a uniform distribution on D1 for t(ε) ε−4.
The paper is structured as follows. In Section 2, we give a rigorous definition of the
process Xx,εt with asymmetric behavior on the boundaries of the domains Dk, 1 ≤ k ≤ n.
In Section 3, for each 0 ≤ k ≤ n and appropriate S, we define the corresponding process
Y xt with instantaneous re-distribution and reflection on the boundaries of sub-domains.
The main result is formulated in Section 4. The ingredients necessary for the proof are
developed in Sections 5-9. The proof of the main result is presented in Section 10. In order
to make the exposition more accessible, we present the proof for the particular example
outlined in the Introduction. This example exhibits all the features of the general result,
but allows us to refer to concrete domains and avoid cumbersome notation.
2 Processes with asymmetric behavior on the bound-
aries
We start the discussion with the case of a single domain. Let D ⊂ Td be an open connected
domain with infinitely differentiable boundary ∂D and let U = Td \D.
The family of processes Xx,εt , x ∈ Td, will be defined in terms of its generator Lε. Since
we expect Xx,εt to coincide with a Wiener process outside ∂D, the generator coincides
with 1
2
∆ on a certain class of functions. The domain of the generator, however, should
be restricted by certain boundary conditions to account for non-trivial behavior of Xx,εt
on ∂D. We’ll use the Hille-Yosida theorem stated here in the form that is convenient for
considering closures of linear operators (see [11]).
Theorem 2.1. Let K be a compact space, C(K) be the space of continuous functions on
it. The space C(K) is endowed with the supremum norm. Suppose that a linear operator
A on C(K) has the following properties:
(a) The domain D(A) is dense in C(K);
(b) The constant function 1 belongs to D(A) and A1 = 0;
(c) The maximum principle: If S is the set of points where a function f ∈ D(A)
reaches its maximum, then Af(x) ≤ 0 for at least one point x ∈ S.
(d) For a dense set Ψ ⊆ C(K), for every ψ ∈ Ψ, and every λ > 0, there exists a
solution f ∈ D(A) of the equation λf − Af = ψ.
Then the operator A is closeable and its closure A is the infinitesimal generator of a
unique semi-group of positivity-preserving operators Tt, t ≥ 0, on C(K) with Tt1 = 1,
||Tt|| ≤ 1.
The Hille-Yosida theorem will be applied to the space K = Td. Let us define the linear
operator Aε in C(Td). First, we define its domain. For a function f ∈ C(Td), we denote
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its restriction to U by fU and its restriction to D = Td \ U by fD. For x ∈ ∂U , let nU(x)
be the unit exterior normal at x (with respect to U), and nD(x) = −nU(x). The domain
of Aε, denoted by D(Aε), consists of all functions f ∈ C(Td) that satisfy the following
conditions:
(1) fU and fD are twice continuously differentiable on U and D, respectively.
(2) ∆f is a continuous function on Td (i.e., ∆fU(x) = ∆fD(x) for each x ∈ ∂U).
(3) 〈∇fU(x), nU(x)〉+ ε−1〈∇fD(x), nD(x)〉 = 0, x ∈ ∂D.
For f ∈ D(Aε), we define Aεf = 1
2
∆f .
Let us check that the conditions of the Hille-Yosida theorem are satisfied.
(a) Consider the set G of functions g that are infinitely differentiable and satisfy
〈∇g(x), nU(x)〉 = 0 for x ∈ ∂D. It is clear that G ⊂ D(A) and G is dense in C(Td).
(b) Clearly 1 ∈ D(A) and Aε1 = 0.
(c) If f has a maximum at x ∈ U ⋃D, it is clear that ∆f(x) ≤ 0. If a maximum
is achieved at x ∈ ∂D, then 〈∇fU(x), nU(x)〉 = 〈∇fD(x), nD(x)〉 = 0 (otherwise, one
of these two quantities is negative, which can’t happen since there is a maximum at x).
Therefore, ∇fU(x) = ∇fD(x) = 0, which implies that ∆fU(x) = ∆fD(x) ≤ 0.
(d) Let Ψ be the set of infinitely differentiable functions on Td. It is clear that Ψ is
dense in C(Td). The existence of a solution f ∈ D(A) to the equation
λf − Af = ψ
can be seen as in [2]. The idea of the proof is to consider the functional
F (f) =
∫
U
(λf 2−2ψf + 1
2
|∇f |2)(x)dx+ε−1
∫
D
(λf 2−2ψf + 1
2
|∇f |2)(x)dx, f ∈ H1(Td).
It is easy to see that there is a unique f ∈ H1(Td) that minimizes F (f). By varying f , one
then checks that the minimizer satisfies the desired differential relation. From standard
elliptic theory, it follows that f is sufficiently smooth in U and in D. By varying f in the
neighborhood of a boundary point, one then checks that f satisfies the required boundary
condition.
Let Aε be the closure of Aε. Let T εt , t ≥ 0, be the corresponding semi-group on
C(Td), whose existence is guaranteed by the Hille-Yosida theorem. By the Riesz-Markov-
Kakutani representation theorem, for x ∈ Td there is a measure P ε(t, x, dy) on (Td,B(Td))
such that
(T εt f)(x) =
∫
Td
f(y)P ε(t, x, dy), f ∈ C(Td).
It is a probability measure since T εt 1 = 1. Moreover, it can be easily verified that
P ε(t, x, B) is a Markov transition function. Let Xx,εt , x ∈ Td, be the corresponding
Markov family. In order to show that a modification with continuous trajectories exists,
it is enough to check that limt↓0 P ε(t, x, B)/t = 0 for each closed set B that doesn’t contain
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x (Theorem I.5 of [9], see also [1]). Let f ∈ D(Aε) be a non-negative function that is
equal to one on B and whose support doesn’t contain x. Then
lim
t↓0
P ε(t, x, B)
t
≤ lim
t↓0
(T εt f)(x)− f(x)
t
= Aεf(x) = 0,
as required. Thus Xx,εt can be assumed to have continuous trajectories.
Having defined Xx,εt , let us now discuss some of its basic properties. Since A
ε is
the infinitesimal generator of the semi-group T εt , we have (see Theorem I.1 of [9]), for
f ∈ D(Aε),
T εt f − f =
∫ t
0
T εsA
εfds,
that is
Ef(Xx,εt )− f(x) = E
∫ t
0
(Aεf)(Xx,εs )ds.
Therefore, since Xx,εt is a Markov process with continuous trajectories, for each x ∈ Td,
the process f(Xx,εt ) − f(x) −
∫ t
0
(Aεf)(Xx,εs )ds is a continuous martingale, and, for each
stopping time τ with Eτ <∞, we get
Ef(Xx,ετ )− f(x) = E
∫ τ
0
(Aεf)(Xx,εs )ds. (2)
Let µε be the measure on (Td,B(Td)) whose density with respect to the Lebesgue measure
λ is
pε(x) =
{
1, x ∈ U,
ε−1, x ∈ D.
Observe that, for f ∈ D(Aε),∫
Td
Aεfdµε =
1
2
∫
U
∆fUdλ+
ε−1
2
∫
D
∆fDdλ =
1
2
∫
∂D
(〈∇fU , nU〉+ ε−1〈∇fD, nD〉)dν = 0,
where ν is the Lebesgue measure on ∂D. Since the generator Aε of the process Xx,εt is
the closure of Aε, this is enough to conclude (see Theorem 3.37 of [8]) that µε is invariant
for the process, i.e., µε(B) =
∫
Td P(X
x,ε
t ∈ B)dµε(x), B ∈ B(Td).
Let us sketch the proof of the fact that the family of processes Xx,εt , ε > 0, is tight.
It is sufficient to check (see [7], Ch. 18) that for each a, b > 0 there exists δ ∈ (0, 1) such
that
P( sup
t∈[0,δ]
|Xx,εt − x| > a) ≤ bδ (3)
for all x ∈ Td and all ε > 0. Let h(x) = dist(x, ∂D), and let r(x) ∈ ∂D be such that
dist(x, r(x)) = dist(x, ∂D). The latter function is correctly defined in a small neigh-
borhood of ∂D. For y ∈ ∂D, let Bc(y) = {x : h(x) ≤ c, |dist(r(x), y)| ≤ a/2}. Let
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τ(y) = τ c,x,ε(y) be the first time when the process Xx,εt starting at x ∈ Bc(y) reaches
∂Bc(y).
Using arguments similar to those employed in the proof of Lemma 6.1, it is not difficult
to show that, for all sufficiently small c > 0, all ε > 0, and all x with dist(x, ∂D) ≤ c,
P(h(Xx,ετ(r(x))) 6= c) ≤ bc4/2. (4)
Thus, if c is sufficiently small, Xx,εt remains, with probability close to one, within distance
3a/4 from the initial point until it reaches a point that is distance c away from ∂D. Since
Xx,εt coincides with the Brownian motion away from ∂D, we also have, for all sufficiently
small c and all x with dist(x, ∂D) ≥ c,
P( sup
t∈[0,c4]
|Xx,εt − x| > c) ≤ bc4/2. (5)
Choose c < a/4 sufficiently small for (4) and (5) to hold. We obtain (3) with δ = c4 from
(4) and (5) using the strong Markov property of the process.
Let us now generalize the above construction of the process to the case of several
(possibly nested) domains inside Td. Let D1, ..., Dn ⊂ Td be open connected domains
with infinitely differentiable boundaries ∂Dk, k = 1, ..., n. The boundaries are assumed
to be non-intersecting. Let D0 = Td . Define
Uk = Dk \
⋃
i:Di⊂Dk
Di, k = 0, ..., n.
We assume that there are functions εk(ε), k = 1, ..., n, (permeability of ∂Dk) taking
positive values. For a function f ∈ C(Td), we denote its restriction to Uk by fUk . For
x ∈ ∂Uk, let nUk(x) be the unit exterior normal at x (with respect to Uk).
The domain of Aε, denoted by D(Aε), now consists of all functions f ∈ C(Td) that
satisfy the following conditions:
(1) fUk are twice continuously differentiable on Uk, k = 0, ..., n.
(2) ∆f is a continuous function on Td (i.e., ∆fUk(x) = ∆fU l(x) for each x ∈ ∂Uk
⋂
∂Ul).
(3) 〈∇fUk(x), nUk(x)〉+ ε−1l 〈∇fU l(x), nUl(x)〉 = 0, x ∈ ∂Ul
⋂
∂Uk, Dl ⊂ Dk.
For f ∈ D(Aε), we define Aεf = 1
2
∆f . As above, it can be checked that the conditions
of the Hille-Yosida theorem are satisfied, and we can define the process Xx,εt with the
generator Aε. The relation (2) still holds. The invariant measure µε now has the property
that its density pε takes a constant value pεk on each Uk and p
ε
k/p
ε
l = εl if ∂Ul
⋂
∂Uk 6= ∅
and Dl ⊂ Dk. This way, µε is defined up to multiplication by a positive constant. As
above, the family Xx,εt , ε > 0, is tight.
A small modification of the above construction can be used to define processes with
instantaneous reflection at ∂Dl to the interior of Dl (if the process starts outside Dl, it
first reaches ∂Dl, and then continues as a process with reflection to the interior). For-
mally, this corresponds to the situation when εl = 0 for some (or all) l. Such a process,
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denoted by Zxt , can be again defined in terms of its generator A: condition (3) is now
replaced by
(3′) 〈∇fU l(x), nUl(x)〉 = 0, x ∈ ∂Ul
⋂
∂Uk, Dl ⊂ Dk,
the conditions of the Hille-Yosida theorem are satisfied, and the closure of the result-
ing operator serves as the generator of the process.
3 Processes with instantaneous re-distribution and
reflection on the boundary
Let 0 ≤ k ≤ n and S ⊆ {1, ..., n} be such that Dl ≺ Dk for each l ∈ S. Let U =
Dk\
⋃
l∈S Dl. We will define the processes Y
x
t , discussed in the Introduction, corresponding
to the given values of k and S. If S contains all the indices l such that Dl ≺ Dk, then
Y xt will later be identified as the limit, as ε ↓ 0, for the trace of Xx,εt (i.e., for the
processes obtained from Xx,εt by running the clock only when X
x,ε
t /∈
⋃
l∈S Dl). Processes
with instantaneous re-distribution (according to an arbitrary measure) and reflection were
introduced in our earlier work [4], [5].
Let U = Dk \
⋃
l∈S Dl. Let U
′ be the metric space obtained from U by identifying
all points of ∂Dl, turning every ∂Dl, l ∈ S, into one point dl. We denote the mapping
Dk → U ′, where Dl gets mapped into dl, by h. Clearly, a function f ∈ C(U ′) can be
viewed as a function on U (denoted by fU) taking constant values on each component ∂Dl
of the boundary. For x ∈ ∂U , let nU(x) be the unit exterior normal at x (with respect to
U)
Let νl be the Lebesgue measure on ∂Dl. The Hille-Yosida theorem will be applied
to the space K = U ′. Let us define the linear operator L in C(U ′). First we define its
domain. It consists of all functions f ∈ C(U ′) that satisfy the following conditions:
(1) fU is twice continuously differentiable on U .
(2) There are constants gl, l ∈ S, such that
lim
x∈U,dist(x,∂Dl)↓0
∆f(x) = gl, l ∈ S.
(3) For each l ∈ S, ∫
∂Dl
〈∇fU , nU〉dνl = 0. (6)
(4) 〈∇fU(x), nU(x)〉 = 0, x ∈ ∂Dk.
For f ∈ D(L) and x ∈ U ′, we define
Lf =
{
1
2
∆f(x), if x ∈ U ⋃ ∂Dk,
1
2
gl, if x = dl, l ∈ S.
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Let us check that the conditions of the Hille-Yosida theorem are satisfied.
(a) Consider the set G of functions g that are twice continuously differentiable on U ,
satisfy the relation 〈∇gU(x), nU(x)〉 = 0 for x ∈ ∂Dk, and have the following property:
for each l ∈ S there is a set Vl open in U ′ such that ∂Dl ⊂ Vl and g is constant on Vl. It
is clear that G ⊂ D(L) and G is dense in C(U ′).
(b) Clearly 1 ∈ D(L) and L1 = 0.
(c) If f has a maximum at x ∈ U ⋃ ∂Dk, it is clear that ∆f(x) ≤ 0. Now suppose that
f has a maximum at dl, l ∈ S. Note that 〈∇fU(x), nU(x)〉 is identically zero on ∂Dl, since
otherwise it would be negative at some points due to (6), which would contradict the fact
that f reaches its maximum on ∂Dl. Then the second derivative of fU in the direction of
n is non-positive at all points x ∈ ∂Dl. Since fU is constant on ∂Dl, its second derivative
in any direction tangential to the boundary is equal to zero. Therefore, ∆fU(x) ≤ 0 for
x ∈ ∂Dl, i.e., Lf(dl) ≤ 0, as required.
(d) Let Ψ be the set of functions ψ ∈ C(U ′) that are continuously differentiable on
U . It is clear that Ψ is dense in C(U ′). Let f˜ ∈ C2(U) be the solution of the equation
λf˜ − 1
2
∆f˜ = ψ in U , f˜ = 0 on ∂Dl, l ∈ S, 〈∇f˜(x), nU(x)〉 = 0, x ∈ ∂Dk. Let hl ∈ C2(U)
be the solution of the equation
λhl(x)− 1
2
∆hl(x) = 0, x ∈ U,
hl(x) = 1, x ∈ ∂Dl; hl(x) = 0, x ∈ ∂U \ ∂Dl,
〈∇hl(x), nU(x)〉 = 0, x ∈ ∂Dk.
Let us look for the solution f ∈ D(L) of λf − Lf = ψ in the form f = f˜ +∑nl∈S clhl.
We get |S| linear equations for cl, l ∈ S. The solution is unique because of the maximum
principle. Therefore, the determinant of the system is non-zero, and the solution exists
for all the right hand sides.
As before, having verified that the conditions of the Hille-Yosida theorem are satisfied,
we can construct the Markov family Y xt , x ∈ U ′, with continuous trajectories whose
generator is L (the closure of L).
4 Formulation of the main result
In this section, we will formulate the result on the asymptotic behavior of Xx,εt(ε). First,
we need to describe the assumptions on the time scale t(ε). Suppose that Dk1 ≺ Dk2 ≺
... ≺ Dkr and rank(Dkr) = r. In this case, we refer to C = (Dk1 , ..., Dkr) as a chain
of domains, to Dk1 as its first element, and to Dkr as its last element. We’ll say that
oC(ε) = εk1(ε)εk2(ε)...εkr(ε) is the order of this chain, where we put ε0(ε) = 1 for the
domain D0 = Td (which is relevant if D0 is the last element of the chain). We define the
order of a domain D ∈ D as
oD(ε) = sup
C
oC(ε),
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where the supremum is taken over all chains C whose last element is D. Intuitively,
(oD(ε))
−1 is the (order of the) time it takes the process Xx,εt starting in D to exit a small
neighborhood of this set. (If D = D0, then (oC(ε))
−1 is the supremum over x of the times
it takes the process to reach U0). We make the following assumptions.
Assumption 1. For each k ≥ 1, εk(ε) → 0 as ε ↓ 0. For each pair of chains C1 and
C2 with a common last element, either oC1(ε)/oC2(ε) → 0 as ε ↓ 0 or oC2(ε)/oC1(ε) → 0
as ε ↓ 0.
Assumption 2 t(ε)→∞ as ε ↓ 0. For each domain D ∈ D, either oD(ε)t(ε)→ 0 as
ε ↓ 0 (in which case D is said to be trapping) or oD(ε)t(ε) → ∞ as ε ↓ 0 (in which case
D is said to be non-trapping).
For x ∈ Td, we’ll say that D ∈ D with rank(D) = r is the characteristic domain for x
if:
1) x ∈ D.
2) Either D = D0 (i.e., D is of maximal rank) or oD(ε)t(ε)→ 0 as ε ↓ 0.
3) There is no domain with rank lower than r that has properties 1)-2).
We’ll say that D ∈ D is a principal domain if oD(ε)/oD′(ε) → 0 as ε ↓ 0 whenever
D′, D′′ ∈ D are such that D ≺ D′′ and D′ ≺ D′′. Let D be the characteristic domain for
x ∈ Td. We’ll say that a chain C = (Dk1 , ..., Dkr = D) is admissible if for each 1 ≤ i < r
either Dki is trapping or it is a principal domain.
Let C1, ..., Cs be the set of all the admissible chains (with the last element D that is
the characteristic domain for x). We will see that the limiting distribution for Xx,εt(ε) is a
linear combination c1λ1 + ...+ csλs of the uniform distributions λ1, ..., λs concentrated on
the first elements of these chains. The coefficients multiplying the measures λi, 1 ≤ i ≤ s,
are determined via the following inductive procedure.
Let D′ be the set of all the trapping domains such that D′ ≺ D for D′ ∈ D′. Similarly,
let D′′ be the set of all the non-trapping domains such that D′′ ≺ D for D′′ ∈ D′′. If
D′ is empty, then there is only one admissible chain, and the limiting distribution is
concentrated on the first element of this chain.
Next, we describe the coefficients ci under the assumption that D′ is non-empty, how-
ever, each D′ ∈ D′ does not contain trapping sub-domains. Let Y h(x)t be the process
in the space U ′ corresponding to domain D and the collection of subdomains D′′ (as in
Section 3). Let τ be the first time this process reaches
⋃
D′∈D′ ∂D
′. Let pi be the measure
induced by Y
h(x)
τ on
⋃
D′∈D′ ∂D
′. The number of admissible chains is equal to the number
of elements in D′ (the i-th chain has some D′i ∈ D′ as its next-to-last element). We claim
that ci = pi(∂D
′
i).
Finally, assume that we know how to determine ci = ci(x) for each x ∈ D′, where
D′ ∈ D′, in the case when D′ is non-empty. Define the process Y h(x)t , the stopping time
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τ and the measure pi as above. We claim that
ci(x) =
∫
⋃
D′∈D′ ∂D′
ci(y)dpi(y),
where the integrand in the right hand side is defined by our inductive assumption.
Theorem 4.1. Suppose that Assumptions 1 and 2 are satisfied. Let C1, ..., Cs be the set
of all the admissible chains (with the last element D that is the characteristic domain
for x). The limiting distribution for Xx,εt(ε) is a linear combination c1λ1 + ... + csλs of the
uniform distributions λ1, ..., λs concentrated on the first elements of these chains. The
coefficients multiplying the measures λi, 1 ≤ i ≤ s, are determined via the inductive
procedure described above.
5 A lemma on the convergence of processes
In this section, we prove a lemma that will be useful for establishing the convergence of
the trace of Xx,εt to the process Y
x
t defined in Section 3. To simplify the discussion, let
us assume that k = 0, i.e., Dk = D0 = Td, and S contains all the indices l such that
Dl ≺ D0. Recall that U = D0 \
⋃
l∈S Dl and h : Td → U ′ is the mapping defined by
h(x) = x for x ∈ U and h(x) = dl for x ∈ Dl. For each t ≥ 0, define the stopping time
s(t) = inf(s : λ(u : u ≤ s,Xx,εu ∈ U) = t)),
where λ is the Lebesgue measure on the real line, and let
Y x,εt = X
x,ε
s(t).
Thus Y x,εt is a left-continuous process with values in U , which also can be viewed as a
continuous U ′-valued process. It can be obtained from Xx,εt by running the clock only
when Xx,εt is in U .
Note that while convergence of Y x,εt to Markov processes on U
′ as ε ↓ 0 will be
established, the processes Y x,εt need not be Markov for fixed ε > 0. The main point of the
next lemma is that, in order to demonstrate the convergence of Y x,εt to a limiting process,
it is sufficient to check that for small ε the processes nearly satisfy the relation (7), which
is similar to the martingale problem but with the ordinary expectation rather than the
conditional expectation. A similar lemma (in the situation that did not involve the time
change, however) was used in [6], Ch 8.
Lemma 5.1. Let Y yt , y ∈ U ′, be a Markov family on U ′ with continuous trajectories
whose semigroup Tt, t ≥ 0, preserves the space C(U ′). Let L : D(L)→ C(U ′) denote the
infinitesimal generator of this family, where D(L) is the domain of the generator. Let Ψ
be a dense linear subspace of C(U ′) and D be a linear subspace of D(L), and suppose that
Ψ and D have the following properties:
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(1) There is λ > 0 such that for each f ∈ Ψ the equation λF − LF = f has a
solution F ∈ D.
(2) For each t > 0, each f ∈ D,
lim
ε↓0
E(f(Y x,εt )− f(Y x,ε0 )−
∫ t
0
Lf(Y x,εu )du) = 0, (7)
uniformly in x ∈ Td.
Then, for each x ∈ Td, the measures induced by the processes Y x,εt converge weakly, as
ε ↓ 0, to the measure induced by the process Y h(x)t .
Proof. Fix x ∈ Td. Observe that the family of measures on C([0,∞), U ′) induced by the
processes Y x,εt , ε > 0, is tight since the processes coincide with a Brownian motion on
U (and U ′ \ U consists of a finite set of points). Therefore, we can find a process Y¯ xt
with continuous trajectories and a sequence εn ↓ 0 such that Y x,εnt converge to Y¯ xt in
distribution as n→∞. The desired result will immediately follow if we demonstrate that
the distribution of Y¯ xt coincides with the distribution of Y
h(x)
t (and thus does not depend
on the choice of the sequence εn). We will show that Y¯
x
t is a solution of the martingale
problem for (L|D, h(x)), i.e., for each t2 > t1 ≥ 0 and f ∈ D,
E(f(Y¯ xt2)− f(Y¯ xt1)−
∫ t2
t1
Lf(Y¯ xu )du|F Y¯
x
t1
) = 0, Y¯ x0 = h(x). (8)
First, however, let us discuss the uniqueness for solutions of the martingale problem. We
claim that:
(a) D is dense in C(U ′).
(b) Range(λ− L|D) is dense in C(U ′).
(c) For each pair of measures µ1, µ2 on U
′, the equality
∫
U ′ fdµ1 =
∫
U ′ fdµ2 for all
f ∈ C(U ′) implies that µ1 = µ2.
To demonstrate (a), take an arbitrary δ > 0 and F0 ∈ D(L). Let g0 = λF0 − LF0,
and take g′ ∈ Ψ such that ‖g′ − g0‖ ≤ λδ. Let F ′ ∈ D be such that λF ′ − LF ′ = g′.
Then, since L is the generator of a strongly continuous semigroup on C(U ′), from the
Hille-Yosida theorem it follows that ‖F ′ − F0‖ ≤ ‖g′ − g0‖/λ ≤ δ. This implies (a) since
D(L) is dense in C(U ′). Note that (b) follows from the existence of a solution F ∈ D
to λF − LF = f ∈ Ψ and the density of Ψ, while (c) is obvious. The validity of (a)-(c)
is enough to conclude that the distribution on C([0,∞), U ′) of a process with continuous
paths satisfying (8) is uniquely determined (Theorem 4.1, Chapter 4 in [3]).
Note that (8) is satisfied if Y¯ xt is replaced by Y
h(x)
t since D ⊆ D(L) and L the the
generator of the family Y yt , y ∈ U ′. Therefore, Y¯ xt and Y h(x)t have the same distribution
if (8) holds. It remains to prove (8).
Note that Y¯ xt is a solution of the martingale problem for (L|D, h(x)) if and only if
E
(
(
k∏
i=1
gi(Y¯
x
ui
))(f(Y¯ xt2)− f(Y¯ xt1)−
∫ t2
t1
Lf(Y¯ xu )du)
)
= 0, Y¯ x0 = h(x),
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whenever f ∈ D, 0 ≤ u1 < ... < uk ≤ t1, and g1, ..., gk ∈ C(U ′). Since Y x,εnt = h(Xx,εns(t) )
converge to Y¯ xt in distribution, we have
E
(
(
k∏
i=1
gi(Y¯
x
ui
))(f(Y¯ xt2)− f(Y¯ xt1)−
∫ t2
t1
Lf(Y¯ xu )du)
)
=
lim
n→∞
E
(
(
k∏
i=1
gi(h(X
x,εn
s(ui)
)))(f(h(Xx,εns(t2)))− f(h(X
x,εn
s(t1)
))−
∫ t2
t1
Lf(h(Xx,εns(u) ))du)
)
=
lim
n→∞
E
(
(
k∏
i=1
gi(h(X
x,εn
s(ui)
)))E(f(h(Xx,εns(t2)))− f(h(X
x,εn
s(t1)
))−
∫ t2
t1
Lf(h(Xx,εns(u) ))du|FX
x,εn
s(t1)
)
)
.
By the strong Markov property of the family Xx,εnt ,
E(f(h(Xx,εns(t2)))− f(h(X
x,εn
s(t1)
))−
∫ t2
t1
Lf(h(Xx,εns(u) ))du|FX
x,εn
s(t1)
) =
E(f(h(Xx
′,εn
s(t2−t1)))− f(h(X
x′,εn
0 ))−
∫ t2−t1
0
Lf(h(Xx
′,εn
s(u) ))du)|x′=Xx,εns(t1) ,
which tends to zero in distribution, as follows from (7). Therefore, using the boundedness
of f , Lf , and g1, ..., gk, we conclude that
E
(
(
k∏
i=1
gi(Y¯
x
ui
))(f(Y¯ xt2)− f(Y¯ xt1)−
∫ t2
t1
Lf(Y¯ xu )du)
)
= 0.
Finally, Y¯ x0 = h(x) since Y
x,εn
0 = h(X
x,εn
0 ) = h(x) for all n.
In order to deal with the case when k 6= 0, i.e., Dk 6= Td, we need to understand the
behavior of the process Xx,εt near the boundary of ∂Dk. The following lemma will be
useful in proving the convergence of Xx,εt to the reflected Brownian motion in the case
when Dk does not contain sub-domains (is a domain of rank one). This lemma is similar
to Lemma 5.1, but now there is no time change.
Lemma 5.2. Let Zxt , x ∈ Td, be a Markov family on Td with continuous trajectories
whose semigroup Tt, t ≥ 0, preserves the space C(Td). Let L : D(L)→ C(Td) denote the
infinitesimal generator of this family, where D(L) is the domain of the generator. Let Ψ
be a dense linear subspace of C(Td) and D be a linear subspace of D(L), and suppose that
Ψ and D have the following properties:
(1) There is λ > 0 such that for each f ∈ Ψ the equation λF − LF = f has a
solution F ∈ D.
(2) For each t > 0, each f ∈ D,
lim
ε↓0
E(f(Xx,εt )− f(Xx,ε0 )−
∫ t
0
Lf(Xx,εu )du) = 0,
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uniformly in x ∈ Td.
Then, for each x ∈ Td, the measures induced by the processes Xx,εt converge weakly,
as ε ↓ 0, to the measure induced by the process Zxt .
This lemma is proved in the same way as Lemma 5.1. The only difference is that, while
there it was obvious that the family of measures on C([0,∞), U ′) induced by the processes
Y x,εt , ε > 0, was tight, to claim tightness for the family of measures on C([0,∞),Td)
induced by the processes Xx,εt , ε > 0, we now need to refer to Section 2.
6 Behavior of the process near the boundary of a
trapping domain
Consider the case of a single trapping domain D1 = D ⊂ D0 = Td. Assume that ε1(ε) = ε.
Let Sr = {x ∈ U : dist(x, ∂D) = r} for r ≥ 0, Sr = {x ∈ D : dist(x, ∂D) = −r} for r < 0.
These are smooth surfaces if r is sufficiently small. For r > 0, let
Γr = {x ∈ Td : dist(x, ∂D) ≤ r}, Γ+r = {x ∈ U : dist(x, ∂D) ≤ r}.
For B ⊂ Td, let τx,ε(B) = inf{t ≥ 0 : Xx,εt ∈ B}.
We will see that if the process starts at x ∈ ∂D, then, with probability close to one,
it exits Γεα in a location that is close to x. Let h(x) = dist(x, ∂D), and let r(x) ∈ ∂D be
such that dist(x, r(x)) = dist(x, ∂D). The latter function is correctly defined in a small
neighborhood of ∂D. Let 0 < β < α < 1 and Gε(x) = {y : h(y) ≤ εα, |r(y)− x| ≤ εβ}.
Lemma 6.1. For each 0 < β < α < 1,
P(Xx,ετx,ε(∂Gε(x)) ∈ S−εα
⋃
Sεα)→ 1
as ε ↓ 0 uniformly in x ∈ ∂D.
Proof. For y ∈ Gε(x), define f(y) = ε−2β(dist(r(y), x))2 − ch2(y)). Here the constant c is
chosen so large that ∆f(y) ≤ 0 for y ∈ Gε(x). We extend f to Td so that f ∈ D(Aε) and
apply (2) with τ = τx,ε(∂Gε(x)). Thus
Ef(Xx,ετx,ε(∂Gε(x))) ≤ 0.
Observe that f is bounded from below on ∂Gε(x) by −cε2(α−β). Therefore,
E max(0, f(Xx,ετx,ε(∂Gε(x)))) ≤ cε2(α−β).
Since f(y) ≥ 1/2 on ∂Gε(x) \ (S−εα
⋃
Sεα) for all sufficiently small ε, we conclude that
P(Xx,ετx,ε(∂Gε(x)) /∈ S−εα
⋃
Sεα) ≤ 2cε2(α−β) → 0,
which gives the desired result.
The next lemma provides an estimate on the time it takes the process Xx,εt starting
at x ∈ ∂D to exit Γεα .
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Lemma 6.2. For each α ∈ (0, 1), there is a constant c > 0 such that
sup
x∈∂D
Eτx,ε(S−εα
⋃
Sεα) ≤ cε2α
for all sufficiently small ε.
Proof. Recall the definition of the operator Aε from Section 2. Since ∂D is smooth, for
sufficiently small r > 0, there exists f ∈ D(Aε) satisfying f(x) = (dist(x, ∂D))2 when
dist(x, ∂D) ≤ r. The lemma immediately follows from (2) with τ = τx,ε(S−εα
⋃
Sεα).
We can control the probability with which the process exits Γεα through Sεα .
Lemma 6.3. For each α ∈ (0, 1),
lim
ε↓0
ε−1P(Xx,ετx,ε(S−εα
⋃
Sεα )
∈ Sεα) = 1
uniformly in x ∈ ∂D.
Proof. For sufficiently small r > 0, define the function f in the Γr: f(x) = 0 for x ∈
∂D; f(x) = ε(dist(x, ∂D) + g(x)(dist(x, ∂D))2) for x ∈ D⋂Γr; f(x) = −dist(x, ∂D) +
g(x)(dist(x, ∂D))2 for x ∈ U ⋂Γr. The function g ∈ C2(Γr) can be chosen in such a way
that limy→x,y∈D ∆f(y) = limy→x,y∈U ∆f(y) = 0 for each x ∈ ∂D (g can be first defined on
∂D and assumed to be constant on each segment perpendicular to ∂D). We continue f
outside Γr so that f ∈ D(Aε). Applying (2) with τ = τx,ε(S−εα
⋃
Sεα), we obtain
Ef(Xx,ετ ) =
1
2
E
∫ τ
0
∆f(Xx,εs )ds.
Therefore, using Lemma 6.2 to estimate the integral in the right hand side, we obtain
P(Xx,ετ ∈ Sεα)(1 + o(1))− εP(Xx,ετ ∈ S−εα)(1 + o(1)) = O(ε2α).
This shows that P(Xx,ετ ∈ Sεα) → 0 and, therefore, P(Xx,ετ ∈ S−εα) → 1. The same for-
mula now immediately implies the statement of the lemma under the additional condition
that α > 1/2. For α ∈ (0, 1/2], we can use the validity of the lemma for α′ = 3/4, and the
strong Markov property of the process. (In order to reach S−εα
⋃
Sεα , the process must
first reach S−εα′
⋃
Sεα′ , while upon reaching the latter, it either returns to ∂D or proceeds
to S−εα
⋃
Sεα . The probability of the latter event, given a starting point in S−εα′
⋃
Sεα′ ,
is asymptotically equivalent to εα−α
′
, uniformly in the starting point, since the process
coincides with the Brownian motion outside ∂D.)
Next, we estimate the time spent by the process in Γ+εα prior to reaching Sεα .
Lemma 6.4. For each α ∈ (0, 1), there is c > 0 such that
Eλ(t : Xx,εt ∈ Γ+εα , 0 ≤ t ≤ τx,ε(Sεα)) ≤ cε2α. (9)
for all x ∈ D, where λ is the Lebesgue measure on the real line.
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Proof. Consider a function f that satisfies: f(x) = (dist(x, ∂D))2 when dist(x, ∂D) ≤ r,
x ∈ U ; f ∈ C2(U); f(x) = 0, x ∈ D. This function does not belong to D(Aε) since ∆f is
not continuous. However, there exist functions fn ∈ D(Aε) such that ∆fn are uniformly
bounded; ∆fn(x) → ∆f(x) for all x /∈ ∂D; fn(x) → f(x) for all x. Therefore, since (2),
with τ = τx,ε(S−εα
⋃
Sεα), is applicable to fn, it is also applicable to f . Therefore, by
Lemma 6.3, for each α ∈ (0, 1), there is a constant c > 0 such that
sup
x∈∂D
Eλ(t : Xx,εt ∈ Γ+εα , 0 ≤ t ≤ τx,ε(S−εα
⋃
Sεα)) ≤ cε2α+1,
where λ is the Lebesgue measure on the real line.
Let us now return to the proof of (9). Without loss of generality, we may assume
that x ∈ ∂D. Let σx,ε0 = 0, τx,εn = inf(t ≥ σx,εn−1 : Xx,εt ∈ S−εα
⋃
Sεα), n ≥ 1, while
σx,εn = inf(t ≥ τx,εn : Xx,εt ∈ ∂D), n ≥ 1. Let Nx,ε = min(n : Xx,ετn ∈ Sεα). Thus Nx,ε is the
number of excursions prior to reaching Sεα . By Lemma 6.3,
lim
ε↓0
(εENx,ε) = 1.
Combining this with the above bound on the expected contribution from one excursion,
we obtain the desired result.
Lemma 6.5. For each f ∈ C2(D)⋂C(Td), α ∈ (0, 1),
sup
x∈∂D
|
Ef(Xx,ετx,ε(S−εα
⋃
Sεα )
)− f(x)
εα
− 〈∇fD(x), nD(x)〉| → 0, as ε ↓ 0.
Proof. Let h(x) = dist(x, ∂D), and let r(x) ∈ ∂D be such that dist(x, r(x)) = dist(x, ∂D).
The latter function is correctly defined in a small neighborhood of ∂D. Let us define
f˜ : Γε → R by putting f˜(x) = f(r(x)). We extend f˜ to Td as a function from D(Aε).
Applying (2) with τ = τx,ε(S−εα
⋃
Sεα) to f˜ , we obtain
Ef˜((Xx,ετ )− f˜(x)) =
1
2
E
∫ τ
0
∆f˜(Xx,εs )ds.
By Lemma 6.2, the absolute value of the right hand side is bounded from above by cε2α.
Therefore,
Ef(Xx,ετ )− f(x)
εα
− 〈∇fD(x), nD(x)〉 =
E
f(Xx,ετ )− f˜(Xx,ετ )
εα
− 〈∇fD(x), nD(x)〉+O(εα) =
E
f(Xx,ετ )− f(r(Xx,ετ ))
εα
− 〈∇fD(x), nD(x)〉+O(εα).
The right hand side tends to zero uniformly in x ∈ ∂D, as follows from Lemma 6.3 and
the fact that Xx,ετ → x in probability (by Lemma 6.1).
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7 Exit from a neighborhood of a trapping domain
Consider the case of a single trapping domain D. First, we estimate the time it takes the
process starting at x ∈ D to exit a small neighborhood of D.
Lemma 7.1. For α ∈ (0, 1), there are constants ε0, c > 0 such that
Eτx,ε(Sεα) ≤ cεα−1
for x ∈ D, ε ≤ ε0. For each δ > 0 and t(ε) ε−1,
P(τx,ε(Sδ) ≤ t(ε))→ 0
as ε ↓ 0.
Proof. All the statements easily follow from Lemmas 6.2, 6.3, and the strong Markov
property of the process, once we observe that the process coincides with the Brownian
motion outside ∂D.
Finally, we describe the location of the exit from a small neighborhood of D. While
Xx,ετx,ε(Sεα ) is distributed on Sεα , we can talk about the convergence of this distribution to
a measure on ∂D, since Sεα can be viewed as a small perturbation of ∂D as ε ↓ 0.
Lemma 7.2. For each f ∈ C(Td), α ∈ (0, 1),
lim
ε↓0
Ef(Xx,ετx,ε(Sεα )) =
∫
∂D
fdν¯,
uniformly in x ∈ D, where ν¯ is the normalized Lebesgue measure on ∂D.
Proof. For x ∈ D⋃Γ+εα , consider the auxiliary process Xˆx,εt obtained from Xx,εt by reflect-
ing it (orthogonally to the surface) at Sεα . As we have shown in Section 2 for a similar
process, the measure µε, whose density with respect to the Lebesgue measure λ is
pε(x) =
{
1, x ∈ Γ+εα ,
ε−1, x ∈ D,
is invariant for the family Xˆx,εt , x ∈ D
⋃
Γ+εα . Let the probability measure µ¯
ε be obtained
by multiplying µε by a positive constant.
Let β = (1 + α)/2 ∈ (α, 1). Take an arbitrary closed set A ⊂ D with a smooth
boundary ∂A. We’ll consider successive visits by the process Xˆx,εt to Sεβ and ∂A. Namely,
let τx,ε0 = 0, σ
x,ε
n = inf(t ≥ τx,εn−1 : Xx,εt ∈ ∂A), n ≥ 1, while τx,εn = inf(t ≥ σx,εn : Xx,εt ∈
Sεβ), n ≥ 1.
Thus, for x ∈ Sεβ , Xˆx,ετx,εn , n ≥ 0, is a Markov chain with the state space Sεβ . Let νε be
the invariant measure for this chain. Let fˆ ε = fχΓ+
2εβ
\Γ+
εβ
(this function is non-zero in a
thin strip near Sεβ). Then∫
S
εβ
(
E
∫ τx,ε1
0
fˆ ε(Xˆx,εt )dt
)
νε(dx) =
∫
S
εβ
Eτx,ε1 ν
ε(dx)
∫
Td
fˆ εdµ¯ε. (10)
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Since Xˆx,εt coincides with the Brownian motion in the interior of Γ
+
εα , it is clear that there
is c1(ε), independent of f , such that
lim
ε↓0
E
∫ τx,ε1
0
fˆ ε(Xˆx,εt )dt
c1(ε)f(x)
= 1,
uniformly in x ∈ Sεβ . Therefore, the left hand side of (10) is asymptotically equivalent to
c1(ε)
∫
S
εβ
fdνε.
The right hand side of (10) is asymptotically equivalent to c2(ε)
∫
Td fˆ
εdµ¯ε, with c2(ε) that
is independent of f , which, in turn, is asymptotically equivalent to c3(ε)
∫
∂D
fdν¯, with
c3(ε) that is independent of f . Thus
lim
ε↓0
c1(ε)
c3(ε)
∫
S
εβ
fdνε =
∫
∂D
fdν¯.
Since c1 and c3 do not depend on f ,
lim
ε↓0
∫
S
εβ
fdνε =
∫
∂D
fdν¯. (11)
To complete the proof of the lemma, we write
Ef(Xx,ετx,ε(Sεα )) = Ef(Xˆ
x,ε
τx,ε(Sεα )
) =
E
(
f(Xˆx,ετx,ε(Sεα ))χ{τx,ε(Sεα )<τx,ε1 }
)
+ (12)
∞∑
n=1
E
(
f(Xˆx,ετx,ε(Sεα ))χ{τx,εn ≤τx,ε(Sεα )<τx,εn+1}
)
.
The first term on the right hand side, as well as each individual term in the infinite sum,
tends to zero when ε ↓ 0, as follows from Lemma 6.3 and the strong Markov property of
the process. In order to deal with the infinite sum, we write
E
(
f(Xˆx,ετx,ε(Sεα ))χ{τx,εn ≤τx,ε(Sεα )<τx,εn+1}
)
= (13)
E
(
f(Xˆx,ετx,ε(Sεα ))χ{τx,ε(Sεα )<τx,εn+1}|τx,εn ≤ τx,ε(Sεα)
)
P (τx,εn ≤ τx,ε(Sεα)) .
Let the measure νx,εn on Sεα be defined, for Borel sets A ⊆ Sεα , via
νx,εn (A) =
P(Xˆx,ε
τx,εn
∈ A, τx,εn ≤ τx,ε(Sεα))
P(τx,εn ≤ τx,ε(Sεα)) .
19
Then
E
(
f(Xˆx,ετx,ε(Sεα ))χ{τx,ε(Sεα )<τx,εn+1}|τx,εn ≤ τx,ε(Sεα)
)
=∫
S
εβ
E
(
f(Xˆy,ετy,ε(Sεα ))χ{τy,ε(Sεα )<τy,ε1 }
)
νx,εn (dy).
This quantity is asymptotically equivalent to c4(ε)
∫
S
εβ
fdνx,εn for some c4 that does not
depend on f .
Using the mixing properties of Xˆx,εt , it is not difficult to show that ν
x,ε
n and ν
ε are
close when n is large and ε is small, in the sense that for each η > 0 there are n0 and ε0
such that
|
∫
S
εβ
fdνx,εn −
∫
S
εβ
fdνε| < η
for all n ≥ n0, all ε ≤ ε0, and all x ∈ D. Therefore, by (12) and (13), Ef(Xx,ετx,ε(Sεα )) is
asymptotically equivalent to c5(ε)
∫
S
εβ
fdνε, where c5 does not depend on f . In particular,
applying this to f ≡ 1, we obtain that c5 = 1 works, i.e.,
|Ef(Xx,ετx,ε(Sεα ))−
∫
S
εβ
fdνε| → 0.
Combining this with (11), we obtain the statement of the lemma.
Remark. The assumption made in Lemmas 6.1-6.5 and in Lemma 7.2 that D is a
single trapping domain was notationally convenient, but not necessary for the results to
hold (the proofs require only minor modifications). We can, therefore, use these lemmas
in the general case.
8 Behavior of the process inside of a trapping domain
We focus on the case of a single trapping domain D ⊂ Td. Together with the family
Xx,εt , we consider the family Z
x
t constructed in Section 2. For x ∈ D, Zxt is just a Wiener
process in D reflected at the boundary.
Lemma 8.1. For each x ∈ Td, the processes Xx,εt converge, as ε ↓ 0, in distribution, to
the process Zxt .
Proof. Let A be the generator of Zxt . From the Hille-Yosida theorem it follows there is
a dense linear subspace Ψ of C(Td) such that for each λ > 0 and for each f ∈ Ψ the
equation λF − AF = f has a solution F ∈ D(A). By Lemma 5.2, it is only remains to
prove that for each t > 0 and each f ∈ D(A),
lim
ε↓0
E(f(Xx,εt )− f(Xx,ε0 )−
∫ t
0
Af(Xx,εu )du) = 0,
uniformly in x ∈ Td.
20
Let σx,ε0 = 0, τ
x,ε
n = inf(t ≥ σx,εn−1 : Xx,εt ∈ ∂D), n ≥ 1, while σx,εn = inf(t ≥ τx,εn :
Xx,εt ∈ S−√ε
⋃
S√ε), n ≥ 1. Then
E(f(Xx,εt )− f(Xx,ε0 )−
∫ t
0
Af(Xx,εu )du) =
E
∞∑
n=1
(
f(Xx,ε
τx,εn ∧t)− f(X
x,ε
σx,εn−1∧t)−
1
2
∫ τx,εn ∧t
σx,εn−1∧t
∆f(Xx,εu )du
)
+
E
∞∑
n=1
(
f(Xx,ε
σx,εn ∧t)− f(X
x,ε
τx,εn ∧t)−
1
2
∫ σx,εn ∧t
τx,εn ∧t
∆f(Xx,εu )du
)
.
The first expectation on the right hand side is equal to zero since Xx,εt is a Wiener process
on Td \∂D. Our goal is to show that the second expectation tends to zero. First, we need
to control the number of terms in the sum. Let us show that there is c = c(t) > 0 such
that
P(τx,εn ≤ t) ≤ exp(−c(n− 1)
√
ε), x ∈ Td, n ≥ 2. (14)
Since ∂D is smooth, there is r > 0 such that the ball of radius r tangent to ∂D at x lies
either entirely in U or entirely in D. Let ηε be the time it takes a Wiener process starting
inside a ball of radius r at a distance
√
ε from the boundary to reach the boundary. It is
easy to see that there is c = c(t) > 0 such that
P(ηε ≤ t) ≤ exp(−c√ε). (15)
By our construction, P(τx,εn − σx,εn−1 ≤ z|Xx,εσx,εn−1) ≤ P(η
ε ≤ z) for each n ≥ 2 and z > 0.
Therefore, (14) follows from (15) and the strong Markov property.
Lemma 6.2, together with (14) and the strong Markov property of the process imply
that there is c = c(t) such that
E
∞∑
n=1
(σx,εn ∧ t− τx,εn ∧ t) ≤ c
√
ε, x ∈ Td.
Therefore, since ∆f is bounded,
lim
ε↓0
E
∞∑
n=1
∫ σx,εn ∧t
τx,εn ∧t
∆f(Xx,εu )du = 0,
uniformly in x ∈ Td. It remains to show that
lim
ε↓0
sup
x∈Td
|E
∞∑
n=1
(
f(Xx,ε
σx,εn ∧t)− f(X
x,ε
τx,εn ∧t)
)
| = 0. (16)
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Now (16) will follow if we show that
lim
ε↓0
sup
x∈Td
|E
∞∑
n=1
χ{τx,εn <t}
(
f(Xx,ε
σx,εn
)− f(Xx,ε
τx,εn
)
)
| = 0, (17)
since the difference between (17) and (16) is estimated from above by supx,y∈Γ√ε |f(x)−
f(y)|, which goes to zero as ε ↓ 0. Let Nx,ε = max(n : τx,εn < t). By the strong Markov
property,
sup
x∈Td
|E
∞∑
n=1
χ{τx,εn <t}
(
f(Xx,ε
σx,εn
)− f(Xx,ε
τx,εn
)
)
| ≤ sup
x∈Td
ENx,ε sup
x∈∂D
|E(f(Xx,ε
σx,ε1
)− f(x))|.
Since 〈∇fD(x), nD(x)〉 = 0 for x ∈ ∂D, the right hand side tends to zero by (14) and
Lemma 6.5. This concludes the proof of Lemma 8.1.
Remark: Before Lemma 8.1, we made the assumption that D is the only trapping
domain. In fact, it is clear that the result holds even if there are other trapping domains,
as long as they are disjoint from D, and the initial point x belongs to D.
Lemma 8.2. Suppose that 1 t1(ε) ≤ t2(ε) ε−1. Then
inf
x∈D,t1(ε)≤t≤t2(ε)
P(Xx,εt ∈ D)→ 1
as ε ↓ 0.
Proof. It is not difficult to show that the convergence in Lemma 8.1 is uniform with re-
spect to the initial point. In particular, for each f ∈ C(Td), Ef(Xx,εt )→ Ef(Zxt ) as ε ↓ 0
uniformly in x ∈ Td. For η > 0, choose δ > 0 and 0 ≤ f ≤ 1 such that supp(f) ⊂ D and
Ef(Zx1 ) ≥ 1− η whenever dist(x,D) ≤ δ. From the second statement in Lemma 7.1 and
the Markov property applied to time t − 1, if follows that P(Xx,εt ∈ D) ≥ 1 − 2η for all
sufficiently small ε, which gives the desired result.
9 The limiting behavior of the trace process
Let us assume that S contains all the indices l such that Dl ≺ D0. Let Y x,εt , x ∈ Td, be
the U ′-valued processes defined in Section 5 and Y xt , x ∈ U ′, be the U ′-valued processes
defined in Section 3 corresponding to k = 0 and S.
Lemma 9.1. For each x ∈ Td, the measures on C([0,∞), U ′) induced by the processes
Y x,εt converge weakly, as ε ↓ 0, to the measure induced by Y h(x)t .
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Proof. Let L be the generator of Y xt . As in the proof of Lemma 8.1 (now using Lemma 5.1
instead of Lemma 5.2), it is sufficient to show that for each t > 0 and each f ∈ D(L),
lim
ε↓0
E
(
f(Y x,εt )− f(x)−
1
2
∫ t
0
∆f(Y x,εu )du
)
= 0,
uniformly in x ∈ U .
Again, we define two sequences of stopping times, but somewhat differently from the
way it was done in Section 8. Let σx,ε0 = 0, τ
x,ε
n = inf(t ≥ σx,εn−1 : Xx,εt ∈ ∂D), n ≥ 1, while
σx,εn = inf(t ≥ τx,εn : Xx,εt ∈ S√ε), n ≥ 1. Then
E
(
f(Y x,εt )− f(x)−
1
2
∫ t
0
∆f(Y x,εu )du
)
=
E
∞∑
n=1
(
f(Xx,ε
τx,εn ∧s(t))− f(X
x,ε
σx,εn−1∧s(t))−
1
2
∫ τx,εn ∧s(t)
σx,εn−1∧s(t)
∆f(Xx,εu )du
)
+
E
∞∑
n=1
(
f(Xx,ε
σx,εn ∧s(t))− f(X
x,ε
τx,εn ∧s(t))−
1
2
∫ σx,εn ∧s(t)
τx,εn ∧s(t)
∆f(Xx,εu )du
)
,
where we put ∆f ≡ 0 on D. The first expectation on the right hand side is equal to zero
since Xx,εt is a Wiener process on U . Our goal is to show that the second expectation
tends to zero. As in the proof of Lemma 8.1 (but now with s(t) instead of t), there is
c = c(t) > 0 such that
P(τx,εn ≤ s(t)) ≤ exp(−c(n− 1)
√
ε), x ∈ Td, n ≥ 2. (18)
Lemma 6.4, together with (18) and the strong Markov property of the process imply
that there is c = c(t) such that
E
∞∑
n=1
λ({u : τx,εn ∧ s(t) ≤ u ≤ σx,εn ∧ s(t), Xx,εu ∈ Γ+√ε}) ≤ c
√
ε, x ∈ Td.
Therefore, since ∆f is bounded,
lim
ε↓0
E
∞∑
n=1
∫ σx,εn ∧s(t)
τx,εn ∧s(t)
∆f(Xx,εu )du = 0,
uniformly in x ∈ Td. It remains to show that
lim
ε↓0
sup
x∈Td
|E
∞∑
n=1
(
f(Xx,ε
σx,εn ∧s(t))− f(X
x,ε
τx,εn ∧s(t))
)
| = 0. (19)
As in the proof of Lemma 8.1, (19) will follow if we show that
lim
ε↓0
sup
x∈Td
|E
∞∑
n=1
χ{τx,εn <s(t)}
(
f(Xx,ε
σx,εn
)− f(Xx,ε
τx,εn
)
)
| = 0, (20)
23
since the difference between (20) and (19) is estimated from above by supx,y∈Γ+√
ε
|f(x)−
f(y)|, which goes to zero as ε ↓ 0. Let Nx,ε = max(n : τx,εn < s(t)). By the strong Markov
property,
sup
x∈Td
|E
∞∑
n=1
χ{τx,εn <s(t)}
(
f(Xx,ε
σx,εn
)− f(Xx,ε
τx,εn
)
)
| ≤ sup
x∈Td
ENx,ε sup
x∈∂D
|E(f(Xx,ε
σx,ε1
)− f(x))|.
The right hand side tends to zero by (18) and Lemma 7.2. This concludes the proof of
Lemma 9.1.
Both Lemma 8.1 and Lemma 9.1 are somewhat restrictive: in the former, it is assumed
that there are no sub-domains inside the trapping domain under consideration, while in
the latter, the limiting process is considered in the space U ′ corresponding to k = 0 rather
than general k. These two lemmas can be combined, however, to treat the general case.
Namely, let us assume that S contains all the indices l such that Dl ≺ Dk. If k 6= 0,
we need to distinguish between the spaces U0 = D0 \
⋃
l∈S Dl and U = Dk \
⋃
l∈S Dl.
As in Section 5, we can define the mapping h : Td → U ′0 by h(x) = x for x ∈ U0 and
h(x) = dl for x ∈ Dl. We can also define process Y x,εt , x ∈ Td, which is now U ′0-valued and
is obtained from Xx,εt by running the clock only when X
x,ε
t is in U0. On the other hand,
the process Y xt , x ∈ U ′, corresponding to k and S and defined in Section 3, is U ′-valued.
Since U ′ ⊆ U ′0, we can also view Y xt as U ′0-valued.
Lemma 9.2. For each x ∈ Dk, the measures on C([0,∞), U ′0) induced by the processes
Y x,εt converge weakly, as ε ↓ 0, to the measure induced by Y h(x)t .
Proof. Assume that k 6= 0 (otherwise, the statement follows from Lemma 9.1). Let
R be a domain with a smooth boundary such that Dl ⊂ R for l ∈ S and R ⊂ Dk.
Assume that x ∈ Dk \ R (the case when x ∈ R is treated similarly). Define two se-
quences of stopping times: σx,ε0 = 0, τ
x,ε
n = inf(t ≥ σx,εn−1 : Y x,εt ∈ ∂R), n ≥ 1, while
σx,εn = inf(t ≥ τx,εn : Y x,εt ∈ ∂Dk), n ≥ 1. Also define σxn, n ≥ 0, and τxn, n ≥ 1, in the
same way, but with Y
h(x)
t instead of Y
x,ε
t . From Lemma 8.1, it follows that the measure
induced by Y x,ε
τx,ε1 ∧t converges weakly, as ε ↓ 0, to the measure induced by Y
h(x)
τx1∧t . From
Lemma 9.1, by the strong Markov property of the processes, it follows that the measure
induced by Y x,ε
σx,ε1 ∧t converges to the measure induced by Y
h(x)
σx1∧t. Continuing by induction,
we obtain that, for each n, the measure induced by Y x,ε
σx,εn ∧t converges to the measure in-
duced by Y
h(x)
σxn∧t. This implies the statement of the lemma.
Let f be a continuous function on U ′0 and let t > 0. From Lemma 9.2, it follows
that for each x ∈ Dk, Ef(Y x,εt ) → Ef(Y h(x)t ) as ε ↓ 0. Let Q be a domain with smooth
boundary such that Q ⊂ Dk \
⋃
l∈S Dl. Let τ
x,ε be the first time when Y x,εt reaches Q and
τx be the first time when Y
h(x)
t reaches Q. Let g ∈ C(Q). From Lemma 9.2, it follows that
for each x ∈ Dk, Eg(Y x,ετx,ε)→ Eg(Y h(x)τx ) as ε ↓ 0. It is not difficult to show that Ef(Y x,εt )
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and Eg(Y x,ετx,ε) are uniformly continuous in x ∈ Dk and ε ≤ ε0 for some ε0. Therefore, we
have the following corollary.
Corollary 9.3. For each f ∈ C(U ′0) and t > 0,
lim
ε↓0
Ef(Y x,εt ) = Ef(Y
h(x)
t ),
uniformly in x ∈ Dk. For each g ∈ C(Q),
lim
ε↓0
Eg(Y x,ετx,ε) = Eg(Y
h(x)
τx ),
uniformly in x ∈ Dk.
10 Proof of the main result
In this section, we prove Theorem 4.1 in the particular case outlined in the Introduction
(see Figure 1). We assume that εk(ε) = ε for each 1 ≤ k ≤ 7. In this case, Assumption 1
of Section 4 holds. We distinguish different cases for the behavior of t(ε), each of which
conforms with Assumption 2.
First, consider the case when 1 t(ε) ε−1 and the process starts in D1. To stress
that the limits below are uniform in the choice of t(ε), we consider 1 t1(ε) ≤ t2(ε) ε−1
and assume that t1(ε) ≤ t(ε) ≤ t2(ε).
For x ∈ D1, let Y xt be the process corresponding to k = 1 and S = Ø in the notation
of Section 3 (it is simply the Brownian motion with instantaneous reflection on ∂D1 to
the interior of D1). Let f ∈ C(Td) and η > 0. Take s sufficiently large so that
|Ef(Y xs )−
∫
D1
fdλ1| ≤ η/3 (21)
for x ∈ D1, where λ1 is the normalized Lebesgue measure on D1. From Lemma 8.2, it
follows that
P(Xx,εt(ε)−s ∈ D1) ≥ 1− η/3 (22)
for all sufficiently small ε and x ∈ D1. Combining (21), (22), using the Markov property
of the process Xx,εt (with the time t(ε)− s), and Corollary 9.3, we obtain that
|Ef(Xx,εt(ε))−
∫
D1
fdλ1| ≤ η, x ∈ D1, t1(ε) ≤ t(ε) ≤ t2(ε). (23)
This gives the desired result for x ∈ D1. Similarly, if x ∈ Dk with k = 2, 3, then the
distribution of Xx,εt(ε) will be asymptotically close to λk.
Now consider the case when the process starts in D4 \D1. Let τx,ε = τx,ε(∂D1) be the
first time when the process Xx,εt hits ∂D1. Since X
x
t coincides with the Brownian motion
in D4 \D1, from Lemma 6.3 it follows that
P(τx,ε ≤ t(ε)
2
)→ 1 as ε ↓ 0. (24)
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Therefore, using (24) and the strong Markov property of Xx,εt (with the stopping time
τx,ε), we can conclude that (23) holds for x ∈ D4 \ D1. The same argument, but with
two stopping times, Xx,εt hitting ∂D4 and then hitting ∂D1, lead to (23) for x ∈ D6 \D4.
Thus
|Ef(Xx,εt(ε))−
∫
D1
fdλ1| ≤ η, x ∈ D6, t1(ε) ≤ t(ε) ≤ t2(ε). (25)
Similarly,
|Ef(Xx,εt(ε))−
∫
D2
fdλ2| ≤ η, x ∈ D5, t1(ε) ≤ t(ε) ≤ t2(ε), (26)
and, as we already saw,
|Ef(Xx,εt(ε))−
∫
D3
fdλ3| ≤ η, x ∈ D3, t1(ε) ≤ t(ε) ≤ t2(ε). (27)
Next, consider the case when x ∈ D7 \ (D6
⋃
D5
⋃
D3). Consider the Wiener pro-
cess with reflection on ∂D7 (Y
x
t corresponding to k = 7 and S = Ø). Let τ
x,ε =
τx,ε(∂D6
⋃
∂D5
⋃
∂D3) be the first time when the process X
x,ε
t hits ∂D6
⋃
∂D5
⋃
∂D3.
We define τx similarly, but for the process Y xt rather than X
x,ε
t .
Observe that (24) holds with this new stopping time τx,ε and, by Corollary 9.3,
P(Xx,ετx,ε ∈ ∂D6)→ P(Y xτx ∈ ∂D6),
P(Xx,ετx,ε ∈ ∂D5)→ P(Y xτx ∈ ∂D5),
P(Xx,ετx,ε ∈ ∂D3)→ P(Y xτx ∈ ∂D3).
Using the strong Markov property of Xx,εt (with the stopping time τ
x,ε), from (25)-(27)
we conclude that the distribution of Xx,εt(ε) tends to
P(Y xτx ∈ ∂D6)λ1 + P(Y xτx ∈ ∂D5)λ2 + P(Y xτx ∈ ∂D3)λ3.
If x ∈ D0 \D7, we consider the Wiener process in D0 until the first time it hits ∂D7.
Let pi(x, y), x ∈ D0 \ D7, y ∈ ∂D7, be the corresponding Poisson kernel. We apply the
arguments above, but starting with the point y where the process first reaches ∂D7. Thus
the distribution of Xx,εt(ε) tends to∫
∂D7
(P(Y yτy ∈ ∂D6)λ1 + P(Y yτy ∈ ∂D5)λ2 + P(Y yτy ∈ ∂D3)λ3)pi(x, y)dy. (28)
Now let us consider the case when ε−1  t(ε)  ε−2. Assume that x ∈ D6. The
transition probabilities between D6, D4, and D1 are controlled by Lemma 6.3 and the
transition times are at least of order one, since Xx,εt coincides with the Brownian motion
away from the boundaries of the domains. From here it easily follows that Xx,εt does
not leave the
√
ε-neighborhood of D6 in prior to time t(ε) with probability that tends to
one. Take an arbitrary t˜(ε) such that 1  t˜(ε)  ε−1. Let τx,ε be the first time after
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t(ε) − t˜(ε) when Xx,εt ∈ D6. Then P(τx,ε ≤ t(ε) − t˜(ε)2 ) → 1 as ε ↓ 0. Using the strong
Markov property of the process Xx,εt (with the stopping time τ
x,ε) and the result on the
limiting distribution of the process at time scales that satisfy 1 t(ε) ε−1, we obtain
that the distribution of Xx,εt(ε) tends to λ1. Similarly, for x ∈ D5, the distribution of Xx,εt(ε)
tends to λ2.
For x ∈ D7 \ (D6 ∪D5) (including x ∈ D3), consider the process Y h(x)t corresponding
to k = 7 and S = {3}. The process Xx,εt reaches ∂D6 ∪ ∂D5 prior to time t(ε)/2 with
probability that tends to one, as follows from the first statement of Lemma 7.1 and
Corollary 9.3. Thus the limiting distribution of Xx,εt(ε) is the weighted sum of λ1 and λ2.
From Corollary 9.3, it follows that, for x ∈ D7 \ (D6 ∪D5),
lim
ε↓0
P(Xx,ετx,ε ∈ ∂D6) = P(Y xτx ∈ ∂D6), lim
ε↓0
P(Xx,ετx,ε ∈ ∂D5) = P(Y xτx ∈ ∂D5),
where τx,ε = τx,ε(∂D6
⋃
∂D5) is the first time when X
x,ε
t hits ∂D6
⋃
∂D6 and the stopping
time τx is defined similarly, with Y
h(x)
t instead of X
x,ε
t . Using the strong Markov property
of the process Xx,εt (with the stopping time τ
x,ε), we conclude that the distribution of
Xx,εt(ε) tends to
P(Y xτx ∈ ∂D6)λ6 + P(Y xτx ∈ ∂D5)λ5.
If x ∈ D0 \ D7, we can use the same arguments that led to (28) and obtain that the
distribution of Xx,εt(ε) tends to∫
∂D7
(P(Y yτy ∈ ∂D6)λ1 + P(Y yτy ∈ ∂D5)λ2)pi(x, y)dy.
Here, pi(x, y), x ∈ D0 \D7, y ∈ ∂D7, is the same Poisson kernel as above, but Y xt is the
process corresponding to k = 7 and S = {3}.
The case when ε−2  t(ε)  ε−3, Xx,εt is similar. The process Xx,εt has enough time
to reach D6 from each x, but not enough time to exit a
√
ε neighborhood of a D6. Thus,
for all x, Xx,εt(ε) tends to a uniform distribution on D1.
In the cases when ε−3  t(ε) ε−4, and t(ε) ε−4, we can take an arbitrary function
t˜ such that ε−2  t˜(ε) ε−3. Using the Markov property of Xx,εt (with time t(ε)− t˜(ε))
and the fact that Xx,ε
t˜(ε)
tends to a uniform distribution on D1, we obtain that X
x,ε
t(ε) tends
to a uniform distribution on D1.
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