Undamped nonlinear beam excited by additive L2-regular noise  by Belinskiy, B.P. & Schurz, H.
Journal of Computational and Applied Mathematics 235 (2011) 5284–5306
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Undamped nonlinear beam excited by additive L2-regular noise
B.P. Belinskiy a, H. Schurz b,∗
a Department of Mathematics, University of Tennessee, 615 McCallie Avenue, Chattanooga, TN 37403-2598, USA
b Department of Mathematics, Southern Illinois University, 1245 Lincoln Drive, Carbondale, IL 62901-4408, USA
a r t i c l e i n f o
Article history:
Received 4 August 2007
Received in revised form 21 February 2011
Keywords:
Stochastic PDE
Nonlinear beam with additive noise
Stability
Lyapunov functional
Expected energy growth
Discretization by partial-implicit methods
a b s t r a c t
Stability of a nonlinear elastic beam excited by a space-time dependent nonrandom force
or a L2-regular random noise f (x, t) (white in time, with general spatial covariance) is
considered. It is supposed that the transversal displacement y of the beam with length l
is governed by the quasilinear partial differential equation (PDE)
ρ0hytt + Dyxxxx −
[
N0 + ε
∫ l
0
(yx′ )2dx′
]
yxx + ky = f (x, t), 0 < x < l, t ≥ 0.
As a main result we show that its expected energy is linearly bounded at time t in spite
of the presence of additive L2-regular space-time noise and cubic-type nonlinearities.
Appropriate partial-implicit discretization with similar qualitative behavior, consistency
and stability are discussed as well. The technique of Lyapunov-type functionals processing
the information on the related energy E is exploited. We compare our results to those
for the linear beam. In both cases, the expected energy E [E](t) is nondecreasing and
growing linearly in time t . In fact, for all nonrandom t ≥ s and additive L2-regular noise
f with covariance operator Q (f ) with finite trace, it satisfies the trace formula E [E](t) =
E [E](s)+ Trace(Q (f ))(t − s)/2.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Stability of an elastic plate or shell in a gas flow represents an important problem of aerodynamics. The interest on this
problem is due to the necessity to establish the boundaries on the parameters of a model that may lead to the phenomenon
of dynamic buckling and hence destruction of a construction. We discuss stability of the solution of an initial boundary
value problem arising in the analysis of transversal deflections of an elastic beam under an axial force. This model was
proposed in [1]. All details of the physical derivation and the limitations on the parameters of the model may be found in
[2,3]. These books contain the derivation in the general case, when both geometric nonlinearity and nonlinear expression
for aerodynamic forces are taken into consideration. The equation that is used in our paper and inmany papers citedmay be
considered as an approximate version of amore general equation (see below). From now on, unless the opposite is specified,
we are dealing with this partial differential equation (PDE)
ρ0hytt + Dyxxxx −
[
N0 + ε
∫ l
0
(yx′)2dx′
]
yxx + ky = f (x, t), 0 < x < l. (1.1)
Here l, ρ0, h,D are the length, density, width, and the cylindrical rigidity of the beam, the term in brackets represents the
total longitudinal force in the beam, N0 is the exterior longitudinal force, ε is a coefficient characterizing the resistance of
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the reduction of the plate length, and the coefficient k is the rigidity of the foundation on which the beam is located. All
parameters are positive numbers. The exterior transversal force f (x, t) is nonrandom or random.
We leave the general, much more complex equation with all nonlinearities involved to future research and, for the sake
of completeness, it is only stated here
ρ0hytt + Dyxxxx −

N0 + ϵ
∫ l
0
[
1+ y2x′ − 1
]
dx′

yxx + ky+ ρ0hσyt
+ p∞
[
1+ κ − 1
2c∞
(yt + Uyx)
] 2κ
κ−1 − p∞ = f (x, t), 0 < x < l (1.2)
where c∞ is the sound speed in an unperturbed flow, U is the flow speed, ε = ϵ/2, and κ is so-called polytropic exponent
(see [2]). The basic Eq. (1.1) is derived from (1.2) by keeping the first nonlinear term in the square root, letting σ → 0, and
linearizing the last term at the left-hand side under the assumption that κ/c∞ → 0. Physically, a geometric nonlinearity is
taken into consideration whereas the aerodynamic forces are linearized. Also damping is neglected and the gas pressure p
on the surface of the beam is assumed to be equal to the pressure in an unperturbed flow p∞.
Note that Eq. (1.1) is nonlinear, which complicates its study. We first discuss the known results for f ≡ 0. Stability of this
model is discussed in [2] at an engineering level. The existence of separated solutions
y(x, t) = T (t) sin

π jx
l

(1.3)
is established in [1] under the assumption N0 ≥ 0. Solutions of this type are used without the complete mathematical
justification in [2]. A more general case of a beam under tension or compression (i.e., without assumption N0 ≥ 0) is
considered in [4] where the existence of the related series solution
y(x, t) =
−
j≥1
Tj(t) sin

π jx
l

(1.4)
for the related initial value problem is established under some assumptions on the initial data for all t ≥ 0 (as well as its
uniqueness). Note, the formal substitution of (1.4) into (1.1) leads to an infinite nonlinear system of ordinary differential
equations (ODE) for Tj(t) and, in the diagonal approximation, the independent ODEs actually are Duffing-type equations for
which the results on stability are known. It is proved in [4] that the solution of the reduced system of ODE converges to
the solution of an infinite system, thus it provides the solution to the original initial value problem. A more general infinite
system of ODEs is considered in [5].
As it is commonly known, an ODE (no matter random or not) represents a more convenient object than a PDE, so it is not
strange that the reduction to an infinite system of ODEs is used in other papers and we shall use it in the current paper as
well. In the previously cited papers, the end points are supposed to be hinged (or simply supported). The case of fixed end
points or one fixed and one free end points is considered in [6] in which the existence of a weak solution and its smoothness
properties are established. The Galerkin method is used and continuous dependence of the solution on its initial data is also
proved.
It is mentioned in [6,2] among others that, for a more accurate physical model of a beam in a gas flow, the solution
might not be regular for all t ≥ 0 and a break downmight occur after a finite time t = t∗. Hence, it makes sense considering
models similar to (1.1), but not identical to it. In [7] the initial value problem for the nonlinear beam is reduced to an abstract
operator equation
y¨+ Ay+ F(y) = 0, t > 0 (1.5)
where A is a positive operator similar to d4/dx4 and the operator F describes all other terms, including the nonlinear one. A
variation-of-parameters representation for the solution is given by
y(t) = C(t)φ + S(t)ψ −
∫ t
0
S˜(t − s)F˜(y)(s)ds (1.6)
in terms of two operator families, cosine-like C(·) and sine-like S(·) operators having semi-group properties, S˜ as the semi-
group generated by operator A, and the operator F˜ that may be explicitly written in terms of F . That representation allows
to prove the global existence and smoothness properties of the solution. Similar equations
y¨+ A2 y+ α +M(|A1/2y|2)Ay+ g(y˙) = 0 (1.7)
with some functionsM and g are considered in [8,9]. Note, the term g(y˙)may describe the damping. We do not cite further
papers that are dealing with the stabilizing effect of damping because we do not include damping in our consideration.
Note, similar models in two space variables would be described by (1.1) with Laplace operator△ instead of d2/dx2 and
△2 instead of d4/dx4.
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As it was mentioned above, one of the physical hypotheses leading to (1.1) is that the gas pressure p on the surface of
the beam is equal to the pressure in an unperturbed flow, p = p∞. The use of a more adequate (but still linear) expression
for the aerodynamic forces (i.e., the linearization of the last nonlinear term before the equality sign in (1.2)) leads to the
following equation
ρ0hytt + Dyxxxx −
[
N0 + ε
∫ l
0
(yx′)2dx′
]
yxx + ky = −κp∞c∞ (yt + Uyx) (1.8)
so that our basic PDE (1.1) comes up if κ/c∞ → 0. Motivated by the presence of random fluctuations in the gas flow, several
researchers have considered the last equation with a random process f (x, t) at the right-hand side of (1.8), i.e.
ρ0hytt + Dyxxxx −
[
N0 + ε
∫ l
0
(yx′)2dx′
]
yxx + ky = f (x, t). (1.9)
The literature devoted to stochastic ODEs / PDEs is immense.We cite the books [10–12] that also containmany references.
For a brief overview on numerical aspects of the theory, see [13,14].
In [15] the spatially dependent white noise in time is considered as such a random process at the right-hand side of (1.9)
and the existence, uniqueness and regularity of solutions are established. An identity that looks like the energy conservation
law is established for a linear stochastic equation associated with the problem. This identity appears to be very important
for the proof of the aforementioned results for the nonlinear stochastic equation as well. For an initial analysis, we confine
ourselves to spatially correlated, white-in-time, additive noise termswhich are diagonal to the corresponding deterministic
Laplace operator (also called the ‘‘commutative case’’). This type of noise is not as restrictive as it appears to be at the
first glance. This can be seen for more general representations of spatially correlated white noise in the Appendix. In fact,
the linear character of the trace formula we are going to establish for the energy of the nonlinear system is maintained
independently from the choice of spatial correlation structure of the additive white-in-time noise (see Appendix). For what
follows, the following simple remark is important as well. If we pass to the expectation in the aforementioned energy
identity, the formula for the expected energy E(t) appears to be
E [E(t)] = 1
2
Trace(Q (f )) t + E [E(0)] (1.10)
where Trace(Q (f )) is the trace of the covariance operator Q of the noise force f (provided that it is finite). This last formula
also occurs in [16,17] where the authors consider an arbitrary linear mechanical system
utt = −Lu− σut + W˙ (x, t) (1.11)
where L is a linear, positive, self-adjoint operator with a pure discrete spectrum, the damping coefficient σ is a positive
constant, and the exterior force f (x, t) = W˙ (x, t) is a mean zero Gaussian noise that is white in time and has general spatial
covariance Q . It is also assumed that the initial data are random, but independent of the exterior force. The asymptotic
representation for the expected energy
E [E(t)] = 1
2σ
Trace(Q (f ))+ O(e−σ t) as t →∞ (1.12)
if damping coefficient σ > 0 and the exact representation (1.10) if σ = 0 are established. Here it is assumed that the trace of
the covariance operatorQ of f is finite, i.e. Trace(Q (f )) < +∞. Note that the asymptotic representation (1.12) is not uniform
with respect to σ , but the exact formula forE [E(t)] in [16,17] (that is rather cumbersome) leads to the representation (1.10)
as σ → 0.
Stochastic stability of similar mechanical systems (including linear beam) with multiplicative white noise is considered
in [18,19] where the conditions on the parameters of the considered system are established that guarantee stability in terms
of the expected energy. The authors of [16–19] use the linearity of the governing models to apply the method of separation
of variables and reduce them to a system of (independent) stochastic ODEs. There standard rules of Itô calculus are used to
derive explicit formulas for the expected energy, which are further analyzed asymptotically as t →+∞.
It is easy to see that the operator at the left-hand side of the Eqs. (1.8) and (1.9) may be considered as a particular case
of the corresponding abstract operator in (1.7). In [20], the following generalization of (1.7) is considered (the notations
from [20] are slightly changed here),
y¨+ A2 y+ α +M(|B1/2 y|2) By+ g(y, y˙) = σ(y, y˙) ·W , (1.13)
with a positive self-adjoint operator B that does not necessarily commute with the operator A. Existence and uniqueness
results ofmild solutions, aswell as exponential stability of zero solutionunder restrictive conditions and rough exponentially
growing estimates of the expected energy of damped nonlinear beams undermore general conditions are established. There
specific attention is paid to the damping term of the form g(y, y˙) = β y˙, β > 0. To distinguish from our contribution, we
now briefly describe the relation between our results and results of [20]. Our paper is dealing with an undamped beam and
strong solutions because we believe that the general beam model with damping and mild solutions has been studied by
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[15,20] in a nearly exhaustive manner. In fact we shall gain a substantially shorter proof technique and aim at a stronger
solution concept using Fourier-type solutions (which require more specific models such as ours). Of course, in terms of the
abstract Eq. (1.13), we only focus on the case of commuting operators A and B (actually, B and A coincide up to a constant
factor in (1.8), (1.9)). That allows us to take advantage of the Fourier approach,which reduces the stochastic PDE to a diagonal
system of stochastic ODE and hence allows us to derive exact identities for the time-evolution of expected energy (and not
only rough estimates), to develop and justify an appropriate numerical scheme. Below, when discussing our results, we will
compare them with the results from [15,20] in order to provide more clarity.
We doubt that our review of existing results on stability of a nonlinear elastic beam is complete. However, it allows
us formulating the main goals of this paper as an attempt to find an analytic result about the asymptotic behavior of the
expected energy related to the problem of nonlinear stochastic beam as t →∞ and to suggest a numerical algorithm that
provides uswith a consistent opportunity to explicitly calculate expected energy at anymoment.We alsowould like to know
to what extent the representation (1.10) remains true for a nonlinear model (for the answer, see Corollary 7). Moreover, we
want to show that the numerical method satisfies a similar type of energy estimate as the analytic solution does (i.e. a kind
of consistency of energy estimates). A full analysis of its convergence rates is omitted here due to its complexity and the
introductory character of this paper.
The remaining content of this paper is organized as follows. In Section 2 we consider the deterministic model with an
arbitrary transversal exterior force and prove its stability using differential inequalities technique. Section 2 also introduces
and studies estimates of the energy functional for the non-stochastic beam. In Section 3we formulate the problem in case of
the stochastic exterior force as an infinite system of ordinary Itô equations. There we also prove existence and uniqueness
theorems, and a trace formula for the expected energy based on appropriately truncated systems. In Section 4 we discuss
a nonstandard partial-implicit discretization of the energy functional in large detail, which offers the possibility to attack
the problem numerically in an adequate fashion too. Section 5 verifies various consistency rates and convergence of certain
linear-implicit midpoint methods for the related nonlinear system (u, v) of Fourier coefficients. In Section 6 we summarize
our main results and state some related open problems. An Appendix shows that the choice of used orthonormal system in
the noise has no influence on the established energy identity.
2. Deterministic boundary value problem: existence, stability, energy
Consider the following initial boundary value problem for the beam equation. Find the solution of the partial differential
equation (PDE)
ρ0hytt + Dyxxxx −
[
N0 + ε
∫ l
0
(yx′)2dx′
]
yxx + ky = f (x, t), 0 < x < l, 0 < t <∞ (2.1)
subject to the boundary conditions (‘‘hinged’’ or ‘‘simply supported’’ end points)
y(0, t) = yxx(0, t) = y(l, t) = yxx(l, t) = 0 (2.2)
and initial conditions
y(x, 0) = y0(x), yt(x, 0) = y1(x). (2.3)
One may substitute the fourth derivative in (2.1) by a general positive operator A and rewrite all other differential
operators (with respect to coordinate) there as fractional powers of that operator. That would lead to an abstract model
as considered in [21,20] (see also Eqs. (1.7) and (1.13)). Below we shall cite some of the results from [21,20] related to our
model for the sake of completeness.
The standard PDE approach leads to the following concept (see [21,22]).
Definition 1. Let T > 0 and QT = (0, l) × (0, T ). A weak solution y of the initial boundary value problem (2.1)–(2.3) is an
element of the Sobolev space, y ∈ H2,10 (QT ) that satisfies the integral identity
− ρ0h
∫ l
0
y1(x)η(x, 0)dx− ρ0h
∫
QT
ytηtdQ + D
∫
QT
yxxηxxdQ + k
∫
QT
yηdQ
+N0
∫
QT
yxηxdQ + ε
∫ T
0
∫ l
0
y2x′dx
′
∫ l
0
yxηxdxdt =
∫
QT
f ηdQ (2.4)
for any element η ∈ Hˆ2,10 (QT ) and also satisfies
y(x, 0) = y0(x) a.e. in (0, l). (2.5)
Here the Sobolev space H2,10 (QT ) is the closure of all smooth functions equal to zero near x = 0, l in the norm of H2,1, i.e.∫
QT
y2dQ < +∞,
∫
QT
y2xxdQ < +∞,
∫
QT
y2t dQ < +∞, (2.6)
Hˆ2,10 (QT ) consists of all elements ofH
2,1
0 (QT ) that are equal to zero at t = T , and it is assumed that the force term f ∈ L2(QT ).
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Remark 1. It is a well-known consequence of the embedding theorems for Sobolev spaces (see [22]) that the elements of
H2,10 (QT ) are defined at each section St of QT as elements of L
2(St) and continuous with respect to t in the norm of L2(St).
Lemma 1. If a weak solution y is twice continuously differentiable with respect to x and continuously differentiable with respect
to t, then the weak solution is a classical solution.
Proof. Integrating the identity (2.4) by parts and using arbitrariness of η (as we do in Calculus of Variations) yields the
result. 
Remark 2. The philosophy of the weak solutions is well-known for linear PDEs, when ε ≡ 0 in (2.1). For that case, it is
possible to prove uniqueness, existence and convergence of the Galerkin scheme for all t ≥ 0 (see [22]). In the papers
[6,15,4,5,7,9,8] cited in our introduction, the global existence and uniqueness of the solution in an appropriate functional
class (see Definition 1) and also its continuous dependence on the initial data are proved for different boundary conditions
and f (x, t) ≡ 0. In [21] the case f (x, t) ≠ 0 is also considered. There the existence and uniqueness on any time-interval
(0, T ) are established with the help of Galerkin method and compactness arguments. Though the arguments are similar to
the ones for the linear case (see [22]), they are much more technically demanding. An important part of the proof is an a
priori energy estimate for our system. Because the study of the energy is one of the main goals of this paper, we give an
energy estimate below (for f (x, t) ≠ 0) and compare it with one from [21].
The rest of this section is devoted to the energy of the system. For simplicity, we formulate the results for the classical
solution. Note though that, according to [21], the weak solution of the initial boundary value problem under consideration is
actually the classical one provided that the exterior force is smooth enough and some compatibility conditions are satisfied.
Lemma 2. The classical solution satisfies the energy conservation law
d
dt
1
2
∫ l
0

ρ0hy2t + Dy2xx +
[
N0 + ε2
∫ l
0
y2x′dx
′
]
y2x + ky2

dx =
∫ l
0
fyt dx. (2.7)
Here the right-hand side represents the work of the exterior transversal force over the beam.
Proof. The main idea of the proof is known (see [22,21]). Multiplying (2.1) by yt yields that∫ l
0

ρ0hyttyt + Dyxxxxyt − N0yxxyt − ε
∫ l
0
y2x′dx
′ yxxyt + kyyt

dx =
∫ l
0
fytdx.
Integrating by parts this relation implies that
D(yxxxyt − yxxytx) |l0−N0yxyt |l0−ε
∫ l
0
y2x′dx
′ yxyt |l0
+
∫ l
0

ρ0hyttyt + Dyxxyxxt + N0yxyxt + ε
∫ l
0
y2x′dx
′ yxyxt + kyyt

dx
= D(yxxxyt − yxxytx) |l0−N0yxyt |l0−ε
∫ l
0
y2x′dx
′ yxyt |l0
+ d
dt
1
2
∫ l
0

ρ0hy2t + Dy2xx + N0y2x +
ε
2
∫ l
0
y2x′dx
′ y2x + ky2

dx =
∫ l
0
fytdx.
The boundary conditions (2.2) show that all substitutions of the form . . . |l0 vanish. We finally arrive at (2.7). Note, we
assume that the solution is classical, so that all derivatives are defined, including those at x = 0, l. In particular, the
boundary conditions y(0, t) = y(l, t) = 0 imply that yt(0, t) = yt(l, t) = 0. By the same reason, we may interchange
the differentiation ddt and integration. Thus, the proof of Lemma 2 is complete. 
Definition 2. Introduce the energy of the system as
E(t) := 1
2
∫ l
0

ρ0hy2t + Dy2xx +
[
N0 + ε2
∫ l
0
y2x′dx
′
]
y2x + ky2

dx. (2.8)
According to Remark 1, the energy is defined for all t ≥ 0 and is continuous with respect to t . This definition, along with
Lemma 2 implies
Lemma 3. Without exterior forces, f ≡ 0, the system is stable,
E(t) = E(0) = 1
2
∫ l
0

ρ0hy2t + Dy2xx +
[
N0 + ε2
∫ l
0
y2x′dx
′
]
y2x + ky2

dx |t=0 . (2.9)
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Theorem 4. Under the assumption that the exterior transversal force f is integrable such that
C0 :=
∫ ∞
0
‖f ‖L2(0,l)(t) dt < +∞ (2.10)
the system is stable, and the related energy is bounded by the square of a linear combination of the ‘‘power’’ of applied exterior
force and the initial energy, i.e., more precisely speaking, for all t ≥ 0, we have
E(t) ≤

E(0)+ C0√
2ρ0h
2
. (2.11)
Proof. Using Hölder inequality in (2.7) yields that
E ′(t) =
∫ l
0
fyt dx ≤ ‖f ‖L2(0,l)(t) · ‖yt‖L2(0,l)(t) ≤ C1 ‖f ‖L2(0,l)(t)

E(t) (2.12)
where C1 = √2/(ρ0h). The arising inequality is obviously equivalent to
dE
2
√
E
≤ C1
2
‖f ‖L2(0,l)(t) dt.
Solving this differential inequality for
√
E(t) by the standard integration technique as found in the proof of Bihari inequality
(see [23]) leads to∫ E(t)
E(0)
dE
2
√
E
≤
∫ t
0
C1
2
‖f ‖L2(0,l)(s) ds ≤
C1C0
2
.
Eventually, we find that
√
E(t)−√E(0) ≤ C1C0/2. Hence,
E(t) ≤

E(0)+ C1C0
2
2
≤ 2E(0)+ C
2
1C
2
0
2
= C3. (2.13)
It is easy to check that the first inequality of estimation (2.13) coincides with that in Theorem 4. That means that the energy
is bounded above by an absolute constant C3, and the proof of Theorem 4 is complete. 
The physical meaning of the theorem is that the energy may be controlled explicitly by the ‘‘power’’ of the exterior force
and the initial energy.
In passing, compared to (2.13), note that the estimates of the energy for the abstract models (1.7) and (1.13) in [21,20]
have the form
E(t) ≤ (C0 + C1E(0))eC2 t (2.14)
with some constants C0, C1, C2 depending on the parameters of the model only and
sup
t∈[0,T ]
E(t) ≤ CT (2.15)
for any T > 0 with some constant CT . Neither the sign of the constant C2 is specified nor the boundedness of the constant
CT (depending on T ∈ (0,∞)) is discussed in [21,20]. In contrast to them, our estimate (2.11) in Theorem 4 is more definite
and even sharper, though derived for a particular model of the nonlinear beam.
Remark 3. A similar energy conservation law with appropriate adjustments for the beam with variable parameters ρ =
ρ(x), D = D(x), k = k(x) can be derived. Note, in terms of the abstract Eq. (1.13), the operators A and B do not commute
in this case, yet, the form of our energy estimate (2.13) remains the same, so that the energy is bounded by an absolute
constant, which depends on the initial energy and exterior force, for all values of time.
In the next sections, we consider the oscillation of the nonlinear beam under the action of a random force and prove
that the expected energy at any moment is bounded below by the expected initial energy and bounded above by a linearly
growing function of time that has already appeared in the consideration of the general linear stochastic system (see the
right-hand side of (1.10)).
For what follows, it is helpful to understand how the results and proofs of Lemma 3 and Theorem 4 can be translated in
terms of the Fourier coefficients of the solution and exterior force (an approach which is also called eigenfunction approach
for PDEs). For this purpose, introduce an orthonormal basis {en}n≥1 in L2(0, l) by
en(x) =

2
l
sin(λnx), n ≥ 1 (2.16)
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with
λn = πnl (2.17)
satisfying the boundary conditions (2.2). Furthermore, represent the solution, the exterior force, and the initial data by series
along that basis en so that
y(x, t) =
−
n≥1
cn(t) en(x), (2.18)
f (x, t) =
−
n≥1
fn(t) en(x), yj(x) =
−
n≥1
yjn en(x), j = 0, 1 (2.19)
where yjn are the known Fourier coefficients of the initial data.
Substituting (2.18), (2.19) into (2.1) and (2.8) and using orthogonality relations∫ l
0
en(x)em(x)dx = δmn ,
∫ l
0
e′n(x)e
′
m(x)dx = λnλm δmn (2.20)
yields an infinite system of ODE
ρ0h[c¨n(t)] + Dλ4n[cn(t)] +

N0 + ε
−
m≥1
λ2m[cm(t)]2

λ2n[cn(t)] + k[cn(t)] = fn(t), n ≥ 1, 0 < t <∞ (2.21)
subject to the initial conditions
cn(0) = c0n , c˙n(0) = c1n , n ≥ 1, (2.22)
and also the representation for the energy (2.8) satisfying
E(t) = 1
2
−
n≥1

ρ0h[c˙n(t)]2 + Dλ4n[cn(t)]2 +

N0 + ε2
−
m≥1
λ2m[cm(t)]2

λ2n[cn(t)]2 + k[cn(t)]2

. (2.23)
Remark 1 along with Parseval’s identity imply that the solutions with the finite energy satisfy
{c˙n}n≥1 ∈ l2, {n2 cn}n≥1 ∈ l2. (2.24)
Note, the series in (2.23) converges exactly on the class of sequences (2.24).
Now,we are able to formulate exactlywhatwe had stated above in terms of the Fourier coefficients. Differentiating (2.23)
and using the system (2.21) yields that
E ′(t) =
−
n≥1
fn c˙n, (2.25)
which is equivalent to (2.7) by Parseval’s identity. Thus, Lemma 3 follows. Using identity (2.25) and following similar steps
as documented by (2.12)–(2.13), the proof of Theorem 4 may be completed.
3. Strong solutions of truncated stochastic system: existence, energy
Suppose that the exterior transversal force is stochastic, i.e.
f (x, t) =
−
n≥1
αn φn(x)W˙n(t) (3.1)
where qn = α2n ≥ 0 and φn(x) are the eigenvalues and eigenfunctions of the covariance operator, and Wn are real-valued
standard independent Brownian motions on the filtered probability space (Ω,F , (Ft)t≥0, P), which is completed with
respect to P-null sets. Let ⟨., .⟩2L denote the scalar product of the Hilbert space L2(0, l). Moreover, for the simplicity of further
qualitative analysis of system (2.21), we shall omit material constants and assume that l = π so that the basic equations
reduce to
c¨n(t)+ n4[cn(t)] +

1+ ε
−
m≥1
m2[cm(t)]2

n2[cn(t)] + cn(t) =
∞−
m=1
αm⟨φm, en⟩L2W˙m, (3.2)
n ≥ 1, 0 < t <∞, subject to the initial conditions
cn(0) = c0n , c˙n(0) = c1n , n ≥ 1. (3.3)
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Furthermore, introducing the new variables
vn = c˙n, n2cn = un, n ≥ 1 (3.4)
so that u˙n = n2vn instead of (3.2) leads to the standardized system
u˙n = n2vn, n ≥ 1
v˙n = −n2un − un − unn2 − ε
−
m≥1
u2m
m2

un +
∞−
m=1
αm⟨φm, en⟩L2W˙m. (3.5)
The expression (2.23) for the energy may be rewritten in terms of new variables as follows (as we agreed, we omit
material constants and let l = π )
E(t) = 1
2
−
n≥1

[vn(t)]2 + [un(t)]2 +

1+ ε
2
−
m≥1
[um(t)]2
m2

[un(t)]2
n2
+ [un(t)]
2
n4

. (3.6)
Now, consider the truncation of system (3.5) by
u˙n = n2vn, 1 ≤ n ≤ N
v˙n = −n2un − un − unn2 − ε

N−
m=1
u2m
m2

un +
N−
m=1
αm⟨φm, en⟩L2W˙m. (3.7)
The existence of local unique, continuous,Markovian strong solution of this system is clear from the local Lipschitz continuity
of involved drift and diffusion coefficients.We need to verify the existence of global strong solution of (3.7). For this purpose,
we construct a Lyapunov-type functional which also measures the energy of the related nonlinear system as follows. Define
VN((un, vn)1≤n≤N) = 12
N−
n=1
[
1+ 1
n2
+ 1
n4

u2n + v2n
]
+ ε
4

N−
n=1
u2n
n2
2
. (3.8)
Note that this functional is equal to the truncated energy EN that, based on (3.6), is defined by
EN((un, vn)1≤n≤N) = 12
N−
n=1

v2n + u2n +

1+ ε
2
N−
m=1
u2m
m2

u2n
n2
+ u
2
n
n4

. (3.9)
Theorem 5. Assume that E [VN((un(0), vn(0))1≤n≤N)] < +∞ and the initial value (un(0), vn(0))1≤n≤N is independent of σ -
algebra F WT = σ {Wn(t) : 0 ≤ t ≤ T , n ≥ 1}. Then the truncated system (3.7) has a unique, Markovian, continuous strong
solution satisfying
E [VN((un(0), vn(0))1≤n≤N)] = inf
0≤t≤T E [VN((un(t), vn(t))1≤n≤N)]
≤ E [VN((un(t), vn(t))1≤n≤N)] ≤ sup
0≤t≤T
E [VN((un(t), vn(t))1≤n≤N)]
= E [VN((un(0), vn(0))1≤n≤N)] + T2
N−
n=1
N−
m=1
α2m⟨φm, en⟩2L2 . (3.10)
Proof. Let Br = {x ∈ R2N : ∑2Nn=1 x2n < r2} denote the open ball with radius r > 0 in R2N . It is clear that local
unique, Markovian, continuous solution exists up to the first exit from Br . Define stopping time τr = inf{t ≥ 0 :
(un(t), vn(t))1≤n≤N ∉ Br}. Set τr(t) = min(t, τr) for t ≥ 0. Recall Dynkin’s formula for stopped Markov processes (as
an idea borrowed from [11])
E [VN((un(τr(t)), vn(τr(t)))1≤n≤N)] = E [VN((un(0), vn(0))1≤n≤N)] + E
∫ τr (t)
0
LVN((un(s), vn(s))1≤n≤N)ds
whereL is the infinitesimal generator of relatedMarkov process. Now, calculateLVN . For this purpose, recall that, from the
theory of Markov processes, the infinitesimal generator for the truncated Eq. (3.7) is given by the second order linear partial
differential operatorLwhich is equal to
N−
n=1
n2vn
∂
∂un
−
N−
n=1

1+ n2 + 1
n2
+ ε
N−
m=1
u2m
m2

un
∂
∂vn
+ 1
2
N−
n=1
N−
m=1
α2m⟨φm, en⟩2L2
∂2
∂v2n
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and mapping from C2 to C0. So we arrive at
LVN =
N−
n=1

n2vnun

1+ 1
n2
+ 1
n4

+ ε
N−
n=1

n2vn
N−
m=1
u2m
m2
un
n2

−
N−
n=1

un

1+ n2 + 1
n2
+ ε
N−
m=1
u2m
m2

vn

+ 1
2
N−
n=1
N−
m=1
α2m⟨φm, en⟩2L2
= 1
2
N−
n=1
N−
m=1
α2m⟨φm, en⟩2L2 . (3.11)
Thus, plugging this computation into Dynkin’s formula leads to
E [VN((un(τr(t)), vn(τr(t)))1≤n≤N)] = E [VN((un(0), vn(0))1≤n≤N)] + 12E [τr(t)]
N−
n=1
N−
m=1
α2m⟨φm, en⟩2L2
≤ E [VN((un(0), vn(0))1≤n≤N)] + t2
N−
n=1
N−
m=1
α2m⟨φm, en⟩2L2 . (3.12)
On the other hand, we have
r2P({∃s : 0 ≤ s < t, (un(s), vn(s))1≤n≤N ∉ Br}) = r2E [I{τr<t}]
≤ E [VN((un(τr(t)), vn(τr(t)))1≤n≤N)I{τr<t}]
≤ E [VN((un(τr(t)), vn(τr(t)))1≤n≤N)(I{τr<t} + I{τr≥t})]
= E [VN((un(τr(t)), vn(τr(t)))1≤n≤N)]
where IS denotes the indicator function of subscribed set S. Consequently, for all 0 ≤ t ≤ T , conclude that
P({τr < t}) = P({∃s : 0 ≤ s < t, (un(s), vn(s))1≤n≤N ∉ Br})
≤
E [VN((un(0), vn(0))1≤n≤N)] + T
N∑
n=1
N∑
m=1
α2m⟨φm, en⟩2L2/2
r2
. (3.13)
Taking the limit r → +∞ yields that P({τ < T }) = 0 where τ is the first exit time of process {(un(t), vn(t))1≤n≤N : t ≥ 0}
from the open set R2N . Hence, the local solution can never explode at finite terminal times T and the unique continuation
to a global solution must exist. It remains to check (3.10). Apply again Dynkin formula to get to
E [VN((un(0), vn(0))1≤n≤N)] ≤ E [VN((un(t), vn(t))1≤n≤N)]
= E [VN((un(0), vn(0))1≤n≤N)] + t2
N−
n=1
N−
m=1
α2m⟨φm, en⟩2L2 .
Now, take the supremum and infimum at t , respectively. Hence, (3.10) is obvious. Thus, we have confirmed the conclusion
of Theorem 5. 
We are now in the position to formulate a straightforward consequence for the existence and uniqueness of strong
solutions of the original, infinite system of stochastic ODE (3.5) (and hence for the classical solutions of the stochastic PDE
problem (1.1) related to the nonlinear beam with random force f ).
For the infinite-dimensional system of stochastic ODE (3.7), define the Lyapunov-type functional
V ((un, vn)n∈N) = 12
+∞−
n=1
[
1+ 1
n2
+ 1
n4

u2n + v2n
]
+ ε
4
+∞−
n=1
u2n
n2
2
, (3.14)
whereas VN denotes the (finite-dimensional) truncated Lyapunov-type functional defined by (3.8).
Corollary 6. Assume that E [V ((un(0), vn(0))n∈N)] < +∞, ∑+∞n=1 α2n < +∞ and the initial value (un(0), vn(0))n∈N is
independent of σ -algebra F WT = σ {Wn(t) : 0 ≤ t ≤ T , n ≥ 1}. Then Markovian, continuous, unique strong solutions of
system (3.5) exist and satisfy
E [V ((un(0), vn(0))n∈N)] = inf
0≤t≤T E [V ((un(t), vn(t))n∈N)] ≤ E [V ((un(t), vn(t))1≤n≤N)]
≤ sup
0≤t≤T
E [V ((un(t), vn(t))n∈N)] = E [V ((un(0), vn(0))n∈N)] + T2
+∞−
n=1
α2n . (3.15)
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Proof. At first, note the (local) strong solution u of the infinite-dimensional system of ODE (3.5) exists, it is Markovian,
unique and continuous on the set
H(r) = {(u, v) ∈ C0([0, T ]) : V (u, v) < r}
since the system has local Lipschitz-continuous coefficients. It suffices to show that V (u, v) cannot explode as the radius
r tends to infinity. For this purpose, again consider the truncated N-dimensional system with solution (uN , vN) ∈ HN(r)
where
HN(r) = {(u, v) ∈ H(r):∀t ∈ [0, T ]∀k > N uk(t) = vk(t) = 0}.
Obviously, we have limN→+∞ HN(r) = H(r) (almost surely). Note that (u, v) and (uN , vN) coincide up to a stopping time
τr provided that (ui(0), vi(0)) = (uNi (0), vNi (0)) ∈ HN(r) for i = 1, 2, . . . ,N and (uk(0), vk(0)) = (0, 0) for k > N .
Analogously to that of Theorem5, one arrives at the same inequalities for the functional V . By taking the limitN →+∞, one
shows that the infinite-dimensional limit (u, v) cannot explode, hence the (global) strong solution of the original infinite-
dimensional system (3.5) must exist, it is unique, approximately Markovian and continuous on any finite, nonrandom
interval [0, T ]. Note also that the limit (uN , vN) → (u, v) is (P-) almost surely since V is increasing at N and, for all
nonrandom constants c > 0, we have
P({|V (u, v)− VN(uN , vN)| ≥ c}) ≤ E [|V (u, v)− VN(u
N , vN)|]
c
≤ E [V (u, v)] + E [VN(u
N , vN)]
c
· P({τr < T })→ 0
by Chebyshev–Markov and (L1 − L∞-) Hölder inequality, where
(ui(0), vi(0)) = (uNi (0), vNi (0)) ∈ HN(r)
for i = 1, 2, . . . ,N and
(uk(0), vk(0)) = (0, 0)
for k > N as N tends to+∞. Here, we used the fact that both E [V (u, v)] and E [VN(uN , vN)] are uniformly bounded (with
respect to r andN) thanks to Theorem 5 under L2-regular noise. Moreover, convergence in probability along the nonnegative
and increasing-in-N functional VN implies convergence almost surely along the set HN(r) here. To verify this fact, we may
use the well-known Borel–Cantelli Lemma as r and N tend to infinity, a probabilistic technique which is also known as the
technique of fast Lp-convergence, since
P({τr < T }) ≤ Cr2
with appropriate constant C is summable over integer-valued indexes r (cf. steps and estimate (3.13) for the proof of
Theorem 5). So uniqueness and continuity of truncated solutions carry over to strong (classical) solutions of original system
(3.5). For the verification of energy identity (3.15), it remains to take the limit N →∞ in estimate (3.10) and notice that
∞−
n=1
α2n =
∞−
n=1
∞−
m=1
α2m⟨φm, en⟩2L2 = Trace(Q (f ))
by Parseval’s identity. Therefore, the proof of Corollary 6 can be completed. 
Remark 4. The condition E [V ((un(0), vn(0))n∈N)] < +∞ is equivalent to the condition E [E(0)] < +∞, i.e. the energy at
the initial moment is supposed to be finite. Due to this equivalence, by Corollary 6 we have also shown that the expected
energy E [E(t)] of stochastic system (2.23) with additive space-time white noise is growing at most linearly in time. This
observation is of important physical relevance since we have answered one of the major questions which we also posted
in our introduction. Namely, the linear growth of the expected energy that is known to hold for the linear beam so far,
i.e. when ε = 0 (see [16,17]), can be substituted by a linear estimate if a nonlinear beam is considered. Note the coincidence
of the terms Trace× time occurring in both (3.10) and (3.15). In fact, we can improve the energy estimate to the following
remarkable identity of the exact temporal evolution of related energy.
Corollary 7. Assume that E [E(0)] < +∞, the initial value E(0) is independent of σ -algebraF fT = σ {f (x, t) : 0 ≤ t ≤ T , 0 ≤
x ≤ π} of noisy external force f of the form (3.1) with Trace(Q (f )) < +∞. Then the expected energy E(t) defined by (3.6) for
the system (3.5) is nondecreasing in t and satisfies
∀t ∈ [0, T ] : E [E(0)] ≤ E [E(t)] = E [E(0)] + t
2
Trace(Q (f )).
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Proof. Note that the expressions of V defined by (3.8) and E defined by (3.9) coincide for the truncated system (3.7), hence
the linear boundedness follows from previous Corollary 6 by taking the limit as N to +∞. The nondecreasing character of
E [E(t)] in time t is immediately obtained from the calculation
E [E(t)] = E [E(s)] + t − s
2
Trace(Q (f ))
for all nonrandom t ≥ s. This identity can be seen directly by returning to the previous proof-steps for Theorem 5 (see
identity (3.11)) and Corollary 6, starting at time s instead of 0, replacing the used stopping time formalism τr(t) by t in the
a posteriori analysis of (3.12) since min(τ , t) = t with first explosion time τ = +∞ (a.s.) and taking the limit as N to+∞
in estimates for the truncated system (3.7). Therefore, Corollary 7 is confirmed. 
4. Adequate discretization of energy of stochastic system (3.5)
It is natural that one attempts to simulate system (3.5) in terms of truncated systems (3.7). However, it seems to be
unsuitable to exploit standard Runge–Kutta or Taylor-based numerical methods due to the presence of highly nonlinear
terms and a resulting lack of justifications with respect to their convergence and stability, and an observable discrepancy in
view of related energy functional. For an overview on stochastic-numerical analysis, see [13]. This forces us to employ rather
a nonstandard stochastic discretization as suggested first in [24]. However, the class of partial-implicitΘ-methods seems to
be promising and tractable for further analysis of stable approximations of moment-dissipative systems in the wide sense
such as (3.5) and (3.7). For example, consider the linearly partial-implicit midpoint-type method
un,i+1 = un,i + 12n
2[vn,i+1 + vn,i]∆i (4.1)
vn,i+1 = vn,i −

1+ n2 + 1
n2
+ ε
N−
m=1
u2m,i
m2

[un,i+1 + un,i]∆i2 +
N−
m=1
αm⟨φm, en⟩L21Wmi (4.2)
where∆i = ti+1− ti represents the nonrandom current step size along a partition t0 = 0 < t1 < t2 < · · · < ti < · · · < tnT ,
and 1W ni = Wn(ti+1) − Wn(ti) ∈ N (0,∆i) are independently Gaussian distributed noise increments. The advantage
of midpoint-type (hence drift-symmetric) approximations is seen from [25] where the long-term equivalence of linear
continuous and discretized stochastic systems using those symmetric methods is shown with respect to moments.
Remark 5. The discretization (4.1), (4.2) must be chosen such that a stable and converging behavior of this nonlinear
systems can be proven, as indicated by [25–27,14]. One needs to construct an appropriate numerical method in conjunction
with the related discrete Lyapunov functional as indicated below. Such a functional should also guarantee uniform
boundedness of all 2ndmoments of the discrete approximation with respect to time t ∈ [0, T ] and step sizes∆i ≤ 1. Then a
convergence statement with global convergence rate 1.0 in L2-sense is to be expected (due to additive noise, which reduces
to 0.5 in case of multiplicative noise) using a L2-convergence theorem from [14]. However, we have now some justification
to simulate (3.5) by (4.1) and (4.2) in truncated form (stability of second moments on any finite time-interval [0, T ] implies
L2-convergence on [0, T ] here). The complexity of the discrete stability problem is obvious from the tight relation between
the construction of discrete Lyapunov-type functional V and the construction of a ‘‘V -controllable’’ numerical method.
Define discrete (truncated) Lyapunov-type functional VN by
VN((un,i, vn,i)1≤n≤N) = 12
N−
n=1

1+ 1
n2
+ 1
n4
+ ε
2n2
N−
m=1
u2m,i
m2

u2n,i + v2n,i

which is identical with the continuous time Lyapunov-type functional (3.8).
For the sake of abbreviation, also put
γ 2n =
N−
m=1
α2m⟨φm, en⟩2L2 , n ≥ 1; dnm = αm⟨φm, en⟩L2 , m ≥ 1.
Theorem 8. Assume that E [u4n,0 + v2n,0][VN((un,0, vn,0)1≤n≤N)] < +∞ and the initial value (un,0, vn,0)1≤n≤N is independent
of σ -algebra F WT = σ {Wn(t) : 0 ≤ t ≤ T , n ≥ 1}. Then, on any time-interval [0, T ], the discretized system (4.1), (4.2) has a
unique stable solution satisfying
E [VN((un,0, vn,0)1≤n≤N)] ≤ E [VN((un,0, vn,0)1≤n≤N)] + ti2
N−
n=1
γ 2n mini:0≤ti≤T
E
[
1
1+ bn,in2∆2i /4
]
≤ E [VN((un,i, vn,i)1≤n≤N)]
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≤ E

VN((un,0, vn,0)1≤n≤N)+ ε4η
2
i

+ ti
2
N−
n=1
max
i:0≤ti≤T
E
[
1
1+ bn,in2∆2i /4
]
γ 2n
≤ E

VN((un,0, vn,0)1≤n≤N)+ ε4η
2
nT

+ T
2
N−
n=1
1
1+ (1+ n2 + n4)∆2min/4
γ 2n (4.3)
along any nonrandom partitions 0 = t0 < t1 < · · · < ti < · · · < tnT = T with minimum step size ∆min = mini=1,...,nT ∆i,
where
bn,i = 1+ n2 + 1n2 + ε
N−
m=1
u2m,i
m2
and η2i =
i−
k=1

N−
m=1
u2m,k − u2m,k−1
m2
2
.
Proof. For i = 0, 1, . . . , nT , define bn,i as above and set
ai =
N−
m=1
u2m,i
m2
.
Multiply (4.1) by un,i+1 + un,i and (4.2) by vn,i+1 + vn,i to get to
u2n,i+1 − u2n,i =
1
2
n2(vn,i+1 + vn,i)(un,i+1 + un,i)∆i, (4.4)
v2n,i+1 − v2n,i = −
bn,i
2
(vn,i+1 + vn,i)(un,i+1 + un,i)∆i + (vn,i+1 + vn,i)
N−
m=1
dnm1W
m
i . (4.5)
On the other hand, we may add un,i to (4.1) and vn,i to (4.2) in order to find
un,i+1 + un,i
2
= un,i + 12n
2 vn,i+1 + vn,i
2
∆i,
vn,i+1 + vn,i
2
= vn,i − 12bn,i
un,i+1 + un,i
2
∆i + 12
N−
m=1
dnm1W
m
i
leading to the explicit representation
un,i+1 + un,i
2
= un,i + 12n
2∆i
vn,i − bn,iun,i∆i/2+
N∑
m=1
dnm1W
m
i /2
1+ bn,in2∆2i /4
, (4.6)
vn,i+1 + vn,i
2
=
vn,i − bn,iun,i∆i/2+
N∑
m=1
dnm1W
m
i /2
1+ bn,in2∆2i /4
(4.7)
or, equivalently, to
un,i+1 = un,i 1− bn,in
2∆2i /4
1+ bn,in2∆2i /4
+ n
2vn,i∆i
1+ bn,in2∆2i /4
+
n2∆i
N∑
m=1
dnm1W
m
i /2
1+ bn,in2∆2i /4
, (4.8)
vn,i+1 = vn,i 1− bn,in
2∆2i /4
1+ bn,in2∆2i /4
− bn,iun,i∆i
1+ bn,in2∆2i /4
+
N∑
m=1
dnm1W
m
i
1+ bn,in2∆2i /4
. (4.9)
Note also that
bn,i − bn,i+1 = ε
N−
m=1
u2m,i − u2m,i+1
m2
= ε(ai − ai+1).
Now, return to the system (4.4) and (4.5). Divide (4.4) by n2. Then, adding both equations gives the dynamic identity
bn,i
u2n,i+1
n2
+ v2n,i+1 = bn,i
u2n,i
n2
+ v2n,i + (vn,i+1 + vn,i)
N−
m=1
dnm1W
m
i
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which leads to
N−
n=1

1+ n2 + 1
n2

u2n,i+1
n2
+ εaiai+1 +
N−
n=1
v2n,i+1
=
N−
n=1

1+ n2 + 1
n2

u2n,i
n2
+ εa2i +
N−
n=1
v2n,i +
N−
n=1
(vn,i+1 + vn,i)
N−
m=1
dnm1W
m
i (4.10)
by summing up over n. Note that (4.10) is equivalent to
VN((un,i+1, vn,i+1)1≤n≤N) = VN((un,i, vn,i)1≤n≤N)+ ε4 (ai − ai+1)
2 + 1
2
N−
n=1
(vn,i+1 + vn,i)
N−
m=1
dnm1W
m
i
where the Lyapunov functional V is given by
VN((un,i, vn,i)1≤n≤N) = 12
N−
n=1

1+ n2 + 1
n2

u2n,i
n2
+ ε
4
a2i +
1
2
N−
n=1
v2n,i.
Now, take the expectation and plug in representation (4.7) to get to
E [VN((un,i+1, vn,i+1)1≤n≤N)] = E [VN((un,i, vn,i)1≤n≤N)] + ε4E [(ai − ai+1)
2] + 1
2
N−
n=1
E
[
∆i
1+ bn,in2∆2i /4
]
γ 2n
= E [VN((un,0, vn,0)1≤n≤N)] + ε4
ni−
k=0
E [(ak − ak+1)2]
+ 1
2
ni−
k=0
N−
n=1
E
[
∆k
1+ bn,kn2∆2k/4
]
γ 2n
where ni is the index such that tni = ti. Recall that all step sizes ∆i are nonrandom. Now, it remains to take the maximum
andminimumover i in order to estimate this dynamic identity from above and below, respectively. This completes the proof
of Theorem 8. 
Remark 6. Theorem 8 shows that the discretized expected energy grows linearly in time. Furthermore, one can show that
there is a nonrandom constant C(N) such that
η2nT ≤ C(N) ·
nT−1−
i=0
[VN((un,i, vn,i)1≤n≤N)+ VN((un,i+1, vn,i+1)1≤n≤N)]∆2i ,
hence the discretized expected energy using the linearly partial-implicit midpoint-type method is also linearly bounded in
time T from above, provided that N and∆i are chosen such that
TC(N) max
i=0,...,nT−1
∆i ≤ K < 1
holds, where K is a constant. This fact also implies numerical consistency of discretized energy functional and strong
convergence of its numerical approximation toward the explicit solution of truncated system (3.7) on any finite time-interval
[0, T ]. Interestingly, the term∑nik=0(ak − ak+1)2 in above estimation corresponds to the quadratic variation of the random
sequence (ai)i∈N up to time ti+1. This quadratic variation (which is also related to the quartic variation of solution u) a.s.
converges to zero as the maximum step size∆max = max∆i tends to zero.
Remark 7. It may be noted that nonlinearly partial-implicit discretizations can satisfy conservation laws for its energy in
the absence of noise. However, this is not longer true in the presence of random noise in general. That is why we prefer
to suggest the easily implementable, completely adapted, linearly partial-implicit midpoint-type method from above. For
example, one is tempted to implement the nonlinearly partial-implicit midpoint method
un,i+1 = un,i + 12n
2[vn,i+1 + vn,i]∆i (4.11)
vn,i+1 = vn,i −

1+ n2 + 1
n2
+ ε
2
N−
m=1
u2m,i+1 + u2m,i
m2

[un,i+1 + un,i]∆i2 +
N−
m=1
dnm1W
m
i (4.12)
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which satisfies the dynamic identity
N−
n=1

1+ n2 + 1
n2

u2n,i+1
n2
+ ε
2
a2i+1 +
N−
n=1
v2n,i+1
=
N−
n=1

1+ n2 + 1
n2

u2n,i
n2
+ ε
2
a2i +
N−
n=1
v2n,i +
N−
n=1
(vn,i+1 + vn,i)
N−
m=1
dnm1W
m
i . (4.13)
One easily notes that the identity (4.13) under the absence of random noise W implies conservation of energy. However,
the evaluation of the correlated random part at the right-hand side of (4.13) exhibits a further serious problem, apart from
additional local truncation errors arising from the numerical solving of related implicit algebraic equations (4.11) and (4.12)
at each time-step in practice. These problems could be circumvented by the linearly partial-implicit method, as we saw
before.
5. Consistency and convergence of linear-implicit midpoint methods
This section sketches the main ideas for the verification of various consistency rates r0 = 2.0, r2 = 1.5 and L2-
convergence (i.e. strong convergence) of linear-implicit midpoint methods (4.1)–(4.2) with global rate rg = 1.0. Recall
that y has the representation
y(x, t) =
∞−
n=1
cn(t)en(x) =
∞−
n=1
un(t)
n2
en(x),
y˙(x, t) =
∞−
n=1
c˙n(t)en(x) =
∞−
n=1
vn(t)en(x)
approximated by finite-dimensional truncations
yN(x, t) =
N−
n=1
cNn (t)en(x) =
N−
n=1
uNn (t)
n2
en(x),
y˙N(x, t) =
N−
n=1
c˙Nn (t)en(x) =
N−
n=1
vNn (t)en(x)
with Fourier coefficients (uNn , v
N
n ) for N ∈ N. The key of the following consistency analysis is to verify local Lipschitz
continuity of the increment functions with Lipschitz-coefficient depending on the moments of the underlying Lyapunov
functional V and moments of norms of Fourier solution (u, v) and to apply the stochastic Kantorovich–Lax–Richtmeyer
approximation principle as proved in [28]. For this purpose, recall the following definitions of consistency and its rates
(e.g. see [13,28]). Consider numerical methods
Yi+1 = Yi + Φ(ti+1, Y |ti, Yi),
constructed along partitions (ti)i∈N with 0 = t0 < t1 < · · · < ti < ti+1 < · · · and ∆i = ti+1 − ti ≤ ∆, with increment
function(al)Φ(t, y|s, x) and its continuous time one-step representation
Ys,x(t) = x+ Φ(t, Y |s, x), t > s (5.1)
for sufficiently small |t − s| < ∆. Recall that N-dimensional Itô SDEs
dX(t) = f (X(t))dt + g(X(t))dW (t) (5.2)
driven by a N-dimensional Wiener processW possess the one-step integral representation
Xs,x(t) = x+
∫ t
s
f (X(r))dr +
∫ t
s
g(X(r))dW (r), 0 ≤ s ≤ t ≤ T . (5.3)
Definition 9. A N-dimensional numerical method Y with continuous one-step representation (5.1) is said to be mean
consistent to SDE (5.2) with rate r0 iff there are a constant C0 = C0(T ) and a positive continuous function V (or functional)
such that
∀t ≥ s ∈ [0, T ] : |t − s| < ∆ H⇒ ‖E [Xs,x(t)− Ys,x(t)]‖N ≤ C0V (x)∆r0
along any (nonrandom) partitions of [0, T ] with sufficiently small step sizes ∆ ≤ 1, where ‖ · ‖N is the Euclidean vector
norm in RN , provided that one has nonrandom initial data Ys,x(s) = x = Xs,x(s) ∈ RN .
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A N-dimensional numerical method Y with continuous one-step representation (5.1) is calledmean square consistent to
SDE (5.2) with rate r2 > 0 iff there are a constant C2 = C2(T ) and a positive continuous function V (or functional) such that
∀t ≥ s ∈ [0, T ] : |t − s| < ∆ H⇒ (E [‖Xs,x(t)− Ys,x(t)‖2N ])1/2 ≤ C2V (x)∆r2
along any (nonrandom) partitions of [0, T ] with sufficiently small step sizes ∆ ≤ 1, where ‖ · ‖N is the Euclidean vector
norm in RN , provided that one has nonrandom initial data Ys,x(s) = x = Xs,x(s) ∈ RN .
A N-dimensional numerical method Y with continuous one-step representation (5.1) is calledmean square convergent to
SDE (5.2) with rate rg > 0 iff there are a constant Cg = Cg(T ) and a positive continuous function V (or functional) such that
∀t ∈ [0, T ] : (E [‖X0,x(t)− Y0,x(t)‖2N ])1/2 ≤ CgV (x)hrg
along any (nonrandom) partitions of [0, T ]with sufficiently small step sizes h ≤ ∆ < 1, where ‖ · ‖N is the Euclidean vector
norm in RN , provided that one has nonrandom initial data Y0,x(0) = x = X0,x(0) ∈ RN .
Remark 8. Note that the choice of vector norm ‖ · ‖N in RN is not so essential for the qualitative property of consistency
due to the equivalence of all vector norms in RN (only the constants Cp and functional V could differ for different norms).
So we have the freedom to choose appropriate vector norms which allow us to establish those estimates of consistency and
convergence.
Remark 9. For our paper,we need to study the consistency rates of linear-implicitmidpointmethods (uˆ, vˆ) ∈ R2N governed
by (4.1)–(4.2) when applied to discretize the system (3.5) for Fourier coefficients (u, v) by the help of finite-dimensional
truncations (uN , vN) ∈ R2N governed by system (3.7). That is, we shall show that there are rates r0 > 0, r2 > 0 and rg > 0,
constants C0, C2 and Cg such that ∀t ≥ s ∈ [0, T ]
|t − s| < ∆ H⇒ ‖E [(uN , vN)(t)− (uˆN , vˆN)(t)]‖2N ≤ C0G(V ((uN , vN)(s)))∆r0 , and
|t − s| < ∆ H⇒ E [‖(uN , vN)(t)− (uˆN , vˆN)(t)‖22N ] ≤ C22 [G(V ((uN , vN)(s)))]2∆2r2
provided that (uN , vN)(s) = (uˆN , vˆN)(s) ∈ R2N is nonrandom and G is a continuous function of our Lyapunov functional VN
constructed in previous Section 4.
Note that system (3.5) can be rewritten in vector notation to as the infinite-dimensional stochastic evolution equation
of Itô-type
d(u, v) = f (u, v)dt + g(u, v)dW (t) (5.4)
driven by the Q -regular Wiener processW , where
f (u, v) =

n2vn,−

1+ n2 + 1
n2
+ ε
+∞−
m=1
u2m
m2

un

n∈N
, (5.5)
g(u, v) = (0, dnm)n,m∈N. (5.6)
Similarly, system (3.7) is formulated in vector notation as the finite-dimensional stochastic evolution equation of Itô-type
d(uN , vN) = f N(u, v)dt + gN(u, v)dWN(t) (5.7)
driven by the N-dimensional Wiener processWN = (W1,W2, . . . ,WN)T , where
f N(u, v) =

n2vn,−

1+ n2 + 1
n2
+ ε
N−
m=1
u2m
m2

un

1≤n≤N
, (5.8)
gN(u, v) = (0, dnm)1≤n≤N . (5.9)
Using Theorem 2 in [29], one can justify the truncation procedure of infinite-dimensional system of Fourier coefficients
(u, v) by the finite-dimensional system of truncated Fourier coefficients (uN , vN) as follows. Let
‖(u, v)‖2
l22N
=
N−
n=1

u2n
n2
+ v2n

, ‖α‖2 =
∞−
k=1
α2k , ‖α‖2N =
N−
k=1
α2k .
Theorem 10. Assume that the initial data (u, v)(0) ∈ L2(Ω,F0, P) are independent of σ -algebra σ(W (t) : t ≥ 0) and can be
approximated by (uN , vN)(0) ∈ L2(Ω,F0, P) such that there is a nonrandom continuous function h : R+ → R+ with h(N) ↓ 0
as N →+∞ (i.e. h only depends on dimension N) and
(i) E [‖(u, v)(0)− (uN , vN)(0)‖2
l22N
] ≤ h(N)
[
1+ max
0≤≤T
E [‖y(·, t)‖2L2(0,l)]
]
,
(ii)
+∞−
m=N+1
α2m ≤ h(N).
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Then, we have
max
0≤t≤T
E [‖y(·, t)− yN(·, t)‖2L2(0,l)] ≤ h(N)K0(T ) exp(K1(T ))
where yN possesses the Fourier representation with Fourier coefficients uNn with u˙
N
n = vNn , and Ki(T ) are appropriate constants
satisfying
K0(T ) ≤ (1+ max
0≤t≤T
E [‖y(·, t)‖2L2(0,l)])(1+ ‖α‖2T ), K1(T ) ≤ 2Tk
and only depending on T (k ≥ 0 is the rigidity constant of foundation of y).
Remark 10. So the decay of the covariance operator Q of the underlying noise W determines the convergence rate of the
finite-dimensional truncation error by the Galerkin-type approximations. Besides, the expectation E ‖y(·, t)‖2L2(0,l) can be
estimated uniformly in time t by Lyapunov functional V ; more precisely we have
E [‖y(·, t)‖2L2(0,l)] ≤ E [V ((u, v)(t))] < +∞.
To control the total approximation error along the time-partitions (ti)i∈N of intervals [0, T ], one may apply Minkowski’s
inequality in L2-spaces (△-inequality) to get to
max
0≤t≤T
‖y(·, t)− yˆN(·, t)‖H = max
0≤t≤T
‖(u, v)(t)− (uˆN , vˆN)(t)‖l2
≤ max
0≤t≤T
‖y(·, t)− yN(·, t)‖H + max
0≤t≤T
‖yN(·, t)− yˆN(·, t)‖H (5.10)
where H = L2(0, l), y has Fourier coefficients (u, v) governed by the infinite-dimensional system (3.5), yN possesses
Fourier coefficients (uN , vN) following the finite-dimensional SDE (3.7) and the discrete time approximation yˆN has Fourier
coefficients (uˆN , vˆN)which are determined by the linear-implicit midpoint methods constructed by the schemes (4.1)–(4.2)
at instants (ti)i∈N of nonrandom partitions of intervals [0, T ]. Thus, Theorem 10 provides us a control on the truncation error
by finite N-dimensional truncations yN in terms of the dimension parameter N and gives us the right to concentrate on the
convergence and consistency rate of discrete time approximations yˆN with (uˆN , vˆN) approximating the finite-dimensional
system (uN , vN)with fixed dimension N .
From now on, we drop the superscript N on all variables and refer exclusively to the problem of approximation of the
finite-dimensional system (3.7) with fixed dimension N ∈ N. So, under this convention, the finite-dimensional system (3.7)
can be rewritten in vector notation to as the 2N-dimensional stochastic evolution equation of Itô-type
d(u, v) = f (u, v)dt + g(u, v)dW (t) (5.11)
driven by the N-dimensional Wiener processW , where
f (u, v) =

n2vn,−

1+ n2 + 1
n2
+ ε
N−
m=1
u2m
m2

un

1≤n≤N
∈ R2N (5.12)
g(u, v) = (0, dnm)1≤n,m≤N ∈ R2N×2N . (5.13)
It is obvious that g is uniformly Lipschitz continuous since it does not really depend on (u, v). A key fact why our
approximation error is under control is the property of local Lipschitz continuity of the drift functional f = f (u, v). For
this, we establish the following auxiliary lemma.
Lemma 11. The mapping f : R2N → R2N defined by (u, v) ∈ R2N is mapped to f (u, v) as in (5.11) is local Lipschitz continuous
on balls
Br = {(u, v) ∈ R2N : ‖(u, v)‖2N < r}
where r ∈ R+ is any positive radius and ‖.‖2N any vector norm in R2N . More precisely, we have ∀(u, v), (uˆ, vˆ) ∈ R2N
‖f (u, v)− f (uˆ, vˆ)‖2N ≤
√
2(2+ N2 + 6ε[VN(u, 0)+ VN(uˆ, 0)])‖(u, v)− (uˆ, vˆ)‖2N
and local Lipschitz constant
LN(r2) ≤
√
2(2+ N2 + 5εr2). (5.14)
Proof. Recall the discrete Cauchy–Bunjakovskii–Schwarz inequality (CBS) which we shall exploit several times in what
follows. Consider the estimate (∀u, v, uˆ, vˆ ∈ R2N )
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‖f (u, v)− f (uˆ, vˆ)‖2N
=


n2vn,−

1+ n2 + 1
n2
+ ε
N−
m=1
u2m
m2

un

1≤n≤N
−

n2vˆn,−

1+ n2 + 1
n2
+ ε
N−
m=1
uˆ2m
m2

uˆn

1≤n≤N

2N
=


n2(vn − vˆn),−

1+ n2 + 1
n2
+ ε
N−
m=1
u2m
m2

un +

1+ n2 + 1
n2
+ ε
N−
m=1
uˆ2m
m2

uˆn

1≤n≤N

2N
≤ ‖(n2(vn − vˆn))1≤n≤N‖N +
[1+ n2 + 1n2
]
(un − uˆn)

1≤n≤N

N
+ ε


N−
m=1
u2m
m2
un −
N−
m=1
u2m
m2
uˆn +
N−
m=1
u2m
m2
uˆn −
N−
m=1
uˆ2m
m2
uˆn

1≤n≤N

N
≤ N2‖v − vˆ‖N + (2+ N2)‖u− uˆ‖N + ε
N−
m=1
u2m
m2
‖u− uˆ‖N + ε
 N−
m=1
u2m
m2
−
N−
m=1
uˆ2m
m2
 ‖uˆ‖N
≤ N2‖v − vˆ‖N + (2+ N2)‖u− uˆ‖N + ε‖u‖2N · ‖u− uˆ‖N + ε
√
2(‖u‖N + ‖uˆ‖N)‖uˆ‖N‖u− uˆ‖N
≤ N2‖v − vˆ‖N + (2+ N2)‖u− uˆ‖N + ε‖u‖2N · ‖u− uˆ‖N + ε
√
2
2
(‖u‖2N + 3‖uˆ‖2N)‖u− uˆ‖N
= N2‖v − vˆ‖N + (2+ N2 + ε(2‖u‖2N + 3‖uˆ‖2N))‖u− uˆ‖N
≤ (2+ N2 + ε(2‖u‖2N + 3‖uˆ‖2N))(‖v − vˆ‖N + ‖u− uˆ‖N)
≤ √2(2+ N2 + ε(2‖u‖2N + 3‖uˆ‖2N))‖(u, v)− (uˆ, vˆ)‖2N ,
hence f is local Lipschitz-continuous with local Lipschitz constant
LN(r) ≤
√
2(2+ N2 + 5εr2)
on the 2N-dimensional balls Br with radius r . Moreover, since
‖u‖2N ≤ 2VN(u, 0),
we have the estimate
‖f (u, v)− f (uˆ, vˆ)‖2N ≤
√
2(2+ N2 + ε[4VN(u, 0)+ 6VN(uˆ, 0)])‖(u, v)− (uˆ, vˆ)‖2N .
Consequently, the assertion of Lemma 11 is proved. 
Lemma 12. The linear-implicit midpoint method constructed by the schemes (4.1)–(4.2) has the explicit representation in vector
form
∆(u, v)i = f∆i((u, v)i)∆i + g((u, v)i)1Wi (5.15)
with vector difference operators∆(u, v)i = (u, v)(ti+1)− (u, v)(ti) and
1Wi = (W 1(ti+1), . . . ,Wm(ti+1))− (W 1(ti), . . . ,Wm(ti))
for i ∈ N, where
f∆(u, v) =

unbnn2
1+ bnn2∆2/4
∆
2
+ n
2vn
1+ bnn2∆2/4 ,
vnbnn2
1+ bnn2∆2/4
∆
2
− unbn
1+ bnn2∆2/4
∆
2

1≤n≤N
g∆(u, v) =

n2
2
dnm
1+ bnn2∆2/4∆,
dnm
1+ bnn2∆2/4

1≤n≤N
,
bn = 1+ n2 + 1n2 + ε
N−
m=1
u2m
m2
for 1 ≤ n ≤ N. Moreover, we have the property of local consistency of increment functions, i.e.
∀u, v ∈ R2N : lim
∆→0 f∆(u, v) = f (u, v)
with f (u, v) as defined in (5.11).
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Proof. Just return to the proofs of previous Section 4 and the proof of Theorem 8. There we verified the representation (4.8)
and (4.9) which is obviously equivalent to (5.15). 
In the main results below, the following statement is needed. Let ‖α‖2
l2N
=∑Nk=1 α2k .
Lemma 13. Assume that the (maximum) step size∆ of the finite-dimensional discrete time approximations satisfies the relation
∆ ≤ min

4
N4
, 1

. (5.16)
Then, the following estimates hold
∀u, v ∈ RN : ‖f (u, v)− f∆(u, v)‖2N ≤ ∆ (2+ N
2)(1+ N2)
2
(1+ 4VN(u, v)) (5.17)
‖g(u, v)− g∆(u, v)‖2N×N ≤ ∆N
2
2
‖α‖l2N

1+ 2√
N
(2+ N2)+ ε‖u‖2N

(5.18)
which are even uniformly bounded in N under (5.16).
Proof. Recall the definition of bn. For all u, v ∈ RN and N ∈ N, we obtain
‖f (u, v)− f∆(u, v)‖2N
≤
 −unbnn21+ bnn2∆4/4 ∆2 + n2vn bnn
2∆2/4
1+ bnn2∆4/4 ,
vnbnn2
1+ bnn2∆4/4
∆
2
− b
2
nn
2∆2/4
1+ bnn2∆4/4un

1≤n≤N

2N
≤ ∆
2
‖ (−unn2 + n4vn∆/4)bn, vnbnn2 − b2nn2un∆/41≤n≤N ‖2N
≤ ∆
2
 N−
n=1
b2nn4(n2vn∆/4− un)2 +
N−
n=1
b2nn4(vn − bnun∆/4)2
= ∆
2
 N−
n=1
b2nn4[(n4v2∆/16+ 2)v2n − 2unvn(n2 + bn)∆/4+ (1+ b2n∆2/16)u2n]
≤ ∆
2
 N−
n=1
b2nn4[(n4v2∆/16+ 3)v2n + (1+ [b2n + (n2 + bn)2]∆2/16)u2n]
≤ ∆
2
 N−
n=1
b2nn4[4v2n + 3(1+ b2n∆2/16)u2n]
≤ ∆

 N−
n=1
b2nn4[v2n + u2n] +
 N−
n=1
b2nu2n∆/2

≤ ∆ N2(2+ N2 + ε‖u‖2N)‖(u, v)‖2N + (2+ N2 + ε‖u‖2N)‖u‖N∆/2
= ∆(2+ N2 + ε‖u‖2N)

N2‖(u, v)‖2N + ‖u‖N∆/2

≤ ∆ (2+ N
2)(1+ N2)
2
(1+ 2‖(u, v)‖22N + e2‖u‖4N)
≤ ∆ (2+ N
2)(1+ N2)
2
(1+ 4VN(u, v)) = ∆N4 (2+ N
2)(1+ N2)
2N4
(1+ 4VN(u, v))
≤ 4(1+ 4V (u, v))
since∆N4 ≤ 4 and VN(u, v) ≤ V (u, v). Furthermore, we have
‖g(u, v)− g∆(u, v)‖2N×N =


n2dnm
1+ bnn2∆2/4
∆
2
,
bnn2dnm∆
2/4
1+ bnn2∆2/4

1≤n,m≤N

2N×N
≤
 N−
n,m=1
n4(dnm)2∆2/4+
N−
n,m=1
b4nn4(dnm)2∆4/16 ≤
∆
2
N2
 N−
n,m=1
(dnm)2(1+ b2nn2∆/2)
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≤ ∆
2
N2‖d‖N×N
1+ 2
N
 N−
n=1

1+ n2 + 1
n2
2
+ e2N‖u‖4N

≤ ∆
2
N2‖d‖N×N

1+ 2
N
(
√
N(2+ N2)+ ε√N‖u‖2N)

where ‖d‖2N×N =
∑N
n,m=1(dnm)2 =
∑N
n,m=1 α2m⟨Φm, en⟩2L2 ≤ ‖α‖2l2N . Thus, extracting the assertion of Lemma 13 from the
above inequality chains completes the proof. 
Now, we are in the position to prove several results on rates of consistency.
Theorem 14 (Mean Consistency Rate r0 = 2.0). Assume that the (maximum) step size∆ of the finite-dimensional discrete time
approximations satisfies the relation
∆ ≤ min

4
N4
, 1

.
Then, the linear-implicit midpoint method constructed by the schemes (4.1)–(4.2) is mean consistent to SDE (3.7) with rate
r0 = 2.0.
Proof. Set x = (u, v)(s). Suppose that X = (u, v) with one-step representation Xs,x(t) of finite-dimensional system (3.7)
and approximation Y = (u, v) belonging to linear-implicit midpoint methods (4.1)–(4.2) with one-step representation
Ys,x(t). Take the same initial value (which is supposed to be nonrandom here)
Xs,x(s) = (u, v)(s) = x = (uˆ, vˆ)(s) = Ys,x(s)
for local mean consistency analysis (as it is common). Recall the martingale property of Itô-integrals with respect toW with
vanishing first moment. Now, for all 0 ≤ s ≤ t ≤ T with t − s,∆, consider the estimates
‖E [Xs,x(t)− Ys,x(t)]‖2N =
E [∫ t
s
[f (u, v)(z)− f∆(uˆ, vˆ)(s)]dz +
∫ t
s
[g(u, v)(z)− g∆(uˆ, vˆ)(z)]dW (z)
]
2N
=
E [∫ t
s
[f (u, v)(z)− f∆(u, v)(s)]dz
]
2N
≤
∫ t
s
‖E [f (u, v)(z)− f∆(u, v)(s)]‖2Ndz
≤
∫ t
s
‖E [f (u, v)(z)− f (u, v)(s)]‖2Ndz + E
[∫ t
s
‖f (u, v)(s)− f∆(u, v)(s)‖2Ndz
]
≤ LN(4E [VN(u, 0)(s)] + ‖α‖N∆)CH0
∫ t
s
|z − s|dz +∆ (1+ N
2)2
2
(1+ 4VN(u, v)(s))
∫ t
s
dz
where CH0 is the Hölder constant of expectations of diffusion process X and we have applied Lemmas 11–13 to obtain the
latter estimate. Thus, one arrives at
‖E [Xs,x(t)− Ys,x(t)]‖2N ≤

CH0 LN(4E [VN(u, 0)(0)] + ‖α‖NT )+ (2+ N2)2(1+ 4VN(u, v)(s))
 ∆2
2
= C0∆2,
hence the rate r0 = 2.0 of mean consistency of finite-dimensional approximations based on linear-implicit midpoint
methods (4.1)–(4.2) has been established. 
Theorem 15 (Mean Square Consistency Rate r2 = 1.5). Assume that the (maximum) step size ∆ of the finite-dimensional
discrete time approximations satisfies the relation
∆ ≤ min

4
N4
, 1

.
Then, the linear-implicit midpoint method constructed by the schemes (4.1)–(4.2) is mean square consistent to SDE (3.7) with
rate r2 = 1.5.
Proof. For all 0 ≤ s ≤ t ≤ T with t − s,∆, conclude that
E [‖Xs,x(t)− Ys,x(t)‖22N ]
= E
∫ t
s
[f (u, v)(z)− f∆(uˆ, vˆ)(s)]dz +
∫ t
s
[g(u, v)(z)− g∆(uˆ, vˆ)(s)]dW (z)
2
2N
= E
∫ t
s
[f (u, v)(z)− f∆(u, v)(s)]dz
2
2N
+ E
∫ t
s
[g(u, v)(z)− g∆(u, v)(s)]dW (z)
2
2N
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≤ (t − s)
∫ t
s
E ‖f (u, v)(z)− f∆(u, v)(s)‖22Ndz + E
∫ t
s
‖g(u, v)(z)− g∆(u, v)(s)‖22N×Ndz
≤ 2∆
∫ t
s
E ‖f (u, v)(z)− f (u, v)(s)‖22Ndz + 2∆
∫ t
s
E ‖f (u, v)(s)− f∆(u, v)(s)‖22Ndz
+ 2E
∫ t
s
‖g(u, v)(z)− g(u, v)(s)‖22N×Ndz + 2E
∫ t
s
‖g(u, v)(s)− g∆(u, v)(z)‖22N×Ndz
≤ 2∆L2N(2VN(u(s), 0))
∫ t
s
E ‖(u, v)(z)− (u, v)(s)‖22N dz +∆4
(2+ N2)2
2
(1+ 4VN((u, v)(s)))2
+ 2∆3
[
N2
2
‖d‖N×N

1+ 2√
N
(2+ N2 + ε‖u(s)‖2N)
]2
≤ 2∆(CH2 )2L2N(2VN(u(s), 0))
∫ t
s
(z − s)dz +∆4 (2+ N
2)2
2
(1+ 4VN((u, v)(s)))2
+∆3N
4
2
‖α‖2N

1+ 2√
N
(2+ N2 + ε‖u(s)‖2N)
2
= ∆3(CH2 )2L2N(2VN(u(s), 0))+∆3
∆(2+ N2)2
2
(1+ 4VN((u, v)(s)))2
+∆3N
4
2
‖α‖2N

1+ 2√
N
(2+ N2 + ε‖u(s)‖2N)
2
≤ ∆3[(CH2 )2L2N(2VN(u(s), 0))+ 9(1+ 4VN((u, v)(s)))2] +∆3

N4‖α‖2N

1+ 2√
N
(2+ N2 + ε‖u(s)‖2N)
2
where CH2 is the mean square Hölder constant of diffusion process X and we have applied Lemmas 11–13 to obtain the
estimates. Thus, by taking the square root, one arrives at (E [‖Xs,x(t)− Ys,x(t)‖2N ])1/2 ≤ C2∆3/2 with
C2 ≤ CH2 LN(2VN(u(s), 0))+ 3(1+ 4VN((u, v)(s)))+ N2‖α‖2N

1+ 2√
N
(2+ N2 + ε‖u(s)‖2N)

,
hence the rate r2 = 1.5 ofmean square consistency of finite-dimensional approximations based on linear-implicit midpoint
methods (4.1)–(4.2) has been established. 
Theorem 16 (On Mean Square Convergence Rates). Assume that the (maximum) step size ∆ of discrete time approximations
satisfies (5.16).
Then, the linear-implicit midpoint method (4.1)–(4.2) is mean square convergent to SDE (3.7) with global rate rg = 1.0 as
∆ ↓ 0 and mean square convergent to the infinite-dimensional system (u, v) governed by (3.5) with order O(√h(N)+∆).
Proof. Just apply stochastic Kantorovich–Lax–Richtmeyer principle from [28]. SDEs (3.7) are driven by additive Gaussian
noise W which generates mean square Hölder-continuous paths with mean square Hölder exponent rsm = 0.5 (to verify
this fact, use Kolmogorov–Centsov Theorem as stated in [30]). Hence, the global rate rg is determined by the calculation
in [28] with invariant domain D = R2N and we obtain
rg = r2 + rsm − 1.0 = 1.5+ 0.5− 1.0 = 1.0.
For the overall (total) approximation error, one combines the latter observation and Theorem 10 together withMinkowski’s
inequality in L2-spaces as indicated in Remark 10 above (cf. (5.10)). This completes the proof. 
Remark 11. The global rate rg = 1.0 is mainly established due to additive noise perturbations. For systems with
multiplicative or state-dependent noise, a global rate rg = 0.5 can be verified (since r0 = 1.5 and r2 = 1.0 for the worst
case under Lipschitz assumptions of state-dependent diffusion (matrix) fields g(u, v)). See [13].
6. Summary of main results and related open problems
In our paper we have shown that, for the stochastic nonlinear beam with additive L2-regular spatially correlated white-
in-time noise,
(a) unique strong Fourier solutions with Markovian, continuous coefficients with finite second moments exists,
(b) an explicit construction of a Lyapunov function controlling certain highermoments of its strong solutions and coinciding
with its energy is possible,
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(c) the nondecreasing expected energy E [E](t) at time t ≥ s satisfies exactly the linear relation (called the trace formula of
expected energy)
E [E](t) = E [E](s)+ Trace(Q (f ))
2
(t − s) (6.1)
where Trace(Q (f )) is the trace of the covariance operator Q belonging to the L2-regular external noisy force f ,
and an appropriate implicit numerical approximation of the expected energy (based on nonstandard (partial-implicit)
midpoint-type methods)
(d) exists, is stable and can be made explicit,
(e) satisfies a similar energy estimate as analytic solution,
(f) and these estimates converge to the analytic energy,
(g) is justified by our finite-dimensional truncation procedurewithin an approach based on eigenfunctions and by a detailed
analysis with diverse rates of consistency.
Note also that the discrete and continuous time Lyapunov functionals (i.e. energy functionals) do not have to coincide
with the energy functional in general. This is also clear from the fact that the choice of a Lyapunov-type functional is not
uniquely determined. However, those Lyapunov functionals and related energy functional are mathematically equivalent
from qualitative and consistency point of view (in the sense of equivalence of metric norms and maximum step size of
discretization tends to zero).
We have preferred to follow a rather detailed eigenfunction approach based on Galerkin-type approximations and
formulated in terms of its Fourier coefficients. Of course, one could attempt to rewrite parts of the paper in a more compact
operator-type version. However, this would be far from any practical implementation of the main general beam model.
Moreover, there is the problem of justification of applicability of Itô’s formula for nonlinear stochastic equations which
is needed for a more abstract operator-type approach in infinite dimensions. This latter problem we could circumvent by
the truncation procedure with related finite-dimensional systems as suggested by this paper (Note that we are allowed to
apply the standard finite-dimensional Itô’s formula to the arising truncated nonlinear systems here, whereas the justified
applicability of the infinite-dimensional Itô’s formula to nonlinear operator equations is still an open general problem).
There are numerous open problems for further research on stochastic nonlinear beam. For example, one needs to present
complete convergence proofs with all consistency rates for numerical approximations in general Lp-sense, in weak sense
and in probability. Such detailed and fairly laborious proofs are left to the future. Note that the coincidence of our energy
estimates in discrete and continuous time forms the key to verify related convergence rates (as seen by the axiomatic
approach presented in [28] in a more general context). Besides, the continuity and contractivity modulus needs to be
determined for the stochastic flow generated by the nonlinear beam, an information which also enters into the convergence
analysis of its approximations and related rates of convergence. Furthermore, the effects of multiplicative noise, other types
of non-white noises and diverse damping mechanisms remain to be studied.
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Appendix. The independence of trace formula for energy from choice of ONS and differential operators L
It is interesting to note that the previously mentioned trace formula (6.1) for the temporal evolution of the expected
energy functional is valid formore general differential systems.Moreover this formula is independent of the choice of related
orthonormal system of underlying Hilbert space H with scalar product (·, ·)where both the solution of our random PDE and
the driving additive noise have their values. Due to the additivity of the space-time noise, we may even assume that both
the solution and the noise can be expanded by the same orthonormal system (ONS) in the same separable Hilbert space H
(otherwise we may embed them in a larger, but common Hilbert space anyway). Therefore, we have the right to exploit
the same ONS for both noise and solution y, which belongs to the corresponding differential operator in the drift of random
PDEs (i.e. the ‘‘commutative case’’).
To recognize that independence and freedomof choice, wemay use the celebrated Itô formula (see [12], p. 33, (4.7), (4.8))
and apply it to the transformations Y = g(t, X) of SDE systems dX(t) = adt + bdW (t) driven byWiener processesW with
drift a and diffusion coefficients b. For example, consider
ytt = −Ly+
+∞−
m=1
αmφm(x)W˙m(t) (A.1)
where L is a positive, nonlinear, but time-independent operator such that the solution of related PDE exists (it is important
that it does not contain differential operations with respect to time t) andWm are independent, standard Wiener processes
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in time t . Let {φm(x) : n ∈ N} be the orthonormal eigenfunctions of the correlation operator of driving white-in-time noise,
i.e.
(φm, φn) = δnm (A.2)
and be them not the same as the eigenfunctions {en(x) : n ∈ N} of the beam that we used in the paper. Introduce the
transformation
yt = v,
√
Ly = u,
so that du = √L v dt, dv = −√L u dt +
+∞−
m=1
αmφm(x)dWm(t). (A.3)
Then, for the total energy functional belonging to (A.3), we have
2E(t) = (v, v)+ (u, u). (A.4)
Using Itô formula as cited above leads to
dE(t) = (v, dv)+ (u, du)+ 1
2
+∞−
m=1
αmφm(x),
+∞−
n=1
αnφn(x)

dt. (A.5)
Averaging this identity yields that
E [dE](t) = 1
2
+∞−
m=1
αmφm(x),
+∞−
n=1
αnφn(x)

dt (A.6)
and, because of orthogonality (A.2) and finiteness of energy (to apply Fubini’s Theorem), we have
dE [E](t) = 1
2
+∞−
m=1
α2m dt. (A.7)
That is exactly what we have seen in the paper before, and hence the trace formula (6.1) is confirmed by (A.7) for even the
case of so-called ‘‘nondiagonal noise’’ (or ‘‘noncommutative noise’’). For linear systems, the independence of trace formula
on the choice of the ONS is discussed in [17].
However, we may exploit the possibility of using the same ONS for both noise terms f and solution y of our nonlinear
beammodel too. Indeed,wemay do the sameprocedure (as in the linear case above)with the help of eigenfunction approach
applied to the nonlinear beam model (2.1) of our paper and using the representation y(t, x) = ∑+∞n=1 cn(t)en(x) with ONS{en : n ∈ N} in H . For its Fourier coefficients cn, one gets
c¨n + n4 cn + n2

1+
+∞−
m=1
m2c2m

cn + cn =
+∞−
k=1
αk(φk, en)W˙k(t)
and proceeds as before until one arrives at the expressions
+∞−
n=1
+∞−
k=1
αk(φk, en)dWk
+∞−
m=1
αm(φm, en)dWm.
After averaging, this leads to
+∞−
n=1
+∞−
k=1
α2k (φk, en)
2dt =
+∞−
k=1
α2k
+∞−
n=1
(φk, en)2

dt =
+∞−
k=1
α2k dt
where Parseval’s identity is used to simplify
+∞−
n=1
(φk, en)2 = ‖φk‖2 = 1.
Thanks to this observation, the same energy formula growing linearly in t is established independently from the choice of
underlying ONS. Therefore, without loss of generality for our energy-type analysis with fairly general spatial correlation
patterns, we may confine us to the case of both the driving space-time noise and the solution y of related PDE have an
expansion along one and the same ONS of Hilbert space H .
Summarizing, the trace formula (6.1) of expected energy is relevant to more general differential systems (A.3) by
transforming original differential systems (A.1) into (A.3). Such systems occur in the description of oscillations of an elastic
cylindrical shell in engineering. Of course, the presented justification does not have to be true for systems with time-
dependent or non-positive operators L, with multiplicative noise or other types of spatially correlated noises (e.g. not white
in time).
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