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ARC SPACES AND THE VERTEX ALGEBRA COMMUTANT PROBLEM
ANDREW R. LINSHAW, GERALDW. SCHWARZ, AND BAILIN SONG
ABSTRACT. Given a vertex algebra V and a subalgebra A ⊂ V , the commutant Com(A,V)
is the subalgebra of V which commutes with all elements of A. This construction is anal-
ogous to the ordinary commutant in the theory of associative algebras, and is important
in physics in the construction of coset conformal field theories. When A is an affine vertex
algebra, Com(A,V) is closely related to rings of invariant functions on arc spaces. We find
strong finite generating sets for a family of exampleswhereA is affine and V is a βγ-system,
bc-system, or bcβγ-system.
1. INTRODUCTION
Let V be a vertex algebra, and let A be a subalgebra of V . The commutant of A in
V , denoted by Com(A,V), is the subalgebra consisting of all elements v ∈ V such that
[a(z), v(w)] = 0 for all a ∈ A. This construction was introduced by Frenkel and Zhu in
[FZ], generalizing earlier constructions in representation theory [KP] and physics [GKO],
and is important in the construction of coset conformal field theories. It is also natu-
ral to study the double commutant Com(Com(A,V),V), which always contains A. If
A = Com(Com(A,V),V), we say that A and Com(A,V) form a Howe pair inside V . If A
acts semisimply on V , Com(A,V) can be studied by decomposing V as anA-module. Oth-
erwise, there are few existing techniques for studying commutants, and there are very few
examples where an exhaustive description can be given in terms of generators, operator
product expansions, and normally ordered polynomial relations among the generators.
An equivalent definition of Com(A,V) is the set of elements v ∈ V such that a ◦n v = 0
for all a ∈ A and n ≥ 0. We may regard Com(A,V) as the algebra of invariants in V
under the action of A. If A is a homomorphic image of an affine vertex algebra associ-
ated to some Lie algebra g, Com(A,V) is just the invariant space Vg[t], and in this case
one can apply techniques from invariant theory and commutative algebra. This approach
was introduced in [LL], and the structure that makes it work is a good increasing filtra-
tion on V . The associated graded object gr(V) is then an abelian vertex algebra, i.e., a
(super)commutative ring with a differential, and in many cases it can be interpreted as
the ring O(X∞) of functions on the arc space X∞ of some scheme X . For example, the
level k universal affine vertex algebra Vk(g) of a Lie algebra g has a filtration for which
gr(Vk(g)) ∼= O(g∞) and the βγ-system S(V ) of a finite-dimensional vector space V has
gr(S(V )) ∼= O((V ⊕ V ∗)∞). For any X , O(X∞) is an abelian vertex algebra [FBZ], and
one of the themes of this paper is that the geometry of arc spaces can be used to answer
structural questions about nonabelian vertex algebras as well.
IfA ⊂ V is an affine vertex algebra and V has a g[t]-invariant good increasing filtration,
there is an action of g[t] on gr(V) by derivations of degree zero. There is an injective map
of differential (super)commutative algebras
(1.1) gr(Vg[t]) →֒ gr(V)g[t].
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Unfortunately, the associated graded functor and the invariant functor need not commute
with each other, and this map is generally not an isomorphism. The structure of gr(V)g[t]
is simpler than that of gr(Vg[t]), and is closely related to rings of invariant functions on
arc spaces. If gr(V)g[t] is finitely generated as a differential algebra (which is the case
in our main examples), checking the surjectivity of (1.1) becomes a finite problem. If
(1.1) is surjective, there is a reconstruction theorem that says that a generating set for
gr(V)g[t] as a differential algebra corresponds to a strong generating set for Vg[t] as a vertex
algebra. Moreover, all normally ordered polynomial relations among the generators of
Vg[t] correspond to classical relations in gr(V)g[t], with suitable quantum corrections.
In our main examples, V is the βγ-system S(V ), which is the vertex algebra analogue
of the Weyl algebra D(V ). If G is a connected, reductive Lie group with Lie algebra g
acting on V , there is an action of the corresponding affine vertex algebra on S(V ), and the
commutant S(V )g[t] is analogous to the invariant ring D(V )G. The injective map
(1.2) gr(S(V )g[t]) →֒ gr(S(V ))g[t] ∼= O((V ⊕ V ∗)∞)
g[t] = O((V ⊕ V ∗)∞)
G∞
is generally not an isomorphism, andO((V ⊕V ∗)∞)
G∞ generally has a complicated struc-
ture and need not be finitely generated as a differential algebra. In our main exam-
ples, G = SLn, GLn, SOn, or Sp2n and V is a sum of copies of the standard represen-
tation such that (V ⊕ V ∗)/G is either smooth or a complete intersection. In these cases,
O((V ⊕V ∗)∞)
G∞ ∼= O(((V ⊕V ∗)/G)∞), which is generated byO(V ⊕V
∗)G as a differential
algebra. Moreover, (1.2) is an isomorphism, so the generators of O(V ⊕ V ∗)G correspond
to strong generators of S(V )g[t] as a vertex algebra. We also consider the double commu-
tant Com(S(V )g[t],S(V )) and we find some analogues of classical GLn−GLm, SOn−sp2m,
and Sp2n − so2m Howe duality in this setting [H]. Finally, we use similar techniques to
describe some commutant subalgebras of bc-systems and bcβγ-systems.
Our methods are insufficient to describe S(V )g[t] in the general case without further
refinement. However, there is evidence that S(V )g[t] is better behaved than its classical
counterpart gr(S(V ))g[t]. Suppose that G is a torus acting faithfully on V . In this case,
(1.1) is not surjective, but S(V )g[t] is always strongly finitely generated as a vertex algebra
(see Theorem 12 of [LII]). By contrast, gr(S(V ))g[t] need not be finitely generated as a
differential algebra; Corollary 3.14 of [LSS] shows that this fails whenever V possesses a
nontrivial slice representation of a finite group. Similarly, in the case where G is finite,
so that G = G∞, S(V )
G is always strongly finitely generated (see Theorem 10 of [LII]),
whereas gr(S(V ))G is not finitely generated as a differential algebra unlessG acts trivially
on V (see Theorem 3.13 of [LSS]). Based on these examples, we expect that S(V )g[t] will
be strongly finitely generated under fairly general circumstances, but in most cases the
generating set will not correspond naively to a generating set for O(V ⊕ V ∗)G.
2. VERTEX ALGEBRAS
Webegin with a short introduction to vertex algebras [B, FLM], following the formalism
developed in [LZ] and partly in [LiI]. Let V = V0⊕V1 be a super vector space over C, and
let z, w be formal variables. Let QO(V ) denote the space of linear maps
V → V ((z)) := {
∑
n∈Z
v(n)z−n−1|v(n) ∈ V, v(n) = 0 for n >> 0}.
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Each a ∈ QO(V ) can be uniquely represented as a power series
a = a(z) :=
∑
n∈Z
a(n)z−n−1 ∈ End(V )[[z, z−1]].
We call a(n) the nth Fourier mode of a(z). Each a ∈ QO(V ) is assumed to be of the form
a = a0 + a1 where ai : Vj → Vi+j((z)) for i, j ∈ Z/2Z, and we write |ai| = i.
There is a set of nonassociative bilinear operations ◦n on QO(V ), indexed by n ∈ Z,
which we call the nth circle products. For homogeneous a, b ∈ QO(V ), they are defined
by
a(w) ◦n b(w) = Resza(z)b(w) ι|z|>|w|(z − w)
n − (−1)|a||b|Reszb(w)a(z) ι|w|>|z|(z − w)
n.
Here ι|z|>|w|f(z, w) ∈ C[[z, z
−1, w, w−1]] denotes the power series expansion of a rational
function f in the region |z| > |w|. We usually omit the symbol ι|z|>|w| and just write
(z−w)−1 to mean the expansion in the region |z| > |w|, and write −(w− z)−1 to mean the
expansion in |w| > |z|. It is easy to check that a(w)◦n b(w) above is a well-defined element
of QO(V ).
For a, b ∈ QO(V ), the operator product expansion (OPE) formula is the following identity
of formal power series.
(2.1) a(z)b(w) =
∑
n≥0
a(w) ◦n b(w) (z − w)
−n−1+ : a(z)b(w) : .
Here : a(z)b(w) : = a(z)−b(w) + (−1)
|a||b|b(w)a(z)+, where a(z)− =
∑
n<0 a(n)z
−n−1 and
a(z)+ =
∑
n≥0 a(n)z
−n−1. Equation (2.1) is often written in the form
a(z)b(w) ∼
∑
n≥0
a(w) ◦n b(w) (z − w)
−n−1,
where ∼means equal modulo the term : a(z)b(w) :, which is regular at z = w.
Note that : a(w)b(w) : is a well-defined element of QO(V ). It is called the Wick product
(or normally ordered product) of a and b, and it coincides with a(w) ◦−1 b(w). The other
negative circle products are related to this by
n! a(z) ◦−n−1 b(z) = : (∂
na(z))b(z) :,
where ∂ denotes the formal differentiation operator d
dz
. The iterated Wick product of
a1(z), . . . , ak(z) ∈ QO(V ) is defined inductively by
(2.2) : a1(z)a2(z) · · · ak(z) : = : a1(z)b(z) :,
where b(z) = : a2(z) · · · ak(z) :. We often omit the formal variable z when no confusion
can arise.
The set QO(V ) is a nonassociative algebra with the operations ◦n and a unit 1. We have
1◦n a = δn,−1a for all n, and a◦n 1 = δn,−1a for n ≥ −1. A subspace A ⊂ QO(V ) containing
1 which is closed under the circle products will be called a quantum operator algebra
(QOA). In particular, A is closed under ∂ since ∂a = a ◦−2 1. Many formal algebraic
notions are immediately clear: a homomorphism is just a linear map that sends 1 to 1
and preserves all circle products; a module over A is a vector space M equipped with a
homomorphism A → QO(M), etc. A subset S = {ai| i ∈ I} of A is said to generate A if
every element a ∈ A can be written as a linear combination of nonassociative words in
the letters ai, ◦n, for i ∈ I and n ∈ Z. We say that S strongly generatesA if any a ∈ A can be
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written as a linear combination of words in the letters ai, ◦n for n < 0. Equivalently, A is
spanned by the set of normally orderedmonomials {: ∂k1ai1(z) · · · ∂
kmaim(z) : | i1, . . . , im ∈
I, k1, . . . , km ≥ 0}.
We say that a, b ∈ QO(V ) quantum commute if (z − w)N [a(z), b(w)] = 0 for some N ≥ 0.
Here [, ] denotes the super bracket. This condition implies that a ◦n b = 0 for n ≥ N ,
so (2.1) becomes a finite sum. A commutative quantum operator algebra (CQOA) is a QOA
whose elements pairwise quantum commute. Finally, the notion of a CQOA is equivalent
to the notion of a vertex algebra. Every CQOA A is itself a faithful A-module, called the
left regular module. Define
ρ : A → QO(A), a 7→ aˆ, aˆ(ζ)b =
∑
n∈Z
(a ◦n b) ζ
−n−1.
Then ρ is an injective QOA homomorphism, and the quadruple (A, ρ, 1, ∂) is a vertex
algebra in the sense of [FLM]. Conversely, if (V, Y, 1, D) is a vertex algebra, Y (V ) ⊂
QO(V ) is a CQOA.We will refer to a CQOA simply as a vertex algebra throughout this paper.
Example 2.1 (Affine vertex algebras). Let g be a finite-dimensional, complex Lie algebra,
equipped with a symmetric, invariant bilinear form B. The loop algebra g[t, t−1] = g ⊗
C[t, t−1] has a one-dimensional central extension gˆ = g[t, t−1]⊕Cκ determined by B, with
bracket
[ξtn, ηtm] = [ξ, η]tn+m + nB(ξ, η)δn+m,0κ,
and Z-gradation deg(ξtn) = n, deg(κ) = 0. Let gˆ≥0 =
⊕
n≥0 gˆn where gˆn denotes the sub-
space of degree n, and letC be the one-dimensional gˆ≥0-module on which ξt
n acts trivially
for n ≥ 0, and κ acts by k times the identity. Define V = U(gˆ) ⊗U(gˆ≥0) C, and let X
ξ(n) ∈
End(V ) be the linear operator representing ξtn on V . Define Xξ(z) =
∑
n∈ZX
ξ(n)z−n−1,
which lies in QO(V ) and satisfies
Xξ(z)Xη(w) ∼ kB(ξ, η)(z − w)−2 +X [ξ,η](w)(z − w)−1.
The vertex algebra Vk(g, B) generated by {X
ξ| ξ ∈ g} is known as the universal affine vertex
algebra associated to g and B at level k. If g is a simple Lie algebra, we will always take B
to be the normalized Killing form 1
2h∨
〈, 〉K , where h
∨ is the dual Coxeter number, and we
use the notation Vk(g) instead of Vk(g, B), as is customary.
For k 6= −h∨, Vk(g) possesses the Sugawara conformal vector
(2.3) L =
1
2(k + h∨)
n∑
i=1
: XξiXξi :
of central charge c = kdim(g)
k+h∨
. Here {ξ1, . . . , ξn} is an orthonormal basis for g. With respect
to L, Vk(g) has a weight grading by Z≥0 such that each X
ξi is primary of weight one. At
the critical level k = −h∨, the Lie subalgebra spanned by {Ln|n ≥ −1} still acts on V−h∨(g),
and the same weight grading exists.
Suppose that g = C, regarded as an abelian Lie algebra, and that B is nondegenerate.
Then for k 6= 0, Vk(g, B) is just theHeisenberg vertex algebraHwith generator α satisfying
α(z)α(w) ∼ (z − w)−2. There is an analogous Virasoro element L = 1
2
: αα :, under which
α is primary of weight one.
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Example 2.2 (βγ-systems). Let V be a finite-dimensional complex vector space. The βγ-
system or algebra of chiral differential operators S(V ) was introduced in [FMS]. It has
even generators βx, γx
′
for x ∈ V , x′ ∈ V ∗, which satisfy
(2.4) βx(z)γx
′
(w) ∼ 〈x′, x〉(z − w)−1, γx
′
(z)βx(w) ∼ −〈x′, x〉(z − w)−1,
βx(z)βy(w) ∼ 0, γx
′
(z)γy
′
(w) ∼ 0.
Here 〈, 〉 denotes the natural pairing between V ∗ and V . We give S(V ) the conformal
structure
(2.5) LS =
n∑
i=1
: βxi∂γx
′
i :,
under which βxi , γx
′
i are primary of weights 1, 0, respectively. Here {x1, . . . , xn} is a basis
for V and {x′1, . . . , x
′
n} is the dual basis for V
∗. There is a basis for S(V ) consisting of
iterated Wick products of the generators and their derivatives. There is an additional
Z-grading on S(V ) which we call the βγ-charge. Define
(2.6) e =
n∑
i=1
: βxiγx
′
i : .
The zeromode e(0) acts diagonalizably on S(V ). The βγ-charge grading is just the eigenspace
decomposition of S(V ) under e(0), and βx, γx
′
have βγ-charges −1, 1, respectively.
Given a vertex algebra V and a subalgebra A, the commutant Com(A,V) was intro-
duced by Frenkel and Zhu in [FZ], generalizing a previous construction known as the
coset construction.
Definition 2.3. Let V be a vertex algebra, and let A be a subalgebra. The commutant of A in V ,
denoted by Com(A,V), is the subalgebra of vertex operators v ∈ V such that [a(z), v(w)] = 0 for
all a ∈ A. Equivalently, a ◦n v = 0 for all a ∈ A and n ≥ 0.
We regard V as amodule overA via the left regular action, andwe regard Com(A,V) as
the invariant subalgebra. IfA is a homomorphic image of Vk(g, B), Com(A,V) = V
g[t]. The
double commutant Com(Com(A,V),V) always containsA, and ifA = Com(Com(A,V),V),
we say that A and Com(A,V) form a Howe pair inside V . Since
Com(Com(Com(A,V),V),V) = Com(A,V),
a subalgebra B is a member of a Howe pair if and only if B = Com(A,V) for some A.
The Zhu functor. Let V be a vertex algebra with weight grading V =
⊕
n∈Z Vn. The Zhu
functor [Zh] attaches to V an associative algebra A(V), together with a surjective linear
map πZhu : V → A(V). For a ∈ Vm, and b ∈ V , define
a ∗ b = Resz
(
a(z)
(z + 1)m
z
b
)
,
and extend ∗ by linearity to a bilinear operation V⊗V → V . LetO(V) denote the subspace
of V spanned by elements of the form
a ◦ b = Resz
(
a(z)
(z + 1)m
z2
b
)
,
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for a ∈ Vm, and let A(V) be the quotient V/O(V), with projection πZhu : V → A(V). For
a, b ∈ V , a ∼ bmeans a− b ∈ O(V), and [a] denotes the image of a in A(V).
Theorem 2.4. (Zhu) O(V) is a two-sided ideal in V under the product ∗, and (A(V), ∗) is an
associative algebra with unit [1]. The assignment V 7→ A(V) is functorial.
Let V be a vertex algebra which is strongly generated by a set of weight-homogeneous
elements αi of weights wi, for i in some index set I . Then A(V) is generated by {ai =
πZhu(αi(z))|i ∈ I}. The main application of the Zhu functor is to study the representation
theory of V . A Z≥0-graded module M =
⊕
n≥0Mn over V is called admissible if for every
a ∈ Vm, a(n)Mk ⊂ Mm+k−n−1, for all n ∈ Z. Given a ∈ Vm, the Fourier mode a(m − 1)
acts on each Mk. The subspace M0 is then a module over A(V) with action [a] 7→ a(m −
1) ∈ End(M0). In fact, M 7→ M0 provides a bijection between irreducible, admissible
V-modules and irreducible A(V)-modules.
The Zhu functor and the commutant construction interact in the following way: for any
subalgebra A ⊂ V , we have a commutative diagram
(2.7)
Com(A,V) →֒ V
↓π ↓πZhu
Com(A,A(V)) →֒ A(V)
.
Here A = πZhu(A) ⊂ A(V), and Com(A,A(V)) is the ordinary commutant in the theory
of associative algebras. The horizontal maps are inclusions, and π is the restriction of
πZhu to Com(A,V). In general, the map π need not be surjective and A(Com(A,V)) need
not coincide with Com(A,A(V)). However, both these statements are true in the main
examples in this paper.
Invariant chiral differential operators. The main examples of commutants that we con-
sider are analogous to classical rings of invariant differential operators. Let V = Cn, and
fix a basis {x1, . . . , xn} for V , with dual basis {x
′
1, . . . , x
′
n} for V
∗. TheWeyl algebra D(V ) is
generated by x′i,
∂
∂x′i
, which satisfy [ ∂
∂x′i
, x′j ] = δi,j . Equip D(V )with the Bernstein filtration
(2.8) D(V )(0) ⊂ D(V )(1) ⊂ · · · ,
defined by (x′1)
k1 · · · (x′n)
kn( ∂
∂x′1
)l1 · · · ( ∂
∂x′n
)ln ∈ D(V )(r) if k1 + · · · + kn + l1 + · · · + ln ≤ r.
Given ω ∈ D(V )(r) and ν ∈ D(V )(s), [ω, ν] ∈ D(V )(r+s−2), so that
(2.9) gr(D(V )) =
⊕
r≥0
D(V )(r)/D(V )(r−1) ∼= Sym(V ⊕ V
∗),
where D(V )(−1) = {0}. We say that deg(α) = d if α ∈ D(V )(d) and α /∈ D(V )(d−1).
Let G be a connected, reductive complex algebraic group with Lie algebra g, and let V
be a G-module. Then G acts on D(V ) and preserves the filtration. The induced action ρ :
g→ Der(D(V )) can be realized by inner derivations: there is a Lie algebra homomorphism
(2.10) τ : g→ D(V ), ξ 7→ −
n∑
i=1
x′iρ(ξ)
( ∂
∂x′i
)
.
Here ρ(ξ) acts on the span of the operators ∂
∂x′i
, regarded as a copy of V . Given ξ ∈ g,
τ(ξ) is just the vector field on V generated by ξ, and ξ acts on D(V ) by [τ(ξ),−]. We can
extend τ to a map U(g) → D(V ). Since G is connected, D(V )G = Com(τ(U(g)),D(V )).
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Finally, (2.8) restricts to a filtration D(V )G(0) ⊂ D(V )
G
(1) ⊂ · · · on D(V )
G, and gr(D(V )G) ∼=
gr(D(V ))G ∼= Sym(V ⊕ V ∗)G.
It is well known that D(V ) is the Zhu algebra of the βγ-system S(V ), and that U(g) is
the Zhu algebra of the affine vertex algebra Vk(g, B). The map ρ induces a vertex algebra
homomorphism τˆ : V−1(g, B)→ S(V ), which is analogous to (2.10), given by
(2.11) τˆ(Xξ) = θξS = −
n∑
i=1
: γx
′
iβρ(ξ)(xi) :,
where B is the bilinear form B(ξ, η) = Tr(ρ(ξ)ρ(η)). We have a commutative diagram
(2.12)
V−1(g, B) → S(V )
↓πZhu ↓πZhu
U(g) → D(V )
.
The top horizontal map is τˆ , and the bottommap coincides with τ up to modification by a
scalar (i.e., an element of degree zero inD(V )). LetΘ denote the subalgebra τˆ(V−1(g, B)) ⊂
S(V ). The commutant Com(Θ,S(V )) = S(V )g[t] will be called the algebra of invariant chi-
ral differential operators on V . By (2.7), there is another commutative diagram
(2.13)
S(V )g[t] → S(V )
↓π ↓πZhu
D(V )G → D(V )
.
3. GRADED AND FILTERED STRUCTURES
LetR be the category of vertex algebras A equipped with a Z≥0-filtration
(3.1) A(0) ⊂ A(1) ⊂ A(2) ⊂ · · · , A =
⋃
k≥0
A(k)
such that A(0) = C, and for all a ∈ A(k), b ∈ A(l), we have
(3.2) a ◦n b ∈ A(k+l), for n < 0,
(3.3) a ◦n b ∈ A(k+l−1), for n ≥ 0.
Elements a(z) ∈ A(d) \ A(d−1) are said to have degree d.
Filtrations on vertex algebras satisfying (3.2)-(3.3) were introduced in [LiII], and are
known as good increasing filtrations. Setting A(−1) = {0}, the associated graded object
gr(A) =
⊕
k≥0A(k)/A(k−1) is a Z≥0-graded associative, supercommutative algebra with a
unit 1 under a product induced by the Wick product on A. For each r ≥ 1 we have the
projection
(3.4) ϕr : A(r) → A(r)/A(r−1) ⊂ gr(A).
Moreover, gr(A) has a derivation ∂ of degree zero (induced by the operator ∂ = d
dz
on A),
and for each a ∈ A(d) and n ≥ 0, the operator a◦n on A induces a derivation of degree
d− k on gr(A), which we denote by a(n). Here
k = sup{j ≥ 1| A(r) ◦n A(s) ⊂ A(r+s−j) ∀r, s, n ≥ 0},
as in [LL]. Finally, these derivations give gr(A) the structure of a vertex Poisson algebra.
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The assignment A 7→ gr(A) is a functor from R to the category of Z≥0-graded super-
commutative rings with a differential ∂ of degree 0, which we will call ∂-rings. A ∂-ring
is just an abelian vertex algebra, that is, a vertex algebra V in which [a(z), b(w)] = 0 for all
a, b ∈ V . A ∂-ring A is said to be generated by a subset {ai|i ∈ I} if {∂
kai|i ∈ I, k ≥ 0} gen-
erates A as a graded ring. The key feature of R is the following reconstruction property
[LL].
Lemma 3.1. Let A be a vertex algebra in R and let {ai|i ∈ I} be a set of generators for gr(A)
as a ∂-ring, where ai is homogeneous of degree di. If ai(z) ∈ A(di) are vertex operators such that
ϕdi(ai(z)) = ai, then A is strongly generated as a vertex algebra by {ai(z)|i ∈ I}.
The filtration can also be used to study normally ordered polynomial relations among
the generators of a vertex algebra in R. Let A, {ai|i ∈ I}, and ai(z) ∈ A(di) be as above.
Given a homogeneous polynomial p ∈ gr(A) of degree d, a normal ordering of p will be
a choice of normally ordered polynomial p(z) ∈ A(d), obtained by replacing each ai by
ai(z), and replacing ordinary products with iterated Wick products. Of course p(z) is not
unique, but for any choice of p(z) we have ϕd(p(z)) = p.
Suppose that p is a relation among the ai and their derivatives, which we assume to
be homogeneous of degree d. Let pd(z) ∈ A be some normal ordering of p. Since p is
identically zero, pd(z) ∈ A(d−1). The polynomial ϕd−1(p
d(z)) ∈ gr(A) is homogeneous of
degree d − 1; if it is nonzero, it can be expressed as a polynomial in the ai’s and their
derivatives. Choose some normal ordering of this polynomial, and call it −pd−1(z). Then
pd(z) + pd−1(z) has the property that
ϕd(p
d(z) + pd−1(z)) = p, pd(z) + pd−1(z) ∈ A(d−2).
Continuing this process, we arrive at a vertex operator p(z) =
∑d
k=1 p
k(z) ∈ A, which is
identically zero. We view p(z) as a quantum correction of the relation p.
Let I denote the ideal of relations among {∂kai|i ∈ I, k ≥ 0}, which is clearly a ∂-ideal,
i.e., it is closed under ∂. A set {rj|j ∈ J} such that rj is homogeneous of degree ej is said
to generate I as a ∂-ideal if {∂krj |j ∈ J, k ≥ 0} generates I as an ideal. Let rj(z) be the
relation in A of degree ej which is a quantum correction of rj , as above.
Lemma 3.2. All normally ordered polynomial relations among the ai(z)’s and their derivatives
are consequences of {rj(z)|j ∈ J} in the sense that they can be written as linear combinations of
vertex operators of the form : α(z)∂krj(z) : for α ∈ A and k ≥ 0.
Proof. Let ω(z) be a normally ordered relation of degree d, meaning that d is the maximal
degree of monomials appearing in ω(z). Then ϕd(ω(z)) = 0, and can be expressed in the
form ∑
j∈J
∑
k≥0
αjk∂
krj ,
where all but finitely many αjk are zero, and each αjk is homogeneous of degree d − ej .
Choose vertex operators αjk(z) ∈ A(d−ej) such that ϕd−ej (αjk(z)) = αjk, and let
ω′(z) =
∑
j∈J
∑
k≥0
: αjk(z)∂
krj(z) : .
Since each rj(z) is identically zero, ω
′′(z) = ω(z)−ω′(z) is also identically zero. Since ω′(z)
has the desired form and ω′′(z) is a relation of degree at most d − 1, the claim follows by
induction on d. 
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A good increasing filtration on S(V ). Define S(V )(r) to be the linear span of the normally
ordered monomials
(3.5) {: ∂k1βx1 · · ·∂ksβxs∂l1γy
′
1 · · ·∂ltγy
′
t : | xi ∈ V, y
′
i ∈ V
∗, ki, li ≥ 0, s+ t ≤ r}.
This is a good increasing filtration. We have S(V ) ∼= gr(S(V )) as linear spaces, and
(3.6) gr(S(V )) ∼= Sym(
⊕
k≥0
(Vk ⊕ V
∗
k )), Vk = {β
x
k | x ∈ V }, V
∗
k = {γ
x′
k | x
′ ∈ V ∗},
as commutative algebras. Here βxk and γ
x′
k are the images of ∂
kβx and ∂kγx
′
in gr(S(V ))
under the projection ϕ1 given by (3.4). Themap (2.11) induces an action of g[t] on gr(S(V ))
by derivations of degree zero, defined on generators by
(3.7) ξtr(βxi ) = λ
r
iβ
ρ(ξ)(x)
i−r , ξt
r(γx
′
i ) = λ
r
iγ
ρ∗(ξ)(x′)
i−r , λ
r
i =
{
i!
(i−r)!
0 ≤ r ≤ i
0 r > i
.
The derivation ∂ on gr(S(V )) is given by
(3.8) ∂βxi = β
x
i+1, ∂γ
x′
i = γ
x′
i+1,
and since [∂, ξtr] = −rξtr−1, gr(S(V ))g[t] is a closed under ∂. Finally, there is an injective
map of ∂-rings
(3.9) gr(S(V )g[t]) →֒ gr(S(V ))g[t],
which is in general not surjective. LetR be the image (3.9), and let {ai|i ∈ I} be a collection
of generators for R as a ∂-ring. By Lemma 3.1, any set {ai(z) ∈ S(V )
g[t]|i ∈ I} such that
di = deg(ai) and ϕdi(ai(z)) = ai, is a strong generating set for S(V )
g[t].
Arc spaces. A connection between vertex algebras and arc spaces was observed in [FBZ],
where the authors pointed out that for any affine variety X , the ring of polynomial func-
tions on the arc space X∞ has the structure of an abelian vertex algebra. Conversely, the
∂-ring gr(A) of a vertex algebra A ∈ R can often be realized as the ring of polynomial
functionsO(X∞) for someX . For example, gr(S(V )) ∼= O((V ⊕V
∗)∞). In our main exam-
ples, gr(S(V )g[t]) ∼= O(X∞)whereX = (V ⊕V
∗)/G = Spec(O(V ⊕V ∗)G) is the categorical
quotient. More generally, whenever Spec(gr(A)) ∼= X∞ for some X , the geometry of X∞
encodes information about the vertex algebra structure of A.
We recall some basic facts about arc spaces, following the notation in [EM]. Let X be
an irreducible scheme of finite type over C. For each integer m ≥ 0, the jet scheme Xm is
determined by its functor of points: for every C-algebra A, we have a bijection
Hom(Spec(A), Xm) ∼= Hom(Spec(A[t]/〈t
m+1〉), X).
Thus the C-valued points of Xm correspond to the C[t]/〈t
m+1〉-valued points of X . If
p > m, we have projections πp,m : Xp → Xm and πp,m ◦ πq,p = πq,m when q > p > m.
Clearly X0 = X and X1 is the total tangent space Spec(Sym(ΩX/C)). The assignment
X 7→ Xm is functorial, and a morphism f : X → Y induces fm : Xm → Ym for all m ≥ 1.
If X is nonsingular, Xm is irreducible and nonsingular for allm.
If X = Spec(R) where R = C[y1, . . . , yr]/〈f1, . . . , fk〉, we can find explicit equations for
Xm. Define new variables y
(i)
j for i = 0, . . . , m, and define a derivation D by D(y
(i)
j ) =
y
(i+1)
j for i < m, and D(y
(m)
j ) = 0. This specifies the action of D on all of C[y
(0)
1 , . . . , y
(m)
r ];
in particular, f
(i)
ℓ = D
i(fℓ) is a well-defined polynomial in C[y
(0)
1 , . . . , y
(m)
r ]. Letting Rm =
9
C[y
(0)
1 , . . . , y
(m)
r ]/〈f
(0)
1 , . . . , f
(m)
k 〉, we have Xm
∼= Spec(Rm). By identifying yj with y
(0)
j , we
see that R is naturally a subalgebra of Rm. There is a Z≥0-grading Rm =
⊕
n≥0Rm[n] by
weight, defined by wt(y(i)j ) = i. For allm, Rm[0] = R and Rm[n] is an R-module.
The arc space of X is defined to be
X∞ = lim
←
Xm.
If X = Spec(R) as above, X∞ = Spec(R∞) where
R∞ = C[y
(0)
1 , . . . , y
(i)
j , . . . ]/〈f
(0)
1 , . . . , f
(i)
ℓ , . . .〉.
Here i = 0, 1, 2, . . . and D(y
(i)
j ) = y
(i+1)
j for all i. By a theorem of Kolchin [Kol], X∞ is
irreducible wheneverX is irreducible.
LetG be a connected, reductive complex algebraic group with Lie algebra g. Form ≥ 1,
Gm is an algebraic group which is the semidirect product ofGwith a unipotent group Um.
The Lie algebra of Gm is g[t]/t
m+1. Given a G-module V , there is an action of G on O(V )
by automorphisms, and a compatible action of g on O(V ) by derivations, satisfying
d
dt
exp(tξ)(f)|t=0 = ξ(f), ξ ∈ g, f ∈ O(V ).
Choose a basis {x1, . . . , xn} for V
∗, so that
O(V ) ∼= C[x1, . . . , xn], O(Vm) = C[x
(i)
1 , . . . , x
(i)
n ], 0 ≤ i ≤ m.
Then Gm acts on Vm, and the induced action of g[t]/t
m+1 on O(Vm) is defined as follows.
For ξ ∈ g,
(3.10) ξtr(x
(i)
j ) = λ
r
i (ξ(xj))
(i−r), λri =
{
i!
(i−r)!
0 ≤ r ≤ i
0 r > i
.
Via the projection g[t] → g[t]/tm+1, g[t] acts on O(Vm). The invariant rings O(Vm)
g[t] and
O(Vm)
g[t]/tm+1 coincide, and are equal to O(Vm)
Gm since G is connected.
In general, it is a very subtle problem to find generators for rings of the form O(Vm)
Gm .
The map p : V → V/G induces a map
(3.11) p∗m : O((V/G)m)→ O(Vm)
Gm ,
which is neither surjective nor injective in general. Special cases of these rings were stud-
ied in [E] and in the appendix of [Mu], and a more systematic study was carried out in
[LSS]. We call a G-module V coregular if V/G is smooth; equivalently, O(V )G is a polyno-
mial ring. We impose a mild technical condition which is automatic ifG is semisimple; we
assume that O(V ) contains no nontrivial one-dimensional invariant subspaces. Equiva-
lently, every semi-invariant of G is invariant. The following result appears as Corollary
3.20 of [LSS].
Theorem 3.3. Let G be a connected, reductive group, and let V be a coregular G-module such
that O(V ) contains no nontrivial one-dimensional G-invariant subspaces. Then (3.11) is an iso-
morphism for allm.
It is immediate that (3.11) is an isomorphism form =∞ as well. There are several other
examples in [LSS] where (3.11) is an isomorphism for m = ∞. This holds when G is one
of the classical groups SLn, GLn, SOn, or Sp2n and V is a sum of copies of the standard
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representation of G (and its dual in the case of SLn or GLn), such that V/G is a complete
intersection. It holds when G = C∗ and V is a representation whose weights are all ±1.
Finally, it holds when G = SL2 and V is the sum of an arbitrary finite number of copies of
the standard representation.
The relevance of invariant rings of the form O(V∞)
G∞ to our vertex algebra commutant
problem is as follows. By (3.7) and (3.10), the map
Φ : gr(S(V ))→ O((V ⊕ V ∗)∞), β
x
k 7→ x
(k), γx
′
k 7→ (x
′)(k),
is an isomorphism of g[t]-algebras. Moreover, Φ−1◦D◦Φ = ∂, so we have an isomorphism
of differential graded algebras
(3.12) gr(S(V ))g[t] ∼= O((V ⊕ V ∗)∞)
g[t] = O((V ⊕ V ∗)∞)
G∞ .
In general, the map
(3.13) O(((V ⊕ V ∗)/G)∞)→ O((V ⊕ V
∗)∞)
G∞ ,
is not an isomorphism, and even when it is, we may not be able to reconstruct S(V )g[t]
because (3.9) need not be surjective. We will see that in our main examples, both (3.9)
and (3.13) are isomorphisms. Since G is reductive, we may choose a finite set {f1, . . . , fr}
of generators for O(V ⊕ V ∗)G of homogeneous degrees d1, . . . , dr. Since (3.13) is an iso-
morphism, f1, . . . , fr correspond to generators of gr(S(V ))
g[t] as a differential algebra, and
since (3.9) is an isomorphism, we can find vertex operators f1(z), . . . , fr(z) ∈ S(V )
g[t] sat-
isfying ϕdi(fi(z)) = fi. By Lemma 3.1, this is a strong generating set for S(V )
g[t]. Similarly,
let {r1, . . . , rt} be a set of generators for the ideal of relations among f1, . . . , fr. As in
Lemma 3.2, there exist normally ordered polynomial relations rj(z), which are quantum
corrections of rj , for j = 1, . . . , n.
Theorem 3.4. Suppose that both (3.9) and (3.13) are isomorphisms. If {f1, . . . , fr} is a minimal
generating set forO(V ⊕V ∗)G, {f1(z), . . . , fr(z)} is a minimal strong generating set for S(V )
g[t]
as a vertex algebra. Moreover, all normally ordered polynomial relations among f1(z), . . . , fr(z)
and their derivatives are consequences of r1(z), . . . , rt(z) in the sense of Lemma 3.2.
Proof. The first statement is clear from Lemma 3.1. Since (3.13) is an isomorphism, it
follows that r1, . . . , rt generate the ideal of relations in O((V ⊕ V
∗)∞)
G∞ as a differential
ideal. The second statement then follows from Lemma 3.2. 
Finally, when both (3.9) and (3.13) are isomorphisms, our commutative diagram
S(V )g[t] → S(V )
↓π ↓πZhu
D(V )G → D(V )
has the following nice property.
Theorem 3.5. Suppose that (3.9) and (3.13) are isomorphisms. Then the Zhu algebraA(S(V )g[t])
is isomorphic to D(V )G and the map π above is surjective.
Proof. Fix a generating set {f1, . . . , fr} for D(V )
G such that fi has degree di, which under
the above hypotheses corresponds to a strong generating set {f1(z), . . . , fr(z)} for S(V )
g[t]
as a vertex algebra. Without loss of generality, we may assume that fi(z) ∈ S(V )
g[t]
(di)
\
S(V )
g[t]
(di−1)
. Then A(S(V )g[t]) is generated by {f˜1, . . . , f˜r} where f˜i = πZhu(fi(z)).
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Clearly π(fi(z)) = fi up to corrections of lower degree in the Bernstein filtration, so by
induction on degree we see that π is surjective. The inclusion S(V )g[t] →֒ S(V ) induces a
map of Zhu algebras h : A(S(V )g[t]) → A(S(V )) = D(V ) whose image is clearly D(V )G
since h(f˜i) = fi up to lower order corrections. We claim that h has trivial kernel, and
is therefore an isomorphism from A(S(V )g[t]) to D(V )G. Let r ∈ Ker(h) be an element
of degree d, regarded as a polynomial among the f˜i’s. Under h, it maps to a relation in
D(V )G whose leading term is the same, with f˜i replaced by fi. By Theorem 3.4, there is
an analogous relation r(z) ∈ S(V )g[t], which is obtained up to lower order correction by
replacing each fi with fi(z) and replacing ordinary products with Wick products. Since
r(z) is identically zero, and πZhu(r(z)) ∈ A(S(V )
g[t] has the same leading term as r, the
claim follows by induction on degree. 
4. THE CASES G = SLn AND G = GLn
For n ≥ 1, let V be the direct sum of m copies of Cn, with basis {x1,j, . . . , xn,j| j =
1, . . . , m}, which is just the space of n × m matrices. The left action of GLn and right
action of GLm on V induce actions of GLn and GLm on D(V ), infinitesimal actions gln →
Der(D(V )) and glm → Der(D(V )), and algebra homomorphisms
(4.1) τ : U(gln)→ D(V ), τ
′ : U(glm)→ D(V ).
By classical GLn -GLm Howe duality, D(V )
GLn = τ ′(U(glm)) and D(V )
GLm = τ(U(gln)).
Moreover, D(V )GLn and D(V )GLm form a pair of mutual commutants inside D(V ).
Next we consider D(V )SLn for n ≥ 2. If m < n, D(V )SLn = τ ′(U(glm)), but D(V )
SLn and
τ(U(sln)) are not mutual commutants because
Com(D(V )SLn ,D(V )) = Com(τ ′(U(glm)),D(V )) = D(V )
GLm = τ(U(gln)).
For m ≥ n, let J = {j1, . . . , jn} ⊂ {1, . . . , m} be a set of distinct indices, and let
dJ = det


x1,j1 · · · x1,jn
...
...
xn,j1 · · · xn,jn

 , d′J = det


x′1,j1 · · · x
′
1,jn
...
...
x′n,j1 · · · x
′
n,jn

 .
Then D(V )SLn is generated by τ ′(U(glm)) together with the dJ and d
′
J , which clearly do
not lie in τ ′(U(glm)) [We].
At the vertex algebra level, the induced maps
τˆ : V−m(gln)→ S(V ), τˆ
′ : V−n(glm)→ S(V )
corresponding to (4.1) are given by (2.11). Let
(4.2) Θ = τˆ (V−m(gln)), Θ
′ = τˆ ′(V−n(glm)).
For n,m ≥ 2, we can restrict τˆ and τˆ ′ to the subalgebras V−m(sln) and V−n(slm). Let
Θ¯ = τˆ (V−m(sln)), Θ¯
′ = τˆ ′(V−n(slm)).
We have Θ = Θ¯⊗H and Θ′ = Θ¯′⊗H, whereH is a copy of the Heisenberg vertex algebra
corresponding to the center of both gln and glm. The generator of H is
(4.3) e =
n∑
i=1
m∑
j=1
: γx
′
i,jβxi,j :,
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which corresponds to the Euler operator
∑n
i=1
∑m
j=1 x
′
i,j
∂
∂x′i,j
and satisfies the OPE relation
e(z)e(w) ∼ −mn(z − w)−2
We will assume that n ≥ 2 for the rest of this section, since the case n = 1 is a special
case of Theorem 7.3 of [LI]. First we consider S(V )sln[t].
Theorem 4.1. Let 1 ≤ m < n. Then
S(V )sln[t] = Θ′.
In particular, S(V )sln[t] has a minimal strong finite generating set
{θea,b = τˆ ′(Xea,b)| 1 ≤ a ≤ m, 1 ≤ b ≤ m},
where {ea,b} is the standard basis for glm. There are no normally ordered polynomial relations
among the θea,b’s and their derivatives, so τˆ ′ is injective and Θ′ ∼= V−n(glm).
Proof. The generators {τ ′(ea,b)} of D(V )
SLn correspond to generators of O(V ⊕ V ∗)SLn ,
which by abuse of notation we also denote by τ ′(ea,b). For m < n, Weyl’s second fun-
damental theorem of invariant theory for SLn shows that there are no relations among
the τ ′(ea,b)’s, so V ⊕ V
∗ is coregular. The remaining hypotheses of Theorem 3.3 are also
satisfied, so these elements generate O((V ⊕ V ∗)∞)
sln[t] ∼= gr(S(V ))sln[t] as a differential
algebra. Finally, the vertex operators θea,b corresponding to τ ′(ea,b) lie in S(V )
sln[t], so (3.9)
is surjective, and hence is an isomorphism. The claim then follows from Theorem 3.4. 
For m ≥ n, the elements dJ , d
′
J ∈ D(V )
SLn correspond to vertex operators
DJ = det


βx1,j1 · · · βx1,jn
...
...
βxn,j1 · · · βxn,jn

 , D′J = det


γx
′
1,j1 · · · γx
′
1,jn
...
...
γx
′
n,j1 · · · γx
′
n,jn

 ,
which satisfy πZhu(DJ) = dJ and πZhu(D
′
J) = d
′
J . Both DJ and D
′
J lie in S(V )
sln[t]; this is
clear because the generators {θξ|ξ ∈ sln} of Θ¯ are of the form (2.11), and the nonnegative
circle products of θξ withDJ or D
′
J , which have either only β’s or γ’s, can have no double
contractions.
In the casem = n, V ⊕V ∗ is not coregular but (V ⊕V ∗)/ SLn is a hypersurface, and (3.13)
is an isomorphism by Theorem 4.8 of [LSS]. In this case there are only two determinants
d and d′, and the ideal of relations in D(V )SLn is generated by a single relation whose
leading term is dd′ = det[τ ′(ea,b)] for a, b = 1, . . . , n.
Theorem 4.2. For m = n, S(V )sln[t] is strongly generated as a vertex algebra by Θ′ together
withD andD′. Moreover, all normally ordered polynomial relations are consequences of the above
classical relation in the sense of Lemma 3.2.
In the casem > n, (V ⊕ V ∗)/ SLn is not a complete intersection, so we cannot conclude
that S(V )sln[t] is strongly generated by Θ′ together with the DJ and D
′
J . However, in the
case n = 2, the representations C2 and (C2)∗ of SL2 are isomorphic, and since (3.13) is an
isomorphism in this case, we can describe S(V )sl2[t] for allm.
Theorem 4.3. For n = 2 and m ≥ 2, S(V )sl2[t] is strongly generated as a vertex algebra by
Θ′ together with {DJ , D
′
J} where J runs over all 2-element subsets of {1, . . . , m}. All normally
ordered polynomial relations among the generators and their derivatives come from Weyl’s second
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fundamental theorem of invariant theory for the standard representation of SL2, in the sense of
Lemma 3.2.
Proof. Since D(V )SL2 is generated by {τ ′(η)|η′ ∈ glm} together with the determinants
{dJ , d
′
J}, gr(S(V ))
sl2[t] is generated as a ∂-ring by the corresponding set, under the iso-
morphism gr(D(V )) ∼= O(V ⊕ V ∗)SL2 . Since the corresponding vertex operators θη , DJ ,
and D′J all lie in S(V )
sl2[t], the claim follows. 
Next, for m < n we can use our description of S(V )sln[t] to find strong generators for
S(V )gln[t].
Theorem 4.4. Form = 1, S(V )gln[t] = C. For 2 ≤ m < n, S(V )gln[t] = Θ¯′.
Proof. Since Θ = Θ¯⊗H, we have
S(V )gln[t] = Com(Θ¯⊗H,S(V )) = Com(H,Com(Θ¯,S(V ))) = Com(H,Θ′).
For m = 1, Θ′ = H, so S(V )gln[t] = Com(H,H) = C. For m > 1, we have Θ′ = Θ¯′ ⊗H, so
S(V )gln[t] = Com(H, Θ¯′ ⊗H) = Θ¯′.

Unfortunately, even in the case n = 2, we cannot describe S(V )gl2[t] for m ≥ 2 using
these methods. For all n ≥ 2 and m ≥ n, S(V )gln[t] is strictly larger than Θ¯′, and does
not have a simple description in terms of the generators for D(V )GLn . To see this, let A
be the subalgebra of S(V )sln[t] of βγ-charge zero, which is just the subalgebra of S(V )sln[t]
annihilated by the zero mode e(0) = e◦0. Since ∂
kDJ and ∂
kD′J have eigenvalues −n and
n, respectively, under e(0) for all J and k, A contains Θ′ together with the collection
{: ∂kDJ∂
lD′J ′ : |k, l ≥ 0}.
Next, we claim that Θ′ is a proper subalgebra of A. For r ≥ 2, let
Θ′(r) = Θ
′ ∩ S(V )(r), A(r) = A∩ S(V )(r).
Since Θ′ = Θ¯′ ⊗H, and e generates H, it follows that for k > 0, e◦k maps Θ
′
(r) into Θ
′
(r−2).
However, note that : DJ∂D
′
J ′ :∈ A(2n) and
e ◦1
(
: DJ∂D
′
J ′ :
)
= : DJD
′
J ′ : −nDJ ◦0 D
′
J ′,
which does not lie in A(2n−2) since : DJD
′
J ′ : has degree 2n, whereas DJ ◦0 D
′
J ′ ∈ A(2n−2).
Hence : DJ∂D
′
J ′ :/∈ Θ
′, as claimed. Finally, A and Θ′ are both modules over H, and
decompose as direct sums of H-modules of highest weight zero (i.e., e(0) acts by zero).
Since Θ¯′ = Com(H,Θ′) and S(V )gln[t] = Com(H,A), Θ¯′ must be a proper subalgebra of
S(V )gln[t].
We now consider the double commutants Com(S(V )gln[t],S(V )) andCom(S(V )sln[t],S(V )).
Theorem 4.5. For m > n, Com(S(V )gln[t],S(V )) = Θ, so Θ and S(V )gln[t] form a Howe pair
inside S(V ). Form < n, Θ is not a member of a Howe pair.
Proof. First, letm > n. Even though we do not have a description of S(V )gln[t] in this case,
we have Θ¯′ ⊂ S(V )gln[t], so
(4.4) Θ ⊂ Com(S(V )gln[t],S(V )) ⊂ Com(Θ¯′,S(V )) = S(V )slm[t].
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By Theorem 4.1 (applied now to the right action of slm), we have S(V )
slm[t] = Θ. Hence
the inclusions in (4.4) are equalities, so Θ and S(V )gln[t] form a Howe pair.
Next, suppose that m < n. If m = 1, Com(S(V )gln[t],S(V )) = Com(C,S(V )) = S(V ),
which is larger thanΘ. If 2 ≤ m < n, S(V )gln[t] = Θ¯′, but Com(S(V )gln[t],S(V )) = S(V )slm[t]
contains Θ together with vertex operators
DI = det


βxi1,1 · · · βxi1,m
...
...
βxim,1 · · · βxim,m

 , D′I = det


γx
′
i1,1 · · · γx
′
i1,m
...
...
γx
′
im,1 · · · γx
′
im,m

 ,
where I = {i1, . . . , im} ⊂ {1, . . . , n} satisfies 1 ≤ i1 < · · · < im ≤ n. So Com(S(V )
gln[t],S(V ))
is larger than Θ, since Θ is homogeneous of βγ-charge zero, but DI and D
′
I have βγ-
charges −m andm, respectively. 
Theorem 4.6. For m > n, Com(S(V )sln[t],S(V )) = Θ¯, so Θ¯ and S(V )sln[t] form a Howe pair.
For 2 ≤ m < n, Θ¯ is not a member of a Howe pair. For m = 1, Θ¯ is a member of a Howe pair for
n ≥ 3, but not for n = 2.
Proof. For m > n, Θ′ ⊂ S(V )sln[t] and Com(Θ′,S(V )) = S(V )glm[t] = Θ¯, so the claim
follows. If 2 ≤ m < n, Com(S(V )sln[t],S(V )) = S(V )glm[t], which is larger than Θ¯ for the
same reason that S(V )gln[t] is larger than Θ¯′ form > n. Form = 1, S(V )sln[t] = H, so we can
compute Com(S(V )sln[t],S(V )) = Com(H,S(V )) using Theorem 7.3 of [LI]. In particular,
Com(H,S(V )) contains n commuting copies of the (simple) Zamolodchikov W3 algebra
with central charge c = −2. For n = 2, a calculation shows that these copies ofW3 do not
lie in Θ¯, so Com(H,S(V )) is larger than Θ¯. For n ≥ 3, the fact that Θ¯ is a member of a
Howe pair follows from Theorem 3.1 of [AP]. 
5. THE CASE G = SOn
For n ≥ 3, let G = SOn and let V be the direct sum of m copies of C
n, with basis
{x1,j , . . . , xn,j | j = 1, . . . , m}. The action of SOn on V induces an action of son on D(V )
and an algebra homomorphism τ : U(son) → D(V ). There is a well-known Lie algebra
homomorphism τ ′ : sp2m → D(V ), which appears on p. 219-220 of [GW]. First, sp2m is
the subset of gl2m consisting of block matrices of the form[
A B
C −AT
]
, A, B, C ∈ glm, B = B
T , C = CT .
In terms of the basis {ei,j|1 ≤ i ≤ 2m, 1 ≤ j ≤ 2m} for gl2m, a standard basis for sp2m
consists of
ej,k+m + ek,j+m, −ej+m,k − ek+m,j, ej,k − em+k,m+j, 1 ≤ j, k ≤ m.
Define the following elements of D(V )
Mj,k =
n∑
i=1
x′i,jx
′
i,k, ∆j,k =
n∑
i=1
∂
∂x′i,j
∂
∂x′i,k
, Ej,k =
n∑
i=1
x′i,j
∂
∂x′i,k
,
and define the homomorphism τ ′ : sp2m → D(V ) by
(5.1)
ej,k+m + ek,j+m 7→Mj,k, −ej+m,k − ek+m,j 7→ ∆j,k, ej,k − em+k,m+j 7→ Ej,k +
n
2
δj,k,
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which extends to an algebra homomorphism τ ′ : U(sp2m) → D(V ). We obtain an ac-
tion sp2m → End(D(V )) by derivations of degree zero, where η ∈ sp2m acts by [τ
′(η),−].
As an sp2m-module, gr(D(V )) ∼= Sym
(⊕n
i=1 Ui
)
, where Ui is the copy of the standard
sp2m-module C
2m with basis {x′i,1, . . . , x
′
i,m,
∂
∂x′i,1
, . . . , ∂
∂x′i,m
}. For 1 ≤ m < n
2
, D(V )SOn =
τ ′(U(sp2m)), and for m ≥
n
2
, D(V )SOn is generated by τ ′(U(sp2m)) together with the n × n
determinants dJ . Here J = {j1, . . . , jn} is a set of indices in {1, . . . , m}, and each index
corresponds to either the linear functions or the differential operators. For any m ≥ 1,
D(V )sp2m = τ(U(son)), so D(V )
SOn and τ(U(son)) form a pair of mutual commutants in-
side D(V ). This is known as SOn - sp2m Howe duality.
The vertex algebra analogues of τ and τ ′ are
(5.2) τˆ : V−2m(son)→ S(V ), τˆ
′ : V−n
2
(sp2m)→ S(V ).
The map τˆ is given by (2.11), and τˆ ′ is given by
Xej,k+m+ek,j+m 7→
n∑
i=1
: γx
′
i,jγx
′
i,k :, X−ej+m,k−ek+m,j 7→
n∑
i=1
: βxi,jβxi,k :,
Xej,k−em+k,m+j 7→
n∑
i=1
: γx
′
i,jβx
′
i,k : .
As usual, let Θ = τˆ(V−2m(son)) and Θ
′ = τˆ ′(V−n
2
(sp2m)).
Theorem 5.1. For m < n
2
, we have S(V )son[t] = Θ′, and Θ′ ∼= V−n
2
(sp2m)). For m ≥
n
2
− 1, Θ
and S(V )son[t] form a Howe pair inside S(V ).
Proof. For m < n
2
, V ⊕ V ∗ is coregular, so the generators of gr(S(V ))son[t] as a ∂-ring corre-
spond to the generators ofO(V ⊕V ∗)SOn . ByWeyl’s first fundamental theorem of invariant
theory for SOn, these generators are quadratic and correspond to the generators of Θ
′. An
OPE calculation shows that Θ′ ⊂ S(V )son[t]. It follows that the map (3.9) is surjective,
so S(V )son[t] = Θ′. The second statement is immediate from Weyl’s second fundamental
theorem of invariant theory for SOn.
For m ≥ n−1
2
,
⊕n
i=1 Ui is coregular as an Sp2m-module, and when n is even and m =
n
2
− 1, (
⊕n
i=1 Ui)/ Sp2m is a hypersurface. By Theorem 3.3 in the case m ≥
n−1
2
, and by
Theorem 4.5 of [LSS] in the casem = n
2
− 1, the map
p∗∞ : O(((
n⊕
i=1
Ui)/ Sp2m)∞)→ O((
n⊕
i=1
Ui)∞)
(Sp2m)∞
is an isomorphism. Therefore the generators of gr(S(V ))sp2m[t] correspond to the genera-
tors of O(
⊕n
i=1 Ui)
Sp2m .
By Weyl’s first fundamental theorem of invariant theory for Sp2m these generators are
quadratic and correspond to the generators of Θ. Since Θ ⊂ S(V )sp2m[t] = Com(Θ′,S(V )),
the map gr(S(V )sp2m[t]) →֒ gr(S(V ))sp2m[t] is surjective, and S(V )sp2m[t] = Θ. Finally, since
Θ′ ⊂ S(V )son[t], it follows that Com(S(V )son[t],S(V )) = Com(Θ′,S(V )) = Θ. 
Remark 5.2. Since sl2 ∼= so3 as complex Lie algebras, and the adjoint representation of sl2 coin-
cides with the standard representation of so3, we recover the main result (Theorem 1.3) of [LL] by
taking n = 3 andm = 1 in the preceding theorem.
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For n even andm = n
2
, (V ⊕V ∗)/ SOn is a hypersurface, and (3.13) is an isomorphism by
Theorem 4.7 of [LSS]. However, we cannot use this result to reconstruct S(V )son[t] because
(3.9) is not surjective. For example, in the case n = 4 and m = 2, consider the 4 × 4
determinant d corresponding to the modules W1,W
∗
1 , W2, W
∗
2 which is a second-order
differential operator of degree four in the Bernstein filtration. LetD ∈ S(V ) be any vertex
operator obtained from d by replacing x′i,j and
∂
∂x′i,j
with γx
′
i,j and βxi,j , respectively, and
by replacing ordinary products with Wick products. A calculation shows that for any
vertex operator D′ ∈ S(V ) of lower degree, D +D′ /∈ S(V )so4[t], so (3.9) is not surjective.
6. THE CASE G = SP2n
For n ≥ 2, let G = Sp2n and let V be the direct sum of m copies of C
2n, with basis
{x1,j , . . . , x2n,j | j = 1, . . . , m}. The action of Sp2n on V induces an action of sp2n on D(V ),
and an algebra homomorphism τ : U(sp2n) → D(V ). If m ≥ 2, there is a Lie algebra
homomorphism τ ′ : so2m → D(V ), which appears on p. 221-222 of [GW]. We regard so2m
as the subset of gl2m consisting of block matrices of the form[
A B
C −AT
]
, A, B, C ∈ glm, B = −B
T , C = −CT ,
with basis
ej,k+m − ek,j+m, ej+m,k − ek+m,j, ej,k − em+k,m+j, 1 ≤ j, k ≤ m.
Define the following elements of D(V )
Dj,k =
n∑
i=1
∂
∂x′i,j
∂
∂x′i+n,k
−
∂
∂x′i+n,j
∂
∂x′i,k
, Sj,k =
n∑
i=1
x′i,jx
′
i+n,k − x
′
i+n,jx
′
i,k,
Ej,k =
2n∑
i=1
x′i,j
∂
∂x′i,k
,
and define τ ′ : so2m → D(V ) by
(6.1) ej,k+m− ek,j+m 7→ Sj,k, ej+m,k− ek+m,j 7→ Dj,k, ej,k− em+k,m+j 7→ Ej,k+nδj,k,
which extends to an algebra homomorphism τ ′ : U(so2m)→ D(V ). This induces an action
so2m → End(D(V )) by derivations of degree zero, where η ∈ so2m acts by [τ
′(η),−]. As
an so2m-module, gr(D(V )) ∼= Sym
(⊕2n
i=1 Ui
)
, where Ui is a copy of the standard so2m-
module C2m with basis {x′i,1, . . . , x
′
i,m,
∂
∂x′i,1
, . . . , ∂
∂x′i,m
}. If m = 1, D(V )Sp2n = C[e] where
e =
∑2n
i=1 x
′
i
∂
∂x′i
, and if m ≥ 2, D(V )Sp2n = τ ′(U(so2m)). As for the double commutant
Com(D(V )Sp2n ,D(V )), we have the following three cases, by Sp2n − so2m Howe duality:
• If m = 1, Com(D(V )Sp2n ,D(V )) = τ˜ (U(gl2n)) where τ˜ is the extension of τ to
U(gl2n).
• If 2 ≤ m ≤ n, Com(D(V )Sp2n ,D(V )) = D(V )so2m , which is generated by τ(U(sp2n))
together with all 2m× 2m determinants dI , where I corresponds to a choice of 2m
distinct modules from the collection {Ui|i = 1, . . . , 2n}.
• If m > n, Com(D(V )Sp2n ,D(V )) = D(V )so2m = τ(U(sp2n)), so that D(V )
Sp2n and
τ(U(sp2n)) form a pair of mutual commutants inside D(V ).
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The vertex algebra analogues of τ and τ ′ are
τˆ : V−m(sp2n)→ S(V ), τˆ
′ : V−n(so2m)→ S(V ).
Here τˆ is given by (2.11), and τˆ ′ is given by
Xej,k+m−ek,j+m 7→
n∑
i=1
: γx
′
i,jγx
′
i+n,k : − : γx
′
i+n,jγx
′
i,k :,
Xej+m,k−ek+m,j 7→
n∑
i=1
: βxi,jβxi+n,k : − : βxi+n,jβxi,k :,
Xej,k−em+k,m+j 7→
2n∑
i=1
: γx
′
i,jβx
′
i,k : .
As usual, let Θ = τˆ(V−m(sp2n)) and Θ
′ = τˆ ′(V−n(so2m)).
Theorem 6.1. For m = 1, S(V )sp2n[t] = H, where H is the copy of the Heisenberg algebra
generated by e =
∑2n
i=1 : β
xiγx
′
i :. For 2 ≤ m ≤ n + 1, S(V )sp2n[t] = Θ′. Finally, for m > n,
Com(S(V )sp2n[t],S(V )) = S(V )so2m[t] = Θ, so Θ is a member of a Howe pair.
Proof. The first statement and the second statement in the case m ≤ n are clear because
V ⊕V ∗ is coregular in these cases and (3.9) is easily seen to be surjective. The casem = n+1
in which (V ⊕ V ∗)/ Sp2n is a hypersurface follows from Theorem 4.5 of [LSS]. The proof
of the third statement is the same as the proof of Theorem 5.1. Note that for m ≤ n,
Θ′ ∼= V−n(so2m), and for m = n + 1, all relations among the generators of Θ
′ and their
derivatives are consequences of a single relation. 
7. COMMUTANTS INSIDE bc-SYSTEMS AND bcβγ-SYSTEMS
In some cases, our methods can be applied to describe commutant subalgebras of bc-
systems and bcβγ-systems. Given a finite-dimensional vector space V , the bc-system E(V )
was introduced in [FMS]. It is the unique vertex superalgebra with odd generators bx, cx
′
for x ∈ V , x′ ∈ V ∗, which satisfy
bx(z)cx
′
(w) ∼ 〈x′, x〉(z − w)−1, cx
′
(z)bx(w) ∼ 〈x′, x〉(z − w)−1,
bx(z)by(w) ∼ 0, cx
′
(z)cy
′
(w) ∼ 0.
(7.1)
We give E(V ) the conformal structure LE = −
∑n
i=1 : b
xi∂cx
′
i : under which bxi , cx
′
i are
primary of conformal weights 1, 0, respectively. As usual, {x1, . . . , xn} is a basis for V and
{x′1, . . . , x
′
n} is the dual basis for V
∗.
Let G be a connected, reductive complex group with Lie algebra g, and let V be a G-
module. There is a vertex algebra homomorphism V1(g, B) → E(V ) which is analogous
to (2.11), given by
(7.2) Xξ 7→ θξE =
n∑
i=1
: cx
′
ibρ(ξ)(xi) : .
Here B(ξ, η) = Tr(ρ(ξ)ρ(η)) and ρ : g → End(V ) is the induced representation of g. There
is a good increasing filtration on E(V ), where E(V )(r) is spanned by normally ordered
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monomials in bxi , cx
′
i and their derivatives, of length at most r. We have E(V ) ∼= gr(E(V ))
as linear spaces, and as supercommutative algebras we have
gr(E(V )) ∼=
∧⊕
k≥0
(Vk ⊕ V
∗
k ), Vk = {b
x
k| x ∈ V }, V
∗
k = {c
x′
k | x
′ ∈ V ∗}.
Here bxk, c
x′
k are the images of ∂
kbx, ∂kcx
′
in gr(E(V )). The map V1(g, B) → E(V ) induces
an action of g[t] on gr(E(V )) by superderivations of degree zero, defined by
(7.3) ξtr(bxi ) = λ
r
i b
ρ(ξ)(x)
i−r , ξt
r(cx
′
i ) = λ
r
i c
ρ∗(ξ)(x′)
i−r , λ
r
i =
{
i!
(i−r)!
0 ≤ r ≤ i
0 r > i
.
We may consider the commutant Com(Θ, E(V )) = E(V )g[t], where Θ is the image of
(7.2). More generally, given representations V andW of G, the bcβγ-system E(V )⊗S(W )
carries an action of V1(g, B) given by
(7.4) Xξ 7→ θξE⊗S = θ
ξ
E ⊗ 1 + 1⊗ θ
ξ
S .
Here θξS is given by (2.11), and B(ξ, η) = Tr(ρ1(ξ)ρ1(η)) − Tr(ρ2(ξ)ρ2(η)), where ρ1 : g →
End(V ) and ρ2 : g→ End(W ) are the induced representations of g. We may also consider
Com(Θ, E(V )⊗ S(W )) = (E(V )⊗ S(W ))g[t], where Θ is the image of (7.4).
In order to study these commutants, we need to extend our result on invariant theory
and arc spaces to the case of odd as well as even variables. Given a G-representation V ,
let V ∗j
∼= V ∗ for j ≥ 0, and fix a basis {x1,j , . . . , xn,j} for V
∗
j . Let S = Sym(
⊕
j≥0 V
∗
j ). The
mapO(V∞)→ S sending x
(j)
i 7→ xi,j is an isomorphism of differential algebras, where the
differential D on S is given by D(xi,j) = xi,j+1.
For j ≥ 0, let V˜ ∗j
∼= V ∗ and let L =
∧⊕
j≥0 V˜
∗
j . Fix a basis {y1,j, . . . , yn,j} for V˜
∗
j and
extend the differential on S to a super differential D on S ⊗ L, defined on generators by
D(yi,j) = yi,j+1. There is an action of G∞ on S ⊗ L, and we may consider the invariant
ring (S ⊗ L)G∞ . Let S0 = Sym(V
∗
0 ) ⊂ S and L0 =
∧
(V˜ ∗0 ) ⊂ L, and let 〈(S0 ⊗ L0)
G〉 be the
differential algebra generated by (S0 ⊗ L0)
G, which lies in (S ⊗ L)G∞ .
Since G acts on the direct sum V ⊕k of k copies of V , we have a map
(7.5) O(V ⊕k/G)∞ → O(V
⊕k
∞ )
G∞ .
Theorem 7.1. Suppose that (7.5) is an isomorphism for all k ≥ 1. Then (S ⊗ L)G∞ = 〈(S0 ⊗
L0)
G〉.
Proof. Define a gradation on S ⊗ L by deg(xi,j) = 0 and deg(yi,j) = 1. For p ∈ (S ⊗ L)
G∞ ,
we can assume p is homogeneous of degree d. Then p can be written in the form
p =
∑
fyi1,j1 ∧ · · · ∧ yid,jd,
where yit,jt ∈ V˜
∗
jt and f ∈ S.
For a = 1, . . . , d, let Sa be the copy of S with generators zai,j for i = 1, . . . , n, and j ≥ 0.
Define q ∈ S ⊗ (S1 ⊗ · · · ⊗ Sd) by
q =
∑
f
∑
σ∈Sd
sgn(σ)z1iσ(1),jσ(1) ⊗ · · · ⊗ z
d
iσ(d),jσ(d)
,
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where Sd is the permutation group of d elements. Since p ∈ (S ⊗ L)
G∞ , it follows that
q ∈ (S ⊗ (S1 ⊗ · · · ⊗ Sd))G∞ . We have
(S ⊗ (S1 ⊗ · · · ⊗ Sd))G∞ ∼= O(W∞)
G∞ ∼= O((W/G)∞),
whereW =
⊕d+1
i=1 Vi and Vi
∼= V . SinceO(W/G) ∼= (S0⊗ (S
1
0 ⊗· · ·⊗S
d
0 ))
G, where Sa0
∼= S0,
q lies in the differential algebra 〈(S0⊗(S
1
0⊗· · ·⊗S
d
0 ))
G〉 generated by (S0⊗(S
1
0⊗· · ·⊗S
d
0 ))
G.
It follows that p ∈ 〈(S0 ⊗ L0)
G〉. 
The following result is an immediate consequence of Theorem 7.1.
Corollary 7.2. Let G = SL2, and let V be the sum of finitely many copies of the standard repre-
sentation. Then (L⊗ S)G∞ = 〈(S0 ⊗ L0)
G〉, where L, S, L0, and S0 are as above.
The analogue of Theorem 3.4 holds in the setting of bc-systems and bcβγ-systems, and
the proof is the same.
For G = SL2 and V the sum of m copies of C
2 with basis {x1,j, x2,j | j = 1, . . . , m} there
is an induced vertex algebra homomorphism Vm(sl2) → E(V ) given in the standard basis
x, y, h for sl2 by
Xx 7→
m∑
j=1
: bx1,jcx
′
2,j :, Xy 7→
m∑
j=1
: bx2,jcx
′
1,j :, Xh 7→
m∑
j=1
: bx1,jcx
′
1,j : − : bx2,jcx
′
2,j : .
Let Θ be the image of Vm(sl2) inside E(V ).
Theorem 7.3. For allm ≥ 1, Com(Θ, E(V )) = E(V )sl2[t] has a minimal strong generating set
ψi,j = : bx1,icx
′
1,j : + : bx2,icx
′
2,j :, 1 ≤ i ≤ m, 1 ≤ j ≤ m,
Dk,l = : b
x1,kbx2,l : + : bx1,lbx2,k :, D′k,l = : c
x′1,kcx
′
2,l : + : cx
′
1,lcx
′
2,k :, 1 ≤ k ≤ l ≤ m.
(7.6)
The vertex algebra generated by the ψi,j is the image of the map V2(glm) → E(V ) induced by the
right action of GLm on V . All normally ordered polynomial relations among the generators (7.6)
and their derivatives come from Weyl’s second fundamental theorem of invariant theory for the
standard representation of SL2, in the sense of Lemma 3.2.
Proof. We have an injective homomorphism of differential supercommutative rings
(7.7) gr(E(V )sl2[t])→ gr(E(V ))sl2[t] ∼=
∧⊕
k≥0
(Vk ⊕ V
∗
k )
sl2[t],
By Corollary 7.2,
∧⊕
k≥0(Vk ⊕ V
∗
k )
sl2[t] is generated as a differential algebra by its weight-
zero component
∧
(V0 ⊕ V
∗
0 )
SL2 , which is generated by qi,j = x1,ix
′
1,j + x2,ix
′
2,j for i, j =
1, . . . , m, together with dk,l = x1,kx2,l + x1,lx2,k and d
′
k,l = x
′
1,kx
′
2,l + x
′
1,lx
′
2,k for 1 ≤ k ≤
l ≤ m. The corresponding elements of E(V ) are precisely ψi,j, Dk,l, D
′
k,l, and a calculation
shows that these elements lie in E(V )sl2[t]. Therefore (7.7) is an isomorphism, and the claim
follows. 
Next, we consider the bcβγ-system E(V ) ⊗ S(W ), where V is the sum of r copies of
C2 with basis {x1,j, x2,j | j = 1, . . . , r}, and W is the sum of s copies of C
2 with basis
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{y1,k, y2,k| k = 1, . . . , s}. The actions of Vr(sl2) and V−s(sl2) on E(V ) and S(W ), respectively,
give rise to an action of Vr−s(sl2) on E(V )⊗ S(W ), given by
Xx 7→
r∑
j=1
: bx1,jcx
′
2,j : −
s∑
k=1
: βy1,kγy2,k :, Xy 7→
r∑
j=1
: bx2,jcx
′
1,j : −
s∑
k=1
: βy2,kγy1,k :,
Xh 7→
r∑
j=1
: bx1,jcx
′
1,j : − : bx2,jcx
′
2,j : −(
s∑
k=1
: βy1,kγy
′
1,k : − : βy2,kγy
′
2,k :).
Let Θ be the image of Vr−s(sl2) inside E(V )⊗ S(W ).
Theorem 7.4. For all r, s ≥ 1, Com(Θ, E(V ) ⊗ S(W )) = (E(V ) ⊗ S(W ))sl2[t] has a minimal
strong generating set
ψi,jβγ = : β
y1,iγy
′
1,j : + : βy2,iγy
′
2,j :, 1 ≤ i ≤ s, 1 ≤ j ≤ s,
ψk,lbc = : b
x1,kcx
′
1,l : + : bx2,kcx
′
2,l :, 1 ≤ k ≤ r, 1 ≤ l ≤ r,
ψi,kβc = : β
y1,icx
′
1,k : + : βy2,icx
′
2,k :, 1 ≤ i ≤ s, 1 ≤ k ≤ r,
ψk,ibγ = : b
x1,kγy
′
1,i : + : bx2,kγy
′
2,i :, 1 ≤ k ≤ r, 1 ≤ i ≤ s,
Dk,l = : b
x1,kbx2,l : + : bx1,lbx2,k :, D′k,l = : c
x′1,kcx
′
2,l : + : cx
′
1,lcx
′
2,k :, 1 ≤ k ≤ l ≤ r,
Ei,k = : β
x1,ibx2,k : − : βx2,ibx1,k :, E ′i,k = : γ
x′1,icx
′
2,k : − : γx
′
2,icx
′
1,k :, 1 ≤ i ≤ s, 1 ≤ k ≤ r,
Fi,j = : β
x1,iβx2,j : − : βx1,jβx2,i :, F ′i,j = : γ
x′1,iγx
′
2,j : − : γx
′
1,jγx
′
2,i :, 1 ≤ i < j ≤ s.
(7.8)
The elements ψi,jβγ , ψ
k,l
bc , ψ
k,i
bγ , ψ
i,k
βc , generate an affine vertex superalgebra associated to gl(r|s). All
normally ordered polynomial relations among the generators (7.8) and their derivatives come from
Weyl’s second fundamental theorem of invariant theory for the standard representation of SL2, in
the sense of Lemma 3.2.
Proof. AnOPE calculation shows that the vertex operators (7.8) all lie in (E(V )⊗S(W ))sl2[t].
By Corollary 7.2, the map
gr((E(V )⊗ S(W ))sl2[t]) →֒ gr(E(V )⊗ S(W ))sl2[t]
is an isomorphism. This proves the claim. 
Unfortunately, we are unable to prove the analogues of Theorems 7.3 and 7.4 for SLn
with n ≥ 3 because it is not known if (3.13) is surjective. If it were surjective, this would
imply that E(V )sln[t] and (E(V ) ⊗ S(W ))sln[t] have similar minimal strong generating sets,
with D,D′, E, E ′, F, F ′ replaced by elements of degree n that correspond to n × n deter-
minants. However, unlike the case n = 2, (3.13) is not injective in general; see Example
6.6 of [LSS]. This implies that there exist normally ordered polynomial relations among
the generators and their derivatives that do not come from classical relations. Similar
questions remain open for representations of the other classical groups which are sums of
copies of the standard representation.
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