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Chapter 1
Introduction
Since the earliest investigations into the nature of light, simply by looking up
to the sky, humans have been fascinated by natural phenomena, such as the
dazzling colors of the spectrum of rainbows, to the blinding brightness of a mid-
day blazing sun. Steady scientific progress over the centuries has led us to a deeper
understanding of the nature of light, however, there are endless discoveries still to
be explored.
Contemporary studies of light naturally fall under the domain of funda-
mental physics. Yet, it is intrinsically important to consider not just light, but
the interaction of light with matter. There are several sub-domains of physics
that comprise research areas pertaining to light. Some of the notable areas are
condensed-matter physics and atomic, molecular and optical (AMO) physics. A
fundamental drive of AMO physics research is to develop new ways of control-
ling optical fields and quantum systems. To perform experiments and expand the
frontiers of knowledge, it is necessary to produce and control optical fields with
high fidelity and well-defined quantum states [1–3].
1
2As the process of scientific discovery unfolds, a primary driver of new dis-
covery is the development of new technology. In parallel, the new technology
allows new scientific discoveries, e.g., by increasing measurement sensitivity or by
opening up entirely new domains of interest that were previously not accessible.
For example, the invention of the maser in the mid 1950’s [4] was the start to the
path to modern laser technology. Correspondingly, the laser pulse-shaping system
detailed in the following chapters has the prospect of being a versatile tool for
conducting new experiments at the cutting edge of AMO physics research.
1.1 Motivation
Historically, AMO physics has had broad impacts not only in areas of fundamental
research, but also in applied areas with direct impact on the way we use technol-
ogy today. For example, ultra-precise atomic clocks make possible the modern
convenience of the global positioning system [5]. Beyond fundamental research
into light and the resulting downstream technological benefits, myriad connec-
tions exist to other branches of science and technology. For example in biology,
the advent of fluorescence microscopy [6] incorporated lasers to allow imaging of
live cells. Measurement techniques have benefitted from the development of laser
technology. For example, the coherent nature of laser light allows analysis of small
particles, including measurements of their size and velocity [7]. Thus, the broad
reach of AMO physics into diverse areas makes research in this field a beneficial
3endeavor.
The main focus of this dissertation: development of a laser pulse-shaping
system on the sub-ten-nanosecond timescale, should prove to be a useful tool
for probing and controlling systems of atoms and molecules. This pulse-shaping
system fills a notable gap between the faster, femtosecond timescales and slower
timescales that are typically easily accessible with acousto-optic modulators and
direct modulation of laser diode current. The system offers the flexibility of control
of phase and amplitude of a light field at near 100 ps timescales. This time
resolution makes the pulse-shaping system potentially useful to a diverse set of
experiments in atomic and molecular physics such as ultracold molecule formation
and coherent control [8,9], chirped Raman transfer [10–12], or more generally,
quantum state control, and others. Since the system relies on high-speed electro-
optic modulators, we have investigated properties and other applications of these
devices. Specifically, we have characterized the residual chirp of the intensity
modulator, and used the phase modulator to generate arbitrary line spectra and
frequency chirps on slower timescales.
Development of the pulse-shaping system described in this dissertation ex-
tends our earlier tests of amplifying pulses from lithium niobate modulators with
a tapered amplifier in a single pass [13]. Amplification of the modulated laser
pulses with a double-pass tapered amplifier [14] allows a significant boost in op-
tical power. This higher power is key to some proposed experiments, where the
4shorter timescales necessitate increased intensity in order to maintain efficient
transfer of population [10–12] or production of ultracold molecules [8,9].
1.2 Background: Pulse shaping
AMO physics experiments in the context of laser pulse-shaping fall into some typi-
cal groupings, such as strong-field interactions (e.g. ultrafast lasers) and ultracold
atoms and molecules. In the area of strong-field interactions, the laser pulses can
be on timescales of picoseconds (ps) to femtoseconds (fs) [15] to attoseconds (as)
[16], and a key property is the large intensity. At very high intensities produced
for example by a free electron laser, phenomena such as high harmonic generation
and sub-valence shell ionization can be studied [17]. A common pulse-shaping
arrangement [18,19] for fs timescales and high powers involves a diffraction grat-
ing pair and a spatial light modulator (SLM). This scheme utilizes the mapping
between frequency and spatial coordinate provided by the grating dispersion. Due
to Fourier considerations, the finite bandwidth of the diffraction grating yields a
corresponding finite time resolution and limitations on the pulse duration. An
acousto-optic modulator (AOM) can be used in place of the SLM for fs pulse
shaping [18,19]. When driven by an arbitrary waveform generator (AWG), the
RF pattern will map to a variation in density of the AOM crystal which then
diffracts the passing beam. Analogously to the SLM method, pulse shaping is
achieved by recombining the modulated light with the diffraction grating.
5In ultracold atomic and molecular experiments, the motional dynamics are
incredibly slow due to the sub-milli Kelvin temperatures of the systems. At these
temperatures, Doppler effects are usually negligible and the systems are more
easily modeled and can be studied with narrowband (kHz) lasers as well as ps
pulses [20] and chirped fs pulses [21]. Since the space-to-frequency mapping used
in ultrafast experiments will not usually work for pulses longer than 25 ps [22,19],
other pulse shaping methods are needed. Shaping on a timescale of 20 to 100
ns has been demonstrated [23], and at even longer timescales methods based
on AOMs and direct modulation are readily available. A major motivation for
developing the pulse-shaping system described in this dissertation is to cover the
gap between 20 ns and 100 ps. At the slower (100 ps and longer) timescales, it
is easier to modulate or produce shaped pulses in the time domain by directly
controlling electronic parameters such as voltage.
Laser diode modulation is possible on the ns timescale but there are unde-
sirable effects on both the intensity and frequency under some conditions [24,25].
Modulation of diode lasers at frequencies above 1 GHz is possible. For example,
generating the repump transition for magneto-optical trap (MOT) applications
has been done up to several GHz. But in this case there is only the production
of sidebands and no pulse shaping. Linear chirps of about 1 GHz in 100 ns can
be produced but the quality suffers for faster timescales and injection locking is
required to reduce the intensity modulation [25]. AOMs shift the frequency of a
6passing beam and also control its intensity. The frequency excursion generated by
an AOM is limited to an upper range of a few GHz (but with very low efficiency),
with typical operation at frequencies < 100 MHz. The shortest intensity pulses
easily generated with AOMs are limited to about 10 ns FWHM.
1.3 Background: Lithium niobate modulators
Operating between the ns and fs timescales, lithium niobate (LN) modulators
with bandwidths up to 40 GHz are common. The LN modulators are also readily
available at many wavelengths suitable for AMO experiments.
How does a LN modulator work? Lithium niobate, LiNbO3, is an electro-
optic material that changes the phase of a passing light beam in response to an
applied voltage. LN modulators fall into the general category of electro-optic mod-
ulators (EOMs). The LN material can be in a bulk arrangement or formed into
a waveguide and coupled to an optical fiber. Depending on the application, the
bulk or waveguide configurations offer different advantages. The waveguides offer
lower drive voltages, e.g. a few volts instead of hundreds, but have lower optical
power limits, especially at shorter wavelengths, due to photorefractive damage.
The fiber-coupled LN modulators we typically use are limited to 5 mW CW. The
low optical power can be compensated for with the extra step of amplification
by a semiconductor tapered amplifier (TA). Another advantage of the waveguide
modulators is their high optical bandwidth. Our lab presently uses modulators
7with approximately 10 GHz of bandwidth. In general, the LN waveguide modu-
lators can be further broken down into two major types, phase modulators (PM)
and intensity modulators (IM). The phase modulator is just a single waveguide of
LN material with the electrode structure manufactured to match the propagation
velocities of the electrical and optical signals. In a LN intensity modulator, the
waveguide is split into two arms that make up a Mach-Zehnder interferometer.
The output intensity is controlled via the relative phase in the two arms. Two
geometries are often employed, X-cut or Z-cut. The Z-cut, the type utilized in
this work, offers lower drive voltages but leads to a residual frequency chirp that
accompanies the intensity modulation.
When a LN phase modulator and intensity modulator are used in series,
the combination offers control of both the phase and amplitude of the light. An
analogous situation is the use of SLMs to shape the phase and amplitude of fs
pulses in the frequency domain as described in the previous section. Although not
implemented in this dissertation, it is interesting to note that both SLM based
shaping and LN modulators can be configured to include polarization control in
addition to phase and amplitude. This added control of the polarization degree
of freedom is useful, for example, in experiments involving optical centrifuges for
molecules [26].
81.4 Preview
In chapter 2, an application of the LNPM with modulation specifically designed
to generate a sequence of spectral lines in a time-repeating fashion is described.
Additionally, a method to create shaped chirped pulses on longer timescales, e.g.
50 ns will be discussed. Chapter three covers LNIMs and characteristics such as
residual chirp. The next two chapters will focus on the main components of the
fast pulse-shaping (FPS) system, such as the high-speed electronics (Ch.4) and
the pulsed double-pass tapered amplifier (PDPTA) for boosting the optical power
(Ch.5). Then, chapter six summarizes the performance of the fully integrated
pulse-shaping system. Finally, chapter 7 discusses a numerical simulation based
on the work of Collins, et. al. [10–12] for optimizing chirped Raman transfer
utilizing an evolutionary algorithm. Chapter 8 concludes the thesis.
Chapter 2
Techniques with Waveguide Lithium Niobate Phase
Modulators
In this chapter we discuss techniques we developed utilizing LNPMs to accomplish
tasks that may prove useful for various AMO experiments. The first section
comprises a paper [27] we published that details a method to generate multiple
frequencies from a single narrow-bandwidth (less than 1 MHz) laser source that
alternate in time. The second section is a paper we published [23] on a method to
generate arbitrary frequency chirps on timescales on the order of 50 ns. The final
section discusses a comparison between the method described in section two and
the sub-ten ns pulse shaping system detailed later (Chs. 4-6) in this dissertation.
I would like to acknowledge the contributions to the papers presented in this
chapter from the co-authors.
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2.1 Creation of arbitrary time-sequenced line spectra with an
electro-optic phase modulator1
Abstract: We use a waveguide-based electro-optic phase modulator, driven by a
nanosecond-timescale arbitrary waveform generator, to produce an optical spec-
trum with an arbitrary pattern of peaks. A programmed sequence of linear volt-
age ramps, with various slopes, is applied to the modulator. The resulting phase
ramps give rise to peaks whose frequency offsets relative to the carrier are equal
to the slopes of the corresponding linear phase ramps. This simple extension of
the serrodyne technique provides multi-line spectra with peak spacings in the 100
MHz range. c©2011 American Institute of Physics. [doi:10.1063/1.3611005]
2.1.1 Introduction
Control of a lasers frequency is an important capability for many applications in
optical communications and atomic and molecular physics. It is often desirable to
precisely shift the optical frequency or to expand a single optical frequency into
several. An acousto-optic modulator can generate a frequency-shifted beam, but
the efficiency falls off quickly above a few hundred MHz. Electro-optical phase
modulators (EOMs), when driven sinusoidally, can provide multiple sidebands,
1 Reprinted with permission from C. E. Rogers III, J. L. Carini, J. A. Pechkis, and P. L.
Gould, Creation of arbitrary time-sequenced line spectra with an electro-optic phase modulator,
Review of Scientific Instruments 82, 073107 (2011). [27] Copyright 2011 AIP Publishing LLC.
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with waveguide-based units allowing modulation at frequencies up into the tens
of GHz. Sinusoidally modulating the injection current of a diode laser can also be
used to generate sidebands [28]. The optical spectrum resulting from sinusoidal
modulation is a set of equally spaced sidebands with variable amplitudes based on
the depth of modulation. More complex single-sideband generators, such as I/Q
modulators [29,30], can be multiplexed to yield high-bandwidth arbitrary wave-
forms [31], but require sophisticated drive electronics and are not available at all
wavelengths. Other methods of generating multiple frequencies have been demon-
strated, but they rely on using individually tuned laser sources [32]. Frequency
combs [33] and pulsed serrodyne modulation [34–36] can provide a large num-
ber of frequencies at evenly spaced intervals from a single laser source, but these
methods lack the ability to directly control the distribution of power. Spectral
shaping of high-bandwidth femtosecond pulsed lasers is easily accomplished with
spatial light modulators and other techniques [18], but slower timescales require
alternative methods.
An interesting variation on electro-optical modulation is the serrodyne tech-
nique whereby a frequency shift is produced by driving a phase modulator with a
sawtooth voltage [37–39]. Since frequency is the time derivative of phase, the slope
of the linear phase variation gives the frequency offset. Recently, wideband sin-
gle frequency shifting using serrodyne modulation has been demonstrated [40,41].
Nonlinear transmission lines (NLTLs) were used to produce the sawtooths, al-
12
lowing frequency offsets in the GHz range. Here, we present a related method,
extending the serrodyne technique to include a sequence of ramps with various
slopes. This produces a pattern of peaks whose offsets from the carrier are deter-
mined by the slopes of the corresponding phase ramps. The constraint of equal
peak spacings is thereby removed. Of course, there are limitations on the peak
widths and spacings from both Fourier considerations and the maximum phase
change available with the EOM. Also, not all frequencies are present simultane-
ously. Narrower peaks require longer times spent on phase ramps with a given
slope.
2.1.2 Methods and results
The experimental setup for generating and analyzing arbitrary line spectra is
outlined in Fig. 2.1. The main laser is a Hitachi HL7852G diode setup as an
external-cavity diode laser (ECDL) [42], yielding an output power of 30 mW
tuned near 780 nm. A portion of the light from the ECDL is launched into a
fiber and then coupled to the input pigtail of a lithium niobate waveguide-based
electro-optic phase modulator: EOSpace model PM-0K1-00-PFA-PFA-790-S. The
phase modulator (PM) is driven with a Tektronix AFG3252B 240 MHz arbitrary
waveform generator (AWG) whose output can optionally be amplified by a Mini-
Circuits ZHL-1-2W amplifier with 500 MHz of bandwidth. The PM is internally
terminated with 50 Ω and can handle a RF drive power of 30 dBm. Its phase
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response is characterized by the voltage necessary for a pi phase shift: Vpi ' 2V (at
1 GHz). Our diagnostics include a 300 MHz free-spectral-range optical spectrum
analyzer (OSA) with a linewidth of 1.5 MHz as well as a heterodyne setup which
can resolve the underlying structure of the peaks. For the heterodyne analysis, the
output of the PM is combined with a separate reference ECDL on a fast (2 GHz)
photodiode. Although neither of the ECDLs is actively stabilized, their linewidths
are narrow enough (1 MHz) and the relative drift between them can be made small
enough to yield sufficiently stable heterodyne signals over measurement times of 5
s. Labview programs utilizing the Auto Power Spectrum.vi virtual instrument are
used to Fourier analyze the measured heterodyne signals and to simulate power
spectra from theoretical phase patterns.
Fig. 2.1: Experimental setup.
For creation of arbitrary line spectra consisting of several target frequen-
cies, there are design considerations when building the phase pattern. First, the
sawtooth ramp sequence corresponding to a particular frequency offset (from the
carrier) fk should be calculated according to the prescription for serrodyne mod-
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ulation. The phase ramps should have an amplitude of 2pin and a period of 1/fk
for a target frequency offset nfk, where n is an integer. Second, due to Fourier
constraints, the width of the envelope of a group of sidebands around a target
frequency depends inversely on the amount of time spent on the corresponding
ramps. Additionally, the smallest frequency spacings of the lines that make up
the arbitrary spectra are fixed at the repetition frequency of the overall ramp
sequence. As a simple example, Fig. 2.2(a) shows a phase pattern consisting of
two segments, a single negative ramp and an equal duration of constant phase.
The first segment, if repeated by itself, would correspond to a third order (n = 3)
serrodyne shift of −75 MHz. The second segment corresponds to the carrier. A
simulation of the resulting power spectrum based on this phase pattern is shown
in Fig. 2.2(b). Since the repeat time of this phase pattern is 80 ns, each sideband
lines up at some multiple of 1/80 ns=12.5 MHz. The full width at half maximum
(FWHM) of the group of sidebands around both the carrier and −75 MHz targets
is roughly given by 1/40 ns = 25 MHz, i.e., the inverse of the time spent generat-
ing each offset. This width can be narrowed by including more consecutive ramps
in the pattern, as shown below, with the tradeoff that the phase pattern repeat
time will increase.
To generate a spectrum with narrower widths for each target frequency
(offsets of 0 and −75 MHz), a phase pattern similar to the one of Fig. 2(a) was
constructed, but with the time allocated to each segment increased by a factor of
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Fig. 2.2: (a) One cycle of the sample phase pattern. (b) Simulated spectrum
based on (a).
six. The corresponding output of the AWG and the calculated power spectrum are
shown in Figs. 2.3 (a) and 2.3(b), respectively. With this phase pattern applied to
the PM, the resulting spectrum measured with the OSA is shown in Fig. 2.3(c).
We see that the FWHMs of the target frequencies, in both the simulated and
measured spectra, have been reduced to ∼4 MHz, a factor of six narrower than
in the simulated spectrum of Fig. 2.2(b), as expected. The tradeoff is in the
time alternation between the target frequencies. In the limit of many consecutive
identical ramps, only the frequency corresponding to those ramps is present during
that time interval, and we recover the serrodyne condition. This is a fundamental
limitation of this technique, imposed by Fourier considerations.
Because equal time is spent on the ramped and flat segments in Fig. 2.3(a),
we expect equal powers at the two target frequencies: −75 MHz and 0 MHz (car-
rier). However, we see, in both the simulation and in the measurement, that the
−75 MHz peak contains less power than the carrier. We also see a small amount
of power presents at other frequencies (spurious sidebands). This infidelity is
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caused by imperfections in the sawtooth pattern due to the finite bandwidth of
the AWG (and possibly impedance mismatch) as seen in the small ringing near
the peaks. The 3 dB bandwidth of the PM is 15 GHz, so it does not contribute
to the infidelity. If we simulate the spectrum from a perfect sawtooth (i.e., with
zero reset time), it gives equal powers at −75 MHz and 0 MHz. These effects have
been explored in depth for the case of pure serrodyne modulation [39]. Longer
ramps with fewer resets would be desirable, but we are constrained by the maxi-
mum phase change of 6pi achievable with our AWG and PM. We can control the
relative power at the target frequencies by changing the durations of the ramps.
In Fig. 2.3(d) (simulation) and Fig. 2.3(e) (measurement), we have modified the
phase pattern of Fig. 2.3(a) so that the ramps occur over 25% of the cycle, with the
remaining 75% of the cycle being flat. As expected, the power at −75 MHz offset
is diminished. We also see that the peak widths are no longer equal, consistent
with the Fourier considerations discussed above.
Finally, we demonstrate how this modulation scheme can be used to generate
multiple peaks. As an example, we choose four target frequencies to match the
hyperfine structure of SrF. Such light could be used to prevent optical pumping
in the recently demonstrated laser cooling of these molecules [43,44]. In the phase
pattern, slopes to match the four target frequencies are incorporated and each
segment is centered about zero to avoid distortion caused by the 5 MHz low-
frequency cutoff of the RF amplifier. The programmed phase changes for the
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Fig. 2.3: (a) One cycle of the AWG output of the phase pattern: 50% ramps
(−75 MHz), 50% flat (carrier). (b) Simulated spectrum based on (a).
(c) Measured spectrum with OSA. (d) Simulated and (e) measured
spectra from a phase pattern similar to (a) but with the duty cycle of
the ramps reduced to 25%.
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four ramps are: 4pi, 2pi, 2pi, and 4pi. The corresponding output of the AWG
and the simulated spectrum are shown in Figs. 2.4(a) and 2.4(b), respectively.
The resulting spectrum, measured with the heterodyne technique, is displayed in
Fig. 2.4(c). The underlying sideband structure due to the 400 ns repeat time of
the overall phase pattern is clearly visible. The spectrum measured with the OSA
is shown in Fig. 2.4(d). The spacings between peaks nicely match those of the
target frequencies. Note that the carrier has been suppressed by at least 19 dB.
Since the phase pattern was designed to have approximately equal durations for
each set of ramps, the four peaks are close to the same height.
2.1.3 Conclusion
In summary, we demonstrate a simple method of generating arbitrary line spectra
requiring only an AWG and a fiber-based EOM. A spectrum containing four target
frequencies unequally spaced over a 170 MHz span is presented as an example. A
much broader frequency range and/or higher spectral fidelity should be achievable
with a higher bandwidth AWG. Since the generation of the phase pattern relies on
an AWG, rapid tuning of the target frequencies is possible with an appropriately
programmed waveform. Although we use light at 780 nm, this technique could
easily be adapted to wavelengths in the 700 − 2000 nm range, as fiber-based
EOMs are commercially available at these wavelengths. Higher power should
be attainable using injection locking or a tapered amplifier or fiber amplifier to
19
Fig. 2.4: Example spectra of four target frequencies. (a) Measured output of
the AWG. (b) Simulation of spectrum based on (a). (c) Spectrum
from heterodyne measurement. (d) Spectrum as measured with OSA.
Vertical lines indicate target frequencies.
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amplify the multifrequency light.
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2.2 Generation of arbitrary frequency chirps with a fiber-based
phase modulator and self-injection-locked diode laser2
This section is a paper [23] that our research group published on a method to gen-
erate arbitrary frequency chirps using a PM, optical delay line and self-injection-
locked laser.
Abstract: We present a novel technique for producing pulses of laser light
whose frequency is arbitrarily chirped. The output from a diode laser is sent
through a fiber-optical delay line containing a fiber-based electro-optical phase
modulator. Upon emerging from the fiber, the phase-modulated pulse is used to
injection-lock the laser and the process is repeated. Large phase modulations are
realized by multiple passes through the loop while the high optical power is main-
tained by self-injection-locking after each pass. Arbitrary chirps are produced by
driving the modulator with an arbitrary waveform generator. We obtain improved
2 Text and figures reprinted with permission from the Optical Society of America. [23]
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performance, both in chirp rate and chirp range, relative to a diode laser which is
injection-locked to a modulated source.
2.2.1 Introduction
In a variety of applications, it is desirable to be able to exert rapid and arbi-
trary control over the frequency of a laser, while minimizing the associated vari-
ations in intensity. Diode lasers, both free-running and in external cavities, are
particularly amenable to rapid frequency control via their injection current [45].
However, current modulation produces not only frequency modulation, but also
intensity modulation, which is often undesirable. This issue has been addressed
by injection-locking a separate laser with the modulated light. [25] The frequency
modulation is faithfully followed, while the intensity modulation is suppressed.
Linear chirps up to 15 GHz/µs [25], as well as significantly boosted output pow-
ers [25,46] have been achieved in this manner. Other techniques for rapid tuning
include electro-optical crystals located within the diode laser’s external cavity
[47,48,46,49] and fiber-coupled integrated-optics waveguides to phase-modulate
the laser output. [50–52] In the present work, we combine two key elements to
produce pulses of arbitrarily frequency-chirped light on the nanosecond timescale:
1) an electro-optical waveguide phase modulator, located in a fiber loop and driven
with an arbitrary waveform generator; and 2) optical self-injection-locking after
each pass through the loop. [50,52] Multiple passes around the loop allow large
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changes in phase to be accumulated, and the self-injection-locking maintains a
high output power. We expect such controlled light to be useful in a variety of ap-
plications in optical signal processing such as radio-frequency spectrum analyzers
based on spectral hole burning, [53] optical coherent transient programming and
processing, [54] and high-bandwidth spatial-spectral holography [55]. In atomic
and molecular physics applications, such as adiabatic population transfer, [56]
coherent transients, [57,58] atom optics, [59,60] and ultracold collisions, [61] fast
chirps allow competition with spontaneous emission, which typically occurs on
the 10−8 s timescale.
2.2.2 Experimental setup
A schematic of the experimental set-up is shown in Fig. 2.5. The central laser is
a free-running diode laser (FRDL), Hitachi HL7852G, with a nominal output of
50 mW at 785 nm. Its temperature is reduced and stabilized in order to provide
a wavelength near the Rb D2 line at 780 nm. The output of this laser is sent
through an optical isolator in order to prevent undesired optical feedback, and
then through two acousto-optical modulators (AOM2 and AOM3) whose purpose
will be discussed below. The beam is then coupled into a 40 m long single-mode
polarization-maintaining fiber delay line to prevent overlap of successive pulses as
they propagate around the loop. Within the loop is a fiber-coupled integrated-
optics phase modulator. This device, EOSpace model PM-0K1-00-PFA-PFA-790-
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S, is a lithium niobate waveguide device capable of modulation rates up to 40
Gbit/s when properly terminated with 50 Ω. Our device is unterminated in order
to allow higher voltages (e.g., we use up to 10 V) to be applied. Upon emerging
from this fiber loop, the light is coupled back into the FRDL in order to (re)
injection-lock it.
To initialize the FRDL frequency and reduce its linewidth, we use a seed
pulse from a separate external-cavity diode laser [42] (ECDL) to injection-lock
it. The ECDL can have its frequency stabilized to a Rb atomic resonance using
saturated absorption spectroscopy. The seed pulse, typically 170 ns in width, is
generated using AOM1. After this initial seeding, the ECDL is completely blocked
and the FRDL then self-injection-locks with the pulses of light emerging from the
fiber loop. The two injection sources, which are not present simultaneously, are
merged on a beamsplitter. This combined beam is directed into the FRDL through
one port of the output polarizing beamsplitter cube of its optical isolator, thereby
insuring unidirectional injection. Injection powers of 250 µW are typically used.
The timing diagram for the pulse generation is shown in Fig. 2.6. The
FRDL emits light continuously, but injection-locks to the ECDL only during the
brief seed pulse. AOM2 is pulsed on in order to switch this pulse into the fiber
loop. This first-order beam is frequency shifted by the 80 MHz frequency driving
AOM2. AOM3, which is on continuously, provides a compensating frequency
shift. Without this compensation, a large frequency change would accumulate
24
AOM1
Fiber
Loop
PM
PD
ECDL
OI
AOM 3
FRDL
AWG
OI
PBS
BS
AOM 2
BS
Fig. 2.5: Schematic of the apparatus. The free-running diode laser (FRDL) is
initially injection-locked by a seed pulse originating from the external-
cavity diode laser (ECDL) and switched on by acousto-optical mod-
ulator AOM1. The injection-locked output pulse from the FRDL is
switched into the fiber loop by AOM2. The frequency shift produced
by AOM2 is compensated for by AOM3. The fiber loop is connected
to a phase modulator (PM) driven by an arbritrary waveform genera-
tor (AWG). The phase-modulated pulse (re) injection locks the FRDL
and the loop cycle is repeated. After N passes through the loop, the
pulse is combined with the ECDL output on a fast photodiode (PD)
for heterodyne analysis. Beamsplitters (BS), polarizing beamsplitters
(PBS), and optical isolators (OI) are also shown.
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after multiple passes around the loop. Such a controllable frequency offset may be
desirable for some applications. After passing through the fiber, the pulse enters
the phase modulator. The desired modulation is imprinted on the pulse with an
80 MHz (200 MSa/s) arbitrary waveform generator (AWG): Agilent 33250A. The
pulse then exits the fiber and (re) injection-locks the FRDL. The resulting pulse
emerging from the FRDL is an amplified version of the phase-modulated pulse. It
is sent through the loop again, in exactly the same manner as the original pulse,
for further phase modulation. The switching of AOM2 and the voltage provided
to the phase modulator by the AWG are synchronized to the 221 ns cycle time
of the entire loop using a pulse/delay generator. This ensures that phase changes
for each pass accumulate optimally. After the desired number of cycles through
the loop, AOM2 is switched off, opening the loop and sending the pulse to the
diagnostics and/or experiment. The entire sequence can be repeated at a rate
determined by the loop time and the number of passes around the loop.
Our main diagnostic is to combine the frequency-chirped pulse with the
fixed-frequency light from the ECDL and measure the resulting heterodyne signal
with a fiber-coupled fast photodiode and 500 MHz oscilloscope. We note that a
fourth AOM outside the loop (not shown in Fig. 2.5) would allow the desired por-
tion of the final chirped pulse to be selected and sent to the experiment. Because
the initial seed pulse is typically shorter than the pulses propagating around the
loop (see Fig. 2.6), there are portions of the output pulse during which the FRDL
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Fig. 2.6: Timing diagram for chirped pulse generation. The seed pulse, generated
by AOM1, initiates the process. Subsequent pulses of light from the
FRDL, generated by AOM2, represent the multiple passes through the
fiber loop. The desired phase modulation is applied synchronously
during each pass.
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is not injection-locked at the desired frequency. We intentionally set the unlocked
FRDL frequency far enough from that of the ECDL to ensure that only the desired
portions of the pulse are visible in the heterodyne signal. Offsets ranging from 3
GHz to 600 GHz have been utilized, with smaller offsets providing more robust
injection locking. For applications where light far from the ECDL frequency has
no adverse effects, selection by the fourth AOM may not be necessary.
An important advantage of our scheme is the fact that the injection locking
amplifies the pulse to the original power level after each cycle, thereby allowing an
arbitrary number of passes (we have used more than 20) through the modulator.
This amplification is also important because the time-averaged optical power seen
by the modulator must be limited (e.g., to <5 mW at our operating wavelength) to
avoid photorefractive damage. We require only enough power in the fiber output,
typically 750 µW, to robustly injection-lock the FRDL after each pass.
2.2.3 Results
To verify the fidelity of the injection locking, we perform the following test. With
no voltage applied to the phase modulator, we pass a pulse through the loop 15
times before examining its heterodyne signal. Since the initial seed pulse is shifted
80 MHz by AOM1, and the shifts from AOM2 and AOM3 are set to cancel, we
expect that the beat signal will be sinusoidal at 80 MHz. This is indeed the case,
as shown in Fig. 2.7.
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Fig. 2.7: Heterodyne signal between the ECDL and the injection-locked FRDL
pulse after 15 passes through the loop. No phase modulation is applied,
so the 80 MHz beat signal is due to the frequency shift of AOM1.
The time varying frequency f(t) of a pulse is related to the modulated phase
ϕ(t) by:
f(t) = f0 + (1/2pi)(dϕ/dt) (2.1)
where f0 is the original carrier frequency (in Hz). The phase change produced
by N passes through the modulator is linear in the applied voltage V with a
proportionality constant characterized by Vpi:
∆ϕ = Npi(V/Vpi). (2.2)
We measure Vpi by applying a linear voltage ramp of 8 V in 100 ns and
measuring the resulting frequency shift of 280 MHz after N=10 passes through
the loop, as shown in Fig. 2.8. This yields Vpi = 1.4 V, somewhat more efficient
than the specified value of 1.8 V.
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Fig. 2.8: (a) Linearly varying output of the AWG which drives the phase modula-
tor. (b) Heterodyne signal between the ECDL and the injection-locked
FRDL pulse after 10 passes through the loop. The 360 MHz beat signal
reflects the 80 MHz frequency shift of AOM1 as well as that due to the
linear phase modulation.
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In order to produce a linear chirp, the phase change should be quadratic
in time, requiring a quadratic voltage: V(t) = αt2. A series of increasing and
decreasing quadratics, matched at the boundaries, is programmed into the AWG.
This output voltage, together with the heterodyne signal and the resulting fre-
quency as a function of time, are shown in Fig. 2.9. The inverse of the local
period of the heterodyne signal, determined from successive minima and maxima,
is used as the measure of frequency. Linear fits to the decreasing and increasing
frequency regions yield chirp rates of -36 and +37 GHz/µs, respectively. These
match well to the value of 38 GHz/µs expected from the programmed waveform
and the value of Vpi. We note that the chirp shown here is achievable only with
multiple passes due to the input voltage limits of the modulator. However, if a
given chirp range ∆f is to be achieved in a time interval ∆t, the required voltage
change, ∆V = α(∆t)2 = (Vpi/N)(∆f∆t), is proportional to ∆t, indicating that
faster chirps are easier to produce. For these faster chirps, N can be reduced, al-
lowing the generation of multiple chirped pulses which are closely spaced in time
and, if desired, with different chirp characteristics. This could potentially benefit
a number of applications. [54,55]
As an example of an arbitrary chirp, we show in Fig. 2.10 the result of a phase
which varies quadratically in time with a superimposed sinusoidal modulation.
The resulting frequency as a function of time, shown in (d), has the expected
linear plus sinusoidal variation and matches quite well the numerical derivative of
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Fig. 2.9: (a) Quadratically varying (alternately positive and negative) output of
the AWG. (b) Heterodyne signal between the ECDL and the injection-
locked FRDL pulse after 10 passes through the loop. The apparent
reduction in amplitude at high frequencies is due to the limited detec-
tion bandwidth. (c) Frequency vs. time derived from (b).
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the AWG output, shown in (b). Although we have not yet explored this avenue,
it should be possible to correct for imperfections in the AWG and/or the response
of the phase modulator by measuring the chirp and adjusting the programmed
waveform to compensate. A related scheme for frequency control using a self-
heterodyne technique has been demonstrated [62].
2.2.4 Conclusion
In summary, we have described a novel technique for producing pulses of light
with arbitrary frequency chirps. The method is based on multiple passes through
a fiber-based integrated-optics phase modulator driven by an arbitrary waveform
generator, with self-injection locking after each pass. Our work has utilized light
at 780 nm, but the chirping concept should work for a variety of wavelengths. We
have shown examples of frequency shifts, linear chirps, and linear plus sinusoidal
frequency modulations. We have yet to explore the limitations of this scheme.
We are presently limited in modulation speed by the waveform generator, and
our heterodyne diagnostic is limited by the bandwidths of both the oscilloscope
(500 MHz) and the photodiode (1 GHz). For faster modulations, synchronization
of successive passes will become more critical, but this can be adjusted either
electronically or by the optical path length. We note that the phase modulation
need not be identical for each pass, adding flexibility to the technique. At some
point, the injection locking will not be able to follow the modulated frequency,
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Fig. 2.10: (a) Quadratic plus sinusoidal output of the AWG. (b) Numerical
derivative of the AWG output. (c) Heterodyne signal between the
ECDL and the injection-locked FRDL pulse after 13 passes through
the loop. The apparent reduction in amplitude at high frequencies
is due to the limited detection bandwidth. (d) Frequency vs. time
derived from (c). Note the close correspondence between (b) and (d).
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but we see no evidence of this at the linear chirp rates of ∼40 GHz/µs (and
corresponding chirp range of ∼2 GHz) which we have so far achieved. We note
that a locking range up to 5 GHz for static injection locking has been reported.
[63] The use of an antireflection-coated slave laser or a tapered amplifier, with its
lack of mode structure, may provide improved performance.
It is interesting to compare our scheme with pulse shaping in the femtosec-
ond domain. [18] With ultrafast pulses, there is sufficient bandwidth to disperse
the light and separately adjust the phase and amplitude of the various frequency
components (e.g., with a spatial light modulator) before reassembling the shaped
pulse. Our time scales are obviously much longer (e.g., 10 ns - 100 ns), and we con-
trol the phase directly in the time domain. A logical extension of our work would
be to independently control the amplitude envelope with a single pass through
a fiber-based integrated-optical intensity modulator. As with femtosecond pulse
shaping and its application to coherent control, time-domain manipulations of
phase and amplitude should be amenable to optimization via genetic algorithms.
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2.3 Comparison of chirp generation on 100 ns and sub-ten ns
timescales
The versatility of fiber-coupled LNPMs is easily demonstrated by the preceding
two applications: generating arbitrary frequency chirps on the 100 ns timescale;
and generating time-sequenced arbitrary line spectra. One main difference be-
tween these two applications entails amplification. While the former acts a stand-
alone frequency-only pulse shaping system, it does incorporate amplification via
the self-injection-locked lasers. The TSALS method was demonstrated with di-
rect output of the PM and no subsequent amplification. The main utility of both
techniques lies in their ability to control the phase of laser light. In both of these
applications the main speed limitation for phase modulation arises from the AWG
bandwidth and sample rate. The two works were developed and tested with 80
MHz and 240 MHz AWGs, respectively.
To compare the arbitrary frequency chirp method of Sec. 2.2 with the sub-
ten ns pulse-shaping system described in Chs. 4-6, we can note several main
differences. First, the sub-ten ns system relies on a high-speed AWG with a factor
of 50 increase in analog bandwidth over the one used in earlier works. Next,
amplification of the output pulses with the sub-ten ns pulse shaping system yields
higher powers than can be achieved by injection locking a typical 150 mW 780
nm laser diode. Finally, the sub-ten ns pulse shaping system utilizes both phase
and amplitude modulation for control of the optical output pulses.
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A key item to note involves the timescale differences between the method of
arbitrary chirp generation and the sub-ten ns pulse shaping system. For the sub-
ten ns system, only a single pass through the modulators is required. Since the
frequency excursion is proportional to the rate of change of phase, faster phase
modulation yields larger frequency chirps. The total available phase change is
still constrained by the available voltage to drive the modulators. This is where
the arbitrary-frequency chirp method excels at the slower (50 ns) chirps. By ef-
fectively going through the modulators multiple times using the delay loop and
self-injection locking, the modulator voltage limit is effectively surpassed. More
precisely, it is replaced by the constraint of self-injection-locking pulse fidelity.
We expect that there are speed limitations to diode laser injection locking. For-
tunately, for shorter chirp times, and therefore faster chirp rates, a single pass
through the modulator can suffice, eliminating the need for self-injection lock-
ing.
Chapter 3
Electro-optic Intensity Modulators: Characteristics and
Techniques
3.1 Characterization and compensation of the residual chirp in a
Mach-Zehnder-type electro-optical intensity modulator 1
This section comprises a publication [64] from our research group detailing the
characteristics of an IM and compensation of its residual phase modulation. I
would like to acknowledge the contributions to the paper from the co-authors and
the work on the heterodyne processing and analysis developed by J. L. Carini.
Abstract: We utilize various techniques to characterize the residual phase
modulation of a fiber-based Mach-Zehnder electro-optical intensity modulator. A
heterodyne technique is used to directly measure the phase change due to a given
change in intensity, thereby determining the chirp parameter of the device. This
chirp parameter is also measured by examining the ratio of sidebands for sinusoidal
amplitude modulation. Finally, the frequency chirp caused by an intensity pulse
1 Text and figures reprinted with permission from the Optical Society of America. [64]
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on the nanosecond time scale is measured via the heterodyne signal. We show
that this chirp can be largely compensated with a separate phase modulator. The
various measurements of the chirp parameter are in reasonable agreement.
3.1.1 Introduction
Intensity modulators are important components of high-speed fiber-optic commu-
nication systems. They have also proven useful as fast switches in a variety of
laser-based experiments in atomic and molecular physics. Of particular interest
are the fiber-based Mach-Zehnder-type electro-optic modulators. They have high
speed, good extinction, and generally require low drive voltages. However, when
used to modulate the intensity, there can be an accompanying residual phase
modulation, or equivalently, a residual frequency chirp. The extent of this phase
modulation for a given intensity modulation is quantified by the chirp parameter.
For many applications, this residual chirp is undesirable. For example, in dense
wavelength-division-multiplexing (DWDM) systems, chirp can lead to crosstalk
between adjacent channels. In other situations, the chirp can be beneficial. For
example, pulses with chirp have been used for adiabatic excitation/de-excitation
in atom optics [60,65] and ultracold collision experiments [66]. In all cases, it
is important to at least characterize, and possibly control, this chirp. Here we
examine a particular intensity modulator and measure its chirp parameter using
a variety of techniques. These rather distinct methods give consistent results.
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We also show that it is possible to largely compensate this residual chirp with a
separate phase modulator.
A number of techniques have been utilized to characterize the performance
of Mach-Zehnder electro-optic intensity modulators and related devices, such as
electroabsorption modulators. Sending the modulated light through a dispersive
fiber, the frequency response was recorded with a network analyzer in order to
obtain the chirp parameter [67,68]. Stretched ultrafast pulses were modulated and
then heterodyned with a delayed probe to measure the complex temporal response
[69]. Frequency resolved optical gating has been used to characterize the intensity
and phase properties of a high-speed modulator [70]. A Mach-Zehnder modulator,
driven by a delayed subharmonic, was employed to measure the chirp parameter
of a separate modulated source [71]. A Mach-Zehnder interferometer was utilized
as an optical frequency discriminator to examine the chirp of a modulated source
[72,73]. Specific modulation sidebands were selected with a tunable filter and their
phase shifts compared to yield the chirp parameter [74]. Analyzing the ratios of
modulation sidebands, as we discuss in Sect. 3.1.4, has been used in a number of
variations to determine the chirp parameter [75–81]. Finally, various homodyne
and heterodyne techniques have been employed to map out the amplitude and
phase transfer functions of optical modulators [82–84]. Our technique is novel in
that we use an optical heterodyne set-up to directly measure the phase shift as
a function of modulation voltage under essentially static conditions. This yields
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directly the intrinsic chirp parameter. We also use the sideband ratio technique
for comparison purposes. Finally, we measure via heterodyne the frequency chirp
induced by a short intensity pulse and compare to the expected shape.
The paper is organized as follows. In Sect. 3.1.2, we examine the operating
principle of a Mach-Zehnder intensity modulator and the origin of residual phase
modulation. In Sect. 3.1.3, we describe our heterodyne measurements of phase
shift as a function of applied voltage. Our use of the sideband ratio technique
is presented in Sect. 3.1.4. The short-pulse chirp measurements are discussed in
Sect. 3.1.5. Sect. 3.1.6 comprises concluding remarks.
3.1.2 Residual phase modulation and the chirp parameter
The operating principle of a fiber-based Mach-Zehnder-type electro-optic inten-
sity modulator is shown in Fig. 3.1. Light from an optical fiber is coupled into
a waveguide and then equally split into two paths which form the arms of a
Mach-Zehnder interferometer. Light from these two arms is then recombined and
coupled out to another fiber. The waveguides are made from lithium niobate, an
electro-optic material, so that when a voltage is applied, a phase change is in-
duced. To modulate the intensity, a controllable phase difference between the two
arms is required. In the ideal intensity modulator, an equal but opposite phase
would be induced in each arm, so that the phase of the output light is not modi-
fied. Such “X-cut” devices are available, but require higher drive voltages because
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of the larger electrode-waveguide spacing. A “Z-cut” device, such as we use, has
the electrode closer to one of the waveguides, causing an asymmetry between the
two arms and therefore a phase modulation of the output when the intensity is
modulated.
OUTIN
RFIN
2
1
Fig. 3.1: Schematic of Mach-Zehnder-type intensity modulator. The incident
beam is equally split into two arms, 1 and 2, and recombined to provide
the output. The phase difference between the two arms, controlled by
the rf electrode, determines the output power via interference.
For our purposes, the important parameters of the Mach-Zehnder (MZ)
intensity modulator (IM) are the voltage-to-phase conversion coefficients for the
two arms, γ1 and γ2, which are assumed to be constant with respect to the applied
modulation voltage V(t). Assuming that the input field of amplitude E0 and
frequency ω0 is equally split (without loss) between the two arms, the output field
can be written as
E(t) = E1(t) + E2(t) =
1
2
E0[e
i(ω0t+γ1·V (t)+ϕ01) + ei(ω0t+γ2·V (t)+ϕ02)] (3.1)
Here, ϕ01 and ϕ02 are the static phases for each arm. With no modulation
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applied, a dc bias voltage controls the static phase difference ∆ϕ0 = ϕ01 - ϕ02 and
thus determines the output level. In the presence of modulation, the output field
can be expressed in terms of the time-dependent phase difference
∆ϕ(t) =
1
2
[(γ1 · V (t) + ϕ01)− (γ2 · V (t) + ϕ02)] (3.2)
and the time-dependent output phase
ϕ(t) =
1
2
[(γ1 · V (t) + ϕ01) + (γ2 · V (t) + ϕ02)] (3.3)
as
E(t) = E0cos(∆ϕ(t))e
i(ω0t+ϕ(t)) (3.4)
Since the device is an interferometer, the phase difference determines the
ratio of output power to input power (assuming no loss)
P (t)
P0
= cos2(∆ϕ(t)) (3.5)
The voltage change required to go from minimum to maximum output power
is given by Vpi = pi/(γ1-γ2). This corresponds to a change in ∆ϕ of pi/2. The time-
dependent frequency is the time derivative of the output phase
ω(t) =
dϕ
dt
=
1
2
(γ1 + γ2) · dV
dt
(3.6)
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As can be seen from Eqs. (3.5) and (3.6), if γ2 = -γ1, we have pure intensity
modulation with no phase modulation, while if γ2 = γ1, we have pure phase
modulation. Of course, in an actual device, the situation will be somewhere in
between, as characterized by the intrinsic chirp parameter [76,81]
α0 =
γ1 + γ2
γ1 − γ2 (3.7)
This parameter is the ratio of the time derivative of the output phase ϕ(t)
(responsible for phase modulation) to the time derivative of the phase difference
(responsible for intensity modulation). The case of α0=0 corresponds to pure
intensity modulation, while α0=∞ corresponds to pure phase modulation. For
modulation in only one arm of the MZ interferometer, α0=1. Note that this
intrinsic chirp parameter α0 is not the same as the often-used intensity-dependent
chirp parameter [85]
α =
dϕ
dt
1
E
· dE
dt
(3.8)
In the specific case where the power is modulated about P0/2, i.e., when
∆ϕ0=-pi/2, then α reduces to α0 [76].
3.1.3 Direct phase measurement
We use two main methods to characterize the residual phase modulation of the
EO Space AZ-0K5-05-PFA-PFA-790 intensity modulator: optical heterodyne and
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spectral analysis. For both techniques, the light source is a 780 nm external-cavity
diode laser (ECDL) [42] with a linewidth of ∼ 1 MHz. The heterodyne set-up
used for the direct phase shift measurement is shown in Fig. 3.2. The idea is to
combine the modulator output with a fixed frequency reference beam and measure
the resulting beat signal on a 2 GHz photodiode (Thorlabs SV2-FC) connected
to a 2 GHz digital oscilloscope (Agilent Infiniium 54852A DSO). The procedure
consists of stepping the modulation voltage, which varies the output intensity,
and measuring the voltage-dependent phase shift of the heterodyne signal. On
each step, the voltage is fixed, so the frequency of the output light is equal to
ω0. However, the phase of the output light varies with the modulation voltage
(Eq. 3.3), so the phase of the heterodyne signal will shift between each step.
The pattern of voltage steps is controlled with a Tektronix AFG 3252 240 MHz
arbitrary waveform generator (AWG). The resulting intensity pattern is shown in
Fig. 3.3a. Note that intensity is not directly proportional to voltage, as indicated
in Eq. 3.5.
The reference beam for the heterodyne is generated by frequency shifting
the input light by a pair of acousto-optic modulators (AOMs) to give a beat
frequency of 160 MHz. Deriving the reference beam from the modulator input
has the advantage of making the heterodyne signal immune to common-mode
frequency fluctuations. However, since we are measuring phase, we are sensitive
to path length variations between the reference and signal beams. Therefore, the
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Fig. 3.2: Set-up for measuring the output phase of the intensity modulator (IM)
as the drive voltage is varied. The output of the IM is combined on
a polarizing beamsplitter cube (PBS) with a reference beam, which is
derived from the input beam by frequency shifting a total of 160 MHz
with two 80 MHz acousto-optical modulators (AOMs). The combined
beams produce a heterodyne signal on the photodiode (PD). The drive
voltage is controlled with an arbitrary waveform generator (AWG).
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Fig. 3.3: (a) Intensity waveform used to measure the phase shift as a function
of IM drive voltage. This signal is generated by sending the output of
the IM to the photodiode without the heterodyne reference beam. The
inset shows a portion of the heterodyne signal and the sinudoidal fit
used to determine the phase. (b) Phase shift of the IM output as a
function of voltage, together with a linear fit.
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entire voltage waveform is completed in 2 µs, which is fast compared to the time
scale of vibrations and thermal drifts of optics in the heterodyne path. The time
spent on each voltage step (approximately 130 ns) is many heterodyne periods,
thus allowing an accurate determination of the phase. An example of a heterodyne
signal, together with the corresponding sinusoidal fit, is shown in the inset of
Fig. 3.3a. In order to further reduce the sensitivity to slow phase drifts, for the
waveform shown in Fig. 3.3a, we return to the power level P0/2 after each step and
measure the phase shift relative to the phase at this reference power (voltage) level.
This local reference phase is determined by a single sinusoidal fit to the central
100 ns of the reference intervals before and after each interval of interest. In this
fit, the amplitude, frequency, offset, and phase are free parameters. A similar fit
is done in the interval of interest, but with the frequency now fixed at the value
from the reference fit. The important parameter is the phase shift in the interval
of interest. This phase shift as a function of voltage is shown in Fig. 3.3b. Since
the abscissa of Fig. 3.3b is V/Vpi = pi(∆ϕ), and the ordinate is the output phase
ϕ divided by pi/2, the slope of this straight line gives directly the intrinsic chirp
parameter α0. Averaging together the results from 45 repetitions, taken from three
different voltage step patterns, we obtain α0 = 0.86(2), where the uncertainty is
primarily statistical. Because the voltage waveform is completed in only 2 µs,
and each phase measurement is sandwiched between two reference intervals, the
uncertainty in each phase shift measurement is minimized. Variations in the
48
reference phase are <0.01 rad for each phase shift measurement.
The value of Vpi, which is needed for the determination of α0 discussed
above, is obtained in a separate measurement. A slow, large amplitude sinusoidal
modulation is applied to the modulator and the output power P is monitored. If
the peak-to-peak voltage excursion is Vpi, and the bias voltage is set to give ∆ϕ0
= pi/2, then P swings between 0 and P0. If the voltage excursion exceeds Vpi, then
P ”wraps around” near its maxima and minima. For a peak-to-peak excursion of
2Vpi, the output powers at the maximum and minimum voltages meet at P0/2. If
the bias voltage is slightly off from ∆ϕ0 = pi/2, these output powers still meet at a
common value. This method gives a rather precise measure of Vpi for two reasons:
1) reduced sensitivity to bias voltage; and 2) at the point where they match, the
powers depend linearly on the voltage amplitude, so locating this point is easier
than locating an extremum. Using this technique, we determine Vpi = 1.58(1) V at
the slow modulation frequency of approximately 1 MHz. This is consistent with
the specified value of 1.6 V at 1 GHz for our device.
3.1.4 Determining the chirp parameter from modulation sidebands
The second method for measuring α0 involves sinusoidal modulation of the inten-
sity and analysis of the resulting sidebands [75–81]. Deviations of the sideband
ratios from those expected for pure intensity modulation are indicative of resid-
ual phase modulation. Following the treatment of Bakos, et al. [81], we apply
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sinusoidal modulation V=V0sin(ωt) to Eq. 3.1 and obtain an output field
E(t) =
1
2
E0e
iω0t[ei(a1sin(ωt)+ϕ01) + ei(a2sin(ωt)+ϕ02)] (3.9)
where a1,2 = V0 · γ1,2. This can be Fourier decomposed into Bessel function
sidebands
E(t) =
1
2
E0e
iω0t
∞∑
n=−∞
[Jn(a1)e
iϕ01 + Jn(a2)e
iϕ02 ]einωt (3.10)
For a fixed value of ∆ϕ0, set by the bias voltage, we can measure the intensity
ratio of adjacent sidebands:
(3.11)
rn,n+1 =
|Jn(a1)eiϕ01 + Jn(a2)eiϕ02|2
|Jn+1(a1)eiϕ01 + Jn+1(a2)eiϕ02|2
=
J2n(a1) + J
2
n(a2) + 2Jn(a1)Jn(a2)cos(∆ϕ0)
J2n+1(a1) + J
2
n+1(a2) + 2Jn+1(a1)Jn+1(a2)cos(∆ϕ0)
We measure the intensities of the carrier (n=0) and the first three sidebands
(n=1,2,3), thus obtaining three independent ratios. Since we only have two un-
knowns, a1 and a2, the system is over-determined. For simplicity, we take ∆ϕ0 =
0, the value we use in the experiment, and define the ratio β = a2/a1 = γ2/γ1 so
that Eq. 3.11 simplifies to
rn,n+1 = [
Jn(a1) + Jn(βa1)
Jn+1(a1) + Jn+1(βa1)
]2 (3.12)
For a given pair of sidebands, we define
∆n,n+1 = (Jn(a1) + Jn(βa1))
2 − rn,n+1(Jn+1(a1) + Jn+1(βa1))2 (3.13)
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which should be equal to zero for the correct values of a1 and β. To find these
values, the three expressions for ∆n,n+1 (for n=0,1,2) are plotted as functions of
a1 and β, and the common point where all three go to zero simultaneously is
determined. Once β is determined, we can use Eq. 3.7 to calculate the intrinsic
chirp parameter:
α0 =
1 + β
1− β (3.14)
The measurement of sideband ratios is relatively straightforward. The mod-
ulator is biased at ∆ϕ0 = 0 (P = P0) and a sinusoidal modulation of amplitude
V0 = 3 V and frequency ω/(2pi) = 240 MHz is applied. The spectrum is observed
with a scanning Fabry-Perot interferometer (Coherent 33-6586-001) with 7.5 GHz
free spectral range. A typical spectrum, showing only the carrier and first three
positive sidebands, is shown in Fig. 3.4. Applying the above procedure to the mea-
sured sideband ratios yields α0 = 0.81(1), where the uncertainty is due mainly to
the 5% uncertainty in measuring the height of each sideband. The sidebands are
well resolved so crosstalk between them is negligible.
3.1.5 Chirp caused by an intensity pulse
Since we are ultimately interested in using the intensity modulator to produce
a specified pulse on the nanosecond time scale, we need to know the frequency
chirp under these conditions. To measure the chirp, we use a variation of the
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Fig. 3.4: Optical spectrum for 240 MHz sinusoidal modulation of the IM. Only
the carrier (0) and positive sidebands (1, 2, 3) are shown.
heterodyne set-up described in Sect. 3.1.3. This is shown in Fig. 3.5. Since we are
measuring on faster time scales, we need a higher beat frequency (e.g., 2 GHz),
so we use a separate external-cavity diode laser for the reference beam. Also, for
the chirp compensation discussed below, we add an electro-optic phase modulator
(EO Space PM-0K1-00-PFA-PFA-790-S) prior to the intensity modulator.
The voltage pulse driving the intensity modulator is generated by the AWG.
To facilitate the diagnostics, we use a negative-going intensity pulse. This allows
a strong heterodyne signal everywhere except at the very center of the pulse.
With a Gaussian voltage pulse programmed into the AWG, the resulting voltage
output, together with the corresponding 2.55 ns FWHM Gaussian fit, are shown
in Fig. 3.6a. Aside from some ringing on the trailing edge of the pulse due to
the finite speed of the AWG, the fit is very good. Applying this voltage pulse to
the intensity modulator yields the output intensity shown in Fig. 3.6b. Because
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Fig. 3.5: Set-up for measuring and compensating the frequency chirp in a pulse
produced by the IM. This is similar to Fig. 3.2, but with the incorpo-
ration of the phase modulator (PM) and the use of a separate laser for
the heterodyne.
the intensity modulator is an interferometer, and the phase difference in the two
arms is proportional to the applied voltage, the output intensity is not directly
proportional to voltage, as indicated in Eq. 3.5. Using the Gaussian derived
from Fig. 3.6a, we fit this intensity pulse to Eq. 3.5. Because of timing delays
between the electronic and optical signals, the centering of the Gaussian is allowed
to be a free parameter. The amplitude (fractional dip) is also a free parameter,
but its value of 85.7% is consistent with the value of 86.6% predicted from Eq.
3.5, knowing the peak voltage from Fig. 3.6a and value of Vpi. Once again, the
overall fit is quite good. The electronic ringing seen in the voltage pulse is seen
to carry through to the intensity pulse. Although this intensity pulse is not a
Gaussian, such a pulse, or indeed any arbitrary pulse shape, can easily be realized
by appropriately programming the AWG. Pulse widths are limited by the finite
AWG bandwidth of 240 MHz (2 Gsamples/s).
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Fig. 3.6: (a) Inverted Gaussian voltage pulse with fit. (b) Intensity pulse pro-
duced by voltage pulse in (a). The fit discussed in the text is also shown.
(c) Measured frequency chirp (solid curve) together with fit to deriva-
tive of the Gaussian (dashed curve) assuming a chirp parameter of 0.86.
(d) Frequency chirp due to IM (triangles) and with compensation by
the PM (crosses). The chirp data is averaged over 150 repetitions.
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The frequency chirp produced by the application of the Gaussian pulse to
the intensity modulator is shown in Fig. 3.6c. The local frequency of the hetero-
dyne signal is determined by measuring the period as the time interval between
successive maxima and between successive minima. The overall heterodyne fre-
quency of approximately 1.9 GHz is subtracted from the measured frequencies.
As mentioned above, this large offset allows us to measure how the frequency is
changing on a time scale significantly faster than the width of the pulse. Also
shown in Fig. 3.6c (solid curve) is the chirp expected for the applied voltage pulse
V(t) of Fig. 3.6a. Since the residual phase change is proportional to the voltage,
and the frequency is the time derivative of the phase (Eq. 3.6), the frequency
change will be proportional to the derivative of the Gaussian voltage pulse:
ω(t) =
pi
2
· α0 · 1
Vpi
· dV
dt
(3.15)
The solid curve in Fig. 3.6c is Eq. 3.15 with Vpi = 1.58 and α0 = 0.86,
as determined in Sect. 3.1.3. Except for the ringing on the trailing edge, the
agreement is quite good. The maximum chirp observed is -67 MHz/ns and the
peak-to-peak frequency deviation is 151 MHz.
In Fig. 3.6d, we demonstrate compensation of the residual IM frequency
chirp using the phase modulator (PM). The PM is a similar device to the IM,
but has only a single waveguide and is therefore not an interferometer. Its output
phase is shifted in proportion to the input voltage, so we expect to be able to
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compensate residual phase modulation from the IM by applying the same voltage
pulse shape to the PM. For the compensated curve in Fig. 3.6d, a Gaussian signal
from a separate channel of the AWG is applied to the PM and its amplitude
and width are adjusted to minimize the frequency excursion. With a 2.55 ns
FWHM pulse applied to the IM, the optimum PM pulse is slightly narrower,
2.37 ns FWHM. Using this technique, we are able to reduce the peak-to-peak
frequency modulation by more than a factor of 3. Further reduction could likely
be obtained by optimizing the shape of the signal applied to the PM through a
genetic algorithm.
3.1.6 Conclusion
We have investigated the residual frequency chirp from a Mach-Zehnder-type
electro-optic intensity modulator. The most direct technique, using optical het-
erodyne to measure the output phase shift as a function of applied voltage, yields
an intrinsic chirp parameter α0 = 0.86(2). A less direct measurement, based on
sideband ratios for sinusoidal modulation, gives a slightly smaller value of α0 =
0.81(1). The first measurement is essentially at DC, while the second is at 240
MHz. Both of these values are marginally consistent with the value of 0.72(6)
measured for a similar modulator at 450 MHz with the sideband technique [81].
Since α0 depends on the details of device fabrication, specifically on the electrode
placement with respect to the two interferometer arms, it will not have a universal
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value. We have also examined the chirp resulting from the generation of a pulse
with the intensity modulator. Heterodyne measurements show a chirp consistent
with the measured parameters of the modulator. Using a separate phase modula-
tor, we have demonstrated that the residual chirp can be partially compensated.
Combining this type of intensity modulator with an arbitrary phase modulation
system [23] will allow the production of arbitrary pulses with arbitrary chirps
on the nanosecond time scale. This capability should prove useful for efficient
excitation and coherent control in atomic and molecular systems.
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3.1.8 Residual amplitude modulation effects in phase modulators
An analogous effect to the residual phase modulation that accompanies LNIMs
occurs in LNPMs [86–88]. Due to birefringence of the LN material and imper-
fect polarization matching to the LN material, phase modulation does not occur
exactly the same along the ordinary and extraordinary axes which leads to inter-
ference and hence undesired intensity modulation [88].
During the construction and testing of the sub-ten-nanosecond pulse shaping
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system, described in Ch.4, Ch.5 and Ch.6, undesired intensity modulation on the
order of < 30% was observed on the final output after amplification via the TA.
Observations of the character of this intensity modulation suggested that it is
partially due to the residual amplitude modulation (RAM) from the PM. This
was confirmed by taking light directly from the IM and PM in series and sending
it to the fast photodiode and scope. By increasing the driving voltage to the PM,
the intensity modulation effect increased concurrently. As a check to make sure
the effect we observed was not due to some sequential interaction between the IM
and PM, the order of the modulators was reversed and no observable difference
was noticed.
A method developed in ref. [88] to compensate the RAM suggests that the
two axes of the LN material can be biased independently using temperature and a
DC voltage. We attempted compensating with the DC voltage alone by inserting
a bias-tee before the PM. Then by adjusting the small voltage (less than 5 V)
applied to the bias-tee, some effect could be observed on the RAM. Complete
cancellation of the RAM was not possible. Future work on the FPS may involve
temperature stabilizing the modulators and using the bias-tee to implement a
RAM cancellation method similar to the one detailed in ref. [88]. In summary,
the RAM we observed was secondary to other sources of intensity modulation that
were due to amplification in the tapered amplifier. Therefore, the RAM is not a
significant limiting factor.
58
3.2 Automated bias control for fiber-coupled lithium niobate
intensity modulators
LNIMs are useful tools for controlling the amplitude of laser light but their op-
eration is not as simple as applying a voltage and getting a corresponding direct
modulation out. The interferometer structure of the LNIM and the requirement
of biasing and modulating the two arms of the interferometer necessitates great
care in controlling both the modulation voltage and the bias voltage. Variations
in temperature can lead to slight unequal phase shifts in the two arms which leads
to slow variation of the output power. This is where the utility of the bias volt-
age is essential. By adjusting the bias voltage it is possible to account for slight
variations in the arm path lengths to keep the output signals at the proper level.
Typically one desires to keep the pulse amplitudes at a maximum but it is also
possible to adjust the bias point for a minimum. To accomplish this we developed
a bias control program in LabVIEW based on the concepts of lock-in detection
[89,90]. Although the timescale of feedback for bias voltage control is much slower
than for laser locking [89] the same basic principles apply.
Although other methods of locking the IM bias are possible, for instance
using a stand-alone lock-in amplifier, we chose to use LabVIEW and the data
acquisition (DAQ) hardware for ease of integration and extensibility to other
LabVIEW-integrated hardware such as oscilloscopes. The automated bias control
system requires a signal to measure the light output of the modulators, a voltage
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output to control the bias, and the program to process the signal from the modu-
lator output into a feedback signal. The light output signal of the modulators can
be an average power from a photodiode or an array of points extracted from an
oscilloscope. Utilizing points from a scope has the advantage that the feedback
can be derived from a signal measuring an actual system output pulse. We also
note that the signal could be derived from the RMS deviation of a set of points
which could be useful for minimizing a heterodyne signal in the wings of a pulse.
For the remaining explanation of the program we will assume the signal is the
average light output of the modulator’s photodiode. The goal of the program is
to keep the light output of the modulator at a maximum. Since a lock-in method
is used, a reference signal is required to mix with the PD signal. This is generated
within the LabVIEW program as a sine wave with a period of N samples. The
sine wave is phase shifted and used to apply a small dither (less than .1 V) to the
bias voltage of the modulator. The program operates in a loop with a repetition
time of typically 100 ms. A running array of the values from the photodiode and
reference sine wave are accumulated. The mixing process occurs by multiplication
of the two arrays. The result is also stored in a running array of mixed values. Es-
sential to lock-in detection and feedback is the filtering of the 2f component and
any higher harmonics from the mixed signal. This is accomplished by directly
averaging the array of mixed values over some multiple of N samples. Increasing
the number of samples averaged effectively lowers the filtering frequency. The fil-
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tered signal serves as the source of the feedback signal to the bias. A proportional
control in the program acts as a multiplier to the feedback signal which can be
adjusted to increase the performance of the bias lock. We note that, if the rep-
etition time of the program is commensurate with a signal from the photodiode,
aliasing can occur and appear as an unwanted modulation on the output of the
IM. This can be avoided by tuning the period of modulation to some value that
is not a multiple of the program loop time.
The automated bias program works well for measurements that require long-
term stability of the bias. Under typical operation, the bias drift is slow and can
manually be adjusted if required. The program has a switch on the front panel
control to toggle between manual adjustment and automated locking. The general
format and operation of the program has been extended for other applications such
as a low-speed lock for keeping a laser tuned to a Doppler-broadened feature. Some
testing was done with locking to a Doppler-free spectral feature of Rb but the
lower speed relative to dedicated laser-lock boxes [89] would make this program
unsuitable for stringent laser locking applications, such as for MOTs.
Chapter 4
AWG and High-speed (8GS/s) Electronics for EOM Drive
In this chapter the high-speed electronics and control software for driving the IM
and PM are detailed. A key technique we developed to drive the two modulators
in a pulsed mode from a single AWG is described. Additionally, an example is
detailed for compensating the AC coupling of the RF components.
4.1 AWG
4.1.1 Description
The main signal source and the key component in the fast pulse-shaping system is a
high-speed 8 GS/s AWG with 4 GHz of analog bandwidth: Euvis model AWG801.
It is a single-channel unit that has DC-coupled complementary outputs between
ground and about−600 mV or−0 dBm. The complementary outputs, out positive
(OP) and out negative (ON) swing in opposition to each other. The nominal
time between samples is 125 ps which sets the shortest timescale of pulse shape
features. The complementary outputs are useful for quasi-two-channel operation
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which is detailed in a later section of this chapter. The AWG801 also has three
digital output markers which operate sequentially with the waveforms. Software
from Euvis is used to control the AWG in order to produce standard or custom
waveforms. Alternatively, sample code for MatLab and LabVIEW is available.
Further details of the software are described in the next section.
4.1.2 Control software
The AWG801 interfaces to a computer via a USB port for control, marker and
waveform programming. We have extended the example code and developed a
LabVIEW program for controlling the AWG, ”awgfileload”. The main features
of the program are drag and drop file loading which allows easy integration with
other programs. Also, logging of any waveforms that are loaded is easily handled
since after a waveform is loaded, the file is transferred to a directory chosen by
the user. Another key component of the program is control of an external relay
using a digital channel output of DAQ. The utility of this relay is essential when
running the tapered amplifier at high currents (above 2A). When the AWG loads
a new waveform, the output swings randomly during the transition to the new
waveform. This could cause a drop in seed light to the TA which risks thermal
damage to it. The program also allows control of the output mode as continuous
or burst (N times).
Another custom program was created to manage the waveforms required
63
to run the FPS system. This program, ”udacombiner” takes two waveforms and
inserts them into a master waveform which is used in the FPS. Additionally, the
program contains a section for inserting a quadratic phase modulation (needed for
a linear frequency chirp) into the master waveform. Control of the markers is also
available within the program which allows the user to make small adjustments of
the timing between markers and waveform segments for the intensity modulator
and phase modulator.
Initially the AWG801 did not feature example code in LabVIEW or Matlab
and .NET was the main option. Challenges arose when attempting to integrate
.NET code into LabVIEW. Loading waveform points directly required LabVIEW
to utilize a pointer array type which was not easily accomplished. The final
solution that works well uses waveform files which the AWG801 can load directly
from LabVIEW. So far we have only had success with this method using the AWG
with version 2011 of LabVIEW. A further remaining challenge involves the quality
of loaded files. Occasionally the AWG801 will not load a file properly, yielding
some points with undesired values. Corrective diagnostics procedures have been
provided by the manufacturer but have not been attempted since the problem is
only intermittent.
Since modifying waveforms in real time will be useful for many applications,
the timescale for this is an important parameter. This particular AWG can load
a file of 2000 points in about two seconds.
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4.2 Performance
The complementary outputs, OP and ON swing between ground and about−600 mV.
It is important to note that the OP output does not actually go above ground
but rather follows the inverse of the ON output. This is important later when
considering the technique of using both outputs to drive the IM and PM. Unless
the polarity is properly accounted for, the modulation may have the incorrect
slope. The AWG can render an output voltage swing of nearly full scale within
the specified rise time of 125 ps. However, we observe that when used with the
FPS, the AWG must be programmed to have at least two adjacent points at
the full-scale voltage for the output to reach nearly full scale. For example, a
programmed sequence of points from zero to maximum and back to zero would
require at least two points at the maximum value for the voltage to approach the
maximum specified output. This is important to consider when designing pulses
with the fastest features. The nominal vertical resolution of the AWG output is
11 bits.
Another important aspect of the outputs is the noise from the digital-to-
analog converter (DAC) switching. Since the sample rate is 8 GS/s, noise is
introduced into the output at that frequency. This is filtered out using a Mini-
Circuits low-pass filter, part number VLP-54. The filter works well but some
residual noise is present. Other filters could be explored in the future if experi-
ments are very sensitive to the 8 GHz switching noise. For most tests with the
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FPS, the remaining noise after the filter is negligible.
For interfacing with other electronics, the AWG provides high-speed digital
output markers. Marker one (at 1.8 V) has the fastest risetime and is used to
trigger the scope. Markers two and three are 3.3 V digital signals and can be
electrically isolated for protection of the AWG from excess voltages from external
equipment by a Texas Instruments isolator, model number ISO722M. The isolator
can also buffer the output for interfacing with 5 V logic. Attentuators on the OP
and ON outputs serve as preconditioners to the amplifiers, but also add a layer of
protection for the AWG from excess RF that may propagate towards the AWG
outputs.
4.3 Quasi-two-channel operation
To drive both the PM and IM from the single AWG unit, a method of splitting the
single channel into two pulsed channels, utilizing an RF delay line, was developed.
The main components of the system are shown in Fig. 4.1. The general sequence
starts with a waveform that is designed with two sections. The first (OP) would
be for the IM and the second (ON) for the PM. To get them to overlap in time,
an RF delay line on one of the AWG outputs provides the necessary time delay.
An RF switch on the OP signal path provides a means to only allow the desired
section of the waveform to reach the intensity modulator. A switch in the PM
signal path is not required since any PM signal applied while the IM is off will
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have no effect on the optical output.
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Fig. 4.1: Illustration of the main electronic components providing quasi-two
channel operation from the single AWG. Note the RF delay line for
creating the time delay required for overlapping the IM and PM wave-
forms. The RF switch before the IM allows for a bias voltage to be
applied and controls when the IM is off. ATT = attenuator; AMP =
amplifier
4.3.1 Phase and amplitude channels
In this section, details of the signal paths for the IM and PM are described.
Starting with the PM signal path, shown in the top part of Fig. 4.1, the ON output
has a low-pass filter (not shown) to clean up the AWG DAC switching noise. The
next key component is the RF delay line which is made up of two RF cables
in series: Pasternak PE3C0112-660 and Minicicuits 141-50SM+. The Pasternak
coaxial cable is type LMR-600 which has low loss (up to 6 GHz) relative to the
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Mini-Circuits version. The LMR-600 provides 1.1 dB improvement in insertion
loss relative to the Mini-Circuits version when comparing five foot cables including
connector losses. Coaxial with even better insertion loss is available but is not cost
effective. The LMR-600 provides great performance with only 4.6 dB estimated
insertion loss for 660 inches of cable which yields an RF delay of approximately
64 ns. The additional segments of Mini-Circuits cable are used for fine tuning of
the delay and can add up to about 10 ns. To compensate for the insertion loss
of the delay line and provide pre-amplification for the main amplifier driving the
PM, there is a 6 dB attenuator ATT1 before the delay line, as well as a 12 dB
amplifier (AMP1). After the delay line there is a digital step attenuator (DSA)
Mini-Circuits ZX76-15R5-PP-S+ with 15.5 dB of adjustable attenuation. After
the DSA, the attenator and amplifier pair ATT2/AMP2 boost the signal to a level
that is suitable for the main amplifier, Hittite HMC-C075. The Hittite amplifier
offers 24 dB of gain and an output power near 1W (30 dBm) with a bandwidth
of 10 MHz to 6 GHz. We observe a usable voltage swing on the final output of
close to 14 V before clipping sets in. The output of the Hittite amp drives the
PM. The PM has an external termination option which we utilize for diagnostics.
The external termination port goes to an attenuator, followed by a length of cable
and one additional terminator before connecting to the scope. This works well
for viewing the modulation waveform without having to disconnect the modulator
and connect the output directly to the scope.
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The signal path for the IM begins similarly to the PM path with the low-
pass filter on the OP output of the AWG. The main features of the IM path are
the amplifier, AMP4 (Picosecond Pulse Labs (PPL) part number 5824) and the
RF switch for controlling the auxiliary bias for the IM. The RF switch also serves
as a gate to control when modulation is applied. The amplifier for the IM provides
4 V peak-to-peak output with the 125 MHz startup sine wave from the AWG. The
actual signal reaching the IM is reduced by the insertion loss of the IM control
switch.
The main purpose of the auxiliary bias control is to add a tunable voltage
offset to the RF modulation for the IM to account for the AC coupling of the
amplifiers. Typically the main bias of the intensity modulator is adjusted so
that a pulse has a maximum amplitude which occurs when Vmod − Vbias = Vpi.
When the FPS is used with the bias control program, the bias is adjusted for
maximum intensity when there is no modulation applied. Since the amplifiers are
AC coupled, the RF output is cleanest for waveforms that are symmetric about
ground. So if the RF swings between +/− Vpi about ground, the auxiliary bias
provides a means to set the modulation voltage to −Vpi when the modulation
is turned off by the switch. An alternative would be to use a bias-tee to add
an offset voltage to the RF modulation but since the switch is required anyway,
using the extra port of the switch as the auxiliary bias is an effective and efficient
solution. The switch, Mini-Circuits part number ZYSWA-2-50DR, is rated for DC
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to 5 GHz. Although the datasheet for the switch does not suggest using constant
voltages, there have been no indications so far of any performance degradation
with auxiliary bias voltages up to 1 V.
Previously, other RF configurations were attempted but these suffered from
various difficulties. Originally, a single output of the AWG was used with the
RF switch. One output port of the switch went to the delay line and then to
the IM amplifier. The other port went to the Hittite amplifier and then to the
PM. The problem with this configuration was that some of the TTL control signal
for the IM was leaking into the RF. Although the specification for this leakage
voltage was only 30 mV peak-to-peak, the amplifier after the switch boosted the
distortion from the leakage voltage to unusable levels. The configuration detailed
above does not have this problem since the amplification comes before the switch.
It is important to note that the switch works with the IM since the IM doesn’t
require as much RF power as the PM. The RF power rating of the switch is 20
dBm (500 to 2000 MHz).
Various amplifiers were tested along the way to the development of the
present RF configuration. A challenge with the amplifiers is getting enough volt-
age swing while maintaining linearity and high bandwidth. For example the Mini-
Circuits amplifier ZX60-V82-S+ has an undesirably high low-frequency cutoff of
20 MHz. While this amplifier could be used, the pulses would be limited in time
to about 10 ns since AC-coupling effects become difficult to manage. The last
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section of this chapter details the AC-coupling issues. Despite the low-frequency
cutoff issue of the Mini-Circuits amplifier, it did offer a larger specified output
power of 20 dBm for a peak-to-peak voltage of greater than 3 V. This allowed
a ”wrap around” pulse to be programmed in the FPS by sweeping through Vpi
twice. Ultimately, the lower low-frequency cutoff and reasonable power (19 dBm)
provided by the PPL amplifier proved to be more advantageous for improving the
performance of the FPS.
4.3.2 Switching and timing
In order to create the high-speed waveforms with the AWG and synchronize the re-
sulting output pulses to an experiment, additional timing electronics are required.
A Stanford Research Systems DG535 pulse generator serves as the interface be-
tween the AWG and the rest of the FPS. The FPS requires an overall repeat time
which sets the pulse output period. The other main timing parameters are the
AWG loop time, the retro AOM control signal described in Ch. 5, and the AWG
waveform and synchronous markers. A summary of the overall timing sequence
is shown in Fig. 4.2.
For integration into an experiment, the timing of the output pulses is critical.
Although the AWG can be run in a triggered mode, there is an undesired effect on
the AC-coupled amplifier outputs. Recall that the AWG output swings between
ground and −VAWG−max−output. Before a waveform starts, the amplifier output will
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be steady at ground. After a trigger signal, the amplifier will suddenly see a signal
that goes between ground and −VAWG−max−output. Due to AC coupling, there will
be an exponential distortion to the output waveform as the system settles back to
an average output at ground. To overcome this distortion problem, the AWG is
run in continuous-loop mode and the programmed waveforms are designed so that
the average values fall at the center of the AWG’s output range. The AWG in
this configuration acts as the master timing signal from which other instruments
can be triggered. Since for testing purposes the FPS requires a long overall repeat
time relative to the output pulse width, a divide-by-n feature is required. This
is accomplished using the DG535. The FPS is then easily characterized using
average powers. Fig. 4.2 illustrates the relative timing with typical values used
for testing the FPS. The total repeat time of the output pulses is 104 µs with an
AWG waveform time of 4 µs. The retro AOM is turned off immediately preceding
the output waveform sequence. Key parts of the output waveform, marked A and
B in Fig. 4.2, will be described in more detail in Sec. 6.1.
A more detailed view of the timing electronics required to generate the
timing sequence for the FPS is shown in Fig. 4.3. In order to have the DG535 act
as a divide-by-n pulse generator and only select a single AWG output waveform,
external switches are utilized to gate the desired waveform. To follow the timing
signal path, the logical starting place is marker M1 of the AWG. This marker is the
fastest of the three available markers and is most useful for triggering the scope.
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total repeat time = 104 uS
AWG waveform time = 4 uS
Retro AOM
A B
retro delay = 400 ns
Fig. 4.2: Main timing sequence of the FPS (middle plot zoomed in) showing the
total repeat time (upper plot), AWG waveform time and the pulse-
shaping region A and gain compensation region B (lower plot zoomed
in).
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Since the AWG is acting as the master timing device, the high-speed M1 marker
is also used to trigger the DG535 pulse generator. Recall however that the system
is run in a divide-by-n configuration, so not every pulse from M1 should trigger
the scope. The DG535 pulse channel ”AandB” is used to gate M1 to the scope via
switch SW3 and also gates the pulse for the high-speed AOM (described in Ch.
5) via switch SW2. The remaining function of the ”AandB” output of the DG535
is to combine it with Marker M3 of the AWG with a logical AND gate, A1, which
then sends a control signal through a relay to the IM switch. The mechanical
relay operates during loading of new waveforms as described in Sec. 4.1.2. Under
normal operation, the TTL signal from the output of the AND gate A1 passes
to the TTL control of the IM switch. The ”CnotD” output of the DG535 goes
directly to the TTL input of the retro AOM driver in order to control the retro
beam returning to the tapered amplifier. The high-speed AOM (this AOM is
used to send the amplified beam to the experiment) is controlled by M2 of the
AWG. For diagnostic purposes, a manual control option was constructed using a
mechanical switch. A signal selector allows a choice of control signal for the AOM:
either M2 of the AWG; or manual on-off control.
4.4 AC-coupling compensation algorithm
Typical electronics for high-fidelity and high-speed waveform generation usually
consist of components that yield a small signal output. Depending on the particu-
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Fig. 4.3: Layout summary of the timing electronics for controlling the FPS sys-
tem. SW indicates a switch and A1 is an AND gate.
lar application, the small signal may not be large enough to drive the second stage
or final device. For example an FM radio station broadcast starts out with signals
of a few milliwatts at the mixing board which subsequently need to be boosted to
the kW scale in order to drive the transmitter. Therefore amplification by orders
of magnitude is a necessity. Associated engineering obstacles must be overcome in
order to maintain quality signals. Most RF amplifiers are AC coupled due to the
requirement that the transistors must be biased with a constant DC voltage for
them to operate properly in their most linear regime. Usually this is not a problem
and the AC coupling in the signal chain can be useful to block gain at unwanted
low frequencies. For the arbitrary waveform generator in the fast pulse-shaping
system however, AC coupling becomes a challenge. For making laser pulse shapes
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that faithfully reproduce the desired shapes, the AC coupling can introduce dis-
tortion. For example if a step function is programmed in, the AC coupling will
result in an exponential-type decay in the final output. Fig. 4.4 illustrates such
a situation with a pair of programmed square pulses and the resulting output
after amplification with a low frequency cutoff of 20 MHz. One might suggest
using a DC-coupled amplifier, but units which can also work in the GHz range are
usually cost prohibitive and their output power and bandwidth are usually not
large enough to drive the modulators at the required voltages (up to 20 Vpp in the
case of phase modulation) and speeds. A typical solution would be to character-
ize the system in terms of Fourier-response theory and program a compensating
waveform. The cost-effective wideband amplifiers that we use however must be
operated at or near their saturation levels in order to provide sufficient output and
therefore linear-response theory cannot be used. While testing various amplifiers
we have found that it is critical to have ample low frequency response to mini-
mize the AC coupling effects. Nevertheless, we developed an empirical algorithm
for compensating any remaining undesired AC coupling effects, ensuring that our
laser pulse shapes are easier to control.
How does the algorithm work? In summary, it starts by calculating the
difference between a measured waveform and the target waveform. The difference
is then scaled with the appropriate sign and added to the programmed points.
The points are filtered to remove unwanted artifacts. The result represents the
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Fig. 4.4: Pair of square pulses after amplification with an amplifier with a low-
frequency cutoff of 20 MHz. The 100 ns measurement shows how the
signal starts to sag back towards 0 V after the sharp transitions of the
square pulses.
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new waveform that is sent to the AWG. The process repeats iteratively until
satisfactory convergence is achieved.
As a demonstration of the performance of the algorithm, a two-pulse se-
quence was chosen as the target. Each pulse is the voltage required (accounting
for the voltage-to-intensity response of the IM) to produce a Gaussian intensity
pulse. The sharp peak in voltage is the result of the proportionality of intensity
to Sin2(pi
2
V
Vpi
). Fig. 4.5 summarizes the results of the algorithm after about 40
iterations. Fig. 4.5 (a) shows the target waveform. Note that the measured wave-
form from the scope is attenuated by 20 dB so that the peak-to-peak voltage for
a Vpi of 1.5 V should be 0.15 V as measured by the scope. The target waveform is
therefore chosen to match the attenuated voltage. Fig. 4.5 (b) shows the measured
waveform on the scope, and Fig. 4.5 (c) is the calculated difference between (a)
and (b). For most of the programmed waveform there is less than about 40 mV
peak-to-peak (after accounting for the attenuator on the scope) deviation between
the target waveform and the measured waveform. This shows that the algorithm
can produce the desired result to within about 3% over almost the entire waveform
segment. Some larger deviation occurs at abrupt waveform features but these are
minor areas in comparison to the entire waveform.
In summary, the AC coupling compensation algorithm is useful for miti-
gating unwanted effects from AC-coupled components in the fast pulse-shaping
system electronics. The example in Fig. 4.5 shows the voltage applied to the
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Fig. 4.5: (a) Target waveform which the algorithm is to search for. (b) Measured
waveform, after less than 40 iterations of the algorithm, as recorded by
the 8 GHz scope. (c) Difference between the target and the measured
values from the scope.
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intensity modulator, but in practice this algorithm can also be used for phase
modulator voltages. The amplifier and signal paths are different for the IM and
PM but the algorithm should function similarly in both cases. The PM signal
path does not have as low a bandwidth as the IM, but previous tests with the
IM using similar amplifiers to those in the PM path yielded similar results to the
ones shown in Fig. 4.5. The basis of this algorithm is implemented in a similar
algorithm for correcting distortions directly in the measured intensity. The main
difference is that there is an added layer of distortion due to the Sin2(pi
2
V
Vpi
) re-
sponse of the IM to an applied voltage. A compensation algorithm for unwanted
intensity modulation is discussed later in Sec. 5.2.3.
Chapter 5
Pulsed Double-pass TA
In this chapter I describe the use of a tapered amplifier (TA) [9] in a double-pass
arrangement [14,91,92] for amplifying the output of the LN modulators. The first
section of the chapter describes the main components of the pulse-shaping system
that have not been covered previously in this dissertation. Additionally, details
of how all the components work together to form the pulse-shaping system are
presented as well as challenges that were faced and overcome during the process.
One of the challenges that arose during construction of the system was the presence
of cavity mode effects which are detailed in section 5.2 along with a method of
compensation for the observed phenomenon. The chapter concludes with a brief
description of the pulse-shaping system’s gain characteristics and also potential
alternatives to a double-pass tapered amplifier (DPTA).
5.1 Experimental setup
In addition to the LN modulators and the high-speed electronics to control them,
the main components of the FPS are: the tapered amplifier, seed laser, diagnostics,
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and high-power fiber delivery with fast (10 ns) AOM . The FPS is housed on two
main optical tables and a rack that holds the RF components and modulators.
The layout is depicted in Fig. 5.1.
Optical table number 1 (3 foot x 3 foot x 2 inch Melles Griot breadboard),
in Fig. 5.1 holds the seed laser and diagnostics. For diagnostics there is an optical
spectrum analyzer (OSA) with a free spectral range (FSR) of 7.5 GHz, and a
heterodyne (HET) optical setup whose output is detected with a high-speed pho-
todetector (9.5 GHz Thorlabs PDA8GS). The photodetector is housed on the RF
and Modulator Rack and light from the HET setup is transferred to the detector
via fiber optic cable. The output of the seed laser is fiber coupled for connection
to the LN modulators which are located in the RF and Modulator Rack. From
there, the light from the modulators travels by fiber to optical table number 2 (2
foot x 3 foot x 4 inch Newport breadboard) which contains the DPTA with its
retro optical path, high-power fiber and fast AOM. After light exits the DPTA, it
goes through the high-power fiber to the fast AOM (Gooch and Housego model
R15201). From there the light is coupled into a diagnostics fiber which goes back
to optical table number 1. Since the modulators are sensitive to drifts of their
input polarization, thermally induced perturbations in the fibers are reduced by
using conduits or foam insulation for the longer fiber runs. The FPS system is
distributed over two tables for testing purposes. Future implementations of the
system will utilize the flexibility of the fibers to direct the output to an experi-
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ment on another table in the lab. The output end of the high-power fiber (Oz
Optics PMJ-A3AHPC,A3AHPM-780-5/125-3A-22-1) could in principle be placed
near the experiment with the high-speed AOM on the output for pulse selection.
All fibers are polarization maintaining except the fiber between the HET setup
and high-speed photodetector. Fiber connectors are angled (FC/APC) to reduce
reflections. We use half-waveplates on the input of the fibers for fine tuning of the
polarization and correcting any ellipticity of the incoming beams.
Optical Table #1 Optical Table #2
Diagnostics: High Speed AOM
Reference laser
Heterodyne
Optical spectrum High Power Fiber
analyzer
Seed Laser Double-pass Tapered Amplifier
IM + PM
AWG
RF components
Fast Photodiode
RF and Modulator Rack
8 GHz Oscilloscope
Fig. 5.1: The main components of the FPS and the optical fiber interconnects.
The TA consists of an enclosure and related components constructed by J.
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L. Carini [9]. We use an M2K TA chip model # TA-0785-2000-CM with a speci-
fied output (single pass) power of 2 W when supplied with 20-30 mW of seed light
and driven at 3.3 A. The chip is made with a tapered section joined to a ridge
waveguide. In the single-pass configuration, light is coupled into the ridge waveg-
uide and amplified in the tapered section. The purpose of the taper is to spread
out the high power in order to avoid optical damage of the facet. The facet of the
ridge section is a few microns in each dimension while the tapered output is 1.1
µm vertically by 256 µm horizontally. The TA enclosure is mounted via clamps in
close proximity to the optical table (to ensure mechanical stability) for a nominal
beam height of two inches. A small air gap (<0.5 in) is maintained between the
table and the base of the TA enclosure to prevent the water-cooled enclosure from
cooling the optical table. The current driver for the TA was constructed in-house
based on a design by Dave Rahmlow and provides up to the maximum of 4 A
required by the TA chip. The output of the TA is protected from back reflections
by two optical isolators in series, offering nearly 60 dB of isolation. To correct
for the highly astigmatic output beam of the TA, a 200 mm cylindrical lens is
used after the collimated output of the TA. Since the combination of the spherical
collimating lens (f=8 mm) and the cylindrical lens yields a beam diameter that
would be clipped by the isolator aperture, a reducing telescope is utilized (f= 500
and f= 175 mm) with the focal point located between the two isolators. The
beam emerges from the second isolator where there is the option of filtering the
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output with a Semrock LL-01-780-12.5 narrow-band filter (typical FWHM 3 nm,
centered at 780 nm) mounted on a flip mount.
5.1.1 Challenges and solutions to the simple double-pass
arrangement
The TA we used requires a seed power of at least 20 mW for full output power
in single-pass operation. Since the output of the LN modulators when coupled
together is around 0.5 mW, there is not enough light to seed the TA in single
pass. This motivated us to look into other options to boost the available power.
The original plan for the FPS was to follow the work of [14,91] where a DPTA
provided 1 W of output light from only 200 µW of CW seed light [14]. This was
an attractive option since the CW light output of the two LN modulators in series
is of similar order (∼500 µW ).
The simple DPTA arrangement consists of injecting a small amount of light
backwards through the TA as shown in Fig. 5.2 (a). This first pass in the reverse
direction amplifies the light. Care has to be taken to avoid overseeding the TA
in this reverse configuration because the light is being concentrated as it is being
amplified and damage to the input facet can easily occur. This amplified light is
then retro-reflected from a mirror back through the TA in the forward direction
(second pass) for further amplification. The two stages of gain can yield a high
output power. Some gain depletion on the first pass occurs but the net effect as
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observed by [14,91] is a significant reduction in the required seed light. Bolpasi
et. al. only required ∼200 µW [14] while Valenzuela et. al utilized less than 2
mW [91].
It turned out that for amplifying short pulses, we encountered many chal-
lenges with a DPTA [14,91]. We suspect the difficulties with the DPTA setup
arise because we are not operating in the saturated regime. Typically a TA is
operated in the saturated regime with CW light and it is likely that cavity mode
effects are washed out from saturation.
We initially set up the DPTA as outlined in the work by Bolpasi et. al [14]
with a single retro mirror located about 30 cm from the small side (ridge) of the
TA chip, as shown in Fig. 5.2(a). In this configuration, the output of the TA had
two problems: the pulses were obscured by noise; and there appeared to be smaller
pulses trailing the main pulse. Due to the high gain of the TA, it appeared that
the system could self-lase, or produce an unseeded output with power higher than
just background amplified spontaneous emission (ASE). This type of system has
been used to make tapered laser systems [93]. The second issue with the smaller
trailing pulses, or pulse echos from the main pulse, appeared to be due to multiple
reflections from the main pulse between the facets of the TA and the retro mirror.
Although the facet reflectivities are specified to be very small (R=.01%), this is
compensated by the very high gain of the semiconductor medium. Changing the
retro path length yielded a corresponding time difference between the main pulse
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(a) retro path:
seed M1
TA
output
(b)       PD1
seed TA    M2
output
         PD2
M4
        1st order
AOM      M3
     L1                                                       L2           CL1 CL2 L2
M5 FP1
delay fiber retro grating in Littrow configuration
FP2
Fig. 5.2: Part (a) shows the simple beam path that was first attempted. The
retro path for the DPTA including the AOM, delay fiber and grating
in the Littrow configuration is shown in (b). Mode matching optics
include the collimating lens which is slightly focused (not shown) as
part of a telescope with lens L2. CL1 and CL2 are a cylindrical lenses
for elliptical beam compensation. L1 provides further beam shaping
for efficient fiber coupling into Fiber Port FP1. PD1 and PD2 are
diagnostic photodiodes.
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and the trailing pulses, supporting the idea that multiple reflections with gain
were occurring in the TA and retro path.
To solve the pulse echo problem, the retro path was extended via a fiber
delay line so that the first pulse echo would occur long after the main pulse had
exited the TA. To solve the self-lasing issue, an AOM was inserted into the retro
path so that the self-lasing modes could be suppressed by turning off the AOM
immediately before (and possibly after) the pulses of interest entered the retro
path. This setup is shown in Fig. 5.2 (b). The downside of these two modifications
is increased loss in the retro path which results in less available optical power to
seed the TA on the second pass. One cannot arbitrarily increase the seed power
to compensate because the total intensity (both passes) at the small facet cannot
exceed 50 mW or optical damage might occur [94]. This appears to be the main
factor limiting the final output power of the FPS.
A further challenge to all TA setups is the requirement that the TA maintain
adequate seed light, and hence output power, at high operating currents. This is
to prevent thermal damage to the chip. Semiconductor amplifiers are so efficient
that a significant fraction of the supplied electrical power is converted to optical
power, when properly seeded, instead of heat. To solve this problem, the retro
AOM is left in the on position most of the time. It is momentarily turned off
(∼1 µS off every 100 µS) before the desired pulses pass through the TA. Leaving
the TA on for all but that short time should be sufficient to prevent excessive
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thermal stress on the chip [94]. In order to protect the TA chip from optical
damage from overseeding on the first pass, it is important to monitor the light
exiting and entering the small facet. Photodiodes PD1 and PD2 in Fig. 5.1(b)
serve this purpose and the PD1 signal interfaces to the TA current driver interlock
to prevent damage to the TA.
Before choosing the retro path shown in Fig. 5.2 (b), other configurations
were attempted. Using the simple mirror and short retro path, the system ex-
hibited instability with respect to small adjustments of the retro mirror. A lens
before the retro mirror with the focal point near the mirror (cat’s eye reflector)
can reduce instabilities [93,95]. We tried this and it helped but ultimately there
was still the issue of the pulse echoes and self lasing. Note also that while testing
the retro fiber delay line, we used a 40 m fiber with an angled (FC/APC) connec-
tor on one end and a flat (FC/PC) on the other. The flat end of this fiber had
too much reflectivity and caused problems by forming an additional cavity in the
retro path. Instead, fibers for the delay line were used with angled connectors on
both ends.
Finally, we note that using a retro mirror turned out to cause a problem due
to excessive ASE. The mirror reflects light at 780 nm but also covers the full gain
curve of the TA. Since the peak of the gain curve is near 785 nm, ASE near that
wavelength is preferentially amplified over the desired system pulses at 780 nm.
Using a grating in the Littrow configuration instead of the mirror reduces this
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problem since the grating can be angled to selectively reflect light at the desired
wavelength. However, this results in some loss of efficiency.
5.2 Evidence of TA cavity modes
5.2.1 Output intensity vs. TA current
To investigate the apparent effects of TA cavity mode structure on the output
behavior of the PDPTA, we varied the TA current and monitored the output
pulse power while keeping the seed intensity and frequency constant. Varying the
current changes both the temperature and the index of refraction (through the
carrier density), both of which change the optical path length of the TA cavity.
Fig. 5.3 shows the result. As the TA current was increased, a repeating structure
superimposed on the increasing power was evident, consistent with modes of the
TA cavity matching the frequency of the seed light. One other research group
noted some frequency dependent effects with a double-pass TA [92] but that was
in a CW configuration using modulated seed light.
To estimate the possible effects of mode structure, we consider a simple
model of a gain-filled optical cavity consisting of two low-reflectivity mirrors. Such
a configuration can be modeled as a Fabry-Perot cavity with gain. Following the
work of Hecht [96], the intensity transmission for a Fabry-Perot cavity without
gain is,
Itrans
Iinicident
=
1
1 + Fsin2( δ
2
)
(5.1)
90
 
Sig
na
l (A
rb. 
Un
its)
0.1
0
0.02
0.04
0.06
0.08
TA Current (A)
1.9651.65 1.7 1.8 1.9
Fig. 5.3: The pulse power is the integrated photodiode signal from a section of
the pulse near its peak. Note the periodic structure on top of an overall
increase of power with increasing TA current.
Where δ is a phase shift and the finesse is,
F = (
2r
1− r2 )
2 (5.2)
The reflectivity of the mirrors for the electric field is r and the gain is g. A
maximum of transmission occurs for δ = 0 and a minimum occurs when δ = pi.
The variation of intensity is due to interference of the electric fields between
many reflected beams after multiple reflections in the cavity. To include gain in
the Fabry-Perot model, the substitution ro = r ∗ g can be made using the relation
between field and intensity. For the reflectivity, r = R
1
2 and for the gain, g = G
1
2 .
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The expression for the finesse becomes,
F =
4RG
(1−RG)2 (5.3)
To estimate the ratio of transmitted to incident intensity for the TA used
in the FPS, a nominal gain of 100x is used and the specified reflectivity for the
intensity is 0.01%. Using these values in Eq. 5.1 and Eq. 5.2 leads to Itrans
Iinicident
=
0.96. This is less of an effect than what we observe, but demonstrates that the
effect is possible due to the large gain of the TA medium. Improving the AR
coatings on the TA facets may reduce the observed cavity effects. The reflectivites
at 780 nm may by higher than the specified 0.01%. It may also be that the gain
of the TA is larger than the 100x that was assumed for calculating the ratio of
transmitted to incident intensity. This simple model also neglects the effects of
gain saturation which occurs at high powers and can reduce the effective gain of
the TA.
5.2.2 Output intensity vs. seed wavelength
Another method of investigating the cavity-mode behavior of the TA involved
keeping the TA current fixed while varying the chirped seed laser center frequency.
This chirp was approximately linear, covering, 3 GHz in 2 ns. The chirp has the
effect of modulating the output intensity of the TA as it sweeps over the frequency-
dependent mode structure. Assuming a sinusiodal model of cavity transmission
as a function of frequency, near the top (bottom) of the transmission profile, the
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frequency chirp has a small quadratic effect, leading to a slight concave down (up)
time-dependent intensity. This type of shape can be seen in Fig. 5.4 (a) where the
intensity is reduced at the beginning and end of the frequency chirp. Note that
for the test described in this section, a nearly 30 ns wide flat top intensity pulse
is used. Only the relevant portion is shown in Fig. 5.4 (a). Fig. 5.4 (b) illustrates
the anticipated effect at the bottom of the transmission profile. Halfway between
the top and bottom of the sinusoidal transmission profile, the linear chirp has a
first-order effect on the intensity and the linear character of the chirp would be
visible as a linear intensity modulation as illustrated in Fig. 5.4 (c).
To make an estimate of the effective cavity spacing, the PZT and current
of the seed laser were tuned slowly to adjust the seed laser wavelength and the
resulting shape of the intensity modulation was monitored visually on the os-
cilloscope. To go from concave down to concave up, the seed laser wavelength
was tuned from 780.153 nm to 780.143 nm (vacuum). As a check, the laser was
scanned back to the position where the intensity modulation was concave down
and this occurred at 780.153 nm, consistent with the starting condition. The mea-
surement was made over about a 20 minute period during which the seed laser
stayed constant to within +/- .001 nm. This is consistent with the resolution of
the wavemeter (Coherent Wavemaster) used for measuring the wavelength. As a
test of the uncertainty in the visual identification of the concavity of the inten-
sity modulation, a small adjustment to the seed laser wavelength was made while
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monitoring the shape of the concavity. From this observation the uncertainty in
the recorded wavelengths is on the order of 0.001 nm. If we neglect the small seed
laser drift over the course of the measurement, the apparent cavity mode spacing
from concave up to concave down intensity modulation is 0.01 nm (5 GHz) +/-
.002 nm (1 GHz) at 780.148 nm (vacuum) (384.2764 THz).
An interesting comparison can be made between the measured mode spacing
of the TA and that of a Fabry-Perot cavity. For a Fabry-Perot cavity [97] the
spacing between two adjacent maxima of transmission, the free spectral range is,
FSR = c
2L
, where c is the speed of light and L is the cavity length. To calculate
an effective cavity length, the effective FSR of the TA (max to max) mode is twice
the measured value of 5 GHz (max to min). With an effective FSR of 10 GHz
for the TA, the effective cavity length is 15 mm +/- 3 mm. An estimate of the
index of refraction of the gain medium of the TA can also be made from the FSR
knowing that the actual length of the TA is 4.3 mm. Using FSR = c
2nd
where
n is the index of refraction and d is the actual length of the TA cavity yields
neffective = 3.5 + /−0.7, which is quite close to the value of GaAs: n ≈ 3.6 [97].
5.2.3 Compensation algorithm
Since we observed the cavity-type behavior of the PDPTA, the intensity modula-
tion resulting from frequency modulation poses a potential problem when making
intensity-and frequency-shaped pulses. To overcome this challenge, a compensa-
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(a) 
At a maximum
At a minimumIn between
(b) (c) 
Fig. 5.4: (a) Photodiode signal from the central region of a flat top pulse with a
linear frequency chirp of 3 GHz in about 2 ns. The concave down inten-
sity modulation from the frequency chirp is due to the position of the
center frequency at a maximum of transmission in the TA cavity mode.
(b) Illustration of modulation expected when the central frequency of
the chirp is halfway between a cavity maximum and minimum. (c) Il-
lustration of the modulation expected under similar conditions to (a),
except the central frequency of the chirp is at a minimum of cavity
mode transmission.
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tion algorithm was created in LabVIEW. It is based on the method described in
Sect. 4.4, where the target waveform is compared to the measured waveform and
the difference is used to correct the next waveform. The process continues itera-
tively until satisfactory compensation has been attained. The difference between
the two algorithms is that the AC-coupling compensation algorithm adjusts volt-
age directly while the intensity compensation algorithm calculates the correction
from measured intensities, which are then mapped to a new voltage waveform
to drive the intensity modulator. A complication arises in this scenario since
voltage does not map one-to-one to intensity. The IM intensity is proportional
to sin2(pi
2
V
Vpi
) of the applied voltage and will wrap around if V > Vpi is applied.
Early tests of the algorithm using an amplifier with more than 2Vpi of output and
a low-frequency cutoff near 20 MHz had difficulty with the wrap-around issue.
Switching to an amplifier with better low-frequency response helped overcome
this problem.
To run the waveform compensation algorithm other programs are required.
To keep the center frequency constant, the seed laser was locked to a Doppler-
broadened Rb transition using a LabVIEW program similar to that described in
Sect. 3.2. The compensation algorithm requires two pulses for operation, a control
pulse and the test pulse. The control pulse has a frequency chirp aligned in the
central region and the test pulse has the same chirp. The control pulse is used
to lock the TA current to prevent drift of the TA cavity modes with fluctuations
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in temperature. The simple lock works by comparing the difference between the
two dips in the intensity pulse caused by the frequency chirp and feeding back to
the TA current to minimize the difference. When these dips are symmetric about
the peak of the pulse as seen in Fig. 5.5, the chirp is centered on a cavity mode.
Since the intensity output is also dependent on the IM bias, the IM bias lock
program described in Sect. 3.2 is used. The algorithm then adjusts the intensity
shapes for the test pulse. The correction is calculated from the difference between
a Gaussian fit and the test pulse. An example of the results is shown in Fig. 5.5.
Initially, the test pulse starts out very similar to the control pulse since identical
modulation is applied to both. The algorithm is seen to successfully remove the
majority of the structure due to the cavity modes.
Fig. 5.5: Uncompensated control pulse (a) and the compensated pulse (b) with
Gaussian fits. The compensated pulse before starting the algorithm is
very similar to (a) since an identical modulation pattern is used.
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5.3 Gain characteristics
The M2K TA we use has a single-pass gain of 20 dB, assuming 2 W out with
20 mW of seed. This may be an underestimate of the low-signal gain since there
is likely some saturation at the maximum output power. The gain of the DPTA
system is a bit more involved since there is gain on both the first pass and the
second pass.
To estimate the gain values we use measurements made for a contrast test at
a TA current of 2.1 A. The relevant power values are the seed, ridge (small facet)
output, ridge input, and TA output. The power at the TA output is calculated
to be 393 mW, assuming a 70% transmission efficiency for the pair of isolators.
The high power output of the TA is measured with a calibrated photodiode in
LabVIEW and checked with a Gentec TPM-300 power meter, neglecting small
losses from a pair of dielectric mirrors. For this measurement the agreement be-
tween the power meter and the LabVIEW program is within 10 percent. The
seed power measured in LabVIEW is 320 µW, which is an overestimate since
losses from the injection path (isolator and mirrors) are not accounted for. It is
also difficult to account for the actual coupling efficiency into the TA. Next 31
mW emerging from the ridge after the first pass is measured using a beam pickoff
with another calibrated photodiode (Texas Instruments part number OPT101P)
in LabVIEW. Finally, 1.8 mW is the estimated power entering the ridge for the
second pass. This value is calibrated using an iris before the photodiode to elim-
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inate stray reflections from the double-pass AOM and other optics in the retro
path, so there could be some systematic uncertainty in that measurement if the
iris did not completely block all the stray light. From these measurements an
estimated total system gain from seed to TA output is 31 dB. The seed to ridge
output gain is estimated to be 20 dB and the ridge input to TA output gain is
approximately 23 dB. Losses in the retro-beam path (between the first and second
pass) become a limiting factor for the total system gain. Since the time-averaged
power at the ridge (small facet) must be kept below 50 mW, the seed power cannot
be increased without limit to compensate for the losses. Since the output of the
TA contains a combination of coherent light and incoherent light, the calculated
gains do not exclusively represent the gain of coherent light.
A simple contrast test during the previously described measurements indi-
cated that a fraction, Pcoherent
Ptotal
= 0.57 + /−0.15 of the amplified light is coherent.
Self lasing of the TA may have been competing with the amplified seed and ASE.
The contrast test is performed by adjusting the reference power and output power
of the TA to be equal before entering the heterodyne diagnostics. Because spatial
overlap is guaranteed by the fiber coupling, two coherent beams of equal power
should give a heterodyne signal with 100% contrast. From the resulting signal
shown in Fig. 5.6, the coherent part of the TA output could be estimated.
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Fig. 5.6: The heterodyne signal is an excerpt of a pulse from the output of the
TA, with equal power between the reference beam and TA output.
5.4 Potential alternatives to DPTA
Since there are still challenges with output power and ASE with the present con-
figuration of the DPTA, alternatives can be considered. First, it may be possible
to run the TA in a single-pass setup and use higher power applied to the LN mod-
ulators. To avoid photorefractive damage to the LN, the time-averaged power
should remain below the CW limit of 5 mW. The input to the modulators could
be modulated using an AOM with a duty cycle such that the average power is kept
within the 5 mW limit [98]. Another possibility might be to use two TAs in series
to boost the low power from the modulators in the first stage to a suitable level
to reach close to the 20-30 mW of seed light required for single pass amplification
by the second stage.
Chapter 6
Pulse Shaping
This chapter details frequency and intensity shaping tests of the FPS. Details of
the system operation and pulse diagnostics are discussed.
6.1 System operation
To create a desired pulse shape with the FPS several steps are involved. Follow-
ing the system timing discussed in Ch. 4, the RF system components need to
be configured, including the timing for the retro AOM, AWG and DG535 pulse
generator. An important detail of the timing sequence involves the seed light and
the retro AOM as shown in the bottom of Fig. 4.2. The retro AOM is turned
off momentarily before the desired pulses enter the TA to disrupt any self-lasing.
Once the AOM turns back on, the desired pulse shape enters the TA on the first
pass. After it traverses the retro path and enters the TA for the second time, it will
compete for gain with any light that enters in the opposite direction. Therefore,
for increased output power, the seed light should be turned off while the desired
pulses are traversing the gain region on the second pass, as shown in Fig. 4.2b.
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The outgoing light exhibits a constant frequency shift of 80 MHz relative to the
incoming light due to the double-passed 40 MHz AOM in the retro path. If the
seed light is not turned off while the desired pulses are exiting the TA on the sec-
ond pass, we observe what appears to be an 80 MHz heterodyne signal between
the incoming light and the outgoing pulses. The incoming light may have a small
fraction reflected from the ridge facet of the TA which, because of the high gain
is likely the source of the observed heterodyne signal.
For the example pulses in this chapter, the high speed AOM was not utilized.
For use in an atomic or molecular physics experiment, the intensity pulse shape
would require programming to take the AOM risetime (∼10 ns) into account.
6.2 Software for system timing and stabilization
Information on the software programs used in the FPS is presented in section
4.1.2. Here we provide additional details on the program to handle the timing
of the pulse-shape region and the no-seed-light region discussed in the previous
section. The udacombiner program allows delay and position adjustment between
two waveform segments. To make a waveform for a desired pulse, the user gen-
erates the intensity and phase modulation shapes and then uses the udacombiner
program to coordinate the phase and intensity sections with the no-seed-light re-
gion. Additionally, the marker timing in the waveform is constructed with the
udacombiner to work with the DG535 and RF switches to control the rest of the
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system timing which includes the retro AOM and high-speed AOM. To control
other parts of the FPS such as the seed laser, modulator bias, and TA current,
custom programs in LabVIEW were developed. Section 3.2 discusses the program
to stabilize the IM bias and the method of stabilizing the apparent TA cavity
modes is covered in Section 5.2.3.
6.3 Diagnostics
6.3.1 High-speed photodetector
The main high-speed diagnostic tools utilized with the FPS are a fast photodetec-
tor (Thorlabs 9.5 GHz) and a real-time oscilloscope (Agilent DSO80804A) with 8
GHz of analog bandwidth and a sampling rate of 40 GS/s. The photodetector has
a custom fiber connector for interfacing to the FC/APC style fibers typically used
in our lab. The 8 GHz of analog bandwidth of the oscilloscope is useful for directly
measuring frequency chirps in the GHz range. For signals approaching 8 GHz,
attenuation of the signal begins to be noticeable. The scope offers the options
of interpolation and waveform averaging. We typically use the averaging feature
of the scope for intensity pulse shape measurements which reduces the pulse-to-
pulse fluctuations that sometimes occur. The interpolation feature is usually not
required since the diagnostic programs work without it and the additional points
increase waveform transfer times to the diagnostic programs.
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6.3.2 Heterodyne detection and scalogram
To characterize the frequency shapes of the FPS a heterodyne (HET) setup is
used. The resulting signals are processed and analyzed with a LabVIEW program
that uses wavelet analysis (WA) from a portion of the LabVIEW signal processing
toolkit: WA Analytic Wavelet Transform (WAAWT) and WA Multiscale Ridge
Detection (WAMRD). The program produces a ”scalogram” [99] which comprises
frequency-scale values as a function of time in a 2D color plot. The x axis is
time, the y axis is frequency from the scalogram and the color density represents
the strength of a frequency component at a location on the plot. The analysis
program finds the peaks of the values in the scalogram 2D color plot and forms a
ridge diagram from the peaks.
An example scalogram for a fast linear chirp is shown in the top frame of
Fig. 6.1. The peak values or ridge from the scalogram then represent the frequency
vs time from a HET signal shown in the middle frame of Fig. 6.1. The system can
usefully process a signal every few seconds providing nearly real-time information
on frequency shapes produced by the FPS. If the HET signal is too small, a
meaningful ridge may not result. A small HET signal may be processed by the
ridge program as a low frequency relative to that actually present in the signal.
In such cases, the ridge diagram can be truncated to filter out the low frequencies.
Also in some ridge diagrams, there may be a sudden jump to low frequency values.
For example, in Fig. 6.6 there is a sudden jump at the beginning and end of the
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chirp shape which is likely an artifact of the ridge diagram and not an actual
sudden frequency jump.
A filter applied to the ridge diagrams may be used to reduce the effect of fast
frequency features present in the scalogram that exceed the modulation timescale.
A third order Savitzky-Golay (SG) filter with 20 side points [100] in LabVIEW
can be used. The SG filter was tested and shown to have a FWHM smoothing
time of about 0.5 ns when applied to an effective delta function. The standard
deviation associated with the frequency vs time from the ridge diagrams can be
found by averaging multiple measurements.
6.4 Pulse characteristics
This section presents results of the FPS for various intensity and frequency shapes.
The center wavelength is typically near 780 nm. For all of the measurements in
this chapter, except for the compensated pulse, the system was very stable and
did not require the IM bias-locking program. Without the bias-locking program,
the bias was manually adjusted to minimize light in the wings of the pulse shapes.
Another factor that could have systematic effects on the results is alignment of
the seed light into the fiber and therefore the modulators. A small mismatch of
polarization can lead to a reduced extinction ratio of the IM and contribute to
unwanted effects from the PM such as residual IM. To improve the polarization
match, the half-waveplate before the fiberport of the modulators was adjusted
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Fig. 6.1: Top frame: A scalogram from a single heterodyne signal (lower frame)
from a pulse (5 ns FWHM intensity, 5 GHz in 2.5 ns frequency chirp)
compensated for unwanted intensity modulation. The time average of
the heterodyne signal is proportional to the pulse intensity. Frequency
vs time (middle frame) from 70 heterodyne measurements with points
plotted at 1/4 ns intervals with ± one standard deviation.
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while monitoring the pulse shape for quality. Additionally, alignment of the DPTA
optical path can have effects on system performance, such as ASE levels and retro
beam power. The TA bias locking program was also not necessary for most of
the measurements in this section, again due to generally very stable performance.
Small drifts in the TA mode structure can still have a systematic effect on output
powers and pulse saturation. Locking the TA current can help in experiments
requiring stringent stability.
6.4.1 Range of achievable intensity pulse widths
An important parameter in some AMO experiments is the pulse width. For ex-
ample, to probe the excited-state population as a function of time with high
resolution, a short pulse is required with fine control of the delay. For adiabatic
population transfer however, longer pulses are required which must still be shorter
than the spontaneous lifetime of the excited state.
To demonstrate typical intensity pulse widths realizable with the FPS, a
series of test pulses were programmed with various widths between 10 ns and 100
ps, accounting for the sine-squared response of the IM. A value of Vpi was chosen
to be 1.5V for AWG programming. This value yielded pulse shapes for close to
full intensity modulation. A more precise value of Vpi could be determined for a
particular pulse shape by testing a range of voltages to determine which value of
Vpi yields the maximum intensity modulation without distorting the pulse shape.
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Alternatively, the method described in Sec. 3.1.3 could be used where the IM is
over driven with a sine wave. The results are summarized in Fig. 6.2. Note the
reasonable Gaussian fits to the data. However there appears to be a consistent
broadening of the pulses relative to the programmed values. This might be due to
saturation effects in the TA or other systematic effects not accounted for. All of the
pulses presented in Fig. 6.2 were widened from the programmed values between
17% and 24% except the 100 ps programmed pulse which had a FWHM from
the fit of 150 ps. Surprisingly, there does not appear to be significant amplitude
reduction for the shortest pulse tested at a programmed FWHM of 100 ps. The
shortest pulse worked unexpectedly well, considering that the spacing between
programmed points in the AWG is 125 ps. The ASE filter after the second isolator
reduced the light in the wings of the pulses.
The Vpi of the IM has a frequency dependence and for complete intensity
modulation, an explicit test would need to be performed to verify full modulation
for a particular intensity shape. The specified value of Vpi for the PM used in the
FPS was 1.8 V at 1 GHz. A potential systematic effect might involve a mismatch
between the actual Vpi and that assumed when programming the waveform. If the
peak voltage reaching the PM exceeded the actual value of Vpi, then the peaks
of the pulses would ”wrap around” and broadening of the Gaussian pulses would
occur. Also if Vpi was less than anticipated, broadening of the Gaussians would
occur. A
Vpiprogrammed
Vpiactual
∼ 1.4 would lead to the ∼ 20% broadening observed in
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Fig. 6.2. However, over driving the IM would lead to a dip at the peak of the
intensity pulse which was not observed. Therefore, other factors may be the cause
of the observed systematic broadening of the pulses.
6.4.2 Chirp range and duration constraint
Some experiments on chirped Raman transfer [10–12], which are described in
more detail in Ch. 7, would benefit from a large chirp range that extends over
the atomic ground-state hyperfine splitting (e.g. ∼3 GHz for 85Rb). To make
such chirps, there are restrictions on the chirp range and duration. For a linear
frequency chirp, a quadratic voltage vs time is applied to the phase modulator.
Since there is a limit to the amount of voltage that can be generated and also a
limit to what the modulator can handle, there is a limit to the total frequency
range of a linear chirp. To find the limit, start with the electric field amplitude
which is,
E(t) = Eo(t)cos[ωct+ αt
2/2] (6.1)
where ωc is the carrier frequency, and α is the linear chirp rate. The frequency as
a function of time is,
ω(t) = ωc + αt (6.2)
and after a time ∆t, the frequency will change by,
∆ω = α∆t (6.3)
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Fig. 6.2: Measured pulses with Gaussian fits for programmed values from 10
ns to 100 ps FWHM. The programmed (fitted) FWHM values in (a)
through (f) are: 10 ns (11.7 ns), 2 ns (2.45 ns), 1 ns (1.22 ns), 0.5 ns
(0.6 ns), 0.3 ns (0.37 ns) and 0.1 ns (0.15 ns) The experimental data
are the points and the best fits are the boxes.
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In the same amount of time the phase from the modulation will have changed by,
∆φ = α∆t2/2 (6.4)
The maximum phase change will occur for the maximum voltage applied to the
modulator, the chirp parameter is then,
α =
2φmax
∆t2
(6.5)
Combining Eq. 6.3 and Eq. 6.5 gives a bound on the frequency range and duration
of a linear chirp:
∆ω∆t = 2φmax (6.6)
Since the maximum phase change is related to the maximum voltage by,
φmax = pi
Vmax
Vpi
(6.7)
The bound on the frequency range and chirp duration becomes,
∆ω∆t = 2pi
Vmax
Vpi
(6.8)
which after changing from angular frequency to natural frequency simplifies to,
∆f∆t =
Vmax
Vpi
(6.9)
The above analysis assumes the phase changed from its lowest possible value to
its maximum value. It is possible to program the quadratic phase variation to
start at the maximum phase value and then go to the minimum and then back
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to the maximum. This leads to twice the available chirp time and therefore twice
the frequency change. The constraint is then,
∆f∆t ≤ 4Vmax
Vpi
= RangeT imeBound (6.10)
The result of the chirp range and duration constraint is that the product
of the chirp time and chirp range must be equal to or less than a bound that
depends on Vpi and the maximum voltage which can be applied to the modulator.
It is possible to chirp over a certain range, but not for an arbitrarily long time.
Conversely, it is possible to chirp for a particular period of time but not with an
arbitrarily large chirp. Larger chirp ranges are actually easier to attain for smaller
chirp times. For the PM in the FPS, with a Vpi = 1.8 and a Vmax = 14 for the
Hittite amplifier, the RangeTimeBound is 31.
To calculate ∆f∆t for a chirp generated with the FPS, we use measure-
ments performed during the waveform compensation tests. In Fig. 6.1 we see an
approximately linear frequency chirp spanning about 5.3 GHz in about 2 ns. From
averaging 70 measurements, the uncertainties of the frequencies at the end points
of the chirp are 0.08 GHz and 0.28 GHz. An estimate of ∆f∆t then yields 10.6 ±
0.72. Note that potential sources of systematic uncertainties are neglected such
as any overall small frequency shifts from AC coupling effects of the amplifiers.
This particular chirp is not pushing the limits of the FPS.
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6.4.3 Linear frequency chirp
High-speed chirp: 5 GHz in 2.5 ns with 5 ns FWHM pulse
The example presented in this section of a high-speed chirp covering several GHz
may have utility for the chirped Raman transfer experiments described in Ch.
7. Fig. 6.1 shows the frequency chirp from the compensated pulse described in
section 5.2.3. This example illustrates the simultaneous control of both frequency
and intensity shaping. Based on Fig. 6.1, using the end points of the chirp,
we estimate a chirp rate of 2.65 ± 0.18 GHz/ns for the linear region using the
uncertainties discussed in Sec. 6.4.2. Note that the frequency chirp in this case is
shorter than the pulse width of about 5 ns FWHM. For testing purposes, this was
useful to allow full characterization of the frequency chirp since some heterodyne
signal is required to extract the frequency information. For experiments that
require the chirp to extend all the way into the wings of the pulse [9], the phase
pattern could be adjusted and independent tests of the frequency chirp could be
performed.
Low-speed chirp: 500 MHz in 10 ns
Smaller chirps on timescales less than the spontaneous lifetime may have utility in
atomic excitation experiments. A frequency range of 500 MHz for example covers
the 5P hyperfine splittings of Rb. Frequency chirps between 500 MHz and several
GHz may find utility in molecular experiments [9].
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To test smaller and slower frequency chirps, a goal for the FPS was to
produce a linear chirp of 500 MHz in 10 ns. A simple quadratic phase modulation
was programmed into the AWG with a duration of 10 ns. To achieve close to a 500
MHz chirp, the digital step attenuator (DSA) needed to be set to its maximum
attenuation of 15.5 dB. With this configuration and without any corrections to
the voltage going to the PM, a chirp near 600 MHz in about 8 ns was obtained.
To get a chirp range closer to the goal of 500 MHz, adjustments to the voltage
going to the PM could be made. For example, an additional attenuator could
be added to reduce the modulation voltage and therefore the chirp range. Or
by programming the quadratic phase shape with a smaller amplitude, it may be
possible to get closer to 500 MHz with a smoother linear shape. Fig. 6.3 shows a
general linear chirp shape but with some distortion.
6.4.4 Arbitrary shaped intensity and frequency
Exponential intensity
As a demonstration of intensity shape control we programmed an exponentially
increasing shape with rapid turn off. This style of exponential pulse was motivated
by similar pulse shapes used for efficient excitation of a two-level system using
single photons [101,102] . However, it is presented here as a demonstration of the
shaping capabilities of the FPS since the FPS is not a single-photon emitter which
is discussed later in Sec. 8.4.
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Fig. 6.3: Frequency chirp spanning about 600 MHz in about 8 ns. The data
points are averages of 70 measurements plotted every 1/4 ns. Error
bars represent± one standard deviation.
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To make the exponential pulse, a simple exponential was programmed with-
out any adjustment for the sine-squared response of the IM. The resulting intensity
shape is shown in Fig. 6.4. The top frame shows an expanded view covering 100
ns around the pulse shaping region. Note that the actual exponentially rising
pulse occurs at a time of 50 ns and lasts about 10 ns. In an actual experiment,
more time on either side of the pulse would need to be programmed so that the
high-speed AOM could select out only the desired pulse. For an AOM risetime
of 10 ns, about 15 ns of no seed light would be required on either side of the
exponential pulse. The lower frame of Fig. 6.4 shows a region of the measured
exponential pulse with an exponential fit (with offset). From Fig. 6.4 an estimate
of the 1/e time constant is 1.4 ns. The programmed pulse would need adjustment
of the time constant to match the relevant parameters of a particular experiment,
e.g., the radiative lifetime of an atomic state.
Arctan-plus-linear chirp with double intensity pulse
For some experiments [9], a frequency shape consisting of a linear plus arctan
may prove useful. This would enable two regions of relatively low chirp rate (e.g.
for adiabatic transfer) with a fast jump in between (e.g. to minimize sponta-
neous emission). The FPS is tested with this shape by numerically integrating
the arctan-plus-linear shape to get the phase pattern. To illustrate the system
performance with both frequency and intensity control, an intensity pattern con-
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Fig. 6.4: Top frame: approximately 10 ns of an exponentially increasing intensity
pulse located at the 50 ns position. Bottom frame: expanded section of
the measured intensity pulse covering about 10 ns with an exponential
(with offset) fit to the data. Note that the vertical scale does not extend
to zero and the base of the exponential has an offset which is likely due
to background ASE. An estimate of the 1/e time constant is 1.4 ns.
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sisting of two adjacent and overlapping Gaussians is used. The spacing between
the centers of the Guassians is about 6 ns and the chirp takes place in a little
under 10 ns. Fig. 6.6 is the resulting heterodyne signal and frequency vs time
from the ridge diagram, Fig. 6.5 is the scalogram from the heterodyne signal.
Fig. 6.7 is a fit to an average of 70 measurements of the chirp shape region and
includes lines indicating the beginning and ending chirp trajectories, assuming a
linear continuation of the chirp. The statistical uncertainties of ± one standard
deviation from averaging the results of 70 measurements are also shown. The
arctan-plus-linear frequency chirp shape is modeled by,
f(t) = C ∗ Atan(scale ∗ (t− tcenter)) +m ∗ t+ b (6.11)
The best fit parameters from Fig. 6.7 for the arctan function are C = 0.527 GHz,
scale = 0.852 ns−1, tcenter = 6.77 ns. The slope for the linear term from the fit
is m = 0.227 GHz/ns and the overall offset parameter (determined mainly by the
reference laser used in the heterodyne) is, b = 3.31 GHz. The arctan-plus-linear
chirp covers about 3.3 GHz in the fitted region of just over 8 ns. The lower solid
line starting around 3.3 GHz has a slope of 0.267 GHz/ns and represents a linear
chirp if it were to extend with the same slope as the arctan plus linear at 3 ns
from the fit. The upper solid line similarly indicates a linear chirp with the same
slope as the lower line that intersects the best fit line at a time symmetric about
tcenter.
The arctan-plus-linear chirp with double intensity pulse illustrates the full
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Fig. 6.5: Scalogram of arctan-plus-linear chirp. The chirp shape of interest oc-
curs in the region between approximately 2.5 and 12.5 ns.
intensity and frequency control that is possible with the FPS. The other pulse-
shaping examples similarly demonstrate the flexibility of the FPS for producing
shaped pulses. The pulse-width test demonstrates that the system can produce
nearly Gaussian intensity pulses on timescales between about 150 ps and 10 ns
FWHM. The linear frequency chirp examples demonstrate the ability to produce
frequency chirps between about 500 MHz and 5 GHz. The time limitations and
frequency range for the linear chirps were found to be constrained by ∆f∆t ≤
4Vmax
Vpi
. This means it is actually easier to chirp over a large range for faster
chirps. An exponentially rising pulse shape was produced to show that it is
possible to make intensity shapes with a desired profile. The examples presented
in this chapter show a sample of the possibilities to control the pulse frequency
and intensity. Further examples can likely be designed and created to match the
requirements of a particular experiment.
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Fig. 6.6: Arctan-plus-linear chirp heterodyne signal and the extracted frequency
from a single measurement without applying the Savitzky-Golay filter.
The top frame is the frequency vs time from the ridge of the scalogram
and the lower frame is the heterodyne signal. Note that the sharp drops
in frequency at the edges in the top plot occurs where there is a low
heterodyne signal and are not actual rapid frequency changes.
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Fig. 6.7: Excerpt of arctan-plus-linear chirp with points and uncertainties of ±
one standard deviation plotted at 1/4 ns intervals along with the best fit
curve. Solid straight lines indicate linear frequency chirps with slopes
of 0.267 GHz/ns that match the slope of the arctan-plus-linear fit at
the beginning of the chirp, t = 3 ns.
Chapter 7
Simulation of Chirped Raman Transfer Optimized by an
Evolutionary Algorithm
In this chapter we explore the use of evolutionary algorithms [103–105] as tools to
solve the problem of finding a laser pulse shape to efficiently transfer population
between hyperfine ground states in an atomic Rb system [10–12]. Pulse shaping
for controlling and preparing quantum states is an active research area [106–108].
Methods such as optical pumping [1,109] can be used to drive population into a
specific quantum state. Two-level systems can be controlled with driving fields
tailored for a desired outcome, such as complete transfer from the ground state
to the excited state [1]. A pi−pulse in theory will perform such a transfer, but
experimentally they are usually difficult to produce since careful control of the
pulse area is required. Other pulse shapes can be designed that are less sensitive
to a precise value of pulse area but require control of the frequency shape. An
example is a linear frequency chirp with a Gaussian pulse which is key to the
method of rapid adiabatic passage (RAP) [1]. An exponentially rising pulse has
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also been studied for the potential of efficient excitation of a two-level system with
single-photon sources [101,110,111].
For transfer of population in a three-level system, the method of STIRAP
[1,112–114] is well established and relies on two partially overlapping intensity
pulses with frequencies tailored to match the transitions. When the pulses occur
in the counter-intuitive order, transfer with near unit efficiency is possible. The
STIRAP method has also been studied with applications to ultracold molecule
formation [114]. A variation on STIRAP applied to a molecular system was ex-
plored theoretically, where a Stokes laser of constant frequency was combined with
a chirped pump laser to move population up a vibrational ladder [115]. Since STI-
RAP relies on using two fixed-frequency laser pulses, alternative methods using a
single linearly-chirped pulse have been researched in three-level systems [10,116].
Similar work on chirped Raman transfer has been done with a four-level system
[11] which is described in more detail in the next section and is the basis for our
tests of a differential evolution (DE) algorithm.
7.1 Chirped Raman transfer
The research group of S. Malinovskaya has investigated the possibility of using a
single chirped pulse on the ns timescale to efficiently transfer population between
the ground-state hyperfine levels in an ultracold atomic Rb system [10–12]. Their
four-level model uses the 85Rb D1 transition at 795 nm with the two 5S1/2 ground-
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state hyperfine levels, F = 2 and F = 3, separated by 3.035 GHz and the two
5P1/2 excited states, F
′
= 2 and F
′
= 3 separated by 362 MHz. They model the
electric field of the chirped pulse as,
E(t) = Eo(t)cos[2piωo(t− T ) + α(t− T )2/2] (7.1)
where the carrier frequency is ωo, the linear chirp parameter is α and Eo(t) is the
Gaussian field envelope [11]. The relevant levels and chirp are shown in Fig. 7.1.
The transitions are such that they may be experimentally achievable with the
FPS system if the components can be adapted to work at 795 nm.
F=2, |1>
F=3, |2>
F =2,
F =3, |4>
|3>
Rb D1
Transition
(795 nm)
3.035 GHz
361.5 MHz
Ch
irp
5S
5P1/2
1/2
Fig. 7.1: Rb levels relevant to the chirped Raman simulation. The goal is to
transfer population from |1 > to |2 >. The dashed arrow indicates a
positive frequency chirp [12].
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7.2 Evolutionary algorithms
As the name suggests, evolutionary algorithms use principles of biological evolu-
tion to solve problems that typically have no analytic solution or cannot be solved
by direct deterministic methods [104]. They can be applied to many research
areas, but for our purposes we focus on applications to physics research [103,104].
Evolutionary and genetic algorithms follow the concepts of natural selection
and reproduction. To solve a given problem, many trial solutions are constructed
and then tested. The quality of the result is used to rank the trial solutions and
only the best are kept for the next generation. The best solutions are combined
in pairs or crossed over into new trials in a fashion analogous to reproduction.
Mutation is also included as part of the crossover process, which ensures that the
new trials have enough variation to help avoid convergence to solutions that are
local minima. After many generations, the algorithm converges to a solution. A
slight variation on the basic genetic algorithm is the differential evolution (DE)
algorithm which uses three trial solutions in the process of forming the next gen-
eration. For further information, we refer to the work by Geisel et. al. [103]
which presents results of a DE algorithm for optimization of an experiment and
numerical analysis of the DE performance.
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7.3 Simulation
The chirped Raman simulation with shaped intensity pulses and linear frequency
chirps based on the four-level model described in Sec. 7.1 was tested to see if an
evolutionary algorithm could find an intensity pulse shape with linear frequency
chirp optimized for efficient population transfer. We thank the research group of
S. Malinovskaya and T. Collins for providing the Mathematica code [12] which
we modified to include arbitrary intensity pulse shapes. The Mathematica code
uses time units of τo = 1/ω21 which is 0.329 ns. The DE algorithm we used was
based on [103] and coded in LabVIEW to interface with the Mathematica code for
calculation of the population dynamics. Parameters for the simulation were chosen
to be accessible with high-power diode lasers or the FPS. The main change in the
Mathematica code was for the intensity pulse. The change was from a Gaussian
Rabi frequency envelope, to an almost arbitrary shape with parameters chosen
to closely match the achievable bandwidth (4 GHz) and sample rate of the AWG
(8 GS/s). To produce the arbitrary shape for the Rabi frequency, an analytic
function to represent the sample output of the AWG was required [117].
Rptssinc =
Length(T imePts)∑
n=1
TimePtsn ∗ Sinc[(t− n ∗∆ tAWG −Offset)/∆ tAWG]
(7.2)
Eq. 7.2 uses an array of discrete points representing AWG samples and converts
it to a function suitable for use in the Mathematica code. The array TimePts in
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Eq. 7.2 holds the values of the AWG samples and ∆ tAWG = 125 ps is the time step
between them. The result is a sum of sinc functions, one for each AWG sample,
offset in time, with an amplitude set by the value of the particular element of the
TimePts array. Before the Rptssinc function is used in the algorithm to obtain the
Rabi frequency, it is normalized and offset to avoid negative Rabi frequency values
which cause a problem in the simulation. The result is multiplied by a Gaussian
function with a peak value corresponding to the Rabi frequency for the maximum
allowed intensity in the simulation. Multiplying by a Gaussian to bound the pulse
shape is analogous to using the high-speed AOM to select out the desired portion
of a shaped pulse. The bounding Gaussian or use of the high-speed AOM also
has the benefit of minimizing light in the wings of the pulse.
7.3.1 Program
The LabVIEW program to run the DE algorithm [103] for the four-level chirped
Raman simulation [12] with shaped intensity pulses and linear chirps was run
in conjunction with a Mathematica program. Before starting the simulation,
parameters for the DE algorithm such as the total number of trial solutions per
generation, the crossover probability, and the amplification constant were chosen
in the LabVIEW program.
When the LabVIEW program begins, random trial solutions are generated
for the first run through the fitness function. The fitness function works by ex-
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porting all the trial solutions for testing as a comma-separated value file for import
into Mathematica. The Mathematica program runs at the same time as the Lab-
VIEW program and the two programs are linked by a common export directory.
The Mathematica program scans the LabVIEW export directory for a new gen-
eration to test. When a new generation to test is exported by the LabVIEW
program, Mathametica imports it and tests each trial solution. The Mathemat-
ica function ParallelMap is used to perform the calculations in parallel on any
available processors to speed up the simulation. The result of each calculation is
a population value in the target state at the end of the time window used in the
simulation. The final population values of each trial solution are combined and
then exported by the Mathematica program to the LabVIEW export directory.
Meanwhile, the LabVIEW program scans the directory looking for the output file
from Mathematica. Once the results are exported, the LabVIEW program finds
the output file and the results are used in the fitness function. The DE algorithm
in LabVIEW forms the next generation based on fitness values and amplification
constant. The next generation is tested and the iterative process continues until
the program is stopped or suitable convergence is reached.
7.3.2 Results
The DE algorithm as described in the previous section was tested with parameters
for the pulse intensity and pulse-shaping speed that should be accessible with the
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FPS. The parameter for the maximum pulse intensity corresponded to a Rabi
frequency of Ω = 0.84ω31 (2.55 GHz) with a point spacing close to 125 ps. A total
of 38 samples for the intensity pulse led to a pulse shaping time of 4.75 ns. The
FWHM of the Gaussian bounding the sinc function for the Rabi frequency was
5.4 ns.
The results of initial testing of the DE algorithm with the modified Mathe-
matica code are shown in Fig. 7.2. We follow a similar analysis to that described
in Refs. [11,12] to follow the population dynamics. The top frame shows the Rabi
frequency shape that the algorithm found after nearly 2000 generations which
resulted in 99 percent population transfer to the target state. The bottom frame
shows how the pulse and the level populations evolve in time. The optimum pulse
shape found by the algorithm, yielding 99 percent transfer efficiency, comprises
a short series of three pulses. The detuning of the chirp was -3.47 GHz, the
chirp rate was -916 MHz/ns, and the pulse was centered at 16.5 ns. Since the
zero detuning of the system is chosen to be resonant with ω41, we can follow the
linearly decreasing frequency to see when the chirp is resonant with the various
transitions. The negative chirp first comes into resonance with ω41 at 12.7 ns.
The chirp continues the negative sweep, covering a frequency range of ω21 (3.035
GHz) in about 3.3 ns which is the full time it takes the first pulse to drop to near
zero amplitude. The first pulse appears to transfer population from the initial
state into an almost equal mix of the three other states. The second pulse has its
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peak near 17.1 ns which corresponds to a detuning of -4.55 GHz, where close to
80 percent of the population has then been transferred to the target state. The
third smaller pulse peak occurs near 19 ns and after 20 ns the transfer process is
effectively complete, leaving 99 percent of the population in the target state.
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Fig. 7.2: Top frame is the Rabi frequency shape found by the DE algorithm.
The bottom frame shows the level populations. Nearly unit efficiency
is achieved for population transfer from state 1 to state 2.
If the three pulses in the sequence found by the algorithm are assumed
to be Gaussian and transform limited, then the approximate bandwidth would
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be 275 MHz for the first two pulses (FWHM = 1.6 ns) and about 600 MHz for
the third pulse (FWHM = 0.7 ns). The chirp covers about 1.5 GHz in 1.6 ns,
close to a factor of five times the estimated transform-limited bandwidth for the
first two pulses and much larger than the frequency difference of the two excited
states. The two excited states are separated by 361 MHz, which is comparable to
the estimated transform-limited bandwidth. This is consistent with population
moving into the two excited states nearly simultaneously during the first pulse of
the sequence.
The pulse sequence found by the algorithm is analogous to a two-pulse
pump-dump scheme, except there are more than three levels in this simulation and
the pulse sequence requires three pulses to achieve close to 100 percent transfer.
Although the pulse found by the algorithm was almost perfectly efficient, some
population lives in the intermediate levels for a finite time. This is in contrast to
the STIRAP process where population is transferred to the target state without
actually spending significant time in the intermediate level [1,113].
In addition to using the DE algorithm to find an efficient pulse shape for
population transfer, we tested the algorithm in the search for an optimal waveform
to compensate the observed cavity-mode effect in the DPTA system. The DE
algorithm was implemented to work with the AWG in the FPS. The algorithm
trial solutions were tested by measuring the intensity output of the FPS with the
oscilloscope. The fitness function used residuals from a Gaussian fit and the pulse
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center location. Using both parameters in the fitness function ensured that the
pulse center location would remain near the desired location.
Convergence speed can be a limiting factor when using learning algorithms in
experimental situations. The time to run the fitness function included the loading
time of the AWG. A complete check of the fitness function required about five
seconds. Many trial solutions within a large parameter space required too much
time to run. A much better solution was found with the waveform compensation
algorithm discussed in Sec. 5.2.3.
Chapter 8
Outlook
In this last chapter we discuss potential improvements to the FPS, such as meth-
ods to increase the output power. We also discuss other ways of generating or
amplifying high-power shaped pulses. Next we cover applications in the areas of
quantum-state control and ultracold molecule formation that may benefit from
the new capabilities of the FPS.
8.1 Improvements to the sub-ten ns pulse-shaping system
In the present configuration, the FPS is capable of generating shaped pulses that
are amplified by the DPTA, as covered in Ch. 6, and might be used to perform new
experiments. However, there are some potential improvements to the system that
could be made to increase its utility, as future experiments may require additional
system performance.
The FPS has been tested and was able to produce nearly Gaussian pulses
shorter than 200 ps FWHM. Due to the limits of the modulators and AWG,
shaping within a pulse shorter than approximately 1 ns is not feasible with the
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current setup. A 1 ns pulse is only made up of about 8 samples. Upgrading the
AWG and amplifiers could potentially improve the time resolution to below 125 ps.
Since the AWG is currently configured in the pseudo-two-channel configuration for
pulsed operation, upgrading to a dual-channel unit would simplify the RF setup.
Additionally, a dual-channel AWG would allow continuous control of both the IM
and PM.
For increased time resolution, another aspect of the system to consider is the
modulator bandwidths: 15 GHz for both the IM and PM. At higher frequencies
the modulator responses will start to drop off. Also, the present diagnostics are
band-limited to 8 GHz. Higher bandwidth chirps and shorter pulses might also
require a faster photodetector and a faster real-time or sampling oscilloscope. An
alternative way of measuring pulse intensity on the 100 ps timescale might be to
use a streak camera [118].
Another potential upgrade to the FPS could be the LN modulators. The
technology behind LN modulators continues to advance rapidly since there is a
large demand for fast data transfers in the telecommunications industry. Ultra-
wideband modulators are available as custom parts with operating bandwidth
above 100 GHz [119]. Other LN modulation methods are available, such as in-
phase and quadrature-phase (IQ) modulation [119,120]. IQ modulation to control
the amplitude and phase of light works by controlling two signals, the in phase
(I) and quadrature phase (Q). IQ modulation is related to amplitude and phase
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modulation by [121],
Ecos[ωot+ ϕ] = Ecos(ωot)cos(ϕ)− Esin(ωot)sin(ϕ) (8.1)
I = cos(ϕ), Q = sin(ϕ) (8.2)
E is the electric field amplitude, ωo is the carrier frequency and ϕ is the phase.
As the name suggests, and as can be seen from Eq. 8.1 and Eq. 8.2, the I modu-
lation and Q modulation are offset by a quadrature (90 degree) phase which can
be implemented in an optical setup via a quarter wave-plate. IQ modulation is a
common RF modulation technique [121] and may be worth exploring in the future
as an alternative for the IM and PM in the FPS. However, not all LN modula-
tion technology is available near 780 nm since telecommunication wavelengths are
typically 1550 nm.
Laser power can be the limiting factor for what may be studied in AMO
experiments. To potentially increase the amount of power out of the FPS, some
system components could be upgraded in the retro-beam path. Due to the various
optics in the retro path, slight losses add up and reduce the efficiency of the double-
pass configuration. The main sources of loss are the AOM, fiber couplings and the
retro-grating. To reduce the loss from the retro-grating (approx. 60% 1st-order
diffraction efficiency), an ASE filter might be used (approx. 90% transmission) in
conjunction with a fiber with a built-in high reflector. Although light would pass
through the filter twice, the overall efficiency would likely be an improvement.
The fiber coupling losses might be cut down by using the fiber with a built in
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high reflector. Increased efficiency might result because the light would not need
to be re-coupled into the fiber after retro-reflecting off the grating which is the
present configuration of the FPS. Also, the number of fiber ports in the retro path
would be reduced from two to one. The retro AOM, which is currently about 80%
efficient, might be improved by not focusing as tightly. However, this improvement
in efficiency would come at the expense of an increased risetime.
Another way to slightly improve the retro-path efficiency was successfully
implemented during construction of the FPS. We originally used an anamorphic
prism pair (APP) for correcting the ellipticity of the beam emerging from the
ridge-side of the TA. The APP was later replaced with a cylindrical lens pair
yielding a slight increase in efficiency.
8.2 Three-stage amplification with a triple pass
The power out of the LN modulators in the FPS is limited to about 0.5 mW.
As discussed in Sec. 5.4, the TA requires nominally 20 mW of seed light for full
output power. Since it was a challenge to get high efficiency from the double-
pass configuration with shaped pulses, alternative configurations were considered.
For example, when seeded properly, the TA can put out 2W. If 1% of the power
emerging from the output side at full power could be used to seed the TA, then 20
mW of seed light would be available, assuming no other losses. To achieve this,
an AOM could be added on the output of the TA to switch between a path to
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an experiment and a path back to the input with an optical delay from a fiber.
There is a problem with such a setup: getting enough seed light on the first pass.
One solution might be to use the output AOM in conjunction with an AOM on
the input side of the TA. The input AOM could switch a seed pulse into the TA
for the first pass. The output AOM could then switch the light back to the input
of the TA through the 0th-order of the input AOM. By selecting a suitable delay
fiber and AOM timing, the process could repeat several times until adequate seed
light was available. On the final pass, the output AOM would turn off and all the
light could go to another AOM which would select the desired light to send to
the experiment. The powers would require careful monitoring however to avoid a
run-away situation in which the output power would exceed the 50 mW limit on
the input facet or the 2W limit on the output facet of the TA.
A simple triple-pass variation on such a multi-pass setup was tested in the
FPS using the AOM on the output of the high-power fiber. In that test, the
high-speed AOM selected about 20 ns of an output pulse and sent it through the
0th-order of the 40 MHz retro AOM. The high-power fiber provided the necessary
time delay. Some increased power on the final pulse was observed.
8.3 Alternative methods for pulse amplification
Other alternatives to the DPTA include using a fiber-coupled TA. Since the IM
and PM are fiber-based, they could directly mate with a fiber-coupled TA. It is
137
important to consider the ASE or any back-reflected light from the fiber-coupled
TA. This would have to be factored into the time-averaged power limit of the
LN modulators to avoid photo-refractive damage. A fiber isolator might help, at
the expense of some insertion loss. An all fiber-based system would be attractive
for stability reasons and for the lack of external optics. Polarization matching at
fiber-to-fiber junctions would be important and would benefit from high quality
couplers.
With a fiber-based modulator and TA system, the amount of available seed
light may still be an issue. A Thorlabs fiber-coupled TA has a seed requirement of
5 mW [122], significantly lower than the 20 mW for the TA in the FPS. Since the
output of the IM and PM in series is about 0.5 mW, this is still too low for the full
output of the Thorlabs fiber-coupled TA. Two TAs in series might be used to in-
crease the total gain. Nehrir et. al. [123] used such a configuration for added gain
from two discrete TA chips. Of course, two chips require twice the related hard-
ware for operation, such as current drivers, temperature controllers and optical
isolators. As an alternative to semiconductor optical amplifiers, frequency-doubled
fiber lasers [118] or Ti-sapphire amplifiers [124] can be configured to operate at
wavelengths near 780 nm. Another alternative to the DPTA might be to seed a
single-pass TA by pulsing the input to the modulators with an AOM. The duty
cycle would need to be such that the time-averaged power remains below the 5
mW limit of the modulators [98].
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8.4 Applications
The FPS with a nominal time resolution of 125 ps and pulse lengths from about
150 ps to 10 ns make the system convenient for studying and controlling AMO
experiments on similar timescales. The two-level system is one of the foundations
for the study of the simplest quantum systems and may be an interesting area
to explore with the FPS. Understanding and controlling two-level systems can be
important for related areas such as quantum information processing (QIP).
Before covering the details of some possible experiments, we review the basic
equations for two-level systems from the work of B. Shore [1]. In the rotating-wave
approximation (RWA), the Hamiltonian in frequency units is,
W (t) =
 0
1
2
Ω(t)e−iϕ
1
2
Ω(t)eiϕ ∆(t)
 (8.3)
The first parameter governing the system dynamics is the Rabi frequency
Ω(t) = −d12E(t)/h¯ (8.4)
The transition dipole moment projected onto the field vector is d12. The detuning
is
∆(t) = ω12(t)− ω(t) (8.5)
where ω12 is the natural transition frequency and ω(t) is the laser frequency. In
a pulse optimization experiment, control of the intensity and therefore the Rabi
frequency, along with the detuning vs. time, leads to control of the population
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dynamics of the two-level system. The general idea is to find an intensity and
frequency shape to result in the desired level populations.
One of the simplest two-level pulse-shaping examples is a constant intensity
with a linear frequency chirp, which is the essence of the Landau-Zener model
[1,125,126]. If the ground-state population at t = −∞ is unity, then the pop-
ulation will be moved adiabatically to the excited state as t → ∞ as long as
the square of the Rabi frequency is much larger than the chirp rate α [1]. If
Ω(t)2 |α|, then the ground-state population does not get efficiently excited. In
the intermediate regime, the outcome is a superposition of the ground and excited
states.
In the field of quantum information processing, decoherence of the system
is a great challenge and the lifetime of the states involved can be a limiting factor.
When designing an excitation pulse, speed is important so that operations can
be conducted before the system is disturbed by decoherence. Some pulse shapes
have been researched [1,3,101,110,111] and we focus on one method involving an
exponentially rising pulse [101,110,111].
A method of generating an exponentially rising pulse for excitation of two-
level systems with single photons has been tested by Dao et. al. [110]. Their
method relied on a custom circuit for generating the electrical drive signal with
the proper exponential shape. The resulting drive signal was applied to a PM
and then the phase-modulated light was filtered by an etalon isolating one of the
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sidebands. The output of the etalon yielded their desired exponentially rising
pulse.
Another group has used an AWG to drive an IM directly to generate an
exponentially rising pulse [111]. Similarly, our FPS uses an AWG to control the
IM and PM. Since the FPS features high output power and temporal resolution of
close to 125 ps, exponential-style pulses may be programmable with features useful
for optimization of experiments involving two-level systems. The fast response of
the FPS could be particularly useful in shaping the final portion of the exponential
pulse where there is a sharp return to zero. A sample exponential pulse produced
by the FPS for an initial test of the FPS performance is described in Sec. 6.4.4.
The test did not account for the sine-squared response of the IM. Programming
for the sine-squared IM response might be tried in future experiments.
Exponential pulses for efficient excitation of single atoms suggested by Dao
et. al. [110] rely on single-photon sources with photon fields to match the atomic
dipole pattern. Therefore, the FPS with the high-intensity output would not be
suitable as a single-photon source. If the output were simply attenuated, the
efficiency of excitation would not match that of a single-photon emitter [102,110].
The high power of the FPS might still be used to optimize excitation in a two-level
system, but the exponential pulse shape would not be directly applicable to the
single-photon case [102,110].
Investigation of other pulse shapes for efficient excitation using the FPS
141
could be promising for future experiments. To prepare a two-level system in a Rb
MOT, the method of optical pumping could be applied [1,109]. A small linear
B-field applied to the MOT is necessary to split the degenerate magnetic sublevels
and provide a quantization axis. Then circularly-polarized light can be used to
redistribute the population into a closed cycling transition. The relevant levels
for the 87Rb D2 transition, 5S1/2 to 5P3/2, are shown in Fig. 8.1 [1,127]. The
optical pumping process utilizes both coherent excitation and incoherent sponta-
neous emission. For example, σ+ light will induce ∆m = +1 transitions, whereas
the excited population can decay back by ∆m = 0,±1. The optical pumping
mechanism in this case relies on a selection rule ∆F = 1, 0,−1, which prevents
population loss to the F=1 ground state. After several excitation and emission
cycles, all the population will end up on the stretched-state cycling transition,
which is a closed two-state system. A potential excitation optimization exper-
F’=3
F=2
m = 0m = -1 m = 1
m = -2 m = -1 m = 0 m = 1 m = 2
m = 2m = -2
m '= - m = 33 ' '' ' ' '
Fig. 8.1: Example optical pumping arrangement for the 87Rb D2 transition, 5S1/2
to 5P3/2 [1,127]. σ
+ light will drive population towards the F=2,m=2
to F’=3,m’=3 cycling transition.
iment for a two-level system in a MOT might proceed as sketched in Fig. 8.2.
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The preparation step would start with the optical pumping as described above.
For a 87Rb system pumped with σ+ light, the initial state would be F=2, m=2,
populated by turning off the optical pumping light and waiting about 100 ns for
any population in the excited level to decay back to the desired initial state. Once
the population is in the initial state, the excitation step would occur. For exper-
iments investigating the role of decoherence, the timescale of the excitation step
would be on the order of the 27 ns excited-state lifetime. Experiments neglecting
the effects of decoherence by spontaneous emission would have to take place on
a shorter timescale of a few ns. Intermediate timescales may also be useful for
comparing the two regimes.
After the excitation step, the transfer efficiency to the excited state could
be probed by a short-pulse ionization laser at a frequency which can ionize from
the excited state. For example, the third harmonic of a Nd:YAG laser, at 355 nm,
can single-photon ionize the 5P3/2 state, but not the 5S1/2. The pulse duration
of the ionization laser would set the time resolution for mapping the excited-state
population as a function of time. Pulse durations of less than a few nanoseconds
would be desirable since the Rb 5P3/2 lifetime is 27 ns.
If using 5S1/2 and 5P3/2 as the initial and final states, an alternate detection
method would be to apply a second laser tuned to excite from the 5P3/2 level to the
5D5/2 level, as described in [113]. From 5D5/2, the cascade decay produces 420 nm
photons (6P3/2 → 5S1/2) which could be measured with a narrow-band filter and
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photomultiplier tube. Since decay can eventually return population back to the
initial 5S1/2 state, the system is strictly speaking not a two-level system. However,
the lifetime of the 5D5/2 detection state (241 ns [113]) is much longer than the
lifetime of the 5P3/2 excited state, so the system can be well approximated by
two levels. The ionization detection method avoids this problem since the ionized
population is transferred into the continuum. The example in Sec. 6.4.3 of the 10
ns pulse with 600 MHz chirp illustrates that the FPS can operate on timescales
suitable to experiments investigating decoherence with pulse optimization that
may work with the two-level preparation and detection methods described above.
The FPS might also be used for experiments with more than just two lev-
els which potentially extends its utility for the study of many other interesting
systems. In Ch. 7 we discussed a method of ground-state hyperfine population
transfer using a model system with 4 levels [11,12]. The research group of S. Ma-
linovskaya found that for suitable intensities, pulse widths and chirp rates [11,12],
population could be moved efficiently between ground-state hyperfine levels. Some
of the range of parameters they explored may be attainable with the FPS and a
future experiment might test the predictions of their model. Note that their model
did not include effects of spontaneous emission. If spontaneous emission were to
be included, a trade off between fast excitation and efficient transfer would occur.
If the excitation pulses were too fast, the process would not be adiabatic. If the
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Optical Pumping (A)
Excitation (B)
Detection (C)
|1>
|2>
|1>
|2>
|3>
A
B
C1
C2
Fig. 8.2: Sequence for potential two-level excitation experiments. Step A: optical
pumping on a cycling transition to produce a two-level system. B:
perform experimental excitation pulse. Detect result with either C1
ionization, or C2 excitation to detection state |3 >, resulting in cascade
decay photons.
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pulses were too long, decay from the excited state would reduce the efficiency.
Ch. 7 also covered a test of a learning algorithm to optimize the transfer
process with linearly-chirped light by shaping the intensity. It may be that using
both the phase and intensity shaping capabilities of the FPS would enhance the
transfer process beyond what might be possible using only linear frequency chirps.
The FPS may prove useful for experiments in ultracold molecule formation
[8,9,128] where more than two levels are involved in the process. In fact, this
molecular work was a significant motivation for developing the new pulse-shaping
system. It was found [128] that a positive chirp can lead to excitation from the con-
tinuum to an excited molecular state (photoassociation), followed by stimulated
emission into a bound level of the ground-state molecules. J. L. Carini discusses in
her dissertation [9] that a shaped positive chirp resembling an arctan-plus-linear
chirp was found to be an efficient way to form ground-state molecules.
Recent theoretical work by Carini et. al. [8] using local control theory found
a 15 ns FWHM Gaussian intensity pulse with a sudden jump between two fre-
quencies to be a promising candidate for ultracold molecule formation from the
5S1/2 + 5S1/2 continuum into the a
3 ∑+
u (v
′′
= 39) state which is bound by 764
MHz. They modeled the frequency step as an arctan chirp and found that the
timescale was <1.6 ns for greater than 50% efficiency. A fast frequency jump in
1.6 ns might be achievable with our FPS. In reality, an arctan-plus-linear chirp,
such as we have demonstrated in Sec. 6.4.4 (∼3 GHz in ∼8 ns), would be more
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practical.
To explore ground-state molecule formation with the arctan-plus-linear chirp,
a total frequency range exceeding 764 MHz would be required [9]. The arctan-
plus-linear chirp shape features a fast ramp between the two slow chirps passing
through the two resonances (PA and stimulated emission). The benefit of the
arctan-plus-linear frequency chirp is that it allows more time to be spent on the
desired resonances while the frequency sweeps quickly between them. It may be
that such pulses with some variation of the arctan-plus-linear chirp could also lead
to efficient molecule formation. Also, shaping of the intensity might increase the
efficiency by concentrating power near the desired resonances. Moving to faster
timescales requires more pulse intensity to keep the same pulse energy and to
maintain adiabatic transfer.
An additional application of the FPS may be in the area of optical cen-
trifuges for molecules [26] where it was demonstrated by Karczmarek et al. that
by controlling the polarization and chirp of a high-intensity short pulse, it was
possible to spin up and dissociate Cl2 molecules. The method [26] relies on a
polarized molecule aligning to the field axis of the laser pulse. When the field
axis is rotated slowly, the molecule will follow. By accelerating the rotation, the
molecule may climb to higher rotational levels until dissociation occurs or the
molecule ceases to follow the field.
To generate the required rotating polarization axis of the laser a combination
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of counter rotating circularly polarized beams at different frequencies [26] can
be used. The light can be generated by combining two beams of orthogonal
linear polarization on a polarizing beam cube. The light then passes through a
quarter-wave plate where the two linear polarizations are converted to opposite
circular polarizations. To create the acceleration of the rotating field axis, the
frequencies of the beams can be chirped synchronously in opposite directions.
Molecules in high vibrational levels have small rotational constants, so the FPS
should be able to chirp over several rotational levels and thus spin up the molecule.
The necessary strong fields will require a different amplification scheme such as
a multiplass Ti:sapphire system [124]. Since the FPS works at Rb wavelengths,
it may be interesting in the future to explore the possibility of using the pulse
shaping system for rotational experiments in ultracold Rb2 systems.
The potential FPS applications just described illustrate its potential utility
for investigating interesting problems in atomic and molecular physics. Since the
FPS is an experimental tool, there may be many other research questions that
can be explored that extend into other areas.
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