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A LOCAL-GLOBAL PRINCIPLE FOR POWER MAPS
N. JONES
Abstract. Let f be a function from the set of rational numbers into itself. We call f a global power map
if f(α) = αk for some integer exponent k. We call f a local power map at the prime number p if f induces
a well-defined group homomorphism on the multiplicative group (Z/pZ)× . We conjecture that if f is a local
power map at an infinite number of primes p, then f must be a global power map. Our main theorem implies
that if f is a local power map at every prime p in a set with positive upper density relative to the set of all
primes, then f must be a global power map. In particular, this represents progress towards a conjecture of
Fabrykowski and Subbarao.
1. Introduction
Let N := {1, 2, 3, . . .} denote the set of natural numbers and for any prime number p, define
N(p) := {n ∈ N; p ∤ n}.
Given a function
f : N −→ N,
suppose that p is a prime for which
f(N(p)) ⊆ N(p).
For such a prime p, one may ask whether there exists a multiplicative group homomorphism fp : F
×
p −→ F
×
p
for which the diagram
N(p)
f
−−−−→ N(p)
redp
y redpy
F×p
fp
−−−−→ F×p
(1)
commutes. We consider the set Sf of such primes:
Sf := {p prime; f(N(p)) ⊆ N(p) and ∃ a homomorphism fp for which (1) commutes}.
For instance, if f(n) = n2 for all n ∈ N, then one has Sf = {all primes}. On the other hand, suppose f is
defined by
f(n) =


7 if n ≡ 0 (mod 3)
3π(n) + 1 if n ≡ 1 (mod 3)
3ν(n) + 2 if n ≡ 2 (mod 3),
where (here and throughout the paper) π(n) := |{primes p : p ≤ n}| and ν(n) := |{primes p : p divides n}|.
Then 3 ∈ Sf , and quite probably Sf = {3}. By using a diagonalization argument, one can construct functions
f which certainly satisfy Sf = {3}. By incorporating the Chinese Remainder Theorem, given any finite set
of primes S one can find a function f for which Sf = S. Our motivating question is the following.
Question 1.1. Does there exist a function f : N −→ N for which Sf is infinite and Sf 6= {all primes}?
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We will presently couch this question in slightly different terms. Returning to (1), note that since F×p is
cyclic, any multiplicative homomorphism fp : F
×
p −→ F
×
p must be of the form fp(x) = x
kp for some exponent
kp ∈ Z/(p− 1)Z. In particular,
Sf = {p prime; ∃kp ∈ Z/(p− 1)Z for which ∀n ∈ N(p), f(n) ≡ n
kp (mod p)}.
Definition 1.2. Let S be a set of prime numbers. A function f : N −→ N is a local power map at S if
S ⊆ Sf .
Definition 1.3. A function f : N −→ N is called a global power map if there is an exponent k ∈ N∪ {0}
such that, for each n ∈ N one has f(n) = nk.
Note that any global power map f is a local power map at S = {all primes}, and so in particular is a
local power map at an infinite set of primes. The main result of [7] (or even of its predecessor [6]), implies
that there exists a prime number q for which the set
{p prime, 〈q (mod p)〉 = F×p }
is infinite. Using this fact, one may deduce that any local power map at S = {all primes} must be a global
power map. Thus, Question 1.1 may be stated equivalently as
Question 1.4. Does there exist a function f : N −→ N which is a local power map at an infinite set of
primes, but which is not a global power map?
We will provide heuristics which lead us to conjecture that the answer is no:
Conjecture 1.5. Suppose f : N −→ N is a local power map at an infinite set of primes (i.e. suppose that
|Sf | =∞). Then f must be a global power map.
The preceding discussion applies just as well when we replace N with the set Q of rational numbers.
Indeed, for any prime number p let us employ the standard notation
Z(p) :=
{ n
m
∈ Q : p ∤ m
}
,
Z×(p) =
{ n
m
∈ Z(p) : p ∤ n
}
,
where the fraction n/m above is assumed to be in lowest terms. As is well-known, Z(p) is a local ring with
maximal ideal pZ(p), and one has an isomorphism
Z(p)
pZ(p)
≃
Z
pZ
.
For α, β ∈ Z(p), we write α ≡ β (mod p) provided α− β ∈ pZ(p). Now if
f : Q −→ Q
is any function, we consider the set
Sf := {p prime; ∃kp ∈ Z/(p− 1)Z such that ∀α ∈ Z
×
(p), f(α) ≡ α
kp (mod p)}.
Definition 1.6. Let S be a set of prime numbers. A function f : Q −→ Q is a local power map at S if
S ⊆ Sf , and f is a global power map if, for some integer k ∈ Z, one has
∀α ∈ Q, f(α) = αk.
We make the following conjecture, which (as we will show in Section 3) implies Conjecture 1.5.
Conjecture 1.7. Suppose that f : Q −→ Q is a local power map at an infinite set of primes (i.e. suppose
that |Sf | =∞). Then f must be a global power map.
Remark 1.8. Conjecture 1.7 also implies Conjecture 3.1 of [3], which states that any quasi-multiplicative
function f : N −→ Z which is not identically zero and satisfies
f(n+ p) ≡ f(n) (mod p)
for infinitely many primes p must be a global power map. This connection will be discussed in more detail
in Section 3.
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In the present paper, we will prove the following weakened version of Conjecture 1.7, in which “Sf is
infinite” is replaced by “Sf has positive upper density in the primes.” For any set S of prime numbers,
define
S(x) := {p ∈ S : p ≤ x}
and the upper density
δ(S) := lim sup
x→∞
|S(x)|
π(x)
.
We will prove the following theorem.
Theorem 1.9. Let f : Q −→ Q be any function which is not a global power map. Then there exist real
constants bf , cf > 0 so that for x ≥ cf , the bound
|Sf (x)| ≪
log log log log x
log log log x
· π(x) + bf
holds, with an absolute implied constant. In particular, if f : Q −→ Q is a function for which δ(Sf ) > 0,
then f is a global power map.
Our proof of this theorem applies an effective version of the Chebotarev density theorem of Lagarias and
Odlyzko to certain Kummer extensions attached to the function f .
2. Notation
Throughout the paper, we will use the following notation. For α ∈ Q and a prime number p, there
is a unique integer c for which α = pc · (a/b), where a, b ∈ Z and p ∤ ab. We then define ordp(α) := c.
Furthermore, we define Num(α) := n and Den(α) := m where α = n/m ∈ Q is written in lowest terms. We
use the symbols O(·) and ≪ in the usual ways, namely if f, g : [γ,∞) → C are complex functions then we
write
f = O(g), or equivalently f ≪ g
if there is a positive constant C for which |f(x)| ≤ C|g(x)| for all x ∈ [γ,∞). In case there is an auxiliary
parameter y upon which the implied constant C depends, we will indicate this with a subscript, so that
f = Oy(g) or equivalently f ≪y g
is used to indicate that |f(x)| ≤ C(y)|g(x)|, where the C(y) may depend on y but not on x. We write f(x) ∼
g(x) as x → ∞ to mean that f(x) is asymptotic to g(x) as x → ∞, i.e. to mean that lim
x→∞
f(x)/g(x) = 1.
When used as variables, the letters p and ℓ will always denote prime numbers. We will occasionally denote
the reduction modulo p map by
Z(p) → Fp
n 7→ nˆ.
For an odd prime number ℓ, let ζℓ denote a primitive ℓ-th root of unity. In our discussion of Kummer
extensions, we will employ the following vector notation. For m ≥ 0 and c = (c1, c2, . . . , cm) ∈ (Q
×)m, we
define
Q(ζℓ, c
1/ℓ) := Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
m ),
where ifm = 0 we make the interpretationQ(ζℓ, c
1/ℓ) := Q(ζℓ). Furthermore, for a vector n = (n1, n2, . . . , nm) ∈
Zm, we will use the notation
cn :=
m∏
i=1
cnii ∈ Q
×.
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3. Related results
We now give a brief survey of various related results (each with slightly different hypotheses on the integer-
valued function f , but with the conclusion “then f is a global power map,” or a closely related conclusion).
Before doing so, let us make a few elementary observations and show why Conjecture 1.7 implies Conjecture
1.5.
Lemma 3.1. Suppose that f : Q −→ Q is a function for which Sf is infinite. Then
f(Q×) ⊆ Q×, (2)
and the restriction of f to Q× is completely multiplicative, i.e. for any α, β ∈ Q× one has
f(αβ) = f(α)f(β). (3)
Proof. To prove (2), fix α ∈ Q×. If f(α) = 0 then for each prime p,
ordp(α) = 0 =⇒ p /∈ Sf , (4)
implying that Sf is finite, a contradiction. Thus, (2) holds. The second assertion (3) follows from the
observation that, for any γ ∈ Q,
γ ≡ 0 (mod p) for infinitely many primes p =⇒ γ = 0, (5)
which is true since if γ = a/b in lowest terms then γ ≡ 0 (mod p) if and only if p divides a.
To prove that f is completely multiplicative, fix α, β ∈ Q× and apply (5) to γ = f(αβ)− f(α)f(β), which
is divisible by every prime p ∈ Sf for which ordp(α) = ordp(β) = 0. Since Sf is infinite, there are infinitely
many such primes p. This concludes the proof. 
In particular, if f : Q −→ Q and Sf is infinite, then f |Q× is uniquely determined by its values on
{−1} ∪ {all primes}. We will now show why Conjecture 1.7 implies Conjecture 1.5, which amounts to
proving the following lemma. Since we will be varying a bit the domain of the function f , let us first write
down the general situation, which encapsulates the set-up in both of the conjectures given in the introduction.
If A ⊆ Q is a subset which is closed under multiplication, then the set
A(p) := A ∩ Z
×
(p)
is also closed under multiplication. Furthermore, if
f : A −→ Q
is any function, then we may define the set Sf of primes as before by
Sf := {p prime; ∃kp ∈ Z/(p− 1)Z such that ∀α ∈ A(p), f(α) ≡ α
kp (mod p)}.
Lemma 3.2. Suppose that f : N −→ Q is any function for which Sf is infinite. Then there is a completely
multiplicative function
f˜ : Q −→ Q
such that ∀n ∈ N, f˜(n) = f(n) and for which Sf˜ is infinite.
Proof. First of all, by the same reasoning as in (4), the infinitude of Sf implies that
∀n ∈ N, f(n) 6= 0. (6)
Furthermore, by the same reasoning as in the proof of (3) one sees that f is completely multiplicative. In
particular,
f(1) = 1.
We begin by extending f to a function f1 : Z −→ Q. Note that for odd p ∈ Sf , since kp ∈ Z/(p − 1)Z,
the parity of kp is well-defined, and by the pigeon-hole principle, either kp is infinitely often even or it is
infinitely often odd. We set
νf :=
{
0 if kp is even for infinitely many p ∈ Sf
1 otherwise,
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and then define f1 : {−1, 0, 1} −→ {−1, 0, 1} by
f1(±1) := (±1)
νf and f1(0) := 0.
Then, for each x, y ∈ {−1, 0, 1} one has f1(xy) = f1(x)f1(y). Furthermore, if sgn : Z −→ {−1, 0, 1} is defined
by
sgn(n) :=
{
n
|n| if n 6= 0
0 if n = 0,
then any n ∈ Z decomposes as n = sgn(n) · |n|, and we define
f1(n) := f1(sgn(n)) · f(|n|).
It follows that f1 : Z −→ Q is completely multiplicative and (by (6)) satisfies
n 6= 0 =⇒ f1(n) 6= 0. (7)
Furthermore,
Sf1 ⊇ {p ∈ Sf : (−1)
kp = (−1)νf },
and by construction the right-hand set is infinite. We now extend f1 to all of Q by setting
f˜
( n
m
)
:=
f1(n)
f1(m)
.
Since f1 is completely multiplicative (and by (7)), f˜ is well-defined, is completely multiplicative, and satisfies
Sf1 ⊆ Sf˜ . This proves the lemma. 
By the Lemma 3.1, one may as well add “f is completely multiplicative” to the hypothesis of Conjecture
1.7. More generally, recall that f is called multiplicative if f(nm) = f(n)f(m) whenever gcd(m,n) = 1.
It follows from a result of P. Erdo˝s [2, Theorem V] that(
f : N −→ N is multiplicative
and ∀n ∈ N, f(n+ 1) ≥ f(n)
)
=⇒ f is a global power map.
Replacing the monotonicity hypothesis with the condition
∀n ∈ N, f(n+ k) ≡ f(n) (mod k), (8)
M. V. Subbarao [13] has shown that(
f : N −→ Z is multiplicative
and satisfies (8) for all k ∈ N
)
=⇒
(
f is a global power map
or f(n) = 0 ∀n ∈ N.
)
In [3] Subbarao and J. Fabrykowski prove a similar theorem, with the multiplicativity of f relaxed a bit
(as we presently describe), and where (8) is only demanded for primes k, i.e.
∀n ∈ N, f(n+ p) ≡ f(n) (mod p). (9)
The following is equivalent to [3, Definition 1.3]
Definition 3.3. A function f : N −→ N is called quasi-multiplicative if, for any n ∈ N and any prime p not
dividing n, one has
f(pn) = f(p)f(n).
For any function f : N −→ Z, let us define the set
Tf := {p prime; (9) holds}. (10)
In [3] it is shown that(
f : N −→ Z is quasi-multiplicative
and Tf = {all primes}
)
=⇒
(
f is a global power map
or f(n) = 0 ∀n ∈ N.
)
Furthermore, they make the following conjecture.
Conjecture 3.4. If f : N −→ Z is quasi-multiplicative and Tf is infinite, then either f(n) = 0 for each
n ∈ N or f is a global power map.
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The next lemma, taken together with Lemma 3.2, shows that Conjecture 3.4 is implied by Conjecture 1.7.
Note that, for any p ∈ Tf , there is a well-defined function
fp : Fp −→ Fp, fp(n (mod p)) := f(n).
Lemma 3.5. Suppose that f : N −→ Z is quasi-multiplicative and that Tf is infinite. Then either f(n) = 0
for each n ∈ N, or Tf − (Sf ∩ Tf ) is finite (and thus Sf is infinite).
Proof. Fix any prime p ∈ Tf and note that p ∈ Sf ∩ Tf if and only if
fp(F
×
p ) ⊆ F
×
p (11)
holds and fp is a multiplicative homomorphism. Let
Z→ Fp
n 7→ nˆ
denote the reduction modulo p map and choose g ∈ N so that 〈gˆ〉 = F×p . Suppose that (11) does not hold,
i.e. that fp(gˆ
n) = 0ˆ for some positive integer n. By Dirichlet’s theorem on primes in arithmetic progressions,
one may find n prime numbers q1, q2, . . . , qn for which
∀i ∈ {1, 2, . . . , n}, qi ≡ g (mod p).
It follows from Definition 3.3 that
0ˆ = fp (gˆ
n) = fp
(
n∏
i=1
qˆi
)
=
n∏
i=1
fp(qˆi) = (fp(gˆ))
n , (12)
and so we conclude that, for any prime p ∈ Tf ,
condition (11) fails =⇒ fp(Fp) = {0ˆ}.
Furthermore, if we set
T0 := {p ∈ Tf : fp(Fp) = {0ˆ}},
then for each n ∈ N, f(n) is divisible by every prime p ∈ T0. Thus,
|T0| =∞ =⇒ ∀n ∈ N, f(n) = 0.
Assuming f is not identically zero, we have that T0 is finite, and putting S := Tf −T0, we see that (11) holds
for each p ∈ S. Furthermore, using Dirichlet’s theorem on primes in arithmetic progressions and reasoning
as in (12), one sees that the restriction of fp to F
×
p is a multiplicative homomorphism for each p ∈ S. In
particular, S = Tf ∩ Sf , which concludes the proof. 
Remark 3.6. Lemmas 3.5 and 3.1 together imply that any quasi-multiplicative function satisfying (9) for
infinitely many primes p is necessarily completely multiplicative, solving Problem 3.9 of [3].
The main result of [4] implies that, if the set {all primes} − Tf is finite, then either f is identically zero
or f is a global power map. A somewhat stronger result may be found in [8, Proposition 1, p. 329] (whose
proof appeals to [1, Theorem 1]), which implies that if Tf has density one in the set of primes, then either f
is identically zero or f is a global power map. Putting Lemmas 3.5 and 3.2 together with Theorem 1.9, we
obtain the following corollary, which represents further progress towards Conjecture 3.4.
Corollary 3.7. Let f : N −→ Z be a quasi-multiplicative function and let Tf be defined by (10). Then either
f is identically zero, or f is a global power map, or there exist real constants bf , cf > 0 so that, for x ≥ cf ,
the bound
|Tf (x)| ≪
log log log log x
log log log x
· π(x) + bf
holds, with an absolute implied constant. In particular, if f : N −→ Z is a quasi-multiplicative function for
which δ(Tf ) > 0, then either f is identically zero or f is a global power map.
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Returning to our survey of related results, one may also replace the assumption of (quasi-)multiplicativity
of f by upper bounds on its growth. In this spirit, I. Ruzsa [11] proved that, if f : N −→ Z satisfies (8) for
each k ∈ N together with the bound
|f(n)| ≪ (e − 1)αn
for some α < 1, then f is a polynomial map. Ruzsa also conjectured that the same result should hold with
e− 1 replaced by e, and some progress on this conjecture has been made by Zannier [16].
Viewed more broadly, Conjecture 1.7 asserts that, if a function f has some special form when reduced
modulo p for infinitely many primes p, then f itself must have a special form. We remark that, in other
contexts, one may find results of this type; see for instance [8, Theorem 4, pp. 329–330].
4. Heuristics
We will now provide a probabilistic argument to support Conjecture 1.7. We begin with some preliminary
observations.
Lemma 4.1. Suppose that f : Q −→ Q is a function for which |Sf | =∞. If there is an exponent k ∈ Z and
a constant C for which f(q) ∈ {qk,−qk} for all primes q ≥ C, then f(α) = αk for all α ∈ Q.
Proof. By Lemma 3.1, f(Q×) ⊆ Q× and f is completely multiplicative, upon which it follows that f(−1) ∈
{1,−1}. Thus,
∀α ∈ Q×, f(α) = f(sgn(α)) · f(|α|)
= ±f(|α|),
(13)
where sgn(α) := α/|α| denotes the sign of α. One sees that f(α) is determined by f(sgn(α)) and its restriction
f : Q×+ −→ Q
×
to Q×+. Assuming that f(q) = ±q
k for some k ∈ Z and all primes q ≥ C, then define
µ : Q×+ −→ Q
×, µ(α) :=
f(α)
αk
.
One checks that
Sf ⊆ Sµ, (14)
and also that
µ({q prime; q ≥ C}) ⊆ {±1}.
Either there exists a constant C1 for which µ({q prime; q ≥ C1}) = {1}, or for each constant C1 one has
µ({q prime; q ≥ C1}) = {1,−1} (since fp is a homomorphism, one cannot have µ({q prime; q ≥ C1}) =
{−1}). In the first case, by taking a large prime q which is a primitive root modulo p, one finds that kp = k
for each p ∈ Sf . Thus for any α ∈ Q
×
+, f(α) − α
k is divisible by infinitely many primes p ∈ Sf , and so
f(α) = αk.
If on the other hand µ({q prime; q ≥ C1}) = {1,−1} for any constant C1, then for each p ∈ Sµ and each
prime q which is large enough,
µ(q) =
(
q
p
)
,
the Legendre symbol at p. If there are distinct primes p1, p2 ∈ Sµ, then by Dirichlet’s theorem on primes in
arithmetic progressions, one may find a prime q with(
q
p1
)
6=
(
q
p2
)
,
a contradiction. Thus, in this case |Sµ| ≤ 1, contradicting (14). Thus, we see that
∀α ∈ Q×+, f(α) = α
k.
It follows from (13) that
∀α ∈ Q×, f(α) =
{
αk or
sgn(α)αk,
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according to whether or not f(−1) = (−1)k. If f(α) = sgn(α)αk, then
sgn(α) =
f(α)
αk
,
and as before we conclude that Sf ⊆ Ssgn, which contradicts the fact that Ssgn = {2}. Therefore f(α) = α
k
for every α ∈ Q×, finishing the proof of the lemma. 
Corollary 4.2. Suppose that f : Q −→ Q satisfies |Sf | = ∞. Then either f is a global power map, or for
each L ∈ N, one may find a set
NL = {n1, n2, . . . , nL} ⊆ N
of L positive square-free integers satisfying
∀n ∈ NL f(n) /∈ n
Z ∪ −nZ.
Proof. Suppose that |Sf | = ∞ but f is not a global power map. We proceed by induction on L. For the
base case L = 1, either there exists a prime q for which f(q) /∈ qZ ∪ −qZ (in which case we set n = q), or
else for each prime q, f(q) ∈ {qkq ,−qkq} for some exponent kq ∈ Z. In the latter case, provided f is not a
global power map, then by Lemma 4.1 one may find two primes q1 and q2 for which kq1 6= kq2 . By Lemma
3.1, f must be completely multiplicative, and thus f(q1q2) /∈ (q1q2)Z ∪ −(q1q2)Z, so in this case we may set
n = q1q2. For the induction step, we reason the same way: having constructed NL−1, either there exists
a prime q larger than any n ∈ NL−1 for which f(q) /∈ qZ ∪ −qZ (in which case we set NL := NL−1 ∪ {q})
or else for each prime q larger than any n ∈ NL−1, f(q) ∈ {qkq ,−qkq}. In the second case, by Lemma 4.1
we may find two primes q1 and q2, each larger than any n ∈ NL−1 and for which kq1 6= kq2 , and we put
NL := NL−1 ∪ {q1q2}. 
Now suppose that f : Q −→ Q is not a global power map, but nevertheless Sf is infinite. We presently
apply probabilistic reasoning to deduce a (heuristic) contradiction. Applying Corollary 4.2 with L = 3, we
may find three natural numbers n1, n2, n3 ∈ N such that for each i ∈ {1, 2, 3}, f(ni) /∈ nZi ∪ −n
Z
i . Consider
the rational vectors
n := (n1, n2, n3) ∈ (Q
×)3 and f(n) := (f(n1), f(n2), f(n3)) ∈ (Q
×)3
and define the sets Ωn ⊆ (Q
×)3, Ωn(p) ⊆ F
3
p by
Ωn :={(ε1n
k
1 , ε2n
k
2 , ε3n
k
3) : k ∈ Z, εi ∈ {±1}} ⊆ (Q
×)3
Ωn(p) :={(nˆ
k
1 , nˆ
k
2 , nˆ
k
3) : k ∈ Z/(p− 1)Z} ⊆ F
3
p.
By construction, we have that
f(n) /∈ Ωn. (15)
For an arbitrary prime p for which n, f(n) ∈ (Z×(p))
3, we consider the reduction f(n) (mod p) ∈ (F×p )
3. We
evidently have
p ∈ Sf =⇒ f(n) (mod p) ∈ Ωn(p) ∩ (F
×
p )
3. (16)
Thus for any prime p, we are motivated to ask how likely it is that
f(n) (mod p) ∈ Ωn(p) ∩ (F
×
p )
3. (17)
By virtue of (15), it is reasonable to expect f(n) to behave like a random vector1 in (F×p )
3, at least with
respect to lying in Ωn(p) ∩ (F×p )
3. The heuristic probability that (17) occurs is thus
Prob
(
f(n) (mod p) ∈ Ωn(p) ∩ (F
×
p )
3
)
≈
|Ωn(p) ∩ (F×p )
3|
|(F×p )3|
≤
(p− 1)
(p− 1)3
.
1Note that, if f(n) ∈ Ωn, then f(n) (mod p) ∈ Ωn(p) for infinitely many primes p. Indeed, for any p satisfying
(
ni
p
)
= εi
for i ∈ {1, 2, 3}, one has f(n) (mod p) ∈ Ωn(p).
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Thus, by (16), the “event” p ∈ Sf should occur with probability no greater than
1
(p− 1)2
, and so it is
expected that
|{p ∈ Sf ; p ≤ X}| ≤
∑
p≤X
1
(p− 1)2
.
Since the right hand side is uniformly bounded in X , we expect Sf to be finite, contradicting our assumption
that Sf is infinite. This leads us to Conjecture 1.7.
5. Proof of main theorem
The rest of the paper is devoted to a proof of Theorem 1.9. We begin by observing that, for any parameters
0 ≤ Y < Z, one may bound the quantity |Sf (x)| by two sums:
|Sf (x)| ≤
∑
p≤x
∀ℓ∈[Y,Z),
p≡/ 1 (mod ℓ)
1 +
∑
Y≤ℓ<Z
∑
p∈Sf (x)
p≡1 (mod ℓ)
1. (18)
We will eventually choose Y = Y (x) and Z = Z(x) appropriately so as to bound each of these sums.
The main ingredient in our proof is an effective version of the Chebotarev density theorem, which will be
discussed in general in Section 5.1. It will be applied in the context of cyclotomic extensions to handle the
first sum, and in the context of Kummer extensions to handle the second sum. The former “cyclotomic part”
forms the content of Sections 5.3 and 5.4, while the latter “Kummer extension” part comprises Sections 5.5
and 5.7.
5.1. Effective Chebotarev density. An effective version of the Chebotarev density theorem was first
proved by Lagarias and Odlyzko [9] and further refined by Serre [12]. We will now describe the theorem
precisely in the form we will use it.
The Chebotarev density theorem gives an asymptotic formula for the number of primes p ≤ x for which
the associated Frobenius automorphism has a prescribed action on a given fixed number field. More precisely,
let K be a number field which is Galois over Q with Galois group G := Gal(K/Q) and discriminant dK .
Furthermore, fix any subset C ⊆ G satisfying
∀σ ∈ G, σCσ−1 = C. (19)
For any rational prime p which doesn’t divide dK , let Frobp ⊆ G denote the conjugacy class in G of
the Frobenius automorphism FrobP attached to any prime ideal P ⊆ OK lying over pZ. By (19), either
Frobp ⊆ C or Frobp ∩C = ∅, and we consider the counting function
π(x;K/Q, C) := |{p ≤ x; p ∤ dK and Frobp ⊆ C}|.
The Chebotarev density theorem asserts that, as x −→∞, one has
π(x;K/Q, C) ∼
|C|
|G|
π(x).
We will require the following effective version, which bounds the error term in this asymptotic in terms of
data attached to the number field K.
Theorem 5.1. (Effective Chebotarev Theorem) There exist absolute positive constants c1 and c2 (with c1
effective) such that, if x ≥ 2 and√
log x
[K : Q]
≥ c2max
{
log |dK |, |dK |
1/[K:Q]
}
, (20)
then
π(x;K/Q, C) =
|C|
|G|
π(x) +O
(
|C| · x · exp
(
−c1
√
log x
[K : Q]
))
.
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5.2. Bounding each sum in (18). We will now state two propositions which bound respectively the first
and second sums occurring on the right-hand side of (18).
First observe that, by the prime number theorem, one has∑
ℓ≤Z
log ℓ ∼ Z (Z −→∞),
and consequently there exists a positive real constant M for which
∀Z ≥ 2,
∏
ℓ≤Z
ℓ ≤ eMZ . (21)
In fact, one can take M = log 4 (see [14, Theorem 4, p. 11]).
Proposition 5.2. Assume that
2 ≤ Y ≤ Z ≤
1
3M + 1
· log log x,
where M is as in (21). Then, for Z sufficiently large, one has
∑
p≤x
∀ℓ∈[Y,Z),
p≡/ 1 (mod ℓ)
1 ≪
log Y
logZ
· π(x),
with an absolute implied constant.
Our next proposition bounds the second sum in (18).
Proposition 5.3. Suppose that f : Q −→ Q is not a global power map. There exists constants af , bf > 0
so that, provided
af ≤ Y ≤ Z ≤
(
log x
(6c2 log log x)2
)1/15
,
(where c2 is the constant appearing in (20)) then one has∑
Y≤ℓ<Z
∑
p∈Sf (x)
p≡1 (mod ℓ)
1 ≪
1
Y log Y
· π(x) + bf ,
with an absolute implied constant.
Inserting the results of Propositions 5.2 and 5.3 into (18) and putting
Y =
log log log x
(log log log log x)2
, Z =
1
3M + 1
· log log x,
we see that Theorem 1.9 follows.
The remainder of the paper is devoted to proving the two propositions. To prove Proposition 5.2, we will
apply Theorem 5.1 with K equal to a cyclotomic field:
K = Q(ζnY,Z )

nY,Z := ∏
Y≤ℓ<Z
ℓ

 .
To prove Proposition 5.3, we will apply the same theorem with K equal to a field extension of the form
K = Q
(
ζℓ, n
1/ℓ
1 , n
1/ℓ
2 , f(n1)
1/ℓ, f(n2)
1/ℓ
)
,
for appropriately chosen n1, n2 ∈ N.
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5.3. Cyclotomic extensions. We will now state a few preparatory lemmas about the discriminant and
Frobenius automorphism in cyclotomic fields.
Lemma 5.4. Let n ≥ 1 be a positive integer and let K = Q(ζn). The discriminant dK is given by
dK = (−1)
ϕ(n)/2 ·
nϕ(n)∏
p|n p
ϕ(n)/(p−1)
.
In particular
|dK | ≤ n
ϕ(n),
and a prime number p is ramified in Q(ζn) if and only if p divides n.
Proof. This is classical; see for instance [15, Proposition 2.7, p. 12]. 
Any prime p not dividing dK is unramified in K, and given a prime ideal P ⊆ OK lying above pZ ⊆ Z,
we may consider the Frobenius automorphism at P in Gal(K/Q), which we denote by
FrobP ∈ Gal(K/Q).
When K is abelian over Q, the automorphism FrobP is independent of the choice of P over p. We will thus
denote it by Frobp in this case, since it depends only on p. Furthermore, when K = Q(ζn), one has the
following result, which identifies Frobp ∈ Gal(Q(ζn)/Q), under the canonical group isomorphism
Gal(Q(ζn)/Q)↔ (Z/nZ)
×
(ζn 7→ ζ
a
n) 7→ a.
(22)
Lemma 5.5. If p does not divide n, then p is unramified in Q(ζn). Furthermore, under the isomorphism
(22), the Frobenius automorphism Frobp ∈ Gal(Q(ζn)/Q) is identified with p ∈ (Z/nZ)×.
Proof. See for instance [15, Lemma 2.12], and the discussion thereafter. 
5.4. Proof of Proposition 5.2. We are now ready to prove Proposition 5.2. Notice that, by Lemmas 5.4
and 5.5, one has that for any prime p,
∀ℓ ∈ [Y, Z), p ≡/ 1 (mod ℓ) =⇒ p ∈ [Y, Z) or Frobp ∈ C,
where, under Gal(Q(ζn)/Q) ≃ (Z/nZ)× and the isomorphism
(Z/nY,ZZ)
× ≃
∏
Y≤ℓ<Z
(Z/ℓZ)×
of the Chinese remainder theorem,
C :=
∏
Y≤ℓ<Z
(
(Z/ℓZ)× − {1}
)
.
Thus we have ∑
p≤x
∀ℓ∈[Y,Z),
p≡/ 1 (mod ℓ)
1 ≤ π(x;K/Q, C) + π(Z). (23)
We will now apply Theorem 5.1 to bound π(x;K/Q, C). We begin by using Lemma 5.4 to establish a
bound for Z sufficient to guarantee that condition (20) is satisfied.
Note that
[K : Q] = ϕ(nY,Z) ≤ nY,Z ≤ e
MZ ,
by (21). Thus,
|dK |
1/[K:Q] ≤ (n
ϕ(nY,Z)
Y,Z )
1/ϕ(nY,Z) ≤ eMZ ,
and also
log |dK | ≤ ϕ(nY,Z) lognY,Z ≤ e
MZ · (MZ).
We therefore have the following corollary of Lemma 5.4.
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Corollary 5.6. For K = Q(ζnY,Z ) with nY,Z :=
∏
Y≤ℓ<Z
ℓ, one has
max
{
log |dK |, |dK |
1/[K:Q]
}
≤MZeMZ .
In particular, if
Z ≤
1
3M + 1
log log x, (24)
then for x large enough, (20) is satisfied in this case.
Returning to (23), note that
|C| =
∏
Y≤ℓ<Z
(ℓ− 2) = [K : Q] ·
∏
Y≤ℓ<Z
(
1−
1
ℓ− 1
)
≪ [K : Q] ·
log Y
logZ
,
by Merten’s theorem. Furthermore, (24) implies that
eMZ < (log x)1/3.
Thus, assuming (24), Theorem 5.1 implies
π(x;K/Q, C) =
|C|
[K : Q]
· π(x) +O
(
|C| · x · exp
(
−c1
√
log x
[K : Q]
))
≪
log Y
logZ
· π(x) + eMZ · x · exp
(
−c1
√
log x
eMz
)
≤
log Y
logZ
· π(x) + (log x)1/3 · x · exp
(
−c1(log x)
1/3
)
.
(25)
For any A > 0 one has
exp
(
−c1(log x)
1/3
)
≪A
1
(log x)A
, (26)
so by inserting (25) into (23) we conclude that∑
p≤x
∀ℓ∈[Y,Z),
p≡/ 1 (mod ℓ)
1≪
log Y
logZ
· π(x) +
x
(log x)2
+
Z
logZ
.
In light of (24) and the prime number theorem, we have
Z
logZ
≪ log log x≪
x
(log x)2
≪
x
log x log log log x
≪
log Y
logZ
· π(x)
and so this finishes the proof of Proposition 5.2.
5.5. Kummer extensions. To prove Proposition 5.3, we will apply Theorem 5.1 to a field extension of the
form
K = Q
(
ζℓ, n
1/ℓ
1 , n
1/ℓ
2 , f(n1)
1/ℓ, f(n2)
1/ℓ
)
,
for appropriately chosen n1, n2 ∈ N. In order to do this, we need some control on the Galois group Gal(K/Q)
in this case. If f is a global power map then K = Q(ζℓ, n
1/ℓ
1 , n
1/ℓ
2 ), and one cannot deduce the result of
Proposition 5.3. In case f is not a global power map but nevertheless |Sf | =∞, then it is still not immediately
clear that one may find n1, n2 ∈ N for which [K : Q(ζℓ)] = ℓ4 for all primes ℓ which are large enough, but
we show that one may achieve [K : Q(ζℓ)] ≥ ℓ3 for ℓ ≫f 1, which suffices for our purposes (see Corollary
5.12 below).
We begin by reviewing some fundamental facts about Kummer extensions. For any integers m ≥ 0 and
n ≥ 1 and vector c = (c1, c2, . . . , cm) ∈ (Q×)m, we will call a number field of the form
K = Q(ζn, c
1/n) := Q(ζn, c
1/n
1 , c
1/n
2 , . . . , c
1/n
m )
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a Kummer extension (in case m = 0, we interpret this as Q(ζn, c
1/n) := Q(ζn)). In our application, we
will deal exclusively with the case where n = ℓ is an odd prime number, and we begin by describing the
associated Galois group. Consider the group
(Z/ℓZ)× ⋉ (Z/ℓZ)m,
where the semi-direct product is defined via the multiplicative action of (Z/ℓZ)× on (Z/ℓZ)m, or explicitly
(a1,b1) · (a2,b2) = (a1a2,b2 + a2b1),
where bi ∈ (Z/ℓZ)m. (Equivalently, the embedding
(Z/ℓZ)× ⋉ (Z/ℓZ)m →֒ GLm+1(Z/ℓZ)
(a,b) 7→
(
a 0
b I
)
,
where I denotes the m × m identity matrix, allows one to regard (Z/ℓZ)× ⋉ (Z/ℓZ)m as a subgroup of
GLm+1(Z/ℓZ).) There is an embedding of groups
2
Gal(Q(ζℓ, c
1/ℓ)/Q) →֒ (Z/ℓZ)× ⋉ (Z/ℓZ)m(
ζℓ 7→ ζaℓ
c
1/ℓ
i 7→ c
1/ℓ
i · ζ
bi
ℓ
)
7→ (a,b),
(27)
where b = (b1, b2, . . . bm). What is the image of this embedding? In general, the image depends on whether
(and to what extent) there exist multiplicative relations
cd/ℓ :=
m∏
i=1
(c
1/ℓ
i )
di ∈ Q×, (28)
where in the above, d = (d1, d2, . . . , dm) ∈ (Z/ℓZ)m. In our application, we will need to understand the
image of this embedding, even in the case where nontrivial relations such as (28) exist.
Let Vc(ℓ), respectively V
⊥
c
(ℓ) denote the Z/ℓZ-vector subspaces
Vc(ℓ) := {d ∈ (Z/ℓZ)
m : the relation (28) holds}
V ⊥
c
(ℓ) := {b ∈ (Z/ℓZ)m : ∀d ∈ Vc(ℓ),
m∑
i=1
bidi ≡ 0 (mod ℓ)}.
(29)
It follows from (28) and (29) that the image of the embedding (27) is equal to the subgroup
(Z/ℓZ)× ⋉ V ⊥
c
(ℓ) ⊆ (Z/ℓZ)× ⋉ (Z/ℓZ)m.
The following lemma summarizes our discussion, and uses the notation
dc := dimZ/ℓZ V
⊥
c
(ℓ) ∈ N ∪ {0}. (30)
Lemma 5.7. The function (27) gives an isomorphism of groups
Gal(Q(ζℓ, c
1/ℓ)/Q) ≃ (Z/ℓZ)× ⋉ V ⊥
c
(ℓ).
Furthermore (after possibly re-labelling indices) we have that
Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
m ) = Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
d ),
where d = dc is defined by (30). This choice of d is the smallest possible
3. In particular, one has
Gal(Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
m )/Q) = Gal(Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
d )/Q)
≃ (Z/ℓZ)× ⋉ (Z/ℓZ)d.
2Here we are interpreting Gal(Q(ζℓ, c
1/ℓ)/Q) as operating on the right.
3In case d = 0, we make the interpretation Q(ζℓ, c
1/ℓ
1
, c
1/ℓ
2
, . . . , c
1/ℓ
d ) := Q(ζℓ) and (Z/ℓZ)
× ⋉ (Z/ℓZ)d := (Z/ℓZ)× .
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Proof. Let B ⊆ Q× be the multiplicative subgroup generated by (Q×)ℓ and {ci : 1 ≤ i ≤ m}. In [10,
Theorem 8.1, p. 294–295] it is shown that
Gal(Q(ζℓ, c
1/ℓ)/Q(ζℓ)) ≃
B
(Q×)ℓ
.
Noting that, under cn (mod ℓ) 7→ n (mod ℓ), one has
B
(Q×)ℓ
≃
(Z/ℓZ)m
Vc(ℓ)
≃ V ⊥c (ℓ),
one concludes that Gal(Q(ζℓ, c
1/ℓ)/Q(ζℓ)) ≃ V ⊥c (ℓ), and the conclusion of the lemma follows. 
In our proof of Proposition 5.3, it will become important to know that the subspace V ⊥
c
(ℓ) ⊆ (Z/ℓZ)m is
not too small, which motivates the following lemma. Let us define the Z-modules Mc and Mc,ℓ by
Mc := {n ∈ Z
m : cn ∈ {±1}} ,
Mc,ℓ :=
{
n ∈ Zm : cn ∈ (Q×)ℓ
}
= {n ∈ Zm : n (mod ℓ) ∈ Vc(ℓ)} .
(31)
Note that, if ℓ is an odd prime, then Mc ⊆Mc,ℓ.
Lemma 5.8. Let m ≥ 1 and c ∈ (Q×)m, and let ℓ be an odd prime number. Then
[Q(ζℓ, c
1/ℓ) : Q(ζℓ)] < ℓ
m ⇐⇒ Mc,ℓ 6= {0}.
Proof. Using the previous lemma and (31), one sees that
[Q(ζℓ, c
1/ℓ) : Q(ζℓ)] < ℓ
m ⇔ Vc(ℓ) 6= {0} ⇔ Mc,ℓ 6= {0}.

Now let S be any set of odd primes. One concludes from the definitions that
|S| =∞ =⇒ Mc =
⋂
ℓ∈S
Mc,ℓ. (32)
More is true.
Lemma 5.9. Let S be a set of odd prime numbers. If |S| =∞ then
Mc 6= {0} ⇐⇒ ∀ℓ ∈ S, Mc,ℓ 6= {0}.
Proof. The “=⇒” direction is clear from (32). For the converse, let
R :={primes p : vp(ci) 6= 0 for some i ∈ {1, 2, . . . ,m}}
={p1, p2, . . . , pr},
where r := |R|, and define the vectors ej ∈ ZR by
cj =:
∏
p∈R
pej(p)
=
r∏
i=1
p
ei,j
i .
Furthermore, consider the r ×m integer matrix
Ec :=
(
e1 e2 . . . em
)
∈Mr×m(Z)
whose columns are the vectors ej . Note that, for any vector n ∈ Zm,
cn ∈ {±1} ⇐⇒ Ec · n = 0,
cn ∈ (Q×)ℓ ⇐⇒ Ec · n ≡ 0 (mod ℓ),
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so in particular
Mc ={n ∈ Z
m : Ec · n = 0}, and
Mc,ℓ ={n ∈ Z
m : Ec · n ≡ 0 (mod ℓ)}.
Note that, if r < m then necessarily kerEc has dimension at least one, so Mc 6= {0} in this case. In case
r ≥ m, let w :=
(
r
m
)
∈ N and let ∆c ∈ Zw be the vector of determinants of all m×m sub-matrices of Ec.
One has
Mc 6= {0} ⇐⇒ ∆c = 0,
Mc,ℓ 6= {0} ⇐⇒ ∆c ≡ 0 (mod ℓ).
(33)
Thus,
∀ℓ ∈ S, Mc,ℓ 6= {0} ⇒ ∀ℓ ∈ S, ∆c ≡ 0 (mod ℓ) ⇒ ∆c = 0 ⇒ Mc 6= {0},
proving the lemma. 
The next lemma will be useful for making sure that our Kummer extensions are not too small.
Lemma 5.10. Let m ≥ 1 and c ∈ (Q×)m, and let S be an infinite set of odd prime numbers. One has
∀ℓ ∈ S,
[
Q
(
ζℓ, c
1/ℓ
)
: Q(ζℓ)
]
< ℓm ⇐⇒ Mc 6= {0}.
Proof. Apply Lemmas 5.8 and 5.9. 
Remark 5.11. Suppose that c ∈ (Q×)m and Mc = {0}. By (33), we have that ∆c 6= 0. Thus, writing
∆c =: (λ1, λ2, . . . , λw), we may define δ(c) := 2 gcd(λ1, λ2, . . . , λw). The proof of Lemma 5.9 shows that
ℓ ∤ δ(c) =⇒
[
Q
(
ζℓ, c
1/ℓ
)
: Q(ζℓ)
]
= ℓm.
The next corollary follows from applying Lemma 5.10 with c = (n1, n2, f(n1)) ∈ (Q×)3 with n1, n2 ∈ N
chosen in accordance with Corollary 4.2. Let us make the following definitions, for n = (n1, n2) ∈ N2:
cf,n :=(n1, n2, f(n1)) ∈ (Q
×)3
Nf :={n ∈ N
2 : Mcf,n = {0}}.
If n ∈ Nf , then the vector ∆cf,n =: (λ
(f,n)
1 , λ
(f,n)
2 , . . . , λ
(f,n)
w ) ∈ Zw appearing in the proof of Lemma 5.9 is
well-defined and non-zero. We then set
δf,n := 2 gcd(λ
(f,n)
1 , λ
(f,n)
2 , . . . , λ
(f,n)
w ).
Corollary 5.12. Suppose that f : Q −→ Q satisfies |Sf | = ∞. Then either f is a global power map, or
Nf 6= ∅. Furthermore, for any n = (n1, n2) ∈ Nf and for any odd prime ℓ one has
ℓ ∤ δf,n =⇒
[
Q
(
ζℓ, n
1/ℓ
1 , n
1/ℓ
2 , f(n1)
1/ℓ, f(n2)
1/ℓ
)
: Q(ζℓ)
]
≥ ℓ3
Proof. Let n ∈ N. By Lemma 5.10,
[
Q
(
ζℓ, n
1/ℓ, f(n)1/ℓ
)
: Q(ζℓ)
]
< ℓ2 for infinitely many primes ℓ if and
only if
ncf(n)d ∈ {±1} for some (c, d) ∈ Z2 − {(0, 0)}, (34)
and we may as well take c and d to be relatively prime. If n is further assumed to be square-free and greater
than 1, then one finds that d = 1 in (34), and so this happens if and only if
f(n) ∈ nZ ∪ −nZ. (35)
By Corollary 4.2, one may find a square-free number n for which (35) does not happen. Putting n1 := n
and taking n2 = p to be any prime for which vp(n1) = vp(f(n1)) = 0, we see that Mcf,n = {0}. Applying
Remark 5.11, we see that, for ℓ ∤ δf,n, one has[Q(ζℓ, c
1/ℓ
f,n) : Q(ζℓ)] = ℓ
3, which proves the corollary. 
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The next lemma deals with the absolute discriminant of the field
K = Q(ζℓ, c
1/ℓ) :=Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
m )
=Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
d ),
(36)
where 0 ≤ d = dc ≤ m is as in (30). Its proof utilizes the following classical formula for relative discriminants.
Lemma 5.13. Let F ⊆ L ⊆ K be a tower of number fields, let ∆K/L ⊆ OL, ∆K/F ⊆ OF , and ∆L/F ⊆ OF
be the relative discriminants and let NL/F : L
× −→ F× the usual norm map. Then one has
∆K/F = NL/F (∆K/L)∆
[K:L]
L/F . (37)
Proof. See for instance [5, p. 126]. 
Lemma 5.14. Let K be as in (36). Then the absolute discriminant dK divides(
d∏
i=1
Num(ci)Den(ci)
)(ℓ−1)2ℓd−1
ℓ(d+1)(ℓ−1)
2ℓd−1 .
Proof. We induct on d. We will apply Lemma 5.13 with F = Q,
L =
{
Q(ζℓ) if d = 1
Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
d−1) if d > 1
and K = L(c
1/ℓ
d ). First note that, for any α ∈ OK satisfying K = L(α), one has
D(α) · OL ⊆ ∆K/L, (38)
where D(α) is the square of the determinant of the ℓ × ℓ matrix whose (i, j)-th entry is σi(αj), where
{σ0, σ1, . . . , σℓ−1} is the set of embeddings of K into C fixing L point-wise and 0 ≤ j ≤ ℓ − 1. Let us
abbreviate c := cd. Writing c = a/b in lowest terms, and applying (38) with α = (ab
ℓ−1)1/ℓ = c1/ℓb and
again with α = (aℓ−1b)1/ℓ = c−1/ℓa, we conclude that
D
(
(abℓ−1)1/ℓ
)
· OL +D
(
(aℓ−1b)1/ℓ
)
· OL ⊆ ∆K/L.
Now for any integer n, one computes that D(n1/ℓ) = nℓ−1ℓℓ−2. Using this, the greatest common divisor on
the left-hand side is readily calculated, showing that
(Num(c)Den(c))ℓ−1ℓℓ−2OL ⊆ ∆K/L.
Inserting this information into (37), we find that
∆K/Q divides (Num(c)Den(c))
(ℓ−1)2ℓd−1ℓ(ℓ−2)(ℓ−1)ℓ
d−1
∆ℓL/Q.
Applying the induction hypothesis (or the formula dQ(ζℓ) = ±ℓ
ℓ−2 of Lemma 5.4 in the base case), the
conclusion of Lemma 5.14 now follows. 
In particular, since |dK | ≤
(
d∏
i=1
Num(ci)Den(ci)
)(ℓ−1)2ℓd−1
ℓ(d+1)(ℓ−1)
2ℓd−1 , we obtain the following corol-
lary. Let us put
bf,n :=
∣∣∣∣∣
2∏
i=1
niNum(f(ni))Den(f(ni))
∣∣∣∣∣ .
Corollary 5.15. Suppose f : Q −→ Q is any function and let K = Q
(
ζℓ, n
1/ℓ
1 , n
1/ℓ
2 , f(n1)
1/ℓ, f(n2)
1/ℓ
)
.
Then for any prime ℓ satisfying [K : Q(ζℓ)] ≥ ℓ3 and log ℓ ≥ bf,n, one has
max
{
log |dK |, |dK |
1/[K:Q]
}
≤ 6ℓ5 log ℓ.
16
5.6. The Frobenius automorphism in Kummer extensions. We now turn our consideration to the
Frobenius automorphism FrobP for a prime ideal P ⊆ OK lying over pZ, where K = Q(ζℓ, c1/ℓ) and p ≡ 1
(mod ℓ).
We begin by describing the situation when m = d = 1, i.e. (dropping subscripts) we have
K = Kc := Q(ζℓ, c
1/ℓ) 6= Q(ζℓ) (c ∈ Q
×)
and
Gal(Kc/Q) ≃ (Z/ℓZ)
× ⋉ Z/ℓZ(
ζℓ 7→ ζaℓ
c1/ℓ 7→ c1/ℓ · ζbℓ
)
7→ (a, b),
(39)
The minimal polynomials over Q of ζℓ and c
1/ℓ, together with there factorizations over Q, are given respec-
tively as follows:
Φℓ(t) :=
tℓ − 1
t− 1
=
∏
i∈(Z/ℓZ)×
(t− ζiℓ),
tℓ − c =
∏
i∈Z/ℓZ
(t− ζiℓ · c
1/ℓ).
In our present discussion, we will adopt the standing assumptions that
p ≡ 1 (mod ℓ) and ordp(c) = 0. (40)
By Lemmas 5.5 and 5.14, these conditions imply that
p splits completely in Q(ζℓ) and p is unramified in Kc.
Consider the subgroup µℓ ⊆ Fp
×
of ℓ-th roots of unity. Since p ≡ 1 (mod ℓ), one can find an element z ∈ Z
whose reduction zˆ modulo p generates µℓ, i.e. we have
〈zˆ〉 = µℓ ⊆ F
×
p , (41)
and the reductions modulo p of the above minimal polynomials factorize over Fp as
Φℓ(t) ≡
∏
i∈(Z/ℓZ)×
(t− zˆi) (mod p),
tℓ − c ≡
∏
i∈Z/ℓZ
(t− zˆiθc) (mod p),
for some θc ∈ Fp
×
/µℓ. Furthermore, one has the prime factorization
pOQ(ζℓ) =
∏
i∈(Z/ℓZ)×
pz,i,
(
pz,i := pOQ(ζℓ) + (ζℓ − z
i∗)OQ(ζℓ)
)
,
where i∗ denotes an integer satisfying i∗i ≡ 1 (mod p). Note that, by our choice of indexing, we have
∀j ∈ (Z/ℓZ)×, pz,i = pzj ,ij . (42)
What about the splitting type of such a prime ideal pz,i in Kc? Since Kc has prime degree ℓ over Q(ζℓ) and
by (40), each pz,i either splits completely or remains inert in Kc. Furthermore, since Kc is Galois over Q,
the splitting type of each pz,i is the same. Under the assumptions (40), one has
pz,i splits completely in Kc ⇐⇒ c (mod p) ∈ (F
×
p )
ℓ
⇐⇒ θc ∈ F
×
p /µℓ
(43)
If this is the case, we may allow z in (41) to be an arbitrary generator of µℓ ⊂ F×p and note also that, under
the isomorphism (39),
pz,i splits completely in Kc ⇐⇒ FrobP = (1, 0),
for any prime ideal P ⊆ OKc lying over pz,i.
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In case pz,i does not split completely in Kc, the finite field Fp[θc] has degree ℓ over Fp, and we normalize
our choice of z = zc ∈ Z so that
zˆc :=
θpc
θc
∈ F×p (44)
(Note that zˆc ∈ F×p is independent of the choice of θc ∈ Fp
×
/µℓ). In this case, putting
Pzc,i := pzc,iOKc = pOKc + (ζℓ − z
i∗
c )OKc , (45)
the ideal Pzc,i is prime and we have a prime factorization
pOKc =
∏
i∈(Z/ℓZ)×
Pzc,i.
The following lemma characterizes the Frobenius automorphism FrobPzc,i .
Lemma 5.16. Suppose c ∈ Q× satisfies Kc := Q(ζℓ, c1/ℓ) 6= Q(ζℓ). Furthermore, let p be a prime number
satisfying p ≡ 1 (mod ℓ) and ordp(c) = 0. Then p is unramified in Kc and, with notation as above, under
the isomorphism Gal(Kc/Q) ≃ (Z/ℓZ)× ⋉ Z/ℓZ, one has
FrobPzc,i =
{
(1, 0) if p splits completely in Kc and Pzc,i is any prime above p
(1, i) if pOKc =
∏
i∈(Z/ℓZ)× Pzc,i, where each Pzc,i is as in (45) and is prime.
Proof. We need only concern ourselves with the case that p does not split completely in Kc. In this case,
consider the ring homomorphism πzc,i : OQ(ζℓ) −→ Fp, induced by ζℓ 7→ z
i∗
c (mod p). Note that
kerπzc,i = pzc,i and σa(pzc,i) = pzc,ai,
where σa 7→ a under Gal(Q(ζn)/Q) ≃ (Z/nZ)
×. Since OKc/Pzc,i ≃ Fp(θc) in this case, one may extend
πzc,i to a ring homomorphism ̟zc,i : OKc −→ Fp(θc) for which ̟zc,i(c
1/ℓ) = θc. Consider the induced
isomorphism
̟zc,i : OKc/Pzc,i −→ Fp(θc).
By definition of FrobPzc,i , one has ̟zc,i ◦FrobPzc,i ◦̟
−1
zc,i
(θc) = θ
p
c . On the other hand, if FrobPzc,i 7→ (1, b)
under (39), then by (44), we have
zcθc = θ
p
c = ̟zc,i(FrobPzc,i(̟
−1
zc,i
(θc))) = ̟zc,i(FrobPzc,i(c
1/ℓ (mod Pzc,i))) = ̟zc,i(ζ
b
ℓ c
1/ℓ) = zi
∗b
c θc.
Thus, one finds that b = i, proving the lemma. 
The next corollary of Lemma 5.16 is essential in what follows. We introduce the notation
K = Q(ζℓ, c
1/ℓ
1 , c
1/ℓ
2 , . . . , c
1/ℓ
k , d
1/ℓ
1 , d
1/ℓ
2 , . . . d
1/ℓ
k ) =: Q(ζℓ, c
1/ℓ,d1/ℓ),
where c,d ∈ Qk are the obvious vectors, and
Gal(K/Q) →֒(Z/ℓZ)× ⋉ (Z/ℓZ)2k
=(Z/ℓZ)× ⋉
(
(Z/ℓZ)k × (Z/ℓZ)k
)
,
(46)
so that elements of Gal(K/Q) may be written in the form (a,b, f) with b, f ∈ (Z/ℓZ)k. We denote by
C2k ⊆ Gal(K/Q) the subset
C2k := {(1,b, f) ∈ Gal(K/Q) : f = λb for some λ ∈ Z/ℓZ }. (47)
Note that, under Gal(K/Q) →֒ (Z/ℓZ)× ⋉ (Z/ℓZ)2k, the subset C2k is stable by Gal(K/Q)-conjugation.
Corollary 5.17. Let K = Q(ζℓ, c
1/ℓ,d1/ℓ) and assume the remaining notation just introduced. Let p be any
prime number satisfying
∀i ∈ {1, 2, . . . , k}, ordp(ci) = ordp(di) = 0
and p ≡ 1 (mod ℓ). Suppose further that, for some fixed kp ∈ Z/(p− 1)Z, one has
∀i ∈ {1, 2, . . . , k}, di ≡ c
kp
i (mod p).
Then p is unramified in K and, under the embedding (46), the Frobenius class Frobp ⊆ Gal(K/Q) satisfies
Frobp ⊆ C2k.
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Proof. Note that, for any vector w = (w1, w2, . . . , wm) ∈ Qm, the diagram
Gal(Q(ζℓ,w
1/ℓ)/Q) −−−−→ (Z/ℓZ)× ⋉ (Z/ℓZ)m
res
y πjy
Gal(Z(ζℓ, w
1/ℓ
j )/Q) −−−−→ (Z/ℓZ)
× ⋉ Z/ℓZ
commutes, where πj(w) := wj . Taking any prime p as in the statement of the corollary, p is unramified in
K, and we fix a prime P of K lying over p. By the discussion preceding Lemma 5.16, for any multiplicative
generator z ∈ µℓ ⊆ F×p we may find i ∈ (Z/ℓZ)
× for which
P ∩ OQ(ζℓ) = pz,i. (48)
Let us fix an index j ∈ {1, 2, . . . , k} and put c := cj and d := dj . Furthermore, denote by
Pc := P ∩ OKc and Pd := P ∩OKd
the corresponding primes of Kc := Q(ζℓ, c
1/ℓ) (resp. of Kd := Q(ζℓ, d
1/ℓ)) lying under P. Now if c (mod p) ∈
(F×p )
ℓ, then necessarily d ≡ ckp (mod p) ∈ (F×p )
ℓ, and by (43), we have that FrobPc = (1, 0) = FrobPd
(note that this covers the case c ∈ (Q×)ℓ). In case kp ≡ 0 (mod ℓ), we see by the same reasoning that
FrobPd = (1, 0), and one finds that in any of the above cases, the conclusion of the lemma holds, taking
λ = 0 in (47).
We now turn to the case c (mod p) /∈ (F×p )
ℓ and ℓ ∤ kp. In this case, we put z = zc in (48), possibly
adjusting i (mod ℓ) appropriately. Noting that θd only depends on d modulo p, we find that θd = θ
kp
c , and
so zd = z
kp
c . Thus, by (45) and (42), we find that
Pc = Pzc,i = Pzkpc ,ikp
= Pzd,ikp .
Applying Lemma 5.16 and noting that the factor kp is independent of the index j, we have finished the
proof. 
In particular, taking c = (n1, n2) ∈ N2 and d = (f(n1), f(n2)) ∈ (Q×)2, we obtain the following corollary.
Recall that bf,n :=
∣∣∣∣∣
2∏
i=1
niNum(f(ni))Den(f(ni))
∣∣∣∣∣.
Corollary 5.18. Suppose that f : Q −→ Q is any function, n1, n2 ∈ N, and ℓ is an odd prime number which
doesn’t divide bf,n. Then, with K = Q
(
ζℓ, n
1/ℓ
1 , n
1/ℓ
2 , f(n1)
1/ℓ, f(n2)
1/ℓ
)
, one has
p ∈ Sf and p ≡ 1 (mod ℓ) =⇒ Frobp ⊆ C4 or p | bf,n,
where C4 is defined by taking k = 2 in (47).
5.7. Proof of Proposition 5.3. We now assume that f is not a global power map, and define the constant
af > 0 by
af :=
{
min{max{δf,n, ebf,n} : n ∈ Nf} if Nf 6= ∅
1 if Nf = ∅
(since δf,n ≥ 2, we see that the minimum exists). In case |Sf | =∞, by Corollary 5.12 we have that Nf 6= ∅,
so we may pick n ∈ Nf for which
af = max{δf,n, e
bf,n},
and then apply Theorem 5.1 with K = Q(ζℓ, n
1/ℓ
1 , n
1/ℓ
2 , f(n1)
1/ℓ, f(n2)
1/ℓ). Note that in particular, provided
ℓ > af , by Corollary 5.18, one has ∑
p∈Sf (x)
p≡1 (mod ℓ)
1 ≤ π(x;K/Q, C4) +O(ν(bf,n)). (49)
Our assumption that
Z ≤
(
log x
(6c2 log log x)2
)1/15
(50)
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implies that, for x large enough, one has
√
log x/Z5 ≥ 6c2 · Z5 logZ. By Corollary 5.15, ℓ ∈ [Y, Z) and
af < Y guarantee that (20) holds in this case. Thus, for Y > af and ℓ ∈ [Y, Z), one has
π(x;K/Q, C4) =
|C4|
|Gal(K/Q)|
· π(x) + O
(
|C4| · x · exp
(
−c1
√
log x
[K : Q]
))
≪
|C4|
|Gal(K/Q)|
· π(x) + ℓ3 · x · exp
(
−c1
√
log x
Z5
)
.
(51)
The following lemma bounds the first term above.
Lemma 5.19. Suppose that f : Q −→ Q is any function, let n1, n2 ∈ N, let ℓ be an odd prime, and let
K := Q
(
ζℓ, n
1/ℓ
1 , n
1/ℓ
2 , f(n1)
1/ℓ, f(n2)
1/ℓ
)
. Suppose that
[Q
(
ζℓ, n
1/ℓ
1 , n
1/ℓ
2 , f(n1)
1/ℓ
)
: Q(ζℓ)] = ℓ
3. (52)
Then one has
|C4|
|Gal(K/Q)|
≤
2
ℓ(ℓ− 1)
,
where C4 is defined by taking k = 2 in (47).
Proof. By hypothesis, if ℓ is large enough then either Gal(K/Q) ≃ (Z/ℓZ)× ⋉ (Z/ℓZ)4 or
Gal(K/Q) ≃ (Z/ℓZ)× ⋉ (Z/ℓZ · d)⊥,
where d = (d1, d2, d3, d4) ∈ (Z/ℓZ)4 and
d4 6= 0, (53)
which follows from the hypothesis (52). If Gal(K/Q) ≃ (Z/ℓZ)×⋉ (Z/ℓZ)4, then directly from (47) one finds
that
|C4| ≤ ℓ
3,
and the conclusion of the lemma follows. If on the other hand
Gal(K/Q) ≃ (Z/ℓZ)× ⋉ (Z/ℓZ · d)⊥,
then, writing d = (d1,d2) with di ∈ (Z/ℓZ)2, we have that
C4 = {(1,b, λb) : (b, λ) ∈ (Z/ℓZ)
3, b · d1 + λb · d2 = 0}
= {(1,b, λb) : (b, λ) ∈ (Z/ℓZ)3, b · (d1 + λd2) = 0}.
Consider the equation
b · (d1 + λd2) = 0. (54)
By (53) we see that d2 6= 0 ∈ (Z/ℓZ)2, and so d1 + λd2 = 0 for at most one λ ∈ Z/ℓZ. For such a λ, one
counts ℓ2 solutions b ∈ (Z/ℓZ)2 to the equation (54), while for each of the other ℓ− 1 values of λ one counts
ℓ solutions. Thus, one has
|C4| ≤ ℓ(2ℓ− 1),
and the conclusion of the lemma follows in this case as well. 
Inserting the result of Lemma 5.19 into (51) and using (49) we obtain, that, for ℓ ∈ [Y, Z) we have
∑
p∈Sf (x)
p≡1 (mod ℓ)
1 ≪
1
ℓ2
· π(x) + ℓ3 · x · exp
(
−c1
√
log x
Z5
)
+ ν(bf,n),
provided (50) holds. Summing over primes ℓ ∈ [Y, Z), we obtain
∑
Y≤ℓ<Z
∑
p∈Sf (x)
p≡1 (mod ℓ)
1 ≪
1
Y log Y
· π(x) +
Z4
logZ
· x · exp
(
−c1
√
log x
Z5
)
+ ν(bf,n),
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By virtue of the bounds (50) and (26), we see that the second remainder term satisfies
Z4
logZ
· x · exp
(
−c1
√
log x
Z5
)
≪A
x
(log x)A
for any A > 0, and since Y < Z, this observation finishes the proof of Proposition 5.3.
Remark 5.20. The hypothesis in Lemma 5.19 that f not be a global power map is critical. Indeed, if
f(α) = αk for all α ∈ Q, then (e.g. provided n2 is multiplicatively independent from n1) under (46) one has
Gal(K/Q) = (Z/ℓZ)× ⋉ {(b, eb) : b ∈ (Z/ℓZ)2}.
In particular, one finds that
|C4|
|Gal(K/Q)|
=
|{(1,b, eb) : b ∈ (Z/ℓZ)2}|
|(Z/ℓZ)× ⋉ {(b, eb) : b ∈ (Z/ℓZ)2}|
=
1
ℓ− 1
,
and our method of proof fails for this case (as it should).
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