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Diabetes Mellitus tipe-2 merupakan salah satu penyakit mematikan yang 
banyak diderita oleh masyarakat banyak negara di dunia. Risiko penyakit ini 
sering disebabkan oleh gaya hidup yang kurang baik seperti jarang olahraga dan 
pola makan yang tidak sehat. Pengklasifikasian risiko penyakit diabetes mellitus 
tipe-2 diharapkan dapat membantu pengguna dalam menemukan solusi yang 
tepat untuk menanggulangi penyakit tersebut. Salah satu metode klasifikasi yang 
paling banyak digunakan adalah K-Nearest Neighbor. Kelebihan dari K-Nearest 
Neighbor adalah sederhana dan efektif digunakan pada jumlah data yang besar. 
Metode K-Nearest Neighbor mencari tetangga terdekat dan memilih mayoritas 
kelas yang terdapat pada cluster. Metode tersebut mempelajari pola dari data 
yang diperiksa sebelumnya berdasarkan 13 parameter dengan proses 
perhitungan jarak euclidean yang akan digunakan sebagai penetapan kelas 
klasifikasi berdasarkan nilai K yang telah ditentukan. Data penelitian ini 
didapatkan dari kuisioner pada 150 orang di Klinik Griya Bromo. Nilai K dan 
jumlah data latih sangat mempengaruhi akurasi. Berdasarkan hasil pengujian 
nilai K dan perubahan jumlah data latih, hasil akurasi tertinggi yang didapatkan 
pada penelitian ini yaitu 87% dengan nilai K=3 dan jumlah data latih 120 data 
yang menunjukkan bahwa metode K-Nearest Neighbor cocok untuk klasifikasi 
tingkat risiko pada penyakit Diabetes Mellitus tipe-2. 





Diabetes Mellitus type-2 is one of the deadliest diseases suffered by many 
people in many countries in the world. The risk of this disease is often caused by 
an unhealthy lifestyle such as not enough exercise and an unhealthy diet. 
Classification of the risk of type-2 diabetes mellitus is expected to assist users in 
finding the right solution to overcome the disease. One of the most widely used 
classification methods is K-Nearest Neighbor. The advantage of K-Nearest 
Neighbor is that it is simple and effective to use on large amounts of data. The K- 
Nearest Neighbor method looks for the nearest neighbor and selects the majority 
of the classes in the cluster. This method studies the pattern from the previously 
examined data based on 13 parameters with the Euclidean distance calculation 
process which will be used as a classification class determination based on the 
predetermined K value. The data for this study were obtained from 
questionnaires to 150 people at the Griya Bromo Clinic. The value of K and the 
amount of training data greatly affect the accuracy. Based on the results of 
testing the K value and changes in the amount of training data, the highest 
accuracy results obtained in this study were 87% with a K value = 3 and the 
number of training data was 120 data indicating that the K-Nearest Neighbor 
method is suitable for classifying the risk level in Diabetes Mellitus type-2. 
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BAB 1 PENDAHULUAN 
 
1.1 Latar Belakang 
Diabetes adalah jenis penyakit yang mempunyai tanda hiperglikemia 
kronis. Tanda lain yang muncul adalah gangguan metabolisme karbohidrat, 
lemak serta protein yang diakibatkan oleh insufisiensi sekresi insulin maupun 
aktivitas endogen insulin/keduanya (Suryani, dkk., 2016). Diabetes termasuk 
dalam kelompok penyakit kronis jangka panjang. Penyakit ini bisa ditandai 
dengan glukosa atau kadar gula yang tinggi dan melebihi batas normal. 
(International Diabetes Federation, 2020) melaporkan bahwa, penderita 
Diabetes Mellitus di dunia yaitu berjumlah 425 juta dan pada kawasan West 
Pasific sebanyak 159 juta kasus, Indonesia sendiri termasuk satu dari 21 negara 
yang tergabung dalam teritori IDF Western Pacific itu sendiri dengan lebih dari 10 
juta kasus penderita penyakit Diabetes di Indonesia pada tahun 2017. Hal ini 
menunjukkan bahwa penderita Diabetes di Indonesia tehitung tinggi di dunia. 
Banyak penderita diabetes yang mengunjungi dokter sudah dalam keadaan 
kronis. Berdasarkan penyebab yang mendasari kemunculannya, penyakit 
Diabetes Mellitus ini dapat diklasifikasikan menjadi 2 tipe utama yaitu Diabetes 
Mellitus tipe-1 dan tipe-2. 
Diabetes tipe-1 adalah disebabkan oleh rusaknya sistem kekebalan tubuh 
dan juga infeksi virus yang merusak sel penghasil insulin sedangkan diabetes tipe- 
2 disebabkan karena gaya hidup tidak sehat dan juga faktor usia. Dulu diabetes 
ini disebut maturity onset diabetes karena penderita diabetes tipe-2 banyak 
mengenai orang dengan umur yang dewasa. Namun karena diabetes ini juga 
berisiko ke orang berumur muda, maka istilah diabetes tipe-2 dianggap lebih 
cocok. Dari seluruh penderita diabetes, jumlah penderita diabetes tipe-2 adalah 
yang terbanyak yaitu sekitar 90-99%, oleh sebab itu penelitian ini akan 
difokuskan hanya pada diabetes tipe-2. 
Berbagai Teknik klasifikasi bisa diterapkan untuk pengelompokan obyek. 
Pada bidang medis, aplikasi klasifikasi dapat memudahkan pengguna 
mendapatkan solusi yang tepat dengan cara mengklasifikasikan tingkat risiko 
penyakit yang diderita oleh seorang tersebut. Berbagai macam metode dalam 
data mining diterapkan untuk memecahkan masalah klasifikasi. Metode 
klasifikasi yang baik adalah metode yang menghasilkan kesalahan yang kecil, 
ketepatan dalam pengklasifikasian objek sangat penting, diantara metode 
klasifikasi yang telah ada yaitu metode K-Nearest Neighbor (K-NN). Metode K- 
Nearest Neighbor memiliki kelebihan yaitu merupakan metode yang cepat dan 
efektif semakin banyaknya dengan data latih yang digunakan. 
Pada metode K-Nearest Neighbor ukuran jarak diperlukan untuk 
menentukan kedekatan suatu objek. Metode ini akan mengklasifikasikan objek 
data uji dengan tetangga terdekatnya. Metode ini mencari tetangga terdekat dan 
memilih mayoritas kelas yang terdapat pada cluster. Metode K-Nearest Neighbor 
dapat memutuskan klasifikasi data dengan menggunakan data latih. K-Nearest 
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Neighbor akan mendapatkan hasil yang baik semakin besar jumlah data (Saxena, 
dkk., 2014). 
Pada pengujian yang dilakukan oleh Simanjuntak (2017), hasil pengujian 
menunjukkan bahwa parameter nilai K sangat mempengaruhi hasil klasifikasi dan 
keakuratan hasil. Dengan meningkatnya nilai k maka rata-rata akurasi cenderung 
menurun dan makin banyak data latih maka hasil akurasi juga semakin 
meningkat. Untuk data latih dengan kategori tidak seimbang nilai akurasinya 
menurun seiring dengan bertambahnya nilai k. Hasil akurasi tertinggi pada 
pengujian ini adalah 100%, k = 1 dan rata-rata akurasi kelima percobaan adalah 
98,83%. 
Penelitian tersebut melatarbelakangi peneliti untuk melakukan penelitian 
mengenai klasifikasi risiko diabetes mellitus tipe 2 menggunakan metode K- 
Nearest Neighbor. Penelitian ini akan menghasilkan tinggi atau rendahnya 
tingkat risiko diabetes pada pengguna. 
 
1.2 Rumusan Masalah 
Berdasarkan latar belakang tersebut, dapat dirumuskan permasalahan 
sebagai berikut: 
1. Bagaimana menerapkan metode K-Nearest Neighbor untuk melakukan 
klasifikasi risiko Diabetes Mellitus tipe-2 
2. Bagaimana tingkat akurasi klasifikasi risiko Diabetes Mellitus tipe-2 
menggunakan K-Nearest Neighbor. 
 
1.3 Tujuan 
Berdasarkan rumusan masalah yang ditetapkan, maka adapun tujuan dari 
penelitian ini adalah sebagai berikut: 
1. Menerapkan metode K-Nearest Neighbor (KNN) untuk melakukan klasifikasi 
risiko Diabetes Mellitus tipe-2. 
2. Menghitung nilai akurasi hasil klasifikasi risiko Diabetes Mellitus tipe-2 
menggunakan metode K-Nearest Neighbor (KNN) 
 
1.4 Manfaat 
Manfaat yang diperoleh dari penelitian ini yaitu: 
1. Bagi Penulis 
Penulis mendapatkan pemahaman dalam melakukan implementasi dari 
klasifikasi Diabetes Mellitus menggunakan metode K-Nearest Neighbor. 
2. Bagi Pengguna 
Membantu pengguna untuk mengklasifikasikan tingkat risiko Diabetes 
Mellitus, khususnya Diabetes Mellitus tipe-2. 
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1.5 Batasan Masalah 
Berikut batasan masalah yang diterapkan pada penelitian ini: 
1. Penyakit diabetes yang diangkat dalam penelitian ini hanyalah diabetes tipe-2. 
2. Sistem dibangun untuk mengklasifikasikan risiko diabetes tipe-2 dengan 
keluaran rendah dan tinggi. 
 
1.6 Sistematika Pembahasan 
Urutan penulisan dan deskripsi singkat pada penelitian ini adalah sebagai 
berikut: 
BAB 1 PENDAHULUAN 
Bab pertama akan membahas mengenai latar belakang penulisan, 
rumusan masalah, tujuan penelitian, batasan masalah, manfaat 
penelitian, serta sistematika pembahasan dalam mengklasifikasi risiko 
Diabetes Mellitus tipe-2 dengan algoritma K-Nearest Neighbor. 
BAB 2 LANDASAN KEPUSTAKAAN 
Pada bab ini berisi tentang pembahasan literature review tentang 
penelitian- penelitian sebelumnya yang berhubungan dengan masalah 
yang diangkat dalam penelitian ini serta teori-teori pendukung seperti K- 
Nearest Neighbor. 
BAB 3 METODOLOGI 
Bab ketiga akan membahas terkait tipe penelitian, strategi penelitian, 
partisipan penelitian, lokasi penelitian, teknik pengumpulan data, teknik 
analisis data, peralatan pendukung penelitian, implementasi algoritme 
hingga jadwal penelitian. 
BAB 4 PERANCANGAN 
Pada bab ini membahas tentang perancangan sistem yang akan dibangun 
dalam implementasi metode K-Nearest Neighbor untuk melakukan hasil 
klasifikasi risiko Diabetes Mellitus tipe-2 serta perancangan uji coba dan 
evaluasi. 
BAB 5 IMPLEMENTASI 
Bab kelima akan membahas terkait dengan implementasi yang dibangun 
berdasarkan hasil analisis sistem dan perancangan. 
BAB 6 PENGUJIAN DAN ANALISIS 
Bab keenam akan membahas terkait dengan hasil evaluasi dari hasil 
pengujian dan analisis sistem. 
BAB 7 PENUTUP 
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Bab ketujuh akan membahas terkait dengan kesimpulan dan saran 
penelitian sehingga dapat dikembangkan pada penelitian selanjutnya. 
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BAB 2 LANDASAN KEPUSTAKAAN 
 
Bab ini akan menjelaskan apa saja yang berkaitan dengan penelitian ini 
seperti dasar teori dan kajian pustaka yang akan menunjang dalam penelitian 
mengenai Klasifikasi Risiko Diabetes Dengan Menggunakan Metode K-Nearest 
Neighbor. 
 
2.1 Kajian Pustaka 
Penelitian ini dibuat atas dasar studi kepustakaan pada penelitian 
sebelumnya dan yang berkaitan dengan K-Nearest Neighbor. Studi kepustakaan 
disini ditujukan untuk dijadikan sumber kajian pustaka. Telah dilakukan 
penelitian untuk mengklasifikasikan penyakit Diabetes Mellitus menggunakan 
metode KNN oleh Yunita (2016). Penelitian tersebut menggunakan data 
penderita penyakit Diabetes Mellitus dari RSUD Puri Husada Tembilahan. Dari 
data yang telah dilakukan pengujian K-Nearest Neighbor mampu 
mengklasifikasikan data pasien merupakan tipe-1 atau tipe-2 berdasarkan 
variabel yaitu tinggi badan, berat badan, keturunan, usia, pengaruh pola makan 
dan juga destruksi sel beta yang memengaruhi penyakit Diabetes Mellitus. KNN 
mengklasifikasikan data dengan mencari nilai terdekat pada suatu target yang 
akan dicapai. Semakin banyak jumlah data latih/training, maka nilai akurasi 
semakin tinggi, oleh karena itu jumlah data latih/training yang digunakan sangat 
memengaruhi hasil klasifikasi. Adapun hasil akurasi dari penelitian tersebut 
adalah 96%. 
Penelitian sebelumnya adalah tentang penerapan metode naïve bayes untuk 
Klasifikasi diagnosa Diabetes Mellitus oleh Prasetya (2016). Metode Naïve Bayes 
akan menghitung setiap kejadian dari atribut target pada tiap kasus dengan nilai 
probabilitas melalui penghitungan dari data rekam medis Diabetes Mellitus 
tersebut. Output pada sistem tersebut adalah suatu diagnosa prediksi penyakit 
Diabetes Mellitus seseorang yang diderita murni atau memiliki penyakit lain. 
Penelitian tersebut menggunakan 258 data dengan hasil akurasi pengujian 
tertinggi 83.89%. 
Metode K-Nearest Neighbor juga digunakan oleh Saxena dkk (2014) untuk 
diagnosa penyakit Diabetes Mellitus. Dengan menggunakan 100 data latih dan 50 
data uji dan dengan nilai K=3 dan juga K=5, didapatkan kesimpulan bahwa nilai K 
mempengaruhi akurasi dari diagnosa tersebut. Semakin tinggi nilai K, maka juga 
akan semakin tinggi error rate. Dengan nilai K=3 didapatkan akurasi sebesar 75%, 
jika dengan nilai K=5 maka didapatkan akurasi sebesar 66%. 
Penelitian menggunakan K-Nearest Neighbor juga dilakukan oleh Simanjuntak 
(2017). Dalam penelitian ini, peneliti menggunakan kumpulan data penyakit 
kedelai yang berjumlah 266 data latih, dan akan membangun aplikasi berbasis 
desktop dengan mengimplementasikan algoritma MKNN. Sistem menggunakan 
metode brute force untuk menentukan parameter nilai K secara berurutan untuk 
menemukan nilai K terbaik. Nilai K dengan akurasi tertinggi akan digunakan dan 
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disimpan untuk pengujian data baru. Nilai K akan menentukan jumlah tetangga 
terdekat yang akan digunakan dalam proses klasifikasi. Hasil pengujian 
menunjukkan bahwa parameter nilai K sangat mempengaruhi hasil klasifikasi dan 
keakuratan hasil. Dengan meningkatnya nilai k maka rata-rata akurasi cenderung 
menurun, dan akurasi meningkat jika jumlah data bertambah. Untuk data latih 
dengan kategori tidak seimbang nilai akurasinya menurun seiring dengan 
bertambahnya nilai k. Hasil akurasi tertinggi pada pengujian ini adalah 100%, k = 
1 dan rata-rata akurasi kelima percobaan adalah 98,83%. 
Pada penelitian K-Nearest Neighbor yang dilakukan oleh Gamadarendra 
(2020), perubahan nilai K pada K-Nearest Neighbor dalam deteksi penyakit ginjal 
kronis (PGK) mempengaruhi nilai rata-rata specificity, akurasi dan sensitivity. 
Semakin tinggi nilai K cenderung menurunkan performa sensitivity dan akurasi. 
Dikarenakan akurasi tertinggi semua skenario data mining sama, maka peneliti 
melakukan pertimbangan selanjutnya pada yaitu pemodelan Backward 
Elimination dengan nilai K = 3. Penelitian ini menghasilkan nilai sensitivity 
sebesar 99,5% dibandingkan dengan scenario pemodelan lainnya. 
 
 
2.2 Dasar Teori 
2.2.1 Diabetes Mellitus 
Diabetes adalah penyakit kronis yang terjadi karena hormon insulin atau 
hormon yang mengatur gula darah yang dihasilkan oleh pankreas tidak cukup 
dan tubuh tidak dapat menggunakannya secara efektif. Diabetes merupakan 
masalah kesehatan pada masyarakat khususnya di Indonesia. Diabetes Mellitus 
adalah target tindak lanjut oleh negara-negara di dunia karena merupakan salah 
satu penyakit yang sangat berbahaya meski tidak menular. Pada beberapa 
puluh tahun terakhir, jumlah penderita penyakit diabetes terus meningkat 
(World Health Organization, 2016). 
Diabetes Mellitus adalah penyakit metabolik yang memiliki tanda kadar gula 
darah tinggi yang disebabkan karena tubuh tidak dapat menggunakan hormon 
insulin, dari kerja insulin ataupun keduanya. Diabetes Mellitus dapat 
menyebabkan kerusakan pada tubuh manusia dikarenakan tingginya kadar gula 
darah, contohnya ginjal, saraf, mata, pembuluh darah dan jantung. 
Diabetes Mellitus adalah kelainan yang ditandai dengan ekskresi urine 
(pengeluaran air kencing) yang berlebihan. Tanda-tanda dari penyakit Diabetes 
Mellitus adalah kadar gula darah atau kadar glukosa darah melebihi nilai normal 
yaitu lebih dari 200mg/dl. Diabetes Mellitus dapat didiagnosis dengan beberapa 
cara, umumnya yaitu polyuria atau banyak urine, polydipsia atau banyak 
minum, polifagia atau banyak makan, dan juga penurunan berat badan yang 
tidak jelas sebabnya. 
Diabetes Mellitus menyebabkan beberapa penyakit antara lain penyakit 
ginjal, kebutaan dan juga amputasi pada usia di bawah 65 tahun (Hill, 2011). 
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Penderita Diabetes Mellitus akan memiliki risiko. Diabetes Mellitus akan memiliki 
dampak lain yaitu mengurangi usia harapan hidup sebesar 5 hingga 10 tahun. 
Usia harapan hidup bagi penderita Diabetes Mellitus tipe-2 yang menderita 
penyakit mental serius seperti Skizofrenia bahkan lebih rendah 20% dibawah 
standar (Garnita, 2012). 
2.2.2 Tipe Diabetes Mellitus 
Diabetes Tipe-1 dan Tipe-2 merupakan 2 kategori utama Diabetes Mellitus, 
diabetes tipe-1 ditandai dengan tubuh yang kurang atau tidak bisa 
menghasilkan hormon insulin. Sedangkan diabetes tipe-2 disebabkan oleh gaya 
hidup yang tidak sehat, seperti kurang gerak dan berat badan yang berlebihan. 
Penderita Diabetes tipe-1 akan dianjurkan untuk memantau kadar gula 
darahnya secara ketat dan juga perlu menyuntikkan insulin kedalam tubuhnya. 
Sementara Diabates tipe-2 tubuhnya masih bisa menghasilkan insulin. Untuk 
penderita tahap awal akan dianjurkan untuk merubah gaya hidup seperti rutin 
olahraga, menghindari makanan berkalori tinggi, dan juga menjaga berat badan 
agar tetap ideal. Jika semakin parah maka dokter baru akan menganjurkanobat- 
obatan atau insulin. 
2.2.3 Faktor Resiko Diabetes 
Faktor risiko Diabetes Mellitus biasa dikelompokkan menjadi faktor risiko 
yang yang dapat diubah dan tidak dapat diubah. Faktor risiko yang dapat diubah 
banyak berhubungan dengan gaya hidup tidak sehat, yaitu berat badan, kurang 
olahraga, darah tinggi, diet tidak seimbang, konsumsi gula dan merokok atau 
tidak merokok. Faktor risiko yang tidak dapat diubah antara lain adalah umur, 
jenis kelamin, ras, etnik dan riwayatkeluarga dengan Diabetes Mellitus. 
 
2.3 Data Mining 
Menurut (Hermawati, 2013) Data mining adalah proses ekstraksi knowledge 
atau pengetahuan pada data secara otomatis menggunakan machine learning. 
Data mining adalah rangkaian proses pengumpulan informasi dari suatu data 
yang besar dengan fungsi utamanya yaitu deskriptif dan prediktif. Fungsi 
deskriptif untuk memahami lebih jauh tentang data yang diamati sedangkan 
prediktif untuk menemukan pola-pola tertentu dari suatu data. 
Data mining adalah proses pencarian dan penguraian pengetahuan atau 
knowledge di dalam database. Data mining menggunakan matematika, teknik 
statistik, machine learning, dan aritificial intelligence untuk mengekstraksi 
informasi yang bermanfaat dan pengetahuan yang terkait dari berbagai 
database besar (Turban, dkk., 2005). 
Berdasarkan definisi-definisi di atas dapat disimpulkan bahwa data mining 




Klasifikasi adalah proses menemukan deskripsi dan perbedaan dari sebuah 
data ke dalam kelas-kelas. Memasukkan objek ke dalam salah satu kelas yang 
sudah didefinisikan sebelumnya sesuai dengan karakteristik yang sudah 
ditentukan merupakan salah satu proses klasifikasi. 
Menurut (Hermawati, 2013), klasifikasi adalah proses pembelajaran suatu 
fungsi tujuan yang memetakan tiap himpunan atribut x ke salah satu label kelas 
yang telah didefinisikan sebelumnya. Sedangkan menurut (Tan, dkk., 2004), 
klasifikasi adalah proses memperkirakan kategori objek yang kategorinya tidak 
diketahui dengan menemukan model yang menjelaskan atau membedakan 
konsep atau kategori data. 
Model Klasifikasi dibagi menjadi dua jenis yaitu pemodelan deskriptif dan 
pemodelan prediktif. Pemodelan deskriptif untuk alat penjelas dalam 
membedakan objek-objek kedalam kelas yang berbeda. Sedangkan pemodelan 
prediktif dapat digunakan untuk memprediksi objek kedalam kelas yang tidak 
diketahui. 
 
2.4 K-Nearest Neighbor 
K-Nearest Neighbor adalah salah satu metode untuk mengambil keputusan 
menggunakan pembelajaran terkontrol dimana hasil dari data yang dimasukan 
setelah diklasifikasi berdasarkan jarak terdekat dalam data nilai (Teknomo, 
2006). KNN merupakan salah satu metode yang paling popular dalam data 
mining (Wu & Kumar, 2009). 
Prinsip yang digunakan pada algoritme K-Nearest Neighbor adalah 
membandingkan data uji yang telah disediakan dengan data latih untuk 
mencari jarak terdekat antara kedua data yang dievaluasi dengan K dari 
tetangga terdekat dalam data latih. 
Pada algoritma KNN, salah satu cara untuk mencari tetangga terdekat 
adalah menggunakan jarak Euclidean. Berikut rumus perhitungan jarak 












d(x,y) = Jarak Euclidean antara data latih dan data uji 
Xi = Data latih 
Yi = Data uji 
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n = Dimensi atribut 
 
Variabel data latih sebagai x sedangkan y merupakan variabel data uji. 
Selanjutnya data kontinu harus dinormalisasi atau standarisasi sebelum 
dilakukan klasifikasi. Normalisasi bertujuan untuk mencegah atribut yang bernilai 
kecil dan memiliki rentang yang terlalu besar. Perhitungan normalisasi digunakan 
untuk mengubah nilai atribut agar menjadi range tertentu. Normalisasi dapat 
dihitung dengan menggunakan Persamaan (2.2). 
𝑛𝑑𝑎𝑡𝑎 = 
(𝑣−𝑚𝑖𝑛)∗(𝑛𝑚𝑎𝑥−𝑛𝑚𝑖𝑛) + 𝑛𝑚𝑖𝑛 (2.2) 
max − 𝑚𝑖𝑛 
Dimana ndata merupakan hasil normalisasi, V yaitu data yang akan 
dinormalisasi, min dan max merupakan nilai minimum dan maksimum dari data, 
sedangkan nmax dan nmin merupakan skala maksimum dan minimum yang kita 
berikan. 
Perhitungan dengan metode algoritme K-Nearest Neighbor diawali dengan 
menentukan nilai K (Jumlah tetangga yang paling dekat). Selanjutnya menghitung 
jarak Euclidean masing-masing data latih yang telah diberikan. Hasil yang didapat 
dari perhitungan jarak Euclidean lalu diurutkan dari jarak terkecil menuju jarak 











BAB 3 METODOLOGI 
 
K-Nearest Neighbor merupakan metode yang digunakan pada penelitian ini. 
Masukan sistem berupa nilai K dan data pengguna yang lalu akan diproses oleh 
sistem. Dari data yang telah dilakukan pengujian K-Nearest Neighbor mampu 
mengklasifikasikan data risiko penyakit Diabetes Mellitus tipe-2 berdasarkan 
variable yaitu usia, Jenis Kelamin, lingkar perut, tinggi badan, berat badan, indeks 
massa tubuh, konsumsi lemak, konsumsi kafein, konsumsi gula, merokok atau 
tidak, konsumsi alkohol, keturunan dan olahraga. Berikut tahapan sistem secara 














Pada Gambar 3.1 skripsi dapat dijelaskan sebagai berikut: 
1. Mengumpulkan literatur terkait mengenai metode yang digunakan pada 
penelitian ini. 
2. Melakukan analisa apa saja yang dibutuhkan oleh sistem. 
3. Merancang sistem. 
4. Melakukan implementasi dengan hasil analisa dan perancangan sistem 
yang telah dilakukan sebelumnya. 
5. Melakukan pengujian terhadap sistem 
 
3.1 Tipe Penelitian 
Penelitian ini merupakan penelitian non-implementatif analitik. Prosesnya 
adalah menganalisis ulang penelitian yang sudah pernah dilakukan dengan 
menggunakan metode yang berbeda. Lalu akan dilihat faktor-faktor apa saja 
yang mempengaruhi hasil penelitian. 
 
3.2 Strategi Penelitian 
Penelitian dimulai dari studi kepustakaan untuk mencari metode yang tepat 
dalam memecahkan suatu masalah agar bisa diketemukan solusinya. Referensi 
yang digunakan relevan dengan apa yang akan dibahas pada penelitian ini, yang 
bersumber dari buku, jurnal, paper maupun penelitian terkait. Studi kepustakaan 
yang diterapkan pada penelitian ini digunakan sebagai acuan dan landasan teori 
untuk dipelajari serta dianalisis lebih dalam terkait dengan permasalahan yang 
ada lalu dilanjutkan dengan data factor risiko penyakit Diabetes Mellitus untuk 
diproses secara normalisasi data lalu dihitung dengan metode K-Nearest 
Neighbor serta perhitungan evaluasi untuk tahap akhirnya, skenario yang akan 
dilakukan adalah sebagai berikut: 
1. Masukan berupa data faktor risiko penyakit Diabetes Mellitus yang 
digunakan sebagai data uji. Data dinormalisasi lalu dilakukan perhitungan 
menggunakan metode K-Nearest Neighbor. 
2. Keluaran berupa hasil klasifikasi risiko diabetes tipe-2 pengguna apakah 
rendah, sedang atau tinggi. 
 
3.3 Teknik Pengumpulan Data 
Data yang digunakan adalah data primer yang bersumber dari kuisioner pada 
150 orang di Klinik Griya Bromo. Pertanyaan yang diajukan antara lain usia, Jenis 
Kelamin, lingkar perut, tinggi badan, berat badan, indeks massa tubuh, konsumsi 
lemak, konsumsi kafein, konsumsi gula, merokok atau tidak, konsumsi alcohol, 
keturunan dan intensitas olahraga. Data lengkap pada Lampiran. 
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3.4 Peralatan Pendukung Penelitian 
Berikut adalah beberapa peralatan yang dibutuhkan untuk melakukan 
penelitian mengenai klasifikasi berita: 
1. Perangkat keras yang digunakan spesifikasinya seperti berikut ini: 
a. Processor Intel® Core™ i5-8400 CPU @ 2.80GHz 
b. Kapasitas Memori (RAM) sebesar 8.00 GB 
2. Perangkat lunak yang digunakan spesifikasinya seperti berikut ini: 
a. OS Windows 10 64 bit 
b. Visual Studio 16.2.5 
 
3.5 Implementasi Algoritme 
Implementasi pada sistem menggunakan bahasa pemrograman C#, dari 
pembuatan proses masukkan data hingga hasil keluaran berupa hasil klasifikasi 
risiko penyakit Diabetes Mellitus tipe-2. Tahapannya dimulai dari implementasi 
pada manualisasi, perhitungan euclidean distance, penerapan metode K-Nearest 





Deskripsi Umum Sistem 
BAB 4 PERANCANGAN SISTEM 
 
Pengklasifikasian risiko penyakit Diabetes Mellitus Tipe-2 pada Klinik Griya 
Bromo yang berjumlah 150 orang. Metode yang digunakan dalam 
pengklasifikasian ini adalah K-Nearest Neighbor. Bab ini berisi tentang analisis 
perancangan perangkat lunak yang dapat membantu pengguna untuk 
menentukan seberapa besar risiko penyakit Diabetes Mellitus Tipe-2. 
Perancangan tersebut berisi deskripsi umum sistem, deskripsi data, perancangan 
sistem, perhitungan manual, perancangan antarmuka, dan perancangan 





Gambar 4.1 Diagram Alir Perancangan Sistem 
 
4.1 Deskripsi Umum Sistem 
Sistem yang dikembangkan untuk mengklasifikasi risiko penyakit Diabetes 
Mellitus Tipe–2 berdasarkan pada data yang di dapat dari Klinik Griya Bromo 
pada tahun 2019 menggunakan metode K-Nearest Neighbor. Sistem ini 
menggunakan data diri pengunjung klinik Griya Bromo dengan 13 parameter. 
Proses pertama dalam sistem yaitu penentuan nilai K dan pembacaan data 
yang telah tersimpan dalam file excel. File excel terbagi menjadi dua data yaitu 
data latih dan data uji yang kemudian masuk pada proses kedua. Proses kedua 
adalah sistem melakukan normalisasi data yang didapat dari proses pertama. 
Proses ketiga setelah normalisasi, sistem akan menghitung jarak antar data pada 




menentukan kelas risiko rendah atau tinggi pada penyakit Diabetes Mellitus Tipe- 
2. Proses Keempat melakukan penghitungan tingkat akurasi pada sistem. 
 
4.2 Deskripsi Data 
Data penilitian ini didapat dari wawancara pengunjung Klinik Griya Bromo. 
Wawancara tersebut dilakukan pada 150 pengunjung dalam jangka waktu 1 
bulan yaitu pada bulan Januari hingga Februari 2019. Parameter yang digunakan 
dalam peneliatan ini terdiri dari 13 parameter yang dapat dilihat pada Tabel 4.1. 
Berdasarkan 150 data pengunjung, terdapat 66 pengunjung dengan kelas risiko 
tinggi dan 84 pengunjung dengan risiko rendah. 
Tabel 4.1 Parameter Penelitian 
 
No Parameter Satuan 
1 Usia Tahun 
2 Jenis Kelamin Pria/Wanita 
3 Lingkar Perut Centimeter 
4 Tinggi Badan Centimeter 
5 Berat Badan Kilogram 
6 Berat Massa Indeks Berat Massa Indeks 
7 Konsumsi Lemak Jarang/Sering 
8 Konsumsi Kafein Jumlah Gelas 
9 Konsumsi Gula Sendok Makan 
10 Merokok Ya/Tidak 
11 Konsumsi Alkohol Ya/Tidak 
12 Faktor Keturunan Ya/Tidak 
13 Intensitas Olahraga Jarang/Sering 
 
 
4.3 Perancangan Sistem 
Proses-proses yang dibutuhkan dalam membangun sistem agar dapat 
mengetahui kelas risiko Diabetes Mellitus Tipe-2 pada 150 pengunjung Klinik 
Griya Bromo, merupakan sistem yang menggunakan metode K-Nearest 
Neighbor. Data wawancara dengan 13 parameter yang didapatkan diolah dengan 
sistem, sehingga mendapatkan hasil keluaran berupa kelas resiko tinggi atau 






4.3.1 Perancangan Proses 
Sistem akan melakukan pembacaan data tersimpan di file excel yang telah 
terbagi menjadi dua, yaitu data uji dan data latih. Setelah itu dilakukan 
normalisasi data agar jarak pada data tidak terlalu jauh. Kemudian sistem akan 
memulai proses klasifikasi KNN (K-Nearest Neighbor) dengan menghitung jarak 
Euclidean antar data latih dan data uji. Hasil Euclidean yang didapat dapat 
menentukan kelas risiko rendah atau tinggi pada penyakit Diabetes Mellitus. 





















Gambar 4.2 Diagram Alir Proses Sistem 
4.3.2 Proses Normalisasi Data 
Normalisasi data yang dilakukan pertama kali dalam proses klasifikasi 
menggunakan metode K-Nearest Neighbor bertujuan untuk jarak/range data 
berada pada range (0,1) sehingga tidak terlalu jauh data yang satu dengan data 
lainnya. Data yang digunakan pada penelitian ini berdasarkan 13 parameter yang 
didapat dari hasil wawancara 150 pengunjung di Klinik Griya Bromo. Pertama 













For x = 1 to 
jumlah data 







Normalisasi = (data xy – min x) 
/ (max y – min y) 
kemudian dilakukan perulangan dengan sejumlah data parameter yang ada 
sebelumnya oleh sistem untuk selanjutnya dilakukan perhitungan normalisasi. 
Perhitungan normalisasi dilakukan dengan menggunakan persamaan sehingga 










































Gambar 4.3 Diagram Alir Normalisasi Data 
 
 
4.3.3 Proses Klasifikasi K-Nearest Neighbor 
Proses klasifikasi K-Nearest Neighbor yang dilakukan berfungsi sebagai 
pendukung dalam pengambilan keputusan yang berdasarkan dari hasil 
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penentuan kelas resiko rendah atau tinggi Diabetes Mellitus pada orang 
tersebut. Proses perhitungan yang dilakukan dalam K-Nearest Neighbor pada 
penelitian ini meliputi perhitungan jarak Euclidean. Perhitungan jarak Euclidean 
dilakukan pada data uji dan data latih di setiap parameter yang telah didapat. 
Setelah perhitungan jarak Euclidean didapat, maka selanjutnya dapat 
dibandingkan kelas resiko rendah atau tinggi terkena Diabetes Mellitus pada 150 
orang tersebut yang telah diwawancarai. Diagram alir proses klasifikasi KNN 




















Gambar 4.4 Diagram Alir Proses Klasifikasi KNN 
4.3.4 Perhitungan Jarak Euclidean 
Tahapan pertama dalam perhitungan jarak Euclidean adalah memasukkan 
dataset nilai setiap parameter yang kemudian dilanjutkan dengan menggunakan 
proses inisialisasi awal. Tahapan berikutnya adalah melakukan perhitungan jarak 
Euclidean dan menghasilkan nilai jarak Euclidean dengan menggunakan 
persamaan (2.1). Diagram alir proses perhitungan jarak Euclidean ditunjukkan 












For x = 1 to data 
For y = 1 to data 
















































Metode yang digunakan dalam penelitian ini untuk menentukan kelas risiko 
rendah atau tinggi Diabetes Militus pada pengguna adalah menggunakan metode 
K-Nearest Neighbor. Tahapan proses yang akan dilakukan pada perhitungan 
manualisasi adalah sebagai berikut; 
1. Menentukan nilai dari K, yang berfungsi untuk mengetahui manakah 
tetangga terdekat dari setiap data. Pada perhitungan manualiasi ini, nilai 
K adalah 3. 
2. Melakukan normalisasi data, untuk range pada setiap data tidak terlalu 
jauh yaitu nilai sebesar antara 0 sampai 1. 
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3. Melakukan perhitungan jarak Euclidean antar data uji dan data latih 
yang berfungsi untuk mengetahui jarak terdekatnya. 
4. Menentukan kelas yang berdasarkan dari data uji berdasarkan nilai K 
yang telah ditentukan. 
 
Data yang digunakan untuk perhitungan manualisasi pada penelitian ini 
adalah data nilai parameter pengunjung Klinik Griya Bromo yang terdiri dari 150 
dataset, dari dataset tersebut dipisahkan menjadi 120 data latih dan 30 data uji. 
Kemudian dari data tersebut diambil 15 data latih (Tabel 4.2) dan 10 data uji 
(Tabel 4.3) yang dapat dilihat pada Tabel 4.4. 
 
Tabel 4.2 Data Latih 
 
 




TB BB BMI K. 
Lemak 
K. Kafein K. Gula Merokok K. 
Alkohol 
Keturunan Olahraga Risiko 
Diabetes 
Ʃ 
1 44 0 85 1,62 62,5 50,3125 Sering > 3 gelas ≤ 4 sdm 1 0 0 1 Tinggi 
2 62 1 87 1,47 60,5 48,7025 Jarang ≤ 3 gelas > 4 sdm 0 0 1 0 Tinggi 
3 70 1 83 1,58 56,7 45,6435 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
4 63 1 78 1,49 53,8 43,309 Jarang Tidak > 4 sdm 1 0 1 1 Tinggi 
5 36 0 85 1,44 66,9 53,8545 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
6 64 0 88 1,67 64,8 52,164 Sering ≤ 3 gelas ≤ 4 sdm 0 0 0 1 Rendah 
7 57 1 80 1,52 75,8 61,019 Sering > 3 gelas > 4 sdm 1 0 0 0 Rendah 
8 30 0 84 1,66 83,6 67,298 Sering > 3 gelas ≤ 4 sdm 0 1 1 1 Tinggi 
9 41 0 91 1,47 50,3 40,4915 Sering Tidak ≤ 4 sdm 0 0 1 0 Tinggi 
10 37 0 77 1,66 68,1 54,8205 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 0 0 Rendah 
11 43 1 86 1,54 63,6 51,198 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
12 55 0 85 1,61 62,3 50,1515 Sering Tidak > 4 sdm 0 0 0 0 Rendah 
13 37 1 81 1,43 76,5 61,5825 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
14 31 0 79 1,56 50,2 40,411 Jarang Tidak > 4 sdm 0 0 1 1 Tinggi 




Tabel 4.3 Data Uji 
 
 




TB BB BMI K. Lemak K. Kafein K. Gula Merokok K. 
Alkohol 
Keturunan Olahraga Risiko 
Diabetes 
Ʃ 
1 63 1 79 1,54 60,5 48,7025 Jarang > 3 gelas ≤ 4 sdm 0 1 0 0 Rendah 
2 37 1 83 1,64 56,7 45,6435 Jarang > 3 gelas > 4 sdm 0 1 1 0 Tinggi 
3 56 0 77 1,71 53,8 43,309 Sering Tidak ≤ 4 sdm 1 0 1 0 Tinggi 
4 41 1 86 1,47 66,9 53,8545 Sering ≤ 3 gelas > 4 sdm 0 0 0 0 Rendah 
5 44 0 79 1,43 64,8 52,164 Sering Tidak ≤ 4 sdm 0 0 0 0 Rendah 
6 52 1 84 1,51 75,8 61,019 Sering Tidak > 4 sdm 0 0 1 1 Rendah 
7 57 0 70 1,39 83,6 67,298 Sering > 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
8 49 1 85 1,44 59,5 47,8975 Jarang ≤ 3 gelas ≤ 4 sdm 0 1 0 0 Rendah 
9 47 1 82 1,48 63,5 51,1175 Jarang Tidak > 4 sdm 0 0 1 0 Tinggi 
10 64 1 83 1,56 61,9 49,8295 Sering Tidak ≤ 4 sdm 0 1 0 0 Tinggi 
 
Tabel 4.4 Dataset 
 
 




TB BB BMI K. Lemak K. Kafein K. Gula Merokok K. 
Alkohol 
Keturunan Olahraga Risiko 
Diabetes 
Ʃ 
1 44 0 85 1,62 62,5 50,3125 Sering > 3 gelas ≤ 4 sdm 1 0 0 1 Tinggi 
2 62 1 87 1,47 60,5 48,7025 Jarang ≤ 3 gelas > 4 sdm 0 0 1 0 Tinggi 
3 70 1 83 1,58 56,7 45,6435 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
4 63 1 78 1,49 53,8 43,309 Jarang Tidak > 4 sdm 1 0 1 1 Tinggi 
5 36 0 85 1,44 66,9 53,8545 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
6 64 0 88 1,67 64,8 52,164 Sering ≤ 3 gelas ≤ 4 sdm 0 0 0 1 Rendah 
7 57 1 80 1,52 75,8 61,019 Sering > 3 gelas > 4 sdm 1 0 0 0 Rendah 
8 30 0 84 1,66 83,6 67,298 Sering > 3 gelas ≤ 4 sdm 0 1 1 1 Tinggi 
9 41 0 91 1,47 50,3 40,4915 Sering Tidak ≤ 4 sdm 0 0 1 0 Tinggi 
10 37 0 77 1,66 68,1 54,8205 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 0 0 Rendah 
11 43 1 86 1,54 63,6 51,198 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
12 55 0 85 1,61 62,3 50,1515 Sering Tidak > 4 sdm 0 0 0 0 Rendah 
13 37 1 81 1,43 76,5 61,5825 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
14 31 0 79 1,56 50,2 40,411 Jarang Tidak > 4 sdm 0 0 1 1 Tinggi 
15 41 1 86 1,43 50,7 40,8135 Jarang Tidak ≤ 4 sdm 0 1 1 0 Tinggi 
16 63 1 79 1,54 60,5 48,7025 Jarang > 3 gelas ≤ 4 sdm 0 1 0 0 Rendah 
17 37 1 83 1,64 56,7 45,6435 Jarang > 3 gelas > 4 sdm 0 1 1 0 Tinggi 
18 56 0 77 1,71 53,8 43,309 Sering Tidak ≤ 4 sdm 1 0 1 0 Tinggi 
19 41 1 86 1,47 66,9 53,8545 Sering ≤ 3 gelas > 4 sdm 0 0 0 0 Rendah 
20 44 0 79 1,43 64,8 52,164 Sering Tidak ≤ 4 sdm 0 0 0 0 Rendah 
21 52 1 84 1,51 75,8 61,019 Sering Tidak > 4 sdm 0 0 1 1 Rendah 
22 57 0 70 1,39 83,6 67,298 Sering > 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
23 49 1 85 1,44 59,5 47,8975 Jarang ≤ 3 gelas ≤ 4 sdm 0 1 0 0 Rendah 
24 47 1 82 1,48 63,5 51,1175 Jarang Tidak > 4 sdm 0 0 1 0 Tinggi 
25 64 1 83 1,56 61,9 49,8295 Sering Tidak ≤ 4 sdm 0 1 0 0 Tinggi 
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4.4.1 Menentukan Nilai K 
Penentuan nilai K merupakan langkah pertama dari perhitungan normalisasi 
metode K-Nearest Neighbor. Fungsi dari nilai K tersebut adalah untuk 
menentukan manakah tetangga terdekatnya. Pada perhitungan manualisasi ini, 
nilai dari K adalah 3. 
 
 
4.4.2 Normalisasi Data 
Perhitungan normalisasi data merupakan Langkah kedua setelah penentuan 
nilai K. Perhitungan normaliasi data dilakukan untuk setiap data latih dan data uji 
yang berfungsi agar nilai range dari data agar tidak terlalu jauh (antara 0 sampai 
1). Pada proses ini menggunakan Persamaan (2.2). Hasil dari normalisasi data 
ditunjukkan pada Tabel 4.5 untuk data latih dan Tabel 4.6 untuk data uji. 
a. Normalisasi data latih pada kolom pertama baris pertama. 
44 − 30 𝑥 (1 − 0) 
𝑁𝑑𝑎𝑡𝑎 = 
70 − 30 
+ 0 = 0,446809 
b. Normalisasi data latih pada kolom pertama baris kedua. 
62 − 30 𝑥 (1 − 0) 
𝑁𝑑𝑎𝑡𝑎 = 
70 − 30 
+ 0 = 0,829787 
 
Tabel 4.5 Normalisasi Data Latih 
 
No Usia Jenis 
Kelamin 




















































































































































































































































































































































































































































Perhitungan selanjutnya adalah normalisasi pada data uji. Perhitungan yang 
dilakukan sama dengan Perhitungan normalisasi data latih yaitu menggunakan 
persamaan (2.2) 
a. Normalisasi data uji pada kolom pertama baris pertama. 
63 − 37 𝑥 (1 − 0) 
𝑁𝑑𝑎𝑡𝑎 = 
64 − 37 
+ 0 = 0,764706 
b. Normalisasi data uji pada kolom pertama baris kedua. 
37 − 37 𝑥 (1 − 0) 
𝑁𝑑𝑎𝑡𝑎 = 
64 − 37 
+ 0 = 0 
Tabel 4.6 Normalisasi Data Uji 
 
No Usia Jenis 
Kelamin 






































































































































































































































































































4.4.3 Perhitungan Jarak Euclidean Antara Data Latih dan Data Uji 
Perhitungan jarak Euclidean antara data latih dan data uji dengan 
menggunakan rumus Persamaan (2.1). Hasil perhitungan jarak Euclidean antara 
data latih dan data uji ditunjukkan pada Tabel 4.7. 
a. Perhitungan jarak Euclidean antara data latih dan data uji, baris pertama data 
uji dan data latih 
𝐷(1,121) 
(0.35 − 0.962963)2 + (0 − 1)2 + 
= √ (0.571428 − 0.5625)2 + (0.791667 − 0.46875)2 + (0.368263 − 0.224832)2 + 
(0.368263 − 0.224832)2 + (1 − 0)2 + (1 − 1)2 + (0 − 0)2 + (1 − 0)2 + (0 − 1)2 + (0 − 0)2 + (1 − 0) 
= 2.349728397 
Tabel 4.7 Jarak Euclidean Data Uji dan Data Latih 
 
No 1 2 3 4 5 6 7 8 9 10 
1 2,349728397 2,706944702 1,859484316 2,185863091 1,858160257 2,362584881 2,214526389 2,420605731 2,701201 2,359457 
2 1,84521319 1,538329597 2,28484752 1,596221227 2,138821007 1,657879512 2,179027541 1,789911024 0,670502 2,106001 
3 1,430227023 2,278321307 2,074666943 1,887549733 1,696333072 2,247315618 2,436968902 1,427374892 1,628551 1,47245 
4 2,517029371 2,34781976 2,175880523 2,406360926 2,591030519 1,878546968 2,768898501 2,483471908 1,662205 2,590892 
5 2,448432824 2,439653389 1,656178563 1,866648506 1,026263593 1,865816967 1,475547812 2,162049307 1,788505 2,030873 
6 2,164474278 2,692955836 1,942887963 2,02509916 1,556814619 1,97905335 2,124367993 2,240605563 2,454148 1,883508 
7 2,190822116 2,423644405 2,369855913 1,540854464 2,161562164 2,110071605 2,073629783 2,352814861 2,185744 2,230979 
8 2,524413981 2,399727818 2,549674737 2,579105721 2,358297318 2,21958681 1,927978118 2,567167018 2,751001 2,518049 
9 2,419582196 2,346547887 1,481436967 1,911617306 1,208924158 2,054009917 2,057360954 2,086534391 1,814593 1,95914 
10 1,902772996 2,314498212 2,072946675 2,126268184 1,524334352 2,565657352 1,979694608 1,957655634 2,097062 2,21646 
11 1,650991224 1,635043613 2,012687225 1,790301497 1,836830751 1,895047766 1,939923641 1,510122706 1,142959 1,942473 
12 2,287177634 2,364344436 1,830059599 1,386729426 1,234732728 1,876252765 2,171591982 2,197186805 1,821855 1,806366 
13 2,355895614 2,423011057 2,131347753 1,750826521 1,565017819 1,624050672 1,578629587 2,117221904 1,661197 1,942181 
14 2,676245605 2,127295776 2,181174586 2,33910675 2,162660141 1,983769424 2,612679802 2,505815097 1,663618 2,747166 
15 1,669599089 1,651761721 2,286133554 2,194711604 2,067168365 2,306406086 2,563346974 1,205033974 1,514113 1,722953 
 
4.4.4 Menentukan Klasifikasi Data Uji 
Setelah jarak Euclidean data latih dan data uji dihitung, maka dilakukan 
pengelompokan data berdasarkan nilai k dan juga tetangga terdekatnya. Berikut 
klasifikasi data uji yang telah diurutkan menurut tetangga terdekatnya 
ditunjukkan pada tabel 4.8 untuk data uji 1 hingga 5 dan tabel 4.9 untuk data uji 







Tabel 4.8 Klasifikasi Data Uji Data ke 1-5 
 
Data 1 Kelas Data 2 Kelas Data 3 Kelas Data 4 Kelas Data 5 Kelas 
3 1,43023 Rendah 2 1,53833 Tinggi 9 1,48144 Tinggi 12 1,38673 Rendah 5 1,02626 Rendah 
11 1,65099 Rendah 11 1,63504 Rendah 5 1,65618 Rendah 7 1,54085 Rendah 9 1,20892 Tinggi 
15 1,66960 Tinggi 15 1,65176 Tinggi 12 1,83006 Rendah 2 1,59622 Tinggi 12 1,23473 Rendah 
2 1,84521 Tinggi 14 2,12730 Tinggi 1 1,85948 Tinggi 13 1,75083 Rendah 10 1,52433 Rendah 
10 1,90277 Rendah 3 2,27832 Rendah 6 1,94289 Rendah 11 1,79030 Rendah 6 1,55681 Rendah 
6 2,16447 Rendah 10 2,31450 Rendah 11 2,01269 Rendah 5 1,86665 Rendah 13 1,56502 Rendah 
7 2,19082 Rendah 9 2,34655 Tinggi 10 2,07295 Rendah 3 1,88755 Rendah 3 1,69633 Rendah 
12 2,28718 Rendah 4 2,34782 Tinggi 3 2,07467 Rendah 9 1,91162 Tinggi 11 1,83683 Rendah 
1 2,34973 Tinggi 12 2,36434 Rendah 13 2,13135 Rendah 6 2,02510 Rendah 1 1,85816 Tinggi 
13 2,35590 Rendah 8 2,39973 Tinggi 4 2,17588 Tinggi 10 2,12627 Rendah 15 2,06717 Tinggi 
9 2,41958 Tinggi 13 2,42301 Rendah 14 2,18117 Tinggi 1 2,18586 Tinggi 2 2,13882 Tinggi 
5 2,44843 Rendah 7 2,42364 Rendah 2 2,28485 Tinggi 15 2,19471 Tinggi 7 2,16156 Rendah 
4 2,51703 Tinggi 5 2,43965 Rendah 15 2,28613 Tinggi 14 2,33911 Tinggi 14 2,16266 Tinggi 
8 2,52441 Tinggi 6 2,69296 Rendah 7 2,36986 Rendah 4 2,40636 Tinggi 8 2,35830 Tinggi 
14 2,67625 Tinggi 1 2,70694 Tinggi 8 2,54967 Tinggi 8 2,57911 Tinggi 4 2,59103 Tinggi 
 
Tabel 4.9 Klasifikasi Data Uji Data ke 6-10 
 
Data 6 Kelas Data 7 Kelas Data 8 Kelas Data 9 Kelas Data 10 Kelas 
13 1,62405 Rendah 5 1,47555 Rendah 15 1,20503 Tinggi 2 0,67050 Tinggi 3 1,47245 Rendah 
2 1,65788 Tinggi 13 1,57863 Rendah 3 1,42737 Rendah 11 1,14296 Rendah 15 1,72295 Tinggi 
5 1,86582 Rendah 8 1,92798 Tinggi 11 1,51012 Rendah 15 1,51411 Tinggi 12 1,80637 Rendah 







4 1,87855 Tinggi 10 1,97969 Rendah 10 1,95766 Rendah 13 1,66120 Rendah 13 1,94218 Rendah 
11 1,89505 Rendah 9 2,05736 Tinggi 9 2,08653 Tinggi 4 1,66221 Tinggi 11 1,94247 Rendah 
6 1,97905 Rendah 7 2,07363 Rendah 13 2,11722 Rendah 14 1,66362 Tinggi 9 1,95914 Tinggi 
14 1,98377 Tinggi 6 2,12437 Rendah 5 2,16205 Rendah 5 1,78850 Rendah 5 2,03087 Rendah 
9 2,05401 Tinggi 12 2,17159 Rendah 12 2,19719 Rendah 9 1,81459 Tinggi 2 2,10600 Tinggi 
7 2,11007 Rendah 2 2,17903 Tinggi 6 2,24061 Rendah 12 1,82185 Rendah 10 2,21646 Rendah 
8 2,21959 Tinggi 1 2,21453 Tinggi 7 2,35281 Rendah 10 2,09706 Rendah 7 2,23098 Rendah 
3 2,24732 Rendah 3 2,43697 Rendah 1 2,42061 Tinggi 7 2,18574 Rendah 1 2,35946 Tinggi 
15 2,30641 Tinggi 15 2,56335 Tinggi 4 2,48347 Tinggi 6 2,45415 Rendah 8 2,51805 Tinggi 
1 2,36258 Tinggi 14 2,61268 Tinggi 14 2,50582 Tinggi 1 2,70120 Tinggi 4 2,59089 Tinggi 
10 2,56566 Rendah 4 2,76890 Tinggi 8 2,56717 Tinggi 8 2,75100 Tinggi 14 2,74717 Tinggi 
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Berdasarkan pengurutan nilai K yaitu 1 dan 3, maka didapatkan hasil 
seperti pada tabel 4.10. 
 
 
Tabel 4.10 Hasil Klasifikasi Data Uji 
 
Data Data Asli 
Prediksi Sistem 
K=3 
1 Rendah Rendah 
2 Tinggi Tinggi 
3 Tinggi Rendah 
4 Rendah Rendah 
5 Rendah Rendah 
6 Rendah Rendah 
7 Rendah Rendah 
8 Rendah Rendah 
9 Tinggi Tinggi 
10 Tinggi Rendah 
 
 
4.5 Perancangan Antar Muka 
Perancangan antar muka akan menggambarkan rancangan tampilan dari 
sistem secara garis besar. Antar muka adalah cara berkomunikasi antara 
pengguna dan sistem klasifikasi risiko Diabetes Mellitus tipe – 2. Agar pengguna 
dapat memahami dengan mudah, desain antar muka akan dibuat dengan 
sesederhana mungkin. Perancangan antar muka akan menampilkan rancangan 





Nilai K : 
Inisialisasi 
Choose File 
Hasil Klasifikasi Jarak Euclidean 
Data Uji Data Latih 
4.5.1 Antarmuka Halaman Utama 
Pada halaman utama dari sistem terdapat tombol choose file yang 
berfungsi untuk user memasukkan data latih dan data uji dengan format .xls yang 
berada pada excel. Kemudian user dapat memasukkan nilai K pada textbox yang 
disediakan. Setelah itu terdapat tombol inisialisasi yang berfungsi untuk 
menampilkan data latih, data uji dan hasil perhitungan menggunakan metode K- 
Nearest Neighbor. Berikut tampilan antarmuka ditunjukkan pada gambar 4.6. 
 
Gambar 4.6 Rancangan Antarmuka Halaman Utama 
4.5.2 Antarmuka Halaman Hasil 
Pada halaman hasil, user dapat melihat data latih, data uji, dan juga hasil 
klasifikasi dari pemrosesan yang dilakukan oleh sistem menggunakan metode K- 
Nearest Neighbor berupa status risiko pengguna. Berikut tampilan antarmuka 
halaman hasil pada gambar 4.7. 
Gambar 4.7 Rancangan Antarmuka Halaman Hasil 
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4.6 Perancangan Pengujian 
Proses pengujian dilakukan untuk mengetahui tingkat akurasi dari 
perbandingan hasil keluaran sistem dengan hasil keluaran sistem klasifikasi dengan 
data yang ada. Data sampel parameter diambil secara acak. 
4.6.1 Rancangan Pengujian Nilai K 
Rancangan pengujian nilai K bertujuan untuk mengetahui pengaruh nilai K 
yang berbeda terhadap akurasi pada sistem dengan menggunakan data uji yang 
ditentukan. Berikut tabel rancangan pengujian nilai K. 
Tabel 4.11 Rancangan Pengujian Nilai K 
 




4.6.2 Rancangan Pengujian Pengaruh Jumlah Data Latih 
Rancangan pengujian pengaruh data latih bertujuan untuk mengetahui 
pengaruh jumlah data latih yang berbeda-beda dengan data uji dan nilai K yang 
ditentukan terhadap akurasi pada sistem. Berikut tabel rancangan pengujian 
pengaruh jumlah data latih. 
Tabel 4.12 Rancangan Pengujian Pengaruh Jumlah Data Latih 
 
Data Latih Data Uji Nilai K Akurasi (%) 
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public DataTable ReadExcel(string fileName, string fileExt, string 
sheet) 
{ 
string conn = string.Empty; 
DataTable dtexcel = new DataTable(); 
if (fileExt.CompareTo(".xls") == 0) 
conn = @"provider=Microsoft.Jet.OLEDB.4.0;Data 
Source=" + fileName + ";Extended Properties='Excel 
8.0;HRD=Yes;IMEX=1';"; 
else 
conn = @"Provider=Microsoft.ACE.OLEDB.12.0;Data 
Source=" + fileName + ";Extended Properties='Excel 
12.0;HDR=Yes;IMEX=1';"; 




OleDbDataAdapter oleAdpt = new 
OleDbDataAdapter("select * from [" + sheet + "$]", con); 
oleAdpt.Fill(dtexcel); 
} 
catch (Exception ex) 
BAB 5 IMPLEMENTASI 
 
Bab implementasi ini akan membahas hasil dari perancangan yang berisi 
batasan implementasi, implementasi dengan metode Modified K-Nearest 
Neighbor dan hasil pengujian implementasi. 
 
5.1 Batasan Implementasi 
Batasan implementasi digunakan untuk menjelaskan ruang lingkup dari 
implementasi sistem. Berikut merupakan beberapa batasan dari aplikasi klasifikasi 
risiko Diabetes Mellitus tipe-2 menggunakan K-Nearest Neighbor: 
1. Aplikasi klasifikasi risiko diabetes mellitus tipe-2 dirancang dan dijalankan 
menggunakan bahasa pemrograman C#. 
2. Metode K-Nearest Neighbor digunakan untuk menyelesaikan masalah. 
3. Data yang digunakan adalah data primer yang bersumber dari kuisioner pada 
150 pengguna di Klinik Griya Bromo. 
4. Output berupa klasifikasi tinggi rendahnya risiko pengguna terhadap penyakit 
Diabetes Mellitus tipe-2. 
 
5.2 Implementasi K-Nearest Neighbor 
Sistem klasifikasi risiko Diabetes Mellitus tipe-2 ini terdiri atas beberapa proses 
yakni membaca data dari excel, menentukan nilai K, normalisasi data, proses 
klasifikasi K-Nearest Neighbor dan perhitungan jarak Euclidean. Data pengguna 
akan digunakan untuk masukan lalu akan diolah sehingga menghasilkan keluaran 
berupa hasil klasifikasi tinggi rendahnya risiko pengguna. 





5.2.2 Implementasi Normalisasi Data 















for (int i = 0; i < dataGridViewDataLatih.Rows.Count; i++) 
{ 
DataGridViewRow row = 
(DataGridViewRow)dataGridViewDataLatihNormal.Rows[0].Clone(); 




for (int j = 1; j < dataGridViewDataLatih.Columns.Count; j++) 
{ 










double max = 
dataGridViewDataLatih.Rows.Cast<DataGridViewRow>().Max(r => 
Convert.ToDouble(r.Cells[j].Value)); 




double val = 
Math.Round(((Convert.ToDouble(rowC.Cells[j].Value.ToString()) - min) / (max - 
min)) * 1, 6); 
val = Double.IsNaN(val) || Double.IsInfinity(val) ? 0 
: val; 
 































for (int i = 0; i < dataGridViewDataUji.Rows.Count; i++) 
{ 
DataGridViewRow row = 
(DataGridViewRow)dataGridViewDataUjiNormal.Rows[0].Clone(); 




for (int j = 1; j < dataGridViewDataUji.Columns.Count; j++) 
{ 










double max = 
dataGridViewDataUji.Rows.Cast<DataGridViewRow>().Max(f => 
Convert.ToDouble(f.Cells[j].Value)); 




double val = 
Math.Round(((Convert.ToDouble(rowC.Cells[j].Value.ToString()) - min) / (max - 
min)) * 1, 6); 
 
: val; 
val = Double.IsNaN(val) || Double.IsInfinity(val) ? 0 
 



















int c = 0; 
 
dataGridViewHasil.Columns.Add("", "Data Uji"); 
dataGridViewHasil.Columns.Add("", "Data Asli"); 
dataGridViewHasil.Columns.Add("", "Prediksi Sistem"); 
dataGridViewHasil.Rows.Add(); 
 
for (int i = 0; i < dataGridViewEuclidean.Columns.Count - 2; i++) 
{ 
DataGridViewRow row = 
(DataGridViewRow)dataGridViewHasil.Rows[0].Clone(); 
DataGridViewRow rowN = dataGridViewDataUji.Rows[i]; 
 
double sumTinggi = 0; 




row.Cells[0].Value = ++c; 
for (int j = 0; j < k; j++) 
{ 



















string final = sumTinggi > sumRendah ? "Tinggi" : "Rendah"; 
 
row.Cells[1].Value = 
rowN.Cells[dataGridViewDataUji.Columns.Count - 1].Value.ToString(); 








public DataTable ReadExcel(string fileName, string fileExt, string 
sheet) 
{ 
string conn = string.Empty; 
DataTable dtexcel = new DataTable(); 
if (fileExt.CompareTo(".xls") == 0) 
conn = @"provider=Microsoft.Jet.OLEDB.4.0;Data 
Source=" + fileName + ";Extended Properties='Excel 
8.0;HRD=Yes;IMEX=1';"; 
else 
conn = @"Provider=Microsoft.ACE.OLEDB.12.0;Data 
Source=" + fileName + ";Extended Properties='Excel 
12.0;HDR=Yes;IMEX=1';"; 




OleDbDataAdapter oleAdpt = new 
OleDbDataAdapter("select * from [" + sheet + "$]", con); 
oleAdpt.Fill(dtexcel); 
} 








5.2.4 Implementasi Hasil Data Uji 
 
5.3 Implementasi Antarmuka 
Berikut hasil implementasi membaca file yang berupa pengambilan file dan 
menampilkan data ditunjukkan pada gambar 5.1 dan 5.2. 
 





Gambar 5.2 Implementasi Antarmuka Menampilkan Data 
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Selanjutnya yaitu hasil implementasi normalisasi data yang ditunjukkan 
pada gambar 5.3. 
 
 
Gambar 5.3 Implementasi Antarmuka Normalisasi Data 
 
 
Selanjutnya yaitu implementasi hasil perhitungan jarak Euclidean yang 
ditunjukkan pada gambar 5.4 
 
 
Gambar 5.4 Implementasi Antarmuka Perhitungan Jarak Euclidean 
 
 
Terakhir yaitu implementasi hasil data uji ditunjukkan pada gambar 5.5 
Gambar 5.5 Implementasi Antarmuka Hasil Data Uji 
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BAB 6 PENGUJIAN DAN ANALISIS 
 
Bab ini akan membahas mengenai pengujian dan analisis dari sistem 
klasifikasi risiko penyakit Diabetes Mellitus tipe-2 menggunakan metode K-Nearest 
Neighbor. Pengujian yang akan dilakukan ada 2 yaitu pengujian nilai K dan 
pengujian jumlah data terhadap tinggi akurasi dari sistem. 
 
6.1 Pengujian Nilai K 
Pengujian ini dilakukan dengan cara memasukkan nilai K berbeda pada 
sistem untuk mengetahui pengaruh perbedaan nilai K terhadap akurasi. Nilai K 
yang digunakan adalah k=3, k=5 dan k=7. 
6.1.1 Skenario Pengujian Nilai K 
Tujuan dari pengujian ini adalah untuk mengetahui pengaruh perubahan 
pada nilai K apakah mempengaruhi besarnya akurasi. Total seluruh jumlah dataset 
yang digunakan dalam penelitian ini adalah 150 data, 120 data merupakan data 
latih dan 30 data merupakan data uji. Untuk setiap uji coba akan dilakukan 
percobaan terhadap nilai K yang berbeda yaitu K=3, K=5 dan K=7, kemudian dilihat 
akurasi dari percobaan yang dilakukan. 
6.1.2 Analisis Dari Pengujian Nilai K 
Berdasarkan pengujian setiap dari nilai K yang berbeda, didapatkan hasil 
akurasi yang ditunjukkan pada Tabel 6.1. Pada tabel tersebut diketahui bahwa 
terlihat perbedaan akurasi yang dihasilkan dengan menggunakan nilai K yang 
berbeda. Berikut hasil akurasi pengujian nilai K ditunjukkan pada Tabel 6.1. 
Tabel 6.1 Hasil Pengujian Nilai K 
 





Setelah dilakukan percobaan didapatkan hasil akurasi yang berbeda 
dengan akurasi tertinggi sebesar 86,667% yaitu pada nilai K=3 dan nilai akurasi 
terendah pada nilai K=7 sebesar 76,667%. Hal ini menunjukkan bahwa nilai K 
berpengaruh terhadap nilai akurasi, semakin tinggi nilai K maka akurasi akan 
cenderung menurun dikarenakan semakin banyak tetangga yang digunakan untuk 
pertimbangan pengambilan keputusan klasifikasi. Berikut grafik pengujian nilai K 




Gambar 6.1 Grafik Hasil Pengujian Nilai K 
 
 
6.2 Pengujian Pengaruh Jumlah Data Latih 
Pengujian pengaruh jumlah data latih dilakukan dengan menggunakan data 
latih sebanyak 40, 80, dan 120. Pengujian ini bertujuan untuk mengetahui 
pengaruh besar jumlah data latih terhadap besar akurasi. Jumlah data uji yang 
digunakan adalah sebanyak 30 data. Nilai K yang digunakan dalam pengujian ini 
adalah K=3. 
6.2.1 Skenario Pengujian Pengaruh Jumlah Data Latih 
Pengujian ini bertujuan untuk mengetahui besar pengaruh jumlah data 
latih yang berbeda terhadap besar akurasi. Pengujian ini menggunakan jumlah 
data latih yang berbeda-beda yaitu 40, 80 dan 120 data latih dan dengan 
menggunakan nilai K yang tetap yaitu K=3 yang hasilnya akan dianalisis lebih 
lanjut. 
6.2.2 Analisis Pengujian Pengaruh Jumlah Data Latih 
Setelah dilakukan pengujian untuk setiap jumlah data latih, hasil akurasi 
yang didapatkan menunjukkan nilai akurasi yang berubah seiring dengan 
meningkatnya jumlah data latih. Berikut hasil pengujian pengaruh jumlah data 
latih ditunjukkan pada tabel 6.2. 

















3 5 7 
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40 80 120 
Tabel 6.2 Hasil Pengujian Pengaruh Jumlah Data Latih 
 
Data Latih Data Uji Nilai K Akurasi (%) 
40 30 3 56,667 
80 30 3 76,667 
120 30 3 86,667 
 
Hasil uji coba diatas menunjukkan bahwa jumlah data latih yang berbeda 
menentukan besar akurasi dari sistem. Pada pengujian, terlihat akurasi tertinggi 
pada jumlah data latih terbanyak yaitu 120 data dengan akurasi 86,667% dan nilai 
terendah pada 40 data latih dengan akurasi sebesar 56,667%. Hal ini menunjukkan 
bahwa semakin tinggi jumlah data latih, maka akan memperbesar nilai akurasi. 
Banyaknya data latih akan berdampak pada semakin banyaknya data yang akan 
digunakan untuk pertimbangan pada proses klasifikasi. Berikut grafik pengujian 
pengaruh jumlah data latih pada gambar 6.2. 
 
 
Gambar 6. 2 Grafik Hasil Pengaruh Jumlah Data Latih 
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BAB 7 PENUTUP 
 
7.1 Kesimpulan 
Berdasarkan hasil pengujian yang dilakukan mengenai klasifikasi risiko 
diabetes mellitus tipe-2 menggunakan metode k-nearest neighbor dapat 
disimpulkan sebagai berikut: 
1. Klasifikasi risiko diabetes mellitus tipe-2 dapat diimplementasikan 
menggunakan Metode K-Nearest Neighbor dengan menggunakan 13 
parameter dan 2 kelas klasifikasi. 
2. Hasil pengujian ini mendapatkan akurasi sebagai berikut: 
A. Berdasarkan hasil pengujian nilai K, didapatkan nilai akurasi 
tertinggi sebesar 86,667% dengan nilai K=3 dan yang terendah 
yaitu menggunakan nilai K=7 dengan akurasi 76,667%. Didapatkan 
juga kesimpulan bahwa semakin tinggi nilai K maka akurasi akan 
cenderung menurun dikarenakan semakin banyak tetangga 
terdekat yang akan digunakan sebagai pertimbangan dalam proses 
klasifikasi sehingga akurasi semakin menurun. 
B. Berdasarkan pengujian jumlah data latih, nilai akurasi tertinggi 
sebesar 86,667% dengan jumlah data latih 120 data dan yang 
terendah yaitu dengan 40 data latih dengan akurasi 56,667%. 
Didapatkan juga kesimpulan bahwa semakin tinggi jumlah data 
latih maka akan meningkatkan nilai akurasi dikarenakan semakin 




Pada penelitian klasifikasi risiko diabetes mellitus tipe-2 menggunakan 
metode k-nearest neighbor ini, saran yang dapat diberikan untuk penelitian 
selanjutnya adalah sebagai berikut: 
1. Menambah jumlah data latih untuk meningkatkan akurasi pada 
klasifikiasi, semakin banyak data latih diharapkan dapat meningkatkan 
jumlah data yang digunakan dalam pertimbangan pada proses 
klasifikasi agar memberikan hasil yang lebih optimal. 
2. Diharapkan adanya kombinasi metode K-nearest neighbor dengan 
metode lain agar nilai akurasi yang dihasilkan lebih optimal dan juga 
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No Usia Jenis Kelamin L. Perut TB BB 
BMI 






1 44 0 85 1,62 62,5 50,3125 Sering > 3 gelas ≤ 4 sdm 1 0 0 1 Tinggi 
2 62 1 87 1,47 60,5 48,7025 Jarang ≤ 3 gelas > 4 sdm 0 0 1 0 Tinggi 
3 70 1 83 1,58 56,7 45,6435 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
4 63 1 78 1,49 53,8 43,309 Jarang Tidak > 4 sdm 1 0 1 1 Tinggi 
5 36 0 85 1,44 66,9 53,8545 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
6 64 0 88 1,67 64,8 52,164 Sering ≤ 3 gelas ≤ 4 sdm 0 0 0 1 Rendah 
7 57 1 80 1,52 75,8 61,019 Sering > 3 gelas > 4 sdm 1 0 0 0 Rendah 
8 30 0 84 1,66 83,6 67,298 Sering > 3 gelas ≤ 4 sdm 0 1 1 1 Tinggi 
9 41 0 91 1,47 50,3 40,4915 Sering Tidak ≤ 4 sdm 0 0 1 0 Tinggi 
10 37 0 77 1,66 68,1 54,8205 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 0 0 Rendah 
11 43 1 86 1,54 63,6 51,198 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
12 55 0 85 1,61 62,3 50,1515 Sering Tidak > 4 sdm 0 0 0 0 Rendah 
13 37 1 81 1,43 76,5 61,5825 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
14 31 0 79 1,56 50,2 40,411 Jarang Tidak > 4 sdm 0 0 1 1 Tinggi 
15 41 1 86 1,43 50,7 40,8135 Jarang Tidak ≤ 4 sdm 0 1 1 0 Tinggi 
16 46 0 93 1,53 75,4 60,697 Jarang Tidak ≤ 4 sdm 1 1 0 0 Rendah 
17 59 0 96 1,64 43,6 35,098 Sering ≤ 3 gelas > 4 sdm 0 0 1 0 Rendah 
18 41 1 84 1,43 58,6 47,173 Sering > 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
19 54 1 89 1,48 45,6 36,708 Sering > 3 gelas ≤ 4 sdm 0 0 0 0 Rendah 
20 39 1 94 1,54 53,5 43,0675 Sering Tidak ≤ 4 sdm 0 0 1 1 Tinggi 







22 49 0 85 1,71 55,4 44,597 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
23 42 0 75 1,47 60,8 48,944 Jarang Tidak ≤ 4 sdm 1 0 1 0 Rendah 
24 35 1 78 1,43 50,6 40,733 Sering > 3 gelas ≤ 4 sdm 1 1 0 1 Tinggi 
25 28 1 84 1,51 48,5 39,0425 Sering ≤ 3 gelas > 4 sdm 1 0 1 1 Tinggi 
26 56 1 94 1,39 59,4 47,817 Jarang Tidak ≤ 4 sdm 1 0 1 0 Rendah 
27 29 0 101 1,44 53,9 43,3895 Jarang Tidak > 4 sdm 0 1 1 1 Rendah 
28 31 1 83 1,44 51,5 41,4575 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
29 62 0 75 1,48 62,5 50,3125 Sering ≤ 3 gelas > 4 sdm 0 0 1 1 Tinggi 
30 39 1 93 1,56 47,3 38,0765 Sering > 3 gelas ≤ 4 sdm 0 1 1 1 Tinggi 
31 55 0 77 1,38 74,1 59,6505 Jarang > 3 gelas > 4 sdm 0 1 0 0 Rendah 
32 65 1 86 1,36 69,5 55,9475 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 0 0 Rendah 
33 51 1 85 1,47 73,5 59,1675 Sering Tidak > 4 sdm 1 0 1 1 Rendah 
34 48 0 81 1,42 75,2 60,536 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
35 65 1 79 1,39 66,5 53,5325 Sering Tidak ≤ 4 sdm 0 0 1 1 Rendah 
36 38 1 86 1,44 75,7 60,9385 Jarang ≤ 3 gelas > 4 sdm 1 1 1 0 Tinggi 
37 53 1 93 1,39 72,9 58,6845 Sering > 3 gelas ≤ 4 sdm 1 1 0 1 Tinggi 
38 47 0 96 1,46 71,6 57,638 Jarang > 3 gelas ≤ 4 sdm 0 0 0 0 Rendah 
39 44 1 84 1,45 53,7 43,2285 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
40 51 0 89 1,42 46,8 37,674 Sering ≤ 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
41 62 1 94 1,45 53,6 43,148 Sering ≤ 3 gelas > 4 sdm 1 0 0 1 Tinggi 
42 66 0 79 1,38 61,4 49,427 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 1 1 Rendah 
43 44 1 85 1,51 65,4 52,647 Jarang Tidak > 4 sdm 0 1 1 1 Tinggi 
44 52 1 75 1,44 49,6 39,928 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
45 48 0 89 1,41 50,2 40,411 Jarang Tidak > 4 sdm 0 0 0 0 Rendah 







47 39 0 93 1,56 59,3 47,7365 Sering ≤ 3 gelas ≤ 4 sdm 0 1 0 0 Rendah 
48 57 1 84 1,43 51,5 41,4575 Sering > 3 gelas > 4 sdm 0 0 0 1 Rendah 
49 54 0 92 1,53 59,1 47,5755 Jarang Tidak ≤ 4 sdm 1 0 1 0 Rendah 
50 52 1 85 1,64 47,2 37,996 Sering > 3 gelas ≤ 4 sdm 0 0 1 1 Rendah 
51 28 1 79 1,43 61,4 49,427 Jarang > 3 gelas > 4 sdm 1 0 0 0 Rendah 
52 26 1 85 1,48 62,7 50,4735 Jarang Tidak ≤ 4 sdm 0 0 1 0 Rendah 
53 54 0 94 1,54 72,2 58,121 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 0 0 Rendah 
54 52 0 100 1,64 61,2 49,266 Sering Tidak ≤ 4 sdm 0 0 1 0 Tinggi 
55 41 0 88 1,71 74,2 59,731 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
56 58 1 94 1,47 50,3 40,4915 Sering > 3 gelas ≤ 4 sdm 0 1 1 1 Tinggi 
57 35 1 83 1,43 68,1 54,8205 Sering ≤ 3 gelas ≤ 4 sdm 1 1 0 0 Tinggi 
58 45 1 80 1,51 63,6 51,198 Sering Tidak ≤ 4 sdm 0 0 1 0 Tinggi 
59 53 0 91 1,39 62,3 50,1515 Jarang Tidak > 4 sdm 0 0 1 1 Rendah 
60 41 0 94 1,44 76,5 61,5825 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 0 1 Rendah 
61 55 0 83 1,48 50,2 40,411 Sering Tidak > 4 sdm 0 0 1 1 Tinggi 
62 63 1 88 1,56 50,7 40,8135 Sering Tidak ≤ 4 sdm 1 0 1 1 Tinggi 
63 59 0 90 1,47 75,4 60,697 Jarang Tidak > 4 sdm 1 0 0 1 Rendah 
64 52 1 74 1,52 43,6 35,098 Jarang Tidak ≤ 4 sdm 0 1 0 0 Rendah 
65 41 0 86 1,64 58,6 47,173 Sering ≤ 3 gelas ≤ 4 sdm 0 1 1 1 Tinggi 
66 45 1 83 1,71 41,6 33,488 Jarang > 3 gelas > 4 sdm 0 0 1 0 Tinggi 
67 60 1 79 1,47 53,5 43,0675 Jarang > 3 gelas ≤ 4 sdm 0 0 0 1 Rendah 
68 52 0 76 1,43 58,7 47,2535 Sering Tidak ≤ 4 sdm 0 0 0 1 Rendah 
69 42 1 79 1,51 55,4 44,597 Sering ≤ 3 gelas ≤ 4 sdm 0 1 1 0 Tinggi 
70 67 1 70 1,51 67,4 54,257 Jarang Tidak ≤ 4 sdm 0 0 1 0 Rendah 







72 46 1 82 1,44 50,7 40,8135 Jarang > 3 gelas ≤ 4 sdm 1 0 1 0 Tinggi 
73 54 0 83 1,48 75,4 60,697 Sering Tidak ≤ 4 sdm 0 0 1 1 Tinggi 
74 48 1 88 1,56 43,6 35,098 Sering Tidak > 4 sdm 1 0 1 1 Tinggi 
75 39 1 81 1,47 58,6 47,173 Jarang Tidak > 4 sdm 0 0 0 1 Rendah 
76 26 1 92 1,52 41,6 33,488 Sering ≤ 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
77 25 0 91 1,64 53,5 43,0675 Sering > 3 gelas > 4 sdm 0 0 0 1 Tinggi 
78 34 0 80 1,71 58,7 47,2535 Jarang > 3 gelas ≤ 4 sdm 0 0 0 0 Rendah 
79 52 1 82 1,47 55,4 44,597 Jarang Tidak > 4 sdm 0 0 1 1 Tinggi 
80 43 1 95 1,43 67,4 54,257 Jarang ≤ 3 gelas ≤ 4 sdm 1 1 1 1 Tinggi 
81 59 0 96 1,51 54,5 43,8725 Sering ≤ 3 gelas ≤ 4 sdm 0 0 1 0 Tinggi 
82 29 0 92 1,39 61,3 49,3465 Sering Tidak > 4 sdm 0 1 1 1 Tinggi 
83 31 0 94 1,51 58,6 47,173 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
84 43 0 91 1,39 64,5 51,9225 Jarang Tidak ≤ 4 sdm 0 0 0 1 Rendah 
85 42 0 85 1,44 60,8 48,944 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
86 50 1 87 1,48 50,6 40,733 Jarang > 3 gelas ≤ 4 sdm 0 1 1 0 Tinggi 
87 68 1 83 1,56 48,5 39,0425 Sering Tidak ≤ 4 sdm 0 0 0 0 Tinggi 
88 69 0 78 1,47 59,4 47,817 Sering ≤ 3 gelas ≤ 4 sdm 1 0 1 1 Tinggi 
89 45 1 94 1,52 53,9 43,3895 Sering Tidak ≤ 4 sdm 0 1 1 1 Rendah 
90 50 0 91 1,61 64,2 51,681 Jarang Tidak > 4 sdm 0 0 0 1 Rendah 
91 63 1 78 1,63 62,7 50,4735 Jarang ≤ 3 gelas ≤ 4 sdm 1 0 1 0 Rendah 
92 37 1 84 1,63 72,2 58,121 Jarang Tidak > 4 sdm 1 0 0 0 Tinggi 
93 41 0 94 1,51 61,2 49,266 Jarang Tidak ≤ 4 sdm 0 0 0 0 Rendah 
94 56 0 101 1,51 74,2 59,731 Sering Tidak > 4 sdm 0 0 1 0 Tinggi 
95 57 1 83 1,46 50,3 40,4915 Sering Tidak ≤ 4 sdm 0 0 1 0 Tinggi 







97 57 1 93 1,56 63,6 51,198 Sering > 3 gelas ≤ 4 sdm 1 1 0 1 Tinggi 
98 56 0 84 1,53 62,3 50,1515 Sering > 3 gelas ≤ 4 sdm 1 0 1 0 Tinggi 
99 44 1 92 1,44 76,5 61,5825 Jarang Tidak > 4 sdm 0 1 1 1 Tinggi 
100 52 0 85 1,55 50,2 40,411 Jarang ≤ 3 gelas ≤ 4 sdm 1 0 0 0 Rendah 
101 43 0 79 1,61 50,7 40,8135 Sering Tidak ≤ 4 sdm 0 0 1 1 Tinggi 
102 54 0 85 1,62 75,4 60,697 Sering Tidak ≤ 4 sdm 1 0 0 1 Rendah 
103 23 1 94 1,47 43,6 35,098 Jarang > 3 gelas ≤ 4 sdm 1 0 1 0 Tinggi 
104 47 1 100 1,58 58,6 47,173 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 1 1 Rendah 
105 49 1 88 1,49 41,6 33,488 Jarang Tidak ≤ 4 sdm 1 1 1 0 Rendah 
106 54 0 94 1,44 53,5 43,0675 Sering Tidak ≤ 4 sdm 0 0 0 1 Rendah 
107 59 0 83 1,67 58,7 47,2535 Sering Tidak > 4 sdm 1 0 1 0 Tinggi 
108 49 0 80 1,52 55,4 44,597 Jarang ≤ 3 gelas ≤ 4 sdm 1 0 1 0 Tinggi 
109 29 0 91 1,66 67,4 54,257 Sering > 3 gelas > 4 sdm 0 0 0 0 Rendah 
110 34 1 94 1,47 54,5 43,8725 Sering > 3 gelas ≤ 4 sdm 0 0 1 1 Tinggi 
111 33 1 83 1,66 61,3 49,3465 Jarang Tidak > 4 sdm 0 0 0 1 Rendah 
112 36 0 88 1,54 58,6 47,173 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 0 1 Rendah 
113 24 1 90 1,61 64,5 51,9225 Jarang ≤ 3 gelas ≤ 4 sdm 1 1 1 1 Tinggi 
114 40 1 74 1,43 60,8 48,944 Jarang Tidak > 4 sdm 1 0 1 0 Tinggi 
115 52 0 86 1,56 50,6 40,733 Sering Tidak ≤ 4 sdm 0 0 1 0 Rendah 
116 50 0 83 1,43 48,5 39,0425 Sering Tidak ≤ 4 sdm 1 1 1 1 Tinggi 
117 57 0 79 1,53 59,4 47,817 Sering Tidak ≤ 4 sdm 0 0 0 0 Rendah 
118 39 1 76 1,64 53,9 43,3895 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 0 1 Rendah 
119 36 1 79 1,43 64,2 51,681 Sering > 3 gelas ≤ 4 sdm 0 0 0 0 Tinggi 
120 55 0 85 1,48 62,5 50,3125 Jarang Tidak ≤ 4 sdm 0 0 1 1 Rendah 







122 37 1 83 1,64 56,7 45,6435 Jarang > 3 gelas > 4 sdm 0 1 1 0 Tinggi 
123 56 0 77 1,71 53,8 43,309 Sering Tidak ≤ 4 sdm 1 0 1 0 Tinggi 
124 41 1 86 1,47 66,9 53,8545 Sering ≤ 3 gelas > 4 sdm 0 0 0 0 Rendah 
125 44 0 79 1,43 64,8 52,164 Sering Tidak ≤ 4 sdm 0 0 0 0 Rendah 
126 52 1 84 1,51 75,8 61,019 Sering Tidak > 4 sdm 0 0 1 1 Rendah 
127 57 0 70 1,39 83,6 67,298 Sering > 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
128 49 1 85 1,44 59,5 47,8975 Jarang ≤ 3 gelas ≤ 4 sdm 0 1 0 0 Rendah 
129 47 1 82 1,48 63,5 51,1175 Jarang Tidak > 4 sdm 0 0 1 0 Tinggi 
130 64 1 83 1,56 61,9 49,8295 Sering Tidak ≤ 4 sdm 0 1 0 0 Tinggi 
131 43 1 88 1,47 64,7 52,0835 Sering Tidak ≤ 4 sdm 1 1 1 0 Tinggi 
132 69 1 81 1,52 67,8 54,579 Jarang ≤ 3 gelas ≤ 4 sdm 0 0 1 1 Rendah 
133 59 0 92 1,64 72,6 58,443 Jarang > 3 gelas ≤ 4 sdm 0 0 1 0 Rendah 
134 42 0 91 1,71 62,5 50,3125 Jarang > 3 gelas ≤ 4 sdm 1 0 0 0 Rendah 
135 44 1 80 1,47 64,4 51,842 Sering ≤ 3 gelas ≤ 4 sdm 0 1 1 0 Rendah 
136 61 1 82 1,43 71,5 57,5575 Sering Tidak ≤ 4 sdm 0 0 1 1 Tinggi 
137 40 0 95 1,51 60,8 48,944 Jarang Tidak > 4 sdm 0 0 1 1 Rendah 
138 71 0 96 1,39 75,1 60,4555 Sering > 3 gelas > 4 sdm 0 0 1 0 Tinggi 
139 59 1 92 1,51 64,7 52,0835 Sering ≤ 3 gelas ≤ 4 sdm 1 0 0 1 Tinggi 
140 51 1 94 1,39 69,4 55,867 Sering Tidak ≤ 4 sdm 1 0 0 0 Rendah 
141 65 1 91 1,44 71,6 57,638 Jarang Tidak > 4 sdm 0 0 1 1 Tinggi 
142 53 0 85 1,48 74,5 59,9725 Jarang Tidak ≤ 4 sdm 0 0 0 1 Rendah 
143 41 0 87 1,56 73,9 59,4895 Jarang Tidak ≤ 4 sdm 0 1 1 0 Rendah 
144 65 1 83 1,47 66,1 53,2105 Sering ≤ 3 gelas ≤ 4 sdm 0 0 1 0 Tinggi 
145 44 0 78 1,52 62,7 50,4735 Sering > 3 gelas ≤ 4 sdm 0 1 1 0 Tinggi 







147 51 0 88 1,52 75,7 60,9385 Sering Tidak ≤ 4 sdm 0 0 1 1 Rendah 
148 46 0 80 1,49 72,6 58,443 Sering ≤ 3 gelas ≤ 4 sdm 1 0 1 1 Tinggi 
149 54 0 84 1,43 69,2 55,706 Jarang Tidak > 4 sdm 1 0 0 1 Rendah 
150 47 0 91 1,45 61,5 49,5075 Jarang Tidak ≤ 4 sdm 0 0 1 1 Rendah 
 
