In this paper, we introduce a relaxed extragradient iterative algorithm for finding a common element of the set of solutions of a general mixed equilibrium problem, the set of solutions of general system of variational inequalities, the set of solutions of finitely many variational inclusions, and the set of common fixed points of finitely many nonexpansive mappings and a strict pseudocontraction in a real Hilbert space. The iterative algorithm is based on Korpelevich's extragradient method, the viscosity approximation method, Mann's iterative method, and the strongly positive bounded linear operator approach. We derive the strong convergence of the iterative algorithm to a common element of these sets, which also solves some hierarchical minimization.
Introduction
Let H be a real Hilbert space with inner product ·, · and norm · , C be a nonempty closed convex subset of H, and P C be the metric projection of H onto C. Let S : C → C be a self-mapping on C. We denote by Fix(S) the set of fixed points of S and by R the set of all real numbers. A mapping V is called strongly positive on H if there exists a constant γ >  such that Vx, x ≥γ x  , ∀x ∈ H.
A mapping A : C → H is called L-Lipschitz-continuous if there exists a constant L ≥  such that
Ax -Ay ≤ L x -y , ∀x, y ∈ C.
In particular, if L =  then A is called a nonexpansive mapping; if L ∈ [, ) then A is called a contraction. A mapping T : C → C is called ξ -strictly pseudocontractive if there exists a constant ξ ∈ [, ) such that Throughout this paper, it is assumed as in [] that Θ : C × C → R is a bifunction satisfying conditions (θ )-(θ ) and h : C × C → R is a bifunction with restrictions (h)-(h), where (θ ) Θ(x, x) =  for all x ∈ C; (θ ) Θ is monotone (i.e., Θ(x, y) + Θ(y, x) ≤ , ∀x, y ∈ C) and upper hemicontinuous in the first variable, i.e., for each x, y, z ∈ C, lim sup t→ +
Θ tz + ( -t)x, y ≤ Θ(x, y);
(θ ) Θ is lower semicontinuous and convex in the second variable; (h) h(x, x) =  for all x ∈ C; (h) h is monotone and weakly upper semicontinuous in the first variable; (h) h is convex in the second variable.
For r >  and x ∈ H, let T r : H →  C be a mapping defined by aγ -strongly positive bounded linear operator with  < γ <γ α . Let λ  , λ  , . . . be a sequence of real numbers such that  < λ n ≤ b < , n = , , . . . . Let W n be the W -mapping of C into itself generated by (.). Let W be defined by Wx = lim n→∞ W n x, ∀x ∈ C. Let {x n } and {u n } be sequences generated by (.), where {α n } is a sequence in (, ) and {r n } is a sequence in (, ∞) such that the following conditions hold:
(C) lim n→∞ α n = , (C) nonexpansive mappings T, S i : C → C, i = , . . . , N , and proved that the proposed scheme (.) converges strongly to a common fixed point of the mappings that is also an equilibrium point of the GMEP (.).
More recently, Marino et al.'s multi-step iterative scheme (.) was extended to develop the following relaxed viscosity iterative algorithm by virtue of Korpelevich's extragradient method.
Algorithm CKW (see (.) in []) Let f : C → C be a ρ-contraction and T : C → C be a ξ -strict pseudocontraction. Let S i : C → C be a nonexpansive mapping for each i = , . . . , N . Let F j : C → H be ζ j -inverse strongly monotone with  < ν j < ζ j for each j = , . Let Θ : C × C → R be a bifunction satisfying conditions (θ )-(θ ) and h : C × C → R be a bifunction with restrictions (h)-(h). Let {x n } be the sequence generated by ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ Θ(u n , y) + h(u n , y) +  r n y -u n , u n -x n ≥ , ∀y ∈ C, y n, = β n, S  u n + ( -β n, )u n , y n,i = β n,i S i u n + ( -β n,i )y n,i- , i = , . . . , N, y n = α n f (y n,N ) + ( -α n )Gy n,N , x n+ = β n x n + γ n y n + δ n Ty n , ∀n ≥ , (.)
where G = P C (I -ν  F  )P C (I -ν  F  ), {α n }, {β n } are sequences in (, ) with  < lim inf n→∞ β n ≤ lim sup n→∞ β n < , {γ n }, {δ n } are sequences in [, ] with lim inf n→∞ δ n >  and β n + γ n + δ n = , ∀n ≥ , {β n,i } is a sequence in (, ) for each i = , . . . , N , (γ n + δ n )ξ ≤ γ n , ∀n ≥ , and {r n } is a sequence in (, ∞) with lim inf n→∞ r n > .
The authors [] proved that the proposed scheme (.) converges strongly to a common fixed point of the mappings T, S i : C → C, i = , . . . , N , which is also an equilibrium point of the GMEP (.) and a solution of the GSVI (.).
Furthermore, let B be a single-valued mapping of C into H and R be a multivalued mapping with D(R) = C. Consider the following variational inclusion: find a point x ∈ C such that  ∈ Bx + Rx.
(  .  )
We denote by I(B, R) the solution set of the variational inclusion (.). In particular, if B = R = , then I(B, R) = C. If B = , then problem (.) becomes the inclusion problem introduced by Rockafellar [] . It is known that problem (.) provides a convenient framework for the unified study of optimal solutions in many optimization related areas in
In , Huang [] studied problem (.) in the case where R is maximal monotone and B is strongly monotone and Lipschitz-continuous with D(R) = C = H. Subsequently, Zeng et al. [] further studied problem (.) in the case which is more general than Huang's one [] . Moreover, the authors [] obtained the same strong convergence conclusion as in Huang's result [] . In addition, the authors also gave the geometric convergence rate estimate for approximate solutions. Also, various types of iterative algorithms for solving variational inclusions have been further studied and developed; for more details, refer to [, , -] and the references therein.
Very recently, Ceng et al.
[] introduced and analyzed one multi-step hybrid steepestdescent extragradient algorithm and another multi-step composite Mann-type viscosity iterative algorithm for finding a solution of triple hierarchical variational inequalities defined over the common set of solutions of finitely many generalized mixed equilibrium problems, finitely many variational inclusions, a general system of variational inequalities, and a fixed point problem of a strict pseudocontraction in a real Hilbert space H. Here, the generalized mixed equilibrium problem is defined as follows: Let ϕ : C → R be a realvalued function, A : C → H be a nonlinear mapping and Θ : C × C → R be a bifunction. Then the objective is to find x ∈ C such that
The solution set of such generalized mixed equilibrium problem is denoted by GMEP(Θ, ϕ, A). Under appropriate assumptions, the authors proved that the proposed algorithms converge strongly to an element of the common set, which is a unique solution of a triple hierarchical variational inequality problem; see [] , Theorems . and ..
In this paper, we introduce a relaxed extragradient iterative algorithm for finding a common element of the solution set GMEP(Θ, h) of GMEP (.), the solution set GSVI(C, F  , F  ) (i.e., Ξ ) of GSVI (.), the solution set Our aim is to prove that the iterative algorithm converges strongly to a common element of these sets, which also solves some hierarchical minimization. We observe that related results have been derived say in [, , , , , , -]. In addition, we also point out what are different between the present article and the previous one [] as follows:
(i) The problem of finding an element of
Theorems . and . of this paper is very different from the one of finding an element of
, Theorems . and ., where S i is a nonexpansive mapping for each i ∈ {, . . . , N} and T is a strict pseudocontraction. It is clear that the general mixed equilibrium problem (.) is very different from the above generalized mixed equilibrium problem.
(ii) The iterative scheme (.) in this paper is very different from the iterative schemes (.) and (.) in the authors [] because the scheme (.) involves finding a common fixed point of finitely many nonexpansive mappings {S i } N i= and a strict pseudocon-traction T. In the meantime, Theorems . and . of this paper show that the proposed algorithm converges strongly to a unique solution of a VIP defined over the set
However, Theorems . and . in [] show that the proposed algorithms converge strongly to a unique solution of a triple hierarchical variational inequality problem defined over the set
Preliminaries
Throughout this paper, we assume that H is a real Hilbert space whose inner product and norm are denoted by ·, · and · , respectively. Let C be a nonempty closed convex subset of H. We write x n x to indicate that the sequence {x n } converges weakly to x and x n → x to indicate that the sequence {x n } converges strongly to x. Moreover, we use ω w (x n ) to denote the weak ω-limit set of the sequence {x n } and ω s (x n ) to denote the strong ω-limit set of the sequence {x n }, i.e.,
x for some subsequence {x n i } of {x n } , and
The metric (or nearest point) projection from H onto C is the mapping P C : H → C which assigns to each point x ∈ H the unique point P C x ∈ C satisfying the property
The following properties of projections are useful and pertinent to our purpose. 
Proposition . Given any x ∈ H and z ∈ C. One has
(b) firmly nonexpansive if T -I is nonexpansive, or equivalently, if T is -inverse-strongly monotone (-ism),
alternatively, T is firmly nonexpansive if and only if T can be expressed as
where S : H → H is nonexpansive; projections are firmly nonexpansive.
Definition . A mapping
(ii) η-strongly monotone if there exists a constant η >  such that
(iii) ζ -inverse-strongly monotone if there exists a constant ζ >  such that
It can easily be seen that if T is nonexpansive, then I -T is monotone. It is also easy to see that the projection P C is -ism. Inverse-strongly monotone (also referred to as co-coercive) operators have been applied widely in solving practical problems in various fields.
On the other hand, it is obvious that if A : C → H is ζ -inverse-strongly monotone, then A is monotone and  ζ -Lipschitz-continuous. Moreover, we also note that, for all u, v ∈ C and λ > , 
In particular, if the mapping F j : C → H is ζ j -inverse-strongly monotone for j = , , then the mapping G is nonexpansive provided ν j ∈ (, ζ j ] for j = , . We denote by Ξ denote the fixed point set of the mapping G.
We need some facts and tools in a real Hilbert space H which are listed as lemmas below.
Lemma . Let X be a real inner product space. Then we have the following inequality:
Lemma . Let H be a real Hilbert space. Then the following hold:
It is clear that, in a real Hilbert space H, T : C → C is ξ -strictly pseudocontractive if and only if the following inequality holds:
This immediately implies that if T is a ξ -strictly pseudocontractive mapping, then I -T is -ξ  -inverse strongly monotone; for further details, we refer to [] and the references therein. It is well known that the class of strict pseudocontractions strictly includes the class of nonexpansive mappings and that the class of pseudocontractions strictly includes the class of strict pseudocontractions. 
(ii) If T is a ξ -strictly pseudocontractive mapping, then the mapping I -T is semiclosed at , that is, if {x n } is a sequence in C such that x n x and (I -T)x n → , then 
where {s n }, {t n }, and {b n } satisfy the following conditions:
Then lim n→∞ a n = .
In the sequel, we will indicate with GMEP(Θ, h) the solution set of GMEP (.).
Lemma . (see []) Let C be a nonempty closed convex subset of a real Hilbert space H. Let Θ : C × C → R be a bifunction satisfying conditions (θ )-(θ ) and h : C × C → R is a bifunction with restrictions (h)-(h). Moreover, let us suppose that
(H) for fixed r >  and x ∈ C, there exist a bounded
For r >  and x ∈ H, the mapping T r : H →  C (i.e., the resolvent of Θ and h) has the following properties:
and it is closed and convex.
Lemma . (see []) Let us suppose that
(θ )-(θ ), (h)-(h), and (H) hold. Let x, y ∈ H, r  , r  > . Then T r  y -T r  x ≤ y -x + r  -r  r  T r  y -y .
Lemma . (see [])
Suppose that the hypotheses of Lemma . are satisfied. Let {r n } be a sequence in (, ∞) with lim inf n→∞ r n > . Suppose that {x n } is a bounded sequence. Then the following statements are equivalent and true:
Recall that a set-valued mapping T :
A
set-valued mapping T is called maximal monotone if T is monotone and (I + λT)D(T) = H for each λ > , where I is the identity mapping of H. We denote by G(T) the graph of T.
It is well known that a monotone mapping T is maximal if and only if, for
Next we provide an example to illustrate the concept of a maximal monotone mapping. Let A : C → H be a monotone, k-Lipschitz-continuous mapping and let N C v be the normal cone to C at v ∈ C, i.e.,
Then it is well known [] that T is maximal monotone and  ∈ Tv if and only if v ∈ VI(C, A).
H be a maximal monotone mapping. Let λ, μ >  be two positive numbers.
Lemma . (see [])
We have the resolvent identity
Remark . For λ, μ > , we have the following relation:
Main results
We now propose the following relaxed extragradient iterative scheme:
V is aγ -strongly positive bounded linear operator on H and f : C → C is an l-Lipschitz-continuous mapping with  ≤ γ l < μγ ;
are sequences in (, ) and (γ n + δ n )ξ ≤ γ n , ∀n ≥ ; {r n } is a sequence in (, ∞) with lim inf n→∞ r n >  and lim inf n→∞ δ n > .
We start our main result from the following series of propositions.
Proposition . Let us suppose that
Proof Since lim n→∞ α n =  and  < lim inf n→∞ β n ≤ lim sup n→∞ β n < , we may assume, without loss of generality, that
Since V is aγ -strongly positive bounded linear operator on H, by Lemma . we know that
for all k ∈ {, , . . . , M} and n ≥ , and Λ  n = I, where I is the identity mapping on H. Then we have that v n = Λ M n u n . First of all, take a fixed p ∈ Ω arbitrarily. Utilizing (.) and Lemma . we have
For all from i =  to i = N , by induction, one proves that
Thus we obtain, for every i = , . . . , N ,
Since F j : C → H is ζ j -inverse-strongly monotone and  < ν j < ζ j for each j = , , we know that, for all n ≥ ,
Utilizing Gp = p and the nonexpansivity of G, from (.) and (.) we have
Since (γ n + δ n )ξ ≤ γ n for all n ≥ , utilizing Lemma . we obtain from (.) and (.)
By induction, we get
This implies that {x n } is bounded and so are
Proposition . Let us suppose that Ω = ∅. Moreover, let us suppose that the following hold: (H) lim n→∞ α n =  and
Then lim n→∞ x n+ -x n = , i.e., {x n } is asymptotically regular.
Proof First, it is well known that {β n } ⊂ [c, d] ⊂ (, ) as in the proof of Proposition .. Taking into account lim inf n→∞ r n > , we may assume, without loss of generality, that
Next, we estimate y n -y n- . Observe that
Also, from (.) we have
Simple calculations show that
Then passing to the norm we get from (.)
where sup n≥ γ f (y n,N ) -μVz n ≤ M for some M > . In the meantime, by the definition of y n,i one obtains, for all i = N, . . . , ,
In the case i = , we have
This together with (.) implies that
Furthermore, utilizing (.) and (.), we obtain
where
where L = sup n≥ u n -x n . So, combining (.)-(.), we obtain
where sup n≥ { M  + y n + Ty n } ≤ M  for some M  > .
Further, we observe that
Then passing to the norm we get from (.)
By hypotheses (H)-(H) and
Lemma ., we obtain the claim.
Proposition . Let us suppose that Ω = ∅. Let us suppose that {x n } is asymptotically
regular. Then x n -u n = x n -T r n x n →  and x n -v n →  as n → ∞.
Proof Take a fixed p ∈ Ω arbitrarily. We recall that, by the firm nonexpansivity of T r n , a standard calculation (see [] ) shows that for p ∈ GMEP(Θ, h)
Observe that
for each k ∈ {, , . . . , M}. Utilizing Lemmas . and .(b), we obtain from  ≤ γ l < μγ , (.), (.), (.), and (.) that
Since (γ n + δ n )ξ ≤ γ n for all n ≥ , utilizing Lemma . we have
By Propositions . and . we know that the sequences {x n }, {y n }, and {y n,N } are bounded, and that {x n } is asymptotically regular. Therefore, from α n →  we obtain
for each k ∈ {, . . . , M}.
Utilizing Lemmas .(a) and ., we obtain for each k ∈ {, . . . , M}
which immediately leads to
From (.), (.), (.), and (.) we conclude that
which, together with
Since α n → , and {x n }, {y n }, {y n,N }, and {u n } are bounded, we obtain from (.) and the asymptotical regularity of {x n } (due to Proposition .),
Therefore,
and hence
Remark . By the last proposition we have ω w (x n ) = ω w (v n ) and ω s (x n ) = ω s (v n ), i.e., the sets of strong/weak cluster points of {x n } and {v n } coincide.
Of course, if β n,i → β i =  as n → ∞, for all indices i, the assumptions of Proposition . are enough to assure that
In the next proposition, we estimate the case in which at least one sequence {β n,k  } is a null sequence. 
Proof We start by (.). Dividing both terms by β n,k  we have
So, by (H) we have
Therefore, utilizing Lemma ., from (H), (H), and the asymptotical regularity of {x n } (due to Proposition .), we deduce that
Proposition . Let us suppose that
Proof Let p ∈ Ω. In terms of the firm nonexpansivity of P C and the ζ j -inverse-strong monotonicity of F j for j = , , we obtain from ν j ∈ (, ζ j ), j = , , and (.)
Thus, we have
Consequently, from (.), (.), and (.), it follows that
Since lim n→∞ α n = , lim n→∞ x n+ -x n = , and {x n }, {y n }, {y n,N }, and {ỹ n,N } are bounded, we deduce from (.) that
Furthermore, from (.), (.), and (.), it follows that
Since lim n→∞ α n = , lim n→∞ x n+ -x n = , and {x n }, {z n }, {y n }, {y n,N }, and {ỹ n,N } are bounded, we deduce from (.) that
Hence from (.) and (.) we get Proof First of all, observe that
By Proposition . we know that {x n } is asymptotically regular. Hence we have
which, together with Ty n -y n → , implies that 
So, we have
Since α n → ,  < lim inf n→∞ β n,N ≤ lim sup n→∞ β n,N < , and lim n→∞ x n -y n =  (due to (.)), it is well known that { S N v n -y n,N- } is a null sequence.
Let i ∈ {, . . . , N -}. Then one has
and so, after (N -i + ) iterations,
Again we obtain
Since α n → ,  < lim inf n→∞ β n,i ≤ lim sup n→∞ β n,i <  for each i = , . . . , N -, and lim n→∞ x n -y n =  (due to (.)), it is well known that
Obviously for i = , we have S  u n -u n → .
To conclude, we have
. . , N since it is enough to observe that
Remark . As an example, we consider M = , N = , and the sequences:
They satisfy the hypotheses on the parameter sequences in Proposition .. Proof First of all we note that if (H) holds then also (H)-(H) are satisfied. So {x n } is asymptotically regular.
Proposition . Let us suppose that
Let k  be as in the hypotheses. As in Proposition ., for every index i ∈ {, . . . , N} such that β n,i → β i =  (which leads to  < lim inf n→∞ β n,i ≤ lim sup n→∞ β n,i < ), one has S i v ny n,i- →  as n → ∞. For all the other indices i ≤ k  , we can prove that S i v n -y n,i- →  as n → ∞ in a similar manner. By the relation (due to (.) and (.))
we immediately obtain
By Proposition . or by hypothesis (ii) on the sequences, we have
So, the conclusion follows.
Remark . Let us consider M = , N = , and the following sequences: 
Corollary . Let us suppose that the hypotheses of either Proposition
Proof By Remark ., we have ω w (x n ) = ω w (v n ) and ω s (x n ) = ω s (v n ). Note that by Remark .,
In the meantime, it is well known that Now we observe that
By Propositions . and ., x n -v n →  and S  v n -v n →  as n → ∞, and hence
So we get ω w (x n ) = ω w (y n, ) and ω s (x n ) = ω s (y n, ). Let p ∈ ω w (x n ). Then there exists a subsequence {x n i } of {x n } such that x n i p. Since p ∈ ω w (v n ), by Proposition . and Lemma . (demiclosedness principle), we have p ∈ Fix(S i ) for each i = , . . . , N , i.e., p ∈ N i= Fix(S i ). Taking into account p ∈ ω w (y n,N ) (due to (.)) and y n,N -Gy n,N →  (due to (.)), by Lemma . (demiclosedness principle) we know that p ∈ Fix(G) =: Ξ . Also, since p ∈ ω w (y n ) (due to x n -y n → ), in terms of Ty n -y n →  and Lemma . (demiclosedness principle), we get p ∈ Fix(T). Moreover, by Lemma . and Proposition . we know that p ∈ GMEP(Θ, h). Next we prove that p ∈ M m= I(B m , R m ). As a matter of fact, from (.) and (.) we know that Remark . According to the above argument process for Theorems . and ., we can readily see that if in scheme (.), the iterative step y n = α n γ f (y n,N ) + (I -α n μV )Gy n,N is replaced by the iterative one y n = α n γ f (x n ) + (I -α n μV )Gy n,N , then Theorems . and . remain valid. (iv) Our Theorems . and . generalizes from the nonexpansive mapping T to the strict pseudocontraction T and extend [], Theorems . and . to the setting of GSVI (.), hierarchical minimization (.) and finitely many variational inclusions for maximal monotone and inverse-strongly monotone mappings. In the meantime, our Theorems . and . extend [], Theorems . and . to the setting of hierarchical minimization (.) and finitely many variational inclusions for maximal monotone and inversestrongly monotone mappings.
Applications
For a given nonlinear mapping A : C → H, we consider the variational inequality problem (VIP) of findingx ∈ C such that Ax, y -x ≥ , ∀y ∈ C.
(  .  )
We will indicate by VI(C, A) the set of solutions of the VIP (.).
Recall that if u is a point in C, then the following relation holds:
u ∈ VI(C, A) ⇔ u = P C (I -λA)u, ∀λ > . where Ψ is a potential function for γ f .
