Abstract. The set of badly approximable m × n matrices is known to have Hausdorff dimension mn. Each such matrix comes with its own approximation constant c, and one can ask for the dimension of the set of badly approximable matrices with approximation constant greater than or equal to some fixed c. In the one-dimensional case, a very precise answer to this question is known. In this note, we obtain upper and lower bounds in higher dimensions. The lower bounds are established via the technique of Schmidt games, while for the upper bound we use homogeneous dynamics methods, namely exponential mixing of flows on the space of lattices.
Introduction
For positive integers m and n, let M m×n denote the set of m × n matrices with real entries. Each A ∈ M m×n defines a linear transformation q → Aq from R n to R m . The components of this linear transformation can be regarded as a system of m linear forms in n variables. We will choose norms · on R n and R m , which will later without loss of generality be taken to be supremum norms. We write Bad m,n for the set of all badly approximable systems of linear forms.
When n = 1, the elements of this set are referred to as badly approximable vectors or, in the case m = n = 1, badly approximable numbers. It was shown by W. Schmidt in [16] that dim(Bad m,n ) = mn. 1 Note however that, since the constant c in Definition 1.1 is allowed to depend on A, Bad m,n is naturally written as a union over c > 0 of the sets Bad m,n (c) = {A : q n Aq − p m ≥ c for all q ∈ Z n {0} and p ∈ Z m }. The asymptotics of the right hand side of the above expression as c → 0 however is less well-studied. It is more convenient in this context to discuss the codimension, which tends to 0 as c → 0, so for a subset S ⊂ R d , write codim(S) = d − dim(S). We wish to study the rate at which codim Bad m,n (c) tends to 0 as c → 0. In the case m = n = 1, J. Kurzweil proved in [14] that the decay of codim Bad 1,1 (c) is linear. More precisely the following bounds are obtained for all sufficiently small c > 0:
.25c ≤ codim Bad 1,1 (c) ≤ .99c.
Later, D. Hensley improved these estimates in [9] . There he proves that if E k is the set of real numbers whose continued fraction expansion involves only partial quotients ≤ k, then dim(E k ) = 1 − 6 π 2 k − 72 log k π 4 k 2 + O(1/k 2 ) .
But Bad 1,1
k+2 (see for example Theorem 1.9 in [4] ), so we obtain more precise asymptotic dimension estimates for Bad 1,1 (c). However the authors are not aware of any nontrivial estimates in the literature for codim Bad m,n (c) when m or n is at least 2. In this article, we obtain upper and lower dimension bounds, though these estimates do not align, so further research is needed to uncover the precise asymptotics in higher dimensions. Specifically, we have the following:
.
In particular, one can take p(m, 1) = 2m and p(1, n) = 2n 2 .
The case max(m, n) > 1 is more involved; an explicit estimate for p in that case is given in Theorem 2.10.
Combining the two theorems we have
After this work was completed we became aware of a recent preprint [17] of S. Weil, where he obtained bounds on dim Bad m,1 (c) (the case of badly approximable vectors). Namely, it is proved there that for constants k 1 , k 2 > 0 depending on m one has
Comparing with (1.2) and using the fact that one can take p(m, 1) = 2m (Corollary 2.7), one sees that our lower bound agrees with Weil's and our upper bound is slightly better. Note that the methods of [17] work in a more general set-up and can be applied also in other settings, including badly approximable vectors with weights and bounded geodesics in hyperbolic manifolds. Our lower bounds are obtained, like many lower dimension bounds of diophantine sets, using Schmidt's game. More precisely, we are employing a variant of Schmidt's game, the so-called hyperplane absolute game, see §2.1. This is similar in spirit but still different from the approach of [17] . Consequently, our argument can be generalized to estimate the dimension of other sets whose union has the hyperplane absolute winning (HAW) property, such as the set of points whose trajectories under a total endomorphism miss a fixed open set. See [3] for a discussion of those sets and a proof that they are HAW, as well as [1] and [17, Theorem 3.17] , where dimension bounds are obtained using other methods. It is also possible, following the ideas from [3] and similarly to [17, Theorem 3.1] , to produce lower estimates for the dimension of the intersection of the aforementioned sets with fractals supporting absolutely decaying measures satisfying a power law (see [10] for definitions).
Our upper bounds on dim Bad m,n (c) are based on homogeneous dynamics. Namely, we let
interpreting the latter space as the collection of unimodular lattices in R m+n . This is a noncompact space of finite volume; we let µ denote the probability Haar measure on X. To A ∈ M m×n we associate the lattice u A Z m+n ⊂ X, where
Exploiting the correspondence due to S.G. Dani [6, 12] , we relate the set Bad m,n (c) to the set of orbits in X which never enter a certain open subset. More precisely, we consider 5) and for ε > 0 define
note that X U ε is compact for every ε > 0. Then it can be easily shown (see Lemma 3.1) that for any 0 < c < 1,
where ε = c 1 m+n . We then use the exponential mixing property of the g t -action to produce many points whose orbits enter U ε , which makes it possible to estimate the number of small boxes needed to cover the set (1.7). This method is similar to the one used in [11] to prove full dimension of the set of points with bounded orbits of partially hyperbolic flows on arbitrary homogeneous spaces G/Γ. Note however that the lower estimates which can be extracted from that argument are weaker than what is produced by the method of Schmidt games in the case (1.3).
It is easy to see that the codimension of the set (1.7) in M m,n coincides with the codimension of the set [7] for definitions) and z ∈ J, then the Hausdorff codimension of the set of points of J whose f -trajectories are disjoint from the ball B(z, ε) is, as ε → 0, asymptotic to a constant times the measure of the ball. In view of the aforementioned results it seems natural to conjecture that the value of codim Bad m,n (c) is asymptotic to a constant times c; this means that the estimates in the left (resp. right) hand side of (1.2) can be significantly (resp. slightly) improved. Note however that the dynamical systems considered in [9] and [7] admit a simple symbolic description, which is not the case for the partially hyperbolic flow studied in the present paper. the previous version of this paper for helpful comments. The second-named author was supported in part by NSF grant DMS-1101320.
Lower estimates
2.1. Dimension estimates from the hyperplane absolute game. To produce a lower estimate on dim Bad m,n (c) , we will use the hyperplane absolute game introduced in [2] . See that paper for an extensive treatment of the game, which is a variant of Schmit's game introduced by C. McMullen in [15] . We give only the definition below; this definition varies slightly from the one given in [2] , but the class of HAW 2 sets (on R d ) that we obtain will be the same. Complications arise when defining the game to be played on fractal subsets of R d , which we are able to avoid because we play only on R d .
Given d ∈ N, a set S ⊂ R d and a parameter 0 < β < 1/3, the hyperplane absolute game is played by two players, whom we will call Alice and Bob. A play of the game consists of these two players alternately choosing subsets of R d . For convenience, given a ball B ⊂ R d , write ρ(B) for its radius, and given a set S ⊂ R d and ε > 0, write
The game begins with Bob choosing a point x 0 ∈ R d and a radius ρ 0 > 0, thus specifying a closed ball B 0 = B(x 0 , ρ 0 ). Given an integer i ≥ 0, if B i is chosen, Alice chooses a hyperplane L i+1 , and Bob must then choose a closed ball B i+1 ⊂ B i , which satisfies
= ∅. We thus obtain a nested sequence of closed balls
then Alice is declared the winner; otherwise Bob is. We say that S is a HAW set if for each 0 < β < 1/3, Alice has a strategy to win the game regardless of Bob's choices. This HAW property has many consequences; in particular, it implies that dim S = d. (See [2] .)
In [3] , the set Bad m,n is shown to be HAW. However, for any c > 0, Bad m,n (c) clearly does not have this property, since it is not dense so B 0 can be chosen disjoint from it. The union Bad m,n = ∪ c>0 Bad m,n (c) is proven to be HAW by choosing a c > 0 dependent on x 0 , ρ, and β, and tailoring Alice's strategy in a game with these parameters to ensure that ∩B i ∩ Bad m,n (c) = ∅. There, the c that was chosen and its relationship to the parameters of the game were irrelevant, but for our proofs they happen to be crucial, so we introduce the following definitions. Definition 2.1. We say S is (x, ρ, β)-HAW if Alice has a strategy to win the hyperplane absolute game with parameter β provided Bob's initial move is centered at x and has radius equal to ρ.
If S is (x, ρ, β)-HAW for each x ∈ R d and each ρ > 0, we say it is β-HAW.
Thus, S is HAW if and only if S is β-HAW for each 0 < β < 1/3, or equivalently, if S is (x, ρ, β)-HAW for each 0 < β < 1/3, each ρ > 0, and each x ∈ R d . Now, the full dimension of HAW sets follows from the fact that they are all α-winning sets for Schmidt's game. See [15] for a definition of the α-winning and (α, β)-winning properties. Analogously to the above, a set is said to be α-winning if it is (α, β)-winning for all 0 < β < 1, and indeed one can show that for 0 < β < 1/3, β-HAW sets are all (1/3, 3β)-winning. Schmidt proves that α-winning subsets of R d have full dimension by first estimating the dimension of (α, β)-winning subsets of R d , so we get a dimension bound on β-HAW sets directly from [15] . However, this bound does not suffice for our purposes, so we prove the following stronger estimate which holds for the smaller class of β-HAW sets. We will use this theorem to obtain Theorem 1.2.
Theorem 2.2. There exists a constant
Proof. Suppose Bob chooses B 0 = B(x, ρ). We will use Alice's winning strategy to construct a Cantor-like subset of B 0 ∩ S with the required dimension. Let C 0 be the hypercube inscribed in B 0 . We will define C k in such a way that the following hold:
, where the C k,i are essentially disjoint hypercubes of side length
hypercubes of the form C k+1,j .
the first k + 1 moves of a legal play of the HAW game in which Alice uses her winning strategy.
It follows from these properties that
. . , C k are constructed so that the above hold and let 1 ≤ i ≤ n k . Let B 0 , . . . , B k be the initial play of the game corresponding to C k,i , which is well-defined by properties (2) and (4) above. Take L to be the hyperplane dictated by Alice's winning strategy. Note that C k,i contains (β −1 − 1) d essentially disjoint hypercubes of side length
, and the ball superscribing each such hypercube has radius β k+1 ρ and is contained in B k . If, additionally, a given hypercube has distance at least 2β k+1 ρ from L, then since the distance from the center of the hypercube to its boundary is
, the ball superscribing it will have distance greater than
from L. Thus, this ball will be disjoint from L (βρ(B k )) and will therefore be a legal move for Bob in the hyperplane absolute game. There are at least
hypercubes C k+1,j ⊂ C k,i with the required distance from L. Including all such hypercubes in C k+1 for each i guarantees that properties (1)-(4) above are satisfied for C 0 , . . . , C k+1 , if we take
(Here, we use the fact that β < 1/2.) Thus, the induction continues and we obtain a fractal subset C ⊂ S ∩ B 0 . Since, at each stage in the construction of C we keep at least
stage-(k+1) hypercubes within each stage-k hypercube, and the diameters are scaled down by β,
As an immediate consequence of the previous theorem, we can uniformly bound from below the Hausdorff dimension of any β-HAW set within any open set U :
As another direct corollary, we have the following bound on the decay rate of the codimension of (x, ρ, β)-HAW sets.
Proof. From Theorem 2.2, it follows that
Hence,
2.2.
A lower dimension bound for Bad m,n (c). We now apply Theorem 2.2 to deduce Theorem 1.2. To do so we will need to obtain the (x, ρ, β)-HAW property for Bad m,n (c), and carefully note the dependence of the parameters x, ρ, and β on the approximation constant c. The case n = 1 is easier.
4m! , x ∈ R m , and 0 < β < 1/3.
In [2] , it was proved that Bad m,1 (c) is HAW. Our proof of Theorem 2.5 uses the same basic strategy but yields a better bound on β in terms of c. 3 We will use the 'simplex lemma,' which was proved by Davenport and appears in [13] in a form which, in particular, implies the following. Proof of Theorem 2.5. Let 0 < β < 1/3 and fix ρ 0 = 1. Let B(x k , ρ k ) denote the ball Bob chooses on his (k + 1)st turn. By Lemma 2.6, the rationals in B(x k , 2ρ k ) with denominator at most (2m!)
all lie in a single hyperplane L k+1 . Alice will choose this hyperplane as her (k + 1)st move in the game. Then every rational with denominator at most (2m!)
is either outside B(x k , 2ρ k ) in which case its distance from B(x k+1 , ρ k+1 ) is at least ρ k ≥ βρ k , or it is in L k+1 in which case its distance from B(x k+1 , ρ k+1 ) is at least βρ k . Let x ∈ ∩B(x k , ρ k ), p ∈ Z m , and q ∈ N. Since
. By the above, Alice's strategy guarantees that
This can be rewritten as
finishing the proof.
Combining Theorem 2.5 and Corollary 2.4, we get the following. Before proceeding to the general case, we use Khintchine's transference principle to obtain an estimate for the m = 1 case, as this method provides a tighter bound than the one we get from taking m = 1 in the general theorem below. Specifically, we will use the following (for a proof, see [ One can also use the hyperplane absolute game to obtain a dimension bound for general m, n ∈ N. [16] and [3] ; thus we will only give a sketch. In [16] , Schmidt proved that the set Bad n,m is winning, and in [3] , by applying the same scheme, this set was shown to be HAW. In both cases, the basic strategy (see [16, §4] and [3, Lemma 5.3] ) is to prove that for any β > 0 there exists R > 0 such that the set A R of matrices in M m,n , for which a certain system 4 of inequalities involving R has no nontrivial integer solutions, is winning for the game played with parameter β. One can show that the proof in [3] implies that the set A R is (0, 1, β)-HAW, where R can be taken to be equal to Kβ −ℓ(m,n) , with K depending only on m, n and the initial ball of the game (but not β), and with ℓ(m, n) = max 4n + 1 m , 4m + 1 n .
Furthermore, A R can be shown to be a subset of Bad m,n (c), where
(here K ′ depends only on m and n). By Corollary 2.4, Theorem 1.2 follows.
Upper estimates
In this section we prove Theorem 1.3. We begin by recasting the definition of Bad m,n (c) using homogeneous dynamics. In this section · will always denote the supremum norm and all distances in R k will be induced from this norm, so balls will in fact be cubes. Let G, Γ and X be as in (1.3) . Fix a right-invariant Riemannian metric on G and let 'dist' denote the associated distance function, both on G and on X. Also let u A and g t be as in (1.4) and (1.5), and let us denote
this is the expanding horospherical subgroup relative to g 1 . Dani [6] proved that A ∈ M m×n is badly approximable if and only if the trajectory {g t u A Z m+n : t > 0} is bounded. It is not hard to make this equivalence quantitative. With the 'cusp neighborhood' U ε defined as in (1.6), one has Lemma 3.1. For any 0 < c < 1, A ∈ Bad m,n (c) if and only if
Proof. First note that g t u A Z m+n consists of vectors of the form
Aq −e −t/n q Suppose Aq − p ≥ c 1/m q −n/m for all p ∈ Z m and q ∈ Z n {0}, i.e. A ∈ Bad m,n (c). We claim that e t/m p − e t/m Aq −e −t/n q ≥ ε for all t > 0 and all nonzero (p, q) ∈ Z m × Z n . Indeed, if q = 0 and p = 0, the norm of this vector is equal to
Now take q = 0 and suppose − e −t/n q < ε, so that q −n/m ≥ e −t/m c −n m(m+n) . Then
Conversely, if e t/m p − e t/m Aq −e −t/n q ≥ ε for all p ∈ Z m and q ∈ Z n {0}, fix such p and q and let t be such that e −t/n q = ε = c 1 m+n , so q n = e t c n m+n . Then we must have e t/m p − Aq ≥ ε and hence
Since p and q were arbitrary, A ∈ Bad m,n (c).
Our strategy for proving the theorem will be to construct a covering of Bad m,n (c) by small boxes, thereby bounding from above the box dimension of the set. We are going to fix (small, depending on c) positive r and restrict our attention to a ball B = B(0, r/2) in M m×n . Also fix (large) t > 0, (small) δ > 0 and a lattice Λ ∈ X, and consider A(B, t, δ, Λ)
To estimate the measure of this set (from both sides), one can use exponential decay of matrix coefficients. Specifically, we need the following, which appears, in slightly different form, as Proposition 2.4.8 in [11] :
where
Here ν is Haar measure on H, corresponding to Lebesgue measure on M m×n , µ is probability Haar measure on X, and · ℓ are Sobolev norms. Note that the statement in [11] is somewhat different, as the constant is not stated explicitly, but the proof produces exactly this constant in the case that g → gΛ is injective on some ball in G containing supp f , which we assume here.
We use Proposition 3.2 to deduce the following measure estimate. and for any t ≥ 0 one has
To prove this, we will apply Proposition 3.2 to smooth approximations of 1 B and 1 U δ . In order to extract useful information from the conclusion of the proposition though we will need to bound the Sobolev norms of these approximations, so we first prove the following lemmas.
Lemma 3.4. For any ℓ, k ∈ N there exists M ∈ R such that for any 0 < r ≤ 1/2, there exist
Proof. Let g : R k → [0, ∞) be a smooth function with supp g ⊂ B(0, 1) and g L 1 = 1, and let g ε (x) = (2/ε) k g(2x/ε). Then the convolution f ε = g ε * 1 B(0,r+ε/2) is smooth and indeed, for any multi-index α = (α 1 , . . . , α k ),
We will write D α for ∂ |α| ∂x
. It is easy to see that properties (1)- (3) are satisfied. Now set c = max
Thus, since D α g ε is supported on B(0, ε/2) ⊂ B(0, 1/2), it follows that
Hence, applying Young's Inequality, we have that
from which property (4) follows.
To approximate 1 U δ , we will use the following lemma. 
Moreover, for each ℓ ∈ N there exists C ℓ > 0 such that for any ψ as above one has ψ ℓ ≤ C ℓ ψ dµ.
We remark that this is essentially a consequence of Lemma 4.2 and Proposition 7.1 in [12] , together with the inner regularity of Haar measure on open sets, but we provide a proof for completeness.
Proof. It follows directly from Lemma 4.2 in [12] that there exist c 1 , c 2 > 0 such that for any δ one has
Thus for small enough δ we get
Choose ε > 0 such that whenever dist(Λ, Λ ′ ) < ε, the smallest nonzero vector in Λ is least half as large as the smallest nonzero vector in Λ ′ (clearly ε depends only on the choice of the metric). Also denote
Then it follows that U δ/2 ⊂ A ′ δ (ε) ⊂ U δ and therefore for small enough δ we have
is an open set, so since Haar measure is inner regular on open sets, there exists a compact A δ (ε) ⊂ A ′ δ (ε) with
Let A δ (ε) + and A δ (ε) ++ be the closed ε/4 and 3ε/4 neighborhoods of A δ (ε) respectively, and note that these sets are compact as well. Now let g : G → [0, ∞) be a smooth function supported on B(e, ε/4) with g L 1 = 1, and take ψ = g * 1 A δ (ε) + . Then ψ is supported on A δ (ε) ++ ⊂ U δ , so properties (1) and (2) hold. Furthermore, ψ ≡ 1 on A δ (ε), so
Choosing |D α g(h)| .
Using (3.3), for small enough δ > 0 we have
and Young's Inequality implies
Since, for small enough δ, D α ψ is supported on a set of measure less than 1, we get
Proof of Proposition 3.3. Recall that we are given B = B(0, r/2), a small δ > 0, Λ satisfying (3.1) and t ≥ 0. Take λ and ℓ as in Proposition 3.2, let λ ′ > 0 be small enough that λ − (nm + ℓ + 1)λ ′ ≥ λ ′ , and let ψ be as in Lemma 3.5. Let f = 1 B and define ε def = e −λ ′ t . We can assume that ε ≤ r since otherwise the right hand side of (3.2) is negative and the conclusion of the proposition follows.
Take f ε as in Lemma 3. Note that this holds for all t > mn, so choose t such that
(For small ε > 0, this choice will satisfy t > mn.) Then the right-hand side of (3.6) becomes 
