Introduction
Conventional wisdom suggests that economic growth helps to alleviate poverty in two ways. Increased growth will expand both the number of jobs and the real wage paid to workers.
Most of the early empirical work concerning aggregate poverty and economic growth verified the conventional wisdom. Papers by Anderson (1964) , Thornton et al. (1978) and Hirsh (1980) investigated this "trickle-down" model of economic growth. Although growth primarily benefits those persons not in the lower portions of the income distribution, sufficiently robust growth has been found to benefit even those in the lower quintile of the income distribution. The suggestion is that a sufficiently large growth rate has a more than proportional effect on the poverty rate.
It is disappointing that a number of recent papers find that the strong economic expansion of the 1980's did little to reduce poverty. For example, Blank (1993) and Formby et al. (2001) find that aggregate poverty was less responsive to the expansion of the 1980's than the expansion of 1960's. A plausible explanation for the sluggish response of poverty to economic growth in the 1980's has been that real wages of low-income workers were stagnant during this period. In fact, Formby et al. (2001) show that the real wages of low-income workers rose by only a half of one percent during this expansion. However, since real wages are endogenous (and expected to increase during an economic expansion), it is not clear why the effect of growth on poverty has been diminishing.
The purpose of this paper is to show that the effects of economic growth and other key explanatory variables on the poverty rate may not be linear. Towards this end, we estimate aggregate poverty equations using a non-linear estimation technique. The non-linear estimates are shown to fit the data "better" than the standard linear model. Moreover, our non-linear model
shows that the 1980's expansion did have an important effect in reducing poverty.
The Data and the Linear Estimates
A number of papers have tried to ascertain the fundamental determinants of poverty using regression analysis. Consider the estimates (with t-statistics in parentheses) reported by Formby et al. (2001) using annual data over the 1961 -1996 sample period:
(1) %∆Head = -0. and zero otherwise and %∆GDP80 interacts %∆GDP with a dummy variable that has a value 1 for years 1983 to 1989 and is zero otherwise. These two time periods were selected since they represent years with sustained economic growth.
The specification and variables used in (1) are quite standard. Economic growth is measured by the percentage change in real GDP. The other variables presented in equation (1) act as controls for other independent influences on the poverty rate. Thornton et al. (1978) and Blank (1993) argue that households headed by females (FEM) tend to exhibit above average poverty rates. Clearly, sharp increases in unemployment rates (Unemp) are associated with increases in poverty. As discussed in Blank (2000) , there are mixed results about the effect of transfer programs (Trans) on aggregate poverty. In addition to the direct effects of transfer programs, Wallace and Blank (1999) argue that these programs create an environment leading to a reduction in welfare case loads presumably leading those in poverty to seek employment. More conservative thinking (cf. Rector and Lauder 1995) would say that such programs diminish the incentives to seek and maintain gainful employment. Formby et al. (2001) use the two interaction variables to test for changes in the effects of 'robust' growth across time. If the effect of rapid growth on poverty has changed over time, we would expect one or both of the interaction variables to be statistically different from zero.
The use of linear regression analysis in this fashion does yield some interesting results.
For example, GDP growth and reductions in unemployment are both estimated to have sizable and significant effects on the reduction of poverty. Notice that the coefficient for %∆GDP60 is negative and statistically different from zero whereas the coefficient for %∆GDP80 is relatively small and statistically insignificant. As such, it appears that the effects of 'robust' growth on poverty were not as prevalent in the latter expansion.
However, some of the results are troubling in that the demographic variables and government transfer programs are estimated to have no significant effect on poverty.
Specifically, %∆FEM has a small and insignificant positive effect on poverty. Yet, it is clear that a single earner family is far more likely to be in poverty than a multiple earner family.
Moreover, transfer programs are estimated to have no effect on the poverty rate. The literature has not been clear on what the impact of such variables should be in relation to aggregate poverty.
A possible explanation for these results is that equation (1) suffers from a misspecification error. It is quite possible that one or more important explanatory variables have been excluded from the model. At best, the omission of such variables will inflate the standard errors of the variables actually included in the model. If these missing variables are correlated with one or more of the included variables, the point estimates in (1) will be biased. For example, suppose that the proportion of low-skilled jobs has increased at the same time that transfers increase. The transfer variable will be biased downward and show little effect on poverty.
A second source of misspecification error might result from the possibility of a structural change that is not specifically incorporated in the model. A structural break in the poverty rate, for example, could act to diminish (or enhance) the estimated impacts of the explanatory variables. One way to allow for structural change is to use dummy variables. In fact, %∆GDP60
and %∆GDP80 are constructed using dummy variables. However, the use of dummies in this fashion only affects the way that GDP growth affects the poverty rate.
Over the entire sample period, there is no doubt that many important developments occurred that had important effects on the poverty rate. However, the incorporation of dummy variables to capture these effects entails the danger of ex post fitting. As in any intervention study, the break point dates are chosen as a result of an observed change in the variable of interest. As such, test statistics to determine whether the break point is responsible for the change lose their meaning. Clearly, with enough dummy variables, any series can be fitted to any degree desired. Also note that the breaks need not be modeled as [0, 1] dummy variables. It may be that the effect of the break was to gradually increase or decrease the poverty rate. The standard way to determine the 'best' form of the dummy variable is to use the form providing the best insample fit.
A Nonlinear Model Using a Fourier Approximation
It is not our intent to dispute the sources of poverty or to ascertain the appropriate remedies. Instead, we want to show that a simple linear specification is less revealing and can lead to misleading conclusions. As such, we use the identical data set developed by Formby et al. (2001) and constrain ourselves to using only the variables present in equation (1). Our contribution is to reassess the determinants of poverty in a non-linear framework.
One way to circumvent some of the problems inherent in the linear specification in (1) is to estimate the poverty rate using the type of non-linear methodology of Ludlow and Enders (2000) . A simple modification of the regression framework is to allow the intercept term to be a time-dependent function deterministic denoted by α(t). If we temporarily abstract from explanatory variables and denote the series of interest by {y t }, we can write:
Since E t-1 y t = α(t), the nature of (2) is such that the conditional mean of y t is allowed to vary over time. However, (2) does not attempt to explain the reason that the conditional mean changes over time. The change in the conditional mean of y t can be due to the presence of an unobserved explanatory variable or to the effects of a structural break. Although α(t) is unknown, if α(t) is an absolutely integrable function, for any desired level of accuracy, it is possible to write:
where: s refers to the number of frequencies contained in the process generating α(t).
If we include enough frequencies, equation (3) can mimic (2) to any degree of accuracy desired. The key point is that the behavior of any deterministic sequence can be readily captured by a sinusoidal function even though the sequence in question is not periodic. As such, missing explanatory variables and dummy variables can be represented by a deterministic time-dependent coefficient model without first specifying the actual variables in question. The nature of the approximation is such that the standard constant intercept emerges as a special case. If the actual data generating process contains a constant mean, all values of A k and B k in equation (3) should be equal to zero. Thus, instead of positing a specific model, the specification problem is transformed into one of selecting the proper frequencies to include in equation (3). However, as the non-linear estimation may be quite complicated, we restrict ourselves to a maximum of two separate frequencies for the intercept term. More generally, the intercept may fluctuate even in the presence of other explanatory variables. As indicated above, we would expect α(t) to fluctuate in the presence of missing variables or structural change. Thus we consider a specification of the form:
where: For any particular frequency k i the issue, then is to obtain the critical values for the null hypothesis A i = B i = 0. If the frequency were known, it would be possible to test this null hypothesis using a standard F-statistic. One could simply construct the variables sin(2πkt/T) and cos(2πkt/T) and estimate (4) using OLS. Unfortunately, the issue is quite complicated since the relevant frequencies are unknown and each frequency k i is not present under the null hypothesis. Davies (1987) provides the critical values for a special case of a single unknown frequency without any other regressors present, i.e., normally distributed random variable. For values of j in the interval 0 to π using increments of 1/256, we used OLS to estimate:
sin(π j t/256) + B j cos(π j t/256)
The value of j yielding the smallest residual sum of squares is called j* and the coefficients associated with that frequency are called A* and B*. We recorded the value of the F-statistic for the null hypothesis A* = B* = 0. We repeated this experiment 5000 times and the distribution of the resulting test statistic was calculated. We found that 10% of the F-statistics exceeded 6.48, 5% exceeded 7.56 and only 1% exceeded 10.28.
Next, we estimated (1) and saved the residuals as } { t ε . For each value of j in the interval 0 to π using increments of 1/256, we used OLS to estimate:
We found the value of j* to be 54 (so that the associated frequency k is 4) and the Monte Carlo study shows that this would occur with a probability of more than 1%, but less than 5%. Hence, we can reject the null hypothesis that these two coefficients are zero at the 5% significance level. Hence, we conclude that the Fourier coefficients are present in the data generating process.
Estimating (4) and eliminating any Fourier coefficient with a t-statistic of less than 2.0, we obtained: Figure 3 is the time path of %∆Head. As compared to the linear model, it is clear that the Fourier approximation comes much closer to tracking the actual poverty measure during the periods 1965 -1967, 1974 -1977 and 1989 -1991. Perhaps the most interesting result is that two previously insignificant coefficients are now statistically significant. Specifically, a 1-unit increase in %∆FEM is associated with a 0.041 unit increase in %∆Head-the t-statistic is 2.39. Moreover, the dummy variable representing the sustained GDP growth in the 1980's has a coefficient of -0.058 and the associated t-statistic is -2.61. This suggests that the robust growth during the 1980's was helpful in reducing poverty.
Even though the coefficient for %∆GDP60 is larger (in absolute value) than that for %∆GDP80, it does not follow that growth in the 1960's had a larger effect on poverty than growth in the 1980's. The reason is that the time-varying intercept term was smaller (in absolute value) during the 1960's than during the 1980's. As shown in Figure 2 , the average value of the intercept was -0.727 for the 1962 -1972 period whereas the average value was -0.813 for the 1983 -1989 period. Thus, controlling for all of the other variables present in (9), the percent change in the headcount (%∆Head) averaged -0.086 less 2 during the 1980's expansion than during the 1960's.
Hence, the Fourier model indicates that the effect of robust growth on poverty was, indeed, significant and negative for the 1980's expansion. This development is a new and significant contribution to this literature. Using another non-linear model, we test the robustness of this result.
The Threshold Model
Another way to ascertain the effect of robust growth on poverty is to use a threshold model. Intuitively, there may be 'normal' and 'robust' growth states of the world and the effect of growth on poverty may be state dependent. Consider a simple version of the two-state threshold model:
where: I t is the Heaviside indicator function:
GDP if I
In the low growth state, %∆GDP t-1 is less than the threshold τ so that I t = 0. As such, the effect of a change in %∆GDP t on poverty is given by β 1 . Similarly, when growth exceeds the threshold τ, I t = 1 and the effect of a change in%∆GDP t on poverty is given by β 1 + β 2 . If β 2 is negative, then high growth does more to eliminate poverty than low growth.
If τ is known, the estimation of the threshold model is straightforward. Simply set the indicator function and form the variable I t %∆GDP t and estimate (10) using OLS. When τ is unknown, Chan (1993) shows how to obtain a super-consistent estimate of the threshold parameter. The procedure is to order the observations from smallest to largest such that:
, set the indicator function and estimate (10) using OLS. In contrast to equation (1), we find that increases in %∆FEM are associated with statistically significant increases in poverty. In fact, the magnitude of the coefficient is about twice that reported in equation (9). Also note that two of the threshold variables are statistically significant. When the growth rate of GDP is below 2.47%, I t = 0 and equation (13) indicates that the elasticity of Head with respect growth rate of GDP is -0.138. However, in the high growth state (growth exceeding 2.47 %), I t = 1 so that the coefficient of %∆GDP is -0.318. Thus, the point estimates suggest that the elasticity of poverty with respect to 'robust' growth is more than twice that of the low growth state.
It is important to note that the effect of unemployment on poverty is also magnified with robust growth. As reported in equation (13), the coefficient of Unemp is 0.159 when growth is less than 2.47% and 0.264 when growth exceeds 2.47%. Thus, any given decrease in the unemployment rate has a more pronounced effect on poverty when growth is high than when growth is low. The dynamics are quite complex because unemployment will tend to decline during an economic expansion. 4 Thus, the consequences of robust growth are two-fold: the beneficial effects of increased growth and decreased unemployment are both enhanced whenever the growth rate rises above 2.47%. 
Conclusion
Economic growth expands both the number of jobs and the real wage paid to workers.
However, it has been suggested that 'robust' growth has a more than proportional rate effect in reducing poverty. Individuals with the lowest skills may be 'passed by' with normal growth but may find gainful employment and/or wage gains when growth is sufficiently robust. We have used two non-linear models to estimate the change in poverty. In contrast to previous linear estimates reported in the literature, we find that the effect of 'robust' growth on poverty has not declined over time. Moreover, our non-linear estimates support the notion that any increase in the number of female heads of households acts to significantly increase the poverty rate. Given that this data set ends in 1996, an area for future research could be to examine this non-linear relationship for the entire expansion of the 1990's. 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1962 1965 1968 1971 1974 1977 1980 1983 1986 1989 1992 1995 1962 1965 1968 1971 1974 1977 1980 1983 1986 1989 1992 1995 
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