Studies designed to examine the equivalence of treatments are increasingly common in social and biomedical research. Herein, we outline the rationale and some nuances underlying equivalence testing of the difference between two means. Specifically, we note the odd relation between tests of hypothesis and confidence intervals in the equivalence setting.
Introduction
Studies designed explicitly to examine the equivalence of two (or more)treatments are increasingly common in so cial and biomedical research. In such studies the null hy pothesis maintains that the difference between treatments is at least of some specified magnitude, while the alterna tive specifies a lesser difference. Some consequences of stating hypotheses in this fashion are not obvious. For ex ample, intention-to-treat analyses do not carry the same robust interpretation when there is noncompliance (Robins, 1988) ,random measurement error may bias toward rejecting the null (Jones, et al.,1996) , and significantly larger sample sizes may be required (Makuch & Johnson, 1986) . In order to understand these and other consequences of equivalence testing one must first have an understand ing of the basic tenets underlying the methodology.
The purpose of this report is to briefly outline the rationale and some of the nuances underlying equivalence testing of the difference between two means. For simplic ity the context involves the difference between means but the explanations afforded apply with equal force to tests of the difference between two adjusted means as might be obtained from a two group ANCOVA analysis. In order to establish equivalence the null hypothesis must be rejected in favor of the alternative Pi -\ i 2 <1 in order to establish the fact that p1 -p2 is be low the upper bound of the equivalence interval. Similarly, a second test is necessary to show that p1 -p2 is greater than the lower bound of the equivalence interval. Notice that both tests must attain significance in or der to declare equivalence. Notice also that both null hy potheses cannot be true. Therefore, the Type I error rate will be determined by the critical region of only one of the two curves. If p1 -p2 =l,the probability of a type I error ( a ) is the shaded critical region of the right hand curve.
Also of interest is the fact that the nominal level of the test establishes an upper bound for Type I errors rather than an explicit level. This derives from two factors: (1) If the null value exceeds c (e.g., 2 units) or is less than -c, the Type I error rate will necessarily be decreased. This is com mon to standard (i.e., efficacy) one-sided tests and will not be discussed here. (2) In the event that the standard error of the test statistic (SE) is too large and/or the length of the equivalence interval is too small, the two critical regions will overlap to a significant degree thereby producing a conservative test. This situation is depicted in Figure 2 where the Type I error rate is represented by the gray shaded area in the critical region of the right hand curve. In the extreme, the two critical regions may completely overlap so that the Type I error rate will be zero.
Establishing Equivalence by Means of One and Two-Sided Confidence Intervals
As with standard efficacy tests (Cox & Hinkley, 1974) , there is a relationship between tests of hypotheses and con fidence intervals used to establish equivalence. The rela tionship for equivalence is somewhat different from that for efficacy, however.
As depicted in Figure 3 , the distance between the hy pothesized null value and the beginning of the critical re gion is (approximately) 1.65 standard errors (SE). Because the upper end of a one-sided 95 percent confidence inter val is given by U = TS + 1 .65SE where TS is the test statis tic ( X, -X2 in the present case), it follows that any TS in the critical region of the right hand curve will produce a value of U that is less than c (or 1 in this sample).This situation is depicted in panel A of the figure. On the other hand, a value of U that is greater than c implies that TS is not in the critical region as shown in panel B. Thus, a value of U less than c implies rejection of H:0, while a value greater than c implies a failure to reject. The same logic applies to the lower end of a one-sided 95 percent confi dence interval and a test of hypothesis carried out on the lower curve. Thus, noting that neither of two one-sided 95 percent confidence intervals overlap c or -c is equivalent 
