Let c ∈ C m , f : C m → P n (C) be a linearly nondegenerate meromorphic mapping over the field P c of c-periodic meromorphic functions in C m , and let H j (1 ≤ j ≤ q) be q(> 2N − n + 1) hyperplanes in N-subgeneral position of P n (C). We prove a new version of the second main theorem for meromorphic mappings of hyperorder strictly less than one without truncated multiplicity by considering the Casorati determinant of f instead of its Wronskian determinant. As its applications, we obtain a defect relation, a uniqueness theorem and a difference analogue of generalized Picard theorem.
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Introduction
The Picard's theorem says that all holomorphic mappings f : C 1 → P 1 (C) \ {a, b, c} are constants. Since Nevanlinna [1] established the second main theorem for meromorphic functions in the complex plane in 1925 and Ahlfors did it for meromorphic curves in 1941, many forms of the second main theorem for holomorphic maps, as well as meromorphic maps, on various contexts were found. They are powerful generalizations of the Picard's theorem, and are also applied to defect relations and uniqueness problems. By Weyl-Ahlfors' method Chen [2] proved a second main theorem as follows. The case of m = 1 is proved by H. Cartan [3] when hyperplanes H j (1 ≤ j ≤ q) are in general position. Let c ∈ C m . Throughout this paper, we denote by M m the set of all meromorphic functions on C m , by P c the set of all meromorphic functions of M m periodic with period c, and by P λ c the set of all meromorphic functions of M m periodic with period c and having their hyperorders strictly less than λ. Obviously, M m ⊃ P c ⊃ P λ c . In 2006, R. G. Halburd and R. J. Korhonen [4] considered the second main theorem for complex difference operator with finite order in the complex plane. Later, in [5] and [6, Theorem 2.1] difference analogues of the second main theorem for holomorphic curves in P n (C) were obtained independently, and in [7, Theorem 3.3] and [8, Theorems 1.6, 1.7] difference analogues of the second main theorem for meromorphic functions on C m were obtained. In this paper, we will obtain a new natural difference analogue of Theorem 1.1, in which the counting function N(r, ν 0 W (f ) ) of the Wronskian determinant of f is replaced by the counting function N(r, ν 0 C(f ) ) of the Casorati determinant of f (it was called the finite difference Wronskian determinant in [5] ). The hyperorder ζ 2 (f ) of meromorphic mapping f : C m → P n (C) is strictly less than one.
Theorem 1.2. Let c ∈ C
m , let f : C m → P n (C) be a linearly nondegenerate meromorphic mapping over P c with hyperorder ζ = ζ 2 (f ) < 1, and let H j (1 ≤ j ≤ q) be q(> 2N − n + 1) hyperplanes in N-subgeneral position in P n (C). Then we have The remainder of this paper is organized in the following way. In Section 2, some notations and basic results of Nevanlinna theory are introduced briefly. In Section 3, we adopt the Cartan-Nochka's method [9] and use the Casorati determinant to prove Theorem 1.2, from which a defect relation is obtained in Section 4. In Section 5, we show a uniqueness theorem for meromorphic mappings intersecting hyperplanes in N-subgeneral position with counting multiplicities, which can be seen as a Picard-type theorem, and will be proved as a special case from a difference analogue of generalized Picard theorem [10, 11] in Section 6.
Preliminaries
for z ∈ C m \ {0}. For a divisor ν on C m we define the following counting functions of ν by
and
Let ϕ( ≡ 0) be an entire holomorphic function on C m . For a ∈ C m , we write ϕ(z) = ∞ i=0 P i (z − a), where the term P i is a homogeneous polynomial of degree i. We denote the zero-multiplicity of ϕ at a by ν ϕ (a) = min {i : P i ≡ 0}. Thus we can define a divisor ν ϕ such that ν ϕ (z) equals the zero multiplicity of ϕ at z in the sense of [12, Definition 2.1] whenever z is a regular point of an analytic set |ν ϕ | := {z ∈ C m : ν ϕ (z) = 0}.
Letting h be a nonzero meromorphic function on C m with h =
we have the Jensen's theorem:
log |h|η m (z).
2.2.
A meromorphic mapping f : C m → P n (C) is a holomorphic mapping from U into P n (C), where U can be chosen so that V ≡ C m \ U is an analytic subvariety of C m of codimension at least 2. Furthermore f can be represented by a holomorphic mapping of C m to C n+1 such that
where f 0 , . . . , f n are holomorphic functions on C m . We say that f = [f 0 , . . . , f n ] is a reduced representation of f (the only factors common to f 0 , . . . , f n are units). If g = hf for h any quotient of holomorphic functions on C m , then g will be called a representation of F (e.g. reduced iff h is holomorphic and a unit). Set f = (
The growth of meromorphic mapping f is measured by its characteristic function
Note that T f (r) is independent of the choice of the reduced representation of f. The order and hyper-order of f are respectively defined by
log r and ζ 2 (f ) := lim sup
log r , where log + x := max{log x, 0} for any x > 0. We say that a meromorphic mapping f from C m into P n (C) with a reduced representation [f 0 , . . . , f n ] is linearly nondegenerate over P λ c if the entire functions f 0 , . . . , f n are linearly independent over P λ c , and say that f is linearly nondegenerate over C 1 if the entire functions f 0 , . . . , f n are linearly independent over C 1 .
2.3.
Let hyperplanes H j of P n (C) be defined by
where [w 0 , . . . , w n ] is a homogeneous coordinate system of P n (C). Suppose that [f 0 , . . . , f n ] is a reduced representation of a meromorphic mapping f :
which are entire functions on C m for all j ∈ {1, . . . , q}. We say that q hyperplanes
for any subset R ⊂ Q = {1, 2, . . . , q} with its cardinality |R| = N +1 ≥ n+1. This is equivalent to that for an arbitrary (N +1, n+1)-matrix (h jk ) j∈R,0≤k≤n , rank(h jk ) j∈R,0≤k≤n = n + 1.
If H j (1 ≤ j ≤ q) are in n-subgeneral position, we simply say that they are in general position. We denote by V (R) the vector subspace spanned by (h jk w k ) 0≤k≤n , j ∈ R ⊂ Q in C n+1 , and rk(R) := dim V (R), rk(∅) = 0.
Let a meromorphic mapping
The closeness of the image of a meromorphic mapping f to intersecting H is measured by the proximity function
We have the first main theorem of Nevanlinna theory
2.5. Let f be a meromorphic mapping from C m into P n (C). For c = (c 1 , . . . , c m ) and z = (z 1 , . . . , z m ), we write c
We use the short notations
Assume that f has a reduced representation [f 0 , . . . , f n ]. Let
be a partial differentiation operator of order at most j = m k=1 α k (j). Similarly as the Wronskian determinant
the Casorati determinant is defined by
For a subset R ⊂ Q = {1, . . . , q} such that |R| = n + 1, we denote by
the Casorati determinant of (f, H j ), j ∈ R with increasing order of indices.
Proof of Theorem 1.2
We recall two lemmas due to Nochka (see [2, 13, 14, 9] ) as follows.
Lemma 3.1 ([2, 13, 14, 9]). Let H j , j ∈ Q = {1, 2, . . . , q} be hyperplanes of P n (C) in N-subgeneral position, and assume that q > 2N − n + 1. Then there are positive rational constants ω(j), j ∈ Q satisfying the following:
The above ω(j) andω are called the Nochka weights and the Nochka constant, respectively.
Lemma 3.2 ([2, 13, 14, 9])
. Let H j , j ∈ Q = {1, 2, . . . , q}, be hyperplanes of P n (C) in N-subgeneral position, and assume that q > 2N − n + 1. Let {ω(j)} be their Nochka weights.
Let E j ≥ 1, j ∈ Q be arbitrarily given numbers. Then for every subset
It is known that holomorphic functions g 0 , . . . , g n on C m are linearly dependent over C m if and only if their Wronskian determinant W (g 0 , . . . , g n ) vanishes identically [15, Prop. 4.5] . It was mentioned in [5, Remark 2.6] without proof that holomorphic functions g 0 , . . . , g n on C are linearly dependent over P c if and only if their Casorati determinant C(g 0 , . . . , g n ) vanishes identically. The proof of this fact can be seen in the proof of [6, Lemma 3.2] which, in fact, is a more accurate result because it takes into account the growth order of functions. Here we introduce extensions of these results for the case of several complex variables.
Proof. By the definition of the characteristic function of f and using similar discussion as in [16, Page 47] , it is not difficult to get that for any meromorphic function g on C m and c ∈ C
Then considering the above fact and making use of almost the same discussion as in [6, Lemma 3.2] , one can complete the proof of (ii). To prove (i) it is just not necessary to consider the growth of f in the proof of (ii). We omit the details.
is a linearly nondegenerate meromorphic mapping over P c , and H j (j ∈ Q) are hyperplanes of P n (C) in N-subgeneral position. Let ω(j),ω be the Nochka weights and Nochka constant of {H j } j∈Q respectively. Then we get that
where K depends on {H j } j∈Q , and R o , R, S are some subsets of Q such that
Proof. Since the hyperplanes {H j } q j=1 are in N-subgeneral position of P n (C), we have j∈R H j = ∅ for any R ⊂ Q with |R| = N + 1. This implies that there exists a subset S ⊂ Q with |S| = q − N − 1 such that j∈S H j (w) = 0.
, there is a positive constant K jk which depends on H j and k j ∈ N ∪ {0} such that
Below we set R = Q \ S. Then we have |R| = N + 1 and rk(R) = n + 1. Then
and making use of Lemma 3.
Since f is linearly non-degenerate over P c , by Lemma 3.3 we get C(f 0 , . . . , f n ) ≡ 0. Since {H j } q j=1 are in N-subgeneral position, there exists a non-singular matrix B depending on {H j } j∈R o such that
For the above R o , R, S, Q, we may rewrite their elements as follows:
Then it follows from (3.1) and (3.2) that for
Then together with (3.4), the above inequality becomes
By (3.5), the last line in the above inequalities is equal to
tn | .
So, we get from the above discussion that for any z ∈ G,
tn | Therefore, the inequality in the assertion of this lemma is obtained immediately by setting
which is a positive constant depending on {H j } j∈Q .
The following result is a difference analogue of the lemma on the logarithmic derivative in several complex variables. It generalizes the one dimensional results [6, Theorem 5.1], [4, Theorem 2.1] and the high dimensional result [7, Theorem 3.1] . In [7] a difference analogue of the lemma on the logarithmic derivatives was obtained for meromorphic functions in several variables of hyperorder strictly less that 2/3. The following lemma extends this result for the case hyperorder < 1. 
Proof. Let E 1 be the set of all points ξ ∈ S m (1) such that {z = uξ : |u| < +∞} ⊂ I(f ) which is of measure zero in S m (1). For any ξ ∈ S m (1) 
Now let the constant c :=cξ, wherec
where we denote z = uξ for any ξ ∈ S m (1). By [6, Lemma 8.2], we get that for all r > 0, δ ∈ (0, 1) and α > 1,
, r = |u| = uξ = z . Therefore, together with (3.6), it follows from the two inequalities above that
The following part of the proof is dealt with similarly as in [6, Theorem 5.1]. Choose p(r) := r, h(x) := (log x) 1+ ε 3 and
, and thus
By [19, Lemma 4] we have
for all s outside of a set E satisfying
where R < +∞ and K is a positive real constant. Since ς = ς 2 (f ) < 1, by [6, Lemma 8 .3] we have
for all r > 0 outside of a possible exceptional set F ⊂ [1, ∞) of finite logarithmic measure F dt t < ∞. We can choose suitable δ ∈ (0, 1) such that
for all r ∈ F ∪ E. Hence it follows from (3.8), (3.9) and (3.10) that
for all r > 0 outside of a possible exceptional set, still say
it follows immediately from Lemma 3.5 that
Proof of Theorem 1.2. Assume that q > 2N − n + 1. Let Q = {1, , 2 . . . , q}. By Lemma 3.4, for r > 1 we havẽ
for some subsets R o , R, S of Q such that
Integrating both sides of this inequality, we havẽ
By the definition of the characteristic function of f and together with the Jensen's theorem,
By the Jensen's theorem and the definition of characteristic function, we have
Thus the hyperorder of N(r, ν 0 (f,H j ) ) satisfies
Then by [6, Lemma 8.3] we obtain
So, it follows that
Denote g
[j]
By the definition of the characteristic function, one can deduce (or by [20, 21] ), for i = j
and thus ζ 2 (
) ≤ ζ 2 (f ) := ζ < 1. Hence by Lemma 3.5 we have
for all r > 0 outside of a possible exceptional set E ⊂ [1, ∞) of finite logarithmic measure E dt t < ∞. Therefore, the above inequalities implies that
Thus Theorem 1.2 is proved.
Defect relation
The defects δ(f, H) and δ W (f ) of a meromorphic mapping f :
From the Chen's version of the second main theorem (Theorem 1.1), there exists a defect relation such that
Hence, by Theorem 1.2 we obtain a defect relation as follows, which is an extension of [5, Corollary 3.4] . 
Uniqueness of meromorphic mappings
The uniqueness problem for meromorphic mappings under some conditions on the inverse images of divisors was first investigated by R. Nevanlinna. He [22] proved that if two nonconstant meromorphic functions f and g on the complex plane C 1 have the same inverse images ignoring multiplicities for five distinct values in P 1 (C), then f ≡ g. In 1975, H. Fujimoto [23] generalized Nevanlinna's five-value theorem to the case of higher dimension by showing that if two linearly nondegenerate meromorphic mappings f, g : C m → P n (C) have the same inverse images counted with multiplicities for q ≥ 3n + 2 hyperplanes in general position in P n (C), then f ≡ g. For basic results in the uniqueness theory of meromorphic functions and mappings, we refer to two books [24, 25] .
By considering the uniqueness problem for f (z) and f (z + c) intersecting hyperplanes in N-subgeneral position, we obtain the following uniqueness theorem.
Theorem 5.1. Let f be a meromorphic mapping with hyper-order ς(f ) < 1 from C m into P n (C), and let τ (z) = z + c, where
in N-subgeneral position in P n (C), and if p >
We say that the pre-image of (f, H) for a meromorphic mapping f :
−1 are considered to be multi-sets in which each point is repeated according to its multiplicity. By this definition the (empty and thus forward invariant) pre-images of the usual Picard exceptional values become special cases of forward invariant pre-images. Then Theorem 5.1 is an extension of the Picard's theorem under the growth condition "hyperorder < 1". Actually, Theorem 5.1 is proved from a generalized Picard-type theorem which will be shown in the next section.
Difference analogue of a generalized Picard-type theorem
Fujimoto [10] and Green [11] gave a natural generalization of the Picard's theorem by showing that if f : C → P n (C) omits n+p hyperplanes in general position where p ∈ {1, . . . , n + 1}, then the image of f is contained in a linear subspace of dimension at most [
]. Recently, Halburd, Korhonen and Tohge [6] proposed a difference analogue of the general Picard-type theorem for homomorphic curves with hyperorder strictly less than one. ].
In this section we extend Theorem 6.1 to the case of meromorphic mappings f : C m → P n (C) of hyperorder strictly less than one and hyperplanes in N-subgeneral position. Proof. Assume that the conclusion is not true, that is there exist A 0 , . . . , A n ∈ P λ c such that
and such that not all A j are identically zero. Without loss of generality we may assume that none of A j are identically zero. Since all zeros of f 0 , . . . , f n are forward invariant with respect to the translation τ (z) = z + c and since A 0 , . . . , A n ∈ P λ c , we can choose a meromorphic function F on C m such that F A 0 f 0 , . . . , F A n f n are holomorphic functions on C m without common zeros and such that the preimages of all zeros of F A 0 f 0 , . . . , F A n f n are forward invariant with respect to the translation τ (z) = z + c. Then we have lim sup
and F A 0 f 0 , . . . , F A n−1 f n−1 cannot have any common zeros.
. . , g n−1 ] which is a holomorphic mapping from C m into P n−1 (C). Then by the definition of characteristic function and the Jensen's theorem we have
which together with (6.1) imply that the hyperorder satisfies ζ 2 (G) < λ ≤ 1. Assume that the meromorphic mapping G : C m → P n−1 (C) is linearly nondegenerate over P λ c (⊂ P c ). Then by Lemma 3.3, it follows that C(g 0 , . . . , g n−1 ) ≡ 0. Define the following hyperplanes
w j = 0, . . .
w n−1 = 0, H n :
where [w 0 , . . . , w n−1 ] is a homogeneous coordinate system of P n−1 (C). So, (G, H j ) = g j for 0 ≤ j ≤ n − 1 and (G, H n ) = g 0 + . . . + g n−1 = F A n f n = g n . Obviously, the q = n + 1 hyperplanes H 0 , . . . , H n are in (n − 1)-subgeneral position of P n−1 (C). Hence by Theorem 1.2 we have
for all r outside of a possible exceptional set of finite logarithmic measure. Then using the same discussion as in the proof of [6, Lemma 3.3] we have
Hence, it follows T G (r) = o(T G (r)) which is an contradiction. Therefore, the meromorphic mapping G : C m → P n−1 (C) is linearly degenerate over P λ c , and thus there exist B 0 , . . . , B n−1 ∈ P λ c such that
and such that not all B j are identically zero. By repeating similar discussions as above it follows that there exist L i , L j ∈ P λ c such that
for some i = j and not all L i and L j are identically zero. This contradicts the condition that 
for all k ∈ {1, . . . , l}.
Proof. Suppose that i ∈ S k , k ∈ {0, . . . , l}. Then by the condition of the lemma, f i = A i,j k f j k for some A i,j k ∈ P λ c whenever the indexes i and j k are in the same class S k . This implies that
c . This says that f j 1 , . . . , f j l are linearly degenerate over P where [w 0 , . . . , w n ] is a homogeneous coordinate system of P n (C). Since {H j } j∈Q are in N-subgeneral position of P n (C), any N +2 of H j satisfy a linear relation with nonzero coefficients in C 1 . By conditions of the theorem, holomorphic functions g j := (f, H j ) = h j0 f 0 + . . . + h jn f n satisfy {τ (g −1 j ({0}))} ⊂ {g −1 j ({0})} for all j ∈ Q, where {·} denotes a multiset with counting multiplicities of its elements. We say that i ∼ j if g i = αg j for some α ∈ P Firstly, assume that the complement of S k has at least N + 1 elements for some k ∈ {1, . . . l}. Choose an element s 0 ∈ S k , and denote U = (Q \ S k ) ∪ {s 0 }. Then U contains at least N + 2 elements, and thus there is a subset U 0 ⊂ U such that U 0 ∩ S k = {s 0 } and |U 0 | = N + 2. Therefore there exists α j ∈ C \ {0} such that Without loss of generality, we may assume that U 0 = {s 1 , . . . , s N +1 } ∪ {s 0 }. It is easy to see from above discussion that all of zeros of α j g j (j ∈ U 0 ) are forward invariant with respect to the translation τ (z) = z + c, and
is a meromorphic mapping from C m into P N +1 (C) with its hyperorder ζ 2 (G) ≤ ζ 2 (f ) < 1. Furthermore, α i g i αs 0 gs 0 ∈ P 1 c for any i ∈ U 0 \ {s 0 }, thus i ∼ s 0 . Hence by Lemma 6.4 we have α s 0 g s 0 = 0, and thus (f, H s 0 ) ≡ 0. This means that the image f (C m ) is included in the hyperplane H s 0 of P n (C). Secondly, assume that the set Q \ S k has at most N elements. Then S k has at least n + p − N elements for all k = 1, . . . , l. This implies that l ≤ n + p n + p − N .
Let V be any subset of Q with |V | = N + 1. Then {H j } j∈V are linearly independent. Denote V k := V ∩ S k . Then we have
Since each set V k gives raise to |V k − 1| equations over the field P 
