In this Letter, the problem of estimating the timedifference-of-arrival between signals received at two spatially separated sensors is addressed. By taking discrete Fourier transform of the sensor outputs, time delay estimation corresponds to finding the frequency of a noisy sinusoid with time-varying amplitude. The generalized weighted linear predictor is utilized to estimate the time delay and it is shown that its estimation accuracy attains Cramér-Rao lower bound.
Introduction
The problem of estimating the difference in arrival times of a signal received at two spatially separated sensors has found many applications in the areas of radar, sonar, communications and biomedical engineering [1] . Let the two discretetime sensor outputs be x 1 (n) and x 2 (n), and they are modeled as:
x 1 (n) = s(n) + q 1 (n) x 2 (n) = s(n − D) + q 2 (n), n = 0, 1, ..., N − 1 (1) where s(n) is the unknown random source signal, q 1 (n) and q 2 (n) are the uncorrelated zero-mean white Gaussian noises with variance σ 2 q , which are statistically independent of s(n), D is the time delay between the two receivers and N is the number of samples collected at each channel. Our task is to find D from {x 1 (n)} and {x 2 (n)}.
Cross correlation [2] is a standard technique for time delay estimation and the estimate of D is equal to the time argument at which the correlation function achieves its maximum value, indicating a one-dimensional peak search is required. Another conventional approach is to model the delay using a finite impulse response (FIR) filter [3] and the estimate of D is found by interpolating the filter coefficients. In this Letter, estimating the time delay is transformed to a frequency estimation problem and the recently proposed generalized weighted linear prediction (GWLP) [4] method is then utilized to solve for D. In doing so, direct delay estimation is achieved and no peak search or interpolation is required. We also derive the variance of the proposed delay estimator when s(n) is a white Gaussian process [3] Cramér-Rao lower bound (CRLB), denoted by CRLB(D):
where SNR = σ 2 s /σ 2 q denotes the signal-to-noise ratio. Computer simulations are included to corroborate the theoretical development and to evaluate the estimator performance.
Algorithm Development
We first consider the sensor outputs in the frequency domain. Taking the discrete Fourier transform (DFT) on (1) yields
where
are the DFTs of the signal and noises, respectively. Let ω = 2πD/N and multiplying X 1 (k) with the conjugate of X 2 (k), we construct X(k) which is of the form:
represent the signal and noise components in X(k), respectively. It is clear that the signal model of (5) corresponds to frequency estimation of a time-varying amplitude complextone sinusoid. Before proceeding to the estimation of ω, the use of (5) is justified by examining the CRLB for D given the noisy sinusoidal sequence as follows. Assuming that s(n) is white with variance σ 
s where E denotes the expectation operator. Given {X(k)} and assuming that N and/or SNR are sufficiently large, CRLB(D) is derived as:
Comparing (2) and (7), we see that the latter approaches to the former when N 1, indicating that there is no performance loss if the transformed signal of (5) is employed instead of (1) for large data record scenarios. Now we solve for D given (5) with the use of the GWLP method [4] , which is an accurate and computationally efficient frequency estimator. Its main ideas are to utilize weighted least squares (WLS) and sinusoidal linear prediction (LP) property. Considering stationary S (k) such that |S (k)| = |S (k − 1)|, the LP property for Y(k) is simply:
with residual prediction error, denoted by (k):
The optimum WLS cost function for estimating ω is then [4] :
T while the inverse of W is given by
With stationary |S (k)| 2 , we have shown that W −1 is of the form:
Ignoring the constant term of σ
Q , W is of closedform and its (m, n) entry is [4] :
where min(m, n) = m if m ≤ n and equals n otherwise. The WLS estimate of ω, denoted byω, is then:
where ∠(.) is the angle operator. As W is a function of ω, we follow the GWLP approach for delay estimation which involves the following steps:
(i) Initialize W as an identity matrix (ii) Solve for ω using (13) (iii) Useω to construct W of (12) (iv) Repeat Steps (ii) and (iii) for a few times until the convergence ofω (v) Compute the delay estimate, denoted byD, asD = Nω/2π
Note that global convergence is guaranteed [4] as long as the initial estimate of ω is sufficiently close to its true and N is large enough. As Q(k) is white, we can divide X(k) into L non-overlapping segments and sum them to construct X L (k):
for delay estimation, assuming that N/L is an integer. In doing so, the computational complexity of the proposed algorithm will be reduced particularly when N is going large.
Note that the SNR in X L (k) is identical to that of X(k).
Following [4] , it can be shown that when N and/or SNR are sufficiently large,D is an unbiased estimate of D. Furthermore, the variance ofD, denoted by var(D), is [4] :
The two terms in the numerator are determined as:
and
With the use of (12), the denominator of (15) is evaluated as:
Substituting (15)- (18) into (15) yields
It is seen that the estimation performance of the proposed estimator with different segment lengths approaches CRLB(D) of (2) when N is sufficiently large.
Simulation Results
Computer simulations have been carried out to evaluate the performance of the proposed delay estimator by comparing with CRLB as well as the delay modeling approach [3] with a length-10 FIR filter and sinc interpolation is employed in the coefficients. The signal and noises are independent white Gaussian processes and we scale the noise sequences to produce different SNR conditions. The time delay is set to D = 0.7 and a data length of N = 1024 is considered. In the proposed method, different number of segments, namely, 1, 2, 4 and 8, are examined, while one iteration is employed as no significant improvement is observed for more iterations. The mean square delay error (MSDE) is used as the performance measure and all results are averages of 500 independent runs. Figure 1 shows the MSDE versus SNR. We see that the proposed approach is superior to [3] when SNR ≥ −2 dB although the latter has the smallest threshold SNR value. The estimation performance of the FIR filtering technique degrades at higher SNRs because the interpolation error, which introduces delay modeling bias, is dominant at smaller noise conditions. While the frequency estimation scheme with different non-overlapping segment numbers gives performance close to the CRLB when the SNR is sufficiently large.
To be more precise, a smaller segment number corresponds to a higher accuracy at larger SNRs but at the expense of a larger threshold SNR, and vice versa. Moreover, the theoretical calculations of (19) are corroborated for different segment sizes.
Conclusion
The problem of time delay estimation between two spatially separated sensors has been transformed to frequency estimation of a time-varying sinusoid. The GWLP estimator is then utilized for finding the time delay parameter. It is shown that the proposed method with different segment lengths has performance close to CRLB and is superior to the delay modeling technique when the SNR is sufficiently high.
