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1. Introduction
Consider the traditional classiﬁcation problems, given a training set:
T = {(x1, y1), · · · , (xl, yl)}, (1)
where xi ∈ Rn, yi ∈ {−1, 1} (i = 1, · · · , l), our goal is to ﬁnd a real valued function g(x) in Rn, such that the value of y
for any x can be predicted by the decision function f (x) = sgn(g(x)). In many real-world classiﬁcation problems, we
are not only given a traditional training set T , but also provided by some prior information. For example, some advised
classiﬁcation rules are introduced in the form of multiple polyhedral sets, i.e., the input points xi (i = 1, · · · , l) are
extended to the input polyhedral sets. This paper focuses on the classiﬁcation problems with these prior knowledge.
For solving the traditional classiﬁcation problems, support vector machines (SVMs), which are introduced by
Vapnik in the early 1990s, are proved eﬀective and promising techniques ([1]-[4],[16]-[19]). In recent years, re-
searchers have paid more attention to incorporate prior knowledge into SVMs ([5]-[12]). Knowledge-based support
vector machines (KBSVMs) have been proposed by Magasarian and his co-workers([5]). KBSVMs have been exten-
sively studied, and in addition to linear classiﬁcation, they have been extended to incorporate kernels ([6]), nonlinear
advice([12]) and for kernel approximations ([9]). Furthermore, Kunapuli et al. derived an online version of KBSVMs
([7]), while other approaches such as that of Le et al. ([8]) modify the hypothesis space rather than the optimization
problem.
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We consider the framework of KBSVMs. It introduces prior knowledge in the form of multiple polyhydral sets
into the reformulation of the 1-norm SVC. The resulting formulation leads to a linear programming. It is well known
that, the standard SVMs for classiﬁcation (C-SVC) is a quadratical programming. The basic idea of linear C-SVC
is to ﬁnd an optimal hyperplane with the maximum margin between two classes. The margin here is measured by
2-norm of the normal vector of the decision hyperplane, which results in a quadratical programming. 1-norm SVC
is proposed for feature selection because it can produce sparse solution. However, its classiﬁcation accuracy can be
improved by applying C-SVC on the selected features. This motivates us to consider the KBSVC based on C-SVC.
In this paper, we propose two models of KBSVC with linear and nonlinear respectively. The linear KBSVC is
formulated as follows: Firstly, the primal-dual theorem of linear programming is used to convert the prior knowledge
to linear inequalities; Secondly, the primal problem of linear KBSVC is derived by adding these inequalities into the
primal problem ofC-SVC as some constraints; At last, the dual problem is derived, then the decision function is given
by its solutions. In the nonlinear KBSVC, the kernel trick is introduced to linear KBSVC, similar to the nonlinear
C-SVC.
The paper is organized as follows. Section 2 introduces the linear KBSVC with a quadratic programming. Section
3 introduces the nonlinear KBSVC. Section 4 concludes the paper.
2. Knowledge-based Linear Support Vector Classiﬁer
We consider the classiﬁcation problems with prior information. The prior information here is in the form of
polyhedral sets. Then the problem can be considered as an extension of the traditional classiﬁcation problem in the
following way: the single input points are extended to input sets, called knowledge sets. More precisely the problem
is formulated mathematically as follows: Given a training set
T = {(X1, y1), · · · , (Xp, yp), (Xp+1, yp+1), · · · , (Xp+q, yp+q)}, (2)
where Xi is a polyhedron in Rn deﬁned by Xi = {x|Qix ≤ di}, where Qi ∈ Rli×n, di ∈ Rli , y1 = · · · = yp = 1, yp+1 =
· · · = yp+q = −1, and the label yi = 1 or yi = −1 corresponding to each Xi means all the points in the set Xi belong to
positive or negative class respectively, i = 1, ...p + q. Find a real valued function g(x) in Rn, such that the value of y
for any x can be predicted by the decision function f (x) = sgn(g(x)).
We ﬁrst consider the linearly separable problem where the input sets can be separated by a hyperplane correctly,
and try to ﬁnd the separating hyperplane (w · x) + b = 0. Corresponding to the standard linear separable classiﬁcation
problem, we can get the primal problem:
min
w,b
1
2
∥∥∥w∥∥∥2, (3)
s.t. (w · x) + b ≥ 1, x ∈ Xi, i = 1, · · · , p, (4)
(w · x) + b ≤ −1, f orx ∈ Xi, i = p + 1, · · · , p + q. (5)
Obviously there are inﬁnite constraints, leading the above problem to a semi-inﬁnite program which is hard to be
solved. However, it will be shown that the constraints (4) ∼ (5) can be converted into a set of limited constraints and
the problem becomes a quadratic programming([5], [13]).
Theorem 1 Consider the polyhedron X = {x|Qx ≤ d} where Q ∈ Rl×n and d ∈ Rl. If X is nonempty, then the
polyhedron X = {x|Qx ≤ d} lies in the half-space (w · x) + b ≥ 1 if and only if the system
QTu + w = 0, (6)
dTu − b + 1 ≤ 0, (7)
u ≥ 0 (8)
has a solution u ∈ Rl.
Proof. The fact that the polyhedron X lies in the half-space (w · x)+ b ≥ 1 means that for each x in X = {Qx ≤ q},
we have (w · x) + b − 1 ≥ 0. This is equivalent to that the linear programming
min
x
(w · x) + b − 1 (9)
s.t. Qx ≤ d (10)
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has a solution and its optimal value is great than or equal to 0.
By primal-dual theory of linear programming ([4]), the dual programming to (9 )∼ (10) is
max
u
−(d · u) + b − 1 (11)
s.t. QTu + w = 0, (12)
u ≥ 0. (13)
From the dual theorem of linear programming, the primal problem (9) ∼ (10) and dual problem (11) ∼ (13) have the
same optimal values. Thus that “the optimal value of problem (9 )∼ (10) is great than or equal to 0” is equivalent to
the fact that “the optimal value of problem (11 )∼( 13) is great than or equal to 0. Obviously, the latter is valid if and
only if system (6) ∼ (8) has a solution. So we get the conclusion.
According to the above theorem, the constraint ” (w · x) + b ≥ 1, for x ∈ X = {x|Qx ≤ d},” could be rewritten as
follows:
QTu + w = 0, (14)
dTu − b + 1 ≤ 0, (15)
u ≥ 0, (16)
while the constraint ”(w · x) + b ≤ −1, for x in X, ” could be rewritten as follows:
QTu − w = 0, (17)
dTu + b + 1 ≤ 0, (18)
u ≥ 0. (19)
Then ﬁnally we could reformulate the problem (4)∼(5) as
min
w,b,u
1
2
∥∥∥w∥∥∥2, (20)
s.t. QTi ui + w = 0, i = 1, · · · , p, (21)
dTi ui − b + 1 ≤ 0, i = 1, · · · , p, (22)
QTi ui − w = 0, i = p + 1, · · · , p + q, (23)
dTi ui + b + 1 ≤ 0, i = p + 1, · · · , p + q, (24)
u = (uT1 , · · · , uTp+q)T ≥ 0. (25)
In order to deal with more general case including the non-separable problem, we introduce slack variables ξ and η,
and modify the above formulation into the following primal problem with the variables w, b, ξ = (ξT1 , · · · , ξTp+q)T, ξi =
(ξi1 , · · · , ξin )T , η = (η1, · · · , ηp+q)T, and u = (uT1 , · · · , uTp+q)T with ui ∈ Rli , i = 1, · · · , p + q:
min
w,b,u,ξ,η
1
2
∥∥∥w∥∥∥2 +C
p+q∑
i=1
((
n∑
j=1
ξi j ) + ηi) (26)
s.t. −ξi ≤ QTi ui + w ≤ ξi, i = 1, · · · , p (27)
dTi ui − b + 1 ≤ ηi, i = 1, · · · , p (28)
−ξi ≤ QTi ui − w ≤ ξi, i = p + 1, · · · , p + q (29)
dTi ui + b + 1 ≤ ηi, i = p + 1, · · · , p + q (30)
ξ, η, u ≥ 0. (31)
In order to get the solutions to the above problem (26)-(31), we derive its dual problem. The Lagrangian of
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problem (26) ∼ (31) is
L(w, b, u, ξ, η, α, β, r, s, t, v) =
1
2
∥∥∥w∥∥∥2 +C
p+q∑
i=1
((
n∑
j=1
ξi j ) + ηi) +
p+q∑
i=1
αTi (Q
T
i ui + yiw − ξi)
−
p+q∑
i=1
βTi (Q
T
i ui + yiw + ξi) +
p+q∑
i=1
ri(dTi ui − yib + 1 − ηi) −
p+q∑
i=1
vTi ui −
p+q∑
i=1
sTi ξi −
p+q∑
i=1
tiηi. (32)
According to the KKT condition ([13]), we have
∂L
∂w
= w +
p+q∑
i=1
yi(αi − βi) = 0; ∂L
∂b
= −
p+q∑
i=1
yiri = 0; (33)
∂L
∂ui
= Qi(αi − βi) + ridi − vi = 0; ∂L
∂ξi
= Ce − αi − βi − si = 0; (34)
∂L
∂ξi
= C − ri − ti = 0; αi, βi, si ≥ 0; ri, ti ≥ 0; vi ≥ 0, (35)
and
αTi (Q
T
i ui + yiw − ξi) = 0, βTi (QTi ui + yiw + ξi) = 0, (36)
ri(dTi ui − yib + 1 − ηi) = 0, sTi ξi = 0, tiηi = 0, vTi ui = 0. (37)
where αi, βi, si, ri, ti, vi are lagrangian multipliers. Based on the above KKT system, it is easy to get the dual problem:
max
α,β,r
p+q∑
i=1
ri − 12
p+q∑
i=1
p+q∑
j=1
yiy j(αi − βi)T(α j − β j) (38)
s.t.
p+q∑
i=1
yiri = 0 (39)
Qi(αi − βi) + ridi ≥ 0, i = 1, · · · , p + q (40)
0 ≤ αi + βi ≤ Ce, i = 1, · · · , p + q (41)
0 ≤ ri ≤ C, i = 1, · · · , p + q (42)
αi, βi ≥ 0, i = 1, · · · , p + q (43)
where r = (r1, · · · , rp+q)T , α = (αT1 , · · · , αTp+q)T, β = (βT1 , · · · , βTp+q)T, αi, βi ∈ Rn, i = 1, · · · , p + q and e is a vector of
ones in Rn.
Suppose that (α∗, β∗, r∗) is the solution to the dual problem (38) ∼ (43), by the KKT conditions, the solution
(w∗, b∗) of the primal problem (26) ∼ (31) w.r.t (w, b) can be obtained as follows:
w∗ = −
p+q∑
j=1
y j(α∗j − β∗j), b∗ = yi(1 + dTi u∗i ), (44)
where u∗i can be obtained by solving Q
T
i ui + yiw
∗ = 0 for a component index i such that 0 < α∗i + β
∗
i < C , 0 < r
∗
i < C.
Once the optimal solution (w∗, b∗) is obtained, the separating hyperplan g(x) = (w∗ · x) + b∗ = 0 can be easily
constructed. Thus the following knowledge-based linear algorithm is constructed.
Algorithm 1. (Knowledge-based linear Support Vector Classiﬁcation)
1. Input the training data set T = {(X1, y1), · · · , (Xp, yp), (Xp+1, yp+1), · · · , (Xp+q, yp+q)}, where y1 = · · · = yp =
1, yp+1 = · · · = yp+q = −1, and Xi = {x|Qix ≤ di}, i = 1, 2, ..., p + q;
2. Choose an appropriate penalty parameter C > 0;
3. Construct and solve the convex quadratic programming problem (38) ∼ (43), obtaining a solution α∗, β∗, r∗;
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4. Select an component index i such that 0 < α∗i + β
∗
i < C and 0 < r
∗
i < C, and compute w
∗ = −
p+q∑
j=1
y j(α∗j − β∗j) and
b∗ = yi(1 + dTi u
∗
i ), where u
∗
i is obtained by solving Q
T
i ui + yiw
∗ = 0.
5. Construct the decision function f (x) = sgn(g(x)), where g(x) = (w∗ · x) + b∗.
3. Knowledge-based Non-linear Support Vector Classiﬁer
Corresponding to the knowledge-based linear classiﬁer, the nonlinear classiﬁer can also be established by em-
ploying the ”kernel trick”. Introducing the transformation x = Φ(x) : Rn → H and the kernel function K(x, x′) =
(Φ(x) · Φ(x′)), we need to ﬁnd the separating hyperplane (w · x) + b = 0.
Now the key point is to deal with the constraint in x-spaceH
(w · x) + b ≥ 1, for x ∈ X = {x = Φ(x)|x ∈ {x|Qx ≤ d, x ∈ Rn}}. (45)
First, a random sample set of input set {x1, x2, · · · , xm} are taken from the knowledge sets X1, · · · ,Xl, and make the
following two approximation assumptions:
(i) Any x = Φ(x) in x-spaceH can be expressed as
Φ(x) = A˜Tz (46)
where z = (z1, · · · , zm)T, and
A˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Φ(x1)T
· · ·
Φ(xm)T
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (47)
(ii) Any polyhedron X = {Φ(x)|x ∈ {x|Qx ≤ d, x ∈ Rn}} with
Q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
qT1· · ·
qTl
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
in x-spaceH can be expressed as
X = {Φ(x)|Q˜Φ(x) ≤ d}, (48)
where
Q˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Φ(q1)T
· · ·
Φ(ql)T
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ .
The above assumption (i) is similar to the trick used in [14]. Now, we try to explain the assumption (ii). If the
kernel function K(x, x′) = (x · x′), then
Q˜Φ(x) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Φ(q1)T
· · ·
Φ(ql)T
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠Φ(x) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
K(q1, x)
· · ·
K(ql, x)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = Qx.
So, the set X given by (48) is equivalent to the set X deﬁned by (45), when K(x, x′) = (x · x′).
According to the above two assumptions, the set X can be written as
X = {Φ(x) = A˜Tz|K˜z ≤ d}, (49)
where
K˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Φ(q1)T
· · ·
Φ(ql)T
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (Φ(x1), · · · ,Φ(xm)) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
K(q1, x1) · · · K(q1, xm)
· · · · · · · · ·
K(ql, x1) · · · K(ql, xm)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (50)
5
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Now let us return to the constraint (45). From (46), (47) and (49), it can be written as the constraint in x-spaceH :
(w · x) + b ≥ 1, for x ∈ {Φ(x) = A˜Tz|z ∈ {z|K˜z ≤ d}},
or the constraint in z-space:
(A˜w · z) + b ≥ 1, for z ∈ {z|K˜z ≤ d}, (51)
since (w · A˜Tz) = (A˜w · z), where A˜w is considered as a vector in z-space, A˜ and K˜ are given by (47) and (50)
respectively.
By Theorem 1 and the equivalence between (45) and (51), the primal problem can be obtained from problem (26)
∼ (31) by replacing w by w, Qi and w by K˜i and A˜w respectively:
min
w,b,u,ξ,η
1
2
∥∥∥w∥∥∥2 +C
p+q∑
i=1
((
n∑
j=1
ξi j ) + ηi) (52)
s.t. −ξi ≤ K˜Ti ui + A˜w ≤ ξi, i = 1, · · · , p (53)
dTi ui − b + 1 ≤ ηi, i = 1, · · · , p (54)
−ξi ≤ K˜Ti ui − A˜w ≤ ξi, i = p + 1, · · · , p + q (55)
dTi ui + b + 1 ≤ ηi, i = p + 1, · · · , p + q (56)
ξ, η, u ≥ 0. (57)
where A˜ is given by (47) and K˜i is deﬁned by
K˜i =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
K(qi1, x1) · · · K(qi1, xm)· · · · · · · · ·
K(qil, x1) · · · K(qil, xm)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ .
Its dual problem is
max
α,β,r
p+q∑
i=1
ri − 12
p+q∑
i=1
p+q∑
j=1
yiy j(αi − βi)TH˜(α j − β j) (58)
s.t.
p∑
i=1
ri −
p+q∑
i=p+1
ri = 0 (59)
K˜i(αi − βi) + ridi ≥ 0, i = 1, · · · , p + q (60)
0 ≤ αi + βi ≤ Ce, i = 1, · · · , p + q (61)
0 ≤ ri ≤ C, i = 1, · · · , p + q (62)
αi, βi ≥ 0, i = 1, · · · , p + q (63)
where r = (r1, · · · , rp+q)T , α = (αT1 , · · · , αTp+q)T, β = (βT1 , · · · , βTp+q)T, αi, βi ∈ Rm, i = 1, · · · , p + q, e is a vector of
ones in Rm, and
H˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
K(x1, x1) · · · K(xm, xm)
· · · · · · · · ·
K(xm, x1) · · · K(xm, xm)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ .
Suppose that (α∗, β∗, r∗) is the solution to the dual problem (58) ∼ (63), then the solution (w∗, b∗) of the primal
problem (52) ∼ (57) w.r.t. (w, b) can be obtained by
w∗ = −
p+q∑
j=1
y jA˜T(α∗j − β∗j), b∗ = yi(1 + dTi u∗i ), (64)
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where u∗i can be obtained by solving K˜
T
i ui + yiA˜w
∗ = 0 for a component index i such that 0 < α∗i + β
∗
i < C and
0 < r∗i < C.
Once the optimal solution (w∗, b∗) is obtained, the separating hyperplane g(x) = (w∗ · x) + b∗ = 0 can be easily
constructed.Thus the following knowledge-based nonlinear algorithm is constructed.
Algorithm 2. (Knowledge-based nonlinear Support Vector Classiﬁcation)
1. Given a training data set T = {(X1, y1), · · · , (Xp, yp), (Xp+1, yp+1), · · · , (Xp+q, yp+q)}, where y1 = · · · = yp =
1, yp+1 = · · · = yp+q = −1, and Xi = {x|Qix ≤ di}, i = 1, 2, ..., p + q.
2. Choose an appropriate kernel and a trade-oﬀ parameter C > 0;
3. Construct and solve the convex quadratic programming problem (58) ∼ (63), obtaining the solution α∗, β∗, r∗.
4. Select an component index i such that 0 < α∗i + β
∗
i < C and 0 < r
∗
i < C, and compute b
∗ = yi(1 + dTi u
∗
i ), where
u∗i is obtained by solving K˜i
Tui − yi
p+q∑
j=1
y jH˜(α∗j − β∗j) = 0 .
5. Construct the decision function f (x) = sgn(g(x)), where g(x) = −
p+q∑
i=1
m∑
j=1
yi(α∗i j − β∗i j)K(x j, x) + b∗.
4. Numerical testing
The dataset used in our numerical testing is the Wisconsin Prognostic Breast Cancer Database. Each input points
consists of 30 nuclear features plus diameter of excised tumor (feature 31) and number of positive lymph nodes
(feature 32). There are 110 points corresponding to 41 patients whose cancer had recurred (positive class) in less than
60 months and 69 patients whose cancer had not recurred (negative class) in less than 60 months.
The knowledge are the following rules used by doctors ([15]): If the value of feature 31 is not less than 5 and the
value of feature 32 is not less than 34, then this input point belongs to the positive class; If the value of feature 31 equals
to 0 and the value of feature 32 is not greater than 1.9, then this input point belongs to the negative class. Since this
rules depend on two features (31 and 32) only, it is easy to transform them into two knowledge sets:Xi = {x|Qix ≤ di},
i = 1, 2, where
Q1 =
( −1 0
0 −1
)
, d1 =
( −5
−34
)
,Q2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1 0
1 0
0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ , d2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
1.9
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ .
Note that if the rules described above are used directly as a classiﬁer by themselves, the classiﬁcation accuracy
would be 20%. Hence, these rules are not very useful in practice. However, using our linear KBSVC the classiﬁcation
accuracy achieved 68%. This result is remarkable and shows that our method is eﬀective in solving the classiﬁcation
with prior knowledge.
5. Conclusions
For solving the classiﬁcation problems with prior knowledge, the new KBSVCs are proposed elegantly in this pa-
per. By prime-dual theorem, we convert the prior knowledge into linear inequalities and add them into the optimization
problem of C-SVC. Correspondingly, the linear and nonlinear KBSVC are constructed. The main contribution is that
our new models are based on the standard SVC. So we believe that they can preserve the performance of the standard
SVC.
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