In this study, we describe a morphological biomarker that detects multiple discrete subpopulations (or "age-states") at several chronological ages in a population of nematodes (Caenorhabditis elegans). We determined the frequencies of three healthy adult states and the timing of the transitions between them across the lifespan. We used short-lived and long-lived strains to confirm the general applicability of the state classifier and to monitor state progression. This exploration revealed healthy and unhealthy states, the former being favored in long-lived strains and the latter showing delayed onset. Short-lived strains rapidly transitioned through the putative healthy state. We previously found that age-matched animals in different age-states have distinct transcriptome profiles. We isolated animals at the beginning and end of each identified state and performed microarray analysis (principal component analysis, relative sample to sample distance measurements, and gene set enrichment analysis). In some comparisons, chronologically identical individuals were farther apart than morphologically identical individuals isolated on different days. The age-state biomarker allowed assessment of aging in a novel manner, complementary to chronological age progression. We found hsp70 and some small heat shock protein genes are expressed later in adulthood, consistent with the proteostasis collapse model.
Aging in Caenorhabditis elegans has been characterized chiefly by lifespan measurements, beginning with the establishment of a reliable method by Klass (1) , focusing on the genetic control of the onset of death. Klass demonstrated that lifespan was malleable, under controlled laboratory conditions. This fundamental discovery served as the foundation for genetic analysis of lifespan mutants (2) and isolation of long-lived strains (3) . A single gene mutation, exemplified by age-1, can be sufficient to cause an increase in lifespan (4) (5) (6) . The dauer pathway yielded a particularly long-lived mutant, daf-2 (7), and other lifespan-altered strains (8) . The dauer phenotype provided a more efficient screening platform than lifespan, allowing the cloning of the genes encoding daf-2 (9) and daf-16 (10) . The three examples above were the first lifespan-influencing genes identified, and all function in the insulin/insulin-like growth factor signaling pathway. In the ensuing decades, follow-up studies have identified hundreds of genes that can influence lifespan, most of which have human homologs (11, 12) .
Behavioral changes and molecular biomarkers specific for early phases of aging, prior to death, are known. Age affects the rate of defecation, pharynx pumping, and nature of movements (13) (14) (15) , revealing discrete periods of functionality and nonfunctionality, around the time of reproduction. Thermotolerance is a useful agingassociated trait (16) that led to the discovery and characterization of the first molecular aging biomarker, small heat shock protein (sHSP) promoter activity. The promoter for hsp-16.2 gene has been developed into a robust, quantitative aging biomarker (17, 18) . Chaperone activity appears to be a systemic modulator of healthy organismal aging, as it is subject to tissue to tissue communication and plays an obligate role in proteostasis (19) . Organismal aging has been discussed in this systemic context, in an excellent recent review (20) .
The molecular changes correlating with aging may reflect an adaptive stress response (21) . The transcription factor HSF-1 (22) is required for extended lifespan (23) , mediating the expression of sHSPs (24) and other aging-associated proteins (25) , including autophagy proteins (26) . Chaperones of the sHSP family are differentially expressed in several long-lived strains, suggesting they play a direct role in response to the stresses of normal aging (27, 28) . Rea et al. (17) and Mendenhall et al. (18) have demonstrated that induction of hsp-16.2 promoter activity, early in adulthood, correlates with a protective effect-lifespan increases in proportion with levels of GFP transgene expression. Numerous other hsf-1 target genes have been found to be differentially expressed with increasing age, in microarray studies focusing on the role of other transcription factors: daf-16 (29) , skn-1 (30) , and elt-4/5/6 (31) , revealing a large diversity of hsf-1 responsive aging genes.
We previously carried out transcriptome profiling of aging in fem-1 animals, grown in the absence of progeny, to assess the relative level of expression of adult genes in middle age (32) . Using a comparative imaging assay, combined with a machine classifier approach, we developed a phenotypic aging biomarker (33) . The classifier allowed calculation of the physiological age of individual C. elegans from brightfield images of their pharynx terminal bulb region. Sorted age score distribution revealed several plateaus, suggesting a step-wise progression of individuals through the aging process. The plateaus of age scores suggest relatively stable, healthy aging phases. We used the age score biomarker to separate chronologically identical individuals into distinct groups and found significant transcriptome changes were evident for those phenotypically different individuals (32) . Notably, differential expression of proteostasis effector proteins, specifically sHSP chaperones and ubiquitin-mediated proteolysis adapters, was found to occur in the isolated phenotypic states.
In the current report, we further characterized the phenotype of pharynx terminal bulb and surrounding tissues, throughout the healthy lifespan of adult C. elegans. We used an expanded feature set to refine our age score classifier and found an additional age score plateau in middle age. We then developed an age-state classifier by training with images from five age plateaus, rather than using chronological age groups. Linear discriminant analysis (LDA) predicted a similar number of observable age-states but did not suggest additional phenotypes. We compared the relative abundance of each age-state during the aging of normal, short-, and long-lived strains, revealing a healthy state that is elongated in long-lived strains. We further characterized the phenotypically distinct individuals, by a microarray survey of the entire adult lifespan. We used a novel sampling scheme enabled by our morphological biomarker. We sampled "transition days," when two equally abundant age-state phenotypes are found. Transcriptomes were determined for the isolated groups of animals, providing two "time points" for each chronological day of isolation. Principal components analysis (PCA) showed that transcriptome state reflects the morphological age-state of those cohorts. Distance measurements confirmed that chronologically identical individuals can be reliably assigned to young and old subgroups by the age-state biomarker. Our findings also support the "proteostasis collapse" model of aging (22) as evidenced by the timing of expression of sHSP genes during adulthood.
Materials and Methods

Strains Used in This Study
We used the C. elegans strain BA17: fem-1(hc17) throughout this study, unless otherwise noted. Other strains were previously described: CY303: fem-1(hc17), eat-2(ad465) (33); CF1844: fem-1(hc17), daf-2(mu150); rrm-3(b26) (34); HT1890: daf-16(mgDf50), daf-2(e1370) (35) ; TJ119: recombinant inbred Bristol/Bergerac hybrid with altered lifespan: 12.3 days. Some strains were provided by the Caenorhabditis Genetics Center (CGC), which is funded by NIH Office of Research Infrastructure Programs (P40 OD010440).
Strain Propagation
"Stock" plates-3 young adult worms were transferred to a 6-cm NGM agar plate, spotted with OP50 strain of Escherichia coli as the food source, and allowed to grow for 7 days at 15°C. Plates then contained a layer of 300-500 eggs on the remaining food, as well as individuals representing all stages of development. New "stock" were then propagated, as above.
Timed Egglay
Five adults collected from the "stock" plates were allowed to lay eggs on a fresh NGM plate at non-permissive temperature, 25°C, for the production of progeny. Typically, three or more plates were used per experiment. Adults were removed after 4 hours. Eggs were counted and plates containing more than 100 eggs were noted. After 48 hours, L4 animals were transferred to fresh plates to avoid depletion of the bacterial lawn.
Synchronized L1
Hatchlings were generated as in Frand et al (36) . Stock plates (above) were washed three times with 1,200 µL M9 buffer. Washes were examined and discarded. If any eggs were present in the third wash, the plate was not used further. To allow hatching, the plates were placed at 25°C for 4 hours. L1 hatchlings were collected by a final 1,200 µL wash and brief centrifugation (800 rcf for 1 minute), carefully resuspended in 200 µL of fresh M9, and 40-80 individuals were plated on NGM agar seeded with OP50. These individuals were considered 12 hours older than the eggs derived from "timed egglay," above.
Strain Comparison Aging Method
Short-lived strains, TJ119 and HT1080, were obtained from the CGC (University of Minnesota, Minneapolis, MN). Long-lived strains: CY303 strain was obtained from freezer stocks; CF1844 was obtained from the CGC. Animals were synchronized by timed egglay and propagated at 20°C until L4 stage, to avoid formation of dauer larvae. Animals were transferred to 25°C on Day 0 of adulthood and refed every 4 days until the conclusion of the experiment.
Image Acquisition
Animals were anesthetized with 0.2% sodium azide made fresh from a 1% stock (100 mg solid dissolved in 10 mL water, stored in a foilwrapped 15-mL tube) diluted with M9 buffer. A 2% agarose pad that had been incubated with 25 µL 0.2% azide (in M9), under a No. 1 coverslip for at least 15 minutes, was readied for mounting by removing the coverslip and drying excess buffer with the corner of a Kimwipe tissue. A 7.5-µL puddle of 0.2% azide was placed on the pad and 15 individual worms were collected from a synchronized population. The coverslip was replaced on top of the puddle until the "sandwich" was without bubbles. Animals were incubated between 10 minutes and 1 hour before imaging. The worm layout was assessed with a 4× objective and the worms were each imaged once under 60× objective (NA 1.4). The pharynx terminal bulb was centered on the eyepiece reticle. Animals from a given cohort (one plate) were imaged and the images stored as a stack using OpenLab software. Regions of interest (ROIs), 300 × 300 pixels, centered on the grinder, were extracted from each layer of the stack of images using a macro in FIJI (Fiji Is Just ImageJ). Exact positions of the ROIs within each layer were saved as a .zip file along with the resulting Tag Image File Format (TIFF) images of the ROIs. WND-CHARM. fit files (37) were generated for all images, from the command line implementation (38) .
Training Age Score and Age-State Classifiers Aging time course preparation Synchronized egglays (t = 0 hours) and/or L1 hatchlings (t = 12 hours) were plated on NGM plates. Plates were placed in a 25°C incubator and monitored every day for 2 weeks, to prevent food deprivation, starvation, or breakthrough progeny outgrowth. All individuals from a given plate were imaged on a single day, Day 0 (48-60 hours) through Day 12 (336-348 hours).
Classifier training
We used the scheme described in Johnston et al. (33) . Images from Day 0, Day 2, Day 4, Day 6, Day 8, Day 10, and Day 12 (seven classes, >100 images/class) were converted into feature vectors via command line implementation of WND-CHARM. Features were weighted to maximize differences between classes and minimize differences within classes, thus generating a trained "age classifier." We evaluated the classifier with the remaining images from each class above.
Image testing/evaluation
We performed 100 train/test splits (trials of classification) to evaluate the stability of each images' determined age scores. A Gaussian kernel was used to generate frequency data for the resultant age scores, as in Figure 1A . Maximum frequency values were identified and recorded. Two-thirds maximum values were used to determine the upper and lower boundary ages for state bins; bin widths are overlaid on the frequency plot in Figure 1A . Images with an age score falling within a bin were used to train a state classifier. For each image, the WND-CHARM long feature set was calculated and stored as a .fit file. We used the 64 images closest to each predicted state value (minimum distance to the class centroid) as an idealized state classifier.
Morphological Biomarker Cluster Analysis
The chronological (state-agnostic) image dataset was compiled from C. elegans pharynx images of 3,523 unique animals (see Figure 1B ordinate for number of trials and total number of images used). For each image, the WND-CHARM long feature set was calculated. The feature space was projected to an orthogonal 12-dimensional space using LDS (Scikit-Learn Implementation) with dimensions maximizing the separation between the 13 classes. The feature space was further reduced to two dimensions by filtering out dimensions whose features had a Spearman correlation coefficient with ground truth chronological age less than 0.27.
Animal Sorting and Real-Time Classification
Synchronized animals were obtained from the same plate(s), anesthetized, and imaged. A real-time classifier scored each animal's age-state, guiding the sorting into collection tubes appropriate to the transition day being scored, for example, most Day 1 adults are either State 0 or State 1, as seen in Figure 2 . The image acquisition procedure was slightly modified to enhance throughput, as follows: three slides were mounted with two individuals each and allowed to "cure" for 10 minutes while mounting an additional two groups of three slides each. After the third group was mounted, imaging and processing of the first batch of six worms commenced. An Openlab stack was saved and processed in Fiji to produce six ROIs, one for each worm. An Automator script was used to copy the ROIs onto a remote server where the age and state scores were calculated via Pychrm (an implementation of our WND-CHRM algorithm) and the resulting log of state "score" displayed. Scores were evaluated and individuals picked from the agarose pad into chilled M9 buffer. Pads were reused and groups of three slides were remounted and imaged until at least 100 worms were sorted during each run. Collection tubes were centrifuged at 800 rcf for 1 minute and all buffer was removed; the process was monitored under a dissecting microscope to avoid sample loss. Animals were frozen as a "dry" pellet at −80°C for storage until RNA preparation.
RNA Preparation
Worm pellets were resuspended in 250 µL buffer RLT (Qiagen RNeasy MiniKit) and transferred to BeadBug tubes (2.0 mL capacity with 0.5-mm Zirconium beads, triple-pure, Sigma-Aldrich) and lysed via Precellys vortex/centrifuge. We used three cycles of 6,000 rpm × 30 seconds program, with 2-minute rest between each cycle. Supernatant was collected, beads were washed with 150 µL of fresh RLT, and the consolidated supernatants were processed via RNeasy columns. Total RNA was eluted into 40 µL of water. Purity and amount of RNA in each sample was assessed with Nanodrop readings. Amounts were confirmed and a RIN value was determined with Agilent Bioanalyzer.
Microarray Probes and Hybridization
RNA was labeled and hybridized to Agilent 4x44k arrays. The arrays were washed and scanned as described in Eckley et al. (32) .
cDNA Generation
Five hundred nanograms of total RNA was used to generate cDNA. Random hexamer primed reverse transcription reaction was set up according to manufacturer's instructions (Thermo Fisher Scientific) and carried out in a Thermal Cycler, 10 minutes at 25°C, 30 minutes at 50°C, and 5 minutes at 85°C. Each 20 µL reverse transcriptase reaction was diluted in 280 µL water, divided into three 100 µL aliquots, and stored at −80°C until quantitative PCR (qPCR) set up.
Quantitative PCR
Each primer (1.25 µL) of a gene-specific primer pair was aliquoted into rows of a 96-well MicroAmp plate (Applied Biosystems) and 10 µL of cDNA input was aliquoted into the columns; 12.5 µL of SYBR Green Master mix was added to all wells and the plate was gently centrifuged to ensure mixing, before loading into ABI 7300. An act-4 primer pair was included in each experiment and used as baseline for ΔΔCt comparison.
Microarray Analysis
Microarray data were analyzed with DIANE 6.0, a spreadsheetbased program derived from the SAS JMP7.0 system. Raw data were subjected to Z normalization as described previously (39) . We used Z scores for each gene (Agilent microarray platform, ~42,000 values representing C. elegans coding and noncoding RNA) to represent each sample type in PCA. Differential expression for the following comparisons (State 2-State 1, State 3-State 2, State 1, State 2, State 3, 1La-2e, and 2La-3e) was determined by Z-test, resulting in p value, false discovery rate, and Z ratio. Gene lists for the seven comparisons were assembled and are provided in Supplementary Material as a multisheet Excel file (40) . We considered all genes that were significantly changed in any comparison (1,768 unique loci, 4,571 microarray probes) for the sample to sample distance measurements. Figure 3A ). All sample Z scores were used as inputs.
Differentially Expressed Gene List Generation
Analysis of variance tests were used to eliminate genes with large variances within each comparison. Individual genes with p value ≤.05, absolute value of Z ratio ≥1.75, and false discovery rate ≤0.30 were considered significantly changed between the points of comparison. We determined gene changes from state to state (state change genes) by comparing expression in adjacent states: "2-1" represents the comparison of State 2 samples with State 1 samples, likewise, "3-2" compared State 3 samples with State 2 samples. We determined changes within separate states by comparing the early to the late samplesgenerating within state or "state-specific" lists. These comparisons evaluate the effect of chronological time across a "stable" phenotype, illuminating changes that may be necessary for state exit (upregulated genes) and those expected to be required for state maintenance (downregulated genes). We performed gene functional clustering for all changed genes-those found in any of the above comparisons (all changes), state change genes (2-1, 3-2, and both), and state-specific gene lists (1, 2, and 3). We used the Database for Annotation, Visualization and Integrated Discovery (DAVID, https://david.ncifcrf. gov/) to determine gene functional clusters, using the lowest stringency setting and an enrichment score cutoff of 1.00.
Sample to Sample Distance Measurements
Average pairwise distance measurements were made with the MATLAB toolbox function pdist utilizing the following metrics: Euclidean, Chebyshev, and Cosine. We made sample combinations to evaluate our novel state/day isolation scheme, either combining days or states, as follows: State 1 = 1 early + 1 late, State 2 = 2 early + 2 late, State 3 = 3 early + 3 late. Day 1 = 1 early, Day 3 = 1 late + 2 early, Day 8 = 2 late + 3 early, Day 12 = 3 late. We measured group to group, with comparisons between the beginning of State 1 and both Day 3 samples, the beginning of State 2 and both Day 8 samples, the end of State 2 and both Day 3 samples as well as the end of State 3 and both Day 8 samples. These four measures confirmed that agestate can distinguish between older and younger animals isolated from a single chronological age cohort.
Results
Aging States Common to Many Chronological Ages
We scored aging in the nematode C. elegans, imaging the pharynx terminal bulb, every other day through adult Day 12. Age scores were output from a trained machine classifier that weighted calculated features derived from the images, as described in detail (see "Materials and Methods") (32) . For this study, we have used an expanded feature set (2,919 measurements per image) that extends the pixel plane, resulting in better class separation (38) . We sorted age scores by seven known age bins (the classes) and plotted the frequencies of age scores for each class. Multiple peaks were observed for some days, for example, Days 2, 6, 8, 10, and 12 ( Figure 1A) . Notably, we could resolve State 3 and State 4 peaks for the first time (on Days 10 and 12). The multiple peaks result from a mixture of animals aging at different rates. We have described the stable subpopulations as age-states (32) . The extended feature set allowed the identification of a new age-state late in life.
To directly detect phenotypes of age-states, we reused the images identified above to train an age-state classifier. We set class boundaries for five states within the frequency plot ( Figure 1B) . To confirm the number of stable age-states, we employed a different statistical method, LDA, and applied it to many additional images. We imaged more synchronized groups, sampling adulthood twice as frequently as or previous studies (32, 33) . LDA used the complete feature set, whereas the state classifier weighted a small subset of the features (15%). The absence of sample weighting, applied to all images we collected, allowed a novel assessment of the aging data. After all image positions were plotted in the first two dimensions of LDA space, age-state centroids were overlaid on the projection ( Figure  1B) . We counted the number of animals within the boundaries and found the age-state model accounts for 72.9% of the animals, with 10.9% overlap between some states ( Figure 1C ). We also used state to state distances to determine the relative order of the predicted states in the LDA space. Table 1 summarizes the measurements within complete LDA space. The cluster dispersion measurements predict little overlap between the five states; dispersion is smaller than the difference between distances listed in each row. We conclude that age-states can be detected in two complementary analyses of our imaging data.
Timing of State Onset and Exit Is Reproducible
Identically aged animals lose functionality like fast movement, pharynx pumping, and egg laying unpredictably, resulting in a mixture of phenotypes (15) . We expected age-states to appear as mixtures, too. A histogram of the age-state frequency is presented in Figure 2A . We found two types of distributions of state frequency: peak and transition. The peak days clearly show a single, major age-state (Day 0-State 0; Day 2-State 1; Days 5-7-State 2; and Day 9-State 3). On transition days, no dominant phenotype could be identified. Transitions were found between peak days, representing the likely boundaries of the states, where two states were in equal abundance. Transition days at the end of States 0, 1, 2, and 3 were identified on Day 1, Day 3, Day 8, and Day 12, respectively (note that Day 10 and Day 11 also have equal number of State 3 and State 4 animals). Age-state progression appears to proceed sequentially and somewhat asynchronously, yet in an ordered manner during aging of fem-1 mutant animals. Transition days present a reproducible mixture of phenotypes within synchronized aging cohorts isolated on a single day. Physiological asynchrony in a population could be explained by the unique timing of each individual animal's age-state onset and exit.
State Progression in Lifespan Mutants
Our cross-sectional aging study design did not allow us to correlate the state frequency with remaining lifespan. Instead, we monitored age-state distribution in animals from short-and long-lived strains, on three of the predicted transition days ((T0_Day 1, T1_Day 3, and T2_Day 8, Figure 2B ). The most distinct states, State 1 and State 4, are presented for each strain. State 1 animals are fast-moving and appear to lay unfertilized oocytes, suggesting they are healthy, mature adults. We found an increase in the number of State 1 animals in the long-lived strains (fem-1(hc17); daf-2(mu150) and fem-1(hc17); eat-2(ad465)) and a marked decrease in the short-lived strains (daf-16(mgDf50) and TJ119), at the first two transitions. State 4 animals appear frail, moving only when prodded. We found the onset of State 4 was delayed in long-lived strains, requiring us to extend the time course to detect State 4 onset. In contrast, the onset of State 4 was accelerated in the short-lived strains, compared to the fem-1 strains (normal and long-lived). These findings highlight the applicability of the age-state biomarker to a variety of strains with different genetic backgrounds.
Transcriptomes Determined for Distinct States
To further characterize the age-states, we determined transcriptome profiles for animals isolated at the beginning and end of each state. We sorted chronologically identical animals on transition days at the boundaries of States 1, 2, and 3, resulting in six independent sample types (see Figure 3A legend insert).
Phenotype sorting allowed us to analyze aging over time in a novel manner, because chronological age pools were further differentiated and separated by age-state. The morphologically similar individuals near state onset and near state exit were termed early and late (eg, one early and one late individuals were isolated on Day 1 and Day 3, respectively). To map the relative quality and similarity of each preparation, we used PCA of Z scores derived from microarray hybridization intensities (as in ref. (32)). The sample groups were clustered together, in order by age, along PC2 axis ( Figure 3A ). State 2 late samples were the most dispersed group we observed, but fell into the range expected from our previous microarray samples, see Figure 3A legend insert: circles with filled diamonds (State 1 late Day 3) and circles with vertical stripes (State 2 early Day 3). We measured the relative pairwise distance between sample types to assess the relative pace of aging revealed by the age-state biomarker, presented in Figure 3B (Euclidean distances). We measured from fixed reference points before and after those transition days to determine if the isolated animals had aged at different rates. We found that State 1 Day 1 animals, an early reference, were closer to State 1 Day 3 than State 2 Day 3 animals ( Figure 3B) Figure 3B ). As expected, State 2 Day 8 animals also age slower than their chronological equals. We further evaluated the pace of aging between days (we recombined the sorted age-states on transition days) and between age-states (we combined different days from the beginning and end of each age-state). States appear to cover larger steps than days, as expected from their fewer number within the fixed interval we considered in this study. The mechanism of state to state change might be illuminated through gene set expression analysis, as we previously attempted (32) by comparing State 1 and State 2 samples isolated on Day 3 ( Figure 3A , circles with filled diamonds and vertical stripes). We combined state samples and compared all State 1 to all State 2 (comparison 2-1) assuming that transcriptome differences could identify candidate transcripts facilitating the transition out of State 1 and/or the conversion to State 2. A similar comparison was performed for State 2 and State 3 (dubbed 3-2) to assess the change to State 3. State change gene sets for 2-1 and 3-2 had an overlap of 203 individual genes (25.9%), 245 genes (31.3%) uniquely changed between State 1 to State 2, and 336 genes (42.9%) specific for the transition from State 2 to State 3.
Within state comparisons, for example, State 1 Day 1 versus State 1 Day 3, we evaluated similar animals that have not experienced a measurable phenotype change over time. We expected that downregulated, state-specific genes are probably playing a role in maintaining the current state, whereas upregulated transcripts would play a role to facilitate state progression. We looked for overlap between the 2-1 comparison and the State 1 upregulated genes and found 30 genes in common. We performed the same type of search for the progression to State 3 and found 48 genes. Of note, two hsp70 genes (C12C8.1 and F44E5.5) that are common to the gene sets we predicted would affect transition to State 2. The alpha crystallin domain (ACD) containing sHSP, hsp-12.6, was found in common for the sets involved in the transition to State 3.
sHSP Gene Expression Increases With Age
We evaluated the relative expression of all of the sHSP genes found in C. elegans' genome ( Figures 3C and Supplementary Figure S4) . We confirmed the microarray findings by qPCR analysis of the samples that were used to generate microarray probes (see Figures 3C ). We present sHSP encoding genes' relative expression by normalizing to the Day 1 value (State 1 early). We observed most sHSP genes are upregulated with age. The levels of hsp-12.6 mRNA appeared to increase later in life, suggesting this locus can be used to monitor aging directly.
Discussion
We imaged pharynx terminal bulb, with the grinder serving as our target area ((32, 33) , this study). We have not established the location of the aging signal within the individual images. It is possible that pharynx sarcopenia is the aspect of the images that define the states (41) . Although there is no apparent change in the structure of the intestinal-pharynx valve, a loss of foregut continuity is expected in older animals (14, 19, 25) , but any physical evidence remains elusive. The morphological biomarker we describe in this study may only be apparent in a non-visual space. The biomarker identifies several age-states, a measure possibly reflecting an individual's physiological age.
Healthy aging could follow a path through each of the identified states. Earlier state prevalence decreases with time, as later states increase (Figure 2 ). For example, the peak of State 2 is spread over 3 days (Days 5-7 ), yet the relative abundance of the adjacent states changes detectably and as predicted. State 1 decreases and State 3 increases over Day 5, Day 6, and Day 7. For the sharper peaksState 1 on Day 2 and State 3 on Day 9-the predicted progression of adjacent states is also observed. We probably have not observed the highest frequencies of the earliest and latest states, State 0 and State 4, because State 0 likely represents immature adult worms and State 4 represents unhealthy or frail adults, so that sample preparation at the time of onset (eg, State 0) and time of completion (eg, State 4) of those states was problematic. We chose not to include those states in the transcriptional characterization of state progression. Nevertheless, we found four chronological ages where we could identify and purify two distinct populations corresponding to age-states, from a single synchronized cohort. We extended our characterization of physiological age-states' transcriptome, compared to our earlier study (32) , and provided a catalog of age-states that we have imaged.
The morphological biomarker we describe here, age-state, could be used to estimate remaining lifespan. We investigated this idea previously and found that animals at one chronological age, even if in different states, did not have differences in remaining lifespan (33) . That observation may be an unavoidable consequence of experiment design: Individuals were isolated on a transition day (T1), where physiologically younger animals had occupied their state longer compared to the physiologically older animals. Those younger animals were more likely to transition to the older state, rendering them indistinguishable from the animals they were being compared with. A more informative comparison could be between individuals isolated early in two adjacent states. It is possible that the remaining lifespan and difference in time of isolation may not diverge in that proposed comparison. Recently, canalization of lifespan variation has been observed in a large study of temperature dependent aging (42) . Because we performed all of our experiments at 25°C to maintain sterility and limit the transcriptome to adult tissues, lifespan differences could be mitigated by the expected decrease in variation, as they described. We monitored age-state distribution in animals from short-and long-lived strains, compared them to fem-1 (Figure 2) , and found evidence for a common, healthy state (State 1) and an unhealthy state (State 4). Loss of fecundity occurs around Day 4 of adulthood and may influence the progression out of the healthy transcriptional state or the process of transitioning to State 2. A recent study of lifespan, examining the mechanism of hormesis induced by tomatidine administration (43) , demonstrated a correlation between lifespan extension and the relative abundance of State 1 animals. Proteostasis collapse has been described as a loss of an adult's response to heat shock and turnover of aggregation prone proteins (21) . ATP-independent chaperones contribute to proteostasis by aiding in the renaturation of misfolded and aggregated client proteins. The cycle of denaturation/renaturation of "client proteins" (misfolded proteins) requires multiple steps: first, coating with a sHSP "shell" (sequestration) and then exchange of HSP70 onto the sequestered client (44) . We observed that two hsp70 encoding loci, F44E5.5 and C12C8.1, are upregulated throughout the steps of aging (within age-states). We monitored the relative expression of ACD containing protein-encoding genes (sHSPs) to determine if levels correlate with the drop in chaperone activity that occurs with age (45). We found evidence for significant, detectable sHSP gene expression in late adulthood, as expected. sHSP levels are upregulated significantly in post-reproductive adults, correlating with a daf-2-dependent loss of proteostasis (45) . How might an increase in functional components mediate a loss of global function? A striking feature of sHSPs is their ability to form higher order oligomers that assemble into functional ensembles, ranging from spherical particles to sheet-like supramolecular assemblies (46) . Mutagenesis and biochemical characterization of sHSP dimerization has identified a conserved histidine residue that mediates interaction between individual subunits (47). Most sHSP also display an N-terminal extension of the ACD.
The extension is necessary for higher order interactions (homo-and hetero-tetramer formation) and chaperone activity. Recent crystal structure analysis has shown that N-termini can interact and provide a switch that allows for higher order multimerization of stable dimers (48) . These structural studies reveal an order of assembly that requires dimerization via the ACD to position N-termini that form the functional switch. An interesting difference between HSP-12 and HSP-16 sHSPs is the lack of N-terminal extension domain in the smaller family. We found hsp-12.6, predicted to lack the switch feature, based on the small number of residues upstream of the conserved ACD, was transcriptionally upregulated with increasing age. This timing of expression could allow hsp-12.6 protein-mediated titration of aging-induced hsp70, contributing to the decrease in protein turnover and increase in aggregation propensity observed for chaperones (44) .
Aging results in functional decline and ultimately death. Using biomarkers to evaluate aging could clarify some of the mechanisms controlling loss of health. Short-lived strains, resulting from manipulation of transcription factor levels (49), may provide a framework for investigating healthspan. An electrophoretic assay for fitness (50) has demonstrated that slowermoving individual animals have a measurable increase in advanced glycation end products and are less heat resistant than faster-moving individuals from the same cohort. Those functionally compromised, physiologically older animals display a reduced heat shock response, but relative levels of sHSP mRNA are increased compared to their counterparts, perhaps reflecting an unsuccessful attempt to restore chaperone function. We have observed a late-stage upregulation of hsp-12.6 transcript, encoding a protein likely compromised in its ability to form functional multimers, as outlined in the previous paragraph. We predict that maintenance of low levels of hsp-12.6, perhaps via RNAi, could produce longer-lived animals by delaying or modifying the extent of proteostasis collapse. The age-state biomarker-based sorting we performed here could be combined with assessment of biochemical markers of autophagy and ubiquitination to monitor physiological age of individuals undergoing a change in proteostasis later in life. Reversal or delay of a state change could indicate improved health. Reporter strains would then form the basis for a set of chemical and genetic screens to discover healthpromoting treatments.
Conclusions
Age-states can be directly evaluated with a machine classifier applied to DIC images of C. elegans pharynx terminal bulb. Multiple age-states can be identified in any cohort of genetically identical C. elegans of a given chronological age, using this morphological biomarker. A healthy early age-state is increased in duration in two long-lived strains, including a calorically restricted strain. A decrepit state shows early onset in two short-lived strains. Transcriptome profiles, determined from microarray analysis and distance measurements, confirm that older and younger individuals can be identified within a single synchronized population. State transitions are aging time points that can be monitored to assess the activity of interventions promoting healthy aging.
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