The relation between integrable systems and algebraic geometry is known since the XIXth century. The modern approach is to represent an integrable system as a Lax equation with spectral parameter. In this approach, the integrals of the system turn out to be the coefficients of the characteristic polynomial χ of the Lax matrix, and the solutions are expressed in terms of theta functions related to the curve χ = 0.
Introduction
It is well known that the majority of finite dimensional integrable systems can be written in the form
where L and A are matrices depending on the time t and additional parameter λ. The parameter λ is called a spectral parameter, and equation (1) is called a Lax equation with spectral parameter 1 . The possibility to write a system in the Lax form allows us to solve it explicitly by means of algebro-geometric technique. The algebro-geometric scheme of solving Lax equations can be briefly described as follows. Let us assume that the dependence on λ is polynomial. Then, with each matrix polynomial L, there is an associated algebraic curve
called the spectral curve. The Lax equation implies that this curve does not depend on time.
Consider the set SC of matrix polynomials having the same spectral curve C. For each L ∈ SC, there is an associated linear bundle over C. This bundle is obtained by considering for each point (λ, µ) ∈ C the kernel of the operator L(λ) − µE, where E stands for the identity matrix. In this way, we obtain a map from SC to the Jacobian variety of the spectral curve. The classical result is that this map linearizes the Lax flow. For details, see e.g. the reviews [3] [4] [5] , as well as references therein and Section 1.1 of the present paper.
The aim of our paper is to show that the possibility to write an integrable system in the Lax form, as well as the algebro-geometric technique related to this possibility, may also be applied to study qualitative features of the system.
In the last 30 years, there has been considerable interest in topology of singular Lagrangian fibrations associated to integrable systems [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . The generic structure of such fibrations is described by the classical Arnold-Liouville theorem which asserts that the phase space of an integrable system is almost everywhere foliated into invariant tori 2 . This description breaks down on the singular set, that is the subset of the phase space where the first integrals become dependent. Though the set of such points is of measure zero, these are singularities
Then for each ψ1, ψ2 ∈ C[µ, λ −1 ] we have {H ψ 1 , H ψ 2 } = 0, so that the space
is a Poisson-commutative subalgebra of the space of holomorphic functions on L J m (gl(n, C)). Moreover, F is an integrable system, which means that the space dF (L) = {dH(L) | H ∈ F } is maximal isotropic at almost every point L ∈ L J m (gl(n, C)), see [30] for the m = 1 case, in which this construction coincides with the so-called argument shift method, and [28, 29, 31] for the general case.
In order to relate the above definition of integrability with the classical one, let us consider the functions H jk (L) = Res λ=0 λ −1 Tr λ −j L(λ) k where 1 ≤ k ≤ n and 0 ≤ j < mk. It is claimed that the functions H jk Poisson commute and are independent almost everywhere. Among the Hamiltonians H jk , there are mn Casimir functions, and the number of the remaining functions equals 1 2 mn(n − 1), that is exactly one half of the dimension of a generic symplectic leaf. Therefore, Hamiltonian flows generated by each of the functions H jk are completely integrable in the Liouville sense 5 . Note that the functions H jk are "generators" of the family F , which means that each function H ψ ∈ F is a function of H jk 's.
For each H ψ ∈ F , the Hamiltonian flow corresponding to H ψ have the Lax form
where φ = ∂ψ/∂µ and ( . . . )+ denotes the sum of the terms of positive degree.
In the second part of the paper (Section 2), we prove that if the spectral curve C is nodal, then all singular points on SC are non-degenerate. Non-degenerate singularities of integrable systems are in a sense analogous to Morse singular points of smooth functions. In the complex case, all non-degenerate singularities of the same rank are locally symplectomorphic to each other. In the real case, each non-degenerate singularity can be represented as a product of three basic singularities: elliptic, hyperbolic, and focus-focus. In the same way, there are three kinds of nodal points of real algebraic curves: acnodes (isolated points in the real part of the curve), crunodes (double points in the real part), and nodes which do not belong to the real part. In the case when the system under consideration is real 6 , we show that acnodes, crunodes, and complex nodes in the spectral curve correspond to elliptic, hyperbolic, and focus-focus singularities respectively. Main results of this part are Theorems 4 and 5 (see Section 2.2).
Let us make one important remark. The Hamiltonians (3) and equations (4) may seem to be of a rather special form. Nevertheless, it turns out that almost all known finite-dimensional integrable systems can be written in this form (see [5] and references therein), so the construction discussed is quite universal. However, in order to obtain physically interesting examples, we need to pass to a certain subspace L ′ ⊂ L J m (gl(n, C)). There are many natural subspaces L ′ ⊂ L J m (gl(n, C)) which are Poisson manifolds, and if we pick those flows (4) which leave the subspace L ′ invariant, we obtain an integrable hierarchy 7 on L ′ . In this paper, we only consider the hierarchy F either on the whole space L J m (gl(n, C)), or on its real counterpart L J m (gl(n, R)). However, almost all of our results, in particular Theorems 4 and 5, can be extended to restricted systems in a more or less straightforward way. In particular, we claim that singularities of such classical integrable systems as Euler, Lagrange and Kovalevskaya tops, spherical pendulum, geodesic flow on ellipsoid etc., as well as their multidimensional generalizations, can be described using our approach. 6 We note that the real version of the integrable system F discussed above is constructed in exactly the same way. Its phase space is L J m (gl(n, R)) = m i=0 L i λ i | L i ∈ gl(n, R), Lm = J . The Hamiltonians are of the same form (3) where the polynomial ψ is real, and the corresponding Hamiltonian flows have the form (4) where φ is also real. For each L ∈ L J m (gl(n, R)), the associated spectral curve C(L) is a real algebraic curve, i.e. an affine algebraic curve over C endowed with an antiholomorphic involution (λ, µ) → (λ,μ). 7 For example, consider the subspace L ′ = L J m (so(n, R)) ⊂ L J m (gl(n, R)) which consists of those polynomials L(λ) which satisfy L(λ) t = −L(λ). As it is easy to see, the space L J m (so(n, R)) is invariant with respect to the flow (4) if and only if the polynomial φ is real and odd in the variable µ. Considering the flows (4) for all such polynomials φ, we obtain a completely integrable system on L J m (so(n, R)). In particular, taking m = 2 and n = 3, we obtain the Lagrange top [32] .
1 Singular spectral curves, generalized Jacobians, and convex polytopes
Description of the set SC
In this section, we assume that C is a nodal curve and describe the set SC defined by (5) . We note that the simplicity of the spectrum of the leading term J implies that the spectral curve C is necessarily reduced, i.e. its defining polynomial has no multiple factors. It is clear that the curve C should satisfy some additional assumptions in order for the set SC to be non-empty. Namely, let Cspec be the set of plane affine algebraic curves in with defining polynomial χ(λ, µ) satisfying
Clearly, for SC to be non-empty, we should have C ∈ Cspec. So, in what follows, we consider the set SC only for C ∈ Cspec.
First, assume that the spectral curve C is non-singular. The description of the set SC in this case is well-known. Namely, consider the Riemann surface X which is obtained from the spectral curve C by adding points at infinity. Let
The set SC carries the natural action of PGL(C, J) by conjugation. This action is free and preserves each of the flows (4). LetŜC = SC/PGL(C, J) . Then, as shown in [33] [34] [35] , there exists a biholomorphic mapΦ
where g is the genus of X, Θg−1 ⊂ Picg−1(X) is the theta divisor, and D∞ is the pole divisor of λ. Furthermore, the image of the flow (4) under the mapΦ is a linear flow given by
where ξ ∈ Picg+n−1(X), ω ∈ Ω 1 (X), and the cotangent space to Picg+n−1(X) is identified with the space Ω 1 (X) of holomorphic differentials on X.
The set SC itself has a structure of a holomorphic principal PGL(C, J)-bundle overŜC. The structure of this bundle is described in [36] . Let ∞1, . . . , ∞n be the poles of λ, and let X ′ be the curve obtained from X by identifying ∞1 ∼ · · · ∼ ∞n. Then there exists a biholomorphic map Φ :
where π is the natural projection Picg+n−1(X ′ ) → Picg+n−1(X). The projection π defines a principal bundle structure on Picg+n−1(X ′ ), and the following diagram commutes:
The image of the flow (4) under the map Φ is given by the same formula (6) where ω is now not necessarily holomorphic, but may have poles of the first order at points ∞1, . . . , ∞n.
The goal of this part of the paper is to extend these results to the case when the spectral curve is nodal and possibly reducible. Recall that a singular point (λ, µ) of a plane affine algebraic curve {λ, µ ∈ C 2 | p(λ, µ) = 0} is called a node, or an ordinary double point, if the Hessian d 2 p(λ, µ) is non-degenerate. A plane algebraic curve is called nodal if all its singular points are nodes. See Section 1.2 for details on nodal curves.
Let C be a nodal, possibly reducible curve, and let Sing C be the set of its nodes. Let L ∈ SC . As is well known (see [37] , Chapter 5.2), for all points (λ, µ) ∈ C \ Sing C, we have dim Ker (L(λ) − µE) = 1.
For any (λ, µ) ∈ Sing C, there are two possibilities:
This dichotomy gives rise to a natural stratification of SC. For L ∈ SC , let
where the union is disjoint in set-theoretical, not in topological sense. Stratification (7) is preserved by each of the flows (4) , that is all these flows leave S K C invariant for each K. Below, we give a geometric characterization of the sets S K C . Let XK be the curve which is obtained from C by adding points at infinity and blowing up at the points of K, and let X ′ K be the curve obtained from XK by identifying ∞1 ∼ · · · ∼ ∞n. Our first result is that S K C is biholomorhic to an open subset in the disjoint union of r copies of the generalized Jacobian of X ′ K where r is the number of integer points in a certain polytope constructed from the curve X The set of uniform multidegrees is non-empty and coincides with the set of integer points in the convex polytope
Let ∆K be the set of uniform multidegrees on X ′ K . Theorem 1. Assume that C ∈ Cspec is a nodal curve, and let K ⊂ Sing C. Then:
2. There exists a biholomorphic map
where ∆K is the set of uniform multidegrees on X Corollary 1.1. Assume that C ∈ Cspec is a nodal curve. Then:
1. The dimension of SC is equal to 1 2 mn(n − 1).
2. The number of irreducible components of SC is equal to the number of uniform multidegrees on the curve X ′ ∅ .
Proof. Assertion 1 is obvious. Assertion 2 is proved in Section 2.2.
The proof of Theorem 1 is given in Section 1.3. In Section 1.4, we consider an example. Namely, we take m = 1 and discuss the set S ∅ C when the spectral curve C is n straight lines in general position. In this case, the polytope (8) turns out to be the permutohedron Pn. It turns out that solutions of (4) corresponding to n! vertices of Pn lie in Borel subalgebras containing the centralizer of J. These solutions are linear combinations of exponents, which means that if d is a vertex of Pn, then Pic d (X ′ ∅ ) is completely contained in the image of Φ, i.e. the exceptional set Υ d is empty. For integer points in the interior of Pn, this is no longer so, and the solutions turn out to be rational functions of exponents.
Let us also defineŜ K C as the quotient of S K C by the PGL(C, J) action. We note that this action is no longer free, however there always exists a subgroup H ⊂ PGL(C, J) such that PGL(C, J)/H acts freely, and H acts trivially.
The following statement follows from Theorem 1.
Assume that C ∈ Cspec is a nodal curve, and that K ⊂ Sing C. Then:
where ∆K is the set of uniform multidegrees on 
We note that it is also possible to describe the set ∆K in terms of the curve XK itself. Let Y be a nodal curve, and let d a multidegree on
A condition equivalent to (9) first appeared in [38] . The term semistable multidegree is suggested in [39] .
As it is to see (see Proposition 1.27), we have
We note that the multidegree deg D∞ has a transparent description. If the defining polynomial of C is χ = χ1 · . . . · χ k , then deg D∞ = (degµ χ1, . . . , degµ χ k ).
Nodal curves and generalized Jacobians
The theory of generalized Jacobians is due to Rosenlicht [40, 41] , see also Serre [42] . In this section, we present an elementary exposition of this theory for nodal, possibly reducible, curves. We note that all the presented results are well-known, at least in the irreducible case. As for the reducible case, we were not able to find some statements in the literature, in particular, Proposition 1.11 concerning effective Weil divisors on reducible curves.
Notation
Meaning
, number of connected components of X/Σ 2 p = 0 at all points where dp = 0.
Below, we give a more abstract definition of nodal curves. Let X = X1 ⊔ . . . ⊔ Xr where r ≥ 1 be a disjoint union of connected Riemann surfaces, and let Σ = {P1, . . . , Pσ} be a finite set of pairwise disjoint 2-element subsets of X. Assume that Pi = {P 
is a meromorphic function on X which does not have poles at the points of supp(Σ).
Definition 2. The space X/Σ endowed with the described ring of meromorphic functions 8 is called a nodal curve.
Obviously, a plane nodal curve completed at infinity is a nodal curve. The converse is of course not true, i.e. not any nodal curve can be obtained in this way.
In what follows, we prefer to work with the non-singular curve X endowed with the set Σ rather than with the singular curve X/Σ. The terminology which we introduce below may seem to be non-standard, however it is quite convenient in the situation when we need to work with different singularizations of the same Riemann surface simultaneously. We also note that our approach to singular curves is rather close to the original approach of Rosenlicht.
Definition 3.
We say that a function on X is Σ-regular if it is meromorphic and takes same finite values at P ± i . Obviously, Σ-regular functions on X are in one-to-one correspondence with meromorphic functions on X/Σ. The ring of Σ-regular functions will be denoted by M(X, Σ):
where M(X) is the ring of functions meromorphic on X.
Definition 4.
A meromorphic differential ω on X is Σ-regular if all its poles are simple, contained in supp(Σ), and
We denote the space of Σ-regular differentials by Ω 1 (X, Σ).
Let us denote the arithmetic genus by g(X, Σ). We shall also use the notation g(X) for the geometric genus of X (that is the dimension of the space Ω 1 (X) of holomorphic differentials on X), c(X) for the number of connected components of X, or, which is the same, number of irreducible components of X/Σ, and c(X, Σ) for the number of connected components of X/Σ. These notations are summarized in Table 1 .
To count the arithmetic genus, we need the notion of the dual graph of a nodal curve. This graph has r = c(X) vertices and σ = |Σ| edges. The vertices v1, . . . , vr of this graph correspond to irreducible components X1, . . . , Xr, and the edges e1, . . . , eσ correspond to nodes P ± 1 , . . . , P ± σ : if P − i ∈ Xj , and P + i ∈ X k , then there is an oriented 9 edge going from vj to v k . 8 Formally speaking, to turn X/Σ into a complex analytic space, we should have described its structure sheaf. However, we do not need it. 9 Of course, if we rename P − i to P + i and vice versa, the orientation will be reversed. However, it is convenient to assume that the orientation is fixed.
We denote the dual graph of X/Σ by Γ(X, Σ) or, when it does not cause confusion, just Γ. We note that dim H0(Γ, C) = c(X, Σ) = dim H0(X/Σ, C).
With each ω ∈ Ω 1 (X, Σ), we associate a 1-chain in the dual graph:
Proof. This follows from condition (10).
The following is simple.
Proposition 1.2.
The mapping
2. The arithmetic genus of a nodal curve is given by
1.2.2 Generalized Jacobian of a nodal curve. Let us define the generalized Jacobian of X/Σ. As in the non-singular case, there is a natural mapping
given by
The image of this mapping is a lattice L(X, Σ) ⊂ Ω 1 (X, Σ) * called the period lattice.
Definition 6. The quotient
is called the generalized Jacobian of X/Σ.
Let us describe the structure of the generalized Jacobian. By Proposition 1.2, we have an exact sequence
where L(X) is the usual period lattice of X. The kernel of the mapping π * : L(X, Σ) → L(X) consists of integrals over cycles contractible in X, i.e. functionals ξ of the form
We get another exact sequence
Combining these two exact sequences, we get the following commutative diagram:
The columns and the two top rows of this diagram are exact, so the bottom row is exact as well. We conclude that the generalized Jacobian Jac(X, Σ) is the extension of the usual Jacobian Jac(X) by the group 
We denote the set of divisors of multidegree d by Div d (X).
The set of Σ-regular divisors of multidegree d will be denoted by Div d (X, Σ). The set of all Σ-regular divisors Div(X, Σ) =
Definition 8. Divisors of the form (f ) where f ∈ M * (X, Σ) will be called Σ-principal. Two Σ-regular divisors are Σ-linearly equivalent if their difference is a Σ-principal divisor.
We denote the space of Σ-principal divisors by PDiv(X, Σ). For two Σ-equivalent divisors, we write:
Let D be a Σ-regular divisor of multidegree 0. Then D can be written as
where D ± i are effective divisors on Xi, and deg
This integral is defined up to periods of ω, hence we obtain a map
which is the analogue of the usual Abel map. Proposition 1.3. The following diagram is commutative:
where the upper arrow is the natural inclusion, and A is the usual Abel map.
Proof. Obvious.
Abel theorem and generalized Picard group.
Let PDiv(X) be the group of principal divisors on X, and let D ∈ PDiv(X). Then we can find a meromorphic function f such that D = (f ). This function is defined up to a factor which is constant on each component of X. To each edge ei of the dual graph Γ(X, Σ) we assign a number
The numbers {ri} define a 1-cocycle on the dual graph. Since f is defined up to a locally constant factor, this cocycle is defined up to a coboundary. Therefore, to each principal divisor we can assign a cohomology class. Denote this class by R(D). We have a mapping
and an exact sequence
The following diagram commutes:
where ln * is the map induced by ln :
Proof. Let D = (f ) ∈ PDiv(X)∩Div(X, Σ). Choose a path γ joining ∞ and 0 on the Riemann sphere such that f −1 (γ) does not intersect supp(Σ). Let ω be a Σ-regular differential. Then Using diagrams (11) and (12), the diagram (13) is reduced to
where R, ln * , and Z * are isomorphisms. Therefore, AΣ is also an isomorphism. Proposition 1.6 (Abel-Jacobi theorem for nodal curves). The Abel map is an isomorphism between Pic0(X, Σ) and Jac(X, Σ).
Proof. By Proposition 1.5, the Abel map AΣ : Pic0(X, Σ) → Jac(X, Σ) is injective. Let us prove that it is surjective. Take x ∈ Jac(X, Σ). Then π * (x) ∈ Jac(X), and by the classical Abel-Jacobi theorem, there exists D ∈ Div0(X) such that A(D) = π * (x). As it is easy to see, D may be chosen to be Σ-regular. Then x − AΣ(D) ∈ Ker π * . As it is proved above, the Abel map is an isomorphism between (PDiv(X) ∩ Div(X, Σ))/PDiv(X) and Ker π * , so there exists
The variety Pic d (X, Σ) is thus a principal homogeneous space of the group Pic0(X, Σ) ≃ Jac(X, Σ)
for each multidegree d. In particular, Pic d (X, Σ) has a canonical affine structure and its tangent space at each point can be naturally identified with Ω 1 (X, Σ) * .
Partial normalizations and subcurves.
Let Λ ⊂ Σ. Then X/Λ is a partial normalization of the curve X/Σ. Each Σ-regular divisor is also a Λ-regular divisor, hence there is a natural inclusion map Div(X, Σ) → Div(X, Λ).
There exists a unique graded epimorphism π * Λ which makes the following diagram commutative:
where the upper arrow is the natural inclusion, and vertical arrows are natural projections.
The notation π * Λ reflects the fact that this map is backward with respect to the partial normalization map πΛ : X/Λ → X/Σ. Now, let us discuss subcurves. Let I = {i1, . . . , ip} ⊂ {1, . . . , c(X)}, and let
Let also ΣI = {{P
Proposition 1.8. There exists a unique epimorphism i * I which makes the following diagram commutative:
where the upper arrow is the natural restriction map, and vertical arrows are natural projections.
The notation i * I reflects the fact that this map is backward with respect to the natural inclusion map iI : XI /ΣI → X/Σ.
1.2.6
Riemann's inequality and effective divisors. Let D ∈ Div(X, Σ), and let
where ordP f is the order of f at the point P , and we set ordP f = ∞ if P ∈ Xi and f |X i ≡ 0. Obviously, the set L(D, Σ) is a vector space. Proposition 1.9 (Riemann's inequality for nodal curves). For each D ∈ Div(X, Σ), the following inequality holds
Let D and D ′ be Σ-linearly equivalent divisors. Then it easy to see that there exists an
. This allows us to define the set
However, if the curve is reducible, then it may happen that 
This result is due to Beauville [38] and Alexeev [39] . We will get a proof of this statement as a by-product of our further considerations.
Similarly to
as the set of those classes of divisors which are representable by effective divisors. Obviously, we have
Moreover, these two sets are equal for non-singular connected curves.
If we defineXi = Xi \ (Xi ∩ supp(Σ)), then the set E d (X, Σ) can be described as the image of the map (X1)
which maps a collection of points to the corresponding effective divisor. This description makes it obvious that E d (X, Σ) has a positive codimension in Pic d (X, Σ) if |d| < g(X, Σ). However, for reducible curves, the set E d (X, Σ) can have a positive codimension even if |d| ≥ g(X, Σ). This motivates us to give the following definition.
Definition 11. Let d be a multidegree of total degree g(X, Σ). We say that d is uniform if for each subcurve XI /ΣI ⊂ X/Σ we have |dI | ≥ g(XI , ΣI ).
We shall postpone the proof of this result until we have obtained several preliminary statements. Let us consider the following decomposition of the space L(D, Σ):
where
It is easy to see that if D and D
. Therefore, for each multi-degree d, we can define the sets
. We note that R d is empty for irreducible curves, while N d is empty for non-singular curves. Proof. Let Λ ⊂ Σ, S = supp(Σ \ Λ) and let DΛ = P ∈S P . Let also e(Λ)
, . . . , P ± ip , and let
Further, we have
so E e(Λ) (X, Λ) has positive codimension in Pic e(Λ) (X, Λ), which implies the proposition.
Let XI /ΣI ⊂ X/Σ be a subcurve. Taking I ′ = {1, . . . , c(X)} \ I, we obtain the complimentary subcurve X I ′ /Σ I ′ . Let us define the number κ(I) = |Σ| − |ΣI | − |Σ I ′ | which is equal to the geometric number of points in the intersection XI /ΣI ∩ X I ′ /Σ I ′ .
Definition 12. Let d be a multidegree. We say that d is R-semistable if for each proper non-empty subcurve XI /ΣI ⊂ X/Σ we have |dI | ≤ g(XI, ΣI ) − c(XI , ΣI ) + κ(I).
Proposition 1.14. Let d be a multidegree. Then
Proof. Assume that d is R-semistable. Let XI /ΣI ⊂ X/Σ be a subcurve, and let X I ′ /Σ I ′ be the complimentary subcurve. We have the following decomposition of the dual graph:
where κ = κ(I). Without loss of generality, we assume that P
, . . . , P + jκ ∈ XI , and P
, and let e(I) = dI − deg DI . We claim that
so E e(I) (XI , ΣI ) and N e(I) (XI , ΣI ) have positive codimension in Pic e(I) (XI , ΛI ), which implies that R d (X, Σ) has positive codimension in Pic d (X, Σ). Now, assume that d is not R-semistable. Then there exists a subcurve such that
so by Riemann's inequality there exists f = 0 such that f ∈ L(D |X I −DI , ΣI ). Take f = f for P ∈ XI , and
Proof of Proposition 1.10. Using the obvious formula
we show that if |d| = g(X, Σ)−c(X, Σ), then inequality (15) for a subcurve XI /ΣI is equivalent to inequality (16) for the complimentary subcurve X I ′ /Σ I ′ , and vice versa. So, for |d| = g(X, Σ) − c(X, Σ), the notions "semistable" and "R-semistable" coincide (cf. 
Therefore, without loss of generality, we may assume that X/Σ is connected. Let us show that uniform multidegrees on connected curves are R-semistable. Using (17), we get
Using uniformity condition, we have
We conclude that R d (X, Σ) has positive codimenion in Pic d (X, Σ). Since N d (X, Σ) also has positive codimension, and
Now, assume that d is not uniform. Then there exists a subcurve XI /ΣI such that |dI | < g(XI , ΣI ), so that the set E d I (XI , ΣI ) has positive codimension in Pic d I (XI , ΣI ). At the same time, we have an inclusion i *
, which proves that E d (X, Σ) has positive codimension in Pic d (X, Σ), and thus is not dense.
1.2.7
On more general curves. We can generalize the discussion of this section to a slightly more general class of curves which we call generalized nodal curves. Let X = X1 ⊔ . . . ⊔ X k be a disjoint union of connected Riemann surfaces, and let Σ = {P1, . . . , Pσ} be a set of pairwise disjoint finite subsets of X. A generalized nodal curve X/Σ is obtained from X by gluing points within each Pi to a single point. The ring of meromorphic functions is defined as
and Σ-regular differentials are those which are holomorphic outside supp(Σ) = P1 ∪ . . . ∪ Pσ and satisfy
ResP ω = 0 for each i. The study of such curves can be easily reduced to nodal curves. Assume that Pi = {P1, . . . , Ps}. Consider a Riemann sphere Y ≃ CP 1 with s marked points Q1, . . . , Qs. Let X ′ = X ⊔ Y , and let
The curve X ′ /Σ ′ is "equivalent" to X/Σ in the following sense: there are natural identifications
These identifications allow to reduce the study of X/Σ to X ′ /Σ ′ . Repeating this operation for each i such that |Pi| > 2, we obtain a nodal curve, which shows that all results of this section are true for generalized nodal curves as well. Proposition 1.15. The arithmetic genus of a generalized nodal curve is given by g(X, Σ) = g(X) + |supp(Σ)| − |Σ| + c(X, Σ) − c(X).
Proof of Theorem 1
1.3.1 Preliminaries. Let X be the non-singular compact model of C. Then λ and µ are meromorphic functions on X. Using the simplicity of the spectrum of J, we conclude that λ has exactly n simple poles on X. We denote these poles by ∞1, . . . , ∞n. Without loss of generality, we may assume that J = diag(j1, . . . , jn), and that µλ −m takes value ji at the point ∞i. We also define
∞i ∈ Divn(X), and X∞ = supp(D∞). Let us also consider the projection π : X \ X∞ → C given by P → (λ(P ), µ(P )), and let XS = π −1 (Sing C). Let also
Let us find the genus of X. Let (λ)R = P ∈X (multP λ − 1) be the ramification divisor of λ : X → CP 1 . The following is clear. Proposition 1.16. We have (λ)R = (∂χ/∂µ)0 − Ds where χ is the defining polynomial of the curve C, and ( . . . )0 denotes the divisor of zeros.
We conclude that
where ( . . . )∞ is the pole divisor. Further, from the condition C ∈ Cspec, we easily conclude that deg (∂χ/∂µ) ∞ = mn(n − 1), so, by Riemann-Hurwitz formula, we have
We shall work with two singularizations of X, namely the curves XK and X ′ K . In terms of Section 1.2, they are described as follows. LetK = Sing C \ K, and assume thatK = {P1, . . . , Pσ}. Then π −1 (Pi) consists of two points P
Proof. Use formula (18) and Proposition 1.15.
Construction of the map Φ. Let us construct a map Φ : S
Then the matrix L(λ(P )) − µ(P )E is finite and has one-dimensional kernel. In this way, we obtain a holomorphic mapping ψ : X0 → CP n−1 which maps P to Ker L(λ(P )) − µ(P )E. As it is easy to see, the mapping ψ can be uniquely extended to a holomorphic mapping defined on the whole X (see e.g. [27] , Proposition 8.2). Obviously, we have ψ(P ) ∈ Ker (L(λ(P )) − µ(P )E) for each P ∈ X \ X∞, and ψ(∞i) j = δ j i where δ j i is the Kronecker delta. Let α = (α1, . . . , αn) ∈ (C * ) n , and let
In other words, we define
, and set Dα = (hα)∞. We would like to fix α, and set Φ(L) = [Dα] Σ ′ for each L ∈ S K C . However, this is not possible, since the divisor Dα is not necessarily Σ ′ -regular. Nevertheless, for each L ∈ S K C we can find α such that Dα is Σ ′ -regular. The problem is that if we take distinct α, β ∈ (C * ) n , then Dα and D β are Σ-linearly equivalent, but not Σ ′ -linearly equivalent. Let us show how to overcome this difficulty.
Let α ∈ (C * ) n , and choose fα ∈ M * (X, Σ) such that fα(∞i) = αi. Then (fα) is a Σ ′ -regular divisor, and its Σ ′ -linear equivalence class does not depend on the choice of fα. 
Proof. Let
Then S K C = α Uα, and for each L ∈ Uα ∩ U β , we have Φα(L) = Φ β (L). In this way, we obtain a mapping Φ :
Multidegree count.
We have deg Φ(L) = deg Dα. To find the total degree of Dα, we use a standard trick (see [37] , Chapter 5.2). Let a ∈ C be a regular value of the function λ, and let λ −1 (a) = {P1, . . . , Pn}. Set r(a) = det 2 (hα(P1), . . . , hα(Pn)).
Then it is easy to see that r can be extended to a meromorphic function on the whole C. Clearly, we have deg (r)∞ = 2|deg (hα)∞| = 2|deg Dα|.
To count the poles of r, we count its zeros. As it is easy to see, it is possible to choose such α that L(λ) ∈ Uα, and the divisor λ * (Dα) does not intersect the divisor λ * ((∂χ/∂µ)0) where χ is the defining polynomial of C. Further, for the sake of simplicity, we shall assume that the curve C satisfies the following genericity assumption: for each a ∈ C, we have
This means that each line λ = a can contain either at most one node, or at most one simple ramification point. Furthermore, for all nodes of C, both tangents are non-vertical. It follows that the divisor (λ)a = (λ − a)0 can be of one of the following types:
Pi.
(λ)a = P
Pi, π(P ± ) ∈ K.
In all cases, the points P1, . . . , Pn−1, P + , P − are pairwise distinct, and π(Pi) / ∈ Sing (C).
Pi. Then r(a) = 0. Proof. Obvious. 
Pi where π(P ± ) ∈ K. Then a) the vectors hα(P + ) and hα(P − ) are linearly independent; b) r(a) = 0.
Proof. If we assume that hα(P + ) and hα(P − ) are linearly dependent, then we necessarily have hα(P + ) = hα(P − ). Take λ as a local coordinate near P + and P − . Differentiating
with respect to λ at P + and P − and subtracting the obtained equations, we get
Since the singular point π(P ± ) is nodal, we have dµ/dλ(P+) = dµ/dλ(P−), so La has a Jordan block, which contradicts the definition of the set K. This proves item a). Item b) obviously follows.
Pi where π(P ± ) ∈K. Then a) the matrix L(a) has a 2 × 2 Jordan block with eigenvalue µ(P + ) = µ(P − ), eigenvector hα(P + ) = hα(P − ), and generalized eigenvector (hα)
Proof. Since the geometric multiplicity of µ(P ± ) is equal to 1, we have hα(P + ) = hα(P − ), which implies equation (20) and hence item a). To prove item b), let b → a, then
. Considering Propositions 1.20 -1.22, we conclude with the following: Proposition 1.23. We have (r)0 = λ * ((λ)R + DΣ).
Using (18), we conclude that
Now, let us prove that deg Dα is uniform. Let XI /Σ ′ I be a subcurve of X/Σ ′ , and let q = deg λ |X I . Then |XI ∩ X∞| = q. Without loss of generality, we may assume that ∞1, . . . , ∞q ∈ XI . Let pr : C n → C q be a map given by pr(x 1 , . . . , x n ) = (x 1 , . . . , x q ). Let also a ∈ C be a regular value of the function λ. Then λ −1 (a) ∩ XI consists of q points P1, . . . , Pq. Set rI (a) = det 2 (pr(hα(P1)), . . . , pr(hα(Pq))).
We have rI (∞) = 0, so rI ≡ 0. Repeating the above arguments, we get
q.e.d.
Assume that dim L(Dα − D∞, Σ) > 0. Then the operator
must have an eigenvector gα ∈ L(Dα − D∞, Σ). Denote the corresponding eigenvalue by a. We have
where c1, . . . , cn ∈ C. As it is easy to see, the spectrum of pλ does not depend on the choice of α, so we can assume that supp(Dα) ∩ λ −1 (a) is empty. Then (21) implies that
Let us assume that genericity assumption (19) is satisfied, and hence (λ)a belongs to one of the four aforementioned types. Let us consider each of these types and show that (21) can not hold. The proof in the general case is analogous.
Pi. Then (22) implies that hα(P1), . . . , hα(Pn) are linearly dependent, which is not possible.
Let (λ)a = 2Pn−1+
n−2 i=1 Pi. Let z be a local coordinate near Pn−1. We have λ 
Let (λ)a = P
Pi where π(P ± ) ∈ K. In view of Proposition 1.21, this case is analogous to Case 1.
Pi where π(P ± ) ∈K. By (21), we have
Since gα ∈ M(X, Σ), we should have gα(P + ) = gα(P − ), so (22) and (23) imply that hα(P1), . . . , hα(Pn−2), hα(P + ), (hα)
′ λ (P−) are linearly dependent. This is impossible by item a) of Proposition 1.22.
On the other hand, we have 1
Now, let us proof that Φ is injective. Assume that L (1) = L (2) , and that Φ(L (1) ) = Φ(L (2) ). As it is easy to see, there exists α such that
. By Proposition 1.26, we have f = const, therefore
and using Proposition 1.25, we conclude that (h 
α ) i , and h
(1)
α . Consequently, for each a ∈ C, the matrices L (1) (a) and L (2) (a) have same eigenvalues and eigenvectors, and must coincide. Proof. This follows from the obvious formula
satisfied for any I ⊂ {1, . . . , c(X)}.
Let d be a uniform degree on X/Σ ′ . By Proposition 1.11, the set
Then, by Proposition 1.10, the set W dr (X, Σ) has positive codimension in Pic dr (X, Σ). Let
The set Pic 
Let a ∈ C be a regular value of λ, and let λ −1 (a) = {P1, . . . , Pn}. Let Proof. Arguments similar to that of Section 1.3.3 show that (r)0 ≥ λ * ((λ)R + DΣ), and that if at least one of Propositions 1.19 -1.22 does not hold, then this inequality must be strict.
Comparing degrees we conclude that (r)0 = λ * ((λ)R + DΣ), which proves the proposition.
Define matrices H(a) = (h j (Pi)) and M (a) = diag(µ(P1), . . . , µ(Pn)). Let
Then L(a) is meromorphic in a and satisfies (24) . Local analysis using Proposition 1.28 shows that L(a) does not have poles except for the pole at infinity, and that L(a) − bE has twodimensional kernel if and only if (a, b) ∈ K. Finally, the condition C ∈ Cspec implies that the pole at infinity is of order m and that the leading term is equal to J. Therefore, we have L ∈ S K C , and Φ(L) = ξ, q.e.d.
Linearization of flows.
Let us consider the solution curve of (4) and show that its image under the mapping Φ is given by (6) . The proof is similar to the non-singular case.
In a standard way, we show that hα satisfies
Let P1(t), . . . , Pg(t) be the poles of hα, and let Dα(t) = Pi(t). Then (25) implies that d dt
ResP i νω where ω is any meromorphic differential. Now, let ω ∈ Ω 1 (X, Σ ′ ). Then
Since ω ∈ Ω 1 (X, Σ ′ ), and ν ∈ M(X, Σ), the latter sum vanishes. At the same time, we have
Proposition 1.29. Flows (6) span the tangent space to Pic(X, Σ ′ ).
Proof. Let us consider a bilinear pairing
Res∞ i φω.
We need to show that the mapping C[µ,
or, which is the same, that the right radical of the form , ∞ is trivial. Let s = maxi ord∞ i ω.
and
Consider two cases.
1. If ji = 0 for each value of i, then (27) implies that Res∞ i λ s+1 ω = 0 for each i, which contradicts the choice of s.
2. If, say, j1 = 0, then (27) implies that Res∞ i λ s+1 ω = 0 for 2 ≤ i ≤ n. Therefore, according to our choice of s, we have Res∞ 1 λ s+1 ω = 0. At the same time, since s+1 ≥ 0, the differential λ s+1 ω may have poles only at ∞1, . . . , ∞n and points of supp(Σ), and
So we have a contradiction in both cases, which proves that µ j λ −k , ω ∞ = 0 for some nonnegative j, k, q.e.d. 
therefore S K C is a complex analytic manifold. The map Φ is bijective and linear in a coordinate chart induced by the C N action, so it is biholomorphic. Further, Proposition 1.29 implies that flows (4) span the tangent space to S K C , q.e.d.
Argument shift method and integer points in permutohedra
When m = 1, the space L J m (gl(n)) = {X + λJ | X ∈ gl(n)} can be naturally identified with gl(n). In this case, the integrable system F coincides with the system constructed by the so-called argument shift method 10 [30] . Let us assume that J = diag(j1, . . . , jn) and consider a curve C given by
where α1, . . . , αn ∈ C. We assume that the curve (28) is nodal which is equivalent to the condition that the lines l1, . . . , ln where li = {(λ, µ) ∈ C 2 | αi + λji − µ = 0} are in general position. It is clear that the level set SC contains at least a point L = diag(α1, . . . , αn) which is a common fixed point for all flows (4), i.e. it is a rank 0 point for F (see Section 2.1). Further, let ≻ be any ordering on the set {1, . . . , n}. Consider the Borel subalgebra We note that subalgebras b≻ are exactly those Borel subalgebras which contain the centralizer of J. There are n! of them, corresponding to the number of elements in the Weil group of gl(n).
Let q≻ be the coset q≻ = diag(α1, . . . , αn) + n≻ ⊂ b≻. Then we have q≻ ⊂ SC . Comparing dimensions, we conclude that q≻ has an open subset q 0 ≻ completely contained in the regular part S ∅ C ⊂ SC , so S ∅ C has at least n! connected components, and SC has at least n! irreducible components.
However, in fact, there are much more. By Theorem 1, components of S ∅ C are in one-to-one correspondence with uniform multidegrees on the curve obtained from C be identifying points at infinity. The set of uniform multidegrees on this curve coincides with the set of integer points in the polytope
known as permutohedron. This polytope is the convex hull of the set of points
As it is not difficult to see from the construction of the map Φ (see Section 1.3.2), the n! vertices vσ of the permutohedron Pn correspond to components q 0 ≻ described above. At the same time, for n ≥ 3, there are integer points in the interior of Pn as well (see Figure 1 ). If n is large, the number of integer points 11 in Pn is approximately
which is much more than n!.
It is also not difficult to explicitly write down solutions of (4) corresponding to vertices of the permutohedron, i.e. lying in Borel subalgebras b≻. For example, let n = 3 and let
The solutions corresponding to the vertex (0, 1, 2) are
and c12, c23, c13 ∈ C * are arbitrary non-zero constants (if they are zero, we obtain solutions not belonging to S ∅ C ).
11 It is also known that the number of integer points in the permutohedron Pn equals the number of forests on n labeled vertices [45] .
In general, all solutions of (4) corresponding to vertices of Pn are linear combinations of exponents. In particular, they are entire functions, which means that the set Υ d is empty for each d ∈ Vn, and the union d∈Vn Pic d (X, Σ) is completely contained in the image of the map Φ . For points in the interior of Pn, this is no longer so. Let us again consider the case n = 3. The only integer point in the interior of P3 is (1, 1, 1) (see Figure 1) . The corresponding solution of (29) reads:
σ12, σ13, σ23, σ are the same as in (30), σij = −σji, and the constants cij , ρ satisfy
More generally, it can be seen from the constructions of the present paper that solutions of (4) corresponding to all integer points in Pn for arbitrary n are rational functions of exponents. Apparently, there should be some combinatorics relating the permutohedron and these rational functions.
2 Nodal curves and non-degenerate singularities of integrable systems Then all functions in F are pairwise commuting integrals of XH, and XH is completely integrable in the Liouville sense. So, formally, an integrable system is a complete commutative subalgebra F with a distinguished Hamiltonian H ∈ F . However, the choice of H ∈ F is not important to us, so we do not distinguish between integrable systems and complete commutative subalgebras.
Definition 14.
A point x ∈ M 2n is called singular for F if dim dF (x) < n. The number dim dF (x) is called the rank of a singular point x. The number n − dim dF (x) is called the corank of a singular point x.
Let x ∈ M 2n be a singular point of F . Then there exists H ∈ F such that dH(x) = 0 and thus XH = 0. For such H, we can consider the linearization of the vector field XH at the point x. This is a linear operator AH : TxM → TxM . Let
As it is easy to see, A F is a commutative subalgebra of sp(TxM, ω). Now consider the space
Since the flows XH where H ∈ F pairwise commute, the space W is isotropic with respect to ω. Let W ⊥ be the orthogonal complement to W with respect to ω. In the complex case, all Cartan subalgebras are conjugate to each other. In the real case, Cartan subalgebras were classified in [46] . If h ⊂ sp(2m, R) is a Cartan subalgebra, then eigenvalues of any A ∈ h have the form ± λ1i, . . . , ±λei, ± µ1, . . . , ±µ h ,
where e + h + 2f = m. The triple (e, h, f ) is the same for any regular A ∈ h and is called the type of the Cartan subalgebra h. Two Cartan subalgebras of sp(2m, R) are conjugate to each other if and only if they are of the same type.
Definition 16. The type of a non-degenerate singular point x is the type of the associated Cartan subalgebra A F ⊂ sp(W ⊥ /W, ω).
For every non-degenerate singular point x of rank r, the following equality holds:
The numbers e, h, f are called the numbers of elliptic, hyperbolic, and focus-focus components respectively.
Theorem 2 (Vey [47] ). Let F be a real analytic 12 integrable system 13 and let x be its nondegenerate singular point of rank r and type (e, h, f ). Then there exist a Darboux chart p1, q1, . . . , pn, qn centered at x such that each H ∈ F can be written as
for e + 1 ≤ i ≤ e + h, piqi + pi+1qi+1 for i = e + h + 1, e + h + 3, . . . , e + h + 2f − 1, pi−1qi − piqi−1 for i = e + h + 2, e + h + 4, . . . , e + h + 2f,
Now, if M is a Poisson manifold, and x ∈ M , then there exists a unique symplectic leaf O ⊂ M passing through x. This allows to transfer all definitions and statements of this section to Poisson manifolds.
The following lemma is useful for proving non-degeneracy in the Poisson setting.
Lemma 1. Let M be a Poisson manifold, and let O ⊂ M be a generic symplectic leaf. Further, assume that F is a subspace of O(M ) such that F |O is an integrable system. Let x ∈ O be a point of rank k for F |O, and let
Assume that there exist linearly independent φ1, . . . , φ k ∈ V * x and non-zero ε
for each H ∈ Vx. Then:
a) The space W ⊥ /W is spanned by w
b) The singular point x is non-degenerate. c) In the real case, the type of x is (e, h, f ) where e is the number of pure imaginary φi's, h is the number of real φi's, and f is the number of pairs of complex conjugate φi's.
Proof. Assume that H ∈ Vx. Let P : T * x M → TxO be the mapping defined by the Poisson tensor. Following [24] , we claim that the following diagram commutes:
Let us show that e ± i = 0. Indeed, if e ± i = 0, then ε ± i ∈ Ker P . However, from regularity of the symplectic leaf O, we conclude that A * H |Ker P = 0 (see [24] ), so ε ± i / ∈ Ker P . Now, note that since all operators AH vanish on the space W , we have AH(TxO) ⊂ W ⊥ , so e Let F = {H ψ } be the integrable system constructed in the introduction. The following statement follows from Theorem 1.
Theorem 4.
Assume that C is a nodal curve, and let L ∈ SC. Let also O be a maximal dimension symplectic leaf passing through the point L. Then the rank of the point L for the system F |O is equal to
In particular, L is singular for the system F |O if and only if K(L) = ∅.
Curve
Example Rank Type Irreducible cubic with an acnode 
i.e. the corank is equal to the number of nodes.
Corollary 2.2. If C is a nodal curve, then SC is singular, i.e. it contains at least one singular point.
The bifurcation diagram B is the set of curves C ∈ Cspec such that SC is singular. The discriminant of the spectral curve D is the set of singular curves C ∈ Cspec. Since for nonsingular C the fiber SC is also non-singular, we have B ⊂ D. Since nodal curves are dense in D, Corollary 2.2 implies that we actually have B = D (as it is not difficult to see, D is closed). Apparently, B = D, i.e. SC is singular if and only if C is singular. For m = 1, this is proved in [51] . For "restricted systems" discussed at the end of the introduction, this result is not true [52] . In particular, if n is odd and we restrict F to L J m (so(n)), then the spectral curve is always singular.
The following theorem states that if the spectral curve C is nodal, then all singular points on SC are non-degenerate.
Theorem 5. Assume that C is a nodal curve, and that O is a generic symplectic leaf passing through the point L. Assume that L ∈ SC is singular for the system F |O. Then 1. The singular point L is non-degenerate.
2. In the real case, the type of L is (e, h, f ) where e is the number of acnodes in K(L), h is the number of crunodes in K(L), and f is one half the number of nodes in K(L) which do not lie in the real part of C.
As an example, consider the case m = 1 and n = 3 already discusses in Section 1.4. The corresponding spectral curve is a cubic. Table 2 lists all possible types of real nodal cubics and corresponding singularities. The column "rank" shows the minimal rank of singularities on SC . The column "type" shows the type of these minimal rank singular points. Note that the case "degenerate quadric + line" is only possible if J has two complex eigenvalues, and the case "three straight lines" is only possible when all eigenvalues of J are real.
Apparently, the following converse result to Theorem 5 is true: if C is not nodal, then there exists at least one degenerate singular point in SC. We can prove this for some classes of curves, however this is beyond the scope of the present paper. We note that if the curve C is not nodal, then some singular points in SC may still be non-degenerate. Now, let us prove Corollary 1.1. Consider the set S (p)
C which consists of points of corank at least r. By Theorem 4, we have
Corollary 2.3. Assume that C ∈ Cspec is a nodal curve. Then: The proof of Theorem 5 is based on explicit formulae for eigenvalues of operators AH , H ∈ F , which are given below. Assume that L ∈ S K C , and let φ ∈ C[µ, λ −1 ] be such that the vector field (4) vanishes at the point L. Then, by Theorem 1, we have
for each differential ω regular on X ′ K . Let X be the non-singular compact model of C, and let π : X \ {∞1, . . . , ∞n} → C be the normalization map. Assume that
Then regular differentials on X ′ K can be described as follows. These are differentials ω on X which may have simple poles at points Q where νj is given by (32) , and φ = ∂ψ/∂µ.
Note that formulas (6) for the velocity vector on the Jacobian, and (32) for the eigenvalues of a linearized flow are, in essence, the same. It is not difficult to see that this actually should be so: when we approach a fixed point of a quasi-periodic flow, frequencies of the flow tend to the eigenvalues of its linearization at the fixed point.
See Section 2.3 for the proof of Theorem 5 and Theorem 6.
Proof of Theorems 5 and 6
Assume that the right-hand side of the equation (4) vanishes. By Theorem 1, this means that φ ∈ Ω 1 (X, Σ ′ ) ⊥ where Ω 1 (X, Σ ′ ) ⊥ is the left radical of the form , ∞ given by (26) . Equation (4) can be written as
where A φ is a map L Let ωi be a differential on X with the following properties:
1. it may have simple poles at points of supp(Σ ′ ) and Q ± i ; 2. it is holomorphic outside these points; 3. for each P ∈ Σ ′ , we have Clearly, such a differential exists and is unique modulo a Σ ′ -regular differential. 
by the same formula (26) . The same argument as in Proposition 1.29 shows that the right radical of the extended pairing is trivial, which implies that the right radical of the pairing
is also trivial. Since the space Ω 1 (X, Σ ′′ )/Ω 1 (X, Σ ′ ) is spanned by ω1, . . . , ω k , we conclude that the functionals φ → Res∞ j φωi are linearly independent. Now, Theorem 6 and the first assertion of Theorem 5 follow from (35) and Lemma 1.
To prove the second assertion of Theorem 5, consider the anti-holomorphic involution τ : X → X induced by the involution (λ, µ) → (λ,μ) on the spectral curve. As it is easy to see, for each point P ∈ X and each meromorphic differential ω, the following formula holds:
ResP ω = Res τ (P ) τ * ω.
Consider three cases. First, assume that Qi is an acnode. Then τ swaps Q 
