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Molecular dynamics (MD) simulation studies were considered in this study in the fields
of phosphonium based ionic liquids (PBILs) and heterogeneous (solid/liquid) zeolite systems. A new generation of ionic liquids (ILs) called phase-separable ionic liquids (PSILs)
are able to dissolve cellulose and lignin, a necessary step, for conversion of biomass to
fuels and chemicals with co-solvents and are immiscible with water or saline solutions.
Molecular simulations on these systems will provide insights of phase behavior and dissolution phenomenon. The knowledge of interfacial phase behavior of ionic liquids/solvent
systems is critical for materials discovery for designing efficient dissolution processes.
Transition zone from miscible to immiscible behavior was observed for alkyl chain
lengths varying from 6 to 8. Emulsion phase was observed for [P8888]+ ion. Result from
molecular dynamics (MD) simulations shows excellent agreement with experimental data
for both chloride and acetate anions. These contributions will be helpful in modeling PBILs
system for cellulose dissolution, liquid-liquid extraction and biomass studies. Another

important aspect in biofuel conversion is glucose isomerization step using zeolites. Zeolites
are crystalline solids that have wide applications in industrial areas for its hydrocarbon
conversion, adsorption of molecules. In this study, we report MD simulation studies on
glucose solution diffusion into zeolite structure as a function of temperature and pressure.
Development of united-atom force field for PBILs, for phosphonium cation with anions of chloride and acetate, is considered in this study. Force field parameterization was
considered for these ionic liquids with a variation of alkyl chain length in phosphonium ion
with chloride and acetate anions. Performance of force field parameters was analyzed by
calculating properties such as density and viscosity at various temperature and compared
with available experimental data.
Efficient algorithm techniques were developed in molecular simulations that will reduce computational load in calculating non-bonded interactions. We introduce theory of
local sample (TLS) in calculating non-bonded interactions acting on atoms. Another algorithmic improvement in MD simulations is calculating force acting on atoms based on
previous time steps, that achieves up to 50 % reduction in computational time.

Key words: Molecular Dynamics, Molecular Simulations, Zeolites, Phosphonium Based
Ionic Liquids, Force Field, United Atom Force Field, Interfacial Studies

ACKNOWLEDGEMENTS

I thank my advisor, Dr. Neeraj Rai, for his guidance and support throughout the Ph.D.
I thank students, staff, and faculty of Dave C. Swalm School of Chemical Engineering
for providing such a good environment that inspires me to carry out the Ph.D. journey. I
thank my lab mates in Molecular Science & Engineering Laboratory at Mississippi State
University (MSU) for their friendly support. I thank Mr. MD Masrul Huda and Mr. Md
Abdus Sabuj for their valuable discussion and comments in the projects.
I thank Dr. Bill B. Elmore, Dr. Hossein Toghiani, Dr. Santanu Kundu and Dr. Neeraj
Rai for their support in providing new workspace in the department. My sincere thanks
to Mississippi State University for its hospitality and providing a friendly environment
for pursuing Ph.D. All calculations were performed in the High-Performance Computing
Center at Mississippi State University. The findings and opinions in this dissertation belong
solely to the author, and are not necessarily those of the sponsor. I thank my committee for
their supervision and comments on this dissertation.
I thank my friends and my wife for their support and guidance throughout my life.

iv

TABLE OF CONTENTS

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iv

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

viii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ix

CHAPTER
I. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . .
1.1.1
Background on Zeolites and its Applications . . .
1.1.1.1
Two-Dimensional (2D) zeolites . . . . . .
1.1.1.2
Isomerization of Glucose . . . . . . . . .
1.1.2
Biomass Fuel Conversion . . . . . . . . . . . . .
1.1.3
Ionic Liquids . . . . . . . . . . . . . . . . . . .
1.1.3.1
Phosphonium Based Ionic Liquids (PBILs)
1.2
Force Fields . . . . . . . . . . . . . . . . . . . . . . . .
1.3
Dissertation Structure . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.

1
1
2
3
4
5
5
7
8

II. MOLECULAR DYNAMICS SIMULATION STUDY ON DIFFUSION OF
GLUCOSE AND WATER IN 3D BETA ZEOLITE NANO PORES . . . .

9

2.1
2.2
2.3

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.

1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Simulation Details . . . . . . . . . . . . . . . . . . . . . . . . .
Results and discussion . . . . . . . . . . . . . . . . . . . . . . .
2.3.1
Density of Glucose and Water in Zeolite Interior Structure
2.3.2
Loading Rate as a Function of Temperature and Pressure: .
2.3.3
Variation of local density in nano pore . . . . . . . . . . .
2.3.4
Mean Square Displacement(MSD) Analysis . . . . . . . .
2.3.5
Analysis on Collision Frequency as a Function of Temperature and Pressure . . . . . . . . . . . . . . . . . . . . . .
2.3.6
Radial Distribution Function (RDF) Analysis . . . . . . .
2.4
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

9
13
16
16
21
23
24
28
31
34

III. MOLECULAR INSIGHTS INTO IONIC LIQUID/AQUEOUS INTERFACE OF PHOSPHONIUM BASED PHASE-SEPARABLE IONIC LIQUIDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

35

3.1
3.2
3.3

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
35
Simulation details . . . . . . . . . . . . . . . . . . . . . . . . . .
40
Results and discussion . . . . . . . . . . . . . . . . . . . . . . .
45
3.3.1
Force field parameters validation . . . . . . . . . . . . . . 45
3.3.2
Miscible and immiscible behavior of PBILs . . . . . . . . 46
3.3.3
Structural analysis . . . . . . . . . . . . . . . . . . . . . . 49
3.3.3.1
Aqueous interfacial study of [P12121212 ][Cl] and [P12121212 ][OAc]
ionic liquid. . . . . . . . . . . . . . . . . . . . . . 49
3.3.3.2
Z-profile for [P12121212 ][Cl] and [P12121212 ][Ac] ionic
liquid. . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.3.3
Pair distribution function for miscible IL/water systems. . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.3.4
Orientation of ILs at interface. . . . . . . . . . . . .
54
3.3.4
Non-bonded interactions of cations and aqueous phase towards anions . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.5
Diffusion coefficient of cations and anions . . . . . . . . . 60
3.4
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
61

IV. UNITED ATOM FORCE FIELD DEVELOPMENT FOR PHOSPHONIUM
BASED PHASE-SEPARABLE IONIC LIQUIDS . . . . . . . . . . . . .
65
4.1
4.2

Introduction . . . . . . . . . . . . . . . . . . . . . . . . .
Force Field Development . . . . . . . . . . . . . . . . . .
4.2.1
Functional Form . . . . . . . . . . . . . . . . . . .
4.2.2
Strategy of Parameterization . . . . . . . . . . . .
4.2.3
Atom Partial Charges Calculations . . . . . . . . .
4.2.4
Bond and Angle Parameters . . . . . . . . . . . . .
4.2.5
Dihedral Angle Parameterization . . . . . . . . . .
4.2.6
Lennard-Jones Parameters . . . . . . . . . . . . .
4.3
Simulation Details . . . . . . . . . . . . . . . . . . . . .
4.3.1
Equilibrium Molecular Dynamics Simulations . . .
4.3.2
Non-Equilibrium Molecular Dynamics Simulations
4.4
Results and Discussion . . . . . . . . . . . . . . . . . . .
4.4.1
Densities . . . . . . . . . . . . . . . . . . . . . . .
4.4.2
Viscosities . . . . . . . . . . . . . . . . . . . . . .
4.4.3
Diffusion Coefficients . . . . . . . . . . . . . . . .
4.4.4
Radial Distribution Function (RDF) . . . . . . . .
4.4.5
Spatial Distribution Function . . . . . . . . . . . .
4.5
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . .
vi

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

65
68
68
69
69
72
73
74
76
76
78
80
80
80
83
89
90
91

V. CONCLUSION AND FUTURE WORKS . . . . . . . . . . . . . . . . .
5.1
5.2

94

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . .

94
96

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

100

vii

LIST OF TABLES

2.1

Directional Diffusion coefficient for glucose and water for independent simulation runs at 335 K and 363 K. . . . . . . . . . . . . . . . . . . . . . . .

29

3.1

Simulated system details . . . . . . . . . . . . . . . . . . . . . . . . . . .

43

3.2

Densities of [P4448 ][Cl], [P14666 ][Cl], and [P14666 ][Ac] ionic liquids from
MD simulations and experimental values.[140, 65, 69] Uncertainties are
given in parenthesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

47

3.3

Miscibility of ILs with water at the end of MD simulations . . . . . . . . .

48

3.4

Diffusion coefficients of IL/water systems for phosphonium cation, chloride/acetate anion and water molecules with uncertainties given in parenthesis. 62

4.1

CM5 Charges with Adjusted by Averaged over Alkyl Chains and Scaled to
0.8e for PBILs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

71

4.2

Bond and Angle Parameters for Phosphorous and Carbon Atom . . . . . .

73

4.3

Dihedral Parameters for P-C1 -C2 -C3 and C1 -P-C1 -C2 . . . . . . . . . . . .

75

4.4

Lennarad-Jones Parameters for [P] and [C1 ] Atoms of PBILs . . . . . . . .

76

4.5

Simulated and Experimental[140, 65, 69] densities of [P4448 ][Cl], [P14666 ][Cl],
and [P14666 ][Ac] Ionic Liquids (Uncertainties are given in Parenthesis). . . 81

4.6

Viscosities for [P14666 ][Cl] and [P4448 ][Cl] Ionic Liquids obtained from MD
Simulations and Compared with Experimental[140, 65] data. Uncertainties
are given in Parenthesis. . . . . . . . . . . . . . . . . . . . . . . . . . . .

84

Diffusion Coefficients of PBILs Systems for Phosphonium Cation, Chloride/Acetate Anion for United Atom and OPLS All-atom[39] Model Representations were Listed Below with Uncertainties given in Parenthesis. . . .

86

4.7

viii

LIST OF FIGURES

1.1

Zeolite framework structure (taken from International Zeolite Association
website[9]) showing silicon, oxygen and hydrogen atoms on gray, red and
white color, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . .

2

2.1

Initial configuration zeolite structure in box without water and glucose molecules
(Fig. a). Zeolite structure showing with glucose molecules and without water molecules (Fig. b). . . . . . . . . . . . . . . . . . . . . . . . . . . . .
14

2.2

Snapshot of MD simulation with water molecules diffusing in a (Fig. a) and
b axis (Fig. b) in zeolite structure at 363 K and 1 bar. . . . . . . . . . . . .

17

Snapshot of MD simulation with glucose molecules diffusing in a (Fig. a)
and b axis (Fig. b) in zeolite structure at 363 K and 1 bar. . . . . . . . . . .

17

Water cluster diffusing in zeolite interior channels with hydrogen bonds formation between water molecules. . . . . . . . . . . . . . . . . . . . . . .

18

Snapshot of MD simulation with water (Fig. A) and glucose (Fig. B)
molecules diffusing in zeolite structure at 363 K and 1 bar. Favorable location for water and glucose molecules were found to be in nano pores as
shown in the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

19

2D density map of water and glucose molecules shown in rainbow spectrum,
where zeolite structure is projected along a, b, and c axis. Diffusion of water
and glucose molecules across nano pores were observed in 2d density map
for projection in a and b axis. Higher density of molecules were found to be
at nano pores of zeolite interior structure. . . . . . . . . . . . . . . . . . .

20

2D density map as a function of temperature across zeolite interior structure
that are projected along a-axis. Temperature range of 320 K to 370 K were
considered by predicting 2D density map of water and glucose molecules (in
rainbow spectrum). Higher concentrations of water and glucose molecules
were observed in the boundaries and in the nano pore regions. . . . . . . .

21

2.3

2.4

2.5

2.6

2.7

ix

2.8

2.9

2.10

2.11

2.12
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CHAPTER I
INTRODUCTION

1.1

Introduction

1.1.1

Background on Zeolites and its Applications

Zeolites are crystalline solids with framework structures that are composed of chemical
formula, TO4 tetrahedral molecules with T stands for Si, Al or other heteroatoms.[129, 17]
These crystalline solids contain micropores that provides cation sites within the frameworks.[16,
164, 42] Zeolite channels that are interconnected in different ways in one, two and three
dimensions. Even though zeolites form unlimited number of framework structures, only
213 unique types were recognized and accepted by Structural Commission of the International Zeolite Association.[10, 175] They act as host frameworks, in host-guest interactions, with frameworks of stable three-dimensional structure. The first commercialized
zeolite is Linde type A introduced in 1953.[170] Zeolite framework structure with silicon and oxygen atoms arranged in 3D order is shown in Figure 1. Zeolites are used in
many industrial processes like catalytic, sorption and separation process.[63] Due to their
higher yields of hydrocarbon conversions, zeolites are used in petroleum and chemical
industries.[43, 149, 194] Zeolites are also used as ion exchangers in detergents and separa1

Figure 1.1: Zeolite framework structure (taken from International Zeolite Association
website[9]) showing silicon, oxygen and hydrogen atoms on gray, red and white color,
respectively.

tion processes for small molecules. Synthetic three-dimensional (3D) zeolites were formed
by solvothermal synthesis with different reaction condition, reactants, and structure directing agents (SDA).[134]

1.1.1.1

Two-Dimensional (2D) zeolites

Layered zeolite precursor (LZP) are two-dimensional (2D) zeolites that are formed as
precursor in zeolite synthesis reaction.[164] 2D zeolites structures propagate in only two
dimensions and are formed as a precursor for 3D zeolites.[164, 165, 157] Zeolites with
hierarchical porosity offer improved catalytic performances compared with conventional
3D zeolites. The rate-limiting step, for adsorption and catalysis reactions, is diffusion
of adsorbates through the zeolites. 2D zeolite offers some advantage over 3D zeolite in
adsorption and catalysis process. Through connection and fusion of 2D layers, 2D zeo2

lites will form 3D zeolite structures.[2] For example, formation of MCM-22 3D zeolite is
formed by direct synthesis or through layered precursor.[165] Fusion of layered precursor
by calcination leads to 3D zeolite structure formation. Conversion of layered 2D zeolites
to 3D zeolites was achieved recently[83] for layered zeolite frameworks (LZF),[165, 168],
hydrous layered silicates (HLS),[125] and nanosheet zeolites.[137]

1.1.1.2

Isomerization of Glucose

It was estimated that by 2030, 20% of transportation fuels and 25% of chemicals will
be sourced from biomass.[100] Biomass contains large fraction of cellulose and hemicellulos. Cellulose and hemicellulos contains linear chain polymer of glucose and xylose,
respectively.[100] Conversion of biomass into their constituents and further conversion
into sugars by hydrolysis, followed by further conversion into platform chemicals (5hydroxymethylfurfural (HMF), furfural) by dehydration process are the key steps in the
process.[100, 161, 51, 57, 187] Isomerization of glucose to fructose is one of the important
and bottleneck process in conversion of biomass feed stocks into value added chemicals.
Isomerization process can be accomplished by enzymatic process and heterogeneous catalysis process. Enzymatic process need precise control of process variables like pH, temperature, concentration etc.,[130] Research on isomerization process using heterogeneous
catalysis that provides higher efficiency is in need of biomass into fuels and chemicals.
Hydrophobic zeolites provides water-free environment, that allows catalysis reaction
pathway, for hydrophobic compounds in aqueous phase.[60, 130] In a biomass feed stock,
hydrophobic zeolites provide unique pathways for compounds in water-organic mixtures
3

like isomerization of glucose into fructose.[130, 188, 142, 37, 53, 163, 116, 21] Catalytic
reaction pathway for isomerization of glucose in hydrophobic zeolites was observed to be
similar to metalloenzyme-catalyzed isomerization.[20] Intense research studies has been
carried out to increase its yield for heterogeneous catalytic process.[20, 8, 52, 162, 163,
82, 53, 154]

1.1.2

Biomass Fuel Conversion

Over the past two decades, research focus on the search of alternate fuels to replace
conventional fossil fuel has gain attention.[159, 92, 48] Consumption of fossil fuel leads
to increase in carbon dioxide concentration levels in atmosphere leads to global warming,
climate change and increase in sea levels.[98, 56, 148, 26] Another alternative that substitute fossil fuels is renewable energy sources like wind energy, solar energy, ocean energy
and biomass.[108, 48, 106] Biomass is considered as an alternative feedstock to produce
biofuel and value added chemicals after fossil fuels.[167, 23, 1] By the year 2030, more
than 20% transportation fuels and 25% of chemicals will be sourced from biomass.[100]
Production of biofuels and value added chemicals from biomass is also considered as renewable energy sources as it completes carbon cycle unlike fossil fuels, where carbon cycle
includes millions of years. Biomass generated from plants that produced from carbon dioxide in the atmosphere will be used as feedstock and completes the carbon dioxide cycle by
consumption of biofuels. Cellulose and hemicellulose separation from biomass is key step
for production of bio-based chemicals and fuels. Ionic liquids as solvent can be used for
liquid extraction, cellulose solubility, absorption process and as a dispersing agents.
4

1.1.3

Ionic Liquids

Ionic liquids are molten salt which is in the liquid state at room temperature and has
more advantages as industrial solvents[172, 36, 87, 66, 40, 38, 135, 64, 124, 33] and considered as green solvents due to its low vapor pressure.[74, 30] These molten salt can be
synthesized by varying polarity, alkyl chain lengths and hydrophobic/hydrophilic nature
in ions that alter solvent properties for a specific task.[95] By monitoring nature of ions
in ionic liquids, phase separable can be regulated that has potential advantages in solubility and extraction process.[111, 95] One of the potential application is biofuel production
from biomass, where ionic liquids can effectively dissolve cellulose along with solvent
recycling options.[174, 28] Over the past two decades, research focus on the search for
alternative fuels to replace conventional fossil fuel has gained much attention.[159, 92, 48]
Biomass is considered as an alternative feedstock to produce biofuel and value-added
chemicals.[167, 23, 1] By the year 2030, more than 20% transportation fuels and 25%
of chemicals will be sourced from biomass.[100]

1.1.3.1

Phosphonium Based Ionic Liquids (PBILs)

Cellulose solubility using ionic liquids is considered to be one of economic alternative because of its solvent extractions process that requires less production cost than
costly distillation process for separation.[109] Ionic liquids (ILs) including imidazolium
and phosphonium based ionic liquids that form phase separation with aqueous solutions
[121, 29, 85, 138] that contain hydrophobic anions were reported as PSILs.[78, 79, 112]
With an increase in hydrophobic alkyl chain length in phosphonium cation, PBILs attains
5

immiscible behavior with the aqueous phase that can be used in the solvent extraction
process.[95] In the process of cellulose extraction from biomass, PBILs that dissolves
cellulose and are immiscible with aqueous phase can be used in liquid-liquid extraction
process with recycling options.[96] To understand the phase behavior and transport properties of PBILs, molecular simulation studies will provide molecular insights for modeling
dissolution and extraction process.[172, 107, 189, 131, 139]
PBILs with alkyl chain length in the order of 4 to 14 contains more than 100 atoms
per molecule that demand more computational cost for performing molecular simulations
in the order of N3 .[4] For large scale simulations like bio-polymer solubility, and liquidliquid extraction process, molecular simulation needs to perform in the order of several
nanoseconds (ns) to reach equilibrium. Molecular simulations like configurational bias
Monte Carlo (CBMC),[179, 127] regrowth of molecules in trail moves will be computationally expensive for molecules that contain atoms in the order of 100’s per molecule.[133]
To overcome these problems, united atom model for PBILs reduce atoms per molecule
from the order of 100 to 30. These united atom model force fields are mainly used to
run CBMC simulation and MD simulation for large scale systems. Available force field
parameters for PBILs in the literature are very system specific towards anion and alkyl
chain length.[193, 118, 39, 192, 120, 132, 44] United atom model force field for PBILs for
varying anions and alkyl chain lengths provide an option to conduct molecular simulation
studies that model phase separable ILs with reduced the computational cost from all-atom
model representation. Experimental data for PBILs with chloride and acetate anions are
[P4448 ][Cl] (density, viscosity),[65] [P14666 ][Cl](density, viscosity and specific heat)[140]
6

and [P14666 ][OAc] (density).[69] These experimental data will be considered for force field
parameter evaluation for phosphonium ion with varying alkyl chain lengths with anions as
chloride, and acetate ions.

1.2

Force Fields
Various force fields available for molecular simulation are all-atom, united-atom and

coarse-grained force fields. These force fields differ in atom representation and corresponding interaction parameters. All atom force field used in MD simulation, where each
atom in system will be considered. United atom (UA) force field has group of atom or
heavy atoms in a molecule, as single united atom and parameterization of force field will
be carried out based on united atom representation. Coarse-Grained (CG) simulation treat
sets of heavy atoms as one group and results in drastic reduction in number of degree of
freedom. CG simulations results in faster integration up to microseconds.
Force field for zeolites considers mosltly with rigid framework neglecting host-host
interactions(zeolite-zeolite). Majority of force field studied for zeolite adsorption uses
Kiselev model.[22] Kiselev model have three postulates that implies for zeolites simulations as follows:
1. Zeolite framework atoms are fixed at particular positions
2. The host-guest interactions can calculated as result of interactions between all atoms
3. Silicon atoms in interaction are calculated only by considering interactions with oxygen atoms.
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Quantities that are considered for force field parameterization of system, with zeolite and
hydrocarbons, are Henry0 s law constant, heat of adsorption, diffusivity and adsorption
isotherms.

1.3

Dissertation Structure
In the following chapters, MD simulation studies for glucose solution diffusion in Beta

zeolite was explained in detail in chapter 2. In chapter 3, PBILs of IL/aqueous systems of
interfacial studies were analyzed in detail. United atom force field development studies
and MD simulation results were reported in chapter 4. Molecular simulation studies on
structural analysis of liquid benzene were reported in chapter 5. Algorithmic improvements
in molecular simulations were studied and presented in chapter 6.
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CHAPTER II
MOLECULAR DYNAMICS SIMULATION STUDY ON DIFFUSION OF GLUCOSE
AND WATER IN 3D BETA ZEOLITE NANO PORES

2.1

Introduction
Zeolites are crystalline solids with framework structures that are composed of chemi-

cal formula, TO4 tetrahedral molecules where T stands for Si, Al or other heteroatoms.[?,
17] These crystalline solids contain micropores that provides catalytic sites within the
frameworks.[16, 164, 183] The rate-limiting step, for adsorption and catalysis reactions,
is diffusion of adsorbates through the zeolites. 2D zeolite offers some advantage over
3D zeolite in adsorption and catalysis process. Hydrophobic zeolites provides waterfree environment, that allows catalysis reaction pathway, for hydrophobic compounds in
aqueous phase.[60, 130] In a biomass feed stock, hydrophobic zeolites provide unique
pathways for compounds in water-organic mixtures like isomerization of glucose into
fructose.[130, 188, 142, 37, 53, 163, 116, 21]Catalytic reaction pathway for isomerization
of glucose in hydrophobic zeolites was observed to be similar to metalloenzyme-catalyzed
isomerization.[20] Intense research study has been carried out to increase its yield for heterogeneous catalytic process.[163, 20, 53, 8, 52, 162, 82, 154]
Biomass contains large fraction of cellulose and hemicellulose that contains linear
chain polymer of glucose and xylose, respectively.[100] Conversion of biomass into their
9

constituents and further conversion into sugars by hydrolysis, followed by further conversion into platform chemicals (5-hydroxymethylfurfural (HMF), furfural) by dehydration
process are the key steps. Research on isomerization process using heterogeneous catalysis that provides higher efficiency is in need of biomass into fuels and chemicals. Many
studies had been carried out, both experimental and computationally, to understand glucose isomerization on zeolites.[163, 20, 53, 8, 52, 162, 82, 154] Rai[154] were examined
open site of silanol group and concluded that participation of silanol group in hydride shift
to form fructose gives lower activation energy. Also, higher activation energy observed if
silanol group acts as a spectator and lower activation energy observed in mannose formation through Blik mechanism.[21] Similar observation was found in recent experimental
studies carried out by Brand et al.[27] with tin silsesquioxanes structure with and without
silanol group that form fructose and mannose, respectively. These studies confirms that
open sites silanol groups in Sn-beta leads to selective formation of fructose and without
silanol groups leads to formation of mannose.
Molecular simulations has been intensively carried out over the decade on zeolites
framework for both 2D and 3D zeolites, to understand diffusion mechanism inside the zeolite structure.[14, 180, 114, 101, 86, 32, 25, 12, 145, 11, 67] Gibbs ensemble Monte Carlo
simulations were carried out be Bai et. al.[14] on glucose absorption from aqueous phase
to zeolite structure. Entropic calculations reveal that glucose transformation from aqueous
phase to zeolite structure is large and positive. Also, hydration of glucose in zeolite is associated with one water molecule unlike in aqueous phase leading to unfavorable transfer.
Another study on studying hydrogen bond analysis for water/alcohol mixture absorbed in
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microporous silicalite-1 was carried out be wang et al.,[180] This study reveals that water
adsorbed in silicalite structure forms long contiguous H-bonded chains at higher load with
alcohols form small di,tri-meric clusters. Also, alcohol selectivity over water decreases at
higher alcohol loading as hydrogen bonding becomes favorable adsorption sites for water.
Kuk Nam Han et. al.[86] carried out MD simulations on water diffusing through zeolite
frameworks which are 1D (VET, TON, CFI) and 3D (MFI, LTA, FAU) pore orientation.
Self-diffusion coefficients of water in zeolite framework from MD simulations were found
to be in the order of 10−9 m2 /s in computational studies[101, 104, 7] and is 1.0 * 10−9
m2 /s in experimental studies[34, 41] for MFI zeolites.. This investigation found that water
diffusion coefficient components were found to 18 time higher in 1D pore zeolites than
in 3D pore zeolites. 1-D pore zeolites shows high flux membranes for water diffusion
process.[86] MD simulation study on diffusion in zeolite structures for MFI for linear and
branched alkanes, aromatics was carried out by Krishna et. al.[114] This study reveal
that water and alcohol mixture diffusions slows down due to hydrogen bonding effects
within them in zeolite structures. Ren et. al.,[158] study on single-unit-cell Sn-MFI, where
self-pillared meso- and microporous zeolite shows higher yeilds in sugar isomerization of
glucose into frutose and lactose to lactulose. This finding shows prominent advantage of
2D zeolites over 3D zeolites for isomerization reactions. Another study by Bai et. al.[13]
on hierarchical zeolite for absorption for short, long, and branched chain alkanes which
reveals multi-step mechanism for absorption in 2D zeolites. This study reveals that adsorption first occurs at micropore region followed by nano sheet corners and micropore
openings with capillary effect in the mesopores.
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Several force field were developed for zeolites to run conventional molecular simulations in last decade. Rigid[173, 105] zeolite structure models was considered in molecular
simulations to model diffusion mechanism where zeolite structure vibration were considered negligable and solute molecules were compared larger in size when compared
to zeolite pore size. Flexible zeolite structure was also studied considering the importances of zeolite pore size and flexibility of framework in diffusion mechanism.[81, 115]
Flexible framework was considered in zeolitic imidazolate frameworks (ZIF) simulation
studies.[99, 191] Role of hydrogen bonds was studied with flexible ZIF framework in
understanding diffusion mechanism of CO2 , SO2 , CH4 and their binary mixtures.[117]
Force field for hydroxylated silica surfaces was developed : FFSiOH, polorizable coreshell model force field by Pedone et al.,[147] and modified ClayFF force field.[59] These
force fields was investigaed computationally for IPC-1P layers[83] and concluded that FFSiOH found to give overestimation of IPC-1P layers interaction compared to vdW-DF2
calculation. Modified ClayFF force field shows good agreement with interaction energies
with respect to vdW-DF2 calculations.[83] Hill-Sauer force field[93, 94] were available
for flexible LTA zeolite framework that consideres interactions between silicon and oxygen atoms. TraPPE force field is extended to all-silica zeolites by parameterizing with experimental adsorption isotherms of n-heptane, propane, carbon dioxide and ethanol compounds. Partial charges are placed at oxygen and silicon atoms of zeolite lattice, which
allows better balance of dispersive and first order electrostatic interactions.[15] Guest-host
systems where large structural changes happens during adsorption process were not involved in TraPPE-zeo force field parameterization. TraPPE-zeo force fields do not con12

sider flexibility of zeolite framework, where framework is considered as rigid structure.
To model diffusion mechanism for sugar isomerization, we considered glucose solution in
Beta-Zeolite structure as function of temperature and pressure. Glucose force field parameters were taken from OPLS all-atom model [62] with rigid zeolite structure force field
parameters.[15]
In the following section, simulation details applied in this work was describe in detail.
After that, we disscuss the results and diffusion mechanism of glucose solution in Beta
zeolite. Analysis considered are 2D density map, collision frequency, MSD, RDF and
PMF calculations. In the last section, concluding remarks was presented for this study.

2.2

Simulation Details
BETA zeolite framework was taken from International Zeolite Database website.[9]

Zeolite framework type BEA unit cell dimension consist of 12.632 × 12.632 × 26.186 Å
in a × b × c axis. Zeolite structure of 37.896 × 37.896 × 52.372 Å (a × b × c axis) was
taken with number of unit cells of 3 × 3 × 2 in a × b × c axis. Oxygen atoms at zeolite
surface were replaced by hydroxyl group to fulfill valancy. Charge on hydrogen atom was
taken in order to make total zero charge on zeolite structure. Glucose solution around
zeolite was taken with width of 50 Å of length in all directions, resulting system box of
90 × 90 × 94 Å. Aqueous glucose solution concentration was taken at 454.5 g/lit (50
percent of saturation concentration). This gives 2000 glucose molecules with 43,434 water
molecules. Total number of molecules in the system is 55,245 molecules with glucose,
water and zeolite atoms with total interaction sites XX.
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Figure 2.1: Initial configuration zeolite structure in box without water and glucose
molecules (Fig. a). Zeolite structure showing with glucose molecules and without water
molecules (Fig. b).

Molecular dynamics simulations were performed using TraPPE-Zeo force field[15] for
zeolite structure and OPLS-AA [62] force field parameters for glucose solution. MD
simulations were performed using Gromacs 4.6.7 package[91, 176] (equilibration) and
LAMMPS package[152] (production MD run). Energy minimization and N V T equilibration was carried out in Gromacs package, and N P T equilibration and production MD run
was carried out in LAMMPS package. Initial configuration of 2000 glucose molecule and
43434 water molecules were randomly arranged in a cubic box of length 90 Å using PACKMOL package.[128] Solvation of BETA zeolite was made by placing zeolite structure in
the middle of cubic box and solvent molecules were placed all around the box as shown
in Figure ??. Energy minimization was carried out using steepest decent algorithm with
step size of 0.1 nm and 5000 steps with bond constraints. Zeolite structure was kept rigid
and zeolite atoms are frozen in their respective positions. Host-host interactions (zeolite14

zeolite) were excluded and guest-host interactions (zeolite-glucose/water) were considered
in the all MD simulation.[15] Equilibration was carried out in N P T ensemble using Vrescale thermostat[35] and berendsen barostat[19] at temperature 298K and pressure 1 bar.
Second stage of equilibration was carried out using Nose-Hoover thermostat[143, 97] and
Parrinello-Rahman barostat[146, 144] for 2 ns time. Final production run of 60 ns were
carried out using N P T ensemble. Coupling constant of 2 ps was applied in Nose-hoover
thermostat and Parrinello-Rahman barostat. P-LINCS algorithm[90, 89] was applied for
bond constraints during equilibration stage. Coulomb interaction was calculated using
Particle-mesh Ewald (PME) method[70, 153, 31] with 1.5 nm cutoff for real-space and
0.15 nm of grid space were used in calculations. Cutoff distance of 1.5 nm was applied for
van der Waals interactions and long-range dispersion correction was applied beyond cutoff. All snapshots shown in this study were taken using VMD package.[102] Post analysis
for MD simulation trajectories of partial density plots and radial distribution function plots
were analyzed using Gromacs package.
Mean Square Displacement (MSD): MSD were for a, b, and c direction were calculated
separately for glucose and water molecules that were present inside and outside zeolite
atoms. Self-diffusion coefficients for a, b, and c direction were calculated from MSD using
Einstein relation [3] as follows:
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(2.3)

MSD analysis was carried out for glucose and water molecules inside and outside zeolite
structure separately. For inside zeolite atoms, trajectories were stored for glucose and water
molecules inside zeolites structure and those molecules move away from zeolite were not
involved in calculating MSD averaging. New molecules coming inside zeolites were taken
as new entries for MSD calculation. Similar method were applied for MSD analysis for
glucose and water molecules for outside zeolite structure.
Radial Distribution Function (RDF) analysis: To compare glucose and water distribution across interior of zeolite atoms without boundary effects, 1 nm of spherical atoms of
zeolite center were considered in this study. Conventional RDF analysis tool was used for
RDF plots for Glucose and water molecules.

2.3

Results and discussion

2.3.1

Density of Glucose and Water in Zeolite Interior Structure

Nano pores for beta zeolite in a, b, and c axis consists of 12 number number of T sites.
Zeolite size of 12-ring pore size were considered in this study with dimensions of a × b ×
c axis is 6.6 × 6.7 × 5.6 ÅẆe found water and glucose molecules diffusing through beta
zeolite through the zeolite surface. Water and glucose molecules local density were found
to be higher in nano pores (projected in a and b axis) than the interior channels as show in
Figure 2.2 and 2.4. water clusters of two to four water molecules (Figure 2.4) were found
in nano pores in both a and b axis. Presence of hydrogen bond between water molecules
were clear found between water molecules in inside zeolite surface.
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Figure 2.2: Snapshot of MD simulation with water molecules diffusing in a (Fig. a) and b
axis (Fig. b) in zeolite structure at 363 K and 1 bar.

Figure 2.3: Snapshot of MD simulation with glucose molecules diffusing in a (Fig. a) and
b axis (Fig. b) in zeolite structure at 363 K and 1 bar.

Figure 2.6 shows 2D density map of glucose and water molecules over a, b, and c axis at
363 K, 1 bar. Glucose and water molecules was found higher at pores that can be observed
17

Figure 2.4: Water cluster diffusing in zeolite interior channels with hydrogen bonds
formation between water molecules.

in the projected a and b axis. Both water and glucose molecules present in nano pores in
a and b axis and no molecules present apart from nano pores as seen in figure projected
over a and b axis where nano pores were present. Project over c- axis shows density map
of molecules present in nano pores that are shown in a and b axis. Empty zones inside
zeolites structure were observed in density plot projected in a, b, and c axis, which are
regions of non-pores areas. Most favorable regions of water and glucose molecules reside
are in boundaries and nano pores of zeolite structures.
Figure 2.7 shows 2D density map variation of glucose and water molecules with respect
to temperature from 320 K to 370 K. Part of zeolite structure was shown for comparison
purpose. For water molecules, decrease in density of water molecules in pores were observed with an increase in temperature. Whereas for glucose molecules, increase in density
in zeolites pores were observed with increase in temperature. At lower temperatures, glucose molecules were observed to be higher in density at boundaries and was observed to
18

Figure 2.5: Snapshot of MD simulation with water (Fig. A) and glucose (Fig. B)
molecules diffusing in zeolite structure at 363 K and 1 bar. Favorable location for water
and glucose molecules were found to be in nano pores as shown in the figure.

be decreasing with increasing in temperature. For water molecules, within the observed
temperature range of 320 K to 370 K, molecules were fully saturated in inside the zeolite structure. Thus, increase in temperature shows behavior of pure liquid by decreasing
in density. For glucose molecules, there is still room for more glucose molecules to accommodate inside the zeolite structure which shows increase in temperature favor glucose
to penetrate more inside the structure with increased thermal energies. Thus density of
glucose molecules shows increase in trend with increase in temperature. This opposite
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Figure 2.6: 2D density map of water and glucose molecules shown in rainbow spectrum,
where zeolite structure is projected along a, b, and c axis. Diffusion of water and glucose
molecules across nano pores were observed in 2d density map for projection in a and b
axis. Higher density of molecules were found to be at nano pores of zeolite interior
structure.
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Figure 2.7: 2D density map as a function of temperature across zeolite interior structure
that are projected along a-axis. Temperature range of 320 K to 370 K were considered by
predicting 2D density map of water and glucose molecules (in rainbow spectrum). Higher
concentrations of water and glucose molecules were observed in the boundaries and in the
nano pore regions.

behavior of glucose and water molecules density as function of temperature can be understood more by calculating loading rate of molecules in zeolite interior structure.

2.3.2

Loading Rate as a Function of Temperature and Pressure:

Figure 2.8 shows loading rate of glucose and water molecules as a function of temperature in the range of 300 K to 370 K at 1 bar and as a function of pressure at 363 K in
the range of 1 bar to 10 bar. Loading rate for water decreases with increase in temperature
from 6.5 to 5.6 nm−3 . For glucose molecules, loading in the temperature range of 300 K
to 335 K was found to almost zero inside the zeolite structure. Loading rate for glucose
21

Figure 2.8: Loading rate (number of molecules/Å3 ) inside the zeolite structure is
considered as a function of temperature and pressure for glucose solution. Loading rate
for water and glucose molecules were represented in triangle (black) and circles (red)
symbols, respectively. Linear fit of data for loading rate were represented by black solid
and dotted red lines for water and glucose molecules, respectively. Expect for glucose
molecules, for temperature plot, red dotted line represent quadratic fit of loading rate data.

increase non-linear as a function of temperature from 0.036 to 0.38 nm−3 . Rate of increase
in loading rate is higher at higher temperature (335 K to 370 K). Different loading rate behavior was observed for glucose and water molecules inside zeolite structure as a function
of temperature. One of possible reason for the change in behavior is concentration range
for water and glucose. Where glucose molecules was started to raise from 335 K, whereas
water molecules shows saturated behavior with decrease in concentration with increase
in temperature. For conventional liquid MD simulations, density does not change with
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Figure 2.9: Dynamics of molecules varying in zeolite nano pores at temperature 320 K,
and 370 K were represented in red (circle), and magenta (square), respectively. Number
of molecules observed in a nano pore per unit cell of zeolite structure increases with
increases in temperature. Water molecules averaged per nano pore per unit cell was
considered in this analysis.

pressure. Investigation of loading rate for glucose and water inside zeolite as a function
pressures shows the constant loading rate behavior as conventional liquid MD simulations.
Concentration of water fluctuate around 5.6 nm−3 whereas for glucose fluctuate around 0.2
nm−3 as shown in Figure 2.8.

2.3.3

Variation of local density in nano pore

Molecules present in nano pore were calculated and averaged over time to understand
dynamics of molecules migrating over nano pores either going from inside zeolite structure
to solvent phase or from solvent phase to zeolite. Molecules varying in nano pores per unit
23

cell of Beta zeolite was considered with increase in temperature. Number of molecules in
a nano pore averaged over number of unit cells decreases with increase in temperature, as
shown in Table 3. RDF analysis shows that increase in temperature decreases with maximum peak for water molecules, also number of molecules in a nano pore shows decrease
in number. One prediction from this analysis can be drawn is, with increase in temperature
more molecules pass through nano pores with increase in temperature having less time in
interaction with zeolite atoms.

2.3.4

Mean Square Displacement(MSD) Analysis

Conventional MSD plots for pure liquid phase have linear increase in behavior along
time and its slope contributes to diffusion coefficient (DAB ) based on einstein equation
(ref). For solid-liquid interface, liquid molecules have solid surface that restricts MSD
constant increase with time, instead, MSD plots reaches saturation along with time. Micro
and Macro diffusion phase can be extracted from MSD plot during few pico seconds from
its slope. Micro diffusion phase exits at the few ps and macro diffusion with the zeolite
pores can be extracted with lesser slope of MSD plot. MSD saturation values provide feed
backs on longer migration of molecules coming inside and outside of zeolite structure.
MSD plots of a, b, and c axis were plot individually and shown in Figure 2.10.
Diffusivities in Beta Zeolite: Water MSD saturation is in the range of 10−11 m2 with
MSD saturation higher in b-axis than in a and c axis. Diffusion coefficient are in the range
of 10−9 m2 /sec. This range of diffusion coefficient observed here in beta zeolite was found
in same order of 10−9 m2 /sec in recent studies where water diffusion is studied in one- and
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Figure 2.10: Mean square displacement (MSD) evolution with time were shown in the
figure for glucose (Fig. A) and water (Fig. B) molecules for inside and outside zeolite
structure. MSD for a, b, and c axis were shown in red, black dot dashed, and magenta
dashed lines, respectively.

three- dimensional zeolites by Kuk Nam Han et. al.[86]. For water molecules in outside
zeolite structure, diffusion coefficients are in the range of 10−8 m2 /s with MSD saturation
in range of 10−8 m2/sec. For glucose molecules, MSD saturation are in the range of 10−9
m2 with diffusion coefficient in the range of 10−11 m2 /s. Regarding MSD saturates between
axis, a-axis is almost two times of b and c axis. Outside zeolite structure, MSD saturation
varies in the range of 10−9 m2 with diffusion coefficient of 10−9 m2 /sec. Diffusivities for
a, b, and c axis were not homogeneous and vary for glucose and water molecule.
Diffusivities as a Function of Temperature and Pressure: For water molecules, Diffusivities varies with the range of 10−9 m2 /sec and 10−8 m2 /sec for inside and outside the
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Figure 2.11: Diffusion coefficient as a function of temperature for glucose and water
molecule molecule in interior of zeolite (Fig. A) and outside zeolite structure (fig. B) for
a, b and c direction. Diffusion coefficient of water and glucose molecules were
represented in black line (triangle symbol) and red dotted line (circle symbol),
respectively. For zeolite interior, diffusion coefficient for glucose and water molecule
were observed to be in the order of 10−11 and 10−9 m2 /s, respectively. At outside zeolite
structure, diffusion coefficient for glucose and water molecule were observed to be in the
order of 10−9 and 10−8 m2 /s, respectively. Diffusion coefficient shown non linear
behavior as a function temperature for solvent molecules.

zeolite structure, respectively. With variation of temperature, diffusivities for both inside
and outside zeolite increases with temperature, with lesser slope for inside zeolite. For water molecules, diffusivities varies with the range of 10−11 m2 /sec inside zeolite and 10−9
m2 /sec outside the zeolite. With variation of temperature, diffusivity increases with in-
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Figure 2.12: Diffusion coefficient as a function of pressure for glucose and water
molecule molecule in interior of zeolite (Fig. A) and outside zeolite structure (fig. B) for
a, b, and c direction. Diffusion coefficient of water and glucose molecules were
represented in black line (triangle symbol) and red dotted line (circle symbol),
respectively.

crease in temperature in outside zeolite. For inside zeolite, diffusion coefficient increases
from 320 K to 350 K and decrease there off. One of the reason for decrease in diffusivity
at greater than 350 K is increase in velocity increases number of collisions inside zeolite
pores and decreases its motion forward in a, b, and c axis. Studies on collision dynamics
will prove these conclusion.
Independent simulations were carried out for temperatures 335 K and 363 K to calculate average diffusion coefficient. Table 1 shows fluctuations in directional diffusion
coefficient for water and glucose molecules within zeolite structure. For water molecules,
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directional diffusional coefficient is higher in c direction than in a and b direction. As
water molecules concentration reaches saturation and decreases with increase in temperature. Whereas for glucose molecules, as concentration started to diffusing inside zeolite
structure, directional diffusion coefficient is same a, b, and c direction. From Table 1, directional diffusion coefficient for water is higher than glucose molecule due to its shape and
selectivity. Another reason for lower diffusion in glucose molecules is glucose molecule
start to diffuse inside zeolite structure for temperature 335 and 363 K and loading rate is in
increasing trend with increase in temperature (Figure 2.8).

2.3.5

Analysis on Collision Frequency as a Function of Temperature and Pressure

Diffusion coefficient for glucose and water inside 3D Beta zeolite were observed to
be non-linear behavior with increase in temperature. Both molecules have transformation with in the temperature range of 300 K to 370 K. Factors affecting diffusivities in
inside solid structure are molecule type, inter-molecular interactions of molecule inside
zeolite, collision made in nano pores inside the zeolite. To understand the behavior of diffusion pattern as a function of temperature, collision frequency, number of collision made
by solvent molecules within zeolite structure, were considered for time period of 10 ns.
Averaged collision count were calculated only for molecules inside zeolite structure and
plotted with temperature was shown in Figure 2.13 and compared with respective diffusion coefficient. Water molecules collision frequency (Fig. 2.13a) shows in consistency
with diffusion coefficient behavior with increase in temperature. This shows that Effect
of molecules diffusivity inside zeolite structure for small molecules such as water, depend
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Table 2.1: Directional Diffusion coefficient for glucose and water for independent
simulation runs at 335 K and 363 K.
Molecule

Diffusion Coefficient, 10−10 m2 /sec
Da
Db
Dc
Temperature = 335 K

Glucose
[MD Run1]
[MD Run2]
[MD Run3]
[MD Run4]
Average

3.57 (0.003)
3.06 (0.007)
3.66 (0.01)
3.13 (0.008)
3.35 (0.007)

3.21 (0.011)
2.73 (0.061)
3.63 (0.01)
2.88 (0.004)
3.11 (0.01)

3.95 (0.004)
3.29 (0.004)
3.7 (0.015)
2.92 (0.006)
3.47 (0.007)

Water
[MD Run1]
[MD Run2]
[MD Run3]
[MD Run4]
Average

16.49 (0.21)
16.45 (0.20)
17.07 (0.27)
14.8 (0.21)
16.2 (0.22)

16.81 (0.23)
15.55 (0.19)
15.98 (0.25)
13.72 (0.19)
15.51 (0.22)

22.93 (0.15)
21.22 (0.13)
23.18 (0.18)
18.83 (0.14)
21.54 (0.15)

Temperature = 363 K
Glucose
[MD Run1]
[MD Run2]
[MD Run3]
[MD Run4]
Average

4.48 (0.004)
5.51 (0.002)
4.15 (0.002)
5.09 (0.002)
4.81 (0.002)

4.29 (0.003)
4.68 (0.003)
3.59 (0.002)
4.58 (0.002)
4.29 (0.003)

4.31 (0.001)
4.97 (0.003)
4.35 (0.002)
5.45 (0.008)
4.77 (0.002)

Water
[MD Run1]
[MD Run2]
[MD Run3]
[MD Run4]
Average

18.36 (0.33)
18.81 (0.38)
17.52 (0.29)
19.09 (0.36)
18.45 (0.34)

16.60 (0.32)
17.42 (0.34)
15.50 (0.27)
17.56 (0.34)
16.77 (0.32)

26.24 (0.19)
26.51 (0.24)
23.53 (0.19)
28.05 (0.22)
26.08 (0.21)
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Figure 2.13: Number of collisions made by water (Fig. a) and glucose (Fig. b) molecules
in interior of zeolite structure was shown in the figure with increase in temperature.
Comparison of collision frequency (left Y-axis) to diffusion coefficient (right y-axis) were
shown in the same figure. Collisions with in the zeolite interior were considered when
distance between molecules and zeolites is less then 3Å. Number of collisions was
represented in dotted red line (circle symbol) and diffusion coefficient shown in solid
black line (triangle symbol).

highly on collision factor. At 370 K, water molecule collision frequency decreases with
increase in diffusivity, which shows that higher temperature diffusivity not only depend on
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Figure 2.14: Zeolite structure with center of sphere 5 Å considered in RDF analysis were
shown in figure. Projected Y axis shown in Fig. a and projected X axis shown in Fig. b.
Silicon and oxygen atoms were represented in orange and red color, respectively.

collision factor but other dominating factors. However, for larger molecule such as glucose,
analysis of collision frequency inside zeolite structure couldn’t lead any observation and is
not phase with diffusion coefficient pattern with function of temperature. This shows that
larger molecule diffusivity inside zeolite structure doesn’t depend on collision made but
other factors like molecule size, inter molecular interactions. This shows that, non-linear
behavior of diffusivity in zeolite structure is highly depend on other factor apart from collision factors inside nano pores. Further analysis needs to be made to analysis diffusivity
behavior.

2.3.6

Radial Distribution Function (RDF) Analysis

RDF analysis for heterogeneous system with boundary effects can be overcome by
considering interior zeolite atoms with a sphere of radius 5 Å taken at center of zeolite
structure. RDF analysis shown in this work are considered only for interior zeolite structure
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Figure 2.15: RDF plots for zeolite (silicon and oxygen) for glucose (Fig. A) and water
(Fig. B) molecules. RDF plots at 320 K, 350 K, and 370 K were represented in solid
(red), dashed (magenta), and dashed dotted (black) lines, respectively.

for silicon and oxygen atoms with distribution of solvent molecules around it, as shown in
figure 2.14. RDF plots for interior zeolite atoms shows early raise in peak starting from
0.28 nm for both silicon and oxygen atoms with solvent molecules. Unlike conventional
liquid state RDFs, RDF for these heterogenous systems have irregular peaks in the first
solvation shell.
Zeolite silicon-solvent pairs: Figure 2.15 shown for RDF analysis for silicon atom of
zeolite interior structure with respect to glucose (top) and water (bottom). Temperature
range of 320 K to 370 K were considered in this study. RDF for Si-water over temperature
range shows, raising from 0.28 nm with first solvation shell up to 1.2 nm. Maximum peaks
in the first solvation for Si-water was observed to be decreases over increase in temperature
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Figure 2.16: RDF plots for zeolite (silicon and oxygen) for glucose (Fig. A) and water
(Fig. B) molecules at 363 K. RDF plots at 1 bar, 6 bar, and 10 bar were represented in
solid (red), dashed (magenta), and dashed dotted (black) lines, respectively.

as shown in figure 2.15. These shows that increase in thermal energy for aqueous molecules
decreases number molecules present in first solvation shell. Whereas for glucose atoms,
maximum peak increase with increase in temperature, similar to the pattern observed in
loading rate analysis in above section. Also, RDF plots for Si-glu for 350 K and 370 K has
same behavior up to 0.65 nm shown saturation behavior. However, there is difference in
distribution of molecules for 350 and 370 K from 0.65 nm onwards. Lower first solvation
shell was observed for Si-Glu rdf at 320 K unlike in Si-water where accessibility of silicon
atoms for glucose molecules at 320 K is lower.
Zeolite oxygen-solvent pairs: Similar behavior of rdf curves were observed for OGlu/water over increase in temperature. Early raise of RDF plot which starts at 0.156 nm
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was observed showing oxygen atom has higher affinity than silicon atom for both glucose
and water molecules, at all temperatures. For O-water pair distribution in zeolite structure,
first solvation shell was observed up to 1.2 nm with first maximum peak observed at 0.58
nm.

2.4

Conclusion
Molecular dynamics simulations were carried out for glucose solution in beta zeolites

as a function of temperature and pressure. Zeo-TraPPE force field parameters were considered in this study. Two dimensional density plot on glucose and water adsorption in beta
zeolite reveal favorable sites of nano pores in X and Y dimensions in zeolite framework.
Loading rate (number of molecules/Å3 ) as a function of temperature for water molecules
decreases with increase in temperature, whereas for water molecules increases with increase in temperature. Water reaches saturation in zeolite interior structure and local density decreases with increase in temperature. Glucose molecules start diffusing inside zeolite structure from 350 K that shows increasing trend for loading rate as a function to
temperature. Diffusion of glucose and water molecules were observed in MD simulations
for beta zeolites. Diffusion coefficients were found to be in the order of 10−9 and 10−12 for
glucose and water molecules respectively. Diffusion behavior for solvent molecules in X,
Y and Z dimensions shows non-linear behavior as a function of temperature and pressure.
RDF analysis considered in this study with temperature and pressure dependent analysis
for Si/O-Glu and Si/O-water pairs.
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CHAPTER III
MOLECULAR INSIGHTS INTO IONIC LIQUID/AQUEOUS INTERFACE OF
PHOSPHONIUM BASED PHASE-SEPARABLE IONIC LIQUIDS

3.1

Introduction
Biomass is considered an alternative feedstock to produce biofuel and value-added

chemicals.[167, 23, 1] It is anticipated that by the year 2030, more than 20% transportation fuels and 25% of chemicals will be sourced from biomass.[100] Dissolution and separation of major components of biomass (cellulose, hemicellulose, and lignin) is a critical step in the overall biomass conversion process. Due to many desirable characteristics such as low vapor pressure[160, 68, 155, 156, 181] and the ease with which new
ILs can be designed, ionic liquids provide immense opportunity as solvents to dissolve
cellulose and/or lignin from the biomass.[77, 184, 109, 96] As energy efficient recovery of ionic liquid post-dissolution step is important for overall techno-economic aspects
of the overall process, ILs that are amphiphilic with respect to water or other solvents
are particularly attractive. Amphiphilicity can allow one to tailor the miscibility behavior to create bi-phasic system either by altering state conditions or by addition of cosolvents.[177, 55, 178, 54, 61, 122, 182, 96] Phase separable ionic liquids (PSILs) such
as imidazolium or phosphonium based ILs can be tailored to form a bi-phasic system
with water.[181, 160, 121, 29, 85, 138, 78, 79, 112] It has been shown that imidazolium35

based ionic liquids like 1-ethyl-3-methylimidazolium dimethyl phosphate[77] and 1-ethyl3-methylimidazolium acetate[184] can dissolve cellulose efficiently. Recently, Holding et
al.[96] have reported that phosphonium based ionic liquids (PBILs) with chloride and acetate as anions (Figure 3.10) dissolve lignin and microcrystalline cellulose in the presence
of dimethyl sulfoxide (DMSO) as co-solvent. Phosphonium based phase-separable ionic
liquids are formed by introducing hydrophobic moieties on phosphorus center can control
immiscible behavior with water or saline solutions.[96, 110] Among these ILs, trioctylmethyl phosphonium acetate ([P8881 ][OAc]) being most efficient in dissolving cellulose up
to 19 wt% of microcrystalline cellulose (MCC) with 40 wt% DMSO. In terms of a molar anhydroglucose unit (AGU)/IL ratio, [P8881 ][OAc]/DMSO maximum molar dissolution
capacity is 1.12 AGU/IL, when compared with [emim][OAc]/DMSO at 0.78 AGU/IL.[96]
Ionic liquid interfacial studies were carried out to investigate the interfacial phenomenon
for IL/aqueous,[76, 71, 169, 186, 141, 88] IL/alcohol,[46, 103, 50] IL/vacuum,[80, 5] and
effect of alkyl chain length.[113, 84] These studies on IL/water systems and effect of water content for various ILs shows altering molecular phenomenon on ion orientation at
interfaces and are useful for modeling liquid-liquid biphasic phase systems. Analysis of
structural and dynamical properties of [bmim][PF6 ] by varying water content[169] shows
a negligible effect on water addition and shows a similar pattern when compared to pure
IL. Water adsorption by the presence of electrode surfaces in imidazolium-based ionic
liquids was studied by Feng et al.[71] This study reports that water molecule accumulation at electrode surfaces within sub-nanometer distance with a low amount of water
molecules present in the bulk IL phase. Also, adsorption of water at electrode surfaces
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was observed to be increased with increase in applied voltage.[71] Experimental and simulation study for IL/water interfacial phenomenon was carried out by Nickerson et al.
[141] with iodide based imidazolium ionic liquids. Presence of water in ionic liquid effect viscosity and conductivity of IL where the molecular ordering of ionic liquids directly
depends on water content. [141] For imidazolium IL and aqueous systems, interactions
for water-anion and water-cation were observed to be stronger than counter ions (anioncation) interactions.[88] MD simulation study on the ternary system with imidazolium
ionic liquid-HNO3 -H2 O shows, water solubility in [C2 mim][NTf2 ] was observed to be increased by 10 times higher than HNO3 saturated concentration.[76] Effect of alkyl chain
length on imidazolium-based ionic liquids for IL/water systems[113, 84] reveals that IL
ion orientation was dependent on alkyl chain lengths in ILs.
The interfacial behavior of ILs with polar/nonpolar solvents is governed by the delicate balance of molecular architecture and molecular interactions. Thus, understanding
the structure property relationship of IL/solvent combination is of fundamental importance
in designing new and more effective dissolution systems. This has led to the significant
effort in the field to employ molecular dynamics (MD) simulation to investigate interfacial
phenomenon to provide valuable insights into IL/water interfacial behavior.[18, 45, 185,
58, 136, 123, 47, 171, 49] Chaumont et al. [47] reported MD study of aqueous interface
with the ionic liquid composed of [PF6 ]− anion with butyl, and octyl methyl imidazolium
(BMIM, and OMIM) cations. This study reveals OMIM cation forms clear interface while
BMIM cation while anions diffuse into the aqueous phase resulting in reorientation of
cations. Another study by sieffert et al.[171] on the aqueous interface of BMIM cation and
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bis(trifluoromethylsulfonyl)imide anion compared different water models, charge scaling
and electrostatic treatment, and reported narrower and sharper interface with overall neutral [BMIM][PF6 ] in the IL bulk phase. Feng et al.[72] studied the effect of alkyl side
chain length of three imidazolium-based ionic liquids ([BMIM][BF4 ], [OMIM][BF4 ], and
[OMIM][Cl]). These ILs show, higher alkyl side chain length in ionic liquids results in
stronger aggregation and slower diffusion of anions. Effect of [Cl]− ions in phase separable ionic liquids were reported by replacing with hexafluorophosphate [PF6 ]- ion[87] and
tetrafluoroborate [BF4 ]− ions.[72] Effect of [Cl]− ions in place of [BF4 ]− ions was studied
by a change in water distribution with slower diffusion rates of mixtures.[72] Comparison of [PF6 ]− ion with [Cl]− ions shows [PF6 ]− has hydrophobic as solvents than [Cl]−
ions.[87]
Phase behavior of PBILs in aqueous medium has a significant role in separation and its
effective recycling process. In this study, we investigate PBILs miscibility with an aqueous
phase and the effect of alkyl chain length using molecular dynamics simulations. Phosphonium based ionic liquids miscibility with water can be altered by changing alkyl chain
length of phosphonium cation.[96] Holding et al.[96] have reported that minor change in
alkyl chain length of phosphonium cation results in a major alteration in miscibility of
ionic liquid towards the water. Molecular insights like the effect of alkyl chain length
on miscibility in the aqueous phase can not be answered in experimental findings. This
phenomenon can be studied by conducting interfacial molecular dynamics simulations for
phosphonium based ionic liquids where molecular structure evolution can be studied in a
controlled manner. In this study, we report MD simulations performed with IL/water inter38

Figure 3.1: The molecular structure of phosphonium based ionic liquids considered in this
study with [CH3 COO]− (acetate) and [Cl]− (chloride) as anions.

facial systems for phosphonium based ionic liquids with chloride and acetate as anions. By
varying the length of alkyl chain length from 2 to 12 (eg. [P2222 ]+ , [P4444 ]+ , [P6666 ]+ ), the
effect of hydrophobic moieties towards IL miscibility in the aqueous phase can be revealed.
Structural analysis was carried out to have more insights into this phenomenon.
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3.2

Simulation details
One of the force fields available with the variation of alkyl chain length in phospho-

nium cation with chlorides as cation that is consistent with OPLS all-atom force field parameters was developed by Lopes and Padua.[39] These force field parameters are used
in this study for phosphonium cations, with varying alkyl chain length for phosphonium
cation and chlorides as an anion. For acetate anion, all-atom force field parameter developed by Chandran et al. [44] with cations 1-butyl-3-methyl-imidazolium, N,N,N’,N’tetramethylguanidium and 1-n-butyl-pyridinium will be used in this study by evaluating its
performance with phosphonium cations.
All molecular dynamics simulation were carried out using GROMACS version 5.1
package.[91, 176] Force field potential function was considered in this study as the sum of
the bond, angle, torsion dihedral angles and pairwise additive van der Waals and electrostatic interactions between nonbonded atoms as shown in equation 1:
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where kr,ij , kθ,ijk , kφ,m are force constants for bond, angle, and dihedral potentials with
rij , θijk , φ represents the bond, angle, and dihedral angles between the atoms, respectively.
Equilibrium values are represented with subscript zero for corresponding potential func40

tions. van der Waals interactions between atom pairs i and j are defined by Lennard-Jones
12-6 potential with distance, rij and Lennard-Jones parameters ij , σij . Electrostatic interactions are defined by Coulombic interactions with point charges (qi , qj ) assigned to
individual atoms. TIP3P water model was used to model water molecule. Simulations
were carried out with a time step of 2 femtoseconds (fs). Periodic boundary conditions
were applied in all directions. Initial configurations were generated using PACKMOL
package.[128] Energy minimization was performed for initial configurations using steepest descent algorithm with a step size of 0.5 for 5000 steps. Equilibration was carried out
using two stages, NVT ensemble followed by NPT ensemble. NVT ensemble equilibration
was performed using V-rescale[35] followed by Berendsen thermostat[19] at 700K. The
second stage of equilibrium was carried out in NPT ensemble using Berendsen thermostat
and barostat[19] followed by Nose-Hoover thermostat[143, 97] with Parinello-Rehman
barostat[146, 144] at 700 K and 1 bar. Temperature annealing method was applied to these
systems as ionic liquids have slower dynamics at ambient temperature. Temperature annealing was applied from 700K to target temperatures by decreasing 50K for every 20ps
(50k/10000 time steps). For final MD production run, Nose-Hoover thermostat[143, 97]
was used with coupling constant of 0.5 ps and Parinello-Rehman barostat[146, 144] was
applied with pressure coupling constant of 0.5 ps. All bonds in the system were constrained
using P-LINCS algorithm.[90, 89] For Lennard-Jones and Columbic interactions, a cutoff
of 1.6 nm was used.[39] Lennard-Jones tail correction was used to account long-range van
der Waal interactions. Particle-mesh Ewald (PME) method [70] was used for calculating
Coulomb interactions with 1.6 nm cutoff for real-space and 0.16 nm of gird space was used
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Figure 3.2: Initial system setup for Ionic liquid [P8888 ][Cl] (right) and TIP3P aqueous
phase (left) with interface present in the middle of simulation box.

in calculations. Neighbor list was updated for every 5 steps in all MD simulations. All MD
simulation snapshots were taken in VMD package.[102]
Building IL/water initial configuration. For ionic liquid (IL) and water interface
initial configuration, equilibrated ionic liquid configurations were considered. Pure ionic
liquid configurations were created initially using PACKMOL package.[128] Equilibrated
configuration was generated by performing energy minimization and two-stage equilibration as mentioned above followed by temperature annealing from 700 K to 298 K at 1 bar
with a total time frame of 4 ns. Final MD production runs were carried out for 5 ns with
the time step of 2 fs. These equilibrated configurations and aqueous phase configuration
were placed side by side and considered as initial configurations for IL/water interfacial
systems. Due to applied periodic boundary conditions in pure ionic liquid equilibrated
configurations, part of the molecules were distributed across the boundaries in x, y, and z
directions. Using Minimum Image Convention (MIC) theory,[3] broken fragments along
z-direction at boundaries were brought together to form IL/water interface.
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Table 3.1: Simulated system details
Ionic liquid

IL

Water

molecules

molecules

Initial box size (Å)

Ionic Liquids with Chloride Anions
[P2222 ][Cl]

371

4182

50.0 X 50.0 X 90.84

[P4444 ][Cl]

230

4182

50.0 X 50.0 X 95.79

[P6666 ][Cl]

166

4182

50.0 X 50.0 X 98.80

[P8888 ][Cl]

125

4182

50.0 X 50.0 X 98.13

[P12121212 ][Cl]

156

7226

60.0 X 60.0 X 121.60

[P8881 ][Cl]

225

7226

50.0 X 50.0 X 98.83

[P14666 ][Cl]

161

4182

60.0 X 60.0 X 12.04

Ionic Liquids with Acetate Anions
[P2222 ][Ac]

328

4182

50.0 X 50.0 X 93.39

[P4444 ][Ac]

213

4182

50.0 X 50.0 X 97.07

[P6666 ][Ac]

153

4182

50.0 X 50.0 X 97.99

[P8888 ][Ac]

125

4182

50.0 X 50.0 X 100.38

[P12121212 ][Ac]

150

7226

60.0 X 60.0 X 120.05

[P8881 ][Ac]

152

4182

50.0 X 50.0 X 99.43

[P14666 ][Ac]

213

7226

60.0 X 60.0 X 119.82
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Figure 3.3: Snapshot of 80 ns of MD simulation of phosphonium chloride (Figure A) and
acetate (Figure B) IL’s and TIP3P water mixture for alkyl chain length of 2, 4, 6, 8, and 12
(For alkyl chain length of 12, a snapshot of 190 ns was shown in the figure).

IL/water interfacial systems. For ionic liquid and water phases, cubic boxes of length
50 Å except for [P12121212 ]+ and [P14666 ]+ phosphonium cations where cubic box length of
60 Å was considered due to higher molecular weights. Initial configurations were generated by considering the average density of 890 kg m−3 for ionic liquid and 1000 kg m−3
for aqueous phase with system details shown in Table 3.1. Energy minimization and twostage equilibration followed by temperature annealing were performed for equilibration of
IL/water interface as mentioned earlier. Final MD production runs were carried out for the
total time of 80 ns (300 ns for [P12121212 ][Cl] and [P12121212 ][OAc] ionic liquids) and last
40 ns were considered for post analysis.
Densities. For density estimation of pure ILs, [P4448 ][Cl], [P14666 ][OAc], and [P14666 ][Cl]
are considered as they have experimental values are available in literature.[140, 65, 69]
Energy minimization, two-stage equilibration, and temperature annealing were carried out
similar to IL/water interface systems. Temperature annealing was applied from 700 K to
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Figure 3.4: MD simulation of [P12121212 ][Cl] and [P12121212 ][OAc] ionic liquid with TIP3P
water model: Snapshots were shown at timeframes of 10ns, 40ns, 120ns, and 190ns with
an ionic liquid and aqueous phase shown separately.

target temperatures (298 K, 313 K, 323 K, 343 K). All other MD simulation settings were
considered same as IL/water interface systems. The production runs in NPT ensemble
were carried out for 5 ns in length.

3.3

Results and discussion

3.3.1

Force field parameters validation

Force field parameters for this study was taken from Canongia Lopes and Padua study,[39]
that was parameterized for ionic liquid [P14666 ][Cl] at 298K. For phosphonium acetate ionic
liquids, acetate ion force field parameters were taken from[44] that was parameterized for
imidazolium, pyridinium and guanidinium cations. Performance of this force field was
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studied by choosing three ionic liquids with variation of alkyl chain length i.e., [P4448 ][Cl],
[P14666 ][Cl], and [P14666 ][Ac] at temperature varying from 293 to 343 K. Experimental
density[140, 65, 69] comparison were carried out with simulated density as shown in Table 3.2. At all temperatures, simulated density gives good agreement with experimental
value at an error of less than 1%.

3.3.2

Miscible and immiscible behavior of PBILs

MD simulations at the end of 80 ns for ionic liquids of chlorides and acetate as anion
are considered to analyze its miscibility with water. Ionic liquids with alkyl chain length
of 12 ([P12121212 ][Cl] and [P12121212 ][OAc]) are analyzed for 190 ns, due to its low orientational dynamics and forming multiple planar interfaces with the aqueous phase. Snapshots
of final MD production run of 80 ns (and 190 ns for alkyl chain length of 12) for all ionic
liquids are shown in Figure 3.3. For chlorides and acetates, alkyl chain length varying from
2 to 6, ionic liquid shows miscibility with the aqueous phase. Ionic liquids with alkyl chain
length greater than 8, shows immiscibility with water forming emulsion phase in aqueous
phase except for [P12121212 ][Cl] and [P12121212 ][OAc] ionic liquids, where multiple IL/water
interface are observed. Transition zone from miscible to immiscibility is observed for alkyl
chain length from 6 to 8 for both types of phosphonium based ionic liquids. Comparison of
these results with experimental findings reported by Holding et al.[96] are carried out (Table 3.3) and shows good agreement with experimental observations. Emulsion phase behavior is observed for non-symmetrical alkyl chain lengths of cation ([P14666 ] and [P8881 ])
for both chloride and acetate anions as shown in Figure 3.3. Irrespective of the miscible
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Table 3.2: Densities of [P4448 ][Cl], [P14666 ][Cl], and [P14666 ][Ac] ionic liquids from MD
simulations and experimental values.[140, 65, 69] Uncertainties are given in parenthesis.
[P4448 ][Cl]
Temp.(K) Sim.

Exp.

[P14666 ][Cl]

[P14666 ][Ac]

Exp.

Exp.

%Dev.

901.7

894.5

0.8

(0.2)

(2.1)

898.6

891.3

(0.2)

(2.1)

889.2

882.3

(0.2)

(2.1)

0.6

-

-

-

-

874.7

870.4

0.5

(0.2)

(2.1)

-

-

%Dev. Sim.

%Dev. Sim.

Density (kg m−3 )
293

298

936.1

927.2

(0.3)
-

0.9

900.6

892.4

(6.8)

(0.3)

(1.0)

924.33 -

-

-

0.9

-

(6.8)
313

328

333

343

923.5

915.9

(0.3)

(6.7)

912.9

907.4

(0.4)

(6.6)

-

-

903.7

898.9

(0.2)

(6.5)

0.8

0.6

-

0.5

888.0

880.6

(0.3)

(1.0)

877.9

872.3

(0.5)

(1.0)

-

-

867.0

863.7

(0.2)

(1.0)
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0.8

0.4

0.8

0.8

-

and immiscible behavior of PBILs in the aqueous phase, penetration of anions (chloride
and acetate) in the aqueous phase are observed. The orientation of phosphorus atom in
phosphonium cation aligns towards oxygen atoms in the water molecule are observed.

Table 3.3: Miscibility of ILs with water at the end of MD simulations
Ionic liquid
Total time
Water miscibibility
(ns)
Sim.∗∗
Exp.∗
Ionic liquids with chloride anions
[P2222 ][Cl]
80
yes
[P4444 ][Cl]
80
yes
yes
[P6666 ][Cl]
80
yes
[P8888 ][Cl]
80
no
no
[P12121212 ][Cl]
190
no
[P8881 ][Cl]
80
no
no
[P14666 ][Cl]
80
no
no
Ionic liquids with acetate anions
[P2222 ][Ac]
80
yes
[P4444 ][Ac]
80
yes
yes
[P6666 ][Ac]
80
yes
[P8888 ][Ac]
80
no
no
[P12121212 ][Ac]
190
no
[P8881 ][Ac]
80
no
no
[P14666 ][Ac]
80
no
no
*Exp. observation taken from Holding et al.[96]
**Simulation results in emulsion phase of IL with water were
considered as immiscible behavior
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3.3.3

3.3.3.1

Structural analysis

Aqueous interfacial study of [P12121212 ][Cl] and [P12121212 ][OAc] ionic liquid.

For ionic liquids of symmetric alkyl chain length of 12 shows a clear formation of
multiple IL/water interface where anions penetrate into aqueous phase as shown in Figure 3.4. Snapshots of time evolution showing multiple interface formation in ionic liquid
phase over time and diffusion of anions in the aqueous phase are clearly observed. At early
stages of dynamics, simultaneous diffusion of water molecules into ionic liquid and anions
into aqueous phase are observed. This phenomenon reaches equilibrium around 120 ns and
forms multiple planar interfaces in ionic liquid phase with anions settling in both the aqueous phase and IL/water interfaces. Chloride and acetate anions are completely solvated in
aqueous phases, leaving ionic liquid charge imbalances. These imbalances are compensated by presences of IL/water with anions interface regions in ionic liquid phase. These
phenomena also lead to effect phosphonium ion orientation where phosphorous atom orients towards IL/water/anions interface. Effect of reorientation of cations and anions in
IL/water phases can be clearly observed in partial density profile across the box.

3.3.3.2

Z-profile for [P12121212 ][Cl] and [P12121212 ][Ac] ionic liquid.

Partial density profiles along the length of solvent boxes (z-axis) were shown in Figure
3.5 and 3.6 for IL of alkyl chain length of 12 for chloride and acetate anion, respectively.
Multiple IL/water Interface can be identified in density profile of oxygen atom of water,
which has peaks at 1.5 nm and 4.5 nm in IL phase. Aqueous phase range from 6.5 to 12
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nm with the sum of total six IL/water interface formation for both chloride and acetate
ILs. Diffusion of chloride and acetate ions in the aqueous phase can be observed in density
profile peak as it is in phase with density profile of oxygen atom in ionic liquid phase.
However, in bulk aqueous phase, penetration of anions is maximum at the edges of the
aqueous phase with a concentration around 10 kg m−3 in the interior phase. This shows
affinity of anions towards water molecule (oxygen atom) is higher than affinity towards
phosphonium cation. Charge imbalance due to anion penetration in aqueous phase results
in reorientation of phosphonium cation and also leads to the formation of multiple IL/water
interfaces in ionic liquid phases. Reorientation of phosphorus atom towards aqueous phase
enriched with anions can be clearly seen in phosphorous atom density profile in Figure 3.5
and 3.6. Due to this effect, the partial density profile of phosphorus is not uniform in ionic
liquid phase but has major peaks close to peaks of chloride and oxygen density profiles. A
similar orientation of phosphorus, chloride and oxygen atoms in IL/water mixture were observed in all ionic liquids either miscible/immiscible with water. This phenomenon clearly
shows that hydrophobic effect of alkyl chain around phosphorus atom prevents diffusion
of cation in water and restricts anion penetration towards bulk aqueous phase. Due to these
restrictions, the formation of multiple IL/water interfaces enriched with anions is observed
in immiscibility towards aqueous phase. These phenomena are observed in ionic liquid
with alkyl chain length of greater than 8 forming IL/water planar interfaces.
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Figure 3.5: Partial density of the box length for chloride, oxygen, and phosphorous atom
for [P12121212 ][Cl] ionic liquid. Line representation for partial mass density for chloride,
phosphorus, and oxygen atoms are represented in solid, dot-dashed, and dashed lines,
respectively. Atom representation for oxygen, hydrogen, chloride/carbon, and phosphorus
atoms were shown in red, white, blue, and brown color, respectively.

3.3.3.3

Pair distribution function for miscible IL/water systems.

The Orientation of molecules and its comparison with other Ionic liquids can be carried
out with radial distribution function (RDF) analysis. Effect of hydrophobicity of phosphonium cation and diffusion of anions in the aqueous phase can be studied in detail through
RDF analysis. RDF analysis of phosphorous atom of phosphonium cation towards oxygen
atom of water molecule gives more insights on the effect of phosphonium cation orientation in an aqueous phase (Figure 3.7). For ILs with chloride and acetate as the anion,
phosphonium cation contains two solvation shell ranging from 0.3 to 0.75 nm followed by
0.75 to 0.9 nm. ILs which are miscible with aqueous phase has a higher magnitude in the
first solvation shell and ILs which are immiscible with aqueous phase have a similar height
in first solvation shell. This shows that formation of emulsion or IL/water planar interface
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Figure 3.6: Partial density of the box length for [OAc]− , oxygen, and phosphorous atom
for [P12121212 ][OAc] ionic liquid. Line representation for partial mass density for [OAc]− ,
phosphorus, and oxygen atoms are represented in solid, dot-dashed, and dashed lines,
respectively. Atom representation for oxygen, hydrogen, [OAc]− , carbon, and phosphorus
atoms were shown in red, white, light red, blue, and brown color, respectively.

results is the same degree of phosphonium cation solvation towards aqueous phase. The
height of first solvation shell peak decrease for alkyl chain length from 2 to 12 for both
chloride and acetate anions, which shows available of oxygen atom towards phosphorous
atoms depends of alkyl chain length of phosphonium cations.
RDF plots of chloride/acetate around phosphorous atom will provide insights on alkyl
chain length effect towards anion diffusion into the aqueous phase (Figure 3.8). Two trends
are observed in this analysis for ILs miscible and immiscible with the aqueous phase. ILs
with miscible behavior, have a higher magnitude in the first peak of solvation shell with
decreasing magnitude for higher alkyl chain length (from 2 to 6). For ILs with immiscible
behavior in the aqueous phase, reverse trend is observed where the magnitude of the first
peak of solvation shell increases from [P6666 ]+ to [P8888 ]+ . Change of this behavior shows
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major changes in the rearrangement of phosphonium and chloride/acetate ions. This shows
the formation of emulsion or immiscible phase in IL/aqueous systems results in an increase
of anions availability towards phosphonium cation favoring charge balance in the IL/water
system. Also, the magnitude of first solvation shell peak is higher for immiscible ILs when
compared to miscible ILs, which shows the formation of emulsion or immiscible phase
results in higher solvation of anions towards phosphonium cation. For ionic liquids with
alkyl chain length of smaller than 6, the formation of an interface is prevented by solvation
of anions in water. But for higher alkyl chain length of greater than 6, solvation of anions is
dominated by the hydrophobic effect of phosphonium cation, further leads to immiscibility
towards aqueous phase.
Anion interaction towards aqueous phase can be studied through RDF of anions towards oxygen atom of water, as shown in Figure 3.9. Three solvation shells are observed
in ILs of chloride and acetate ions with varying shell thickness. The magnitude of first
solvation shell for ILs with chloride as anion has five folds higher than the magnitude of
first solvation shell for ILs with acetate as an anion. One of reason can be as chloride is
a single point charge when compared to acetate ion which has distributed charges with
hydrophobic methyl residue, which leads to having less affinity towards oxygen atom of
water molecules. Also, the thickness of three solvation shells for chloride ions (0.125, 0.25,
and 0.275 nm) is greater than acetate ions (0.03, 0.12, and 0.2 nm), due to hydrophobic
methyl residue in acetate ions. However, these differences in anion solvation in aqueous
phase shows the lesser impact on miscibility and emulsion/immiscibility property towards
aqueous phase.
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3.3.3.4

Orientation of ILs at interface.

Figure 3.10 shows the orientation of ions after equilibrium with the aqueous phase. Inspection on ion orientation was made by looking into snapshots of MD simulation for the
last 1 ns of time. Molecules orientation in IL/aqueous system arranged in a particular way
that provide more information on anion solvation in aqueous phase and cation orientation
towards aqueous phase. In all PBILs, cations of chlorides and acetates are completely solvated by water molecules. Methyl group of acetate cations reorient towards phosphonium
anion for miscible and immiscible PBILs. ILs with miscible behavior towards aqueous
phase ([P2222 ], and [P4444 ]) have a uniform distribution of alkyl chains around the phosphorous atom. ILs in the transition zone from miscible to immiscible behavior ([P6666 ], and
[P8888 ]) have orientation where phosphorous atom aligns towards IL/water interface with
three alkyl chains orients towards IL/water interface with fourth alkyl chain facing towards
the interior of IL phase. This orientation resembles lipids forming micelle structure in the
aqueous phase. For [P12121212 ] cation, phosphorous atom orient towards IL/water interface
with part of four alkyl chains partially orients towards IL/water interface and terminal ends
of alkyl chains were observed to be interior of IL phase. ILs of [P14666 ]+ cations shows
the similar orientation of [P6666 ] and [P8888 ], where three alkyl chains orient towards interface with fourth alkyl chain facing towards the interior of IL phase. Phosphonium cation
of [P8881 ]+ have similar cation orientation towards methyl group and phosphorous atom
orients towards the IL/interface with one of the octyl chains facing towards the interior of
IL phase.
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Figure 3.7: The Radial distribution function for ionic liquids with varying alkyl chain
length, for phosphorus atom towards oxygen atom of water for acetate ion (Fig. A) and
chloride ion (Fig. B). Ionic liquid with alkyl chain length of 2, 4, 6, and 8 was represented
in solid, dotted, dashed, and dot-dashed lines, respectively. Color representation for
PBILs with alkyl chain length of 2, 4, 6, and 8 was shown in red, black, violet, and
magenta colors, respectively.
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Figure 3.8: The Radial distribution function for ionic liquids with varying alkyl chain
length, for phosphorus atom towards acetate ion (Fig. A) and chloride ion (Fig. B). Ionic
liquid with alkyl chain length of 2, 4, 6, and 8 was represented in solid, dotted, dashed,
and dot-dashed lines, respectively. Color representation for PBILs with alkyl chain length
of 2, 4, 6, and 8 was shown in red, black, violet, and magenta colors, respectively.
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Figure 3.9: The Radial distribution function for ionic liquids with varying alkyl chain
length, for anions (acetate ion (Fig. A) and chloride ion (Fig. B)) towards oxygen atom of
water molecules. Ionic liquid with alkyl chain length of 2, 4, 6, and 8 was shown in solid,
dotted, dashed, and dot-dashed lines, respectively. Color representation for PBILs with
alkyl chain length of 2, 4, 6, and 8 was shown in red, black, violet, and magenta colors,
respectively.

57

Figure 3.10: Immiscible cation and anion orientation at aqueous/IL interface for PBILs
considered in this study is shown in the figure.
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3.3.4

Non-bonded interactions of cations and aqueous phase towards anions

Figure 3.11: Non bonded interactions for [P]-[anion], [alkyl chain]-[anion], [P]-[water],
and [anion]-[water] pairs was considered for PBILs with anions, chlorides (Fig. A), and
acetates (Fig. B).

Investigation of non-bonded interaction towards the pairs of [P]-anion, alkyl-anion,
[P]-water, and anion-water (Figure 3.11) will reveal the criteria for miscible and immiscible behavior for PBILs. Three regions (miscible, transition and immiscible regions) of non
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bonded interactions towards anions were observed for an increase in alkyl chain length of
PBILs. Non-bonded interactions (sum of van der Waal and coulombic interactions) reaches
saturation for PBILs that undergoes major cation and anion orientation before reaching
equilibration towards aqueous phase that results in immiscible behavior. For miscible region ([P2222 ], and [P4444 ]), non bonded interactions of anions and water molecules towards
cations increases with increasing alkyl chain length. In transition zone from miscible to
immiscible behavior ([P6666 ], and [P8888 ]), non bonded interactions towards cation reach
saturation limit with an increase in alkyl chain length. Further increase in alkyl chain
length ([P8888 ] to [P12121212 ]) shows saturation limit for non-bonded interactions. With the
increase in alkyl chain length from 2 to 12, only for [P2222 ]+ , [P]-[water] pair has greater
interactions than [P]-[anion] and the trend got reversed for all other PBILs. One of the
reasons for the reversal in trend between these atom pairs is due to, major orientational
changes in phosphonium cation for higher alkyl chains that eventually leads to immiscible
behavior towards aqueous phase. From partial density profiles, RDFs, and non-bonded interaction analysis, miscible and immiscible behavior towards aqueous phase shows strong
dependency towards anion solvation in the aqueous phase and phosphonium interaction
towards aqueous phase.

3.3.5

Diffusion coefficient of cations and anions

Diffusion coefficients for phosphonium cation and chloride/acetate anions were calculated and compared in Figure 3.12 (Table 3.4). Diffusion coefficients for water in IL/water
systems increase with alkyl chain length of phosphonium cation(from 0.6 to 2.5, 10−5 cm2
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s−1 ). For chloride/acetate anions in IL/water systems, diffusion coefficients varies from 0.2
to 0.65, 10−5 cm2 s−1 . For phosphonium cations, diffusion coefficients varies from 0.02 to
0.18, 10−5 cm2 s−1 . Properties of the diffusion coefficient for phosphonium cation with
chloride and acetate as anions show a similar trend with an increase in alkyl chain lengths.
Diffusion coefficient for phosphonium cation decreases with increase in alkyl chain length.
This is due to increase in alkyl chain length of phosphonium cation decreases the degree
of freedom of cation reorientation in IL phase, decreasing its diffusion coefficients. For
chloride/acetate anions, diffusion coefficients increase at lower alkyl chain lengths (alkyl
chain lengths from 2 to 8 for chloride anions, 2 to 6 for acetate anions). At higher alkyl
chain lengths, anions diffusion coefficient decreases with increasing alkyl chain lengths.
This shows that formation of an emulsion or IL/water interfaces decreases anions degree
of freedom for reorientation in multiphase systems. Changes in diffusion coefficients trend
with respect to alkyl chain length for chloride (alkyl chain length from 8) and acetate anions (alkyl chain length from 6) are not known and one of the reason is due to single and
distributed charges for chloride and acetate ions, respectively.

3.4

Conclusions
Aqueous interfacial studies were conducted using molecular dynamics simulations for

PBILs with anions of chloride and acetate using OPLS AA force field. By increasing alkyl
chain length in phosphonium cation, ILs immiscible behavior in water was achieved and
for higher alkyl chain length higher than 8, the definite interfacial surface was observed.
Alkyl chain length of 2, 4, and 6 shows miscible property with water. Multiple IL/water in61

Table 3.4: Diffusion coefficients of IL/water systems for phosphonium cation,
chloride/acetate anion and water molecules with uncertainties given in parenthesis.
Diffusion coefficient (10−5 cm2 s−1 )
Ionic liquid
Anion

Phosphonium

water

cation
Ionic Liquids with Chloride Anions
[P2222 ][Cl]

0.26 (0.02)

0.15 (0.02)

0.66 (0.01)

[P4444 ][Cl]

0.42 (0.03)

0.16 (0.00)

1.12 (0.00)

[P6666 ][Cl]

0.51 (0.01)

0.12 (0.01)

1.41 (0.02)

[P8888 ][Cl]

0.59 (0.03)

0.07 (0.01)

1.64 (0.05)

[P12121212 ][Cl]

0.53 (0.02)

0.04 (0.02)

2.28 (0.05)

[P8881 ][Cl]

0.77 (0.06)

0.08 (0.00)

1.69 (0.02)

[P14666 ][Cl]

0.72 (0.03)

0.05 (0.01)

1.75 (0.02)

Ionic Liquids with Acetate Anions
[P2222 ][Ac]

0.27 (0.00)

0.20 (0.01)

0.81 (0.03)

[P4444 ][Ac]

0.34 (0.02)

0.19 (0.03)

1.23 (0.01)

[P6666 ][Ac]

0.38 (0.06)

0.12 (0.01)

1.59 (0.02)

[P8888 ][Ac]

0.29 (0.00)

0.03 (0.01)

1.87 (0.02)

[P12121212 ][Ac]

0.26 (0.01)

0.04 (0.03)

2.60 (0.01)

[P8881 ][Ac]

0.40 (0.09)

0.07 (0.00)

1.66 (0.02)

[P14666 ][Ac]

0.33 (0.03)

0.03 (0.01)

1.94 (0.02)

62

Figure 3.12: Diffusion coefficients for PBILs with acetate (Fig. A) and chloride (Fig. B)
as anions with an increase in alkyl chain length of phosphonium cation. Phosphonium
cations were represented in dotted green line (square symbol) and anions were shown in
solid black line (circle symbol).

terfaces were observed in [P12121212 ]+ ionic liquid for both anions (chloride and acetate). In
all ionic liquids considered in this study, anion diffuse into aqueous phase results in instant
charge imbalance and changes the dynamics of phosphonium cation that further determines
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miscible and immiscible property for PBILs. Radial distribution functions analysis further
reveals the orientation of molecules in miscible and immiscible phases of ionic liquid with
the aqueous phase. The miscible and immiscible behavior for PBILs was determined by
two factors, anions solvation in the aqueous phase and the hydrophobic effect of phosphonium cation towards aqueous phase. Non-bonded interactions between anion, cation,
and the aqueous phase shows better understanding for miscible and immiscible PBILs.
For PBILs with alkyl chain length of less than 6, hydrophobic effect is dominated by anion solvation in the aqueous phase resulting in miscible behavior. For alkyl chain length
of greater than 6, the reverse is true resulting in immiscible behavior. These effects are
clearly analyzed in RDF analysis. Study on separation process like liquid-liquid extraction
on IL/water immiscible system that will result in aqueous phase enriched with anions can
reveal further insights for effective recycling options for PBILs is our future work.
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CHAPTER IV
UNITED ATOM FORCE FIELD DEVELOPMENT FOR PHOSPHONIUM BASED
PHASE-SEPARABLE IONIC LIQUIDS

4.1

Introduction
Ionic liquids are molten salt which is in the liquid state at room temperature has more

advantages as industrial solvents[172, 36, 87, 66, 40, 38, 135, 64, 124, 33] and considered as green solvents due to its low vapor pressure.[74, 30] These molten salt can be
synthesized by varying polarity, alkyl chain lengths and hydrophobic/hydrophilic nature
in ions that alter solvent properties for a specific task.[95] By monitoring nature of ions
in ionic liquids, phase separable can be regulated that has potential advantages in solubility and extraction process.[111, 95] One of the potential application is biofuel production
from biomass, where ionic liquids can effectively dissolve cellulose along with solvent
recycling options.[174, 28] Over the past two decades, research focus on the search for
alternative fuels to replace conventional fossil fuel has gained much attention.[159, 92, 48]
Biomass is considered as an alternative feedstock to produce biofuel and value-added
chemicals.[167, 23, 1] By the year 2030, more than 20% transportation fuels and 25%
of chemicals will be sourced from biomass.[100]
Cellulose solubility using ionic liquids is considered to be one of economic alternative because of its solvent extractions process that requires less production cost than
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costly distillation process for separation.[109] Ionic liquids (ILs) including imidazolium
and phosphonium based ionic liquids that form phase separation with aqueous solutions
[121, 29, 85, 138] that contain hydrophobic anions were reported as PSILs.[78, 79, 112]
With an increase in hydrophobic alkyl chain length in phosphonium cation, PBILs attains
immiscible behavior with the aqueous phase that can be used in the solvent extraction
process.[95] In the process of cellulose extraction from biomass, PBILs that dissolves
cellulose and are immiscible with aqueous phase can be used in liquid-liquid extraction
process with recycling options.[96] To understand the phase behavior and transport properties of PBILs, molecular simulation studies will provide molecular insights for modeling
dissolution and extraction process.[172, 107, 189, 131, 139]
PBILs with alkyl chain length in the order of 4 to 14 contains more than 100 atoms
per molecule that demand more computational cost for performing molecular simulations
in the order of N3 .[4] For large scale simulations like bio-polymer solubility, and liquidliquid extraction process, molecular simulation needs to perform in the order of several
nanoseconds (ns) to reach equilibrium. Molecular simulations like configurational bias
Monte Carlo (CBMC),[179, 127] regrowth of molecules in trail moves will be computationally expensive for molecules that contain atoms in the order of 100’s per molecule.[133]
To overcome these problems, united atom model for PBILs reduce atoms per molecule
from the order of 100 to 30. These united atom model force fields are mainly used to
run CBMC simulation and MD simulation for large scale systems. Available force field
parameters for PBILs in the literature are very system specific towards anion and alkyl
chain length.[193, 118, 39, 192, 120, 132, 44] United atom model force field for PBILs for
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varying anions and alkyl chain lengths provide an option to conduct molecular simulation
studies that model phase separable ILs with reduced the computational cost from all-atom
model representation. Experimental data for PBILs with chloride and acetate anions are
[P4448 ][Cl] (density, viscosity),[65] [P14666 ][Cl](density, viscosity and specific heat)[140]
and [P14666 ][OAc] (density).[69] These experimental data will be considered for force field
parameter evaluation for phosphonium ion with varying alkyl chain lengths with anions as
chloride, and acetate ions.
In order to develop force field parameters for PBILs, we need to consider parameters for
phosphonium cation with flexible alkyl chains and anions (chloride and acetate ions). For
chloride and acetate as anions, united atom model developed by Zhong et al.[192, 120] for
imidazolium-based ionic liquids will be used in this study for parameterizing PBILs. Force
field parameters for phosphonium cations[193, 118, 39] are available in the literature which
is represented in the partially united atom and all-atom model representation. However,
force field parameters with complete united atom model representation for phosphonium
cation was not available in the literature. In this study, we develop united atom force field
parameters for phosphonium cation with chloride and acetate anions, that are consistent
with TraPPE force field parameters.
In the following section, detail strategy of force field parameterization for PBILs with
chloride and acetate anions were presented. After that, force field parameters were parameterized for phosphorous and carbon atoms, by predicting PBILs property from MD simulations and compared with available experimental[140, 65, 69, 73] data. Thereafter, structural and diffusivity analysis of counterions in PBILs were analyzed. Lastly, united atom
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model developed in this study was compared with OPLS all-atom force field parameters[39].
In the last section, we present concluding remarks for this study.

4.2

Force Field Development

4.2.1

Functional Form

Force field potential function were considered in this study as sum of bond, angles,
torsion dihedral angles and pairwise additive van der Waals and electrostatic interactions
between non-bonded atoms is shown as following equation:
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(4.1)

where kr,ij , kθ,ijk , kφ,m are force constants for bond, angle and dihedral potentials with
rij , θijk , φ represents bond, angle and dihedral angles between the atoms, respectively.
Equilibrium values are represented with subscript zero for corresponding potential functions. van der Waals interactions between atom pairs i and j are defined by Lennard-Jones
12-6 potential with distance, rij and Lennard-Jones parameters ij , σij . Electrostatic interactions are defined by Coulombic interactions with point charges (qi , qj ) assigned to
individual atoms.
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4.2.2

Strategy of Parameterization

Force field parameter development for phosphonium based ionic liquid in united atom
model consists of phosphorous, chloride ions, acetate ions, and alkyl chains (Figure 5.1).
For alkyl chains, TraPPE[126] united atom force field parameters were considered in this
study. For chloride and acetate ions, improved united atom force field that is developed for
imidazolium-based ionic liquids by Zhiping Liu group[119, 192] were considered in this
study for PBILs. The missing part for PBILs is phosphorous atom force field parameters
that will be developed in this study. Due to the complexity and wide range of PBILs,
parameterization of carbon atoms (C1 ) that are bonded with phosphorous atom will also be
considered in force field parameterization. Bonded interactions of the phosphorous atom
that are bonded with alkyl chains are [P-C1 ], [P-C1 -C2 ], [C1 -P-C1 ], [P-C1 -C2 -C3 ] and [C1 P-C1 -C2 ] interactions will be considered. These interactions will be developed using DFT
calculations. Atomic partial charges for PBILs were considered from ab-initio Gaussian
calculations. For van der Waals interactions, 12-6 Lennard-Jones (LJ) model (equation 1)
were used and parameterization of LJ parameters was developed using MD simulations
by predicting PBILs properties (density and viscosity) at different temperatures and its
deviations measured from experimental data.[140, 65, 69, 73]

4.2.3

Atom Partial Charges Calculations

For atomic charges on PBILs, we consider ion pair dimer of [P4444 ][Cl] for geometry
optimization in ab initio Gaussian09 package.[75] For bulk liquid phase of ionic liquids,
ion pair dimers were found to produce best ESP data for atomic charge calculations[192, 6]
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Figure 4.1: Parameterization of ionic liquids considered in this study is shown in this
figure([P4448 ][Cl],[P14666 ][Cl] and [P14666 ][Ac]). For phosphonium ions, parameterization
is considered for phosphorous and its first neighbor of [CH2] united atoms. Chloride,
acetate ions and remaining united atoms of phosphonium ions were taken from available
force fields.

than a single ion pair. Geometry optimization of ion pair dimer at the M06-2x[190]/631+G(d,p)[150, 151] level was carried out in Gaussian09[75] package (Figure 5.2). CM5
charges were considered with hydrogen charges summed up into its carbon center methyl
group (united atom representation) (Table 1). Atomic partial charges for alkyl chain were
averaged and scaled to 0.8e and adjusted to four decimals. Carbon atoms of alkyl chain
length greater than 3 in phosphonium ion were found to be zero. Charges of anions ([Cl]−
and [OAc]− ) and phosphonium ion were made to be ±0.8e.
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Table 4.1: CM5 Charges with Adjusted by Averaged over Alkyl Chains and Scaled to
0.8e for PBILs
Atom type

CM5

Averaged carbon

Charges

chains

Scaling to 0.8e charges

Final
justed
charges

[P]

0.24505

0.24505

0.33421

0.334

[C1 ]

0.03936

0.03935

0.05366

0.0537

[C2 ]

0.03333

0.03333

0.04545

0.0455

[C3 ]

0.01271

0.01270

0.01733

0.0173

[C4−n ]

0.007913

0

0.0

0

[Cl]−

-0.61946

-0.58657

-0.8

-0.8
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Figure 4.2: Phosphonium ion [P4444 ]+ (a) considered in geometry optimization for
prediction of atomic partial charge. Optimized structure of [P4444 ]+ ion (b), developed in
geometry optimization using DFT calculations.[75] Atomic representation of carbon,
chloride ion, phosphorous, and hydrogen atoms was represented in yellow, green, orange,
and white color, respectively.

4.2.4

Bond and Angle Parameters

Bonded interactions for phosphorus atom that are bonded to alkyl chains were parameterized using DFT calculations. Scan calculations were carried out for P-C1 , from
the optimized geometry of [P4444 ]+ ion, in M06-2x[190]/6-31+G(d,p)[150, 151] level in
Gaussian09[75] package with an increment of 0.1 Å. Potential energy curve as a function
of bond length was fitted for harmonic potential form (equation 1) and tabulated in table 2.
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Similarly, scan calculations were carried out for angles, P-C1 -C2 and C1 -P-C1 configuration from optimized geometry and potential energy curve was fitted in harmonic potential
functional form (Table 2).

Table 4.2: Bond and Angle Parameters for Phosphorous and Carbon Atom
Bond Parameters
Type

kr,ij (kJ/mol)

r0,ij (nm)

P-C1

98270

0.181726

Angle Parameters

4.2.5

Type

kθ,ij (kJ/mol)

θ0,ij (deg)

C1 -P-C1

308.4

108.303

P-C1 -C2

261.7

113.812

Dihedral Angle Parameterization

Dihedral scan calculations were carried out for phosphorous atom from the optimized
geometry of [P4444 ][Cl] ion pair for dihedrals C1 -P-C1 -C2 and P-C1 -C2 -C3 , with an increment of 10o for 360o in M06-2x[190]/6-31+G(d,p)[150, 151] level. Dihedral potential
curve over dihedral angles were found to be a more complex pattern having symmetric
around 180o (Figure 5.3). For C1 -P-C1 -C2 dihedral, it requires six periodic dihedral terms
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Figure 4.3: Dihedral energies plot over torsional angle for C1 -P-C1 -C2 (a) and
P-C1 -C2 -C3 (b) dihedrals along with fitted curves. Fitted curve is shown in dashed line
and dihedral scan values are shown in dots.

to represent dihedral potential values in curve fitting (Table 3) and for P-C1 -C2 -C3 dihedral,
four periodic dihedral terms were used.

4.2.6

Lennard-Jones Parameters

Lennard-Jones parameters were considered for van der Waals interaction for all atoms
in the system (equation 1). In this study, force field parameters for alkyl chain in phosphonium cation was taken from TraPPE force field parameters.[126] For chloride and acetate
anions, force field parameters developed for imidazolium-based ionic liquids[119, 192]
will be used for PBILs. Parameterizing Lennard-Jones parameters of phosphorus atom
and its neighboring carbon atoms in phosphonium ion will be considered in this study.
Thus, parameterization for phosphorous atom was carried out initially by predicting PBILs
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Table 4.3: Dihedral Parameters for P-C1 -C2 -C3 and C1 -P-C1 -C2
m kφ,m (kJ/mol)

φs (deg)

Dihedral C1 -P-C1 -C2
1

0.8845

0

2

2.703

180

3

3.889

0

4

0.9578

180

5

-0.6377

0

6

-1.015

180

Dihedral P-C1 -C2 -C3
1

5.774

0

2

-3.157

180

3

5.818

0

4

-0.5317

180
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properties (density and viscosity) and considering its deviation (¡ 1%) with experimental
data for ionic liquids (P4448 ][Cl], [P14666 ][Cl] and [P14666 ][OAc]). Only density values got
satisfied by considering [P] atom in parameterizing LJ parameters and failed to predict experimental viscosity values. To overcome this problem and to include kinematic property
in PBILs force field parameters, atoms of neighboring [P] atom (C1 ) were considered for
parameterization (Table 4).

Table 4.4: Lennarad-Jones Parameters for [P] and [C1 ] Atoms of PBILs

4.3

Atom type

σ (nm)

 (kJ/mol)

[P]

0.55

0.60

[C1 ]

0.40

0.40

Simulation Details

4.3.1

Equilibrium Molecular Dynamics Simulations

All molecular dynamics simulation were carried out using GROMACS package.[91,
176] Initial configurations were generated using PACKMOL package[128]. Energy minimization was performed for initial configurations using steepest descent algorithm with a
step size of 0.5 for 5000 steps. Simulations were carried out with a time step of 2 femtoseconds (fs). Periodic boundary conditions were applied in all directions. Equilibration was
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carried out using two stages, NVT ensemble followed by NPT ensemble. NVT ensemble
equilibration was performed using V-rescale[35] followed by Berendsen thermostat[19] at
700K. The second stage of equilibrium was carried out in NPT ensemble using Berendsen
thermostat and barostat[19] followed by Nose-Hoover thermostat[143, 97] with ParinelloRehman barostat[146, 144] at 700 K and 1 bar. Temperature annealing method was applied
to these systems as ionic liquids have slower dynamics at ambient temperature. Temperature annealing was applied from 700K to target temperatures by decreasing 50K for every
20ps (50k/10000 time steps). For final MD production run, Nosé-Hoover thermostat[143,
97] was used with coupling constant of 2 ps and Parinello-Rehman barostat[146, 144] was
applied with pressure coupling constant of 2 ps. All bonds in the system were constrained
using P-LINCS algorithm.[90, 89] For Lennard-Jones and Columbic interactions, a cutoff
of 1.4 nm was used.[39] An analytic tail correction was used for long-range LJ interactions
beyond cut off. The neighbor list was updated for every 5 steps in all MD simulations. All
MD simulation snapshots were taken in VMD package.[102]
For density calculations of PBILs, [P4448 ][Cl], [P14666 ][OAc], and [P14666 ][Cl] are considered as they have experimental values are available in the literature[140, 65, 69]. Temperature annealing was applied from 700 K to target temperatures (298K, 313K, 323,
343K). The production runs in NPT ensemble were carried out for 10 ns and last 5 ns
were used for calculating density and diffusion coefficients.
PBILs diffusion coefficients were calculated using Einstein relation [3]

D

=

t

lim
→

1
|r(t) − r(0)|2
∞ 6t
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(4.2)

where r(t) is the center of mass vector position at time t, r(0) is position at time t =0,
and D is the diffusion coefficient.

4.3.2

Non-Equilibrium Molecular Dynamics Simulations

Non-equilibrium MD simulations were performed for viscosity calculations. Viscosity
can be measured with a periodic forcing function applied in the x-direction. Naiver-Stokes
equation for a system with velocity u is given as:

ρ

∂u
+ ρ(u · ∇)u
∂t

=

ρa − ∇p + η∇2 u

(4.3)

Steady-state solution for an external force ’a’ in z-direction is given by

η ∂ 2 vx (z)
ax (z) +
=0
ρ ∂z 2

(4.4)

Resulting acceleration profile is


ax (z) = Acos

2πz
lz


(4.5)

Steady state velocity profile will be obtained from Navier-Stokes equation as follows
ux (z) = V (1 − e−t/τr )cos(kz)

(4.6)

 2
ρ lz
V =A
η 2π

(4.7)

Viscosity can be calculated from above equation as follows
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 2
A
lz
η= ρ
V
2π

(4.8)

V is defined as
PN
V =

i=1

mi vi,x 2cos
PN
i=1 mi



2πz
lz


(4.9)

where vi,x is velocity in x-direction of atom i with mass mi .
Viscosity Evaluation: For viscosity prediction of PBILs, [P4448 ][Cl] and [P14666 ][Cl]
are considered to compare with experimental viscosities available in the literature[140,
65, 69]. Energy minimization, two-stage equilibration, and temperature annealing were
carried out similar to equilibrium MD systems. Temperature annealing was applied from
700K to target temperatures (298K, 313K, 323, 343K). All other MD simulation setups
were considered same as equilibrium MD simulation.
Non-equilibrium molecular dynamics simulations were performed using equilibrated
density obtained from equilibrium MD simulation with a system size of 1200 molecules
with the box length of x,y,3z. Acceleration of 0.005 to 0.001 nm/ps2 was applied in the xdirection with temperature control of target temperature using Berendsen thermostat [19].
Coupling time of 2 ps was applied to Berendsen thermostat. The production runs in NPT
ensemble were carried out for 20 ns and last 18 ns were considered in viscosity calculations. Simulations were carried out for 20 ns with a time step of 1 fs. Van der Waals and
Coulomb interactions were considered same as equilibrium MD simulations. Zero shear
viscosity was calculated by predicting y-intercept of shear viscosity versus acceleration
plot.[24, 166]
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4.4

Results and Discussion

4.4.1

Densities

Force field parameterization was carried out by predicting properties from MD simulations for PBILs with the available experimental data.[140, 65, 69] Experimental data[140,
65, 69] for densities are available for ionic liquids [P4448 ][Cl], [P14666 ][Cl], and [P14666 ][OAc]
and are considered in this study. Predicted liquid densities from simulation were compared
to experimental data with the consideration of less than 1% deviation (Table 5). Available
temperature range of experimental data is from 293.15 K to 343.15 K were considered
in this study. Ionic liquid [P4448 ][Cl] shows underprediction of density value compared
with experimental data and for higher alkyl chain lengths ([P14666 ][Cl] and [P14666 ][OAc])
shows over prediction density values (Figure 4.4). The percentage deviation was found to
around 0.6, 0.5, and 0.7 % for ionic liquids [P4448 ][Cl], [P14666 ][Cl], and [P14666 ][OAc], respectively. The deviations from experimental value were found to be constant as a function
of temperature from 293.15 K to 343.15 K. Force field parameter behavior over PBILs was
found to be stabilized with an increase in temperature (Figure 4.4).

4.4.2

Viscosities

Zero-shear viscosity calculations were considered for PBILs ([P14666 ][Cl] and [P4448 ][Cl])
and compared with available experimental[140, 65] data. [P] and [CA1 ] atoms were considered in parameterization (Table T2 in SI) for viscosity predictions that shows good
agreement with experimental data in the temperature range of 298.15 K to 343.15 K (Figure
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Table 4.5: Simulated and Experimental[140, 65, 69] densities of [P4448 ][Cl], [P14666 ][Cl],
and [P14666 ][Ac] Ionic Liquids (Uncertainties are given in Parenthesis).
[P4448 ][Cl]
Temp.(K) Sim.

Exp.

[P14666 ][Cl]
Dev.

Sim.

Exp.

Dev.

[P14666 ][OAc]
Sim.

Exp.

Dev.

Density (kg/m3 )
293.15

298.15

919.35 927.22 0.9

895.07 892.4

(0.22) (6.8)

(0.2)

916.33 924.4
(0.3)

313.15

328.15

333.15

0.9

(6.8)

(1.0)

892.59 -

(0.23) (6.7)

(0.16) (1.0)

901.96 907.38 0.6

876.18 872.3

(0.26) (6.6)

(0.25) (1.0)
-

0.6

-

897.41 891.3

0.7

(0.15) (2.1)

884.39 880.6

-

899.77 894.5
(0.14) (2.1)

(0.06)

911.79 915.91 0.5

-

0.3

-

0.4

888.97 882.3

0.8

(0.15) (2.1)
0.4

-

-

-

877.74 870.4

-

0.8

(0.17) (2.1)
343.15

894.09 898.86 0.5

868.52 863.7

(0.31) (6.5)

(0.39) (1.0)
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0.6

-

-

-

Figure 4.4: PBILs liquid densities for simulated and experimental[140, 65, 69] data as a
function of temperature ranging from 293.15 K to 343.15 K. Densities for ionic liquids
[P4448 ][Cl], [P14666 ][OAc], and [P14666 ][Cl] are represented by a circle, diamond, and
square symbols, respectively. Filled symbols for simulated values and open symbols for
experimental values. Color representation for ionic liquids [P4448 ][Cl], [P14666 ][OAc], and
[P14666 ][Cl] are black, orange, and green, respectively. The dotted and solid lines for
PBILs are linear fitting of the simulated and experimental data, respectively.

4.7). Non-equilibrium MD simulations were carried out with varying acceleration amplitude (0.001 to 0.005 nm/ps2 ) to predict zero-shear viscosity. Zero-shear viscosities were
predicted by plotting viscosity at different acceleration and Y-intercept of a linear fitted
line was taken into consideration (Figure 4.5 and 4.6). For [P14666 ][Cl] shows excellent
agreement in the temperature range. For [P4448 ][Cl], error percentage of viscosity deviation from experimental data at higher temperatures were found to be higher. However, at
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Figure 4.5: Simulated viscosity at different acceleration amplitude for [P14666][Cl] (Fig.
A) and [P4448][Cl] (Fig. B) at 343 K. Fitted line was shown in dotted black line and
simulated values were shown solid squares.

ambient temperature range (298.15 K to 313.15 K), [P4448 ][Cl] viscosity prediction were
found to be within 50 % of error deviation.

4.4.3

Diffusion Coefficients

Diffusion coefficients were analyzed for PBILs with united atom and all-atom force
field atom representation. Figure 4.8 shows DAB for cation and anion along for united atom
and all-atom force field parameters. DAB for cations and anions were observed to be in the
order of 10−8 cm2 /sec in the temperature range of 293.15 K to 343.15 K. Increase in DAB
of phosphonium ion is due to increase in alkyl chain length when compared to [P4448 ]−
ion. However, [Cl]− diffusivity remains in same order of magnitude in both ionic liquid
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Table 4.6: Viscosities for [P14666 ][Cl] and [P4448 ][Cl] Ionic Liquids obtained from MD
Simulations and Compared with Experimental[140, 65] data. Uncertainties are given in
Parenthesis.
Viscosity (mPa.s)
Temp.(K)

298.15

313.15

328.15

343.15

[P14666 ][Cl]

[P4448 ][Cl]

Sim.

Exp.

%Dev.

Sim.

Exp.

%Dev.

1526.2

2729

79

4398

4670

6

(460.2)

(150)

(1883.6)

(730)

803.9

962.50

2241.3

1237.23

(136.62)

(39)

(1108.3)

(150)

539.32

398.19

1379.3

419.21

(91.09)

(11)

(441.26)

(39)

245.04

187.39

596.43

171.66

(21.41)

(3.5)

(56.52)

(13)

20

26

24

84

45

70

71

Figure 4.6: Simulated viscosity at different acceleration amplitude for [P14666][Cl] (Fig.
A) and [P4448][Cl] (Fig. B) at 328 K. Fitted line was shown in dotted black line and
simulated values were shown solid squares.

[P14666 ][Cl] and [P4448 ][Cl]. For [P14666 ][OAc], diffusivity of [OAc]+ ion increases when
compared to [Cl]− ion. Also, phosphonium ion in [P14666 ][OAc], increased due to increase
in counterion diffusivity. This increase in diffusion coefficient can be explained in detail
using the ratio of cation/anion at various temperature.
Diffusivities for All-atom force field: United atom model diffusivities were found
to higher than OPLS-aa ions for all three ionic liquids at all temperatures. This shows
that hydrogen atom representation in force field parameters decreases diffusivity of ions in
ionic liquids. For chloride and acetate ions, united atom model diffusivity is higher than
the all-atom model. One of the reasons could be induced the effect of phosphonium ion
on chloride and acetate ions. This effect can be understood by considering diffusivities of
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Table 4.7: Diffusion Coefficients of PBILs Systems for Phosphonium Cation,
Chloride/Acetate Anion for United Atom and OPLS All-atom[39] Model Representations
were Listed Below with Uncertainties given in Parenthesis.
Temp.(K)
TraPPE

Diffusion Coefficient, 10−8 cm2 /s
Anion
Cation
OPLS-aa[39] TraPPE
OPLS-aa[39]

293.15
298.15
313.15
328.15
343.15

0.94 (0.08)
1.01 (0.62)
1.13 (0.23)
1.42 (0.09)
2.65 (0.71)

293.15
298.15
313.15
328.15
343.15

0.99 (0.66)
1.20 (0.02)
1.80 (0.21)
2.64 (1.16)
4.82 (1.69)

293 .15
298.15
313.15
333.15

4.03 (0.02)
4.83 (0.58)
6.60 (1.7)
12.7 (2.7)

[P4448 ][Cl]
0.61 (0.55)
1.54 (0.39)
2.04 (0.73)
0.71 (0.15)
2.14 (0.58)
1.05 (0.43)
3.60 (1.94)
4.72 (0.00)
1.17 (0.10)
[P14666 ][Cl]
3.22 (1.65)
0.99 (0.20)
3.54 (1.57)
6.36 (2.00)
1.06 (0.68)
2.06 (0.73)
7.62 (3.64)
11.4 (5.5)
1.72 (0.46)
[P14666 ][OAc]
1.90 (0.70)
8.37 (3.66)
2.37 (0.82)
9.72 (1.42)
2.49 (0.69)
12.8 (4.00)
3.57 (0.33)
22.3 (7.60)
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Ratio
(cation/anion)
(TraPPE)

1.65 (1.12)
1.94 (0.04)
2.12 (1.12)
3.22 (0.99)

1.6
2.0
1.9
2.5
1.8

3.85 (1.68)
4.99 (3.98)
6.88 (3.17)
7.52 (4.36)

3.3
3.0
3.5
2.9
2.4

4.51 (1.83)
5.47 (1.78)
6.20 (2.09)
7.08 (2.56)

2.1
2.0
1.9
1.8

Figure 4.7: Simulated viscosities for [P14666 ][Cl] (Fig. A) and [P4448 ][Cl] (Fig. B) and
compared with experimental[140, 65] data. Experimental values were shown in solid
black line and simulated viscosity values were shown in black dotted line.

[P14666 ]+ and [P4448 ]+ ions, where higher alkyl chain length for united atom shows higher
diffusivities. Also, the difference between diffusion coefficient, for both ions, increases
with increase in temperature for united atom and all-atom model representations. (Figure
4.8).
Diffusivities ratio: Diffusion mechanism for ions among three ionic liquids can be
analyzed by studying the ratio of diffusion coefficients of cation to the anion (Table 6).
Ratio varies from 2.5 to 1.6 for ionic liquid [P4448 ][Cl] and [P14666 ][OAc]. For ionic liquid
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Figure 4.8: Diffusion coefficient of cation (Dc )(top) and anion (Da )(bottom) with varying
temperature for [P14666 ][OAc] (Fig. A), [P14666 ][Cl] (Fig. B), and [P4448 ][Cl] (Fig. C) for
united atom and all-atom model representation. Diffusion coefficients for united atom and
all-atom model were represented in the circle and square symbols, respectively. The solid
red and dotted black line are linear fitting of diffusion constants predicted from MD
simulations for united atom and all-atom model, respectively.

[P14666 ][Cl], the ratio varies from 3.5 to 2.4 within the temperature range. Increase in
ratio of diffusivity for cation to anion in [P14666 ][Cl] is due to increase in diffusivity of
phosphonium ion ([P14666 ]+ ) due to its longer alkyl chains when compared to [P4448 ]+
ion. Whereas, chloride ion diffusivity for ionic liquids [P4448 ][Cl] and [P14666 ][Cl] were
found to be similar in magnitude. Even though diffusivity of phosphonium ion increase in
[P14666 ][OAc], the ratio of DAB for cation to anion remains in the range of 2.1 to 1.8. This
is due to increase in diffusivity of acetate ion to four folds (Table 6) due to its methyl tail
group. This increase in diffusivity of acetate ion further induces [P14666 ]+ ion diffusivity
with resulting ratio in the range of 2.1 to 1.8. Phosphonium ion, [P14666 ]+ , for ionic liquids
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[P14666 ][OAc] and [P14666 ][Cl], highly depends on its counter ion and its diffusivity. For
phosphonium based ionic liquids, diffusivity increase in with an increase in temperature
primarily due to its alkyl chains in both anions and cations.

4.4.4

Radial Distribution Function (RDF)

RDF analysis for atom pairs are considered for phosphorous atom to chloride/acetate
ion (P-[Cl]− /[OAc]− ) and C1 -C1 . RDF plots at various temperature were found to be same
with an increase in temperature in the range of 293.15 K to 343.15 K. RDF plots at 293.15
K and 1 bar was considered in detail for united atom and all-atom model representation
(Figure 4.9). Three solvation shells were observed for P-[Cl]− /[OAc]− ) and C1 -C1 pairs
with distance (r) less than 2 nm.
RDF for united atom and all-atom force field: For P-[Cl]− atom pair, all-atom[39]
force field parameters which contain hydrogen representation in MD simulation has P[Cl]− first solvation shell from 0.3 nm to 0.6 nm. For united atom force field, P-[Cl]−
first solvation shell appears with an offset of 0.02 nm from all-atom model representation.
For second and third solvation shell in P-[Cl]− atom pairs, offset was observed similar to
first solvation shell (Figure 4.9B and 4.9C) for [P14666 ][Cl] and [P4448 ][Cl] ionic liquids.
However, for P-[OAc]− pair in [P14666 ][OAc] IL, offset was observed only in first solvation shell with second and third solvation shell coincides with the all-atom model (Figure
4.9A). For P-[OAc]− RDF plots, first solvation shell maximum magnitude was found to be
higher for united atom model than for all-atom force field, which suggests that united atom
configurations have more accommodation of acetate ions at a maximum distance of 0.46
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nm than all-atom model representation. Since second and third solvation shows same behavior for both representations, the effect of atom/ion pair distribution in the first solvation
was observed for united atom and all-atom models.
For C1 -C1 RDF plots, intermittent peaks in the first solvation shell were observed for
the all-atom model for all three ionic liquids. For united atom model, these effects in
first solvation shell were observed with change in slope at the intermittent peaks (Figure
??). Offset of 0.05 nm was observed for C1 -C1 atom pair between these atom model
representations in three solvation shells for [P14666 ][OAc], [P14666 ][Cl], and [P4448 ][Cl].
These offsets in solvation shell show difference in alkyl chains distribution among bulk
phase of PBILs. Effect of these variations in ion pair distribution in cellulose dissolution
and liquid-liquid extraction process will be studied in our future works.

4.4.5

Spatial Distribution Function

Spatial distribution function (SDF) was consiederd for [Cl]− /[OAc]− around phosphosnium ion for the last 5 ns from trajectory files. Figure 4.10 shows SDF for anions around
phosphonium ion in the first solvation shell developed using TRAVIS package. It was observed from SDF plots that anions found maximum around non-zero charges of phosphorus and first three carbon atoms in alkyl chain. Distribution of anions around phosphorus
atom effects the orientation of alkyl chains for first three carbon atoms in first solvation
shell. Higher density of anions were found between alkyl chains of phosphonium anions
with first three carbon atom around [P] atom. Presences of higher alkyl chains around
phsophorus atom was clear seen by distribution of anions around [P] atom, where density
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Figure 4.9: Radial distribution function of [P14666 ][OAc] (Fig. A), [P14666 ][Cl] (Fig. B),
and [P4448 ][Cl] (Fig. C) for OPLS all-atom[39] and united atom model (this work) at
293.15 K and 1 bar. Line representation for united atom and all-atom model were
represented in solid line and dotted lines, respectively.

of anions near alkyl chains are zero. SDF for [Cl]− and [OAc]− shows that acetate due
to its methyl group shows lesser distribution around [P] atom in first solvation shell. SDF
of anion around phosphonium cation observed in this study were found to be similar for
phosphonium ion in the ionic liquid [P146666 ][Tf2 N] in the temperature ranging from 283 K
to 573 K.[118] These distribution patters of anion around cations will provide basic understanding towards multiphase systems like IL-aqueous, IL-cellulose/lignin-aqueous phase
systems, where solvation of anions will greatly impact these systems.

4.5

Conclusion
United atom force field parameters were developed for phosphonium based ionic

liquids for chloride and acetate anions with varying alkyl chains in phosphonium ions.
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Figure 4.10: Spatial distribution function of anions ([Cl]− /[OAc]− ) around phosphonium
cation in the liquid phase of [P4448 ][Cl] (Fig. A), [P14666 ][Cl] (Fig. B), and [P14666 ][OAc]
(Fig. C) at 298.15 K. Atom color representation for phosphorus and carbon atoms are
shown in brown and cyan, respectively.

Bonded interactions for phosphorous and carbon atoms were developed using ab initio
guassian calculations. Lennard-Jones 12-6 potential parameter of phosphorous and carbon
atoms were parameterized by considering PBILs density and viscosity for a temperature
range of 293 K to 343 K. Density and viscosity prediction for PBILs shows good agreement with experimental data. Diffusivity of cations and anions were analyzed by predicting diffusion coefficients measured from mean square displacement. [P14666 ]+ diffusivity
depends mainly on its counter ion diffusion and is greatly induced by its counter ion diffusivity. Diffusivity for anion and cation increases with increase in temperature and its
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effects is mainly due to alkyl chains. Structural analysis of these three ionic liquids was
carried out using RDF analysis and compared with OPLS all-atom force field model. RDF
plots for united atom and all-atom force field model shows difference in intermittent peaks
in first solvation shell for atom pairs of P-[OAc]− , P-[Cl]− , and C1 -C1 , due to the presence
of hydrogen atom representation in the all-atom model. Using PBILs force field parameters and its structural analysis from this study, future work will be studying PBILs in
lignin/cellulose solubility studies and provide molecular insights for modeling dissolution
and liquid-liquid extraction process.
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CHAPTER V
CONCLUSION AND FUTURE WORKS

5.1

Conclusion
Molecular dynamics simulations (MD) were performed on glucose solution with beta

zeolite structure, to understand the mechanism of diffusion of molecules in the zeolite
structure. These studies will be considered as a precursor for modelling glucose isomerization reaction using beta zeolite in the process of biomass conversion into valuable platform
chemicals like bio-diesel. Two dimensional density plot of glucose and water molecules
inside zeolite structure were studied as a function of temperature. Favorable sites for water
and glucose molecules found in nanopores of beta zeolite in a and b axis. Density plot
projected along c axis shows molecules diffusing in both a and b axis nanopores in the
beta zeolite structure. The loading rate of water and glucose molecules in zeolite structure
were studied as a function of temperature (300 K to 373 K) and pressure (1 bar to 10 bar).
The loading rate of water molecules shows that the aqueous phase reached saturation and
increase in temperature, from 300 K to 373 K, results in a decrease in the concentration of
water in the zeolite structure. Glucose molecules starts to diffuse inside zeolite structure
with an increase in temperature from 330 K to 373 K. Mean square displacement (MSD)
plots show saturation over time due to the presence of solid zeolite structure for both water
and glucose molecules. Analysis of partial density, loading rate, and MSD plots helps in
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understanding glucose solution diffusion at the molecular level. MSD saturation plots in
beta zeolite show that molecules face constant solid structure presence in diffusing in the
regions of nanopores present in a and b axis.
MD simulation studies on phosphonium based ionic liquids (PBILs) for the biphasic
system of IL/water interfacial studies were carried out in this work. PBILs were considered with an increase in alkyl chain length from 2 to 12 to study the effect of immiscible
behavior as a function of its hydrophobic alkyl content. In this study, PBILs with chloride
and acetate as anions shows immiscible behavior with alkyl chain length increasing from
6 to 8 and remains immiscible with further increase in alkyl content. In all PBILs, chloride
and acetate anions complete dissolves in the aqueous phase which causes charge imbalance in phosphonium cations that leads to cation reorientation in ionic liquid (IL) phase.
In phosphonium cation orientation, phosphorus atom orients towards aqueous phase for all
PBILs and hydrophobic alkyl chain penetrates towards the interior of IL phase. This effect
of reorientation due to anions dissolving in aqueous phase determines a miscible and immiscible property of PBILs. These molecular insights on IL/water interfacial studies will
be considered in our future studies of biomass dissolution using PBILs.
United-atom force field parameterization for phosphonium based ionic liquids (PBILs)
helps in conducting molecular dynamics simulation for larger systems like biomass dissolution and biphasic systems like liquid-liquid extraction. In this work, PBILs with chloride
and acetate as anions were considered for its maximum efficiency in biomass dissolution.
Bonded and non-bonded interaction involving phosphorous atom with united atom alkyl
chain lengths were parameterized in this work. Force field parameters show excellent
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Figure 5.1: Two dimensional heirarchical zeolites.

agreement with available experimental data of density and viscosity as a function of temperature. Viscosity calculation was considered with non-equilibrium MD simulations by
varying acceleration magnitude. Viscosity comparison with experimental data shows less
than 50% deviation as a function of temperature. MD simulation studies on biphasic systems like IL/water, PBILs bio-mass dissolution using united atom force field parameters
that will further help in understanding the dissolution mechanism will be our future work.

5.2

Future Works
• Two dimensional (2D) hierarchical self pillared beat zeolites were created (Figure
5.1 and 5.2) to conduct molecular dynamics simulations and comparison with three
dimensional (3D) zeolites (Chapter 2) will be our future work.
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Figure 5.2: Two dimensional heirarchical zeolites.

• We developed a united-atom force field parameter for PBILs (Chapter 4) that will
reduce the computation load when compared to the all-atom model. To understand biomass dissolution and diffusional process at the molecular level, using PBILs
united-atom force field parameters, we will perform biphasic molecular simulation
studies in the fields of biomass extraction, recycling of PBILs and PBIL/water interfacial studies.
• Developing effective algorithmic that will reduce the computational load on supercomputers is very much needed in this computerized world, where energy conservation is the top property due to the depleting fossil fuel reserves. The conventional
way of calculating non-bonded interaction for a particular atom includes calculating
pairwise van der Waals and Coulomb interactions for all neighboring atoms within
a cutoff radius and adding tail correction. Here, we introduce the theory of local
sampling (TLS) where non-bonded interactions will be calculated by using selective
local region around a particular atom (instead of all-region within cutoff) with added
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Figure 5.3: Schematic representation of Theory of Local Sampling (TLS).

correlation term (Figure 5.3). This technique helps in reducing the computational
load in calculating non-bonded interactions for the system at each step.
• Algorithmic improvement in MD simulations by the effective reduction in computational load is achieved by calculating properties of position (x), velocity (v), and
potential energies (E), using previous time steps by using curve fitting techniques.
We applied in molecular dynamics in estimating forces acting on atoms and achieved
30% reduction in computational load. We will further implement in predicting x, v
and other properties in molecular dynamics simulations. Also, this technique will be
applied in ab-initio MD simulations, electronic structure calculations, and in other
simulation fields.
• In theory of local sampling, another approach is correlating a conventional force
(higher computational cost) to a local force function (lower computational cost) and
using this local function correlation for the further simulation steps. This correlation
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leads to reduce the overall computational load and make this approach more effective
than the conventional approach using in molecular simulations.
• Correlation between local sampling and global sampling can be captured by modeling the amount of deviation estimated from conventional and local estimated values.
Neural networks and artificial intelligence (AI) are some of the tools that will be
incorporated in TLS in molecular simulation.
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[60] C. X. da Silva, V. L. Gonçalves, and C. J. Mota, “Water-tolerant zeolite catalyst for
the acetalisation of glycerol,” Green Chemistry, vol. 11, no. 1, 2009, pp. 38–41.
[61] S. Dai, Y. Ju, and C. Barnes, “Solvent extraction of strontium nitrate by a crown
ether using room-temperature ionic liquids,” J. Chem. Soc., Dalton Trans., , no. 8,
1999, pp. 1201–1202.
[62] W. Damm, A. Frontera, J. Tirado-Rives, and W. L. Jorgensen, “OPLS all-atom force
field for carbohydrates,” Journal of computational chemistry, vol. 18, no. 16, 1997,
pp. 1955–1970.
[63] M. E. Davis, “Ordered porous materials for emerging applications,” Nature, vol.
417, no. 6891, 2002, pp. 813–821.
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