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LIMIT THEOREMS FOR SINGULAR SKOROHOD INTEGRALS
DENIS BELL, RAUL BOLAN˜OS, AND DAVID NUALART
Abstract. In this paper we prove the convergence in distribution of sequences of Itoˆ and
Skorohod integrals with integrands having singular asymptotic behavior. These sequences
include stochastic convolutions and generalize the example
√
n
∫
1
0
t
n
BtdBt first studied by
Peccati and Yor in 2004.
Mathematics Subject Classifications (2010): 60H05, 60H07.
Keywords: Skorohod integral, Malliavin calculus, convergence in law, stochastic convolu-
tion.
1. Introduction
The main objective of this paper is to study the limit in law of sequences of random
variables defined by Skorohod integrals
(1.1) Fn =
∫ 1
0
φn(t)utδB
H
t .
Here ut is a continuous process, B
H is fractional Brownian motion with Hurst parameter H
lying in the range (0, 1), and φn is a sequence of deterministic kernels converging (in some
sense) to a delta function based at 1 (hence the “singular” in the title of the paper). We
show, under suitable conditions on the φn and u, that the limit law of the couple (B
H , Fn)
has the form (BH , cu1Z), where Z is a N(0, 1) random variable, independent of B
H .
Our study of limit problems of this type was motivated by the special case H = 1
2
,
ut = B
H
t and φn(t) =
√
ntn, introduced in Proposition 2.1 of [8], and studied in Proposition
18 of [7], and Example 4.2 in [3]. Then, BHt is standard Brownian motion and the integrals
are of classical Itoˆ type. Quantitative bounds for such integrals in the case H > 1
2
have been
established by Nourdin, Nualart & Peccati [5] using estimates derived from Malliavin calculus
and, more recently, by Pratelli & Rigo in [6] for H ∈ (1/4, 1), using more a elementary (but
nonetheless intricate) argument.
In this article, we provide a new approach to this problem, valid for a more general
class of integrands exhibiting singular asymptotic behavior at the right-hand endpoint. The
approach is based on the following observation. The singular behavior of the kernels φn in
(1.1) as n → ∞ implies that the limit law of Fn is determined by the behavior of integrals
over arbitrarily time intervals [1− δ, 1]. This makes it possible to study the limit law via the
more tractable sequence of random variables
(1.2) Gn = uαn
∫ 1
αn
φn(t)δB
H
t ,
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where αn is a sequence of times chosen such that αn ↑ 1 at a carefully chosen rate. We show
that Fn and Gn have that same limit in L
2, and hence in law. Furthermore, the Skorohod
integrals In in (1.2) are Gaussian, as is the process B
H . It thus suffices to show that the
sequence In has a convergent variance and is asymptotically uncorrelated with B
H .
In Section 3.1, we implement this argument in the case where BH is standard Brownian
motion (denoted here by B) and the process ut is progressively measurable. In this case the
integrals are Itoˆ integrals and the argument is technically easier. The basic result in this
section is Theorem 3.1. As a special case of this theorem, we obtain the limit in law of the
aforementioned sequence
√
n
∫ 1
0
tnBtdBt.
Theorem 3.1 is extended in Theorems 3.3 and 3.4 to double, and multiple, integrals respec-
tively. In Section 3.2 we discuss the problem for stochastic convolutions.
In Section 4, we study the case of fractional Brownian motion (H 6= 1/2). Here it turns
out to be more convenient to work with the approximating sequence
Gn =
∫ 1
0
φn(t)u1δB
H
t .
As is usual in this subject, the cases H ∈ (1/2, 1) and H ∈ (0, 1/2) seem to require slightly
different hypotheses and analyses, with the latter proving more involved. Analogues of
Theorem 3.1 are presented in Theorems 4.1 and 4.3 for these two cases. The proof involves
the use the divergence operator on Wiener space and thus has the flavor of Malliavin calculus.
As an example of these theorems, we obtain the main result of [6] concerning the limit law
of the sequence nH
∫ 1
0
tnBHt dB
H
t , for H in the range (1/4, 1).
2. Preliminaries
Fractional Brownian motion with Hurst parameter H ∈ (0, 1), BH = {BHt , t ∈ [0, 1]} is a
zero mean Gaussian process with a covariance function given by
RH(t, s) := E[BtBs] =
1
2
(
t2H + s2H − |t− s|2H) ,(2.1)
where s, t ∈ [0, 1]. The Hilbert space H is defined as the closure of the space of step functions
E on [0, 1] endowed with the scalar product
〈1[0,t], 1[0,s]〉H = RH(t, s).
Then the mapping 1[0,t] → BHt can be extended to a linear isometry between H and the
Gaussian space H1 spanned by BH . When H = 12 , BH is just a standard Brownian motion
and H = L2([0, 1]2).
When H ∈ (1
2
, 1), the inner product of two step functions φ, ψ ∈ E can be expressed as
〈φ, ψ〉H = αH
∫ 1
0
∫ 1
0
φ(s)ψ(t)|t− s|2H−2dsdt,
where αH = H(2H − 1). The space of measurable functions φ on [0, 1], such that
‖φ‖2|H| := αH
∫ 1
0
∫ 1
0
|φ(s)||φ(t)||t− s|2H−2dsdt <∞,
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denoted by |H|, is a Banach space and we have the continuous embeddings L 1H ([0, 1]) ⊂
|H| ⊂ H.
When H ∈ (0, 1
2
), the covariance of the fractional Brownian motion BH can be expressed
as
RH(t, s) =
∫ s∧t
0
KH(s, u)KH(t, u)du,
where KH(t, s) is a square integrable kernel defined as
KH(t, s) = dH
((
t
s
)H− 1
2
(t− s)H− 12 − (H − 1
2
)s
1
2
−H
∫ t
s
vH−
3
2 (v − s)H− 12dv
)
,
for 0 < s < t, with dH being a constant depending on H . The kernel KH satisfies the
following estimates
(2.2) |KH(t, s)| ≤ cH
(
(t− s)H− 12 + sH− 12
)
,
and
(2.3)
∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ ≤ c′H(t− s)H− 32 ,
for all s < t and for some constants cH , c
′
H . Define a linear operator K
∗
H from E to L2([0, 1])
as follows
(2.4) (K∗Hφ)(s) =
(
KH(1, s)φ(s) +
∫ 1
s
(φ(t)− φ(s))∂KH
∂t
(t, s)dt
)
.
The operator K∗H can be extended to a linear isometry between the Hilbert space H and
L2([0, 1]), that is, for any φ, ψ ∈ H, we have
〈φ, ψ〉H = 〈K∗Hφ,K∗Hψ〉L2([0,1]).(2.5)
The space of Ho¨lder continuous functions of order γ > 1
2
−H is included in H.
Next, we introduce the derivative operator and its adjoint, the divergence. Consider a
smooth and cylindrical random variable of the form F = f(BHt1 , . . . , B
H
td
), where f ∈ C∞b (Rd)
(f and its partial derivatives are all bounded). We define its Malliavin derivative as the H-
valued random variable DF given by
DsF =
d∑
i=1
∂f
∂xi
(BHt1 , . . . , B
H
td
)1[0,ti](s).
For any real number p ≥ 1, we define the Sobolev space D1,p as the closure of the space of
smooth and cylindrical random variables with respect to the norm ‖ · ‖1,p given by
‖F‖p1,p = E(|F |p) + E
(‖DF‖p
H
)
.
Similarly, if W is a general Hilbert space, we can define the Sobolev space of W-valued
random variables D1,p(W).
The adjoint of the Malliavin derivative operator D, denoted as δ, is called the divergence
operator. A random element u belongs to the domain of δ, denoted as Dom δ, if there exists
a positive constant cu depending only on u such that
|E(〈DF, u〉H)| ≤ cu‖F‖L2(Ω)
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for any F ∈ D1,2. If u ∈ Dom δ, then the random variable δ(u) is defined by the duality
relationship
E (Fδ(u)) = E(〈DF, u〉H) ,
for any F ∈ D1,2. We make use of the notation δ(u) = ∫∞
0
utδB
H
t and call δ(u) the Skorohod
integral of u with respect to the fractional Brownian motion BH . The Skorohod integral
satisfies the following isometry property for any element u ∈ D1,2(H) ⊂ Domδ:
E(δ(u)2) = E(‖u‖2H) + E(〈Du, (Du)∗〉H⊗H),
where (Du)∗ is the adjoint of Du. As a consequence, we have
(2.6) E(δ(u)2) ≤ E(‖u‖2H) + E(‖Du‖2H⊗H).
We will make use of the following result.
Lemma 2.1. Let F ∈ D1,2 and let g ∈ H. Then the process Fg belongs to the domain of δ
and ∫ 1
0
FgtδB
H
t = Fδ(g) + 〈DF, g〉H.
We refer to [5] and the references therein for a more detailed account of the properties
of the fractional Brownian motion and its associated Malliavin calculus (and to [1] for an
introduction to the latter subject).
We will make use of the following property of the Gamma function.
Lemma 2.2. For any a, b positive
lim
n→∞
Γ(n+ a)nb−a
Γ(n + b)
= 1.
Proof. This is a direct application of Stirling’s formula. 
Throughout the paper we will make use of the notion of stable convergence provided in the
next definition. Suppose that the fractional Brownian motion BH is defined in a probability
space (Ω,F , P ), where F is the P -completion of the σ-field generated by BH .
Definition 2.3. Fix d ≥ 1. Let Fn be a sequence of random variables with values in Rd, all
defined on the probability space (Ω,F , P ). Let F be a Rd-valued random variable defined on
some extended probability space (Ω′,F ′, P ′). We say that Fn converges stably to F , if
(2.7) lim
n→∞
E
[
Zei〈λ,Fn〉Rd
]
= E ′
[
Zei〈λ,F 〉Rd
]
for every λ ∈ Rd and every bounded F–measurable random variable Z.
Condition (2.7) is equivalent to saying that the couple (BH , Fn) converges in law to (B
H , F )
in the space C([0,∞))× R (see, for instance, [2, Chapter 4]).
3. Singular limits of sequences of Itoˆ integrals
Let B = {Bt, t ≥ 0} be a standard Brownian motion. Denote by Ft the natural filtration
generated by B. In this section we will study the asymptotic behavior of two types of
sequences of Itoˆ integrals. First, we discuss a class of integrals on [0, 1] that include a
sequence of deterministic kernels φn converging to a delta function based at 1. Secondly, we
apply our argument to stochastic convolutions with this type of asymptotic behavior.
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3.1. Stochastic integrals concentrating at t = 1. Consider a sequence of bounded non-
negative functions φn(t) on [0, 1], that satisfies the following conditions:
(h1): There is a sequence αn ↑ 1 such that
lim
n→∞
∫ 1
αn
φ2n(t) dt = lim
n→∞
∫ 1
0
φ2n(t) dt = L > 0.
(h2): For any δ ∈ [0, 1), sup0≤t≤δ φn(t)→ 0 as n→∞.
The aim of this section is to study the asymptotic behavior of the sequence of Itoˆ integrals
(3.1) Fn :=
∫ 1
0
φn(t)ut dBt, n ≥ 1,
where u = {ut, t ∈ [0, 1]} is a progressively measurable process such that
∫ 1
0
E(u2t ) dt <∞.
Theorem 3.1. Suppose that the process u is continuous in L2(Ω) at t = 1 and the sequence
φn satisfies conditions (h1) and (h2). Then, the sequence Fn introduced in (3.1) converges
stably, as n → ∞ to √Lu1Z, where Z is a N(0, 1) random variable independent of the
process B.
Proof. Define
Gn := uαn
∫ 1
αn
φn(t)dBt,
where αn is the sequence appearing in condition (h1). Then, as n→∞,
(3.2) E[G2n] = E[u
2
αn]
∫ 1
αn
φ2n(t) dt→ E(u21)L.
Moreover, as n→∞,
E[FnGn] = E
[ ∫ 1
αn
φn(t)ut dBt
∫ 1
αn
φn(t)uαn dBt
]
=
∫ 1
αn
φ2n(t)E(utuαn) dt
=
∫ 1
αn
φ2n(t)E
[
uαn (ut − uαn)
]
dt+
∫ 1
αn
φ2n(t)E(u
2
αn) dt→ E(u21)L,(3.3)
because
∫ 1
αn
φ2n(t)E(u
2
αn) dt→ E(u21)L and∣∣∣∣
∫ 1
αn
φ2n(t)E
[
uαn (ut − uαn)
]
dt
∣∣∣∣ ≤ E(u2αn)1/2 sup
αn≤t≤1
E((ut − uαn)2)1/2
∫ 1
αn
φ2n(t) dt→ 0
by the L2-continuity of u at t = 1. On the other hand, for any fixed δ ∈ [0, 1),
E[F 2n ] =
∫ 1
0
φ2n(t)E[u
2
t ]dt
=
∫ δ
0
φ2n(t)E(u
2
t ) dt+
∫ 1
δ
φ2n(t)E(u
2
t − u21) dt+
∫ 1
δ
φ2n(t)E(u
2
1) dt.(3.4)
As n→∞, the third term in (3.4) has limit E(u21)L and the first term converges to zero in
view of hypothesis (h2), because∣∣∣∣
∫ δ
0
φ2n(t)E(u
2
t ) dt
∣∣∣∣ ≤ sup
0≤t≤δ
φ2n(t)
∫ 1
0
E(u2t )dt.
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Moreover, the second converges to zero as δ ↑ 1, uniformly in n, because we can write∣∣∣∣
∫ 1
δ
φ2n(t)E(u
2
t − u21) dt
∣∣∣∣ ≤ sup
δ≤t≤1
E(|u2t − u21|)
∫ 1
0
φ2n(t) dt.
Therefore,
(3.5) lim
n→∞
E[F 2n ] = E(u
2
1)L.
Now, (3.2), (3.3) and (3.5) imply that Fn−Gn → 0 in L2 , and hence also in law. Finally,
notice that the sequence (B,
∫ 1
αn
φn(t)dBt) converges in law in the space C([0, 1]) × R to
(B,
√
LZ), where Z is a N(0, 1) random variable independent of B. This completes the
proof. 
An example of a sequence of functions satisfying conditions (h1) and (h2) with L = 1
2
is
φn(t) =
√
ntn.
Indeed condition (h2) holds trivially and condition (h1) holds taking, for instance, αn =
1− logn
n
, because αnn ∼ 1n and, therefore, as n→∞,
n
∫ 1
αn
t2ndt =
n(1− α2nn )
2n+ 1
→ 1
2
.
Thus we have proved the following.
Proposition 3.2. The sequence of Itoˆ integrals
√
n
∫ 1
0
tnBtdBt
converges stably, as n → ∞, to 1√
2
B1Z, where Z is a N(0, 1) random variable independent
of the process B.
Remarks:
(i) We note that Proposition 3.2 was obtained by Nourdin, Nualart & Peccati in [2,
Proposition 3.7] as a corollary of a theorem proved by integration by parts on Wiener
space.
(ii) If we assume that E(u2t ) is bounded on [0, 1], then it is easy to show that we can
remove condition (h2) in Theorem 3.1.
The next result is an extension of Theorem 3.1 to the case of double stochastic Itoˆ integrals,
which is proved by similar arguments. We need the following condition on the sequence φn,
which is stronger than (h2):
(h3): For any δ ∈ [0, 1), (sup0≤t≤δ φn(t)) (sup0≤t≤1 φn(t))→ 0 as n→∞.
Theorem 3.3. Let u = {us,t, 0 ≤ s ≤ t ≤ 1} be a two-parameter process satisfying the
following conditions:
(i) us,t is Fs-measurable for s ≤ t.
(ii)
∫ 1
0
∫ t
0
E(u2s,t) ds dt <∞.
(iii) us,t is continuous at (1, 1) in the L
2(Ω) sense.
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Consider the sequence of iterated Itoˆ integrals
Fn :=
∫ 1
0
∫ t
0
φn(s)φn(t)us,tdBs dBt, n ≥ 1,
where the sequence φn satisfies conditions (h1) and (h3). Then Fn converges stably, as
n→∞ to 1
2
Lu1,1H2(Z), where Z ∼ N(0, 1) is independent of the process B, and H2 = x2−1
is the second Hermite polynomial.
Proof. Define
Gn := uαn,αn
∫ 1
αn
∫ t
αn
φn(s)φn(t)dBs dBt,
where αn is the sequence appearing in condition (h1). By (h1) we have, as n→∞,
E[G2n] = E[u
2
αn,αn]
∫ 1
αn
∫ t
αn
φ2n(s)φ
2
n(t)ds dt→
L2
2
E(u21,1).(3.6)
Also
E[F 2n ] =
∫ 1
0
∫ t
0
φ2n(s)φ
2
n(t)E[u
2
s,t] ds dt.
As in the proof of Theorem 3.1, fix 0 < δ < 1 and consider the decomposition
E[F 2n ] =
∫ 1
0
∫ t∧δ
0
φ2n(s)φ
2
n(t)E[u
2
s,t] ds dt
+
∫ 1
δ
∫ t
δ
φ2n(s)φ
2
n(t)E[u
2
s,t − u21,1] ds dt+ E[u21,1]
∫ 1
δ
∫ t
δ
φ2n(s)φ
2
n(t)dsdt.(3.7)
The first term of (3.7) converges to zero as n → ∞ by condition (h3) and the third term
converges to L
2
2
E(u21,1). For the second term we have the estimate∣∣∣∣
∫ 1
δ
∫ t
δ
φ2n(s)φ
2
n(t)E[u
2
s,t − u21,1] ds dt
∣∣∣∣ ≤ sup
δ≤s≤t≤1
|E[u2s,t − u21,1]|
∫ 1
0
∫ t
0
φ2n(s)φ
2
n(t)dsdt,
which shows that this term converges to zero as δ ↑ 1, due to the continuity of u and (1, 1),
uniformly in n. In this way, we obtain
lim
n→∞
E(F 2n) =
L2
2
E(u21,1).(3.8)
Also
E[FnGn] =
∫ 1
αn
∫ t
αn
φ2n(s)φ
2
n(t)E(us,tuαn,αn) ds dt
=
∫ 1
αn
∫ t
αn
φ2n(s)φ
2
n(t)E
[
(us,t − uαn,αn)uαn,αn
]
ds dt
+
∫ 1
αn
∫ t
αn
φ2n(s)φ
2
n(t)E
[
u2αn,αn
]
ds dt.(3.9)
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At this point similar calculations to (3.6) show that the second term in (3.9) has limit
L2
2
E(u21,1), while the first term of (3.9) converges to 0 due again to Cauchy-Schwartz inequal-
ity, condition (h1) and the continuity of u at (1, 1) in L2. Consequently, as n→∞,
E[FnGn]→ L
2
2
E(u21,1).(3.10)
Thus (3.6), (3.8) and (3.10) imply that Fn − Gn → 0 in L2 , and hence also in law. Finally
to see that the limit of Gn has the desired form note that∫ 1
αn
∫ t
αn
φn(s)φn(t) dBs dBt =
1
2
I2(φ
⊗2
n 1[αn,1]2),
where I2 denotes the double Itoˆ-Wiener integral. Then by using the fact that multiple
stochastic integrals of this form can be written in terms of Hermite polynomials, we can
write
Gn =
1
2
uαn,αn‖φn1[αn,1]‖2L2H2


∫ 1
αn
φn(t)dBt
‖φn1[αn,1]‖L2([0,1])

 .
Then the conclusion follows because ‖φn1[αn,1]‖L2([0,1]) →
√
L as n→∞, uαn,αn converges to
u1,1 in L
2(Ω) as n → ∞, and the sequence (B, ∫ 1
αn
φn(t)dBt) converges in law in the space
C([0, 1]) × R to (B,√LZ), where Z is a N(0, 1) random variable independent of B. This
implies that the limit law of Gn has the stated form and completes the proof. 
Remarks:
(i) The previous theorem applies to the particular case φn(t) =
√
ntn, as before.
(ii) One can consider the more general situation of a sequence of bounded symmetric
functions φn(s, t) on [0, 1]
2, satisfying the following conditions:
(h12): There is a sequence αn ↑ 1 such that
lim
n→∞
∫ 1
αn
∫ 1
αn
φ2n(s, t)dsdt = lim
n→∞
∫ 1
0
∫ 1
0
φ2n(s, t)dsdt = L > 0.
(h22): For any δ ∈ [0, 1), sup0≤s≤δ,0≤t≤1 |φn(s, t)| → 0 as n→∞.
In this case we need to compute the limit in law of I2(φn1[αn,1]2), which is a more
complicated problem that requires additional conditions on the sequence φn. We will
not treat this problem here.
Theorem 3.3 can be extended to higher dimensions. The proof is similar and omitted. We
need the following condition on the sequence φn, which is stronger than (h2):
(h3m): For any δ ∈ [0, 1), (sup0≤t≤δ φn(t)) (sup0≤t≤1 φn(t))m−1 → 0 as n→∞, where m is
the number of parameters.
Theorem 3.4. Let u = {ut1,...,tm , 0 ≤ t1 ≤ · · · ≤ tm ≤ 1} be an m-parameter stochastic
process satisfying the following properties.
i) ut1,...,tm is Ft1-measurable.
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ii)
∫ 1
0
∫ tm
0
· · ·
∫ t2
0
E
(
u2t1,...,tm
)
dt1dt2 · · · dtm <∞.
iii) ut1,...,tm is continuous at (1, . . . , 1) ∈ Rm in the L2(Ω) sense.
Consider the sequence of iterated Itoˆ integrals
Fn :=
∫ 1
0
∫ tm
0
· · ·
∫ t2
0
φn(t1) · · ·φn(tm)ut1,...,tmdBt1 · · · dBtm−1dBtm , n ≥ 1,
where the sequence φn satisfies conditions (h1) and (h3m). Then, Fn converges stably, as
n → ∞, to (m!)−1Lm2 u1,...,1Hm(Z), where Z ∼ N(0, 1) is independent of the process B and
Hm is the mth Hermite polynomial.
3.2. Asymptotic behavior of stochastic convolutions. As before, let B = {Bt, t ≥ 0}
be a standard Brownian motion and set H = L2([0,∞)). Consider a nonnegative continuous
and bounded function ψ(x) on R, such that
∫∞
−∞ ψ
2(x)dx = 1. Let ψn(x) =
√
nψ(nx). Then
ψ2n is an approximation of the identity.
Let u = {ut, t ≥ 0} be an adapted and square integrable process. Define the stochastic
convolution
(u ∗B ψn)t =
∫ ∞
0
usψn(t− s)dBs, t ≥ 0.
In this subsection we are interested in the asymptotic behavior of (u ∗B ψn) as n tends to
infinity. The limit in law will have the form utZt, where Z is a Gaussian process independent
of B.
The following theorem is the main result of this subsection.
Theorem 3.5. Assume u = {ut, t ≥ 0} is an adapted, square integrable process, continuous
at a fixed time t ≥ 0 in the L2(Ω) sense. Consider a nonnegative continuous and bounded
function ψ(x) on R, such that
∫∞
−∞ ψ
2(x)dx = 1 and ψ2(x) = o(|x|−1) as x→∞. Then, the
stochastic convolution (u ∗B ψn)t converges stably to utZ as n→∞, where Z is a standard
Gaussian random variable independent of B.
Proof. Let αn be a sequence decreasing to 0 so that nαn →∞. For t ≥ 0, set
Gn = u(t−αn)+Sn,
where Sn =
∫
Rn(t)
ψn(t− s) dBs with Rn(t) = {s ≥ 0 : |t− s| ≤ αn}. Then we can write
E(S2n) =
∫
Rn(t)
ψ2n(t− s) ds =
∫
|r|≤αn,r≤t
ψ2n(r) dr =
∫
|z|≤nαn,z≤nt
ψ2(z) dz → 1 as n→∞.
Moreover, since u(t−αn)+ is F(t−αn)+ measurable we can write
Gn =
∫
Rn(t)
u(t−αn)+ψn(t− s) dBs
and therefore
E(G2n) =
∫
Rn(t)
E(u2(t−αn)+)ψ
2
n(t− s) ds = E(u2(t−αn)+)
∫
|s|≤αn,s≤t
ψ2n(s) ds→ E(u2t ).
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On the other hand, by Ito’s isometry property we can write
E
(
(u ∗B ψn)2t
)
=
∫ ∞
0
E(u2s)ψ
2
n(t− s) ds.
That means, E ((u ∗B ψn)2t ) is the convolution of s → E(u2s) with ψ2n, and by Theorem 9.9
in [9], we deduce
lim
n→∞
E
[
(u ∗B ψn)2t
]
= E(u2t ).
Finally, by Itoˆ’s isometry and the L2-continuity of u at t
E [(u ∗B ψn)tGn] =
∫
Rn(t)
E(usu(t−αn)+)ψ
2
n(t− s) ds
=
∫
Rn(t)
E(u(t−αn)+(us − u(t−αn)+))ψ2n(t− s) ds
+ E(u2(t−αn)+)
∫
Rn(t)
ψ2n(t− s) ds→ E(u2t ),
as n→∞. Thus (u ∗B ψn)t−Gn L
2(Ω)−−−→ 0 as n→∞ and hence in law. Finally, note that for
each n, ut−αn and Sn are independent random variables such that ut−αn converges to ut and
Var(S2n) → 1. This implies that the limit law of Gn has the stated form and completes the
proof. 
As in the proof of Theorem 3.5, if αn is a sequence decreasing to 0 so that nαn →∞, we
can consider for each t ≥ 0 the sequence of random variables
(3.11) Stn :=
∫
|t−r|≤αn
ψn(t− r)dBr.
The next lemma establishes the asymptotic behavior of the sequence of processes {Stn, t ≥ 0}.
Lemma 3.6. The finite-dimensional distributions of the process {Stn, t ≥ 0} introduced in
(3.11) converge stably to those of a centered Gaussian process {Zt, t ≥ 0} independent of B
and with covariance function given by
(3.12) E(ZtZs) =
{
1 if s = t
0 if s 6= t.
Proof. Let 0 ≤ t1 < t2 < · · · < tk. We need to prove the convergence in law
(B, St1n , . . . , S
tk
n )
Law−−→ (B,Zt1 , . . . , Ztk)
in the space C(R+)× Rk. We can choose N large enough so that for n ≥ N , the Gaussian
random variable Stin become uncorrelated and hence independent. Then as in the proof of
Theorem 3.5, it holds that
(St1n , . . . , S
tk
n )
Law−−→ (Zt1, . . . , Ztk),
where the random vector (Zt1 , . . . , Ztk) has a standard Gaussian distribution on R
k and is
independent of B. This completes the proof. 
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Notice that we cannot expect that the convergence in Proposition 3.7 holds in C(0,∞).
Indeed, although under some mild conditions the stochastic convolution has a continuous
version, the process Z does not have a continuous version.
The following proposition establishes the convergence of the stochastic convolution as a
process in the sense of the finite-dimensional distributions.
Proposition 3.7. Under the assumptions of Theorem 3.5, suppose that the process u is
continuous in [0,∞) in the L2 sense. Then the finite-dimensional distributions of the process
{(X ∗Bψn)t, t ≥ 0} converges stably to those of {utZt, t ≥ 0}, where {Zt, t ≥ 0} is a Gaussian
process independent of B with covariance function given by (3.12).
Proof. Let 0 < t1 < t2 < · · · < tk. We want to show that
(3.13) (B, (u ∗B ψn)t1 , (u ∗B ψn)t2), . . . , (u ∗B ψn)tk) Law−−→ (B, ut1Zt1 , ut2Zt2 , . . . , ut1Ztk),
where the random vector (Zt1 , . . . , Ztk) has a standard Gaussian distribution on R
k and is
independent of B. As in the proof of Theorem 3.5, if αn is a sequence decreasing to 0 such
that nαn →∞, we can consider for each t ≥ 0 the sequence of random variables Stn defined
in (3.11). Then, we have that, by the proof of theorem 3.5, for each i = 1, . . . , k,
(u ∗B ψn)ti − u(ti−αn)+Stin L
2−→ 0.
Also, by the L2-continuity of u and the Cauchy-Schwartz inequality, we can write
u(ti−αn)+S
ti
n − utiStin L
1−→ 0.
In particular the above convergence holds also in probability, so that
Atin := (u ∗B ψn)ti − utiStin P−→ 0
for i = 1, . . . , k. As a consequence,
(At1n , A
t2
n , . . . , A
tk
n )
P−→ (0, 0, . . . , 0).
Then by Slutsky’s theorem (3.13) follows from the convergence in law
(B, ut1S
t1
n , . . . , utkS
tk
n )
Law−−→ (B, ut1Zt1 , . . . , utkZtk),
which is a consequence of Lemma 3.6. This completes the proof. 
4. Skorohod integrals with respect to fractional Brownian Motion
Consider a fractional Brownian motion BH = {BHt , t ∈ [0, 1]} with Hurst parameter
H ∈ (0, 1). That is, BH is a zero mean Gaussian process with covariance function (3.12).
In this section we will study the asymptotic behavior as n→ ∞ of a sequence of Skorohod
integrals of the form
(4.1) Fn =
∫ 1
0
φn(t)ut δB
H
t , n ≥ 1,
where u is a stochastic process verifying some suitable conditions. We split our study in two
cases according to whether H > 1/2 or H < 1/2.
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Case H > 1/2. We will assume the following conditions on the sequence φn of nonnegative
and bounded functions:
(h4): limn→∞ ‖φn‖2H = L > 0.
(h5): limn→∞ ‖φn‖r = 0 for some r < 1H (where here, and in the sequel. || · ||r denotes the
Lr-norm on [0, 1]).
We are now ready to state and prove the main results of this section.
Theorem 4.1. Assume BH is a fractional Brownian motion with Hurst parameter H > 1/2.
Consider a sequence of nonnegative and bounded functions φn on [0, 1] satisfying conditions
(h3), (h4) and (h5). Let u be a stochastic process satisfying the following conditions:
(i) For any t ∈ [0, 1], ut ∈ D1,2 and the mapping t→ ‖ut‖1,2 belongs to H.
(ii) ut is continuous in D
1,2 at t = 1.
(iii)
∫ 1
0
(E[|Dsu1|])pds <∞ where 1p+ 1r = 2H, and r is the number appearing in condition
(h5).
Consider the sequence of Skorohod integrals introduced in (4.1). Then Fn converges stably
as n→∞ to u1
√
LZ, where Z is a N(0, 1) random variable independent of BH .
Proof. Notice first that conditions (i) and (ii) imply that φn(t)ut belongs to D
1,2(H) ⊂ Domδ.
Set Gn :=
∫ 1
0
φn(t)u1δB
H
t . Denoting αH = H(2H − 1), in view of (2.6) we can write
E
[
(Fn −Gn)2
] ≤ E(‖φn(t)(ut − u1)‖2H) + E(‖φn(t)D(ut − u1)‖2H⊗H)
= αH
∫ 1
0
∫ 1
0
φn(t)φn(s)E
[
(ut − u1)(us − u1
]
|t− s|2H−2 dsdt
+ αH
∫ 1
0
∫ 1
0
φn(t)φn(s)E
[
〈D(ut − u1), D(us − u1)〉H
]
|t− s|2H−2dsdt
= A1,n + A2,n.(4.2)
Both terms in (4.2) are handled similarly and we will show the details only for the second
one. Let 0 < δ < 1. Then, separating the second term in two integrals, yields
A2,n = αH
∫ 1
0
∫ 1
0
1{s∧t≤δ}φn(t)φn(s)E
[
〈D(ut − u1), D(us − u1)〉H
]
|t− s|2H−2dsdt
+ αH
∫ 1
δ
∫ 1
δ
φn(t)φn(s)E
[
〈D(ut − u1), D(us − u1)〉H
]
|t− s|2H−2dsdt.(4.3)
At this step note that by condition (i)∫ 1
0
∫ 1
0
|E (〈D(ut − u1), D(us − u1)〉H) ||t− s|2H−2dsdt
≤
∫ 1
0
∫ 1
0
‖ut − u1‖1,2‖us − u1‖1,2|t− s|2H−2dsdt <∞.
So there is a constant C such that the first term in (4.3) is bounded by
C sup
s∧t≤δ
φn(s)φn(t),
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which converges to 0 as n→∞ by condition (h3).
On the other hand, for the second term in (4.3), it follows from Cauchy-Schwartz inequality
that ∫ 1
δ
∫ 1
δ
φn(t)φn(s)E
[
〈D(ut − u1), D(us − u1)〉H
]
|t− s|2H−2dsdt
≤ sup
t∈[δ,1]
E
[
‖D(ut − u1)‖2H
](∫ 1
0
∫ 1
0
φn(s)φn(t)|t− s|2H−2ds dt
)
.
By condition (h4), the sequence
∫ 1
0
∫ 1
0
φn(s)φn(t)|t−s|2H−2ds dt is bounded and by condition
(ii) the first factor tends to zero as δ → 1. This shows that A2,n tends to zero as n → ∞.
Repeating the same argument, we obtain that A1,n tends to zero as n→∞.
We have shown that Fn −Gn → 0 in L2, and hence also in law. All is left is to show that
the limit of Gn has the desired form. To this end note that, applying Lemma 2.1, Gn can
also be written as
Gn = u1
∫ 1
0
φn(t)δB
H
t + αH
∫ 1
0
∫ 1
0
|t− s|2H−2 φn(t)Dsu1dsdt
=: u1B1,n + αHB2,n.(4.4)
Let p be as in the statement of the theorem and note that p > 1. Applying Ho¨lder’s inequality
with 1
p
+ 1
q
= 1, yields
E[|B2,n|] ≤
(∫ 1
0
(E[|Dsu1|])pds
) 1
p
(∫ 1
0
(∫ 1
0
|t− s|2H−2φn(t)dt
)q
ds
) 1
q
.
The second factor is the Lq-norm of the fractional integral of order 2H − 1 of the function
φn on [0, 1]. By the Hardy-Littlewood inequality, this factor is bounded by a constant times
‖φn‖Lr([0,1]), where 1r = 1q +2H− 1 = 2H− 1p . Taking into account conditions (iii) and (h5),
we deduce
lim
n→∞
E[|B2,n|] = 0.
In order to complete the proof of the theorem it suffices to show that (BH , B1,n) converges
in law in the space C([0, 1]) × R) to (BH ,√LZ), where Z is a N(0, 1) random variable
independent of BH . In view of the fact that BH is a Gaussian process, this will follow from
the next two properties:
(a): limn→∞E[B21,n] = L, which follows from property (h4).
(b): For any t0 ∈ [0, 1], limn→∞E[B1,nBHt0 ] = 0. In fact, using property (h5), we obtain for
1
r
+ 1
r′
= 1,
E[B1,nB
H
t0 ] = αH
∫ 1
0
∫ t0
0
φn(t)|t− s|2H−2 ds dt
≤ αn‖φn‖r
(∫ 1
0
(∫ t0
0
|t− s|2H−2ds
)r′)1/r′
→ 0,
as n→∞. 
13
Theorem 4.1 can be applied to the example φn(t) = n
Htn, and in this case, L = HΓ(2H).
Indeed, condition (h3) is obvious. Condition (h4) follows from Lemma 4.2 below. Condition
(h5) holds for any r < 1
H
. This means that in condition (iii) it suffices to show that the
integral is bounded for some p > 1
H
.
Lemma 4.2. For any n,m ∈ N and r > −1∫ 1
0
∫ 1
0
tnsm|t− s|r ds dt = Γ(m+ 1)Γ(r + 1)
(n+m+ r + 2)Γ(2 +m+ r)
+
Γ(n+ 1)Γ(r + 1)
(n+m+ r + 2)Γ(2 + n+ r)
.
In particular for H > 1/2
lim
n→∞
n2H
∫ 1
0
∫ 1
0
xnyn|x− y|2H−2 dy dx = Γ(2H − 1).
Proof. First of all, note that using y = zx yields∫ x
0
ym(x− y)r dy = xm+1+r
∫ 1
0
zm(1− z)r dz = xm+1+rB(m+ 1, r + 1),
where B denotes the Beta function. Then∫ 1
0
∫ 1
0
tnsm|t− s|r ds dt
=
∫ 1
0
∫ t
0
tnsm(t− s)r ds dt+
∫ 1
0
∫ s
0
tnsm(s− t)r dt ds
=
∫ 1
0
tn+m+r+1B(m+ 1, r + 1) dt+
∫ 1
0
sn+m+r+1B(n+ 1, r + 1)
=
B(m+ 1, r + 1) +B(n+ 1, r + 1)
n +m+ r + 2
,
The first part of the lemma now follows from the well-known relationship between the Beta
and Gamma functions. The second part follows by taking n = m and using Lemma 3.6. 
Case H < 1/2. We assume the following conditions on the sequence φn of nonnegative and
bounded functions:
(h6): supn
∫ 1
0
(s2H−1 + (1− s)2H−1)φ2n(s)ds <∞.
(h7): For any δ ∈ [0, 1), we have
lim
n→∞
∫ δ
0
(∫ δ
s
|φn(t)− φn(s)|(t− s)H− 32dt
)2
ds = 0.
(h8): lim
n→∞
∫ 1
0
|(K∗Hφn)(s)|pds = 0 for some p > 1.
Theorem 4.3. Assume BH is a fractional Brownian motion with Hurst parameter 0 <
H < 1/2. Consider a sequence of nonnegative and bounded functions φn on [0, 1] satisfying
conditions (h3), (h4), (h6), (h7) and (h8). Let u be a stochastic process satisfying the
following conditions:
(i) For all t ∈ [0, 1], ut ∈ D1,2.
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(ii) The mapping t→ ut is Ho¨lder continuous of order γ > 1/2−H from [0, 1] into D1,2.
(iii) We have
∫ 1
0
E(|(K∗HDu1)(s)|q)ds <∞,
where 1
p
+ 1
q
= 1 and p is the exponent appearing in condition (h8).
Consider the sequence of Skorohod integrals introduced in (4.1). Then Fn converges stably
as n→∞ to u1
√
LZ, where Z is a N(0, 1) random variable independent of BH .
Proof. We divide the proof into 3 steps.
Step 1: We need to compute the variance of the random variable
∫ 1
0
φn(t)δB
H
t . Condition
(h4) implies that
lim
n→∞
E
(∣∣∣∣
∫ 1
0
φn(t)δB
H
t
∣∣∣∣
2
)
= L.
Step 2: Showing Fn −Gn L
2(Ω)−−−→ 0, where
Gn :=
∫ 1
0
φn(t)u1δB
H
t .
As in the proof of theorem 4.1, we can write
E
[
(Fn −Gn)2
] ≤ E(‖φn(t)(ut − u1)‖2H) + E(‖φn(t)D(ut − u1)‖2H⊗H) =: C1,n + C2,n.
We only work with C2,n, the analysis of C1,n being similar by changing φn(t)D(ut − u1) and
H appropriately by φn(t)(ut − u1) and R in the argument below. We have, using (2.5) and
(2.4),
C2,n = E
(∥∥∥∫ 1
0
KH(1, s)φn(s)D(us − u1)
+
∫ 1
s
(φn(t)D(ut − u1)− φn(s)D(us − u1)) ∂KH
∂t
(t, s)dt
∥∥∥2
L2([0,1];H)
)
.
Since
(φn(t)D(ut − u1)− φn(s)D(us − u1)) = φn(s)D(ut − us) + (φn(t)− φn(s))D(ut − u1),
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we obtain
C2,n ≤ 9E
(
‖KH(1, s)φn(s)D(us − u1)‖2L2([0,1];H)
)
+ 9E
(∥∥∥∥
∫ 1
s
φn(s)D(ut − us)∂KH
∂t
(t, s)dt
∥∥∥∥
2
L2([0,1];H)
)
+ 9E
(∥∥∥∥
∫ 1
s
(φn(t)− φn(s))D(ut − u1)∂KH
∂t
(t, s)dt
∥∥∥∥
2
L2([0,1];H)
)
=: R1,n +R2,n +R3,n.
To handle the term R1,n we note that, by (2.2), there is a constant dH such that
K(1, s)2 ≤ dH( (1− s)2H−1 + s2H−1).(4.5)
We will denote by C a generic constant that may vary from line to line. Then by Minkowski’s
inequality and condition (ii) for any δ ∈ [0, 1) we obtain
R1,n ≤ 9E
(∫ 1
0
KH(1, s)
2φ2n(s)‖D(us − u1)‖2H ds
)
≤ C
∫ 1
0
KH(1, s)
2φ2n(s)‖D(us − u1)‖2L2[Ω;H] ds
≤ C
∫ δ
0
KH(1, s)
2φ2n(s)(1− s)2γds
+ C
∫ 1
δ
KH(1, s)
2φ2n(s)(1− s)2γds
=: R12,n +R22,n.
The term R12,n can be estimated as follows
R12,n ≤ C sup
0≤s≤δ
φ2n(s)
∫ 1
0
KH(1, s)
2(1− s)2γds,
Taking into account that
∫ 1
0
KH(1, s)
2(1− s)2γds <∞, we deduce from condition (h3) that
R12,n converges to zero as n→∞. For R22,n we can write
R22,n ≤ C(1− δ)2γ
∫ 1
0
KH(1, s)
2φ2n(s)ds.
From (4.5) and condition (h6), we deduce that supnR22,n → 0 as δ ↑ 1. Therefore, we have
proved that
lim
n→∞
R1,n = 0.(4.6)
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Concerning the term R2,n, using Minkowski’s inequality, the estimate (2.3) and condition
(ii), we obtain
R2,n = 9E
(∥∥∥∥
∫ 1
s
φn(s)D(ut − us)∂KH
∂t
(t, s)dt
∥∥∥∥
2
L2([0,1];H)
)
≤ C
∫ 1
0
(∫ 1
s
φn(s)‖D(ut − us)‖L2(Ω;H)
∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ dt
)2
ds
≤ C
∫ 1
0
φ2n(s)
(∫ 1
s
(t− s)γ(t− s)H−3/2 dt
)2
ds
≤ C
∫ 1
0
φ2n(s)(1− s)2γ+2H−1ds.
Then, for any δ ∈ [0, 1), the integral
∫ δ
0
φ2n(s)(1− s)2γ+2H−1ds converges to zero as n→∞
due to condition (h3), whereas, by condition (h6),
∫ 1
δ
φ2n(s)(1− s)2γ+2H−1ds ≤ (1− δ)2γ
∫ 1
0
φ2n(s)(1− s)2H−1ds ≤ C(1− δ)2γ → 0,
as δ ↑ 1. Therefore, we have proved that
lim
n→∞
R2,n = 0.(4.7)
Finally for R3,n taking 0 < δ < 1, it follows from Minkowski’s inequality that
R3,n = 9E
(∥∥∥∥
∫ 1
s
(φn(t)− φn(s))D(ut − u1)∂KH
∂t
(t, s)dt
∥∥∥∥
2
L2([0,1];H)
)
≤ C
∫ 1
0
(∫ 1
s
(φn(t)− φn(s))‖D(ut − u1)‖L2(Ω;H)
∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ dt
)2
ds
≤ C
∫ δ
0
(∫ δ
s
(φn(t)− φn(s))‖D(ut − u1)‖L2(Ω;H)
∣∣∣∣ ∂KH∂t (t, s)
∣∣∣∣ dt
)2
ds
+ C
∫ δ
0
(∫ 1
δ
(φn(t)− φn(s))‖D(ut − u1)‖L2(Ω;H)
∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ dt
)2
ds
+ C
∫ 1
δ
(∫ 1
s
(φn(t)− φn(s))‖D(ut − u1)‖L2(Ω;H)
∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ dt
)2
ds
=: T1,n + T2,n + T3,n.
At this step we study each term separately. For both T2,n and T3,n note that δ ≤ t so
condition (ii) gives
‖D(ut − u1)‖L2(Ω;H) ≤ C(1− δ)γ .
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Also
∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ = −∂KH∂t (t, s) so that
T2,n + T3,n ≤ C(1− δ)2γ
∫ 1
0
(∫ 1
s
(φn(t)− φn(s))
∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ dt
)2
ds
= C(1− δ)2γ
∫ 1
0
(∫ 1
s
(φn(t)− φn(s))∂KH
∂t
(t, s)dt
)2
ds
≤ 2C(1− δ)2γ
∫ 1
0
(
KH(1, s)φn(s) +
∫ 1
s
(φn(t)− φn(s))∂KH
∂t
(t, s)dt
)2
ds
+ 2C(1− δ)2γ
∫ 1
0
K2H(1, s)φ
2
n(s) ds
= 2C(1− δ)2γ‖φn‖2H + 2C(1− δ)2γ
∫ 1
0
K2H(1, s)φ
2
n(s) ds.
By condition (h4), ‖φn‖2H is bounded uniformly in n, and by condition (h6),
∫ 1
0
K2H(1, s)φ
2
n(s)ds
is bounded as well. Therefore,
lim
δ↑1
sup
n
(T2,n + T3,n) = 0.
Thus, in order to show that C2,n converges to zero as n→∞, it suffices to show that, for a
fixed δ ∈ (0, 1),
lim
n→∞
T1,n = 0.(4.8)
Using Minkowski’s inequality, condition (ii) and the estimate (2.3), we can write
T1,n = C
∫ δ
0
(∫ δ
s
|φn(t)− φn(s)|‖D(ut − u1)‖L2(Ω;H)
∣∣∣∣∂KH∂t (t, s)
∣∣∣∣ dt
)2
ds
≤ C
∫ δ
0
(∫ δ
s
|φn(t)− φn(s)|(t− s)H− 32dt
)2
ds,
which converges to 0 as n→∞ by condition (h7). This completes the proof of step 2.
Step 3: We show that the limit in law of Gn has the desired form. To this end note that Gn
can also be written as
Gn = u1
∫ 1
0
φn(t)δB
H
t + 〈φn, Du1〉H.(4.9)
First we will show using condition (iii) that
E(|〈φn, Du1〉H|)→ 0(4.10)
as n→∞. Fix δ ∈ [0, 1). We can write, by Ho¨lder’s inequality
E(|〈φn, Du1〉H|) = E(|〈(K∗Hφn), (K∗HDu1)〉L2([0,1])|)
≤
(∫ 1
0
|(K∗Hφn)(s)|pds
) 1
p
(∫ 1
0
E(|(K∗HDu1)(s)|q)ds
) 1
q
.
18
The first factor converges to zero as n→∞ by property (h8) and the second one is bounded
by condition (iii). Therefore, (4.10) holds.
It remains to show that (BH ,
∫ 1
0
φn(t)δB
H
t ) converges in law in the space C([0, 1]) × R)
to (BH ,
√
LZ), where Z is a N(0, 1) random variable independent of BH . This claim follows
from Step 1 and the fact that for any t0 ∈ [0, 1], limn→∞E
[
BHt0
∫ 1
0
φn(t)δB
H
t
]
= 0. Indeed,
we can write
E
[
BHt0
∫ 1
0
φn(t)δB
H
t
]
= 〈1[0,t0], φn〉H
and
|〈1[0,t0], φn〉H| =
∣∣∣∣
∫ 1
0
(K∗Hφn)(s)(K
∗
H1[0,t0])(s)ds
∣∣∣∣
≤ ‖K∗Hφn‖Lp([0,1[)‖K∗H1[0,t0]‖Lq([0,1]),
where 1
p
+ 1
q
= 1. Then the result follows from property (h8) and the fact that
‖K∗H1[0,t0]‖Lq([0,1]) <∞.

Theorem 4.3 can be applied to the example φn(t) = n
Htn, when H > 1
4
. Indeed, condition
(h4), again with L = HΓ(2H), holds by Lemma 4.4 below. Condition (h3) is obvious.
Property (h6) follows from the following computations:∫ 1
0
((1− s)2H−1 + s2H−1)φ2n(s) ds
= n2H
∫ 1
0
((1− s)2H−1s2n + s2H−1+2n) ds
=
n2HΓ(2H)Γ(2n+ 1)
Γ(2n+ 2H + 1)
+
n2HΓ(2n+ 2H)
Γ(2n+ 2H + 1)
,
which is uniformly bounded by Lemma 3.6. In order to show property (h7), we write, for
any δ ∈ [0, 1),
n2H
∫ δ
0
(∫ δ
s
(tn − sn)(t− s)H− 32dt
)2
ds
= n2H
∫ δ
0
(∫ δ
s
n−1∑
k=0
tksn−1−k(t− s)H− 12dt
)2
ds
≤ n2H+2δ2n−2
∫ δ
0
(∫ δ
s
(t− s)H− 12dt
)2
ds
= Cn2H+2δ2n−2
which converges to zero as n→∞.
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To show property (h8), we write
∫ 1
0
|K∗Hφn|p(s)ds ≤ CnpH
∫ 1
0
|K(1, s)|psnpds+ CnpH
∫ 1
0
∣∣∣∣
∫ 1
s
(tn − sn)(t− s)H− 32dt
∣∣∣∣
p
ds
≤ CnpH
∫ 1
0
((1− s)p(H− 12 ) + sp(H− 12 ))snpds
+ CnpH+2
∫ 1
0
∣∣∣∣
∫ 1
s
tn−1(t− s)H− 12dt
∣∣∣∣
p
ds
=: B1,n +B2,n.
For the term B1,n, we have
B1,n ≤ C
(
npHΓ(p(H − 1
2
) + 1)Γ(np+ 1)
Γ(p(H + 1
2
) + 2 + np)
+
npH
p(H − 1
2
+ n) + 1
)
By Lemma 3.6, this term converges to zero as n→∞, provided p < 2. The same conclusion
can be deduced for the term B2,n using Young’s inequality.
Lemma 4.4. For any H ∈ (0, 1/2), we have
lim
n→∞
nH‖tn‖H =
√
HΓ(2H).
Proof. Using the operator K∗H and integrating by parts, we can write
n2H‖tn‖2H = n2H‖K∗H(tn)‖2L2([0,1])
= n2H
∫ 1
0
(
KH(1, s)s
n +
∫ 1
s
(tn − sn)∂KH
∂t
(t, s) dt
)2
ds
= n2H
∫ 1
0
(
KH(1, s)− n
∫ 1
s
tn−1KH(t, s) dt
)2
ds
= n2H
∫ 1
0
KH(1, s)
2 ds− 2n2H+1
∫ 1
0
∫ 1
s
tn−1KHt, s)KH(1, s) dt ds dt
+ n2H+2
∫ 1
0
(∫ 1
s
tn−1KH(t, s) dt
)2
ds
=: A1,n + A2,n + A3,n.(4.11)
At this step we work each term in (4.11) separately. Since
RH(t, s) =
∫ t∧s
0
KH(t, u)KH(s, u) du,
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the first term is A1,n = n
2HR(1, 1) = n2H . Changing the order of integration in the second
term yields
A2,n = 2n
2H+1
∫ 1
0
∫ t
0
tn−1KH(t, s)KH(1, s) ds dt
= 2n2H+1
∫ 1
0
tn−1R(1, t) dt
= n2H+1
∫ 1
0
tn−1(1 + t2H − (1− t)2H) dt
= n2H +
n2H+1
n + 2H
− n
2H+1Γ(n)Γ(2H + 1)
Γ(n + 2H + 1)
.
Writing the third term as a triple integral, changing the order of integration and using
Lemma 4.2 gives
A3,n = n
2H+2
∫ 1
0
∫ 1
s
∫ 1
s
tn−1KH(t, s)un−1KH(u, s) du dt ds
= n2H+2
∫ 1
0
∫ t
0
∫ u
0
tn−1KH(t, s)u
n−1KH(u, s) ds du dt
+ n2H+2
∫ 1
0
∫ 1
t
∫ t
0
tn−1KH(t, s)un−1KH(u, s) ds du dt
= n2H+2
∫ 1
0
∫ t
0
tn−1un−1RH(t, u) du dt+ n2H+2
∫ 1
0
∫ 1
t
tn−1un−1RH(t, u) du dt
=
n2H+2
2
∫ 1
0
∫ 1
0
tn−1un−1(t2H + u2H − |t− u|2H) du dt
=
n2H+1
2(n+ 2H)
+
n2H+1
2(n+ 2H)
− n
2H+2
2
∫ 1
0
∫ 1
0
tn−1un−1|t− u|2H du dt
=
n2H+1
(n+ 2H)
− n
2H+2 2 Γ(n) Γ(2H + 1)
2(2n+ 2H) Γ(n + 1 + 2H)
.
Thus (4.11) simplifies to
n2H+1Γ(n)Γ(2H + 1)
Γ(n+ 2H + 1)
− n
2H+2Γ(n) Γ(2H + 1)
2(n+H) Γ(n+ 1 + 2H)
,
which, due to Lemma 3.6, converges to
Γ(2H + 1)− Γ(2H + 1)
2
=
Γ(2H + 1)
2
= HΓ(2H).

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