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Abstract 
A new petro-elastic-based methodology to invert for reservoir pressure and saturation 
changes in clastic reservoirs is presented. The technique is based on an extensive petro- 
elastic analysis of reservoir sandstones from the North Sea and the Gulf of Mexico. 
Ultrasonic measurements from the literature and from the rock physics database at the 
Heriot-Watt Institute of Petroleum Engineering are used. From this analysis, two 
independent elastic properties are selected to represent the effect of pressure and saturation 
on the rock: the shear modulus, which is dependent only on pressure changes, and a newly 
derived parameter (called the saturation modulus), which is dependent only on change in 
fluid saturants. These two moduli are demonstrated to exhibit a higher degree of 
orthogonality in term of pressure and saturation variations than any of the other elastic 
properties (i. e. P-wave velocity, S-wave velocity, bulk modulus), consequently minimizing 
possible interference between the properties caused by these production effects. Rock 
physics relationships are derived to link changes in shear and saturation modulus to 
changes in pore pressure and fluid bulk modulus. In this dissertation, fluid bulk modulus is 
the preferred attribute to represent the effect of saturation, since it does not involve any 
assumption regarding the fluid distribution (e. g. homogeneous or heterogeneous mixtures). 
A methodology is developed to obtain pore pressure and fluid bulk modulus estimates via 
time-lapse seismic inversion of shear and saturation moduli and the use of the calibrated 
rock physics relationships. The seismic inversion is rendered possible by the introduction of 
a new form for the P-wave reflectivity and elastic impedance. Following the inversion of 
multi-angle near, mid and far elastic impedance stacks from a baseline and a repeat survey, 
the shear and saturation moduli changes are inverted and converted to pore pressure and 
fluid bulk modulus changes. The proposed methodology is tested on a reservoir model 
study based on the Ainsa turbidite channel complex from the southern Pyrdnees (Spain). 
The high accuracy of the estimated reservoir changes is assessed by comparison to the 
output from the dynamic flow simulator. In addition, an uncertainty analysis is carried out 
to determine the reliability of the estimates. In this study, the errors originate from the rock 
physics approximations (the uncertainty in the fitting procedure) and also from the seismic 
attributes (shear and saturation moduli). A sensitivity study shows that the largest factor 
affecting the uncertainty of the final results given a constant known geology is errors in the 
seismic attributes; this is followed by errors in the pressure model, and errors in 
approximating the changes in saturation. The uncertainty analysis is implemented by 
assuming an independent and dependent set of controlling parameters in the pressure and 
saturation relations. The latter approach reduced the standard deviation of the production 
estimates by including the cross-coupling between parameters. The new methodology is 
also further validated by an application to the Palaeocene turbidite sandstone of the 
Foinaven field, west of Shetland. Cautious cross-matching and pre-conditioning of the 
time-lapse seismic data are applied to obtain high repeatability of the 4D stratigraphic 
elastic impedance inversion results. Predicted pore pressure and fluid bulk modulus 
changes from the flow simulator show an excellent correlation with the estimated results, 
and suggest possible updates to the static reservoir model. 
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In the last decade, the use of seismic monitoring (4D) has greatly increased, and oil 
companies have shown their commitment to this technology (Marsh et aL, 2003; De Waal 
and Calvert, 2003), as confirmed by its more systematic application. Time-lapse seismic is 
now an integrated part of reservoir management strategy, and has proved its ability to 
improve reservoir understanding. The relatively low cost of this technology also makes it 
really attractive, especially in the deep water of the Gulf of Mexico or west of the Shetland 
Isles, where drilling operations or well interventions are costly. In some fields, like 
Foinaven and Schiehallion (west of Shetland), which are developed from subsea 
installations, the only source of information for monitoring production effects is 4D 
seismic, since PLT (Production Logging Tool) data are too expensive to acquire. The 
surveillance of this type of field relies entirely on 4D seismic, even if permanent pressure 
gauges or tracers are increasingly employed (Clifford, 2005). The application of time-lapse 
seismic has evolved a great deal over recent years, as evidenced by the frequent technical 
sessions and special workshops that are organized every year by the Society of Exploration 
Geophysicists (SEG) or the European Association of Geoscientists and Engineers (EAGE). 
In the past, the applications of seismic monitoring were predominantly focused on the 
tracking of fluid contacts and movements (i. e. gas-cap expansion, water sweep); 
discrimination between lithology and fluid effects; and identification of pressure 
compartment and reservoir connectivity. These qualitative sources of information were then 
exploited to update reservoir models and ultimately improve the prediction from the flow 
simulator. The growth of seismic reservoir monitoring has brought new technical 
challenges to the industry, in order to improve and enlarge the existing portfolio of this 
technology. In fact, the advance in acquisition (i. e. stearable streamers, full-wave field 
recording devices, permanent sensors), survey design (i. e. 4D dedicated acquisition), 
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seismic processing (i. e. specific 4D workflow) and integration between contractors and oil 
companies (i. e. in-house processing and R&D teams) have improved the repeatability and 
quality of the data, and paved the way for new applications. Time-lapse seismic is now 
being used in more challenging reservoirs, such as the carbonate fields of the Middle East, 
in order to monitor the steam-flooding process required for the extraction of heavy oils. 
Permanent down-hole geophones are used to acquire vertical seismic profiles (VSPs) in an 
active and also a passive mode, in order to record micro-seismic events induced by 
reservoir stress changes due to hydrocarbon production (Dasgupta, 2004). Thanks to the 
ability of new recording systems to characterize near-surface velocity variations, 4D 
monitoring has shifted onshore. Nine-component (9C) repeated land seismic surveys are 
now acquired, and have the potential to understand complex fracture networks and 
hydrocarbon migration, as in the Rulison field (Jackson et al., 2004), and the potential to 
monitorC02flooding as in the Weyburn field (Terrell et al., 2002). The added value from 
seismic reservoir monitoring for field development is undeniable, and will only increase as 
it evolves towards a real-time integration of this technology with engineering data in fields 
such as Valhall (Barkved et al., 2004), where ocean-bottom cables (OBC) are deployed to 
acquire seismic data on a trimestrial basis. Besides this, research has now moved towards 
the more quantitative aspects of 4D, by attempting to estimate hydrocarbon-production- 
related changes directly from seismic data. However, in most cases, seismic amplitude 
changes are not only due to variation in fluid saturation, pore pressure or even compaction, 
but to a combination of these effects. The goal of distinguishing between pore pressure and 
fluid saturation effects is the Holy Grail of 4D seismic, and has been the subject of many 
papers. Being able to accurately separate these two production effects would have an 
unquestionable impact on the management of a field, and particularly on the production and 
injection strategy. For example, pore pressure monitoring can allow reliable 
compartmentalization and connectivity interpretation of a reservoir in order to plan infill 
drilling. Additionally, it can also assist in assessing the strength and pressure support 
provided by an aquifer, in order to avoid the placement of an unnecessary injection facility. 
Pore pressure maintenance in an oil/water system is also of primary importance in order to 
limit the amount of gas coming out of solution, and ultimately to prevent the formation of a 
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gas cap. In reservoirs where the initial pore pressure is already close to the bubble-point 
pressure, any misinterpretation between pressure and saturation effects can lead to an 
imprecise choice of production or injection rates. In many cases, fluid saturation effects are 
incorrectly assumed to be the controlling factor in the 4D signatures, leading to an 
inaccurate estimation of hydrocarbon saturation, especially in the vicinity of injectors, 
where pressure variations produce significant amplitude changes. Improvements in oil 
saturation estimation can be beneficial for the monitoring of the water front and the 
determination of the producing interval within a reservoir. The independent estimation of 
pore pressure and fluid saturation, which are also two products from the reservoir flow 
simulation, allows a direct comparison between attributes derived from the seismic and 
engineering domains. These production attributes could be used in a 4D seismic history 
matching workflow in order to directly constrain the predictions from the fluid flow 
simulator with the seismically derived dynamic properties. Modifications of the reservoir 
model can also be made to improve the agreement between the flow simulation results and 
the seismically derived production estimates, and ultimately to increase reservoir 
performance and oil recovery. Following the development of pressure and saturation 
discrimination techniques, subsequent applications are also emerging, such as the 
estimation of fluid-flow properties (MacBeth, 2004; Vasco, 2004). This tendency increases 
the need for highly reliable separation of pressure and saturation effects, for instance, to 
improve the prediction of permeability and transmissibility (Almaskeri and MacBeth, 
2005). The separation of pressure and saturation effects has mainly been tackled by means 
of rock-physics-based techniques (Brevik, 1999; Tura and Lumley, 1999; Landro, 2001), 
and it is only recently that engineering approaches using production, pressure and PVT 
data, have been developed (He et al., 2004; MacBeth et al., 2004). Due to the dual 
dependency of seismic amplitude on pressure and saturation variations, these techniques 
require constraints from the rock physics or the engineering domains - depending on which 
route is favoured. These constraints involve mainly the derivation of approximate 
relationships between seismic amplitudes and production effects. These approximations 
represent the foundation of all methodologies, and need to be robust in order to stand any 
chance of success. However, the complexity of the fluid pressure and saturation sensitivity 
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of clastic reservoirs makes it difficult to determine these relations, since they might differ 
for different reservoir geological settings and production scenarios. As a result, proposed 
methodologies fail to meet the needs of the industry because of their restricted range of 
applicability. Despite some interesting work, many challenges remain before the issues of 
this subject can be fully addressed. 
An academia-industry research collaboration between the Compagnie G6nerale de 
Geophysique (CGG) and the Heriot-Watt Institute of Petroleum Engineering, initiated the 
work presented in this dissertation. The aim of the project is to develop an accurate seismic 
method for monitoring changes in fluid pressures and saturations inside a producing 
hydrocarbon reservoir and between well locations. The study focuses on a variety of clastic 
reservoir rocks, and therefore offers a new technique applicable to a large variety of 
reservoirs. A detailed petro-elastic analysis of reservoir sandstones is carried out in order to 
precisely quantify their pressure and saturation dependency and ultimately improve upon 
existing techniques by obtaining highly accurate relationships between seismic attributes 
and production effects. This analysis includes the investigation of key elements such as the 
effects of clay content, porosity and core damage on the stress -sensitivity of sandstones, in 
order to strengthen the rock-physics basis of the proposed method. Steps are also made 
towards a more explicit inversion of pressure and saturation attributes from 4D seismic, in 
an effort to reduce the possible ambiguities that could occur between production estimates. 
For the purpose of characterizing fluid saturation effects, in this dissertation, fluid bulk 
modulus is preferred over hydrocarbon saturation. Assumptions about the saturation 
distribution (i. e. homogeneous or heterogeneous) can lead to erroneous production 
estimates - particularly in highly heterogeneous reservoir rocks. 
This thesis is subdivided into seven chapters. Chapter 2 gives a general overview of the 
existing techniques used to discriminate between pressure and saturation effects, and 
exposes the limitations of these techniques. Chapter 3 presents a detailed petro-elastic 
analysis of sandstone reservoirs, and introduces an original rock physics correlation in 
order to isolate fluid pressure and saturation changes. In Chapter 4, the link between elastic 
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rock properties and the seismic AVO response is made by developing newer forms for 
offset-dependent reflectivity and impedance. In Chapter 5, a new method to invert for pore 
pressure and fluid bulk modulus changes is tested on a reservoir model-based study. In 
Chapter 6, an independent separation of reservoir pressure and saturation is applied to the 
Palaeocene turbidite sands from the Foinaven field, west of Shetland. In the concluding 
chapter, Chapter 7, the main results from each chapter are discussed, and possible 
extensions of this work are proposed. 
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Chapter 2 
Overview of techniques for pressure and saturation 
discrimination 
The determination of reservoir dynamic properties (i. e. pressure and saturation changes) 
has become a popular topic of research, mainly due to the introduction of time-lapse 
seismic technology and to the impact that such reservoir properties estimates can have on 
field management - as seen in Chapter 1. From the literature, one can see that two trends 
are discernible to independently estimate pressure and saturation effects: rock-physics- and 
engineering-based approaches. The rock-physics-based method aims to relate changes in 
the elastic properties of a rock measured in the laboratory, to time-lapse changes in seismic 
attributes. In these methods, the definition of the pressure- and saturation- sensitivity models 
is a key step, as well as the calibration of these models from the ultrasonic to the seismic- 
frequency domains. Another tendency that has emerged recently is the integration of 
production data in the separation of pressure and saturation effects. The production data can 
be seen as a way of constraining the previous rock-physics-based techniques, or can also be 
used independently to estimate production effects. In this chapter, the most recent 
developments in pressure and saturation inversion are discussed. 
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2.1 Rock-physics-based methodology 
Brevik (1999) developed an inversion procedure to invert for pressure and saturation 
changes in a reservoir by minimizing the misfit between observed and modelled time-lapse 
changes in seismic amplitude and travel-time. A rock physics model is defined as linking 
production-related changes to seismic properties. By applying the technique to a synthetic 
case study, Brevik showed that reliable estimates could be obtained by using two 
independent seismic observations (i. e. P- and S-wave travel-times), and demonstrated that 
interdependence between these observations (i. e. P-wave travel-time and the ratio of S- to 
P-wave travel-time) bring instability in the inversion process. The use of seismic amplitude 
rather than travel-time, and its application to real data, is not discussed in his paper or 
reported in the literature. However, an attempt is made to study the sensitivity of the 
pressure and saturation estimates to errors in the measured travel-times. In 1999, Landro 
introduced a method to discriminate between these production effects, based on the 
derivation of rock physics approximations relating pressure and saturation effects to 
density, P- and S-wave velocities. These approximations are then used to rearrange the P- 
wave reflectivity formulation to obtain pressure and saturation variations as a function of 
the change in AVO (amplitude versus offset) attributes (i. e. intercept and gradient defined 
in section 4.2.1). The reflectivity formulations and AVO concept are presented in Chapter 
4. A pressure-sensitivity model for P- and S-wave velocity changes is derived from 
ultrasonic laboratory measurements. Figure 2.1 shows the second-order approximation 
linking relative change in P-wave velocity to variation in effective stress (i. e. effective 
pressure). It should be noted that the effect of pressure on the density term is relatively 
small for most consolidated sandstones (c. f section 3.1.3) and assumed to be negligible 
when using this technique. Furthermore, linear approximations are derived for the density 
(p), P_ (a) and S-wave (fl) velocities as a function of water saturation. Figure 2.2 presents 
the calibrated saturation-sensitivity model obtained for the relative change in P-wave 
velocity as a function of water saturation. In summary, relative variations in seismic 
properties are represented by a first-order approximation for the saturation effect and a 




L= kcIAS + laAp + Ma (2.1) 
AV AP2 
VS 
L= kpAS + 1,6AP + m,, (2.2) 
Ap 
= kPAS (2.3) 
p 
where AS and AP stand for the change in oil saturation and effective pressure, respectively. 
The k,,, k, 8, k,, I,,, 1p, m,, and mp are the fitting parameters derived from ultrasonic laboratory 
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Figure 2.1: Relative change in P-wave velocity as a function of effective pressure (squares) for a 
typical calibrated Gassmann model. A linear fit (diamonds) is used to approximate the change of Vp 
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Figure 2.2: Relative changes in P-wave velocity as a function of water saturation (squares). 
Changes are relative to the initial pressure of the reservoir (i. e. 5 to 6 MPa). A second-order fit 
(diamonds) is used to represent the relationship between Vp and effective pressure (from Landro, 
2001). 
By rearranging the P-wave reflectivity equation using equations 2.1,2.2 and 2.3, Landro 
showed (Landro, 2001) that pressure and saturation changes could be expressed as follows 
for an oil/water system: 
AS -- c, ARO+ C2AG (2.4) 
Ap -- C3ARO+ C4AG (2.5) 
where AP, AS, ARO and AG are the changes in effective pressure, oil saturation, intercept 
and gradient, respectively. The coefficients cl, C2,, C3 and c4 can be deduced from the 
empirical parameters k, k, 6, kp, 1,, IA m,, and mp. To obtain these results, all relative 
changes in seismic properties must to be small; a velocity ratio VplVs equal to 2 is chosen; 
and the assumption for small angles (sin 
20Z tan 26) is made. The method was tested on the 
Gullfaks field, Norwegian Sea, by deriving AVO attributes from near- and far-offset stacks 
rather than pre-stack gather analysis, in order to reduce the contamination by noise from the 
estimated intercept and gradient changes. Figure 2.3 shows a seismic section of change in 
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intercept and gradient, where an AVO anomaly is visible at the Top Cook formation 
interface. From an analysis of 29 core plugs, pressure and saturation sensitivity models for 
density (p), P- (Vp) and S-wave (Vs) velocities were derived, leading to the derivation of 
the following coefficient cl = 8, C2 = 8, C3 = 23 and c4 = -35 in equations 2.4 and 2.5. 
Figure 2.4 shows the resulting pressure and saturation changes for the same seismic section 
as in Figure 2.3. An increase in pore pressure is observable at the Top Cook formation 
interface, which is caused by water injection in this area. Figure 2.5 presents the pore 
pressure and fluid saturation maps from the Top formation interface. It is notable that 
saturation changes follow the original oil-water contact closely, while pore pressure 
variations give an indication of the nature of some faults that can be interpreted as sealing. 
However, in the northern part of the map, anomalies are visible in the water zone, which 
are attributed to leakage between the pressure and saturation attributes since no fluid effect 
is expected in this area. The methodology above relies on AVO attributes that are known to 
be highly sensitive to noise (Cambois, 2000) and this is likely to reduce the quality of the 
production estimates. Furthermore, a total of five rock physics approximations are 
necessary for this technique: approximations which increase the error in the estimates and 
ultimately the possibility of cross-talk between pressure and saturation domains. The choice 
of a constant velocity ratio might also be the cause of the cross-talk, since it is a function of 
these production effects. In fact, the velocity ratio VplVs is mostly dependent on pressure 
changes and varies only slightly with saturation (Stovas and Landro, 2004). However, 
Landro's method is straightforward to implement if the appropriate rock physics data are 
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Figure 2.3: Changes in intercept (ARo) and gradient (AG) for a seismic profile from the Gullfaks 
field. AVO products are computed between the baseline survey (1985) and a repeat survey (1996) 
based on the near- and far-offset stacks. AVO anomalies are observable at the Top Cook formation 
interface (from Landro, 2001). 
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Figure 2.4: Oil saturation and pore pressure estimates obtained for the same seismic profile as in 
Figure 2.3. A large increase in pressure is visible at the Top Cook formation interface. This pressure 
anomaly is caused by water injection in this part of the reservoir (from Landro, 2001). 
Figure 2.5: Map view of the saturation (left) and pressure (right) attributes at the Top formation 
interface. The original oil-water contact (OOWQ is shown on both maps (red curve). The 
distribution of the pressure changes appears to be controlled by the faults, while the saturation 
anomalies follow the OOWC in the western part of the display (from Landro, 2001). 
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This technique can also be extended to multicomponent marine data (Landro et al., 2003) 
by rearranging the PS reflectivity formulation. In 2001, two enhancements to Landro's 
method were proposed (Meadows, 2001). One of them is the formulation of pressure and 
saturation changes in terms of relative changes in P- and S-wave impedances, in order to 
improve the reliability of the input seismic attributes of the method compared to the 
intercept and gradient. The second one is the derivation of a second-order approximation 
between velocities and saturation, which is more realistic than the linear one. The first 
modified method appears to be comparable to the original technique, while the second 
modified method improves the estimation of the saturation changes. In both cases, leakages 
are still observed from the pore pressure to the fluid saturation domains. However, it 
appears that the integration of time-lapse travel-time in addition to amplitudes might be a 
promising way to improve the production estimates (Landro et al., 2001). Landro (2002) 
presented a deten-ninistic uncertainty analysis of his methodology by using both 4D 
amplitude and travel-time. He demonstrated the potential of the 4D travel-time for reducing 
the uncertainty in the pressure and saturation estimates. Later, Veire et al. (2003) 
incorporated Landro's approach into a Bayesian framework, and, using a synthetic 
example, showed the ability of their stochastic inversion to estimate pressure and saturation 
together with direct information on the uncertainty in the estimates. 
Tura and Lumley (1999) presented a technique to estimate pressure or saturation when only 
one of these effects dominates the reservoir. They showed by cross-plotting time-lapse P- 
and S-impedances that saturation tends to cluster along the P impedance axis, while 
pressure changes cluster along the S-impedance axis. In the case of the combined effect of 
pressure and saturation, the points roughly follow the diagonal of the cross-plot. The 
clustering makes it possible to identify areas where changes in pressure only, saturation 
only, or a combination of both have occurred after remapping of the cross-plot amplitudes 
to their original location in the seismic domain. An additional calibration procedure applied 
to these amplitudes with production and rock physics data provides quantitative estimates 
of pore pressure and water saturation. An extension of this method (Lumley et al., 2003) is 
possible by cross-plotting any set of attributes containing P- and S-wave information as 
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previously, and defining a pressure and saturation axis (Figure 2.6). Then, a coordinate 
transformation that can be linear or non-linear (depending on the definition of the axis), is 
applied to convert the data Erom the seismic (AAp, AA, ) domain to the pressure and 
saturation (APp, AS) domain. 
AAs 
Data 
Saturation axis I 
Pressure axis 
AA 
Figure 2.6: Illustration of the cross-plot of two seismic attributes A4p (P-wave dominated) and AA, 
(S-wave dominated). The pressure and saturation axes are determined by rock physics modelling. It 
should be noted that these axes can be non-linear or even different in each quadrant of the cross- 
plot, since the rock, for example, responds differently to a pressure increase or decrease. 
In order to be quantitative, this method requires a calibration of the seismic attributes (i. e. 
APp and AS) to time-lapse saturation logs and bottom-hole pressure data. Cole et al. (2002) 
introduced qualitative and quantitative techniques, which are based on rock physics forward 
modelling, and, once again, a cross-plot of time-lapse impedances. After a dedicated rock 
physics analysis (Meadows et al., 2002), modelled P- and S-wave impedances are cross- 
plotted in order to identify four quadrants where different scenarios of pore pressure, water 
and gas saturation changes occurred, as in Figure 2.7a. By cross-plotting the real P- and S- 
impedances on to the previous cross-plot it is possible to colour-code the seismic data as a 
function of the different production scenarios, as presented in Figure 2.7b. 
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Figure 2.7: (a) Cross-plot of time-lapse P- (AIPTL ) and S_ (A, S 
TL) impedances, illustrating that pore 
pressure and fluid saturation can be grouped into four different quadrants (i. e. different scenarios). 
Pp, Sg, S, stand for the pore pressure, gas saturation and water saturation, respectively, while the + 
and - signs represent an increase or decrease in these quantities. (b) Qualitative pressure/saturation 
scenario maps of the Schiehallion field obtained after relating the real 4D P- and S-impedances to 
the corresponding pressure/saturation scenario defined in (a). Injectors, producers and faults are 
shown by black, green and dotted black lines (from Cole et al., 2002). 
In order to make the technique quantitative, all possible P- and S-impedance values are 
forward-modelled to obtain a finer grid of the 4D impedance cross-plot. A 3D cube, 
containing pairs of P- and S-impedance-changes as a ftinction of pore pressure, saturation 
and porosity changes, is forward-modelled. Then, a picking procedure is applied to select 
the pressure/saturation scenario corresponding to the real P- and S-impedance changes 
within the volume. The picking can be constrained by a priori porosity information Erom 
the reservoir model or an average reservoir value to reduce the number of 
pressure/saturation scenarios. Figure 2.8 shows the resulting pore pressure and water 
saturation maps. Pressure variations appear to correlate with the position of the wells, while 
unrealistic changes are observed at several injectors where increases in water saturation are 
not visible. This is attributed to rock damage occurring in the vicinity of the injectors. This 
could also be due to inaccuracy in the derivation of the rock physics model affecting the 
definition of the pressure and saturation axis. Furthermore, there is an opportunity to 
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compute the standard deviation for the production estimates, since a given P- and S- 
impedance pair is likely to provide several pressure and saturation scenarios. This real case 
study was carried by using 4D P- and S-impedance as discriminating attributes, but might 
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Figure 2.8: Quantitative pore pressure (top) and water saturation (bottom) maps derived from the 
second method (see the text) proposed by Cole et aL (2002). Pore pressure increase can be observed 
in the vicinity of injectors, while decrease is noticeable near most producers. Despite rather large 
changes in the pore pressure near injectors (A, B and C), no variations in water saturation are 
visible. In fact, improbable gas saturation increases (not shown here) are estimated at these 
locations. Injectors, producers and faults are shown by black, green and dotted black lines (from 
Cole et al., 2002). 
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Alvarez et al. (2002) showed that time-lapse changes in P- and S-impedances are not the 
ideal attributes to discriminate between pressure and saturation. They classified the 
discriminating power of different pairs of attributes (i. e. P- and S-wave velocities, P- and S- 
impedances, Poisson ratio and P-impedance, and fluid factor and AVO gradient), and 
demonstrated that the time-lapse fluid factor and the AVO gradient cross-plot offer a better 
orthogonality of the pressure and saturation axis (as in Figure 2.6). 
More recently, Stovas and Landro (2004) proposed a methodology combining PP and PS 
time-lapse stacks (ARpp and ARps) to independently estimate pressure and fluid effects. The 




AP/P,, ARps (2.6) 
where AS and AP are the 4D saturation and pressure changes, and PO is the initial effective 
pressure, while B represents the transformation matrix depending on pressure and 
saturation. In addition to ARpp and ARp,, different pairs of AVO attributes (i. e. intercept, PP 
gradient and PS gradient) were tested in the same inversion procedure as in equation 2.6, 
and showed that ARpp and ARps offer the optimal discrimination. Furthermore, it was 
demonstrated that a maximum offset angle for the stack should be selected in order to 
minimize the uncertainty in the production estimates in the inversion of the matrix system 
in equation 2.6. Further applications of this technique were proposed by Stovas and Landro 
(2004) to analyse the effect of net-to-gross ratio (NIG) on the discrimination on the 
previous production effects, and by Stovas et aL (2004) to separate between NIG and 
saturation. Looking towards an integration of seismic with other geophysical surveillance 
methods, Hoversten et aL (2003) presented a method combining cross-well seismic and 
electromagnetic (EM) data. Predictions of pore pressure, water saturation andC02 gas/oil 
ratio are made for a reservoir undergoingC02flooding. 
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2.2 Engineering-based methodology 
MacBeth et al. (2004) introduced a method to calibrate 4D seismic attribute difference to 
production data from injector and producer wells, in order to estimate pore pressure and 
fluid saturation. The method is divided into two steps. First, the 4D signal is processed to 
reduce spurious noise only keeping a genuine time-lapse signature. To achieve this, a 
threshold is defined so that the 4D signal agrees with the well activity within the reservoir. 
In the second step, this thresholded 4D signal is calibrated to well data. A linear 
approximation for the 4D signal is used (equation 2.7), and the coefficients a and b are 
derived from two repeated surveys by solving the linear system (equations 2.8 and 2.9). 
AA -- aASO + bAP (2.7) 
where AA is the pore volume average of the seismic attribute changes, while ASO 9 AP are 
the average oil saturation and pore pressure changes in the entire reservoir, as determined 
from production data. Equation 2.7 is valid for any attributes sensitive to pressure and 
saturation (i. e. offset stacks, AVO attributes, impedance, instantaneous frequency, phase or 
time-shifts). 
AA12 - aAS12 + bAP12 (2.8) 
(2.9) aAS + bAP13 AA13 13 
where the subscripts (1,2) and (1,3) stand for the time-lapse difference between the first (2) 
and second repeat (3) survey with the baseline survey (1). The main assumption in this 
technique is that sufficient production changes have occurred between each survey, and that 
the coefficients a and b are time-invariant. Two pairs of coefficients (a, b) and (c, d) are 
computed from two different seismic attributes (i. e. A and B) in order to allow for 
separation of pore pressure and saturation changes by inversion of equations 2.10 and 2.11. 
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AA(x, y) = aAS. (x, y) + 
iAP(x, y) 
AB(x, y) = c^AS. (x, y) + d^AP(x, y) 
(2.10) 
(2.11) 
where 6, b, ý and d are estimates from above. It should be noted that the seismic 
attributes should be relatively uncorrelated, to avoid the use of redundant information in the 
inversion. This approach was tested on a turbidite sand from the Schiehallion field, west of 
Shetland. Recently, Floricich et al. (2005) improved the previous method by deriving the 
coefficients a, b, c and d at the wells, instead of using a regional calibration procedure, in 
the process reducing the necessary number of repeat surveys. They also carried out a multi- 
attribute analysis to select the most suitable seismic attributes (e. g. restricted angle stacks, 
elastic impedances, intercept-gradient products, instantaneous frequency or phase) for the 
inversion and extraction by principal component analysis (PCA) of two independent 
attributes in terms of pressure and saturation. From these new attributes, pore pressure and 
fluid saturation are estimated by solving equations 2.10 and 2.11. Figure 2.9 shows an 
example of the application of this technique to a Jurassic reservoir from the North Sea. It 
should be noted that this approach could be extended by taking into account for the spatial 
variation of the parameters b, i, ý and d^. This could be achieved by deriving the 
parameters at various wells and interpolating between the wells or by using a derivation 
coupled to reservoir flow simulation outputs. A reservoir model-based inversion process 
was presented (He et aL, 2004) in which pressure and saturation estimates were updated 
from an initial fixed reservoir model until convergence was reached between modelled and 
real seismic impedances. This technique can be assimilated to a pressure-saturation seismic 
history matching. The impedances are computed via petro-elastic modelling, and the initial 
pressure and saturation model is derived from a flow simulation or from production data. 
The main feature of this inversion is the engineering constraints that are applied during the 
update of the production attributes. In fact, the attributes have to conform to the material 
balance law, PVT data, irreducible fluid saturation and bubble point pressure. Furthermore, 
constraints on the nature of the aerial distribution of the pore pressure are also considered. 
This technique was applied successfully to a synthetic case and a real field study (Draugen 
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field, North Sea). It should be noted that the comparison between modelled and real seismic 















Figure 2.9: (a) Seismic amplitude difference between the baseline and the repeat survey. (b) P50 
(50% confidence level) map of pore pressure changes. (c) P50 map of oil saturation changes. Blue 
and red lines denote the producer and injector wells (from Floricich et aL, 2005). 
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2.3 Conclusions 
A critical aspect of the rock physics method presented in this chapter is the accuracy of the 
models used to characterize the pressure and saturation sensitivity of the reservoir rock. 
Prior to any application of these methods, the petro-elastic behaviour of the rock needs to 
be fully understood, in order to identify the controlling parameters (e. g. clay content, 
porosity variations, core damage effect and fluid distribution). Suitable models have to be 
derived in order to take into account these factors and to obtain reliable production 
estimates. Furthermore, the actual techniques assume a homogeneous mixture of fluid, and 
might therefore under- or over-estimate the effect of fluid saturation. However,, the rock 
physics methodologies (particularly those of Landro, 1999a; Tura and Lumley, 1999) 
appear to be the most popular so far. The integration of engineering constraints into the 
discrimination of pressure and saturation effects provides an opportunity to derive estimates 
that can honoured independent source of information. Techniques based solely on 
engineering data have been found to be as reliable as rock physics methods. In addition, 
they offer the prospect of cross-validation of pressure and saturation estimates originating 
from the geophysical and engineering domains. A feature common to both approaches is 
the need for seismic attributes, which are highly sensitive to production effects and, to some 
extent, are non- interfering. 
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Chapter 3 
Petro-elastic analysis of sandstone reservoirs 
The present study focuses on clastic rocks, which make up most petroleum systems, and 
which are also more predictable in term of geometry and structure than carbonates. A good 
understanding of the rock and fluid physics within the reservoir is a key element in any 
reservoir characterization project aimed at qualitative or quantitative interpretation. In the 
case of discrimination of pore pressure and fluid saturation effects, it is of primary interest 
to fully understand how the rock's elastic properties respond to those effects. However, 
elastic properties appear to be affected in a complicated way by both reservoir pressure and 
fluid saturation - themselves depending on fluid composition, confining pressure, 
temperature, pore shape distribution, pore aspect ratio, fluid distribution and clay content 
(Wang, 2000). In the first part of this chapter, I will focus on the pressure and saturation 
sensitivity of reservoir sandstone, while defining the main factors affecting their behaviour. 
In the second part, based on a petro-elastic analysis carried out on a variety of reservoir 
sandstones, two rock physics attributes will be introduced: both acting independently in 
term of pressure and saturation effects. Finally, the derivation of pore pressure and fluid 
saturation changes from those two attributes will be presented. 
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3.1 Stress-sensitivity of reservoir sandstone 
Prior to starting this section, it is important to state some basic definitions regarding the 
composition of sandstones. In geophysics or engineering in general, a sedimentary rock is 
assumed to be composed of a matrix and pores. A more detailed representation, as found in 
geology, describes a sedimentary rock as a mixture of grains, matrix, cement and pores. 
This definition accounts for the depositional history of the rock, where the grains are 
detrital particles forming the framework, and the matrix is made up of finer particles 
deposited within the framework at the same period of time. On the other hand, the cement 
is of post-depositional origin and is formed from minerals that have grown at the grains' 
surfaces or contacts. Finally, the definition of pores is common to both geological and 
engineering interpretation - being the voids containing the hydrocarbons. The framework 
or dry-frame of sandstone will refer to the engineering definition, but, in later sections, the 
geological definition is also used to consider the different parts of the framework and their 
effect on the stress-sensitivity of the rock. 
3.1.1 An introduction to pressure 
Figure 3.1 introduces the terminology for pressure (Bruce and Bowers, 2002) used in this 
chapter. Pore pressure (Pp), also known as formation pressure, is the pressure of the fluid in 
the pore space of the rock. The hydrostatic pressure is the pressure due to a column of 
water, so, for a rock in which the pores are connected all the way up to the surface, the pore 
pressure is equal to the pressure exerted by the weight of the overlying fluids. When the 
pore pressure is greater than the hydrostatic pressure, the excess pressure is referred to as 
overpressure (Carcione and Helle, 2002). The confining or overburden pressure (P,, ) is the 
pressure exerted by the weight of the overlying rocks, including the pore fluids. Pore 
pressure and confining pressure have opposite effects on the rock. A con: rMing pressure 
increase will firstly close the low-aspect-ratio pores (flat pores and cracks), followed by 
closure of the high-aspect-ratio pores (rounded pores), resulting in an overall stiffening of 
the rock matrix. In contrast, a pore pressure increase will have an opposite effect as it will 










Figure 3.1: Schematic pressure-depth plot, where the different pressure terminologies are 
illustrated. The amount of overpressure is defined as the deviation between the pore and hydrostatic 
pressure trends. 
Since both pressures have opposite effects on most elastic properties (Zimmerman, 199 1), it 
is possible to express the pressure dependence by a single variable, called the effective 
pressure (Pe). This concept was first introduced by Terzaghi (1936). The effective pressure 
has the following form (Christensen and Wang, 1985): 
P =P-n ec 
pp (3.1) 
where Pe is the effective pressure, P, is the confining pressure, Pp is the pore pressure, and 
n is known as the effective stress coefficient or coefficient of internal deformation. The 
effective stress coefficient is often set to unity and, in that case, the effective pressure is 
simply equivalent to a difference of confining and pore pressures, which is called the 
differential pressure (Pd). The effective stress coefficient is generally an unknown, usually 
lying between 0 and 1, but its limitations for the estimation of the pore pressure are 
addressed in section 3.3.3. 
25 
3.1.2 Prediction of the dry-frame pressure sensitivity of sandstone 
A Understanding the pressure dependencies of elastic properties 
It is common knowledge that the stress-sensitivity of a reservoir sandstone depends on the 
textural properties of the rock. For example, in a high-porosity unconsolidated sandstone 
(i. e. a shallow-marine reservoir) stress-sensitivity will be large compared to that of a low- 
porosity consolidated sandstone (i. e. a deep-water reservoir). However, this should not be 
considered as a rule of thumb, because other factors tend to either reduce stress-sensitivity 
(i. e. clay content), increase it (i. e. micro-crack concentration) or both (i. e. sand 
composition, texture and distribution). As a generalization, elastic properties will be highly 
stres s- sensitive at low confining pressure until the stress- sensitivity comes close to zero at 
high confining pressure. In other words, elastic properties (i. e. shear modulus, bulk 
modulus, V,, Vp) will increase rapidly at low confining pressure and then reach a 
characteristic plateau at high confining pressure (Figure 3.2). In 4D feasibility studies, the 
position of this plateau will determine the stre ss- sensitivity of the reservoir under study. If, 
for example, the initial confining pressure is high, the reservoir will have a low stress- 
sensitivity, and it is likely that 4D changes caused by pressure variations will be under the 
noise level of the seismic data. If the initial pressure is low to moderate, it is likely that 
seismic monitoring will be successful, particularly if looking at pore pressure increases 
rather than pressure depletion. Special care needs to be taken when predicting sandstone 
pres sure- sensitivity, because the accuracy of the pressure laws will drive the reliability of 
the 4D feasibility study or the ability to discriminate between production effects. 
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Figure 3.2: Typical pressure dependence of elastic moduli. Under confining pressure loading, all 
the internal weaknesses of the rock (grain-grain contacts, micro-cracks or regions of 
discontinuities) close, resulting in an increase in elastic moduli. 
There are various ways to model the dry-frame stress-sensitivity of a rock. One approach is 
to idealize the porous granular rock as a random packing of identical spherical particles, 
and to use contact theory in order to express the effective elastic moduli of the medium 
(Mindlin, 1949; Digby, 1981; Walton, 1986). The problem of including spherical particles 
of different sizes was also dealt with by Brandt (1955), in order to compute the effective 
bulk modulus only. Models based on contact theory are mainly relevant to unconsolidated 
systems (Bachrach et al., 2000), even if effective elastic moduli of consolidated systems 
can be computed by including the effects of cements and asperities at the contact region 
(Murphy et al., 1991). A second approach is to use effective medium theory to model 
elastic properties by inserting cavities of varying shapes into the rock matrix, such as 
ellipsoidal inclusions (Kuster and T6ks6z, 1974). In this framework, both dry and fluid- 
saturated effective elastic properties can be computed by adequately setting the inclusions' 
modulus. An inherent limitation of the previous methods is the requirement for specific 
parameters that are generally unknown and need to be estimated. This probably explains 
why it is common practice in the industry to derive empirical relationships (for example, 
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Eberhart-Phillips et al., 1989) between elastic properties and effective stress directly from 
laboratory measurements. However, the empirical approach does not have any physical 
basis, and it fails to explain the mechanical process involved in the stress-sensitivity of any 
materials. An alternative approach uses the concept of excess-compliance (Sayers and 
Kachanov, 1995; Sayers, 2002) to derive semi-empirical relationships able to describe the 
stress-sensitivity of sandstones (MacBeth, 2004). The stress dependence of the rock matrix 
(grains, intra-granular detritus and cement) is assumed to be due to internal discontinuities, 
such as grain-grain contacts, micro-cracks, clay content or any regions of internal damage. 
In fact, the stress- sensitivity of the rock related to all those internal weaknesses can be 
accounted for by introducing the excess-compliance, which is a function of the confining 
pressure loading the rock. At high confining pressures, the rock matrix, which is a 
homogeneous isotropic elastic medium, will have a finite given compliance, while the 
excess-compliance will tend to zero because only the incompressible pore space remains 
and all internal weaknesses are closed. Then, as pressure is released, excess-compliance is 
formed, due to the opening of cracks and weakening of grain-grain contacts. 
BA stress-sensitivity model 
MacBeth (2002) proposed compliance-based laws for the dry-frame pressure sensitivity of 
sandstone, using the concept of excess-compliance. It is important to note that the 
theoretical bases behind the derivation of those stre ss- sensitivity formulations are accurate 
for a homogeneous isotropic elastic medium. Here, two preliminary results from MacBeth 
(2004) are shown, in order to illustrate where the excess-compliances act on the elastic 
properties. 
Ic (PC (3.2) 
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(pc ))115 (3.3) 
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where A,, and 1c., are the high-pressure asymptotes for the shear and bulk moduli, 
respectively. The total normal ZNand tangential ZTcompliances represent the normal and 
tangential excess-compliances resulting from the amount of discontinuities present in the 
rock. It can be observed that the bulk modulus is sensitive to normal compliance only while 
the shear modulus will depend on both normal and tangential compliances. By making the 
assumption that the compliances or combination of compliances are decreasing 
exponentially as a function of confining pressure, he showed that the resulting equations for 
the bulk modulus and the shear modulus are the sigmoidal ftinctions: 
K(pc) 
K- 
- (3.4) PC 
I+ Ee P,, 
and 
Go (3.5) Apc )=p 
pl: 
I+E,, e pl, 
Note that the parameters ic, E,, Em, P. and P, control the behaviour of the moduli. The 
asymptotes A,, x., give the modulus of the rock in its high-pressure state; it should be noted 
that the asymptotic behaviour is only valid for high pressure relevant to laboratory 
measurements, but might break down at very high pressure due to inelastic deformation. P, ' 
and P, represent the rate of pressure increase, and give an insight into the nature of the 
internal discontinuities of the rock. Finally, the overall variation in elastic moduli Ic and p is 
given by: 












The parameters S, and S,, must be greater than zero but less than unity. The exponential 
term controlling the dependence of pressure on the elastic properties can also be found in 
empirical relationships such as those described by Eberhart-Phillips et al. (1989). Shapiro 
(2003) presented a derivation of the Eberhart-Phillips pressure relationships for the 
velocities, bulk and shear moduli, using theoretically and empirically based assumptions. 
Starting with the same idea as Shapiro, i. e. separating porosity in a compliant and stiff part 
and assuming that the compressibility depends mainly on changes in compliant porosity, 
one can show (Appendix A) that the bulk and shear moduli take similar forms to those in 





where 0,. stands for the compliant porosity and Cd= I lic for the dry compressibility of the d 
rock. Equation 3.8 shows that the parameters P,, and P, are related to the gradational 
change of compliant porosity cause by compressibility changes. However, it should be 
mentioned that the derivation of equation 3.8 contained many approximations, so the 
previous statement should be viewed as a possible way to give a physical meaning to P,,, 
and P,, rather than a definite result. Another observation is that the parameters P,, and P, in 
equation 3.8 are identical. This was also observed in the work of Eberhart-Phillips, but it 
will be shown later that the bulk and shear moduli generally display a distinct rate of 
pressure increase. In section 3.1.3, a more detailed description of the physical meaning of 
the stres s- sensitivity parameters is presented, based on laboratory experiments. 
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3.1.3 Analysis of laboratory data 
In this study, ultrasonic measurements of compressional- and shear-wave velocities as a 
function of confining pressure are available for 25 room-dry cores from a Palaeocene 
turbidite sandstone from the Foinaven field, west of the Shetland Isles. Furthennore, 
porosity and permeability measurements as a function of confining pressure are also 












where Vp stands for the P-wave velocity, V, for the S-wave velocity, and pd is the dry-frame 
density computed from the weight and volume of the cores. Stress-sensitivity parameters 
were computed individually for each core sample, by fitting equations 3.4 and 3.5 using a 
least-squares procedure (Table 3.1). Clay content, porosity and density of all core samples 
are presented in Table 3.2. Figure 3.3 shows typical results obtained from the least-squares 
fitting of the sigmoidal functions to the elastic moduli values derived from the laboratory 
measurements. The correlation coefficients are greater than 0.8 for all samples. It can be 
seen that the compliance-based models reproduced accurately the dry-frame pressure- 




r.. (GPa) E,, P,, (MPa) /j. (GPa) E.,,, P,, (MPa) 
1 8.82 0.94 7.29 6.24 1.84 4.76 
2 8.53 0.40 2.51 7.00 0.83 7.08 
3 10.22 0.81 8.36 6.34 1.14 5.43 
4 11.72 0.29 12.06 7.49 1.17 3.81 
5 15.71 1.18 8.55 12.06 1.04 8.25 
6 9.36 0.48 4.65 6.66 0.78 7.21 
7 8.52 1.86 5.13 6.37 1.64 4.89 
8 10.17 1.09 4.97 8.26 1.28 6.53 
9 10.15 0.54 5.86 8.65 1.13 5.79 
10 10.67 0.28 4.54 8.57 1.15 6.12 
11 9.76 0.92 3.36 8.09 1.07 9.07 
12 8.36 0.80 4.50 6.47 1.49 6.12 
13 14.78 1.20 7.07 10.36 1.66 6.02 
14 13.49 0.83 3.77 10.27 1.11 7.25 
15 12.65 5.85 1.58 11.24 1.00 8.97 
16 16.28 1.31 5.34 14.35 1.16 9.06 
17 14.52 1.33 4.31 13.88 1.01 8.73 
18 7.04 1.59 4.33 5.82 1.63 6.67 
19 8.95 1.58 5.33 5.87 1.38 6.87 
20 7.02 0.30 9.31 6.06 1.81 5.72 
21 8.01 0.97 6.13 6.54 0.77 7.44 
22 6.56 0.26 5.50 5.63 1.60 6.56 
23 6.13 0.31 3.41 5.94 0.85 8.04 
24 11.59 1.32 5.34 10.41 1.60 11.28 
25 12.63 1.29 5.24 9.29 1.25 8.87 
Table 3.1: Stress-sensitivity parameters for the 25 samples from the Foinaven database. These 
parameters are obtained by least-squares fitting of equations 3.4 and 3.5 to the laboratory 
measurements made on room-dry sandstone plugs. Confining pressure in the laboratory experiments 











1 4 30.7 1.89 
2 4 29.8 1.92 
3 13 29.8 1.87 
4 8 26.8 1.96 
5 7 20.9 2.15 
6 6 28.8 1.89 
7 10 27.3 1.88 
8 4 26.3 1.94 
9 2 27.6 1.93 
10 6 25.9 1.96 
11 6 28.2 1.92 
12 2 30.7 1.85 
13 4 20.6 2.08 
14 9 23.7 2.09 
15 0 22.6 2.06 
16 1 19.0 2.18 
17 4 18.1 2.20 
18 9 32.7 1.85 
19 3 31.1 1.85 
20 5 30.6 1.85 
21 17 28.7 1.90 
22 10 32.8 1.80 
23 12 30.4 1.83 
24 3 26.6 1.97 
25 14 24.9 2.06 
Table 3.2: Clay content, porosity and density of the 25 core samples from the Foinaven database. 
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Figure 3.3: Representative fits of a core sample from the Foinaven database. Data points are shown 
by the symbols, while the lines stand for the least-squares fitting solution of equations 3.4 and 3.5. 
Fit parameters are provided below each curve. 
In an effort to obtain results that are as general as possible, stress- sensitivity parameters 
from different depositional systems (MacBeth, 2004) are also included. Data from a 
Cretaceous shallow-marine rock outcrop, consisting of a sequence of clean, disaggregated, 
loosely consolidated and well-cemented Lochaline sandstones, are considered (Kirstetter, 
2001). Data from various reservoir rocks, including a gas-producing sandstone reservoir in 
the Cooper Basin, Australia (Khaksar et aL, 1999a), Palaeocene Forties sandstones from the 
Nelson Field (UKCS), clean Rotliegend sandstones from the Southern Gas Basin (Freund, 
1992), and clean Gulf Coast Miocene sands (Gregory, 1976). For the sake of clarity, 
averaged elastic properties (Table 3.3) and stress-sensitivity parameters (Table 3.4) over the 
available cores are presented separately. In the conversion from velocities to elastic moduli, 
a constant value of density measured at standard conditions (14.6 psi) is used for the 
Foinaven database. For the data taken from the literature, density measurements as a 
ftinction of the confining pressure are used when available. However, Figure 3.4 shows that 
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the assumption of a constant density value insensitive to confining pressure loading is 
fulfilled. In fact, density variations of less than 3% are observed for the loosely 
consolidated Lochaline and consolidated Rotliegend sandstones, while changes of up to 9% 
are visible for the anomalous high-porosity disaggregated Lochaline sandstone. 
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Figure 3.4: Measurements of the percentage variation in density versus confining pressure for two 
outcrop sandstones (loosely consolidated and disaggregated Lochaline) and a reservoir sandstone 
(Rotliegend). The pressure dependence of density is small, except for the anomalous disaggregated 
Lochaline. 
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Outcrop sandstones Vp (km/s) Vs (km/s) Pd (g/CM 3 0(%) Vý VS 
Loosely consolidated 3.67 2.22 2.17 18.0 1.65 
Lochaline 
Disaggregated 0.97 0.64 1.64 37.1 1.51 
Lochaline 
Well-cemented 4.88 2.77 2.52 5.0 1.76 
Lochaline 
Reservoir sandstones 
Forties (Nelson) 1.82 1.13 2.00 25.4 1.61 
Rotliegend (southern 
2.28 1.51 2.08 23.6 1.51 
North Sea) 
Cooper Basin 2.69 1.74 2.26 13.2 1.55 
Miocene (Gulf coast) 2.46 1.84 1.99 21.7 1.34 
Table 3.3: P-wave velocity (Vp), S-wave velocity (Vs), density (pd), porosity (0), and velocity ratio 
(VWV, ) are listed for three different outcrop sandstones (top rows) and four different reservoir 
sandstones (bottom rows). 
Outcrop sandstones SK S", P, (MPa) P,,, (MPa) &, (GPa) A,, (GPa) 
Loosely consolidated 0.57 0.59 6.14 7.75 13.89 16.85 
Lochaline 
Disaggregated 0.79 0.75 14.85 15.20 3.05 2.70 
Lochaline 
Well-cemented 0.07 0.39 4.49 6.94 36.79 31.68 
Lochaline 
Reservoir sandstones 
Forties (Nelson) 0.65 0.67 7.12 6.78 9.15 7.75 
Rotliegend (southern 
0.64 0.57 9.82 13.54 12.41 10.99 
North Sea) 
Cooper Basin 0.61 0.63 15.08 11.53 18.63 18.44 
Miocene (Gulf coast) 0.75 0.53 9.55 23.24 12.40 14.30 
Table 3.4: Stress -sensitivity parameters for the dry bulk modulus (S, P,, K) and for the shear 
modulus (Sý,, Pý,, p,,,, ) are listed for three different outcrop sandstones (top rows) and four different 
reservoir sandstones (bottom rows). These parameters are obtained by least-squares fitting of the 
functions in equations 3.4 and 3.5 to laboratory measurements. 
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Figure 3.5 presents representative fits obtained for four different reservoir sandstones. Dry 
bulk modulus (Figure 3.5, top) and shear modulus (Figure 3.5, bottom) are displayed, and 
showed that the data are grouped according to their porosity. In fact, the low-porosity 
Cooper Basin sandstone stands out from the other sandstone reservoirs, which lie in the 
same range of porosity. Even if those sandstones (Forties, Rotliegend, Gulf Coast) have 
approximately the same porosity, some variability in their behaviour can be observed with 
increasing confining pressure. This variability can be explained by different degrees of 
cementation or consolidation of the rock, but also by different mineralogy (amount of clay, 
quartz or other minerals), petrophysical properties (rock fragments), complex pore 
geometry, and also the concentration of micro-fractures. The stress-sensitivity parameters 
provide some insight into interpreting the pressure dependence of the rock. For example, it 
can be observed that the asymptote at high-pressure Ic,,,, or y seems to be correlated with 
porosity (the asymptote value increases with decreasing porosity). The S, or S, " provides the 
maximum variation of the elastic modulus from initial (Pc = 0) to high-pressure states, 
giving an indication of the overall stress-sensitivity of the rock. Finally, the microcrack- 
closure stress, which plays a major role into the stress- sensitivity behaviour, can be related 
to the parameters P, and P,,.. P, or P,,, give an indication on the dynamic of the elastic 
modulus changes with confining pressure; a small value will correspond to a high stress- 
sensitivity at low confining pressure, leading to a quick ascent towards the high-pressure 
plateau; while a large value will represent a more regular stress-sensitivity along the 
pressure path. This observation is in accordance with equation 3.8 relating P, and P, ' to the 
gradational change of compliant porosity Oc due to the compressibility changes. A large P, 
and P,, will correspond to a regular decrease of Oc with decreasing compressibility, while a 
small P, and P,,, will refer to a steep reduction of 0, with the first reduction of 
compressibility followed by a small decrease thereafter. In order to extend the 
interpretation of the stres s- sensitivity parameters and study the effects of cementation and 
consolidation (the two main diagenetic processes affecting reservoir rocks), data from three 
Lochaline sandstone outcrop samples are selected: a clean, well-cemented sandstone (5% 
porosity); a loosely consolidated, uncemented sandstone (18% porosity) with pressure- 
dissolution sutures at the grain-grain contacts preventing it from falling apart; and, finally, 
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a manually disaggregated and recombined sandstone (37% porosity). Figure 3.6 shows how 
the amount of excess-compliance can be related to the degree of cementation and 
consolidation of the rock. A progression - from disaggregated, to loosely consolidated - to 
well cemented, represents a decrease in the concentration of compliant area, leading to a 
poorer stress-sensitivity for the sandstones. In fact, an increase in S,,, S,,,, P, and P,, is 
observed from the well-cemented to disaggregated samples, showing an increase in the 
overall stress-dependence and gradational changes of modulus with confMing pressure. The 
stress-sensitivity appears to be smaller for a rock that has been through a cementation 
process rather than a consolidation process. This is expected, since it might be easier to 
break down the dry-frame of consolidated samples (which have pressure-solution contacts) 
rather than cemented samples, in order to accommodate for the increase in pressure 
loading. All the previous observations made on the stress-sensitivity parameters for the 
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Figure 3.5: Pressure dependence of the dry bulk modulus (top) and shear modulus (bottom) for the 
reservoir sandstones shown in Table 3.3. Least-squares fit parameters are provided for each 
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Figure 3.6: Pressure dependence of the dry bulk modulus (top) and shear modulus (bottom) for the 
same sandstones in three different diagenetic settings. Least-squares fit parameters are provided for 
each modulus and outcrop sandstone. Each curve represents the stress-sensitivity model obtained 
after least-squares fitting. 
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3.1.4 Effect of porosity and clay content 
Different parameters (like pore aspect ratio, pore distribution, presence of illitic fragments) 
can affect the elastic properties of a rock, but it appears that porosity and clay content are 
the most influential parameters. However, in the models derived in the previous section, 
their dependence does not appear explicitly in equations 3.4 and 3.5. Several authors have 
developed empirical relationships (Han et al., 1986; Eberhart-Phillips et al., 1989), which 
are explicitly a function of porosity and clay content, but act independently of the stress. 
Marion et al. (1992) developed a geometrical sand-clay model for interpreting elastic 
properties versus clay content in consolidated sandstones. More recently, Xu and White 
(1995) proposed a velocity model attributing the effect of clay to the difference of pore 
geometry and pore aspect ratio between sand- and clay-related pores, but still did not 
consider the impact of clay and porosity on the stress-sensitivity. It can be expected that 
these two parameters have an effect on the microstructures of the sandstone, and so 
influence the stress-sensitivity. In the following section, the porosity variation due to the 
reduction of the pore space under pressure loading (Kirstetter, 2002) and the thermal effect 
on the dry-frame of the rock (Zhang and Bentley, 1999) are assumed to be negligible in the 
first approximation for consolidated and well-cemented sandstones. 
A Porosity effect 
It can be observed from Figure 3.6 that the porosity in sandstone will decrease with the 
degree of consolidation or cementation of the rock. This is in accordance with the general 
statement that the porosity of sandstones decreases with depth. Therefore, a number of 
stress-sensitivity parameters in equations 3.4 and 3.5 should correlate with porosity. From 
the Foinaven database, it can be concluded that the parameters P and E do not correlate 
with porosity, while the high-pressure asymptote shows a clear linear correlation with 
porosity (Figure 3.7 - top row). These conclusions are in accordance with the results from 
MacBeth (2004) for the range of porosity studied here. However, at lower porosity (less 
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Figure 3.7: Plots of the high-pressure asymptote parameters ic, and u,,, as a function of both 
measured porosity (top) and clay fraction (bottom) for the Foinaven database. Points are colour- 
coded according to the percentage of the second parameter. Lines represent least-squares fits of the 
data, showing the relationship between ic, and u,,, versus porosity, while trend-lines correspond to 
possible variations with clay content. 
Recently, MacBeth and Ribeiro (2005) rewrote equations 3.4 and 3.5 as: 
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fc(pc Pý 









where F, and F', are directly proportional to the total (pressure-dependent) excess- 
compliance. Fitting equations 3.11 and 3.12 to the Foinaven database, an increase in the 
excess-compliance with porosity is observed for F,, but not for F, (Figure 3.8 - top row). 
This can be explained by a larger amount of excess-compliances in the tangential direction 
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Figure 3.8: Plots of the total excess-compliances F, and F,, as a function of both measured porosity 
(top) and clay fraction (bottom) for the Foinaven database. Points are colour-coded according to the 
percentage of the second parameter. 
B Clay cements 
It is generally accepted that increasing the clay content will tend to decrease velocitiesq bulk 
and shear modulus by softening the rock-frame. A small amount of clay can dramatically 
weaken the grain contacts, and, in the process, it significantly reduces the elastic properties 
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(Han, 1986). There are four main types of clay: kaolinite, illite, montmorillonite and 
chlorite, which all have different characteristics. Kaolinite grows as accordion-shaped 
crystals (Figure 3.9, A) and destroys the porosity of the rock, but does not affect the 
permeability to such an extent. However, illite forms fibrous crystals (Figure 3.9, B) 
growing radially from the grain surface. This fibrous clay obstructs the throat passages and 
so diminishes the permeability without changing the porosity. Montmorillonite has a 
dramatic effect on permeability, because its lattice structure (Figure 3.9, Q can absorb 
water and expand. Finally, chlorite is a ferromagnesian-rich clay mineral (Figure 3.9, D) 
principally found in volcaniclastic sandstone. It appears that the location of these clays 
could play a major role in affecting rock properties (Sams and Andrea, 2001). Firstly, 
stress-dependent or stress-independent clay particles that are part of the framework can 
replace quartz grains while maintaining the pore space characteristics. This type of clay 
distribution is referred to as structural clay, and includes framework, interstitial and laminar 
clay deposits. Secondly, the clay can be pore-related, with clay particles coating the grain 
surfaces (chlorite, montmorillonite or illite); growing across the pore space from the edges 
of sand grains (illite); or generally filling pores and cementing grain contacts (kaolinite). 
This type of distribution is referred to as a dispersed clay deposit. The distribution of the 
clay can depend on the conditions at deposition, on compaction, and diagenesis (i. e. 
kaolinitization of feldspar minerals, for example). Due to the complexity of the geological 
processes involved in the formation or deposition of clay minerals, MacBeth and Ribeiro, 
(2005) developed a micro-mechanical classification for shaly sandstones. Their models 
(equations 3.12 and 3.13) describe the impact of clay on the stress sensitivity of sandstone, 
regardless of the type of clay, since many possible geological scenarios and depositional 
settings can lead to the same class of mechanical behaviour. Figure 3.7 (bottom row) shows 
that by dividing the Foinaven database into porosity subsets, there is a linear correlation of 
ic,,, and p,, with clay content. This dependence appears to be clear at higher porosity. On the 
other hand, only marginal dependences between excess-compliances and clay content are 
observable in Figure 3.8 (bottom row). This example from the Foinaven field gives a good 
example of the difficulty of quantifying the effect of clay content in sandstone. Alterations 
of elastic properties due to clay are observable, but cross-validation with other sandstones is 
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required to draw a definite conclusion due to the scatter of the present data. Using a more 
comprehensive database, MacBeth and Ribeiro (2005) came to a similar conclusion by 
suggesting that a more detailed database is required in order to carefully study the petrology 
of the sandstone and to define all external factors affecting the stress- sensitivity of the rock 
properties. 
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Figure 3.9: Scanning electron micrographs illustrating the main types of clay present in sandstone 
(from Selley, 2000). (A) kaolinite 'accordion' crystals. (B) Fibrous crystals of illite. (C) Flaky 
crystals of montmorillonite. (D) Chlorite clay cement. 
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3.1.5 Core damage effects 
A core recovered from a reservoir formation is released from the in situ stress state present 
in the subsurface. First, the vertical stress diminishes as the core approaches the surface, 
and then the horizontal stress is released when the core is extracted from the formation. In 
this process, the core is prone to mechanical deformation, leading to the formation of 
micro-cracks, softening or even breaking of grain-grain contacts. Figure 3.10 illustrates the 
formation of micro-cracks at the grain surface due the extraction of a rock sample. When 
the core is reloaded to its initial stress state for the laboratory analysis, the resulting velocity 
measurements do not match the in situ velocity, which indicates that irreversible damage 
has occurred in the rock. The effect of stress changes on velocities has been simulated for 
synthetic core samples (Holt et aL, 1996; Fjaer and Holt, 1999), and shows a permanent 
velocity reduction between core-damaged and virgin rock samples. These core-damage 
effects can have different sources, due to the anisotropic nature of the stress releases that 
annealed the closure of micro-cracks during reloading, or due to the breaking of grain 
bonds (i. e. reduction of the cementation). The main point is that laboratory measurements 
will lead to an increase in the stress-sensitivity of the rock compared to the in situ 
formation. However, in the studies mentioned above, the process of cementation used may 
not fully mimic the diagenetic history of a real rock, and might overestimate the effect of 
stress release. Velocity estimation from rock physics models derived from these 
measurements will not necessarily agree with seismic estimates, and the models should be 
corrected appropriately. In Chapter 6, this issue will be further discussed and a possible 
correction of core-damage effects will be introduced. 
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Figure 3.10: SEM (Scanning Electron Microscopy) image showing two Fontainebleau sandstone 
samples (from Stendahl, 2001). Left: abundant quartz cement and an open pore network, and in the 
upper part a micro-porous clay aggregate. Right: micro-cracks along grain contacts, generated 
during sample extraction. 
3.2 Fluid saturation sensitivity of sandstone 
Density and elasticity of reservoir sandstone in situ are not only sensitive to effective 
pressure, but are also sensitive to the nature and distribution of the saturants filling up the 
pore space. It is thus important to be able to predict the effect of fluid substitution on the 
dry-frame elastic properties of sandstone. To do so, Gassmann's relations are commonly 
used. 
3.2.1 Gassmann's relations 
Gassmann (195 1) derived relations for calculating the bulk modulus (/C, ) and the shear 
modulus (p, ) of a fluid-saturated porous rock. The saturated bulk modulus is computed 
from the bulk modulus of the rock-forming mineral, iqn, the dry-frame, Q, and pore fluid, 
xf, using equation 3.13. The pore fluid can be a single phase of brine, oil or gas, or a 
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mixture of these fluids. Under the assumption given by Gassmann, the shear modulus of the 
rock is not affected by the pore fluid, and remains constant under fluid substitution 
(equation 3.14), and the density of the saturated rock is given by equation 3.15. Berryman 
(1999) demonstrated that the shear modulus' insensitivity to fluid substitution is an exact 




sat) = 1cj (Pe , 
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0+ 1-0 Kd(pe) 
(3.13) 
1cf (Pp , sat) 
/C /C 2 
mm 
PS = JUd (3.14) 
where, 0,1q., and xf are the rock porosity, the mineral bulk modulus, and the fluid bulk 
modulus, respectively. 
Pd Pm (1 - 0) 
PS pm(, - 0) + Pfo 
(3.15) 
where Pd and p, are the dry and fluid-saturated density of the rock, respectively. The 
symbols p,,, and pf are the matrix and pore fluid densities. In Gassmann's equation, the 
mineral bulk modulus represents the moduli of the minerals making up the rock. If the 
mineralogy of the rock is known, an effective mineral modulus can be computed by 
averaging. It should be noted that the Gassmann's relations are only valid at sufficiently 
low frequencies (less than 100 Hz), and will be less accurate for higher frequencies (sonic 
and ultrasonic measurements). This is because the pore fluid requires a sufficiently long 
elapsed time to reach equilibrium, because of the pore-pressure gradient induced by waves 
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propagating through the pores. The basic assumptions for Gassmann's equation, which are 
generally fulfilled for sandstone reservoir rocks, are that: 
1) The rock (both the matrix and the frame) is macroscopically homogeneous. 
2) All the pores are interconnected or communicating. 
3) The pore fluid is frictionless. 
4) The rock-fluid system under study is closed. 
5) The pore fluid does not interact with the solid in a way that would modify the 
properties of the frame. 
In the application of equation 3.13, the dry-frame bulk modulus is derived using the rock 
physics model described in section 3.1.3. However, when fluid substitution is applied to 
core measurements, it is important during a laboratory experiment not to overdry the 
samples (Smith et aL, 2003) and to preserve the amount of water that is part of the rock- 
frame. If this is not done, then velocity measurements will be overestimated and fluid 
substitution results will be rendered irrelevant. The fluid bulk modulus, Kf, can be 
calculated using the Reuss average (Reuss, 1929): 
1 Sb S9 S 
= + ý o 
lcf ICb /cg Ico 
So +Sb+Sg =1 
(3.16) 
where r, lcg and Icb are the bulk moduli of oil, gas and brine, respectively, and S., Sg, and Sb 
are the oil, gas and brine saturations, respectively. Equation 3.17 implies that the pore fluid 
is uniformly distributed into the pore space. The bulk density A of the fluid mixture is 
calculated by: 
Pf -': ý 
SbPb + sgpg + SoPo (3.17) 
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where A, pg, and p. are the bulk densities of brine, gas, and oil, respectively. The 
expressions from Batzle and Wang (1992), used to compute the pore fluid modulus and 
densities, are presented in Appendix B. These pore fluid properties are dependent on the 
composition, temperature and pressure of the pore fluid (Table 3.5). 
Brine salinity (ppm) 18,000 
Temperature ('C) 60 
Gas gravity 0.6 
Oil gravity (API) 27.69 
Overburden pressure (MPa) 45 
Table 3.5: Fluid characteristics and reservoir conditions used in the Batzle and Wang (1992) 







Figure 3.11: Fluid bulk modulus of gas, live oil, dead oil and brine phases as a function of pore 
pressure. Moduli of all fluids increase with pore pressure, except for live oil below the bubble point 
pressure (Pb= 20 MPa). 
50 
0' 
05 10 15 20 25 30 35 40 45 
Pore pressure (MPa) 
Figure 3.11 presents the fluid bulk moduli of a single phase of live oil, dead oil, brine and 
gas as a function of pore pressure. The fluid bulk modulus of dead oil, brine and gas 
increase with pore pressure, with the exception of the live oil, which decreases below 
bubble point pressure due to gas coming out of solution. Because the gas phase has a very 
small modulus compared to the other fluids, it can be expected from equation 3.16 that a 
small amount of gas will have a dramatic effect on the mixture modulus. In fact, Figure 
3.12 shows the fluid bulk modulus of three homogeneous mixtures mimicking a pre- 
production scenario Sl (So 75%, Sb == 25%) and two post-production scenarios S2 (So = 
30%, Sb= 70%) and S3 (S. 30%, Sb= 65%, Sg = 5%). In the following, the oil phase is 
chosen to be live oil, unless otherwise stated. It can be observed that /Cf is predicted to 
increase due to the production of hydrocarbons, because brine (high /Cf) is replacing oil (low 
1q) in the reservoir. On the other hand, when a small amount of gas (5%) is added to the 
mixture, then a dramatic decrease occurs, and the resulting /Cf post-production becomes 
smaller than in the pre-production case. When reservoir pressure drops below the bubble 
point and gas comes out of solution, the gas phase is the predominant factor in the mixture 
bulk modulus. The estimated seismic velocities using Gassmann's relations in fluid- 
saturated porous rock are only valid if the fluid mixture (brine, oil, and gas) is uniformly 
distributed at a very small scale. If the fluid distribution is heterogeneous at a larger scale 
(i. e. patchy saturation), then the seismic velocities obtained using the previous approach 
will lead to an underestimation of the velocities (Mavko and Mujerki, 1998; Dvorkin et al., 
1999). An alternative to estimate seismic velocities in the case of patchy saturation 
(Domenico, 1976) is to use the Voigt average (Voigt, 1928) instead of the Reuss average 
for the fluid bulk modulus: 
/C f= 
SbICb + So lCo + SglCg (3.18) 
Figure 3.13 illustrates the resulting 1cf, assuming homogeneous (Reuss average) and 
heterogeneous (Voigt average) mixtures. The Reuss average represents the lower bound of 
the fluid bulk modulus, while the Voigt average represents the upper bound at the 
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laboratory scale. It should be noted that the effect of irreducible saturation is not included 
into the Voigt average; therefore the fluid bulk modulus is overestimated. In fact, Sengupta 
and Mavko (2003) show that a modification of the Voigt average allows to take into 
account for residual oil and connate water saturations, which are considered as 
homogeneous at the seismic scale. The modified Voigt average is illustrated on Figure 3.13. 
However, the assumption of homogeneous irreducible saturation distribution is not always 
fulfilled as connate water is sometimes found heterogeneously distributed (Morrow and 
Melrose, 1991). Other prediction methods exist to estimate the effect of changing pore fluid 
on elastic properties. Kuster-T6ks6z theory (1974), as described in section 3.1.2. A, can be 
used for fluid substitution, and can lead to better results at the high frequency laboratory 
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Figure 3.12: Fluid bulk moduli of three homogeneous mixtures as a function of pore pressure. A 
pre-production scenario SI (S. = 75%, Sb 25%) and two post-production scenarios S2 (S. = 30%, 
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Figure 3.13: Fluid bulk moduli of homogeneous and heterogeneous mixtures of live oil/brine as a 
function of oil fraction. The plot corresponds to a pore pressure of 30 M[Pa. 
3.2.2 Fluid saturation effects on elastic properties 
The effect of fluid saturation on elastic wave velocities in porous media has been studied in 
detail by many authors (Wyllie et al., 1958; King, 1966; Gregory, 1976). S-wave and P- 
wave velocities behave differently to pore fluid saturation changes. For example, if the pore 
fluid is brine or oil, then P-wave velocity will increase, while S-wave velocity will 
decrease. However, these changes are generally small and difficult to observe, due to the 
coupling of the bulk and shear modulus in the formula for the determination of the 
velocities (equations 3.9 and 3.10). In fact, from equation 3.13 one can note that the 
saturated bulk modulus is a more intuitive indicator of saturation effect than velocities. 
Figure 3.14 illustrates the effect of fluid saturation (single phase) on the dry bulk modulus 
pressure model derived from the Foinaven core sample (Figure 3.3). Single phases (100% 
saturation) of gas, live oil and brine are considered. Fluid properties are computed using the 
Batzle and Wang expressions (Appendix B) with the fluid characteristics and reservoir 
conditions from Table 3.5. It can be observed that at 20 M[Pa differential pressure, the dry 
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bulk modulus increases 46% for brine saturation, 22% for oil saturation, and 1% for gas 
saturation. The brine phase has the larger effect on the dry bulk modulus, followed by the 
oil phase and the gas phase. These observations agree with the fluid compressibilities, 
which increase from the gas to the brine phase. It can also be noted that the effect of gas 
saturation on the bulk modulus at high differential pressure (low pore pressure) is small but 
becomes non-negligible at low differential pressure. However, the assumption of single- 
phase fluid saturation gives a good insight into the behaviour of the bulk modulus, although 
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Figure 3.14: Effect of fluid saturation on the dry bulk modulus pressure model derived from the 
Foinaven core sample (Figure 3.3). Single phases of gas, live oil and brine saturation are used for 
the fluid substitution. Bulk modulus is plotted against differential pressure, where pore pressure is 
being changed only. 
Figure 3.15 uses the same homogeneous mixtures as in Figure 3.12. The largest effect on 
the dry bulk modulus is observed for the post-production scenario S2, followed by the pre- 
production scenario SI. This means that production of hydrocarbon in an oil/brine system 
will increase the initial saturated bulk modulus of the rock. On the other hand, post- 
production scenario S3 shows that the presence of a small amount of gas (Sg = 5%) 
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produced a large decrease in the saturated bulk modulus. The saturated bulk modulus of 
this post-production scenario is smaller than in the pre-production scenario, meaning that 
the production of hydrocarbon with gas coming out of solution will decrease the initial 
saturated bulk modulus. In the case of scenario S3, it can be emphasized that the saturated 
bulk modulus will tend towards the dry bulk modulus at high differential pressure (i. e. low 
pore pressure). In fact, the gas phase controls the general behaviour of the mixture, and so 
the mixture compressibility tends to zero at low pore pressure as for a single phase of gas. 
In the previous example, a homogeneous mixture was considered, but, in the case of patchy 
saturation, a heterogeneous mixture might be more appropriate. In order to illustrate the 
effect of using a homogeneous or heterogeneous mixture for fluid substitution, the previous 
dry bulk modulus is saturated mathematically using fluid bulk moduli computed from the 
Reuss average (homogeneous assumption) and the Voigt average (heterogeneous 
assumption). Figure 3.16 shows the resulting saturated bulk modulus for a range of oil 
fractions in an oil/brine system. For low-frequency seismic, the patchy and homogeneous 
fluid saturation represent the upper and lower bounds of the saturated bulk modulus, 
respectively. Mavko and Mujerki (1998) show that these two bounds for patchy and 
homogeneous saturation can be calculated using Gassmann's relations with the Voigt and 
Reuss effective fluid modulus averages. This is an important result that can be used to 
bracket saturated bulk modulus values when no a priori knowledge is available on the 
degree of patchiness of the reservoir rock. Even if the saturated bulk modulus is affected in 
a complex way by fluid distribution and gas saturation, it can give a good indication of the 
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Figure 3.15: Effect of fluid saturation on the dry bulk modulus pressure model derived from the 
Foinaven core sample (Figure 3.3). A pre-production scenario Sl (S. = 75%, Sb= 25%) and two 
post-production scenarios S2 (So = 30%, Sb = 70%) and S3 (So = 30%, Sb = 65%, Sg = 5%) are 
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Figure 3.16: Saturated bulk modulus is plotted against oil fraction at a differential pressure of 15 
MPa. Homogeneous (Reuss average) and heterogeneous (Voigt average) mixtures of live oil/brine 
are considered. 
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3.3 Discrimination between pressure and saturation effects 
3.3.1 Rock physics relationships 
It is well recognized that the velocity ratio VýV. is a lithology indicator that is used to 
discriminate between reservoir and non-reservoir rocks (Wang, 2000). Based on the 
previous statement and on equation 3.19, one can see that the ratio of the bulk modulus to 
the shear modulus is just an offset version of the velocity ratio and also depends on the rock 
lithology. 




Figure 3.17 presents a cross-plot of dry bulk modulus against shear modulus for the 
Foinaven database. An excellent correlation can be observed between the two moduli, 
where the scattering of the data is attributed to the variation in mineralogy between 
samples. The Q/pd ratio is independent of confining pressure and porosity changes. This 
linear relationship was also observed in clastic granular rocks by Castagna et al. (1993) and 
Wang (2000), where the shear and bulk moduli are found to be approximately equal to each 
other. More recently, Smith et aL (2003) showed that theKd//, Id ratio is dependent on the 
nature of the rock: from I for clean sandstones to 2-3 for shaly sandstones. If the 
mineralogy of the reservoir sandstone does not vary much in the field, then it can be 
concluded that a single value for the Q/Ijd ratio is representative of a field, as shown in 
Figure 3.17 for the Foinaven example. On this figure, it can be observed that the linear fit 
does not cross at the origin, as it would be expected following the Hertz-Mindlin theory for 
an unconsolidated sandstone at zero confining pressure. This can be attributed to the degree 
of consolidation and cementation of the rock. This interesting relationship between bulk 
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Figure 3.17: Cross-plot of the dry bulk modulus against the shear modulus for the Foinaven 
database. Points correspond to confining pressures of 5,10,15,20,25 and 35 MPa. A linear 
relationship with a correlation coefficient of 0.88 is derived by least-squares fitting between the two 
moduli. 
Ribeiro and MacBeth (2004) took advantage of the insensitivity of the shear modulus to 
fluid substitution in the " cross-plot, and showed that the saturation effect impacts only 
the intercept of the linear correlation, while the slope remains constant. Assuming single- 
phase fluid saturation, it can be shown that a linear trend-line having the same slope can be 
fitted equally well through each saturation state. However, the trends are derived up to a 
differential pressure of 30 MPa, since a degradation of the correlation is observed at higher 
differential pressure (Figure 3.18 - shaded area). Table 3.6 shows that this upper pressure 
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Figure 3.18: Bulk modulus plotted against shear modulus for the Forties sandstone. Four different 
saturation states are displayed (dry, fully water-saturated, fully gas-saturated and fully oil- 
saturated). Linear trend-lines with a common slope are plotted for each saturated case. 







(Tura et aL, 1999) 
GOM 
26-32 
(Lumley et aL, 1997) 
Indonesia 
1-3 
(Lumley et aL, 1997) 
West Africa 
12-26 
(Lumley et al., 1997) 
Gullfaks 5-6 
Table 3.6: Effective pressures for selected sandstone reservoirs. All are generally less than 30 MPa. 
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From this simplified example, one can derive a relationship (equations 3.20 and 3.2 1) 
isolating saturation and pressure effects into two non-interfering attributes: the saturation 
modulus (X, ) and the shear modulus (ýtd): 
+ bPd 1Cd Xd (3.20) 
Ks =Xs +bPd (3.21) 
It can be observed that the robustness of the relationship from equation 3.21 persists in 
more realistic cases (Figure 3.19 to Figure 3.22). Using the mixtures from the previous 
section to mathematically saturate the reservoir sandstones from Table 3.4, a linear 
correlation for all reservoir rock, regardless of their saturation is derived, providing a 
common single slope. It should be noted that the slope b varies for the different sandstones 
and becomes larger as the difference between the parameters S, and S, ' increases (c. f. Figure 
3.5). Then, vertical bulk modulus shifts are applied to accurately match each saturation 
state. Table 3.7 shows that the correlation coefficients for all the reservoirs are generally 
greater than 0.95, and that equation 3.21 is valid for all reservoir sandstones. Furthermore, 
the robustness of equation 3.21 is higher for an oil/brine system, and degrades slightly in 
the presence of gas. For all reservoir sandstones, averaged standard deviations of 2%, 2% 
and 5% are obtained for the intercept of the linear fit in the pre-production S1, post- 
production S2 and S3, respectively. Additionally, by assuming an heterogeneous mixture, 
the same conclusion can be drawn even if a slight increase of the parameter b is noted due 
to a different behaviour of gas saturation between the Reuss and Voigt average (Figure 
3.23). An increase of the saturated bulk modulus is also observed cause by the increase of 
fluid bulk modulus in the heterogeneous case (c. f. Figure 3.16). The separation of pressure 
and saturation effects in this rock physics context constitutes the foundation of the petro- 
elastic-based approach to estimate pore pressure and fluid bulk modulus from repeated 
seismic data (Ribeiro and MacBeth, 2004). Equation 3.21 is valid only for the static case, 
and does not provide any insight into the dynamic changes of pressure and saturation. In the 
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Figure 3.19: Bulk modulus plotted against shear modulus for the Cooper Basin sandstone. Four 
different saturation states are displayed (dry; pre-production Sl; post-production S2 and post- 
production S3). Least-squares fits computed with a parameter b=0.601 are shown for each 
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Figure 3.20: Bulk modulus plotted against shear modulus for the Forties sandstone. Four different 
saturation states are displayed (dry; pre-production S 1; post-production S2 and post-production S3). 
Least-squares fits computed with a parameter b=0.780 are shown for each saturation case. 
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Figure 3.21: Bulk modulus plotted against shear modulus for the Gulf Coast sandstone. Four 
different saturation states are displayed (dry; pre-production Sl; post-production S2 and post- 
production S3). Least-squares fits computed with a parameter b=1.380 are shown for each 
saturation case. Homogeneous mixtures of fluids are considered. 
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Figure 3.22: Bulk modulus plotted against shear modulus for the Rotliegend. Four different 
saturation states are displayed (dry; pre-production S 1; post-production S2 and post-production S3). 
Least-squares fits computed with a parameter b=1.015 are shown for each saturation case. 
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Figure 3.23: Bulk modulus plotted against shear modulus for the Forties sandstone. Four different 
saturation states are displayed (dry; pre-production S 1; post-production S2 and post-production S3). 
Least-squares fits computed with a parameter b=0.82 are shown for each saturation case. 
Heterogeneous mixtures of fluids are considered. 
Cooper Forties Gulf Coast Rotliegend 
Dry 0.892 0.896 0.925 0.932 
Pre-production S1 0.978 0.994 0.997 0.998 
Post-production S2 0.926 0.980 0.972 0.980 
Post-production S3 0.926 0.687 0.950 0.935 
Table 3.7: Correlation coefficients corresponding to the fits of equations 3.20 and 3.21 to the four 
different saturation states (dry, pre-production S 1, post-production S2 and S3) for the Cooper Basin, 
Forties, Gulf Coast and Rotliegend sandstones. 
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3.3.2 Dynamic fluid bulk modulus changes 
The fluid bulk modulus is the preferred attribute to estimate saturation changes because it 
does not involve any assumption about the degree of patchiness of the reservoir. 
Furthermore, from the estimated fluid bulk modulus changes and an appropriate averaging 
law, the different saturations can be retrieved for patchy (Reuss average), and homogeneous 
(Voigt average), fluid distributions. Mavko and Mukedi (1995) showed that Gassmann's 
relation (equation 3.13) could be written exactly as follows: 





where R, is the Reuss average of the pore fluid and mineral moduli, evaluated at a special 
porosity Oc "': 0/(1 - Kd /Km 
), 
called critical porosity, which is a constant: 
1- o': 
+1 -Oc (3.23) 
Rc Kf Km 
Considering the insensitivity of the shear modulus to fluid saturation, equation 3.22 can be 
reformulated into equation 3.24: 
Ks = 1Cd +0 Rc 
ol 
(3.24) 
Since the fluid bulk modulus is much smaller than the mineral modulus 
Rc & Kf /0,, . Furthermore, 
for most consolidated sandstones, the fluid bulk modulus is also 
much smaller than the dry bulk modulusý icf ((icd . Under these assumptions, equation 3.24 
can be rewritten as: 
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where the fluid bulk modulus is obtained from equation 3.16 or 3.18. This approximation is 
more accurate when the rock is well consolidated or even cemented, because of the 
assumption, Kf ((Kd . Equation 3.25 shows that the resulting saturated bulk moduli for 
patchy and uniform saturation follow the same mathematical expression, and only differ by 
the choice of the fluid bulk modulus averaging law. Then, by substitution of equations 3.20 
and 3.21 into 3.25, it can be demonstrated that: 
Xsll - XS1 ý2 AXS 





A /Cf C AXS 0 (3.26) 
where Xj and X, 11 stand for the saturation modulus at times I and H, respectively. Kfj andKfll 
stand for the fluid bulk modulus at times I and 11, respectively. This last approximation is 
equivalent to neglecting the effect of pore pressure on the fluid bulk modulus changes, 
since it has been established that the saturation modulus is independent of pressure. To 
validate this result, the fluid bulk modulus changes are computed for the different 
production scenarios presented in Table 3.8. 
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ASý Aýg 
SI -S2 (live oil) 45% 0% 
SI -S3 (live oil) 45% 5% 
S F-ST (dead oil) 45% 0% 
Table 3.8: Oil (AS. ) and gas (ASO saturation changes between the pre-production scenario SI (S,, = 
75%, Sb= 25%) and the two post-production scenarios S2 (S,, = 30%, Sb= 70%) and S3 (S,, = 30%, 
Sb = 65%, Sg = 5%). Post-production scenarios SF and ST equivalent to SI and S2 are also defined 
for dead oil. 
In the case of a homogeneous fluid distribution, Figure 3.24 shows that the fluid bulk 
modulus changes are only slightly dependent on pore pressure for a two-phase system 
containing brine and live or dead oil. However, in the presence of gas, the changes are 
highly related to the pore pressure changes. This observation agrees with the larger standard 
deviation in X, noticed in the previous section for gas-saturated rocks. Figure 3.25 is an 
equivalent display to Figure 3.24, but in this case for a heterogeneous fluid distribution. For 
a heterogeneously distributed fluid, the fluid bulk modulus changes appear to be 
independent of pore pressure in all scenarios. It can be concluded that equation 3.26 is valid 
in the first approximation in a reservoir sandstone saturated with a homogeneous or 
heterogeneous mixture of fluids. However, in the presence of gas, the approximation breaks 
down, as the pressure dependence of the gas phase dominates the overall behaviour of the 
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Figure 3.24: Fluid bulk modulus changes for the production scenario presented in Table 3.8. An 
initial pore pressure of 20 MPa, equal to the bubble point pressure, and a homogeneous fluid 
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Figure 3.25: Fluid bulk modulus changes for the production scenario presented in Table 3.8. An 
initial pore pressure of 20 MPa, equal to the bubble point pressure, and a heterogeneous fluid 
distribution are assumed. 
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3.3.3 Dynamic pore pressure changes 
In order to retrieve the pore pressure from the shear modulus, equation 3.5 is used. The 
resulting time-lapse pressure changes take the following fon-n: 









where A, and All stand for the shear modulus at times I and II, respectively. It should be 
noted that in the derivation of equation 3.27, there is no distinction between the differential 
and effective pressure, meaning that the effective stress coefficient (equation 3.1) is set to 
unity. Biot (1941) shows that the effective stress coefficient is given by equation 3.28 and 





Several authors (Christensen and Wang, 1985; Prasad and Manghnani, 1997; Khaksar et 
aL, 1999b) have reported effective stress coefficients different from unity in drained and 
undrained sandstones. However, Gurevich (2004) showed that in theory the effective stress 
coefficient should be equal to unity in the drained case, which agrees with the results from 
Hoftnann et aL (2004). In fact, there is no universal effective stress coefficient, and it will 
vary for each elastic property. Following the approach of Todd and Simmons (1972), the 
effective stress coefficient can be computed using equation 3.29, where A represents an 
elastic property. 
[aAla Pp ]P, [aAlaPd ]- I pp (3.29) 
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Since wave velocity measurements as a function of varying pore pressure are not available 
from the Foinaven database, the results from Hofmann et al. (2004) are used. Figure 3.26 
and Figure 3.27 show the effective stress coefficient computed from a brine-saturated 
clastic sample with a porosity of 13%. The effective stress coefficient for the bulk modulus 
is close to unity at low differential pressures, but then decreases with increasing pressure. 
The effective stress coefficient for the shear modulus is equal to unity at low differential 
pressure, and shows little variation when pressure increases. The effective stress coefficient 
for the rigidity remains nearly constant between I and 0.9 for a differential pressure varying 
from 0 to 70 MPa. From this rock physics-based result, it can be concluded that the 
assumption of a unit effective stress coefficient is reliable, as the shear modulus is used in 
the derivation of the pore pressure changes. In fact, at differential pressures lower than 30 
MPa (which is the limit of applicability for equation 3.21), the effective stress coefficient 
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Figure 3.26: Effective stress coefficient for the bulk modulus as a function of differential and pore 
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Figure 3.27: Effective stress coefficient for the shear modulus as a function of differential and pore 




From this petro-elastic study, two rock physics attributes are identified. One is dependent 
on the pressure effect (shear modulus, /., td) and the second is dependent on the fluid 
saturation effect (saturation modulus, X, ). The relationships (equations 3.20 and 3.21) allow 
the separation of pressure and fluid-saturation effects and represent a general result that is 
tested on a variety of reservoir sandstones. The main factors possibly influencing the 
quality of the previous approximations are highlighted as being the clay content, the 
porosity, and core-damage effects. Explicit formulations (equations 3.26 and 3.27) to 
estimate pore pressure and fluid bulk modulus changes, are also obtained for uniformly and 
heterogeneously saturated sandstones. The rock physics relationships derived are shown to 
be robust, and form the basis of an independent pressure and saturation discrimination 
technique. In the next chapter, these relations are transformed into the seismic domain, in 




Rock physics interpretation of seismic reflectivity 
The acquisition of time-lapse seismic data offers the opportunity to monitor production- 
related seismic-amplitude changes. These changes in reflected amplitude are directly 
dependent on the variations in the elastic properties of the reservoir rock, and show 
different responses with incidence angles. In order to interpret which of these changes are 
related to pressure and saturation effects, the petro-elastic behaviour of the reservoir rock 
needs to be fully understood. In the previous chapter, approximations were presented that 
allowed us to quantify the pressure and saturation effects at the rock physics level. To 
bridge the gap between the seismic and reservoir domains, these relations can be integrated 
with mathematical expressions that relate seismic reflection data to elastic properties at 
different incidence angles. The purpose is to reduce the ambiguity occurring between 
pressure and saturation variations in time-lapse seismic interpretation, by inverting for 
seismic attributes independent of those changes. In this chapter, a brief overview of 
seismic-wave propagation and geophysical terminology is presented. Then, the reflectivity 
and elastic impedance concepts are introduced and newer formulations developed, leading 
to an explicit separation of pressure and saturation effects. Finally, a ID analysis based on 
well-log data is carried out in order to demonstrate the reliability of the shear and saturation 
modulus for identifying the pressure and saturation effects from seismic reflectivity. 
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4.1 Seismic-wave propagation 
An overview 
Seismic waves travelling in the subsurface induce elastic deformation of the rock along 
their propagation path by changing the stress field. These elastic deformations vanish after 
the elapsed time necessary for the rock to revert to its initial stress field. The ability of the 
rock to resist these stress changes is directly dependent on its characteristics. In the 
previous chapter, it was explained that compressional and shear stresses change the volume 
and the shape of the rock, respectively. The more the rock resists these changes, the higher 
the compressional or the shear velocities. Based on the different P-wave velocity, S-wave 
velocity or velocity ratio responses (Yilmaz, 2001) for different rock types, it is possible to 
distinguish between them and particularly to differentiate reservoir and non-reservoir rocks. 
Variations in the nature of the fluid saturating the pores will also change the velocities (cf. 
Chapter 3), and allow differentiation between various reservoir conditions. The use of 
seismic data for lithology and fluid prediction is not straightforward. Although S-wave and 
P-wave velocities can be measured directly in the laboratory or in well-bore holes, this is 
not the case with conventional seismic data. In fact, seismic data measure the reflected 
energy at all layer interfaces of the subsurface. In order to explain the mechanism involved 
in the acquisition of P-wave data, a layered medium composed of two infinite elastic half- 
spaces is considered. Figure 4.1 presents the partitioning of an incident P-wave at an 
interface, into its reflected P-wave (Rpp) and transmitted P-wave (Tpp) components. The 
angles of the incident, reflected, and transmitted waves follow Snell's law: 









Vpj = P-wave velocity in layer I 
Vp2 = P-wave velocity in layer 2 
A= incident P-wave angle 
6ý = transmitted P-wave angle 
p= ray parameter 
The ratio of the reflected P-wave energy to that of the incident P-wave energy is defted as 
the P-wave reflection coefficient Rpp (A). Zoeppritz (1919) derived a set of equations in 
order to determine the reflected and transmitted amplitudes for plane waves as a function of 
the angle of incidence and acoustic impedances. In the case of normal incidence, 
Zoeppritz's equations for the reflection coefficient take the simple form shown by equation 
4.2. 
Ip2 - IPI p 
pp Ip2 + Ipl 21p 
where: 
Ip2 ==impedance of layer 2== P, 2 Vp2 
p2= density of layer 2 
Ip, = impedance of layer I=p, Vpj 
p, = density of layer I 
(4.2) 
Alp and Ip are the difference and the average of impedance at the interface, respectively. 
However, Zoeppritz's equations in their general forms are not intuitive, and approximations 










Figure 4.1: Partitioning of an incident P-wave into its reflected P-wave and transmitted P-wave 
components. The 01 and 6ý stand for the incidence and transmission angles. 
4.1.2 Amplitude variation versus offset 
In the case of an offset-dependent reflection coefficient, Aki and Richards (1980) 
approximated Zoeppritz's equations in terms of changes in density, P-wave velocity and S- 
wave velocity (equation 4.3). 
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Vp stands for the P-wave velocity, V, for the S-wave velocity, p for the density, and 0 for 
the average of the incidence angle A and transmission angle 02. It should be noted that this 
equation is split into three parts: the first one relates to the change in P-wave velocity across 
the interface (i. e. the P-wave reflectivity); the second one relates to the change of S-wave 
velocity across the interface (i. e. the S-wave reflectivity); and the last one relates to the 
change of density across the interface. All these quantities: AVP1_VP , AVIV,, and ApIp 
have to be small in order to satisfy the approximations made to lead to equation 4.3. It is 
important to note that the three terms of the previous equation are interdependent in terms 
of pressure and saturation, since Vp, V, and p are also interdependent. Using reflection 
coefficients at a different angle of incidence makes it possible to invert for relative changes 
in P-wave and S-wave velocities if density is constrained (Smith and Gidlow, 1987). Direct 
hydrocarbon indicators derived from these attributes have demonstrated their potential to 
identify gas-saturated sandstones (Fatti et aL, 1994). However, this method is purely 
qualitative, as it detects S-wave and P-wave velocities that depart from a reference relation 
defined for a specific rock type (for example, the mudrock line of Castagna et aL, 1985). 
The reflectivity-coefficient equation 4.3 is also commonly known as the AVO (amplitude 
variation with offset) equation. In fact, equation 4.4 presents equation 4.3 rearranged in 
terms of increasing incidence angle, and gives all the meaning to the term AVO. 
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The first term in this equation is called the intercept or the acoustic impedance, and is 
independent of the incidence angle and directly related to equation 4.2. The second term is 
called the gradient, while the third term is only acting for an angle of incidence greater than 
30 degrees - allowing a possible simplification of equation 4.4 by assuming tan 20; _ sin 20. 
Generally, the intercept, gradient or combinations of both (usually called fluid factors) are 
used as hydrocarbon indicators. Figure 4.2 presents the reflectivity, computed using the Aki 
and Richards (1980) approximation for a pre-production case (Sb= 0.25, S. = 0.75, Pd = 20 
MPa) and a post-production case (Sb= 0.75, S. = 0.25, Pd = 15 MIN). The stress-sensitivity 
parameters of Figure 3.3 are used for the sand matrix, while constant velocities and density 
are assumed for the overlying shale properties (Vp = 2900 m/s, Vs = 1600 m/s and p=2.24 
g/CM3). In this chapter, a mixture of live oil and brine is taken to have the same fluid 
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Figure 4.2: Reflectivity for a pre-production case (base: Sb = 0.25, So = 0.75, Pd = 20 MPa), and a 
post-production case (repeat: Sb = 0.75, S,, = 0.25, Pd = 15 MPa). The stress-sensitivity parameters 
of Figure 3.3 are used in this example. The reflectivity difference between the repeat and 
base 
scenarios is also plotted. 
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A decrease of 5 MEPa in differential pressure occurs due to the injection of water. It should 
be noted that reflectivities for the post-production scenario are larger than the initial case, 
because of the higher contrast created between shale and brine-bearing sand. The 
reflectivities in the case of the oil-bearing or brine-bearing sands, both decrease with 
increasing angle up to 30' (sin 20= 0.25). Above this value, the reduction of the reflectivity 
eases, because of the third term in equation 4.4. Time-lapse reflectivity is also plotted for 
the previous example, and it can be observed that the difference between the repeat and 
base cases increases with offset. It seems that the pressure or fluid effects dominated the 4D 
signature at large offsets. From the low stress -sensitivity that can be observed in Figure 3.3 
between the differential pressures of 20 and 15 MPa, it might be expected that the fluid- 
saturation effect is the dominating factor. However, the previous remark is only valid for 
low stress- sensitivity sandstones, since the effect of pressure for high stress-sensitivity rock 
might not be negligible. Over the last twenty years, numerous AVO approximations have 
been proposed (Shuey, 1985; Fatti et aL, 1994; Verm and Hilterman, 1995), leading to 
different kinds of hydrocarbon indicators - with the most popular being the intercept and 
gradient from the two-term AVO approximation of Shuey (1985). AVO cross-plotting has 
become common practice for highlighting the presence of hydrocarbons, and AVO 
classifications (Rutherford and Williams, 1989; Castagna and Swan, 1997) have been 
developed in order to categorize AVO anomalies as a function of sand types. Although 
AVO inversion is commonly used to extract AVO attributes from seismic data, Cambois 
(2000) emphasizes the sensitivity of the intercept and gradient to noise, and shows the 
possible unreliability of AVO attributes. The most damaging types of noise (Cambois, 
2001) are: wavelet variation with offset (amplitude and phase); residual normal move-out; 
NMO stretching; inaccurate estimation of the incidence angle; organized noise (multiples, 
converted waves); and residual time shifts (i. e. cold-water statics). To obtain quantitative 
AVO attributes, all types of noise need to be optimally eliminated. Goodway et aL (1997) 
first introduced into AVO analysis, the use of Lame's parameters: A, U and their products 
with density. The idea was to take full advantage of the physical meaning of those attributes 
(cf. section 3-3) when compared with the intercept and gradient, to improve lithology and 
pore-fluid discrimination. Later, Gray et al. (1999) reformulated the Aki and Richards 
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approximations in terms of changes in bulk modulus, Lame's constants and shear modulus 
(equations 4.5 and 4.6). 
R(O) =1-1y 
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ic stands for the bulk modulus, p for the density, u and A for the Lame's parameters. 
Equations 4.5 and 4.6 are more intuitive than equation 4.3, because they express reflection 
coefficients as a function of the elastic properties of the rock. It can be observed that the 
second term of the equations 4.5 and 4.6 are only dependent on pressure, while the two 
other terms are dependent on pressure and saturation. Although physical insight into the 
reflectivity approximations has increased during recent years and provided the potential to 
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distinguish between different lithologies and pore fluids (Goodway, 2001), none of the 
actual AVO attributes are solely dependent on pressure or saturation. 
4.1.3 A new AVO approximation 
It was shown in the previous chapter that two rock physics attributes could be used to 
isolate the pressure and saturation effects. Equation 3.21 introduced a new attribute: the 
saturation modulus, X,, dependent only on the pore fluid; along with the shear modulus, A, 
which is dependent only on the pressure (Ribeiro and MacBeth, 2004). By substituting 
equation 3.21 into the Aki and Richards approximation (equation 4.3), a new reflectivity 
relation (equation 4.7) is derived as a function of relative changes in the previous attributes 
and also density. 



















;r stands for the saturation modulus; u for the shear modulus; p for the density; and b 
for 
the gradient of the rock physics relationship (equation 3.21). 
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It should be reiterated that the parameter b is independent of saturation. All relative changes 
in equation 4.7 are dependent only on pressure (AuIP ) or saturation (AXI X and Apl; 5 ). In 
fact, the relative change of density due to pressure in most consolidated sandstones is 
generally very small (approximately 1-2% for a dry rock). Therefore, the pressure 
dependence of the density term can be neglected. Furthermore, the third term in Apl P is 
generally very small, and is often negligible in comparison with the two other terms. 
However, pressure or saturation variations might have a non-negligible effect on the 
density term in unconsolidated and carbonate rocks, which are beyond the focus of this 
thesis. Figure 4.3 shows a comparison between the reflectivity computed from equations 
4.3 and 4.7 for the pre-production scenario of Figure 4.2. One can note that the accordance 
between the two approximations is good - in the process validating the new AVO 
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Figure 4.3: Comparison of the reflectivity computed from the Aki and Richards approximation 
(equation 4.3) and the new approximation (equation 4.7). Reflectivity from the pre-production case 
of Figure 4.2 shows a good agreement between both approximations. 
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The sensitivity to pressure and saturation of the reflectivity attributes from equations 4.4, 
4.5, and 4.7 is analysed in order to define their discriminating capability. A pre-production 
scenario (Sb= 0.25, So = 0.75, Pd= 15 NPa) is considered, while the oil fraction varies 
from 0.75 to 0.25 and the differential pressure from 5 to 25 Mpa (due to pore pressure 
changes) in a variety of post-production cases. Changes in time-lapse reflectivity attributes 
are computed for the different combinations of pressure and oil fraction changes. Figures 
4.4ý 4.5 and 4.6 show the resulting reflectivity changes cross-plotted as pairs: AV /ý S 
V, 9 
Av, lký, Alip, AidjF, and Alip, AXIX, respectively. It is noteworthy that the 
orthogonality between AV, / V, and A V, / V, in terms of pressure and saturation effects is 
poor, confirming that these attributes by themselves are not able to discriminate between 
pressure and saturation effects. In fact, the reflectivities vary with both production effects. 
On the other hand, an improved separation of pressure and saturation is noticeable on the 
cross-plot of Ag ý7 versus Ald W, even if the bulk modulus reflectivity is still dependent on P 
both production effects. By cross-plotting Ald, _u versus AXIX, a high degree of 
orthogonality is observed between the two reflectivities, meaning that the pressure and 
saturation effects are focused on two distinct axes. Furthermore, there is a noticeably higher 
sensitivity of AXI; F to saturation as compared to AldjF. Also apparent is the smaller 
dependence of AXI; ý on pressure as compared to Aldl-C. The new formulation (equation 
4.7) offers the opportunity to invert for the reflectivity of the shear modulus and saturation 
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Figure 4.4: Analysis of the time-lapse P-wave (A V, I Pý )TL and S-wave (A Vs / i's )TL reflectivity 
SS 
dependence on pressure and saturation effects. An initial differential pressure of 15 MPa and an oil 












(Aid - )TL - )TL Figure 4.5: Analysis of the time-lapse bulk K and shear (Ajiu modulus reflectivity 
dependence on pressure and saturation effects. An initial differential pressure of 15 MPa and an oil 
saturation of 75% are assumed. Changes in brine saturation ASb and differential pressure APd are 
plotted. 
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reflectivity dependence on pressure and saturation effects. An initial differential pressure of 15 MPa 
and an oil saturation of 75% are assumed. Changes in brine saturation ASb and differential pressure 
APd are plotted. 
4.2 Elastic impedance 
It is shown (in equation 4.2) that the amplitudes of zero offset and intercept stacks relate to 
change in acoustic impedance (AI). Acoustic impedance values can be used to predict 
lithology and fluid content. However, with acoustic impedance only, it can be difficult in 
some cases to distinguish between different lithologies, for example, oil-bearing sand and 
brine-bearing sand show similar responses to acoustic impedance (Figure 4.7). In fact, 
acoustic impedance changes by 3% from oil- to brine-saturated sands. For real data, such a 
small change might not be distinguishable from the background noise of the seismic. 
Connolly (1999) developed the theoretical concept of elastic impedance (EI), which 
represents an extension of acoustic impedance at non-normal offset. Elastic impedance is a 
function of P-wave velocity, S-wave velocity, density, and incidence angles (equation 4.8). 
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EI(O) = VP 
al V, a2 p a3 
where: 
21V 2 
7 --.,: vs p 
(I + tan' 0) 
a2 -8y sin' 0 
a, 
(I 
- 4, v sin' 0) 
(4.8) 
To relate seismic to elastic impedance, the stacked data must be some form of angle stack, 
rather than a constant range of offsets. This approach makes it possible to assess the AVO 
information in the data, and to determine elastic parameters that are more sensitive to fluid 
content than those using the normal offset. Figure 4.7 shows that elastic impedance has the 
potential to discriminate between oil-bearing sand and brine-bearing sand. Changes in 
impedance due to fluid substitution increase linearly with offset in this oil/brine example. A 
variation in brine saturation of 50% generates a change of 18% in elastic impedance at 30', 
compared to the 3% previously mentioned at zero offset. This aspect of elastic impedance 
was first exploited to image pore fluid during the appraisal and development of the 
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Figure 4.7: Time-lapse elastic impedance changes as a function of angle between a pre-production 
scenario (Sb = 0.25, S,, = 0.75, Pd = 20 MPa) and a post-production scenario (Sb = 0.75, S,, = 0.25, Pd 
= 20 MPa). A linear increase of elastic impedance changes with incidence angle is observed. 
It can be observed that, by definition, the dimension of elastic impedance is angle 
dependent and will vary significantly from near to far offsets. To overcome this feature, 
different reflectivity approximations can be used (Verwest et al., 2000), or a simple 
normalization can be applied to the elastic impedance formulation (Whitcombe, 2002). 
Normalized elastic impedance (NEI) takes the form shown by equation 4.9, and has the 
same dimensions as acoustic impedance. 
v al a2 





where Vpo, Vso, and po stand for the reference P-wave velocity, S-wave velocity, and 
density, respectively. The exponent coefficients al, a2 and a3 are the same as those in 
equation 4.8. The reservoir cap rock - or even a type of sand - can be chosen as the 
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reference, depending on the purpose of the normalized elastic impedance analysis. Equation 
4.9 allows the comparison of elastic impedance between various angles, which facilitates 
their interpretation. In an effort to improve lithology and fluid discrimination, Whitcombe 
et al. (2002) extended the work of Connolly by proposing a new form of elastic impedance, 
called the extended elastic impedance (EEI). By substituting tan y/ for sin 20 in equation 4.8, 
the conventional elastic impedance values can be extrapolated outside the physical range of 
sin 2,9 . since the new variable y/ varies from -90' to +90'. EEI takes the following form after 
normalization: 
q 









p (cos V+ sin V/), 
q -8, v sin V/, 
r (cos V/ - 4r sin V/), 
tan V/ = sin 
2o 
(4.10) 
Figure 4.8 presents an illustration of the use of EEI, where two seismic attribute maps 
corresponding to specific values of y/ are derived for the top reservoir of the Forties field, 
Central North Sea. The first map (left), labelled 'lithological impedance', relates to the 
shear modulus and emphasizes the depositional features of the reservoir. Sand channels can 
be clearly delineated. The second map (right), labelled 'fluid impedance', relates to the bulk 
modulus, and images the fluid properties within the channels. 
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Figure 4.8: Bulk (fluid impedance) and shear (lithological impedance) modulus maps generated 
using EEI formulation for y= 12.4' and y=-51.3' , respectively. These maps were computed over a 
25-ms window for the top reservoir in the Forties field, Central North Sea (from Whitcombe et aL, 
2002). 
Goodway (2001) introduced a qualitative lithology and fluid discrimination technique, 
based on the interpretation of suitable seismic attributes (i. e. pp and Ap). He derived a 
Lame formulation for elastic iiinpedance, and defined elastic properties by appropriate 
combination of these impedances at different angles. Thanks to elastic impedance, absolute 
values of elastic parameter are accessible, which simplify the interpretation of seismic data. 
Following the approach of Connolly, the reflectivity equations presented in the previous 
section can also be expressed in an elastic impedance form. The new elastic impedance 
formulation (equation 4.11), called fluid elastic impedance (FEI), allows the estimation of 
elastic parameters, depending only on pressure or fluid saturation (Ribeiro and MacBeth, 
2004). 
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where X stands for the saturation modulus; u the shear modulus; p the density; and V the 
inverse of the squared velocity ratio as defined in equation 4.8. This new formulation can 
be normalized in the same way as equation 4.9, in order to homogenize the dimension to a 
reference impedance (equation 4.12). 
C, C3 
NFEI (0) = 
FEIref 
x 
Xo PO DO 
(4.12) 
where Xo, A, po, and FEI,,, f stand for the reference saturation modulus, shear modulus, 
density, and impedance, respectively. The parameters C1, C2. andC3 refer to the exponent 
coefficients of equation 4.12. An insight into the effect of pressure and saturation changes 
on elastic impedance can be gained by plotting the exponent coefficients of equations 4.8 
and 4.12 against incidence angles. In fact, from Figure 4.9, the effect of pressure and 
saturation cannot be interpreted, since the S-wave and P-wave velocities both depend on 
these effects. It can be noted that elastic impedances are dominated by P-wave velocity, and 
only at a large incidence angle does S-wave velocity contribute to the elastic impedance 
values. The contribution of the density decreases with increasing incidence angles. 
However, from Figure 4.10, the pressure and saturation changes can be interpreted via the 
exponent coefficientsC2and cl of the shear and saturation moduli. The exponent coefficient 
of the saturation modulus increases with incidence angles, meaning that the effect of 
saturation is prominent at large incidence angles. On the other hand, the exponent 
coefficient for the shear modulus decreases with incidence angle, meaning that the effect of 
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pressure is prominent at small incidence angles, even if the saturation dependence from 7 
will slightly affect this coefficient. The contribution of the density decreases with incidence 
angle. From Figure 4.10, the significance of pressure and saturation effects as a function of 
incidence angles is illustrated thanks to equation 4.10. These conclusions are also valid for 
the angle-dependent coefficients of the reflectivity equations 4.3 and 4.7, since these 
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Figure 4.9: Exponent coefficients of equation 4.8, plotted against incidence angles. An average 
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Figure 4.10: Exponent coefficients of equation 4.11, plotted against incidence angles. An average 
value of y is assumed for the reservoir formation. The pressure effect appears to dominate at near 
angles while saturation effect takes over at the far angles. 
Elastic impedance inversion is extremely popular because it simplifies the interpretation of 
production effects but also offers some solutions to the problems encountered by AVO 
analysis. For example, elastic inversion is less sensitive to misalignment and wavelet 
variations. In fact, El inversion, and especially layer-based stratigraphic inversion (Gluck et 
aL, 1997), can be an alternative to AVO inversion. The process of inversion, which allows 
conversion of reflection amplitudes into absolute impedance values, has brought new 
benefits. The 3D elastic impedance volumes have a broader bandwidth that improves 
vertical resolution compared to seismic data. The integration of petrophysical properties 
and elastic impedance volumes can be more intuitive when used to support static or 
dynamic reservoir simulation. In Chapter 6, the process of elastic impedance inversion from 
seismic data will be fully covered and applied to real data. 
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4.3 Pressure and saturation effects on time-lapse data 
To illustrate the combined effect of pressure and saturation changes due to hydrocarbon 
production on repeated seismic data, ID petro-elastic modelling is carried out on a 
synthetic well design from a well of the Foinaven field, west of Shetland (Figure 4.11). The 
model is composed of two sand units: an upper reservoir situated between 2278 and 2322 
ms, and a lower reservoir situated between 2352 and 2378 ms. Hydrocarbon is produced 
from the top reservoir, while water is injected in the lower reservoir. The layer of shale 
between the two sands is sealing. Two brine saturation and pressure profiles are used in 
order to mimic two different reservoir production stages. The upper reservoir shows an 
increase of brine saturation, due to the production of oil in the upper part of the sand. 
Differential pressure increases by 10 MPa, due to pore pressure depletion. The lower 
reservoir initially contained 25% of connate water, and brine saturation increases to 65% 
after water injection. The differential pressure drops by 10 MPa, due to an increase in pore 
pressure. It should be noted that the elastic impedance displayed in the following section 
corresponds to elastic impedance normalized using the upper oil sand at 15 NTa 
differential pressure as a reference. As before, the stress -sensitivity parameters of Figure 
3.3 are used for the sand matrix, while constant velocities and density are assumed for the 
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Figure 4.11: Characteristics of the synthetic well used for the ID petro-elastic modelling. Logs are 
displayed in the following order, from left to right: lithology (green: shale, yellow: sand); brine 
saturation pre-production (Sb I); brine saturation post-production (Sb 11); differential pressure pre- 
production (Pd 1); and differential pressure post-production (Pd ID- Connate water is set to 20% and 
25%, and residual oil saturation is set to 25% and 35% in the upper and lower sand, respectively. 
4.3.1 Time-lapse seismic signatures 
Three scenarios (pressure changes only, saturation changes only and pressure/saturation 
changes) are considered in an effort to highlight the separate and combined effects of 
pressure and saturation variations in a reservoir. Figure 4.12 and Figure 4.13 present the 
resulting seismic and elastic impedance gathers in the case where only pressure changes are 
assumed. For both the base and repeated seismic gathers, the two reservoir units show a 
decrease or an increase of reflectivity with incidence angles, at the top and base sands, 
respectively. Furthermore, the oil-water contact is clearly visible and shows a slight 
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increase of amplitude with incidence angles. It can be seen on the time-lapse difference, 
especially at the near angles, that the increase of differential pressure in the upper reservoir 
stiffens the sand matrix and increases (or decreases) the amplitude at the top (or bottom) of 
the reservoir. The opposite effect is visible in the lower sand unit, due to a decrease of 
differential pressure. Due to the higher stress-sensitivity of sandstone to pressure-down 
compared to pressure-up, smallest amplitude changes can be noted in the upper sand rather 
than the lower sand. The elastic impedance displays (Figure 4.13) confirm the previous 
observations. In fact, an increase of elastic impedance with incidence angles is visible for 
the base case, due to an increase in brine saturation in the upper and lower sands compared 
to the reference oil-sand. This effect is also related to the increase in the exponent 
coefficient of the saturation modulus noted previously (Figure 4.10). In the repeat case, the 
increase of 10 MPa in differential pressure in the upper sand causes a decrease of elastic 
impedance with incidence angle, while the decrease of 10 MTa in differential pressure in 
the lower sand shows an increase of elastic impedance with incidence angle. Since the 
reference is set to 15 MPa, the term IdA in equation 4.12 will be greater than unity in the 
upper sand and lower than unity in the lower sand, explaining the variations of impedance 
with incidence angle observed previously. The elastic impedance difference shows that 
impedance changes are larger in the lower sand compared to the upper sand. These results 
are expected, since the magnitude of the shear modulus decrease in the lower sand is much 
larger than its increase in the upper sand. It appears, as stated in the previous section 4.2, 
that pressure changes are less observable at large incidence angles. 
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Figure 4.12: Synthetic seismic gathers for the base (pre -production) and repeat (post-production) 
scenario. Only pressure variations are taken into account, and the saturation profile Sb I (Figure 
4.11) is considered. The base, repeat and difference gathers are displayed from left to right. For 
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Figure 4.13: Synthetic elastic impedance gathers for the base (pre-production) and repeat (post- 
production) scenario. Only pressure variations are taken into account, and the saturation profile Sb I 
(Figure 4.11) is considered. The base, repeat and difference gathers are displayed from left to right. 
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Figure 4.14 and Figure 4.15 show the synthetic seismic and elastic impedance gathers 
where only saturation changes are assumed. The observations for the base case remain the 
same, because the scenario is equivalent to the previous example. In the repeat case, it is 
noteworthy that an increase in brine saturation in the lower sand increases the absolute 
value of the reflectivity at the top and bottom reservoir, but preserves the AVO behaviour. 
In the upper sand, the upward movement of the brine phase results in the interference of the 
top reservoir horizon and the oil-water contact, an interference that could be difficult to 
interpret from static seismic data alone. However, on the seismic amplitude difference, it 
can clearly be observed that no changes occur at the top and bottom of the upper sand, and 
that the time-lapse signatures of the original (OOWC) and moved oil-water (MOWC) 
contact are clearly visible. Furthermore, the increase of the absolute amplitude in the lower 
sand increases slightly with incidence angles. The elastic impedance displays, especially 
the elastic impedance difference (Figure 4.15), show that the effect of the brine saturation 
increases with incidence angles. This observation is in accordance with the behaviour of the 
saturation modulus exponent in Figure 4.10. From these two previous illustrations of the 
separate effects of pressure and saturation on seismic measurements, it can be concluded 
that the new formulation for elastic impedance offers a straightforward way to relate 
changes in shear and saturation modulus with changes in reflectivity amplitudes and 
impedances. The interpretation of the AVO behaviour in term of production effects is better 
defined. The last scenario deals with the combined effect of pressure and saturation 
changes. The seismic amplitude difference in Figure 4.16 shows that 4D signatures appear 
at the top and bottom of the upper sand due to the pressure changes. In the lower sand, the 
effects of pressure and saturation compete against each other. The 4D signature at low 
angles appears to be due to a smaller change of pressure than the one that is actually 
occurring, while the signature at the high angles vanishes. Interpretation of the elastic 
impedance (Figure 4.17) also leads to the same biased conclusion. Time-lapse data can be 
difficult to interpret, due to the combined effect of pressure and saturation - especially 
when these effects compete against each other. Also, it is apparent that the pore pressure 
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Figure 4.14: Synthetic seismic gathers for the base (pre-production) and repeat (post-production) 
scenario. Only saturation variations are taken into account, and the pressure profile Pd I (Figure 
4.11) considered. The base, repeat and difference gathers are displayed from left to right. For each 
gather, four different incidence angles are presented, from 0 to 30 degrees. 
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Figure 4.15: Synthetic elastic impedance gathers for the base (pre-production) and repeat (post- 
production) scenario. Only saturation variations are taken into account, and the pressure profile Pd I 
(Figure 4.11) considered. The base, repeat and difference gathers are displayed from left to right. 
For each gather, four different incidence angles are presented, from 0 to 30 degrees. 
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Figure 4.16: Synthetic seismic gathers for the base (pre-production) and repeat (post-production) 
scenario. Both pressure and saturation variations are taken into account. The base, repeat and 
difference gathers are displayed from left to right. For each gather, four different incidence angles 
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Figure 4.17: Synthetic elastic impedance gathers for the base (pre-production) and repeat (post- 
production) scenario. Both pressure and saturation variations are taken into account. The base, 
repeat and difference gathers are displayed from left to right. For each gather, four different 
incidence angles are presented, from 0 to 30 degrees. 
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4.3.2 Sensitivity of rock physics properties to pressure and saturation 
It is shown that seismic amplitude or elastic impedance alone cannot be used to distinguish 
between pressure and saturation effects. In order to confirm the ability of the shear modulus 
and saturation modulus to differentiate between these effects, time-lapse changes in seismic 
properties (i. e. saturation modulus, bulk modulus, shear modulus, P-wave velocity and S- 
wave velocity) are computed for the three previous production scenarios. Figure 4.18 shows 
that the saturation modulus is less affected by pressure changes (less than 5%) than bulk 
modulus changes (15% when pressure decreases) when only pressure changes are 
considered. The shear modulus is more sensitive to the effect of pressure decrease (40% 
changes) than increase (10% changes only). Furthermore, P-wave and S-wave velocities are 
both sensitive to pressure changes, as shown by equations 3.9 and 3.10. From this display, 
one can note that the shear and saturation modulus are the most and least sensitive 
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Figure 4.18: Saturation modulus, bulk modulus, shear modulus, P-wave velocity and S-wave 
velocity changes due to the effect of pressure changes only. Pressure profiles from Figure 4.11 are 
used. 
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On the other hand, when only saturation changes are assumed (Figure 4.19), it is 
noteworthy that the shear modulus remains constant and that the S-wave and P-wave 
velocities are slightly affected (less than 1%). S-wave velocity is responsive to saturation 
because of the contribution of the density term. As demonstrated by Figure 4.6, a better 
sensitivity of the saturation modulus to saturation effect can be observed (up to 15%) 
compared to the bulk modulus (up to 10%). Once more, Figure 4.20, which presents the 
combined effect of pressure and saturation on the rock properties, shows the inability of P- 
wave and S-wave velocities to distinguish between pressure and saturation changes. To 
some extent, the same conclusion can be reached for the shear and bulk moduli, since the 
bulk modulus values are biased by the pressure effect. In fact, the saturation changes in the 
lower sand are not interpretable from the changes in bulk modulus. The shear and 
saturation modulus stand as the optimum parameters to separate production effects. The 
amount of pressure leakage into the saturation modulus is small when compared to the bulk 
modulus. 




Figure 4.19: Saturation modulus, bulk modulus, shear modulus, P-wave velocity and S-wave 
velocity changes due to the effect of saturation changes only. Saturation profiles from Figure 4.11 
are used. 
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Figure 4.20: Saturation modulus, bulk modulus, shear modulus, P-wave velocity and S-wave 
velocity changes due to the combined effect of pressure and saturation changes. Saturation and 
pressure profiles from Figure 4.11 are used. 
To further demonstrate the two previous statements, the example from Figure 4.5 and 
Figure 4.6 can be used to compute the shear modulus, the saturation modulus and the bulk 
modulus, at different states of pressure and saturation. Figure 4.21 presents the change of 
shear modulus relative to the initial condition (Pd = 15MPa and S. = 75%) as a function of 
changes in differential pressure. As expected, all saturation scenarios overlie each other, 
since the shear modulus is, by definition, unaffected by fluid substitution (equation 3.14). 
Figure 4.22 and Figure 4.23 show equivalent displays for changes in the bulk modulus and 
saturation modulus as a function of changes in brine saturation. The pressure dependence 
on the bulk modulus is larger than in the case of the saturation modulus, and is correlated 
with the pressure behaviour of the shear modulus. A change in brine saturation of 25% 
gives a change of bulk modulus ranging from -9% to 5%. depending on the differential 
pressure variations. For the saturation modulus, values between 2% and 6% are observed. 
In order to summarize the degree of pressure leakage into the saturation attributes, Table 
4.1 presents the relative change of bulk modulus and saturation modulus, assuming no 
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change in brine saturation. It can be noted that the pressure leakage for the bulk modulus is 
higher for differential pressure decrease (up to 12.8%) compared to increase (only 1%), 
because of the correlation with the shear modulus. However, the saturation modulus 
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Figure 4.21: Changes in shear modulus relative to the initial scenario (Pd ý-- 15 NTa and S,, = 75%) 
as a function of differential pressure changes, where pore pressure is being changed only. All the 
different saturation scenarios are superimposed on each other. 
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Figure 4.22: Changes in bulk modulus relative to the initial scenario (Pd = 15 MPa and So = 75%) 
as a function of changes in brine saturation. Differential pressure changes are provided for each set 
of points. Bulk modulus appears to be highly dependent on the magnitude of the differential 
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Figure 4.23: Changes in saturation modulus relative to the initial scenario (Pd= 15 MPa and So 
75%) as a function of changes in brine saturation. Differential pressure changes are provided for 
each set of points. The saturation modulus is slightly dependent on the magnitude of the differential 




Relative bulk modulus 
changes due to Pd(%) 
Relative saturation modulus 
changes due to Pd (%) 
-10 -12.3 4.0 
-5 -3.9 0.2 
0 0.0 0.0 
5 1.1 -1.8 
10 1.0 -3.7 
Table 4.1: Relative changes in bulk and saturation modulus as a function of differential pressure, 
where pore pressure is being changed only. The pressure sensitivity due to pressure is higher for the 
bulk modulus than for the saturation modulus. Brine saturation remains constant in this case. 
4.4 Conclusions 
In this chapter, rock physics relationships derived in Chapter 3 are implemented, and new 
formulations for the AVO equation and elastic impedance are presented. These new 
approximations compare favourably with existing approximations, but, in addition, offer 
more insight into the interpretation of pressure and saturation effects on time-lapse seismic 
amplitudes and elastic impedances. The use of current seismic attributes to estimate 
pressure and saturation will lead to cross-talk occurring between the estimates. However, 
inversion for the shear and saturation modulus should provide the opportunity to optimally 
reduce the leakage between the estimates - thanks to their relatively greater independence 
in the pressure and saturation domain. In the next chapter, the estimation of pore pressure 
and fluid bulk modulus changes is carried out for a reservoir model-based study. 
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Chapter 5 
A reservoir model-based study 
The reservoir simulator is a tool that offers a way to link the engineering and geophysics 
domains. It enables us to interpret the observed 4D seismic changes in terms of pressure 
and saturation changes, and to obtain more insight into the spatial and temporal variation of 
these attributes. Reservoir simulation studies are useful for studying time-lapse feasibility 
(Khan et al., 2000), and are generally preferred to the simple approach, where averaged 
reservoir changes are assumed. In this chapter, a reservoir model-based study (Figure 5.1) 
is carried out to model synthetic seismogram and elastic impedances in order to test a new 
methodology to discriminate between the pressure and saturation effects introduced in 
Chapter 3. The Ainsa 11 turbidite-filled channel complex (southern Pyrenees, Spain) is used 
as an analogue in this exercise. A 3D geological model is built in order to capture the main 
features of the turbidite channels. After dynamic flow simulation is run through the model, 
outputs (i. e. water saturation, pore pressure) are used through a petro-elastic transformation 
(MacBeth et al., 2003), in order to derive the elastic properties of the reservoir rock. 
Synthetic seismogram and elastic impedances are then obtained, and are used to estimate 
pressure and saturation effects to be compared with the original outputs from the flow 
simulator. Finally, an uncertainty analysis is carried out in order to define the robustness of 
the proposed methodology. The uncertainties in the estimates are given in the cases where 
the error sources are correlated and uncorrelated. 
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Figure 5.1: Flowchart of the reservoir model-based study. Part A involves the building of the 3D 
reservoir model from geological interpretation, which is flow simulated. Part B represents the 
simulator to seismic link. Outputs for the flow simulator (i. e. Sband Pp) are input into a petro-elastic 
transformation in order to compute elastic properties (i. e. Vp, V,, p, /cs and /. id). These properties are 
then used to model synthetic seismograms and elastic impedance. Part C corresponds to the 
separation of the pressure and saturation effects from elastic impedance, using the rock physics 
relationships introduced in Chapter 3. The dotted arrows stand for the process outputs necessary in 
subsequent stages. 
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0 5.1 A deep-water reservoir model 
5.1.1 Turbidite systems 
The concept of a turbidite is associated with deep-water sedimentation (Mutti, 2000). Most 
turbidite reservoirs are formed as a succession of graded beds consisting of 
sandstone/mudstone pairs - each bed being deposited by different turbidity currents. The 
argillaceous beds are deposited during the lower flow regime of the current, while the sand- 
rich beds are deposited during the upper flow regime - the latter resulting in rapid 
deposition. In the context of deep-sea fan depositional systems (Figure 5.2, modified from 
Mutti and Lucchi,, 1972; Mutti and Ghibaudo,, 1972), the turbidite currents form channels 
on the slope of the fan, following the mechanism described above. 
Continental slope Canyon IF: Inner Fan 
MF: Middle Fan 
Distributary IF 
MF OF: Outer Fan 
channels OF Turbidite 
channels 
Cross-section 
Figure 5.2: Illustration of a fan model and turbidite channels. The schematic cross-section presents 
a group of stacked sand channels, where the latest deposited channel erode the older ones. 
5.1.2 Outcrop location and description 
The Ainsa channel system, south-central Pyrdnees, is a well-exposed, deep-marine sandy 
channelized fan system of late Eocene age (Gardiner, 2003). The Ainsa channel complex is 
one of the most famous submarine channel outcrops within Europe, and is often used as an 
analogue for deep-marine turbidite reservoirs. The channel complex is approximately 2000 









From the bed correlation (Figure 5.3, see Clark, 1995) it can be seen that the Ainsa 11 
channel complex consists of five stacked channels numbered from I to 5 on Figure 5.3. The 
channel dimensions are finer than the seismic resolution. In fact, the height of each 
individual channel varies from 10 to 30 metres, but a stack of these channels can reach up 
to 60 metres thickness in the central part of the outcrop (Figure 5.4). In Figure 5.4, the 
graded beds deposited by the different turbidity currents can be observed inside channel 4. 
Each of these individual beds (blue dotted lines) is separated by thin layers of mudstone. 
50 m 
100 m 
Figure 5A Photograph of the western part of the Ainsa H outcrop (Courtesy of Gardiner, 2004). 
Channels 1,4 and 5 are interpreted (red and yellow lines). The layering of the various sand deposits 
is clearly visible inside channel 4 (blue dotted lines). 
5.2 Reservoir modelling 
A 2D cross-section of the outcrop is built using the detailed bed correlation (Figure 5.3), 
and a geological interpretation made on-site. The sinuous channels are conceptualized in 
cross-section as semi-elliptical objects deposited in a background of sandy shale accounting 
for the erosional process (Stephen et al., 2001). Since the aerial extension of the outcrop is 
not available to derive the characteristics of the channels in the direction perpendicular to 
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the 2D cross-section, wavelength and sinuosity amplitudes are assumed for each individual 





Figure 5.5: 3D geological model of the Ainsa 11 outcrop. The black area delineates the boundaries 
of the outcrop. The aerial characteristics of the channels are assumed along the y-axis, since no data 
are available to extend the model in that direction. The location of the producer to be used in the 
flow simulator is highlighted. 
The dimensions of the model are as follows: 
CeH size (m) Number of cefls Dimension (m) 
x-direction 25 80 2000 
y-direction 25 40 1000 
z-direction 2 30 60 
Prior to the reservoir flow simulation, petrophysical properties (porosity, absolute 
penneabilities) are assigned to each cell in each facies (sand and sandy shale). Values 
representative of the rock physics database from the Foinaven field are used for the sand 
and assumed for the shale (Johnston, 1987) to compute the petrophysical properties of the 
two facies (Table 5.1). Averaged vertical and horizontal permeabilities of 325 mD are 
obtained for core plugs with 24% averaged porosity. 
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Sand Shale 
Vertical permeability (K,, - mD) 325 0.05 
Horizontal permeability (Kh- mD) 325 0.05 
Porosity (0 - %) 24 10 
Table 5.1: Permeabilities and porosity for sand and shale. Sand values are derived from the 
Foinaven database, while shale porosity is assumed (Johnston, 1987) and permeability chosen to be 
fairly low. 
In order to take into account the presence of amalgamation surfaces and different net-to- 
gross (NTG) ratio in each facies, the following approach is used (Stephen, 2002; MacBeth 
et al., 2005). Firstly, vertical and horizontal permeability are computed using a harmonic 
and an arithmetic average, respectively (equations 5.1 and 5.2), considering only the net-to- 
gross variations. 
sand + shale Kh" = NTG * Kh (I-NTG)*Kh (5.1) 
NTG I- NTG 
+ ýý (5.2) 
v 
Mix and shale Kv' Kv' 
Then the amalgamation ratio A (i. e. the fraction of shale removed) is included in the 
calculation of the vertical permeability using equation 5.3. Since many turbidite systems 
consist of sheet-like sandstone beds, the nature of the sand-on-sand contacts between 
individual beds will only affect the vertical permeability. 
K mix2 = exp A* ln + ln(Kmx v Km" v 
Iv )l (5.3) 
Figure 5.6 presents the vertical permeability plotted against amalgamation ratio for the two 
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Figure 5.6: Plots of vertical permeability against amalgamation ratio for different net-to-gross 
ratios. Vertical permeabilities for the sand (A = 0) and sandy-shale (A = 0.8) are highlighted. 
It can be observed that, with increasing amalgamation ratio, permeability barriers to vertical 
flow formed by argillaceous beds are removed and result in an increase of the vertical 
permeability. The sand exhibits a constant vertical permeability, since it contains no shale. 
In this study, the amalgamation ratios are equal to 0 and 0.8; and the net-to-gross ratios to I 
and 0.3 in the sand and sandy-shale facies, respectively. Furthermore, vertical permeability 
is also sensitive to sand lamination, grain-size distribution and granular sorting (Selley, 
2000). In order to include this effect, vertical permeability is reduced by 70%, which 
corresponds to a low Kv/Khratio. 
5.3 Dynamic reservoir simulation 
For the purpose of the flow simulation, the EclipseTM 100 black oil simulator is used on the 
geological model presented in section 5.2, and geomechanical effects are neglected. In fact, 
stress-sensitivity of porosity and absolute penneability are also neglected. Figure 5.7 and 
Figure 5.8 present porosity and permeability changes plotted against differential pressure, 
where the reference is fixed to 21 UTa, which is in the order of the initial differential 
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TM 
: Eclipse is registered trademark of Schlumberger. 
pressure in this study. It can be observed that the stress- sensitivity of porosity is less than 
2.5% for the full range of pressure and can be considered negligible at this level of 
approximation. Overall absolute permeability from the Foinaven database appears to be 
much more stress-sensitive than porosity. If a change of 10 M[Pa in differential pressure is 
assumed (Figure 5.8), then it can be noted that the stress-sensitivity of permeability is less 
than 5% and can also be neglected. If large changes in pressure are expected, the stress- 
sensitivity of permeability can reach up to 9%, particularly if differential pressure 
decreases. A reduction or obstruction of the pore space network as differential pressure 
increases could be at the origin of the larger stress -sensitivity observed for the permeability. 
However, core damage occurring during the removal of the samples from their initial stress 
condition might be the cause of the large sensitivity of porosity and permeability observed 
at low differential pressure. The data used in these plots are derived from the Foinaven rock 
physics database and the stress- sensitivity results are believed to be representative of the 
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Figure 5.7: Sensitivity of porosity to differential pressure. Relative porosity changes are computed 
using a reference differential pressure of 21 NITa. Porosities and absolute permeabilities of the 
different core plugs are provided at the reference conditions. Porosity variations due to differential 
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Figure 5.8: Sensitivity of absolute permeability to differential pressure. Permeability changes for 
each sample are computed using a reference differential pressure of 21 MPa. Porosities and absolute 
permeabilities of the different core plugs are provided at the reference conditions. For large changes 
in differential pressure, permeability can vary up to 9% from its initial value. 
5.3.1 Reservoir setting and initial conditions 
Although the lithostatic gradient varies with depth, most pressure versus depth plots use a 
default gradient of 1 psi/ft (Fetrl, 1976), which corresponds to a force exerted by a 
formation with an average bulk density of 2.31 g/cm 3. In the present case, the reservoir 
depth is equal to 7240 ft, which provides an overburden pressure of 49.9 Wa. In this 
study, the hydrocarbon recovery process is natural water drive with one producer where the 
assumed liquid volume rate target (300,000 stb/day) controls the production of fluids. The 
reservoir is in connection with an active aquifer having a porosity of 23% and permeability 
of 75 mD. In the flow simulation, an analytical aquifer of 500 m of thickness and 9000 m 
of radius is used. The main factor here is the relative size and mobility of the water of the 
aquifer relative to the size of the hydrocarbon accumulation (Dake, 1978). In fact, the drop 
in the reservoir pressure depends on the factor mentioned above, which is related to the 
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amount of pressure support provided by the aquifer. The initial oil-water contact is set at 
7404 ft relative to the 7437 ft of the reservoir bottom, and the oil-gas contact lies far above 
the reservoir, to ensure that no free gas is present initially. 
5.3.2 Relative permeability 
In the present flow-simulation model, the reservoir and production setting are tuned in 
order to prevent the reservoir pressure dropping below the bubble point pressure, thus 
avoiding having any gas coming out of solution. The Eclipse programme requires the 
relative permeability and capillary pressure curves for the oil-water and oil-gas system to 
run the two-phase flow simulation. The relative permeability provided by the Foinaven 
field's operator describes the capability of the flow of one phase in the presence of another, 
and is shown in Figure 5.9 for the present oil-water system. In this simulation, it is 
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Figure 5.9: Relative permeability of brine and oil as a function of brine saturation. The S,, and S,,, 
stand for the connate water saturation and the residual oil saturation. Relative permeabilities are 
normalised by the absolute permeability at connate water saturation. 
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5.3.3 Reservoir fluids 
The reservoir fluids present in the system are oil and brine. Characteristics of the gas are 
also input to the flow simulator, but, since the pressure is not dropping below the bubble 
point pressure, there is no gas evolving in the system. The brine used for the flow 
simulation has a salinity of 18,000 ppm (parts per million). Its density is set to 1.0 18 g/CM3 
and compressibility to 3.13 x 10-6psi-1 under standard conditions (ambient temperature 
15.6'C and atmospheric pressure). The hydrocarbon is set to be a live oil with a specific 
gravity of 27.69 API. The American Petroleum Institute (API) developed a non-linear 
relationship (equation 5.4) to classify different types of oil (Archer and Wall, 1986). SG 






The oil density is set to 0.898 g/cm 3, and its compressibility to 1.0 x 10-5 PSi-I under 
standard conditions. The bubble point pressure of this live oil is around 22 MPa. Since the 
oil phase remains in its undersaturated state during the whole of the simulation, the gas 
properties are not presented. 
5.3.4 PVT properties 
For the flow simulation, the following PVT properties are required as input in the reservoir 
flow simulator: 
9 Viscosity of live oil, brine and gas. 
e Formation volume factor of live oil and gas. 
e Solution gas to oil ratio of live oil. 
All these parameters are provided as a function of pressure, in order to ensure realistic 
behaviour of the physical properties during the simulation. The temperature dependence is 
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ignored, and the reservoir temperature is assumed to be a constant 601C - corresponding to 
a temperature gradient of 29'C/km (Parnell et aL, 1999). 
5.4 Petro-elastic modelling 
The petro-elastic properties of the reservoir rock are obtained by substituting the fluid-flow 
properties into the dry-frame properties of the rock. This procedure is extensively described 
in Chapter 3. In order to carry out a successful petro-elastic transformation, reliable rock 
physics models need to be computed to accurately represent the sensitivity of the rock to 
pressure and saturation. In the present study, pressure and saturation laws described and 
validated in Chapter 3 are used. Compliance-based laws are also used in order to represent 
the stress-sensitivity of the shale. Stress -sensitivity parameters for the pressure model of 
shale and sandstone are presented in Table 5.2, and represent the average pressure- 
sensitivity of the Foinaven database detailed in Table 3.1. Parameters P,,, Ppý S,, and S. 
derived for sandstone are assumed to be applicable for shale since shale is only present in 
the non-reservoir part of the model. However, the high-pressure asymptotes Ic,,, and A, are 
computed by selecting ultrasonic velocity measurements at high confining pressures, 
available on shale core plugs from the Foinaven field. 
Sandstone Shale 
P,, (MPa) 5.81 5.81 
P. (M[Pa) 7.11 7.11 
SK 0.52 0.52 
SI-L 0.54 0.54 
p.. (GPa) 7.94 7.16 
K. (GPa) 10.19 8.14 
Table 5.2: Stress-sensitivity parameters for sandstone and shale. These parameters are 
representative of the average pressure-sensitivity of the Foinaven database. Shale stress -sensitivity 
parameters are assumed to be comparable to sandstone, except for the high-pressure asymptotes - 
which are derived from ultrasonic measurements. 
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To model the sandy-shale mixture, an iso-stress average is used (Postma, 1950). Rock grain 
properties are assumed to be constant in this model (icm = 36.4 GPa and P. = 2.5 g/CM3 ). To 
derive fluid properties dependent on pressure and temperature, the empirical relationships 
from Batzle and Wang (1992) are used (Appendix B). It should be noted that the fluid 
characteristics used in the petro-elastic transformation are consistent with the PVT 
properties inputted in the flow simulator. The outputs of the petro-elastic transformation are 
the seismic velocities (Vp and V. ) and density in depth at the reservoir simulator scale. 
5.5 Time-lapse seismic modelling 
In the previous section, elastic properties are representative of what is happening at the 
reservoir scale (with a vertical resolution of 2 m). In surface seismic, as a result of the 
frequency of the wavelet and the averaged velocity of the non-reservoir formation, the 
vertical resolution is poorer than that for the reservoir model. In order to synthesize realistic 
4D changes from 3D conventional surface seismic acquisition, a 1D convolutional synthetic 
modelling procedure is followed. This convolutional modelling is selected because it 
corresponds to the technique used in elastic inversion packages, and is believed to be robust 
for simple geology where the effects of internal multiples, mode conversions and wave 
transmission are negligible (Mallick, 2001). To compute the reflectivity coefficients, the 
Aki & Richards (1980) approximation is used. Relative contrasts in P-wave velocity, S- 
wave velocity and density are derived using the outputs of the petro-elastic transformation. 
Then, reflectivity series are converted from the depth to the time domain, using the 
averaged velocities (Vp = 2963.8 m/s and Vs = 1829.9 m/s) and density (P = 2.14 g/cm 3) fo r 
the overburden and underburden formations. Furthermore, time-shifts due to production 
effects are neglected, and an averaged velocity of 3300 m/s is assumed for the reservoir 
unit. To obtain the synthetic seismogram, the reflectivity series in the time domain are 
convolved with a wavelet having a dominant frequency of 45 Hz. Figure 5.10 presents the 
near (01 degrees) and far (25' degrees) angle stack cross-sections for phase I (base survey) 
and phase II (monitor survey after four years of production), together with the 
corresponding time-lapse differences (repeat minus base). Even if there is a better contrast 
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at the far angle on the static seismic (phases I and II), the oil-water contacts can only be 
discerned with difficulty, because the size of the water-bearing sand is under or close to the 
seismic resolution. Here, the seismic resolution is defined using the Rayleigh's criterion 
(Kallweit and Wood, 1982), which states that the minimum resolvable bed thickness is a 
quarter of the seismic wavelength. Having a velocity of 3300 m/s and a dominant frequency 
of 45 Hz, the resulting seismic resolution is equal to 18 metres. After differentiating the 
seismic, a characteristic trough-peak doublet is observable (MacBeth et aL, 2003), and the 
4D seismic response can be interpreted. The trough is associated with the original oil-water 
contact (OOWC), while the peak corresponds to the moved oil-water contact (MOWC). As 
stated previously, it is notable that the 4D signatures of the OOWC and MOWC are more 
prominent on the far angle stack. However, the 4D seismic response is predominantly 
affected by the saturation changes occurring during production, and no apparent pressure 
effect can be observed. 
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Figure 5.10: Time-lapse synthetic seismic for near angle (left column) and far angle (right column). 
A cross-section through the model is displayed. The top row shows the base survey; the central row 
the repeated survey; and the bottom row the time-lapse difference for near and far angles. The 
original (OOWQ and moved (MOWC) oil-water contact are visible on the 4D sections. 
120 
10 20 30 40 so 60 70 so 
x direMion 
Far angle - Phase 11 
10 20 30 40 50 60 70 80 x direction 
4D Near angle 
5.6 Elastic inversion 
In Chapter 4, the concept of elastic impedance is presented. To derive elastic impedance in 
this synthetic case, there are two different methods that are implemented in MATLAB and 
compared to mimic the elastic inversion process. In the first method, the synthetic seismic 
data can be deconvolved by the wavelet, and the corresponding elastic impedance model 
derived in order to minimize the difference between the synthetic seismic (input data) and 
the seismic computed from the impedance model. In general, the elastic inversion workflow 
includes a calibration step where the elastic impedance model is calibrated with one or 
several wells. In this study, an elastic impedance log from one well is computed using 
equation 4.11 and assuming a constant velocity ratio VplVs for the reservoir unit. The 
impedance model, which provides the best match with this impedance log and minimizes 
the misfit between the input and computed seismic, is selected as the final impedance 
model. This leads to the second method: if it is assumed that the calibration at the well is 
optimal, then the final model should be equivalent to using equation 4.11 with a constant 
velocity ratio to compute the elastic impedance. Since no difference is noticed between the 
two approaches in this synthetic case, the second method is used. To upscale reservoir 
model properties to the seismic wavelength prior to the elastic impedance calculation, a 
sequential Backus averaging (Backus, 1962) is applied. The Backus technique is modified 
in order to ensure the preservation of the strong discontinuities (i. e. shale/sand- or oil/brine- 
bearing sand interfaces), by detecting any large contrast in the properties to be averaged. 
This modified Backus average effectively upscales reservoir properties to the seismic 
wavelength. Elastic moduli are averaged using a harmonic mean, while an arithmetic mean 
was applied to the bulk density. The size of the upscaling window is defined by estimating 
the temporal wavelength from the wavelet frequency and averaged velocity of the 
formation. Since upscaling is applied to derive elastic impedance, it is assumed that the 
achievable vertical resolution of the impedance model is half that of the seismic (i. e. 9 
metres). The modified sequential Backus averaging applied assumed a normal incidence of 
the ray path (Lindsay, 2001); the effect of non-normal incidence is not considered. Figure 
5.11 presents the elastic impedance cross-sections pre- and post-production, together with 
the time-lapse differences at the near and far angles. Figure 5.12 presents the corresponding 
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cross-sections of the time-lapse pore pressure and fluid bulk modulus changes. The elastic 
impedance appears to be easier to interpret than the seismic results. In the pre-production 
state, the oil-bearing sand (blue) and the water-bearing sand (brown) can be identified, 
whereas, in the post-production state, the light-blue area corresponds to the region where 
the oil is swept by the upward movement of the water leg due to the reservoir pressure 
drop. Furthermore, the time-lapse differences reveal more insight into the pressure and 
saturation fields. As observed in Chapter 4, the elastic impedance is prominently affected 
by saturation changes and slightly by pressure - particularly if pore pressure goes down. 
Also, the elastic impedance results reveal a possible qualitative discrimination between 
pressure- and saturation-related effects. A background increase in elastic impedance 
appears at the near angle, due to the depletion of the reservoir (Figure 5.11, white arrows). 
However, no changes appear at the far angles, confirming once again their insensitivity to 
pressure variations. It can be concluded that elastic impedance provides a better support to 
qualitatively discriminate between production effects. 
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Figure 5.11: Elastic impedance for the near angle (left column) and the far angle (right column). A 
cross-section through the model is displayed. The top row shows the base survey; the central row 
the repeated survey; and the bottom row the time-lapse difference for near and far angles. Large 4D 
signatures related to saturation changes (red anomalies) are visible at near and far angles. Smaller 
4D signatures related to pressure depletion (light-blue anomalies) are observed at the near angle. 
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Figure 5.12: Simulated time-lapse pore pressure (left) and fluid bulk modulus (right) changes. The 
smooth pore pressure variations and region (red area) where the oil is swept by the upward 
movement of the water leg due to the reservoir pressure drop are visible. 
5.7 Estimation of pore pressure and fluid saturation 
5.7.1 The inversion process 
As has been explained in Chapter 3, the discrimination of pore pressure and fluid saturation 
effects can be achieved by inverting for the pore pressure and the fluid bulk modulus. The 
inversion of these attributes is achieved in two steps. Firstly, a minimum of three elastic 
impedance angle stacks are required to invert the linear system (equation 5.5) in order to 
retrieve the saturation modulus, Xs, the shear modulus, pd, and the density, ps. 
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sec' 0, , where 
i stands for the type of angle stack (i. e. near, mid or far). 2 
Note that the linear system is inverted, assuming that the parameter b is a constant, equal to 
0.7, and that the elastic impedance calibration with the well is optimal, so the constant 
velocity ratio chosen to model the synthetic impedance logs can be used. In this synthetic 
case, a least-squares minimization technique is used. Then, the pressure model for the shear 
modulus (equation 3.27) and the rock physics relationship (equation 3.26) are used to 
derive the pore pressure and fluid bulk modulus changes. To compute the pore pressure 
changes, stres s- sensitivity parameters used for the petro-elastic transformation are selected. 
However, the calculation of the fluid bulk modulus changes requires the critical porosity of 
the sand, which is an unknown. To obtain the critical porosity representative of the 
Foinaven rock physics database, the critical porosity model (equation 5.6) for the dry bulk 
modulus (Mavko et aL, 1998) is used: 





where iq,, Q and Oc stand for the mineral bulk modulus, the dry bulk modulus and the 
critical porosity, respectively. Laboratory dry bulk modulus and porosity measurements are 
used, and the bulk mineral modulus is assumed to be equal to 36.4 GPa. Calculated critical 
porosity is plotted against the corresponding sample porosity (Figure 5.13); the resulting 








Figure 5.13: Plot of critical porosity against sample porosity. Data points are shown by the 
symbols, while the line indicates their least-squares linear fit. A correlation coefficient of 0.81 is 
obtained between ý and ý,. 
Figure 5.14 and Figure 5.15 present the fluid bulk modulus and pore pressure changes 
obtained after inversion of the linear system (equation 5.5) and application of the rock 
physics approximations (equations 3.26 and 3.27). It can be observed that the estimated 
results compared well with the outputs from the flow simulator and there is no cross-talk 
occurring between the attributes. In fact, the smooth fluid pressure gradient and sharp 
saturation changes inside the reservoir channels are recovered. Changes ranging from 0.2 to 
0.30 GPa are observed (Figure 5.14) for the fluid bulk modulus in the zone where the oil 
has been swept, whereas small changes appear in the rest of the reservoir. Pressure changes 
ranging from 4.4 to 6 MPa are visible (Figure 5.15) throughout the reservoir. This synthetic 
case shows the potential to discriminate between pressure and saturation effects, using an 
alternative form for the elastic impedance. 
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Figure 5.14: 3D display of the fluid bulk modulus changes from the simulator (top) and the 
inversion (bottom). The Kf changes related to variations in brine saturation range from 0.2 to 0.3 
GPa, and are in good agreement with the flow simulator predictions. The black arrow highlights the 
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Figure 5.15: 3D display of the pore pressure changes from the simulator (top) and the mversion 
(bottom). Pp changes related to pressure depletion in the reservoir range from 4.4 to 6 MPa, and are 
in good agreement with the flow simulator predictions. The black arrow highlights the location of 
the producer. 
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5.8 Uncertainty analysis 
The methodology presented previously has enabled an accurate estimation of pressure and 
saturation changes. Accuracy is defined as the true value or the location of the peak (Figure 
5.16), while the precision is defined as the width of the bell curve (Kimminau, 1994). The 
deviation between the true value and the estimate is defined as the bias. In the previous 
section, the estimation was unbiased, because the elastic impedance values corresponded to 
the true values. With real data, estimation will generally contain a bias that is corrected for 
by a calibration step. Uncertainty analysis aims to measure the precision, also called 
standard deviation of the estimates, by taking into consideration all sources of errors. In this 
study, the errors originate from the rock physics approximations (uncertainty in the fitting 
procedure), and also from the seismic attributes (shear and saturation modulus). The errors 
in the seismic attributes are comparable with the magnitude of impedance errors obtained 
after an elastic impedance inversion. These errors are related to the inversion process 
(variability in the solution), angle estimation and, of course, to the uncertainty in the 
seismic measurements. To estimate the combined uncertainty in the saturation and pressure 
attributes, the previous errors need to be propagated. A stochastic approach such as Monte 
Carlo analysis can be used to generate the mean, standard deviation and distribution in the 
estimates - given that the distributions of each parameter are known. This approach is used 
by Lumley et aL (2003) to generate pressure and saturation uncertainty maps. A 
deterministic approach can also be used to compute combined uncertainties. In this case, a 
propagation model is derived by differentiation of the pressure and saturation relations. By 
assuming that all parameters are independent of each other, Landro (2002) applied this 
approach to study the error propagation in his pressure and saturation estimates. In the 
following section, an uncertainty analysis is carried out by using the deterministic approach 
and by considering the dependency and non-dependency of the parameters in the pressure 
and saturation relations. 
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Accurate and precise Accurate and imprecise 
Inaccurate and imprecise 
Figure 5.16: Illustration of accuracy and precision for four different distributions (Kimminau, 
1994). True value and bias are also shown. 
5.8.1 The propagation model 
Assuming a physical entity y depending on n variables, x= (xl,..., x,, ) i. e. y=f (x), it can 
be shown using a first-order Taylor expansion for y=f (x, ), that the combined standard 
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Inaccurate and precise 
u(x, ), u(x,, x, ) stand for the standard deviation of the parameter xi and the covariance of xi 
andXk, respectively. The partial derivatives ci represent the sensitivity coefficients of the 
entity y, and can be scaled to dimensionless quantities (equation 5.8). 
ci 
= ay *xi axi y (5.8) 




k where ri, k, the correlation coefficient, takes on a 
value between -1 and 1, depending on the degree of correlation between xi and xk. The 
effect of the correlation components can increase or decrease the uncertainty, depending on 
the sign of ri, k. In the special case where it is assumed that the variables are independent, 
the covariance term in equation 5.7 can be simplified, since the correlation coefficients 
between the different variables are equal to zero. Equation 5.7 takes the following form, 
assuming independent variables: 
U(Y)= 
lci'u(xi)' (5.9) 
From equation 5.7, it can be noted that the standard deviation of each variable xi is 
weighted by the appropriate sensitivity coefficient. An analysis of the scaled sensitivity 
coefficients (equation 5.8) provides a classification of the variables as a function of their 
significance in the determination of the combined standard deviation u(y). 
5.8.2 Sensitivity analysis 
Using equations 3.26 and 3.27, the sensitivity coefficients related to the pressure and fluid 
bulk modulus changes can be derived. The following sensitivity coefficients are obtained 
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where AX, is the saturation modulus changes between the repeat and base cases; [t, and P2 
are the shear moduli for the base and repeat cases; 0 and 0, are the porosity and the critical 
porosity, respectively; and p. and P,, are the stress -sensitivity parameters of the rock 
physics model (equation 3.5). The sensitivity coefficients computed are scaled as described 
previously, and are presented in Table 5.3. The average values of the coefficients are taken 
along a cross-section going through the producer (cf. Figure 5.14). It can be concluded that 
the high-pressure asymptote (p,. ), the base and repeated shear moduli are the main 
parameters contributing into the uncertainty of the pressure changes. The contribution of P. 
appears to be negligible compared to the other parameters. In fact, this result is expected, 
since the robustness of the fit of the rock physics model to the laboratory data is more 
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influenced by a perturbation in the high-pressure asymptote, p., than in the rate of pressure 
increase, P.. Errors in the determination of the porosity, critical porosity and saturation 
modulus changes make about the same contribution to the uncertainty of the fluid bulk 
modulus changes. In summary, sources of error mainly originate from the seismic attributes 
derived from the inversion process (equation 5.5), and also from the dominant parameter g,, 
in the approximation of the pressure changes. 
Pressure changes Fluid bulk modulus changes 
aAP/ap,,, 30 aAKflaý 




Table 5.3: Sensitivity coefficients for the pressure and fluid bulk modulus relationships (equations 
3.26 and 3.27). Values are averaged over a cross-section going through the reservoir model and 
rounded to the nearest integer. 
The sensitivity coefficients following the Landro's approach (2001) for pressure and 
saturation discrimination introduced in Chapter 2 are computed (cf Appendix C). Even if 
the sensitivity coefficient values are not directly comparable between the two approaches 
because of differences in the absolute values of the parameters involved, nevertheless, the 
classification of the error sources is still valid. In fact, it can be noted from Table 5A that 
the main factors contributing to the uncertainty of pressure and saturation changes are the 
input changes in intercept and gradient, which, by analogy, correspond to the shear and 
saturation modulus. Furthermore, the uncertainty in the pressure changes is also highly 
affected by the parameter, 1,,,, which represents the slope of the linear approximation 
between velocities and pressure changes. In comparison, the contributions of the 
parameters k,, and kp might be negligible, since they are related to saturation changes and 
are therefore smaller. However, these parameters are responsible for half the contribution to 
the uncertainty of the saturation changes, compared to the input changes in intercept and 
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gradient. These two separate sensitivity analyses classify the origin of the error sources in 
an equivalent manner. Given a constant known geology, the main factors affecting the 
uncertainty of the final pressure and saturation estimates are, from the most significant to 
the least: 
0 Seismic attribute errors. 
Errors in the fitting parameters for the approximation of the pressure changes. 
Errors in the fitting parameters for the approximation of the saturation changes. 
Pressure changes Saturation changes 
aAMARo 23 aAS/aARo 8 
aAMAG 34 aASlaAG 8 
t9AP/ak,,, 3 aAS/aka 4 
aAPlakp -5.5 aASlakp 4 
aAPlalct 23 
Table 5.4: Sensitivity coefficients for the pressure and saturation estimates, computed from Landro 
(2002). The data example used in the calculation is introduced in Appendix C. 
5.8.3 Uncertainty estimation using independent variables 
In this first uncertainty estimation, it is assumed that the seismic attributes and rock physics 
parameters are weakly or non-dependent. This is equivalent to assuming random errors, 
meaning that the sign and magnitude of the errors may change randomly over time. 
Equation 5.9 is used to compute the combined standard deviation in the pressure and fluid 
bulk modulus changes. Required inputs for the uncertainty analysis are the standard 
deviations in all the parameters. From the Foinaven rock physics database, standard 
deviations of 17% (±0.04%) and 9% (±0.03%) are observed for the porosity and the critical 
porosity, respectively. A standard deviation of 10% (±0.71 NIPa) is found for the stress- 
sensitivity parameters, Pý,, whereas a standard deviation of 3% (-+0.24 GPa) is observed for 
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the high-pressure asymptote, A,,. The standard deviation of A. is derived for different 
porosity subsets, in order to remove the variability of the /J. values due to porosity 
dependence (cf. Chapter 3). Since the shear and saturation modulus inversion follow the 
same inversion process as elastic impedance inversion, an overall standard deviation of 2% 
is assumed (Personal communication, Deschizeaux, 2005), due to inversion processes, 
which seems reasonable. To take into account the rock physics approximation error, an 
additional standard deviation of 3%, corresponding to an oil/brine system, is used for both 
moduli (cf. Chapter 3). This standard deviation is assumed to be constant, but will vary 
with the nature of the fluid saturant. For example, the error will increase when gas comes 
out of solution, because of the degradation in the rock physics approximation (equation 
3.21). A cross-section going through the producer (cf. Figure 5.14) is selected in order to 
present the results from this analysis. Figure 5.17 presents profiles of the pressure and fluid 
bulk modulus changes, passing through the producer. Pore pressure decreases range from 
5.4 M[Pa to a maximum of 6.4 M[Pa at the producer location, while the fluid bulk modulus 
changes are approximately constant (c. 0.22 GPa) in the area that is water-swept close to the 
producer, and it abruptly drops to zero in the unswept area. It can be seen that the estimated 
uncertainties (Figure 5.18) are around three times larger than the pressure estimates, and a 
quarter of the saturation estimates themselves. These uncertainties, being dependent on the 
value of the seismic attributes, appear to be larger in the vicinity of the producer. In a real 
field study, uncertainties will be smaller at the well locations due to the added constraints 
from well data. Sensitivity coefficients from Table 5.3 show that the error contributions are 
much larger in the case of pressure than the saturation estimates. If the sensitivity 
coefficients of Table 5.3 are used in equation 5.9, average standard deviations of 315% 
(±20 M[Pa) and 25% (±0.06 GPa) are obtained for the pressure and saturation estimates, 
respectively. This is in agreement with the observations made previously, and also with 
another study (Landro, 2002) where relatively large uncertainties were derived using the 
same approach. It can be concluded that, in this special case, the assumption of independent 
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Figure 5.17: Cross-sections of pore pressure change (left) and fluid bulk modulus change (right), 
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Figure 5.18: Uncertainties in the estimated pore pressure change (left) and fluid bulk modulus 
change (right), assuming independent variables. 
5.8.4 Uncertainty estimation using interdependent variables. 
This approach includes uncertainty due to systematic effors, meaning that the sign and 
magnitude of the errors remain fixed over time and are therefore predictable. The 
correlation coefficients (equation 5.7) of the different parameters are derived from the rock 
physics database. It is observed that there is a correlation of 0.90 between u and and 
0.81 between the porosity and the critical porosity. No evident correlation is observed 
between Pý, and p,. as well as P,, and p. A correlation of 0.95 between the time-lapse 
7.6 
136 
seismic attributes pi, p2 is also observed. The correlations between the saturation modulus 
changes and the different porosities are assumed to be negligible, since saturation modulus 
is independent of porosity. A summary of the correlations between the different variables is 
presented in Table 5.5. 
ýLl ýL2 ROO k pp 
Pi 1 0.95 0.9 NIA NIA 0 
P2 0.95 1 0.9 NIA NIA 0 
16 0.9 0.9 1 NIA NIA 0 
NIA NIA NIA 1 0.81 NIA 
NIA NIA NIA 0.81 1 NIA 
pp 0 0 0 NIA NIA I 
Table 5.5: Correlation coefficients between the different variables from the combined standard 
deviation expression (equation 5.7). 
Figure 5.19 demonstrates that including the covariance term in equation 5.7 significantly 
reduces the standard deviations in the estimated pressure and saturation attributes. The 
uncertainties are approximately 100% (±6.4 MPa) and 18% (±0.04 GPa) for the pressure 
changes and fluid bulk modulus changes, respectively. The negative sensitivity coefficients 
associated with the porosity (Table 5.3) are the cause of the reduction of the standard 
deviation of fluid bulk modulus changes. In the case of the pressure changes, a,, p2and p. 
are nearly fully correlated, but the sensitivity coefficient of u2 (-55) shows an opposite sign 
compared to p, and p,. (25 and 30, respectively). This explains the large decrease in 
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Figure 5.19: Uncertainties in estimated pore pressure changes (left) and fluid bulk modulus 
changes (right), assuming dependent variables. 
By including the dependence between parameters in the estimation of the uncertainty, it is 
shown that the precision of the pressure and fluid bulk modulus estimates can be improved. 
Figure 5.20 presents the pore pressure and fluid bulk modulus uncertainty estimates in two 
channels from the flow simulation models. A further improvement would be to include the 
spatial correlation between the parameters. The approach where random errors are assumed 
does not take into account for the time-lapse aspect of the data into the uncertainty analysis. 
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Figure 5.20: Estimated fluid bulk modulus (top left) and pore pressure (top right) changes, together 
with uncertainties in the respective estimates. The 0 symbol stands for the location of the producer 
well. 





6 10 15 20 25 30 35 40 -6 
y &60ion 
UncertairdeS in eslimated pore pressure changes mpa 
139 
Estimated fluld twlk modulus changes 
5 10 is 20 25 30 35 40 
y direction 
so 6 10 15 20 25 30 35 40 
y direction 
5.9 Conclusions 
From a reservoir simulation study carried out on a turbidite channel system, the synthetic 
time-lapse changes in the seismic and elastic impedance domains are modelled. The 
difficulty of interpreting 4D seismic data when both pressure and saturation effects occur is 
emphasized. In fact, the saturation changes are found to dominate the 4D signature and to 
obscure the 4D signature caused by pressure changes. In order to provide an alternative to 
differentiating between the two types of signature, the new methodology, introduced in the 
previous chapter to discriminate between saturation and pressure effects, is tested 
successfully. Estimates of pore pressure changes and fluid bulk modulus changes over time 
are found to be in good agreement with the outputs from the reservoir simulator. The 
uncertainty analysis shows results comparable to previous work (Landro, 2001; Lumley et 
al., 2003), and also demonstrates that pressure changes are more sensitive to errors in the 
seismic attributes and fitting parameters than saturation changes. It can be concluded that 
the assumption of independent variables in the uncertainty analysis leads to an 
overestimation of the standard deviation. The magnitude of these uncertainties 
compromises their use for further analysis (i. e. risk management). An estimation of the 
standard deviation, using the covariance term between interdependent variables, should be 
preferred in order to gain benefit from the time-lapse aspect of the data. Amplitudes in 
time-lapse seismic after state-of-the-art processing are highly repeatable and their errors are 
expected to be highly predictable. Cross-coupling between the parameters is largely reduces 
the combined standard deviation on the pressure and saturation estimates. 
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Chapter 6 
A case study from the west of Shetland 
In the previous chapter, a methodology was applied to a synthetic case study to 
discriminate between pressure and saturation effects. From a reservoir model-based study, 
it was shown that the pore pressure and the fluid bulk modulus attributes could be inverted 
successfully. In the current chapter, this methodology is applied to the deep-water 
Palaeocene sandstones of the Foinaven field, west of Shetland. A geological and 
exploration history of the area to the west of Shetland is presented. This is followed by a 
description of the time-lapse parallel processing and 4D stratigraphic inversion applied to 
two seismic surveys, in order to obtain the required inputs for pressure and saturation 
inversion. Finally, an independent estimation of pressure and saturation is carried out and 
compared with the prediction from the reservoir flow simulator provided by the operators. 
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6.1 The Foinaven field 
The Foinaven field lies 190 km west of the Shetland Isles (Figure 6.1), in a water depth of 
500 metres. In 1992, this field, which is operated by BP, was the first oil discovery to be 
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Figure 6.1: Map showing the location of the Foinaven field (from Cooper, 1999a). 
6.1.1 Geological setting 
The region of potential interest for hydrocarbon exploration to the west of Shetland is 
located in the Faeroe-Shetland Basin. This basin is divided into two main areas: the Flett 
Sub-basin in the north-east, and the Foinaven Sub-basin in the south-west (Figure 6.2). 
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During the Palaeocene, these two sub-basins were fed mainly by sediment from the south- 
east (Shetland platform), with rare volcanic materials derived from a basaltic source to the 
north-east. At sea-level lowstands, these sediments were eroded from the shelf sandstone in 
the south-east, and deposited as slope or basin-floor turbidites in the deep water of the 
Foinaven and Flett Sub-basins. In the case of the Foinaven field, these turbiditic sands 
represent the actual reservoir plays (Lamers et al., 1999). Figure 6.3a illustrates the 
depositional envirom-nent of the middle Palaeocene. These reservoir sands are of late 
Palaeocene age, and are assigned to the T30 sequence. The 'T' stratigraphic sequence is 
used in the area to the west of Shetland to subdivide the Palaeocene sequence into distinct 
bio-events (Ebdon et al., 1995; Figure 6.3b). In the late Cretaceous, a large amount of 
mudrock covered the basin, and this helped to bury the Jurassic source rocks to depths 
sufficient for hydrocarbon generation. The hydrocarbons then migrated via the Lower 
Cretaceous sandstones to form palaeo-accumulations. At the end of the Palaeocene-early 
Eocene, the Cretaceous mudrock seals fractured due to the sedimentation conditions, and 
the trapped palaeo-accumulations were released, allowing the hydrocarbons to migrate 
towards the present deep-water reservoir traps. The last event in this sedimentation cycle 
was of a pyroclastic nature, forming the Balder Tuff. This event was widespread in the area, 
and represents a reference marker that will be used in the time-lapse survey matching 
(Section 6.2). Structurally, the Foinaven field is subdivided into five panels defined by the 
faulting pattern of the area (Figure 6.4). The T30 Palaeocene sands are also further divided 
into three layers J3 1, T32, T34), which make up the main reservoir sands of the field 
(Cooper et al., 1999a). 
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Figure 6.2: Faeroe-Shetland basin structural map. WR = Westray Ridge; WI = Westray Inversion; 
JTZ = Judd Transfer Zone; WTZ = Westray Transfer Zone; CT= Clair Transfer Zone; VTZ 
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Figure 6.3: (a) Middle Palaeocene depositional environments and (b) T30 sequence stratigraphy 































Figure 6.4: Partition of the Foinaven field and distribution of the Palaeocene turbidite sands within 
the five panels. A map (top) shows the location of the injector and producer wells over the field. 
The cross-section presents the distribution in depth of the different sands (from O'Donovan et al., 
2000). 
6.1.2 Historical exploration overview 
In the west of Shetland area, exploration activity started 30 years ago. First, the Clair 
oilfield was discovered by BP in 1977, but, due to its complex structure (a highly fractured 
reservoir), it is only recently that the technology became available to exploit it fully. The 
-0 godemb7 
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1980s were disappointing, with only a few sub-economic discoveries being made. 
However, advances in drilling technology in the 1990s provided the opportunity to explore 
the deep-water Palaeocene sand of the Foinaven Sub-basin. The first exploration well, 
drilled in 1990, discovered a 10-metre oil and gas column (Cooper et aL, 1999a), but the 
discovery was judged too risky to continue. Thanks to the application of direct hydrocarbon 
techniques (DHI), a second well was drilled in 1992, encountering a 50-m oil column. This 
event marks the discovery of the Foinaven field, which started to be developed in 1994. 
Subsequent to this discovery, exploration increased in the west of Shetland, with the 
subsequent discovery of the Schiehallion and Loyal (Figure 6.1) fields, among others. 
Recoverable reserves are predicted to be in the order of 250 to 600 million barrels of oil. 
The actual development programme carried out in the Foinaven field is based on the 
recovery of 200 million barrels of oil through the completion of subsea wells positioned on 
the sea-bed and linked to a floating production, storage and off-loading vessel (FPSO). The 
FPSO vessel has the capacity to process up to 95,000 barrels of oil per day and to inject 
165,000 barrels of sea-water per day. Furthermore, up to 300,000 barrels of oil can be 
stored on the vessel prior to being exported to the west of the Shetland Islands via shuttle 
tankers. Two subsea drilling centres (DC1 and DC2) (Figure 6.4) are present within the 
field, and comprise 14 production wells, seven water-injection wells, and two gas-injection 
wells. The field started production in 1997. 
6.2 Time-lapse seismic in the Foinaven field 
The first 3D seismic survey was acquired over the Foinaven area in 1993. This survey was 
used to study the geometry of the turbidite channel complex, and also to delineate the 
location of the oil-water contact. With the development of time-lapse seismic in the early 
1990s, the Foinaven Active Reservoir Monitoring (FARM) project was carried out in order 
to assess the advantage of using 4D towed steamer surveys compared to permanently 
installed cables (Cooper et aL, 1999b). Two surveys for each installation were shot in 1995 
and 1998 over the Panel 4 segment and a part of the Panel 3- both located in the southern 
part of the field (Figure 6.4, rectangular area). Both towed streamer and sea-bed data 
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showed an improvement in the delineation of the oil-water contact and also the resolution 
of the gas-oil contact. Baseline surveys were used to update fluid contacts and faulting in 
the reservoir model (Cooper et al., 1999c). Predictions from the new model were then 
favourably compared with the time-lapse signal (Cooper et al., 1999d). The FARM project 
turned out to be a successful experience that proved the potential of time-lapse seismic to 
improve the qualitative interpretation of reservoir changes and to impact reservoir 
management strategy. Furthermore, the study showed that sea-bed installation had the 
potential to provide a clearer time-lapse signal, due to the better receiver repeatability 
(Kristiansen et al., 2000). However, to date, the Foinaven field has been subject to four 
repeated towed streamer surveys (1999,2000,2002 and 2004), but so far no attempt to 
deploy a permanent sea-bed installation has been reported. This preference for the use of 
towed streamer surveys is probably due to the lower cost and higher turnaround of seismic 
surveys due to improvements in technology, as compared to the more costly subsea 
installation. In this chapter, Panel I is selected to carry out an independent estimation of 
pressure and saturation effects, because no major gas cap is present in this area, thus 
slightly simplifying the study. The survey of 1993 (before the first oil) and the repeated 
survey of 2002, are chosen as baseline and repeated vintages, respectively. 
6.2.1 Time-lapse parallel processing 
The 4D pre-stack processing was carried out by CGG (Compagnie Generale de 
Geophysique) at the Dedicated Processing Centre at BP Exploration, Aberdeen, while the 
post-stack processing was modified for the purpose of the current work. The objective of 
the 4D parallel processing was to improve the repeatability of the dataset and the time-lapse 
signature compared to previous similar processing (CGG, 2002). 
A Survey description and acquisition 
The 1993 and 2002 seismic surveys are part of the world's largest 4D survey acquired 
across three producing fields: Schiehallion, Loyal and Foinaven. In order to obtain a 
satisfying repeatability, acquisition geometry and equipment tend to be made as similar as 
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possible between surveys. However, due to the improvements in technology occurring 
between the elapsed time of the baseline and the last survey, some parameters have been 
found to be different. Table 6.1, Table 6.2 and Table 6.3 present the detailed acquisition 
characteristics of the different vintages. It should be noted that, due to the FPSO installation 
present in Panel 1, an area could not be shot. This area was undershot during the 2002 
acquisi ion. 
Survey 1993 survey 2002 survey 
Location Quad 204 west of Shetland Quad 204 west of Shetland 
Survey carried out by PGS PGS 
Total number of lines MV Nordic Explorer MV Ramform Viking 
Number of traces per shot 960 240 
Bin size 6.25 x 30 m 6.25 mx 25 m 
Stacking fold 40 40 
Type of operation Single-vessel operation Single-vessel operation, except 
undershoot 
Filters 
" Low cut 8 Hz, 18 dB/oct 3 Hz, 6 dB/oct 
" High cut 218 Hz, 484 dB/oct 218 Hz, 484 dB/oct 
Record length 4600 ms 5120 ms 
Sample interval 2 ms 2 ms 
Table 6.1: Survey characteristics for the 1993 and 2002 acquisitions. 
Survey 1993 survey 2002 survey 
Type of energy source Sleeve airguns G guns 
Shotpoint interval 18.75 m flip-flop 18.75 m flip-flop 
Number of sources 2 2 
Source volume 2620 3090 
Source pressure 2000 2500 
Source depth 6m±0.5m 7m±0.5 m 
Source separation 50m 50m 
Table 6.2: Energy source parameters for the 1993 and 2002 acquisitions. 
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Survey 1993 survey 2002 survey 
Number of cables 4 10 
Nominal cable interval 120 m 100 m 
Cable length 3000 m 3000 m 
Number of groups 4x 240 10 x 240 
Group interval 12.5 m 12.5 m 
Cable depth 9m±lm 8m±Im 
Table 6.3: Streamer parameters for the 1993 and 2002 acquisitions. 
B Pre-stack processing sequence 
In order to obtain an optimal time-lapse signature, the three datasets are processed in 
parallel with an identical processing sequence. The advantage of parallel processing comes 
P-- - from the reduction of acquisition and processing artefacts that conventionally arises 
because of a different choice of processing parameters (Harris and Henry, 1998). Table 6.5 
gives an overview of the processing sequence applied to the entire dataset prior to stacking. 
Some key features in this processing sequence are needed in order to better tackle the 
problems inherent in this unique deep-water time-lapse project. Multiple energies are very 
strong in the area to the west of Shetland, and these tend to mask the reservoir unit. High- 
resolution radon demultiple techniques (Hugonnet et al., 2000), which take advantage of 
the difference in move-out between primary and secondary energies, are applied prior to 
and after dip move-out (DMO) correction. However, because of their similarity in move- 
out compared with the primary events, peg-leg multiples are not optimally attenuated and 
could damage the 4D signal in some areas. Static correction is also required in order to 
correct for the time shift due to sea-water velocity variations (Bertrand and MacBeth, 2005) 
in this deep-water environment. Even if seismic surveys are generally shot in the same 
seasonal period, water velocity variation due to ocean currents will occur. These velocity 
variations of the water layer cause an observable time shift between 4D surveys, and also 
between prime and infill data. Those time shifts, if not corrected, decrease the coherence 
between surveys and can also have a large impact on the derivation of AVO attributes or 
AVO-based techniques used to discriminate fluid and lithological properties (Bertrand et 
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al., 2004). A cold-water static correction is applied to the data in order to minimize these 
effects. Furthermore, a final time-shift correction is applied to the data in order to remove 
the time differences between surveys due to different cable depth, source depth or 
navigation errors. This robust process, called trim static correction, also makes it possible to 
remove the jitter within a common depth point (CDP) gather without causing a 
deterioration in the residual normal move-out. These last two processing steps, which are 
described above, are essential in order to ensure time consistency between the two vintages. 
Prior to stacking, a global matching procedure is applied to compensate for the mismatch in 
the amplitude and phase between surveys. Phase-only and amplitude-only matching filters 
are computed on a time window of 1.5 s, using superline gathers for each survey. The 
superline gathers consist of in-line gathers at 1500-m intervals. Figure 6.5 shows the 
convergence obtained in amplitude and phase between the repeated surveys (2002) and the 
baseline (1993). 
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Figure 6.5: Pre-stack amplitude and phase matching applied to correct for the global mismatch in 
amplitude and phase between repeated and baseline surveys. The signal (top) and noise (middle) 
spectrum of the repeated data match the baseline spectrum. The phase spectrum (bottom) shows that 
phase shifts between surveys are removed after application of the phase filter. 
Finally, to check the output results of each processing step, quality control (QC) is carried 
out in order to check the improvement in quality and repeatability of the data. Spectral 
coherence analysis is used to control the bandwidth and signal-to-noise ratio for each 
dataset, but the time and phase shift are also monitored between the different surveys. The 
degree of convergence between datasets is accessed by deriving repeatability 
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measurements. The normalized root-mean- squared (NRMS) measurements are used as 
repeatability indicators (Kragh and Christie, 2002). The NRMS is simply defined as the 
quotient of the RMS amplitude difference over the average of the RMS amplitude of the 
baseline and repeated surveys (equation 6.1). These measurements are generally made over 
a survey-wide horizon above the target area. 
NRMS=(2 F(A (6.1) 
where A and B stand for the baseline and repeat surveys, respectively. The NRMS is 
sensitive to time shifts, amplitude and phase differences, and also to the noise level of the 
data. The lower the NRMS value, the better the repeatability between the baseline and the 
repeated data. By definition, the values of NRMS range from 0 to 2, with 2 representing 
anti-correlated data. Table 6.4 presents the improvement in repeatability between the 2000 
and the 1993 survey for selected steps throughout the processing flow. It can be noted that 
the repeatability of the final full-stack data is low (0.22), and demonstrates the benefit of 
parallel processing for time-lapse study. These NRMS values are representative of the 
2002, since the same processing sequence is applied. 
Processing step NRMS value 
Navigation/selSMic merge 1.14 
DMO 0.43 
PSTM 0.37 
Full stack 0.32 
Migrated full stack 0.25 
Cross-matched full stack 0.22 
Table 6.4: NRMS repeatability measurements at different stages of the processing sequence (CGG, 
2002). Those measurements are carried out outside the target area. 
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I Navigation 8 DMO (bin size 25*25m) 
2 Swell noise removal 9 3D pre-stack time migration 
3 Radon anti-multiple (first pass) 10 Cold-water statics 
4 Zero phase/de-bubbling filter 11 Radon anti-multiple (second pass) 
5 Q compensation 12 Trim-statics 
6 Tidal statics 13 Pre-stack matching (amplitude and phase) 
7 Random noise attenuation 14 3D steep dip migration 
Table 6.5: Pre-stack processing sequence used for the parallel processing of the 1993 and 2002 
seismic surveys. The main processing steps are shown by order of application from I to 14. 
C Post-stack processing 
The methodology applied in the previous chapter to discriminate between pore pressure and 
saturation effects required a minimum of three angle stacks. In order to obtain these stacks, 
the following incidence angle ranges are used for the summation: near-angle stack 
equivalent to 8' (range 1-15'); mid-angle stack equivalent to 21' (range 16-26'); and far- 
angle stack equivalent to 32' (range 27-37'). Primarily, since residual multiple energies 
coming from the Balder peg-leg are visible in some areas, a predictive deconvolution 
demultiple method is tested. A great deal of residual energy is removed, but, on the other 
hand, a large amount of artefact energy appeared to affect the target area. It is concluded 
that the multiple problem could not be resolved post-stack, and no additional demultiple is 
applied. Secondly, the pre-stack data are migrated in time with a constant velocity, so a 
post-stack time migration is applied to each angle stack, using a vertical velocity law to 
obtain a more accurate image of the subsurface. Finally, an amplitude matching is applied 
in order to correct for the amplitude differences between the two surveys. Ratio maps of 
amplitudes along the Balder horizon were computed, and scalar maps were created in order 
to correct for the systematic RMS amplitude difference between the surveys. Figure 6.6 
(left) shows an RMS ratio map for the near-angle stack between 1993 and 2002, before 
correction; we can observe the low-frequency stripes due to the different seismic swath 
direction. in order to attenuate the low-frequency striping effects, prior to the correction the 
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scalar maps are heavily smoothed in the in-line direction in order to preserve the swath 
limits and avoid spreading the low-frequency stripes in the cross-line direction. The 1993 
survey is used as a reference, because it appears to be less affected by low-frequency 
swaths. Figure 6.6 (right) shows the same RMS ratio map, but after correction; it can be 
seen that the low-frequency stripes are successfully attenuated. It is important to note that a 
mask is used over the undershoot area (blue anomaly - Figure 6.6), and additional RMS 
amplitude map are created over the target area in order to check the preservation of the 
amplitude at the reservoir level. It is also noteworthy that the undershoot area in 2002 is 
affecting the amplitude - particularly for the near and mid offset classes. However, the 
same correction was not applicable in order to compensate for these amplitudes, since the 
undershoot anomaly varies with offset and depth. A correction design over a 400-ms 
window over the target is used to successfully attenuate the undershoot imprint (Figure 
6.7), but the amplitude might not be truly represented. Special attention needs to be given to 
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Figure 6.6: RMS ratio maps computed between 2002 and 1993 surveys. The map before correction 
(left) is smoothed heavily in the in-line direction, in order to avoid a spreading of the low-frequency 
swath stripes in the cross-line direction. After correction (right), the stripes are attenuated 
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Figure 6.7: RMS maps over a 400-ms window centred on the target for the 1993 vintage (left) and 
the repeated 2002 vintage (middle), before undershoot correction. After correction (right), the 
undershoot imprint is attenuated. 
To improve the repeatability of the data, an ultimate phase and amplitude matching is 
applied to each angle stack from the repeated surveys. The process used is the same as that 
for the pre-stack phase matching (i. e. derivation of the phase matching filters on a selection 
of lines at 500-metre intervals). The phase shifts applied to each angle stack are presented 
in Table 6.6. 
13800 
Table 6.6: Residual phase shifts present between repeated and baseline surveys prior to final 
matching. Filters are applied to each angle stack in order to remove the observed phase rotations. 
The Balder horizon, used as a reference reflector, is very rugose due to its basaltic nature, 
and is temporally distant from the reservoir. The difference in illumination of the Balder - 
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result in a different amplitude mismatch at the reservoir and Balder level. After testing, it 
was concluded that a running matching procedure is a better alternative than a single global 
filter designed on superline. The amplitude running matching applied consists of computing 
the amplitude matching operator on a single-trace basis between the two surveys at the 
Balder level, and averaging those operators on a box of 1000 x 1000 metres before 
application. Figure 6.8 presents a 4D (1993-2002) time-slice over the target area at the far 
angle, after application of the phase and amplitude matching procedure described above. 
An improvement in the time-lapse signature continuity can be observed, meaning that the 
repeatability has increased in the area where the time-lapse signal is enhanced, and remains 
virtually unchanged outside this area. As a final QC, NRMS maps are produced for each 
individual angle, to ensure that a sufficient time-lapse repeatability is achieved. Figure 6.9 
presents the NRMS maps between the 1993 and 2002 vintages for the same area as Figure 
6.8. It can be noted that most of the NMRS values vary from 0.1 to 0.3 and increase from 
near to far offset stack due to the better removal of multiple energies and lower frequency 
content (Landro, 1999b) at long offset. Furthermore, comparing the time-lapse signal from 
Figure 6.8 (right) and the corresponding NRMS map (Figure 6.9c) confirms that this 
observed signal is genuine and relates to production. With the level of convergence 
obtained between the different surveys, it is feasible to apply time-lapse elastic inversion to 







Figure 6.8: Time slice at the reservoir level for the seismic difference between the 1993 and 2002 
vintages. A better continuity and delineation of the 4D signal can be noted after the final matching 
procedure (right) compared to the initial difference (left). 
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Figure 6.9: NRMS map computed over the same area as Figure 6.8 for near (a), mid (b), and far (c) 
angles. One can observe an increase in the repeatability with offset. The far-angle NRMS map 
emphasizes the confidence in the 4D signal, which is located in the highest repeatability area. 
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6.3 Elastic inversion 
In Chapter 4, reflectivity was defined as being generated by the contrast of elastic 
impedance at the interface of two layers. In other words, the reflectivity can be seen as a 
surface property of the layers contact, while the elastic impedance can be directly related to 
the property of each individual layer. Therefore, elastic impedance is a more intuitive 
quantity, which makes it possible to efficiently interpret the data. Elastic inversion is the 
process whereby seismic data are inverted for impedance (cf, Section 4.2). In this section, a 
full 3D layer-based algorithm developed by Gluck et aL (1997) is used to apply a time- 
lapse inversion workflow to the Foinaven dataset. A description of the algorithm and its 
application to the field data is presented in the following section. 
6.3.1 3D Stratigraphic inversion of post-stack seismic data 
The main idea of elastic inversion is to perturb an initial impedance model and compute the 
corresponding seismic response by conventional convolutional modelling. This process is 
repeated iteratively until convergence is reached between the synthetic seismic response 
and the actual seismic data. In the current case, the inversion process used a 3D 
stratigraphic inversion, meaning that both impedance and time are updated in the iterative 
process. In this inversion process, there are three necessary inputs: an initial impedance 
model, a seismic wavelet, and the seismic data to be inverted. A macro-model is built from 
the time of the main geological horizons, and an impedance value is assigned to each 
macro-interval (Figure 6.10A). The impedance value corresponds to the low-frequency 
trend derived from synthetic impedance computed from well-log measurements. The 
macro-model is also called an initial or an a priori impedance model. During the inversion, 
the initial model is interpolated in time to include micro-layers within each macro-interval 
(Figure 6.1 OB). The thickness of the n-&ro-layers is defined by a percentage of the central 
lobe of the seismic wavelet, which is extracted from the seismic data around a well. This 
now stratified 3D initial impedance volume is perturbed in the time and impedance 
domains (Figure 6.10C). Then the seismic wavelet is convolved with the reflectivity from 
the perturbed model, to generate the synthetic seismic (Figure 6.1 OD). This step is repeated 
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until the misfit between the real data and the synthetic seismic is minimized (Figure 6.1 OE). 
To minimize this misfit function, a simulated annealing optimisation technique is required 
to find the global minimum. In fact, the main feature of simulated annealing is its ability to 
optimally converge, as compared with other methods that can be trapped at local minima. 
The simulated annealing algorithm employs a random search method that will not only 
allow changes (in time and impedance) to reduce the misfit function, but also changes to 
increase it - perinitting it to escape from local minima. An overview of simulated annealing 
is presented in the next section 6.4.2. Furthermore, an impedance corridor can be derived 
from the well, in order to constrain the solution interval minimizing the misfit function and 
to avoid any possible divergence. Depending on the weighting factor used for the lower and 
upper impedance bounds, the corridor can be seen as a soft or hard constraint. Another 
interesting feature of this inversion is the possibility of defining the degree of confidence of 
the position and impedance value of the micro-layers. This is allowed to constrain the time 
and impedance perturbations as a function of the degree of confidence on the a priori model 
(Gluck et aL, 1997). Figure 6.10 summarizes the methodology to invert post-stack seismic 
data for elastic impedances. 
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Figure 6.10: 3D stratigraphic elastic inversion methodology. A: Macro-model derived from main 
seismic horizons and low-frequency impedance at the well. B: Creation of the micro-layers. C: 
Perturbation of the micro-model in the time and impedance domains. D: Synthetic seismic 
modelling from perturbed impedance. E: Minimization of the misfit between real and synthetic 
data. 
6.3.2 Data pre-conditioning 
Data pre-conditioning for time-lapse surveys aims to optimize the repeatability between 
vintages prior to the inversion, in order to obtain a high-quality 4D elastic impedance 
difference (Kirstetter et aL, 2004). In fact, 4D time misalignments should be small in order 
to preserve the consistency between the time of the macro- or micro-layers of the different 
inverted impedance angles. Residual time shifts between surveys will reduce the quality of 
the 4D signal, while residual move-out between angle stacks leads to erroneous AVO 
attributes post-inversion. Therefore, the time misalignments between surveys for each angle 
stack, and the AVO time misalignments for each survey, need to be computed in order to 
check that they are within a reasonable range. To compute the time shifts, a complex cross- 
E 
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correlation (also called generalized cross-correlation) is performed. This cross-correlation 
has the advantage of being insensitive to phase rotation as compared to the conventional 
cross-correlation. Furthermore, it also makes it possible to compute the instantaneous phase 
and control that no residual phase rotations are present between the data. It is observed that 
all 4D and AVO misalignments are smaller than the sample rate (4 ms) and are considered 
negligible. No significant residual phase rotations are noticed. Furthermore, prior to 
inversion, the angle stacks had to be spectrally harmonized to a reference angle, in order to 
ensure an equivalent frequency content for all angle stacks. Spectral whitening is applied to 
each angle stack in order to match the frequency content of the near-angle stack spectrum 
of the 1993 baseline survey chosen as a reference because it had the largest frequency 
bandwidth. Figure 6.11 presents the signal spectrum of the different angle stacks for 1993 
(a) and 2002 (b). A characteristic decrease in the frequency bandwidth with offset can be 
observed. This pre-conditioning step makes up for the loss of high frequency with offset, 
and will improve the stratigraphic resolution of the inverted impedances (Freudenreich et 
aL. 2004). This process also provides the opportunity to use a single wavelet in the 
inversion workflow, instead of deriving a wavelet for each angle stack. 
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Figure 6.11: Spectral harmonization of the signal spectrum of all angle stacks from the 1993 (a), 
and 2002 (b), surveys to the near-angle stack of 1993 survey. One can note that the frequency 
bandwidth of all angles is enhanced in order to match the frequency content of the signal spectrum 
of the near-angle base survey. 
6.3.3 4D elastic inversion 
AA 4D worldlow 
There are several ways to carry out elastic impedance inversion on time-lapse seismic data. 
Due to the non-uniqueness of inversion techniques, it is important to select a suitable 
workflow that minimizes this effect. Three different inversion workflows are applicable: 
the uncoupled inversion, the coupled inversion, and the time-lapse changes inversion. Let 
us consider the inversion of a repeated and a baseline angle stack. Furthennore, let us 
assume that the stacks are spectrally balanced to use the same seismic wavelet. The 
uncoupled inversion consists of separately inverting the two angle stacks with different 
initial models, and the elastic impedance changes are obtain ed by differentiation of the 
individual results. The coupled inversion is equivalent to the previous one, but the final 
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impedance model of the baseline inversion is used as the initial model in the monitor 
inversion (Gluck et al., 2000). The time-lapse changes inversion consists of inverting the 
seismic difference, and will directly provide impedance changes. Furthermore, the last 
inversion is less time consuming, since it consists of only one inversion. Sarkar et al. 
(2003) show that coupling is necessary for the inversion of time-lapse seismic data, in order 
to minimize erroneous time-lapse impedance changes. Since only pre-production sonic 
measurements are available in the present case, the coupled inversion workflow is preferred 
in order to make direct comparison of synthetic impedance log with inverted impedance 
from the baseline survey. Time restriction is not an issue in this study, and, furthermore, 
coupled and time-lapse changes inversion lead to similar results (Sakar et al., 2003). Figure 
6.12 presents the coupled inversion workflow used to invert the baseline (1993) and 
repeated (2002) angle stack. This original workflow is a two-pass inversion process. Firstly, 
an initial impedance model is built, and the baseline survey is inverted. In this first step, 
constraints are not applied to the micro-layers in time and impedance, but only soft 
constraints are used on the impedance corridor. Secondly, the result from this inversion is 
used as a second initial model for the baseline and repeated data. In this second inversion, 
the a priori model is believed to be already close to the solution, so the micro-layers are 
frozen in time and impedance outside the reservoir and slightly constrain inside by applying 
a taper. On the same basis, harder constraints are applied to the impedance corridor. This 
highly constrained second pass permits an increase in the resolution of the inverted 
impedance at the reservoir level, because of the solution space refimement. 
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Figure 6.12: Time-lapse elastic inversion workflow applied to each angle stack. The workflow is 
composed of two steps. Firstly, the baseline survey is inverted, with an initial model having 
constant impedance value for each macro-layer. Secondly, the result from the previous inversion is 
used as an input model to invert the baseline and repeated surveys. 
B Application to the Foinaven field 
In Panel I of the Foinaven field, gas is absent prior to production. The reservoir plays are 
composed of Upper Palaeocene turbidite sandstones, which are subdivided into two 
stratigraphic sequences: T32 and T34 (Cooper et aL, 1999a). Hydrocarbons are produced 
via five horizontal wells, three producers and two injectors, which maintain pore pressure 
in the reservoir above or close to the bubble point pressure (21-22 MPa). All the wells are 
completed into the T34 sand, which is also subdivided into an upper and lower part. 
However, in some areas, from the seismic data, it appears to be difficult to distinguish 
between the lower and upper sand units. Figure 6.13 presents the structural map of the base 
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reservoir, colour-coded as a function of the two-way vertical travel time. The faulting 
delimiting the areal extension of Panel I is shown. The reservoir dips from east to west and 
can reach up to approximately 40-metre thickness. The producer PI is completed in the 
upper sand, while producers P2 and P3 produce hydrocarbons from the lower sand. The two 
wells, 11 and 12, both inject water into the upper and lower sands. Since necessary shear 
logs for the elastic inversion are not available in Panel 1, well A (cf Figure 6.13) from the 




Figure 6.13: Structural map of the base reservoir, colour-coded as a function of the two-way 
vertical travel time. The producers PI, P2 and P3 (white paths), as well as injectors 11 and 12 (red 
paths), are displayed. Well A stands for the vertical well used in the elastic inversion. The main 
faults (black dashed curves) separating the area in three different panels (Panels 0,1 and 2) are also 
highlighted and the well completions indicated (black rectangles). 
A seismic wavelet is extracted from a selection of traces around well A. The FFT of the 
amplitude spectrum of those traces is computed to derive the zero-phase wavelet. Synthetic 
seismic is then computed at the well location and compares favourably with the 
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neighbouring traces. The synthetic seismograms are modelled by using the Aki & Richards 
formulation (equation 4.4), assuming a velocity ratio ;V of 0.25 and an approximation for 
small angle (i. e. sin 20= tan 2 0). These assumptions are valid, since the average reservoir 
velocity ratio derived from the well is approximately equal to 0.25, and, ftirthermore, in this 
inversion angles below 32 degrees are used. Figure 6.14 shows the good agreement 
between the synthetic and real seismic at the location of well A, however some differences 
are visible in the lower part of the display that might be due to residual multiple energies. 
Stretch and squeeze is not applied on the synthetic seismic but could be an alternative to 
improve the well-tie. The seismic wavelet presented in Figure 6.14 is input into the 
inversion process in order to convert the inverted impedance into the seismic domain. As 
presented previously, an initial impedance model is built from the impedance trend 
extracted from synthetic impedance computed at well A. A first inversion is run on the 
baseline, and then the result is used as an input model to run the second inversion (Figure 
6.12). Optimal parameters are chosen in order to obtain a good fit between the final 
inverted elastic impedance and the synthetic impedance at the well. Synthetic impedances 
are filtered to the seismic frequency prior to comparison. Figure 6.15 presents the 
comparison between the synthetic elastic impedance and the inverted impedance after the 
first and second inversion pass at the near, mid and far angles. One can observe an excellent 
correlation between the modelled and inverted data. The signature at the reservoir level, 
and also the dynamics of the data, are accurately reproduced. However, a limestone 
inclusion, which is below seismic resolution, is measured by the sonic tool, explaining the 
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Figure 6.14: Extracted wavelet at the well location (right) and comparison in the cross-line 
direction of the synthetic (red traces) and actual seismic (black traces), for selected traces at the well 
position. Synthetic traces are duplicated. 
Figure 6.15: Comparison of the synthetic impedance log at seismic frequency (black) with the 
impedance results from the first inversion (first pass: blue) and second inversion (second pass: red). 
The impedances are displayed for the near (left), mid (middle) and far (right) angle of the baseline 
vintage. 
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Figure 6.16 presents a cross-section of the base and repeat surveys, as well as the seismic 
and elastic impedance difference at the far angles. Large time-lapse signatures related to 
production effects are observable in the vicinity of injector Il and producer P1. 
Furthermore, a 4D ghost is observable below injector Il which is probably due to time- 
shifts variations caused by production induced changes in the reservoir. At the location of 
P1 (Figure 6.16: white circle), a decrease and increase in amplitude are observed at the top 
and base reservoir. This variation can be explained by a decrease of impedance in the 
reservoir, due to gas exsolution. The fluid effect seems to have a more significant influence 
on the impedance around PI than the increase in effective pressure. This is corroborating 
the time-lapse elastic impedance results, where mainly negative changes are observed 
around the producer. At the location of injector Il (Figure 6.16: light-green circle), the 
interpretation of the 4D signal is more complicated. In fact, the gamma-ray log shows the 
presence of a shale layer between the upper and lower sand units. As a result, the existence 
of an oil-water contact in each sand is expected. However, the dimensions of these oil and 
water columns are below the detection limit of the seismic, and thus cannot be observed. 
The elastic impedance shows an increase at the base of the reservoir, due to water injection; 
while small changes occurred around 11, probably caused by the decrease in effective 
pressure counteracting the water substitution effect. It can also be noted that gas seems to 
migrate in proximity of the injector, judging by the decrease of impedance taking place on 
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Figure 6.16: Seismic cross-sections at the far angle for the 1993 (A) and 2002 (B) surveys are 
displayed for cross-line 13626. The differences between the repeat and base surveys are also shown 
for the seismic (C) and the elastic impedance (D) at the far angle. The paths of the injector 11 (red 




Figure 6.17 presents the elastic impedance difference at the far angles. Two micro-layers 
are selected from the stratigraphic inversion grid, which are representative of the general 
behaviour of the eastern part (layer 23) and the western part (layer 18) of the field. The 
layering of the elastic impedance model is shown on Figure 6.16D. Both these micro-layers 
are used in subsequent plots. One can observe an increase in impedance in the vicinity of 
the two water injectors, while a decrease is noticed around the producers. The undershoot 
area displayed on Figure 6.17 (top - Layer 18) might be at the origin of the large time-lapse 
anomalies observed. As explained in Chapter 4, far angles are mostly sensitive to fluid 
effects. Therefore, the positive anomalies at the injectors are interpreted as an effect of 
brine substituting for oil, while the negative anomalies are related to gas coming out of 
solution. One can also notice that smaller changes take place around 12 than 11, which 
could be due to a lower amount of injected water or the greater sensitivity of the rock to 
pressure effects. In order to get a feeling for a possible qualitative interpretation of the 
pressure and saturation changes, the seismic attributes Ap and pp are computed prior to the 
pressure-saturation inversion. Following the assumptions made above, the elastic 
impedance formulation (equation 4.8) can be rewritten as: 
ln(EI) = InQp) + [2 ln(IplIs) - ln(Ip)]sin 20 
where: Ip = pVp 
Is = PV, 
2 





From equation 6.2, the Ap and up values can be derived by linear regression of the 
logarithm of the elastic impedance against the incidence angles (sin 
2 0. These two 
attributes, Ap and pp, are commonly used to interpret lithology and fluid effects from 
seismic data. By definition (equations 3.13 and 3.14), Ap and up are more sensitive to 
saturation and pressure changes, respectively. The interpretation of fluid effects from the 
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Ap changes (Figure 6.18) is equivalent to the observation from the time-lapse elastic 
impedance at far angles. However, the interpretation of the pressure effect from the Pp 
changes (Figure 6.19) is difficult. It appears that the two attributes are highly correlated and 
that leakage occurred from the Ap into up attributes. A possible explanation is the 
interference of these two attributes to the pressure and saturation effects, which might be 













Figure 6.17: Elastic impedance difference at the far angles for layer 18 (top) and layer 23 (bottom) 
of the stratigraphic inversion grid. Increase of impedance related to water injection is observable in 
the vicinity of injectors Il and 12, while a decrease in impedance occurred around the producers 
(P 1, P2 and P3), due to gas exsolution. The brown and grey surfaces stand for the base and top of 
the reservoir, respectively. The different injectors (red paths) and producers (black paths) located in 
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Figure 6.18: The Ap difference for layer 18 (top) and layer 23 (bottom) of the stratigraphic 
inversion grid. An increase related to water injection is visible in the vicinity of injectors 11 and 12, 
while a decrease occurred around the producers (Pl, P2 and P3), due to gas exsolution. These 
observations are in agreement with the interpretation from Figure 6.17. The brown and grey 
surfaces stand for the base and top of the reservoir, respectively. The different injectors (red paths) 
















Figure 6.19: pp difference for layer 18 (top) and layer 23 (bottom) of the stratigraphic inversion 
grid. The anomalies from this display appear to be highly correlated with the observations made In 
Figure 6.18. The brown and grey surfaces stand for the base and top of the reservoir, respectively. 
The different injectors (red paths) and producers (black paths) located in the area are shown. 
AREA 
175 
6.4 Inversion for pressure and saturation changes 
The previous section illustrated that the interpretation of pressure and saturation is difficult 
when using conventional means. In this section, the new technique tested in a synthetic case 
in Chapter 5 is applied to the Foinaven field. 
6.4.1 Foinaven field petro-elastic analysis 
From the Foinaven database introduced in Chapter 3, an average pressure- sensitivity model 
is derived from the stress-sensitivity parameters presented in Table 3.1. The resulting 
stress- sensitivity parameters are listed in Table 6.7. It should be noted that values for the 
high-pressure asymptotes p,. and ic, are derived using the relationships obtained between 
p., K. and porosity (Figure 3.7), assuming a constant porosity of 24%. This porosity 
corresponds to the average reservoir porosity of Panel 1, which approximately equals the 
average porosity obtained from the reservoir model and the Foinaven database. The effect 
of clay on the high-pressure asymptotes is neglected, since Figure 3.7 showed only a linear 
dependence for low-porosity samples, which are not representative of the porosity of the 
field. A more detailed rock physics analysis is required in order to include the effect of 
porosity and clay on the stres s- sensitivity of the reservoir rock. 
Sandstone 
P,, (MPa) 5.81 
P. (MPa) 7.11 
SK 0.52 
Sil 0.54 
A,, (GPa) 10.05 
r, (GPa) 12.40 
Table 6.7: Stress-sensitivity parameters for the Palaeocene sandstone of the Foinaven field. These 
parameters are representative of the average pressure sensitivity of the Foinaven database. The 
high-pressure asymptote values are obtained from relationships derived in Figure 3.7. 
176 
From these stre ss- sensitivity parameters, the dry-frame elastic properties (rd and ud) 
computed from equations 3.4 and 3.5, are fluid substituted using the Gassmann's relations 
and fluid properties from Table 3.5, representative of the reservoir characteristics of this 
part of the field. The process of fluid substitution is fully explained in section 3.2. To derive 
similar relationships to those in equations 3.20 and 3.21, a mixture of brine (90%) and live 
oil (10%) is considered for the fluid substitution. This mixture assumed a residual oil 
saturation of 10%, which provides the greatest possible change in dry bulk modulus due to 
saturation. As a result, this saturation scenario represents an upper boundary on the cross- 
plot of the bulk modulus against the shear modulus (Figure 6.20). A common gradient, b, of 
0.967, is derived from the dry and saturated cases. The correlation coefficients are 
approximately 0.8 for both cases, and demonstrate the robustness of the discriminating 
relationships (equations 3.20 and 3.21). The change in saturation corresponds to the 
variation in saturation modulus (i. e. the vertical shift between the two fits), while the 
change in differential pressure occurs along the fits from low (i. e. low /Ad) to high (i. e. high 
lid) pressures. It should be noted that the variations along the fits are also due to porosity 
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Figure 6.20: Dry/saturated bulk modulus plotted against shear modulus for the Foinaven database. 
Differential pressures ranging from 5 to 30 MPa are considered. MAI and Rfit2 stand for the 
correlation coefficients in the dry and saturated cases, respectively. Parameters Xd, Xs and b, with 
their corresponding standard deviations, are provided. Pressure and saturation effects are also 
illustrated. 
The gradient b agrees reasonably well with the sonic measurements. In fact, density, P- 
wave and S-wave velocities are selected from the wells of the Foinaven field outside Panel 
1, since only one shear log is available near this part of the field. Figure 6.21 presents a 
cross-plot of bulk modulus against shear modulus, where only brine-bearing sands are 
chosen in order to minimize vertical variation along the bulk modulus axis due to saturation 
effects. Mean values of bulk and shear modulus at each well are also displayed with their 
corresponding standard deviation. It can be noted that the linear approximation defined 
from the laboratory data is still valid at the sonic scale. This approximation can now be 
used confidently with the elastic impedance models derived in the previous section, to 
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Figure 6.21: Saturated bulk modulus plotted against shear modulus for a selection of wells from the 
Foinaven field. Bulk and shear modulus are computed from sonic measurements and displayed only 
for brine-bearing sand. Mean values of the moduli are plotted (blue dots) with their standard 
deviation. A good correlation is observed between sonic measurements and the linear relationship 
(Figure 6.20) derived from the rock physics database. 
6.4.2 Inversion process 
A FEI/EI relationship 
It should be noted that a linear relationship is observed between fluid elastic impedance 
(FEI) and elastic impedance (EI). In fact, one can show that the ratio of FEI to El is 
proportional to a function (equation 6.3) dependent on b, the squared velocity ratio y and 
incidence angles. These linear relationships can be derived from well logs in order to 
compute FEI impedance from the previously inverted El at all angles. 
I+ tan' 0 
FEI C)- 4 
c 







Figure 6.22 presents the linear relationship obtained by least-squares fitting between FEI 
and El. These results agree with the gradient computed from equation 6.3 with b=0.967 
and y= 0.25, where values of 0.553,0.519 and 0.475 are obtained for the near, mid and far 
angles, respectively. This proportionality offers the opportunity to compute FEI impedance 
from inverted El impedance after derivation of the parameter b from the petro-elastic 
analysis. This feature is interesting, since any revision in the parameter b does not imply re- 
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Figure 6.22: Cross-plot of fluid elastic impedance (FEI) and elastic impedance (EI) at the near, mid 
and far angles. Elastic impedances are computed at the well, using equations 4.8 and 4.11. Least- 
squares fitting is used to derive linear relationships for each angle. Coefficient correlations higher 
than 0.97 are obtained for all angles, showing the robustness of the previous fits. 
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FEI impedance computed using the previous linear relationships (Figure 6.22) can now be 
input into the linear system presented in equation 5.5, in order to invert for the shear and 
saturation modulus. In contrast with the synthetic case presented in Chapter 5, a simulated 
annealing minimization technique is used in this inversion. 
B Simulated annealing (SA) 
SA is an optimisation technique that is motivated by an analogy with metallurgy 
(Metropolis, 1953). It simulates the process of cooling a liquefied metal by gradually 
reducing its temperature. If the rate of temperature decrease is small enough, the resulting 
crystals reach a minimum-energy crystalline structure and contain no imperfections. This 
idea was first applied to optimisation problems by Kirkpatrick (1983), in order to converge 
towards optimal solutions. In the present case, SA is used to minimize the misfit function of 
the inversion process. This technique tries to find the global minimum, and avoids being 
trapped in local minima by allowing uphill as well as downhill moves of the function to be 
optimised. The algorithm starts by randomly choosing a trial point within a step-length of 
the initial point provided by the user. The misfit function is then evaluated for this trial 
point, and, if the function value decreases, then the evaluation point is accepted and the 
minimization continues from this trial point. This means that all downhill moves are 
accepted in the minimization problem. However, uphill moves can also be allowed if they 
fulfil the Metropolis criteria. These criteria define the probability of an uphill move being 
accepted, P, as a function of the temperature T and the magnitude of the uphill move, d, 
and is given by equation 6.4. 
Pr = exp(- d1T) >r (6.4) 
where r is a random number between 0 and 1. It should be noted that as temperature 
decreases, the probability of allowing an uphill move is decreased. If the uphill move is 
rejected, then another trial point is chosen randomly. The starting temperature needs to be 
hot enough to allow a move to almost any neighbourhood location; otherwise, if the starting 
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temperature is too low, the final solution will be very close or even the same as the initial 
solution. To decrement the temperature, proportional cooling is applied (T(i + 1) = m*T(i)), 
where m is generally chosen to be between 0 and 1, and i is the ith iteration. As cooling 
progresses, uphill moves are less likely to be accepted, and the percentage of rejection 
increases. In the version of SA used in this inversion (Goffe et al., 1994), the step length is 
adjusted as the temperature decreases, in such a way that half of all the evaluations are 
accepted for each model parameter. This process improves the optimisation of the 
algorithm that focuses on the most promising area as temperature falls. The algorithm stops 
when the error tolerance of the misfit function is reached. SA is proven to be a reliable 
global optimisation technique (Gluck et al., 1997; Ma, 200 1). 
C Methodology 
As a starting point for the algorithm, constant values for the shear and saturation moduli 
derived from well A (Figure 6.13) are chosen. An average density value of 2.29 g/cm 3 is 
also derived from the well data, and is kept constant during the inversion. Tests showed that 
the inversion for three parameters appeared to be difficult and unreliable with only three 
angle stacks. Other attempts to invert for elastic properties have shown that several angle 
stacks (more than three) larger than 30 degrees are necessary to obtain a meaningful result 
for the density term (Personal communication, Deschizeaux, 2005). Changes in density due 
to saturation effects are computed in order to quantify their magnitude. One can observe 
from Figure 6.23 that the variation in density reaches a maximum of 0.03 due to fluid 
substitution, which represents a change of around 1%. It can be concluded that, for the 
purpose of the present inversion, density changes are assumed to be negligible in first 
approximation. It is demonstrated in Chapter 3 that the same conclusion is also valid for a 
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Figure 6.23: Change in density versus oil fraction relative to S,, = 0.75 for different gas saturations 
Sg. Saturated densities are computed using equations 3.15 and 3.17, with P" = 2.66 g/CM3 at a 
differential pressure of 25 MPa. Fluid characteristics and reservoir conditions from Table 3.5 are 
considered. Connate water of 25% and residual oil saturation of 30% are assumed in this display, 
that can be related to the different scenario of a primary gas cap. The dependence of density on fluid 
saturation appears to be relatively small in this case. 
Outputs from the optimization algorithm are the shear and saturation moduli for each 
survey. These inverted results are used in equations 3.26 and 3.27 in order to derive the 
pore pressure and fluid bulk modulus changes. Since equation 3.26 is obtained from an 
approximation of Gassmann's relation (equation 3.13), which is relevant to seismic 
frequencies, the fluid bulk modulus changes do not require calibration. An average porosity 
for the reservoir of 24% and a critical porosity of 33% (derived in Section 5.7.1) are used. 
However, equation 3.27, which is based on ultrasonic measurements, required a calibration 
step. Furthermore, a preliminary inversion trial showed an overestimation of the pore 
pressure changes using the pressure-sensitivity model described in Table 6.7. This 
overestimation is attributed to core damage effects (cf. Section 3.1.5), which enhance the 
stress-sensitivitY of the rock at low differential pressures, due to the closing of internal 
damage created during the unloading of the core samples from the in situ formation. In 
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order to take into account the core damage effect prior to the calibration with the seismic 
data, a new pressure-sensitivity model is derived by fitting the laboratory data (as in Figure 
3.3), but for a differential pressure larger than 15 V[Pa. It would be preferable to choose a 
pressure threshold corresponding to the initial differential pressure of the reservoir (c. 23 
MPa), but the lack of ultrasonic measurements at high pressure justifies the present choice. 
The resulting stress-sensitivity model of the shear modulus is presented in Figure 6.24, and 
shows a more gradual increase in the shear modulus with differential pressure. The updated 
stress-sensitivity parameters are: p,. = 12 GPa, E,, = 1.22 and P,, = 17.3 M[Pa. It should be 
noted that a number of samples had to be ruled out because they were not tested up to 
sufficient confining pressure. This explains the difference between the original and the 
corrected core damage models. To calibrate this model, the inverted shear modulus changes 
at the location of injector Il and producer PI are chosen, with the pore pressure changes 
predicted from the flow simulation provided by the operators. The predicted pore pressure 
changes are assumed to be fairly accurate around the wells, since the simulation is 
calibrated to the production data. These calibration points are displayed on Figure 6.24, 
together with the calibrated pressure- sensitivity model. Calibrated stress- sensitivity 
parameters are: p,. = 10.7 GPa, E. = 1.61 and P. = 17.3 M[Pa. The calibrated model is used 
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Figure 6.24: Pressure dependence of the shear modulus from the Foinaven database. Original (from 
Table 6.7: dotted curve), corrected (dashed curve) and calibrated (plain curve) pressure-sensitivity 
models are displayed. The circles stand for the calibration points derived from the inverted shear 
modulus and pore pressure from the flow simulation at the injector 11 and producer PI locations. 
The calibrated model fits the calibration data reasonably well. 
6.4.3 Independent interpretation of pressure and fluid effects 
Inverted pore pressure changes and inverted fluid bulk modulus changes from the 
previously described inversion procedure are presented in this section. Figure 6.25 presents 
the inverted fluid bulk modulus changes for two micro-layers, as in Figure 6.17. Increases 
in fluid bulk modulus changes are noticeable in the vicinity of injectors 11 and 12. Changes 
reach up to +650 NWa at 11, while smaller changes are once again observed at 12 (c. +500 
MPa). Large changes up to -650 MPa and over are present around the producers. These 
large variations are caused by the high sensitivity of the fluid bulk modulus to a small 
degree of gas saturation (cf Figure 3.24). Gas appears to be coming out of solution close to 
the producers which is confirmed by measurements, but also in the neighbourhood of the 
injector Il where the initial pore pressure (c. 23 MPa) is presumably not maintained above 
the bubble point. In order to compare these results with the prediction from the flow 
185 
simulation, fluid bulk modulus changes are computed for homogeneous and heterogeneous 
mixtures (equations 3.16 and 3.18) at the reservoir scale, based on the predicted fluid 
saturation. The dimensions of the flow simulation model are 100 by 100 metres 
horizontally and approximately 5 metres vertically. Figure 6.26 and Figure 6.27 present the 
homogeneous and heterogeneous iq changes, respectively. Layers representative of the 
general behaviour of the top and base sands are displayed. It is notable that the inverted Alq 
compares favourably with the predicted results around 11, even if the aerial extension of the 
fluid saturation changes is larger. However, it seems that the predicted Alcf is overestimated 
in the vicinity of injector 12. These observations are valid for the homogeneous and 
heterogeneous icf changes. In the case of patchy saturation distribution (Figure 6.27), the 
effect of the gas is not visible; however, in the homogeneous case (Figure 6.26) large 
decreases of the same magnitude as the inverted results are observable. It can be concluded 
from the previous remark that the gas phase coming out of solution is homogeneously 
distributed in the fluid mixture saturating the pores. Furthermore, the areal extension of the 
gas exsolution from the inverted and predicted results is in good agreement. In addition to 
the previous observation, a fault shown just below producer P3 (Figure 6.13) appears to be 
sealed, since no communication is discernible between P3 and Pl. It should be restated that 
the estimated iq changes in the presence of gas are also dependent on the pressure changes, 
as shown in Section 3.3.2. Therefore, the uncertainty in /Cf changes will increase as gas is 
released from the live oil. The interpretation of theKfchanges demonstrates that the fluid is 
likely to be homogeneously distributed even in the presence of gas. This conclusion is in 
agreement with the results from (Sengupta and Mavko, 2003), who show that the 
homogeneous saturation model is a valid approximation for most water-flooding and 














Figure 6.25: Inverted fluid bulk modulus changes for layer 18 (top) and layer 23 (bottom) of the 
stratigraphic inversion grid. The brown and grey surfaces stand for the base and top of the reservoir, 
respectively. The different injectors (red paths) and producers (black paths) located in the area are 
shown. In the bottom right-hand comer, a possible sealing fault is highlighted. 
I. 
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Figure 6.26: Predicted homogeneous fluid bulk modulus changes in the top sand (top) and base 
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Figure 6.27: Predicted heterogeneous fluid bulk modulus changes in the top sand (top) and base 
sand (bottom). The different injectors (grey paths) and producers (brown paths) located in the area 
are shown. 
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From Figure 6.28, increases in the inverted pore pressure changes are visible at injector Il 
(up to 15 MPa) and injector 12 (c. 4-5 MPa). These results confirm the predicted pore 
pressure changes from the flow simulation (Figure 6.29). There is also a good agreement 
regarding the decreases in pore pressure around the producers, with higher variations 
observed around PI (c. -8 MPa) compared to P2 (c. -5 MPa). However, it appears that in 
some places (yellow circle: Figure 6.28) the pore pressure changes are overestimated. This 
overestimation is caused by the possible presence of gas, which weakens the rock physics 
correlation (equation 3.21), and, as result, introduces leakage from the fluid bulk modulus 
to the pore pressure change maps. By comparing Figure 6.25 and Figure 6.28, a correlation 
can be observed between the two attributes where gas comes out of solution, however no 
correlation is observed between Figure 6.26 and Figure 6.29 in these areas showing once 
more the leakage effect. Below P2, the reservoir pressure remains above or just below the 
bubble point and only a reduced amount of gas comes out of solution (Figure 6.25). Close 
to P3, the fault noted earlier seems to act as a barrier, which helps to maintain pore pressure 
below injector 11. It is interesting to note that the behaviour of the pore pressure and fluid 
saturation fields are described by the estimated results, where fluid bulk modulus changes 
are sharper and contained around the wells (Figure 6.25, wells 11 and 12) while the pore 
pressure changes exhibit a smoother gradient (Figure 6.28, wells Il and 12). However 
spurious estimated production changes are obtained in the undershoot area. In order to 
assess the robustness of the estimates, standard deviations in the pore pressure changes and 
fluid bulk modulus changes are computed using the method presented in section 5.8.1 by 
including the correlation between the model parameters. The same standard deviations in 
the parameters and coefficient correlations are used as in sections 5.8.3 and 5.8.4, since 
they are derived from the Foinaven database. Figure 6.30 and Figure 6.31 show the 
uncertainty in the fluid bulk modulus and pore pressure estimates, respectively. The 
standard deviation in Alqf can reach up to 100 MTa for a change in /Cf of ±650 Mpa near 11, 
P2 and P3. Smaller standard deviations are observed around 12 (±50 MPa) and PI (below 
100 MPa). Regarding the uncertainty in the pore pressure changes, one can note an average 
standard deviation of I Wa in areas where variations in pressure are small. Larger 
standard deviations (up to 2 NVa and over) are observed near the producer Il, and also in 
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the area where pore pressure changes are believed to be overestimated. In fact, it should be 
noted that in this uncertainty analysis, the standard deviations in the model parameters are 
held constant, regardless of the type of saturants. However, it was shown previously that 
the presence of gas in the system can produce leakage between the saturation and pressure 
domains. In order to take this effect into account, the standard deviation should be updated 
as a function of the fluid saturation. As a result, in the present study, standard deviations are 
likely to be underestimated in the presence of gas. The inversion procedure presented here 
used fluid elastic impedance (FEI) to invert for pressure and saturation estimates. However, 
an alternative method to obtain these estimates is to use the Ap and pp attributes with the 
rock physics relationship (equation 3.21), and a constant-density term as previously 
assumed, to retrieve the shear and saturation modulus. The production estimates from this 
method are not reliable, since they are highly contaminated by the large amount of leakage 
occurring between Ap and pp as stated in this section. Therefore, the use of FEI for 
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Figure 6.28: Inverted pore pressure changes for layer 18 (top) and layer 23 (bottom) of the 
stratigraphic inversion grid. The brown and grey surfaces stand for the base and top of the reservoir, 
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Figure 6.29: Predicted pore pressure changes in the top sand (top) and base sand (bottom). The 
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Figure 6.30: Estimated uncertainty in the fluid bulk modulus changes for layer 18 (top) and layer 
23 (bottom) of the stratigraphic inversion grid, including correlation between the inversion 
parameters. The brown and grey surfaces stand for the base and top of the reservoir, respectively. 













Figure 6.31: Estimated uncertainty in the pore pressure changes for layer 18 (top) and layer 23 
(bottom) of the stratigraphic inversion grid, including correlation between inversion parameters. 
The brown and grey surfaces stand for the base and top of the reservoir, respectively. The different 
injectors (red paths) and producers (black paths) located in the area are shown. 
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6.5 Conclusions 
After parallel processing and appropriate pre-conditioning of the Foinaven time-lapse 
seismic data, 4D stratigraphic elastic inversion is applied. Qualitative interpretation of the 
elastic impedance highlighted the main factors contributing to the origin of the time-lapse 
signature of the reservoir, but failed to provide any insight into the distribution of the 
pressure and saturation fields. A new methodology to independently invert for pressure and 
saturation is applied to the data in order to enhance the quantitative aspect of the 
interpretation. Elastic properties of the rock (i. e. shear and saturation modulus) are inverted 
from the time-lapse elastic impedance, and are converted into pore pressure and fluid bulk 
modulus changes using calibrated rock physics relationships. The calibration procedure 
includes the correction of the core damage effect on the stress-sensitivity model in order to 
obtain meaningful products. The predicted results from the now simulation are in good 
agreement with the seismic estimation. However, differences observed between the aerial 
extension of the estimated and predicted changes suggest potential updates to the reservoir 
model (permeability and porosity adjustments). The uncertainty analysis shows the 




Conclusions and recommendations for further work 
In this dissertation, a new petro-elastic-based approach has been presented to independently 
estimate reservoir pressure and saturation from 4D seismic data. In this chapter, the main 
conclusions drawn in the course of this study are summarized and recommendations made 
to extend the present research. 
7.1 Conclusions 
Petro-elastic analysis of sandstones 
Ultrasonic measurements - from the literature and the rock physics database at Heriot-Watt 
Institute of Petroleum Engineering - have enabled a petro-elastic study to be made of 
reservoir sandstones from the North Sea and the Gulf of Mexico. A rock physics correlation 
observed between the shear modulus and the dry/saturated bulk modulus constitutes the 
basis for the definition of a new elastic property called the saturation modulus. The main 
result of this analysis demonstrates that the effect of pressure and fluid saturation can be 
isolated into two rock physics attributes. One is dependent on the pressure effect (shear 
modulus), and the other is dependent on the fluid-saturation effect (saturation modulus). 
This separation of the production effects represents a general result valid for a variety of 
reservoir sandstones. The principal factors affecting the reliability of this new rock physics 
correlation are found to be the porosity and clay content. Relationships are proposed to 
include porosity and clay content changes in the stres s- sensitivity of the rock. 
Approximations are presented to estimate pore pressure and fluid bulk modulus changes 
from time-lapse variations in shear and saturation moduli in homogeneously and 
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heterogeneously saturated sandstones for an oil-brine system. Fluid bulk modulus is 
preferred to fluid saturation in this work, because it does not presume any hypothesis 
regarding the distribution of the fluid saturant in the rock. The core damage effect is also 
highlighted as a possible factor impacting on -the quality of the pressure changes 
relationship. 
The first part of this dissertation shows that Pore pressure and fluid saturation can be 
accurately discriminated at the rock physics scale. 
From the rock physics to the seismic domain 
In the second part of this thesis, the interpretation of pressure and saturation effect from 
seismic attributes are investigated. The new rock physics relationships are implemented and 
new forms for the AVO equation and elastic impedance (called fluid elastic impedance - 
FEI) are developed and validated against existing approximations. The new formulations 
offer a more intuitive interpretation of the pressure and saturation effect compared to Aki & 
Richards or Connolly's forms for reflectivity and elastic impedance. 
From a variety of offset-dependent reflectivity and elastic impedance formulations, the 
discriminating power of several seismic attributes (i. e. P-wave velocity, S-wave velocity, 
shear modulus, saturation modulus and bulk modulus) is studied on synthetic data. It is 
shown that conventional seismic attributes are highly interdependent in terms of pressure 
and saturation, and that the shear and saturation moduli lead to a better discrimination of 
these production effects. Seismic inversion for shear and saturation moduli emerges as the 
best alternative to estimate pore pressure and fluid bulk modulus changes, and optimally 
reduces the cross-talk between the estimates. 
Time-lapse seismic inversion for reservoir pressure and saturation 
In this dissertation, the application of a new methodology to discriminate between the 
pressure and saturation effects is illustrated using synthetic and real case studies. This 
methodology consists of estimating pore pressure and fluid bulk modulus changes from the 
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inversion of multi-angle near, mid and far elastic impedance stacks from a baseline and 
repeat vintages. From the inverted elastic impedance, shear and saturation moduli are 
obtained and converted to production effects. Elastic impedance is favoured to reflection 
amplitudes in this multi-angle inversion, because it overcomes problems encountered by 
AVO analysis and, furtherinore, forms a more intuitive basis for the integration of pressure 
and saturation estimates with static or dynamic reservoir simulation. Additionally, a 
deterministic uncertainty analysis, including the correlation and non-correlation of the 
different error sources, is performed. 
For the synthetic case, the Ainsa II turbidite-filled channel complex (southern Pyrenees - 
Spain) is used as analogue in a reservoir model-based study. The inverted pore pressure and 
fluid bulk modulus changes from the synthetic seismogram show a good agreement with 
the outputs from the reservoir flow simulator, and demonstrate the accuracy of this petro- 
elastic-based approach. The precision in the estimates is derived from a deterministic 
uncertainty analysis, where all sources of errors are propagated via the differentiation of the 
pressure and saturation change relations. The combined effect of these errors on the 
estimates is examined for two scenarios: interrelated and unrelated errors. In addition, a 
sensitivity study is carried out and shows that the largest factor affecting the uncertainty of 
the final results is errors in the seismic attributes; followed by errors in the pressure model 
and errors in the approximation of the saturation change. The assumption of unrelated 
errors leads to an overestimation of the combined standard deviation in the estimates. The 
magnitude of the standard deviation in the pore pressure and fluid bulk modulus changes 
are significantly reduced by the introduction of the correlation between input errors. 
For the real case study, the methodology is applied to the deep-water Palaeocene turbidite 
sandstones of the Foinaven field, west of the Shetland Isles. Pre-stack towed-streamer data 
from a baseline and a repeat survey are selected after parallel seismic processing, and are 
converted to angle stacks (i. e. near, mid and far). These angle stacks are cross-matched and 
preconditioned to ensure a high repeatability of the products from the time-lapse 
stratigraphic inversion. A qualitative interpretation of the data from time-lapse seismic 
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attributes (i. e. Ap and pp) highlights the aerial extension of the 4D signature related to the 
injector and producer activities, but fails to show accurately any features from the pressure 
or saturation fields. The cross-talk in terms of pressure and saturation between Ap and pp is 
at the root of the difficulties arising in the interpretation. By applying the new 
methodology, the understanding of the change in pressure and saturation across the field 
can be largely improved. In order to obtain meaningful results for the pressure attribute, a 
correction for the core damage effect is derived in the calibration of the pre ssure- sensitivity 
model. In the presence of gas, leakages from the saturation to the pressure map are 
observed, due to the degradation of the rock physics correlation. However, the magnitude 
of these leakages is dependent on the initial pressure of the reservoir and pressure changes. 
Overall, the predictions from the reservoir flow simulation are in good agreement with the 
estimations of the production effects, and emphasize some possible update to the reservoir 
model. The uncertainty analysis shows the robustness of the proposed methodology for 
independently estimating pressure and saturation effects. 
7.2 Recommendations for further work 
The following items are suggested as possible topics for future research to strengthen the 
rock physics foundation and enhance the quantitative aspect of the proposed time-lapse 
pressure-saturation inversion. 
oA detailed investigation of the stress-sensitivity of unsaturated shaley sandstones is 
recommended. It is found that the current data did not allow for a definitive 
conclusion of this topic. SEM (scanning electron microscopy) analysis of the 
sandstone samples is necessary to understand the distribution of the clay (i. e. 
framework, interstitial and laminar clay deposits), and to enable the derivation of 
appropriate micro-mechanical pressure-sensitivity models. This lack of knowledge 
of the clay distribution also affects possible conclusions regarding the effect of 
porosity on certain stress- sensitivity parameters. 
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9 Core damage effects increase the stres s- sensitivity of the rock at low effective 
pressure, and can have a dramatic impact on the reliability of the pore pressure 
estimates. Even if a correction is proposed to remove this effect - by considering 
ultrasonic measurements made above the initial effective pressure in the Foinaven 
field - it remains a fact that alternative methods are required, particularly in fields 
exhibiting high effective pressure, where such a correction is not applicable. Sonic 
measurements performed at different stages of reservoir production might provide 
the opportunity to use the reservoir as a laboratory and to derive a rock physics 
model from logs. 
* In Chapter 3, a linear approximation is used to relate the shear modulus to the 
saturated bulk modulus. It should be noted that the use of a non-linear function 
might be more appropriate in particular cases. 
* It is observed that gas saturation causes leakage between the saturation and the 
pressure domains. In fact, the pressure dependence of the fluid bulk modulus 
changes cannot be neglected in the presence of gas, especially at high pore pressure. 
To reduce the interference between the production estimates, pressure dependence 
could be included in the fluid bulk modulus changes for partially gas-saturated rock. 
9 To further evaluate the new inversion method, a more challenging geological model 
could be selected together with advanced seismic modelling algorithm. 
9 In the real case study, the average porosity of the reservoir is considered and the 
effect of clay is neglected. If reliable rock physics models are available, porosity 
and net-to-gross information from the reservoir model can be used to constrain the 
pressure-saturation inversion. However, the integration of net-to-gross information 
in the inversion via the rock physics models is not straightforward. In fact, different 
rock physics models might be available, depending on the distribution of the clay, 
but only net-to-gross information which is independent of the clay distribution. 
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The quantitative aspect of the new methodology can be further developed by 
implementing the technique in a simultaneous inversion scheme where direct 
estimation of shear modulus, saturation modulus and density could be performed. 
This implementation will involve the direct inversion of the new form for 
reflectivity presented in Chapter 4. The inversion for the density term (instead of a 
fixed constant) and implicit inversion for the squared velocity ratio y offer the 
potential to improve the accuracy of the production estimates. The acquisition of 
time-lapse pressure (e. g. permanent pressure gauges, Repeat Formation Tester - 
RFT) and saturation (e. g. resistivity logs, Reservoir Saturation Tool - RST) at well 
locations could also be useful to constrain the inversion. The benefit of including 
time-shifts analysis could also be investigated. 
eA natural extension of this work is the study of subseismic resolution fluid 
distribution in order to accurately estimate fluid-saturation variations from the 
inverted fluid bulk modulus changes provided the new pressure-saturation 
inversion. To understand how saturation scales influence seismic properties, fine- 
grid (e. g. I-metre cell) reservoir simulations are necessary to avoid the artificial 
averaging of saturation output from a coarse-grid (e. g. 10-metre cell) model. 
Upscaling of fine-grid models should provide some insights into the factors 
affecting fluid distribution (Sengupta and Mavko, 2003; Kirstetter, 2002) and also 
derivation of alternative saturation laws (i. e. between uniform and non-uniform 
models). Refined downscaling techniques for reservoir simulation might be another 
option to improve knowledge of the fluid distribution. 
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Appendix A: Elastic properties versus stiff and 
compliant porosities 
In this appendix, pressure-sensitivity models are derived for the dry bulk and shear moduli 
using the stress dependencies of the stiff and compliant porosities (Shapiro, 2003). 
By separating the total porosity 0 into two components: 
0= Or. +A A. 1 
where Oc. stands for the compliant porosity supported by micro-cracks and grain-grain 
contacts and A for the stiff porosity supported by the pores. Shapiro (2003) showed that 




Oco Cds 11 + Os Os 
c 
oco A. 2 
where Cd, is the drained compressibility of a rock with a closed compliant porosity (i. e. Oc. 
= 0) and a stiff porosity corresponding to zero confining pressure. Furthermore, 
1 aCd 1 aCd 
OS 
- 
Cds aos and OC - Cds '0co 
. A. 3 
where the derivatives are taken at 4. = Og = 0. By assuming that the compressibility 
depends mainly on changes in the compliant porosity rather than stiff porosity, i. e. 
os 0, « o': 0, ý 
and also by assuming that compliant porosity decreases exponentially with pressure: 
oco = oc. 
(0) exp (- 0,: Pc Cd, 
) A. 4 
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where oc,, (O) is the compliant porosity at zero confining pressure and Pc is the confining 





1+ 0o. (0)exp(- P, ICý/aioco ) 





I+0,,,, 0,. (O)exp(-pc " cya 
io C, 
where /4d, is the shear modulus of a rock with a closed compliant porosity (i. e. 0,,, = 0) and 






By analogy with equations 3.4 and 3.5 in the main text, one can show, for the dry bulk 
modulus, that: 
Km = Kds 9 
A. 8 
A. 9 Etc oc oco (0) 9 
=ao 7ýcd A. 10 
and, for the shear modulus, that: 
Poo ý: Pds ý 
A. 11 
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Ep = 0, ýß 
0. (0), A. 12 
0/A. 
13 pl, =0 70cd 
This analogy show that the stress-sensitivity parameters P,, and P,, in equations 3.4 and 3.5, 
correspond to a gradational change of compliant porosity cause by compressibility changes. 
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Appendix B: Pore fluid properties 
From a combination of thermodynamic relationships and empirical trends derived from 
laboratory data, Batzle and Wang (1992) established expressions to compute the P-wave 
velocities and densities of fluids as a function of their composition, temperature and 








where T. =T+ 273.15 (absolute temperature), P is the pore pressure, T is the temperature 
('C), G is the specific gravity of the gas and R is the gas constant (8.31441 J/g. mole. 'C). 
The compressibility factor, Z, is given by: 
-T Z 
[0.03 + 0.00527(3.5 Pr 
)3 Ippr+ (0.642Tp, 
- 0.007Tpl, - 0.52) +E 
Z [0.03 + 0.00527(3.5 -T 
)3 ]p + (0.642T - 0.007Tp4r- 0.52)+ E pr pr pr 
-T 
)2 JIT )2]pl2/T expf- [0.45 + 8(0.56 -p where E=0.109(3.85 pr pr 'li pr 
PT 
/(4.892 - 0.4048G) (pseudo-reduced pressure), P =P 
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TP, = T. /(94.72 + 170.75G) (pseudo-reduced temperature). 
Bulk modulus 









2-8.7 expl- 0.65(PP, + 1)], (Ppr 
+3.5) 
az 
1.2E - 0.45 +80.56 -12 
PPOI -2+0.03 





Live oil density p. (g/cm 3) is given by: 
Pio --.,: Pp/[0.972+3.81 x 10'(T+17.78) 
1.175 ], 
where Pp ý PG + 
(0-00277P 
- 1.71 X 
10-7 p3 
)(PG 
-1.15)2 + 3.49 x 
10-4 pý 
PG = (p. + 0.00 1 2GRG)IB,, 9 
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0" - 1.175 
Bo = 0.972 + 0.0003 8 2.4RG 
G+T+ 
17.8 9 Po 
pO= 
141.5 
API + 131.5 ' 
with API being the American Petroleum Institute oil gravity number, 
and Bo the formation volume factor (m'/m). 
The solution gas-oil ratio RG (M 
3/M3 ) is given by the Vasquez-Beggs equation (1980) for 
oil gravity less than 30. 
RG :::::::: 6.45 x 10-' * G(P / 0.006895)"09" x exp 25.724 x 
API 
(T*1.8+32)+460 
To obtain the dead oil density pd., pGneeds to be replaced by po. 
P-wave velocity 
The P-wave velocity of live oil Vo (m/s) is given by: 
0.5 
Vo = 2096 
p-3.7T + 4.64P + 0.0 1 15k. 12(l. 08p'-' - ly" - 11TP 2.6 - p' 
where p' (I + 0.00 IRc Bo 




Brine density po (g/cm 
3) is given by: 
: Pw + SJO. 668 + 0.44S +Ix 104 [300P - 240OPS + T(80 + 3T - 3300S - 13P + 47PS)]) 
where p,, =I+ Ix 10-6(A + 0.016T'P-1.3 x 10-'T 3p - 0.333P' - 0.002Tp2) is the 
density of pure water. 
A= -80T - 3.3T' + 0.00 1 75T 3+ 489P - 2TP, with S being the salinity (I 0-6ppm). 
P-wave velocity 
Brine P-wave velocity Vb (m/s) is given by: 
Vb '-- Vw+ S(I 170 - 9.6T + 0.055T' - 8.5 X 
1() -5 T' + 2.6P - 0.0029TP - 0.0476p 
2 )+Bg 
B= s1.5 (780 -1 OP + 0.16P') - 820S' 9 
43 
V" w. T'PI (P-wave velocity of pure water). 
i=O j=0 
where the coefficients for the water properties' computation are: 
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woo 1402.85 W02= 3.437 x 10-3 
wio 4.871 W12 = 1.739 x 10-4 
W20 = -0.04783 W22 = -2.135 x 10-" 
W30 = 1.487 x 
10-4 W32 = -1.455 x 10-' 
w4o = -2.197 x 
10-7 W42= 5.230 x 10-" 
wo, = 1.524 W03 = A. 197 x 10-5 
wl, = -0.0111 W13 = -1.628 x 10--6 
W21 = 2.747 x 10-4 W23 =1.237 x 10-' 
W3l = -6.503 x 
1()-7 W33= 1.327 x 10-"' 
w4i= 7.987 x lo-", W43= -4.614 x 10-'-' 
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Appendix C: Pressure-fluid discrimination from 4D - 
Landrols approach 
The expressions for pressure and saturation changes from AVO attributes can be written as 
follows (Landro, 2002), assuming that second-order changes in pressure and saturation (cf 
equations 2.1 and 2.2) are negligible: 
AP - 
k, ARO - 
(ký +kp ýG 
- c. 1 
4 2ý2 1 (k +k )- 
11 k, 
a2ßap2a 
AS =1 2ARO -la 
kARO - 
(ka +kp ýG 





where k,,, kp, 1,,, 1,0 stand for the fitting parameters from equations 2.1,2.2 and 2.3. The ARo 
and AG represent the intercept and gradient time-lapse changes, whereas 81a = Vsl VP is the 
velocity ratio. One can note that the uncertainties in the pressure and saturation changes are 
due to the errors in the parameters k,,, kp, 1,,, 1p, ARo, AG and VplVs. For many sandstones, 
the value of VplVs is found to be close to 2, and 1,, is equivalent to 1p, leading to the 
simplifications of equations C. I and C. 2: 
AP ~- 
kaARO - 
(k,, + kp)AG 
C. 3 
laka +- lakp 
2 
AS =11 (ARO + AG) C. 4 
+-k, 2 
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By considering equations C. 3 and CA, the uncertainties in the pore pressure and saturation 
changes can be derived, assuming that the controlling parameters in these equations are 
independent. The uncertainties in pressure changes, u(AP), and saturation changes, u(AS), 
take the following forms: 
u(AP) = 
VA'u(AR, )' + B'u(AG)' + C'u(k,, )' + D'u(kp)' +E 
2U(ja )2 C. 5 
u(As) = 
VF 2U(ARO )2 +F2 u(AG)2 + G'u(k 
)2 
+G 
2U(kp )2 C. 6 
where A, B, C, D and E stand for the partial derivatives of AP against ARO, AG, k. kp and 
1,,,, respectively. The F and G are the partial derivatives of AS against ARo orAG, and k,, or 



















ka la+-kpla - 












(k,, ARO - 
(k,, + kp )AG) 










The following values of fitting parameters and AVO attributes changes are assumed 
(Landro, 2002) to calculate the sensibility coefficients (Table 5.4): 
k, = 0.1 
4, = 0.035 
kp= 0.05 
ARo = 0.05 
AG = 0.01 
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