Mobile technology plays a vital role in modern era. In the emerging trend of speech technologies, speech/non-speech detection is an unsolved problem, which affects numerous speech related applications. One of the major reasons for these thefts is the unauthenticated access to the car doors and engine. Recently the Remote keyless system emerged for users to operate their cars without keys. For identifying the speech signal, Automatic speech recognition is used. It identifies the signal from the particular person with the help of Voice Active Detector (VAD). It is widely used within the field of speech communication for achieving high speech coding efficiency and low-bit rate transmission. These identify the signal and prioritize the unwanted noise signal using Hidden Markov Model (HMM). In our system, we propose a novel way for keyless entry enabled through mobile phone. The user can dial a specific number connected to the car and can give voice commands. The system built in the car receives the voice commands, goes for voice recognition & authentication. By employing Mel Frequency Cepstral Coefficients (MFCC) processor, the speech will be recognized. After positive authentication, it obeys the command of the car owner. The normal operation based on voice commands are Car Door Lock/Unlock, Engine ON/OFF etc.
INTRODUCTION
Modern automobiles are no longer mere mechanical devices; they are pervasively monitored and controlled by dozens of digital computers coordinated via internal vehicular networks. While this transformation has driven major advancements in efficiency and safety, it has also introduced a range of new potential risks [1] . The term remote keyless system (RKS), or more commonly just as keyless entry, refers to a lock that uses an electronic remote control as a key which is activated by a handheld device or automatically by proximity. The remote keyless system is widely used in automobile industry to lock or unlock the automobile's door, trunk, and start the ignition. A remote keyless system can include both a remote keyless entry system (RKES) and a remote keyless ignition system (RKI). It consists of a handheld radio key fob which is attached on a keychain and a radio transceiver which is located at the automobile [2] .Recently most vehicle services are implemented with sophisticated electronic devices to improve safety and convenience. Vehicle manufactures have introduced a passive keyless entry system (PKES), which is enabling for users to open their vehicle remotely [3] . Active a key initiates the authentication process and transmits a message. For instance, in a Remote Keyless Entry system for a car, the key (remote control) becomes active when the owner pushes a button, while the system in the car wakes up frequently (every 20ms) to receive commands from the key [17] Biometric technology is fast gaining popularity as means of security measures to reduce cases of fraud and theft due to its use of physical characteristics and traits for the identification of individuals [4] .Biometrics is the science and technology of measuring and analyzing biological data. In information technology, biometrics refers to technologies that measure and analyze human body characteristics, such as DNA, fingerprints, eye retinas and irises, voice patterns, facial patterns and hand measurements, for authentication purposes.Currently Voice biometric systems are mostly used for telephony-based applications. Speech recognition has not only concerned the meaning of spoken words, but also such non-verbal information as language, gender, age and emotion [6] . Speech biometrics has been an active area of research for several years now but continues to hold interest because of the practical utility of being able to identify a speaker based on voice in several applications. Many voice based automated self help systems need the speaker to identify themselves before being serviced, for example banks and financial institutions [10] .
Mobile phones are playing an important role in changing the socio-economic landscapes of emerging economies like India. A proper voice-based user authentication will help in many new mobile based applications including mobile-commerce and banking [7] . A voice-based access control system is a performance biometric which offers an ability to provide positive verification of identity from an individual's voice characteristics to access secure locations (e.g. office, laboratory, home etc..) [9] . Voice Active Detector is a technique used in speech processing in which the presence or absence of human speech is detected. It can facilitate speech processing and can also be used to deactivate some processes during nonspeech section of a speech session [5] . Voice verification is used for government, healthcare, call centers, electronic commerce, financial services, customer authentication for service calls, house arrest, and probation-related authentication. A powerful voice/talk recognition system can provide many benefits for paralysis patients. Talk recognition is suitable for wheelchairs, home appliances, systems with phones and emergency systems operating by giving voice command [8] Wireless Home Automation System (WHAS) is to provide those with special needs with a system that can respond to voice commands and control the on/off status of electrical devices, such as lamps, fans, television etc, in the home. The system should be reasonably cheap, easy to configure, and easy to run [12] . Automatic speech recognition (ASR) has been an active research area for several decades, but in spite of the enormous efforts, the performance of current ASR systems is far from the performance achieved by humans: error rates are often one order of magnitude apart. Most state-of-the-art ASR systems make use of the acoustic signal only and ignore visual speech cues [11] . A sound source localization technique which tracks humans using a laser range sensor and it extends the application to speech recognition and demonstrate logging of recognized commands from multiple speakers in multiple locations and report the association about the tracking and sound sources in a static situation [16] .
In real-world operation, the introduction of public keys is done in the field where user device is not necessarily under the control of OEM and a live online connection to OEM may not be possible. PKC is computationally very expensive, especially when aiming for high security levels [19] . More fine-grained access control commonly involves the use of access control matrices which specify permissions indexed by authenticated subject and object (resource), or equivalently, per-object access control lists specifying privileges associated with authenticated users [20] . The voice recognition system that is relevant to text needs users to pronounce according to the stated contents, and then everybody's speech model is built up accurately. Because identification also need users to pronounce according to the stated contents, the effect is very good [13] When a voice signal is detected, the speech recognizer is triggered to process the signal. The detection of voice signals can be performed by traditional voice activity detection (VAD) method. Although it is effective for isolating voice signals from noises, traditional VAD methods cannot differentiate the voice signals of a legitimate user from others [14] . It is to improve the authentication accuracy in noisy environments by using boneconducted (BC) speech instead of air-conducted (AC) speech. BC speech is inherently noise-free when a fine BC microphone is used to obtain the speaker's speech. [15] . The advantages of such automatic services are clear -much higher capacity compared to human-operated services with hundreds or thousands of phone calls being processed simultaneously. In fact, the focus of speaker recognition research over the years has been evaluated and few techniques are processed for identifying the keyless cars as well as it have been used for numerous applications [18] 
RELATED WORKS
Numerous researches have been made on the area of voice recognition used in mobile for analyzing the keyless authentication using filtering technique. In this section, a brief review of some imperative contributions from the existing literature is presented.
Voice Activity Detectors (VADs) are extensively used in a number of applications including speech coding, speech enhancement, and speech recognition. An accurate VAD extorts a set of discriminative speech features from the noisy speech and makes the decision in terms of well-defined rule. J. Ramirez et al [26] have discussed about the major challenges in robust speech detection. They have utilized three efficient VAD techniques and those techniques have achieved high speech/non-speech discrimination accuracy as well as improved the performance of speech recognition systems working in noisy environments. The assessment of those techniques had shown the experiments most often conducted to compare VADs: (1) speech/non-speech discrimination analysis, (2) the receiver operating characteristic curves, and (3) speech recognition system tests.
Tanzeem Choudhury et al [25] have discussed that activity aware systems have enthused innovative user interfaces and new applications in smart environments, surveillance, emergency response, and military missions. Systems that identify human activities from body wore sensors can further assist the healthcare applications namely, fitness monitoring, eldercare support, long term precautionary, chronic care, and cognitive assistance. Wearable systems have the benefit of being with the user continually. For instance, a fitness application could make use of real-time activity information to support users to perform opportunistic activities. In addition, such activity recognition systems were widely accepted by the general public because they were normally easy to turn-off or eliminate.
Al-Hadda [21] has devised an algorithm for noise removal by means of recursive least square (RLS) and pattern recognition by means of fusion technique of Dynamic Time Warping (DTW) and Hidden Markov Model (HMM). He argued that speech signals were often disturbed by background noise and the changes in signal characteristics were fast. Those issues were mainly significant for robust speech recognition. Robustness was a major issue in speech recognition. The proposed algorithm was tested on speech samples from the Malay dataset. The fusion technique were employed to combine the pattern recognition outputs of DTW and HMM. Moreover, refinement normalization was applied by using weight mean vector to achieve better performance. 94% accuracy was obtained on pattern recognition using Hybrid HMM and DTW compared to 80.5% using DTW and 90.7% using HMM, individually. The accuracy of the proposed algorithm was further improved to 98% by employing the RLS adaptive noise removal technique.
Keith Vertanen and Per Ola Kristensson [23] have investigated how to recognize and correct the voice web search queries. They have described their dataset of web search queries and revealed how it was employed to enhance the recognition accuracy. They have also proved that using a search specific vocabulary with automatically generated pronunciations was better than using a vocabulary limited to a fixed pronunciation dictionary. A formative user study was carried out to examine the recognition and correction aspects of voice search in a mobile context. During the user study, they identified that despite a word error rate of 48%, users were capable of speaking and correcting the search queries in about 18 sec. Users did such process while walking around using a mobile touch-screen device.
Matthew M. Loper et al [24] have discussed that mobile peerto-peer interaction between humans and robots can be made via structured light-based depth sensing with standard perception algorithms. They supposed that the use of recent promising devices for depth-based imaging can allow robot perception of non-verbal cues in human movement despite lighting and minor terrain variations. Moreover, an integrated robotic system was proposed capable of person following and responding to verbal and non-verbal commands under varying lighting conditions and uneven field. The capability of their system for peer-to-peer HRI was shown through two experiments in indoor and outdoor environments.
Oytun Turk et al [22] have discussed that voice conversion allows creation of a desired speaker's voice from audio recordings of another speaker. They have concentrated on a music application and explained the initial steps towards creating voices of music celebrities by means of traditional voice conversion methods. Particularly, rap singing conversions from English to Spanish were carried out via parallel training material in English. Voice conversion based on weighted code book mapping with two diverse alignment techniques and temporal smoothing of the transformation filter was performed. The first aligner has utilized a HMM trained for each source
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recording to force-align the corresponding target recording. The second aligner has utilized speaker-independent HMMs trained from a large number of speakers. In addition, smoothing was done to reduce discontinuities and to enhance performance. The results of subjective evaluations have shown that the performance of both aligners was equivalently well. The smoothing approach has improved both similarity to target singer and quality significantly despite the alignment techniques.
Josef Rajnona and Petr Pollak [27] Automatic speech recognition is among other things useful in situations where an operator is inputting data to a computer in parallel with using his hands for other tasks, e.g., when sorting goods or inspecting products. Another application is the voice control of a word processor, while inputting the text manually. 
Mobile Network Speech Recognition
The recognizer is implemented in a location remote to the user sot the speech signal has to be transmitted from the user's terminal to the recognition server through a wireless link. The most evident contrast of this modality with respect to fixed network recognition (e.g., telephone-based recognition) is the wireless channel transmission medium. The implications of this basic difference are twofold: the need for reduction of the signal's bit rate through source coding techniques and the effects of the wireless transmission channel on the reconstructed signal (i.e., transmission errors, data dropouts, interference noise etc.). However, having a recognizer residing in a central server enables larger and more powerful computers to perform recognition, permitting more sophisticated and elaborate ASR applications (e.g., dialog-based systems which currently incorporate parsers, natural language modules, speech synthesis and database queries) than those possible on terminal devices.
Speech biometrics is a mechanism of verifying the identity of the speaker based on their voice characteristics. All speech biometric systems are learning systems, namely they have to be trained for a particular speaker in order for them to be able to identify or recognize the speaker at a later date. Essentially there is a training phase which requires the speaker to register with the system by providing his voice samples and there is a test phase where the system identifies the speaker based on the voice samples.
A Mathematical Formulation of the Speech Recognition Problem
The problem of automatic speech recognition consists of the task of transcribing the associated text of an utterance. This task is performed given an observation of the features of a realization of the utterance. The most successful and widely used approach to speech recognition is of a statistical nature and is based on Hidden Markov Models.
Let a be the observed set of feature vectors computed by the front-end processor of the recognizer from the speech signal. Let this sequence of feature vectors be denoted by 
The term ( ) PA is the average probability of observing A and is not a function of the uttered string, so it can be eliminated from Eq (4). The problem now reduces to the maximization of the term ( ) ( | ) P w P A w . The term ( ) Pw represents the probability of the string w , regardless of acoustic observations. This term can possibly be computed considering the semantic, syntactic, grammatic and pragmatic likelihood of the candidate string w .The term ( | ) P A W is evaluated using a set of acoustic models that describes the likelihood of the observed feature sequence for every candidate hypothesis. Modern speech recognizers perform this acoustic modeling making use of a phonetic representation of the words in the system's dictionary, and a collection of Hidden Markov Models associated to each phonetic unit of the task's language.
Mobile Phones
As A Strategy: Mobile phones are playing an important role in changing the socio-economic landscapes of emerging economies like India. A proper voice-based user authentication will help in many new mobile based applications including mobile-commerce and banking. Mobile technologies and social media are invaluable tools for businesses of all sizes. The AT&T study shows that these tools are great for saving resources, reaching out to customers, and empowering your workforce. These mobile technologies mostly used to safeguard the belongings of the public. It is widely used in various applications like cars, banks, atm, hospitals, etc. These strategies are well used by using a server is connected to one terminal, which receives the signal when a mobile makes a call. These phenomenal methods were used by various techniques.
Voice Activity Detection (VAD) Methods
When a voice signal is detected, the speech recognizer is triggered to process the signal. The detection of voice signals can be performed by traditional voice activity detection (VAD) methods. This approach, however, raises several concerns. These are used in real world environments where much of the speech around the devices is not directed to them. Although it is effective for isolating voice signals from noises, traditional VAD methods cannot differentiate the voice signals of a legitimate user from others. This causes the speech recognizer to be frequently activated to perform unnecessary tasks. It is desirable to prevent the frequent activation of the system on small mobile devices with limited power supply. The system should be activated only when the voice signal from a legitimate user is detected. Furthermore, due to their computational cost, the full-fledged speech recognizers are unsuited to devices with limited computing power. In summary, to work effectively on a device with limited power supply and computing power, the voice trigger system must have a small computational cost and be able to detect only the keywords uttered by legitimate users without a fully featured speech recognize utterance of about one second, without a full-fledged speech recognizer. When an unregistered keyword is uttered or the voice of an impostor is detected, the voice trigger system should reject the signal. Thus, a voice trigger system may consist of two components, i.e., keyword recognition and speaker recognition 
MEL FREQUENCY CEPSTRAL COEFFICIENTS (MFCC) PROCESSOR
A block diagram of the structure of an MFCC processor is given in Figure 2 . The speech input is recorded at a sampling rate of 22050Hz. This sampling frequency is chosen to minimize the effects of aliasing in the analog-to-digital conversion process. Figure 2 shows the block diagram of an MFCC processor. 
Mel-Frequency Wrapping
The speech signal consists of tones with different frequencies. For each tone with an actual frequency, f, measured in Hz, a subjective pitch is measured on the 'Mel' scale. The melfrequency scale is linear frequency spacing below 1000Hz and a logarithmic spacing above 1000Hz. As a reference point, the pitch of a 1 kHz tone, 40dB above the perceptual hearing threshold, is defined as 1000 Mels. Therefore we can use the following formula to compute the Mels for a given frequency f in Hz
The log Mel spectrum has to be converted back to time. The result is called the Mel frequency cepstrum coefficients (MFCCs). The cepstral representation of the speech spectrum provides a good representation of the local spectral properties of the signal for the given frame analysis. Because the Mel spectrum coefficients are real numbers (and so are their logarithms), they may be converted to the time domain using the Discrete Cosine Transform (DCT). The MFCCs may be calculated using this equation represents the mean value of the input signal which carries little speaker specific information. By applying the procedure described above, for each speech frame of about 30 ms with overlap, a set of Mel-frequency cepstrum coefficients is computed. This set of coefficients is called an acoustic vector. These acoustic vectors can be used to represent and recognize the voice characteristic of the speaker. Therefore each input utterance is transformed into a sequence of acoustic vectors.
HARDWARE IMPLEMENTATION
In the hardware design, there are several factors to take into consideration such as lifespan of the key fob's battery, key fob size, system cost, customer-acceptable protocol execution time, radio coverage range, etc. We adopt a 32 bit low-cost ARM embedded Processor (LPC 2128) for both the car transceiver and the key fob. The ARM processor which is shown in Figure. 4 operates on LPC 2128 boot loader.
Figure 4. ARM Processor used in Proposed methodology
LPC2128 boot loader is 12K long and starts at address 0x7FFF D000, although it is remapped. So after booting I halted the device, looked at an ARM code disassembly at this address, assigned the PC to this address and started stepping. There is no reason to assume this is not the remapped start address. It will operates with 4 relays. Here we use IR software and Keil C software for implementation. Figure. 5 describes the GSM used in the processor Figure 5 . GSM used in Processor
UNL 2003
The ULN2003 is a monolithic high voltage and high current Darlington transistor arrays. It consists of seven NPN darling ton pairs that features high-voltage outputs with commoncathode clamp diode for switching inductive loads. The collector-current rating of a single darling ton pair is 500mA. The darling ton pairs may be paralleled for higher current capability. Applications include relay drivers, hammer drivers, lamp drivers, display drivers (LED gas discharge), line drivers, and logic buffers. The ULN2003 has a 2.7kΩ series base resistor for each darling ton pair for operation directly with TTL or 5V CMOS devices. The entire hardware design is shown in Figure. 6.
Figure 6. Entire Hardware design
In our system, a novel way for keyless entry enabled through mobile phone was designed based on these specific hardware and software specifications. When the user could dial a specific number connected to the car and it gave voice commands. The system built in the car receives the voice commands, goes for voice recognition & authentication. After positive authentication, it obeys the command of the car owner. The normal operation based on voice commands are Car Door Lock/Unlock, Engine ON/OFF etc.
Performance Measure
The voice data were partitioned into a sequence of 25 millisecond frames with a 10 millisecond advance. A Hamming window was applied to each frame. 12 dimensional melfrequency cepstral coefficients (MFCCs), log energy, and their first and second order time derivatives were used as the feature vector. The equal error rate (EER), which is the error rate measured when the false alarm rate and the false rejection rate are the same, was used as the performance measure. Here the performance of the proposed system is evaluated by using the following measures
Log likelihood
We first calculate the log likelihood, m S to verify the registered keyword and user:
where 1..T x and m represents the input voice data.
Equal Error Rate (EER)
The error rate of a verification system when the operating threshold for the accept/reject decision is adjusted such that the probability of false acceptance and that of false rejection become equal. The following graph shows the comparison of proposed Mobile Based Keyless Authentication and Entry System (MBKAES) and existing systems [28] with respect to EER. Here the EER is less for the proposed system when compared to others. The verification decision was made by the system. It takes roughly real-time to register a keyword and a user, and much less than real-time for recognition, using the template based method. In contrast, it takes almost 4.5 times real-time for registration, and two times real-time for recognition, in the HMM based method. The template based method is much faster than the HMM based method [28] . The proposed method is better than the other two methods mentioned in the graph Figure. 8 Table II shows the results of the EER of all the three approaches. The two step decision procedure decreased the EER by 2.0% in the HMM based method and 3.6% in the template based method compared to the one step decision scheme. In addition, the HMM based method decreased the recognition error rate by 27.8% compared to the template based method (from 13.2% to 9.5%). Thus, the GMM based method can be used as a more reliable voice trigger for home appliances and digital devices, while the template based method has a fast voice trigger at the expense of accuracy. Our proposed method is more reliable than other 2 methods which is described in the following table. 
CONCLUSIONS
An important problem to determine the presence of speech periods in a given signal is examined. Voice Active Detector is used to minimize the data of the corrupted signals. The study reveals the combination of Mel frequency and Hidden Markov Model (HMM) gives the better performance. HMM is used to improve the efficiency and precision of the segmentation to deal with crosstalk, laughter, and uncharacteristic speech sounds. A more effective normalization algorithm can be adopted on extracted parametric representations of the acoustic signal, which would improve the identification rate further. The MFCC technique has been applied for speaker identification. Mel scale is also less vulnerable to the changes of speaker's vocal cord in course of time. Finally MFCC is used to implement a robust parametric representation for speaker identification.
