Abstract. Boundary value problems for integrable nonlinear evolution PDEs formulated on the half-line can be analyzed by the unified method introduced by one of the authors and used extensively in the literature. The implementation of this general method to this particular class of problems yields the solution in terms of the unique solution of a matrix Riemann-Hilbert problem formulated in the complex k-plane (the Fourier plane), which has a jump matrix with explicit (x, t)-dependence involving four scalar functions of k, called spectral functions. Two of these functions depend on the initial data, whereas the other two depend on all boundary values. The most difficult step of the new method is the characterization of the latter two spectral functions in terms of the given initial and boundary data, i.e. the elimination of the unknown boundary values. For certain boundary conditions, called linearizable, this can be achieved simply using algebraic manipulations. Here, we present an effective characterization of the spectral functions in terms of the given initial and boundary data for the general case of non-linearizable boundary conditions. This characterization is based on the analysis of the so-called global relation, on the analysis of the equations obtained from the global relation via certain transformations leaving the dispersion relation of the associated linearized PDE invariant, and on the computation of the large k asymptotics of the eigenfunctions defining the relevant spectral functions.
Introduction
A unified method for analyzing boundary value problems, extending ideas of the so-called inverse scattering transform method, was introduced in [29, 30, 38] . This method has been implemented to linear and integrable nonlinear evolutions PDEs on the half-line and the finite interval [6, 8, 9, 13, 16, 24, 25, 31, 32, 34, 36, 39, 44, 45, 49, 50, 56, 57, 61, 62, 64, 71, 72, 73, 75, 76, 79, 84] to linear and integrable nonlinear evolution PDEs in two space variables [32, 33, 37, 58, 68] , to linear elliptic PDEs [2, 3, 4, 17, 26, 47, 48, 53, 55, 81] , and to the two prototypical integrable nonlinear two-dimensional elliptic PDEs, namely the sine-Gordon and Ernst equations [51, 52, 63, 65, 74] .
Regarding linear evolution PDEs containing spatial derivatives of second order, the unified method yields novel integral representations which have both analytic and numerical advantages in comparison with the classical integral and series representations: (i) They are uniformly convergent at the boundaries; analytically, this makes it easier to prove rigorously the validity of such representations without the a priori assumption of existence, whereas numerically, using appropriate contour deformations, it makes it possible to obtain integrands which decay exponentially as |k| → ∞ and this leads to efficient numerical computations [27, 70] . (ii) These representations retain their form even for more complicated boundary conditions, whereas the classical representations involve infinite series over a spectrum determined by a transcendental equation. For example, in the case of the heat equation with Robin boundary conditions, the classical representation involves an infinite series over {k n } ∞ 0 where k n satisfy a transcendental equation, whereas the new method yields an explicit integral representation. For linear evolution PDEs containing x-derivatives of arbitrary order formulated on the half-line or the finite interval, the unified method still yields integral representations explicitly defined in terms of the given initial and boundary conditions, whereas it is shown in [69] and [78] that even for the linearized KdV on the finite interval with generic boundary conditions, there does not exist an infinite series representation.
Regarding integrable nonlinear evolution PDEs in one space variable, the unified method yields novel integral representations formulated in the complex k-plane (the Fourier plane). These representations are similar to the integral representations for the linearized versions of these nonlinear PDEs, but also contain the entries of a certain matrix-valued function M (x, t, k), which is the solution of a matrix RiemannHilbert (RH) problem. The main advantage of the new method is the fact that this RH problem involves a jump matrix with explicit (x, t)-dependence, uniquely defined in terms of four scalar functions called spectral functions and denoted by {a(k), b(k), A(k), B(k)}. The functions a(k) and b(k) are defined in terms of the initial data q 0 (x) = q(x, 0) via a system of linear Volterra integral equations. The functions A(k) and B(k) are also defined via a system of linear Volterra integral equations, but these integral equations involve all boundary values. For example, for the nonlinear Schrödinger (NLS) and the modified Korteweg-de Vries (mKdV) equations formulated on the half-line, A(k) and B(k) are defined in terms of {q(0, t), q x (0, t)} and {q(0, t), q x (0, t), q xx (0, t)} respectively. A major difficulty of initial-boundary value problems is that some of these boundary values are unknown. For example, for the Dirichlet problem of the NLS and of the mKdV, the boundary values q x (0, t) and {q x (0, t), q xx (0, t)} respectively, are unknown. It turns out that this difficulty can be bypassed by utilising the so-called global relation, which is a simple algebraic equation which couples the spectral functions.
1.1. Linearizable versus non-linearizable BVPs. We now distinguish two cases: (a) For a particular class of boundary conditions called linearizable, it is possible to express A(k) and B(k) in terms of {a(k), b(k)} and the given boundary conditions. This can be achieved by analyzing the global relation and the equations obtained from the global relation under those transformations in the complex k-plane which leave invariant the dispersion relation of the linearized version of the given nonlinear PDE. It must be emphasized that the above analysis is carried out in the k-space, thus the spectral functions A(k) and B(k) are determined directly, without the need of determining the unknown boundary values. In summary, for this class of problems the unified method is as effective as the classical inverse scattering transform method. (b) For non-linearizable boundary conditions which decay for large t, by utilizing the crucial feature of the new method that it yields RH problems with explicit (x, t)-dependence, it is possible to obtain useful asymptotic information about the solution without the need to characterize the spectral functions A(k) and B(k) in terms of the given initial and boundary conditions. This can be achieved by employing the Deift-Zhou method [22, 23] for the long-time asymptotics [40, 41, 42, 43] and the Deift-Zhou-Venakides method [20, 21] for the zero-dispersion limit [46, 59] . However, the complete solution of non-linearizable boundary value problems requires the characterization of {A(k), B(k)} in terms of the given initial and boundary conditions. The effective solution of this problem is particularly important for the physically significant case of boundary conditions which are periodic in t, since in this case it is not possible to obtain the rigorous form of the long time asymptotics, without the full characterization of A(k) and B(k) (in spite of this difficulty important results about the large t-asymptotics of such problems are presented in [10, 11, 12] ).
In this paper, we revisit the implementation of the unified method to integrable evolution PDEs on the half-line. We concentrate on the effective characterization of the spectral functions for non-linearizable boundary conditions. We call a characterization of {A(k), B(k)} effective if it fulfills the following requirements: (a) In the linear limit, it yields an effective solution of the linearized boundary value problem, i.e. it yields a solution in the form of an integral which involves the transforms of the given initial and boundary conditions. (b) For 'small' boundary conditions, it yields an effective perturbative scheme, i.e. it yields an expression in which each term can be computed uniquely in a well-defined recursive scheme.
The effective characterization of {A(k), B(k)} presented here is based on an effective characterization of the unknown boundary values in terms of the given initial and boundary conditions, i.e. on an effective characterization of the so-called generalized Dirichlet to Neumann map. An effective characterization of this map for the Dirichlet problem of the NLS was presented in [7] by employing the so-called Gelfand-LevitanMarchenko (GLM) representations. Following this important development, analogous results for the Dirichlet problem of the sine-Gordon, mKdV, and KdV equations were presented in [35, 83] . The final formulas of [35] did not involve the GLM representations, but their derivation was based on these representations. Here, we rederive the formulas of [35] for the Dirichlet problem of the NLS and of the mKdV directly, i.e. without using the GLM representation, and also present the analogous formulas for the Neumann problem of the NLS as well as for the mKdV equation in the case that either q x (0, t) or q xx (0, t) are prescribed as boundary conditions.
Our approach uses three ingredients: (a) The large k asymptotics of the eigenfunc-
The global relation and the equations obtained from the global relation under the transformations which leave invariant the dispersion relation of the associated linearized equation. (c) A perturbative scheme to establish effectiveness. We emphasize that, in general, all three ingredients are needed, except for the particular case of the NLS, where as explained in appendix A, it is not necessary to use the invariance of the global relation. In particular, ingredient (a) yields several possible formulas for the unknown boundary values, so it is absolutely necessary to employ ingredient (c) in order to choose the one that yields an effective solution.
The important idea that the asymptotics of the associated eigenfunctions can be used for the characterization of the unknown boundary values for the NLS was first introduced in [18] (the authors of [18] employed the asymptotics of the eigenfunction F (t, k) instead of Φ(t, k), but these eigenfunctions are related by equation (2.16) ). In other words, the ingredient (a) above was first introduced in [18] . However, the ingredients (b) and (c) have not been introduced before. Hence, the approach of [18] cannot be generalized to other integral nonlinear PDEs, such as the mKdV. Furthermore, since the ingredient (c) was not introduced in [18] , it is not a priori clear if any of the formulas presented in [18] yield an effective characterization. It turns out, as explained in appendix A, that the relevant formulas for the NLS are effective in the case of the half-line but not for the case of the finite interval [67] .
From the above discussion it follows that it is possible to construct an effective characterization of both the generalized Dirichlet to Neumann map and of {A(k), B(k)}, without the need to introduce the GLM representations. However, it appears that the latter representations might have an advantage for analyzing the large t-asymptotics of the solution in the case of t-periodic boundary conditions. For this reason, we revisit these representations in [66] , where we present a simplification, as well as a significant extension, of the results of [7, 35] .
1.2. Linear evolution PDEs with a second versus a third order x-derivative. Our definition of an effective characterization of A(k) and B(k), suggests that before attempting to solve a nonlinear boundary value problem, it is imperative that we have first constructed an effective solution of the underlying linearized problem. In this respect we note that linear evolution PDEs with second order derivatives are rather special, namely they can be solved by certain transforms which cannot be applied to linear evolution PDEs with third or higher order derivatives. In this sense, there exists a crucial difference between the linearized version of the NLS, namely of the equation iu t + u xx = 0, (1.1) and the linearized version of the mKdV, namely of the equation
Let us consider the Dirichlet problem on the half-line for equations (1.1) and (1.2), i.e. let us consider (1.1) and (1.2) in the domain
4) where u 0 (x) and g 0 (t) are given functions with appropriate smoothness and decay, satisfying u 0 (0) = g 0 (0). It is well known that the classical sine transform can be used for solving equation (1.1) with the conditions (1.4). We recall that this transform can be obtained from the application of the Fourier transform to an odd function. Thus, the application of the sine transform is equivalent to solving the above problem via an odd extension of u from the half-line to the full line. Similarly, it is possible to solve equation (1.1) on the half-line with Neumann boundary conditions, either by using the classical cosine-transform, or equivalently via an even extension of u from the half-line to the full line. The solution of the Robin boundary value problem can also be constructed by either using an appropriate x-transform, or via a certain extension of u from the half-line to the full line.
In contrast to equation (1.1), there does not exist a classical x-transform for solving equation (1.2) on the half-line.
The unified method provides an elegant and effective solution for both equations (1.1) and (1.2). Indeed, define the following transforms of the given functions u 0 (x) and g 0 (t),
Then, 5) where the (x, t)-domain is defined in (1.3), ω(k) is the dispersion relation, ∂D + is the oriented boundary of the domain D + , where D + is defined by
with the assumption that D + is to the left of the increasing orientation, see Figure  1 , andg(k) can be explicitly computed in terms ofû 0 andg 0 : Linearized NLS
Linearized mKdV 
However, as noted earlier, the right-hand side of equation (1.7) is not uniformly convergent at x = 0. Indeed, if it were uniformly convergent then one could take the limit x → 0 inside the integral and then u(0, t) would vanish, whereas we know that u(0, t) = g 0 (t). This lack of uniform convergence is a significant disadvantage of the solution obtained via a classical transform method for any boundary value problem. This fact, in addition to rendering such representations unsuitable for numerical computations, also makes it difficult to prove existence without using PDE techniques. Indeed, taking into consideration that the construction of the solution via any transform method assumes existence of solutions, one must verify that the solution constructed under this a priori assumption satisfies the given PDE and the given initial and boundary conditions. An important advantage of the new method is that in addition to yielding an effective representation for evolution PDEs with spatial derivatives of arbitrary order, it also yields integral representations which are uniformly convergent on the boundary. This makes it straightforward to verify that the integral representation indeed solves the given initial-boundary value problem. For example, substituting (1.6) into (1.5) and evaluating the resulting equation at x = 0, we find
By deforming the contour of integration in the second integral on the right-hand side of (1.8) from the positive imaginary axis to the negative real axis and then replacing k with −k in the resulting integral, it follows that the first two integrals on the right-hand side of (1.8) cancel; by making the change of variables k 2 = l in the third integral on the right-hand side of (1.8) and then using the integral formula of the classical Fourier transform, it follows that u(0, t) = g 0 (t).
1.3. Organization of the paper. In section 2 we review the main steps of the unified method; proofs of the basic results can be found in [31, 45] . In sections 3 and 4 we derive effective characterizations of the spectral functions A(k) and B(k) for the Dirichlet and Neumann boundary value problems for the NLS and mKdV equations, respectively. In section 5 we utilize these characterizations to give a perturbative construction of the Dirichlet to Neumann map. In section 6 the above results are discussed further.
Basic assumptions and notations.
• We assume that q(x, t) vanishes sufficiently fast for all t as x → ∞. Furthermore, we assume that the given initial conditions satisfy
(1.9)
• g 0 , g 1 , g 2 will denote q, q x , and q xx evaluated at x = 0, i.e.
(1.10)
• Let A 1 and A 2 denote the two column vectors of the 2 × 2 matrix A.
Preliminaries
Several important integrable nonlinear PDEs admit the following Lax pair [60] formulation:
where µ is a 2 × 2 matrix-valued function, {f 1 (k), f 2 (k)} are given analytic functions of k, and the 2 × 2 matrix-valued functions Q andQ are given analytic function of k, of q(x, t), ofq(x, t), and of the x-derivatives of these functions. The action ofσ 3 on a 2 × 2-matrix A is defined bŷ 
Example 2 For the mKdV equation,
2.1. The basic eigenfunctions. Using the identity (2.2b), it follows that equations (2.1) can be written in the form
Hence,
where the differential form W is defined by
where Ω ⊂ R 2 is a simply connected domain, then the following equation characterizes a function µ j (x, t, k) which satisfies both (2.1a) and (2.1b):
where W j is the differential form defined in (2.6b) with µ replaced by µ j and (x j , t j ) is a fixed point in Ω. The implementation of the unified method relies on the fact that if Ω is a convex polygon, then by choosing (x j , t j ) as the collection of the vertices of this polygon, it follows that the collection of µ j defines a sectionally analytic function in the complex k-plane [29] .
In the case of the half-line, Ω is given by 8) thus the relevant polygon is convex and the three corners are the points (0, T ), (0, 0), (∞, t).
We refer to these corners as {1, 2, 3}, respectively. Let {µ 1 , µ 2 , µ 3 } be the eigenfunctions corresponding to these corners. These eigenfunctions are independent of the contours from (x j , t j ) to (x, t). Typical contours are shown in figure 3 . For µ 1 , µ 2 , µ 3 , the following inequalities are valid respectively: T (x, t)
(1)
T (x, t) (3) Figure 3 . The contours used to define {µ j } 3 1 .
(a)
Re k
Re k π/3 Hence, the expressions that appear in the first and second columns of (2.7) are analytic and bounded in the following domains of the complex k-plane:
For NLS and mKdV the domains {D j } 4 1 are shown in figure 4 . For these equations, f 1 (k) = k so that C − and C + denote the lower and upper halves of the complex k-plane, respectively.
2.2.
The spectral functions. The crucial advantage of requiring that the functions {µ j } 3 1 solve equation (2.7) is that any two such functions are related via a matrix which has explicit exponential (x, t)-dependence of the form exp
where the function ρ(k) can be computed by evaluating the relevant relation at any convenient point in the domain Ω. In particular, using that µ 2 (0, 0, k) = I, we find the following relations:
where the spectral functions s(k) and S(k) are defined by 11) and Ψ, Φ denote the functions obtained by evaluating µ 3 and µ 2 at t = 0 and x = 0 respectively, i.e.
Hence, Ψ and Φ satisfy the x and t-parts of the associated Lax pair evaluated at t = 0 and x = 0 respectively:
and
Equations (2.12) and (2.13) are equivalent to the following linear Volterra integral equations:
2.3. The global relation. Let F (t, k) denote the eigenfunction obtained from the evaluation of µ 3 at x = 0, i.e.
The eigenfunctions Φ and F satisfy the same differential equation (2.1b), thus they are simply related:
Evaluating this equation at t = T we obtain the global relation
2.4. Notations. The superscripts (+, −, 1, 2, 3, 4) will denote the domain of analyticity of the relevant vector eigenfunction:
For NLS and mKdV, the matrices Q andQ possess certain symmetries, which in turn imply certain symmetries for the eigenfunctions and for the spectral functions:
(2.20)
We will henceforth assume that these symmetries are present.
2.5. The RH problem. Equations (2.9) together with the estimate
for k in the domain in which µ j is bounded and analytic, can be used to formulate a RH problem. Indeed, equations (2.9) can be written in the form
where
, and the matrices M − , M + , J are defined as follows:
2.6. The main rigorous result. The above derivation is based on the assumption that there exists a solution of the given nonlinear PDE with appropriate smoothness and decay. The rigorous justification of the unified transform method is based on the following important result, first proved in [45] in connection with the NLS equation:
where Ψ(x, k) is the solution of (2.12), or equivalently of (2.14) and Q 0 (x, k) is uniquely defined in terms of q 0 (x) (with q(x, 0) replaced by q 0 (x)).
(ii) Given a subset of the boundary values
assume that it is possible to construct the spectral functions {A(k), B(k)},
under the following requirements: (a) Φ(t, k) is a solution of (2.13), or equivalently of (2.15), whereQ 0 (t, k) is defined in terms of g j , j = 0, 1, 2. (b) Φ satisfies the restriction
where F (t, k) is some function whose first and second columns are analytic in k in C − and C + and
(iii) Define the RH problem with the jump condition (2.22) in terms of the spectral
Then, the unique solution of this RH problem can be used to compute a function q(x, t) which solves the given nonlinear PDE and furthermore,
The above theorem shows that the rigorous justification of the unified method reduces to the following problem: Given {a(k), b(k)} and a subset of {g 0 , g 1 , g 2 }, characterize {A(k), B(k)} from the requirement that Φ(t, k) satisfies (2.13) and (2.24).
It turns out that: (a) For linearizable boundary conditions, it is possible to express explicitly {A(k), B(k)} in terms of {a(k), b(k)} and the given boundary conditions. (b) For non-linearizable boundary conditions, it is possible to express {A(k), B(k)} in terms of a system of two nonlinear equations which can be iteratively solved for 'small' boundary conditions. Remark 2.1. For the NLS, there exists one unknown boundary value. Thus, one might expect that since the global relation (2.24) provides one equation connecting this unknown function with the given initial and boundary conditions, in this case it is possible, by utilizing the global relation, to characterize the unknown boundary value. However, for the mKdV, there exist two unknown boundary values. In this case, the solution of the associated linear problem suggests that it is impossible to solve this problem, unless one uses the transformation which leaves f 2 (k) invariant in order to obtain an additional equation from the global relation.
Remark 2.2. It is important to note that the rigorous result mentioned earlier does not require the knowledge of the explicit form of F ; it only requires the existence of a function F with specific analyticity properties. This suggests that the most efficient approach of characterizing {A(k), B(k)} is to actually eliminate F . This is precisely the philosophy used in the linear limit for the derivation of the generalized Dirichlet to Neumann map and it is also the philosophy used in [7, 35, 83] .
The NLS equation
We consider the Dirichlet and Neumann boundary value problems for the NLS equation (2.3a) posed on the half-line.
where F (t, k) is some function whose first and second columns are analytic and bounded in C − and C + respectively and
We can write the (12) entry of the global relation (2.17) as
The function c(t, k) is analytic and bounded in Im k > 0 away from the possible zeros of a(k). The functions a(k) and b(k) are analytic and bounded in D 1 ∪ D 2 , while A(k) and B(k) are entire functions which are bounded in
and Φ 2 (t, k) are entire functions which are bounded for k ∈ D 2 ∪ D 4 . Furthermore, the second column vector of equation (2.15) yields
2) shows that whereas Φ 1 andΦ 2 e −4ik 2 t are bounded in D 2 ∪ D 4 , the combination appearing on the right-hand side of (3.2) is also bounded in D 1 .
3.2.
Asymptotics. Integration by parts in (3.3) shows that
where Φ
and the closed one-form ∆ is defined by
In particular, we find the following expressions for the boundary values:
We will also need the asymptotics of c.
Lemma 3.1. The global relation (3.2) implies that the large k behavior of c(t, k) satisfies
Proof. See appendix B. 2 3.3. The Dirichlet and Neumann problems. The following theorem expresses the spectral functions A(k) and B(k) in terms of the prescribed initial and boundary data via the solution of a system of nonlinear integral equations. This result was already derived in [35] using the GLM representations for Φ 1 and Φ 2 . However, the derivation here does not require the use of the GLM representations; the result is instead deduced directly from the asymptotics of the eigenfunctions as k → ∞. We let ∂D j , j = 1, . . . , 4, denote the boundary of the j'th quadrant D j , oriented so that D j lies to the left of ∂D j . Theorem 3.2. Let T < ∞. Let q 0 (x), x ≥ 0, be a function of Schwartz class. For the Dirichlet problem it is assumed that the function g 0 (t), 0 ≤ t < T , has sufficient smoothness and is compatible with q 0 (x) at x = t = 0. Similarly, for the Neumann problem it is assumed that the function g 1 (t), 0 ≤ t < T , has sufficient smoothness and is compatible with q 0 (x) at x = t = 0. Suppose that a(k) has a finite (possibly empty) set of simple zeros, which are denoted by {k j } N 1 ; assume that no zeros occur on the boundaries of D 1 and D 2 .
Then the spectral functions A(k) and B(k) associated with the NLS equation (2.3a) are given by
where the complex-valued functions Φ 1 (t, k) and Φ 2 (t, k) satisfy the following system of nonlinear integral equations:
(a) For the Dirichlet problem, the unknown Neumann boundary value g 1 (t) is given by
where {χ j } 2 1 denote the odd combinations formed from
(b) For the Neumann problem, the unknown Dirichlet boundary value g 0 (t) is given by
where {χ j } 2 1 denote the even combinations formed from {Φ j } 2 1 , i.e.
Proof. Equations (3.9) and (3.10) follow from the definition of Φ 1 and Φ 2 and from (2.15).
(a) In order to derive (3.11) we note that equation (3.7b) expresses g 1 in terms of Φ 1 . Furthermore, equations (3.6) and Cauchy's theorem imply 1 defined by (3.15) and (3.16), we do not obtain an effective characterization. The latter representation requires the appearance of χ 1 and χ 2 . In this respect we note that
The last step involves using the global relation (3.2) in order to compute the second term on the right-hand side of (3.18):
Using the asymptotics (3.8) of c(t, k) and Cauchy's theorem to compute the first term on the right-hand side of (3.19) and using the transformation k → −k in the second term on the right-hand side of (3.19), we find 
The last step involves using the global relation (3.2) and to compute the second term on the right-hand side of (3.22):
Using the asymptotics (3.8) of c(t, k) and Cauchy's theorem to compute the first term on the right-hand side of (3.23) and employing the transformation k → −k in the second term on the right-hand side of (3.23), we find
Equations (3.22) and (3.24) together with (3.7a) yield (3.13). 2 Remark 3.3. The Dirichlet and Neumann problems for the NLS equation on the half-line can now be solved as follows: If a(k) has no zeros, the functions A(k) and B(k) enter the formulation of the RH problem of subsection 2.5 only in the combination A(k)/B(k) for k ∈ ∂D 3 . For the Dirichlet problem, substituting the expression (3.11) for g 1 (t) into (3.10) yields a system of quadratically nonlinear integral equations involving the functions Φ 1 (t, k) and Φ 2 (t, k), 0 < t < T , k ∈ R ∪ iR. For the Neumann problem, substituting the expression (3.13) for g 0 (t) into (3.10) yields a system of quadratically nonlinear integral equations for Φ 1 (t, k) and Φ 2 (t, k). Assuming that these systems have unique solutions, A(k)/B(k), k ∈ ∂D 3 , can be determined from (3.9). In fact, we will show in the following subsection that these nonlinear systems provide effective characterizations of A(k) and B(k) in the sense defined in the introduction. In particular, the systems can be solved recursively to all orders in a perturbative scheme. If a(k) has zeros, the sum of residues also needs to be taken into account.
3.4. Effective characterization. Substituting into the system (3.10) the expansions
26) 27) where > 0 is a small parameter, we find that the terms of O (1) give Φ 10 ≡ 0 and Φ 20 ≡ 1; the terms of O( ) give Φ 21 ≡ 0 and
On the other hand, expanding (3.11) and assuming for simplicity that a(k) has no zeros, we find
The Dirichlet problem can now be solved perturbatively as follows: Let χ j , j = 1, 2, denote the odd combination in k formed from Φ j as defined in (3.12). The odd part of (3.28) yields
Given g 01 , we can use this equation to determine χ 11 (t, k). We can then compute g 11 from (3.30) and then Φ 11 follows from (3.28). In the same way, we can use the odd part of (3.29a) to determine χ 12 ; we use χ 12 to compute g 12 , and then Φ 12 and Φ 22 follow from (3.29) . This recursive scheme can be continued indefinitely. Indeed, suppose Φ 1j , Φ 1j , and g 1j have been determined for all 0 ≤ j ≤ n − 1, for some n ≥ 0. The terms in (3.10) of O( n ) give
where 'lower order terms' denotes an expression involving known terms of lower order. Similarly, the terms of O( n ) of the integral representation (3.11) for g 1 give
The odd part of (3.32a) yields χ 1n (t, k) = 4k t 0 e 4ik 2 (t −t) g 0n (t )dt + lower order terms.
Substituting the solution χ 1n of this equation into (3.33), we find g 1n and then Φ 1n and Φ 2n are found from (3.32). This shows that for the Dirichlet problem Φ 1 and Φ 2 can be determined to all orders in a perturbative scheme by solving the nonlinear system of theorem 3.2 recursively. Similarly, for the Neumann problem, substituting the expression (3.13) for g 0 (t) into (3.10) yields a system of quadratically nonlinear integral equations for the functions Φ 1 (t, k) and Φ 2 (t, k). This nonlinear system can be solved recursively to all orders perturbatively and therefore it provides an effective characterization of A(k) and B(k) for the Neumann problem. Indeed, lettinǧ χ 1 = χ 11 + χ 12 + · · · , the even part of (3.28) yieldš
while (3.13) yields
Since g 1 is known, (3.34) can be solved forχ 11 , and then g 01 can be determined from (3.35). After g 01 has been found, Φ 11 can be computed from (3.28). Extending this procedure to higher orders we find, just like in the case of the Dirichlet problem, a recursive scheme which can be used to determine Φ 1 and Φ 2 to all orders.
Remark 3.4. The function g 0 , in addition to (3.13), also admits the following alternative representation:
However, this alternative representation is not suitable for the effective solution of the Neumann problem. Indeed, for the Neumann problem, we can findχ 1n from the terms of O( n ), so that the representation (3.13) can be used to find g 0n . However, the function χ 1n remains unknown, so that the representation (3.36) cannot be used to find g 0n .
The mKdV equation
We consider the mKdV equation (2.4a) posed on the half-line.
4.1.
Asymptotics. In this case, the Φ j 's admit the asymptotics
2 (t)
and the closed one-forms ∆ and∆ are defined by
1 , (4.2a)
1 , (4.2b)
2 .
(4.2c)
We will also need the asymptotics of the function c(t, k) defined in (3.1).
Lemma 4.1. The global relation (3.2) implies that the large k behavior of c(t, k) satisfies
Proof. See appendix B. 
The Dirichlet and Neumann problems.
We can now derive effective characterizations of A(k) and B(k) for the Dirichlet (g 0 prescribed), the first Neumann (g 1 prescribed), and the second Neumann (g 2 prescribed) problems. Define α by α = e 2πi/3 and let {χ j ,χ j ,χ j } 2 1 denote the following combinations formed from {Φ j } 2 1 :
Theorem 4.2. Let T < ∞. Let q 0 (x), x ≥ 0, be a function of Schwartz class. For the Dirichlet problem it is assumed that the function g 0 (t), 0 ≤ t < T , has sufficient smoothness and is compatible with q 0 (x) at x = t = 0. Similarly, for the first and second Neumann problems it is assumed that the functions g 1 (t) and g 2 (t), 0 ≤ t < T , have sufficient smoothness and are compatible with q 0 (x) at x = t = 0, respectively. Suppose that a(k) has a finite (possibly empty) set of simple zeros, which are denoted by {k j } N 1 ; assume that no zeros occur on the boundaries of D 1 and D 2 . Then the spectral functions A(k) and B(k) associated with the mKdV equation (2.4a) are given by
4)
(a) For the Dirichlet problem, the unknown Neumann boundary values g 1 (t) and g 2 (t) are given by
(b) For the first Neumann problem, the unknown boundary values g 0 (t) and g 2 (t) are given by
(c) For the second Neumann problem, the unknown boundary values g 0 (t) and g 1 (t) are given by
Proof. (a) In order to derive (4.6a) we note that equation (4.2b) expresses g 1 in terms of Φ
2 and Φ
1 . Furthermore, equations (4.1) and Cauchy's theorem imply
Thus, 10) where I(t) is defined by
The last step involves using the global relation (3.2) to compute I(t):
Using the asymptotics (4.3) of c(t, k) and Cauchy's theorem to compute the first term on the right-hand side of (4.11) and using the transformations k → αk and k → α 2 k in the second term on the right-hand side of (4.11), we find
Equations (4.10) and (4.12) imply
This equation together with (4.2b) and (4.9) yields (4.6a). In order to derive (4.6b), we note that (4.2c) expresses g 2 in terms of Φ
2 , and Φ (1) 2 . Equation (4.6b) follows from the expression (4.9) for Φ (1) 2 and the following formulas:
(b) In order to derive the representations (4.7) relevant for the first Neumann problem, we use (4.2) together with (4.9), (4.13a), and the following formulas:
Re k Figure 5 . The contour Γ is defined in such a way that αΓ and α 2 Γ pass above the zeros of a(k) (these zeros are indicated by x's in the figure).
(c) In order to derive the representations (4.8) relevant for the second Neumann problem, we use (4.2) together with (4.9) and the following formulas:
The proofs of the formulas (4.13)-(4.15) rely on arguments similar to those used in the proof of (4.6a).
2 Remark 4.3. The sums over the zeros of a(k) that appear on the right-hand sides of (4.6)-(4.8) can be absorbed into the integrals involving R(αk) and R(α 2 k) by replacing the integration contour ∂D 3 for these integrals by Γ, where Γ is a contour obtained by deforming ∂D 3 in such a way that αΓ and α 2 Γ pass above all the zeros of a(k) in D 1 and D 1 , respectively, see figure 5.
Effective characterization.
The nonlinear system for Φ 1 and Φ 2 obtained by substituting the expressions (4.6) for g 1 and g 2 into (4.5) provides an effective characterization for A(k) and B(k) for the Dirichlet problem for mKdV. Similarly, substituting the representations (4.7) and (4.8) into (4.5) yields an effective characterization of A(k) and B(k) for the first and second Neumann problems respectively. Indeed, substituting into the system (4.5) the expansions
where > 0 is a small parameter, we find that the terms of O (1) 
The Dirichlet problem can now be solved perturbatively as follows: Expanding (4.6a) and (4.6b) and assuming for simplicity that a(k) has no zeros, we find
Using equation (4.17a) to determine χ 11 , we can determine g 11 , g 21 from (4.18); then Φ 11 can be found from (4.16). These arguments, just like in the case of NLS, can be extended to higher orders and thus yields a constructive scheme for computing A(k) and B(k) to all orders. Similarly, for the first Neumann problem, the expansion of (4.7) gives
In this case, we first use equation (4.17b) to determineχ 11 ; we then determine g 11 , g 21 from (4.19); then Φ 11 can be found from (4.16). For the second Neumann problem, we use a similar argument based on (4.17c). In all cases, the system can be solved perturbatively to all orders.
The mKdVII equation.
An important question in the analysis of initialboundary value problems is the determination of the number of boundary conditions needed for a well-posed problem. For the mKdV equation (2.4a) considered earlier (in this subsection we will denote this equation by mKdVI), we have seen that one boundary condition must be imposed at t = 0. On the other hand, for the mKdVII equation, which has a minus sign in front of ∂ 3 q/∂x 3 ,
two boundary conditions must be prescribed at t = 0 for a well-posed problem. How does this difference between mKdVI and mKdVII manifest itself in the present formalism?
To answer this question we will assume for simplicity that q 0 = 0. There exist three different representations for g 0 (t) for mKdVI:
The latter two representations are useful for the effective solutions of the first and second Neumann problems, respectively. Indeed, the perturbative equations (cf. equation (4.17))
show that if g 1 and g 2 are known, thenχ 1 andχ 1 respectively can be determined uniquely at each step of the perturbative expansion. The second representation in (4.20) is derived by noting that
Since Φ 1 is bounded and analytic in C \ D 3 , each of the integrals on the right-hand side can be computed individually and this yields
The third representation is derived in the same way by noting that
Let us now consider the situation for mKdVII. We claim that the representations in (4.20) have the following analogs for mKdVII:
Indeed, mKdVII admits the Lax pair
Proceeding as in the case of mKdVI, we find
1 . Using this relationship it is straightforward to derive, just like in the case of mKdVI, the first representation in (4.23). Morever, equations (4.22)
Re k π/3 Figure 6 . The domains {D j } 4 1 for mKdVII.
are also valid for mKdVII. However, in this case the analyticity domain C \ D 3 of Φ 1 is smaller (see figure 6 ) and this prohibits the evaluation of the integrals on the right-hand sides of (4.22) . In order to proceed, we now have to consider the sum of equations (4.22a) and (4.22b):
1 , which yields the second representation in (4.23). In summary, whereas there exist three different representations (4.20) of g 0 for mKdVI, there exist only two such representations for mKdVII. Since the perturbative equations (4.21) are also valid for mKdVII provided that the signs of g 0n and g 2n are reversed, the second representation in (4.23) can be used to determine g 0 at each step of the perturbative scheme provided that both g 1 and g 2 are prescribed.
Similar remarks apply to the representations of g 1 and g 2 . For example, for g 2 there exist three different representation for mKdVI involving χ 1 ,χ 1 andχ 1 , respectively; the former two are useful for the effective solutions of the Dirichlet and first Neumann problems, respectively. On the other hand, for mKdVII there exist only two representations involving χ 1 +χ 1 andχ 1 respectively (cf. equation (1.18a) in [35] ); the former can be used to give an effective solution provided that both g 0 and g 1 are prescribed.
The Dirichlet to Neumann map
We have shown in sections 3 and 4 that the spectral functions associated with the Dirichlet and Neumann problems for NLS and mKdV are characterized by nonlinear integral equations which can be solved perturbatively to all orders. In this section, we demonstrate that these integral equations can also be employed to construct perturbatively the generalized Dirichlet to Neumann map.
Consider the Dirichlet problem for NLS on the half-line. The perturbative construction of the Dirichlet to Neumann map involves the following: Given initial data q 0 (x) and Dirichlet data g 0 (t) in the form
where > 0 is a small parameter, determine the coefficients {g 1n (t)} n≥1 in the expansion of the corresponding Neumann data,
in terms of {q 0n (t), g 0n (t)} n≥1 . Assuming for simplicity that q 0 (x) ≡ 0, we will derive expressions for g 11 , g 12 , and g 13 in terms of g 01 , g 02 , g 03 for NLS on the half-line.
Similar results can be obtained for the Neumann to Dirichlet map for NLS, as well as for the various generalized Dirichlet to Neumann maps for mKdV.
be the perturbative solution of the NLS equation on the half-line satisfying the initial conditions q(x, 0) = 0, x > 0, and the Dirichlet boundary conditions
where {g 0n (t)} n≥1 are sufficiently smooth functions compatible with the zero initial data, i.e. g 0n (0) =ġ 0n (0) =g 0n (0) = · · · = 0, n ≥ 1. Then, the first few coefficients in the expansion (5.1) of the Neumann data g 1 (t) = q x (0, t) are given by the following formulas:
2) Proof. Let
and let {χ j } 2 1 and {χ j } 2 1 be the odd and even combinations formed from {Φ j } 2 1 as in (3.12) and (3.14). Let
j2 + · · · . We first prove (5.2). By (3.30),
Substituting the expression (3.31) for χ 11 into (5.4) and integrating by parts, we find
Using the identity 
Thus, letting I denote the first integral on the right-hand side of (5.7), i.e.
we find
Integration by parts yields
Using the identity (5.6) to perform the dk integrals, we deduce that
We next integrate the terms involving 1/ √ t − t + t − t by parts with respect to dt . The total contribution of lines 2-5 of the above expression yields
while the last two lines combine nicely with the sixth line. We thus arrive at
On the other hand, using the identity
is a smooth function, we find that the second integral on the right-hand side of (5.7) can be written as follows:
Equations (5.7), (5.8), and (5.9) imply (5.3). 2
Conclusions
As it was mentioned in the introduction, linear PDEs involving only second order derivatives can be analyzed by an appropriate extension from the half-line to the full line. In analogy with the linear case, linearizable BVPs for the NLS and the sG equations have been studied via techniques based on an appropriate extension from the half-line to the real line. These extensions yield explicit conditions on the scattering data for an initial value problem formulated on the full line, see [1, 5, 28, 54, 82] .
It is of course possible to map the RH problem obtained by the unified method to the RH problem obtained via an extension from the half-line to the full line, see for example [46] . However, as it was noted in the introduction, the unified method has the advantage that it always yields solutions that are uniformly convergent at the boundaries. Furthermore, the unified method is apparently the only approach that can be applied to linearizable BVPs for PDEs involving third order derivatives such as the KdV and the mKdV equations.
Appendix A. A comparison of the unified method with the approach of [18] In sections 3 and 4 an effective characterization of the generalized Dirichlet to Neumann map for the NLS and the mKdV equations respectively, was presented. The effectiveness was demonstrated by showing that the relevant nonlinear equations can be solved perturbatively via a well-defined recursive scheme. Furthermore, in the linear limit, the relevant formulas coincide with the formulas obtained by solving, via the new method, the associated linearized equation.
It was noted in the introduction that for the special case of the NLS on the half-line (but not for the mKdV on the half-line, or even for the NLS on the finite interval), the approach introduced in [18] yields expressions for g 0 (t) in terms of q 0 (x) and g 1 (t) for the Neumann problem and similarly for the Dirichlet and the Robin problems. In what follows we compare the unified method with the approach of [18] for the following slight generalization of the linearized version of the NLS:
where α is a real constant.
A.1. The unified method. We first implement the new method. Equation (A.1) can be written in the following divergence form:
where the dispersion relation w(k) is given by
We note that equation (A.2a) and Green's theorem immediately imply the global relation
whereû(k, t) denotes the half-Fourier transform of u(x, t) and the spectral functions {û 0 (k),g(k, t)} are defined as follows: 
Jordan's lemma implies that it is possible to replace in the second term of (A.6) the integral along the real axis with an integral along the contour ∂D which consists of the union of two rays:
We next consider the transformations k → ν(k), which leave w(k) invariant:
Replacing in equation (A.3) k with ν(k) = −k − α, we find
In the case of the Neumann problem, we use (A.7) to eliminateg 0 , i.e. to eliminate the transform of the unknown Dirichlet boundary values. Solving equation (A.7) forg 0 , substituting the resulting equation in (A.6), where the contour in the second integral is given by ∂D, and employing Jordan's lemma to show that the contribution ofû(−k − α, t) vanishes, we find
Remark A.1. 1. Equation (A.8) expresses u(x, t) in terms of the Fourier transform u 0 (k) of the initial data u 0 (x) and of a t-transform of the Neumann data g 1 (t) := ∂ x u(0, t). 2. By employing Jordan's lemma, it follows thatg 1 (w(k), t) can be replaced with g 1 (w(k)), whereg
A.2. The approach of [18] . We next consider the approach of [18] in the special case of α = 0. In this case, equation (A.6) becomes
The important new idea introduced in [18] has the following implementation for linear PDEs: Eliminate directlyg 0 from equation (A.10). In this respect, evaluating equation (A.10) at x = 0, multiplying the resulting equation by exp(ik 2 τ ), and integrating with respect to τ from τ = 0 to τ = t, we find
Due to the invariance ofg 0 (l 2 , τ ) under the transformation l → −l, I 0 (τ ) vanishes and (A.12) becomes
This equation expresses directlyg 0 in terms of the known transformsû 0 (l) and g 1 (l 2 , τ ). Substituting (A.14) into (A.10) we find a formula expressing u(x, t) in terms of the given initial and boundary conditions (albeit, this formula is more complicated than equation (A.8) evaluated at α = 0). It appears that the above approach cannot be applied to PDEs whose dispersion relation is not invariant under the transformation k → −k. For example, if α = 0, the analogue of equation (A.12) is now the following equation:
In this case I(τ ) = 0, hence (A.15) does not provide an explicit expression forg 0 in terms of the given initial and boundary conditions. The above discussion suggests that the effective treatment of linear and integrable nonlinear PDEs requires the explicit use of the transformations which leave the linearized dispersion relation invariant. It follows that these functions admit an expansion of the form (see chapter 6 of [14] )
where the coefficients α j (t), β j (t), j ≥ 0, are column vectors which are independent of k. We determine the coefficients by substituting (B.2) into (B.1) and using the initial conditions α 0 (0) + β 0 (0) = (0, 1) T , α 1 (0) + β 1 (0) = (0, 0) T .
This yields
1 (t) Φ Substituting these expansions into the global relation (3.2), we find c(t, k) = Φ
The assumption that c(t, k) is of O(1/k) as k → ∞ in C + implies that the terms in (B.4) involving e −4ik 2 t must vanish, i.e. for consistency we require
1 (0). (B.5)
Using the expressions for b (1) and Φ For this solution it is possible to compute {Φ j } 2 1 explicitly: + (2k + 1)(2k − i tanh(2t) + 1) (2k + 1) 2 + 1 .
It is easy to verify that the relevant asymptotics is of the form (B.3).
Appendix C. The necessity of computing A(k) and B(k)
We consider NLS with vanishing initial conditions and 'small' Dirichlet boundary conditions, q(0, t) = g 01 (t) + 2 g 02 (t) + 3 g 03 (t) + O( 4 ), → 0. (C.1)
We expand the unknown Neumann boundary values in the form q x (0, t) = g 11 (t) + 2 g 12 (t) + 3 g 13 (t) + O(
The global relation (2.17) becomes
where F 1 and F 2 are analytic functions of k in C + and of order 1+O(1/k) and O(1/k) respectively as k → ∞ in C + . The spectral functions can be expanded in the form
The definition of B(k) yields Replacing in the O( ) terms of the global relation (C.3b) k with −k and then using the symmetry relation (C.6), we find
The function F 1 (T, −k) is unknown, however using the fact that it is bounded and analytic in k for k ∈ C − , it follows that its contribution vanishes. It turns out that the situation for B 2 (k) is similar, however, the unknown functions entering in the right-hand side of the equation for B 3 (k) yield a nontrivial contribution. Indeed, in order to express {A(−k), B(−k)} in terms of {A(k), B(k)} and g 0 (t), we replace k by −k in the ODE (2.13) satisfied by Φ; denoting byˆthe operation of replacing k with −k we find: Replacing in the O( 2 ) and O( 3 ) terms of the global relation (C.3b) k with −k and using equations (C.11) and (C.12), we find
T 0 e 4ik 2 τ g 02 (τ )dτ − e 4ik 2 T F 2 (T, −k), k ∈ C − , (C.13)
T 0 e 4ik 2 τ g 03 (τ )dτ − e 4ik 2 T F 3 (T, −k) − U (k), k ∈ C − . (C.14)
The contribution of the terms involving F 2 (T, −k) and F 3 (T, −k) vanishes, however, U (k) involves terms, such as B 1 , which are not bounded for k ∈ C − , thus the contribution from U (k) does not vanish. This makes it necessary to determine B 1 in terms of g 0 .
Appendix D. A less effective approach
It is possible to characterize F 1 (t, k) and F 2 (t, k) in terms of a system of nonlinear singular integrodifferential equation. Indeed, the functionsF and F satisfy equation (C.9) but only for k ∈ R. The (12) Assuming that F 1 (t, k) has no zeros for k ∈ C + , the determinant condition
2)
The function F 1 (t, k) is bounded and analytic for k ∈ C − , hence it can be represented in the form Each term of this equation is bounded and analytic for k ∈ C − , thus the substitutions (D.3) yield a single equation, which actually turns out to be an identity. 2. The appearance of the Hilbert transform makes the above system of equations hard to analyze. A system of singular integrodifferential equations was also presented in [19] , see equation (4.6) . Actually the first such system of equations was presented in [28] by using an odd extension from the half-line to the full line. It appears that the system of [28] is simpler than both the system presented in [19] and the system presented here.
