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Abstract 
Orthodox economic theory does not investigate the connection between design and economic growth in details but design affects the economy. 
Design is very important for realizing the radical invention for economic growth and it  has important roles in industry lifecycle and at different 
stages of business cycle. In this paper, it was investigated the relationship between sales from production, exports, gross value added (US,İhr,BKD) 
and about was investigated from 1982 to 2012 for 1.000 largest firms in Turkey. The data was withdrawn from 1.000 largest firms represented by 
the Istanbul Chamber of Industry (ICI) in order to determine impacts of design on firms, The firms that undertake design activities and that 
continuously take place among the top 1000 between 1982 and 2012 and which comply with similar performance criteria and the sector differences 
for group 4 were neglected. The panel cointegration test and Granger Causality methods were employed to examine the relationship.  Granger 
causality result determined there is evidence of bidirectional causality between the variables (sales from production- labor,   sales from production – 
gross value added  and labor) in all groups. 
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1. Introduction 
Orthodox economic theory does not investigate the connection between innovation, design and economic growth in 
details but innovations on every level of life, changing products, processes and organizations, have created the effects 
on economic growth.  Technological innovations accept as an exogenous variable. On the other hand, Hayek (1948) 
determined that economic problems arise as consequence of change but Neo-Classical school avoided its 
consequences. Heskett(2009) showed Hayek’s emphasis on economics being innately concerned with the 
consequences of change and design 
    Thorsten Veblen(1870) as founder of institutional theory is developed the concept of conspicuous consumption 
as an index of wealth and status. Then Duesenbery (1948, 1949) emphasized conspicuous effect and conspicuous 
production.  The concept of conspicuous consumption and production is included the effect of design. Heskett(2009) 
determined in the contemporary world, conspicuous consumption has moved down-market. In China, for example, 
where Western brands have become an index of status.  
Schumpeter (1942) criticized the incapacity of orthodox theory to deal with dynamic changes and he emphasized 
the role of innovation as the main stimulant of growth. According to Schumpeter (1942), the waves of technological 
revolution sweep old industries away and replace them by new ones in a process of “creative destruction”. Schumpeter 
accepted  that capitalism reform regularly on economic structure and this structure accrue with technical improvement. 
 
a
* Corresponding author. Tel. + 90-212-383-2527  fax. +90-212-259-4202 
E-mail address: bildiri@yildiz.edu.tr 
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under respo sibility of the I ternational Conference on Leadership, Technology, Innovation and Business Management
194   Melike Bidirici and Eda Bohur /  Procedia - Social and Behavioral Sciences  210 ( 2015 )  193 – 202 
So, there is a creative destruction. Long term growth is provided by technical innovation and technical innovation is 
provided by creative mental. In this condition, Schumpeter showed that price was  not the dominant criterion in 
competition.  
            New Growth Theory, among them, Paul Romer, Paul David, Nathan Rosenberg and W. Brian Arthur 
(Heskett, 2009) developed to Schumpeter’s theory. On the other hand Romer (1992) pointed at technical innovation or 
new ideas. He thinks that knowledge savings increase advantage of the firms that use knowledge. Unlike the 
conventional factors of production, labour and capital, ideas are not scarce and convergence between the countries will 
decrease. Rosenberg (1982) accepted knowledge in making technology into an effective instrument except price 
competition.  
           On the other hand, in orthodox economy literature, this kind of coded knowledge is potentially a public good 
and “…it is potentially available to anyone with the ability to understand it. Once ideas are coded, they can be 
possessed by numerous people at the same time, and be made available to any number of people with little or no 
additional cost”(Heskett, 2009). In perspective of neoclassical economy, despite important impact on production, 
design and innovation’s role is external and  technical improvement is equal with public supply.  
        However, It is difficult to determine effect of design on economics. Because there is relate with many other 
elements as investment, competitiveness condition, marketing, innovation, R&D.(Bruce and Bessant,2002) Design can 
increase the performance of firms by changing the value of outputs, cost of inputs, consumer demand  and efficiency 
of the production and it can turn into an important competition tool for the firms. In accordance, design is a 
fundamental requirement for innovation, adding value, increasing market share, growth, assuring national and 
international competitiveness (ability to export and/or increasing export share). Besides, design can have effect to 
change non-price factors as ergonomics, performance, style, endurance, colouring, stability and structure. Corfield, et. 
all (1979), Rothwell and Gardiner (1984), Roy, (1990), Potter(1991), Paul(1999),  Hietamäki (2005 ), Bildirici and 
Bohur (2008) developed different methods to measure the impact of design on economic and on international 
competitiveness.   
       In this study, the impact of design is tested by utilization of variables such as gross value added, sales revenue, 
labour and exports as it can be seen in Bildirici and Bohur,2008. The reason of using these variables for determination 
the value of design is that these variables demonstrate design performance. Design effect consumer demand, product 
price, export, labour productivity. The firms that we analyzed are among the biggest 1000 firms that produce 
according to international standards and have exporting capacities as another firms in the same sector with them. 
Accordingly, the reason for firms having higher value added in comparison to firms of the same sector is incorporation 
in design activities. Especially export activities embrace design effects. Design is necessary for the success in 
international competition. Nowadays in global world it is not possible to export regardless of design. The other 
criterion that is used is sales revenue as measure of consumer demand and gross value added is measure of design and 
labour productivity. 
        In the first section of the study, the effects of design on economy are determined. Turkey’s design 
performance is included the second section. Third section takes place a panel co-integration analysis and fourth section 
covers econometric results. 
2. The  Effects of  Design on Economics 
The relationship between design and economy is rarely investigated. Design is very important to realize the radical 
invention as an innovation and it has important roles in industry lifecycle and at different stages of economic up and 
downturn.  
         On the other hand, design is not only an important part of the innovation process but also contributes to 
different stages of lifecycle of technology and production. (Walsh et al., 1992)  Each elements of design is represented 
within the innovation model. Clearly, design and innovation are inextricably linked (NIZ: 4; DTI, 2005; Bohur ,2007).  
Design, innovation and R&D have effects on increasing the firms’ revenue. Design helps firms in 
diversification of products. This is due the resources and time is more limited for design instead of innovation. Mostly 
design improvements of firms are bread and butter of the product development. Successful redesign, component 
improvement and evolution of the product to improve its performance would increase product quality and reduce its 
costs(Walsh,2000). While innovation and design with its relatively narrow meaning become more prominent for 
sustainable growth, it is considered essential to establish mechanisms to flourish design and to increase opportunities 
to reach capital in order to establish design economics.  
Design has an important role in change and appearance of demand. As design starts to increase the 
importance of non-price factors on demand and changes the demand relationship we interpret in the scope of quantity-
price relations, it also signifies the inverse demand relationship. But design is not always effective on customer’s 
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product demand. Design is an important competitiveness tool for firms. Also design can lead to a change non-price 
factors as ergonomics, performance, style, endurance, colouring, stability and structure.(Hietamäki et al .,2005) 
 Design is an important competition element for the firms and also  its an important marketing element which 
helps to  increase firm’s image and dependence of the customers (DTI 21). On the other hand creativity and design are 
important power for increasing firm image and customer loyalty. Because of that reason personal choices are more 
important than massive choices for design options. Design effect on demand is not same as incredible innovation or 
price effect. It is not possible to say that design can move the demand curve totally to right direction. (the similar 
outlook about demand curve shifting can be found the study (Johnson and Myatt (2004). Because although if price 
doesn’t change, new design may not be preferred by all consumers. So some consumers will continue to prefer and 
buy the product, some will stop buying and some will be neutral also it’s uncertain that which situation would be 
effective.(Johnson and Myatt,2004)                                                 
Product design application and consumer demand studies are related with Lancaster (1966, 1971) and Wash 
et al.,(1992). Walsh (1992) determined that decision and choices about design determine component configuration and 
manufacturing- montage  material so design affects production expenses. On the other hand design also affects product 
life circle. It can be expected from service costs to reduce and total cost that appearing during the total using period to 
decline as the reliability of the product is increases. Mussa-Rosen (1978) and Johnson-Myatt (2003b, 2003a) papers in 
this context are important. Due to J. P. Johnson and D.P. Myatt (2004), design will rotate the demand curve rather than 
shifting it and it will affect the distribution of expected value of consumers ( Johnson and Myatt,2004).   
On the other side, design is important the policy tool in perspective of international competition and trade. 
While Smith (1776),’s absolute advantage and Ricardo (1819)’s comparative advantage theories have been discussed 
today as well but  international trade has changed significantly in the 1960s. In this process, Posner (1961) introduced 
a new product may export it at least until imitators come into the market, and he explained non-price factors including 
innovation, the product cycle, the operation of multinational enterprises, delivery dates an sales efforts in 
competitiveness firstly (Bohur,2007). 
          Non-price factors were defined firstly by the product life cycle approach of Vernon (1966). In the scope of 
development of trade theories, studies of Vernon (1970), Hufbauer (1970), Wells (1972), Soete (1985), Dosi (1990) 
were important. The important point of these theories can be allowed to continuously produce qualitatively 
differentiated. Due to Dosiet et al (1990),  Soete (1988) learning based on comparative advantage is the fundamental 
of the process as innovative advantages can be established by staged accumulation of capital and technology that are 
accessible by sectors and that are both the cause and result of the technological focus. 
           Fegerberg (1985) investigated the contribution of technological innovation to economic growth and  
accepted design as a part of innovation and technological change. Ughanwa and Baker (1989), on the other hand, 
studied the role and impact of design on international competition and they found that design and its related factors 
increases the competitive power.  Economics is important from the design perspective in international competitiveness 
world. Its important to manage all dimensions of design as well as to unite them productively for inretnational 
competitiveness power. (Walsh et al 1992- Oyemeka et.al., 1989) 
              But it is hard to measure the effect of design on economy and international competitiveness, whereas it is 
known that this impact is large and significantly important. Even if the economic impact of the design is 
multidirectional, it is hard to separate its effect from other factors as investment, marketing, competitive 
conditions…etc.There is also another advices that not to separate them and try to mesure their additive one by one. 
This effect is strong because of their cooperation (Bruce and Bessant,2002)  (Potter et.all (1991), Hietamäki (2005 ),  
Pres, et al (1995),    Paul et al (1999), Corfield, all (1979), Rothwell, Gardiner (1984), Vivien et al (1992), Ughanwa 
and  Baker(1989), Johnson and Myatt (2004), Hietamäki, et al (2005),  Hertenstein et al (2005),   have designated 
different methods to measure the effect of design on economy and/or international competition. Design can enable 
valuable competitive advantage. 
            When looking the Worlds Economic Forum’s Competitiveness report,  it is seen that the countries which 
use design, attend to design dimensions are the competitiveness countries. Ever since middle of 2000’s emerging 
countries production rate is increasing instead of developed countries. 
            All identified ways of managing design are basically non-price factors, most of which influenced by design, 
once again emphasizing the importance of design in international competitiveness (Oyemeka et.al.,1989)                        
The countries which have recognized the importance of design in the economics, have national design policy and 
supporting design concept programs. In the mid-1950s, there existed trained professional designers in Japan. Policies 
based on the Japanese model were also introduced in Korea and Taiwan and similarly have played an important role in 
their economic growth (Heskett; 2009). A host of countries Finland, Ireland, the UK, Taiwan and South Korea have 
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developed policies about design and creativity for increasing international competitiveness.   Many countries 
particularly as England, Japon, Germany accept that design and technology should be supported by government.  The 
most wide-sweeping design policy is applied perhaps in Finland and Korea. 
Table 1: The Global Competitiveness Index 2013-2014 Rankings 
                                     GCI 2013-201    GCI 2012-2013                         
Country/Economy Rank Score Rank Change                         
Switzerland 1 5,67 1 0 Malta 41 4,50 47 6 Mauritania 141 3,19 134 -7 
Singapore 2 5,61 2 0 Poland 42 4,46 41 -1 Angola 142 3,15 n/a n/a 
Finland 3 5,54 3 0 Bahrain 43 4,45 35 -8 Haiti 143 3,11 142 -1 
Germany 4 5,51 6 2 Turkey 44 4,45 43 -1 Sierra Leone 144 3,01 143 -1 
United States 5 5,48 7 2 Mauritius 45 4,45 54 9 Yemen 145 2,98 140 -5 
Panama 40 4,50 40 0 Mauritius 45 4,45 54 9 Burundi 146 2,92 144 -2 
2013 World Economic Forum | www.weforum.org/gcr   
3. Design and Turkey Economics  
             When investigating the effects of the design in Turkish Industry, the importance of the design can’t be 
understood enough but there is some important developments.  The success of  design strategies and relationship 
between design and international competitiveness is perhaps best represented by World Economic Forum’s Global 
Competitiveness report. As it is seen on Table1,  Turkey’s rank is 44 with 4,45. When its looked country profile 
highlights, it attracted attention that it emphasize the lack of Turkey’s innovation with 83 rank and business 
sophistication with 94 rank .  It’s clearly seen that both Turkey global competitiveness and Turkey Innovation signs 
are bad.    
            “2011 Innovation score board” shows that Turkey’s innovation performance is less than the EU average. There 
are four different categories. One of them is innovation leaders another one is innovation followers, third one is 
moderate innovators and the last one is modest innovators. Turkey, Romania, Latvia, Lithuania and Bulgaria are 
modest innovators . But in the last few years Turkey’s indicator of innovation growth is larger than the EU27 
average.(Innovation Union Score Board 2011, 2012) As long as this performance continue, it’s sure that Turkey will 
jump the other category which is called moderate innovators.  According Table ,1 Switzerland, Singapore Germany, 
Sweden, Finland and United States are on the top of the list. When it is looked The Global Compotitivness Report for 
Turkey Turkey is 45’th country with 3,8point with its innovation capacity. So it can be an indicator that Turkey will 
move the higher category is called “moderate innovative countries”.   
4. Sample and Data Collection   
        In this paper, it was used to variables such as sales revenue from production (sh), Exports (ihr), Gross Value 
Added (bkd), Labor (lb). The period covers from 1982 to 2012 but 1986 to 2012 period for some firms.  Bkd is 
significantly important to see the impact of design. Design’s role has been increasing for firms for  their competition 
power in the global world. On the other hand creativity come into prominence to maximize the added value ihr and 
bkd were taken as X=log(Xt ). We used Panel cointegration tests: Pedroni, Fischer and Johansen. In the second stage, 
we used Granger Causality method.   
          Accordingly, the firms that undertake design activities and that continuously take place among the top 1000 
between 1982 and 2012 period for some firms and which comply with similar performance criteria and the sector 
differences for group 4 were neglected. Bossa, Kordsa, Sanko, Arçelik,  Vestel, Simens, Paşabahçe, Anadolu Cam, 
Boytaş, Merinos firms are analyzed within the study. Paşabahçe, Anadolu Cam as group1(from1982 to2012) Arçelik,  
Vestel, Simens as group2(from 1985 to2012), Bossa, Kordsa, Sanko (from 1984 to2012)as group3 and Merinos, 
Boytaş and Bosh Profilo(1999-2012)  as group 4 are analyzed within the study.   The sector differentials of the firms 
for group 4 are not important for the study. One of the main assumptions for the study is the unimportance of sector 
differences of the firms. In order to prove our assumption, firstly the panel data model was solved and the 
heteroscedasticity of the variance was searched.  
           In this study, in order to investigate impacts of design on growth, securing market share and exports of firms, 
the data withdrawn from 1.000 largest firms represented by the Istanbul Chamber of Industry (ICI). In order to 
determine the impact of design on companies, the performance of firms, which had applied for design after the year 
2000 and which take place among the top 10 on design application to Patent Institute, were considered in the first 
sense.  In Table 2 demonstrated below, the firms, which experienced high speed performance growth after having 
started design and which take place among the top 1000 biggest firm in the survey of ICI, take place.   
Table 2:  Top 10 Design Applicants 
 Top 10 Firms That  Applied Design in the Year of 200…   
2002 Boytaş  (2.) 
Paşabahçe cam (3.) 
2004 Boytaş  (1.) 
Merinos (7.) 
2006 Boytaş  (1.) 
Merinos (3.) 
Anadolu cam(10.) 
2009 Merinos (6.) 
Boytaş  (7.) 
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Reference: Turkish Patent Institute, Activity Report 
If one firm is in the top ten design applicants list for at least one year, it means that that firm use design much. The 
reason is that design application does not appear or disappear in a short period of time. One of the good indicators of 
the design effect on the firm performance is the continuity in top 1000 biggest firms.  
             As it is observed from Table 2, Boytaş and Merinos used design intensely and achieved to rank in top 10 
every year in terms of design applications. Arçelik, Anadolu Cam, BSH, Eczacıbaşı and Paşabahçe are the other 
Turkish companies that undertake intensive design activities. As it mentioned before, even having ranked in top 10 
regarding applications one times for design and patent to Patent Institute demonstrates that these firms use design 
activities. It is seen from company performances demonstrated in Table 3 that sales revenue, gross added value and 
exports of these companies are higher than that of the sector average. To sum up, the firms that apply design 
continuously both take place in top 500 firms and as it is seen from Table 3, they appear as leading firms that develop 
faster than the sector. Table 3 demonstrates the performance of some top 10 firms, with regards to application for 
design and/or patent, in comparison with the sectorAs it is seen Table 3; firms are compared with their sector with 
using bar charts and graphs. Firstly  firm compared with its sector with bar charts  then line graphs is used to compare 
the firm’s with its sector by these indicater; average of sales revenue (sh), gross added value (bkd) and exports (ihr).      
Table 3.    Firm Performances 
Firm                        Sh                     Bkd             ihr 
Merinos  
   
Merinos  
   
Boytaş         
  
Boytaş         
  
Paşabahçe 
   
Paşabahçe 
   
Anadolu 
Cam 
   
Anadolu 
Cam 
   
Eczacıbaşı 
Yapı 
   
Eczacıbaşı 
Yapı 
   
Arçelik 
 
   
Arçelik 
  
Siemens 
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Siemens 
   
BSH 
    
BSH 
   
Bossa 
   
Bossa 
   
Sanko 
   
Sanko 
   
Kordsa 
   
 
Kordsa    
Note: 1; firm   2; sector, sh; Sales Revenue, ihr; Exports, bkd; Gross Value Added. On the table as it is seen; on first line is bar charts. On bar charts first bar indicates the firm and second bar 
indicates the sector averages of 2006-2013. In the second line,  graphs are drawn for each firm. It shows the trend of these 3 rates (SH, BKD and IHR) for firm and for the sector for the period 
between 2006 to 2013. The “blue line” seri1 represents the firm and “red line” seri 2 indicates the sector. 
5. Research Methodology: Panel Unit Root,  Cointegration and Causality Analyses 
i. Panel Unit Root Test 
     The popular panel unit root test is   Levin and Lin (1992, 1993, called LL after) panel unit root test. This test allow for fixed 
effects and unit specific time trends and common time trends. In LLC (2003) models allowing for two–way fixed effects, the unit–
specific fixed effects are an important source of heterogeneity. LLC focuses on the asymptotic distributions of this pooled panel 
estimate.   
t-statistic is   2ˆ( 1) 1 1 , 1
1 2
1 1
N T yi t i t
t p N T ui t itNT
U  ¦ ¦   
¦ ¦  
%
%
 (1)             and                 ¦¦
  
 
N
i
T
t
ite uNT
s
1 1
22 ~1              (2) 
The Im–Pesaran–Shin (1997, called IPS after) development LL’s framework by following for heterogeneity of the 
coefficient on the lagged dependent variable (Smith R.P. and Fuertes A.M.,2003, p.40, Bildirici M.; 2004a, 2004b)   
IPS allows for a more realistic and flexible alternative hypothesis. Approach used by IPS in context of the standard  
ADF-test in a panel is: 
, ,, ,
1
1  
p
ij i ti t i i i i t j i t
j
y t y yI HP E U  
 
'     ' ¦  (3)  
 where  yit  stands for each of the variables presented. The null hypothesis and the alternative hypothesis are defined as:  
H0: Ui = 0  for all i   and   H1: Ui <0 for at least one i. Instead of pooling and assuming that Ρi is the same for all N, the 
IPS methodology uses separate unit root tests for the N. The null hypothesis is tested via the t-bar statistic which is  
calculated as the average of the individual ADF statistics,  
1
1
i
N
i
t t
N U 
 ¦                  (4) 
ii. Panel Cointegration Test 
                Most popular test in panel cointegrating test is Pedroni test. Pedroni (1999) derives seven panel 
cointegration statistics.   The heterogeneous panel cointegration test advanced by Pedroni (1999, 2004)  is performed 
as follows: 
0 1 2 3 it= + bkd + lb + ihr +εit i i it i it i itsh tO F J Ew                       (5)         where i=1, ..., N for each firm  in the panel and t=1, 
..., T refers to the time period. The parameters αi and δi allow for the possibility of firm-specific fixed effects and 
deterministic trends. εit denote the estimated residuals which represent deviations from the long-run relationship. To 
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test the null hypothesis of no cointegration, ρi=1, the following unit root test is conducted on the residuals as follows: 
it 1ε i it ituU H    The first category of four statistics is defined as within-dimension-based statistics and includes a 
variance ratio statistic, a non-parametric Phillips and Perron type U  statistic, a non-parametric Phillips and Perron 
type t-statistic and a DF type t-statistic. The second category of three panel cointegration statistics is defined as 
between-dimension-based statistics and is based on a group mean approach (Bildirici M.;2004a, 2004b). 
          The first category of tests uses specification  of null and alternative hypotheses while the second category 
uses 0 : 1, : 1,AH p H p   for all i. where the statistics now require computing N autoregressive coefficient, by using 
the equation  for each ith unit, i.e. in this case heterogeneity is permitted under the alternative hypothesis, Pedroni’s 
(1999) statistics require estimating some nuisance parameters from the long-run conditional variances i th. Finally, 
under the alternative hypothesis, the first within-dimension based statistic diverges to positive infinity, and the right 
tail of the normal distribution is used to reject the null hypothesis of no cointegration. (Drine I.and Rault C.; 2002) 
Pedroni has proposed seven different statistics to test panel data cointegration. The first four are based on pooling, 
which is called the within dimension and the last three are based on the between dimension. Both kinds of tests focus 
on the null hypothesis of no cointegration. The finite sample distribution for the seven statistics has been tabulated by 
Pedroni via Monte Carlo simulations. The calculated test statistics must be smaller than the tabulated critical value to 
reject the null hypothesis of the absence of cointegration (Bildirici:2014).  
Following, Pedroni (1999)  heterogeneous panel and heterogeneous group mean panel cointegration statistics 
are calculated.  Although Pedroni’s methodology allows us to test the presence of cointegration, it could not provide 
an estimation of a long-run relationship. Finally, Pedroni proposed Fully Modified Ordinary Least Squares (FMOLS) 
estimator suggested by Philips and Hansen(1990) for heterogeneous panel. 
1
1ˆ ˆ
N
j ij
iN
E E
 
 ¦   where ijE  is the FMOLS-
estimator. The estimator is denoted by Pedroni (2000) as group-FMOLS-estimator.  
iii. Granger Causality Test  
              In the paper, we followed the two-step procedure as in Engle and Granger model to examine the causal 
relationship sales from production (sh), gross value added (bkd), labor (lb) and export (ihr). The Vector Error 
Correction (VEC) model used to analyze the relationships between the variables was constructed as follows: A panel 
vector error correction model  is estimated to perform Granger-causality tests. The Engle and Granger (1987) two-step 
procedure is used. And than, Afterwards defining the lagged residuals as the error correction term, the following 
dynamic error correction model is estimated: 
m
1 ik it-k it it-k it it-k it it-k 0 1 1t
k=1 k=1 k=1 k=1
Δsh = + Δsh + Δbkd + Δlb + Δihr + +ε
pm m
it j tECMO D - G ] ¦ ¦ ¦ ¦D   (6) 
m
0 2ik it-k 2ik it-k 2ik it-k 2ik it-k 1 1 2t
k=1 k=1 k=1 i=1
Δbkd = + Δbkd + Δsh + Δlb + Δihr + +ε
m m m
it tECMO D - G ] ¦ ¦ ¦ ¦D       (7) 
m
0 3ik it-k 3ik it-k 2ik it-k 3ik it-k 2 1 2t
k=1 k=1 k=1 i=1
Δlb = + Δlb + Δihr + Δsh + Δbkd + +ε
m m m
it tECMO D - G ] ¦ ¦ ¦ ¦D         (8) 
m
0 4ik it-k 4ik it-k 2ik it-k 4ik it-k 3 1 3t
k=1 k=1 k=1 i=1
Δihr = + Δihr + Δsh + Δbkd + Δlb + +ε
m m m
it tECMO D - G ] ¦ ¦ ¦ ¦D          (9) 
where Δ is the first-difference operator; m is the lag length set at two based on likelihood ratio tests; and  where 
residuals tH are independently and normally distributed with zero mean and constant variance and ECMt-1 is the error 
correction term resulting from the long-run equilibrium relationship. 9  is a parameter indicating the speed of 
adjustment to the equilibrium level after a shock.  Short-run or weak Granger causalities are obtained by testing 
0 1if 1 1H : = = =0if if- G D ,  in Equations  (6)  
6.  Results 
                In this paper, the cointegration analysis of panel data was consisted three step. First, it is panel unit root 
test. It was used two panel unit root test: LL, IPS. Second, it was tested for cointegration with use of johansen, Fischer 
and Pedroni tests, FMOLS and lastly it was determined causal relation with Granger causality test .   Panel unit roots 
tests was reported in Table 4. The result support the hypothesis of a unit root in all variables across countries, as well 
as the hypothesis of zero order integration in first differences.  
Table 4: Panel Unit Root Test (*Show First Difference Result) 
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      LLC*              IPS*      LLC*               IPS*      LLC*               IPS*      LLC*               
IPS* 
 Group   1 Group   2 Group   3 Group   4 
bkd -9.578 -12.4758 -10.2510 -11.3341 -11.3628 -17.756 -9.7423 -9.8956 
ihr -11.896 -14.5518 -18.4279 -15.2452 -12.1145 -15.856 -7.1879 -8.27239 
lb -13.758 -27.2264 -24.2648 -23.9912 -13.152 -17.856 -4.7525 -6.745 
sh -9.7436 -11.146 -15.426 -9.136 -11.856 -16.7426 -7.1236 -8.745 
        Firm  by firm Johansen maximum likelihood cointegration results are reported in Table 5.  The hypothesis of no cointegration 
is rejected for all firms, and the hypothesis of one cointegrating vectors are accepted. 
Table 5: Cointegration Results  
 r=0 rd1 rd2 rd3  r=0 rd1 rd2 rd3 
Group 1 Group 3 
Anadolu  35.1532 12.758 2.2245 1.1085 Bossa  48.8232  11.0628 4.9194 0.6611 
Paşabahçe 37.589 10.256 1.986 1.1186 Sanko  47.1383  12.7005 5.1997  0.2156 
     Kordsa  42.2020  11.9341 4.0497  0.5695 
Group 2 Group 4 
Arçelik  56.6778  16.0921  5.1762  2.0547 Merinos 73.1452  13.0102  5.8783  0.0781 
Vestel   55.4074  10.5908  4.2435  2.7670 Boytaş 74.956  12.9991  5.1931  0.6604 
Simens  49.4619  17.8539  5.7805  2.2826 Bosh Profilo 59.786  10.6376  4.3687  0.6708 
          Panel cointegrating tests are reported in Table 6.  While Johansen and Fisher’s test supports the presence of 
one cointegrating vector, The Pedroni, Fisher and Johansen tests support the hypothesis of a cointegrating relation.  
Both time series and panel-based tests agree that there is   cointegrating vector.  Pedroni (1999, 2004) proposes two 
types of cointegration tests. Pedroni  statistics essentially pool the autoregressive coefficients across different countries 
for the unit root tests on the estimated residuals and it  take into account common time factors and heterogeneity 
across countries.  Table 6  reports both the within and between dimension panel cointegration test statistics. All seven 
test statistics reject the null hypothesis of no cointegration at the 1% significance level. Table 6  displays the FMOLS 
results. All the coefficients are positive and statistically significant and given the variables are expressed in natural 
logarithms, the coefficients can be interpreted as elasticity estimates. The results indicate that a 1% increase in bkd 
increases us by 0.86%, 0.98, 0.92 and 0.89 in sequentially groups; a 1% increase in export  increases us  by 0.46, 
0.011, 0.02006, 0.020011 %; and a 1% increase in the labor  increases us by 0.118, 0.0434, 0.001789, 0.0021%. 
FMOLS results reveal the sufficient arguments for valid long run relations between the variables. According to these 
estimates, the effects of bkd on sh are positive, which means that results support the design  effects for these firms.   
The sign of the coefficient of the error-correction term must be negative to provide the stability of the error-correction 
model. We expected to have a negative coefficient with a value of less than 1. The ECM coefficients were calculated 
between -0.11865 and -0.4122. The error correction term showed a very low speed of adjustment of any 
disequilibrium toward a long-run equilibrium state in group1 and 4. Whereas in group 1 and 2,   adjustment of any 
disequilibrium toward a long-run equilibrium state  is approximately 2.8 years.  
Table 6: Panel Cointegration  Test 
Group 1 
Fisher  2F  Cointegration Test  
r=0  50.256   rd1 15.758   rd21.136   rd3  1.111 
 
Pedroni Result 
Panel v stat: 7.78  Panel rho-stat= -6.11    Panel pp-
stat=-5.113   Panel adf-stat=-5.956 Group rho-
stat=-8.897, Group pp-stat= -7.004         Group adf-
stat= -6.112 
Group FMOLS Result 
   0.1175lb    0.8565bkd         0.4587ihr 
     ( 2.001 )      ( 1.998 )          (1.889) 
 
Group  2 
Fisher  2F  Cointegration Test  
r=0  55.85   rd1 16.158   rd22.602     rd3  2.157 
 
Pedroni Result 
Panel v stat: 9.77    Panel rho-stat= -8.69   
Panel pp-stat=-7.12       Panel adf-stat=-6.55 
Group rho-stat= -10.41   Group pp-stat= -7.14   
Group adf-stat= -7.003 
 Group FMOLS Result 
 0.043449lb  0.9778bkd      0.010996ihr 
  (2.124)     ( 4.758 )       (1.9875)  
   
 
Group  3 
Fisher  2F  Cointegration Test  
r=0 36.52    rd112.55       rd210.10        rd3 5.00 
 
Pedroni Result 
 Panel v stat:4.0351    Panel rho-stat= -3.917   
Panel pp-stat=-6.820     Panel adf-stat=-4.55 
Group rho-stat= -4.97   Group pp-stat= -6.025   
Group adf-stat= -3.3633 
Group FMOLS Result 
  0.001789lb   0.9174bkd   0.0200608ihr 
     (3.56)      ( 1.828 )            (1.7875)  
    
  
Group  4 
Fisher  2F  Cointegration Test  
r=0 55.73      rd115.51    rd2 12.18        rd3 2.17 
 
Pedroni Result 
Panel v stat: 2.0258   Panel rho-stat= -4.1107   
Panel pp-stat=-5.945  Panel adf-stat=-3.8969 
Group rho-stat=-6.256  Group pp-stat= -6.557   
Group FMOLS Result 
 0.002112lb   0.8912bkd     0.020011ihr 
     (3.56)    (1.828)          (1.7875)  
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Group adf-stat= -2.143977   
Granger  Causality Results 
     According to cointegration methods,  if there is a long-run relationship between variables in all groups, a causality 
relationship must exist in at least one direction. The results of Granger Causality test relationship variables analyzed  
is shown in Table 7.  As it was seen in the result, there is evidence of short run causality. The causality relationships 
between variables are summarized in Table 7. There is evidence of bidirectional causality between  sh- labor,   sh- 
bkd, ihr-labor  and bkd-lb in all groups. There is a unidirectional causality relationship from ihr to sh and from bkd to 
ihr for all groups.  The most important result is policy recommendation. If it is wanted to increase export and firm 
growth in its sector, it should be focused on design policy with short run. 
Table 7:  Error Correction  Term and Granger Causality Results 
 ECM ' sh → ' lb ' lb → ' sh ' sh→ ' ihr ' ihr→ ' sh '  sh→ ' bkd ' bkd→ ' sh ' ihr → ' lb ' lb → ' ihr 
'
 bkd→ ' lb ' lb → ' bkd ' bkd→ ' ihr ' ihr→ ' bkd 
Group 1 
-0.3756 
(2.112) 
8.11762* 
6.25717* 
0.03179 
3.63387* 
 3.83650* 
4.44331* 
8.27669* 
5.51648* 
2.34110* 
 5.83876*  
3.62887* 
0.06709 
Group  2 
-0.4122 
(2.117) 
3.75669* 
 4.10813*  
0.04818 
2.96461*  
8.02174* 
7.03763*  
3.00568* 
4.29520 * 
5.50528* 
 6.29912 * 
4.72135* 
0..00088  
Group  3 
-0.2123 
(2.896) 
3.1178* 
 4.22253*  
0.0113 
4.8869*  
4.05634* 
5.01123*  
4.00568* 
 3.29520*  
7.0018* 
 9.1175*  
5.4452* 
0.00088  
Group  4 
-0.11865 
(3.117) 
3.17264* 
 6.12297* 
0.97094 
 3.65922* 
 4.46522* 
 4.26003* 
3.86096* 
 5.40949* 
3.28360* 
3.76102* 
  3.40723* 
1.63342 
7. Conclusion 
          In this paper, it was investigated the relationship between sales revenue from production, gross value added, 
export and labour from 1982 to 2012. The panel cointegration test and Granger Causality  methods were employed to 
examine the relationship. According to our results, There is evidence of bidirectional causality between  sh- lb,   ihr-lb, 
sh- bkd and bkd-lb    in all groups. There is a unidirectional causality relationship from ihr to US and from bkd to ihr 
for all groups.   
        As a result, firms should head design for the continuous growth of Turkish Industry and to create more value 
added. In global world, firms competition power is measured with value added. For this reason design should be 
attached importance to maximize value added. As it is seen the results of panel cointegration; design is indispensable 
for firms. Firms must determinate design policy for short and long run.     
           Our results show that design and incremental innovation are very important for Turkey. At this point, it 
should be behaved more systematic and government should support design activities with different ways. The 
competitive countries, which were talked about above this essay, can be good examples. Turkey has no formal Design 
Policy for a long time. Korean Design-Innovation approach can be an example for Turkey. Korean wasn’t effected the 
Asian crisis because of its approach and support of design. These activities should be reference for Turkey as well:  
(i)To raise public awareness, (ii) To establish infrastructure helping to design, such as Korean  and design centre, 
(iii)To develop design education, including professional training, (iv)To encourage firms, especially small and 
medium-sized, to adoption into  their business models and (v) Host international design events and promote the 
“Turkish brand”    
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