The paper considers a cheostat model describing an activated sludge process in wastewater treatment. The model is assumed to be subject to environment noise in terms of both white noise and color noise. The paper fully characterizes the asymptotic behavior of the model that is a hybrid switching diffusion. We show that the long-term properties of the system can be classified using a value λ. More precisely, if λ ≤ 0, the bacteria in the sewage will die out, which means that the process does not operate. If λ > 0, the system has an invariant probability measure to which the transition probability of the solution process converges exponentially fast. One of the distinctive contributions of this paper is that the critical case λ = 0 is considered. Numerical examples are given to illustrate our results.
Introduction sec:int
In the past decades, mathematical models have been used to study wastewater treatment (see e.g., [3, 6, 8, 10, 21] ). It is common that the wastewater is processed through two stages: primary treatment, which is a physical removal process, and secondary treatment, which is an activated sludge process. The activated sludge system consists of two components, an aerator, where bacteria consume the organics in the sewage, and a clarifier, where bacteria are removed from the treated water.
Denote by S the substrate (the amount of organic waste) and by X the the concentration of bacteria. Let S 0 be the input concentration of the substrate, k m the growth constant of X, Y is the yield rate (ratio of cellular material generated per amount of substrate consumed, k d the death rate of X, K S the half-saturation constant. Y is the ratio of the growth rate and the rate of substrate consumption of the bacteria. Let θ be the hydraulic residence time, R the recycle ratio. The dynamics of the process is modeled (in a simplified way) by an ordinary differential equation
This deterministic model and its generalizations have been analyzed carefully for example, in [16, 18] and references therein. Some work [9, 19] has been devoted to stochastic versions to take into account the effect of environmental perturbations. However, the dynamical behaviors have not been fully understood to date to the best our knowledge. Important information such as the wash-out time could not be found under these research. With the method presented at the beginning of this section, we are able to carefully analyze the corresponding systems.
Considering the system in a fluctuating environment, we may assume that the dynamics are perturbed by white noise. Then, we have a stochastic counterpart of (1.1), dS(t) = 1 θ (S 0 − S(t)) − k m S(t)X(t) K S + S(t) dt + σ 1 S(t)dW 1 (t),
where W 1 and W 2 are two Brownian motions. However, there are also abrubt changes in the environment that cannot be described by continuous pertubations such as Brownian motions. An effective way to model these discontinuous pertubations is to use a Markov chain with finite state spaces. Suppose that the growth rate and death rate of the bacteria and the intensities of the white noise depend on states of colored noise that is described by a switching process α(t) having a finite state space, we have a more general system
The correlation of the colored noise stems from the fact α(t) depends on the continuous state stochastic process. Let M = {1, . . . , m 0 } be the state space of α(t) and suppose that the generator of α(t) depends on current stat of (S(t), X(t)), that is Q = (q kl ) m 0 ×m 0 where
(1.4) eq:tran Throughout this paper, we make the following assumption.
The operator associated with the process (S(t), X(t), α(t)) solving (1.3) and (1.4) is given by
where V φ (φ, i) and V φφ (φ, i) are the gradient and Hessian of V (·, i), f and g are the drift and diffusion coefficients of (1.3), respectively; i.e.,
and denotes the transpose. The rest of the paper is organized as follows. In Section 2, we prove the existence of unique positive solutions to (2.10) and then classify its asymptotic behavior. Some numerical examples are given in Section 3. Finally, Section 4 issues some concluding remarks.
Sufficient and Almost Necessary Conditions for Permanence
sec:thr thm2.1 Theorem 2.1. For any (s, x, i) ∈ R 2 + , there exists a unique solution to the system (1.3) and (1.4) with initial value (s, x, i). We have P s,x,i {S(t) > 0, t > 0} = 1. P s,x,i {X(t) = 0, t > 0} = 1 if x = 0 and P s,x,i {X(t) > 0, t > 0} = 1 if x > 0. The two-component process {(S(t), X(t), α(t)), t ≥ 0} is a Markov-Feller process.
Proof. Since the coefficient of (1.3) is Lipschitz continuous in (s, x, i) ∈ R + × R × M, the system (1.3) and (1.4) has a unique solution up to time τ − , where τ − = inf{t ≥ 0 : S(t) < 0}. The solution is also a strong Markov process (see [12, 22] ). We will show that τ − = ∞ when (s, x, i) ∈ R 2 + × M. In view of the results in [12, Chapter 3] ,
By generlized Itô's formula, we have
where K 1 , K 2 are suitable positive constants. Let τ k = inf{t ≥ 0 : V 1 (S(t), X(t), α(t)) ≥ k}. Applying Itô's formula we have
By Gronwall's inequality, we obtain
for any k > 0. As a result, (2.1) is proved. Consider the case when the initial value s = 0, x ≥ 0. Let ε > 0 sufficiently small that
for any (s,x,ĩ) ∈ R 2 × M satisfyings + |x − x| < ε. Let
Because of continuity of (S(t), X(t)), P 0,x,i {τ 1 > 0} = 1. By the variation of constants formula (see [12, Chapter 3] ), we can write S(t) in the form
which combined with (2.1) and the strong Markov property of (S(t), X(t), α(t)) yields that
The theorem is therefore proved.
To simplify the notation, let
There exist positive constants K 3 , K 4 such that
Proof. We note that 16 An application of Young's inequality yields
We derive from the assumption 0 < p * < min{ 2
> 0.
Applying this and (2.7) to (2.6), we obtain
It is easy to derive from this estimate that
As a result,
For n ∈ Z + , define the stopping time
Then Itô's formula and (2.8) yield that
By letting n → ∞ we obtain from Fatou's lemma that
The lemma is proved.
Considering the case x = 0 and letting t → ∞ on (2.5)
Since the coefficients of (2.10) are Lipschitz continuous on s ∈ (0, ∞), it follows from [22, Lemma 3.8] that the transition probability of ( S(t), α(t)) has a continuous, positive density [13] and the continuity and positivity of p that there process ( S(t), α(t)) has a unique invariant probability measure π. Moreover,
where · T V is the total variation norm of a measure and P (t, s, i, ·) is the transition probability of ( S(t), α(t)). Since P 0,i {S(t) > 0, t > 0} = 1, (2.12) holds even s = 0. We define a critial value:
≤ λ a.s. and the distribution of (S(t), α(t)) converges weakly to the unique invariant probability measure π. If λ = 0 then
If λ > 0, then there exists an invariant probability measure µ * on R 2,• + × M. Moreover, there exists a γ < 0 such that
where C(s, x, i) is some positive constant depending on (s, x, i).
Proof of Theorem 2.2: Case λ < 0. The proof is similar to [5, Theorem 2.1]. Let X(t) be the solution to
where S(t) is the solution to (1.3) when X(t) = 0. By comparison theorem, X(t) ≤ X(t) a.s. given that S(0) = S(0) = s, X(0) = X(0) = x. In view of Itô's formula and the ergodicity of ( S(t), α(t)), lim sup
That is, X(t) converges almost surely to 0 at an exponential rate.
For any ε > 0, it follows from (2.16) that there exists t 0 > 0 such that P(
Clearly, we can choose t 0 satisfying − 2k
Let S(t), t ≥ t 0 be the solution to (1.3) when X(t) = 0 with initial condition S(t 0 ) = S(t 0 ). We have from the comparison theorem that P s,x,i {S(t) ≤ S(t) ∀t ≥ t 0 } = 1. By Itô's formula, for almost all ω ∈ Ω ε we have
Let υ * be the distribution of a random variable (ln ξ, η) provided that (ξ, η) admits µ * as its distribution. To prove that the distribution of (S(t), α(t)) converges weakly to µ * , we show an equivalent claim that the distribution of (ln S(t), α(t)) converges weakly to υ * . Since the two joint processes (S(t), α(t)) and ( S(t), α(t)) have the same second component, it is sufficient (due to Portmanteau's theorem) to prove that for any g(·) : R → R satisfying |g(x) − g(y)| ≤ |x − y| and |g(x)| < 1 ∀x, y ∈ R, we have
Since the distribution of ( S u (t), α(t)) weakly converges to µ * as t → ∞, we have
Note that 
Since ε is taken arbitrarily, we obtain the desired conclusion. The proof is complete.
Proof of Theorem 2.2: Case λ = 0. We argue by contradiction. Suppose (S(t), X(t), α(t)) has an invariant probability measure µ * on R 2,• + × M. Then, we deduce from the ergodicity of the process that (see [20, Chapter 4 
for any measurable function f that is µ * -integrable. For f is bounded and measurable, we have
(2.21) 2-e2 By the uniform boundedness of E s,x,i (U (S(t), X(t))) in (2.5), we can easily show that
and (2.21) is also true for a function f satisfying that
Likewise, we have
It follows from (2.10) and (2.19 ) that
Similarly, it follows from (1.3) and (2.5) that
On the other hand, we have from (2.21), (2.22) and (2.23) that
that together with (2.26) imply
We have from (2.25) and (2.28) that
Since S(t) ≥ S(t) with probability 1 given that S(0) = S(0), we obtain
It follows from (2.5) and (2.29) that lim sup
A consequence of (2.28) and (2.30) is that
Note that for any H > 0, there exists a κ H > 0 such that
for any 0 ≤ s 2 ≤ s 1 ≤ H. As a result,
for sufficiently large H. As a result,
By the ergodicity (2.20) and Itô's formula we have
which contradict the assumption that the process has an invariant probability measure on R 2,• + × M. As result, π × δ * is the unique invariant measure of (S(t), X(t), α(t)) on R 2 + × M, where δ * is the Dirac measure with mass at 0. Consider the emperical measure In view of (2.5), the family {Π s,x,i t (·)t ≥ 0} is tight for each (s, x, i) ∈ R 2 + × M. It is well-known that any weak-limit of Π s,x,i t (·) as t → ∞ is an invariant probability measure of (S(t), X(t), α(t)). Since π × δ * is the unique invariant probability measure, we can obtain (2.42).
To treat the case λ > 0, we have the following estimates. Since ( S(t), α(t)) is an ergodic Markov process on (0, ∞) × M and P s,0 { S(t) > 0, t > 0} = 1, we have
Thus, there is a T > 0 such that
Because of the uniqueness of solution of (2.10), we have P{ S s (t) ≥ S 0 (t), t ≥ 0} = 1 where S s (t) is the solution to (2.10) with initial value s. Moreover, the function
is increasing in s. This and (2.32) imply that
or equivalently
(2.33) e3.1 We need the following lemma whose proof can be found in [7, 17] .
Then the log-Laplace transform u(η) = ln E exp(ηY ) is twice differentiable on [0, 0.5] and du dη (0) = EY, 0 ≤ d 2 u dη 2 (η) ≤ 2K 2 , η ∈ [0, 0.5] for some K 2 > 0 depending only on K 1 . Thus, it follows from Taylor's expansion that
Proof of Theorem 2.2: Case: λ > 0. The proof develops the ideas from [2, 7] . Consider the Lyapunov function V η (s, x, i) = x η , where η is a real constant to be determined. We have
Thus, by using Itô's formula and taking expectation both sides, we obtain
By Itô's formula we have ln
where
By (2.33) and the Feller property of (S(t), X(t), α(t)), there exists a δ 2 > 0 such that if x < δ 2 we have Or equivalently
This and (2.34) imply that
In view of Lemma 2.1, there exists q 2 ∈ (0, 1) and C 2 > 0 such that
It follows from (2.36) and (2.37) that where q = q 1 ∨q 2 < 1, C = C 1 ∨C 2 . Since the coefficients of (1.3) are Lipschitz, it follows from [22, Lemma 3.8 ] that the transition probability of (S(t), X(t), α(t)) has a positive smooth density on R 2,• + × M. This in combination with (2.38) and (2.39) implies the existence of γ ∈ (0, 1), C(s, x, i) > 0 for s > 0, x > 0, i ∈ M such that
In view of Theorem 2.1, P 0,x,i {S(t) > 0, t ≥ 0} = 1. which implies that (2.40) holds also for s = 0, x > 0, i ∈ M. The proof is complete.
Without switching, the equation on the boundary of (1.2) is
By solving the Fokker-Planck equation, we show that this diffusion has an invariant probability measure π, which is a Gamma distribution with density
The value λ can be given in a closed form:
thm2.3 Theorem 2.3. Consider (1.2) and λ defined in (2.41).
If λ < 0 then X(t) converges to 0 exponentially fast while S(t) admits π as the asymptotic distribution.
If λ = 0 then If λ > 0, the distribution of (S(t), X(t)) converges in total variation to an invariant measure in (0, ∞) 2 . The convergence takes place exponentially.
Numerical Examples
Below is the table of parameter values for conventional activated sludge system using a completely mixed flow reactor extracted from [15, 3) with parameters: S 0 = 15; k m (1) = 9; k m (2) = 6; θ = 5; R = 0; Y (1) = 0.8; Y (2) = 0.6; k d (1) = 0.06; k d (2) = 0.08; K S = 60; σ 1 (1) = 0.1; σ 2 (2) = 0.2; σ 1 (2) = 1; σ 2 (2) = 0.1; and q 12 = 0.2, q 21 = 0.8. In this example, λ ≈ 0.915 > 0. Thus, the process (S(t), X(t)) has an invariant probability measure on R 2,• . Figure 1 portray a sample path of S(t), X(t). The empirical approximation for the density function is shown in Figures 2 and 3 . Computation shows that λ ≈ −0.28 < 0. Thus, X(t) will tend to 0 as t → ∞, which is justified in Figure 4 . We have λ ≈ 0.5. Sample paths are given in Figure 5 , and the density of the empirical measure, which approximate the invariant density, is shown in Figure 6 . ex4 Example 3.4. The limit lim t→∞ E s,x S(t) is regarded as the expected effluent concentration.
We are interested in investigating the limit ES * and λ as functions of the hydraulic residence time θ. It can be seen that the expected effluent concentration is decreasing in θ. That indicates that when λ < 0, the expected effluent concentration levels off at S 0 and then becomes smaller that S 0 after θ 0 : the value of θ at which λ = 0. The numerical approximation (see Figures 7 and 8) for the expected effluent concentration justifies the claim. Some fluctuations are due to the errors of approximation of the random processes.
The behavior of ES * as a function of θ is very similar to the deterministic counterpart in [16] . When designing the treatment, a crucial design parameter is the so-called wash-out time. If the residence time θ is less than a critical value, denoted θ 0 , then the sewage flow is too fast for bacteria to grow, existing cells are flushed out faster than they can multiply. As a result, the bacteria become extinct. Figures 7 and 8 show that λ is an increasing function of θ. By our theoretical results, to find the wash-out time θ 0 , we need to solve the equation λ(θ) = 0. For the system without switching (1.2), using the closed form formula (2.41), we can easily solve the equation λ(θ) = 0 by a standard numerical scheme. In Figure 8 , we can see that θ 0 ≈ 1.4 in Figure 8 . When the switching involves, the value of λ in (2.13) cannot be given in a closed form. However, because of the exponential convergence rate, one can also perform a numerical approximation to find out θ 0 . In Figure 7 , θ 0 ≈ 0.8.
Concluding Remarks
To validate and to improve model (1.2), verification using real data is needed. To verify the model, the parameters of the system need to be estimated first. A simple method is to use the explicit Euler method to discretize the diffusion process (1.2), and then using the discretized maximum likelihood method to estimate the parameter. An alternative approach is the generalized method of moments. When we estimate the parameters using real data, we observe the solutions of (1.2) in discrete epoch, and carry out the estimation accordingly.
The simplified model (1.2) may not be sufficient to perceive the complicated process of wastewater treatment. Considering more complex models results in better understanding but also poses more challenges. On the other hand, in the model (1.2), the treatment process is regarded as somewhat self-controlled. It would be interesting to bring control into the picture and and find optimal strategy.
