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Abstract
This paper analyses the Contrastive Divergence algorithm for learning
statistical parameters. We relate the algorithm to the stochastic approx-
imation literature. This enables us to specify conditions under which
the algorithm is guaranteed to converge to the optimal solution. This in-
cludesnecessaryandsufﬁcientconditionsforthe solutionto beunbiased.
Category: Learning Theory
1 Introduction
Contrastivedivergences(CD) hasrecentlybeenproposedbyHintonforstatistical inference
of parameters [1]. Despite experimental evidence for the use of this approach [2] there has
been little theoretical analysis of its convergence[3,4].
This paper relates CD to the stochastic approximation literature [5,6] and hence derives
elementary conditions which ensure convergence. We conjecture that far stronger results
can be obtained by applying the advanced techniques used in this literature such as those
described by Younes [7]. We give necessary and sufﬁcient conditions for the solution of
CD to be unbiased.
Section (2) describes CD and shows that it is closely related to a class of stochastic ap-
proximation algorithms for which convergence results have been obtained. In section (3)
we state and give a proof of a simple convergence theorem for stochastic approximation
algorithms. Section (4) applies the theorem to give sufﬁcient conditions for convergenceof
CD.
2 Contrastive Divergence and its Relations
CD is a learning algorithm [1] whose goal is to estimate the model parameters
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Unfortunately this equation is hard to implement because of the difﬁculty of computing
the second term (mainly because of the need to evaluate the normalization term
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￿). Steepest descent also risks getting stuck in a local minimum unless the distribu-
tion is of a speciﬁc form. For example, if
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￿ is convex and so steepest descent is guaranteed to converge to the
global minimum.
CD approximates the second term in the steepest descent equation (1) by a stochastic term.
It selects a Markov Chain Monte Carlo (MCMC) transition kernel
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descent equation (1) by the CD update equation:
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where
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￿ is aset ofsamplesobtainedbyinitializingthechainatthe datasamples
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￿
and running the Markov chain forward for
  steps (the value of
  is a design choice).
We observe that CD is similar to a class of stochastic approximation algorithms (reviewed
in [7]) which use MCMC methods to approximate the second term in the steepest descent
equation (1). See [8] for an application of these algorithms to learning probability distribu-
tions for modelling image textures. The algorithms introduce a state vector
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equation (1) by the expectation with respect to
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This class of stochastic approximation algorithms, and its many variants, have been ex-
tensively studied and convergence results have been obtained (see [7]). The convergence
results are based on stochastic approximation theorems [6] whose history starts with the
analysis of the Robbins-Monro algorithm [5]. Precise conditions can be speciﬁed which
guarantee convergence in probability. In particular, Kushner [9] has proven convergence
to global optima. Orr and Leen [10] have studied the ability of these algorithms to escape
from local minima by basin hopping.
3 Stochastic Approximation Algorithms and Convergence
The general stochastic approximation algorithm is of form:
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where
 
￿ is a random variable sampled from a distribution
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coefﬁcient, and
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￿ is an arbitrary function.
We now state a theorem which gives sufﬁcient conditions to ensure that the stochastic
approximation algorithm (3) converges to a (solution) state
 
￿. The theorem is choosen
because of the simplicity of its proof (course notes, Prof. B. Van Roy, Stanford) and a large
variety of other results are available, see [6,7,9] and the references they cite.
The theorem involves three basic concepts. Firstly, a function
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m (3). Thirdly, the expected squared magnitude
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The theorem states that the algorithm will converge provided three sufﬁcient conditions
are satisﬁed. These conditions are fairly intuitive. The ﬁrst condition requires that the
expected update
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in the direction of the negative gradient of
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  is bounded, so that the “noise” in the update
is not too large. The third condition requires that the damping coefﬁcients
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time, so that the algorithm eventually settles down into a ﬁxed state. This condition is
satisﬁed by setting
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  (which is the fastest fall off rate consistent with the SAC
theorem).
We now state the theorem and brieﬂy sketch the proof which is based on martingale theory
(for an introduction, see [11]).
Stochastic Approximation Convergence (SAC) Theorem. Consider the stochastic ap-
proximation algorithm, equation (3), and let
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Proof. The proof is a consequence of the supermartingale convergence theorem [11]. This
theorem states that if
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 ). The result follows after some algebra. (course notes, Prof. B. Van Roy, Stanford.
www.stanford.edu/class/msande339/notes/lecture7.ps).
4 CD and SAC
The SAC theorem can be applied to the CD update equation and gives three sufﬁcient
conditions for convergence. The third condition can be satisﬁed by setting
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The second condition can be satisﬁed by putting restrictions on
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the gradient is bounded (weaker conditions, such as bounding the gradient of
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probably be obtained using the far more sophisticated martingale analysis described in [7].
Hence we concentrate on the ﬁrst condition.
We express CD as a stochastic approximation algorithm by setting:
 
￿
 
￿
 
 
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
 
 
￿
 
￿
 
￿
 
 
￿
￿
￿
 
￿
￿
 
￿
 
 
￿
 
￿
 
￿
 
 
  (4)
where the “noise”
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pling. The expected value of
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Therefore the expected update of CD is given by:
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We nowexpressthis expectedCD updatein two differentways, Results 1 and2, whichgivealternativewaysofunderstandingit. We thenproceedtoResults 3and4ontheconvergence
of CD. But we must ﬁrst introduce some background material from Markov Chain theory
[12].
We choose the transition kernel
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and it can be veriﬁed that
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Moreover, the ﬁrst left and right eigenvectors can be calculated explicity to give:
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which follows because
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We now have sufﬁcient background to state and prove our ﬁrst result.
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The result follows using the speciﬁc forms of the ﬁrst eigenvectors, see equation (9).Result 1 shows that the expected update of CD is similar to the steepest descen-
t rule, see equations (1,10), but with a correction term
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We now give a second form for the expected update rule. To do this, we deﬁne a new
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Proof. The ﬁrst result follows directly. The second follows because
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We now use Results 1 and 2 to understand the ﬁxed points of the CD algorithm and its
biases.
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Result 3 shows that whether CD converges to an unbiased estimate can depend on the spe-
ciﬁc form of the MCMC transition matrix
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￿. But there is an intuitive argument
why the bias term
￿
￿
￿
￿
 
￿
￿
 
￿
 
￿
￿
￿
￿
 
 
 
￿
 
￿
 
￿
 
￿
￿ may tend to be small at places where
￿
￿
 
￿
￿
 
￿
 
￿
 
￿
 
￿
￿
￿
￿. This is because for small
 ,
￿
￿
 
￿
￿
 
￿
 
￿
￿
￿
￿
 
 
 
￿
￿
 
￿
￿
 
￿
which satisﬁes
￿
￿
 
￿
￿
 
￿
 
￿
 
￿
 
￿
￿
￿
￿ . Alternatively, for large
 ,
￿
￿
 
￿
￿
 
￿
 
￿
￿
￿
￿
 
 
 
￿
￿
 
￿
 
￿
 
￿
￿ and we also have
￿
￿
 
￿
 
￿
 
￿
￿
 
￿
 
￿
 
￿
￿
￿
￿ .
Alternatively, from Result 1, we can re-express the bias term
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This will tend to be small provided the eigenvalue moduli
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￿ are small for
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￿ (i.e.
the standard conditions for a well deﬁned Markov Chain). In general the bias term should
decrease exponentially as
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￿. Clearly it is also desirable to deﬁne the transition
kernels
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￿ so that the right eigenvectors
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￿ are as orthogonal as
possible to the observed data
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The practicality of CD depends on whether we can ﬁnd an MCMC such that the bias ter-
m
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￿ is small for most
 . If not, then the alternative
stochastic algorithms may be preferable.
We now give convergence conditions for CD by using the SAC theorem.Result 4 CD will always converge provided
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  (12)
for some
 
￿.
Proof. This follows from the SAC theorem and Results 2 and 3. The boundedness of
￿
￿
￿
￿
is required to ensure that the “update noise” is bounded in order to satisfy the second
condition of the SAC theorem.
5 Conclusion
The goal of this paper was to relate the Contrastive Divergence (CD) algorithm to the
stochastic approximation literature. This enables us to give convergence conditions which
ensure that CD will converge to the parameters
 
￿ that minimize the Kullback-Leibler
divergence
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￿
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￿
￿
￿
 
￿
 
￿
 
￿
￿. The analysis also gives necessary and sufﬁcient conditions
to determine whether the solution is unbiased.
The results in this paper are elementary and preliminary. We conjecture that far more
powerful results can be obtained by adapting the convergence theorems in the literature
[6,7,9]. In particular, Younes [7] gives convergenceresults when the gradient of the energy
 
 
￿
 
￿
 
￿
 
 
  is bounded by a term that is linear in
  (and hence unbounded). He is also
able to analyze the asymptotic behaviour of these algorithms. But adapting his mathemati-
cal techniques to Contrastive Divergence is beyond the scope of this paper.
Finally, the analysis in this paper does not seem to capture many of the intuitions behind
Contrastive Divergence [1]. But we hope that the techniques described in this paper may
also stimulate research in this direction.
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