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Tvorba lingvistické vrstvy pro systém rozpoznávání mluvené češtiny je v tomto
díle chápána jako komplexní úloha skládající se z logicky navazujících kroků. Jed-
notlivé kroky využívají různorodé přístupy od využití hrubé výpǒcetní síly p̌res
metody um̌elé inteligence, využití rad expertů až po různé heuristiky. Často do-
chází k fúzi ťechto p̌rístupů.
Nejprve jsou diskutovány otázky různých zdrojů textových dat a problémy p̌ri
jejich využití. Jsou též uvedeny metodyčišťení textového korpusu a jejich vliv na
úsp̌ešnost rozpoznávaní.
V části o slovníku a fonetickém přepisu je diskutován vliv velikosti slovníku.
Dále je uvedena metoda pro semiautomatické nalezení novýchfonologických pra-
videl vylepšující automatickou fonetickou transkripci. Přidáním slovních párů do
slovníku lze tém̌ěr bezpracňe zlepšit úsp̌ešnost rozpoznávaní. Tato metoda je uve-
dena na záv̌er části týkající se slovníku.
Velký slovník způsobuje problém při implementaci pǒcítání jazykového mo-
delu. Tento problém je vy̌rešen pro různé konfigurace počítǎců v závislosti na
preferenci malé spotřeby pam̌eti nebo rychlosti výpǒctu. Dosavadní programy pro
výpočet jazykového modelu jsou výrazně zrychleny,̌címž mohlo být uskutěcněno
mnoho experimentů.
Pro efektivní zvyšování úspěšnosti rozpoznávání je nutné co nepřesňeji identi-
fikovat a kvantifikovat chyby. Je proto zlepšena metoda vyhodnocování výsledků
rozpoznávání.
Adaptace jazykového modelu je v literatuře velmi diskutovanoǔcástí automa-
tického rozpoznávánířeči. Úsp̌ešnost adaptace závisí na mnoha faktorech. Proto je
uvedenǎrada experimentů ukazujících vliv adaptace jazykových modelů na úsp̌eš-
nost rozpoznávání rozpoznávačů vyvinutých v Laboratǒri počítǎcového zpraco-
vání řeči Technické univerzity v Liberci. Tyto experimenty bylo možné provést
též díky výraznému zvýšení rychlosti rozpoznávačů programů pro vytváření ja-
zykového modelu.
Na záv̌er je uvedena metoda automatické interpunkce zvyšujícíčitelnost vý-
stupu rozpoznávǎce spojitéřeči. Uvedená metoda je schopna odhadnout pozici
interpunkce pouze na základě výstupu rozpoznávače oproti jiným metodám vyža-
dujícím též p̌rítomnost akustického signálu.
V
Annotation
Development of a language model layer for an automatic speech r ognition
system is understood as a complex task. This task consists ofmany logically
following steps. Approaches used in these steps range from computational brute
force, artificial intelligence, experts’ help to several heuristics. Combination of
different approaches is often required.
The first task is to collect text data. Several sources and their sp cific advan-
tages and problems are discussed in this work. Collected textdata are called text
corpus. This corpus has to be cleaned before it is used. Cleaning methods partly
depend on data source. Effectiveness of common cleaning methods are evaluated
with respect to recognition accuracy.
Next step is to create vocabulary and assign phonetic transcription to each
word in the vocabulary. Semiautomatic approach for creation of new phonological
rules is presented. These rules are used in the automatic phonetic transcription.
Multi-words in the vocabulary easily increase recognitionaccuracy. This part also
discuss influence of vocabulary size on recognition speed and accuracy.
Language model computation is problematic when large vocabulary is needed.
The computation requires large amount of memory. This problem is solved for
different requirements. The first approach maximally savesrequired memory, the
second one maximizes computation speed. Current software for language model
computation is significantly improved, so many experimentscan be performed.
Effectiveness of speech recognition improvement depends opr per experi-
ment evaluation. The better mistakes are identified the moreeffective recognizer’s
enhancement can be. This work present improved method of results’ evaluation,
so mistakes are better identified.
Language mode adaptation is often discussed because of it’sdependence on
various factors and different results. Several experiments are performed to demon-
strate influence of the adaptation on recognizer developed in SpeechLab.
Finally, automatic punctuation approach is presented. Punctuation increases
readability of recognizer’s output. Presented approach uses only output of the
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2.5 Nepravďepodobňejší sekvence slov . . . . . . . . . . . . . . . . . 11
4.1 Systém pro p̌repis televizních a rozhlasových pořadů . . . . . . . 22
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Prudký rozvoj hlasových technologií v posledních desetiletích je z velkéčásti
zap̌ríčiněn výrazným nárůstem výkonu výpočetní techniky, nebot’ zpracování při-
rozené̌reči, zejména její rozpoznávání, je výpočetňe velice nárǒcné. Nemalý vliv
má též velké množství publikovaných prací a jistá stabilizace postupů zpracování
řeči.
V soǔcasné dob̌e se lze již setkat s množstvím aplikací využívajících zpra-
covánířeči. Syntézǎreči je používaná v dialogových a navigačních systémech.
Důležitou aplikací syntézy̌reči jsou systémy pomáhající nevidomým jako je na-
příklad čtěcka obrazovky.
Automatické rozpoznávání mluvenéřeči se též aplikuje v dialogových sys-
témech. P̌ríkladem je systém Infocity zahrnující jak syntézu tak i rozp návání.
Infocity je dialogový telefonní systém podávající informace o Liberci z oblasti
dopravy, kultury, sportu, atd. Tento systém byl vyvinut v Laboratǒri počítǎco-
vého zpracování̌reči Technické univerzity v Liberci. Další aplikací rozpoznávání
mluvenéřeči jsou programy umož̌nující hlasové ovládání počítǎce a jednoduché
diktování. Nejznám̌ejší jsou Dragon NaturallySpeaking od firmy Nuance Commu-
nications, ViaVoice od IBM a SpeechMagic od firmy Phillips, která se speciali-
zuje na rozpoznávánířeči v lékǎrské oblasti. Pro rozpoznáváníčeštiny byl vyvinut
systém MyVoice [1], který má pomoci zejména handicapovanýmlidem v p̌rístupu
k výpočetní technice a informačním technologiím. MyVoice pochází z Laboratoře
počítǎcového zpracovánířeči Technické univerzity v Liberci a je prodáván firmou
Fugasoft.
Rozsáhlejší systémy, které zahrnují rozpoznávač mluvené̌reči jsou používány
při přepisu televizních a rozhlasových pořadů [2]. Takový systém byl vyvinut
v Laboratǒri počítǎcového zpracování̌reči. Díky segmentaci vstupního akustic-
kého signálu je rozpoznávání distribuováno na více počítǎců, čímž je dosažena
přijatelná odezva celého přepisovacího systému. Automaticky pře sané zprávy
jsou manuálňe opravovány. Tento systém byl vyvinut pro firmu Newton IT.
1
2 KAPITOLA 1. ÚVOD
Pravďepodobňe nejrozší̌reňejší aplikací rozpoznávánířeči je hlasové vytá̌cení
v mobilních telefonech. Mnoho lidí však hlasové vytáčení nepoužívá z důvodů
vysoké nep̌resnosti rozpoznávání a citlivosti na změny prosťredí.
Na záv̌er výčtu uplatňení hlasových technologií je nutné podotknout, že dosa-
vadní aplikace jsou zatím orientovány především na spotřební trh s cílem uleȟcit
práci spoťrebiteli, kde p̌rípadná chyba aplikace nemá vážné důsledky.
P̌restože je již oblast automatického rozpoznávání mluvenéř či zkoumána
dlouhou dobu, není zatím možné používat hlasové technologie tak pohodlňe, jak
bychom si p̌ráli. P̌rekážky pro masové rozšíření hlasových technologií jsou:
• Vysoká citlivost na prostředí, ve kterém jěreč rozpoznávána. Přestože po-
užití kepstrálních p̌ríznaků a Skrytých Markovských modelů snižuje citli-
vost rozpoznávǎce na prosťredí, může být úsp̌ešnost rozpoznávače v zaruše-
ném prosťredí výrazňe nižší než v nahrávacím studiu nebo běžné kancelá̌ri.
Nestabilita úsp̌ešnosti rozpoznávače řeči přispívá k nerozhodnosti uživa-
telů zaplatit za diktovací systém např. Dragon NaturallySpeaking přibližně
200 dolarů.
• Zaškolení uživatelů, aby mluvili plynule a nesnažili se r˚uzňe intonovat, ǩri-
čet či hláskovat, když rozpoznávač dělá chybu. Pro diktování izolovaných
slov je poťreba dávat pozor na oddělování slov pauzami zvláště u p̌redložek,
které se b̌ežňe vyslovují spolěcně s následujícím slovem.
• Způsob rozpoznávání̌reči pomocí Viterbiho dekodéru je pro většinu ja-
zyků podobný (ňekteré implementace jsou volně k dispozici: Julius [3],
HTK [4]). Problémem je však lokalizace rozpoznávače, zejména akustic-
kého a jazykového modelu a slovníku, nebot’ je manuálně,časov̌e i finaňcně
nárǒcná a je nutno ji provést pro každý jazyk zvlášt’. Hlasové technologie
jsou proto nejvíce využívány pro nejvýznamnější sv̌etové jazyky jako je an-
gličtina, japonština, španělština, atd. Využití rozpoznávánířeči pro ostatní
jazyky je vázáno na aplikace výzkumu lokálních univerzit.
Rozpoznávání mluvené̌reči se skládá z moha úkonů, které lze rozdělit do ťrí
základních vrstev.
Akustická vrstva se stará o nahrání a zpracovánířeči do podoby p̌ríznaků vhod-
ných pro rozpoznávání. Cílem této vrstvy je potlačit nežádoucí složky akus-
tického signálu, jako je šum a různorodostřečníků.
Technická vrstva zahrnuje rozpoznávací proces, kdy se k signálu přiřazuje nej-
pravďepodobňejší sekvence hlásek, které tvoří slova.
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Lingvistická vrstva vystihuje zákonitosti jazyka, který je rozpoznáván, a tím po-
máhá technické vrstvě v efektivňejším prohledáváním variant přiřazení sek-
vence hlásek a nalezením nejlepší promluvy. Lingvistická vrstva též vkládá
interpunkci do rozpoznané promluvy, aby se zvýšilač telnost výstupu roz-
poznávǎce.
Lingvistická vrstva je tedy nejproblematič ější částí lokalizaci rozpoznávačeřeči.
Jelikož mohou být jazyky, kterými lidé mluví, velmi rozdílné, jsou rozdílné i me-
tody lokalizace. Ňekteré jazyky mají výrazňe méňe slov než jiné, proto pro ně
postǎcují menší slovníky a rozpoznávání není tudíž tolik výpočetňe nárǒcné. Růz-
nými slovy se v oblasti rozpoznávánířeči myslí i různé varianty jednoho slova
vzniklé sklǒnováním,časováním,̌ci jiným rodem slova. Lingvistická vrstva není
navíc časov̌e stabilní, nebot’ se objevují stále nová slova nebo kontexty slov již
známých. Lingvistická vrstva je variabilní i v závislosti na aplikǎcním zam̌ěrení,
jako je p̌repis nadiktovaných lékařských zpráv a soudních rozsudků.
Lokalizace lingvistické vrstvy spǒcívá v provedení̌rady úloh. Nejprve je nutné
získat dostatěcné množství dat a vytvořit tak textový korpus, ze kterého lze odvo-
zovat další kroky. Pro každý jazyk je nutné vytvořit slovník obsahující slova, která
je schopen rozpoznávač rozpoznat. Pro každé slovo ze slovníku se určí jeho vý-
slovnost, neboli fonetický p̌repis, který slovo napojuje na akustický signál. Z tex-
tového korpusu a slovníku se odvodí jazykový model popisující závislosti mezi
slovy. Po rozpoznání promluvy je nutné do výstupu z rozpoznávače p̌ridat inter-
punkci z důvodu vyšší̌citelnosti.
Tato práce zahrnuje komplexně pojatý problém lokalizace lingvistické vrstvy
pro mluvenoučeštinu. Postupy uvedené v této práci souvisí s vývojem skuteč-
ného systému rozpoznávání mluvenéčeštiny. V průb̌ehu vytvá̌rení práce byl tento
systém nasazen při přepisu zpravodajských pořadů. Jako modelový příklad jiné
aplikace je uvedena úloha diktování lékařských zpráv.
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Kapitola 2
Principy rozpoznávání řeči a
soǔcasný stav
2.1 Principy automatického rozpoznávání̌reči
P̌red rozpoznáváním̌reči je nutné nahraný signál obsahujícířeč vhodňe p̌redzpra-
covat, aby obsahoval pouze informace podstatné pro rozpoznávání řeči. Toto
předzpracování je v této práci nazýváno akustickou vrstvou.V rámci akustické
vrstvy je odstrǎnován šum a potlǎcována různorodost mluvčích tak, aby bylo roz-
poznávání na mluv̌cím minimálňe závislé. Nahraný akustický signál je digitali-
zován ve zvukové kartě. Digitalizace spǒcívá ve vzorkování signálu a následné
kvantizaci vzorků pomocí analogově-̌císlicového p̌revodníku. Vzorky jsou dále
rozďeleny na krátké segmenty o délce 25 ms, které se nazývají framy. Sousední
framy se vzájemňe p̌rekrývají. Délka framu se volí tak, aby bylo možné považovat
signál v rámci framu za stacionární. Dalším krokem zpracování signálu je parame-
trizace, která p̌revede framy na p̌ríznaky spľnující následující požadavky. Pomocí
příznaků by m̌elo být možné jednoduše identifikovat jednotlivá slova ve slovníku.
Zárověn by měly potlǎcit vliv různýchřečníků (výška hlasu, síla signálu). Dále by
příznaků nem̌elo být mnoho a m̌ely by být jednoduše vypǒcítatelné. Nejpoužíva-
nějšími p̌ríznaky jsou MFCC p̌ríznaky [5] pro nízkou citlivost na šum v signálu.
Tyto p̌ríznaky jsou taktéž používány v rozpoznávačích použitých v této práci. Sig-
nál je pro další zpracování reprezentován maticí velikostiN ×M , kdeN je pǒcet
framů aM je pǒcet p̌ríznaků reprezentujících každý frame. Existuje množstvípří-
stupů pro zpracování signálu pro rozpoznávánířeči. P̌rehled základních metod lze
nalézt v [5].
Rozpoznávání̌reči se ďelí na dv̌e základní úlohy a to rozpoznávání izolova-
ných slov a rozpoznávání spojitéřeči. Rozpoznávání izolovaných slov je lehčí va-
rianta. Cílem rozpoznávání izolovaných slov je přiřadit nahranému zvuku právě
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jedno nejpravďepodobňejší slovo. Soǔcástí každého rozpoznávače izolovaných
slov musí být detektor začátku a konce slova. Tento detektor využívá znalosti
energie signálu reprezentované jedním z pří naků vytvǒrených v akustické vrstv̌e
rozpoznávání. Rozpoznávání spojitéřeči se k dané nahrávce snaží najít nejprav-
děpodobňejší sekvenci slov. Není předem známo, kolik slov nahrávka obsahuje,
v jakém pǒradí jsou slova vyslovena a ani hranice slov není známa. Tatoúloha má












Obrázek 2.1: Etapy rozpoznávání mluvenéřeči
Výrazný průlom v rozpoznávánířeči zap̌ríčinilo používání skrytých markov-
ských modelů (HMM) pro reprezentaci slov a hlásek. Skryté markovské modely
jsou dodnes využívány v naprosté většiňe systémů rozpoznávání mluvenéřeči [6].
Podobňe jako v analýze p̌rirozené̌reči je dobré identifikovat základní jednotky, ze
kterých sěreč skládá. Vhodnými jednotkami jsou fonémy, nebot’ se jedná oz -
kladní stavební prvky̌reči a je jich relativňe málo, což je výhodné z hlediska
výpočetní nárǒcnosti. V rozpoznávání̌reči je každý foném reprezentován skry-
tým markovským modelem, nejčasťeji třístavovým. P̌ríklad reprezentace fonému
je uveden na obrázku 2.2. Všechny fonémy jsou reprezentovány třístavovým levo-
pravým skrytým markovským modelem, liší se však v hodnotáchparametrů p̌re-
chodůaij a parametrů výstupní funkce. Parametryaii vyjaďrují pravďepodobnost





Obrázek 2.2: Reprezentace fonému 3stavovým skrytým markovským modelem
setrvání ve stavui, parametryaij, kdei 6= j, vyjaďrují pravďepodobnost p̌rechodu
ze stavui do stavuj. Výstupní funkce každého stavu ohodnocuje framy signálu
přiřazené danému stavu. Framy jsou vytvořeny z nahrávky akustickou vrstvou.














TΣ−1m (x − x̄m)
)
, (2.1)
kde m ∈ M je pǒcet mixtur,P je pǒcet p̌ríznaků reprezentujících jeden frame,
Σm je kovariaňcní matice vektorů p̌ríznaků p̌riřazených danému stavu,x̄ je sťrední
hodnota vektorů p̌ríznaků v daném stavu,cm ∈< 0, 1 > je váha mixtury. Mix-
tury vícemixturového normálního rozdělení zachycují variabilitu hlásek vyslovo-
vaných v různých kontextech různými lidmi v různém prostˇení.
Variabilitu fonémů lze též vyjáďrit tak, že se jako základní jednotka nezvolí
pouze jeden foném, ale i jeho okolí, například p̌redchozí a následující foném.
Vznikne takzvaný trifon. Pǒcet základních jednotek se ale výrazně zvýší a je nutné
získat více dat na spolehlivý odhad parametrů modelu.
Větší jazykové celky, jako jsou slova a věty, jsou vytvǒreny žreťezením modelů
fonémů. Proto je třeba znát fonetický p̌repis slov.
Z předchozího popisu modelování fonémů je patrný veliký počet parametrů.
Každý foném je reprezentován 3stavovým modelem, což znamená 3 pravďepo-
dobnosti p̌rechodů mezi stavy, 3 pravděpodobnosti setrvání ve stavu. Každá mix-
tura máP sťredních hodnot aP diagonálních hodnot kovarianč í matice. V re-
álných p̌rípadech se nepočítá s plnou kovariaňcní maticí, nýbrž jen se zjedno-
dušenou diagonální maticí z důvodu výrazně ižší výpǒcetní nárǒcnosti a v̌etší
numerické stability inverze kovarianč í matice. Prǒceštinu je v Laboratǒri počí-
tačového zpracovánířeči používáno až 100 mixtur pro jeden foném.
Odhad parametrů neboli trénování modelů se provádí z nahrávek, u kterých
je známa sekvence fonémů v nich obsažených.Čím méňe je k dispozici tréno-
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vacích dat, tím precizňeji musí být proveden p̌repis nahrávek na fonémy. Preciz-
nější p̌repis též zajišt’uje rychlejší odhad parametrů. Odhad parametrů skrytých
markovských modelů lze provést mnoha způsoby, např. Baum-Welchovým algo-
ritmem [4, 5], simulovaným žíháním [7] nebo samoorganizujícími mapami [8].
Jiná, jednodušší metoda je uvedena dále. Pro jednoduchost je uvažována výstupní
funkce jako hustota jednorozměrného unimodálního normálního rozložení. Tré-
nování parametrů modelů je iterativní algoritmus, ve kterém se neustále zlepšuje
přiřazení framů signálu jednotlivým stavům.
1. Pro všechny trénovací nahrávky se provede jejich fonetický přepis,čímž se
zjistí sekvence fonémů v těchto nahrávkách.
2. Vytvǒrí se modely promluv žreťezením modelů p̌ríslušných fonémů.
3. Framy signálu se rozloží postupně rovnom̌erňe mezi jednotlivé stavy
fonémů.








i=1(xi − µ). Pravďepodobnosti p̌re-
chodů se uřcí jakoass+1 = KNs a ass = 1 − ass+1. Kde Ns je pǒcet framů
přiřazených danému stavu ze všech trénovacích nahrávek aK počet mož-
ných p̌rechodů do následujícího stavu ve všech trénovacích nahrávkách. Pro
levo-pravé modely uvedené na obrázku 2.2 je pouze jeden možný přechod
do následujícího stavu. ProtoK je též rovno pǒctu fonémů v trénovacích
datech náležících HMM, pro který se urč jí parametry.
5. Pomocí dynamického programování se př uspǒrádají framy tak, aby tré-
novací promluvy byly generovány s maximální pravděpodobností. Framy
musí neustále následovat za sebou tak, jak byly vytvořeny v akustické
vrstvě. Pravďepodobnost generovaných promluv je dána upravenými para-
metry modelůaij, µ a σ. P̌riřazení framů stavům skrytých markovských
modelů je naznǎceno na obrázku 2.3.
6. Opakujeme od kroku 4, dokud se mění parametry skrytých markovských
modelů.
P̌revod textu na fonémy je jazykově závislý. Pro ňekteré jazyky, nap̌ríklad pro
anglǐctinu, je p̌revod obtížný, nebot’ neexistují jednoduchá spolehlivá pravidla,
která by tuto úlohu automatizovala. Fonémy včeštiňe odpovídají p̌ribližně písme-
nům. P̌revod napsaného slova na sekvenci fonémů (fonetická transkripce) lze pro
česká slova vyjáďrit ve formě pravidel, která jsou všeobecně známá a lze je nalézt
v [9]. Nová a méňe častá pravidla fonetické transkripce je možné doučit [10].
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A H A
Framy
Obrázek 2.3: P̌riřazení framů stavům skrytých markovských modelů
S p̌ribývajícím pǒctem slov ve slovníku si začínají být jednotlivá slova navzá-
jem akusticky blízká, proto je výhodné využít informaci o výskytu slov a slovních
spojení v daném jazyce. Tuto informaci do rozpoznávače dodává jazykový mo-
del. V soǔcasné dob̌e jsou nejpoužívaňejší dv̌e formy jazykového modelu. První
je založen na pevné gramatice. Je př dem dáno, které sekvence slov se mohou








Obrázek 2.4: Pevná gramatická sít’
matické síťe je jednoduchost, menší výpočetní nárǒcnost a vyšší úsp̌ešnost roz-
poznávání v systémech s malým slovníkem. Vhodné nasazení tohoto jazykového
modelu je v dialogových informǎcních systémech. Ve složitějších systémech se
stává pevná gramatická sít’ složitou. Je-li sítí povoleno lib volné pǒradí slov, pak
nemají jednotlivé promluvy různé ohodnocení a jazykový model ztrácí pro rozpo-
znávání smysl. Pevnou gramatickou sít’ lze použít na zarovnání známé promluvy
se signálem a určit tak časy hranic slov a fonémů.
Druhý typ jazykového modelu je pravděpodobnostní, kdy je povolena libo-
volná sekvence slov ze slovníku, ale tato sekvence je ohodnocena v závislosti na
pravďepodobnosti výskytu v daném jazyce. Tento model se nazývá n-gramový.
Pro každou sekvenci slovwnwn−1wn−2 . . . w1 je uřcena podmíňená pravďepodob-
nostP (wn|wn−1wn−2 . . . w1), že následuje slovown, pokud se již vyskytla sek-
vencewn−1wn−2 . . . w1. Tato pravďepodobnost se nazývá n-gram a je odhadována
z velkého textového korpusu. Délka historien je fixní, většinou 2 (bigramový
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model) nebo 3 (trigramový model). Pravděpodobnost sekvence slovw1w2 . . . wi
je pak
P (w1w2 . . . wi) = P (wi|wi−1wi−2wi−n+1)P (wi−1|wi−2wi−3wi−n+1) . . . (2.2)
N-gramový jazykový model je vhodný pro běžné univerzální systémy rozpozná-
vání mluvené̌reči. V aplikacích jsou v̌etšinou n-gramy odhadovány maximálně
věrohodným odhadem pomocí relativníchˇetností výskytu slov z velkého texto-
vého korpusu. V p̌rípaďe, že se ňejaká sekvence slov v korpusu nevyskytuje, byla
by pravďepodobnost promluvy obsahující tuto sekvenci nulová. Tomuse p̌red-
chází takzvaným vyhlazování, kdy jsou nulové n-gramy nahrazeny malýmčís-
lem. Vyhlazovacích technik existuje několik [5]. Nejednodušší je přičíst ke všem
výskytům sekvencí slov 1. Výhodou n-gramů oproti pevné síti je univerzálnost
použití. N-gramový model je též vhodný pro velké slovníky.
Jakmile je již k dispozici akustický model ve formě HMM a jazykový model
ve formě n-gramů, je možné hledat nejlepší sekvenci slov odpovídajíc nahrané
promluv̌e. Rozpoznávání (dekódování) sekvence lze provést pomocíčasov̌e syn-
chronního Viterbiho dekodéru, který je založen na dynamickém programování.
Viterbiho dekodér hledá takovou cestu skrze stavy modelů,která má nejv̌etší prav-
děpodobnost. Pravděpodobnost cesty skrze stavy je dána pravděpodobnostmi se-
trvání ve stavuass, pravďepodobnostmi p̌rechodů do následujícího stavuass+1,
hodnotami výstupních funkcí pro framy ve stavech (pravděpodobností genero-
vání ťechto framů) a n-gramy (pravděpodobnosti p̌rechodu mezi slovy) v p̌rípaďe
přechodů mezi slovy. S každým novým framem se prodlouží cesta o 1 krok. Musí
být tedy provedeno setrvání ve stavu, nebo přechod do jiného stavu. Cena cesty je
soǔcinem pravďepodobností, které byly získány při rovedení jednotlivých kroků.
Pravďepodobnosti p̌rechodů lze též chápat jako cenu přechodu. Hledá se pak cesta
s maximální cenou.̌Casov̌e synchronní Viterbiho algoritmus též musí brát v úvahu
absenci informace o hranici slov, proto je nutno předpokládat, že s každým no-
vým framem může zǎcít nové slovo, nebo ňejaké skoňcit. Jednoduše popsat tento
komplexní algoritmus ve velice složité. Algoritmus je popsán v [6]. Schéma nej-
pravďepodobňejší sekvence slov je uvedeno na obrázku 2.5.
Viterbiho algoritmus je založen na dynamickém programování, které hledá
globální optimum (cestu s maximální cenou, nejpravděpodobňejší sekvenci slov).
P̌restože se jedná o velmi efektivní algoritmus hledání globálního optima, je nutné
zjistit ceny všech možných cest, jejichž počet exponenciálňe stoupá s velikostí
slovníku a délkou rozpoznávané nahrávky. Nejpravděpodobňejší nejlepší cesta se
dá zjistit zp̌etným procházením až po zjištění cen všech cest. Je tedy zřejmé, že pro
přijatelnou odezvu v̌case je nutné použít prořezávání a procházet pouze nejslib-
nější cesty. Algoritmus s proˇezáváním již nemusí najít optimální cestu. V praxi
se však ukazuje, že lze bez extrémně nárǒcného testování nalézt kompromis mezi
















přechod do dalšího stavu
setvání ve stavu
Obrázek 2.5: Nepravděpodobňejší sekvence slov
množstvím nenavštívených málo perspektivních cest a snížením úsp̌ešnosti roz-
poznávání.
Z výše uvedených principů rozpoznávání přirozenéřeči je patrné, že principy
rozpoznávání spoléhají na množství parametrů jednotlivých modelů, které je třeba
co nejp̌resňeji odhadnout. Pro zjištění parametrů akustických modelů ve formě
HMM je nutné provést pěclivý ruční p̌repis ňekolika hodin různorodých nahrávek.
Spolehlivý odhad n-gramů je možný z velkého textového korpusu obsahujícího
gigabyty dat. Zatímco pǒcet fonémů je v dané̌reči v podstaťe nem̌enný a relativňe
malý, množství různých slov se svými variantami je značné, a proto vytvǒrení
kvalitního textového korpusu může trvat dlouhou dobu.
2.2 Metody vývoje lingvistické vrstvy
2.2.1 Tvorba textového korpusu
Tvorba lingvistické vrstvy vyžaduje veliké množství textuna jeho důkladnou ana-
lýzu. Textový korpus musí dostatečně reprezentativňe pokrývat požadovanou apli-
kační oblast, aby z ňej vytvǒrený slovník rozpoznávače pokryl co nejvíce nejčet-
nějších slov. Problémem je, že zdroje textu pro různé aplikace se mohou výrazně
lišit co do p̌rístupnosti, požadovaného rozsahu,či míry zněcišťení nap̌ríklad p̌re-
klepy a zkratkami.
Nejčasťejším a nejp̌rístupňejším zdrojem textu jsou webové stránky. Pro au-
tomatizaci stahování webových stánek existuje množství nástrojů, od speciali-
zovaných programů na vytváření zrcadel portálů, jako například programwget,
po specializované knihovny programovacích jazyků, například knihovnaLWPpro
jazyk Perl, která je dob̌re popsána v [11].LWP umož̌nuje transformaci webo-
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vých stránek do stromové struktury, a tím i snadné vyhledávání relevantních od-
kazů na další stránky. Stromovou strukturu lze také úspěšňe použít k extrakci
těchčástí stránky, které obsahují užitečný text. Podobné knihovny existují i pro
jiné programovací jazyky jako Python, Java, atd. Sběr dat z webu prováďejí také
webové vyhledávací služby. Například Google prohledává internet pomocí pro-
gramu Geocrawler. Sběr dat z webu pro textový korpus může probíhat necíleně,
náhodným procházením odkazů, nebo cíleně nap̌ríklad pro aplikaci rozpoznávání
zpráv z televize a rádia [12] lze sbírat novinovéčlánky z webových portálů den-
ního tisku. Necílený p̌rístup je schopen v krátkém̌case získat velké množství textu
obsahujícího ale množství nežádoucích slov, jako jsou napříkl d slova jiného než
požadovaného jazyka. Pomocí cíleného prohledávání požadovaných webových
portálů lze získat menší množství textu, nebot’ je ho denně apsáno jen nepa-
trné množství v porovnání s požadavky na kvalitní korpus. Proto musí stahování
probíhat delší̌cas.
Dalším zdrojem dat pro přepis zpráv mohou být přepisy pǒradů od firem zabý-
vajících se toutǒcinností. Ťechto dat není velké množství, ale jedná se o přepisy
mluvenéřeči, tedy p̌rímo o data nejlépe pokrývající cílovou oblast. Přepisy zpráv
mají významný vliv na zvyšování úspěšnosti p̌repisu zpravodajských pořadů, ne-
bot’ obsahují používané promluvy. Přepisy pǒradů jsoǔcisté a je tudíž jednodušší
z nich p̌ridat chyb̌ející slova do slovníku, a tím umožnit jejich rozpoznání. Včeské
republice se p̌repisem a monitoringem zpráv zabývají firmy Newton IT a Anopress
IT.
Problematické je sehnat data pro speciální aplikace, jako jsou p̌repisy lékǎr-
ských zpráv nebo rozsudků. Tato data obsahují osobní informace, proto nemohou
být bez jejich odstraňení zpracovávána. Odstranění osobních informací není jed-
noduchá záležitost, nebot’ jsoučasto zakomponována přímo do textu. Pak nejsou
tyto zdroje p̌rístupné vůbec. Dalším problémem zdrojů specializovaných dat je
veliké množství p̌reklepů a oborových zkratek, což vzhledem k malému množ-
ství dat vyžaduje pěclivou a nákladnou úpravu textů pro další zpracování. Metody
čišťení textů jsou p̌rímo vázané na zdroje dat.
2.2.2 Tvorba slovníku
Pokud je již k dispozici dostatečně velký textový korpus, lze s jeho pomocí vytvo-
řit slovník pro rozpoznávǎc řeči. Tento slovník obsahuje slova a jejich fonetické
přepisy. Jako samostatná slova jsou v rozpoznávánířeči chápány i varianty vytvo-
řené od jednoho kǒrene slova nap̌ríklad sklǒnováním,časováním, různým rodem
atd. Nap̌ríklad v češtiňe řidič, řidiče, řidiči, řidičovi, řidička, řidičce jsou různá
slova. Jazyky s tímto způsobem vytváření slov se nazývají inflektivní. Míra in-
flektivity je v každém jazyce různá. Minimální je například v anglǐctině, znǎcná
v češtiňe a ňemčině. Velmi inflektivní jazyky vyžadují výrazňe větší slovníky, což
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má za následek vyšší výpočetní nároky a v̌etší množství dat ke spolehlivému od-
hadu parametrů. Existují i náročnější jazyky na velikost slovníku, takzvané aglu-
tinativní jazyky, kde jedno slovo ve slovníku pro rozpoznávač je složenina více
slov, či dokoncečást v̌ety nebo fráze. Mezi tyto jazyky patří němčina, finština a
turěctina. V ňemčině nebo holandštiňe se tento problém̌reší dekompozicí slože-
nin [13, 14], ve finštiňe je snaha vytvǒrit slovník z menších jednotek, například
morfémů [15]. Problém se slovníkem založeným na subslovních jednotkách je, že
není známo, kde je začátek a konec slova. Dalším problém subslovních jednotek
je jejich identifikace. Rǔcní dekompozice je náročná a není vždy jednoznačná.
Jednotky dekomponované automaticky [16] nemusí odpovídatje notkám použí-
vaným v lingvistice a jejich interpretace je pak nejasná.
Slovník je ve v̌etšiňe p̌rípadů tvǒren neǰcetňejšími slovy z textového korpusu.
Odlišný p̌rístup používaný pro inflektivní jazyky spočíval v p̌ridání neǰcetňejších
slov a všech jejich odvozenin. Tento přístup byl používán, pokud nebyl k dispo-
zici dostatěcně veliký textový korpus. Nevýhoda generování tvarů slov spočívala
v občasné nepravidelnosti při generování tvarů a značném zv̌etšování slovníku.
Slova, která nejsou ve slovníku, sečasto oznǎcují jako OOV. Pokud není slovo
ve slovníku, není možné, aby jej rozpoznávač rozpoznal. Vzhledem k vlastnostem
Viterbiho algoritmu je místo slova chybějícího ve slovníku rozpoznáno podobné
slovo nebo sekvence slov ze slovníku. Je tedy zřejmé, že pokud se v nahrávce vy-
skytuje slovo, které není ve slovníku, dojde k alespoň jedné chyb̌e, často i k sek-
venci chyb rozpoznávání.
Pokud rozpoznávǎc nepodporuje veliké slovníky, je možné provést adaptaci
při druhém průchodu rozpoznávání, kdy se do slovníku přidají slova se stejným
kořenem slova, jako mají slova rozpoznaná v prvním průchodu.Tak lze eliminovat
chyby typické pro inflektivní jazyky, kdy se tvary slov liší jen málo [17].
Na záklaďe analýzy výsledků rozpoznávání bylo zjištěno, že krátká slova jako
předložky a spojky jsoǔcasto vypoušťena nebo p̌ridávána. Proto je vhodné krátká
slova spojit se sousedícím větším slovem a vytvǒrit tak jedno delší slovo. Tento
přístup vede ke snížení chybovosti způsobené právě krátkými slovy [18, 19]. Je
však nutné opatrňe zvolit způsob spojování slov, aby nedošlo k nepřimě̌renému
zvětšení slovníku.
2.2.3 Fonetický p̌repis slov
Fonetická transkripce slov spojuje akustickou a textovoučást rozpoznávání. Úko-
lem fonetické transkripce je namapovat písmena na fonémy, ted slova na jejich
skryté markovské modely. Pro zápis fonémů je možno použít mezinárodní fo-
netickou abecedu (IPA) popsanou v [20]. Pročeštinu byla vypracována abeceda
PAC [21], která p̌rehledňeji zachycujěceká pravidla pro fonetický přepis, nebot’
fonémy p̌ribližně odpovídají písmenům.̌Ceská fonetická abeceda je i implemen-
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tačně výhodňejší, nebot’ každý̌ceský foném je reprezentován jedním znakem.
Pro každé slovo ve slovníku je třeba vytvǒrit jeho fonetický p̌repis v̌cetňe vý-
slovnostních variant. Například slovoosm lze vyslovovat jakoosmneboosum.
Jelikož slovníky obsahují desetitisíce i sta tisíce slov, je rǔcní fonetický p̌repis
obtížný. Složitost automatické fonetické transkripce závisí na jazyce, pro který
je prováďena. Automatický p̌repis anglických slov je obtížnější než p̌repis čes-
kých slov, nebot’ v anglǐctině neexistují jednoduchá fonologická pravidla, která
by bylo možné implementovat. Fonologická pravidla pro automatický fonetický
přepis mohou být implementována ve formě produǩcních pravidel [22], [23], roz-
hodovacích stromů [24], konečných automatů [25] nebo neuronové sítě [26]. Pra-
vidla je možné p̌revzít z fonetiky daného jazyka, nebo odvodit z ručně p̌repsaných
příkladů. Fonologická pravidla prǒceštinu jsou uvedena v [9].
2.2.4 Jazykový model
V soǔcasných systémech rozpoznávání mluvenéřeči dominuje n-gramový jazy-
kový model, což je zejména dáno univerzálností jeho použitía dobrými výsledky.
Parametry n-gramového modelu se odhadují z velkého textového korpusu. Pro
každou sekvenci slovwnwn−1wn−2 . . . w1 je uřcena podmíňená pravďepodobnost
P (wn|wn−1wn−2 . . . w1). To znamená, že následuje slovown, pokud se již vy-
skytla sekvencewn−1wn−2 . . . w1. Nejčasťeji je používán bigramový a trigramový
jazykový model, kde je zjišt’ována pravděpodobnost výskytu slov v závislosti na
jednom, respektive dvou předchozích slovech.
Kromě slov může být n-gramový jazykový model založen i na morfolgických
třídách [27]. Místo sekvencí slov je pak odhadována podmíněná pravďepodobnost
třídy v závislosti na sekvenci předchozích ťríd. Textový korpus musí být též pře-
veden na ťrídy, což není pro jazyky s volným pořádkem slov ve v̌eťe (nap̌ríklad
čeština) triviální operace. Naopak v angličtině a ňemčině s pevným pǒrádkem
slov je situace jednodušší, nebot’ je známé, kde se nachází podmět, kde p̌rísudek,
atd. Automatický p̌revod korpusu na třídy se nazývá tagování. Pročeštinu je způ-
sob tagování uveden v [28]. Slovníky jsou i pro tˇídní n-gramové modely složeny
ze slov. Proto je třeba p̌revést ťrídní jazykový model na slovní jazykový model. To
lze pomocí vztahu
P (wn|wn−1wn−2 . . . w1) = P (wn|cn)P (cn|cn−1cn−2 . . . c1), (2.3)
kde wi jsou slova aci třídy. Ze vztahu 2.3 je patrné, že oproti slovnímu
n-gramovému modelu je třeba odhadnout další parametryP (wn|cn). Tříd je však
mnohem méňe než slov, proto může třídní n-gramový model ve výsledku obsaho-
vat méňe parametrů než slovní.
Problémem n-gramového modelu jsou odhadnuté nulové pravděpodobnosti,
pokud se sekvence slov v korpusu nevyskytuje. Pokud promluva obsahuje nevy-
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skytující se sekvenci, pak je pravděpodobnost celé promluvy nulová, což plyne
ze vztahu 2.2. Nahrazení nulových pravděpodobností nenulovými se nazývá vy-
hlazování. Existuje ňekolik metod vyhlazování uvedených například v [5]. Nej-
jednodušší metoda vyhlazování je přečtení 1 ke každé absolutníčetnosti výskytu





kdeV je pǒcet slov ve slovníku ac() jsou absolutní̌cetnosti výskytu. Velmi pou-




, kdyžc(wn−1wn) > 0 (2.5)
=
N(wn−1)
(V − N(wn−1))(c(wn−1) + N(wn−1))
jinak , (2.6)
kdeN(wn−1) je pǒcet různých následníků slovawn−1.
Jazykový model pro veliké slovníky může být obtížné spočítat z důvodů vel-
kých pam̌et’ových nároků. Bigramový jazykový model pro slovník obsahující
300000 slov může obsahovat až3000002 slovních dvojic, což v soǔcasné dob̌e
nelze uchovat v pam̌eti pǒcítǎce. Ve skutěcnosti je slovních dvojic viďeno mnohem
méňe a lze je proto uchovat v paměti. Pro výpǒcet jazykového modelu existuje nˇ -
kolik nástrojů, SRILM toolkit [30], CMU SLM [31]. Programy implementované
ve skriptovacích jazycích nejsou vhodné pro výpočet jazykového modelu s vel-
kým slovníkem, nebot’ vyžadují veliké množství paměti. Nejznám̌ejší software je
SRILM, který je implementován v jazyce C. SRILM je univerzální soubor pro-
gramů schopný spočítat různé typy jazykových modelů. Pro n-gramové modelyje
řád modelu omezen pouze velikostí dostupné paměti. Jsou též k dispozici různé
metody vyhlazování jazykového modelu.
Správný jazykový model má reflektovat jazyk, kterým se mluvía který je
následňe rozpoznáván. Pokud chceme rozpoznávat tématické promluvy, jako je
nap̌ríklad jednání parlamentu, lékařské zprávy, sportovní přenosy, atd., je nutné
vytvořit nový jazykový model nebo upravit existující. Většina technik adaptace
jazykového modelu mixuje existující jazykové modely, přičemž minimalizují per-
plexitu nového jazykového modelu na testovacích promluvách. P̌restože se daří
výrazňe snižovat perplexitu nových modelů, k znatelnému zlepšení úsp̌ešnosti
rozpoznávání s novými jazykovými modely dochází zřídka [32, 33, 34, 35].
V literatǔre se objevuje více metod adaptace jazykového modelu, od nejjed o-
dušší lineární interpolace [36], log-lineární interpolace [37], maximum a poste-
riori (MAP) adaptace vycházející z metod adaptace používané na akustické mo-
dely [38], adaptace založené na principu maxima entropie [39], po různé ad-hoc
metody.
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2.2.5 Úpravy výstupu rozpoznávǎce
Z rozpoznávǎce vychází proud mezerami oddělených slov, což je málǒcitelné pro
další zpracování. Vizuální přehlednost výsledků rozpoznávání významně podpo-
ruje interpunkce a velká písmena na začátku názvů tak, jak je to obvyklé v běž-
ných textech. Velká písmena na začátku v̌et též p̌rispívají ke zvýšení̌citelnosti
výsledků. Velká písmena na začátku slov jsou krom̌e pǒcátků v̌et závislá na ja-
zyce, tedy jazykovém modelu.
Automatická interpunkce se snaží najít konce vět a vložit do nich těcky ačárky
v přípaďe souv̌etí. K odhadnutí správné pozice interpunkce je třeba kombinovat in-
formace z akustické̌cásti promluvy, jazykového modelu a morfologické analýzy.
Detailní morfologická analýza je však závislá na znalosti pozic interpunǩcních
znamének. Morfologická analýza může býtčástěcně nahrazena jazykovým mo-
delem. Morfologická analýza významněji pomáhá v jazycích s pevným pořadím
slov.
Z literatury je patrné, že dosavadní systémy provádějící automatickou inter-
punkci kombinují znalost průb̌ehu základní frekvence (F0), n-gramového jazyko-
vého modelu, délky trvání fonémů [40] a pří adňe i morfologických znǎcek [41].
Průb̌eh F0 je počástech linearizován a jsou z něj extrahovány různé příznaky,
nap̌ríklad sklon lineárních úseků. V práci [41] bylo pozorováno, že včeštiňe po-
zicečárek závisí spíše na informacích z jazykového modelu, zatímco pozice těcek
je spíše uřcena akustickoǔcástí promluvy. Tentýž̌clánek používá morfologický




Tato práce je úzce spjata s vývojem systému pro automatický přepis televizních a
rozhlasových pǒradů a výsledky práce jsou v tomto systému uplatněny. P̌ri vývoji
rozsáhlého sytému pro rozpoznávání mluvenéčeštiny bylo ťreba odpov̌eďet na
řadu koncep̌cních i díľcích otázek, vy̌rešit řadu díľcích úloh, implementovat je
do modulů a tyto moduly správně propojit. Vzhledem k praktickému nasazení
pak bylo též nutné̌rešit úlohy efektivní a paralelní správy slovníku a jazykového
modelu a možnosti jejicȟcasové adaptace.
Otázky, na které bylo třeba najít odpov̌edi:
Jak velký musí být slovník, aby dostatěcně pokrýval češtinu? Je žrejmé, že
pokud není slovo ve slovníku, není možné, aby jej rozpoznávač rozpoznal.
Pokud se v promluv̌e vyskytne slovo, které není ve slovníku, udělá rozpo-
znávǎc chybu tím, že jej zam̌ení za jiné podobné slovo ve slovníku.Často
však rozpoznávǎc zam̌ení chyb̌ející slovo a jeho okolí sekvencí slov ze slov-
níku, což způsobí více chyb. Je zřejmé, že pro inflektivní jazyky s velikým
počtem slov nebude možné pracovat s kompletním slovníkem všech slov,
což je dáno zejména vysokými výpočetními nároky p̌ri používání velmi vel-
kého slovníku. Podobná slova ve slovníku mají i podobné akustické modely,
což vede ǩcastým chybám v rozpoznávání. Veliké slovníky je též obtížné
spravovat, a proto obsahují množství chyb jako jsou překlepy nebo špatné
fonetické p̌repisy.
Z jakých zdrojů tento slovník tvo řit? Velký slovník vyžaduje velké množství
textu z dané aplikǎcní oblasti. Z tohoto textu je odvozen jak slovník tak i ja-
zykový model. Nejp̌rístupňejším zdrojem dat pro přepis zpráv jsou webové
portály zpravodajských pořadů. Použití webu jako zdroje dat s sebou přináší
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mnohé problémy. Je nutné vytvořit dostatěcně robustní programy schopné
pracovat 24 hodin denně, 365 dní v roce, nebot’ množství textu vytvořeného
za jeden den není příliš veliké a navíc sěcasto opakuje v různých zdrojích.
P̌ri stažení stránky je třeba zkontrolovat, jestli obsahuje požadované infor-
mace a provést extrakci podstatných dat, kterých může být na celé stránce i
méňe než ťretina.
Jak předzpracovat výchozí text? Nasbíraný text obsahuje množství zkratek a
číslovek, které je nutné rozepsat do tvaru více podobného jejich výslovnosti.
Tento úkol není pro inflektivní jazyky jednoduchý, nebot’ pře is ňekterých
zkratek ǎcíslovek je nutné vytvǒrit ve správném tvaru, což je někdy možné
až po analýze okolí slova. Ňekteré zkratky je naopak vhodné přidat do slov-
níku tak, jak jsou, a vytvǒrit pouze alternativní výslovnosti.
Je vhodné p̌ridat do slovníku i slovní spojení? Slovní spojení ve slovníku je
v mnoha inflektivních jazycích spíše problém, který pouze zvˇ tšuje slovník
a ředí data pro jazykový model. Na druhé straně je žrejmé, že krátká slova
způsobují vyšší chybovost než slova dlouhá, proto je výhodné je spojit se
sousedními slovy a vytvořit tak jedno slovní spojení zapsané ve slovníku
jako jedno slovo. Tato úloha je spíše úlohou nalezení vhodného kritéria pro
výběr slovních spojení.
Jak efektivně vytvořit výslovnost ke slovům? Slovník obsahuje veliké množ-
ství slov a jejich manuální fonetická transkripce je v přijatelné dob̌e nereali-
zovatelná. Proto je třeba použít a implementovat fonologická pravidla, která
provedou automatickou fonetickou transkripci. Včeštiňe se však vyskytuje
množství slov cizího původu, na která nejsoučeská fonologická pravidla
aplikovatelná. Neǰcasťejší problémy tvǒrí přepis slabik di, ti a ni. Pro tyto
slabiky je ťreba nalézt další pravidla tak, aby slova správně p̌repsaná̌ces-
kými pravidly nebyla poškozena a nová pravidla opravila co nejvíce chyb.
Jak upravit výstup rozpoznávače, aby byl co nejvícěcitelný? Výstup rozpo-
znávǎce je tvǒren sekvencí mezerami oddělených slov, což je značně ne-
čitelné. Automatická interpunkce a správná první velká písmena významňe
zvyšují čitelnost. Interpunkce je žcásti závislá na intonaci, tudíž na vstup-
ním signálu. P̌ri rozpoznávání je však automatická interpunkce posledním
článkem, a tudíž od signálu velmi vzdálena.
Jak důležitá je pravidelná aktualizace slovníku a jazykového modelu? Je
zřejmé, že se témata ve zprávách včase m̌ení. Je tudíž nutné provádět
občasné aktualizace slovníku a jazykového modelu. Hlavní otázk u je jak
často, nebot’ i tato operace zabíráčas, který může být při méňe častých
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úpravách využit efektivňeji. Aktualizaci slovníku není totiž možné pro-
váďet zcela automaticky z důvodu velkého množství překlepů vybraných
frekveňcní analýzou za kandidáty na přidání.
Jak lze adaptovat lingvistickou vrstvu pro jinou aplikační oblast? Pokud je
již k dispozici rozsáhlý systém pro přepis zpráv, je žádoucí, aby mohl být
co nejsnadňeji použit i v jiných aplikacích. Otázkou je, co bude nutné
provést pro jeho adaptaci a kolik to bude stát.
3.2 Dílčí úlohy
Cílem této práce je tvorba lingvistické vrstvy pro rozpoznávač řeči s tím, že veš-
keré kroky jsou maximálňe automatizovány. Výsledky výzkumu jsou aplikovány
na rozpoznávǎc izolovaných slov [42] a spojité̌reči [2] vyvíjené v Laboratǒri po-
čítǎcového zpracovánířeči technické univerzity v Liberci. Oba rozpoznávače jsou
primárňe uřceny pro rozpoznáváníčeštiny,čímž je také demonstrována lokalizace
jazykového modelu a slovníku, a tedy snížení jedné z překážek masového rozší-
ření hlasových technologií.
Tvorba lingvistické vrstvy pro rozpoznávač mluvenéčeštiny zahrnuje mnoho
akcí, z nichž ňekteré jsou plňe automatizovatelné, některé jeňcástěcně a ňekteré
může uďelat pouze manuálně specialista, například p̌repis lékǎrských zkratek. P̌ri
automatizaci jednotlivých akcí je nutné aplikovat jak hrubo výpǒcetní sílu, tak
i heuristické informace a metody umělé inteligence. Hlavní úkoly při tvorbě lin-
gvistické vrstvy jsou:
Tvorba textového korpusu: Pro rozpoznávání zpráv z televize a rádia [12] lze
sbírat novinové̌clánky z webových stránek. Sběr dat z webu lze zajistit ro-
bustním programem automaticky prohledávajícím zvolené stránky. P̌ri vy-
tvá̌rení slovníku pro lékǎrský diktovací systém [43] je nutné z dat vypustit
osobní informace pacientů, což komplikuje sběr dat.
Čištění a normalizace nasbíraných dat:Nasbíraná data obsahují̌císlicemi
psanéčíslovky a zkratky, které je nutno rozepsat. Učíslic se tak zmenší
počet různých slov a zlepší se jazykový model. U zkratek se zjednoduší fo-
netický p̌repis. Expanze zkratek ačíslovek není triviální, nebot’ je nutné vy-
generovat správný tvar (pád), což nelze provést vždy automaticky. V někte-
rých p̌rípadech pomůže automatická morfologická analýza [44]. Speciální
zkratky mohou p̌repsat jen specialisté, kteří je používají.Čišťení je operace
výrazňe závislá na jazyce a konkrétním zdroji textů.
Výběr slov do slovníku: Do slovníku se ze získaných textů vybírají nejčetňejší
slova jazyka. Se snižující sečetností výskytu slov p̌ribývá p̌reklepů, cizích
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a nesmyslných slov.̌Ceština jako inflektivní jazyk obsahuje mnoho tvarů
slov, ňekdy i správné tvary mohou být méně četné než p̌reklepy. Proto nelze
proces výb̌eru slov do slovníku plňe automatizovat.
Vytvoření fonetické transkripce slov ve slovníku: Fonetická transkripce defi-
nuje napojení slova na akustické modely. Pročeštinu existuje soubor pra-
videl, která platí pro v̌etšinu českých slov. Cizí slova je nutné většinou
přepisovat rǔcně. Jiné jazyky, nap̌ríklad anglǐctina, mohou mít fonetickou
transkripci obtížňeji algoritmizovatelnou. Pro implementaci fonologických
pravidel se používají produkční pravidla, stavové automaty nebo neuronové
síťe.
Vytvoření jazykového modelu: Používaný rozpoznávač řeči používá jazykový
model ve form̌e dvojic sousedních slov. Pro slovník obsahující300000 slov
je teoreticky možných3000002 slovních dvojic je proto nutné zabývat se
implementací pǒcítání ťechto dvojic, aby je bylo možné umístit do paměti
běžňe dostupných pǒcítǎců.
Adaptace jazykového modelu:P̌ri rozpoznávání televizních zpráv dochází
v průb̌ehučasu ke zm̌eňe témat. Proto je nutné aktualizovat slovník i jazy-
kový model, což zahrnuje všechny předchozí akce, ale s menším množstvím
dat a v̌etším množstvím šumu v datech (překlepů). Adaptace jazykového
modelu spǒcívá ve vhodném kombinování různých existujících jazykových
modelů tak, aby výsledný model měl minimální perplexitu na testovacích
datech.
Automatická interpunkce: Výstupem automatického rozpoznávače spojité̌reči
je mezerami odďelený proud slov. Pro zvýšeníčitelnosti tohoto výstupu je
nutné provést automatickou interpunkci zvýrazňující konce v̌et. Automa-
tická interpunkce krom̌e akustické informace využívá též informaci z jazy-
kového modelu.
Detailní analýza výsledků rozpoznávání:Pro efektivní zvyšování úspěšnosti
rozpoznávání je výhodné věďet, která slova jsou nejčasťeji špatňe rozpo-
znávána. B̌ežňe používaná metoda vyhodnocování výsledků rozpoznávání
počítá slova, která jsou zam̌eňená, vložená,̌ci vypušťená. V p̌rípaďe výskytu
sekvence chyb není běžnou metodou zjišt’ováno, které slovo je vložené a
které zam̌eňené, je pouze zjištěno, že jedno je vložené a jedno zaměňené.
Kapitola 4
Systémy, nástroje a data využité p̌ri
řešení
V této práci jsou prováďeny experimenty na dvou typech rozpoznávačů vyvinu-
tých v Laboratǒri počítǎcového zpracovánířeči na Technické univerzity v Liberci.
První je rozpoznávǎc izolovaných slov schopný pracovat se slovníkem o velikost
až 1000000 slov [42]. Druhý rozpoznávač je navržen na rozpoznávání spojitéřeči
se slovníkem o velikosti až 400000 slov [2].
4.1 Systém automatické transkripce televizních a
rozhlasových pǒradů
V Laboratǒri počítǎcového zpracovánířeči Technické univerzity v Liberci byl vy-
vinut systém pro automatický přepis televizních a rozhlasových pořadů. Tento sys-
tém je velmi modulární, což umožňuje prováďet množství různých experimentů.
Systém je implementován tak, že rozpoznávače b̌eží na ňekolika pǒcítǎcích najed-
nou a úloha rozpoznávání je distribuována,čímž se zrychlí prováďení experimentů
na reálných datech. Zrychlením provádění experimentů také dochází k rychlej-
šímu vývoji v oblasti rozpoznávánířeči, nebot’ je možné provádět i experimenty,
které nebyly realizovány díky obtížně predikovatelným výsledkům a velkým̌ca-
sovým nárokům.
Tento systém je nasazen v komerční sfé̌re na p̌repis televizních a rozhlasových
pǒradů. Schéma systému je uvedeno na obrázku 4.1.
4.1.1 Zpracování signálu a extrakce p̌ríznaků
Vysílaný signál je zachycován běžnou televizní kartou a vzorkován 16 kHz
v 16 bitovém rozlišení. Parametrizace je prováděna 100 krát za sekundu po 25 ms
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Obrázek 4.1: Systém pro přepis televizních a rozhlasových pořadů
framech. Každý frame je reprezentován 40 příznaky: logaritmus energie signálu a
39 MFCC p̌ríznaky. Logaritmus energie je používán pouze k identifikaci řeˇové
aktivity.
4.1.2 Segmentace signálu
Aby bylo možno úlohu distribuovat na více rozpoznávačů, je signál segmentován
na akusticky homogenní úseky, kdy hovoří jeden mluv̌cí. Tímto způsobem jsou
identifikovány i televizní zňelky. Zňelky nejsou dále zpracovávány rozpoznáva-
čemřeči.
V poslední verzi je použita segmentace na základě vyhodnocení průb̌ehu
Bayesova informǎcního kritéria( BIC). Je využita metoda binárního dělení, kdy
je průb̌eh postupňe hierarchicky ďelen v boďe maxima od nejvyššího bodu až do
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stanoveného prahu, hodnoty BIC [45].
4.1.3 Identifikace mluv̌cího
Ke každému segmentu je přiřazena informace o mluvčím. Pro ú̌cely rozpoznávání
zpráv byl vytvǒren seznam nejčasťejších mluv̌cích a jejich modelů v podobě Gaus-
sovských mixturových modelů (GMM). Nejdříve je identifikován mluv̌cí jako
akusticky nejbližší model ze seznamu. Následně je identifikovaný mluv̌cí verifiko-
ván pomocí univerzálního modelu a potvrzen,či zamítnut. Pro zamítnuté mluvčí
je segmentu p̌riřazena alespǒn informace o pohlaví mluv̌cího, která je zjišťena na
záklaďe majority pohlaví nejbližších mluvčích ze seznamu.
4.1.4 Adaptace na mluv̌cího
Pro identifikované mluv̌cí byly p̌ripraveny adaptované akustické modely, které
jsou p̌ri rozpoznávání̌rečového segmentu použity. Pro segmenty, kde je známa
jen informace o pohlaví mluv̌cího, je provedena on-line adaptace kombinací akus-
ticky nejbližších modelů mluv̌cích stejného pohlaví známých z identifikace mluv-
čího [46].
4.1.5 Rozpoznávǎc spojité řeči
Fonetická abeceda rozpoznávače obsahuje 41̌ceských fonémů a 7 symbolů pro
šumy [47]. Každý symbol fonetické abecedy je modelován 3stavovým levo-
pravým skrytým markovským modelem s vícemixturovou (až 100mixtur na stav)
výstupní funkcí. Akustické modely byly natrénovány na 35 hodinách anotovaných
mikrofonních a vysílaných záznamů.
Rozpoznávání je založeno na jednoprůchodovém Viterbiho dek déru. Roz-
poznávǎc používá slovník obsahující 312 tisíc slov a 335 tisíc výslovnostních
variant. Jazykový model je slovní bigramový. Primární vyhlazovací metoda je
Witten-Bellova metoda. Pokud je vyhlazená hodnota neviděného bigramu vyšší
než viďeného je použita metoda Add-one.
4.1.6 Úpravy textového výstupu
Rozpoznávǎc produkujeřeťezec slov odďelený mezerami. Pro zvýšeníčitelnosti
výstupu je provedena automatická interpunkce výstupu rozpoznávǎce pomocí au-
tomaticky vytvǒrených pravidel [48]. Tímto jsou promluvy rozděleny na v̌ety.
Čitelnost je dále zvýšena velkými písmeny na začátcích v̌et.
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4.2 Databáze pro experimentální testování
V této práci je provedeno množství různých experimentů narůzných datech. Data
pro vyhodnocování výsledků spojitéřeči jsou sdílena ňekolika experimenty. Žca-
sových důvodů není možné provést všechny experimenty na všech datech. V této
kapitole jsou popsány̌rečové testovací databáze nejčasťeji použité v této práci.
4.2.1 COST278
COST278 [49] je pan-evropská databáze anotovaných televizních nahrávek. Da-
tabázi tvǒrí 23 hodin nahrávek 10 televizních stanic v 7 evropských jazycích (ho-
landština, portugalština, galština,čeština, slovinština, slovenština ařečtina). V této
práci je pro ú̌cely vyhodnocování použita pouzeč ská̌cást. Podrobnosti jsou uve-
deny v tabulce 4.1.
Tabulka 4.1: Data COST278
COST278 Trénovací Testovací
Pǒcetřečových segmentů 498 339
Délka promluv 81 min 53 min
Pǒcet slov 12922 8457
Pǒcet různých slov 5446 3911
4.2.2 TV2005
Protože data COST278 jsou z roku 2003, byla vytvořena nová databáze obsahující
nahrávky televizních zpráv z roku 2005. Podrobnosti jsou uvedeny v tabulce 4.2.
Tabulka 4.2: Data TV2005
TV2005 Testovací
Pǒcetřečových segmentů 430
Délka promluv 66 min
Pǒcet slov 9769
Pǒcet různých slov 4312
4.3 Vyhodnocování výsledků rozpoznávání
Výsledky rozpoznávání izolovaných slov se udávají v procentech úsp̌ešňe rozpo-
znaných slov. Necht’C je pǒcet správňe rozpoznaných slov aN je celkový pǒcet
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Vyhodnocení rozpoznávání spojitéřeči je komplikovaňejší, protože je nutné
určit, kolik slov bylo správňe rozpoznánoh, kolik slov bylo vypušťeno (deleced)
a kolik slov bylo p̌ridáno (inzercei). Refereňcní a rozpoznaný text jsou zarov-
nány tak, aby si správně rozpoznaná slova odpovídala, zbylá slova jsou označe
jako substituces, pokud je lze p̌riřadit jinému slovu, inzerce, pokud je slovo na-
víc v rozpoznaném textu,̌ci delece, pokud chybí v rozpoznaném textu. Příklad
zarovnání je uveden v tabulce 4.3. Více o zarovnávání je uvedeno v kapitole 8.
Tabulka 4.3: Zarovnávání referenčního a rozpoznaného textu
Reference Zítra bude oblǎcno až polojasno
Rozpoznaný text bude opǎcně a až polojasno
Výsledek zarovnání d h s i h h
Úsp̌ešnost rozpoznávání spojitéřeči je definována vztahem
Acc =
N − D − S − I
N
, (4.2)
kdeN je pǒcet slov v refereňcním textu,D je pǒcet delecí,I je pǒcet inzercí aS
je pǒcet substitucí.
Další míra pro vyhodnocování úspěšnosti rozpoznávání je chybovost. Je defi-
nována vztahem
WER = 1 − Acc. (4.3)
4.4 Test statistické významnosti
Neustálým zlepšováním různýchˇástí automatického rozpoznávače mluvené̌reči
dochází ke snižování vlivu nových zlepšení na zvýšení úspěšnosti rozpoznávání.
To je dáno tím, že je stále obtížnější zlepšit již velmi dobré jazykové a akus-
tické modely. Aby bylo možné zjistit, zda nové vylepšení skutečně zvyšuje úsp̌eš-
nost rozpoznávání, lze použít testy statistické významnosti. Tyto testy potvrzují,
či vyvracejí hypotézu, zda zlepšení je statisticky významné. Praktická význam-
nost nového vylepšení je většinou velmi obtížňe mě̌ritelná nebo ji lze zjistit pouze
z dlouhodobého pozorování.
Pro test statistické významnosti zlepšení úspěšnosti rozpoznávání bylo Národ-
ním ú̌radem pro standardizaci a technologii [50] zavedeno několik testů statistické
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významnosti. Nejvhodňejším testem statistické významnosti pro porovnávání vý-
sledků spojitého rozpoznávače řeči je MAPSSWE test. Jde o běžný párový t-test
o sťrední hodnoťe normálního rozložení s neznámým rozptylem. Předpokladem
pro správné použití testu je, aby byl proveden na alespoň 50 nezávislých náhodně
vybraných promluvách [51].
Test zjišt’uje pǒcet chyb v promluvách porovnávaných výsledků. Jako chyba
je bez rozdílu typu chápána delece, inzerce a substituce. Rozdíl počtu chyb vi-té
promluv̌e je dán vztahem
Zi = NA − NB, (4.4)
kde NA je pǒcet chyb v promluv̌e A a NB je pǒcet chyb v promluv̌e B. Potom
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má p̌ribližně normální rozďelení. Nulovou hypotézu,H0 : µZ = 0, zamítáme









kvantil je použit, nebot’ je vyžadován oboustranný odhadµZ .
Tento test statistické významnosti je použit v práci pro testování statistické
významnosti zlepšení výsledků spojitého rozpoznávánířeči, pokud je absolutní
zvýšení úsp̌ešnosti rozpoznávání malé.
P̌ri testování hypotéz je zvolena hladina významnostiα, na které je zamítnuta
nulová hypotéza. Hladinaα udává pravďepodobnost chyby, které se dopustíme
zamítnutím nulové hypotézy. Aby bylo zřejmé, jak daleko jsme od zvolené hla-
diny α, p̌ri zamítnutíči nezamítnutí nulové hypotézy, lze výsledek testu vyjádřit
p-hodnotou, která udává hladinu významnosti, kterou je nutné použít pro testo-
vaná data, aby byla nulová hypotéza zamítnuta na hranici zamítnutí. Pokud je




Vytváření jazykového modelu a slovníku vyžaduje shromáždění velkého množ-
ství textu.Čím je v̌etší slovník, tím více textu je potřeba. Nasbíraný text by m̌el
být z oblasti, kde bude rozpoznávač řeči používán, aby slovník rozpoznávače po-
kryl co nejvíce neǰcetňejších slov a jazykový model zachytil a spolehlivě odhadl
hodnoty bigramů̌ci trigramů. Je všeobecně známé, žěcasto vyskytujících se slov
je málo ǎrídce vyskytujících se slov je mnoho. To ukazuje i fakt, že přibližně po-
lovina slov ze 2.4 milionu různých slov vyskytujících se ve3.5 GB nasbíraných
novinovýchčlánků byla viďena práv̌e jednou.
5.1 Zdroje dat
Nejvíce věrejně p̌rístupných textů se v dnešní době nalézá na webových strán-
kách. Pro p̌repis televizních a rozhlasových zpráv jsou nejvhodnější webové por-
tály denního tisku, protože jsou snadno dostupné a nejvíce se ob ahov̌e p̌ribli-
žují vysílaným zprávám. P̌repisy televizních a rozhlasových zpráv je nejběžňejší
dnešní aplikace rozpoznávačů spojitéřeči kvůli vysoké kvaliťe studiových nahrá-
vek a snadnosti p̌rístupu.
Pro automatizaci stahování webových stánek existuje množství nástrojů. Zrca-
dlo webového portálu lze jednoduše vytvořit nap̌ríklad programemwget. Pokud je
nutné další zpracování nasbíraných dat je výhodnější použít specializovanou kni-
hovnu pro ňejaký programovací jazyk, například knihovnaLWP pro jazykPerl,
která je dob̌re popsána v [11].LWP umož̌nuje transformaci webových stránek
do stromové struktury a tím i snadné vyhledávání relevantních odkazů na další
stránky. Stromovou strukturu lze také úspěšňe použít k extrakci ťechčástí stránky,
které obsahují užitěcný text. Díky napojeníLWPna programovací jazyk je možné
třídit stažené stránky při procházení webového severu, což je výhodné zejména
u portálů vytvá̌rených dynamicky, kdy ze jména souboru,či cesty k ňemu není
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zřejmý obsah. Setříděné texty se dají využít například k trénování identifikace
článků.
Stahování webových stránek přináší i problémy. Získané̌clánky jsou v̌etšinou
ukládány do velkého množství malých souborů. Běžní správci souborů mají pro-
blémy s velkým pǒctem položek v adresáři, proto je nutné dobré naplánovat struk-
turu adresá̌rů, kam se stránky ukládají, aby bylo možné jednoduše uložené sou-
bory prohlížet a kontrolovat. Další komplikace jsou na straně serveru, nebot’ jej
systematické stahování stránek může neúmˇ rňe zaťežovat, což může vést až k jeho
vyřazení z provozu a následnému zákazu přístupu na server od provozovatele.
Program, který prohledává server, je omezen množstvím podmínek, které ošet-
řují výpadky spojení. Software na procházení portálu ječasto uďelán „na míru”,
proto p̌ri změňe designu stránek je nutné jej upravit. Programy na prohledávání
internetu používají též internetové vyhledávací služby, nap̌ríklad Google využívá
program Geocrawler.
Jako zdroj textových dat pro přepisy televizních a rozhlasových zpráv lze vyu-
žít služeb firem, které zprávy přepisují. Ťechto dat je mnohem méně a jsou drahá,
nebot’ se jedná o rǔcní p̌repisy. Na druhou stranu však nejlépe reflektují jazyk,
který je používán ve zprávách.
Získat data pro lékǎrský diktovací systém je oproti novinovým̌clánkům vý-
razňe složiťejší a je jich mnohem méně. Lékǎrské zprávyčasto obsahují osobní
údaje, které jsou chráně y zákonem proti zveř jnění. Osobní údaje není vždy
možné spolehliv̌e eliminovat, proto nejsou tyto texty přístupné. Vzhledem k ma-
lému množství textů je možné spolehlivě odhadnout pravďepodobnosti výskytu
unigramů, ne již bigramů. Lékařské diktovací systémy umožňují proto jen dikto-
vání izolovaných slov. Slovníky pro tyto systémy jsou menší.
5.2 Normalizace textového korpusu
Cílem normalizace získaných textů je přiblížení psané formy̌reči formě vyslovo-
vané p̌redevším expanzí zkratek a pře isemčíslic. Normalizace se též snaží snížit
počet různých zápisů slov, například „gymnázium, gymnasium” jsou stejná slova
a zbytěcně zvyšují velikost jazykového modelu a slovníku. Převodník ťechto slov
na unifikovanou formu byl vytvǒren rǔcně [52]. Normalizace textu je prováděna
ad-hoc. Normalizace korpusu pro rozpoznávač spojitéřeči je prováďena v násle-
dujících krocích:
1. Expanze zkratek, které nejsou skloňovány, nap̌ríklad: apod., tzn. Tyto jedno
či dvouslovné zkratky jsou expandovány, nebot’ jsou expandovány i ve slov-
níku. Zkratky obsahující více slov jako s. r. o., v. o. s expandovány nejsou.
Pokud by byly expandovány zkratky složené z několika slov, pak by se vý-
razňe snížilačitelnost výstupu rozpoznávače, nebot’ expandovaná zkratka
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není b̌ežná a nikdo ji něceká. Další důvod je, že tyto zkratky mají většinou i
alternativní výslovnost. Například: s. r. o. sěcte jakoeserónebospolečnost
s ručením omezeným.
2. Expanzěcíslic následovaných slovem letý, letou, . . . , např. 50letý na pade-
sátiletý. Tento zkrácený zápisčíslice ječasto používaný. Používá se však i
expandovaná forma. Cílem expanze je sjednotit zápis těchto výrazů.
3. P̌repis zkratky tzv. na takzvaná, takzvaný, . . . Jde o velmičetnou zkratku
s netriviálním p̌repisem, nebot’ je její p̌repis sklǒnován. P̌repis je možné
provést s vysokou úspěšností v závislosti na sousedních slovech a možností
přepisu není mnoho. Alternativou k expanzi této zkratky by byl alternativní
výslovnosti ve slovníku. Tento přístup nebyl vyzkoušen, nebot’ rozpoznávač
neumož̌nuje použít více jak 9 alternativních přepisů.
4. Standardizace, kdy jsou začátky v̌et oznǎceny speciálním tagem. Tento krok
je velmi používaný v mnoha rozpoznávačích. Zǎcátek v̌ety má svůj vlastní
symbol. V ňekterých publikacích je označován i konec v̌ety. V této práci
konec v̌ety oznǎcován není, jedná se o duplicitní informaci k začátku v̌ety.
V tomto kroku jsou též všechny nealfanumerické znaky odděleny z obou
stran mezerami, což je důležité pouze pro možnost aplikaced lších úprav,
které na tuto skutěcnost spoléhají.
5. P̌repis zkratky hod. na hodin, hodina, . . . Cílem této úpravy je sjednotit zá-
pis času a tím snížit pǒcet alternativních variant. Přepis je netriviální, nebot’
slovo hodina je nutné skloňovat. Zkratka hod. se vyskytuje též ve fyzikál-
ních jednotkách, například km/hod. Ne všechny zkratky jsou expandovány.
6. P̌repis datumů1, nap̌ríklad4. lednanačtvrtého ledna. Expanzěcíslic je nej-
problematǐctějšíčástí normalizace korpusu, nebot’ jich je nekoneč ě mnoho
a ječasto nutné je sklǒnovat. Proto je důležité odhadnout, coˇ íslice zname-
nají. P̌repis datumů lze provést jednodušeji, pokud víme, že jde o datum.
Výskyt datumu lze jednoduše zjistit pomocí stavového automatu, nebot’ je
jeho zápis ustálen. Přepisuje se zároveň číslice i ostatní̌cásti datumu, jejichž
zápis je zkrácen.
7. Expanzěcíslic s p̌redložkou s využitím znalosti mluvnických kategorií ná-
sledujícího slova, napříkladve 4. patřenave čtvrtém patře. Mluvnické kate-
gorie jsou získány z morfologického analyzátoru [44]. Přeložka spolu s in-
formací o roďe, čísle a páďe následujícího slovǎcasto vede k určení správ-
ného tvaru rozepsané̌císlovky. Tato metoda není úplně spolehlivá, ale ve
1blabla
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většiňe p̌rípadů použitelná. Pokud jsou pochyby o správném přepsání, není
číslovka expandována. Pochyby vznikají, pokud je více různých možností,
nebo p̌redložka není kompatibilní se zjištěnými kategoriemi slova zǎcíslicí.
8. Expanzěcíslic vyjaďrujícíchčas ze spojení: V X hodin, napříkladv 5 hodin
nav pět hodin. Tato normalizace je speciální pří ad p̌redchozí normalizace,
ale do slovního spojení22 hodinse číslice p̌repisují jako by za nimi ná-
sledovalo slovo v ženském rodě, počíslici 22 se p̌repisují, jako by za nimi
následovalo slovo v mužském rodě.
9. Expanze zbylýcȟcíslic. Tato normalizace zahrnuje pravidla pro pˇe is dese-
tinnýchčísel ačíslovky částěcně vyjáďrené slovem, například 7 milionůse
přepíše nasedm milionů. Pokud je však p̌redčíslicí p̌redložka, je aplikována
úprava z bodu 7.
10. Aplikace p̌revodníku jednoduchých slov. Pomocí ní se sníží počet alterna-
tivních textových variant slov. Například slovabenzína benzinznamenají
stejnou v̌ec a píší se podobně. Proto je podporována pouze jedna varianta.
Preference varianty je většinou subjektivní, ale m̌ela by být konzistentní
s dalšími rody, pády̌ci časy normalizovaného slova. Převodník je vytvǒren
manuálňe. Nižší pǒcet alternativních zápisů snižuje velikost slovníku.
11. Aplikace p̌revodníku slov na spojováníči rozďelování slov, nap̌ríklad apri-
ori naa priori. Tato úprava je obdoba předchozí úpravy. Z důvodů efektiv-
nější implementace byly tyto úpravy rozděleny.
12. Expanzěcíslic p̌red slovem krát, například 5krát napětkrát. Úprava posti-
huječastý výskyt ťechtočíslic po všech provedených expanzíchčíslic.
13. Drobné úpravy na základě vizuální inspekce korpusu. Pravidla úprav jsou
vytvá̌rena na záklaďe vizuální inspekce korpusu a výsledků rozpoznávače.
Tyto úpravy zahrnují nap̌ríklad p̌repsánípř. n. l. napřed naším letopočtem.
Výsledný korpus je p̌reveden na malá písmena.
5.2.1 Vliv normalizace na úsp̌ešnost rozpoznávání
Pro zjišťení vlivu normalizace korpusu na úspěšnost rozpoznávání byl proveden
experiment, kdy byly originální texty postupně normalizovány. Z korpusů jed-
notlivých kroků normalizace byly vytvǒreny jazykové modely. Experiment byl
proveden na databázi TV2005 4.2.2. Výsledky jsou uvedeny v tabulce 5.1.
Z výsledků je patrné nejv̌etší zvýšení úsp̌ešnosti rozpoznávání při oznǎcování
zǎcátku v̌et a odďelení nealfanumerických znaků od slov. P-hodnota testu statis-
tické významnosti zlepšení mezi originálními texty (pořadí operace 0) a poslední
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Tabulka 5.1: Vliv normalizace na úspěšnost rozpoznávání
Název operace pǒradí operace úsp̌ešnost rozpoznávání (Acc)
Originální texty 0 78.64 %
Jednoduché zkratky 1 78.63 %
X-letý 2 78.50 %
Tzv. 3 78.65 %
Standardizace 4 79.90 %
Hod. 5 79.98 %
Datum 6 80.05 %
Číslice s p̌redložkou 7 80.11 %
V X hodin 8 80.09 %
Ostatníčíslice 9 80.03 %
P̌revodník 10 80.18 %
P̌revodník spojování slov 11 80.03 %
X krát 12 80.08 %
Ruční úpravy 13 80.04 %
úpravou (pǒradí operace 13) je 4.6e-09. Textový korpus zahrnuje v současné dob̌e
3.5 GB textových souborů, převážňe článků z denního tisku. Korpus obsahuje při-
bližně 519 milionů slov, z toho 2375859 různých.
5.3 Speciální úpravy lékǎrských textů
Diktování lékǎrských zpráv umož̌nuje zvýšit efektivitu práce lékařů nap̌ríklad tím,
že p̌ri diktování mohou držet v ruce rentgenové snímky, aniž by měli zam̌estnány
ruce psaním na klávesnici. Lékaři většinou nemají mnohǒcasu, který by mohli
věnovat konzultacím p̌ri vytváření diktovacího systému, proto je při normalizaci
textu kladen důraz na použití jiných lékařských zdrojů. V této sekci je uveden po-
stupčišťení lékǎrských textů pro lékǎrský diktovací systém vyvíjený v Laboratoři
počítǎcového zpracovánířeči Technické univerzity v Liberci.
Typickým znakem dostupných lékařských textů, ze kterých má být vytvářen
slovník a jazykový model, je maximální úspora psaní. Dokumenty obsahují ve-
liké množství různých zkratek, z nichž některé jsou normalizovány, ostatní jsou
specifické pro nemocniciˇ i odďelení. Lékǎri používají více lokalizovaných forem
latinských výrazů (latinský základ ǎceská p̌rípona),čímž je ztížena automatická
fonetická transkripce, nebot’ tato slova mají fonetický přepis odlišný od b̌ežných
českých zvyklostí. P̌reklepy jsou též b̌ežnou soǔcástí lékǎrských zpráv. Na základě
prohlídky ňekolika textů se normalizace lékařských textů soustředila na opravu
překlepů, expanzi zkratek, výběr slov do slovníku a identifikaci slov s neobvyk-
32 KAPITOLA 5. TVORBA TEXTOVÉHO KORPUSU
lým fonetickým p̌repisem. Dostupných lékařských textů je v̌etšinou málo na to,
aby se p̌reklepy eliminovaly svojí maloǔcetností výskytu. Proto je nutné úpravám
textů v̌enovat v̌etší pozornost.
5.3.1 Oprava p̌reklepů a expanze zkratek
Většina p̌reklepů a zkratek může být opravena pouze ručně, protože jen specia-
listé vědí, zda slovo je p̌reklep a které zkratky jsou vyslovovány tak, jak se píší a
které mají být expandovány. Pouze nejčetňejší p̌reklepy a zkratky jsou opraveny
a expandovány, protože specialisté mají máločasu. Ňekteré korekce p̌reklepů a
expanze zkratek byly převzaty z [53].
5.3.2 Výb̌er slov do slovníku
Dostupné texty s expandovanými zkratkami a opravenými nejčetňejšími p̌reklepy
stále obsahují mnoho chyb, proto je seznam slov vytvořený z textů zpracován
českou automatickou kontrolou pravopisu poskytovanou programem ispell a po-
rovnán s lékǎrským slovníkem dle obrázku 5.1.
Ano NeAno





Obrázek 5.1: Výb̌er slov do lékǎrského slovníku
Pokud kontrola pravopisu zná slovo, a to se vyskytuje v textech časťeji než
3krát, je zǎrazeno do nového slovníku. Práh je použit, protože ispell propouští
některé p̌reklepy. Pro slova, která neprojdou kontrolou pravopisu jezjišt’ováno,
zda existují v lékǎrském slovníku dostupném jako webová aplikace [54]. Pokud
je slovo v lékǎrském slovníku, nebo slovník nabídne podobné slovo, je zařazeno
do nového slovníku, pokud se vyskytuje alespoň 3krát. Pro slova, která nejsou
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uvedena ani v lékǎrském slova, je zvolen práh výskytu 20, aby mohla být zařa-
zena do slovníku. Může se totiž jednat o jinou formu zápisu latinského slova,̌ci
odvozeného slova. Ově̌rování, zda je slovo v lékařském slovníku je provedeno
automaticky jednoduchou aplikací s použitím balíku LWP pro Perl.
5.3.3 Identifikace slov s latinským fonetickým p̌repisem
Latinská slova je možné přepsat podle pravidel uvedených v knize [55]. Nejprve
je ovšem nutné identifikovat slova, na která se aplikuje latinský fonetický p̌re-
pis. Kandidátmi na latinský přepis jsou názvy léků a nejběžňejší latinská slova
z lékǎrské literatury. Z knihy [55] byly naskenovány 4 strany nejběžňejších lékǎr-
ských termínů a programem FineReader převedeny na text. Zda je slovo názvem
léku, bylo možno provést automaticky ze stránek pojišt’ovny [56] podobňe jako
v sekci 5.3.2, kde se ově̌ruje, zda je slovo v lékǎrském slovníku. Postup identifi-











Česká fonetická transkripceLatinská fonetická transkripce
lékǎrské výrazy
Obrázek 5.2: Výb̌er slov s latinským fonetickým přepisem
Slovo ze slovníku je porovnáváno bud’ se seznamem nejfrekvento aňejších
lékǎrských výrazů nebo se seznamem léků. Pokud není uvedeno ani v jednom
ze seznamů, je provedena automatickáˇeská fonetická transkripce. Na slova vy-
skytující se v seznamu nejfrekventovanějších lékǎrských výrazů je aplikována la-
tinská fonetická transkripce. Pokud je slovo obsaženo v seznamu léků a zárověn
není akceptovánǒceským ispellem, je p̌repsáno dle latinských fonetických pra-
videl. V p̌rípaďe, že je slovo akceptovánočeským ispellem, pak jde bud’ ǒceské
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slovo v názvu léku, nebo velmi frekventovaný lék. Takových slov bylo p̌ribližně
40, proto nebyl problém je ručně zkontrolovat.
5.4 Zhodnocení
Cílem kapitoly je ukázat ňekolik postupů normalizace textu a vliv normalizace
na úsp̌ešnost rozpoznávání. Nejprve je ukázána normalizace běžných textů. Další
sekce se zabývají odlišným příkladem, kdy je ťreba vy̌cistit lékǎrské texty a vy-
brat slova do slovníku s co nejmenšími nároky načas lékǎrů strávený na vývoji
lékǎrského diktovacího systému. V tomto pří aďe je nutné efektivňe využít co
nejvíce dostupných zdrojů–online slovníky, seznamy lék˚u, automatickou kontrolu
pravopisu a automatické rozpoznávání znaků (OCR). Lékařských textů je mno-
hem méňe a jsou více „zněcišťené” než novinové̌clánky.
Kapitola 6
Tvorba slovníku
6.1 Principy výběru slov do slovníku
Slovník je důležitou soǔcástí rozpoznávǎce řeči, nebot’ rozpoznávǎc pracuje
pouze se slovy ve slovníku. Pokud není slovo ve slovníku, nemůž být rozpo-
znáno. Slovník je vytvá̌ren z velkého množství textu vybráním nejč tňejších slov,
tím se dosáhne vysokého pokrytí zdrojového textu slovníkem. Text, ze kterého
je vytvá̌ren slovník, musí obsahovat témata, pro která je rozpoznávač navrhován.
Pro požadované pokrytí je velikost slovníku závislá na jazyku, pro který je slov-
ník vytvá̌ren. Anglǐctina obsahuje málo slov, proto stačí slovník o desítkách tisíc
slov. Mnoho slovních tvarů jazyka zvyšuje velikost slovníku. Aby se dosáhlo stej-
ného pokrytíčeského textu jako anglického, je nutné použít vě ší slovník. Pro
99% pokrytí anglickéhǒci špaňelského textu je třeba slovník o velikosti 65 tisíc
slov [57], [58].
Velké slovníky jsou problematické, nebot’ vyžadují velké korpusy, jazykový
model je pak také veliký a doba rozpoznávání se značně prodlužuje. Velký slov-
ník je též nárǒcný na údržbu. Témata promluv se včase m̌ení, a je tudíž nutné
přidávat aktuální slova, případňe odebírat slova zastaralá. S přibývající velikostí
slovníku je mezi kandidáty na přidání do slovníku stále více nesmyslných slov a
překlepů, nebot’ mohou býťcetňejší, než žrídka se vyskytující správná slova. Z to-
hoto důvodu není udržování a adaptace slovníku plně automatizovatelná. Efek-
tivní správ̌e slovníku významňe pomáhá vhodný software. Tento software musí
kontrolovat správný tvar slovníku, který očekává rozpoznávač (nap̌ríklad správné
seťrídění). Dále je nutné kontrolovat, zda fonetický pře is obsahuje pouze povo-
lené znaky odpovídající modelům fonémů, zda se stejné slovo nevyskytuje více-
krát nebo jestli již neexistuje tvar, na který je slovo normalizováno p̌revodníkem
z p̌redchozí kapitoly. Další podpora efektivity správy slovníku spǒcívá v možnosti
distribuce správy mezi více lidí, je tedy nutno pracovat s více verzemi slovníku.
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P̌ríklad slovníku je uveden v tabulce 6.1.

























6.2 Charakteristiky slovníku pro rozpoznávǎc řeči
Slovník pro rozpoznávánířeči odvozen z textového korpusu obsahujícího 3.5 GB
textu, p̌revážňe článků z denního tisku. Korpus obsahuje přibližně 519 milionů
slov, z toho 2375859 různých. Histogram̌cetností slov v textovém korpusu, viz
obrázek 6.1, ukazuje, žěcetných slov je jen málo, zatímco různých slov s občas-
ným výskytem je mnoho, což je důvod používání velkých slovníků pro rozpozná-
váníčeštiny.
Pokrytí textového korpusu různě velikými slovníky je uvedeno v tabulce 6.2.
Ze slovníku používaném v rozpoznávači spojité řeči obsahujícím 312 tisíc slov
























Obrázek 6.1: Histogram̌cetností výskytu slov v textovém korpusu. Graf je vy-
kreslen v logaritmických souřadnicích.
Tabulka 6.2: Pokrytí textového korpusu různě velikými slovníky
Pǒcet slov ve slovníku Pǒcet pokrytých slov Pokrytí
25000 447807165 86.23 %
50000 474605302 91.39 %
75000 486883723 93.76 %
100000 494064808 95.14 %
125000 498796835 96.05 %
150000 502145401 96.70 %
175000 504637124 97.18 %
200000 506561303 97.55 %
225000 507514229 97.73 %
250000 509313731 98.08 %
275000 510327772 98.27 %
300000 511175175 98.44 %
byly odvozeny menší slovníky na základě četnosti výskytů slov v textovém kor-
pusu.
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6.3 Fonetická transkripce
P̌ri rozpoznávání̌reči je důležité vzájemné spojení textové a akustické formy
slova. Pro každé slovo je nutné mít jeho akustický model, který j porovná-
ván s akustickým signálem přicházejícím do mikrofonu. Pro velké slovníky není
možné vytvǒrit akustický model pro každé slovo zvlášt’. Proto jsou vytvá̌reny
akustické modely pro menší stavební jednotky slova, například fonémy, a ty jsou
poté spojovány. Foném je nejmenší jednotkařeči, která může rozlišovat jednot-
livá slova [9]. Fonémů je podstatně méňe než slov. Je možné používat i jiné větší
stavební jednotky slov, ale vždy je nutné volit kompromis mezi počtem jednotek,
složitostí p̌repisu textu na jednotky a dostatečným množstvím dat, ze kterého jsou
akustické modely natrénovány.
Pro zápis fonémů je možno použít mezinárodní fonetickou abecedu (IPA) po-
psanou v [20]. Prǒceštinu byla vypracována abeceda PAC [21] přehledňeji vy-
stihující česká fonetická pravidla.̌Ceská fonetická abeceda je i implementač ě
výhodňejší.Česká fonetická abeceda je uvedena v tabulce 6.3. Rozpoznávačeřeči
používané v této práci pracují s modely fonémů, kterých je 40 [21]. Dále jsou
přidány modely nejb̌ežňejších šumů a hluků [47].
Fonetická transkripce je přepis textové podoby slova na sekvenci fonémů.
V každém jazyce existují x fonologická pravidla jak provádět fonetickou tran-
skripci (vyslovovat slova). V ňekterých jazycích, jako je angličt na existuje veliké
množství pravidel. Naopak v̌ceštiňe nebo ňemčině je pravidel mnohem méně a je
možné je jednodušeji implementovat.
Fonetická transkripcěceštiny není jen pouhý přepis písmen na odpovídající
fonémy podle tabulky uvedené v [21].Často dochází ke koartikulaci, kdy je pís-
meno p̌repsáno na foném v závislosti na jeho okolí. V tomto přípaďe může být
jedno písmeno p̌repsáno na ňekolik různých fonémů nebo úplně vypušťeno z p̌re-
pisu.
Fonologická pravidla mohou být implementována ve formě produǩcních pra-
videl [22], [23], rozhodovacích stromů [24], konečných automatů [25] nebo neu-
ronové síťe [26, 59].
6.3.1 Fonologická pravidla
Pro češtinu bylo fonetiky vypracováno množství fonologickýchpravidel [9]
přepisujících hlásky na fonémy.̌Ceské hlásky jsou rozděleny na samohlásky a
souhlásky a souhlásky jsou rozděleny na zňelé a nezňelé. Rozďelení je uvedeno
v tabulce 6.4. Fonologická pravidla jsou ve formě produǩcních pravidel a popisují
jak p̌repsat hlásky na fonémy v závislosti na jejich okolí. Pravidla zahrnují i
pokrǒcilé jevy jako je nap̌ríklad spodoba zňelosti a spodoba artikulační. Následují
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a a táta (táta)
á á táta (táta)
b b bota (bota)
c c ocel (ocel)
C dz Dzurinda (Curinda)
č č čivava (̌civava)
Č dž AlDžazíra (aľCazíra)
d d jeden (jeden)
d’ d’ dělat (d’elat)
e e lev (lev)
é é méně (méňe)
f f fauna (fauna)
g g guma (guma)
h h aha (aha)
X ch chudoba (Xudoba)
i i nebo y vypil (vipil)
í í nebo ý výpis (vípis)
j j dojat (dojat)
k k kolo (kolo)
l l kolo (kolo)
m m moje (moje)
M nosové m tramvaj (traMvaj)
n n nos (nos)
N nosové n banka (baNka)
ň ň něco (ňeco)
o o voda (voda)
ó ó óda (óda)
p p prase (prase)
r r prase (prase)
ř ř moře (mǒre)
Ř zněléř keř (keŘ)
s s seno (seno)
š š šum (šum)
t t dutý (dutí)
t’ t’ tísěn (t’ ísěn)
u u duše (duše)
ú ú nebo ů růže (rúže)
v v veťrelec (veťrelec)
z z koza (koza)
ž ž žně (žňe)
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Tabulka 6.4: Zňelostčeských hlásek
Samohlásky (SA) a, á, e, é,̌e, i, í, y, ý, o, ó, u, ú, ů
Znělé párové souhlásky (ZPS) b, d, d’, g, z, ž, v, h, dz(C), dž(Č)
Nezňelé párové souhlásky (NPS) p, t, t’, k, s, š, f, ch(X), c,̌c
Jediněcné souhlásky zňelé (JS) m, n,ň, l, j, r, ř
příklady pravidel:
Následuje-liěpob, p, f, v přepisuje se naje
ě→ je / <b, p, f, v>_
Jestližex stojí p̌red zňelou souhláskou, přepisuje se nagz, jestliže stojí p̌red
nezňelou souhláskoǔci na konci slova, p̌repisuje se naks.
x → gz /_<ZPS, JS>
x → ks /_<NPS, ->
Slovník obsahuje pouze jednotlivá slova, proto pravidla pro spodobu zňelosti
mezi slovy jsou používána jen výjimečně jako alternativní výslovnost slova.Česká
fonologická pravidla fungují spolehlivě pročeská slova. Cizí slova, zejména ta,
kde se vyskytují slabikydi, ti, ni bývají často špatňe p̌repisována nad’i , t’i , ňi.
Nap̌ríklad slovoantimonje p̌repsáno podlěceských pravidel nant’imon nikoli
naantymon. Některá slova jsou p̌repisována podlěceských i cizích pravidel sou-
časňe, nap̌ríklad slovoantirasistimá být p̌repsáno na ntyrasist’i, ale podlečes-
kých fonologických pravidel by bylo p̌repsáno naant’irasist’i. V příkladech je
použit fonémy, p̌restože není v PAC. Cílem jěcitelnost p̌ríkladů. Ve skutěcné
fonetické transkripci není rozdíl meziy a i, proto se ob̌e zapisují jakoi
Řešení správného přepisu cizích slov spǒcívá v zavedení výjimek. Výjimky se
při fonetické transkripci aplikují jako první. Standardní fonologická pravidla jsou
aplikována jako druhá. Výjimek však rychle přibývá a stávají se nepřehlednými,
což může vést k poškození správné fonetické transkripce slov, která byla správňe
přepsána standardními fonologickými pravidly.
Jiným řešením fonetického přepisu cizích slov je odvození nových pravidel
ze známých p̌repisů slov. Tím se i sníží počet výjimek. V této práci jsou odvozo-
vána nová fonologická pravidla ve formě produǩcních pravidel. Originální sada
pravidel je p̌revzata z [22]. Nová pravidla mají původní sadu rozšířit, proto jsou
ve stejné form̌e. Zabrání se tím reimplementaci původních pravidel. Nováf nolo-
gická pravidla jsou odvozována pomocí gramatické evoluce přímo do požadova-
ného formátu. Odvozování nových fonologických pravidel jeuv deno v [10].
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6.3.2 Gramatická evoluce
Gramatická evoluce je evoluční algoritmus pomocí kterého lze vyvinout program
popsatelný bezkontextovou gramatikou, který co nejlépe splňuje zadaná krité-
ria. Více o gramatické evoluci (GE) lze nalézt v [60]. Gramatická evoluce stejňe
jako ostatní evolǔcní algoritmy používá evolǔcní cyklus uvedený na obrázku 6.2.







Obrázek 6.2: Evolǔcní cyklus
kompletní program. Generování syntakticky správných programů je zabezpěceno
vhodňe navrženou bezkontextovou gramatikou společnou pro všechny jedince.
Použitá pravidla bezkontextové gramatiky, která generujíkonkrétní program, jsou
dána práv̌e binárním̌reťezcem (genotypem) jedince. Noví jedinci jsou během evo-
luce tvǒreni genetickými operátory jako je mutace a křížení, aplikovanými na
genotypy rodǐců. Po skoňcení evoluce je vybrán nejlepší jedinec reprezentující
nejlepší program ve smyslu zadaného kritéria neboli fitness.
6.3.3 Nová fonologická pravidla
Jak již bylo uvedeno, jsou fonologická pravidla odvozovánajako produǩcní pra-
vidla ve formátu
písmeno→ foném/prefix _postfix, krok, (6.1)
kde prefix a postfix jsou sekvence písmen předcházející a následující přepiso-
vané písmeno. Krok označuje, kolik následujících písmen má být při fonetické
transkripci p̌reskǒceno. Krok umož̌nuje p̌repsat ňekolik písmen najednou. Při od-
vozování nových fonologických pravidel jsou počet kroků, foném a p̌repisované
písmeno fixní. Tím je zjednodušeno učení nových pravidel a zároveň je tak možné
se sousťredit na p̌rípady, které jsou nejčasťeji chybňe p̌repsány jako jsou slabiky
di, ti, ni.
Nová pravidla by m̌ela pokrýt co nejvíce špatně p̌repsaných slov a zároveň by
nem̌ela bránit aplikaci původních pravidel, pokud je jimi slovo správňe p̌repiso-
váno. Fonetický p̌repis je prováďen v následujících krocích.
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1. Aplikuj výjimky.
2. Aplikuj nová pravidla.
3. Aplikuj originální pravidla.
Pravidla jsou uspǒrádána od nejspecifičtějších aplikovatelných na málo pří adů
po nejobecňejší aplikovatelná na libovolné písmeno bez ohledu na jeho kontext.
Pokud je ňejaké pravidlo aplikováno, je písmeno pře sáno a další pravidla se již
na ňej neaplikují. V opǎcném je na písmeno aplikováno následující obecnější pra-
vidlo.
P̌ri odvozování nových fonologických pravidel jsou výjimky ignorovány.
Učené pravidlo je aplikováno jako první. Následnˇ jsou aplikována ostatní pra-
vidla.
6.3.4 Trénovací a testovací data
Trénovací a testovací množiny jsou vytvořeny pro každou trojici {písmeno,
foném, krok} zvlášt’. Hledá se jen prefix a postfix. Trénovacítestovací vzorky
jsou vybrány ze slovníku obsahujícího 200000 slov. Všechnaslova obsahující p̌re-
pisované písmeno jsou vybrána ze slovníku a roztříděna do ťrech skupin. První
skupina obsahuje slova, která jsou správně p̌repsána pomocí originálních fono-
logických pravidel. Druhá skupina je tvořena slovy, která by mohla být správně
přepsána, kdyby bylo aplikováno nějaké nové pravidlo, které je hledáno. Třetí
skupina jsou slova, u nichž nelze jednoduše odhadnout, zda jejich p̌repis nové pra-
vidlo opraví. Toto rozďelení lze provést plňe automaticky tak, že se pro všechna
slova špatňe p̌repsaná originálními pravidly provede i alternativní pře is hleda-
ným pravidlem s prázdným prefixem i postfixem. Pokud je mezi alternativami
přepis shodný s p̌repisem ze slovníku, pak je možné fonetický pře is opravit ňe-
jakým novým pravidlem. Trénovací a testovací množiny jsou vytvořeny z prvních
dvou skupin a to tak, že dvě ťretiny jsou trénovací a jedna třetina testovací.
6.3.5 Experimenty a výsledky
Všechny experimenty probíhaly s populací tvořenou 500 jedinci. B̌ehem evoluce
bylo vyhodnoceno 50500 jedinců. Rodiče, na které byly aplikovány genetické
operátory byli vybíráni turnajovou selekcí mezi třemi jedinci. Nová populace byla
vytvá̌rena metodou „steady state“ [61] tak, že 80 % jedinců zůstalo a 80 % no-
vých jedinců bylo vytvǒreno ǩrížením, ostatní mutací. Diverzita populace byla
udržována metodou LICE [62].
















Obrázek 6.3: 350 nejlepších jedinců poslední populace
Fitness funkce neboli kritérium výběru jedince je popsáno níže. Trénovací
množina je rozďelena na slova správně p̌repsaná originálními fonologickými pra-
vidly C a slova, jejichž automatická transkripce může být opravennovým pra-
vidlem. Necht’B je pǒcet slov s transkripcí opravenou novým pravidlem aC̄ je
počet pravidel zC, jejichž p̌repis je novým pravidlem poškozen. Fitness je pak
f = B − wC̄, (6.2)
kde w ∈ 〈0,∞〉 je váha penalizující transkripci poškozenou novým pravidlem.
Pro všechny experimenty jew = 6.
V rámci experimentů jsou hledána pravidla pro nejproblematičtější slabiky di,
ti, ni. Výsledná fonologická pravidla byla ručně vybírána z poslední populace, a to
taková pro která bylōC = 0, tedy žádný p̌repis nebyl novým pravidlem poškozen.
350 nejlepších jedinců poslední populace je ukázáno na obrázku 6.3
Bylo nalezeno 38 nových pravidel, která byla přidána k 248 originálním pra-
vidlům.
Slovník s 200000 slovy byl p̌repsán pomocí originálních fonologických pra-
videl s výjimkami a s novou sadou fonologických pravidel bezpoužití výjimek.
Úsp̌ešnost p̌repisu je uvedena v tabulce 6.5. Počet slov, která jsou opravena jed-
notlivými pravidly není lehké p̌resňe uřcit, nebot’ slovo může být opraveno dvěma
pravidly zárověn.
Pǒcty opravitelných a opravených fonetických pře isů jsou uvedeny v ta-
bulce 6.6.
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Tabulka 6.5: Experimentální výsledky s novými fonologickými pravidly
Správňe p̌repsáno úsp̌ešnost
Originální pravidla s výjimkami 185237 93 %
P̌ridána nová pravidla 189807 95 %
Tabulka 6.6: Opravitelné a opravené chyby fonetické transkripce
di ti ni celkem
Opravitelné chyby 3746 1392 2021 7159
Opravené chyby - - - 4570
Vyhodnocení
Výsledky ukazují, jak lze tém̌ěr automaticky vylepšit fonetickou transkripci. Uve-
dený p̌rístup znovu neobjevuje všeobecnˇ známá fonologická pravidla. Grama-
tická evoluce umožnila najít pravidla v takovém formátu, aby je bylo možné použít
v existujícím systému automatické fonetické transkripce.Jak bylo p̌redpokládáno,
nová nalezená pravidla jsou velmi specifická a aplikovatelná na menší pǒcet slov
než originální fonologická pravidla.
6.4 Slovní spojení ve slovníku
Na záklaďe analýzy rozpoznávaných promluv bylo zjištěno, že krátká slova jsou
často špatňe rozpoznána. Metody pro podrobnější analýzu výsledků rozpoznávače
jsou uvedeny v kapitole 8. Krátká slova jsou ignorována, rozpoznána jako šum,
nebo p̌ridána jako p̌redponǎci přípona následujícího nebo předcházejícího slova.
Dlouhá slova jsou v̌etšinou rozpoznána správně. Slovní spojení krátkého frek-
ventovaného slova a jehǒcastého následníka,či předchůdce může zvýšit úspěš-
nost rozpoznávání, nebot’ je toto spojení chápáno rozpoznávačem jako jedno
dlouhé slovo. Slovní spojení jsou již do slovníku rozpoznávačů spojité̌reči přidá-
vána [12, 63] rǔcně. Cílem této sekce je zjistit vliv plně automatického p̌ridávání
slovních spojení do slovníku na úspěšnost rozpoznávání.
Dalším důvodem pro p̌ridávání slovních spojení je fakt, že slovní spojení „lo-
kálně zvýší” řád jazykového n-gramového modelu. Pokud přidáme do slovníku
spojenív_sobotu, pakv_sobotu večerje již trigram. Velké slovníky, 200 tisíc slov
a více, způsobují, že rozpoznávačeřeči poťrebují i velké jazykové modely. Výpo-
čet českého bigramového modelu pro slovník s 312 tisíci slovy spoťrebuje 0.9 až
1.5 GB RAM v závislosti na požadavcích na rychlost výpočtu. Spolehlivý odhad
podmíňených pravďepodobností takového modelu vyžaduje také veliké množství
textu. Proto je plňe trigramový jazykový model pro veliké slovníky obtížně reali-
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zovatelný.
Třetí důvod pro p̌ridání slovních spojení je, že spojenířeší problematiku
koartikulace, kdy je slovo vyslovováno různě v závislosti na kontextu okol-
ních slov. Tento problém je také̌rešen p̌ridáním různých výslovnostních variant
slova [64, 65].
P̌rirozená slovní spojení, která se v některých jazycích b̌ežňe vyskytují, mo-
hou způsobovat problémy tím, že zvětšují velikost slovníku a zvyšujíř dkost tex-
tového korpusu, ze kterého je počítán jazykový model. Tyto problémy se týkají
zejména jazyků, kde se nová slova běžňe vytvá̌rejí spojením existujících slov jako
nap̌ríklad v ňemčině nebo finštiňe. Několik postupů, jak rozbíjet tato spojení bylo
publikováno v [66], [67].
Slovní spojení automaticky přidávaná do slovníku jsou tvořena ze slov již ve
slovníku existujících,̌címž je eliminováno riziko vložení překlepu,či nesmysl-
ného slova. Slovní spojení mohou být vybírána bud’ na základě vzájemné infor-
mace, nebǒcetnosti výskytu spojení v textovém korpusu.
6.4.1 Míry pro výběr slovních spojení
Kritérium pro výb̌er vhodného slovního páru musí splňovat následující poža-
davky:
• Slovní spojení musí obsahovat alespoň jedno krátké slovo. Slovní spojení
dlouhých slov p̌rispívá pouze ǩrídkosti textového korpusu. Dlouhá slova
nejsou cílem optimalizace rozpoznávače.
• Slovní spojení musí býťcetné, aby se pouze nezvětšoval slovník ǎrídkost
dat.
• Slova ve slovním spojení musí býtčetná, nebot’̌cetná slova jsou spíšeč ská
než cizí a je možné aplikovat automatický fonetický pře is s nižším rizikem
nesprávného p̌repisu.
Jako krátká slova jsou chápána slova mající maximálně 3 znaky a minimální̌cet-
nost výskytu každého slovního spojení je stanovena na 30.
Vzájemná informace
Vzájemná informace jěcasto používána k výběru kolokací. Kolokace jsou slova,
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kdep(w1, w2) je pravďepodobnost sekvence slovw1 aw2, p(w1) je pravďepodob-
nost slovaw1 jako p̌redchůdce ap(w2) je pravďepodobnost slovaw2 jako násled-
níka.
Četnost výskytu slovního spojení
Četnost výskytu slovního spojení je nejjednodušší způsob výběru slovního spo-
jení. Četnost výskytu splňuje požadované vlastnosti na kriteriální funkci a je po-
čítána p̌ri vytváření jazykového modelu.
6.4.2 P̌ridávání slovních spojení do slovníku
Slovní spojení jsou do slovníku přidána jako samostatná slova, přičemž jednotlivá
slova slovního spojení jsou oddělena znakem ’_’. Tento znak je odstraněn z vý-
stupu rozpoznávǎce. Fonetická transkripce slovního spojení je provedena plě au-
tomaticky pomocí fonologických pravidel, přičemž slovní spojení je transkripci
předloženo jako jediné slovo.
Slovní spojení musí být také vložena do textového korpusu a jazykový model
musí být následňe z tohoto korpusu znova spočítán.
6.4.3 Experimenty
Experimenty byly prováďeny na databázi COST278, vižcást 4.2.1. Základní
úsp̌ešnost rozpoznávání pro slovník bez slovních spojení bylo 74.48 %. Základní
úsp̌ešnost rozpoznávání se slovníkem s manuálně vybranými 1731 slovními spo-
jeními bylo 75.80 %. P-hodnota (část 4.4) p̌ri testování s rǔcně vybranými spoje-
ními oproti slovníku bez spojení je 1.1e-04. Při manuálním výb̌eru slovních spo-
jení byl brán ohled na: kolokace, slova objevující sečasto spolu a žrídka zvlášt’,
běžná spojení p̌redložek a následujícího slova ač sté slovní páry s nestandardní
fonetickou transkripcí.
Slovní spojení s nejvyšší hodnotou vzájemné informace (PMI) a s nejvyšší
četností výskytu byla p̌ridána do slovníku. Výsledky jsou uvedeny v tabulce 6.7.
Výběr slovních párů pomocí PMI nepřinesl zlepšení v úsp̌ešnosti rozpozná-
vání. To je způsobeno tím, že kolokace vybrané pomocí PMI nejsou dostatěcně
četné.Četnost výskytu se ukázala být vhodnějším kritériem pro výb̌er slovních
párů. P̌ridání 10000 slovních párů zlepšilo úspěšnost tém̌ěr neznatelňe. Zlepšení
není statisticky významné na hladině významnosti 5 %.
Mnoho vybraných spojení obsahuje různé předložkové vazby. P̌redložkové
vazby mohou také způsobovat koartikulaci. V dalším experim ntu jsou slovní spo-
jení znovu vybírána na základě četnosti, ale p̌redložky musí být pouze na prvním
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Tabulka 6.7: Výsledky rozpoznávání se slovními spojeními vybranými na záklaďe
vzájemné informace PMI ǎcetnosti výskytu.
P̌ridaných úsp̌ešnost rozpoznávání (Acc)











mísťe slovního spojení. Z výsledků uvedených v tabulce 6.8 je patrné, že k výraz-
nému zlepšení nedošlo, což je způsobeno tím, že většina p̌redložek ve slovních
spojeních vybraných na základě četnosti již na prvním místě je.
Tabulka 6.8: Výsledky rozpoznávání se slovními spojeními vybranými na záklaďe
četnosti výskytu, p̌ričemž p̌redložka může být pouze na prvním místě slovního
spojení.
P̌ridaných úsp̌ešnost rozpoznávání (Acc)











Výsledky p̌redcházejících experimentů ukazují, že přidávání slovních spojení
na záklaďe četnosti výskytu zvyšuje úspěšnost rozpoznávání. Z tabulky 6.8 je pa-
trné mírné zvýšení úspěšnosti rozpoznávání s rostoucím počtem p̌ridaných slov-
ních spojení. P̌ridání 10000 slovních párů s předložkou na zǎcátku již zvýšilo
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úsp̌ešnost rozpoznávání oproti slovníku s ručně p̌ridanými slovními spojeními,
což je 75.8 %. Zlepšení je statisticky významné, p–hodnota je 8.4e-04.
Následující experimenty ukazují pří ady, kdy je slovních spojení přidáno více.
Tabulka 6.9 ukazuje případ, kdy je p̌ridáno více slovních spojení. Stagnace a mírné
Tabulka 6.9: Více slovních spojení přidaných na záklaďe četnosti výskytu.
P̌ridaných úsp̌ešnost rozpoznávání (Acc)











snižování úsp̌ešnosti rozpoznávání je patrné od 45000 přidaných slovních spo-
jení. Pro 45000 p̌ridaných slov je p-hodnota rovna 4.0e-07 pro zamítnutí hypotézy
o stejných výsledcích jako pro slovník s ručně p̌ridanými slovními spojeními.
Kompletní tabulka se všemi provedenými experimenty je v příloze B.
6.4.4 Analýza výstupu rozpoznávǎce
Cílem p̌ridávání slovních spojení bylo eliminovat chyby při rozpoznávání krát-
kých slov. Tabulka 6.10 ukazuje nejčasťejší chyby rozpoznávače bez slovních spo-
jení a s nimi. Výsledky jsou uvedeny pro slovník s 45000 přidanými slovními
spojeními. Tabulka ukazuje snížení počtu chybňe rozpoznaných krátkých slov.
6.4.5 Vyhodnocení
Experimentální výsledky potvrdily, že přidáním vhodných slovních spojení lze
zvýšit úsp̌ešnost rozpoznávání z 74.48 % na 77.94 %, i když jsou spojení přidá-
vána plňe automaticky. Je také patrná saturace v počtu p̌ridávání slov, kdy více
jak 45000 p̌ridaných slov již nep̌rispívá ke zvýšení úspěšnosti rozpoznávače.
Výběr pomocíčetnosti výskytu slovního spojení v textovém korpusu byl pro
uvedenou úlohu vhodnější, nebot’ PMI nevybírá dostatečně četná slovní spojení.
Vzájemná informace může pomoci při ručním výb̌eru takových slovních spojení,
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Tabulka 6.10: Neǰcetňejší chyby se slovníkem bez slovních spojení a se slovníkem
se 45000 slovními spojeními.
Chyba četnost výskytu
45000 slovních párů žádné slovní páry snížení pǒctu chyb
Inzerce "a" 44 59 15
Delece "a" 29 42 13
Delece "je" 27 34 7
Inzerce "v" 14 27 13
Delece "to" 23 22 -1
Inzerce "i" 15 21 6
Delece "v" 13 20 7
Delece "se" 16 17 1
Delece "na" 16 17 1
Inzerce "se" 5 14 9
Delece "z" 11 14 3
Delece "i" 7 11 4
Inzerce "na" 8 10 2
Inzerce "to" 6 9 3
Delece "s" 9 8 -1
Inzerce "z" 9 7 -2
Inzerce "je" 4 9 5
Delece "ho" 4 9 5
Delece "si" 5 8 3
Delece "co" 8 7 -1
Inzerce "o" 4 8 4
Inzerce "s" 2 8 6
Delece "by" 3 7 4
kdy je fonetická transkripce spojení běžnými fonologickými pravidly nesprávná,
zejména u cizích slov.
Zvýšení úsp̌ešnosti rozpoznávače p̌ridáním slovních spojení má však za ná-
sledek zv̌etšení slovníku a jazykového modelu, nebot’ jsou přidávána spojení tvo-
řená neǰcetňejšími slovy. Doba rozpoznávání je kvůli většímu jazykovému modelu
delší.
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Kapitola 7
Tvorba jazykového modelu
S rostoucí velikostí slovníku v systémech rozpoznávánířeči jsou si slova akusticky
bližší, což je podpǒreno i použitím akustických modelů, které se snaží vystihnout
výslovnostní variabilitu mluv̌cích. Jazykový model obsahuje informace o struk-
tuře jazyka,četnosti výskytu slov, sekvencích slov,či morfologických ťrídách.
Jazykový model též definuje pravděpodobnost p̌rechodu mezi slovy vyjáďrenými
skrytými markovskými modely.
Během rozpoznávání generuje rozpoznávač hypotézy (sekvence slov). Rozpo-
znaný text je pak hypotéza s nejvyšší pravděpodobností. Ohodnocování hypotéz
je prováďeno na záklaďe akustického a jazykového modelu. Jazykový model po-
máhá vybrat nejpravďepodobňejší hypotézu p̌ríslušející nahranému zvukovému
signálu mezi akusticky velmi podobnými hypotézami. Ohodnocování hypotézy
akustickými modely je v soǔcasné dob̌e neǰcasťeji prováďeno pomocí skrytých
markovských modelů. Výsledkem je tedy jedna hodnota udávající pravďepodob-
nost hypotézy pro zachycený zvukový signál dané vztahem
P (akusticky_model) = P (W |x(t1), . . . ,x(tn)), (7.1)
kdeW je sekvence slov p̌revedená na fonémy tvořící jednu hypotézu ax(ti) jsou
vektory vytvǒrené parametrizací rozpoznávaného akustického signálu. Aby bylo
možno jednoduše kombinovat akustickou a jazykovoučást jazyka je nutné, aby ja-
zykový model též ohodnotil hypotézu její pravděpodobností. Pak je celková prav-
děpodobnost hypotézy dána jednoduchým součinem obou pravďepodobností dle
vztahu (7.2),
P (hypotezy) = P (akusticky_model).P (jazykovy_model) (7.2)
nebot’ lze oba modely považovat za vzájemně nezávislé.
Aby byl výpočet pravďepodobnosti hypotézy co nejrychlejší a eliminovaly se
problémy s aritmetikou malýcȟcísel je místo pravďepodobnosti pǒcítán její loga-
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ritmus, pak
ln(P (hypotezy)) = ln(P (akusticky_model)) + ln(P (jazykovy_model)).
(7.3)
P̌ri hledání nejpravďepodobňejší hypotézy je pravďepodobnost používána jako
metrika. Nejlepší hypotéza však může být vybrána na základě ibovolné ohod-
nocovací funkceF . Modifikací vztahu (7.3) dostaneme oblíbenou ohodnocovací
funkci používanou nap̌ríklad v rozpoznávǎcích vyvinutých v Laboratǒri počíta-
čového zpracování̌reči na Technické univerzitě v Liberci, či v balíku HTK [4].
Ohodnocovací funkce je definována následovně
F (hypotezy) = ln(P (akusticky_model)) + β ln(P (jazykovy_model)), (7.4)
kdeβ je váha jazykového modelu.
Implementace rozpoznávačů spojitéřeči v reálných aplikacích musí praco-
vat co nejrychleji a s omezenými požadavky na pamět’ počítǎce. Proto je nutné
aplikovat prǒrezávání hypotéz, kdy je během rozpoznávání uchováváno a dále
prohledáváno jen omezené množství dosud nejpravděpo obňejších hypotéz. Z to-
hoto důvodu je nutné, aby bylo možné určit pravďepodobnost jeňcásti hypotézy
odpovídající doposud zpracovanému zvukovému signálu.
V soǔcasné dob̌e existují dva hlavní typy jazykových modelů. První model
je založen na pravďepodobnostní̌ci deterministické bezkontextové gramatice, viz
[5]. Pro každé pravidlo pravděpodobnostní bezkontextové gramatiky je odhad-
nuta jeho pravďepodobnost z textového korpusu. Tento model je velice obtížné
vytvořit, nebot’ v p̌rirozeném jazyce existuje spousta výjimek obtížně popsatel-
ných formální bezkontextovou gramatikou.
Druhý p̌rístup je založen nǎcetnostech sekvencí slov počítaných z korpusu,
takzvaný n-gramový jazykový model. Jazykový model může být odvozen jak ze
slov, tak i z dalších morfologických tříd. Pak je zjišt’ovánǎcetnost sekvencí těchto
tříd [27]. Jazykový model odvozený z neslovních jednotek je pak většinou nutné
pro použití v rozpoznávǎci přepǒcítat na slovní jazykový model.
V soǔcasné dob̌e je nejpoužívaňejším jazykovým modelem pro rozpoznávání
řeči slovní n-gramový jazykový model. Tento model je používáni v rozpozná-
vačích použitých v této práci. Model tvoří rozložení pravďepodobnosti výskytů
sekvencí slov. Pravděpodobnost sekvence slovW = w1, w2, . . . , ws je pak dána
vztahem
P (W) = P (w1, w2, . . . , ws)
= P (w1)P (w2|w1)P (w3|w1, w2) . . . P (ws|w1, . . . , ws−1) (7.5)
Pravďepodobnost dle p̌redchozího vztahu není možné ve skutečnosti odhadnout,
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kdy je pro každé slovo bráno v úvahu jenn−1 předchozích slov. Podmíně á prav-
děpodobnostP (wi|wi−1, . . . , wi−n) se nazývá n-gram. Odhad n-gramů je prová-
děn z velkého textového korpusu dle vztahu
P (wi|wi−1, . . . , wi−n) =
C(wi, wi−1, . . . , wi−n)
C(wi−1, . . . , wi−n)
, (7.7)
kdeC je absolutní̌cetnost výskytu p̌ríslušné sekvence slov. Pro výpočet modelu
jsou brána jen slova ze slovníku.
V dnešní dob̌e je pro menší slovníky používán trigramový jazykový model
(trojice slov) a pro v̌etší slovníky 100000 a více slov je v rozpoznávačích použí-
ván bigramový jazykový model. Důvodem nižšíhořádu jazykového modelu jsou
vysoké výpǒcetní a pam̌et’ové nároky p̌ri vytváření jazykového modelu a při roz-
poznávání.
Problémem p̌ri použití n-gramového modelu jsou neviděné sekvence slov. Ta-
ková sekvence má̌cetnost 0, tedy p̌ríslušný n-gram má též nulovou hodnotu a
všechny sekvence slov obsahující nevidˇ nou sekvenci by byly nepravděpodobné.
Tomuto jevu se lze vyhnout takzvaným vyhlazováním, kdy se nulové bigramy
nahradí malým nenulovým̌císlem. Existuje ňekolik metod vyhlazování, viz[5].




, kdyžc(wn−1wn) > 0 (7.8)
=
N(wn−1
(V − N(wn−1))(c(wn−1) + N(wn−1))
jinak , (7.9)
kdec() jsou absolutní̌cetnosti výskytu sekvencí slov v korpusu,N(wn−1) je pǒcet
různých následníků slovawn−1 aV je pǒcet slov ve slovníku.
PokudN(wn−1) > V2 , pak odhad bigramu dle vztahu (7.9) je vˇ tší než odhad
dle vztahu (7.8), tedy neviděný bigram má vyšší hodnotu než viděný [52]. V tomto
přípaďe je v rozpoznávǎci vyvinutém v Laboratǒri počítǎcového zpracování̌reči





Pokud existuje slovo ve slovníku, které nemá žádné viděné sousedy, pak je
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Tento p̌rípad může nastat, když je do slovníku manuálně vloženo ňejaké slovo,
nebo je slovník vytvǒren z jiných textů, než z kterých je počítán jazykový model.
Pro ilustraci vlivu jazykového modelu na úspěšnost rozpoznávání byl prove-
den experiment, kdy byl jazykový model z rozpoznávače spojitéřeči odstraňen.
Experiment byl proveden na databázi TV2005, sekce 4.2.2. Výsledky jsou uve-
deny v tabulce 7.1.
Tabulka 7.1: Vliv jazykového modelu na úspěšnost rozpoznávání.
úsp̌ešnost rozpoznávání (Acc)
S jazykovým modelem 80.06 %
Bez jazykového modelu 40.47 %
7.1 Výpǒcet jazykového modelu
Pro slovník o velikosti 312000 slov, který je v současné dob̌e používán rozpo-
znávǎcem spojité̌reči použitém v této práci, by velikost bigramového jazykového
modelu mohla být až3120002 bigramů. Pokud by byly všechny bigramy viděné
a každý bigram by zabíral 32 bitů paměti (pole312000 × 312000 integerů), pak
by celý jazykový model zabíral 362 GB. Takové množství paměti není dnes b̌ežňe
dostupné. P̌restože nebudou některé bigramy v textovém korpusu viděny, lze p̌red-
pokládat, že množství různých viděných bigramů bude značné díky dosti volnému
pǒradí slov včeské v̌eťe. To je významný rozdíl oproti jazykům s pevnou stavbou
věty jako je anglǐctina nebo ňemčina.
Pro výpǒcet jazykového modelu již existuje několik nástrojů. Nejznám̌ejší je
SRILM toolkit [30]. Tento software je univerzální produkt pro výpǒcet mnoha
druhů jazykových modelů.̌Rád jazykového modelu je omezen pouze velikostí in-
stalované pam̌eti. SRILM nabízí mnoho druhů vyhlazování jazykového modelu.
SRILM je schopen spǒcítat jazykový model pro slovník používaný pro rozpozná-
vání češtiny. V Laboratǒri počítǎcového zpracování̌reči není používán z důvodu
nevhodné licence pro použití v komerčních produktech.
7.1.1 Implementace výpǒctu bigramů
Z předchozího textu je zřejmé, že jazykový model bude možné přijatelně rychle
vytvořit pouze tehdy, když bude viděných bigramů tolik, kolik se vejde do paměti.
Možnost ukládat mezivýsledky na pevný disk počítǎce je nevyhovující, nebot’ tak
dochází k nep̌rijatelnémučasovému prodloužení výpočtu.
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Implementace byla provedena v jazyce C, který umožňuje efektivňe alokovat
pam̌et’. Byly vyzkoušeny 2 p̌rístupy. V prvním p̌rístupu byla primárním požadav-
kem minimální pam̌et’ová nárǒcnost. V druhém p̌rístupu byla up̌rednosťnována
rychlost výpǒctu. Vždy je nutné zaznamenat a uchovávat všechny viděné dvo-
jice slov. V obou p̌rípadech je slovník nǎcten do polěreťezců znaků a dále je již
počítáno jen s indexy slov v tomto poli.
Lineární struktura
Datová struktura pro uchovávání dvojic slov s minimálními pamět’ovými nároky




























Obrázek 7.1: Datová struktura pro uchovávání dvojic slov s mini álními pam̌e-
t’ovými nároky.
Všichni následníci stejného slova jsou se svýmičetnostmi výskytu za tímto
předchůdcem uchováváni v poli následníků. Velikost každého následníka je 8 bytů
(4 byty index následníka, 4 byty̌cetnost). Pǒcet p̌redchůdců je stejný jako počet
slov ve slovníku. Velikost p̌redchůdce je pro 32bitové procesory taktéž 8 bytů (4
byty pǒcet následníků, 32 bitů adresa pole s následníky).
Tato struktura je méňe výhodná pro p̌ridávání nového následníka, nebot’ jsou
následníci uloženi v souvislém úseku paměti. P̌ri přidávání je nutné alokovat nový
souvislý kus pam̌eti, aby se do ňej vešlo původní pole následníků a nový násled-
ník. Alokace mnoha velkých souvislých úseků paměti je pomalá, nebot’ je již v̌et-
šinou fragmentována jinými programy a souvislý kus paměti je nutno delší dobu
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hledat.
Úpravačetnosti výskytu následníků se v této struktuře provádí sekveňcním
prohledáváním a následnou úpravoučetnosti nalezeného následníka. Pro zvýšení
rychlosti modifikacěcetností výskytu následníků je dobré, abyčetňejší následníci
byly na zǎcátku seznamu, což lze docílit občasným setříděním. Binární ďelení je
další možná alternativa přístupu k seťríděným následníkům.
Stromová struktura
Datová struktura pro uchovávání dvojic slov s požadavkem naaximální rychlost





































Obrázek 7.2: Datová struktura pro uchovávání dvojic slov s požadavkem na ma-
ximální rychlost výpǒctu.
Oproti p̌redchozí datové struktuře z obrázku 7.1 jsou následníci uloženi v bi-
nárním stromu, což umožňuje rychlejší vyhledávání než sekvenční p̌rístup. Stejňe
jako v p̌redchozím p̌rípaďe je dobré, aby̌cetní následníci byli co nejblíže kořeni
stromu. Velikost následníka je pro 32bitové procesory o 8 bytů větší díky dv̌ema
adresám ukazujícím na levý a pravý podstrom. Pamět’ová alokace je jednodušší
a rychlejší, nebot’ není nutné alokovat velké souvislé bloky pam̌eti p̌ri přidávání
nového následníka.
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7.1.2 Experimenty
Pro porovnání uvedených datových struktur při výpočtu bigramového modelu byl
proveden výpǒcet jazykového modelu se slovníkem o velikost 312 tisíc slovz kor-
pusu uvedeného v kapitole 5. Korpus obsahuje 3.5 GB textu. Během výpǒctu bylo
viděno 458362779 započitatelných slovních dvojic, z nichž 71083693 bylo růz-
ných, což je 0.07% z možných3120002. P̌ríklad zapǒcitatelných slovních dvojic
je uveden na obrázku 7.3.
svítilo Slunce domuna sťrechuVčera
Slovo mimo slovník
Zapǒcitatelné páry
Obrázek 7.3: P̌ríklad zapǒcitatelných slovních párů.
Průb̌eh výpǒctu bigramového jazykového modelu z textového korpusu je uve-


















Obrázek 7.4: Průb̌eh výpǒctu jazykového bigramového jazykového modelu
je patrné, že i tak velký korpus neobsahuje většinu zapǒcitatelných slovních párů,
které se pro daný slovník vyskytují. Je patrné pouze mírné snižování rostoucí ten-
dence pǒctu neviďených zapǒcitatelných slovních párů.
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Obrázek 7.5: Histogram̌cetností výskytu slovních párů v textovém korpusu. Graf
je vykreslen v logaritmických souřadnicích.
Obrázek 7.5 zobrazuje histogram počtu četností viďených párů. Je patrné, že
uvedené rozložení je podobné rozloženíčetností samotných slov. Tudíž různých
párů s nízkoǔcetností je mnoho a párů s velikoučetností je málo. Průběh výpǒctu
jazykového modelu na obrázku 7.4 indikuje nepřesný odhad bigramů pro málo
četné slovní páry v důsledku nedostatku dat.Řešením je sb̌er dalších dat, kterých
je pro lepší odhad málǒcetných bigramů, potřeba veliké množství.
Čas výpǒctu modelu a spotřebovaná pam̌et’ pro různé datové struktury repre-
zentující slovní dvojice jsou uvedeny v tabulce 7.2. Je vidět, že použití stromové
struktury vede k rychlejšímu výpočtu, p̌ričemž pam̌et’ová nárǒcnost nep̌rekrǎcuje
možnosti b̌ežných osobních počítǎců, ve kterých lze využít až 3.3 GB1 operǎcní
pam̌eti. Experimenty byly prováďeny na konfiguraci: Intel Pentium 4 HT 3 GHz,
3 GB RAM.
Implementace se stromovou strukturou spotřebuje více než dvojnásobek pa-
měti vyžadovaný lineární strukturou. Procházení stromové struktury je implemen-
továno pomocí zásobníku, který spotřebuje nezanedbatelnoučást pam̌eti. Použití
rekurze nebylo možné díky nedostatečnˇ velkému zásobníku, na který se skládají
návratové adresy. SRILM toolkit je univerzální nástroj pro výpočet jazykového
modelu, proto v ňem nemohou být použity optimalizace vhodné pouze pro výpo-
1Běžné osobní pǒcítǎce lze osadit 4 GB operační pam̌eti. Většina chipsetů ale rezervuječást
adresovatelného prostoru 4 GB pro potřeby p̌ripojených zǎrízení: grafická karta, můstky, přídavné
karty, . . .
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Tabulka 7.2: Vliv datové struktury bigramového modelu na rychlost výpǒctu a
spoťrebovanou pam̌et’.
Jazykový model lineární stromová SRILM
struktura struktura
Čas výpǒctu [hod:min:sek] 2:50:45 0:37:15 1:15:01
Spoťrebovaná pam̌et’ 601 MB 1639 MB 1780 MB
čet bigramového modelu. Výpočet je proto delší než při použití stromové struk-
tury a spoťrebuje více pam̌eti než stromová struktura. Přesto je však SRILM pro
češtinu použitelný.
Další experiment ukazuje vliv velikosti slovníku na úspěšnost rozpoznávání.
Pro růzňe velké slovníky je v grafu 7.6 uvedena úspěšnost rozpoznávání a počet
slov mimo slovník (OOV). Experiment je proveden na databáziTV2005 4.2.2.
OOV [%]
úsp̌ešnošt rozpoznávání [%]








Obrázek 7.6: Vliv velikosti slovníku na úspěšnost rozpoznávání.
Další experiment provedený na téže databázi TV2005 4.2.2 ukazuje vliv in-
terpunkce na pǒcítání jazykového modelu. Obrázek 7.3 ukazuje, jak může být
zapǒctení slovního páru p̌rerušeno slovem, které není ve slovníku. Podobná situ-
ace může nastat, kdy jsou dvě slova odďelena interpunkcí. Jsou vypočítány dva
jazykové modely, p̌ričemž v jednom interpunkce znemožní započítání slovního
páru, který je interpunkcí přerušen. P̌ri počítání druhého jazykového modelu je
interpunkce ve v̌eťe ignorována a všechny slovní páry ve vˇ ťe jsou zapǒcítány.
Tabulka 7.3 ukazuje úspěšnost rozpoznávání pro oba případy.
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Tabulka 7.3: Vliv interpunkce p̌ri výpočtu jazykového modelu na úspěšnost roz-
poznávání.
úsp̌ešnost rozpoznávání (Acc)
Interpunkce p̌rerušuje slovní pár 78.04 %
Interpunkce je ignorována 80.06 %
Z výsledků je viďet, že pokud interpunkce znemožňuje zapǒcítání slovního
páru do jazykového modelu, je výsledný jazykový model horší. Věta je v̌etšinou
vyslovena jako celek bez ohledu na interpunkci, což se projevil i v uvedeném
experimentu.
7.2 Zhodnocení
V této kapitole jsou navrženy a implementovány potupy pro výpočet bigramo-
vého jazykového modelu. Byla implementována varianta s důrazem na minimální
spoťrebu pam̌eti a varianta s maximální rychlostí výpočtu. Ob̌e varianty spǒcí-
tají jazykový model v p̌rijatelnémčase a se splnitelnými pamět’ovými nároky.
Velikost výsledného jazykového modelu a spotřebovanou pam̌et’ počítǎce lze pro
nový veliký slovník odhadnout jen přibližně. Proto je v p̌rípaďe nedostatku pam̌eti
nutné použít méňe pam̌et’ově nárǒcnou variantu, která je však mnohem rychlejší
než swapování, které by nastalo při nedostatku pam̌eti. Pokud dojde p̌ri výpočtu
ke swapování, může se výpočet protáhnout i na ňekolik dní. Uvedené experimenty
také ukazují rostoucí tendenci nalézání nových slovních párů ro slovník o veli-
kosti 312 tisíc slov i v korpusu, který obsahuje 3.5 GB textu,což se projeví v nižší
úsp̌ešnosti rozpoznávání máločetných slovních párů, nebot’ jsou jejich n-gramy
odhadnuty méňe p̌resňe.
P̌restože v experimentu ukazujícím vliv velikosti slovníku na úsp̌ešnost roz-
poznávání od slovníku obsahujícího 200000 slov již úspěšnost výrazňe neroste,
lze ǒcekávat, že na jiných datech by úspěšnost mohla být vyšší pro větší slov-
níky. Testovací data jsou televizní zprávy, které obsahujíjen omezený pǒcet slov
vztahující se k danému tématu, což ukazuje i počet slov mimo slovník. Pokud má
být rozpoznáno slovo, které není ve slovníku, pak rozpoznávač nemá šanci slovo




Výsledky rozpoznávání̌reči jsou neǰcasťeji vyjáďreny úsp̌ešností rozpoznávání,
nebo mírou chybovosti, jak je uvedeno v sekci 4.3. Vyhodnocování rozpoznávání
spojité řeči je oproti rozpoznávání izolovaných slov složitější v tom, že krom̌e
špatňe rozpoznaných slov (substituces) mohou být ňekterá slova rozpoznávačem
ignorována (deleced) a jiná p̌ridána (inzercei) oproti refereňcnímu textu. Po-
rovnávání refereňcního textu a rozpoznanéřeči se provádí zarovnáváním, které je
založeno na dynamickém programování využívajícím Bellmanov principu opti-
mality. Hledá se tedy cesta mapující rozpoznanouřeč na refereňcní text za mi-
nimální cenu. Správňe rozpoznané slovo (hith) nezvyšuje cenu cesty, substituce
zvýší cenu cesty o 10 a delece nebo inzerce o 7. Je možné volit ijiné ceny sub-
stituce, delece a inzerce, ale aby nebyla substituce nahrazována sekvencí delece a
inzerce, musí platit, že
c(s) < c(d) + c(i), (8.1)
kdec() oznǎcuje cenu.
Vyhodnocování výsledků rozpoznávání není stále úplně vy̌rešeno. Je možné
s jistou úsp̌ešností zjistit jaká slova byla rozpoznána správně, nahrazena, přidána
nebo ignorována. Úspěšnost této klasifikace chyb je závislá na úspěšnosti rozpo-
znávání samotném. Pokud je promluva rozpoznána s malým počtem chyb, podǎrí
se p̌resňe identifikovat jednotlivé typy chyb. Pokud je ale promluva rozpoznána
s vysokým pǒctem chyb, nap̌ríklad v důsledku nízké kvality signálu, je přiřazení
konkrétních chyb jednotlivým slovům diskutabilní. Je pakpouze žrejmé, kolik
chyb se ve výsledku rozpoznávače vyskytuje.
Dalším dosud nevy̌rešeným problémem je významnost chyb, kdy není rozdíl,
jestli rozpoznávǎc uďelá chybu, která neovlivní informaci obsaženou ve věťe, nebo
je informace ve v̌eťe díky chyb̌e rozpoznávǎce poškozena. Tato sémantická vrstva
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jazyka není zatím do rozpoznávačů mluvené̌reči zakomponována.
V následujících ukázkách jsou uvedeny skutečné chyby nalezené ve výstupu
rozpoznávǎce. Pokud dojde k zám̌eňe jediného slova, pak je toto slovo akusticky
velmi podobné, nap̌ríklad:
Reference: Jiří Paroubekodmítl návrhy ODS komentovat.
Rozpoznáno: Jiří Paroubekodmítnul návrhy ODS komentovat.
Akusticky podobné slovo může však být významově rozdílné.
Reference: Podlenašehonázoru by se m̌eli obrátit na policii.
Rozpoznáno: Podlevašehonázoru by se m̌eli obrátit na policii.
Občas odlišný význam chybného slova nemusí vadit.
Reference: Jetu skvělá atmosféramiluji tyhle show.
Rozpoznáno: Jeto skvělá atmosféramiluju tyhle show.
V některých p̌rípadech dochází vlivem nesprávného tvaru slova k pozastaveníčte-
ná̌re. V tomto p̌rípaďe zp̌etňe zjišt’uje, kdo sedovolává.
Reference: Uřcitě bude ťežší sedovolávatspravedlnosti.
Rozpoznáno: Uřcitě bude ťežší sedovoláváspravedlnosti.
Nejčetňejší chyby jsou způsobeny vynecháním nebo přidáním krátkých slov jako
jsou p̌redložky a spojky.
Reference: Místní jsou však proti.I proto se na dnešním veřejném . . .
Rozpoznáno: Místní jsou však proti proto se na dnešním veřejném . . .
Jiný p̌ríklad vložení krátkého slova.
Reference: že není zabezpečený náklad.
Rozpoznáno: to že není zabezpeč ný náklad.
Vložení nebo vynechání i krátkého slova je nebezpečné, nebot’ se Viterbiho al-
goritmus snaží doplnit mezeru,či zkrátit slovo sousedící s vloženým slovem. Do-
chází tak k chybám typudelece, substitucěci inzerce, substituce.
Reference: Ťešíme senashledanou.
Rozpoznáno: Ťešíme sena stranu.
V předchozím p̌rípaďe je zárověn vidět, že chyba se může dostat i do referenčních
přepisů. Správňe má být na shledanou. Jiný pří ad chyby delece–substituce:
Reference: My jsme v odpoledních hodinách zadrželi celkem . . .
Rozpoznáno: Slezskov odpoledních hodinách zadrželi celkem . . .
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P̌repis zarušených signálů, například hlukem na pozadí, je značně složitý a může
vést k opakovaným chybám.
Reference: Jé vy jste žCech. V Praze jsem byl již před dlouhou dobou,
P̌ripomínala mi práv̌e Londýn šedesátých let.
Rozpoznáno: Jé vy jste se v Praze zed’ jejíž předlohu do boky p̌ripomínala
mi práv̌e rodí z šedesátých letech.
V důsledku znǎcného zarušení začátku signálu signálu byla při přepisu parlament-
ních promluv nalezena následující chyba:
Reference: Pane předsedo, místopředsedo, vážené paní poslankyně, . . .
Rozpoznáno: Ne p̌ríliš vlastní velmi sexy dcera paní poslankyně, . . .
Tato chyba rozpoznávače se může v rukou bulvárního tisku stát nebezpečným
důkazem o sexuálním harašení na půdě poslanecké sněmovny.
8.1 Zarovnávání textů
Na obrázku 8.1 je uveden postup zarovnávání referenční věty „Na Internetu se
objevila nahrávka s údajným hlasem.“ a rozpoznané věty „Na Internetu objevili
přihrávku údajným hlasem.“ Horizontální a vertikální šipkyoznǎcují deleci a in-
zerci. Diagonální šipky označují substituci nebo hit, pokud se slova v příslušném
řádku a sloupci shodují. Fialová̌cára ukazuje nejlevňejší cesty, jejichž cena je 34.
Tabulka má rozm̌er větší, než je pǒcet slov v referenci a rozpoznané promluvě,
nebot’ výsledkem jsou způsoby přechodů mezi bǔnkami, kterých by bylo v menší
tabulce o 1 méňe, než je poťreba.
Nejlevňejší cesty jsou: hhddsshh, hhssddhh, hhdsdshh, hhsdsdhh,
hhdssdhh, hhsddshh. Je viďet, že pokud jsou vedle sebe inzerce a substituce
či delece a substituce, pak na pořadí nezáleží, jsou rovnocenné.
Inzerce a delece se vedle sebe vyskytovat nemohou, což je zajištěno požadav-
kem (8.1). Zárověn je z požadavku (8.1) patrné, že zarovnávání produkuje pouze
sekvence inzercí a substitucí nebo delecí a substitucí. Sekvence inzercí, substitucí







ki = ksi + kdi, (8.3)
kde k je délkai-té sekvence substitucí a delecí nebo substitucí a inzercí,ksi je
počet substitucí vi-té sekvenci akdi je pǒcet delecíči inzercí v i-té sekvenci.
























































# Na Internetu se objevila nahrávka udajným hlasems
Obrázek 8.1: Zarovnávání textů pomocí dynamického programování.
Písmenon je pǒcet sekvencí substitucí a delecí př padňe substitucí a inzercí v za-
rovnávaném textu. Pořadí ostatnícȟclenů cesty je jednoznačné.
Úsp̌ešnost rozpoznávání v příkladu je dle vztahu (4.2)
Acc =




Situace, kdy se vedle sebe vyskytují právě substituce a inzerce nebo delece, nejsou
ojediňelé, což je dáno způsobem rozpoznávání. Pokud během rozpoznávání dojde
k inzerci či deleci, snaží se rozpoznávač doplnit akusticky nejv̌erohodňejší slovo,
které je zárověn tak dlouhé, aby délkově co nejďríve eliminovalo vliv p̌redchá-
zející inzercěci delece. Totéž platí i obrácenˇ , kdy rozpoznávǎc rozpozná slovo
delší nebo kratší (jiná příponači předpona), než ve skutečnosti má být. Pak si
rozpoznávǎc musí pomoci následnou delecíči inzercí.
Často je dobré v̌eďet, která slova jsou nejčasťeji špatňe rozpoznána, aby mohla
být cíleňe a efektivňe zvyšována úsp̌ešnost rozpoznávání. Chyba může být totiž
způsobena nesprávným fonetickým pře isem ve slovníku. Úspěšnost rozpozná-
vání krátkých slov lze zvýšit vhodnými slovními spojeními,viz sekce 6.4.
Manuální kontrola rozpoznané̌reči je v detailní analýze výsledků rozpozná-
vače nezbytná. Procházení výsledků je však velmičasov̌e i fyzicky nárǒcné. Po-
moci může zarovnávání, pomocí kterého lze sestavit seznamneǰcasťejších chyb
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tak, že je procházena vygenerovaná sekvence substitucí, inzercí, delecí a hitů zá-
rověn s refereňcním a rozpoznaným textem. Pokud je nalezena inzerce, je slovo
vybráno z rozpoznané promluvy. Pokud je nalezena delece, jeslovo vybráno z re-
fereňcního textu. V p̌rípaďe substituce a inzerce je slovo vybráno z obou textů a
pokud není shodné v obou textech je prohlášeno za substituci, j nak za hit.
Více cest se stejnou cenou je v tomto přípaďe nežádoucí, nebot’ bychom chtěli
věďet, které slovo bylo substituováno a které vloženo,či eliminováno.Řešením
je upravit vztah (8.1) tak, aby byla stále splněna nerovnost a zároveň, aby kratší
slovo bylo spíše delece nebo inzerce a delší slovo bylo spíšeubstituce. Úprava
cen inzerce, delece a substituce je provedena dle následujících vztahů
cn(i) = c(i) + l(i), (8.4)
cn(d) = c(d) + l(d), (8.5)
cn(s) = c(s) −
1
ld
, když ld > 0,
= c(s) − 2 jinak, (8.6)
kde c() a cn() jsou původní, respektive nové ceny přechodů,l() je délka slova
představující inzerce nebo deleci ald rozdíl délek substituovaných slov,c(i) =
c(d) = 7, c(s) = 10.



























































# InternetuNa objevilase nahrávka s udajným hlasem
Obrázek 8.2: Zarovnávání textů pomocí dynamického programování s eliminací
více cest.
Vhodňe zvolené ceny p̌rechodů eliminovaly všechny cesty až na jednu. Vý-
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sledek je tedy jednoznačný hhdssdhh, což odpovídá p̌redstav̌e o nejlepším za-
rovnání delecí a substitucí v tomto příkladu.
P̌rípady, kdy bychom chtěli, aby zarovnání dalo sekvencidsi, nap̌ríklad pro
refereňcní text „včera si dali v̌eďet“ a rozpoznanou promluvu „včera dal s v̌eďet“,
uvedená zm̌ena cen p̌rechodů něreší. Výsledek zarovnávání budess. Aby bylo
možnořešit takovéto p̌rípady, je nutné velmi opatrně porušit nerovnost (8.1).
8.3 Neǰcetnější chyby rozpoznávání
Tato sekce uvádí nejčetňejší chyby rozpoznávání spojitého rozpoznávače řeči se
slovníkem 312 tisíc slov na databázi TV2005 popsané v sekci 4.2.2. Rozpoznané
promluvy obsahují 275 inzercí, 357 delecí, 1316 substitucía 9769 slov v refereňc-
ním textu, což dává úspěšnost rozpoznávání 80.06%.
Tabulka 8.1 ukazuje nejčetňejší chyby spojitého rozpoznávačeřeči. Je patrné,
že nejvíce chyb je způsobeno krátkými slovy, které vytvářejí inzerce nebo delece.
Důvodem je jejich podobnost s různými šumy. Při špatňe rozpoznaném sousedním
slově jsou šumy „vhodnými“ kandidáty na rychlé doplnění délky špatňe rozpozna-
ného slova. Dalším důvodem chyby může být jazykový model,kt rý má nap̌ríklad
vyšší pravďepodobnost výskytu spojení „byl a“ než „byla“ s rozpoznanými sou-
sedními slovy.
Celkový pǒcet delecí a inzercí slov, která jsou maximálně 2 znaky dlouhá, je
431, což je 68 % všech inzercí a delecí. Kdyby se takto krátké inzerce a delece
nevyskytovaly, pak by úspěšnost rozpoznávání stoupla na 82.12%.
V češtiňe není odlišena výslovnost písmeni ay. Akusticky je psaníi ay nazna-
čeno pouze v ryzěceských slovech u slabik di, ti, ni. Nejčetňejší chyby způsobené
nesprávnými neboy jsou uvedeny v tabulce 8.2. V tabulce jsou všechnai a y na-
hrazenai.
Nesprávňe rozpoznanýchi a y je 20. Takováto chybovost je způsobena pře-
vážňe jazykovým modelem. Bez těchto substitucí by úspěšnost rozpoznávání
byla 80.3 %.
Následující tabulka 8.3 ukazuje nejč tňejší špatňe rozpoznaná p̌ríčestí minulá
(∼l, ∼li, ∼la, . . . ). Písmeno následující zal v příčestí je v tabulce odstraně o, aby
mohla být různá p̌ríčestí brána jako ekvivalentní.
Chybovost v p̌ríčestí je v̌etší než chybovost vi a y. Celkový pǒcet chyb v p̌rí-
čestí byl 68, zde již na chybovost má vliv jak jazykový tak i akustický model.
Úsp̌ešnost rozpoznávání bez chyb v příčestí by byla 80.8 %.
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Nově navržená metoda detailní analýzy výsledků lépe přiřadí inzerce, delece a
substituce ke konkrétním slovům,čímž je umožňeno cílené zlepšování rozpozná-
vače. Metoda však stále nemusí přiřadit vždy takové typy chyb, jaké bychom oče-
kávali, nap̌ríklad sekvenci delece–substituce–inzerce. Proto jsou počty chyb uve-
dených v tabulkách p̌ribližné pǒcty skutěcných chyb. Detailňejší manuální kont-
rola výsledků zarovnávání ukázala několik p̌rípadů substituce spojkya za mno-
hem delší slova. Takové pří ady byly však ojediňelé.
Výsledky nové metody také potvrzují předchozí domňenku, že znǎcné množ-
ství chyb je způsobeno krátkými inzercemi a delecemi.
Kapitola 9
Adaptace jazykového modelu
Správný jazykový model má reflektovat jazyk, kterým se mluvía který je ná-
sledňe rozpoznáván. Pokud chceme rozpoznávat tématické promluvy, jako je na-
příklad jednání parlamentu, lékařské zprávy, sportovní přenosy, atd., je nutné vy-
tvořit nový jazykový model nebo upravit existující. Problém tématických promluv
je malé množství dostupných dat, ze kterého by bylo možné spolehlivě odhad-
nout bigramy jazykového modelu. Adaptace jazykového modelu s snaží s malým
množstvím nových dat upravit existující model tak, aby odpovídal novým poža-
davkům. Krom̌e tématických promluv je dalším důvodem adaptacečasová zm̌ena
jazykového modelu v televizních a rozhlasových zprávách.
Požadavek na nejlepší adaptovaný model lze také vyjádřit tak, že perplexita
nového jazykového modelu na testovacích promluvách má být minimální.
Perplexita jazykového modelu na datechT je dána vztahem
PP (T ) = 2H(T ), (9.1)
kde H(T) je entropie jazykového modelu. Entropie bigramového jazykového mo-
delu na datechT je dána vztahem
H(T ) = −
∑
gr(T )
P (wn|wn−1) log(P (wn|wn−1)), (9.2)
kdegr(T ) jsou všechny bigramy v textuT .
Požadavek na minimální perplexitu lze také chápat tak, že nový model by m̌el
generovat dataT s maximální pravďepodobností.
P̌restože se daří výrazňe snižovat perplexitu nových modelů, k znatel-
nému zlepšení úspěšnosti rozpoznávání s novými jazykovými modely dochází
zřídka [32, 33, 34, 35].̌Cím více je nový adaptovaný jazykový model odlišný
od původního tím je adaptací dosahováno vyšší zlepšení.
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Adaptace slovníku spočívá v p̌ridání častých slov, která se objevují v novém
korpusu, p̌rípadňe odebrání slov, která se objevují velmi zřídka, aby došlo ke
zrychlení rozpoznávání.
Tato kapitola neuvádí žádné nové metody adaptace, ale zkoumá vybrané me-
tody a porovnává vliv adaptace jazykového modelu a slovníkuv r˚ zných p̌rípa-
dech. Testy mnoha různých jazykových modelů jsou umožněny výrazným zvýše-
ním rychlosti vytvá̌rení jazykových modelů, viz kapitola 7.1.1 a použitím distri-
buované verze rozpoznávače vyvinutého na technické univerzitě v Liberci.
9.1 Metody adaptace jazykového modelu
V literatǔre se objevuje více metod adaptace jazykového modelu. Od nejjed o-
dušší lineární interpolace [36], log-lineární interpolace [37], maximum a poste-
riori (MAP) adaptace vycházející z metod adaptace používané na akustické mo-
dely [38], adaptace založené na principu maxima entropie [39], po různé ad-hoc
metody. V následujícím jsou podrobněji popsány první dv̌e metody.









kdePi(w|h) jsou bigramy jazykových modelů, ze kterých je nový model adapto-
ván aλi je váha, která je odhadována z held-out dat tak, aby perplexita nového
modelu byla na ťechto datech minimální. Odhadλi může být proveden všeobecně
známým EM algoritmem.






Oproti lineární interpolaci nemusí být výsledný bigram v intervalu〈0, 1〉, což roz-
poznávǎcům v̌etšinou nevadí. Log-lineární interpolace zvýší hodnotyčetných bi-
gramů v novém modelu více a sníží hodnotu méně četných bigramů více než
lineární interpolace.
Obdobného efektu jako při interpolaci n-gramů lze dosáhnout přímo interpo-
lací absolutnícȟcetností výskytu n-tic slov.
Jazykové modely používané k adaptaci jsou vytvořeny z malých korpusů. Do-
kumenty tvǒrící malé korpusy se v přípaďe tématické týkají jednoho tématu a
9.2. ČASOVÁ ADAPTACE JAZYKOVÉHO MODELU SYSTÉMU ROZPOZNÁVÁNÍ ZPRÁV71
jsou vybrány manuálňe, nebo automaticky. Automatické zařazování dokumentů
může být provedeno na základě vzdálenosti od manuálně vybraných vzorků po-
mocí četnosti výskytu slov v dokumentu nebo míry TFIDF běžňe používané pro
klasifikaci dokumentů [5]. Plňe automatické rozďelování dokumentů je prováděno
některou z metod shlukování. Výsledný model je nejčasťeji vytvořen lineární in-
terpolací tématických jazykových modelů a všeobecného jazykového modelu vy-
tvořeného z velkého množství například novinových textů. Všeobecný model se
přidává práv̌e proto, že díky velkému množství textů, ze kterých byl vytvořen,
jsou n-gramy b̌ežného jazyka odhadnuty spolehlivěji.
9.2 Časová adaptace jazykového modelu systému
rozpoznávání zpráv
P̌repis televizních a rozhlasových zpráv je v poslední době rychle se vyvíjející̌cást
počítǎcového zpracovánířeči. Je k dispozici pom̌erňe kvalitní akustický signál ze
studií. Jazykový model zpráv je podobný jazykovému modelu zpráv v novinách,
které jsou snadno dostupné na internetu a jejich získávání lze automatizovat, viz
sekce 5.1. O p̌repisy zpráv je také zájem v komerční oblasti.
Témata zpráv se v průběhučasu m̌ení, proto je vhodné jazykový model neu-
stále dopľnovat o nové texty z novin,̌ci přímo p̌repisy starších zpráv. Tato sekce
ukazuje vliv p̌ridávání nových textů na úspěšnost rozpoznávání během zvoleného
časového úseku.
Metodyčasové adaptace jazykového modelu jsou v podstatě hodné s tématic-
kou adaptací, jen tématické korpusy jsou nahrazeny korpusyz různýchčasových
období ǎcasov̌e vzdáleňejší korpusy mají nižší váhu.
9.2.1 Experimenty a zhodnocení
Experimenty jsou prováďeny na systému pro rozpoznávání televizních a rozhlaso-
vých zpráv vyvíjeném v Laboratoři počítǎcového zpracování̌reči Technické uni-
verzity v Liberci [2]. Tento systém obsahuje rozpoznávač spojitéřeči a pracuje
se slovníkem obsahujícím 312 tisíc slov a bigramovým jazykovým modelem na-
trénovaným z korpusu, který obsahuje 3.5 GB textů. Trénovací korpus byl tvǒren
převážňe novinovýmičlánky.
Nové texty jsou stahovány každý den a přidávány ke korpusu a nový jazykový
model je p̌repǒcítáván z nového korpusu. K dispozici jsou také přepisy zpráv zpra-
vodajství z aktuálního dne. Tyto přepisy jsou však p̌ridány až následující den.
Žádné odhadování vah není prováděno. Tento postup má simulovat nasazení
přepisovacího systému v praxi, kdy nových dat z aktuálního dne je velmi málo a
72 KAPITOLA 9. ADAPTACE JAZYKOVÉHO MODELU
jejich dělení na held-out data a testovací data by ještě snížilo množství testovacích
dat. V praxi v̌etšinou není̌cas na každodenní ladění vah. Z literatury [32, 33, 34,
35] je také žrejmé, že zlepšení úspěšnosti rozpoznávání lze očekávat je minimální.
Výsledky p̌ridávání jsou uvedeny v tabulce 9.1. Výsledky rozpoznávánípro 14 dní
před a po datumu p̌repsání jsou uvedeny v příloze A v tabulce A.1.
Tabulka 9.1: Závislost úspěšnosti rozpoznávání zpráv konkrétního datumu na tex-
tech z jiných datumů.
Nahrávky z 7.12.2005 9.12.2005 12.12.2005
P̌ridané texty úsp̌ešnost rozpoznávání (Acc) %
1.12.2005 72.78 75.75 76.43
2.12.2005 73.32 75.75 76.43
3.12.2005 73.35 75.72 76.39
4.12.2005 73.20 75.78 76.39
5.12.2005 73.53 75.75 76.43
6.12.2005 73.32 75.75 76.39
7.12.2005 73.20 75.84 76.43
8.12.2005 74.19 75.97 76.36
9.12.2005 74.89 76.15 76.58
10.12.2005 74.80 82.13 76.74
11.12.2005 75.19 82.13 76.71
12.12.2005 75.22 82.13 76.74
13.12.2005 75.31 82.13 82.41
14.12.2005 75.22 82.04 82.38
První sloupec reprezentuje zprávy, pro které nejsou k dispoz ci přepisy. P̌re-
pisy ke zprávám v posledních dvou sloupcích k dispozici jsou. Proto je zde vi-
dět výrazný skok v úsp̌ešnosti rozpoznávání ode dne, kdy jsou přidány p̌repisy
zpráv, které mají být rozpoznány. Tím se do jazykového modelu ostaly p̌resňe
ty promluvy, které mají být rozpoznány. Zprávy mají být pře sány v den vysílání,
proto jsou výsledky úsp̌ešnosti rozpoznávání po datu vysílání v praxi nepotřebné.
Výsledky pouze kvantifikují vliv p̌ridání promluv, které mají být rozpoznány, do
jazykového modelu. Výsledky také ukazují, že pokud se přidávají již p̌repsané
zprávy z minulých dní, je jazykový model výrazněji lepší, než když tyto p̌repisy
nejsou k dispozici.
V následujícím experimentu je přidávání p̌repisů zpráv eliminováno. Každo-
denní nová data jsou přidávána pouze z novinovýcȟclánků. Výsledky jsou uve-
deny tabulce 9.2. Výsledky rozpoznávání pro 14 dní před a po datumu p̌repsání
jsou uvedeny v p̌ríloze A v tabulce A.2.
P̌restože se p̌ridání p̌repisu zpráv na úspěšnosti rozpoznávání v takto krát-
kémčasovém úseku tém̌ěr neprojevilo, v delším̌casovém horizontu má přidávání
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Tabulka 9.2: Závislost úspěšnosti rozpoznávání zpráv konkrétního datumu na tex-
tech z jiných datumů bez přidávání p̌repisů zpráv.
Nahrávky z 7.12.2005 9.12.2005 12.12.2005
P̌ridané texty úsp̌ešnost rozpoznávání (Acc) %
1.12.2005 73.05 76.00 76.08
2.12.2005 73.14 76.00 76.11
3.12.2005 73.11 75.97 76.02
4.12.2005 73.17 75.97 76.14
5.12.2005 73.41 76.00 76.08
6.12.2005 73.20 76.00 76.11
7.12.2005 73.38 75.94 76.18
8.12.2005 73.32 75.97 76.05
9.12.2005 73.44 76.00 76.21
10.12.2005 73.50 76.33 76.33
11.12.2005 73.65 76.49 76.30
12.12.2005 73.83 76.49 76.27
13.12.2005 73.65 76.43 76.43
14.12.2005 73.89 76.61 76.27
známých p̌repisů zpráv do textového korpusu pozitivní dopad na úspěšnost roz-
poznávání. Toto také indikuje první sloupec v tabulkách A.1a A.2 zobrazující
většíčasový rozsah. Statisticky významné zlepšení bylo zaznameáno pouze pro
nahrávku ze 7.12.2005, jejíž přepisy nebyly k dispozici, p-hodnota = 4.0e-03.
Z experimentů je patrné, že přidávání p̌repsaných zpráv pomáhá udržovat velmi
kvalitní jazykový model. K udržování již kvalitního jazykového modelu tudíž není
poťrebačastých aktualizací.
9.3 Tématická adaptace jazykového modelu pro lé-
kařský systém
Jazykový model pro lékařský diktovací systém vyvíjený v Laboratoři počítǎco-
vého zpracování̌reči Technické univerzity v Liberci [43] je tvǒren unigramy, proto
je adaptace slovníku a jazykového modelu velmi svázána. V sekci 5.3 je uveden
postupčišťení korpusu lékǎrských dokumentů použitých pro vytvoření slovníku
jazykového modelu pro tento diktovací systém.
Slovník a jazykový model vytvǒrený z lékǎrského korpusu byl adaptován se
slovníkem a jazykovým modelem původního diktovacího systému [42], protože
původní slovník obsahuje:
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• fonetický p̌repis speciálních znaků jako je . , ; atd.,
• slova pro ovládání diktování a jejich fonetický pře is, nap̌ríklad vy-
maž slovo, vyber druhý,
• více všeobecných slov, která mohou být i v lékařských zprávách použita.
9.3.1 Spojování slovníků
P̌red adaptací bylo provedeno zarovnání hodnot absolutníchčetností výskytu slov
tak, aby 1000 nejčetňejších slov v obou slovnících m̌elo p̌ribližně stejnoǔcetnost
výskytu. U ťechto slov byl zjišťen faktor udávající kolikrát je v prům̌eru četnost
n-tého slova z v̌etšího slovníku v̌etší než̌cetnost n-tého slova menšího lékařského
slovníku. Tento faktor byl použit pro úpravu malého slovníku. Oba slovníky byly
seťríděny podlěcetnosti slov v p̌ríslušných korpusech.
Adaptace slovníku a jazykového modelu proběhla dv̌ema způsoby.
Přidání k malému, kdy byla p̌ridána neǰcetňejší slova z původního diktovacího
systému k novému lékařskému slovníku.
Přidání k velkému, kdy byly oba slovníky spojeny a ze spojení byla vybrána
neǰcetňejší slova.Četnosti stejných slov byly sečteny.
Nakonec byla p̌ridána všechna slova pro ovládání diktování.
9.3.2 Experimenty
Lékǎrský korpus obsahuje 1,5 milionů slov, z toho 68 tisíc různých. Textová
data jsou z oblasti kardiologie. 20 tisíc nejč tňejších slov bylo vybráno z lékař-
ského korpusu do lékařského slovníku. Původní diktovací systém obsahoval slov-
ník s 400 tisíci slovy vybranými z korpusu zahrnujícího 300 milionů slov, z toho
bylo 1.9 milionu slov různých. Původní korpus byl vytvořen p̌revážňe z novino-
vých článků. Výsledný slovník obsahuje 40000 slov, což znatelněji zvýší rychlost
rozpoznávání na pomalejších počítǎcích oproti slovníku s 400000 slovy.
Experimenty byly prováďeny s rozpoznávǎcem izolované̌reči vyvinutém v La-
boratǒri počítǎcového zpracování̌reči Technické univerzity v Liberci. Testovací
promluvy obsahovaly 2804 slov. Úspěšnost rozpoznávání na všeobecnéřeči je
90 %.
Tabulka 9.3 ukazuje úspěšnost rozpoznávání diktování lékařských zpráv.
Úsp̌ešnost rozpoznávání je vyjádřena v procentech správně rozpoznaných slov
ze všech testovacích slov. Třetí sloupec ukazuje úspěšnost rozpoznávání, pokud
nezáleží na velikosti písmen rozpoznaného slova. Rozpoznávač nabízí i 5 dalších
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nejpravďepodobňejších slov. Tyto alternativy lze rychle vybrat ze seznamu,čímž
je zrychlena oprava chyb.̌Ctvrtý sloupec ukazuje úspěšnost rozpoznávání, pokud
správňe rozpoznané slovo bylo mezi 3 nejpravděpodobňejšími nabízenými alter-
nativami. Poslední sloupec je obdoba předposledního, ale nezáleží na velikosti
písmen rozpoznaného slova.
Tabulka 9.3: Úsp̌ešnost rozpoznávání diktování lékařských zpráv. CI znamená, že
nezáleží na velikosti písmen rozpoznaného slova.
Slovník správňe správňe CI 3 nejlepší 3 nejlepší CI OOV
Původní 58 % 62 % 65 % 77 % 21 %
P̌ridání k malému 82 % 86 % 89 % 96 % 6 %
P̌ridání k velkému 79 % 83 % 88 % 97 % 6 %
9.3.3 Zhodnocení
Z experimentů je patrné, že adaptace slovníku, tedy přidání slov, která nejsou ve
slovníku, má významný vliv na zvýšení úspěšnosti rozpoznávání. Adaptace jazy-
kového modelu sěctenímčetnosti výskytů slov p̌ri metoďe p̌ridávání k velkému
slovníku je nevhodná, nebot’ je tímto sečt ním nový jazykový model znatelně
poškozen. Tak veliké zvýšení úspěšnosti rozpoznávání bylo dosaženo proto, že
lékǎrský slovník a jazykový model je velmi odlišný od slovníku a jazykového
modelu původního diktovacího systému.




Jazykový model lze použít i v jinýcȟcástech systému rozpoznávánířeči než jen
pro výb̌er nejpravďepodobňejší promluvy ve Viterbiho algoritmu. Úprava výstup-
ního textu rozpoznávače je vhodným kandidátem na použití jazykového modelu.
Pokud jsou ve slovníku uvedena slova pouze malými písmeny z důvodu snížení
velikosti slovníku a jazykového modelu a rychlejšího rozpoznávání, může být jiný
jazykový model aplikován na dodatečný p̌revod malých písmen na velká.
Další úprava výstupu rozpoznávače spǒcívá v p̌ridávání interpunkce. Výstup
rozpoznávǎce je pak mnohem̌citelnější. Automatické vkládání interpunkce je
uvedeno v následující sekci. Jazykový model může být také použit k čišťení textu,
ze kterého je vytvá̌ren korpus a následně pǒcítán jazykový model pro rozpozná-
vač. V tomto p̌rípaďe není vhodné použít ten samý jazykový model vytvořený pro
účely rozpoznávání, nebot’ obsahuje jen omezenou množinu slov a je zbytěcně
veliký. Jazykový model je možné použít například p̌repisování zkratek do správ-
ného pádu. P̌ri přepisování zkratek lze spíše použít jazykový model založený na
třídách.
Ve výstupu rozpoznávače sečíslovky objevují pouze expandované do slovní
formy. Expanze, která pomohla při vytváření textového korpusu nyní snižuječi-
telnost výstupu, nebot’̌císlice v podob̌e písmen jsou nepřirozeňe dlouhé.
10.1 Automatická interpunkce
Většina rozpoznávačů řeči produkuje sekvenci mezerami oddělených slov. Inter-
punkce vytvá̌rí výstup rozpoznávǎcečitelnější pročtení. Interpunkce je také důle-
žitá pro další zpracování textu, jako je získávání informací z rozpoznaného textu,
strojový p̌reklad, morfologická analýza, atd.
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Automatická interpunkce se snaží najít konce vět a vložit do nich těcky ačárky
v souv̌etí. K odhadnutí správné pozice interpunkce včeštiňe je ťreba kombinovat
informace z akustické̌cásti promluvy, jazykového modelu a morfologické ana-
lýzy. Detailní morfologická analýza je však závislá na znalosti pozic interpunǩc-
ních znamének. Morfologická analýza může býtčástěcně nahrazena jazykovým
modelem. V této práci je použit morfologický analyzátor Jana Hajǐce [44], který
známému slovu p̌riřadí jeho morfologické kategorie: slovní druh, osobu,číslo,
pád, atd. Analyzátor p̌riřazuje slovu všechny možné kategorie. Pokud analyzátor
slovo nezná, pak je označeno znakem „X“ na pozici slovního druhu.
Z literatury je patrné, že dosavadní systémy provádějící automatickou inter-
punkci kombinují znalost průb̌ehu základní frekvence (F0), n-gramového jazyko-
vého modelu, délky fonémů [40] a pří adňe i morfologických znǎcek [41]. Průb̌eh
F0 je počástech linearizován a jsou z něj extrahovány různé příznaky, nap̌ríklad
sklon lineárních úseku.̌Clánek [41] vychází z [40], je ale zam̌ěren načeštinu.
V práci [41] bylo pozorováno, že v̌ceštiňe pozicečárek závisí spíše na in-
formacích z jazykového modelu, zatímco pozice teček je spíše uřcena akustickou
částí promluvy. Tentýž̌clánek používá morfologický analyzátor k seskupení málo
častých slov.
Automatická interpunkce je v této práci založena na automaticky nalezených
produǩcních pravidlech, která jsou naučena pro těcky ačárky zvlášt’.
Rozpoznávǎc řeči používaný v této práci [2] je schopen rozpoznat také ně-
které hluky [47] jako je ticho, nádech, atd. Informace o hlucích je použita místo
akustické informace,̌címž je umožňena automatická interpunkce výstupu rozpo-
znávǎce bez znovupoužití rozpoznávaného signálu. Pozorováním výstupů rozpo-
znávǎce bylo zjišťeno, že hluky potřebnou akustickou informaci pro účely auto-
matické interpunkce zachovávají.
P̌red tím, než mohou být naučena pravidla pro vkládání teč k, je nutné za-
rovnat rozpoznané promluvy a referenční p̌repisy ťechto promluv. Tím se tečky
dostanou do výstupu rozpoznávače a je tak možné vytvořit trénovací a testovací
data.
Pravidla pro vkládání̌cárek jsou odvozena z velkého textového korpusu, ne-
bot’ tak je možné zajistit spolehlivější odhad jazykového modelu použitého pro
tento ú̌cel.
Oba druhy pravidel je třeba následňe spojit a ošetřit případy, kdy dochází k je-
jich soǔcasné aplikaci. Morfologický analyzátor je následnˇ použit k odstrǎnování
interpunkce, která neodděluje v̌ety, nebot’ v̌ety většinou obsahují podm̌et a p̌rísu-
dek nebo jeden z nich.
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10.1.1 Automatické vkládání těcek
Pravidla pro vkládání těcek jsou odvozena z rozpoznaných šumů (ticho, nádech),
které rozpoznávǎc vkládá do svého výstupu. Tyto šumy jsou označenyčísly 0 až
5 a pomľckou [47]. P̌ríklad nahrávky s rozpoznaným šumem je uveden na ob-
rázku 10.1.
Obrázek 10.1: Nahrávka s rozpoznaným šumem
Výstup rozpoznávǎce: . . . podle ní nerespektuje soukromí lidí3 i
ministr zahranǐcí ho vidí jako chybu
Vložená interpunkce: . . . podle ní nerespektuje soukromí lidí.
I ministr zahranǐcí ho vidí jako chybu.
Akustická data
Akustická data jsou tvǒrena zprávami 3 nejv̌etšíchčeských televizních stanic.
V tabulce 10.1 jsou uvedeny podrobnější informace o použitých akustických da-
tech. Jedeňrečový segment obsahuje jednu nebo více vět. Segmenty jsou pro-
mluvy jednoho mluv̌cího.
Tabulka 10.1: Akustická data
Trénovací Testovací
Řěcových segmentů 498 339
Délka promluv 81 min 53 min
Segmentů s těckou 262 181
Segmentů šcárkou 377 251
Celkem těcek 521 407
Celkemčárek 839 553
Akustická data jsou součástí databáze COST278 ze sekce 4.2.1.
Zarovnání přepisů
Abychom zahrnuli interpunkci do výstupu rozpoznávače, je nutné zarovnat re-
fereňcní p̌repisy s interpunkcí bez označení šumů s p̌repisy generovanými roz-
poznávǎcem, které obsahují šumy, ale neobsahují interpunkci. Zarovnání si musí
poradit i s p̌rípady, kdy rozpoznávač uďelal chybu.
Zarovnávání je prováďeno metodou dynamického programování, stejně jako
vyhodnocování výsledku rozpoznávače v kapitole 8.
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Pokud rozpoznávǎc vloží do svého výstupu slovo navíc (inzerce) a interpunkce
má být práv̌e v ťechto místech, pak může být interpunkce ve výstupu rozpozná-
vače vložena p̌red či za toto slovo v závislosti na sm̌eru zarovnávání. Pokud je
kolem inzerce ňejaký rozpoznaný šum, pak by interpunkce mˇ la být vložena na
místo tohoto šumu. Takovéto automatické zarovnávání lze docílit různými cenami
substitucí. V zarovnávání byla použita cena delece a inzerce rovná 7. Cena sub-
stituce dvou slov byla 10 a cena substituce šumu a slova byla 13.
Pravidla pro vkládání teček
Sekvence šumů indikující interpunkci je hledána gramatickou evolucí [60]. Těcka
a čárka jsou v trénovací fázi chápány jako jediná interpunkce. V české v̌eťe lze
občas nahradiťcárku spojující v̌ety těckou bez ztráty smyslu.
Délka hledaných sekvencí šumu nebyla limitována. Cílem bylonajít takové
sekvence, aby přesnost umístění těcek byla maximální. Pokud je vložená tečka na
mísťe zarovnaného rozpoznaného pře isu, pak je umístěna p̌resňe. Ostatní umís-
tění těcek,či jejich vynechání je považováno za chybu.
Populace gramatické evoluceˇ ítala 500 jedinců. Turnajová selekce byla pou-
žita pro výb̌er rodǐců a steady state selekce pro vytváření nové populace. Diverzita
populace byla udržována metodou LICE [62]. Učená pravidla jsou produkční pra-
vidla následujícího formátu:
pokud (sekvence šumů), pak napiš těcku místo sekvence (10.1)
Duplicitní těcky jsou odstraňeny po aplikaci pravidel na celý výstup rozpozná-
vače.
10.1.2 Automatické vkládáníčárek
Pravidla pro vkládání̌cárek jsou založena na jazykovém modelu a znalosti mor-
fologických kategorií slov, které jsou zjištěny morfologickým analyzátorem [44].
Pravidla jsou odvozena z textového korpusu.
Textový korpus
Textový korpus je tvǒren p̌revážňe novinovýmičlánky. Trénovací̌cást korpusu
obsahuje 360 milionů slov, z toho 2 miliony jsou různé. 90 %slov je odďelena
mezerou, 7 %̌cárkou.
Korpus obsahuje 13.5 milionǔ̊cárek. 72 %čárek jsou následována spojkou,
zájmenem, p̌ríslovcem nebo p̌redložkou. Tyto slovní druhy jsou dále chápány jako
obvyklá spojovací slova. V korpusu je obsaženo přibližně 3000 různých obvyk-
lých spojovacích slov a 3 miliony ostatních slov, před kterými se vyskytujěcárka.
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Testovací̌cást korpusu je různá od trénovací, jsou použity jiné datumy vydání
článků. Testovací data obsahují 18 milionů slov, z nichž 0.4 milionu je různých.
Žádná korekce interpunkce nebyla prováděna, proto mohou trénovací i testo-
vací data obsahovat chyby.
Pravidla pro vkládání čárek
Pravidla pro vkládání̌cárek jsou automaticky odvozena z textového korpusu. For-
mát pravidel je:
pokud (sekvence slov), pak napiščárku p̌red sekvenci (10.2)
Kvůli velkému množství různých slov a ještˇ většímu množství slovních spojení
je kompletní prohledávání sekvencí slov témě̌r nemožné. Proto jsou sekvence
slov omezeny pouze na obvyklá spojovací slova, spojky, zájmena, p̌ríslovce a
předložky, což je založeno na pozorování korpusu. Slovní druh je uřcen morfo-
logickým analyzátorem. Protože rozpoznávač pracuje s omezeným slovníkem, je
možné slovní druhy určit jednou pro slova ve slovníku, jiná slova se ve výstupu
rozpoznávǎce nemohou objevit.
Obvyklá spojovací slova jsou dosti nezávislá na svém delšímokolí, proto jsou
pro snížení výpǒcetní nárǒcnosti prohledávány sekvence obsahující maximálně
2 slova.
Odvození pravidel pro vkládání čárek
Pravidlo pro vkládání̌cárek je aplikováno, pokud je splně a jeho podmínka, jinak
je ponechán původní oddělovǎc slov, mezera. Tento přístup je založen a pozoro-
vání, že v̌etšina slov je odďelena mezerou.
Pravidla s jedním slovem v podmínce jsou odvozena jako první. Slova mo-
hou být odďelena 3 různými separátory: mezera,čárka, jiný separátor. Maximálně
věrohodné odhady následujících pravděpodobností jsou vypočteny z trénovacího
korpusu.
P (čárka|spojovací slovo) (10.3)
P (mezera|spojovací slovo) (10.4)
P (jiný separátor|spojovací slovo) (10.5)
Následňe je uřceno maximum z ťechto pravďepodobností
argmax
i
(P (separátori|spojovací slovo)) (10.6)
Pokud je maximum (10.6) pro pravděpodobnost (10.3), je vytvořeno nové pravi-
dlo.
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Po odvození pravidel s jediným slovem v podmínce jsou odvozena pravidla
se slovní dvojicí v podmínce, která upravují „zjemňují“ případy, kdy jsou pravi-
dla s jedním slovem v podmínce příliš „hrubá“. Tedy pravďepodobnost (10.3) je
sice nejv̌etší, ale hodnota je ještě nízká a lze nalézt podstatné výjimky. Sekvence
dvou spojovacích slov může způsobit, že sečárka píše jen p̌red celou dvojici slov.
Nap̌ríklad v sekvenci „. . . p̌rípad, ve kterém . . . “ jěcárka až p̌red slovem „ve“.
Jindy můžečárka úplňe zmizet, i když se p̌red ob̌ema spojovacími slovy̌casťeji
čárka píše, pokud se vyskytují samostatně. Nap̌ríklad p̌red spojením „. . . a že . . . “
sečárka ve v̌etšiňe p̌rípadů nepíše.
Odvození pravidel se slovní dvojicí je obdobné jako odvození pravidel s jed-
ním slovem, jen možností pro psaní interpunkce je více. Kvůli řídkému výskytu
spojení, kdy jsou slova oddělena jinými separátory, než jěcárka a mezera, jsou
odhadovány jen pravděpodobnosti pro následující pří ady:
mezera(první slovo) mezera(druhé slovo) (10.7)
čárka(první slovo) mezera(druhé slovo) (10.8)
mezera(první slovo) čárka(druhé slovo) (10.9)
čárka(první slovo) čárka(druhé slovo) (10.10)
P̌rípady (10.9) a (10.10) jsou podmnožiny pravidel s jedním slovem v podmínce.
Nová pravidla jsou vytvá̌rena, pokud je maximum
argmax
i
(P (případi|slovní dvojice)) (10.11)
pro p̌rípady (10.7) nebo (10.8).
P̌ri vytváření pravidel je také p̌redpokládáno, že před slovy, která nejsou ob-
vyklá spojovací slova, jěcasťeji mezera než̌cárka. V p̌rípadech, kdy je p̌red jiným
než obvyklým spojovacím slovem̌cárka je pro uřcení tétočárky poťreba detail-
nější morfologická analýza, než jakou může bigramový modelnabídnout. Proto
je méňe chyb provedeno, pokud je mezera před ťemito slovy zachována. Tento
předpoklad je založen na zkoumání textového korpusu.
Aplikace pravidel
Dva typy pravidel pro vkládání teč k ačárek byly naǔceny odďeleňe. Je proto
nutné vy̌rešit konflikty, kdy může být aplikováno více pravidel najednou.
Jako první jsou aplikována pravidla vkládající tečky. Duplicitní těcky a zbylé
šumy jsou odstraňeny. Text již obsahuje jen tečky a slova.
P̌red aplikací pravidel pro vkládáníčárek jsou tato pravidla upravena tak, aby
akceptovala krom̌e mezery i těcku mezi slovy. Aby nedocházelo ke konfliktům
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při aplikaci pravidel s jedním slovem v podmínce, která jsou všeobecňejší, a spe-
ciálnějšími pravidly, se slovní dojicí v podmínce, jsou pravidlaaplikována podle
následujícího schématu:
• Pravidla se slovní dvojicí jsou aplikována jako první před pravidly s jedním
slovem v podmínce.
• Pokud je aplikováno ňejaké pravidlo, žádné jiné pravidlo nesmí být apliko-
váno na použitá slova. Další aplikace může začít ž za použitými slovy.
Duplicitní interpunkce je následně odstraňena, p̌ričemž je preferováno odstraně í
tečky p̌redčárkou. Každý p̌repsaný̌rečový segment je nakonec ukončen těckou.
Redukce interpunkce pomocí morfologického analyzátoru
P̌revážná v̌etšina v̌et odďelených interpunkcí obsahuje podmět nebo p̌rísudek.
Morfologický analyzátor je použit pro identifikaci podmětu a p̌rísudku.
P̌rísudek je včeštiňe snadno identifikovatelný jako aktivní forma slovesa.
Identifikovat podm̌et je mnohem složitější, nebot’ podm̌et máčasto stejnou tvar
jako p̌redm̌et. Nelze jen podle slova rozpoznat předm̌et od podm̌etu. Proto každé
slovo, které může být podm̌et, je jako podm̌et chápáno, nebot’ není prováděna
žádná detailňejší morfologická analýza.
Text s vloženou interpunkcí je procházen zleva doprava, a pokud prošlý úsek
neobsahuje podm̌et nebo p̌rísudek a je odďelen interpunkcí, je tato interpunkce
odstraňena.
10.1.3 Experimenty
Experimenty byly prováďeny na testovací̌cásti akustických dat. Před vyhodno-
cováním byly rozpoznané promluvy zarovnány s referenčními p̌repisy. Následňe
byla provedena automatická interpunkce výstupu rozpoznávače. Výstupy automa-
tické interpunkce a zarovnávání byly porovnávány.
Výsledky jsou uvedeny ve 4 mírách: úspěšnosti inzerce (Acc), precision (P),





V prvním experimentu nejsou aplikována žádná pravidla pro vkládání inter-
punkce, a proto slouží jako baseline. Výsledky jsou uvedenyv tabulce 10.2.
V následujícím experimentu jsou pravidla pro vkládání teček ačárek apliko-
vána odďeleňe vždy nǎcistý výstup rozpoznávače. Tabulka 10.3 ukazuje výsledky
pro tento p̌rípad.
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Tabulka 10.2: Žádná interpunkce není vložena, baseline
Úsp̌ešnost (Acc) Precision (P) Recall (R) F-measure (F)
88.27 % 100.00 % 88.27 % 93.77 %
Tabulka 10.3: Těcky ačárky jsou aplikovány samostatně
Typ pravidel Úsp̌ešnost (Acc) Precision (P) Recall (R) F-measure (F)
Pouze těcky 90.10 % 75.06 % 90.10 % 81.90 %
Pouzěcárky 90.35 % 77.17 % 90.35 % 83.24 %
V dalším experimentu je zkoumán vliv odstraňování interpunkce pomocí mor-
fologického analyzátoru. Výsledky jsou uvedeny v tabulce 10.4.
Tabulka 10.4: Vliv odstrǎnování interpunkce pomocí morfologického analyzátoru
Odstraňení Úsp̌ešnost (Acc) Precision (P) Recall (R) F-measure (F)
interpunkce
Ne 92.05% 77.05% 92.05% 83.88%
Ano 91.91% 80.22% 91.91% 85.67%
V posledním experimentu byla provedena kompletní automatická interpunkce.
P̌ri vyhodnocování tohoto experimentu nebyl rozdíl mezi typem interpunkce,
tečky i čárky byly chápány jako jediné interpunkční znaménko. Výsledky jsou
uvedeny v tabulce 10.5
Tabulka 10.5: Kompletní automatická interpunkce, přičemž p̌ri vyhodnocování
byly tečky i čárky chápány jako jedno interpunkční znaménko
Úsp̌ešnost (Acc) Precision (P) Recall (R) F-measure (F)
92.81% 88.04% 92.81% 90.36%
10.1.4 Zhodnocení
Uvedené experimenty ukazují významné zlepšení oproti ponechání výstupu roz-
poznávǎce jako mezerami oddělený proud slov. Byla dosažena úspěšnost vkládání
interpunkce 92.81%.̌Citelnost výstupu rozpoznávače může být dále vylepšena ka-
pitalizací písmen po těckách.
Vyhodnocování nesprávně rozpoznané promluvy je dosti problematické, ne-
bot’ chyba může i nemusí ovlivnit správnou pozici interpunkce. Jedno špatně roz-
poznané slovo může zm̌enit význam celé v̌ety a snížit úsp̌ešnost pravidel založe-
ných na jazykovém modelu.
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Pravidla pro vkládání těcek byla natrénována pouze na nahrávkách televizních
zpráv, proto je jejich úsp̌ešnost na tomto typu akustických dat závislá. Není ovšem
problém po získání jiných nahrávek pravidla pro vkládání teček p̌retrénovat.
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Kapitola 11
Závěr
Tvorba lingvistické vrstvy systému automatického rozpoznávání mluvené̌ceštiny
je v této práci pojata jako komplexní problém. V průběhu práce bylo vytvǒreno
množství programů, postupů a vylepšení umožňující automatizaci adaptace slov-
níku a jazykového modelu.
V díle jsou diskutovány problémy týkající se různých zdrojů textových dat,
jejich získávání ǎcišťení. Byly vytvǒreny robustní autonomní programy schopné
získávat data 24 hodin denně 356 dní v roce. Zároveň byly uvedeny postupy nor-
malizace textu jak pro všeobecné texty z novinových zpráv, tak i pro speciální
lékǎrské texty, kterých je v̌etšinou málo a obsahují mnoho chyb a cizích slov. Jsou
uvedeny metody identifikace cizích slov umožňující aplikaci správných fonolo-
gických pravidel. Byl experimentálně prokázán pozitivní vliv různých normali-
zací na úsp̌ešnost rozpoznávání. Během práce byl zv̌etšen textový korpus o více
než 100 %.
Dalšíčást díla je zam̌ěrena na slovník a fonetickou transkripci. Je uvedena zá-
vislost pokrytíčeského textového korpusu na velikosti slovníku. Dále je uvdena
vlastní metoda vylepšení fonetické transkripce spočívající v natrénování nových
fonologických pravidel, která jsou následně p̌ridána k existujícím fonologickým
pravidlům. Nová pravidla jsou natrénována pomocí Gramatické evoluce. Výho-
dou uvedené metody je, že neobjevuje již známá pravidla. Nová naǔcená pravidla
jsou ihned p̌ripravena k aplikaci. Posledníčást kapitoly týkající se slovníku se
zabývá p̌ridáváním slovních spojení do slovníku. Jde o jednoduchý a témě̌r bez-
pracný způsob zvýšení úspěšnosti rozpoznávání. Slovní spojení jsou vybírána na
záklaďe vhodné míry. Vhodnost různých měr je experimentálňe ov̌ěrena. Úsp̌eš-
nost rozpoznávání byla touto metodou zvýšena z 74.48 % na 77.94 %.
V kapitole zabývající se jazykovým modelem jsou diskutovány otázky efek-
tivní implementace výpǒctu jazykového modelu s velkým slovníkem tak, aby jej
bylo možné spǒcítat na b̌ežňe dostupných pǒcítǎcích v p̌rijatelnémčase. Jsou uve-
deny vlastní implementace výrazně zrychlující výpǒcet jazykového modelu oproti
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dosavadnímu programu používaném v Laboratoři p čítǎcového zpracování̌reči.
Kapitola 7 uvádí výsledky experimentů zjišt’ujících vlivvelikosti slovníku a in-
terpunkce na úsp̌ešnost rozpoznávání. Je též uveden průběh nalézání nových bi-
gramů p̌ri výpočtu jazykového modelu, ze kterého je patrné, že pro slovník obsa-
hující 312 tisíc slov stále existuje množství bigramů, jejichž hodnota je odhadnuta
nep̌resňe pro nedostatek dat. K přesňejšímu odhadu málǒcetných bigramů je však
poťreba velké množství dat. Je proto nutné sbírat další texty doext vého korpusu.
Další kapitola se zabývá detailní analýzou výsledků rozpoznávání. Abychom
mohli efektivňe zlepšovat rozpoznávač, je nutné v̌eďet, které chyby jsou p̌ri roz-
poznávání nejčetňejší. V kapitole je uvedena vlastní modifikace bˇ žňe používané
metody vyhodnocování výsledků. Pomocí uvedené modifikaceje možné p̌resňeji
určit, která slova jsou rozpoznávačem vložena, vypuštěna,či zam̌eňena za jiné.
Jsou zde též uvedeny a kvantizovány nejčetňejší chyby rozpoznávačů a chyby
vzniklé díky p̌ríčestí minulému a chyby psaní „y“ a „i“.
V kapitole zabývající se adaptací jazykového modelu jsou provedeny expe-
rimenty týkající se tématické ǎcasové adaptace jazykového modelu. Především
experimentů ukazujících vliv přidávání nových textů na úspěšnost rozpoznávání
je v literatǔre velmi málo. Ve v̌etšiňe publikací je uveden pouze vliv adaptace na
perplexitu která, jak se v literatuře ukazuje, má malý vztah ke skutečné úsp̌eš-
nosti rozpoznávání. Z provedených experimentů vyplývá, že k údržb̌e kvalitního
jazykového modelu není třebačastých aktualizací. Občasné p̌ridání aktuálních dat
se pozitivňe projeví na úsp̌ešnosti rozpoznávání. Je též zřejmá nutnost p̌ridávání
nových slov do slovníku, aby tato slova mohla být rozpoznáváa.
Poslední kapitola se zabývá úpravou textového výstupu z rozpoznávǎce s cí-
lem zvýšit čitelnost tohoto výstupu. V kapitole je uvedena vlastní modifikace
existujících metod automatického vkládání interpunkce. Publikovaná metoda je
oproti ostatním metodám schopna odvodit pozice interpunkce pouze z výstupu
rozpoznávǎce, a to díky informacím o různých šumech, které výstup rozpozná-
vače obsahuje. Byla dosažena 92.81% úspěšnost automatické interpunkce.
Většina vytvǒrených programů je aktivňe používána jak v Laboratoři počíta-
čového zpracování̌reči, tak je i soǔcástí komplexních komerčních produktů La-
boratǒre pǒcítǎcového zpracovánířeči.
Další rozvoj lingvistické vrstvy systému automatického rozp znávání mlu-
venéčeštiny spǒcívá v neustálém sběru nových dat potřebných pro zlepšování od-
hadu n-gramů a získávání nově se objevujících slov a slovních spojení. Je možné
též prováďet sofistikovaňejší normalizace textového korpusu. Analýza výsledků
rozpoznávǎce je neustále diskutovaným tématem zejména díky tomu, že dosa-
vadní vyhodnocovací metody nereflektují vliv chyby na sémantickou a pragma-
tickou část jazyka. Automatická interpunkce je založena na informaci obsažené
v jazykovém modelu a šumech z výstupu rozpoznávače. Dále je možné důklad-
něji analyzovat i signál vstupující do rozpoznávače a zakomponovat nově získané
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[19] Jan Koloreňc, Jan Nouza, and PetrČerva. Multi-words in the tv/radio news
transcription system. InSpeech and Computer International Conference -
Specom 2006, pages 103–106, Petersburg, Russia, June 2006. ISBN 5-7452-
0074-x.
LITERATURA 93
[20] International Phonetic Association. Report on the 1989kiel convention.
Journal of the Phonetic Association, 19(12), 1989.
[21] Jan Nouza, Josef Psutka, and Jan Uhlíř. Phonetic alphabet for speech reco-
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2004. online
〈http://www.maxdorf.cz/maxdorf/ls.html〉.
[55] Jan Kábrt and Jan Kábrt.Lexicon medicum. Avicenum Praha, 1 edition,
1988.
[56] Hornická Zam̌estnanecká Pojišt’ovna. Vše o lécích. online
〈http://www.hzp.cz/leky/〉, 8 2004.
[57] Jean-Luc Gauvain, Lori Lamel, Gilles Adda, and Mich‘ele Jardino. The
limsi 1998 hub-4e transcription system. InProceedings of the DARPA
Broadcast News Workshop, Herndon, VA, 1999.
[58] Gerhard Backfried and Roser Jaquemot Caldes. Spanish broadcast news
transcription. InProceedings of the EUROSPEECH-2003, pages 1561–
1564, 2003.
[59] Dana Nejedlová. Fonetická transkripceˇ štiny pomocí ťrívrstvé neuronové
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[61] Vladimír Mǎrík, Olga Šťepánková, Jiří Lažanský, and kolektiv.Umělá inte-
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100 DODATEK A. ČASOVÁ ADAPTACE JAZYKOVÉHO MODELU
Tabulka A.1: Závislost úsp̌ešnosti rozpoznávání zpráv konkrétního datumu na tex-
tech z jiných datumů.
Nahrávky z 7.12.2005 9.12.2005 12.12.2005
P̌ridané texty úsp̌ešnost rozpoznávání (Acc) %
20051123 73.05 77.10 76.68
20051124 72.96 75.97 75.89
20051125 73.26 75.90 75.96
20051126 73.05 75.97 76.18
20051127 73.14 75.97 76.11
20051128 72.96 75.97 76.30
20051129 72.99 75.90 76.36
20051130 73.08 75.84 76.36
20051201 72.78 75.75 76.43
20051202 73.32 75.75 76.43
20051203 73.35 75.72 76.39
20051204 73.20 75.78 76.39
20051205 73.53 75.75 76.43
20051206 73.32 75.75 76.39
20051207 73.20 75.84 76.43
20051208 74.19 75.97 76.36
20051209 74.89 76.15 76.58
20051210 74.80 82.13 76.74
20051211 75.19 82.13 76.71
20051212 75.22 82.13 76.74
20051213 75.31 82.13 82.41
20051214 75.22 82.04 82.38
20051215 75.28 82.00 82.45
20051216 75.31 82.07 82.45
20051217 75.13 82.07 82.48
20051218 75.22 82.19 82.38
20051219 75.07 82.19 82.41
20051220 75.07 82.19 82.41
20051221 75.07 82.10 82.48
20051222 75.16 82.10 82.51
20051223 75.16 82.04 82.54
20051225 75.07 82.10 82.54
20051226 75.25 82.07 82.54
20051227 75.16 81.97 82.48
20051228 75.34 81.94 82.51
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Tabulka A.2: Závislost úsp̌ešnosti rozpoznávání zpráv konkrétního datumu na tex-
tech z jiných datumů bez přidávání p̌repisů zpráv.
Nahrávky z 7.12.2005 9.12.2005 12.12.2005
P̌ridané texty úsp̌ešnost rozpoznávání (Acc) %
20051123 72.87 75.97 75.80
20051124 72.78 75.97 75.83
20051125 72.87 75.90 75.86
20051126 72.72 75.81 76.05
20051127 73.02 75.84 76.02
20051128 72.75 75.94 75.99
20051129 72.90 75.84 76.08
20051130 72.99 75.90 76.08
20051201 73.05 76.00 76.08
20051202 73.14 76.00 76.11
20051203 73.11 75.97 76.02
20051204 73.17 75.97 76.14
20051205 73.41 76.00 76.08
20051206 73.20 76.00 76.11
20051207 73.38 75.94 76.18
20051208 73.32 75.97 76.05
20051209 73.44 76.00 76.21
20051210 73.50 76.33 76.33
20051211 73.65 76.49 76.30
20051212 73.83 76.49 76.27
20051213 73.65 76.43 76.43
20051214 73.89 76.61 76.27
20051215 73.71 76.67 76.49
20051216 73.89 76.67 76.43
20051217 73.80 76.61 76.49
20051218 73.83 76.64 76.52
20051219 73.77 76.70 76.46
20051220 73.95 76.70 76.55
20051221 73.80 76.67 76.58
20051222 73.62 76.58 76.61
20051223 74.07 76.55 76.58
20051225 73.95 76.55 76.65
20051226 73.83 76.67 76.65
20051227 73.95 76.58 76.55
20051228 73.92 76.61 76.58
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Dodatek B
Výsledky přidávání slovních párů do
slovníku
Tabulka B.1: Slovní spojení přidávaná do slovníku.
P̌ridaných úsp̌ešnost rozpoznávání (Acc)
spojení PMI četnost výskytu četnost výskytu s p̌redložkou na 1. místě
01000 74.59 75.40 75.37
02000 74.55 75.73 76.15
03000 74.55 75.95 76.11
04000 74.50 76.20 76.11
05000 74.64 76.05 76.52
06000 74.70 75.89 76.59
07000 74.67 75.78 76.81
08000 74.68 76.04 76.78
09000 74.64 76.28 76.89
10000 74.60 76.33 76.99
15000 74.63 76.82 77.68
20000 74.79 77.13 77.57
25000 74.99 77.37 77.65
30000 74.95 77.43 77.77
35000 74.92 77.57 77.88
40000 74.92 77.43 77.90
45000 74.94 77.69 77.94
50000 74.96 77.46 77.91
55000 75.02 77.45 77.90
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