In this paper, a class of two-weight linear codes over Fq is presented. This family of codes is punctured from irreducible cyclic codes and contains a subclass of MDS codes and other optimal codes. Their dual codes are also optimal in some cases. The punctured codes are in general better than the original irreducible cyclic codes in terms of information rate and error correcting capability.
Introduction
Let q be an arbitrary prime power. An [n, k, d] linear code over F q is a kdimensional subspace of F 
is called an irreducible cyclic [n, m 0 ] code over F q , where Tr is the trace function from F r onto F q and m 0 divides m. The weight distribution of irreducible cyclic codes is quite complicated in general. 11 However, in certain special cases the weight distribution is known. We summarize these cases below.
(1) When N |(q j + 1) for some j being a divisor of m/2, which is called the semi-primitive case, the codes have two weights. These codes were studied by Delsarte and Goethals, 4 McEliece, 12 and Baumert and McEliece.
1
(2) When N = 2, the weight distribution was found by Baumert and McEliece.
1 (3) When N is a prime with N ≡ 3 (mod 4) and ord q (N ) = (N − 1)/2, the weight distribution was determined by Baumert and Mykkeltveit.
2
McEliece also generalized these results 12 and showed that the weights of an irreducible cyclic code can be expressed as a linear combination of Gauss sums via the Fourier transform 13 (see also McEliece and Rumsey, 14 Fitzgerald and Yucas, 6 van der Vlugt, 17 and the references therein). Two-weight codes are a class of interesting codes which are closely related to combinatorial designs, finite geometry, and graph theory. Information on them can be found in Baumert and McEliece, 1 Calderbank and Kantor, 3 Wolfmann, 19 Delsarte and Goethals, 4 Langevin, 9 Schmidt and White, 16 Wolfmann, 20,21 and Vega and Wolfmann.
18
The objective of this paper is to improve the irreducible cyclic codes in certain cases. Our idea of the improvement is to puncture these codes in a proper way. The codes reported in this paper have only two nonzero weights and are better than the original irreducible cyclic codes in terms of error-correcting capability and information rate. They contain a subclass of MDS codes and other optimal codes. Their duals are also very good in general, and contain optimal codes.
The class of two-weight codes
Let p be a prime, q = p s , m = 2lk, r = q m , where s, l, and k are positive integers. Let h be a positive divisor of q k + 1, and so of (r − 1)/(q − 1), and let g be a primitive element of F r . Throughout this paper we always assume h < √ r+1. Define the additive character χ on F r by χ(x) = ζ
, where ζ p = exp(2π √ −1/p) and Tr r/p : F r → F p is the absolute trace mapping.
Let Tr r/q : F r → F q and Tr q/p : F q → F p be further trace mappings. Define
for each i with 0
Lemma 2.1.
where
We are now ready to present the construction of the two-weight codes. For each α ∈ F r , define the vector c(α) = (Tr r/q (αd 1 ), Tr r/q (αd 2 ), . . . , Tr r/q (αd n )).
We then define the code weight frequency
Proof. Clearly, C is a linear code over F q of length n. We now determine the dimension and weight distribution of C. For any α ∈ F * r , the Hamming weight w H (c(α)) of the codeword c(α) ∈ C is given by
where the third equality holds by the transitivity of the trace (see [10, Theorem 2.26] ) and the fourth equality holds by property (3). It then follows from Lemma 2.1 that
Since h < √ r + 1, we have w H (c(α)) = 0 for all nonzero α ∈ F r . Hence the F q -linear map α ∈ F r → c(α) is injective. Then the conclusions about the dimension and weight distribution of C follow.
For the dual code C ⊥ , we only need to prove the lower bound for the minimum distance d ⊥ . Suppose on the contrary that d ⊥ ≤ 2. By the wellknown characterization of the minimum distance of a linear code in terms of a parity-check matrix (see [10, Lemma 9.14]), there exist integers 1 ≤ i < j ≤ n such that the ith column and the jth column of a parity-check matrix of C ⊥ (which is the same as a generator matrix of C) are linearly dependent over
This implies
It follows now from [10, Theorem 2.24] that
We may assume c 1 = 0. Hence
∈ F q , which is a contradiction to (3). This completes the proof.
For the code C and its dual code C ⊥ , we have the following remarks.
(1) Theorem 7 in reference 5 is the special case of Theorem 2.1 with h = 3, q ≡ 2 mod 3, and k = 1. 1, 1, 2, 2) , then C is a [20, 4, 12] optimal code over F 3 according to. 8 Its dual is a [20, 16, 3] optimal code over F 3 according to. 
Concluding remarks
The parameters of the code C in Theorem 2.1 are the same as those of a code in Example SU2 of reference.
3 It is open whether the two codes are equivalent. The reader is invited to attack the equivalence problem. At any rate, the construction of the code in Theorem 2.1 is much simpler than that in.
3
The weight distribution of the codes in Theorem 2.1 can be obtained from that of the irreducible cyclic codes in the semi-primitive case.
1, 16 Here we prefer a direct proof using Lemma 2.1.
While the irreducible cyclic codes in the semi-primitive case are not good, the punctured codes in Theorem 2.1 are optimal or almost optimal compared with the best codes known in terms of error-correcting capability when the information rate is fixed. This shows a clear difference between the original codes and the punctured version presented in this paper. So it is worthwhile to report these codes and their duals.
