Abstract. We show the presence of a dense pure point spectrum on quantum graphs with Maryland-type quasiperiodic Kirchhoff coupling constants at the vertices.
Introduction
In the present contribution we are going to show how quantum graphs can be used to construct exactly solvable quasiperiodic models showing the Anderson localization at all energies.
In [GFP82] it was shown that the one-dimensional quasiperiodic difference Hamiltonian (1) Lψ(n) = ψ(n + 1) + ψ(n − 1) + λ tan(ωn − α)ψ(n), ψ ∈ ℓ 2 (Z), λ, α, ω ∈ R, has a pure point spectrum dense everywhere under some arithmetic conditions for ω and α; this operator is often referred to as the Maryland model. Later the class of such Hamiltonians was considerably extended in several directions, e.g. to the multidimensional case with more general coefficients [BLS83, FP84] , see also [BBP05] for a recent review. It is a rather interesting problem to construct continuous quasiperiodic operators where one can describe the dense point spectrum in a more or less explicit way. An example of such models was proposed in [GM87] , where Schrödinger operators with tan-like quasiperiodic point perturbations were studied and the Anderson localization in the gaps of the unperturbed Hamiltonians was shown. In the paper [Ex97] a comb-shaped quantum graph was proposed whose spectral study reduces at the formal level to operators of the form (1); however, the machinery used does not allow to prove rigorously the presence of a dense pure point spectrum in that case. We are going to show, using some modification of the constructions from [FP84] and [GM87] and the machinery of self-adjoint extensions [BGP06] , that the Anderson localization at all energies can be achieved by placing tan-like quasiperiodic δ-interactions at the vertices of quantum graph lattices. We consider this case as the most illustrative one in many aspects, and we plan to treat much more general quasiperiodic interactions in subsequent works.
Schrödinger operator on a quantum graph
Below we describe some basic constructions for quantum graphs; a detailed discussion can be found e.g. in [GS06, Ku04, Ku05] . There are many approaches to the study of the spectra of quantum graphs, we use the one from [BGP06, P06] based on the theory of self-adjoint extensions.
We consider a quantum graph whose set of vertices is identified with Z d , d ≥ 1. By h j , j = 1, . . . , d, we denote the standard basis vectors of Z d . Two vertices m, m ′ are connected by an oriented edge m → m ′ iff m ′ = m + h j for some j ∈ {1, . . . , d}; this edge is denoted as (m, j) and one says that m is the initial vertex and m ′ ≡ m + h j is the terminal vertex. Fix some l j > 0, j ∈ {1, . . . , d}, and replace each edge (m, j) by a copy of the segment [0, l j ] in such a way that 0 is identified with m and l j is identified with m + h j . In this way we arrive at a certain topological set carrying a natural metric structure.
The quantum state space of the system is
and vectors f ∈ H will be denoted as
, and some real constants
satisfying the following boundary conditions:
(which means the continuity at all vertices) and
The constants α(m) are usually referred to as Kirchhoff coupling constants and interpreted as the strengths of zero-range impurity potentials at the corresponding vertices [Ex96] . The zero coupling constants correspond hence to the ideal couplings and are usually referred to as the standard boundary conditions. Denote by S the operator acting as (2a) on the functions f satisfying only the boundary conditions (2b). On the domain of S one can define linear maps
By the Sobolev embedding theorems, Γ, Γ ′ are well-defined, and the joint map
Moreover, by a simple algebra, for any f, g ∈ dom S one has f, Sg − Sf, g = Γf, Γ ′ g − Γ ′ f, Γg (see e.g. proposition 1 in [P06] ). In the abstract language, (Z d , Γ, Γ ′ ) form a boundary triple for S. This permits to write a useful formula for the resolvent of H A , which will play a crucial role below. First, denote by H 0 the restriction of S to ker Γ. Clearly, H 0 acts as (2a) on functions (f m,j ) with f m,j ∈ H 2 [0, l j ] satisfying the Dirichlet boundary conditions, f m,j (0) = f m,j (l j ) = 0 for all m, j, and the spectrum of H 0 is just the union of the Dirichlet spectra of the operators − d 2 dt 2 + U j on the segments [0, l j ]. We will refer to spec H 0 as to the Dirichlet spectrum of the graph. Denote by s j and c j the solutions to −y
and ker(S − z). Clearly, in terms of the functions s j and c j introduced above, one has
Furthermore, for the same z's define an operator M (z) :
where
is the Hill discriminant associated with U j . The maps γ and M satisfy a number of important properties. In particular, γ and M depend analytically on their argument (outside of spec H 0 ), M (z) is self-adjoint for real z, for any non-real z there is c z > 0 with ℑM (z) ℑz ≥ c z , and (3)
Proposition 1. The resolvents of H 0 and H A are related by the Krein resolvent formula,
and the set spec H A \ spec H 0 coincides with {z / ∈ spec H 0 : 0 ∈ spec M (z) − A }. For any z / ∈ spec H 0 there holds ker(H A − z) = γ(z) ker M (z) − A , i.e. z is an eigenvalue of H A iff 0 is an eigenvalue of M (z) − A, and γ(z) is an isomorphism of the corresponding eigensubspaces.
Eigenvalues for Maryland-type coupling constants
We are going to study the above operator H A for a special choice of the coefficients α(m)
We assume additionally that ω satisfies the following Diophantine condition:
Clearly, (8) implies ω / ∈ Q d . The operator H A corresponding to the above choice of the coupling constants will be denoted simply by H, and this will be our main object of study. Our main result concerning the spectrum of H is the following theorem.
Theorem 2. The spectrum of H is pure point and coincides with R.
We will repeat first some algebraic manipulations in the spirit of [FP84] . Let U be the multiplication by the sequence e
The operators B(z) and C(z) are defined at least for z with ℜz / ∈ spec H 0 and |ℑz| sufficiently small. Denoting χ := e 2iϕ one can write for such z the identity
In what follows we denote S 1 := {z ∈ C, |z| = 1} and 
Under this transformation M (z) becomes the multiplication by a function M (z, θ),
, the operators B(z) and C(z) become the multiplications by B(z, θ) :
, the analyticity of γ, and the self-adjointness of M (z) for real z imply the existence of δ ′ > 0 such that
At the same time, this means that |ℑM (z, θ)| ≤ g/2 for z ∈ Z. As follows from (10), M (z, θ) can be continued to an analytic function in Z ×Θ, Θ := {(θ 1 , . . . , θ d ) ⊂ C d :, r < |θ j | < R}, 0 < r < 1 < R < ∞. Choosing r and R sufficiently close to 1 one immediately sees that the function
does not take values in (−∞, 0) for (z, θ) ∈ Z ×Θ. Therefore, the function f (z, θ) := log C(z, θ) is well-defined and analytic in Z × Θ, where log denotes the principal branch of the logarithm. We will use the following assertion [FP84, Lemma 3.2] implied by the Diophantine property (8):
Lemma 3. The operator 1 − U is a bijection on the set of functions v analytic in Θ with
By lemma 3, the function t(z, θ) :
is well-defined and analytic in Z × Θ, where
Lemma 4. The function f 0 is analytic in Z,
For real λ one has f 0 (λ) = 2iσ(λ), where
The function σ is real-valued, strictly increasing, and continuously differentiable on
Proof. The analyticity of f 0 follows from its integral representation. Eq. (12) follows from (11) if one takes into account the inequalities ℑM (z, θ) > 0 for ℑz > 0 and ℜ log z < 0 for |z| < 1. Equalities (12) follows from from (11) and the realvaluedness of M (z, θ) for real z.
By elementary calculations, for x ∈ R and y > 0 one has
In fact, this follows from
and g 1 (0) = g 2 (0) = 0. Eq. (14) obviously implies f 0 (λ) = 2iσ(λ) for λ ∈ R. Furthermore, as follows from (15),
and, by (4), σ ′ (λ) > 0.
An immediate corollary of the analyticity of f 0 and of (12) is
Denote by t(z) and f (z) the multiplication operators by t(z, θ) and
Therefore, one can rewrite Eq. (9) as
Proposition 6. The set of the eigenvalues of H in [a, b] is dense and coincides with the set of solutions λ to
Each of these eigenvalues is simple, and for any fixed m ∈ Z d Eq. 
As U has the simple eigenvalues e 2πi ω,m , m ∈ Z d , and the corresponding eigenvectors form a basis, Eq. (19) implies (18) if one takes into account the identity f 0 (λ) = 2iσ(λ) proved in lemma 4. The rest follows from the monotonicity of σ, the inclusion ran σ ⊂ (−π/2, π/2), and the arithmetic properties (7) and (8).
As [a, b] was an arbitrary interval from R \ spec H 0 and spec H 0 is a discrete set, one has an immediate corollary Proposition 7. The pure point spectrum of H is dense in R.
We note that propositions 6 and 7 automatically imply spec H 0 ⊂ spec H (as spec H = R), as spec H 0 is discrete and lies in the closure of the set of the eigenvalues given by (18). We cannot say in general if the Dirichlet eigenvalues are eigenvalues of H and, if it is the case, if they are simple, this depends on the edge lengths l j and the edge potentials U j .
Estimates for spectral measures
Take some α > 0. For any δ > 0 we denote
Clearly, there holds
Let ∆ ⊂ [a, b] be an interval whose ends are not eigenvalues of H. Consider the mapping h : λ → χe f0(λ) . By lemma 4, h is a diffeomorphism between ∆ and h(∆). By proposition 6 one has h λ(m) = e −2πi ω,m . Take an arbitrary δ > 0 and denote
Clearly, ∆ δ is a countable union of intervals, and the limit set δ>0 ∆ δ coincides with the set of all the eigenvalues m {λ(m)}.
Lemma 8. There exists ε 0 > 0 such that for any δ > 0 and any n ∈ Z d there exists C > 0 such that Take an arbitrary n ∈ Z d and denote Ψ(z, θ) := e −t(z,θ) B(z, θ)θ n . Due to the analyticity one can estimate uniformly in Z:
Therefore, (21) follows from the inequality (22) (1 − e f0(λ+iε) χU ) −1 Ψ ≤ C.
Assume that ε 0 satisfies the conditions of lemma 5, then uniformly for λ ∈ ∆ and ε ∈ (0, ε 0 ) one has 
