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Abstract
Partly inspired by Sato’s theory of the Kadomtsev-Petviashvili (KP) hierarchy, we start with a quite
general hierarchy of linear ordinary differential equations in a space of matrices and derive from it a
matrix Riccati hierarchy. The latter is then shown to exhibit an underlying ‘weakly nonassociative’
(WNA) algebra structure, from which we can conclude, refering to previous work, that any solution of
the Riccati system also solves the potential KP hierarchy (in the corresponding matrix algebra). We then
turn to the case where the components of the matrices are multiplied using a (generalized) star product.
Associated with the deformation parameters, there are additional symmetries (flow equations) which
enlarge the respective KP hierarchy. They have a compact formulation in terms of the WNA structure.
We also present a formulation of the KP hierarchy equations themselves as deformation flow equations.
1 Introduction
This work deals with the potential Kadomtsev-Petviashvili (pKP) hierarchy with dependent variable φ in
an associative and noncommutative algebra, such that the product depends on additional variables.1 An
important class is given by (Groenewold-) Moyal star products appearing in deformation quantization [1]
and, more recently, in noncommutative field theories [2]. A new feature of corresponding Moyal deformed
integrable equations2 (see [12–15], for example) is the appearance of additional symmetries which are flows
associated with the deformation parameters [16–19] and which extend the corresponding hierarchies. The
extension of the Moyal-deformed KP hierarchy has been studied in [20–23]. Moreover, [23] also dealt with
certain generalized star products (which involve iterated Moyal-type deformations, regarding the deforma-
tion parameters in each step as new variables on an equal footing with the original variables t1, t2, . . .). The
present work presents another perspective on these results, which in particular makes them easier accessible,
and moreover extends them in several ways.
∗ c©2007 by A. Dimakis and F. Mu¨ller-Hoissen
1The dependent KP variable is then u = ∂t1(φ), where t1 is the first of the infinite set of independent variables t1, t2, . . . of the
KP hierarchy.
2Here we mean Moyal deformations involving the independent variables which appear in the formulation of the respective
differential equation or hierarchy. This has to be distinguished from the introduction of an additional ‘momentum’ partner for one
of these variables (see [3–10], for example), or an additional pair of conjugate variables, as in [11].
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The ‘deformation equations’ that arise in this way are analogs of the equations which determine a so-
called Seiberg-Witten map [2,24] in the context of ‘noncommutative’ gauge theory. These are maps from the
classical to the (in the sense of deformation quantization [1]) ‘quantized’ theory. For the Moyal-deformed
(matrix) KdV equation3
ut = −uxxx + 3 (u ∗ u)x , (1.1)
such a ‘deformation flow’ is given by [16, 20]
uθ = −
1
2
[u, uxx]∗ , (1.2)
where θ is the deformation parameter of the Moyal product ∗ in the space of smooth functions of x and t,
and [u, v]∗ := u ∗ v − v ∗ u.4 To every solution of the classical KdV equation, the deformation equation
determines a solution of the deformed KdV equation [16] (at least as a formal power series in the defor-
mation parameter θ). But there is more to it. The above deformation equation namely has the form of the
(generalized) Heisenberg ferromagnet equation with ‘time’ θ, and it indeed reduces to it5 if we restrict u to
be independent of t.6 The Moyal deformation thus yields an unexpected link between different (classical)
integrable equations.7
Another example is the Boussinesq equation
φyy = −
1
3
φxxxx − 2(φx ∗ φx)x + 2 [φx, φy] , (1.3)
where ∗ is now the Moyal product with respect to the variables x and y and with deformation parameter θ′.
In this case the corresponding deformation equation is the (deformed) potential KdV equation
φθ′ = −
1
6
φxxx − φx ∗ φx (1.4)
(see also section 7.2 in [21]), where the deformation of the product disappears if φy = 0.
These examples demonstrate that the deformation flow equations are not at all exotic objects, in special
cases they reproduce well-known integrable systems. This will be further supported in section 4 (second
example) and in section 7, where deformation parameters are identified as the usual evolution variables of
the respective integrable systems.
There is another motivation for the exploration of deformations of the KP hierarchy. The famous Sato
theory [27, 28] expresses the scalar KP hierarchy as Plu¨cker relations of an infinite-dimensional Grass-
mannian. These are algebraic identities for Plu¨cker coordinates. A crucial step towards this geometric
3Here ut denotes the partial derivative of u with respect to t, and uxxx the third partial derivative with respect to x.
4Appendix A provides a FORM program [25, 26] to check the commutativity of the flows.
5Of course, we have to take u as a matrix of functions which are multiplied using the Moyal product. In case of vanishing
deformation, the noncommutativity of the matrix product then remains.
6The well-known relation with the familiar form ~Sτ = ~S× ~Sxx of the continuum Heisenberg ferromagnet equation (also known
as Landau-Lifshitz equation) is obtained from uθ = − 12 [u, uxx] by choosing
u =
„
−S3 S2 + ı S1
S2 − ı S1 S3
«
with commuting functions satisfying ~S2 = 1, and θ = ı τ .
7But this relation does not (at least not in a straight way) extend to a relation between the corresponding hierarchies, since
the requirement that u does not depend on certain tn in general leads to a too restrictive (and typically trivial) reduction of the
(extended) KdV hierarchy. We should also mention that both, KdV and the Heisenberg ferromagnet equation, appear in branches
of the AKNS system (see e.g. [20] and the references cited therein). Because of this reason the link between the two systems may
not really come as a surprise. The Moyal link is, however, much more direct and of a very different nature. The AKNS framework
suggests similar deformation relations between other integrable equations, but this will not be further elaborated in this work.
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interpretation is to express the dependent variable of the scalar KP hierarchy in terms of the so-called τ
function. In the noncommutative case, where a direct analog of the τ function is not available, we obtained
a result of similar nature [23,29]: the (‘noncommutative’) pKP equations are in correspondence with a class
of identities in the algebra of quasi-symmetric functions. It turned out, however, that there are further similar
classes of identities. In order to also translate these into differential equations, one is forced to introduce
Moyal and the abovementioned generalized deformations. The corresponding deformations and extensions
of the pKP hierarchy thus emerge in a natural way.
The Sato theory [27, 28] of the scalar KP hierarchy (and certain generalizations) achieves to linearize
it on an infinite-dimensional space. In this spirit section 2 takes a quick step from a very general linear
system to the noncommutative KP hierarchy. Here a matrix Riccati system plays a crucial role. This is
further substantiated in section 3, which identifies the Riccati system as a special case of a universal system
of ordinary differential equations in a ‘weakly nonassociative’ (WNA) algebra. This is based on the recent
work in [29], see also [30, 31]. After a first encounter in section 4 with a deformation equation of a Moyal
deformed KP hierarchy, section 5 offers a more systematic treatment using the WNA framework. Section 6
then presents corresponding results for the more general deformations (generalized star products) mentioned
above. Section 7 deals with a special case which puts the KP hierarchy in a new perspective: all evolution
variables arise as deformation parameters! Finally, section 8 contains some conclusions.
2 From a linear system to the KP hierarchy
As already mentioned in the introduction, the Sato theory [27, 28] translates the KP hierarchy into a lin-
ear system of ordinary differential equations (which induce commuting flows on an infinite-dimensional
Grassmannian). Let us go the inverse way and start with a linear system of ordinary differential equations8
Ztn = H
nZ n = 1, 2, . . . , (2.1)
where
Z =
(
X
Y
)
, H =
(
R Q
S L
)
. (2.2)
Here X,Y are N × N , respectively M × N matrices with components from an associative algebra R,
the elements of which depend smoothly on independent variables tn, n ∈ N. Correspondingly, L,Q,R, S
are M ×M , N ×M , N × N and M × N matrices, respectively. Though we will concentrate on finite-
dimensional matrices (M,N ∈ N), we may allow M,N to be infinite (which is the case in the general
Sato theory), provided that the product of such matrices is well-defined. The system (2.1) is compatible if
(Hm)tn = (H
n)tm for all m,n. This holds in particular if H is constant, as assumed in the following. (2.1)
is equivalent to the linear heat hierarchy
Ztn = (∂t1)
nZ n = 2, 3, . . . , (2.3)
supplemented with
Zt1 = HZ . (2.4)
This is solved by
Z = eξ(H)Z0 , ξ(H) :=
∑
n≥1
tnH
n , (2.5)
8If H is invertible, it may be possible to extend the system to n ∈ Z, thus adding a ‘negative hierarchy’. But see also the
remark in section 3.5.4 of [28] concerning possible obstructions in the infinite-dimensional case due to nonvanishing Kac-Peterson
cocycles.
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where Z0 is constant, i.e. independent of t1, t2, . . .. Setting
(
Rn Qn
Sn Ln
)
:= Hn , (2.6)
we obtain the recursion relations
Lm+n = LmLn + SmQn , Qm+n = RmQn +QmLn ,
Rm+n = RmRn +QmSn , Sm+n = LmSn + SmRn ,
(2.7)
where L1 = L,Q1 = Q,R1 = R,S1 = S. The linear system (2.1) decomposes into
Xtn = RnX +QnY , Ytn = SnX + LnY . (2.8)
Let ∗ be any (other) associative product in R which, extended to a matrix product, satisfies the relations
(LA) ∗B = L (A ∗B) , (A′L) ∗B′ = A′ ∗ (LB′) , A′′ ∗ (B′′L) = (A′′ ∗B′′)L , (2.9)
and correspondingly with L replaced by Q, R and S. Here A,A′, A′′, B,B′, B′′ are matrices with entries
in R and appropriate dimensions, so that the matrix multiplications in these equations are well-defined and
in particular fit to the dimensions of L,Q,R, S, respectively. By induction, using the recursion relations
(2.7), one obtains the corresponding relations for Ln, Qn, Rn, Sn, n = 2, 3, . . .. We shall also assume that
the partial derivatives with respect to the variables tn are derivations of the product ∗.
Proposition 1 For all t = (t1, t2, . . .) for which X possesses an inverse X∗−1 (with respect to ∗),
φ := Y ∗X∗−1 (2.10)
solves the pKP hierarchy in the algebra A of M ×N matrices with entries in R and product
A · B := A ∗QB . (2.11)
Proof: This can be proved using a functional representation of the pKP hierarchy, see [32]. An alternative
proof will be given in this work, based on the next proposition and results recalled in section 3. 
Proposition 2 The linear system (2.1) implies the matrix Riccati system
φtn = Sn + Lnφ− φRn − φ ∗Qnφ n = 1, 2, . . . . (2.12)
With suitable restrictions imposed on (R, ∗) (as specified in the proof), the two systems are in fact equivalent.
Proof: Using the definition (2.10) and the derivation property of the partial derivatives ∂tn , we have
Ytn = (φ ∗X)tn = φtn ∗X + φ ∗Xtn .
If (2.1) holds, and thus (2.8), a direct calculation leads to (2.12). Conversely, if (2.12) holds, the above
equation becomes
Ytn = SnX + LnY + φ ∗ (Xtn −RnX −QnY ) ,
and thus Ytn − SnX − LnY = Y ∗ Cn, where Cn := X∗−1 ∗ (Xtn −RnX −QnY ). Hence
Ztn = H
nZ + Z ∗ Cn .
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The integrability conditions Ztmtn = Ztntm now demand that Cm,tn−Cn,tm+[Cn, Cm]∗ = 0, which means
that the curvature of the connection C =
∑
n≥1Cn dtn vanishes. If this implies the existence of a gauge
transformation Z ′ = Z ∗G which transforms the connection to zero (as in the familiar case where (R, ∗) is
the algebra of functions on a chart of some manifold), we obtain Z ′tn = HnZ ′, which is the linear system
(2.1). 
Elimination9 of L,R, S from the equations (2.12) (using also equations derived from them by differen-
tiations) leads to the pKP hierarchy for φ in (A, ·). A corresponding proof is given in section 3.
Example. In the special case where S = 0, we have
Rn = R
n , Ln = L
n , (2.13)
and Qn+1 = QLn +RQn. By induction, this leads to
Qn =
n−1∑
k=0
RkQLn−k−1 . (2.14)
In order that H (with S = 0) can be block-diagonalized by a matrix
T =
(
IN −K
0 IM
)
, (2.15)
i.e. T−1HT is block-diagonal, we need the condition
Q = RK −KL . (2.16)
Then (2.14) becomes a telescoping sum which results in
Qn = R
nK −KLn . (2.17)
In this case the matrix Riccati system (2.12) is solved by
φ = eξ(L)φ0 ∗ (e
ξ(R)(IN +Kφ0)−Ke
ξ(L)φ0)
∗−1 , (2.18)
where φ0 = Y0 ∗X∗−10 . Note that this solution of the pKP hierarchy in (A, ·) is ‘universal’ in the sense that
we did not have to specify the associative product ∗.
(2.12) with (2.14) implies the so-called Sato system [28, 33]
W(i, j)tn =W(i+ n, j)−W(i, j + n)−
n−1∑
k=0
W(i, k) ∗QW(n − k − 1, j) , (2.19)
where10
W(i, j) := LiφRj i, j = 0, 1, 2, . . . (2.20)
(see also [31]). If (2.16) holds, the system (2.19) simplifies to
W(i, j)tn =W(i+ n, j)−W(i, j + n)−W(i, n) ∗KW(0, j) +W(i, 0) ∗KW(n, j) . (2.21)
9The ‘elimination’ does not make use of any special, e.g. matrix, properties of L,R, S, but rather treats them as abstract
algebraic symbols. This includes a lot of freedom so that the Riccati system (2.12) reaches large classes of solutions of the pKP
hierarchy, if not even all. This remark applies correspondingly to the ‘elimination procedure’ in section 4.
10If L or R is a finite-dimensional matrix, there are of course algebraic relations among the W(i, j) (e.g., as a consequence of
the Cayley-Hamilton theorem).
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The Sato system is well-known to be linearizable, see also the following remark. 
Remark. If S 6= 0, (2.20) leads to a generalization of the Sato system, which can again be linearized by
writing W = Y ∗ X ∗−1. This leads to the linear system
Ztn = H
nZ where Z =
(
X
Y
)
, H =
(
ΛT e0e
T
0 ⊗Q
S Λ
)
, (2.22)
with S(i, j) = LiSRj , eT0 = (1, 0, . . .), and the shift operator matrix
Λ =


0 1 0 · · ·
0 0 1 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 . (2.23)
If S = 0, this provides a linearization of the Sato system. 
Remark. Let Q = V UT with a constant M ×m matrix U and a constant N ×m matrix V , and such that
A ∗QB = AV ∗ UTB. If φ solves the pKP hierarchy in (A, ·) (with the product (2.11)), then
ϕ := UTφV (2.24)
solves the pKP hierarchy in the algebra of m×m matrices with product ∗.
Let R be the algebra of smooth complex functions of t1, t2, . . ., and ∗ the original product in R. Then,
for m = 1,
ϕ = tr(Qφ) (2.25)
solves the scalar pKP hierarchy. Using
Qφ = Xt1X
−1 −R , (2.26)
which results from (2.8) (and reminds us of a matrix Cole-Hopf transformation, see also [30, 32, 34]), we
obtain
ϕ = tr(Xt1X
−1)− tr(R) = (log τ)t1 − tr(R) (2.27)
with
τ = det(X) . (2.28)
In particular, any solution of the matrix Riccati system (2.12) with rank(Q) = 1 determines in this way a τ
function (and then a solution) of the scalar KP hierarchy. The solution (2.18) of the matrix pKP hierarchy
leads in this way to a large set of solutions of the scalar KP hierarchy (see also [30,32,35] and the references
therein). 
3 A nonassociative algebraic structure underlying the Riccati system
Let (A, ·) denote the algebra of M × N matrices considered in the preceding section. In this algebra we
introduce the sequence of products
A ◦n B = A ∗QnB n = 1, 2, . . . (3.1)
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(so that A ◦1 B = A · B), which are combined associative, i.e.,
A ◦n (B ◦m C) = (A ◦n B) ◦m C . (3.2)
We augment the algebra A with an element ν such that
ν ◦n ν = −Sn , ν ◦n A = LnA , A ◦n ν = −ARn . (3.3)
Let A denote the resulting algebra. From the recursion relations (2.7) we obtain
a ◦m+n b = a ◦m (ν ◦n b)− (a ◦m ν) ◦n b (3.4)
for all a, b ∈ A. This relation determines all the products ◦n in terms of ◦1. If a ◦2 b 6= 0 for some a, b ∈ A,
then A is not associative. Nonassociativity only enters through the augmented element ν. This motivates
the following definition [29] (see also [30]).
An algebra (A, ◦) (over a commutative ring) is called weakly nonassociative (WNA) if it is not asso-
ciative, but the associator (a, b ◦ c, d) vanishes for all a, b, c, d ∈ A (where the associator is defined as
(a, b, c) = (a ◦ b) ◦ c− a ◦ (b ◦ c)). The middle nucleus A′ = {b ∈ A | (a, b, c) = 0 ∀a, c ∈ A}, which is an
associative subalgebra, is then also an ideal in A. With respect to an element f ∈ A, f 6∈ A′, we define the
products a ◦1 b = a ◦ b and
a ◦n+1 b = a ◦ (f ◦n b)− (a ◦ f) ◦n b n = 1, 2, . . . . (3.5)
As a consequence of the WNA condition, these products only depend on the equivalence class [f ] of f in
the quotient space A/A′. Next we recall a central result from [29].
Theorem 1 Let (A, ◦) be any WNA algebra, the elements of which depend smoothly on independent vari-
ables t1, t2, . . .. Then the flows of the system of ordinary differential equations
ftn = f ◦n f n = 1, 2, . . . (3.6)
in A commute and imply that −ft1 ∈ A′ solves the KP hierarchy in the associative subalgebra (A′, ◦). 
The algebra A introduced above is easily seen to be WNA. Setting
f = ν − φ , (3.7)
so that [f ] = [ν], then (3.5) coincides with (3.4) for m = 1. Furthermore, (3.5) implies (3.4) (see propo-
sition 3.3 in [29]). Assuming that ν is constant (i.e., independent of t1, t2, . . .), (2.12) becomes (3.6). By
application of the theorem, it follows that if φ solves the Riccati system (2.12), then it also solves the pKP
hierarchy in (A, ·).
Of course, there are other realizations of WNA algebras than given by the class of examples which
we encountered in this section, in particular a realization in terms of quasi-symmetric functions [29] and
a realization in terms of formal pseudodifferential operators [30] (which allows to make contact with the
Gelfand-Dickey formalism [36] of the KP hierarchy).
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4 The case of a Moyal star product
New structures appear if the product ∗ depends on additional variables. Of particular interest is the case of
a (Groenewold-) Moyal star product
g1 ∗ g2 := m exp
(1
2
∑
m,n≥1
θmn ∂tm ⊗ ∂tn
)
g1 ⊗ g2 (4.1)
with antisymmetric (deformation) parameters θmn and m(g1 ⊗ g2) = g1 g2.11 The product extends to
matrices by combining the ordinary matrix product with the Moyal product of the components. So far this
just gives a class of examples of noncommutative associative products to which our results in the previous
sections apply. But now we can think of the deformation parameters as new variables which describe
deformation flows of the deformed KP hierarchy. Since
(g1 ∗ g2)θmn = g1,θmn ∗ g2 + g1 ∗ g2,θmn +
1
2
(g1,tm ∗ g2,tn − g1,tn ∗ g2,tm) , (4.2)
there is a non-trivial coupling of these flows to those of the pKP hierarchy.12 By considering deformation
flows we are actually leaving the framework of the KP hierarchy in a fixed algebra (i.e., with a fixed product).
Instead we are dealing with a family of KP hierarchies, parametrized by the deformation parameters entering
the product. This point of view is supported by the fact that the KP hierarchy possesses solutions which can
be expressed without the need of specifying the concrete form of the product, see the example in section 2.
In the following we will not be so careful to distinguish between a deformed KP hierarchy and the family of
deformed KP hierarchies. It is the latter which we are studying.
Let us try to extend the linear system (2.1) by supplementing it with compatible linear ordinary differ-
ential equations in the variables θmn. Using only what we already have at our disposal, we should build the
corresponding vector field in terms of H . But because of the antisymmetry of the variables θmn, we are left
with the apparently trivial choice
Zθmn = 0 m,n = 1, 2, . . . . (4.3)
Nevertheless, this leads to non-trivial results since now (2.10) involves the deformation parameters through
the product. In fact, we obtain
0 = Yθmn = (φ ∗X)θmn = φθmn ∗X +
1
2
(φtm ∗Xtn − φtn ∗Xtm) , (4.4)
and thus
φθmn =
1
2
(φtn ∗Xtm − φtm ∗Xtn) ∗X
∗−1 . (4.5)
By use of (2.8), this implies the deformation flow equations
φθmn =
1
2
(
φtn ∗ (Rm +Qmφ)− φtm ∗ (Rn +Qnφ)
)
. (4.6)
11The tensor product has to be taken over K[[{θmn}]] where K is R or C.
12If m˜ denotes any product which depends on a parameter θ, then ∂θ(m˜(g1, g2)) = m˜(∂θ(g1), g2) + m˜(g1, ∂θ(g2)) +
∂θ(m˜)(g1, g2). In case of the Moyal product, we have ∂θmn(m˜)(g1, g2) = 12 (m˜(g1,tm , g2,tn) − m˜(g1,tn , g2,tm)), so that
∂θmn(m˜) can be expressed in terms of m˜. This property is crucial for the following calculations.
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With the help of the Riccati system (2.12), these are converted into the ordinary differential equations
φθmn =
1
2
(
SnRm − SmRn + (SnQm − SmQn)φ+ LnφRm − LmφRn − φ [Rn, Rm]
+Lnφ ∗Qmφ− Lmφ ∗Qnφ− φ ∗ (RnQm −RmQn)φ− φ ∗QnφRm + φ ∗QmφRn
−φ ∗Qnφ ∗Qmφ+ φ ∗Qmφ ∗Qnφ
)
m,n = 1, 2, . . . . (4.7)
Because of the commutativity of flows on the level of the linear system, we should expect these deformation
flows to commute with each other, and also with the flows of the Riccati system (2.12). There is a subtlety,
however, which arises from the elimination of the terms Xtn ∗X∗−1 in the step from (4.5) to (4.6). Whereas
any of the flows (4.5) indeed commutes with any of the flows of the Riccati system (2.12) without further
conditions, the commutativity of (4.6) or (4.7) for fixed m,n with the tr-flow of (2.12) also requires the
two equations of (2.12) with evolution variables tm and tn. We will refer to this feature as ‘conditional
commutativity’.
Eliminating L,R, S (regarded as abstract algebraic symbols) from the above equations, results in defor-
mation equations for φ, the simplest of which is
φθ12 =
1
6
(φt3 − φt1t1t1)− φt1 ∗Qφt1 . (4.8)
This already requires a lengthy calculation (see also appendix B), which asks for a method to achieve such
results in a more systematic and efficient way, a problem addressed in the following section. The deformed
pKP hierarchy together with its deformation equations will be called ‘extended (deformed) pKP hierarchy’.
The deformation flows commute with each other and with those of the pKP hierarchy conditionally in the
sense explained above.
An equation like (4.8) is not a symmetry of the pKP hierarchy in a given algebra (which would mean fix-
ing the deformation parameters in the product (4.1)), but rather a symmetry of the family of pKP hierarchies,
which is parametrized in terms of the deformation parameters. The corresponding flow maps solutions of
one pKP hierarchy to solutions of another pKP hierarchy (with different values of the parameters θmn).
Remark. If S = 0 and Q = RK −KL, we have the solution (2.18) of the Moyal-deformed matrix Riccati
system and thus the Moyal-deformed matrix pKP hierarchy (with matrix product modified by Q). It also
solves all the deformation equations, like (4.8). 
Remark. If φ solves the extended deformed pKP hierarchy in the matrix algebra with product A · B =
A ∗ QB, then (2.24) solves the extended deformed pKP hierarchy in the algebra of m ×m matrices with
entries in the Moyal algebra. (4.8) then leads to
ϕθ12 =
1
6
(ϕt3 − ϕt1t1t1)− ϕt1 ∗ ϕt1 . (4.9)
This equation (for m = 1) first appeared in [20], see also [21–23]. 
Example. We show that, in a special case, a deformation flow equation reproduces the potential KdV
equation such that the deformation parameter takes the role of its (usual) time variable. Let us consider only
the first two equations of the linear system, i.e.
Zx = HZ , Zy = H
2Z , (4.10)
where x = t1 and y = t2. Assuming moreover
φy = 0 , (4.11)
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this leads to
φx = S + Lφ− φR− φQφ , S2 + L2φ− φR2 − φQ2φ = 0 , (4.12)
which is not affected by the deformation so that only the original product appears. From Zθ = 0, where
θ = θ12, we find
0 = Yθ = φθ ∗X +
1
2
φx ∗Xy , (4.13)
and thus, by use of (4.10) (decomposed as in (2.8)),
φθ = −
1
2
φx (R2 +Q2φ) . (4.14)
A straightforward but tedious calculation, eliminating L,R, S from our three equations for φ, leads to13
φθ = −
1
8
φxxx −
3
4
φxQφx . (4.15)
This is the potential KdV equation, where the deformation parameter θ plays the role of the evolution ‘time’
variable t.14 Here the KdV flow originates from a Moyal deformation! See also section 7.1 in [21] for
related results. From (4.10) and φy = 0, we obtain Yy = φ ∗Xy = Y ∗ C with an N × N matrix C such
that R2X + Q2Y = X ∗ C . Furthermore, we have S2X + L2Y = Y ∗ C , which combines with the last
equation to
H2Z = Z ∗ C , (4.16)
where on the right hand side both parts (X and Y ) of Z are multiplied by C . Since the solution of the above
linear system is given by
Z = exH+yH
2
Z0 , (4.17)
it follows that
H2Z0 = Z0 C , (4.18)
which is a condition on the initial data given by Z0. Conversely, this condition implies φy = 0 by use
of (4.10). In conclusion, any solution of the linear system (4.10) and Zθ = 0, with initial data satisfying
H2Z0 = Z0C with some N ×N matrix C , solves the potential KdV equation (4.15). 
5 The WNA version of the Moyal deformation equations
Using (3.7) and the WNA rules of section 3, where now ∗ is chosen to be the Moyal product defined in the
preceding section, the system (4.6) can be expressed in the form
fθmn =
1
2
(ftm ◦n f − ftn ◦m f) =
1
2
(
(f ◦m f) ◦n f − (f ◦n f) ◦m f
)
m,n = 1, 2, . . . , (5.1)
13In order to check that this equation holds, one first eliminates the derivatives of φ by use of our previous equations for φx and
φθ . The resulting algebraic equation is then satisfied as a consequence of the algebraic Riccati equation in (4.12) which resulted
from setting φy = 0. This is easily verified using FORM.
14After suitable rescalings of the variables, it takes the form (1.1).
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by use of (3.6). With the help of (3.4) this can be rewritten as
fθmn =
1
2
(
f ◦m (f ◦n f)− f ◦n (f ◦m f)
)
. (5.2)
Next we address the commutativity of these flows, and also with those given by (3.6), by solely using general
properties of WNA algebras. With this step we proceed beyond the special realization of a WNA algebra
given in section 3.
Lemma 1 Let A be a Moyal-deformed WNA algebra and f ∈ A such that ∂tn(f) ∈ A′ and ∂θmn(f) ∈ A′
for all m,n = 1, 2, . . .. Then, for k = 1, 2, . . ., we have
∂θmn(a ◦k b) = ∂θmn(a) ◦k b+ a ◦k ∂θmn(b) +
1
2
(
∂tm(a) ◦k ∂tn(b)− ∂tn(a) ◦k ∂tm(b)
)
. (5.3)
Proof: by induction on k, using (3.5). 
Proposition 3 For any Moyal-deformed WNA algebra, the flows (5.2) commute with the flows (3.6) and
with each other.15
Proof: As a consequence of (3.6) and (5.2), the assumptions of the preceding lemma are fulfilled. Hence
(ftr )θmn = (f ◦r f)θmn = fθmn ◦r f + f ◦r fθmn +
1
2
(ftm ◦r ftn − ftn ◦r ftm) ,
which has to be further worked out with the help of (5.2), and (3.6) for m and n. A similar calculation
evaluates (fθmn)tr . Taking the difference of the results leads to
(ftr)θmn − (fθmn)tr =
1
2
(Fmnr − Fnmr)
with
Fmnr := f ◦m ((f ◦n f) ◦r f)− f ◦m (f ◦n (f ◦r f)) + f ◦r (f ◦m (f ◦n f))
−(f ◦r f) ◦m (f ◦n f) + (f ◦m f) ◦r (f ◦n f)− f ◦m ((f ◦r f) ◦n f) ,
which turns out to vanish by application of proposition 3.3 in [29] (which is (3.4) with ν replaced by f ). The
commutativity of two deformation flows, under the condition that the associated equations of the hierarchy
(3.6) are satisfied, is verified in the same way with little more efforts. We omit the details since this result
can also be deduced from the more general proposition 7 below (since fθmn = (ftmn − ftnm)/2). 
In the preceding section we were led to the problem of eliminating L,R, S from the deformation flow
equations (4.7), in order to obtain partial differential equations involving φ (and Q) only. Since according to
section 3 they are encoded in the action of the constant augmented element ν = f+φ, this means we have to
look for equations resulting from (5.2) which do not contain a ‘bare’ f , i.e. an f without a partial derivative
acting on it (note that ftn = −φtn).16 Unfortunately there is no simple way to extract such equations from
(5.2). The next result is a generalization of Lemma 5.1 in [29]. Recall that ◦ and ◦1 denote the same product.
15More precisely, this is a ‘conditional commutativity’ as discussed in section 4. The commutativity of the two flows with
evolution variables tmn and trs requires also the four equations of (3.6) with evolution variables tm, tn, tr, ts.
16In particular, these restrictions rule out expressions involving ‘higher’ products ◦n, n > 1, of elements ofA′, since they contain
bare f ’s, see the definition (3.5).
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Lemma 2 In a WNA algebra with the products ◦n defined in (3.5), the following identities hold,
f ◦n a = L
n
fa−
n−1∑
k=1
pn−k ◦ L
k−1
f a , (5.4)
a ◦n f = (−1)
n+1Rnfa−
n−1∑
k=1
(−1)k(Rk−1f a) ◦ pn−k . (5.5)
where
pn := f ◦n f , (5.6)
and Lf , Rf denote, respectively, left and right action by f .
Proof: By use of proposition 3.3 in [29] (which is (3.4) with ν replaced by f ) we have
n−1∑
k=1
pn−k ◦ L
k−1
f a =
n−1∑
k=1
(f ◦n−k f) ◦1 L
k−1
f a =
n−1∑
k=1
(
f ◦n−k (f ◦1 L
k−1
f a)− f ◦n−k+1 L
k−1
f a
)
,
which is a telescoping sum that collapses to Lnfa− f ◦n a. This proves the first assertion, and the second is
verified in the same way. 
As an application of this lemma, we find
f ◦m (f ◦n f) = h
(n)
m −
m−1∑
k=1
pm−k ◦ h
(n)
k−1 , (5.7)
where we introduced
h(n)m = L
m
f pn m = 0, 1, . . . , n = 1, 2, . . . . (5.8)
Note that
h(1)m = L
m+1
f f =: hm+1 , h
(n)
0 = pn . (5.9)
With the help of (5.7) we can now rewrite (5.2). Next we look for efficient formulae to compute the expres-
sions (5.8).
Proposition 4 As a consequence of (3.6) we have17
h(r+n)m = h
(n)
r+m + h
(r)
m+n − ∂tr h
(n)
m +
m∑
k=1
h
(r)
k−1 ◦ h
(n)
m−k −
r−1∑
k=1
h(r−k)m ◦ h
(n)
k−1 −
n−1∑
k=1
h(n−k)m ◦ h
(r)
k−1 .(5.10)
Proof: First we note that
∂trh
(n)
1 = ftr ◦ (f ◦n f) + f ◦ (ftr ◦n f + f ◦n ftr) = pr ◦ pn + f ◦ (pr ◦n f + f ◦n pr) .
With the help of f ◦r+n f = f ◦r pn − pr ◦n f (proposition 3.3 in [29]), this is recognized as the m = 1
case of
∂trh
(n)
m =
m∑
k=1
h
(r)
k−1 ◦ h
(n)
m−k + L
m
f
(
f ◦r (f ◦n f) + f ◦n (f ◦r f)
)
− h(r+n)m ,
17For r = 1 this becomes h(n+1)m = h(n)m+1 + hm+n+1− ∂t1 ◦ h
(n)
m +
Pm
k=1 hk ◦ h
(n)
m−k −
Pn−1
k=1 h
(n−k)
m ◦ hk , a relation which
already appeared, with different notation, as (5.16) in [21] and as (4.14) in [23].
12
which is then easily proved by induction on m using ∂trh
(n)
m+1 = ∂tr (f ◦ h
(n)
m ) = pr ◦ h
(n)
m + f ◦ ∂trh
(n)
m .
Finally we make use of (5.7) to translate the last formula into (5.10). 
For n = 1, (5.10) reduces to
h(r+1)m = hm+r+1 + h
(r)
m+1 − ∂tr hm+1 +
m∑
k=1
h
(r)
k−1 ◦ hm−k+1 −
r−1∑
k=1
h(r−k)m ◦ hk , (5.11)
which allows a recursive computation of the h(n)m in terms of the hk and their derivatives. In particular, from
(5.7) and (5.11) we obtain
f ◦1 (f ◦2 f) = h
(2)
1 = 2h3 − (h2)t1 + p1 ◦ p1 , (5.12)
f ◦2 (f ◦1 f) = h
(1)
2 − p1 ◦ h
(1)
0 = h3 − p1 ◦ p1 , (5.13)
so that
f ◦1 (f ◦2 f)− f ◦2 (f ◦1 f) = h3 − (h2)t1 + 2p1 ◦ p1 . (5.14)
Theorem 5.3 in [29], which makes use of the hierarchy equations (3.6), expresses hn as
hn = pn(∂˜) f (5.15)
in terms of the elementary Schur polynomial pn and ∂˜ := (∂t1 , ∂t2/2, ∂t3/3, . . .). In particular, we find
h2 =
1
2
ft2 +
1
2
ft1t1 , h3 =
1
3
ft3 +
1
2
ft2t1 +
1
6
ft1t1t1 . (5.16)
Thus we obtain
fθ12 =
1
6
(ft3 − ft1t1t1) + ft1 ◦ ft1 , (5.17)
which, by use of (3.7), reproduces our previous equation (4.8). The advantage is that now we have a sys-
tematic way to derive such deformation equations. This method is considerably simpler than that described
in [23].
6 Beyond Moyal deformation
Instead of the Moyal deformation, let us consider the deformation18
g1 ∗2 g2 := m2(g1 ⊗ g2) := m exp
( ∑
m,n≥1
tmn ∂tm ⊗ ∂tn
)
g1 ⊗ g2 , (6.1)
where no restriction is imposed on the parameters tmn. The product ∗2 may be regarded as being composed
of Moyal deformations with parameters θmn = (tmn − tnm)/2 and ‘trivial’ deformations associated with
the symmetric parts of the tmn. The latter can be eliminated by means of an equivalence transformation
(see [37], for example, and also [23]).19 We have the generalized Leibniz rule
∂tmn(g1 ∗2 g2) = (∂tmng1) ∗2 g2 + (∂tmg1) ∗2 (∂tng2) + g1 ∗2 (∂tmng2) . (6.2)
Now we proceed as in section 4.
18The tensor product has to be taken over K[[{tmn}]].
19A deformation with asymmetric tmn (which is equivalent to a Moyal deformation) appeared as follows in the context of
integrable systems. The operation of taking the symbol sym(P ) :=
P
−∞<j≪∞
aj p
j of a pseudo-differential operator P =P
−∞<j≪∞
aj ∂
j
x has the homomorphism property sym(PP ′) = sym(P )∗symsym(P ′), where a∗symb = m exp(∂x⊗∂p) a⊗b
(see [4, 7], for example). This allows to translate the Gelfand-Dickey formalism [36] of integrable systems into star product
language. This is not, however, of relevance for the present work.
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Proposition 5 By use of (2.1), Ztmn = 0 implies
φtmn = −φtm ∗2 (Rn +Qnφ) . (6.3)
Under certain conditions (see the proof) also the converse holds.
Proof: In the following ∗ stands for ∗2. Using Xtn = RnX +QnY , we find
Ytmn = (φ ∗X)tmn = φtmn ∗X + φtm ∗Xtn + φ ∗Xtmn
= (φtmn + φtm ∗ (Rn +Qnφ)) ∗X + φ ∗Xtmn
If Ztmn = 0, this implies (6.3). Conversely, if (6.3) holds, then we have Ytmn = Y ∗ Cmn with Cmn =
X∗−1 ∗Xtmn , hence Ztmn = Z ∗ Cmn. By use of (2.1), the integrability conditions Ztmntr = Ztrtmn lead
to Cmn,tr = 0. The remaining integrability conditions Ztmntrs = Ztrstmn then state that the connection
C :=
∑
m,n≥1 Cmn dtmn has vanishing curvature. Provided that this implies the existence of a gauge
transformation Z ′ = Z ∗G such that the transformed connection vanishes, we obtain Z ′tmn = 0. 
Translating (6.3) into the WNA language, using the rules of section 3 and A ◦1 B = A ∗2 QB, we find
the following deformation equations
ftmn = ftm ◦n f m, n = 1, 2, . . . . (6.4)
By use of ftm = f ◦m f , this becomes a system of ordinary differential equations,
ftmn = (f ◦m f) ◦n f = f ◦m (f ◦n f)− f ◦m+n f . (6.5)
The commutativity condition for an equation of the system (6.5), with fixed m and n, and ftr = f ◦r f
also requires that ftm = f ◦m f and ftn = f ◦n f are satisfied. Furthermore, in order that two flows of the
system (6.5) commute, also the associated four equations of the hierarchy (3.6) are needed. The origin of
this conditional commutativity has already been identified in section 4.
Remark. Assuming Ztmn = Hm+nZ instead of Ztmn = 0, a straightforward calculation leads to ftmn =
f ◦m (f ◦n f) instead of (6.5). The origin of this alternative can be understood as follows. In general, Z0
in the solution (2.5) to the linear system (2.1) may depend on the deformation parameters. Choosing the
solution Z ′ = et1H ∗2 et2H
2
∗2 · · ·Z0, where (Z0)tmn = 0, this can be evaluated to Z ′ = eξ(H)Z ′0, where the
dependence on deformation parameters is absorbed in Z ′0. But now Z ′ solves Ztmn = Hm+nZ . The second
equality of (6.5) shows that the new deformation equation differs from the old by the rhs of an equation of
the hierarchy (3.6). 
We can proceed to a further deformation by setting20
g1 ∗3 g2 := m3(g1 ⊗ g2) := m2 exp
( ∑
m,n,r≥1
tmnr(∂tmn ⊗ ∂tr + ∂tm ⊗ ∂tnr )
)
g1 ⊗ g2 , (6.6)
with new deformation parameters tmnr. This involves deformations not only with respect to the independent
variables tm, but also the previously introduced deformation parameters trs. It indeed defines an associative
product.21 There is a corresponding generalized Leibniz rule,
∂tmnr (g1 ∗3 g2) = (∂tmnrg1) ∗3 g2 + (∂tmng1) ∗3 (∂trg2) + (∂tmg1) ∗3 (∂tnrg2) + g1 ∗3 (∂tmnrg2) . (6.7)
20Here the tensor product has to be taken over K[[{tmnr}]]. But before application of m2, it has to be projected to a tensor
product over K[[{tkl, tmnr}]] (and m2 then has to be built with the latter). Our notation is a bit sloppy in this respect. But this
should not really cause problems in actual calculations.
21The associativity can be checked as follows. First one verifies the identities P (m2 ⊗ id) = (m2 ⊗ id)(P13 + P23 +P
tmnr∂tm ⊗ ∂tn ⊗ ∂tr ) and P (id⊗m2) = (id⊗m2)(P12 + P13 +
P
tmnr∂tm ⊗ ∂tn ⊗ ∂tr ) where P :=
P
tmnr(∂tmn ⊗
∂tr + ∂tm ⊗ ∂tnr), and, e.g., P13 is given by P acting on the first and third component of a threefold tensor product (and as
identity on the second). Writing m3(m3 ⊗ id) = m2eP (m2 ⊗ id)(eP ⊗ id), using the first identity, then the associativity
condition m2(m2 ⊗ id) = m2(id ⊗m2) for m2, and in the next step the second identity, we obtain the associativity condition
m3(m3 ⊗ id) = m3(id⊗m3).
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Assuming Ztmnr = 0 in addition to the linear system (2.1) and Ztmn = 0, we are led to the deformation
equations
φtmnr = −φtmn ∗3 (Rr +Qrφ) , (6.8)
for which we find the following WNA version,
ftmnr = ftmn ◦r f = (ftm ◦n f) ◦r f = ((f ◦m f) ◦n f) ◦r f
= f ◦m (f ◦n (f ◦r f))− f ◦m+n (f ◦r f)− f ◦m (f ◦n+r f) + f ◦m+n+r f , (6.9)
where now A ◦1 B = A ∗3 QB. Again, these flows commute with all other flows and among themselves
conditionally, which now involves equations from (3.6) as well as from (6.5).
Remark. If g1, g2, g3 do not depend on the parameters tkl and tmnr, then we have
(g1 ∗3 g2 ∗3 g3)tmnr = g1,tm ∗3 g2,tn ∗3 g3,tr . (6.10)
As a consequence,
{g1, g2, g3}∗3 =
∑
σ∈S3
sign(σ) gσ(1) ∗3 gσ(2) ∗3 gσ(3) (6.11)
yields an apparently new deformation quantization of the canonical Nambu bracket of order 3 (see [38–42],
for example). See also [43] for Nambu brackets in the context of integrable systems. 
The above procedure can be continued by setting22
mn+1 = mn exp
( ∑
m1,...,mn+1≥1
tm1...mn+1
n∑
r=1
∂tm1...mr ⊗ ∂tmr+1...mn+1
)
n = 1, 2, . . . . (6.12)
It is not difficult to verify that these products are indeed associative (see also [23], appendix C).
Proposition 6 The linear system (2.1) supplemented by Ztm1...mk = 0, 2 ≤ k ≤ n, implies the Riccati
system φtr = Sr + Lrφ− φRr − φ ∗n Qrφ, r = 1, 2, . . ., supplemented by
φtm1...mk = −φtm1...mk−1 ∗n (Rmk +Qmkφ) k = 2, . . . , n (6.13)
(where m1, . . . ,mk = 1, 2, . . .).
Proof: This is a straightforward generalization of the proof of proposition 5. 
The extended Riccati system in the last proposition translates into
ftm1...mk = e(m1,...,mk) k = 1, . . . , n , (6.14)
where
e(m1,...,mk) := R
(mk)
f · · ·R
(m1)
f (f) (6.15)
and R(m)f (a) := a◦mf , hence e(m1,...,mk)◦mk+1 f = e(m1,...,mk+1). The products ◦m involve the ∗n product.
It is convenient to replace it by the n→∞ limit of the ∗n products and this will be done in the following.
22The remarks in footnote 20 apply correspondingly here. For an alternative but equivalent definition of these products see [23].
Exploiting equivalence transformations of star products (see [37], for example), some parameters appear to be redundant. However,
also deformation parameters which are redundant in this sense can play a non-trivial role e.g. as evolution variables of nonlinear
integrable equations, see section 7.
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Lemma 3 Let ftm1···mk ∈ A
′ for k = 1, . . . , r. The partial derivative with respect to tm1...mr then satisfies
the generalized Leibniz rule
(a ◦n b)tm1···mr =
r∑
k=0
atm1···mk ◦n btmk+1···mr
= a ◦n btm1···mr +
r−1∑
k=1
atm1···mk ◦n btmk+1···mr + atm1···mr ◦n b
with respect to all products ◦n, n = 1, 2, . . ., defined by (3.5) in terms of f .
Proof: This holds for n = 1 (cf. also [23], appendix C). The general statement is then obtained by induction
as follows. By use of (3.5) and the induction hypothesis, we find
(a ◦n+1 b)tm1···mr =
∑
0≤k≤l≤r
(
atm1···mk ◦1 (ftmk+1···ml ◦n btml+1···mr )
−(atm1···mk ◦1 ftmk+1···ml ) ◦n btml+1···mr
)
.
Because of our assumption and the WNA property of the products (see proposition 3.1 in [29]), only the
terms with k = l survive. Since ftmk+1···mk has to be read as f , this leads to
(a ◦n+1 b)tm1···mr =
∑
0≤k≤r
(
atm1···mk ◦1 (f ◦n btmk+1···mr )− (atm1···mk ◦1 f) ◦n btmk+1···mr
)
=
∑
0≤k≤r
atm1···mk ◦n+1 btmk+1···mr .

Proposition 7 The flows given by
ftm1...mn = e(m1,...,mn) n = 1, 2, . . . , mk ∈ N (6.16)
commute with each other.
Proof: We use induction. For n = 1 the statement is contained in theorem 1. Using e(m1,...,mr+1) =
e(m1,...,mr) ◦mr+1 f and the preceding lemma (the assumptions of which are satisfied as a consequence of
(6.16)), we obtain
ftm1···mr+1tn1···ns+1 = e(m1,...,mr+1),tn1···ns+1
= e(m1,...,mr),tn1···ns+1 ◦mr+1 f +
s∑
k=0
e(m1,...,mr),tn1···nk ◦mr+1 e(nk+1,...,ns+1) ,
where we made use of some ‘lower’ equations of the system (6.16). By induction hypothesis, the first
summand of the last expression is equal to
e(n1,...,ns+1),tm1···mr ◦mr+1 f
=
(
e(n1,...,ns),tm1···mr ◦ns+1 f +
r−1∑
k=0
e(n1,...,ns),tm1···mk ◦ns+1 e(mk+1,...,mr)
)
◦mr+1 f
16
= (e(n1,...,ns),tm1···mr ◦ns+1 f) ◦mr+1 f +
r−1∑
k=0
e(n1,...,ns),tm1···mk ◦ns+1 e(mk+1,...,mr+1)
= (e(n1,...,ns),tm1···mr ◦ns+1 f) ◦mr+1 f − e(n1,...,ns),tm1···mr ◦ns+1 (f ◦mr+1 f)
+
r∑
k=0
e(n1,...,ns),tm1···mk ◦ns+1 e(mk+1,...,mr+1)
= −e(n1,...,ns),tm1···mr ◦(mr+1+ns+1) f +
r∑
k=0
e(n1,...,ns),tm1···mk ◦ns+1 e(mk+1,...,mr+1) ,
by use of proposition 3.3 in [29]. Inserting this in the above expression for ftm1···mr+1tn1···ns+1 , and applying
the induction hypothesis to e(n1,...,ns),tm1···mr , results in an expression which is symmetric in m’s and n’s.
This implies our assertion. 
For n = 1, (6.16) is the hierarchy (3.6). Whereas any two flows of the latter system commute with each
other without further conditions, the commutativity of two flows of the extended system (6.16) on the nth
level, n > 1, also requires some flow equations on lower levels, as explained above. The structure of the
proof of the last proposition clearly displays this fact. Because of this conditional commutativity, (6.16) is
not quite a hierarchy in the familiar sense, though a natural generalization, which obviously preserves the
integrability of the hierarchy.
By elimination of L,R, S from (6.13) (using also the Riccati system (2.12)), respectively elimination
of bare f ’s from (6.16), one obtains deformation equations of the deformed (matrix) pKP hierarchy by an
extension of the methods in section 5 (see also [23] for a different approach). Again, these deformation
equations extend the deformed pKP hierarchy.
Remark. We know from [29] that the monomial e(m1,...,mn) is related to a basis element of the space of
quasi-symmetric functions (see [44–46], for example) in commuting variables k1, k2, . . . , kN , given by
M(m1,...,mn) =
∑
1≤r1<r2<···<rn≤N
km1r1 k
m2
r2
· · · kmnrn . (6.17)
The relation of the more general deformations, considered in this section, with quasi-symmetric functions
emerges as follows on a simpler level. Products of the form
eξ(k1) ∗n e
ξ(k2) ∗n · · · ∗n e
ξ(kN ) =: eΞ(k1,...,kN ) (6.18)
with ξ(k) =
∑
n≥1 tnk
n are constituents of deformed soliton solutions as obtained in [23]. We find23
Ξ(k1, . . . , kN ) =
n+1∑
r=1
∑
m1,...,mr≥1
tm1...mr M(m1,...,mr) . (6.19)

7 Via deformation to KP
Let us start with an associative algebra where the elements depend smoothly on (only) t1. The deformations
considered in section 6 then reduce to those associated with the deformation parameters
t1k := t1...1 k = 2, 3, . . . . (7.1)
23Note that M(m1,...,mr) = 0 if r > N . See also section 8.1 of [23].
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Let ∗ denote the n → ∞ limit of the corresponding products ∗n. The set of derivatives {∂t
1k
}k∈N is a
Hasse-Schmidt derivation of the product ∗, i.e. they satisfy the generalized derivation rule
(g1 ∗ g2)t
1k
=
k∑
j=0
g1,t
1j
∗ g2,t
1k−j
= g1 ∗ g2,t
1k
+
k−1∑
j=1
g1,t
1j
∗ g2,t
1k−j
+ g1,t
1k
∗ g2 . (7.2)
Given commuting (ordinary) derivations ðk, k = 1, 2, . . ., the set {(−1)kpk(−ð˜)}k∈N, with the elemen-
tary Schur polynomials pk and ð˜ = (ðt1 , 12ðt2 ,
1
3ðt3 , . . .), also yields a Hasse-Schmidt derivation. This
observation allows us to define derivations ðk, k = 1, 2, . . ., by setting
∂t
1k
=: (−1)kpk(−ð˜) k = 1, 2, . . . . (7.3)
In particular, we have ð1 = ∂t1 and ð2 = ∂2t1 − 2∂t11 .
Now, what has all this to do with KP? According to our general strategy, we should start from the linear
equation
Zt1 = H Z (7.4)
and assume Z to be independent of the deformation parameters, i.e.,24
Zt1n = 0 n = 2, 3, . . . . (7.5)
By use of the last condition, (7.2), and Xt1 = RX +QY (which follows from (7.4) with the decomposition
(2.2)), we obtain
φt1n+1 = −
n∑
k=0
φt
1k
∗Xt
1n−k
∗X∗−1 = −φt1n ∗Xt1 ∗X
∗−1 = −φt1n ∗ (Qφ+R) . (7.6)
This in turn leads to
φt1n+1 t1m = −φt1n t1m ∗ (Qφ+R)−
m−1∑
k=0
φt1n t1k ∗Qφt1m−k , (7.7)
and consequently, by elimination of R,
φt1n+1 t1m − φt1m+1 t1n =
n−1∑
k=0
φt1m t1k ∗Qφt1n−k −
m−1∑
k=0
φt1n t1k ∗Qφt1m−k , (7.8)
which by use of (7.3) results in
pn+1(−ð˜)pm(−ð˜)φ− pm+1(−ð˜)pn(−ð˜)φ
=
m−1∑
k=0
pk(−ð˜)pn(−ð˜)φ ∗Qpm−k(−ð˜)φ−
n−1∑
k=0
pk(−ð˜)pm(−ð˜)φ ∗Qpn−k(−ð˜)φ , (7.9)
where m,n = 1, 2, . . .. Abstracting from the origin of φ and regarding this as a system imposed on some
φ(t1, t11, . . .), it resembles a known formulation of the pKP hierarchy [29, 47], though with the deformed
24By use of (7.3), the system (7.5) is equivalent to ðn(Z) = ∂nt1(Z), n = 2, 3, . . .. Via ðn 7→ ∂tn , which is the effect of the
homomorphismˆ introduced below, this becomes the linear heat hierarchy Ztn = ∂nt1(Z).
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product and with partial derivatives with respect to variables t2, t3, . . . replaced by ðk, k = 2, 3, . . .. Since
the latter are derivations of the product ∗, the operator defined by
gˆ := exp(
n∑
k=2
tkðk) g (7.10)
is a homomorphism, which satisfies
gˆtk = ð̂k(g) . (7.11)
Applying this operator to (7.9), and finally setting all deformation parameters to zero, we obtain for
φˆ := exp
( n∑
k=2
tkðk
)
φ
∣∣∣
t
1k
=0, k>1
(7.12)
the pKP hierarchy equations
pn+1(−∂˜)pm(−∂˜)φˆ− pm+1(−∂˜)pn(−∂˜)φˆ
=
m−1∑
k=0
pk(−∂˜)pn(−∂˜)φˆQpm−k(−∂˜)φˆ−
n−1∑
k=0
pk(−∂˜)pm(−∂˜)φˆQpn−k(−∂˜)φˆ . (7.13)
Any solution φ(t1, t11, . . .) of (7.8) thus yields, via (7.12), a solution of the pKP hierarchy (in the matrix
algebra with product modified by Q).
The way towards solutions of the pKP hierarchy described above is surprisingly simple. We have to write
down the solution of the single linear ordinary differential equation (7.4), which is a matrix of functions of
the variable t1. All the other variables, the evolution parameters of the hierarchy, emerge in the pKP solution
φ as deformation parameters through the product!
Example. Let S = 0 and Q = RK −KL with an N ×M matrix K (cf. (2.16)). Then the solution of the
linear equation (7.4) takes the form
Z = et1HZ0 =
(
et1RX0 + (e
t1RK −Ket1L)Y0
et1LY0
)
, (7.14)
which leads to the solution25
φ = et1Lφ0 ∗
(
et1R(IN +Kφ0)−Ke
t1Lφ0
)∗−1
, (7.15)
of (7.8), where φ0 := Y0X−10 . This expression is solely built from functions of t1 only. The additional
variables enter via the deformed product. Using the homomorphism property of the operation ,ˆ we recover
the solution (2.18) of the pKP hierarchy. 
Remark. The deformation considered in this section is trivial in the sense that it can be transformed away
by an equivalence transformation of star products. This will be demonstrated in the following. Consider the
product
g1 ⋆n g2 := D
−1
n (Dn(g1) ∗n−1 Dn(g2)) , (7.16)
25Note that the ∗-inverse of a function of t1 depends on all deformation parameters. For example, the inverse of et1L is given by
e−t1L+t11L
2
−t111L
3+...
.
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with
Dn = e
−t1n Υn , (7.17)
where Υn is an operator that commutes with t1n . Then
(g1 ⋆n g2)t1n = Υn(g1 ⋆n g2)−Υn(g1) ⋆n g2 − g1 ⋆n Υn(g2) + g1,t1n ⋆n g2 + g1 ⋆n g2,t1n . (7.18)
Now let us choose
Υn = (−1)
n
pn(−ð˜) +
1
n
(−1)nðn . (7.19)
Here the last term cancels a corresponding term in (−1)npn(−ð˜) = ∂t1n , so that the remaining part can be
expressed in terms of partial derivatives with respect to ∂t
1k
with k < n only. Using the derivation property
of ðn, we find
(g1 ⋆n g2)t1n = (−1)
npn(−ð˜)(g1 ⋆n g2)− (−1)
npn(−ð˜)(g1) ⋆n g2 − g1 ⋆n (−1)
npn(−ð˜)(g2)
+g1,t1n ⋆n g2 + g1 ⋆n g2,t1n
=
n∑
k=0
∂t
1k
(g1) ⋆n ∂t
1n−k
(g2) (7.20)
with the help of the (Hasse-Schmidt) generalized derivation property of (−1)npn(−ð˜), and (7.3). This
is precisely the expression (7.2) with products ⋆n and ∗n exchanged, and this also holds for the iterated
derivatives. Since these expressions coincide for both products at t1n = 0, we conclude that the two products
are the same. We have shown that ∗n is obtained from ∗n−1 by an equivalence transformation of star
products, in the case where only the deformation parameters t1n , n > 1, are switched on. 
Remark. With the (restricted) deformation considered in this section, we have
et1k1 ∗ · · · ∗ et1kN = eΞ(k1,...,kN ) (7.21)
with
Ξ(k1, . . . , kN ) = t1M(1) + t11M(1,1) + . . .+ t1NM(1N ) (7.22)
(see the last remark in section 6). The expressions M(1k), k = 1, . . . , N , are the elementary symmetric
functions in k1, . . . , kN . These are related to the power symmetric functions M(k) through the relations
M(1n) = (−1)
npn(−M˜) n = 1, 2, . . . , M˜ := (M(1),M(2)/2,M(3)/3, . . .) (7.23)
(cf. [48], the second of equations (2.14’) in chapter I). Thus, via the product ∗, elementary symmetric
functions M(1k) are introduced in our expressions. After use of the last relation to express the elemen-
tary symmetric functions in terms of power symmetric functions, the hat operator then generates the new
coefficients t2, t3, . . . via
Ξˆ(k1, . . . , kN ) = Ξ(k1, . . . , kN ) + t2M(2) + · · ·+ tNM(N) . (7.24)
Elementary symmetric functions no longer show up in the final expressions, after setting t1k = 0, k > 1. 
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8 Conclusions
In the presence of a Moyal or (in the sense of section 6) generalized deformation, the (potential) KP hierar-
chy extends to a larger hierarchy which includes additional flows with the deformation parameters as new
evolution variables. This observation has already been made in previous work (see [23], in particular). Here
we presented a new and quite simple approach which also yields exact solutions.
As already pointed out in section 4, in this case we are actually dealing with a family of KP hierarchies,
parametrized by deformation parameters of the product. From the analogy with Seiberg-Witten maps it
should be obvious that a deformation equation does not generate a homomorphism of an algebra, but rather
a homomorphism between different algebras (corresponding to different non-zero values of the deformation
parameters). This is mirrored in the fact that the derivatives ∂tm1...mr , r > 1, are not derivations.
In [29] we proved that any solution of the hierarchy (3.6) of ordinary differential equations in any WNA
algebra A determines a solution of the potential KP hierarchy in the middle nucleus A′ of A. The present
work extended the hierarchy (3.6) by corresponding ordinary differential equations in the deformation pa-
rameters.
Concerning the significance of an extended hierarchy, we already made some remarks in the introduc-
tion, but this work further adds to it. In section 7 we considered a sub-hierarchy of deformation equations
which turned out to be the KP hierarchy in disguise. In this example, the KP hierarchy equations themselves
emerge as deformation flow equations. Although the deformation is trivial in the sense that the deformation
of the product can be eliminated by an equivalence transformation, the deformation flows act in a non-trivial
way.
There is certainly much more to be discovered in the huge extended hierarchy with the general defor-
mation treated in section 6. The fact that Moyal products exhibit structures of relevance in the theory of
integrable systems (see [49, 50], for example) provides us with further motivation. In fact, the results (of
section 7) just mentioned demonstrate, in a completely independent way, the relevance of more general star
products in this respect.
The FORM programs listed in the appendices should also be helpful to work out further examples
beyond those presented in this work.
Appendix A: Checking commutativity of flows with FORM in the KdV case
In this appendix we list a simple FORM program [25,26] which verifies that the flow of the Moyal-deformed
(matrix) KdV equation (1.1) commutes with that of its deformation equation (1.2). The program can easily
be adapted to other equations. FORM is especially helpful for such computations since by default it deals
with noncommuting functions. In the following, an expression like u(3, 2, 1) stands for uxxxttθ .
* FORM program ( see http://www.nikhef.nl/˜form/ )
* Define (noncommuting) objects:
Function u,dx;
Symbol x,t,th;
* right hand side of (deformed) KdV equation
Local ut = - u(3,0,0) + 3*( u(1,0,0)*u(0,0,0) + u(0,0,0)*u(1,0,0) );
* and derivatives with respect to x:
Local utx = dx*ut;
Local utxx = dx*utx;
* rhs of deformation equation and derivatives w.r. to x:
Local uth = ( u(2,0,0)*u(0,0,0) - u(0,0,0)*u(2,0,0) )/2;
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Local uthx = dx*uth;
Local uthxx = dx*uthx;
Local uthxxx = dx*uthxx;
repeat;
* partial differentiation w.r. to x:
id dx*u(x?,t?,th?) = u(x+1,t,th) + u(x,t,th)*dx;
endrepeat;
id dx = 0;
.sort
Function dt,dth;
* Check of commutativity of flows. The following should vanish.
Local diff = dt*uth - dth*ut;
repeat;
* differentiation w.r. to the deformation parameter:
id dth*u(x?,t?,th?) = u(x,t,th+1) + u(x,t,th)*dth
+ (1/2)*( u(x+1,t,th)*dt - u(x,t+1,th)*dx );
* partial differentiation w.r. to x and t:
id dx*u(x?,t?,th?) = u(x+1,t,th) + u(x,t,th)*dx;
id dt*u(x?,t?,th?) = u(x,t+1,th) + u(x,t,th)*dt;
* rhs of ncKdV equation and derivatives w.r. to x:
id u(0,1,0) = ut; id u(1,1,0) = utx; id u(2,1,0) = utxx;
* rhs of deformation equation and derivatives w.r. to x:
id u(0,0,1) = uth; id u(1,0,1) = uthx; id u(3,0,1) = uthxxx;
endrepeat;
id dx?{dx,dt,dth} = 0;
print diff;
.end
Appendix B: Checking a deformation equation with FORM
The following FORM program verifies that the right hand side of the deformation equation (4.6) withm = 1
and n = 2 becomes the right hand side of (4.8) by elimination of L,R, S, using the first three equations of
the (Moyal-deformed) Riccati system (2.12). Here we set x = t1, y = t2, t = t3.
Function phi,phix,phiy,phit,L,Q,R,S,dx;
Symbol n;
Local rhs1 = (phit - dx*dx*phix)/6 - phix*Q*phix;
Local rhs2 = ( phiy*(R+Q*phi) - phix*(R(2)+Q(2)*phi) )/2;
Local diff = rhs1 - rhs2;
repeat;
* the Riccati equations:
id phix = S + L*phi - phi*R - phi*Q*phi;
id phiy = S(2) + L(2)*phi - phi*R(2) - phi*Q(2)*phi;
id phit = S(3) + L(3)*phi - phi*R(3) - phi*Q(3)*phi;
* differentiation rule:
id dx*phi = phix + phi*dx;
* L,Q,R,S are constant:
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id dx*L?{L,Q,R,S} = L*dx;
* recursion relations:
id L(n?{2,3}) = L*L(n-1)+S*Q(n-1);
id Q(n?{2,3}) = Q*L(n-1)+R*Q(n-1);
id R(n?{2,3}) = Q*S(n-1)+R*R(n-1);
id S(n?{2,3}) = L*S(n-1)+S*R(n-1);
id L?{L,Q,R,S}(1) = L;
endrepeat;
.sort
id dx = 0;
print diff;
.end
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