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Introduction
In 1989 E. Witten [44], motivated by works of V. Jones and M. Atiyah [1],
deﬁned (only on the physical level of rigour) a family of topological invariants
of closed 3-manifolds:
Zk(M) =
∫
CS(A)kdA
where A is a su2 valued connection, CS(A) is the Chern Simons invariant of A,
deﬁned as
exp
(
1
12pii
∫
M
tr(A ∧A ∧A)
)
,
and the integration is done on the space of all connections.
Of course such a deﬁnition is meaningless on the mathematical level: there
is no reasonable measure on the space of all connections that we know of. Nev-
ertheless it is perfectly ﬁne on the physical level: these techniques have proven
fruitful since the beginning of Quantum Field Theory in the 1950s. Witten also
gave a very tantalizing interpretation of these new invariants, in terms of a math-
ematical invariant deﬁned by Jones, the Jones polynomial. He then computed
the perturbative expansion of Zk and obtained the leading order asymptotic
behavior of the invariants:
Zk(M) ∼k→∞ e−3pii(1+b1(M))/4
∫
A
e2piiCS(A)k(h
1
A−h0A)e−2pii
(
2IA+h
0
A
8
)
τM (A)
1
2
(1)
where:
 b1(M) is the ﬁrst Betti number of M ;
 hiA(M) is the dimension of the i-th A-twisted cohomology of M with
coeﬃcients in su2;
 IA is the spectral ﬂow of the Laplace operator along a path connecting A
to the trivial ﬂat connection;
 τM (A) is the Reidemeister torsion of A, and its square root deﬁnes a
volume form on the space of ﬂat connections, as per the works of Jeﬀrey
[21];
and the integration is done on the space of ﬂat su2 connections, up to gauge
equivalence. This space is easily seen to be M(M,SU2), that is the space
of representations {pi1(M) → SU2} up to conjugation. In this thesis we will
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be mainly concerned with the special case where h1 vanishes. Since it can
be seen that this is the Zariski dimension of M(M,SU2), the space of ﬂat
connections turns out to be discrete (and ﬁnite), and the integral becomes a
sum. In addition, the term of IA becomes trivial, and the formula can be
greatly simpliﬁed.
This limit has the physical interpretation of a semiclassical approximation,
that is the limit of a quantum theory when ~ becomes small.
Later Reshetikhin and Turaev ([36], [37]) gave a mathematically rigorous
deﬁnition of these invariants. Their original construction used quantum groups
(speciﬁcally, Uq(sl2)) and braid presentations of links, but we will deﬁne them
in terms of skein algebras, an approach due to Kauﬀman and Lickorish (see for
example [28]). The skein algebra approach is much simpler in terms of prerequi-
sites, and for many applications and computations it is easier to use, but is a bit
more obscure and a bit less general. For an introduction to the original approach
of Reshetikhin-Turaev see, for example, [24]. A question that was immediately
asked was if the expansion (1) obtained non-rigourously by Witten could be
recovered from the new construction. This question is known as the Witten
asymptotic expansion conjecture. Note that, while in Witten's formulation the
asymptotics shouldn't be too surprising, in Reshetikhin-Turaev's formulation
there is no mention of connections, representations, or even of SU(2).
The Witten asymptotic expansion conjecture was proven for lens spaces
L(p, q) by Jeﬀrey [21], and later in many cases of an important class of manifolds,
called Seifert ﬁbered manifolds, for example by Lawrence-Zagier [26] and Hikami
[23]. The approach was to use the easy combinatorial description of Seifert
manifolds to explicitly calculate a closed formula for Zk(M), and then to show
that its limit satisﬁes the conjecture. There is no expectation that their method
of proof can be generalized beyond very few other cases: in general it is extremely
diﬃcult to compute Zk for a single value of k, let alone a closed formula for
all k. Even in those rare cases where it is possible, the formula will be very
complicated, leaving very little hope of calculating the limit. For this reason, for
years the conjecture remained unproved for any hyperbolic manifold, even the
simplest ones, since they do not have an easy combinatorial presentation.
In 2011 Charles and Marché [10], [11] proposed an extension of the conjecture
of Witten's to manifolds with toric boundary, involving the topological quan-
tum ﬁeld theory associated to the Reshetikhin Turaev invariants. They showed
that under mild assumptions, if a manifold with toric boundary satisﬁes their
conjecture, then many of its Dehn surgeries satisfy Witten's original asymptotic
conjecture. They then proceed to prove their conjecture for the torus knots (in
[9]) and the ﬁgure eight knot. As a corollary, they prove Witten's asymptotic
conjecture for an inﬁnite family of hyperbolic manifolds.
This approach to Witten's conjecture is truly remarkable because it com-
pletely bypasses the main diﬃculty mentioned earlier: there is no need to actu-
ally compute the Reshetikhin-Turaev invariants to determine their asymptotics.
The computational part will instead be shifted onto the Jones Polynomials of
knots, that are much better understood and much easier to compute (though it
is still a non trivial task). This allows in principle a direct approach in proving
the conjecture for some classes of manifolds, but a general approach from this
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perspective would still require a deeper understanding of the Jones polynomi-
als.
In this thesis we will present the knot state asymptotics conjecture of Charles
and Marché, and give all the details in their proof of the conjecture for the ﬁgure
eight knot.
This thesis is structured as follows:
Chapter 1 will be an outline to representation spaces and character vari-
eties, introducing the tool of twisted cohomology and deﬁning the Reidemeister
torsion.
Chapter 2 will present gauge theory, starting from the deﬁnition of a prin-
cipal bundle and ending with the deﬁnition of the Chern-Simons line bun-
dle.
In chapter 3 we will give the deﬁnition of the colored Jones polynomials and
of the Reshetikhin-Turaev-Witten invariants.
In chapter 4 we will introduce topological quantum ﬁeld theories, and give
a rough outline of the way that the Reshetikhin-Turaev-Witten invariants can
be used to construct a non-trivial example of such a theory.
In chapter 5 we will carry out explicitly the geometric quantization of the
torus, obtaining a sequence of vector spaces Hk, ultimately proving that there
is a preferred class of isomorphisms between the TQFT of chapter 4 and Hk. We
then conclude by showing the asymptotic behavior of the trivial knot state.
In chapter 6 we introduce Toeplitz operators, the main tool used throughout
the rest of the thesis to investigate asymptotic behavior.
In chapter 7 we will state the conjectures, prove that they imply the asymp-
totic expansion conjectures, as well as discuss the mild assumptions under which
the last result holds.
In chapter 8 we will prove the conjectures for the ﬁgure 8 knot, as done
previously by Charles and Marché.
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Chapter 1
Representation Spaces
In this chapter we will outline the basic deﬁnitions concerning the moduli space
of a manifold, outline a few examples that are going to be relevant to our later
discussion, and then introduce twisted cohomology, which will be a basic tool
in our study of the geometry of representations. In the last section we will
brieﬂy construct Reidemeister torsion, which is the ﬁrst major ingredient in the
statement of the knot state asymptotics conjecture.
1.1 The moduli space of a group
Let Γ be a ﬁnitely presented group. We denote by R(Γ) the set of all homo-
morphisms Γ → SU(2). Because Γ is ﬁnitely presented, any ρ ∈ R(Γ) will be
determined by its value on a set of generators {t1, . . . , tn}. This will give an
embedding of R(Γ) in SU(2)n such that ρ is sent to (ρ(t1), . . . , ρ(tn)). Given a
family {R1, . . . , Rm} of relations for Γ, it is seen that a family (Ai) ∈ SU(2)n
is in the image of this embedding if and only if Rj(Ai) = 1 for all 1 ≤ j ≤ m.
This immediately gives R(Γ) the structure of a topological space. Even more,
since SU(2) is a real algebraic variety, and all maps involved are polynomials,
R(Γ) itself is a real algebraic variety. As it is easily seen, these two structures
are independent of the choices of generators or relations.
There is an action of SU(2) by conjugation on R(Γ): explicitly, a matrix
M ∈ SU(2) acts as ρ → ρ′ = MρM−1. We deﬁne the moduli space of Γ
as M(Γ) = R(Γ)/SU(2). Quotienting by conjugation allows us to deﬁne the
moduli space M(X) = M(pi1(X)) of any connected ﬁnite CW complex X.
Indeed, the ambiguity of choosing a base point for X is removed by the quotient.
If X is not connected, we deﬁne M(X) = M(X1) × · · · × M(Xk) where the
X1, . . . , Xk are the connected components of X.
As a direct consequence of this deﬁnition, we see thatM(X) is a topological
space. Since SU(2) is made of semisimple elements, the orbits of the action by
conjugation are closed, and as a resultM(X) is a Hausdorﬀ space.
Deﬁnition 1.1.1. Let ρ ∈ R(pi1(X)) be any representation.
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 If the image of ρ is contained in Z(SU(2)) = {±Id}, we say that ρ is
central ;
 If the image of ρ is contained in an abelian subgroup of SU(2), we say
that ρ is abelian;
 Otherwise, we say that ρ is irreducible.
An easy argument shows that this agrees with the standard deﬁnition of irre-
ducible representation, i.e. one that has no invariant subspaces in the standard
vector space representation for SU(2).
Since the last deﬁnition only depends on the conjugacy class of the repre-
sentation, we use the same terminology for points inM(X).
1.2 Examples
1.2.1 S1
Because any element of SU(2) is diagonalizable, up to conjugacy a representa-
tion ρ ∈ pi1(S1) ∼= Z→ SU(2) is given by
ρ(1) =
(
eiφ 0
0 e−iφ
)
.
Moreover, if φ, φ′ ∈ S1, the representation given by
(
eiφ 0
0 e−iφ
)
is conju-
gate to the one given by
(
eiφ
′
0
0 e−iφ
′
)
if and only if φ = ±φ′. Thus,M(S1) is
homeomorphic to a segment I = [0, pi], with central representations correspond-
ing to the endpoints of I.
1.2.2 Σ ∼= S1 × S1
Since pi1(Σ) is the free abelian group generated by λ and µ, respectively the
longitude and meridian of the torus, selecting an element ρ ∈ R(pi1(Σ)) is
equivalent to choosing two commuting matrices in SU(2). Since they commute,
these two matrices can be put in diagonal form simultaneously. Thus, up to
conjugacy,
ρ(λ) =
(
eiφ 0
0 e−iφ
)
, ρ(µ) =
(
eiψ 0
0 e−iψ
)
This allows us to deﬁne a map Ψ : R/2piZ × R/2piZ → M(Σ) such that
Ψ(φ, ψ) is the class up to conjugacy deﬁned above. This is a surjective continu-
ous map, but it is not injective: it is immediately seen that Ψ(φ, ψ) = Ψ(φ′, ψ′)
if and only if (φ, ψ) = ±(φ, ψ). Therefore, M(Σ) ∼= R/2piZ × R/2piZ/{±Id}.
This is an orbifold homeomorphic to S2 with 4 double points, corresponding to
the singular points (0, 0), (0, pi), (pi, 0) and (pi, pi).
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There is a convenient parametrization ofM(Σ) given by
pi : H1(Σ,R)→M(Σ)
pi(x)(γ) =
(
e2pii(γ·x) 0
0 e−2pii(γ·x)
)
for x ∈ H1(Σ,R), γ ∈ pi1(Σ), where x · γ is the intersection product.
Because of the preceding discussion, pi is surjective and gives a bijection
between H1(Σ,R)/(H1(Σ,Z)o Z2) andM(Σ).
1.2.3 Knot complements
Let K be any knot in S3, and denote by EK the complement of the knot,
precisely S3 \N(K), where N(K) is any open tubular neighborhood of K. Let
Σ be the boundary of N(K). There is a restriction map r : M(EK) →M(Σ)
given by the pullback of i∗ : pi1(Σ)→ pi1(EK) induced by inclusion.
An abelian representation of pi1(EK) factorizes through the abelianization
of pi1(EK), that is, H1(EK ,Z) ∼= Z. Thus, the abelian representations of EK
are homeomorphic to an interval I = [0, pi], as before. The image of the abelian
representations under r is pi(Rλ), where λ is the longitude of the knot.
1.3 Twisted Cohomology
Denote by X a ﬁnite CW complex, with a single 0-cell taken as base point,
by X˜ its universal cover, and by A the group ring Z[pi1(X)]. Then, the cellu-
lar complex C∗(X˜,Z) is naturally a left A-module with pi1(X) acting by deck
translations.
Deﬁnition 1.3.1. Given any left A-module E, deﬁne the twisted (co)complexes
C∗(X,E) = C∗(X˜)⊗A E, C∗(X,E) = HomA(C∗(X˜), E)
and the twisted (co)homology as
H∗(X,E) = H∗(C∗(X,E)), H∗(X,E) = H∗(C∗(X,E))
Let us examine these deﬁnitions in the context of a 2-dimensional complex
X with:
 A single 0-cell e0;
 n distinct 1-cells ei1;
 m distinct 2-cells ej2.
We ﬁx a lifting of each cell eia to the universal cover of X, denoted by e˜
i
a, in
such a way that every lifted cell is based at the lift of the base point e˜0. The
1-cells will be lifted to be oriented edges, and the 2-cells will be lifted to be
oriented polygons. From this topological data we can construct a presentation
for pi1(W ) as follows:
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 From each 1-cell ei1 take a generator ti;
 From each 2-cell ej2, starting at the base point e0, read along the boundary
a word t
j1
j1
t
j2
j2
· · · tjkjk in the generators t1, . . . , tn. Take then as a relation
Rj = t
j1
j1
t
j2
j2
· · · tjkjk .
A standard application of Van Kampen's theorem gives the presentation
pi1(W ) =< t1, . . . , tn|R1, . . . , Rm > .
We now wish to show that the twisted cohomology is a useful tool to check
whether M(W ) is smooth at a point ρ. Denote with Adρ the A-module given
by su2 with the action of γ ∈ pi1(W ) as Adρ(γ), and consider the complex
C∗(X,Adρ).
Recall the map R : SU(2)n → SU(2)m given by
R(ρ) = (R1(ρ), . . . , Rm(ρ)), ρ = (ρ1, . . . , ρn).
Then R(W ) is smooth at ρ if R is a submersion.
Write Rj(ρ) = ρ
1
i1
· · · ρkik with il ∈ {1, . . . , n} and l = ±1. Then we can
compute the diﬀerential DρRj : sun2 → sum2 as follows:
DρRj [ξ] =
d
dt
∣∣
t=0
(etξ1ρi1,j )
1,j · · · (etξkρik,j )k,j (1.1)
=
∑
l
{
ρ
1,j
i1,j
· · · ρl−1,jil−1,j ξlρ
l,j
il,j
· · · ρk,jik,j if l,j = 1
−ρ1,ji1,j · · · ρ
l,j
il,j
ξlρ
l+1,j
il+1,j
· · · ρk,jik,j if l,j = −1
. (1.2)
If e˜j2 is the lift of the 2-cell giving the word Rj , we can calculate
∂e˜j2 =
∑
l
{
t
1,j
i1,j
· · · tl−1,jil−1,j e˜il1 if l = 1
−t1,ji1,j · · · t
l−1,j
il−1,j e˜
il
1 if l = −1
By taking the adjoint map we see that d1 : C1(W,Adρ) → C2(W,Adρ) is
given by the same expression as of (1.2). In other words, the diagram
sun2
DρR−−−−→ sum2y∼ y∼
C1(X,Adρ)
d1−−−−→ C2(X,Adρ)
commutes. The vertical arrows are the isomorphisms given by the fact that
each Ci(X,Adρ) is generated by a copy of su2 for each i-cell. So we see that
R is a submersion at ρ if and only if d1 is surjective, that is if and only if
H2(W,Adρ) = 0. In this case TρR(W ) = kerd1.
Consider now the action of SU(2) on R(pi1(X)) by conjugation, denoted by
cρ(g) = gρg
−1. We can calculate the diﬀerential at the identity of cρ:
DIdcρ(ξ) =
d
dt
∣∣∣∣
t=0
(etξρ1e
−tξρ−11 , . . . , e
tξρne
−tξρ−1n ) = (ξ−Adρ1ξ, . . . , ξ−Adρnξ)
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Once again, we can compute the diﬀerential d0 : C0(X,Adρ)→ C1(X,Adρ) and
obtain
d0(ξ) = (ξ −Adρ1ξ, . . . , ξ −Adρnξ),
and so we see that the action of SU(2) by conjugation on R(pi1(X)) is free on
a neighborhood of ρ if d0 is injective, that is if H0(W,Adρ) = 0.
Remark 1.3.1. If ρ is irreducible, clearly ker(d0) = 0.
To summarise, we have proved
Theorem 1.3.2. If H0(W,Adρ) = 0 and H
2(W,Adρ) = 0, then M(W ) is a
manifold at [ρ] with tangent space identiﬁed to kerd1/imd0, that is H1(W,Adρ).
1.3.1 Properties of twisted cohomology
In this subsection we state without proof the generalizations to the twisted case
of the classical theorems of cohomology, namely the long exact sequence, the
universal coeﬃcient theorem and Poincaré duality. The proofs will in all three
cases be very similar to the proofs of the standard results, see ??, where twisted
cohomology is presented in more depth.
First of all, notice that there is no diﬃculty in deﬁning the twisted (co)homology
for pairs of topological spaces.
Theorem 1.3.3. For any topological pair (X,Y ) and for any A-module E, the
sequences
· · · → Hk(X,Y ;E)→ Hk(X;E)→ Hk(Y ;E)→ Hk+1(X,Y ;E)→ · · ·
and
· · · → Hk(Y ;E)→ Hk(X;E)→ Hk(X,Y ;E)→ Hk−1(Y ;E)→ · · ·
are exact.
Theorem 1.3.4. Let M be a compact oriented manifold of dimension n and E
an A-module. Then the cap product induces an isomorphism
Hk(M ;E) ∼= Hn−k(M,∂M ;E).
Theorem 1.3.5. Let X be a ﬁnite CW-complex, R a principal ideal domain
and E a R[pi1(X)]-module. Then the following sequence is exact:
0→ Ext(Hk−1(X,E), R)→ Hk(X,E∗)→ Hk(X,E)∗ → 0.
Finally, observe that the Euler characteristic of H∗(X,Adρ) is the same as
the Euler characteristic of its complex, and the twisted complex C∗(W,Adρ) is
obtained from the cellular one by tensoring with su2, which has dimension 3.
This proves that χ(H∗(W,Adρ)) = 3χ(W ).
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1.3.2 Examples
Surfaces
Let Σ be a closed oriented surface and ρ ∈ R(Σ) an irreducible representa-
tion.
The module Adρ is a vector space of dimension 3 over R, and has a nega-
tive deﬁnite scalar product provided by the Killing form < A,B >= tr(AB¯T ).
This allows to identify Adρ with its dual. We then have the following chain of
isomorphisms:
H2(Σ, Adρ) ∼= H0(Σ, Adρ) ∼= H0(Σ, Ad∗ρ)∗ ∼= H0(Σ, Adρ)∗ = 0
where:
 the ﬁrst isomorphism is Poincaré duality;
 the second isomorphism comes from the universal coeﬃcients theorem,
using that Adρ is free as a R-module;
 the third isomorphism holds because Ad∗ρ ∼= Adρ;
 the last isomorphism holds because ρ is irreducible, see remark 1.3.1.
As a consequence, irreducible representations are smooth points ofM(Σ).
Using the Killing form, and Poincaré duality once again, we can deﬁne a
pairing form
H1(Σ, Adρ)×H1(Σ, Adρ) ∪−→ H2(Σ, Adρ ⊗Adρ) <,>−−−→ H2(Σ,R)
∫
−→ R. (1.3)
This pairing is alternating; we will later prove (proposition 2.1.8) that it deﬁnes
a closed 2-form ω on the irreducible part ofM(Σ), and hence that the irreducible
part ofM(Σ) has a symplectic structure.
The torus
We need to cover the torus case separately because all its representations are
abelian.
Recall that any ρ ∈M(S1 × S1) is determined by the values it takes on the
longitude and the meridian, respectively:
ρ(λ) = ρφ =
(
eiφ 0
0 e−iφ
)
, ρ(µ) = ρψ =
(
eiψ 0
0 e−iψ
)
.
Then as before
H2(S1 × S1, Adρ)∗ ∼= H0(S1 × S1, Adρ) ∼= ker(Id−Adρφ) ∩ ker(Id−Adρψ ).
It is readily seen that in the standard basis of su2, given by the Pauli matri-
ces
Z =
(
1 0
0 −1
)
; X =
(
0 1
1 0
)
; Y =
(
0 −i
i 0
)
;
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the action of Adρφ is given by1 0 00 cos(2φ) −sin(2φ)
0 sin(2φ) cos(2φ)
 .
Then provided φ /∈ piZ or ψ /∈ piZ (that is, provided ρ is not central), we see
that the rank of H2(S1 × S1, Adρ) is constantly 1. Then the constant rank
theorem can be used to prove thatM(S1 × S1) is a manifold at all non-central
representations.
3-manifolds with boundary
Denote with M a 3-manifold with connected boundary, and with ρ a represen-
tation of its fundamental group. Then the proof of Poincaré duality shows that
the following diagram commutes:
H1(M,Adρ)
α−−−−→ H1(∂M,Adρ) β−−−−→ H2(M,∂M ;Adρ)y∼ y∼ y∼
H2(M,∂M ;Adρ)
∗ β∗−−−−→ H1(∂M,Adρ)∗ α
∗
−−−−→ H1(M,Adρ)
We can deduce from this diagram that rkβ = rkα∗, and that rkα = dim kerβ.
Since rkα = rkα∗ we get dimH1(∂M,Adρ) = rkβ + dim kerβ = 2rkα and
dimH1(M,Adρ) = rkα + dim kerα = 12dimH
1(∂M,Adρ) + dim kerα. This im-
mediately implies
Proposition 1.3.6. The following are equivalent:
 The map H1(M,Adρ)→ H1(∂M,Adρ) is injective;
 The map H1(M,∂M,Adρ)→ H1(M,Adρ) is zero;
 dimH1(M,Adρ) =
1
2H
1(∂M,Adρ).
Deﬁnition 1.3.2. We say that a representation ρ ∈ R(M) is regular if it is
irreducible and it satisﬁes one of the equivalent conditions of the proposition
above. If ρ ∈ R(M) is abelian non-central and satisﬁes one of the equivalent
conditions of the proposition above, we say that it is regular abelian.
Remark 1.3.7. If a representation is conjugate to a regular (or regular abelian)
one, then it is itself regular (or regular abelian). We thus can say that [ρ] ∈
M(M) is regular (respectively regular abelian) if and only if any representative
of its conjugacy class is regular (respectively regular abelian). We callMreg(M)
the regular part ofM(M).
Theorem 1.3.8. If ρ ∈ R(M) is regular and restricts to an irreducible (or
non-central in the torus case) representation of R(∂M) then R(M) is smooth
at ρ. Moreover, the restriction map r : Mreg(M) → M(∂M) is a Lagrangian
immersion when co-restricted to irreducible (or non-central in the torus case)
representations.
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Remark 1.3.9. Before proceeding, notice that in the ordinary homology H∗
with Z coeﬃcients, there is an analogous situation: the map H1(M,Z) →
H1(∂M,Z) induced by inclusion is isotropic with respect to the intersection
form, and dim(H1(M,Z) ≥ 12 dim(H1(∂M,Z)). Furthermore, for link comple-
ments in S3, the last inequality becomes an equality, which is a similar condition
to the one required from regular representations.
In the proof of theorem 1.3.8 we will use the following lemma:
Lemma 1.3.10. Let ρ be a representation as in the hypotesis of the theorem.
Then the conditions for ρ to be regular are equivalent to H2(M,Adρ) being as
small as possible.
Proof. Because ρ is irreducible, H0(M,Adρ) = 0. From the formula for the Eu-
ler characteristic we ﬁnd 3χ(M) = dimH2(M,Adρ) − dimH1(M,Adρ). Hence,
H2(M,Adρ) is as small as possible if and only if H1(M,Adρ) is as small as pos-
sible. But we have already seen that dimH1(M,Adρ) = 12dimH
1(∂M,Adρ) +
dim kerα. Because of our assumption, dimH1(∂M,Adρ) is the same for all ρ,
and thus H2(M,Adρ) has minimum dimension if and only if α is injective, that
is if and only if ρ is regular.
Proof of theorem 1.3.8. The diﬀerential d1 in C∗(M,Adρ) is the derivative at ρ
of the equations deﬁning R(M). Since H2(M,Adρ) = C2(M,Adρ)/imd1, and
because the dimension of H2(M,Adρ) is as small as possible (as we have seen
in lemma 1.3.10), the constant rank theorem once agains ensures that R(M) is
smooth at ρ.
Recall that the map α : H1(M,Adρ) → H1(∂M,Adρ) is induced by inclu-
sion, and because of functoriality, it is the derivative at [ρ] of r : M(M) →
M(∂M). Thus, α being injective on the space H1(M,Adρ) implies that r is an
immersion at ρ.
We now only have to show that the image of the restriction map is La-
grangian. Take u, v ∈ H1(M,Adρ). Then by the deﬁnition of ω we have that
ω(α(u), α(v)) = 〈β∗(u]), α(v)〉 where u] is the Poincaré dual of u and 〈, 〉 is
the Poincaré pairing. But from the diagram in the preceding page we see that
imβ∗ = (kerβ)⊥ = (imα)⊥, proving that ω(α(u), α(v)) = 0.
1.4 Reidemeister torsion
In this section we give a cursory overview on Reidemeister torsion. We will
restrict our attention to the cases that arise in the rest of this work; for a more
detailed introduction to the topic see Turaev's book [40]. Notice that we use a
diﬀerent convention from the standard one used by Turaev: our torsion will be
the inverse of the one deﬁned usually.
Consider a vector space V of dimension n over C, and its determinant line
det V = ∧nV .
Remark 1.4.1. If V is a vector space of dimension 0, then det V = C canoni-
cally. Moreover, if V has dimension 1, then det V = V canonically.
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Remark 1.4.2. We will refer to elements of det V as densities. This is because
having an element of the determinant of the tangent space of M at each point
is exactly what is needed to integrate functions.
Lemma 1.4.3. Let U, V,W be vector spaces that ﬁt in a short exact sequence
0 → U → V → W → 0. Then there is a canonical isomorphism det V =
det U ⊗ det W given by
u1 ∧ · · · ∧ ui ⊗ w1 ∧ · · · ∧ wj → u1 ∧ · · · ∧ ui ∧ w˜1 ∧ · · · ∧ w˜j
where w˜k is any lift of wk in V .
The proof of this lemma is immediate.
If L is a vector space, denote with L−1 the dual of L; it is easily seen that
there is a canonical isomorphism detV ⊗ (detV )−1 = C
Deﬁnition 1.4.1. Let C∗ be a ﬁnite cocomplex of lenght k of ﬁnite dimensional
vector spaces. Deﬁne
det C∗ = (det C0)−1 ⊗ det C1 ⊗ · · · ⊗ (det Ck)(−1)k+1
We deﬁne analogously the determinant of its cohomology H∗.
Lemma 1.4.4. There is a canonical isomorphism
det H∗ = det C∗.
Proof. Deﬁne as usual Zi = kerdi and Bi = imdi. There are two short exact
sequences
0→ Zi → Ci → Bi → 0
and
0→ Bi−1 → Zi → Hi → 0.
They give canonical isomorphisms detCi = detZi⊗detBi and detZi = detHi⊗
detBi−1. Plugging them in the deﬁnition of detC∗ and dropping the tensor
signs for simplicity, we ﬁnd
(detC0)−1detC1(detC2)−1 · · · =
(detZ0detB0)−1detZ1detB1(detZ2detB2)−1 · · · =
(detH0detB0)−1detB0detH1detB1(detB1detH2detB2)−1 · · ·
We can see that all the terms with Bi cancel out, leaving just detH∗.
We now restrict our attention to the cochain complex C∗(M,Adρ), with M
a compact manifold of dimension at most 3 and ρ ∈ R(W ). This complex is
ﬁnite and isomorphic to a direct sum of copies of su2. On su2 the Killing form is
negative deﬁnite, and hence by taking the volume form of its opposite provides
a generator for detsu2, denoted with ν and called the Euclidean density. Hence,
the determinant line detC∗(M,Adρ) has a generator coming from a suitable
product of copies of ν and its inverse; this element will be only well deﬁned up
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to a sign because reordering the cells may change its sign. Lemma 1.4.4 then
gives a generator for detH∗(M,Adρ) that we denote with Tor(M,ρ). We could
remove the ambiguity on the sign, but it will not be needed in the following.
It can be proven that Tor(M,ρ) does not depend on the particular cellular
decomposition of M , see [40].
We now proceed to deﬁne the Reidemeister torsion in all the cases that
we will encounter. If M is connected, H0(M,Adρ) is at most 1-dimensional
(because we can choose a cellular decomposition with one 0-cell), and hence
inherits from su2 the euclidean density v(M,ρ) ∈ detH0(M,Adρ); moreover,
if M is closed, because of the isomorphism H0(M ;Adρ) ∼= Hn(M ;Adρ) we
get a density ν(M,ρ) ∈ detHn(M,Adρ). We now list all the cases we will be
interested in.
 M is a 3-dimensional closed oriented manifold, with H1(M,Adρ) = 0.
Then by dualityH2(M,Adρ) = 0, and so Tor(M,ρ) ∈ (detH0(M,Adρ))−1⊗
detH3(M,Adρ). We can now deﬁne the torsion T(M,ρ) of (M,ρ) by set-
ting
Tor(M,ρ) = v(M,ρ)−1ν(M,ρ)T(M,ρ).
Notice that in this case, T(M,ρ) ∈ det H1(M,Adρ) = C is going to be a
complex number. In the irreducible case, we have v(M,ρ) = ν(M,ρ) = 1.
 M is a torus: in this case simply deﬁne T(M,ρ) as
Tor(M,ρ) = v(M,ρ)(ν(M,ρ))−1T(M,ρ).
In this case, T(M,ρ) is a density on the vector space H1(M,Adρ). An
interesting fact (that we will neither use nor prove) is that this density is
the one of the symplectic pairing coming from Poincaré duality.
 M is the exterior of a knot, and ρ is a regular irreducible representa-
tion. Then we have seen that H0(M,Adρ) = 0. By Poincaré duality,
we also have that H3(M,∂M ;Adρ) = 0, and by universal coeﬃcients
H3(M,∂M,Adρ) = 0. Finally, by the long exact sequence, H3(M,Adρ) =
0. Then we see that Tor(M,ρ) ∈ det H1(M,Adρ)⊗ (det H2(M,Adρ))−1.
Consider again the diagram
H2(M,∂M,Adρ) −−→ H2(M,Adρ) −−→ H2(∂M,Adρ) −−→ 0y∼ y∼
H1(M,Adρ)
∗ 0−−→ H1(M,∂M ;Adρ)∗
where the map on the bottom is zero because of the regularity assumption.
Since the diagram commutes, the map H2(M,∂M ;Adρ) → H2(M,Adρ)
is zero, and hence r∗ : H2(M,Adρ)→ H2(∂M,Adρ) is an isomorphism.
We can then deﬁne Tor(M,ρ) = T(M,ρ)(r∗)−1(ν(∂M, ρ)−1). Again, this
gives a density on the tangent space toM(M), and hence gives a measure
on it.
 M is the exterior of a knot and ρ is a regular abelian representation.
Since M can be collapsed on a CW-complex of dimension 2, we get
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H3(M,Adρ) = 0. As before the map H2(M,∂M ;Adρ) → H2(M,Adρ)
is zero. This, together with rk H3(M,∂M ;Adρ) = 1 (from Poincaré
duality), in turn implies that H2(M,Adρ) = 0. Hence, Tor(M,ρ) ∈
(detH0(M,Adρ))−1 ⊗ detH1(M,Adρ), and we can deﬁne
Tor(M,ρ) = v(M,ρ)−1T(M,ρ).
This again is a density on the tangent space ofM(M).
The main tool for computing Reidemeister torsion is going to be the following
theorem due to Milnor [31]:
Theorem 1.4.5. Let K be a knot in S3. Call µ the meridian of K, and
let ρq be the abelian representation of pi1(EK) sending µ to
(
e2piiq 0
0 e−2piiq
)
.
Denote with ∆L(t) the Alexander polynomial of L, normalized in such a way
that ∆K(1) ≡ 1 and ∆K(t) = ∆K(t−1). Then ∆K(e4piiq) 6= 0 and
T(EK , ρq) =
4 sin2(2piq)
|∆K(e4piiq)|2 2
3/2pi|r∗dq|.
Remark 1.4.6. For ρ a regular abelian representation ofM(EK), we have that
det H1(EK , Adρ) = H1(EK , Adρ) is 1-dimensional, and it is generated by the
1-form r∗dq. The reason for the absolute value in |r∗dq| is the sign ambiguity
that we mentioned.
1.4.1 A gluing formula for Reidemeister torsion
Suppose E1 and E2 are knot complements, and φi : ∂E1 → Σ for i = 1, 2 are
identiﬁcations of the boundary with Σ = S1 × S1. Moreover let ρi ∈M(Ei) be
such that r(ρ1) = r(ρ2) with respect to the identiﬁcations φ1, φ2.
Let M = E1 ∪φ1·φ−12 E2 be the manifold obtained from gluing together E1
and E2, and ρ the element ofM(M) obtained by extending ρ1 and ρ2, we have
the short exact sequence
0→ C∗(M,Adρ)→ C∗(E1, Adρ1)⊕ C∗(E2, Adρ2)→ C∗(Σ, Adρ)→ 0
where as usual we call ρ both the representation itself and its restriction to
the boundary. From the facts we have seen about the determinant, and the long
exact sequence theorem, we immediately have
(det H∗(E1, Adρ1))⊗ (det H∗(E2, Adρ2) ∼= det H∗(M,Adρ)⊗ det H∗(Σ, Adρ)
The formula linking the torsions of these homologies is now easily obtained (see
the original paper by Milnor ??, theorem 3.2, for more details):
Lemma 1.4.7. We have
Tor(E1, ρ1)Tor(E2, ρ2) = Tor(M,ρ)Tor(Σ, ρ)Tor(H) (1.4)
where H is the Mayer-Vietoris long exact sequence.
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It was shown in [32, Lemma 1.18], that the term Tor(H) is actually trivial.
Thus, we can prove the following.
Proposition 1.4.8. Suppose ρ1 and ρ2 are regular, and at least one of them
abelian. Furthermore suppose that ρ is non-central and H1(M,Adρ) = 0. Then
from the Mayer-Vietoris sequence we have
H1(E1, Adρ1)⊕H1(E2, Adρ2) ∼= H1(Σ, Adρ).
Denoting with pi1, pi2 the projections from H
1(E1, Adρ1) ⊕H1(E2, Adρ2) to the
ﬁrst and second factor respectively, we have the following gluing formula for the
torsion:
T(M,ρ)T(Σ, ρ) = pi∗1T(E1, ρ1) ∧ pi∗2T(E2, ρ2)
Proof. The ﬁrst part of the proposition is obvious. The gluing formula follows
directly from formula (1.4) after checking that all normalization terms cancel
out.
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Chapter 2
Gauge theory and the
Chern-Simons functional
This chapter will be devoted to supplying the basic results about principal bun-
dles, connections, gauge theory and the Chern-Simons action. For an excellent
and more thorough introduction to the subject, see [2]
Throughout the chapter G will denote the Lie group SU(2), with Lie algebra
su2. Borrowing the notation from physics, we will often refer to G as the gauge
group, and its action will sometimes be referred to as gauge transformation.
Often this level of speciﬁcity will not be needed for theorems or deﬁnitions, and
G can be taken as any simply connected Lie group, but we restrict ourselves to
the SU(2) case nonetheless.
2.1 Principal Bundles
Deﬁnition 2.1.1. A principal G-bundle (often referred simply as G-bundle)
over a manifold M is a ﬁber bundle E
pi−→M equipped with a right action of G
on E, such that the action on each ﬁber is free and transitive. We say that two
such bundles (E, pi), (E′, pi′) are isomorphic if there is a G-equivariant bundle
isomorphism such that the following diagram commutes:
E −−−−→ E′
pi
y pi′y
M
Id−−−−→ M
An explicit description of a principal G-bundle (E, pi) can be given in terms
of a trivializing open covering {Uj}j∈J for the bundle, and the transition fuctions
gij : Ui ∩ Uj → G, which satisfy the cocycle condition gijgjk = gik. Moreover,
the bundle can be constructed from this data: given an open covering {Uj}j∈J
for M and smooth functions gij : Ui ∩ Uj → G satisfying the cocycle condition,
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deﬁne (E, pi) as
unionsqj∈JUj ×G/ ∼,
where (x, g1) ∼ (x′, g2) if and only if x = x′, x ∈ Ui∩Uj and g2 = gij(x)g1.
In our case of interest G-bundles are particularly simple:
Theorem 2.1.1. If M is a connected manifold of dimension at most 3, and G
a connected and simply connected Lie group, all G-bundles over M are trivial.
Proof. We will use the fact that pi2(G) is trivial for any Lie group G. For a proof
of this fact, see [39], section 8.6. To prove the theorem, it suﬃces to check that
every principal bundle E → M has a section s : M → E. Indeed, if s M → E
is a section, we can deﬁne an isomorphism from M ×G to E by sending (m, g)
to s(m)g.
To construct a section, pick a CW-decomposition of M , and start deﬁning
the section from the 0 skeleton. On the 0 cells, deﬁne arbitrarily the section s.
On a 1-cell with endpoints x0 and x1 we can deﬁne the section by simply taking
a path in G from s(x0) to s(x1). On a 2-cell we have assigned the value of s on
the boundary. Since G is simply connected we can then extend the section to
every 2-cell. Finally, since pi2(G) = 0 we can extend in the same manner s to
the 3-cells, proving the theorem.
Deﬁnition 2.1.2. A ﬂat structure for a principal G-bundle E → M is a G-
equivariant foliation F of E such that pi is a local diﬀeomorphism on each
leaf. Two ﬂat G-bundles (E1, pi1,F1), (E2, pi2,F2) are isomorphic if (E1, pi1) and
(E2, pi2) are isomorphic as G-bundles through an isomorphism sending F1 to
F2.
A ﬂat G-bundle can be given an explicit description as before, in such a way
that on each chart Uj × G the leaves of the foliation are given by Uj × g, and
each transition function gij is a locally constant function of Ui∩Uj . Again, this
data is suﬃcient to reconstruct the bundle up to isomorphism.
Consider now a point p ∈ E, its projection pi(p) = x ∈ M , and a loop
γ : [0, 1]→M based at x. This loop can be uniquely lifted to a path γ˜ in E by
requiring that γ˜(0) = p and that γ˜ stays locally in the same leaf. It is easily seen
that the endpoint of this path doesn't change when γ varies by homotopy. Since
γ(1) = x, pi(γ˜(1)) = x and thus γ˜(1) = pg. By deﬁning γ → g we get a well
posed map ρ : pi1(M,x)→ SU(2), called the holonomy map. When choosing a
diﬀerent x or p, ρ changes by conjugacy. Thus ρ as an element ofM(M) only
depends on the ﬂat structure on E, and we have a well deﬁned map Hol from
the set of ﬂat G-principal bundles up to isomorphism toM(M).
Theorem 2.1.2. The holonomy gives a bijection between the set of G-principal
bundles with ﬂat structure on M , considered up to isomorphism, and the moduli
spaceM(M).
Proof. We need to provide an inverse to Hol. Take ρ ∈ M(M). Consider the
universal cover M˜ ofM , and let pi1(M) act on it by deck transformations. Deﬁne
E as M˜ ×G/ ∼ where
(x1, g1) ∼ (x2, g2)⇔ x2 = γ · x1 and g2 = ρ(γ)g1
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for some γ ∈ pi1(M).
This clearly is a right inverse to Hol. By taking a ﬂat G-bundle with holon-
omy ρ, its universal cover M˜ ×G and quotienting by deck transformations one
gets the same ﬂat G-bundle as above, therefore it is also a left inverse.
2.1.1 Flat structure as 1-forms
The existence of a section for a ﬂat principal bundle (E,F) allows us to refor-
mulate the concept of ﬂat structure through diﬀenential forms. Fix a section
s : M → E, and consider a point x ∈M and a trivializing neighborhood U . Lo-
cally the leaf of F passing through s(x) is given by a map h : U → G, and there
must be a smooth map f : U → G such that h(x) = s(x)f(x) for all x ∈ M .
Thus we can deﬁne Ax = −Dxf on U . Notice that Ax is a map TM → TG = g,
and thus A can be regarded as a diﬀerential 1-form on M , taking values in g.
F
s h
M
G
pi
It is a matter of an easy check that this deﬁnition patches up, and produces
a 1-form A ∈ Ω1(M, g). The 1-form A thus deﬁned will however not be inde-
pendent of the section s. Any other section s′ of E can be obtained from s by
the right action of a map g : M → G. We denote by sg this section, and by Ag
the 1-form coming from sg.
Proposition 2.1.3. The form A changes through the gauge group action as
Agx = g
−1Ag + g−1dg. (2.1)
Proof. Because of G-invariance, the leaf through sg(x) will be hg, and hg(x) =
s(x)g(x)g−1(x)f(x)g(x), so that Agx = −Dx(g−1fg). By performing a standard
computation one gets the result.
Remark 2.1.4. A proper way to state equation (2.1) would be the following:
Agx = Adg−1A+ L
∗
g−1dg,
where Ad is the adjoint action of G on its Lie algebra g, and L∗ is the diﬀerential
of the action of G on itself by left multiplication. Since G = SU(2) is a matrix
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group, we can choose a basis of g, and we see that the last equation coincides
with equation (2.1). Because the notation with the adjoint action is a bit cum-
bersome, we will not use it in the future, instead using the easier notation of
equation (2.1).
As we have seen, a ﬂat principal bundle gives a g-valued 1-formA ∈ Ω1(M, g),
well deﬁned up to the action of the gauge group G given above. On the other
hand, a 1-form A ∈ Ω(M, g) does not always come from a foliation. We now wish
to give a necessary and suﬃcient condition for A to come from a foliation.
Proposition 2.1.5. The g-valued 1 form A is induced by a ﬂat structure if and
only if it is ﬂat, that is, if and only if the following ﬂatness equation holds:
dA+
1
2
[A ∧A] = 0.
Remember that on the space of forms taking value in a Lie algebra, we can
use the Lie bracket of the algebra to introduce the wedge product [· ∧ ·] deﬁned
by
[α ∧ β](X,Y ) = [α(X), β(Y )]− [α(Y ), β(X)].
Proof. Recall that a distribution of subspaces is integrable to a foliation if and
only if, for any X and Y vector ﬁelds having values in the distribution, the
vector ﬁeld [X,Y ] also has values in the distribution.
The 1-form A on M admits a unique lift, through s, to a 1-form A˜ on E.
The kernel of A˜ is an invariant distribution of subspaces; we wish to check the
Frobenius condition on this distribution. The lifted 1-form A˜ is determined by
the equations {
R∗gA˜ = g
−1A˜g
s∗A˜ = A
where Rg is the action by right multiplication by a ﬁxed element g of G.
Similarly, any vector ﬁelds X,Y in TM admit a unique lift X˜, Y˜ ∈ TE such
that pi∗X˜ = X, pi∗Y˜ = Y , A˜(X˜) = A˜(Y˜ ) = 0. Hence the Frobenius condition
holds if and only if A˜([X˜, Y˜ ]) = 0. From
dA˜(X˜, Y˜ ) = X˜(A˜(Y˜ ))− Y˜ (A˜(X˜))− A˜([X˜, Y˜ ])
we obtain dA˜(X˜, Y˜ ) = 0. We thus have that for any pair of horizontal vectors,
dA˜(X˜, Y˜ ) + 12 [A˜(X˜) ∧ A˜(Y˜ )] = 0.
Consider now a pair of vertical vector ﬁelds, for example vν and vξ, deﬁned
as vν(p) = ddt
∣∣
t=0
petν (and vξ deﬁned in the same fashion). It is easy to see that
A˜(vν) = ν everywhere, and hence dA˜(vν , vξ) = −A˜([vν , vξ]) = −[ν, ξ]. On the
other hand, 12 [A˜(vν) ∧ A˜(vξ)] = [ν, ξ]. Thus dA˜(vν , vξ) + 12 [A˜ ∧ A˜](vν , vξ) = 0
for pairs of vertical vectors. This reasoning can be repeated almost verbatim
to obtain dA˜(vν , X˜) + 12 [A˜ ∧ A˜](vν , X˜) also for pairs of one vertical and one
horizontal vector ﬁelds. Thus, dA˜ + 12 [A˜ ∧ A˜] = 0. By pulling this back via s,
we obtain the ﬂatness equation
dA+
1
2
[A ∧A] = 0.
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This is an equivalent condition to A ∈ Ω1(M, g) coming from a ﬂat G-bundle.
From here on out, with a slight abuse of notation, we denote with A both
a g−valued ﬂat 1-form, and the corresponding ﬂat structure on a principal G-
bundle. Hence, when we refer to the holonomy of A, we mean the holonomy of
the ﬂat structure associated to A.
2.1.2 Twisted De Rham cohomology
Fix as before a G-bundle (E, pi) over M , trivialized by the section s, and a ﬂat
1-form A.
Deﬁnition 2.1.3. The twisted De Rham complex is the complex Ω∗(M, g) with
diﬀerential dA(α) = dα+ [A ∧ α].
Observe that because of the ﬂatness equation, we have d2A = 0. We can thus
give
Deﬁnition 2.1.4. The twisted De Rham cohomology HA(M, g) is the cohomol-
ogy of the twisted De Rham complex.
Consider now M a compact manifold homeomorphic to a CW-complex, its
universal cover M˜ and (E, s,A) a ﬂat G-bundle. By choosing p ∈ E and taking
as base point x = pi(p) we get the holonomy representation as before. Consider
now E˜ the G-bundle lifted to M˜ , and A˜ the lifted 1-form. Since M˜ is simply
connected, E˜ is trivial, and hence there is a gauge map g : M˜ → G such that
A˜g = 0. We are free to choose g in such a way that g(x) = 1.
If α ∈ Ωk(M, g) is a cocycle, we can deﬁne a cocycle I(α) ∈ Ck(M,Adρ)
such that for any lifted k-cell e˜i, we have
I(α)(e˜i) =
∫
e˜i
g−1αg.
We now state without proof a twisted De Rham theorem:
Theorem 2.1.6. The map I is a chain map that induces for all k an isomor-
phism
HkA(M, g)
∼= Hk(M,Adρ).
For a proof of this result, see section 7 of [4]. For the case k = 1 we can
give a description of I as the derivative of the holonomy function. Explicitly,
let (P,Ft) be a family of foliations on the same G-bundle P → M . Choosing
a section s gives then a family of 1-forms At, satisfying for ﬁxed t the ﬂatness
equation dAt + 12 [At ∧At] = 0. We assume that At depends smoothly on T . As
a consequence we see that α = ddt
∣∣
t=0
At satisﬁes dα+ [A0 ∧α] = 0, and it gives
a class [α] ∈ H1(M, g).
If we take now γ ∈ pi1(M,x), we have that HolγAt ∈ G, and an explicit
calculation in the universal cover yields
d
dt
∣∣
t=0
HolγAt(HolγA0)
−1 = I(α)(γ).
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Take now Σ a surface and ρ an irreducible representation which is the holon-
omy of the 1-form A. As we have seen from theorem 2.1.6, the tangent space
of M(Σ) at [ρ] is H1(Σ, Adρ) ∼= H1A(Σ, g); furthermore, the cup product in
the twisted cohomology clearly corresponds to the exterior product of forms in
the De Rham cohomology, and from this we can deﬁne a form ωA on H1A(Σ, g)
by
ωA(α, β) =
∫
Σ
α ∧ β.
Confronting this form with the one given by equation (1.3) from section 1.3.2,
we ﬁnd that they are equal.
An important tool in reducing gauge theoretical problems to the study of a
representation space is the following:
Proposition 2.1.7. IfM is a compact manifold of dimension less than or equal
to 3 and U is a contractible open set in Mreg(M), then there exists a smooth
map A : U → Ω1(M, g) such that for all τ , Aτ is a ﬂat 1-form with holonomy
in the class of τ .
Proof. Fix a base point x. Since U consists of regular points, the quotient map
R(M)→M(M) is a ﬁbration over U . Because U is contractible, we can pick a
section ρ : U → R(M). Consider now the ﬂat G-bundle over M ×U deﬁned by
P = M˜ ×G× U/ ∼ with the equivalence relations (m, g, τ) ∼ (γ ·m, ρτ (γ)g, τ)
for all γ ∈ pi1(M,x). Because M ×U is homotopic to M , P has to be trivial as
a G-bundle, and thus has a section s : M × U → P . This gives us a ﬂat 1-form
A over M × U . The restriction of A over each M × {τ} has clearly holonomy
ρτ and is thus a map satisfying the thesis.
Proposition 2.1.8. The 2-form ω on Mreg(Σ) is non-degenerate and closed,
and thus symplectic.
Proof. The statement can be proved by showing that it holds on any contractible
open set given. Let A be the map U → Ω1(Σ, g) given by proposition 2.1.7.
Then, the diﬀerential of A at τ is a map TτM(Σ) → Ω1(Σ, g) with values in
kerdAτ . Thus by taking the cohomology class of this diﬀerential, DAτ gives a
map H1(Σ, AdAτ )→ H1Aτ (Σ, g) corresponding to the inverse De Rham isomor-
phism. Thus, the form ω on U is given by the pullback of the form on Ω1(Σ, g)
deﬁned as ωAτ =
∫
Σ
〈α ∧ β〉. It can be explicitly shown that on Ω1(Σ, g) the
following identity holds:
X·ω(Y,Z)−Y ·ω(X,Z)+Z·ω(X,Y )+ω(X, [Y,Z])+ω(Y, [Z,X])+ω(Z, [X,Y ]) = 0.
(2.2)
To see this, it is suﬃcient to notice that ω is a constant 2-form, and thus
the ﬁrst 3 terms vanish, and that the remaining terms cancel out. By pulling
back identity (2.2) to H1(Σ, AdAτ ) and comparing it to the formula for dω, we
immediately ﬁnd that ω is closed.
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2.2 Chern-Simons theory
The aim of this section is to give a cursory introduction to the limited part of
Chern-Simons theory that is necessary for our purpose. For a more in-depth
view at Chern-Simons theory, see [14].
2.2.1 The Chern-Simons functional
Consider a compact 3-manifold M with (possibly empty) boundary and a ﬂat
G-bundle (E, pi,F). As we have seen, a section s : M → E allows us to deﬁne
a ﬂat 1-form A.
Deﬁnition 2.2.1. The Chern-Simons functional of A is
CS(A) = exp
(
1
12pii
∫
M
tr(A ∧A ∧A)
)
.
The term A ∧ A ∧ A is to be interpreted, choosing a matrix representation
for su2, as a 3-form with coeﬃcients in gl2, and not in su2, since the latter
is not closed under multiplication. This shows that its trace is going to be a
non-trivial 3-form with coeﬃcients in C.
Proposition 2.2.1. If g : M → G acts on A by gauge transformation we have
CS(Ag) = CS(A)c(a, h)
where:
 a and h are the restrictions to ∂M of A and g respectively;
 c(a, h) is a complex number deﬁned as
c(a, h) = exp(iW (h)) + exp
(
1
4pii
∫
∂M
tr(a ∧ dhh−1)
)
 W (h) = 1pi
∫
M
tr(gdg)∧3 is independent of g modulo 2pi.
Proof. Recall that Ag = g−1Ag + g−1dg. Plugging this in CS(Ag) we get:∫
M
tr[Ag ∧Ag ∧Ag] =
∫
M
tr[g−1Ag ∧ g−1Ag ∧ g−1Ag]+ (2.3)∫
M
tr(g−1dg)∧3 + 3
∫
M
tr[g−1Ag ∧ g−1Ag ∧ g−1dg + g−1Ag ∧ g−1dg ∧ g−1dg].
(2.4)
From invariance of the trace we have that the ﬁrst term is CS(A), and the second
is W (g). The third term can be transformed using Stokes formula noticing that
by ﬂatness g−1A ∧Ag = −g−1dAg:∫
M
tr[dA ∧ dgg−1 +A ∧ dg ∧ g−1dgg−1] =
∫
∂M
a ∧ dhh−1.
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It remains to check that W (g) modulo 2pi only depends on the restriction of g
to ∂M . To do this, notice that g−1dg = g∗θ where θ is the left Maurer-Cartan
form on G. For our purpose, θ is a form on G such that the integral of θ∧3 over
G is 4pi2. Hence, W (g) = 12pi
∫
M
g∗θ∧3. Assume h : N → G coincides with g on
∂M , and call f : M ∪ −N → G the smooth map deﬁned as g on M and h on
N . Then,
∫
M∪−N f
∗θ∧3 = 2pi(W (g)−W (h)). But at the same time,∫
M∪−N
f∗θ∧3 = degf
∫
G
θ∧3 = 4pi2degf,
and we can conclude.
Corollary 2.2.2. If M is a closed oriented 3-manifold, CS(A) is a well deﬁned
invariant.
2.2.2 The Chern-Simons line bundle
Denote now with Σ the boundary of M , and consider Ω1(Σ, g). This space has
an alternating form given by
ω(α, β) = − 1
2pi
∫
Σ
tr(α ∧ β).
Recall the deﬁnition of a connection for a vector bundle:
Deﬁnition 2.2.2. If E → M is a vector bundle over a manifold M , and if we
denote with Γ(E) the space of sections of E, we call ∇ a connection on E if it
is a R-linear map
∇ : Γ(E)→ Γ(E ⊗ T ∗M)
such that the Leibniz rule holds:
∇(fσ) = f∇(σ) + σ ⊗ df
for all σ ∈ Γ(E) and all f ∈ C∞(M).
We can deﬁne a trivial line bundle Ω1(Σ, g) × C with connection ΘA(α) =
d+ 12ω(A,α). This is a Hermitian line bundle with a connection whose curvature
is ωi . We let the gauge group act on this line bundle by
g · (α, z) = (αg, c(α, h)z).
It is easily seen that Θ descends to a connection on the quotient (which we
still call Θ), and since the symplectic form ω descends to M(Σ) (and actually
coincides with the symplectic form already introduced), the curvature of Θ is
again ωi . Restricting to the ﬂat connections we ﬁnally get the Chern-Simons
line bundle LCS →M(Σ).
Consider now the restriction map r : M(M) → M(Σ). If we choose a
ρ ∈ M(M) and let α be any ﬂat connection with holonomy ρ, the equivalence
class of CS(α) gives a vector CS(ρ) in the ﬁber of LCS at r(ρ).
25
Remark 2.2.3. The Chern-Simons line bundle has as base space an orbifold.
It is beyond the scope of this thesis to introduce formally the notion of bundles
over orbifolds, and hence in the following, when speaking of a bundle over an
orbifold, we really mean the restriction of the bundle to the smooth part of the
orbifold. In the case of M(Σ) with Σ a torus, this means restricting to the
non-central representations.
Let r∗LCS →M(M) be the pullback of LCS via the restriction map r; this
bundle has a section sending ρ to CS(ρ) which we denote with CS.
Proposition 2.2.4. The section CS is ﬂat when restricted to smooth points of
M(M).
Proof. Take A a ﬂat 1-form on M , and At a smooth path of ﬂat connections
such that A0 = A. Call α =
dAt
dt
∣∣
t=0
, and note that by diﬀerentiating the
ﬂatness equation we get dα + [α ∧ A]. The main step of the proof consists in
showing that
dCS(At)
dt
∣∣
t=0
=
(
α,
1
2pii
CS(A)
∫
∂M
tr(A ∧ α)
)
.
To see this, we compute the time derivative at t = 0 of
∫
M
[At ∧ At ∧ At],
that is 3
∫
M
[α ∧ [A ∧ A]]. By using the ﬂatness equation, and using for short
tr(W ) = 〈W 〉, we obtain −6 ∫
M
〈α ∧ dA〉.
Moreover, −〈α∧dA〉 = d〈α∧A〉+〈dα∧A〉, and 〈dα∧A〉 = −〈[α∧A]∧A〉 =
〈[A ∧A] ∧ α〉 = 2〈dA ∧ α〉. Thus 〈α ∧ dA〉 = d〈α ∧A〉. So we obtained that
d
dt
∣∣∣∣
t=0
∫
M
[At ∧At ∧At] = 6
∫
∂M
〈A ∧ α〉
and thus from the chain rule
dCS(At)
dt
∣∣∣∣
t=0
=
(
α,
1
2pii
CS(A)
∫
∂M
tr(A ∧ α)
)
.
From this it is immediately clear that dCS(At)dt
∣∣
t=0
is in the kernel of Θ, and thus
At is ﬂat.
Finally, consider two oriended compact manifolds M1 and M2, both with
boundary identiﬁed with Σ. Denote with M the manifold obtained by gluing
M1 and M2 along Σ. Let ρi ∈ M(Mi) for i = 1, 2 such that their restriction
to the boundary coincides, and denote with ρ the representation of M(M)
obtained from extending ρ1 and ρ2. It is immediately seen from the deﬁnitions
that
CS(ρ) = 〈CS(ρ1),CS(ρ2)〉 (2.5)
where 〈·, ·〉 is the scalar product in the ﬁber of LCS over the restriction of ρ to
Σ.
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Chapter 3
The Jones polynomials and
the Reshetikhin-Turaev
invariants
In this chapter we introduce the quantum invariants involved in the statement of
the knot state asymptotics conjectures, starting from the colored Jones polyno-
mials and the Reshetikhin-Turaev invariants. For a more in-depth introduction
to these subjects, see [28].
In this and in subsequent chapters we will call banded link in M the embed-
ding inM of a ﬁnite number of disjoint copies of S1× [0, 1], and when we draw a
banded knot diagram we implicitly assume that it has the blackboard framing,
i.e. that the band is obtained from the line drawn by thickening it parallel to
the page (notice that such a projection always exists). Given a banded link L,
we can form its power Lk by cutting up each annulus component in k parallel
disjoint annuli, with the convention that L0 is the empty link. If we wish to
consider a standard link in S3, we will upgrade it to a banded link by taking a
small annular neighborhood of L in a Seifert surface F ⊆ S3.
3.1 The Kauﬀman skein module and the colored
Jones polynomial
Deﬁnition 3.1.1. Let M be a compact 3 manifold and A a variable. The
Kauﬀman skein module S(M,A) ofM is the C[A,A−1] module generated by all
isotopy classes of banded links in M , modulo the two relations shown in ﬁgures
3.1 and 3.2, where the diagrams on each side of the equal sign are the same
outside the ball represented by the dashed line, and diﬀer as shown inside.
In general it is very diﬃcult to compute the skein module of a manifold,
but in what follows we will only need the two easiest examples: S3 and S1 ×
D2.
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= A +A−1
Figure 3.1: Relation 1
= (−A2 −A−2)
Figure 3.2: Relation 2
The module S(S3, A) is isomorphic to C[A,A−1]. This can be seen in two
steps:
 S(S3, A) is generated by ∅: take any banded link in S3, project it onto
a plane, remove any crossing using relation 1, and then remove any curve
using relation 2. Thus any link is going to be equivalent to f(A)∅;
 The map 〈·〉 : S(S3, A) → C[A,A−1] sending ∅ to 1 is well deﬁned. This
amounts to showing that the Laurent polynomial found in the previous
step does not depend on the projection plane chosen and is invariant under
isotopy. This is a consequence of Reidemeister's theorem.
The module S(S1 ×D2, A) is isomorphic to the free module over C[A,A−1]
generated by < α0, α, α2, · · · >, where α is the banded link S1 × {0} × [−, ].
To prove this, the idea is the same as for S(S3, A) except for the fact that we
cannot remove curves parallel to the core of the torus.
We now introduce a family of elements of S(S1 × D2, A) that will be cen-
tral in the deﬁnitions of our invariants. Recall the deﬁnition of the Chebichev
polynomials of the ﬁrst kind Tl:
T0 = 0 T1 = 1 Tl+1 + xTl + Tl−1 = 0. (3.1)
Note that our deﬁnition diﬀers from the standard one by x → −x, and that
we can deﬁne this for l ∈ Z. Given a polynomial P = ∑i aiαi and a banded
knot K in S3, we can evaluate 〈P (K)〉 = 〈∑i aiKi〉 ∈ C[A,A−1]. In the
case of a banded link with n components we can do the same with n elements
P1, . . . , Pn ∈ S(S1 ×D2).
Deﬁnition 3.1.2. Given a banded link L with n components L1, . . . , Ln, and
n integers l1, . . . , ln deﬁne the colored Jones polynomial of L colored with colors
l1, . . . , ln as
JLl1,...,ln = 〈Tl1(L1), . . . , Tln(Ln)〉
This sequence of polynomials satisﬁes
JLl1,...,−li,...,ln = −JLl1,...,li,...,ln .
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Figure 3.3: Move I: Handle slide
The Jones polynomials satisfy one additional important symmetry, whose
proof can be found in [10]:
Proposition 3.1.1. For every k ∈ N+ and for any l ∈ Z we have
JKl+k(−eipi/2k) = −JKl (−eipi/2k).
This in turn immediately implies the following corollary.
Corollary 3.1.2. For every k ∈ N+ and for any l ∈ Z we have
JKl+2k(−eipi/2k) = JKl (−eipi/2k). (3.2)
3.2 The Reshetikhin-Turaev invariants
The strategy for deﬁning our quantum invariants will rely on two theorems,
the ﬁrst due to Lickorish [29] and Wallace [41], and the second due to Kirby
[25]. Recall that the Dehn surgery on a banded link L ⊆ S3 is the 3 manifold
obtained in the following way:
 Thicken each component of L to be S1 × [0, 1] × [0, 1]. Call L˜ the re-
sulting embedding of solid tori, and S1 × {1} × {1/2} the framing of the
components;
 Glue solid tori S1 × [0, 1]× [0, 1] to S3 \ L˜ in such a way that the framing
of each component is glued to the meridian of a solid torus. This can be
done in a unique way up to diﬀeomorphism.
Theorem 3.2.1. Any closed, oriented 3-manifold can be obtained by Dehn
surgery on a banded link in S3.
Theorem 3.2.2. Two banded links L1 and L2 in S
3 produce the same manifold
by Dehn surgery if and only if they are related by isotopy and the moves depicted
in ﬁgures 3.3 and 3.4, where we assume that each component has the blackboard
framing. In the handle slide, the components of the link must be distinct.
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Figure 3.4: Move II: Blow up and blow down
Using these theorems, one can take a 3-manifoldM , choose a link L that has
M as Dehn surgery, deﬁne a link invariant that is also invariant for the Kirby
moves, and thus obtaining a 3-manifold invariant. As an example, consider the
linking matrix of a link L = (L1, . . . , Ln), deﬁned as
lij = lk(Li, Lj).
The ﬁrst Kirby move has the eﬀect of a change of basis for L. The second Kirby
move adds a row and a column of 0s. Thus, the rank of the linking matrix of
any link L representing M by Dehn surgery is a well deﬁned invariant for M .
Of course it is easy to see that this invariant is simply the ﬁrst Betti number of
M .
The Jones polynomial, evaluated in a primitive 4k−th root of unity A, allows
to construct a non-trivial invariant as follows. Throughout the section ﬁx an
integer k, denoted the level, and A a primitive 4k−th root of unity.
First, deﬁne the polynomial ω ∈ S(S1 ×D2) as follows:
ω =
k−2∑
n=0
(−1)nA
2(n+1) −A−2(n+1)
A2 −A−2 Tn(α)
where α ∈ S(S1 × D2) is the core of the torus, generating S(S1 × D2) as
before.
Given a planar diagram D for a link L = (L1, . . . , Ln), we can evaluate
the Kauﬀman bracket 〈·, . . . , ·〉D of D in a similar fashion as in section 3.1,
with every component colored by ω. The following lemmas show how 〈·, . . . , ·〉D
changes under Kirby moves.
Lemma 3.2.3. If A is such that A4 is a primitive k-th root of unity with k ≥ 3,
and if D′ is a planar diagram obtained from D through a Kirby move of the ﬁrst
type, then we have
〈ω, . . . , ω〉D′ = 〈ω, . . . , ω〉D
Lemma 3.2.4. Suppose U is the trivial knot diagram. Then
〈ω〉U = −2k
(A2 −A−2)2
Lemma 3.2.5. Suppose k ≥ 3 and A4 a privitive k-th root of unity. Then,
denoting with U+ and U− the 1-crossing diagrams shown in ﬁgures 3.5 and 3.6,
we have
〈ω〉U+〈ω〉U− = 〈ω〉U
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Figure 3.5: U+ Figure 3.6: U−
These lemmas can be put together to prove that the following deﬁnition is
well posed:
Deﬁnition 3.2.1. Let M be a 3-dimensional closed, oriented manifold, and
L = (L1, . . . , Ln) a framed link such that M is the Dehn surgery of L. Given a
planar diagram D for L, deﬁne the Reshetikhin-Turaev invariant of L at level
k as
Zk(M) = 〈ω, . . . , ω〉D〈ω〉−b+U+ 〈ω〉
−b−
U−
where b+ and b− are respectively the number of positive and negative eigenvalues
of the linking matrix of L.
Finally, it is interesting to extend Zk to give an invariant for colored links
in 3-manifolds. This can be done simply adding components to the surgery link
of M in deﬁnition 3.2.1, evaluated in the proper Chebichev polynomial.
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Chapter 4
Topological Quantum Field
Theories
In this chapter we present the topological quantum ﬁeld theory associated to
the Kauﬀman bracket, ﬁrst introduced in [3]. We will not prove any result in
this chapter, directing instead the interested reader to the original paper.
A topological quantum ﬁeld theory in this context is a functor (Vk, Zk), k ∈ Z
from the cobordism category of 2-dimensional closed manifolds to the category
of Hermitian vector spaces with tensor product. The integer k is called the level
of the TQFT.
The cobordism category at level k is deﬁned as follows:
 Objects in the category are pairs (Σ, ν) where Σ is a closed oriented surface
and ν is a Lagrangian subspace in H1(Σ,R);
 Morphisms between (Σ0, ν0) and Σ1, ν1) are 4-tuples (M,L, c, n) withM a
cobordism between Σ0 and Σ1, L is a banded link inM with l components,
c is a function pi0(L) → {1, . . . , k − 1} interpreted as a coloring of the
components of L, and n is an integer.
Notice that this category has a natural symmetric tensor product: given two
pairs (Σ0, ν0) and (Σ1, ν1), we can form its tensor product by taking (Σ0 unionsq
Σ1, ν0 ⊕ ν1). It should be further noted that the Lagrangian subspace and
the integer n only intervene in the deﬁnition in the composition rule for the
morphisms. If (M,L, c, n) : (Σ0, ν0) → (Σ1, ν1) and (M ′, L′, c′, n′) : (Σ1, ν1) →
(Σ2, ν2), their composition (Σ0, ν0)→ (Σ2, ν2) is given by (M unionsqM ′, L unionsq L′, c unionsq
c′, n′′) where
n′′ = n+ n′ − µ(νM · ν0, ν1, ν2 · νM ′)
with µ the Maslov triple product of Lagrangian spaces in H1(Σ1,R), νM is
the kernel of the map H1(Σ0,R) ⊕H1(Σ1,R) → H1(M,R) and νM ′ is deﬁned
in the same way. The notation νM · ν0 is short for pi2(ν1 ⊕ H1(Σ2,R)) ∩ νM )
where pi2 : H1(Σ1,R)⊕H1(Σ2,R)→ H1(Σ2,R) is the projection on the second
factor.
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If we did not specify a Lagrangian subspace and an integer n, when deﬁning
the composition law we would have a global multiplicative term, which we later
address, called the anomaly of the TQFT. For many reasons it is often more
desirable to have an anomaly free theory, and so we ﬁx the Lagrangian subspace
and the integer n. This procedure to resolve anomalies in the TQFT is due to
Walker. For a discussion on anomalies and the various approaches in resolving
them, see [19].
The TQFT functor assigns to an object (Σ, ν) a Hermitian vector space
Vk(Σ, ν), and to a morphism (M,L, c, n) a homomorphism
Zk(M,L, c, n) ∈ Hom(Vk(Σ0, ν0), Vk(Σ1, ν1)).
The functor maps tensor products in the cobordism category (that is, disjoint
unions) into tensor products in the vector space category, and orientation re-
versal into complex conjugation.
We now consider how the anomaly carries over through this functor. From
the construction outlined in [3] it is immediate to see that
Zk(M,L, c, n) = τ
n
k Zk(M,L, c, 0)
with
τk = e
3pii
4 +
3pii
2k .
Thus, we will systematically ignore the anomalies, knowing that in the limit
k →∞, this will give an indetermination of an 8-th root of unity.
In the rest of this thesis we will only be interested in the case of Σ a torus.
Choose any Lagrangian ν ∈ H1(Σ) and let Vk(Σ) = Vk(Σ, ν). Fixing an oriented
diﬀeomorphism φ : Σ→ S1×S1 allows us to consider Σ as the boundary of the
solid torus D2 × S1. Then we have a family of vectors
el = (D
2 × S1, x, l, 0) ∈ Vk(Σ) for l ∈ {1, . . . , k − 1}
where x is the banded core of the solid torus [− 12 , 12 ] × S1 and l is the color of
the single component of x.
For every curve γ ∈ H1(Σ,Z) deﬁne the curve operator Zk(γ) of γ in the
following way:
Zk(γ) = Zk(Σ× [0, 1], γ × [1/3, 2/3], 2, 0) ∈ EndVk(Σ).
In particular this construction for the curves µ = φ−1(S1 × {1}) and λ =
φ−1({1} × S1) gives two operators Zk(µ), Zk(λ) ∈ End(Vk(Σ)).
Furthermore, for every g ∈ MCG(Σ) ∼= SL(2,Z), we deﬁne the mapping
cylinder of g asMg = S1×S1× [0, 1], where the boundary −(S1×S1)unionsqS1×S1
is identiﬁed to −Σ unionsq Σ via φ unionsq φ · g. We deﬁne
Zk(g) = Zk(Mg,∅,∅, 0) ∈ End(Vk(Σ)).
Recall that SL(2,Z) is generated by the two elements
T =
(
1 1
0 1
)
, S =
(
0 −1
1 0
)
. (4.1)
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We summarise all the results we will need about the TQFT coming from the
Kauﬀman bracket in the following theorem:
Theorem 4.0.6. The family (el)l=1,...,k−1 is an orthonormal basis of Vk(Σ).
Moreover, for any l = 1, . . . , k − 1, we get
Zk(µ)el = −2 cos
(
pil
k
)
el, Zk(λ)el = −(el−1 + el+1) (4.2)
with the convention that e0 = ek = 0. Finally, there are n, n
′ integers indepen-
dent of k such that
Zk(S)el = τ
n′
k
√
2
k
k−1∑
l′=0
sin
(
pill′
k
)
el′ , Zk(T )el = τ
n
k e
ipi(l2−1)
2k el. (4.3)
Finally notice that Vk(Σ, ν) does not depend on ν, in the sense that for any
two Lagrangians ν0 and ν1 there is a family of canonical isomorphisms
Zk(Σ× [0, 1],∅,∅, n) : Vk(Σ, ν0)→ Vk(Σ, ν1).
4.1 Relationship with the Reshetikhin-Turaev in-
variant
We mentioned that the topological quantum ﬁeld theory that we introduced in
the previous section is an extension of the Reshetikhin-Turaev invariants. In
this section we will brieﬂy explain what that means.
Consider the empty surface ∅. This is trivially an oriented closed surface,
and thus the TQFT will give us a vector space Zk(∅). Because Zk(∅) = Zk(∅unionsq
∅) = Zk(∅) ⊗ Zk(∅), we must have that Zk(∅) has dimension at most one.
Furthermore, because Zk(Σ) = Zk(Σunionsq∅) = Zk(Σ)⊗Zk(∅) for any Σ, and the
TQFT is not trivial, we have that Zk(∅) = C in a canonical way.
Now take M a closed 3-manifold, L a link with coloring c : pi0(L) →
{1, . . . , k − 1}. Then M can be considered as a cobordism between ∅ and
itself, and thus we have
Zk(M,L, c, 0) ∈ End(Zk(∅)).
Finally, since Zk(∅) = C, any of its endomorphism is simply multiplication by a
complex number. This complex number coincides with the Reshetikhin-Turaev
invariant for the pair (M,L).
4.2 Knot states
Let K be a banded knot in S3, and NK a closed tubular neighborhood of K
with boundary Σ. As before, denote with EK the closure of the complement
of NK in S3, and µ, λ its meridian and longitude respectively. Then, after
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choosing as lagrangian subspace ν =< λ >⊆ H1(EK ,R), for any k, EK induces
a vector
Zk(EK) = Zk(EK ,∅,∅, 0) ∈ Vk(Σ, ν);
we will refer to this vector as the knot state at level k. By choosing a diﬀeomor-
phism φ : Σ→ S1 × S1 sending µ and λ to S1 × {1} and {1} × S1 respectively,
we get a basis for Vk(Σ, ν) denoted with (el) as before. In this basis we will
have
Zk(EK) =
k−1∑
l=1
alel
for some coeﬃcients (a1, . . . , ak−1). Since (el) is an orthonormal basis, we
immediately ﬁnd al = 〈Zk(EK), el〉. From the deﬁnition of el we have that
EK ∪ el = (S3,K, l, 0), and so
〈Zk(EK), el〉 = Zk(S3,K, l, 0).
Since as we have seen
Zk(S
3,K, l, 0) =
√
2
k
sin
(
pi
k
)
JKl (−e
ipi
2k )
we ﬁnally get
Zk(EK) =
√
2
k
sin
(
pi
k
) k−1∑
l=1
JKl (−e
ipi
2k )el. (4.4)
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Chapter 5
Geometric quantization of the
torus
5.1 The quantization procedure
In this section we will explicitly show the process of geometric quantization of
the torus, using the Theta functions and the Heisenberg group, following [11].
For an in-depth overview of theta functions, see [34].
Take a symplectic form ω on a 2-dimensional space E, and a compatible
complex structure j, in the sense that the symplectic structure induced by j
coincides with ω. In the following, the operating example to keep in mind will
be E = H1(Σ,R), with Σ a torus, and the symplectic form given by 4pi times
the intersection form. Using α ∈ Ω1(E,C), deﬁned as αx(y) = 12ω(x, y), we
can construct the trivial complex line bundle over E with connection d + 1iα,
denoted by L.
Recall that every holomorphic bundle has a canonical connection (sometimes
called the Chern connection) which is the complex analogue of the Levi-Civita
connection. For every k positive integer, the k-th power of L has a unique
holomorphic structure whose Chern connection is α: its holomorphic sections
will be the ones satisfying the Cauchy-Riemann equation
ZΨ +
k
i
α(Z)Ψ = 0
for every anti-holomorphic vector Z ∈ E.
Take the canonical line of (E, j), that is the line bundle
Kj = {α ∈ E∗ ⊗ C such that α(j·) = iα}.
The line Kj comes endowed with a natural scalar product given by
〈α, β〉 = iα ∧ β¯
ω
;
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the induced square norm of α is iα∧α¯ω . Let δ be a complex line over E together
with an isomorphism φ : δ⊗2 → Kj . We call this the half form line. Using φ
we can pull back the natural scalar product of Kj to a scalar product 〈·, ·〉δ on
δ. We will also denote by δ the trivial holomorphic Hermitian line bundle with
base E and ﬁber δ, and we will call it the half form bundle.
The Heisenberg group (at level k), denoted Hk, is E × U(1) with the prod-
uct
(x, u)(y, v) = (x+ y, uve
ik
2 ω(x,y))
Using the same formula with (y, v) ∈ Lk we can deﬁne an action of Hk on
Lk. We can also let Hk act on δ trivially. For any Ψ holomorphic section of
Lk ⊗ δ we denote by T ∗xΨ the pullback of the action of (x, 1), that is
(T ∗xΨ)(y) = e
(−i k2ω(x,y))Ψ(x+ y) (5.1)
Let R be a lattice of E of volume 4pi (in our example, R = H1(Σ,Z)). Then
R× {1} is a subgroup of Hk.
Deﬁnition 5.1.1. We call Hk(j, δ) the vector space of R-invariant holomorphic
sections of Lk ⊗ δ.
The Verlinde formula for theta functions immediately implies that Hk has
dimension 2k. The space Hk can be considered as the space of holomorphic
sections of Lk ⊗ δ/R × {1} over the torus E/R, and on this we can deﬁne a
scalar product as
〈Ψ1,Ψ2〉 =
∫
E/R
〈Ψ1(x),Ψ2(x)〉δ|ω|(x).
With respect to this scalar product the action of T ∗x is clearly self-adjoint. The
half form bundle δ is introduced simply as a normalization factor for the bun-
dle.
The centralizer of R × {1} in Hk is 12kR × U(1), and thus 12kR × {1} acts
on R-periodic sections. The following theorem states that its action on Hk(j, δ)
has a canonical basis.
Theorem 5.1.1. Let (µ, λ) be a basis for R with ω(µ, λ) = 4pi, and Ωµ an
element of δ such that φ(Ω⊗2µ )(µ) = 1. Then Hk(j, δ) has a unique orthonormal
basis (Ψl)l∈Z/2kZ such that
T ∗µ
2k
Ψl = e
ilpi4 Ψl T
∗
λ
2k
Ψl = Ψl+1 (5.2)
and
Ψ0(0) =
(
k
2pi
) 1
4
Ωµ
∑
n∈Z
e2piikn
2τ (5.3)
with τ = α+ iβ determined by λ = αµ+ βjµ.
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Proof. To start we will explicitly write a Ψ0 satisfying (5.2) and (5.3). Take
p, q : E → R as coordinates dual to µ, λ. Then p+qτ is a holomorphic coordinate
on (E, j). Moreover,
t := exp(2pii(p+ qτ)q) (5.4)
is a holomorphic section of L, and it is immediate from equation (5.1) that
T ∗µ
2k
tk = tk. It is possible now to deﬁne
Ψ0 =
(
k
2pi
) 1
4
Ωµ ⊗
∑
n∈Z
T ∗nλt
k (5.5)
Introducing the Theta function
Θ(z, τ) =
∑
n∈Z
e4piizkn+2piikn
2τ (5.6)
we see that equation (5.5) is equal to
Ψ0 =
(
k
2pi
) 1
4
Θ(p+ qτ, τ)Ωµ ⊗ tk. (5.7)
The theta function converges since the imaginary part of τ is β = 4pi/ω(µ, jµ)
which is positive.
It is a straightforward computation that
T ∗µ
2k
T ∗λ
2k
= e
ipi
k T ∗λ
2k
T ∗µ
2k
. (5.8)
From this it immediately follows that Ψ0 belongs to Hk(j, δ), that T ∗µ
2k
Ψ0 = Ψ0
and that Ψ0(0) = ( k2pi )
1
4 Ωµ
∑
n∈Z e
2piikn2τ . Now we need to calculate the norm
of Ψ0. We use the following formula (for an explicit calculation, see [5]):
||Θ(p+ qτ, τ)tk|| = (2pi)
1
2
k
1
4 β
1
4
. (5.9)
Furthermore, we see that because φ is an isometry, ||Ω2µ||2 = ||φ(Ω2µ)||2
and the latter norm is that of the canonical bundle Kj . As we have seen, the
norm squared of an element f ∈ Kj is i f∧f¯ω . By evaluating Ω2µ ∧ Ω2µ on the
basis (µ, λ = αµ + jβµ) we ﬁnd ||Ω2µ||2 = β2pi . This along with formula (5.9)
immediately shows that ||Ψ0|| = 1.
Now deﬁne inductively Ψi+1 = T ∗λ
2k
Ψi. This family satisﬁes conditions (5.2)
and (5.3), are orthogonal because they are eigenvectors of a self-adjoint oper-
ator relative to distinct eigenvalues, and are orthonormal because T ∗λ/2k is an
isometry. Finally, since the dimension of Hk(j, δ) is 2k, the Ψl form a basis.
Remark 5.1.2. There is an indetermination of a sign when choosing Ωµ. As a
consequence, for any positively oriented basis (µ, λ) of E, there are exactly two
basis satisfying the conditions of Theorem 5.1.1.
Furthermore, observe that τ is a function of j, µ, λ.
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Now we can identify the Hilbert spaces Hk(j, δ) with diﬀerent (j, δ) in the
following manner. Let Ψ0(µ, λ, j, δ) be the vector in Hk(j, δ) ∩ Ker(Id − T ∗µ
2k
)
satisfying equation (5.3). This will be determined only up to a sign, because of
remark 5.1.2. If we now consider two pairs (j1, δ1), (j2, δ2) by theorem 5.1.1 we
get a unitary map U : Hk(j1, δ1)→ Hk(j2, δ2) (again, unique up to a sign) that
will be a morphism of the representation of Hk. Thus we can assume that for a
positive basis (µ, λ)
U(Ψ0(µ, λ, j1, δ1)) = ±Ψ0(µ, λ, j2, δ2).
It turns out that U does not depend (up to a sign) on the choice of basis
(µ, λ):
Theorem 5.1.3. For any positive basis (µ′, λ′) of R,
U(Ψ0(µ
′, λ′, j1, δ1)) = ±Ψ0(µ′, λ′, j2, δ2).
Because of this theorem, we will refer to Hk(j, δ) simply as Hk.
Proof. Any two positive bases of R will be connected via a matrix in SL2(Z).
Since SL2(Z) is generated by the matrices T =
(
1 1
0 1
)
and S =
(
0 −1
1 0
)
, it
will be suﬃcient to prove the teorem for (µ′, λ′) = (µ, µ+λ) or (µ′, λ′) = (−λ, µ).
We begin with (µ′, λ′) = (µ, µ+λ). It immediately follows from the formula
(5.5) deﬁning Ψ0, and the fact that T ∗nλ+nµ = T
∗
nλT
∗
nµ, that Ψ0(µ, µ+ λ, j, δ) =
Ψ0(µ, λ, j, δ). The result obviously follows from this, since U commutes with
the operators T ∗.
The proof of the case (µ′, λ′) = (−λ, µ) is a bit more complicated. The main
point is that
Ψ0(−λ, µ, j, δ) = ±e− ipi4 (2k)− 12
∑
l∈Z/2kZ
T ∗lλ/2kΨ0(µ, λ, j, δ) (5.10)
By (5.2),
∑
l∈Z/2kZ T
∗
lλ/2kΨ0(µ, λ, j, δ) is an eigenvector of T
∗
λ/2k of eigenvalue
1. When evaluated in zero,∑
l∈Z/2kZ
T ∗lλ/2kΨ0(µ, λ, j, δ)(0) =
∑
l∈Z/2kZ
∑
n∈Z
Ωµ ⊗ T ∗nλ+lλ/2ktk(0).
Observe that the double sum of the latter term amounts to a single sum:∑
l∈Z/2kZ
∑
n∈Z
Ωµ ⊗ T ∗nλ+lλ/2ktk(0) =
∑
m∈Z
Ωµ ⊗ T ∗mλ/2ktk(0)
using the reindexing m = 2nk + l. Then clearly
∑
l∈Z/2kZ
T ∗lλ/2kΨ0(µ, λ, j, δ)(0) =
(
k
2pi
) 1
4
Ωµ
∑
m∈Z
exp(ipiτn2/2k).
We now need three identities:
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 τ(j, µ, λ) = τ(j,−λ, µ)−1;
 Ω2µ = τΩ
2
λ;
 (2k)−
1
2
∑
m∈Z exp(ipiτn
2/2k) =
(
i
τ
) 1
2
∑
m∈Z exp(2ipin
2k/τ).
The ﬁrst two are direct computations, while the last one is a consequence of the
Poisson summation formula. Putting everything together, we ﬁnally get (5.10).
Because U commutes with the operators T ∗, we ﬁnally proved the result.
In the remainder of the thesis we will be mainly concerned with the subspace
Haltk (j, δ) of alternating sections, that is
Ψ ∈ Hk(j, δ) such that Ψ(−x) = −Ψ(x).
Fixing a basis (µ, λ) of R and its associated orthonormal basis (Ψl), we get a
basis for Haltk (j, δ):
El = 1√
2
(Ψl −Ψ−l).
Observe that the unitary map of theorem 5.1.3 restricts to a unitary map
sending Haltk (j1, δ1) to Haltk (j2, δ2).
Remark 5.1.4. The space Haltk (j, δ) can be interpreted as the space of holo-
morphic sections of the orbi-bundle L/(R o Z2) → E/(R o Z2), with the term
Z2 acting on E via −Id. Remember that we did not give an explicit deﬁni-
tion of orbibundle, and we will always restrict ourselves to the smooth part of
E/(RoZ2). Nonetheless, it is a useful thinking aid to remember that L/(RoZ2)
is in some sense a proper bundle over the whole E/(Ro Z2).
5.2 Equivalence to the topological construction
So far we have seen two constructions associated to a surface Σ of genus 1.
In chapter 4, by choosing a Lagrangian subspace ν for H1(Σ,R) we deﬁne the
topological quantum ﬁeld theory V (Σ, ν). On the other hand, as in section 5.1,
we can consider the vector space E = H1(Σ,R) endowed with the symplectic
product ω(x, y) = 4pi(x · y), the lattice H1(Σ,Z) of volume 4pi, a complex struc-
ture j on E and a half-form line δ. Then we can deﬁne the spaces Hk(j, δ) and
Haltk (j, δ). It was already noted that the spaces Vk(Σ, ν) and Haltk (j, δ) both
have dimension k−1. The purpose of the remainder of this section is to provide
a preferred set of isomorphisms between these spaces.
Let φ be a diﬀeomorphism between Σ and S1 × S1. Then theorem 4.0.6
gives us an orthonormal basis (el)l=1,...,k−1. On the other hand, by picking
the homology classes λ = φ−1({1} × S1) and µ = φ−1(S1 × {1}) we get a
positively oriented basis for R. Then theorem 5.1.1 allows us to pick one of
the two associated bases (Ψl) for Hk(µ, λ, j, δ). Then we can simply deﬁne the
isomorphism between Vk(Σ, ν) and Haltk (j, δ) as
Ik(el) =
Ψl −Ψ−l√
2
for each basis element.
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Theorem 5.2.1. If Ik, I
′
k are the isomorphisms associated with two oriented
diﬀeomorphisms φ, φ′ : Σ → S1 × S1, then for some integers n, n′ independent
of k,
I ′k = e
ipi(n4 +
n′
2k )Ik.
Proof. Following the same strategy of theorem 5.1.3, it suﬃces to prove the
theorem for φ′ = gφ for g = T or g = S. On the topological side, calling (el)
and (e′l) the basis associated to φ and φ
′ respectively, we ﬁnd
e′l = τ
m
k Zk(g)el
with Zk(g) the endomorphism associated to the mapping cylinder of g, and m
an integer independent of k, as seen in theorem 4.0.6. On the geometrical side,
if g = T , then the basis of R associated to φ and φ′ are (µ, λ) and (µ + λ, λ)
respectively. As we have seen in the proof of theorem 5.1.3, Ψ′0 = ±Ψ0, and
so Ψ′l = ±e
ipil2
2k Ψl. Comparing this to the formula for Zk(T ) from chapter 4
we prove the theorem for g = T . If g = S, the two basis for R are (µ, λ) and
(−λ, µ) respectively. As before, we calculate that
Ψ′l = ±
e−
ipi
4√
2k
∑
l∈Z/2kZ
e−
ipi
k ll
′
Ψl′
It is again a straightforward check that this formula agrees with the one for
Zk(S), and so the theorem is proven.
5.3 Isomorphism between bundles
In this section we prove that for the torus, the Chern-Simons line bundle LCS
introduced in section 2.2.2 is isomorphic to the line bundle L overM(Σ) intro-
duced in this chapter. Moreover, we show that when restricted to the smooth
part ofM(Σ) these two bundles have isomorphic connections. Recall that the
Chern-Simons line bundle is obtained as a quotient of Ω1(Σ, su2) × C by the
gauge action of g · (α, x) = (αg, c(a, h)x).
Proposition 5.3.1. The line bundles LCS → M(Σ) and L → M(Σ) are iso-
morphic, and the restriction of the bundles to the smooth part of M(Σ) have
isomorphic connections.
Proof. The idea of the proof is to show that the bundles LCS and L are obtained
in the same way as quotients of a line bundle.
Indeed, pick ρ ∈ M(Σ). We can choose an element having holonomy ρ in
Ω1[ (Σ, su2) of the form bD with b ∈ Ω1(Σ,R) a closed 1-form and D the matrix(
e2pii 0
0 e−2pii
)
. This choice will be unique up to a gauge transformation given
by h1h2 with
h1 =
(
0 1
−1 0
)
or Id, h2 =
(
e2piiH 0
0 e−2piiH
)
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where H is a map Σ→ R/Z.
We can explicitly compute the gauge transformation as follows:
(bD)h1 = ±bD,
(bD)h2 = (b+ dH)D.
As a result, we see again that quotienting Ω1[ (Σ, su2) by gauge equivalence we
obtain E/(Ro Z2) =M(Σ).
We can now calculate the action of h1h2 on the ﬁber of Ω1[ (Σ, su2)× C:
c
(
(bD)h1 , h1
)
= 1
since dh1 = 0, and
c
(
(bD)h2 , h1
)
= exp
(
2pii
∫
Σ
b ∧ dH
)
= exp
(
i
2
ω([b], [dH])
)
and we observe that it is the same as R o Z2 acting on H1(Σ,R) × C as in
equation (5.1).
5.3.1 Symmetry
The group Γ = RoZ2 is a index 2 (and hence normal) subgroup of Γ′ = R′oZ2,
with R′ generated by µ and 12λ. We can extend the action of Γ on L to an action
of Γ′ via
(λ/2, 1) · (x, v) = (x+ λ/2, eiω(λ/2,x)/2v), (x, v) ∈ L.
Call τ the action of the generator of Γ′/Γ on M(Σ) ∼= E/Γ, and with τL the
corresponding action on L ∼= LCS.
Consider now ρ−1, the non-trivial central representation inM(EK). Then,
by multiplying any ρ ∈M(EK) with ρ−1 we obtain another representation, well
deﬁned up to conjugation. Denote with σ this action. Then the Chern-Simons
line bundle has the following simmetry:
Lemma 5.3.2. For any ρ ∈M(EK) we have
CS(σ(ρ)) = τL(CS(ρ)).
Proof. Let F ⊆ EK be a Seifert surface for K, with ∂F = λ, and thicken it
to obtain an embedding j : F × [0, 1] → EK . Choose α ∈ Ω1[ (EK , su2) having
holonomy ρ. Then, up to gauge transformation, we can suppose that
 α = bD on ∂EK , where b ∈ Ω1(Σ,R) and D is the diagonal matrix(
2pii 0
0 −2pii
)
;
 j∗α = p∗β with p : F × [0, 1]→ F is the projection on the ﬁrst factor and
β ∈ Ω1[ (F, su2) is a ﬂat connection.
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Take a smooth function φ : [0, 1] → [0, 1] equal to 0 on a neighborhood of 0,
and to 1 on a neighborhood of 1. We can thus construct a connection α′ having
holonomy σ(ρ) by doing the following:
 α′ = α on the complement of F × [0, 1];
 j∗α′ = e−Dφ/2(p∗β)eDφ/2 + 12Ddφ on F × [0, 1].
Computing the Chern-Simons invariant of α′ we ﬁnd
CS(α′) = CS(α) exp(θ)
where
θ =
3
12pii
∫
F×[0,1]
tr
(
D
2
dφ ∧ β ∧ β
)
.
We can compute the integral in the deﬁniton of θ along [0, 1] to ﬁnd
θ =
i
8pi
∫
F
tr(Ddβ) =
i
8pi
∫
∂F
btr(D2) = −ipi
∫
λ
b =
i
2
ω(λ/2, [b])
where we used the ﬂatness of β in the ﬁrst equality, Stokes' theorem in the
second equality, and the deﬁnition of ω plus Poincaré duality for the last one.
We see thus that the action of σ is the same as the action of τL on the pair
([b],CS(α)), and the lemma is proven.
5.4 Asymptotic properties of basis vectors
We conclude this chapter with a computation of the asymptotic behavior of the
basis vectors.
Proposition 5.4.1. For any δ ∈ (0, 1) there exists a positive constant c such
that for any k > 0 we have
 for all x ∈ 12λ+ 12 [−δ, δ]λ+ Rµ
|Ψ0(x)| ≤ ce−k/c
 for all x ∈ [−δ, δ]λ+ Rµ,∣∣∣∣Ψ0(x)− ( k2pi
) 1
4
tk(x)⊗ Ωµ
∣∣∣∣ ≤ ce−k/c
with t the unique holomorphic section of L that restricts to 1 on Rµ.
Proof. The section t introduced in the proof of theorem 5.1.1 restricts to 1
on Rµ, and is thus the section in the statement of the proposition. From its
deﬁnition, and using the same notations as before, we get
|t(x)| = e−2piβq2(x)
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and
|T ∗nλt(x)| = e−2piβ(q(x)+n)
2
Now it is just a matter of checking that there is a c such that the following two
inequalities hold:
|s| ≤ δ ⇒
∑
n∈Z,n6=0
e−kd(s−n)
2 ≤ ce−k/c (5.11)
|s| ≤ δ
2
⇒
∑
n∈Z
e−kd(s+
1
2−n)2 ≤ ce−k/c (5.12)
We will prove that there is a c satilfying (5.11), since the other one is proven
in exactly the same way. We can estimate the left hand side of (5.11) with an
integral: ∑
n∈Z,n6=0
e−kd(s−n)
2 ≤ C1
∫ ∞
δ
e−kx
2
.
Since on (δ,∞) it holds that x2 ≥ C2x, we have
C1
∫ ∞
δ
e−kx
2 ≤ C1
∫ ∞
δ
e−C2kx ≤ C3e−k/C3 .
The following corollary is a direct consequence of proposition 5.4.1 and the
fact that Ψl = T ∗lλ
2k
Ψ0:
Corollary 5.4.2. For any δ ∈ (0, 1) there is a positive constant c such that for
any k > 0 we have
 For any l, and for any x ∈ − l2k + [−δ, δ]λ+ Rµ,∣∣∣∣Ψl(x)− ( k2pi
) 1
4
T ∗lλ
2k
tk(x)⊗ Ωµ
∣∣∣∣ ≤ ce−k/c;
 for any l and for any x ∈ λ2 − l2k + [−δ, δ]λ+ Rµ
|Ψl(x)| ≤ ce−k/c.
As an application, we calculate the asymptotic behavior of the trivial knot
state Zk(N) = Zk(N,∅,∅, 0) ∈ Vk(Σ, ν). Here N is a solid torus with boundary
identiﬁed with Σ. Denote by F the kernel of the map H1(Σ,R) → H1(N,R)
induced by inclusion.
Theorem 5.4.3. For any x ∈ E\(F +R) there exists a neighborhood U of x in
E and a positive c such that for any positive integer k and for any y ∈ U
|Zk(N)(y)| ≤ ce−k/c.
Moreover, there is a neighborhood V of F and c > 0 such that for any y ∈ V
and k > 0 ∣∣∣∣Zk(N)(y)− e ipi4 mθk( k2pi
) 1
4
tk(y)⊗ σ(y)
∣∣∣∣ ≤ ce−k/c
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where m ∈ N, t is the holomorphic section of L whose restriction to F is
equal to 1, σ is the holomorphic section of δ whose restriction to F is σ(sγ) =√
2 sin(2pis)Ωγ with s ∈ R and γ a generator of F , and θk is a sequence with
asymptotic expansion 1 + a1k
−1 + . . . .
Proof. We can choose the diﬀeomorphism φ : Σ→ S1×S1 deﬁning the isomor-
phism Ik : Vk(Σ, λ) → Haltk (j, δ) so that φ−1(S1 × {1}) generates F . Then in
the basis Ψl associated to (µ, λ) we have
Zk(N) =
1√
2
(Ψ1 −Ψ−1).
Since T ∗λ
2k
tk = e
ipiτ
2k +2pii(p+τq)tk, by proposition 5.4.1 we have on a neighborhood
of F
|(Ψ1 −Ψ−1)−
(
k
2pi
) 1
4
tk ⊗ σk| ≤ ce−k/c
with σk = 2ie
ipi
2k τ sin(2pi(p+τq))Ωλ. This proves the second part of the theorem,
and the ﬁrst part is proven in the same way.
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Chapter 6
Asymptotic properties of
curve operators
6.1 Toeplitz operators
We have seen that there is an action of H1(Σ,Z) on both Zk(Σ, ν) andHaltk (j, δ),
given by the curve operators Zk(γ) and Tk(γ) respectively. In this chapter
we will see that the curve operators Tk(γ) on Haltk (j, δ) ﬁt in a much richer
framework of operators, the Toeplitz operators. These operators turn out to be
more ﬂexible, and easier to handle when checking asymptotic behavior.
Deﬁnition 6.1.1. A Toeplitz operator is a family Tk ∈ End(Hk), k > 0 of the
form
Tk = ΠkM(f(·, k)) +Rk
where:
 f(·, k) is a sequence of smooth functions f(·, k) : E/R → R admitting an
asymptotic expansion in the C∞ topology of the form f0 + k−1f1 + . . .
with fi ∈ C∞(E/R);
 M(f(·, k))Ψ = f(·, k)Ψ(·) is the pointwise multiplication by f(·, k);
 Πk is the projection from the space of L2 sections of Lk × δ over E/R to
Hk;
 Rk : Hk → Hk is a O(k−∞).
We deﬁne the total symbol of (Tk) as the formal power series f0+~f1+~2f2+. . . ,
the principal symbol as f0 and the subprincipal symbol as f1 − 124f0.
It is immediate from this deﬁnition that the sequence f0, f1, . . . is determined
by the family Tk. We list without proof a few basic properties of Toeplitz
operators. They are all the result of simple calculations.
 The product SkTk of two Toeplitz operators is itself a Toeplitz operator;
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 Calling f0, f ′ (respectively g0, g′) the principal and subprincipal symbols of
Tk (respectively Sk), then TkSk has principal symbol f0g0 and subprincipal
symbol f ′g0 + f0g′ + 12i{f0, g0};
 If the total symbol of Tk is equal to the total symbol of Sk, then Tk =
Sk +O(k
−∞);
 If the principal symbol of Tk does not vanish at a point x ∈ E/R, then
Tk admits a local inverse, i.e. there exists a neighborhood U of x and
an operator Sk on U such that SkTk ≡ Id + O(k−∞) on U . This is an
immediate consequence of the properties above.
The main reason we are interested in Toeplitz operators is the following
theorem:
Theorem 6.1.1. For any element ν ∈ R the sequence (T ν
k
: Hk → Hk)k∈Z>0
is a Toeplitz operator with principal simbol
σ(x) = eiω(x,ν)
and vanishing subprincipal symbol.
For a proof of this analytical result, see the appendix of [11].
A consequence of this theorem is that the family of curve operators (Tk(γ) :
Haltk (j, δ) → Haltk (j, δ) is a Toeplitz operator with principal symbol f0(x) =
−2 cos(ω(x, γ/2)) and vanishing subprincipal symbol.
6.2 Asymptotic properties of Toeplitz operators
In this section we introduce the properties of Toeplitz operators that will play
the main role in the proof of the conjectures. First recall two deﬁnitions and a
lemma:
Deﬁnition 6.2.1. A family (ξk ∈ Hk)k∈N+ is called admissible if there are
C > 0 and N ∈ N such that
‖ξk‖Hk ≤ CkN
Lemma 6.2.1. The knot state Zk(K) is admissible.
The proof is due to Garoufalidis in [15].
Proof. From the axioms of TQFT we get
‖Zk(K)‖2 = 〈Zk(K), Zk(K)〉 = Zk(EK ∪ (−EK))
where EK and −EK are glued on the boundary through the identity.
Consider now a Heegaard splitting for EK ∪ (−EK) = Hg ∪φ−Hg where Hg
is an oriented handlebody of genus g. As a consequence,
Zk(EK ∪ (−EK)) = 〈Zk(Hg), Zk(φ)Zk(Hg)〉 ≤ Zk(Hg ∪id (−Hg))
where the last inequality is because of the Cauchy-Schwarz inequality.
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Since Hg ∪id (−Hg) = #gS1 × S2 a straightforward computation yields
Zk(#
gS1 × S2) = Zk(S
1 × S2)g
Zk(S3)g−1
.
Because Zk(S1 × S2) = k − 1 and Zk(S3) =
√
2
k sin
(
pi
k
)
one ﬁnally gets
‖Zk(K)‖2 ≤ ‖Hg‖2 ∼k→∞ k
5g
2 − 32
(2pi2)
g−1
2
Deﬁnition 6.2.2. The microsupport of (ξk ∈ Hk)k∈N+ , denoted by MS(ξk), is
the smallest closed set F ⊆ E such that (ξk) = O(k−∞) on E\F .
The microsupport is an R-invariant closed subset, and if the ξk are alternat-
ing sections, it is also invariant by −IdE .
We now state and prove the two main results about Toeplitz operators.
Lemma 6.2.2. If Tk is a Toeplitz operator and (ξk) is admissible, then
MS(Tkξk) ⊆MS(ξk)
Proof. Suppose that ξk = O(k−∞) on a neighborhood U of x. Then on U we
have
Tk(ξk) = Πk(f(·, k)ξk) +Rk
for some f = f0 +f1k−1 + . . . . Clearly f(·, k)ξk is a O(k−∞) on U , and since the
projection Π (as any projection) is Lipschitz continuous with constant c ≤ 1,
we have that Tk(ξk) = O(k−∞) on U , proving the lemma.
Theorem 6.2.3. Let (Tk) be a Toeplitz operator with principal symbol f ∈
C∞(E), and (ξk) an admissible family such that (Tkξk) = O(k−∞).
Then MS(ξk) ⊆ f−1(0). If f is real valued, then MS(ξk) is invariant by the
Hamiltonian ﬂow of f .
Proof. If x /∈ f−1(0) then on a neighborhood U of x Tk is invertible, and so
ξk = T
−1
k (O(k
−∞)) = O(k−∞). The second part of the theorem follows directly
from the normal form theorem in [8] in section 4.3; for more details, see [11],
section 5.6.
6.3 Recurrence relations and Toeplitz operators
To put the previous results to good use, we need to ﬁnd Toeplitz operators
transforming the knot state in an easier state to handle. This is where recurrence
relations come into play.
Let P be the set of sequences of Laurent polynomials in the variable A
satisfying
fn+2k(−eipi/2k) = fn(−eipi/2k)
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for all n ∈ Z and k ∈ N, k > 2.
Any f ∈ P can be used to deﬁne a sequence of sections
Zk(f) =
sin(pi/k)√
k
∑
l∈Z/2kZ
fl(−eipi/2k)Ψl.
If we take fl = JKl we have Zk(f) = Zk(EK), because of formula (4.4).
Introduce now the quantum torus
T = C[A±1]〈M±1, L±1|LM = A2ML〉.
This acts on P via the following formula:
(Mf)n = A
2nfn, (Lf)n = fn+1 (6.1)
with A acting as A · Id.
We say that f is q-holonomic (or that it satisﬁes a q-diﬀerential relation) if
there is a P ∈ T such that Pf = 0. A theorem by Garoufalidis and Le [17]
proves that the colored Jones polynomial is q-holonomic.
Moreover, we say that f satisﬁes a non-homogeneous q-diﬀerential relation
if there are P ∈ T and R ∈ P such that Pf = R.
The operators L and M satisfy
Zk(Mf) = T
∗
µ/2kZk(f) and Zk(Lf) = T
∗
λ/2kZk(f). (6.2)
If P ∈ T , we will call P ∗ the Toeplitz operator such that Zk(Pf) =
P ∗Zk(f).
Thus, if f satisﬁes Pf = 0 then
0 = Zk(Pf) = P
∗Zk(f);
similarly, if f satisﬁes Pf = R with R a sequence of polynomials of the form
Rn = F (q, q
n) with F ∈ C[x, y] then
P ∗Zk(f) = (F (q,M)∗)Z0k
where
Z0k =
1
2i
√
k
∑
l∈Z/2kZ
Ψl.
We end the chapter with an analysis of the state Z0k .
Proposition 6.3.1. Let (Tk) be a Toeplitz operator on Hk with principal symbol
f ∈ C∞(E). Then MS(TkZ0k) ⊆ λR+ µZ. Moreover, on a neighborhood of λR
TkZ
0
k =
e3pii/4√
2
(
k
2pi
) 1
4
g(·, k)tkλ ⊗ Ωλ +O(k−∞)
where g is a sequence admitting as asymptotic expansion g0 + k
−1g1 + . . . such
that g0 = f on λR.
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Proof. As we have already seen in theorem 5.1.3, Z0k is an eigenstate for Tλ/2k
with eigenvalue 1. Its value at 0 is
eipi/4√
2i
(
k
2pi
) 1
4
Θ(0,−1
τ
)Ωλ +O(k
−∞),
and hence if we call (Ψ′l) one of the two basis of Hk associated to the basis
(λ,−µ), we have because of theorem 5.1.1
Z0k = ±
e3pii/4√
2
Ψ′0 +O(k
−∞).
Because of proposition 5.4.1 we have thatMS(Z0k) = λR+µZ, and since Toeplitz
operators reduce microsupport, we ﬁnd MS(TkZ0k) ⊆ λR+ µZ.
The second part is a direct consequence of proposition 2.7 of ??, which
describes the action of a Toeplitz operator on a Lagrangian state, and theorem
3.3 of ?? describing the principal symbol of g.
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Chapter 7
The knot state asymptotics
conjectures
7.1 The statements of the conjectures
In this section we ﬁnally state the knot state asymptotics conjectures, formu-
lated by Charles and Marché. The ﬁrst two appear in [11], while the third
appears in [10].
As we noted in section 6.2, the microsupport of a family (Ψk ∈ Hk, k ∈ N+)
is R-invariant, and if Ψk is alternating for all k, it is also R o Z2 invariant.
Hence, it can be seen as a subset ofM(Σ) = E/(Ro Z2).
Conjecture 1. MS(Zk(EK)) ⊆ r(M(EK)).
This conjecture was proven for the ﬁgure eight knot in [11],[10], and for the
torus knots in [11],[9]. A stronger form of the conjecture states thatMS(Zk(EK)) =
r(M(EK)), and has been proven only for the ﬁgure eight knot.
Conjecture 1 states that the knot state of K accumulates on (the conjugacy
class of) representations of pi1(Σ) that extend to representations of pi1(EK).
The next two conjectures state the asymptotic behavior of the knot state in the
case of representations that extend to abelian or irreducible representations,
respectively.
Conjecture 2. Let x ∈ Rλ be a regular point of r(Mab(EK)). Then x has
an open neighborhood U such that U ∩ Rλ consists of regular points and for all
y ∈ U
Zk(EK)(y) = e
impi/4
(
k
2pi
) 1
4
tkλ(y)⊗ f(y, k)Ωλ +O(k−∞)
where
 m is an integer;
 tλ is the holomorphic section restricting to 1 on Rλ;
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 f(·, k) is a sequence of functions in C∞(U) with asymptotic expansion in
the C∞ topology f0 + k−1f1 + . . . , and f0(qλ) = e
2piiq−e−2piiq√
2∆K(e4piiq)
.
Remark 7.1.1. Theorem 5.4.3 shows that conjectures 1 and 2 hold for the
trivial knot. Since the trivial knot has no irreducible representations, this gives
a complete account for the asymptotic behavior of its knot state.
For the statement of the last conjecture it is actually simpler to consider
the sections of LCS → M(Σ) as introduced in section 2.2.2. The quotient of
δ → Es gives a line bundle over M(Σ), still denoted δ, but unfortunately the
isomorphism φ : δ⊗2 → Kj does not descend to the quotient, since (x, n) ∈
R o Z2 acts on it by (x, n) · z = (−1)nz. Nevertheless, the square φ2 descends
to an isomorphism between δ⊗4 → Ms(Σ) and the square of the canonical
bundle over Ms(Σ). Any Ψ ∈ Haltk (j, δ) then gives a holomorphic section of
LCS⊗δ →Ms(Σ). In the statement we then consider the knot state as a section
of this bundle, and still write φ even if it is only deﬁned up to a sign.
Conjecture 3. For any open set U of Ms(Σ) such that V = r−1(U) is con-
nected, contained inMs(EK) and r V is an embedding,
Zk(EK)(y) = e
impi
4
k
3
4
4pi
3
4
F k(y)f(y, k) +O(k−∞)
for all y ∈ U , where
 m is an integer;
 F is a section of L→ U satisfying the Cauchy-Riemann equations ∇Z¯F =
0 up to a O(k−∞) for all holomorphic vector ﬁelds Z, and such that
F (r(ρ)) = CS(ρ) for all ρ ∈ V ;
 f is a sequence in C∞(U, δ) with asymptotic expansion f0 + k−1f1 + . . .
such that for any ρ ∈ V
(r∗φ(f20 ))(ρ) = ±T(ρ)
7.2 The pairing formula
Many of the proofs in the following rely on the pairing formula that we state
here. For more details, including a proof of the formula, the reader is referred
to [7].
Call as in chapter 5 (δ, φ) the pair consisting of the complex line δ together
with the isomorphism φ : δ ⊗ δ → Kj , with Kj being the canonical line on
the complex space (E, j). Given a pair of transverse Lagrangian subspaces
ν1, ν2 ⊆ E we can deﬁne a unique sesquilinear pairing
〈·, ·〉ν1,ν2 : δ × δ → C
satisfying:
 〈u, v〉2ν1,ν2 = i
pi∗1φ(u
2)∧ ¯pi∗2φ(v2)
ω for any u, v ∈ δ, where pii is the projection
of E onto νi with kernel νi+1;
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 〈·, ·〉ν1,ν2 depends continuously on ν1 and ν2;
 For any Lagrangian space ν, 〈u, u〉ν,jν ≥ 0 for all u ∈ δ.
Let Γ1 and Γ2 be two 1-dimensional submanifolds of E intersecting trans-
versely at x ∈ E, and let Fi be a holomorphic section of L that is a Lagrangian
section supported by Γi, for i = 1, 2. Let f1, f2 be two sections of δ → E.
Proposition 7.2.1. There is a neighborhood U of x and a sequence of complex
numbers (al)l∈N such that(
k
2pi
) 1
2
∫
U
F k1 (y)F¯
k
2 (y)(f1(y), f2(y))δµ(y) = (7.1)(
2pi
k
) 1
2
F k1 (x)F¯
k
2 (x)
∞∑
l=0
alk
−l +O(k−∞. (7.2)
Moreover, we can compute a0 as 〈f1(x), f2(x)〉TxΓ1,TxΓ2 .
Observe that if f1(x) = f2(x) = 0, the term a0 vanishes and we can compute
the second term in the expansion a1. Deﬁne g1 and g2 in such a way that
fi = gisi with si a local frame at x for δ → E. Denote with qi the projection of
E onto E0,1 = {x+ ijx : x ∈ E} with kernel TxΓi. Set
H(x, y) = ω
(
q2(x)− q1(x), y
)
be a symmetric and non-degenerate bilinear form on E. Call G the Hessian of
the product g1g2 at x.
Lemma 7.2.2. Using Einstein notation, we have that
a1 =
i
2
HijGij〈s1(x), s2(x)〉TxΓ1,TxΓ2 .
7.3 Consequences of conjectures 1-3
7.3.1 The transversality assumptions
In this subsection we investigate the hypoteses under which the knot state
asymptotics conjecture for a knot K imply the Witten conjecture for the pq -
surgery of K. Recall that if p, q are coprime integers the pq -surgery of K is the
manifold M = EK ∪φ−N where N is a solid torus D2×S1 and φ : ∂EK → ∂N
is a diﬀeomorphism sending the meridian of N to pµ+ qλ.
Consider now the segment I p
q
= pi
(
R(pµ+ qλ)) ⊆M(Σ). Then r(M(M)) =
r(M(EK) ∩ I p
q
. We need to make the following hypotesis on I p
q
:
 p 6= 0 and I p
q
consists of regular abelian points;
 Z = I p
q
∩ r(Mreg(EK)) is a transverse intersection with respect to the
symplectic pairing (and thus a ﬁnite set) and for any x ∈ Z, r−1(x) is a
single irreducible representation.
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We can also state hypoteses 1 and 2 in terms of the moduli space ofM .
Lemma 7.3.1. Let L be the core of N . Hypoteses 1 and 2 are equivalent to the
following hypoteses:
 The restriction mapM(M)→M(L) is injective;
 for any non-central ρ ∈M(M), H1(M,Adρ) = 0
Proof. Since L is the core of N ,M(L) is identiﬁed withM(N), which is iden-
tiﬁed to I p
q
via r. As we already noted,M(M) is composed of those represen-
tations ρ ∈M(EK) such that r(ρ) ∈ I p
q
. Then clearly hypotesis 1′ is equivalent
to the fact that r−1(r(ρ) = ρ.
The transversality assumptions in 1 and 2, together with the interpreta-
tion of the twisted H1 as the tangent space to the moduli spaces, imply that
H1(M,Adρ) = r∗(H1(EK , Adρ)) ∪ I p
q
= 0. Conversely, consider the Mayer-
Vietoris sequence
0→ H0(M,Adρ)→ H0(EK , Adρ)⊕H0(N,Adρ)→ H0(Σ, Adρ) ∂−→ H1(M,Adρ)
→ H1(EK , Adρ)⊕H1(N,Adρ)→ H1(Σ, Adρ)
If we suppose that H1(M,Adρ) = 0, we see that the map H1(EK , Adρ) ⊕
H1(N,Adρ) → H1(Σ, Adρ) needs to be injective, and so can have dimension
at most 1. If ρ is abelian, we have that H1(EK , Adρ) has dimension at least
one, and so ρ is regular abelian. If ρ is irreducible, we see that H1(EK , Adρ)→
H1(Σ, Adρ) being injective is the ﬁrst of the equivalent conditions for regularity.
7.3.2 Witten's conjecture
This subsection is devoted to the proof of the following theorem:
Theorem 7.3.2. Let K be a knot satisfying conjectures 1, 2, 3, and p, q two
coprime integers such that the pq -surgery M of K satisﬁes hypotesis 1 and 2.
Then
Zk(M) =
∑
ρ∈M(M)
ei
m(ρ)pi
4 kn(ρ)λk(ρ)CS(ρ)
k +O(k−∞)
where:
 m(ρ) is an integer;
 n(ρ) is 0 if ρ is irreducible, − 12 if it is abelian non-central and − 32 if it is
central;
 λk(ρ) is a sequence of complex numbers admitting an expansion of the
form a0(ρ) + k
−1a1(ρ) + . . . with
a0(ρ) =

1
2T(ρ)
1
2 if ρ is irreducible;
1√
2
T(ρ) 12 if ρ is abelian non-central;√
2pi/p
3
2 if ρ is central.
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Proof. The proof relies on the pairing formula of section 7.2. As we have seen
before, Zk(M) = 〈Zk(EK), Zk(N)〉; the resulting equality in Hk is the following:
Zk(M) =
∫
M(Σ)
(Zk(EK), Zk(N))Lk⊗δ(x)µ(x) (7.3)
where (·, ·)Lk⊗δ is the pointwise scalar product in the ﬁbers of Lk ⊗ δ and µ
is the measure associated to the symplectic form ω. Because MS(Zk(EK)) ⊆
r(M(EK)) and MS(Zk(N)) ⊆ I p
q
, we have that if C is a neighborhood of
r(M(EK)) ∩ I p
q
,
Zk(M) =
∫
C
(Zk(EK), Zk(N))Lk⊗δ(x)µ(x).
Let us look at Zk(N) more closely.
As we have seen, for x ∈ I p
q
such that it is the restriction to M(Σ) of
ρ ∈M(N),
Zk(N)(x) = e
ipim/4
(
2k
pi
) 1
4
sin(2pit)Ωpµ+qλ ⊗ spµ+qλ +O(k−∞). (7.4)
Assuming that ρ is not central, from the ﬂatness of the Chern-Simons section,
and because of the formula for T(N), we can rewrite (7.4) as
Zk(N)(x) = e
ipim/4 k
1
4
2
3
2pi
3
4
τ ⊗ CSk(ρ) +O(k 34 ) (7.5)
with τ ∈ δr(ρ) such that r∗τ2 = T(ρ).
Hypotesis 1 implies that the restriction map M(M) → M(Σ) gives a bi-
jection M(M) ↔ r(M(EK)) ∩ I p
q
sending Mab(M) to r(Mab(EK)) ∩ I p
q
and
Mirr(M) to r(Mirr(EK))∩I p
q
. Hypotesis 2 together with conjectures 1, 2, 3 im-
ply that Zk(N) and Zk(EK) are Lagrangian states supported by two transversal
curves, and hence we can use the pairing formula (7.1) and the gluing equation
for the Chern-Simons invariant (2.5) to evaluate (7.3). This gives
Zk(M) =
∑
ρ∈M(M)
CSk(ρ)knρ(aρ,0 + aρ,1 + . . . ) +O(k
−∞)
where nρ is as in the statement of the theorem.
We now need to compute the leading coeﬃcients aρ,0. If ρ is abelian non-
central, then conjecture 2 and (7.5) imply that
aρ,0 = ±2 2pi
(2
3
2pi
3
4 )2
(
T(rEK (ρ)),T(rN (ρ))
ω
)
=
= ±2− 12T(ρ) 12
where the ﬁrst equality comes from the pairing formula and the second from
the gluing property for Reidemeister torsion. Here we have denoted with rEK
and rN the restriction maps to M(EK) and M(N) respectively, as to avoid
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confusion. Notice that the factor 2 comes from the fact that there are two
points in T projecting to ρ ∈M(Σ).
Using the exact same reasoning, conjecture 3 and (7.5) imply that
aρ,0 = ±2 2pi
(2
3
2pi
3
4 )(4pi
3
4 )
(
T(rEK (ρ)),T(rN (ρ))
ω
)
=
= ±2− 12T(ρ) 12 .
Finally, aρ,0 = 0 if ρ is central, since sin(0) = 0 in (7.5). We can thus
compute aρ,1 using lemma 7.2.2. Since a1 does not depend on the complex
structure on E, we may choose it in such a way that λ = jµ. Set f1 = g1Ωλ
and f2 = g2ΩI p
q
. Then we have
H =
4pii
i+ p/q
(
i+ 2q/p −1
−1 i
)
;
G =
8pi2
q + ip
(
1 0
0 1
)
.
Now calculating aρ,1 =
√
2pi/p
3
2 is a straightforward computation.
7.3.3 Relation with the AJ conjecture
The AJ conjecture was ﬁrst proposed by Garoufalidis in [16] in two equivalent
versions, one geometric and one polynomial. The geometric version is similar
to conjecture 1 for the microsupport of a knot state. The polynomial version
has been proven by Garoufalidis in [16] for the trefoil and ﬁgure eight knots,
by Hikami in [22] for the torus knots and by Le in [27] for all 2-bridge knots
with irreducible A-polynomial. We will show that albeit they are similar in
nature, the AJ conjecture alone is not suﬃcient to prove the microsupport
conjecture.
Consider a compact manifold M , and let X(M) be
Hom(pi1(M), SL(2,C))//SL(2,C)
where:
 SL(2,C) acts on Hom(pi1(M), SL(2,C)) via conjugation;
 the algebro-geometric quotient // is interpreted through geometric invari-
ant theory; in short, instead of simply taking the orbits for the action of
SL(2,C), take the closure of the orbits in the Euclidean topology.
If M = EK is the complement of a knot K, and Σ is the peripheral torus
of the knot, call ∆ ⊆ Hom(pi1(M), SL(2,C)) the variety of diagonal representa-
tions. We have an isomorphism between ∆ and (C∗)2 given by the map sending
(u, v) ∈ (C∗)2 to the representation ρ deﬁned by
ρ(µ) =
(
u 0
0 u−1
)
, ρ(λ) =
(
v 0
0 v−1
)
.
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It is immediate to see that the restriction of the quotient pi : ∆ → X(Σ) is
a surjection which is generically 2 to 1. Deﬁne the deformation variety of K
as
DK = pi
−1(r(X(EK)))
where r : X(EK)→ X(Σ) is induced by inclusion.
Recall that the quantum torus T acts on the set of sequences of polynomials
P. Let JK ∈ P be the sequence of Jones polynomials of K, and deﬁne its ideal
of recurrence relations by
AK = {P ∈ T : PJK = 0}.
Furthermore, let  : T → C[M±1, L±1] be the homomorphism sending q to 1
and ﬁxing M and L. Then following Garoufalidis in [16] we can deﬁne the
characteristic variety of the knot K by
ch(AK) = {(x, y) ∈ (C∗)2 : P (x, y) = 0∀P ∈ (AK}.
We say that two subsets A,B ⊆ (C∗)2 areM -essentially equal if there is a ﬁnite
set Y ⊆ C∗ such that A ∪ (Y × C∗) = B ∪ (Y × C∗).
Conjecture 4 (AJ conjecture, geometric version). For any knot K, the char-
acteristic variety ch(AK) ⊆ (C∗)2 is M -essentially equal to the deformation
variety DK .
It is interesting to compare this conjecture to the microsupport conjecture.
Recall that M(Σ) is isomorphic to E/(R o Z2), and call piR the projection
E/R → M(Σ). The analog in this context to the deformation variety is
pi−1R (r(M(EK))). Moreover, by embedding E/R into ∆ in the obvious way,
sending [pµ+ qλ] into (e2piip,e
2piiq, we obtain
pi−1R (r(M(EK))) ⊆ (E/R) ∩DK .
This inclusion in general is going to be strict, since (E/R)∩DK is Zariski closed,
while pi−1R (r(M(EK))) need not be (for example, it is not closed for the trefoil
knot).
Consider a Toeplitz operator (Tk). Its principal symbol is a function on
T = E/R which we will denote σ(Tk). Deﬁne the annihilator of (Zk(EK)) as
the set IK of Toeplitz operators such that
TkZk(EK) = O(k
−∞)
The following gives a characterization of the microsupport as a real analog
of the characteristic variety.
Proposition 7.3.3. The microsupport of Zk(EK) is given by
MS(Zk(EK)) =
{
x ∈ T : σ(Tk)(x) = 0 ∀(Tk) ∈ IK
}
.
Proof. Suppose that x ∈ E does not belong to the microsupport of Zk(EK).
Then, on a neighborhood V of x, the knot state Zk(EK) is a O(k−∞). Let f
be a function vanishing on the complement of V + R such that f(x) = 1: the
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Toeplitz operator given by (ΠkMf) is obviously in IK , its principal symbol is
f , and hence x /∈ {x ∈ T : σ(Tk)(x) = 0∀(Tk) ∈ IK}.
Conversely, assume that there is an operator (Tk) ∈ IK with principal sym-
bol not vanishing at x. Then, on a neighborhood V of x there is a microlocal
inverse (Sk). From the basic properties of Toeplitz operators, SkTk ≡ Id ∈ IK ,
and hence on V Zk(EK) = O(k−∞).
Moreover, since any element P ∈ ch(AK) gives a Toeplitz operator in IK
with symbol (P ), we have the following relation:
MS(Zk(EK)) ⊆ (E/R) ∩ ch(AK).
Again, in general this inclusion is strict, since (E/R) ∩ ch(AK) is Zariski
closed, while the microsupport is not always closed.
So we can consider conjecture 1 as a real analog of the AJ conjecture, with
the group SL(2,C) replaced by SU(2). There are two main diﬀerences: ﬁrst, the
microsupport conjecture compares two closed sets in the Euclidean topology,
while the AJ conjecture deals with algebraic sets; secondly, the AJ conjecture
proposes an equality up to some lines, even though there are no known examples
of the lines being required.
Finally, considerAK ∈ C[M,L], theA-polynomial ofK as deﬁned in [12].
Conjecture 5 (AJ conjecture, polynomial version). There is a q-diﬀerence
relation α ∈ AK such that
(α) = FAK
for some rational function F ∈ C(M).
As we said, this conjecture gives information relative to the microsupport
conjecture. Indeed, given that a q-diﬀerence relation gives a Toeplitz operator
in the ideal IK , conjecture 5 implies that
MS(Zk(EK)) ⊆
{
AK(e
−2piiq, e−2piip) = 0
} ∪ ⋃
i=1,...,N
{q = qi}
where e2piiq1 , . . . , e2piiqN are the zeros and poles of F . By checking directly the
formula for the A-polynomial of the ﬁgure eight knot
(L− 1)(L2M4 +M4 + L(−M8 +M6 + 2M4 +M2 − 1))
and the expression of MS(Zk(EK)), we see that this result is not suﬃcient
to prove the microsupport conjecture. The same thing holds for the torus
knots.
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Chapter 8
The ﬁgure eight knot
In this chapter we ﬁnally prove the knot state asymptotics conjecture for the
ﬁgure eight knot depicted in ﬁgure 8.1.
Figure 8.1: The ﬁgure eight knot
8.1 The invariants of the ﬁgure eight knot
8.1.1 Moduli space and Reidemeister torsion
The knot group of the ﬁgure eight knot can be explicitly computed via the
Wirtinger presentation. An example of a presentation is the following:
pi1(E8) = 〈x, y|wxw−1y−1〉
where w = x−1yxy−1. Thus, a representation ρ : pi1(E8) → SU(2) is given
by a map x → A, y → B such that A−1BAB−1ABA−1B−1AB−1 = Id. Since
the only element in SU(2) having trace 2 is the identity, this condition can be
written as
tr(A−1BAB−1ABA−1B−1AB−1) = 2. (8.1)
We now use the following lemma:
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Lemma 8.1.1. If A,B are in SU(2), then
tr(AB) + tr(AB−1) = tr(A)tr(B) (8.2)
Proof. The Cayley-Hamilton identity for B gives B2 − tr(B)B + 1 = 0. If we
multiply by AB−1 we obtain AB − tr(B)A + AB−1 = 0. Taking the trace of
this identity gives the desired result.
Through formula (8.2) we can reduce equation (8.1) to a polynomial equation
in α = tr(A) = tr(B) (since x and y are conjugate) and β = tr(AB). A simple,
albeit tedious computation gives the following equation:
α2β − β2 − 2α2 + 4 = 0. (8.3)
If we write the homotopy class of the longitude λ of the ﬁgure eight knot in
terms of x and y, we ﬁnd λ = xy−1;
From this, we immediately get γ = tr(ρ(λ)) = α2 − β. Plugging this in
(8.3) we ﬁnd (2− γ)(−α2 + γ + 2). The factor (2− γ) comes from the abelian
representations and can be dropped, and substituting in the remaining term
the coordinates tr(A) = 2 cos(2piq) and tr(ρ(λ)) = 2 cos(2pip), we ﬁnally ﬁnd
the formula for r(Mirr(E8)). It is going to be pi(X8) with
X8 =
{
pµ+qλ such that cos(2pip)+1+cos(4piq)−cos(8piq) = 0, [p, q] 6= [0, 1/2]}.
The Alexander polynomial of the ﬁgure eight knot can be easily computed
via Conway's skein relations:
∆8 = 3− t− t−1.
The torsion of E8 can be computed in several ways, for example through the
twisted Alexander polynomial, see [13]. We have (again, bearing in mind that
our convention is the inverse of the usual one)
T(E8, ρ) =
23/2pi|r∗dp|
1− 4 cos(4piq)
where r(ρ) = pi(pµ+ qλ).
8.1.2 The Jones polynomial and its q-diﬀerential relations
Set q = A2, {n} = qn − q−n and {n}! = ∏ni=1{i}. A closed formula for the
colored Jones polynomial was ﬁrst discovered by Habiro in [20]:
J8n =
∞∑
i=0
{n+ i}!
{1}{n− i− 1}! .
For a detailed computation, see [30]. Notice that even though the sum is indexed
over all natural numbers, each addend is zero for i ≥ n.
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To calculate recursion relations for the Jones polynomial, we use the cre-
ative telescoping method ﬁrst introduced by [42], and later applied to the q-
commutative case by [18]. For any polynomial P ∈ C[q,M, x] we deﬁne a
sequence of polynomials in C[q] as follows:
〈P 〉n =
∞∑
i=0
{n+ i}!
{1}{n− i− 1}!P (q, q
n, q2i).
Remark 8.1.2. It is clear that J8n = 〈1〉n.
Proposition 8.1.3. For all P ∈ C[q,M, x] we have:
〈P 〉 = 〈(M2 +M−2 − q2x− q−2x−1)P (q,M, q2x)〉+ (M −M−1)R; (8.4)
L〈P 〉 = 〈(q3M2x+ q−3M−2x−1 − q − q−1)P (q,M, q2x)〉+ (qM − q−1M−1)R
(8.5)
L−1〈P 〉 = 〈(q3M−2x+ q−3M2x−1 − q − q−1)P (q,M, q2x)〉+ (q−1M − qM−1)R
(8.6)
with R = P (q,M,1){1} .
Proof. We only prove the ﬁrst formula, since the other two are proven in exactly
the same way. Reindex the sum by i→ i+ 1 in the deﬁnition of 〈P 〉, we obtain
〈P 〉n = {n}{1}P (q, q
n, 1) +
∞∑
i=0
{n+ i+ 1}!
{1}{n− i− 2}!P (q, q
n, q2i+2)
The last term on the right hand side can be rewritten as
∞∑
i=0
{n+ i}!
{1}{n− i− 1}!{n+ i+ 1}{n− i− 1}P (q, q
n, q2i+2),
while the ﬁrst term is R(M −M−1). Now, we see that
{n+ i+ 1}{n− i− 1} = q2n + q−2n − q2(i+1) − q−2(i+1)
It is thus easily seen that
〈(M2 +M−2−q2x−q−2x−1)P (q,M, q2x)〉 =
∞∑
i=0
{n+ i+ 1}!
{1}{n− i− 2}!P (q, q
n, q2i+2)
and the result follows.
Proposition 8.1.4. Let D = (q−q−1)−1. The colored Jones polynomials satisfy
the identity QJ8n = R, with
Q =(q−1M2 − qM−2)L+ (qM2 − q−1M−2)L−1+
(M2 −M−2)(−M4 −M−4 +M2 +M−2 + q2 + q−2),
R =(M5 +M−5 +M3 +M−3 − (q2 + q−2)(M +M−1))D.
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Proof. From proposition 8.1.3 we can compute
〈1〉 = (M2 +M−2)〈1〉 − q2〈x〉 − q−2〈x−1〉+ (M −M−1)D (8.7)
L〈1〉 = −(q + q−1)〈1〉+ q3M2〈x〉+ q−3M−2〈x−1〉+ (qM − q−1M−1)D
(8.8)
L−1〈1〉 = −(q + q−1)〈1〉+ q3M−2〈x〉+ q−3M2〈x−1〉+ (q−1M − qM−1)D.
(8.9)
To ﬁnish the proof is now to simply compute Q〈1〉 and check that all terms in
brackets cancel out, and only the homogeneous term R remains.
Proposition 8.1.5. Denote with (In) the sequence given by 〈x〉. Then the pair
(J8n, In) satisﬁes the following non-homogeneous q-diﬀerential relation:(
J8n+1
Il+1
)
=
(
q−1M−4 − q−1M−2 − q q3M2 − qM−2
q−1M−2 − qM2 q3M4 − qM2 − q)
)(
J8n
In
)
+ (8.10)
D
(
qM − q−1M−3
qM3 − q−1M−1
)
(8.11)
Proof. It is a straightforward computation relying on equations (8.7),(8.8),(8.9)
and proposition 8.1.3. From (8.7), we ﬁnd that
〈x−1〉 = q2(M2 +M−2 − 1)〈x〉 − q4〈x〉+ q2(M −M−1)D,
and plugging this in (8.8) we ﬁnd
L〈1〉 = q3M2〈x〉+ q−3M−2〈x−1〉 − (q + q−1)〈1〉+ (qM − q−1M−1)D (8.12)
= q3M2〈x〉+ q−1(1 +M−4 −M−2)〈1〉 − qM−2〈x〉+ q−1(M−1 −M−3)
(8.13)
− (q + q−1)〈1〉+ (qM − q−1M−1)D. (8.14)
This proves the ﬁrst line of the system. The second line follows in the same way
from the equations of proposition 8.1.3 applied to I = 〈x〉.
We know that J8n is in P. To use proposition 8.1.5 to obtain a Toeplitz
operator as detailed in section , we need the following lemma:
Lemma 8.1.6. The sequence In is in P, that is, In+2k(−e ipi2k ) = In(−e ipi2k ) for
any n ∈ Z and any k > 2.
Proof. We know that 〈1〉 belongs to P, and since P is a T -module, we have that
L〈1〉 and L−1〈1〉 are also in P. Hence, we ﬁnd that the following belong to P:
q2〈x〉+ q−2〈x−1〉, q3M2〈x〉+ q−3M−2〈x−1〉, q3M−2〈x〉+ q−3M2〈x−1〉;
we thus can to eliminate 〈x−1〉 to ﬁnd that (1− q2M4)〈x〉 and (1− q2M−4)〈x〉
both belong to P. This shows that
((1− q2+4n)〈x〉n)(−e ipi2k ) = ((1− q2+4n)〈x〉n+2k)(−e ipi2k ) (8.15)
((1− q2−4n)〈x〉n)(−e ipi2k ) = ((1− q2−4n)〈x〉n+2k)(−e ipi2k ), (8.16)
and this in turn implies that 〈x〉 ∈ P unless q2+4n = q2−4n = 1 which never
happens since k > 2.
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8.2 Proof of conjecture 1 and 2
Denote with L andM the principal symbols of T ∗λ
2k
and T ∗µ
2k
respectively.
As we have seen in theorem 6.1.1,
L = e−2piip, M = e−2piiq.
Theorem 8.2.1. Conjectures 1 and 2 hold for the ﬁgure eight knot exterior,
that is
MS(Zk(E8)) ⊆ D0 ∪X8
and for any regular x ∈ λR there is an open neighborhood of x made of regular
points such that for any y ∈ V
Zk(E8)(y) = e
impi/4
(
k
2pi
) 1
4
tkλ ⊗ f(y, k)Ωλ +O(k−∞
with f, tλ,Ω and m deﬁned as in conjecture 2.
Proof. The idea of the proof is to use theorem 6.1.1 and the discussion of sec-
tion 8.1.2 to construct a Toeplitz operator that transforms the knot state in
something more manageable.
Denote with Yk = Zk(I) ∈ Hk, with I as introduced in section 8.1.2. Then
proposition 8.1.5 gives the following system:{
AZk(E8) +BYk = SZ
0
k
CZk(E8) +DYk = TZ
0
k
(8.17)
where A,B,C,D, S, T are Toeplitz operators with symbols given by
a = L −M−4 +M−2 + 1, b = −M2 +M−2, (8.18)
c =M2 −M−2, d = L −M4 +M2 + 1 (8.19)
s =M−M−3, t =M3 −M−1 (8.20)
with lowercase letter symbol corresponding to uppercase letter operator.
The determinant of the system is given by
ad− bc = L(L+ L−∞ + 2− (M4 +M−4) +M2 +M−2 (8.21)
= 2L(cos(2pip) + 1− cos(8piq) + cos(4piq). (8.22)
Consider now x /∈ X8∪{µ/2+µZ+(λ/2)Z}. It is easily seen that (ad−bc)(x) 6= 0,
and thus there is a matrix of Toeplitz operators deﬁned on a neighborhood of
x such that (
E F
G H
)(
A B
C D
)
=
(
Id 0
0 Id
)
.
Then, applying the matrix
(
E F
G H
)
to both sides of (8.17) we get
Zk(E8) = (ES + FT )Z
0
k +O(k
−∞) (8.23)
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on a neighborhood of x.
If x /∈ D0∪X8∪{µ/2+µZ+(λ/2)Z} we have that x /∈MS(Zk(E8)). We need
to exclude the points x ∈ {µ/2 + µZ+ (λ/2)Z} from the microsupport. Notice
that these points would be isolated inMS(Zk(E8)). Because of proposition 8.1.4
we have Q˜Zk(E8) = R˜Z0k , where Q˜ and R˜ are the Toeplitz operators obtained
from Q and R respectively. The principal symbol of Q˜ is
2(cos(4piq))(cos(2pip) + 1− cos(8piq) + cos(4piq))
and it is immediately seen that it vanishes on {µ/2 + µZ + (λ/2)Z} while its
diﬀeretial does not. Because the principal symbol of Q˜ is real valued, MS(Z8k)
is invariant by its hamiltonian ﬂow, and thus points in {µ/2 + µZ + (λ/2)Z}
cannot be isolated. This proves that MS(Zk(E8) ⊆ D0 ∪X8.
If x ∈ D0, by proposition 6.3.1 we ﬁnd that on a neighborhood of x
Zk(E8) =
e3pii/4√
2
(
k
2pi
) 1
4
g(·, k)tkλ ⊗ Ωλ +O(k−∞)
and g0 is equal to the principal symbol of ES+FT . Linear algebra and a direct
computation shows that
es+ ft =
ds− bt
ad− bc =
(M2 −M−2)(M+ LM−1)
ad− bc .
Using as before the notation σ = e2piiq and substituting the formula for ad− bc
we get that the restriction of g0 to λR is
− (σ
2 − σ−2)(σ + σ−1)
4 + σ2 + σ−2 − σ4 − σ−4 = −
σ − σ−1
3− σ2 − σ−2 .
Since, as we have shown, ∆8(t) = 3− t− t−1, conjecture 2 follows at once.
8.3 Proof of conjecture 3
We begin the proof with the following theorem:
Theorem 8.3.1. On U =Ms(Σ) \ r(Mab(E8)) we have
Zk(E8) = λk
k
3
4
4pi
3
4
F kg(·, k) +O(k−∞)
where:
 The remainder term in O(k−∞) is uniform on any compact set;
 m is an integer;
 F is a section of L → U satisfying F (r(ρ)) = CS(ρ) on any regular
ρ ∈ Mirr(E8) and satisfying the Cauchy-Riemann equation up to a term
vanishing to inﬁnite order.
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 g(·, k) is a sequence in C∞(U, δ) with asymptotic expansion g0+k−1g1+. . .
such that (g0(r(ρ)))
4 = T2 for any regular ρ ∈Mirr(E8);
 λk is an admissible sequence of complex numbers.
Notice that theorem 8.3.1 does not quite prove conjecture 3: we would
need to show that λk = einpi/4. This is done in the last subsection, using
the fact that the Witten conjecture is known to be true for the Brieskorn sphere
Σ(2, 3, 7), which is a Seifert manifold obtained from 1-surgery on the ﬁgure eight
knot.
In the proof of theorem 8.3.1 it is convenient to work on the torus T = E/R,
sinceM(Σ) is not smooth everywhere and a few operators do not descend in the
quotient. We will use the Toeplitz operators previously introduced Q˜ and R˜. We
have seen that Q˜Zk(E8) = R˜Z0k , and that MS(R˜Z0k) ⊆ pi(λR+µZ). Restricting
ourselves to irreducible regular representations, we thus have that
Q˜Zk(E8) = O(k
−∞).
The principal and subprincipal symbols of Q˜ are given by:
f0 = −4isin(4piq)
(
cos(2pip)− cos(8piq) + cos(4piq) + 1); (8.24)
f1 = −8picos(4piq)sin(2pip) (8.25)
where as usual p, q are coordinates on E dual to µ, λ respectively.
8.3.1 Lagrangian microlocal solutions
Let U is an open set of T , and (Ψk)k∈N+ an admissible family in C
∞(U,Lk⊗δ);
we will call such a family a local state. If Tk is a Toeplitz operator, we say that
such a local state Ψk is a microlocal solution on U of
TkΨk = 0 (8.26)
if for any x ∈ U there is a φ ∈ C∞(M) such that:
 suppφ ⊆ U ;
 φ ≡ 1 on a neighborhood of x;

∏
k(φΨk) = Ψk + O(k
−∞) and Tk(
∏
k(φΨk)) = O(k
−∞) on a neighbor-
hood of x.
The following lemma is stated in [10, Section 5.1.2]:
Lemma 8.3.2. If (Ψk ∈ Hk)k∈N+ is such that TkΨk = 0, then Ψk|U is a
microlocal solution on U .
Denote with S the set of microlocal solutions of (8.26) and with R the ring
of admissible complex sequences (λk).
Lemma 8.3.3.  The set S is an R-module;
 the set N of local states Ψk that are in O(k−∞) on U is a submodule of
S;
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 If the principal symbol h0 of Tk does not vanish on U , then S = N .
Proof. The ﬁrst two points are easily checked. The last one follows at once from
the fact that if TkΨk = 0, then MS(Ψk) ⊆ h−10 (0).
Everything we said so far immediately implies that the knot state Zk(E8) is
a microlocal solution of Q˜kΨk = 0 on T \ {p = 0}.
Consider now a Toeplitz operator Tk of Hk with real valued principal and
subprincipal symbols h0 and h1. Let U be any open set of T such that I =
h−10 (0)∩U is an interval and such that dh0 vanishes nowhere on I. Denote with
t the ﬂat section of L→ I with norm equal to 1, with j the immersion I ↪→ T .
Let σ ∈ Ω1(I) be a non-vanishing solution of the transport equation
LX0σ + 2ih1σ = 0 (8.27)
with X′ the Lie derivative along the Hamiltonian ﬁeld of f0 (remember that X0
is going to be tangent to I because of theorem 6.2.3).
Theorem 8.3.4. The equation TkΨk = 0 has a microlocal solution on U of the
form F kg(·, k) with
 F is a section of L → U such that F |I = t and satisfying the Cauchy-
Riemann equation up to a term vanishing to inﬁnite order;
 g(·, k) is a sequence in C∞(U, δ) with asymptotic expansion g0 + k−1g1 +
. . . ;
 g0 satisﬁes j
∗φ(g⊗20 ) = σ.
Moreover, any microlocal solution of TkΨk = 0 is of the form λkF
kg(·, k) +
O(k−∞)
For a proof of this theorem, see [8] and [6].
Remark 8.3.5. Theorem 8.3.4 states that S/O(k−∞) has dimension 1 and
gives the asymptotic behavior of a generator.
Denote with Y the lift of X8 to T . Y will be given by the equation
Y = {cos(2pip)− cos(8piq) + cos(4piq) + 1 = 0}.
The curve Y will be given by the union of two immersed circles and two points.
Its intersection with {p = 0} is comprised of two points P, P ′. Thus, our objec-
tive is to use theorem 8.3.4 to describe Zk(E8) in a neighborhood of Y \{P, P ′}.
To do this, we consider 4 open sets Ui given by:
Ui =
{
[pµ+ qλ], p ∈ (0, 1), q ∈
(
i
4
,
i+ 1
4
)}
for i = 0, 1, 2, 3.
Zk(E8) will thus be a microlocal solution of Q˜Ψk = 0 on each Ui, and Ii =
f−10 (0) ∩ Ui is easily seen to be a connected set homeomorphic to an interval.
Furthermore, the action of Z2 on T switches U0 with U3 and U1 with U2. Since
Zk(E8) is Z2 invariant, we only need to consider the two open sets U0 and U1.
We will use an additional simmetry which will reduce the problem to a single
set.
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Remark 8.3.6. Each Ii can be seen as a segment in Mirr(E8) via the dif-
feomorphism sending x ∈ Ii to ρ ∈ Mirr(E8) such that [x] = r(ρ). Thus we
can consider the pullback of the bundle LCS → Ii, and its section t given by
t(x) = CS(ρ). As we have seen in proposition 2.2.4 the section t is ﬂat.
8.3.2 Symmetries for the operator Q˜
Let Γ = RoZ2 and Γ′oZ2, with R′ = µZ⊗ (λ/2)Z. We can extend the action
of Γ on the bundles L and δ to an action of Γ′ as follows:
(λ/2, 1) · (x, v) = (x+ λ/2,−v) for (x, v) ∈ δ;
(λ/2, 1) · (x, v) = (xλ/2, eiω(λ/2,x)/2v) for (x, v) ∈ L.
Notice that the second formula is the action of (λ/2, 1) in the Heisenberg group
action.
Lemma 8.3.7. If K is a knot, its knot state Zk(EK) is a Γ
′'-invariant holo-
morphic section of Lk ⊗ δ → E.
Proof. This is just an application of lemma 3.1.1.
Let now I be the endomorphism of Hk given by IΨ(x) = Ψ(−x).
Lemma 8.3.8. The operator Q˜ commutes with T ∗λ/2 and anticommutes with I.
Proof. The operators M˜ and L˜ are given respectively by T ∗µ/2k and T
∗
−λ/2k.
Thus we immediately ﬁnd that
T ∗λ/2T
∗
µ/2k = −T ∗µ/2kT ∗λ/2, T ∗λ/2T ∗−λ/2k = T ∗−λ/2kT ∗λ/2.
Since Q is a polynomial in L and M2, Q˜ commutes with T ∗λ/2.
Regarding I, it is easily found that
T ∗µ/2kI = I(T
∗
µ/2k)
−1, T ∗−λ/2kI = I(T
∗
−λ/2k)
−1.
Since Q changes sign under the change of variables M → M−1, L → L−1, the
result follows.
8.3.3 The square root of the torsion as a section of δ
Denote with τ the action of the generator of Γ′/Γ onM(Σ) ∼= E/Γ, with τδ its
action on δ →M(Σ) and with σ the action of ρ−1 onM(Σ).
The set of irreducible representations for the ﬁgure eight knot is a σ-invariant
circle C. Denoting with δC → C the pullback via r of δ → M(Σ) we have an
isomorphism φC : δ4C → (T ∗C ⊗ C)2 given by
u2 ∈ δ4C,p = δ4r(ρ) → (r∗u)2 ∈ (T ∗C ⊗ C)2.
If we call σδ the pullback of τδ, we immediately see that the above isomorphism
intertwines τ4δ and (σ
∗)2.
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Lemma 8.3.9. The bundle δC → C admits a smooth section g, unique up to
multiplication by i, such that φC(g
4) = T2. Furthermore, it is σδ-invariant.
Proof. Identify C with R/2Z in such a way that σ sends [p] ∈ C to [−p] ∈ C.
The two ﬁxed points for σ are thus [0] and [1], and they are both sent via r to
pi(λ/4). Denote with C+ the semicircle {[p] ∈ C : p ∈ (0, 1)}, and with C− the
semicircle {[p] ∈ C : p ∈ (1, 2)}.
Since T2 is a section of (T ∗C ⊗C)2, we can use the isomorphism with δC to
deﬁne on C+ a section g such that g4 = T2. Because σ∗T2 = T2, we can also
deﬁne g on C+ ∪ C− still satisfying g4 = T2 in a σδ-invariant way. It is easily
seen from the explicit formula for T that g has left and right limits at [0] and
[1], and by symmetry they are the same. Thus g can be extended to the whole
circle C.
8.3.4 The transport equation for the torsion
We wish to prove in this subsection that the Reidemeister torsion T(E8, ρ) satis-
ﬁes the transport equation (8.27) with f0 and f1 the principal and subprincipal
symbols of Q˜. Denote with σ the restriction of dp/1 − 4cos(4piq) to Y . Its
absolute value |σ| is up to a constant the Reidemeister torsion for E8.
Proposition 8.3.10. The 1-form σ satisﬁes the transport equation
LX0σ + 2if1σ = 0 (8.28)
where
 f0 and f1 are the principal and subprincipal symbols of (Q˜k);
 X0 is the Hamiltonian ﬂow for f0.
Since σ never vanishes, the same equation holds for T(E8).
Proof. Deﬁne the following functions on T :
h = cos(2pip) + 1− cos(8piq) + cos(4piq);
a = 1− 4cos(4piq), b = sin(4piq).
Thus Y is the set {h = 0}, f0 = −4ibh, and σ = dp/a. We compute
dh = −2pisin(2pip)dp+ (8pi sin(8piq)− 4pi sin(4piq))dq (8.29)
= −2pisin(2pip)dp+ (16pi sin(4piq) cos(4piq)− 4pi sin(4piq))dq (8.30)
= −2pi sin(2pip)dp− 4piabdq. (8.31)
Call Z the Hamiltonian ﬁeld of h. Because on Y we have that h = 0, we also
have that X0 = −4ibZ on Y . Thus we reduce equation 8.28 to
LbZσ + 4pi cos(4piq) sin(2pip)σ = 0. (8.32)
We now compute
LbZσ = bLY σ + σ(Z)db = b
(
dLZp
a
− LZa
a2
dp
)
+
LZp
a
db. (8.33)
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All unknown terms in this equation are easily computed:
LZp = − 1
4pi
∂
∂q
h = ba; (8.34)
LZa = 16pi sin(4piq)LZq = 16pibLZq; (8.35)
LZq = − 1
4pi
∂
∂p
h = −1
2
sin(2pip). (8.36)
Plugging everything into (8.33) we obtain
LbZσ = b
(
d(ba)
a
+ 8pi
b
a2
sin(2pip)dp
)
+ bdb (8.37)
= 2bdb+
b2
a
da8pi
b2
a2
sin(2pip)dp (8.38)
= 2bdb+
b2
a
da− 16pi b
3
a
dq. (8.39)
Since da = 16pibdq we ﬁnally obtain
LbZ = 2bdb = 8pib cos(4piq)dq = −4pi cos(4piq) sin(2pip)dp
a
(8.40)
= −4pi cos(4piq) sin(2pip)σ (8.41)
which concludes the proof.
8.3.5 End of the proof of theorem 8.3.1
Consider again the torus T = E/R. The action of Γ′ on E induces an action
of Γ′/R = Z2 ⊕ Z2 on T where the two generators act via [x] → [−x] and
[x] → [x + λ/2]. This action permutes in a simply transitive way the 4 open
sets U0, U1, U2, U3.
Putting together everything we have proven so far, we see that the set of mi-
crolocal solutions of Q˜Ψk = 0 modulo O(k−∞) on T \{p = 0} is a 1-dimensional
R−module, where the generator can be chosen as
Ψk =
k
3
4
4pi
3
4
F kg(·, k)
with F and g as in theorem 8.26. Because of proposition 8.3.10 and lemma 8.3.9
we can assume that for any ρ ∈Mirr(E8) and x ∈ T such that pi(x) = ρ,
F (x) = CS(ρ),
g(x, k) = g0(ρ) +O(k
−1) with (g0(ρ))4 = T(E8, ρ)2.
Since Zk(E8) is a symmetric microlocal solution to Q˜Ψk = 0, we must have
Zk(E8) = λk
k
3
4
4pi
3
4
F kg(·, k)
and theorem 8.3.1 is proven.
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8.3.6 Determination of the sequence λk
To ﬁnally prove conjecture 3 for the ﬁgure eight knot, we only need to prove
that
λk = e
impi/4 +O(k−1).
To do this, we make use of the following theorem of Hikami [23]:
Theorem 8.3.11. The Brieskorn sphere Σ(2, 3, 7) satisﬁes the Witten asymp-
totics conjecture:
Zk(Σ(2, 3, 7)) =
eimpi/4
2
∑
j=1,2
CS(ρj)
kT(ρj)
1
2 +O(k−1)
whereMirr(Σ(2, 3, 7)) = {ρ1, ρ2} and
T(ρ1) =
23/2
71/2
sin
(2pi
7
)
, CS(ρ1) = e
−i 25pi84 ; (8.42)
T(ρ2) =
23/2
71/2
sin
(3pi
7
)
, CS(ρ1) = e
−i 47pi84 . (8.43)
Consider a solid torus N with boundary identiﬁed with Σ in such a way that
µ+ λ vanishes in H1(N). Then we can estimate
Zk(Σ(2, 3, 7)) = 〈Zk(E8), Zk(N)〉
using the same techniques as in the proof of theorem 7.3.2.
Recall that the microsupport of Zk(N) is γ = (µ + λ)R and the microsup-
port of Zk(E8) is contained in Y ∪ {p = 0}. Using the pairing formula we
obtain
〈Zk(E8), Zk(N)〉 =
∫
K
(Zk(E8), Zk(N))Lk⊗δ(x)µ(x) +O(k
−∞)
where K is any compact neighborhood of γ ∩ (Y ∪ {p = 0}). Denote with K1
and K2 compact neighborhoods of γ ∩{p = 0} and γ ∩Y respectively, and with
I1 and I2 the above integral over K1 and K2.
Since there are no non-central abelian representations of pi1(Σ(2, 3, 7)) we
have that I1 = O(k−3/2). On the other hand, choosing K2 contained in U0 ∪
U1 ∪ U2 ∪ U3, we ﬁnd from theorem 8.3.11 that
I2 = λk
∫
K2
(Ψk, Zk(N))Lk⊗δµ+O(k
−∞).
Lemma 8.3.12. The following formula holds:∫
K2
(Ψk, Zk(N))Lk⊗δµ = e
impi/4Zk(Σ(2, 3, 7)).
Proof. We begin the proof as in theorem 7.3.2: since Y and Γ intersect transver-
sally, we have∫
K2
(Ψk, Zk(N))Lk⊗δµ =
1
2
∑
j=1,2
eimjpi/4CS(ρj)
kT(ρj)1/2 +O(k−1).
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To prove the lemma we just need to show that m1 = m2.
Recall from section 7.2 the half form pairing given by two transverse lines
F1 and F2, 〈·, ·〉F1,F2 , which is going to be a sesquilinear pairing in the ﬁber of
δ over F1 ∩F2 depending continuously on F1 and F2. From the pairing formula
(7.1) we ﬁnd ∫
K2
(Ψk, Zk(N))Lk⊗δµ =
1
2
∑
j=1,2
CS(ρj)
kaj
where aj is given by
aj = 〈g(xj), sin(2piq(xj))Ωµ+λ〉Tr(xj)r(M(E8)),(λ+µ)R (8.44)
with g the section of δC → C as in lemma 8.3.9, and Ωλ+µ is, as before, such
that Ω2λ+µ(µ+ λ) = 1.
For any x ∈ Mirr(E8), the tangent space Tr(x)r(M(E8)) is transverse to
the line through r(x) parallel to µ+ λ. Moreover, we can deﬁne the coordinate
q : Mirr(E8) → R continuously in such a way that q(x) is the coeﬃcient of λ
in r(x). Because of the form of Y we immediately see that we can choose q(x)
satisfying 1/6 < q(x) < 1/3. Thus, since everything is continuous, the right
hand side of (8.44) is continuous in x ∈Mirr(E8) and vanishes nowhere.
Finally, remember that the half form pairing satisﬁes
〈α1, α2〉2F1,F2 = i
α21(X1)α
2
2(X2)
ω(X1, X2)
where X1 and X2 are two non-zero vectors in F1 and F2 respectively. Hence,
the 4-th power of the right hand side of (8.44) is always real (and negative),
and thus its phase is constant.
To conclude observe that we have shown that
(1− λkeimpi/4)Zk(Σ(2, 3, 7)) = O(k−1).
It is clear from the form of Zk(Σ(2, 3, 7)) given in theorem 8.3.11 (in particular,
the fact that T(ρ1) 6= T(ρ2)) that there is a k0 and  > 0 such that for all k > k0
we have |Zk(Σ(2, 3, 7))| > , and thus λk = eimpi/4 + O(k−1). This ﬁnishes the
proof of conjecture 3 for the ﬁgure eight knot.
8.4 Hypoteses H1′ and H2′ for the ﬁgure eight
knot
To ﬁnish this thesis we give a discussion on conditions that imply hypoteses H1′
and H2′ for the ﬁgure eight knot.
Proposition 8.4.1. Let p and q be two coprime integers and consider the p/q-
surgery of E8.
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 H1′ is satisﬁed if and only if p 6≡ 0 mod 4;
 H2′ is satisﬁed if p < 2
√
5q;
 H2′ is satisﬁed if and only if
Φp,q = X
2p −Xp+4q +Xp+2q + 2Xp +Xp−2q −Xp−4q + 1 (8.45)
has no non-simple roots on the unit circle outside of −1 if p ≡ 1mod2 or
±i if p ≡ 0mod4;
 H2′ is satisﬁed if 200 ≥ p > 2√5q > 0;
 denote with l an odd prime divisor of p, and ξ ∈ Fl2 such that ξ2−ξ/2+1 =
0. If 28q 6= ξ±p, H2′ is satisﬁed.
Proof. Deﬁne F (x, y) = cos(x) + 1− cos(4y) + cos(2y), so that r(Mirr(E8)) is
given by
Y =
{
2pixµ+ 2piyλ ∈ E : F (x, y) = 0 and (x, y) /∈ µ(1/2 + Z) + λ
2
Z
}
.
As we have seen before, the double points of Y are 2pi(µZ + λ( 14 +
1
2Z)). The
line I p
q
can be parametrized via t → (pt, qt) ∈ E. This line meets the double
points if and only if p is divisible by 4, proving the ﬁrst point.
To prove the second point, we can calculate the slopes of the tangent vectors
to Y , and ﬁnd that they vary continuously in [2
√
5,+∞], with the value 2√5
attained at the double points. Thus, if the slope of I p
q
is smaller than 2
√
5, that
is if p/q < 2
√
5, H2′ is satisﬁed.
Hypotesis H2′ says that I p
q
meets transversally Y , and this is equivalent to
requiring that t→ F (pt, qt) only has simple zeros. If we write explicitly F (pt, qt)
in terms of exponentials, put X = eit and multiply everything by Xp, we ﬁnd
exactly (8.45). Notice that we can disregards the zeros given by X = −1 and
X = ±i. Indeed, if Φp,q(±i) = 0, then this corresponds to an intersection of
I p
q
with Y at the double point. This intersection is always transverse since the
slope of Y at the double point is irrational. If on the other hand Φp,q(−1) = 0,
this gives exactly the points in µ(1/2 + Z) + λ2Z that we excluded from the
deﬁnition of Y .
The third point can be obtained via the computation, using for example
Sage, of the discriminant of the following polynomials:
Φp,q if p = 2 mod 4;
Φp,q/(X + 1)
2 if p = 1 mod 2;
Φp,q/(X
2 + 1)2 if p = 0 mod 4.
In each case it can be found that the discriminant does not vanish, and hence
the roots are simple.
Finally, we can compute Φp,q and its derivative Φ′p,q in the ﬁeld Fl. We have
Φ′p,q = 2qX
p−1(X2q −X−2q)(−2X2q + 1− 2X−2q).
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Thus a root α of Φ′p,q is either α = 0, α
4q = 1 or α2q + α−2q = 12 . We see that
α = 0 cannot also be a root of Φp,q. Furthermore, unless α = ±i or α = −1,
an α satisfying α4q = 1 cannot be a root of Φp,q. Finally, if the condition of
the last point of the proposition holds, that is if 28q 6= ±ξ±p, neither can an α
satisfying α2q + α−2q = 12 , concluding the proposition.
To conclude, it should be noted that in [10] it was conjectured that H2′
should hold for any p, q.
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