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We derive analytically the change of exciton fine structure splitting (FSS) under the external
stresses in the self-assembled InAs/GaAs quantum dots using the Bir-Pikus model. We find that
the FSS change is mainly due to the strain induced valence bands mixing and valence-conduction
band coupling. The exciton polarization angle under strain are determined by the argument of the
electron-hole off-diagonal exchange integrals. The theory agrees well with the empirical pseudopo-
tential calculations.
PACS numbers: 73.21.La, 78.67.Hc, 42.50.-p
I. INTRODUCTION
Self-assembled quantum dots (QDs), also known as ar-
tificial atoms, are made of millions of atoms.1 Unlike real
atoms, which have constant physical properties, the QDs
are different from each other and show far more com-
plicate behavior. The physical properties of QDs, are
determined by the combined effects of the strain distribu-
tions, alloy, interface etc., which are coined during their
growing process. It is a great challenge, as well as an op-
portunity, to tune the QDs to desired properties (e.g., the
exciton energy, polarization, and fine structure splitting
etc.) by external fields, which is not only interesting for
fundamental physics, but is also extremely important for
device applications. However, despite the importance,
our understanding to the interplay between the QDs and
external fields is still very limited.
One of the most prominent applications of QDs is as
the entangled photon emitters, based on the biexciton
cascade process,2,3 which has attracted enormous inter-
est in the last decade. However, though it is simple
in principle, it is not easy to implement experimentally.
This is because of the existence of in-plane anisotropy in
the QDs, the two biexciton decay pathways may have
a small energy difference known as the fine structure
splitting (FSS). When the FSS exceeds the radiative
linewidth (∼ 1.0 µeV), the polarization entanglement will
be destroyed.3,4 Great effort has been made to reduce the
FSS using various post-growth tuning techniques.5–13 Es-
pecially, it has recently been demonstrated that the FSS
can be universally suppressed through the combination
of electric field and stresses,8,14 regardless of the dots’
details.
In previous works, we have developed an effective
model13,14 based on symmetry analysis to explain how
the FSS change under external stress. It turns out that
the results obtained from the simple effective model is in
excellent agreement with those obtained from a more so-
phisticated empirical pseudopotential method (EPM)15
and configuration interaction (CI) calculations16 and as
well as the experimental results.8,17,18 However, there is
a hug gap between the effective model and the EPM cal-
culations in understanding how exactly the strain modify
the exciton coupling in the QDs at microscopic level.
The purpose of this paper is to bridge the gap between
the effective model and the pseudopotential calculations.
We derive analytically the exciton FSS under the exter-
nal stresses in self-assembled InAs/GaAs QDs using the
Bir-Pikus model.19 We show that the strain induced va-
lence bands mixing and valence-conduction bands (VB-
CB) coupling play the most important roles in tuning the
FSS. Detailed comparison between the Bir-Pikus model
and the EPM calculations shows that the simple Bir-
Pikus model provides semi-quantitatively description of
the FSS under strain. We further clarify the polarization
angle change under the external stresses.
The rest of paper is organized as follows. In Sec. II,
we discuss how the single-particle states of a QD vary
under the external stresses using the Bir-Pikus model.
We discuss how the electron-hole exchange integrals and
FSS change under the external stresses in Sec. III, and
the exciton polarizations in Sec. IV. We summarize in
Sec. V.
II. SINGLE-PARTICLE STATES IN A QD
UNDER EXTERNAL STRAIN
We first look at how the single particle states in a QD
vary under external strain field. Usually the applied uni-
axial stress is less than ± 100 MPa. Under such small
stress, the shape of QDs changes very little. We therefore
neglect the change of envelope functions of the single par-
ticle states, and focus on the underlying atomistic wave
functions. We further assume that dots have uniformly
distributed strain due to the lattice mismatch between
the InAs dot and GaAs matrix, and neglect the interface
effects for the moment.
The influence of strain on valence states in zinc-blende
structures can be described by the Bir-Pikus model.19 We
expand the Bir-Pikus Hamiltonian with in the six |j, jz〉
states, i.e., heavy hole (HH) |3/2,±3/2〉 , light hole (LH)
|3/2,±1/2〉 and spin orbital (SO) |1/2,±1/2〉 states, re-
2sulting in the following 6× 6 matrix,


P +Q 0 −√2S R S √2R
0 P +Q R∗
√
2S∗
√
2R∗ −S∗
−√2S∗ R P −Q 0 √2Q −√3S
R∗
√
2S 0 P −Q √3S∗ √2Q
S∗
√
2R
√
2Q
√
3S P 0√
2R∗ −S −√3S∗ √2Q 0 P


,
(1)
where,
P = av(exx + eyy + ezz) , (2)
Q =
bv
2
(exx + eyy − 2ezz) ,
R =
√
3
2
bv(exx − eyy)− idvexy ,
S =
dv√
2
(ezx − ieyz) .
av, bv, and dv are the isotropic, biaxial, and shear defor-
mation potentials respectively and eij are the strain com-
ponents in the QDs. P describes the effects of isotropic
hydrostatic strain and Q is associated with the biax-
ial strain. The effects of in-plane and off-plane strain
anisotropy are accounted by R and S. In self-assembled
InAs/GaAs QDs grown on the (001) GaAs substrate, the
dot material is compressed in the growth plane and dis-
tended in the growth direction. We also consider the
effects of strain anisotropy in the growth plane (exy,
exx − eyy) and off-plane shear strains (ezx and eyz).
For most III-V semiconductors, the SO bands are sev-
eral hundreds meV below the HH and LH bands. The SO
band were ignored in many previous works.20–22 However,
for self-assembled InGaAs/GaAs QDs and other nano-
structures with large lattice mismatch, the biaxial strain
is very large, which push the LH bands down towards the
SO bands, therefore the coupling to the SO band is also
important, as will be demonstrated in this work. There-
fore, the full Hamiltonian should also includes the SO
coupling term,
HSO =
∆
3


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 −2 0
0 0 0 0 0 −2


. (3)
Here, ∆ ∼ 390 meV is the SO parameter in InAs. The
total Hamiltonian is given by H = HBP +HSO.
Because of the large lattice mismatch (7%) between
InAs and GaAs in the InAs/GaAs QDs, the biaxial strain
(|exx + eyy − 2ezz| ∼ 24%) is much larger than the shear
strains (|exx − eyy| ∼ |eyz| ∼ |ezx| ∼ 1 %, |exy| ∼ 0.5%).
As a consequence, Q is comparable with the SO parame-
ter ∆, much larger than |R| and |S|. Therefore, we treat
R and S as perturbations in the Hamiltonian. We cal-
culate the first two (degenerate) hole states states up to
second order of R and S,
N|ψv
−
〉 = |3
2
,+
3
2
〉 + χα| 32 ,+ 12 〉+ χβ | 12 ,+ 12 〉
+ εα| 32 ,− 12 〉+ εβ | 12 ,− 12 〉,
N|ψv+〉 = |
3
2
,−3
2
〉 + ε∗α| 32 ,+ 12 〉+ ε∗β| 12 ,+ 12 〉
− χ∗α| 32 ,− 12 〉 − χ∗β | 12 ,− 12 〉, (4)
where
εα =
(3Q+∆)R∗ +
√
3(S∗)2
2Q∆
,
εβ =
3
√
2QR∗ +
√
6(S∗)2
2Q∆
,
χα =
−√2∆S∗ −√6SR∗
2Q∆
,
χβ =
√
3SR∗
2Q∆
, (5)
and N 2 = 1 + |εα|2 + |εβ |2 + |χα|2 + |χβ|2 ∼ 1 is the
normalization factor. The single-particle energy of the
two states is,
Ev = P +Q+
∆
3
+
2∆|S|2 + (9Q+∆)|R|2
2Q∆
(6)
+
3
√
3(S2R∗ + (S∗)2R)
2Q∆
.
These two states are still dominated by the HH (j = 3/2)
states but mixing up with some LH and SO components.
There are are two mixing mechanisms: (i) The mixing
between HH and jz states of the opposite signs is mainly
due to the in-plane anisotropic strain effects or shape
asymmetry (R). The mixing amplitude is determined by
εα and εβ . (ii) The mixing between HH and jz states with
the same sign is mainly due to the off-plane shear strain
components (S). The mixing amplitude is determined
by χα and χβ . Both mixing mechanisms have important
influence on the optical properties of the QDs, which will
be discussed later in the paper.
For the simplicity of the discussion, we ignore the VB-
CB coupling for a moment. But we will see later that the
VB-CB coupling is also important for the FSS change
under stain, which is addressed in the appendix. The
Bloch parts of the conduction states are dominated by
the lowest electron bands, |ψc+〉 = |e ↑〉 and |ψv−〉 = |e ↓
〉. The energy of conduction states merely depends on
hydrostatic strain:
δEc(e
↔) = ac(exx + eyy + ezz). (7)
Under external stresses, the strain distribution in QDs
changes accordingly, which changes the single-particle en-
ergy levels, as well as the coupling between the HH, LH
and SO bands. We take the uniaxial stress along the [110]
direction for example. The relation between the change
3of strain and stress p along the [110] direction is given
by,
∆exx = ∆eyy = −1
2
(S11 + S12)p ,
∆ezz = −2S12p ,
∆exy = −1
4
S44p ,
∆ezx = ∆eyz = 0 .
(8)
Here, we take the compressive stress as positive one, and
the parameters P , Q, R, S in the Bir-Pikus Hamiltonian
under stress along the [110] direction can be written as,
P (p) = P (0)− av(S11 + 2S12)p ,
Q(p) = Q(0)− 1
2
bv(S11 − S12)p
R(p) = R(0) + i
1
4
dvS44p
S(p) = S(0) . (9)
Interestingly, S does not change with the stress along the
[110] direction. We have
dEv
dp
≈ −av(S11 + 2S12)− 1
2
bv(S11 − S12) , (10)
and
dEc
dp
= −ac(S11 + 2S12). (11)
Because the envelope functions of the electron and hole
states change little, if the external stress is not very large,
the direct electron-hole Coulomb interaction also change
little. The change of the exciton energy is therefore
mainly determined by the single-particle energies. We
can estimate the of energy change to the stress along
[110] direction as,
dEX0
dp
≈ −(ac− av)(S11+2S12)+ 1
2
bv(S11−S12) . (12)
Using the deformation potential parameters for bulk InAs
material and elastic compliance constants for bulk GaAs
material listed in Table I, we obtain dEX0/dp ≈ 12.3
µeV/MPa. This value is in consistent with recent ex-
perimental results.18 Although the exciton energy can
be tuned by the stress along [110] direction, the tuning
slope is rather small, because of the cancellation effect
between the conduction band and valence bands in Eq.
12. Furthermore, in QDs the confinement potentials, al-
loy effects, etc. may also plays important roles to the
exciton emission energies, therefore, dEX0/dp may vary
from dots to dots.18
III. ELECTRON-HOLE EXCHANGE
INTERACTION AND FSS
In this section we discuss how the external strain mod-
ifies the exciton exchange energies and the FSS. The ma-
TABLE I. The compliance constants for GaAs and and de-
formation potentials for InAs. The deformation potentials
for strained InAs is calculated by EPM using isotropic and
biaxial strains for typical QDs.
Parameters Unit GaAs InAs(bulk)23 InAs (strained)
ac eV – -5.08 –
av eV – -1.0 -0.23
bv eV – -1.8 -2.22
dv eV – -3.6 -6.49
∆ eV – 0.39 0.33
S11 10
−2 GPa−1 1.17
S12 10
−2 GPa−1 -0.37
S44 10
−2 GPa−1 1.68
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FIG. 1. (Color online) Valence bands mixing of the first hole
state in a pure lens-shaped InAs/GaAs dot with base D=25
nm and height h=3.5 nm under uniaxial stress along the [110]
direction, showing (a) HH+, (b) HH−, (c) LH+, (d) LH−, (e)
SO+ and (f) SO− components. The red squires are calculated
from EPM, whereas the blue lines are obtained from Bir-Pikus
model.
trix elements of the exciton Hamiltonian between differ-
ent spin configurations is written as,16
Hv′c′,vc = 〈Φv′c′ |H|Φvc〉
= (Ec − Ev)δc,c′δv,v′ − Jv′c′,vc +Kv′c′,vc , (13)
where the Js and Ks are the Coulomb and exchange in-
tegrals respectively. We consider only the first two hole
states (ψv+ and ψ
v
−
) and electron states (ψc+ and ψ
c
−
).
According to the symmetry, the only configurations with
anti-parallel spins (ψv
−
ψc+, ψ
v
+ψ
c
−
) make contributions to
bright excitons (BE). In this basis, the many-particle
4Hamiltonian for bright excitons is
HBE = (Ec − Ev)− Jeh +
[
Kd Kod
K∗od Kd
]
, (14)
where Jeh is the electron-hole Coulomb interaction, Kd is
the diagonal exchange energy, which determines the dark-
bright exciton energy splitting, whereas the off-diagonal
exchange energy,
Kod = 〈ψv−ψc+|Kex|ψv+ψc−〉,
=
∫∫
[ψv+(x1)ψ
c
+(x2)]
∗ψc
−
(x1)ψ
v
−
(x2)
ǫ¯(r1, r2)|r1 − r2| dx1dx2 ,
(15)
is responsible for the bright exciton energy splitting. Af-
ter diagonalization of Eq. 14, the eigenstates of the two
bright exciton can be written as,
|B1〉 = 1√
2
(|ψv
−
ψc+〉+ ei2θ|ψv+ψc−〉) , (16)
|B2〉 = 1√
2
(|ψv
−
ψc+〉 − ei2θ|ψv+ψc−〉) , (17)
with 2θ = −arg(Kod). The energy splitting between the
two bright excitons, which is known as FSS, is given by
∆FSS = 2|Kod|. Let a = (X + iY )/
√
2 and b = (X −
iY )/
√
2, and since only the hole and electron components
of opposite spins in the same configuration have none-
zero contribution to the exchange integral, the exchange
integral can be written as (drop the spin index),
Kod = N−1〈(a+ ε+b+ χ−Z)e|Kex|(b + ε∗+a+ χ∗−Z)e〉 ,
(18)
with
ε+ =
εα +
√
2εβ√
3
=
R∗
2
√
3
(
1
Q
+
9
∆
)
+
3(S∗)2
2Q∆
,
χ− =
−√2χα + χβ√
3
=
S∗√
3Q
+
3SR∗
2Q∆
. (19)
To simplify the notation, we introduce the following pa-
rameters,
〈ae|Kex|ae〉 ≡ 〈be|Kex|be〉 = K,
〈ae|Kex|be〉 = κ+ iδ,
〈ae|Kex|Ze〉 ≡ 〈Ze|Kex|be〉 = µ+ iν,
〈Ze|Kex|Ze〉 = Kz . (20)
Each parameter appearing in Eq. (20) can be expressed
as exchange integrals over different orbital functions (X ,
Y , Z, S). For simplicity, we choose all orbital functions
to be real. Therefore the parameters introduced here
are all real. Exchange integrals over heavy holes 2K is
approximately the dark-bright splitting, and
κ =
1
2
(〈Xe|Kex|Xe〉 − 〈Y e|Kex|Y e〉),
comes from the non-equivalence the orbital wave func-
tions X and Y , whereas,
δ =
1
2
(〈Xe|Kex|Y e〉+ 〈Y e|Kex|Xe〉) ,
is due to the non-orthogonality between the orbital func-
tions X , and Y . µ and ν is due to the non-orthogonality
between the orbital functions X , Y to Z,
µ =
1√
2
〈Xe|Kex|Ze〉 ,
ν =
1√
2
〈Y e|Kex|Ze〉 . (21)
With the above parameters, the whole exchange integral
can be written as,
Kod =
1
N [(κ+ iδ) + 2ε+K + 2χ−(µ+ iν)
+ 2ε+χ−(µ− iν) + ε2+(κ− iδ) + χ2−Kz] .
(22)
One can see clearly from Eq. (22), the origin of the FSS
from the microscopic structure in the self-assembled QDs,
apart from the dot shape asymmetry, including the non-
orthogonality and non-equivalence between the atomic
orbitals and the band mixing:
(i) For ideal QDs with D2d and C4v symmetry (e.g., a
pure InAs/GaAs quantum disk), exx − eyy=0, and exy,
eyz, ezx=0, there is no coupling between HH with LH
and SO bands, and κ, δ also vanish. There would be no
FSS.
(ii) For QDs with C2v symmetry (e.g., a pure lens-
shaped InAs/GaAs QD), the orbital functions X and Y
are of mirror symmetry about the [110] plane, therefore,
κ = 0 and µ = ν. The strain distribution also obey such
mirror symmetry, i.e., exx = eyy, exy 6= 0, ezx = eyz 6= 0,
as a result, ε+ = i|ε+|, χ− = |χ−|eipi/4 [See Eq. (3) and
Eq. (5)]. It is easy to verify that Kod is pure imaginary.
(iii) For a real dot with C1 symmetry, Kod has both a
real part and an imaginary part.
Because |ε+|,|χ−| ≪ 1, and κ, δ, µ, ν ≪ K, Kz, Kod
can be further approximated as Kod ≈ (κ+ iδ) + 2ε+K.
We assume that the parameters introduced in Eq. (20)
associated with the atomistic orbitals of the underlying
dot materials will not change under small external stress.
Therefore the change of the exchange integral (away from
the critical stress region13) can be written as,
dKod
dp
≈ 2dε+
dp
K . (23)
Using Eq. 9 and Eq. 19, we have,
dε+
dp
≈ 1
2
√
3
(
1
Q
+
9
∆
)
dR∗
dp
. (24)
Here, we neglect the change of Q in the denominator.
For stress applied along the [110] direction,
dR∗
dp
= −i1
4
dvS44. (25)
5-40 -20 0 20 40 60 80 100
Stress along [110] (MPa)
-20
-10
0
10
20
K o
d 
(µe
V)
Total
VB mixing
VB-CB coupling
0.072µeV/MPa
0.097µeV/MPa
0.025µeV/MPa
FIG. 2. (Color online) The off-diagonal electron-hole ex-
change interactions |Kod| in a lens-shaped InAs/GaAs QD
(D= 25 nm, h= 3.5 nm) as functions of the uniaxial stress
along the [110] direction. The black line is the total |Kod|,
whereas the red and blue lines are the contribution from VB
mixing and VB-CB coupling respectively.
Therefore, we have theKod change under the stress along
[110] direction,
dKod
dp
≈ −i
(
9Q+∆
4
√
3Q∆
)
dvS44K . (26)
Using parameters given in Table I, we get dε+/dp =
i 2.455 × 10−4MPa−1. In typical InAs/GaAs QDs, the
exciton dark-bright splitting is approximately 2K ∼
200µeV. Therefore we estimate that d∆FSS/dp ∼ 0.1
µeV/MPa, which is in the same order of magnitude with
the experimental values24 of (0.34± 0.08)µeV/MPa. As
shown in the appendix, the VB-CB coupling also con-
tribute to the change FSS in a similar magnitude.
Interestingly, as one can see from Eq. (24-26) that
stress along the [110] direction only changes the imag-
inary part of the exchange integral Kod, which is just
the α parameter defined in Ref. 13. It is also easy to
verify that stress along the [100] or [010] direction only
changes the real part of the exchange integralKod, which
is β defined in Ref. 13. (Note that the basis of exciton
wave function in Eq. 14 is different than that used in
Ref. 13). For dots with C2v symmetry, in which Kod
has only an imaginary part, the stress along the [110] di-
rection alone can tune the FSS to zero, whereas for dots
with C1 symmetry, in which Kod has both a real part
and an imaginary part, the FSS cannot be tuned to zero
under single uniaxial stress. However, since the stresses
along the [110] and [100] directions can manipulate the
imaginary and real parts of Kod (almost) independently,
the FSS can be tuned to nearly zero, as predicted in our
previous work.14
Of course the above Bir-Pikus model is highly simpli-
fied. The real QDs are far more complicated. To see
if this model is valid, we perform EPM calculations on
realistic InAs/GaAs QDs under external stresses. The
dots are assumed to be grown on the [001] direction and
embedded in a 60×60×60 GaAs supercell. The atom po-
sitions in the supercell are optimized by the valence force
field method.25,26 We solve the single-particle states by
expanding the wavefunctions with a strained linear com-
bination of Bloch bands method (SLCBB).27 The exci-
ton energies are calculated by the CI method,16 in which
the exciton wavefunctions are expanded in Slater deter-
minants constructed from all confined electron and hole
single-particle states.
To compare with the Bir-Pikus model, we project the
first hole single-particle wave function to the |j, jz〉 states
at Γ point.28 The results are shown in Fig. 1, compared
with those from model calculations. The solid squares
represent the amplitude of different components obtained
from empirical pseudopotentials calculations by integrat-
ing the envelop functions of each component over the
whole supercell. The blue lines are the results obtained
from Bir-Pikus model, using deformation potentials for
strained InAs given in Table I. The wave functions are
normalized to 1 in both cases. We see that the EPM and
Bir-Pikus model results are in a reasonable good agree-
ment with each other (Note that the scale of the figure
is extremely small). In the Bir-Pikus model, HH+ and
HH− components do not mix with each other, whereas
in the EPM calculations, there is small mixing of HH+
and HH− states, because the SLCBB method use Bloch
basis functions from many k-points around the Γ point,
whereas the Bir-Pikus model19 use only the Bloch basis
functions at Γ point. Importantly the highly simplified
Bir-Pikus model gives similar slopes of the magnitude of
the components to the external stress as those from atom-
istic calculations. The quantitative differences between
the two theories are due to the neglect of the nonuni-
form distribution of strain, inter-facial effects, etc. in the
Bir-Pikus model.
We further compare the exchange integrals Kod be-
tween the two theories. Figure 2 depicts the EPM cal-
culated exchange integral Kod in a pure lens-shaped
InAs/GaAs QD with base D=25 nm and height h=3.5
nm as a function of the stress along the [110] direction.
The total Kod under external stress, shown in black line,
is 0.097 µeV/MPa, and the change of FSS under stress is
2Kod=0.192 µeV/MPa. We can decompose the change
of Kod into the contributions from valence bands mix-
ing (red line), and the VB-CB coupling (blue line). The
EPM calculated contribution due to valence bands mix-
ing is 0.072 µeV/MPa, compared with 0.049 µeV/MPa
from the 6×6 Bir-Pikus model, and the EPM calculated
contribution from VB-CB coupling is 0.025 µeV/MPa
compared with 0.036 µeV/MPa from the 8x8 model Bir-
Pikus model discussed in the Appendix.
It is quite surprising that the highly simplified Bir-
Pikus model could catch the change of FSS under exter-
nal strain rather well, especially, it is known that the k · p
theory greatly underestimates the FSS in the QDs.29 The
reason is as follows. The absolute values of FSS are deter-
mined by the combined effects of the strain distributions,
alloy, interfacial effects etc., which can not be captured
6(a) C2v Symmetry
[110][11¯0]
φB1
φB2
(b) C1 Symmetry
[110][11¯0]
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FIG. 3. (Color online) Schematic plot of polar diagrams of
(a) dot with C2v symmetry and (b) dot with C1 symmetry.
well by the continuum theories. However, these atomistic
effects do not change much if the applied external stress is
not too large. On the other hand, the underlying crystal
structure and electronic structure change coherently un-
der the applied external stress which break explicitly the
C4v symmetry of the system. Therefore, we expect that
the change of the FSS under stress can be capture rather
well by the Bir-Pikus model, even though the absolute
vale of the FSS could be dramatically underestimated.
IV. EXCITON POLARIZATION ANGLE
We now discuss the polarization properties of the two
bright exctions using the above Bir-Pikus model. The
transition dipole matrix elements are given by,
M = 〈0|nˆ · r|ΨX〉 , (27)
where nˆ is the polarization vector, and ΨX is the exci-
ton wave function, which is obtained by diagonalize Eq.
14. The emission intensities of the two bright excitons,
passing through a linear polarizer with an angle α with
respect to the [100] axis are given by,22
IB1(α) = I0[cos(θ + α) + |ε+| cos(θ + φε − α)]2 ,
IB2(α) = I0[sin(θ + α) + |ε+| sin(θ + φε − α)]2 , (28)
with φε = arg(ε+), whereas 2θ = −arg(Kod) is the ar-
gument of Kod, as shown in Fig. 3. Eq. 28 is similar to
the one proposed by Tonin et. al.,22 however, the inter-
pretation to the equations is very different. In Ref. 22,
θ is the main elongation axis orientation with respect to
[11¯0] determined by the growing process, which would not
change under the external strain. In our model, the po-
larization angle θ is determined by the argument of Kod.
When stress modifies the exchange integral Kod and its
argument, the exciton states rotate in the x-y plane ac-
cordingly, consistent with the effective model proposed
by the authors in Ref. 13.
In the presence of band mixing ε+, the angle between
the two states in the x-y plane will deviate from π/2
slightly. The polarization angle between the two bright
exciton states in the x-y plane is,
∆φ = |φB2 − φB1 | =
π
2
+ arctan
[
−2|ε+| sin(2θ + φε)
1− |ε+|2
]
=
π
2
− 2 sin[(2θ + φε)]|ε+|+O(|ε+|3) . (29)
For dots with C2v symmetry, we have φε= 2θ=
pi
2
accord-
ing to the analysis in Sec. III, and therefore ∆φ = pi
2
. The
two emission lines are perpendicular to each other in the
x-y plane and aligned in the [110] and [11¯0] directions
respectively [See Figure 3 (a)]. This is still true when
the dots are under stress along the [110] direction. For
dot with C1 symmetry, we have exx 6= eyy and ezx 6= eyz.
Therefore φε and 2θ will deviate from
pi
2
. The polariza-
tion angles of the two emission lines are,
φB1 = arctan
[
− sin θ + |ε+| sin(θ + φε)
cos θ − |ε+| cos(θ + φε)
]
= −θ − sin[(2θ + φε)]|ε+|+O(|ε+|2) ,
(30)
and
φB2 = arctan
[
cos θ + |ε+| sin(θ + φε)
sin θ − |ε+| cos(θ + φε)
]
=
π
2
− θ + sin[(2θ + φε)]|ε+|+O(|ε+|2) ,
(31)
with respect to [100] direction [See Figure 3 (b)]. In this
case, ∆φ 6= π/2, and the magnitude of the deviation is
proportional to the band mixing parameter ε+.
V. SUMMARY
We derive analytically the exciton fine structure split-
ting under the external stress in the self-assembled
InAs/GaAs quantum dots using the Bir-Pikus model. We
find that the FSS change is mainly due to the strain in-
duced valence bands mixing and valence-conduction band
coupling. The polarization angle change under strain is
due to the change of the complex phase of the electron-
hole off-diagonal exchange integrals. The derived the-
ory agrees well with the effective theory and the empiri-
cal pseudopotential calculations, and therefore bridge the
gap between the two theories.
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Appendix A: 8×8 Bir-Pikus model
In the main text of the paper, we neglect the coupling
between conduction band (CB) and valence bands (VB).
7To include the the VB-CB coupling, we shall use a 8× 8 model Hamiltonian in the basis set of (e+, e-, HH+, HH-,
LH+, LH-, SO+, SO-),
H =


Eg +G 0
√
3T 0 −√2W T ∗ W √2T ∗
0 Eg +G 0
√
3T ∗ T
√
2W
√
2T −W
√
3T ∗ 0 P +Q+ ∆
3
0 −√2S R S √2R
0
√
3T 0 p+Q+ ∆
3
R∗
√
2S∗
√
2R∗ −S∗
−√2W T ∗ −√2S∗ R P −Q+ ∆
3
0
√
2Q −√3S
T
√
2W R∗
√
2S 0 P −Q+ ∆
3
√
3S∗
√
2Q
W
√
2T ∗ S∗
√
2R
√
2Q
√
3S P − 2∆
3
0
√
2T −W √2R∗ −S −√3S∗ √2Q 0 P − 2∆
3


, (A1)
where P , Q, R, S are defined in Eq. 9 in the main text.
The parameters G, W and T describe the VB-CB cou-
pling,
G = ac(exx + eyy + ezz) ,
W = dcexy ,
T =
dc√
2
(eyz + iezx). (A2)
We treat R, S, W and T as perturbations in the Hamil-
tonian and solve the eigenvectors up to the second order
of these parameters. The obtained hole wave functions
are,
|ψv
−
〉 = 1Nv [|hh+〉+ χα|lh+〉+ χβ |so+〉+ εα|lh−〉
+ εβ |so−〉+ ηα|S+〉+ ηβ |S−〉]
|ψv+〉 = 1Nv [|hh−〉+ ε∗α|lh+〉+ ε∗β|so+〉 − χ∗α|lh−〉
− χ∗β |so−〉 − η∗β |S+〉+ η∗α|S−〉] , (A3)
with
Nv =
√
1 + |εα|2 + |εβ |2 + |χα|2 + |χβ|2 + |ηα|2 + |ηβ |2 .
(A4)
The electron wave functions are,
|ψc+〉 = 1Nc [|S+〉+ τ∗α|hh+〉+ τ∗β |hh−〉+ λ∗α|lh+〉
+ λ∗β |so+〉+ l∗α|lh−〉+ l∗β |so−〉] ,
|ψc
−
〉 = 1Nc [|S−〉 − τβ |hh+〉+ τα|hh−〉+ lα|lh+〉
+ lβ |so+〉 − λα|lh−〉 − λβ |so−〉] , (A5)
with
Nc =
√
1 + |τα|2 + |τβ |2 + |λα|2 + |λβ |2 + |lα|2 + |lβ|2 .
(A6)
Define a = (X + iY )/
√
2 and b = (X − iY )/√2, and
ignore the normalization factors, we have,
|ψv
−
〉 = |(a+ ε+b + χ−Z + ηαS) ↑ +(χ+a+ ε−Z + ηβS) ↓〉 ,
|ψc+〉 = |(S + τ∗αa+ l∗+b + λ∗−Z) ↑ +(τ∗βb+ λ∗+a+ l∗−Z) ↓〉 ,
|ψv+〉 = |(b+ ε∗+a+ χ∗−Z + ηαS) ↓ −(χ∗+b+ ε∗−Z + ηβS) ↑〉 ,
|ψc
−
〉 = |(S + ταb + l+a+ λ−Z) ↓ −(τβa+ λ+b+ l−Z) ↑〉 ,(A7)
where
ε+ =
εα +
√
2εβ√
3
, ε− =
√
2εα − εβ√
3
,
χ+ =
χα +
√
2χβ√
3
, χ− =
−√2χα + χβ√
3
,
l+ =
lα +
√
2lβ√
3
, l− =
√
2lα − lβ√
3
.
λ+ =
λα +
√
2λβ√
3
, λ− =
−√2λα + λβ√
3
, (A8)
8The exchange integral between configurations |ψv
−
ψc+〉
and |ψv+ψc−〉
Kod =〈ψv−ψc+|Kex|ψv+ψc−〉
=
1
N2cN
2
v
(〈a ↑ S ↑ |Kex|b ↓ S ↓〉
+ ε+〈b ↑ S ↑ |Kex|b ↓ S ↓〉
+ ε+〈a ↑ S ↑ |Kex|a ↓ S ↓〉
+ ε2+〈b ↑ S ↑ |Kex|a ↓ S ↓〉
+ χ−〈Z ↑ S ↑ |Kex|b ↓ S ↓〉
+ χ−〈a ↑ S ↑ |Kex|Z ↓ S ↓〉
+ χ2
−
〈Z ↑ S ↑ |Kex|Z ↓ S ↓〉
+ ε+χ−〈b ↑ S ↑ |Kex|Z ↓ S ↓〉
+ ε+χ−〈Z ↑ S ↑ |Kex|a ↓ S ↓〉
+ τ2α〈a ↑ a ↑ |Kex|b ↓ b ↓〉
+ η2α〈S ↑ S ↑ |Kex|S ↓ S ↓〉
+ ηατα〈a ↑ a ↑ |Kex|S ↓ S ↓〉
+ ηατα〈S ↑ S ↑ |Kex|b ↓ b ↓〉
+ ε+l+τα〈a ↑ a ↑ |Kex|a ↓ a ↓〉
+ ε+l+τα〈b ↑ b ↑ |Kex|b ↓ b ↓〉
+ ε+l+ηα〈b ↑ b ↑ |Kex|S ↓ S ↓〉
+ ε+l+ηα〈S ↑ S ↑ |Kex|a ↓ a ↓〉
+ χ−λ−τα〈Z ↑ Z ↑ |Kex|a ↓ a ↓〉
+ χ−λ−τα〈b ↑ b ↑ |Kex|Z ↓ Z ↓〉
+ χ−λ−ηα〈Z ↑ Z ↑ |Kex|S ↓ S ↓〉
+ χ−λ−ηα〈S ↑ S ↑ |Kex|Z ↓ Z ↓〉
+ (ε+l+)
2〈b ↑ b ↑ |Kex|a ↓ a ↓〉
+ (χ−λ−)
2〈Z ↑ Z ↑ |Kex|Z ↓ Z ↓〉
+ . . .)
(A9)
There are 1024 terms in total in Eq. A9, and we list
only important terms. If there is no band mixing, e.g.,
in the dots with C4v and above symmetry, only the first
term in Eq. (A9) exists, which is exact zero for the high
symmetry dots as discussed in the main text. If we con-
sider only the valence bands mixing (the 6x6 model in
the main text of the paper), only the first 9 terms in
Eq. (A9) exist. Other terms are due to VB-CB cou-
pling. Because in the InAs/GaAs QDs, the hole-hole
Coulomb interactions Jhh = 〈h ↑ h ↑ |Kex|h ↓ h ↓〉 are
very close to the electron-electron Coulomb interactions
Jee = 〈e ↑ e ↑ |Kex|e ↓ e ↓〉 and electron-hole Coulomb
interactions Jeh = 〈e ↑ e ↑ |Kex|h ↓ h ↓〉, where h=a or
b or Z, are the hole orbitals and e = S is the electron
orbital, we can simplify Eq. (A9) as
Kod =
1
N2cN
2
v
[(κ+ iδ) + 2ε+K + 2χ−(µ+ iν)
+ 2ε+χ−(µ− iν) + ε2+(κ− iδ) + χ2−Kz
+ (ε+l+ + χ−λ− + τα)
2Jhh
+ 2(ε+l+ + χ−λ− + τα)ηαJeh
+ η2αJee + . . .]
(A10)
In typical InAs/GaAs QD, Jee ≈ Jeh ≈ Jhh def= J . Addi-
tionally |ε+|, |χ−|, l+, λ≪ 1, and κ, δ, µ, ν ≪ K,Kz ≪ J ,
therefore Kod can be further simplified as,
Kod ≈ (κ+ iδ) + 2ε+K + (ε+l+ + χ−λ− + τα + ηα)2J
(A11)
The first two terms in the above equation has been ob-
tained from the 6×6 model, whereas the last term is due
to VB-CB coupling. As we shall see later, though the
VB-CB coupling is much weaker than the valence bands
mixing, the contribution to the FSS change is still signif-
icant, because J ∼ 20 meV is much larger than K ∼ 100
µeV. Therefore, we keep higher order terms of VB-CB
band mixing.
Let us denote E′g = Eg +G− P −Q−∆/3 and E′′g =
Eg +G−P +2Q+2∆/3, where Eg ≈ 1 eV is the single-
particle band gap of the strained InAs. After tedious but
straightforward derivation, we have,
τα + ηα ≈ 0 , (A12)
ε+ ≈ (9Q+∆)R
∗
2
√
3Q∆
, (A13)
l+ ≈
√
3T ∗
E′g
, (A14)
χ− ≈ S
∗
√
3Q
, (A15)
λ− ≈
√
3W
E′′g
. (A16)
Here we have used the fact that E′g ∼ E′′g ≫ Q, ∆. By
using the relationship W = i(R − R∗)dc/(2dv) and T =
iSdc/dv, we obtain,
ε+l+ + χ−λ− + τα + ηα
≈i dc
dv
S∗
2Q
[
R−R∗
E′′g
− R
∗
E′
(
9Q
∆
+ 1
)]
(A17)
It is easy to show that d(τα + ηα)/dp, dl+/dp, dχ−/dp,
dλ−/dp ≪ dε+/dp, which has been obtained in Eq. 24.
For the stress along the [110] direction, we have
dKod
dp
≈ 2dε+
dp
K + 2(ε+l+ + χ−λ− + τα + ηα)l+
dε+
dp
J
≈ −i 9Q+∆
4
√
3Q∆
dvS44K
+ i
1
8
(
dc
dv
S∗
E′g
9Q+∆
Q∆
)2
R∗dvS44J ,
(A18)
9where the first term has been obtained from the 6×6
model in the main text, and the second term is due
to the VB-CB coupling. In typical InAs/GaAs QDs,
E′g ∼ 1 eV and E′′g ∼ 2 eV, Q ∼ 0.23 eV, ∆ ∼ 0.34
eV and |S| ∼ 0.065 eV. The electron-hole Coulomb in-
teractions J ∼ 20 meV, and dark-bright splitting energy
2K ∼200 µeV. Using the parameters given in Table I, we
have dε+/dp ≈ i2.4 × 10−4 MPa−1. Finally, we obtain
dKod/dp ≈ i(0.049 + 0.036)=i0.084 µeV/MPa, which is
in a reasonable good agreement with the EPM calcula-
tions and the experimental values.
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