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 ]2: 21ٍٓٞس ٣ٞٓق [  إًا أًزلٌاٍ قسآًا عسب٘ا لعلكن تعقلْى
] 311: 02ٍٓٞس ١ٚ [   ..ّكرلك أًزلٌاٍ قسآًا عسب٘ا 
] 82: 93ٍٓٞس حَُِٓ [  قسآًا عسب٘ا غير ذٕ عْج لعلِن ٗتقْى
] 3: 14ٍٓٞس كِٜض [ " كتاب فصلت آٗاتَ، قسآًا عسب٘ا لقْم ٗعلوْى
] 7: 24ٍٓٞس حٍُٟ٘ٞ [ زب٘ا لتٌرز أم القسٓ ّهي حْلها ًا عّكرلك أّحٌ٘ا إل٘ك قسآ
] 3: 34ٍٓٞس حُِهَف [ إًا جعلٌاٍ قسآًا عسب٘ا لعلكن تعقلْى
] 21: 64ٍٓٞس حلأكوخف [ لساًا عسب٘ا لٌ٘رز الرٗي ظلوْا ُّرا كتاب هصدق لكتاب هْسٔ











Recently, one of the problems arisen due to the amount of information and it‘s 
availability on the web, is the increased need for effective and powerful tool to 
automatically summarize text. For English and European languages an intensive works 
have been done with high performance and nowadays they look forward to multi-
document and multi-language summarization. However, Arabic language still suffers 
from the little attentions and research done in this filed.  
In our research we propose a model to automatically summarize Arabic text 
using text extraction. Various steps are involved in the approach: preprocessing text, 
extract set of feature from sentences, classify sentence based on scoring method, 
ranking sentences and finally generate an extract summary. The main difference 
between our proposed system and other Arabic summarization systems are the 
consideration of semantics, entity objects such as names and places, and similarity 
factors in our proposed system. The proposed system has been applied on news domain 
using a dataset obtained from Falesteen newspaper.   Manual evaluation techniques are 
used to evaluate and test the system. The results obtained by the proposed method 
achieve 86.5% similarity between the system and human summarization. A comparative 
study between our proposed system and Sakhr Arabic online summarization system has 
been conducted. The results show that our proposed system outperforms the Shakr 
system. 
Keywords: Automatic Text Summarization, Feature Extraction, Manual Evaluation, 





اعتمادا ًعهى اضتخلاص  اننظاو الإنكتروني في تهخيض انمطتنذاث انعربيت
 انخظائض من حيث انمعنى
 :مهخض
ك٢ ح٥ٝٗش حلأه٤َس ظَٜص حُؼي٣ي ٖٓ حُٔ٘خًَ ٗظ٤ـش حُى٣خى ػيى حُٔؼِٞٓخص حُٔ٘ظَ٘س ػِ٠ 
حُظ٢ طٞحؿٚ  ٝأٛزق حٍُٞٛٞ اُ٠ حُز٤خٗخص حُٔطِٞرش ٝحَُٔحىس ٖٓ أٛؼذ حلأٍٓٞ, حلإٗظَٗض
ٌٛح أىٟ ُظٍٜٞ حُلخؿش اُ٠ ٗظخّ ٓلٞٓذ آُ٢ ٣وّٞ رظِو٤ٚ حُٔٔظ٘يحص رٌَ٘ حٌُظَٝٗ٢ .حُزخكؼ٤ٖ
 .ٝػَٟٜخ ُِٔٔظويّ رل٤غ ٣ٔظط٤غ طلي٣ي ٓخ إ ًخٕ حُٔٔظ٘ي ٣ل٢ رخُـَٝ حُٔطِٞد أّ لا
إ حُؼي٣ي ٖٓ أٗظٔش حُظِو٤ٚ ح٥ُ٢ طيػْ حُِـخص حلأٍٝٝر٤ش ٝرخلأهٚ حُِـش حلإٗـِ٤ِ٣ش 
طؼط٢ ٗظ٤ـش ىه٤وش ؿيح ك٢ حٗ٘خء ِٓوٚ ػٖ ح١ ٓٔظ٘ي ٝهي ططٍٞ حُؼَٔ ػِ٠ ٌٛٙ حُِـخص ُظَٜ ٝ
الا أٗٚ ٝػِ٠ حَُؿْ ٖٓ ًُي كبٕ ٛ٘خُي هٍٜٞ .اُ٠ حٌٓخٗ٤ش طِو٤ٚ ػيس ٓٔظ٘يحص ٝرِـخص ٓوظِلش
ًز٤َ ك٢ حُظؼخَٓ ٓغ حُِـش حُؼَر٤ش ك٢ ٌٛٙ حُٔـخلاص ٝٓخُحُض حلأرلخع ٓٔظَٔس ك٢ ططٞ٣َ ٌٛح 
 .حٍحُٔؾ
ك٢ ٌٛح حُزلغ ٓ٘وّٞ رؼَٝ طٜٔ٤ْ ٝحٗ٘خء ُ٘ظخّ طِو٤ٚ ُِٔٔظ٘يحص حُؼَر٤ش ػِ٠ حٓخّ 
َٓكِش ٓخهزَ حُٔؼخُـش : حلآظولاٙ ٖٓ حُ٘ٚ، ٌٛح حُٔوظَف ٣ظٌٕٞ ٖٓ ػيس َٓحكَ حٜٛٔخ 
ٝحٓظوَحؽ حُوٜخثٚ َٝٓكِش طٜ٘٤ق حُـَٔ حُٜ٘٤ش ٓؼظٔيح ػِ٠ ١َ٣وش حُ٘وخ١ ٖٝٓ ػْ َٓكِش 
ُٝحٜٗخ ٝه٤ٜٔخ ٝك٢ حُٜ٘خ٣ش حٗ٘خء حُِٔوٚ ك٤ظْ ػَٟٚ ُِٔٔظويّ رطَ٣وش ِٜٓش طَط٤ذ حُـَٔ كٔذ أ
 .َٝٓ٣ؼش
إ حلإهظلاف حَُث٤ٔ٢ ر٤ٖ حُ٘ظخّ حُٔوظَف ٝرخه٢ حلأٗظٔش حُؼَر٤ش حُٔٔظويٓش ك٢ حُظِو٤ٚ 
ح٥ُ٢ ٛٞ حلاٛظٔخّ رؼِْ حلأُلخظ ٝحُٔؼخٗ٢ ٓٞ٣خ ًٝحٟخكش ٗظخّ ُِظؼَف ػِ٠ حلآٔخء ٝحلآخًٖ ٝرؼٞ 
حع حُٜخٓش ٖٓ ٝؿٜش ٗظَ حلاٗٔخٕ ٝكلٚ ٓيٟ حُظوخٍد ٝحُظ٘خرٚ ٓخر٤ٖ حُـَٔ ك٢ حُٔٔظ٘ي حلاكي
 .حُٞحكي
ك٢ ػِٔ٤ش طو٤٤ْ حُ٘ظخّ ٝكلٜٚ طْ حٓظويحّ ١َ٣وش حُظو٤٤ْ حُ٤يٝ٣ش ٝهي طِٞٛ٘خ اُ٠ إٔ ٛ٘خى 
ح طْ ػَٔ ىٍحٓش ٓوخٍٗش ٓخ ر٤ٖ ٗظخٖٓ%.  5.68ط٘خرٚ ٓخر٤ٖ حُ٘ظخّ ٝر٤ٖ حُظِو٤ٚ حُزَ٘١ ر٘ٔزش 
 .أظَٜص حُ٘ظ٤ـش طلٞم حُ٘ظخّ حُٔوظَف ػٖ ٗظخّ ٛوَ. ٝر٤ٖ ٗظخّ ٛوَ ُِظوِ٤ٚ ح٥ُ٢
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Chapter 1  
Introduction 
As the amount of information rapidly grows on the internet, there are a lot of 
difficulties to select the relevant information we need and that satisfy our requirements. 
Furthermore, publications media varies from specialist journals to newspapers to many 
other versions. 
1.1 Text Summarization 
Summarization of texts or Text Summarization (TS) appears as the best solution 
for users to choose and decide if this document will help her/him or not. Summarization 
is the process of producing shorter and informative presentation of the most important 
information from a source or multiple sources of information according to particular 
needs and specifications. Summarization is not applied only on text documents but also 
on any multimedia facility. Summarization of text documents became a very important 
issue due to the very large text sources already available. Users tend to extract the most 
informative and/or indicative information instead of reading the whole original 
document(s). [45] 
Radev et al.; [40] define a summary as ―a text that is produced from one or more 
texts, that convey important information in the original text(s), and that is no longer 
than half of the original text(s) and usually significantly less than that". 
1.2. Summarization Fields 
Nowadays the areas of automatic text summarization are extensive. TS can be useful 
in many fields such as:  
 Medical area: A lot of documents are published for medical research in the last 
two-decades, and in many cases a medical specialist is in a deep need to find 
relevant information about patient‘s conditions timely. So, text summarization 
here saving time resources and optimizing availability of medical experts.  
 Legal area: legal resources and documents are sparse and expensive in time and 
expertise level, and cost, which yields legal experts perform difficult and 
responsible work. Thus automatic text summarization needed for expert to be 
able to find compressed and restated content of relevant judicial documents, 
including laws and their proposals, relevant court decisions or tribunal process 
summarizations.[41] 
 News area: thousands of political, sport, economic and other types of news are 
published every second on the internet. It‘s very hard or impossible to browse all 
of them or either the half. By text summarization user can find which news 
she/he is concern with before reading the whole text.  




 Google1 News, Microsoft2 news, Columbia3 News blaster which return an 
abstraction summary for news in world. 
 Blog summarization tool and aggregation4 and opinion survey systems 
 Sakhr summarization: this can summarize an Arabic text. 
 Word summarizer: this also included in Microsoft.Word. 
 Personal Digital Application (PDA) which contains summarizer applications. 
For any area, automatic text summarization is a very powerful tool to save time and 
resources, and optimizing availability.  
1.3. Taxonomy of Text Summarization 
There are several, often related views which can be used to characterized text 
summarization. The main categories used to classify summarization are listed here: 
1. Number of document: 
 Single document summarization: deals with one document and extract 
informative sentences only from it 
 Multi-document summarization: generates one summary by extracting 
the most important sentences from multi documents. [19]  
2. Number of languages in the document: 
 Mono language summarization: generate summary from a document that 
contains one language. 
 Multi-languages summarization: here the document or set of documents 
contain at least two different languages.[31] 
3. Form of summary 
 Abstractive summarization: it is the hardest task for computer 
researchers to solve this type successfully as it is concerned with 
semantic and language complexity. The summary containing sequence of 
words not present in the original document. 
 Extractive summarization: it consists of words, sentences and paragraphs 
that are completely appear in the original document. This approach 
suffers from inconsistencies, lack of balance and lack of cohesion. Also 








For instance, http://www.bloghearld.com 
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some sentence may be extracted out of the context and anaphoric 
references can be broken. [24] 
4. Processing level 
 Surface level approach: in this case the information is represented from 
the point of shallow features. These include different types of terms, e.g. 
statistically and positionally salient ones, terms from cue phrases or 
domain specific and user inputted terms. Usually this approach products 
extraction based summary as an output. 
 Deeper level approach: this approach may involve sentence generation. 
The advanced semantic analysis is necessary in order to achieve such 
task. The output of this approach may be in form of abstracts and 
extracts. [24] 
5. Audiences of the summary (content): 
 Generic summaries: are aimed at a broad community of readers, all 
major topics are equally important. 
 Query-based summaries: are summaries built on the top of previously 
submitted user query 
 User or topic focused summaries: are tailored to the interest of the user 
or represent only particular topic. [24] 
6. Details of summary: 
 Indicative summary: they should preserve the most important points in 
the document. Their aim is to help the user to decide whether the original 
document is worth reading. Their length ranges between 5 to 10% of the 
document. 
 Informative summary: it‘s more large than indicative, which return the 
important details while reducing information volume. Its length range 
between 20 to 30% of the complete text. 
 Critical or Evaluative summary: this capture the point of view of the 
summary author on a given subject (summary of summary). They are 
little bit out of scope of nowadays automatic summarizers. [24]  
7. Genre of document: 
 Depend on the type of document (sport, news, technical, ...)  
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Any good summarization system should be characterized by the following 
quantitative features [24]: 
 Semantic informativeness: it is viewed as the measure of ability to 
reconstruct from the summary the original text. 
 Coherence: express the way how parts of the summary create together an 
integrated sequence. 
 Compression ratio: the ration between the number of summary sentences 
and the number of original text sentences. 
1.4. Arabic Natural Language Processing 
Research in Arabic Natural Language Processing (ANLP) has focused on the 
manipulation and processing of the structure of the language at morphological, lexical, 
and syntactic levels. Unfortunately, semantic processing of the Arabic language has not 
yet received enough attention. [21]  
There are some aspects that slow down progress in Arabic Natural Language 
Processing compared to the accomplishments in English and other European languages 
including [13]: 
 The complex morphology 
 the absence of diacritics in written text 
 The fact that Arabic does not use capitalization. 
In addition to the above linguistic issues, there is also a shortage of Arabic corpora, 
lexicons and machine readable dictionaries. These tools are essential to advance 
research in different areas. Despite these difficulties, there has been some success in 
tackling the problem of Arabic syntax as in [4] [16]. Few attempts have been made to 
develop Automatic Arabic summarization systems as [1] [14]. These attempts are list in 
the next section.  
1.5. Examples of Existing Summarization Systems 
Many systems have been developed in the area of automatic text summarization; 
some of these are available online while others are commercial software. However, 
most of these systems have no published documentation explaining their design or 
method of operation. In this section, we will present the available information about 
some of these systems. 
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1.5.1. None Arabic Automatic Text Summarization Systems 
 SweSum: is the first automatic text summarizer for Swedish1. It summarizes 
Swedish news text in HTML/text format on the WWW. During the 
summarization 5-10 key words - a mini summary is produced. SweSum is also 
available for Danish, Norwegian, English, Spanish, French, Italian, Greek, Farsi 
(Persian) and German texts. SweSum is based on statistical, linguistic and 
heuristic methods. The system calculates the frequency of the key words in the 
text, in which sentences they appeared, and the location of these sentences in the 
text. 
 SUMMARIST: SUMMARIST is a multilingual text summarization system 
developed in the Natural Language Group of the Information Sciences Institute 
of the University of Southern California.  It is an attempt to develop robust 
extraction technology as far as it can go and then continue research and 
development of techniques to perform abstraction. It produces extract-type 
summaries from newspaper, newswire, and other texts. It operates on texts in 
English, Spanish, French, German, Indonesian; older versions have also 
operated on Japanese. [23] 
 LexRank  : LexRank is a text summarization system developed at University of 
Michigan by Gunes Erkan and Dragomir Radev, it is available online at 
http://clair.si.umich.edu/clair/lexrank/ 
 Automatic Text Summarizer: The Automatic Text Summarizer is an online 
English text summarization tool that is available at 
http://www.makeuseof.com/dir/automatic-text-summarizer-text-summarization-tool/ 
 Kify Online Text Summarizer: It uses Text Semantic Indexing and some 
mathematics, the Summarizer decides which parts of a document are important 
by analyzing the content. It is available online at http://text.kify.com/  
 Intellexer Summarizer 3.1: It is a commercial tool. Intellexer Summarizer is an 
innovative program for computers that creates a short summary from any 
document or a browsed web page. It is available at 
http://www.fileguru.com/Intellexer-Summarizer/info 
 QuickJist summarizer 1.2: It is capable of highlighting summaries of web 
pages directly in browser windows. http://www.filecluster.com/Internet/Browser-
Tools/Download-QuickJist-summarizer.html 
 Subject Search Summarizer 2.0: It is a commercial system available at 
http://subject-search-summarizer.smartcode.com/info.html 





 Sinope Summarizer: Sinope summarizers used a semantic analysis to transform 
the text into a structure for a computer. This structure looks like a network that 
contains the concepts from the original text and the relationships between them. 
This structure is called a Semantic Structure and all kinds of mathematical 
operations can be performed on it that are impossible to perform on the original 
text. Sinope Summarizer uses advanced mathematical techniques to analyze the 
Semantic Structure to determine which information elements are important and 
removes all irrelevant information elements. Sinope is the only system that uses 
semantic analysis; however, no documentation was to be found. The tool is 
available at http://www.filecluster.com/Internet/Browser-Tools/Download-Sinope-
Summarizer-PE-Trial.html   
 Copernic Summarizer: It uses statistical and linguistic algorithms. It is an easy 
to use tool for text extractive single document summarization. It generates 
summary reports with key concepts (up to 100) and key sentences according to 
the configured or customized summary length. Also it exports summary reports 
to various file formats (HTML, XML, Rich Text Format, Text file and URLs). It 
supports English, French, Spanish and German languages.  
The tool is available at http://www.copernic.com/en/products/summarizer/ 
1.5.2. Arabic Text Summarization Systems 
 Lakhas: An Arabic text summarization system using extraction techniques. It is 
the first Arabic summarization system to be formally evaluated and compared 
with English competitors in an evaluation competition [14].  
 AQBTSS: is a query-based single document summarizer system that takes an 
Arabic document and a query (in Arabic) and attempts to provide a reasonable 
summary for the document around this query. [17] 
 ACBTSS: It integrates Bayesian and Genetic Programming (GP) classification 
methods in an optimized way to extract the summary sentences. The system is 
trainable and uses manually labeled corpus. Features for each sentence are 
extracted based on Arabic morphological analysis and part of speech tags in 
addition to simple position and counting methods. Initial set of features is 
examined and reduced to an optimized and discriminative subset of features. 
Given human generated summaries, the system is evaluated in terms of recall, 
precision and F-measure. [17] 
 The Summarizer of AramediA: Based on Sakhr's accumulated research in 
Natural Language Processing (NLP), and Morphological Analysis over many 
years. The Summarizer is used for summarizing Arabic and English documents. 
Based on linguistic analysis of the document, it extracts the main ideas to make 
it possible for the user to preview these ideas instead of reading the whole 
document, thus saving time and effort. 
 Sakhr Summarizer: The Sakhr Arabic summarizer engine identifies the most 
relevant sentences within a text and displays them in the form of a short text 
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summary. The summarizer makes it easy to scan just the important sentences 
within documents, greatly reducing the time needed to read and process items 
manually. It provides companies with short text summary for each item using a 
prioritized list of key sentences and gives the ability to select a specific level of 
summarization. The summarization engine employs the Sakhr Corrector to 
automatically correct the input Arabic text from common Arabic mistakes, and 
the keywords extractor to identify a prioritized list of keywords to accurately 
identify the important sentences. The tool is available at 
http://textmining.sakhr.com/ 
1.6. Summary Evaluation 
Evaluating a summary is a difficult task because there is no an ideal summary 
for a given document or set of documents. From any papers or researches concerns with 
TS we can find that agreement between human summarizers is quite low, both for 
evaluating the automatic summary and generating manual summaries. Evaluating 
summary quality is considered to be more difficult than evaluating the summary. 
Another important problem in summary evaluation is the widespread use of difference 
metrics for evaluation. There is no standard human or automatic evaluation metric, 
which makes it very hard to compare different systems and establish a baseline. Besides 
this, manual evaluation is too expensive: as stated in [29] [22], large scale manual 
evaluation of summaries as in the Document Universal Conferences (DUC) would 
require over 3000 hours of human efforts. [12] 
Summary evaluation methods attempt to determine how adequate and reliable or 
how useful a summary is relative to its source. Generally, there are two types of 
evaluation methods. The first is intrinsic evaluation in which users judge the quality of 
summarization by directly analyzing the summary. Users judge directly, how well the 
summary covers main key ideas, or how it compares to an ideal summary written by the 
author of the source text or a human abstractor. None of these measures are entirely 
satisfactory. The ideal summary, in particular is hard to construct and rarely unique. In 
most cases there is no only one correct ideal summary for a given document. The 
second type of evaluation methods is extrinsic. Users judge a summary‗s quality 
according to how it affects the completion of some other task, such as how well they 
can answer certain questions relative to the full source text. Recall-Oriented Understudy 
for Gisting Evaluation (ROUGE
1
)is also used for automatic summary evaluation by 
counting the number of overlapping units such as word sequences, and word pairs 
between the computer-generated summary to be evaluated and the ideal summaries 
created by humans but this system does not support Arabic evaluation. For manual 
evaluation, extractive approach for summarization enables us to use recall, precession 
and F-measure
2
 to evaluate summaries [44]. 
1.7. Statement of the problem 
The problem of this research is how to develop a model to generate an automatic 
Arabic text summarization based on extraction that can be valid for various domains 
                                                           
1
(Automatic Evaluation of Summaries Using N-gram Co-Occurrence Statistics) 
2
Precision can be seen as a measure of exactness or fidelity, whereas Recall is a measure of completeness, F-measure 
balances recall and precision. 
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with high performance using precision and recall measurements and depending on 
quantitative features.   
The sub problems we face are: 
1. What is the proper domain that we shall use to show the power of our proposed 
model? (Political, technical, sport…) 
2. How to collect Arabic vocabularies? Because most of text data corpus do not 
support Arabic Language. 
3. How to pre-process Arabic text? 
4. What are the most relevant features to be extracted?  
5. How to add semantic information to features? 
6. What would be the used methods to score and classify the sentences? 
7. How to obtain the dataset for the experimentations? 
8. What is the proper approach to produce the summary? 
9. How to evaluate the summary? 
1.8. Objectives 
1.8.1. Main objective 
The main objective of this research is the development of an automatic Arabic 
text summarization model that can be used for various domains to generate a summary 
for Arabic document with recognizing novelty and ensuring that the final summary is 
both coherent and complete. We shall try to increase the performance of our proposed 
model by avoiding the drawbacks of the previous methods as shall be presented in the 
next chapter such as semantic ignorance and limited number of extracted features. 
1.8.2. Specific objectives 
The specific objectives of this research are: 
 Using a domain that can be widely used and in important area which can give a 
good evaluation environment. 
 Having an Arabic corpus, either by finding out a ready corpus or building a new 
one with the help of Arabic experts. 
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 Preprocess the  Arabic text using various tools and based on some approaches 
that we shall develop. . 
 Feature extraction using other researchers approaches in addition to certain 
methods developed by us. We shall have a  focus on semantic features and 
Entity Recognition Features. 
 Using special Arabic to Arabic dictionary to add semantic information to 
feature. 
 Developing a simple scoring method that depends on features weight to score 
each sentence. 
 Collecting datasets can be achieved from various domains. These can be 
obtained from various organizations working in various areas. Good dataset can 
be collected from news agencies.  
 A summary will be produced either by ratio or number of sentences. 
 Implement the proposed model. 
 Test the capability of the proposed model. We shall use various evaluation 
techniques (manual and comparing with automatic system) in order to increase 
the ratio of precision and recall measurements. 
1.9. Significance of the thesis 
 More support for the Arabic language in the technology area.  
 Apply Arabic summarization on large domain areas as an example: these 
systems can be used by librarians to generate a brief for any documents in 
libraries, and also can be used in tutoring and learning System. 
 Saving efforts and time by helping the user to find which document fits with 
her/his interest based on the produced summary. 
 Increase friendly use of computer to make the computer more Intelligent. 




1.10. Scope and Limitations of the work 
As presented in the introduction section, there have been two types of 
summarization systems: single document summarization and multi-document 
Summarization. In this research we focus on: 
 Extraction of automatic summary for single Arabic text document.  
 The model is going to be tested on some special domains as (news- sport-  
economics, technical) despite it is meant to be a general model.  
 A manual evaluation technique will be followed because there isn't any 
automatic evaluation for Arabic summarization.  
 The proposed approach accepts only file with .txt format and special Unicode of 
cp1256.  
 The produced summary size is decided by the user as he/she can enter the 
number of sentence needed in the generated summary or chose the default 
criteria from section which explain in section 4.3. 
1.11. Methodology 
 
Many attempts and achievements have been reached for text summarization in English 
language and other European and Asian languages.  Arabic summarization still suffers 
from little attention. Most of Arabic summarization systems depend on static features 
and the syntactic features of the language only. 
In our model we shall try to solve an automatic text summarization for Arabic 
documents based on both syntactic and semantic features of the Arabic language. Four 
main steps are introduced to build: 
1. Data acquisition  
2. Preprocessing and feature extraction 
3. Scoring 




In the model implementation, we depend mainly on java programming language 
and using a free source stemmer to stem each Arabic word in the text. For the system 
interface, the user has an option to assign the number of sentences to be included in the 
summary and extracted from the text, if this option is not used, the system will generate 
a summary according to the summary size criteria presented in section 4.3. 
1.12. Thesis Overview 
Chapter two is a literature survey of the automatic text summarization and 
current approaches. Chapter three defines in detail the system structure and the 
proposed approach including the corpus collection and annotation details, features 
selection and extraction and the used classification approaches (scoring approach). 
Chapter four includes experiments, the used summary evaluation techniques and system 




Chapter 2  
Related works 
Usually, the flow of information in a given document is not uniform, which 
means that some parts are more important than others. The major challenge in 
summarization lies in distinguishing the more informative parts of a document from the 
less ones. Though there have been instances of research describing the automatic 
creation of abstracts, most work presented in the literature relies on verbatim extraction 
of sentences to address the problem of single-document summarization. 
 In this chapter firstly, we look at early work from the 1950s and 60s that kicked 
off research on summarization. Second, we concentrate on approaches involving 
machine learning techniques published in the 1990s to today. Finally, we briefly 
describe some works that concern with automatic Arabic text summarization. 
2.1. Single Document Summarization approaches 
Father of Information Retrieval (IR), Hans Peter Luhs in 1958 proposed the first 
approaches of the Automatic text summarization to generate an abstract for document. 
In his method he used the frequency of particular word as a measure of sentence 
significant [32].  He derived a significant factor that reflects the number of significant 
words occurrence within a sentence, and the linear distance between them due to the 
intervention of none significant words. After that, all of these sentences in the document 
are ranked and the top ranking sentences are selected to include in abstract summary. 
Baxendale also in 1958 [10] proposed a summary that depends on the sentences 
position in document. He found that in 85% of paragraphs, the topic sentence come in 
the first and only in 7% it was last. Then one can chose any of these sentences to form 
the summary.  
In 1969 Edmundson [15], developed a protocol for creating manual extracts. He 
combined the two features from Luhs in [32] and Baxendale in [10] and added another 
two features: (i) the presence of cue words (like important, hard, significant ...) and (ii) 
the skeleton of document (title, header, paragraph …), then each sentence has a factor 
reflect the summation of the four features. The sentences with high factor are chosen for 
summary. He found in evaluation his protocol that 44% of the auto summaries matched 
the manual summaries.  
Kupiec et al; in 1995 [26] proposed a classification technique using Naïve-
Bayes method which learning from data and the four features proposed in [15] which 
are: frequency of particular word in a sentence, sentence position in the document, the 
presence of cue words and the skeleton of document (title, header, paragraph,..) with 
other two features (sentence length and the presence of uppercase words), then make 
each sentence as worthy of extraction or not. 
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Lin and Hovy in 1997 [30], proposed an approach which is based mainly on 
sentence position. They say that every text has a predictable discourse structure and the 
sentences of generator topic centrality tend to occur in certain specific location. They 
used a newswire corpus and produce a collection of text from TIPSTER program
1
 . 
They measure the yield of each sentence position against the topic keywords. They rank 
the sentence position to produce optimal position policy for topic position. 
Barzilay and Elhadad in 1997 [6], present a new algorithm to compute lexical 
chains ina text, merging several robust knowledge sources: theWordNet thesaurus, a 
part-of-speech tagger, shallowparser for the identification of nominal groups, and 
asegmentation algorithm.They do the following: (i) segment the text, (ii) identify the 
lexical chain, (iii) using strong lexical chain to identify the sentence worthy of 
extraction. They describe the term of cohesion in text as a measure of sticking together 
different parts of the text. Their approach is a notable example when semantically 
related words are used. 
Marcu in 1998 [34]; proposed a unique approach for Automatic Text 
Summarization. His main assumption is that the sentences in a document do not form 
flat sequences. He used a discourse theory which is Rhetorical Structure Theory (RST) 
[33]. In his approach he introduces a text tree to measure distinction between what is 
more essential to the writer purpose than ordinary text.  
Aone et al; in 1999 [5] also as [26], proposed a method using Naïve-Bayes 
classifier but with richer features. They used features like Term Frequency (TF)and 
Inverse Document Frequency (IDF) to derive signature words. 
Lin in 1999 [28] broke away from the assumption that features are independent 
of each other and tried to model the problem of sentence extraction using Decision Tree 
instead of Naïve-Bayes classifier. He used some novel features as query signature, IR 
signature, numerical data, proper name, pronoun or adjective, weekday or moth name 
and quotations. 
Conroy and O‘leary in [11] modeled the problem of extracting a sentence from a 
document using a Hidden Markov Model (HMM). They use only three features:  
(i) position of sentence in document, (ii) number of terms in sentences and (iii) 
likeliness of the streams given the document terms. There basic motivation for using 
Hidden Markov Model is to account local dependencies 
Osborne in 2002, [37] claim that existing approaches for summarization have 
always assumed feature independence. He used a Log-Linear model to obviate this 
assumption and showed empirically that the system produce better than a Naïve-Bayes 
classifier. Sex feature are used by this model which are: word pairs, sentence length, 
                                                           
1
The DARPA TIPSTER Text program was started in 1991 by the Defense Advanced Research Projects 
Agency (DARPA). It supported research to improve informational retrieval and extraction software and 
worked to deploy these improved technologies to government users. This technology was of particular 
interest to defense and intelligence analysts who must review increasingly large amounts of text. 
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sentence position, and naïve-discourse features like inside introduction or inside 
conclusion 
Svore et al in 2007 [48] proposed an algorithm based on Neural Network and 
used a set of features stored in database to tackle the summary problem. They produce 
news extracts system (NetSum) which extracts the most three significant sentences from 
the news article. He used a Rank-Net algorithm [8] to classify and extract sentences. 
Training in NetSum is based on modified back-propagation algorithm for two layer 
networks.  The system performance is considered to be better than all the previous 
systems for news article summarization. The performances of NetSum with external 
features are statistically significant at 95% confidence. But the main limitation of this 
system is the generated summary only contains three sentences not more. 
Verma et al., in 2007 [49] focus on dynamic summary generation based on user 
input query. When the user prints some words to find a document, these words may not 
match the document main idea and retrieving the document abstract will not help the 
user. Hence the summary needs to be generated in accordance with the user query. In 






This system consists of three steps:  
(i) Evaluation and adjustment of the query in regards to the two previous 
ontologies. 
(ii) Calculation of the distance of document‘s sentences to the relevant query. 
(iii) Calculation of the distance among the candidate summary sentences. 
The limitations of this system are: (i) it has designed for specific domain (medical) and  
(ii) lack of syntax analysis, insufficient query analysis and redundancy reduction 
problem. 
Bawakid and Ovssalah in 2008 [9] proposed a similar approach to Verma et al., 
in [49] based on semantic analysis of document. In this approach, they used a 
combination of static features including sentence position and named entity in each 
sentence- and dynamic feature includes the semantic similarity between sentence and 
user query. 
This system consists of three steps: 
                                                           
1
WordNet is a large lexical database of English, developed under the direction of George A. Miller. The 
database consists of linked words, including nouns, verbs, adjectives and adverbs. 
2
UMLS is maintained by US National Library of Medicine and includes three knowledge sources: the 
Metathesaurus, the Semantic Network and the Specialist lexicon. 
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(i) Preprocessing each sentence. 
(ii) Extracting and analyzing of features. 
(iii) Generating summary. 
The proposed system can be used for single and multi document summarization. 
However, this approach suffers from redundant information. 
 Al-Hashemi in 2010 [3] proposed a technique to produce a summary of an 
original English text. His model consists of four stages:  
(i) Pre-processing stage [stop word removal, Part of speech (POS)] 
(ii) Extract important key phrases in the text using special algorithm for ranking the 
candidate words 
(iii)Extract the most ranks sentences 
(iv) Filter sentence and assign the document to the related category. 
In his work he selects sentence according to many features (sentence position in the 
document and the paragraph, key phrases existence, existence of indicated words, 
sentences length and sentence similarity to document class). Then a classical 
supervised machine learning method is used for document classification. Instance 
based learning method [2] is the classification method that the proposed system 
implements. The size of training set is 90 documents and tested by 20 documents. 
To evaluate the system they used Precision (P) and Recall (R) measurements. The 
system achieves 70% for overall Precision. 
 Suanmali et al.; in 2010 [47] proposed Semantic Role Labeling (SRL) approach 
to improve the quality of the English summary created by the General Statistic 
Method (GSM). They perform text summarization based on GSM and combine it 
with the SRL method. For pre-process stage, there are four main activities 
performed: (i) sentence segmentation, (ii) tokenization, (iii) stop word removal, (iv) 
word stemming. They extract the important sentences based on both sentence 
semantic similarity and GSM. To calculate sentence semantic similarity the used: 
WordNet and PropBank
1
 semantic annotation. In feature extraction, they used: (i) 
syntactic similarity with title, (ii) sentence length, (iii) term frequency, (iv) sentence 
position, (v) occurrence of proper nouns, numerical data and thematic word. Finally; 
they combine SRL and GSM to give a score for each sentence using summation 
                                                           
1
PropBank is a corpus that is annotated with verbal propositions and their arguments—a "proposition 
bank". Although "PropBank" refers to a specific corpus produced by Martha Palmeret al., the 
term propbank is also coming to be used as a common noun referring to any corpus that has been 
annotated with propositions and their arguments.see https://verbs.colorado.edu/propbank/ 
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method. The high score sentences are extracted to form the summary. For 
evaluation, they used ROUGE with 100 documents and reach F-measure of 0.52431 
which is higher than MS-Word summarizer and Baseline summarizer tools. 
2.1.1. Arabic Works  
It is to be noted based on the available literature and to the extent of the 
researcher‘s knowledge, all of the Arabic summarization systems are concerned with 
single document summarization. 
Lakhas, An Arabic summarization system was proposed by Douzidia and 
Lapalme in [14]. In this system Arabic text is summarized directly into Arabic summary 
then the summary is translated after that to English text, so it appears as English 
summarizer not Arabic one because the final summary is in English not in Arabic. 
Group of features are extracted from each sentence as: (frequency computation, 
indicative expression, stop word removal) and a score function with weights are 
calculated.  To generate a summary, the top ranked sentences are extracted and apply to 
summary. After that they use some removal word steps to minimize the summary to 10 
words only. They use little features in the score function ignoring very useful features as 
sentence position, overlapping between sentence and similarity with document title. In 
their work they also didn‘t use any classifier to increase the decision for each sentence. 
The system finally generates English summary so they used ROUGE to evaluate their 
summary. They also translated the original document to English document and using 
this one into evaluation with the English summary. ROUGE shows that Lakhas results 




 compared to other system.  
Abdullah et al.; in [1] report a proposal of a platform for making the summary of 
Arabic texts as well as its architecture and its resolution. This platform consists of a 
group of existing tools from different resources to help human summarizer in the 
realization of Arabic summaries of text. So they only group and organize a set of tools 
from the beginning until extracting a summary. They use different modules as: text 
tokenizer, morphological analyzer, and parser.  For extraction they depend on lakhas 
module in [14] to score sentence.  The drawback was the same as lakhas because they 
use the same version of it without any classifier and didn‘t add any new relevant 
features.   The evaluation of the platform was carried out on various types of texts 
length (short text between 30 and 150 words, average texts between 150 and 250 words, 
long text between 250 and 500 words) according to the execution time of their platform 
using two type of corpus from news paper articles Dar Al-Hayat and Tunisian education 
basic year school book. They measure the execution time for each module alone when 
applying to the summary. In general we can say that they didn‘t evaluate the summary 
according to its coherent or completeness or either correctness but only compute the 
execution time. 
Sobh et al.; in [44] introduce an Arabic extractive text summarization system. 
This system integrates Bayesian and Genetic Programming (GP) classification methods 
in an optimized way to extract the summary sentences. The system is trainable and use 
manually labeled corpus. They extract features for each sentence based on Arabic 
morphological analysis and part of speech tags in addition to simple position and 
counting methods. After extraction, they use -as we mention before- Bayesian and GP 
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in different manners to generate some versions of the summary either by integrating the 
two results or by selecting the max score between them. Using GP method didn‘t add 
any powerful value to the model as the result say. Using Bayesian alone increase the 
precision of the summary and saving the time needed for GP computation.  The authors 
didn‘t use some useful features as user defined keywords, named entities or indicator 
phrase which will increase the system controllability and results. Also; if they add some 
semantic information from lexical resource this will enhance output cohesion. In 
Evaluation, three important measures are used, precession, recall and F-measure. 
Precession is a measure of how much of information that the system returned is correct 
and Recall is a measure of the coverage of the system where F-measure balances recall 
and precession. They have 4 type of summarization system according to the 
combination between Bayesian and GP which are: (i) Bayesian, (ii) GP,  
(iii) Bayesian and GP, (iv) Bayesian or GP. From evolution they found that using 
Bayesian or GP achieves they highest F-measure between the four approaches which 
reach to 0.599 when they use only five features (sentence length, sentence paragraph 
position, sentence similarity, number of infinitives, number of verbs).  
Based on the above presented research, most of the works lack to have 
comprehensive features related to Arabic languages such as using of special words, and 
various meanings for the same word (semantics and synonyms). Also they lack to have 
corpus for locations and persons names which can change the sentence weights.   
2.2. Multi-Document Summarization: 
When a user query about a topic, hundreds of documents are returned to him. If 
we deal with each document alone and summarized it, then hundred of summaries are 
generated which are also a problem. In today‘s community in which time plays 
important role, multi-document summarizer play essential role in such situations. 
The field of multi-document summarization has been pioneered by NLP group at 
Colombia University. Mckeown and Radev in 1995 from this group develop a 
summarization system called SUMMONS depend on template-driven message 
understanding system [36].  Extractive techniques have been applied, making use of 
similarity measure between pairs of sentences. Different approaches deal with these 
similarities in different ways: Mckeown et al, in 1999 and Radev et al., in 2000 identify 
common themes through clustering and then select one sentence to represent each 
cluster [35] [39]; Barzilay et al., in 1999 generate a composite sentence from each 
cluster [7]. 
Some recent work extends multi-document summarization to multi-language 





Automatic Arabic Text Summarization System (AATSS) 
In this chapter we shall present our proposed Automatic Arabic Text 
Summarization System (AATSS). The proposed system will be described using 
flowcharts, algorithms, figures and tables. Various stages have to be performed to 
achieve text summarization. The main required steps are shown in Figure 3.1 (A and B) 
and stated below: 
1. Data Acquisition 
2. Pre-processing and Feature extraction 
3. Scoring 
4. Ranking and Generating Summar 
 
 
Figure 3.1. (A) The proposed AATSS flow-diagram 
 
 













3.1. Data Acquisition  
This step is considered to be the system inputs.  The system inputs can be 
classified into two types: user text input and support system inputs. In the user text 
input, the user is asked to upload an Arabic text file with (.txt) format only and a special 
Unicode of cp1256. This file is one to be summarized. In support system inputs, the 
user can provide the system with some name entity for persons, places and important 
terminology related to the problem domain. In the user text input, there is no limitation 
on the size of the text or number of sentences included in the article. On the other hand 
user should determine the number of summary sentences he/she needs to include in the 
final generated summary. 
3.2. Pre-processing and Feature Extraction  
In contrary of what is used in the most of text summarization systems by 
separating the stages of pre-processing and feature extraction, in our proposed system 
we combine the two stages in one. In this system we deal with pre-processing and 
feature extraction as interrelated stage. We need to extract some features before 
processing the text as extract number of words for each sentence and the absolute 
sentence position. Other features need special type of processing as entity recognition 
feature which requires converting all (شـ) to (ٚـ), also semantic feature needs to stem all 
words before extracting them. Figure 3.2 depicts pre-processing and feature extraction 
stage and shows how the pre-processing and feature extraction are interrelated.  
Figure 3.2 shows the following steps: 
1. Firstly we will count the number of words in the document. 
2. Apply sentence segmentation to extract relative length feature and sentence 
absolute position feature. 
3. For each sentence in the document, we will apply sentence pre-processing. 
The resultant sentence after this step is called (pre-process sentence), then 
we get a (ta‘a sentence) by converting (شـ) to (ٚـ).  
4. Calculate all entity recognition features and remove their occurrences from 
the input sentence to obtain a (post-pre-sentence). This stage produces five 
features: 
 Name counter  
 Place counter  
 Special words counter 
 Months and days counter 
 Numerical counter 
5. For each post-pre-sentence we apply stemming processing and produce a 































Input text Number of Words in 
text (tokenization) 
Sentence Segmentation 
1. Number of word in 
sentence 
2. Sentence relative 
length 
3. Sentence type 
4. Sentence absolute 
position 
 
3 for each sentence in document 
Pre-processing (1) 
1. Remove Diacritics 
2. Remove Punctuations 
3. Remove Definite 
Article 
4. Check Alef Styles 
5. Remove Strange Word 





1. Check Taa (شـ) Styles 
 
Output :Taa sentence 
Entity Recognition 
1. Check names  
2. Check places 
3. Check special words  
4. Check months/days 









1. Sentence Term 
Frequency  
2. Title Similarity 
3. Pre similarity  
 




Check Key phrases 
 
5 
Figure 3.2.  Pre-processing and feature extraction 
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6. Semantic features are extracted in this step from stem-sentence and we have: 
 Term frequency feature. 
 Title similarity feature 
 Similarity with previous sentence feature 
7. Also from stem-sentence we check some key phrase and extract the 
following feature: 
 Strong key phrase feature 
 Middle key phrase feature 
 Weak key phrase feature 
Now we will describe briefly each step: 
3.2.1. Document Word Number (tokenization) 
For each text, we calculate the number of words in it using a word tokenizer 
based on the following algorithm  
 
This is not a system feature but we will use it for another purpose as explained 
later in sentence length and sentence relative length as in section 3.2.2.  
3.2.2. Sentence Segmentation Features 
A sentence is that part of the text which ends with full stop (.) whereas a paragraph 
is ended by new line. So a paragraph might consist of group of sentences. Table 3.1 
shows some examples of sentences and paragraphs. 






ف ءخ٘٤ٓ ٍخٔٗ عكخلٓ ٠لٗ ،ىَٝزٓ دخُٛٞح يزػ ءحُِٞح ش٤رَؼُح َٜٓ ش٣ٍٜٞٔؿ ١
 صحىخ٠ٓٝ شلِٓلأح ٖٓ سَ٤زً صخ٤ًٔ ذ٣َٜط ٕؤ٘ر ش٤ِ٤ثحَٓا ٍىخٜٓ ٚظِهخ٘ط خٓ
 ىٝيلُح َزػ ْػ ءخ٘٤ٓ سَ٣ِؿ ٚزٗ ٠ُا خٜ٘ٓٝ خ٤ز٤ُ ن٣َ١ ٖػ سِؿ ٠ُا ن٣ٍحُٜٞح
سِؿ عخطه ٠ُا مخلٗلأحٝ . 
2 2 
1. While (Not End of Text) 
1.1. Tokenize a word 
1.1.1. Increase num_of_word 
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ح قلُٜح ٖٓ ىيػ خٜطىٍٝأ صخل٣َٜط ٢ك ،ىَٝزٓ ٍخهٝ سٍىخُٜح ش٣َُٜٔ
 ضزُٔح11-6-2011 ٕا ،" خِٜهحيٓ ٢ك شٛخهٝ خ٤٘ٓأ خٜ٤ِػ َط٤ٔٓ ءخ٘٤ٓ
 ١َرًٞٝ ١ئك ئكأ ي٤ُٜ٘ح نلٗ ٢ك خٜؿٍخوٓٝ(َٔؿ ) سخ٘ه مٞكٝ ّلأُح
 ٖٓ سَ٤زً صحٞور شٓٞػئُح شًَلظُٔحٝ شظرخؼُح ٖثخٌُٔح َ٤ؿ حٌٛ ،ْ٣ُٞٔح
١َُٜٔح ٖ٤ـُح." 
ؾُح ٕأ ،ٍٝئٔٓ ٢٘٤طِٔك ٍيٜٓ يًأ قكٍ َزؼٓ شرحٞر ملاؿا ىخػأ ١َُٜٔح ذٗح
 خًكٞظلٓ ٌٕٞ٤ٓ شرحٞزُح قٜٗ ٕأ َزؼُٔح ٠ِػ ٢٘٤طِٔلُح ذٗخـُح ؾِرأٝ ١َزُح
 حٌُٜ ٖ٣َكخُٔٔح ٍٞزػ شًَك يٜ٘ط ٕأ خًؼهٞظٓ ،ّحيهلأح ٠ِػ ًخ٤٘ٓ ٖ٣َكخُٔٔح ٍٞهيُ
ح ًَ ٤زً ًخجطر ّٞ٤ُح  .ـُ ق٣َٜط ٢ك ٍئُٜح قٟٝأٝ"ٖ٣لا ٕٝأ ٖ٤طِٔك" ٕأ ،
 ذٗخـُح ،قكٍ َزؼٓ شرحٞر ٠ِػ ش٤ز٘وُح فحُٞلأح غٟٝ ىخػأ َزؼُٔح ٠ِػ ١َُٜٔح
شٗخ٤ُٜحٝ ْ٤َٓظُح شـلر  .
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In sentence segmentation the system‘s reader reads each sentence and does the 
following: 
A. Extract Number of Words 
This is the same as number of words in document but here we calculate it 
according to sentences. There are three cases to determine a word in the sentence as the 
following and displays in figure 3.3: 
(i) Words in the beginning of sentence: these end with white space as word 
―ضوولط‖ in the sentence ― ٚظُح ضوولط ضُٞلط ٢ظُح ش٤ِ٤وِه ش٘٣يٓ يٟ ش٤ِ٤ثحَٓلإح صحي٣ى
 سٍٝخـُٔح صخٔ٤ؤُحٝ َٟوُح ٠ُا خٜ٘ػ َ٤كَُح ٠ُا ٕخٌُٔح ضؼكى ،دَك صخكخٓ ٠ُا خٜػٍحٞٗ
"سخـُِ٘ ًخزِ١"ٍلاظكلاح ٖٓ َٟهأ صٞ٤ر ضزٜٗٝ ش٘٣ئُح صٞ٤ر ٖٓ ءِؿ َٓى يهٝ خٜ٤ُا حٝىٞؼ٤ُ ،. ‖ . 
(ii) Words in the middle of sentence: between two white spaces as ―صحي٣يٜظُح‖ 
or it may be between white space and punctuation like ―دَك‖ in the 
previous sentence. 
(iii) Words in the end of sentence between white space and a full stop (.) 
like―ٍلاظكلاح‖. 
 
Figure 3.3 Cases of define word in the sentence 
 
Words
In the begining of sentence
end with 
whiteSpace




Between white space 
and punctuation 
In the end of 
sentence
Between white 
spce and full stop
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B. Sentence Relative Length 
This feature is useful to filter out short sentences such as subtitles, author names 
and date lines commonly found in news articles [47]. The short sentence tends not to be 
included in summaries [3]. 
It is used to measure the relative length by counting the number of words in a 
sentence (as stated in A) and making its length relative to the longest sentence in the 
current document. We calculate this feature using equation (3.1) due to [47]:  
 
C. Sentence Type 
This feature helps us to distinguish between titles and sentences. Title is 
considered to be very important because it affects in computing various features and it 
will play a main role in feature extraction as a measure of similarity between title and 
all sentences in the document. Title is the first sentence that appears in a document 
which is not ended by full stop but breaks with new line to start the article while any 
other sentence is ended with full stop (.). 
D. Sentence Absolute Position 
Position of sentence in the document plays a significant factor in finding the 
sentence that is the most relevant to the topic of the document. Usually the first sentence 
is the most significant sentence in the document which gives an idea about what the rest 
of text say; also the last sentence usually contains a conclusion about the text [43]. This 
feature has presented a good result in several projects as in [9] [15] [44] 
To emphasize the significant of different sentence positions, each sentence in the 
document is given a rank ranging from 1 to max (in our system max is the number of 
sentences in the document). More weight is given to sentence at the beginning than the 
rest. We compute sentence absolute position feature using equation (3.2):  
 
As example: if we have a document with 6 sentences, then the sentence absolute 
position for the second sentence in this document = (6-2+1)/6 = 5/6. 
3.2.3.  Pre-processing 
In this stage pre-processing includes filtering each sentence and removing none 
useful words and characters from it. This stage is summarized as below: 
A. Remove Diacritics 
In Arabic language there are special notations called diacritics. It used for 
Arabic grammar and difference in the meaning according to word position in sentence 
and its POS. Table 3.2 shows the diacritics which are removed from the text: 
Sentence Absolute Position = 
Numberofsentences −sentence  posistion +1 
Numberofsentences
 ….……eq (3.2) 
Sentence Relative length = 
Number  of  word  in sentence
Number  of  words  in  longest  sentence
 ….……eq (3.1) 
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Table 3.2. Arabic  diacritics 
ٌ   ِ   ْ   ٍ   ُ  ً  َ  
 
B. Remove Punctuations 
As any language, punctuations are used to organize the text and give the 
sentence a powerful meaning. The punctuation in the text summary does not have any 
value, so we remove all punctuations which are not full stop. Table 3.3 shows 
punctuations that should be removed when appear in the text: 
 
C. Remove Definite Article 
In Arabic ―ٍح‖ character is considered as definite article which converts the word 
from not definite to definite as word ―the‖ in English. For further processing we need to 
remove all definite which are shown in table 3.4 to make all words in the same case: 
 
D. Check and Convert “Alef” style 
Alef is the first letter in Arabic alphabet, it can be written in different styles as ( أ ,
ا ,آ ,ح ) according to its position in the sentence, diacritics and pronounce as ( ئكأ,ّلآا ,
ٍخٓآ, الله ). For each occurrence of Alef in the text, the system converts it to (ح)style to 
make the entire Alef letter in the same style which helps in the semantic features. 
E. Remove Strange Words 
Strange words are not Arabic words but written with Arabic letters. These words 
must be removed from the text because they are without any value and do not have 
Arabic root. Table 3.5 shows some of these words that appear in Arabic text: 
Table 3.3.  Punctuations 
,   ¡    :   '   ÷   ×   º   ><    |   \  ¿   '   !  @   #   $   %   ^   &   *   )   (   _   -   +   =  
   ~  ø     ،" 
Table 3.4. Arabic definite article 
ٍح ,ٍحٝ ,ٍخر ,ٍخً ,ٍخك ,ٍ  
Table 3.5. Examples of strange words 
شؿٞه ,سٍِٞر ,َطسِك ,سِلِظٓ ,ق٣ٍخؼٓ ,ْطٍآٛ ,ىحَؿ ,ىحَؿ ,٢كحَؿٞٔ٣ى ,٢كحَـٔ٣ى ,خٍٗٞٗلأح ,٢كحَـؿ ,ٞظ٤لُح ,




 sdroW potS evomeR .F
 ni noitamrofni lufesu ot etubirtnoc ylerar hcihw sdrow esoht era sdrow potS
 ni gninaem ssel edivorp tub txet ni yltneuqerf raeppa dna ecnaveler tnemucod fo smret
 .]74[ tnemucod fo tnetnoc tnatropmi eht gniyfitnedi
 .sdrow ycneuqerf hgih rehto dna snoitcnujnoc ,snoitisoperp edulcni sdrow esohT
 :sdrow eseht fo emos swohs 6.3 elbaT
 
-erp hcae retfa neppah tahw dna txet lanigiro morf ecnetnes a swohs 7.3 elbaT
 :egats gnissecorp
 sdrow pots fo selpmaxE  .6.3 elbaT
, ُْ, ك٤ٜخ, ر٤ٖ, ط٢, ًٌُي, طِي, ًٝخٕ, ػِ٠, أكي, ُ٤ْ, رٚ, ٣ٌٕٞ, ٛٞ, كظ٠, ٖٓ, ك٢, ٟ, حُ٠, ٣ِ٢, ٟي, رؼي, حٕ
, كٍٞ, ػ٘ٚ, ٓخ, أ١, ًٝخٗض, ُ٤ٔذ, لا, ٖٓ, ك٤ٖ, أٓخ, ً١, ٌٓ٘, ًح, ُ٤ْ, ُٔخًح, ٓٔخء, ػٖ ٌُٖ, ػِ٠, إ, ػِ٤ٜخ
, ٛئلاء, ُْ, حُ٤ّٞ, لإٔ, ُْٜ, ًخٕ, ٗلٞ, ُٖ, ؿيح, ر٤ٖ, هي, طٌٕٞ, ٗٚأ, ٌٛٙ, ػْ, كو٢, ط٢, ٌٛح, ُٚ, ٌُٖ, ٌُ٘ٚ, ٓغ, ىٕٝ
, اً, أٝ, ُٜخ, طلض, كٜٞ, ك٢, رٜخ, ٓ٘ٚ, ػٜ٘خ, ٛٞ ,رَ, كوي, ٓغ, إٔ, ٝػ٢, ُيٟ, ري, ًَ, حٌُِ٣ٖ, ػ٘ي, ُٞ, ًُي, ك٤ٚ, كبٕ
, ٓخ, حٝ, حًح, ٛ٢, ك٤غ, َٛ ,اًح, ُ٠ا, ٜٓ٘خ, ٣ّٞ, ٓؼٚ, هزَ, ٛ٘خى, أٓخّ, ٌُُي, ًخٗض, هي, ٛ٘خ, ً٤ق, ًٔخ, ػِ٤ٚ, ػِ٢
, ٓخكظت, ٓخرَف, ظَ, حٟل٠, أٟل٠, حٓٔ٠, أٓٔ٠, أٛزق, حٛزق, ٓخ٣ِحٍ, لا٣ِحٍ, لاُحٍ, ٓخُحٍ, اُ٢, حُ٢, لا
, حٗٚ, حُ٤ٜخ, ريلا, ح١, ًحص, ُٚ, حٍٝ, كخُ٢, حُلخُ٢, لا٣ِحٍ, لآ٤ٔخ, ُؼَ, ُ٤ض, ًؤٕ, إ, ُ٤ْ, ٛخٍ, رخص, ٓخحٗلي
, أرٞ, ٝٛ٢, إٔ, ُي١, رٌٜح, ٣ٌٖٔ, حُ٤ٚ, حٌُ١, ربٕ, أرٞ, , ٓٔخ, ٓظٌٕٞ, كٌخٕ, حلا, ٌُٜح, ٌٛح, حٌُ١, حٕ, ٙكخٕ, ً٣ٖ, حٌُ٣ٖ
, ُ, ٍ, ى, م, ف, ؽ, ع, ص, د, ح, ّ, ٍث٤ْ, ٓل٤َ, ٜٓ٘يّ, أٓظخً, ٓل٤َ, ُٝ٣َرٖ, ػزي, حرٞ, حّ, حٌُٟ, ٖٛ, حٌُ١, آٍ
 ء, ٟ, ١, ٝ, ٙ, ٕ, ٍ, ى, م, ف, ؽ, ع, , ظ, ١, ٝ, ٙ, ٕ, ّ
 gnissecorp-erp fo selpmaxE  .7.3 elbaT
 ونَ ر٘٤خٓ٤ٖ ٗظ٘٤خٛٞ ٍث٤ْ حٍُُٞحء حلإَٓحث٤ِ٢ أٓخ نَ هطخ نَ ٣ؼظزَ حُلِٔط٤٘٤ٞ ecnetneS lanigirO
  تةِ ٣ٜٞى"هَ٣طش ١َ٣ن ٗلٞ  هُ ٍ حُٔخٟ٢ رؤٕحٌُٞٗـَّ حلأَٓ٣ٌ٢ حُ٘ٚ
ُٜخ، ُ٤ظٌخَٓ هطخرٚ ٓغ حُٔٔخٍٓخص ػِ٠  ت ً، ٝؿؼَ حُويّ ػخٛٔش ًأري"حُيُٝش
  .أٍٝ حُٞحهغ
٣ؼظزَ حُلِٔط٤٘٤ٕٞ هطخد ر٘٤خٓ٤ٖ ٗظ٘٤خٛٞ ٍث٤ْ حٍُُٞحء حلإَٓحث٤ِ٢ أٓخّ  scitircaiD evomeR .1
٣ٜٞى٣ش "كٞ حٌُٞٗـَّ حلأَٓ٣ٌ٢ حَُٜ٘ حُٔخٟ٢ رؤٗٚ هَ٣طش ١َ٣ن ٕ
ُ٤ظٌخَٓ هطخرٚ ٓغ حُٔٔخٍٓخص ػِ٠  ،ٝؿؼَ حُويّ ػخٛٔش أري٣ش ُٜخ ،"حُيُٝش
  .أٍٝ حُٞحهغ
 evomeR .2
 noitautcnuP
أٓخّ  انىزراء الإضرائيهيهطخد ر٘٤خٓ٤ٖ ٗظ٘٤خٛٞ ٍث٤ْ  انفهططينيى ٣ؼظزَ 
 انذونترؤٗٚ هَ٣طش ١َ٣ن ٗلٞ ٣ٜٞى٣ش  انشهر انماضي انكىنجرش الأمر كي
ػِ٠ أٍٝ  انممارضاثهطخرٚ ٓغ  نيتكاممحٛٔش أري٣ش ُٜخ ع انقذشٝؿؼَ 
  .انىاقع
 etinifeD evomeR .3
 elcitrA
 أماوضرائيهي إحء ٍهطخد ر٘٤خٓ٤ٖ ٗظ٘٤خٛٞ ٍث٤ْ ُٝ٣ؼظزَ كِٔط٤٘٤ٕٞ 
هَ٣طش ١َ٣ن ٗلٞ ٣ٜٞى٣ش ىُٝش ٝؿؼَ  بأنهَٜٗ ٓخٟ٢  أمر كيًٞٗـَّ 
  .ٝحهغ أرعُٜخ ٣ظٌخَٓ هطخرٚ ٓغ ٓٔخٍٓخص ػِ٠  أبذ تهيّ ػخٛٔش 
 trevnoC dna kcehC .4
 felA
حء حَٓحث٤ِ٢ حٓخّ ٍ٣ؼظزَ كِٔط٤٘٤ٕٞ هطخد ر٘٤خٓ٤ٖ ٗظ٘٤خٛٞ ٍث٤ْ ُٝ
َٜٗ ٓخٟ٢ رخٗٚ هَ٣طش ١َ٣ن ٗلٞ ٣ٜٞى٣ش ىُٝش ٝؿؼَ  امر كي كىنجرش
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The final output sentence from this stage in our system is called (pre-process-
sentence). 
G. Check and Convert (تـ) style 
This step is related to previous pre-processing but we need its output separated 
alone for some extracted features as entity recognition features. For each (شـ) ―ta‘a 
marbota‖ character appears in text we convert it to (ٚـ) ―ha‘a style‖ without dots. This 
feature helps us to deal with word ―شٍٓيٓ‖and ―ٍٚٓيٓ‖ as the same word. The output 
sentence here is called (Ta‘a sentence). Table 3.8 shows an example of this step applied 
to the pre-process-sentence obtained from the previous steps. 
 
3.2.4. Entity Recognition (ER) 
The motivation for this feature is that the occurrence of proper nouns, referring 
to people, places and other categories, are clues that a sentence is relevant for the 
summary as used in [14]. 
For each (ta‘a sentence) we check if there is any entity name occurs in it, if it 
occurs, we increase a special parameter called –entity counter by 1 and remove this 
entity name from a (pre-process-sentence). The value of this counter reflects the number 
of entities in the sentences. If the name counter = 5 then there is five person names in 
this sentence and if the place counter = 2 then we have only 2 places mentioned in this 
sentence. Figure 3.4 display the flow chart for this process. 
غهحٝ ٍٝح ٠ِػ صخٍٓخٔٓ غٓ ٚرخطه َٓخٌظ٣ خُٜ ش٣يرح شٔٛخػ ّيه.  
5. Remove Strange 
Words 
ٖر دخطه ٕٞ٤٘٤طِٔك َزظؼ٣ ٞٛخ٤٘ظٗ ٖ٤ٓخ٣صيئر زورءا  َٜٗ ّخٓح ٢ِ٤ثحَٓح
 ٢ٟخٓهناب  ن٣َ١ شط٣َهىحن  شُٝى ش٣ىٜٞ٣و ش٣يرح شٔٛخػ ّيه َؼؿاهن 
 ٚرخطه َٓخٌظ٣عم  صخٍٓخٔٓىهع غهحٝ ٍٝح.  
6. Remove Stop 
Words 
 شط٣َه ٢ٟخٓ َٜٗ ّخٓح ٢ِ٤ثحَٓح ٞٛخ٤٘ظٗ ٖ٤ٓخ٤٘ر دخطه ٕٞ٤٘٤طِٔك َزظؼ٣
ٙخػ ّيه َؼؿ شُٝى ش٣ىٜٞ٣ ن٣َ١ ٍٝح صخٍٓخٔٓ ٚرخطه َٓخٌظ٣ ش٣يرح شٓ
غهحٝ.  
Table 3.8. Examples of Convert (تـ)  
Pre-process-sentence ٕ ٢ٌ٣َٓح ّخٓح ٢ِ٤ثحَٓح ٞٛخ٤٘ظٗ ٖ٤ٓخ٤٘ر دخطه ٕٞ٤٘٤طِٔك َزظؼ٣ ٢ٟخٓ َٛ
تط رخ  ن٣َ١ت دىه  تنود  ّيه َؼؿتمطاع ت ذبا  ٚرخطه َٓخٌظ٣
غهحٝ ٍٝح صخٍٓخٔٓ.  
Ta‘a-sentence  ٢ٟخٓ َٜٗ ٢ٌ٣َٓح ّخٓح ٢ِ٤ثحَٓح ٞٛخ٤٘ظٗ ٖ٤ٓخ٤٘ر دخطه ٕٞ٤٘٤طِٔك َزظؼ٣
 صخٍٓخٔٓ ٚرخطه َٓخٌظ٣ ٚ٣يرح ٚٔٛخػ ّيه َؼؿ ُٚٝى ٚ٣ىٜٞ٣ ن٣َ١ ٚط٣َه




Figure 3.4 Entity Recognition flow chart 
Table 3.9 shows the entity type we used in the system with an example for each 
one. 
 
Table 3.10 shows an example of ER on ―ta‘a sentence‖ and the final output 
which is called (post-pre-sentence). 
Table 3.9. Entity Recognition categories  
Category mane Examples Parameter name 
Name entity  ٚ٤٘ٛ َ٤ػخٔٓح–  ٕلاكى ئلٓ–  ىٞٔلٓ
ّخزػ- ٢ٓخُ٘ح الله يزػ.  
Name recognition counter 
Place entity  َٙٛخه–  ّيه–  ٖ٤طِٔك–  الله ّحٍ– سِؿ.  Place  recognition counter 
Months entity and 
days 
 َ٣خ٘٣–  ٍٝح ٕٞٗخً–  ُٞٔط–  ضزٓ– 
َزٔٔ٣ى.  
Months/days  recognition 
counter 
Special entity  ٚ٤ٓلآح ٚٓٝخوٓ ًَٚك–  ٙيلظٓ ْٓح ِْـٓ– 
ٚ٤رَػ ٍٝى ٚؼٓخؿ.  
Special  recognition counter 
Numerical entity 20/12/2011 – 123 – 10.5 Numeric  recognition counter 
Table 3.10.  Entity Recognition example  
Original Sentence ٚظ٘٣يٓ عٍحٞٗ ٢ك خُٜٜٞك صٍحى ٢ظُح دَلُح ًًَٟ ٢٘٤ٗخٔؼُح ي٤ؼظٔ٣ٝ" : ٢ك
 ٢ُخٛأ خَٛـٛٝ ْظ٘ٓ َ٤ٓيط ش٤ِٔػ ٠ُا ش٤ِ٤وِه ضَٟؼط ٕحَ٣ِك ٖٓ ْٓخوُح
٠ُحٝ سٍٝخـُٔح َٟوُح ٠ُا ش٘٣ئُح  مٞلط شزٔ٘ر خٜطٞ٤ر صَٓىٝ ِْرخٗ صخٔ٤وٓ
 ٍح80 " %ق٤٠٣ٝ ،" : ش٣ٞٔظر ش٤ِ٤ثحَٓلإح ٍلاظكلاح صخكحَؿ ضٓخه يوُ
ـر شُٜ٘ح خٜطٞ٤ر"ٍٝلأح ." 





Word stemming is the process of reducing inflected or derived words to their 
stem, base or root form. The purpose of this step is to obtain the stem or root of each 
word, which emphasize its semantic. 
Different approaches for Arabic stemming can be identified, manually 
constructed dictionaries, algorithmatic light stemmer that remove prefix and suffixes, 
morphological analyzers that try to find the roots and form of words. Stemmer can be 
weak, fail to conflate related forms that should be grouped together, or strong, where 
unrelated forms are conflated [44][47]. In this study we perform stemming using 
khoja‘s1 stemmer [25]. For example a stemming algorithm for Arabic should stem the 
words ( ٍّى ,ٍّي٣ ,ٍّيٓ ,ٍّحى ,شٓحٍى ,شٍٓيٓ ,ْ٣ٍيط ) to its word stem (ٍّى).  
Using the stem word increases the semantic similarity between sentences and 
increases the value of Term Frequency through the document. This will consider all 
different styles of the word which have the same stem as one term and not different 
words. This step increases the weight of the semantic feature in the sentence. 
Before we apply stemming on the text we should remove all non- letters such as 
numbers and dates from text. Table 3.11 shows a sentence as an example before 
stemming and after it. We called the output sentence from stemmer (stem-sentence).  
                                                           
1
http://zeus.cs.pacificu.edu/shereen/research.htm 
ّ سٍٝخـٓ َٟه ٢ُخٛح خَٛـٛ ْظ٘ٓ َ٤ٓيط ش٤ِٔػ ش٤ِ٤وِه ضَٟؼط صخٔ٤ه
 مٞلط شزٔ٘ر خٜطٞ٤ر صَٓى ِْرخٗ80  ش٤ِ٤ثحَٓح ٍلاظكح صخكحَؿ ضٓخه ق٤٠٣
ٍٝح ش٘ٛ خٜطٞ٤ر ش٣ٞٔظر  .
Ta‘a sentence  ْٓخه ٚظ٘٣يٓ عٍحٞٗ خُٜٜٞك صٍحى دَك ًًَٟ ٢٘٤ٗخٔػ ي٤ؼظٔ٣ ار سح  
 ضَٟؼطهيهيقهق  صخٔ٤وٓ ٍٙٝخـٓ َٟه ٢ُخٛح خَٛـٛ ْظ٘ٓ َ٤ٓيط ٚ٤ِٔػ
صهبان ذٔ٘ر خٜطٞ٤ر صَٓى مٞلط ٙ80  صخكحَؿ ضٓخه ق٤٠٣للاتحا هيهيئارضا 
ٍٝح ٚ٘ٛ خٜطٞ٤ر ٚ٣ٞٔظر .
Post-pre-sentence  ضَٟؼط ْٓخه ٚظ٘٣يٓ عٍحٞٗ خُٜٜٞك صٍحى دَك ًًَٟ ٢٘٤ٗخٔػ ي٤ؼظٔ٣
 شزٔ٘ر خٜطٞ٤ر صَٓى صخٔ٤وٓ سٍٝخـٓ َٟه ٢ُخٛح خَٛـٛ ْظ٘ٓ َ٤ٓيط ش٤ِٔػ
ٖٛ خٜطٞ٤ر ش٣ٞٔظر ٍلاظكح صخكحَؿ ضٓخه ق٤٠٣ مٞلطٍٝح س.  
Table 3.11. Stemming example  
Original Sentence  ٍخٜلُح غكَر شِٓظِٓ َٜٓ ٕا ٢رَؼُح َ٤زٗ ١َُٜٔح ش٤ؿٍخوُح َ٣ُٝ ٍخه
٢٘٤طِٔلُح ذؼُِ٘ صلا٤ٜٔظُح ْ٣يوطٝ ،سِؿ عخطه ٖػ ٢ِ٤ثحَٓلإح 





3.2.6. Semantic Feature Extraction 
All the previous Arabic summarization systems extract features from syntactic 
level of words [1][14][17][44]. In this proposed system we deal with each word in the 
sentence and with its semantic meaning. To deal with semantic meaning –Arabic 
synonyms- we use ―Al-Taleb Arabic to Arabic dictionary‖1, which give us 100 words 
with its alternate meaning in Arabic also. Semantic features used in this section and in 
the next one are one of our main contributions for features extraction in this system. 
Table 3.12 shows examples from this dictionary. 
It is worth noting that we use Arabic synonyms as the only semantic feature. 




Semantic feature extraction stage consists of: 
A. Term Frequency 
In the context of IR, some very important measures are Term Frequency (TF) 
and Term Frequency × Inverse Document Frequency (TF-IDF) [42]. In text 
summarization we can employ the same idea, in this case we have a single document d, 
and we have to select a set of relevant sentences to be included in the extractive 
summary out of all sentences in d. Hence, the notion of a collection of document in IR 
can be replaced by the notion of a single document in text summarization. This new 
measure will be called Term Frequency × Inverse Sentence Frequency (TF-ISF) [27]. 





Stem-sentence َ٤ثحَٓح َٜك غكٍ ُِّ ١َٛ ؽَه ٍٞه ٢٘٤طِٔك ذؼٗ َٜٓ ّيه ١
Table 3.12. Examples from Al-Taleb Arabic to Arabic dictionary  
Word First meaning Second meaning 
ؾػُأ َّرأ ّؤٓأ 
ٖ٤ٔػ  ٍخؿ  ْ٤لٗ
شؼ٣ًٍ  شـك  ٌٍػ
شٔظؼُح  شِٔظُح  َ٤ُِح
دٞزٛ  سٍٞػ  ٕخـ٤ٛ
َػٝ  ذؼٛ  َطه
َ٤ٔ٣  ٖ٤ٛ  َٜٓ
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We use equation (3.3) due to [27] to calculate semantic TF-ISF: 
 
Where TFi is the term frequency of word i in the document, N is the total 
number of sentences and ni is the number of sentences in which word i occurs. The 
formula (3.3) can be formed in formula (3.4) which used by [27].  
 
Where k is the number of words in sentence (S), W is the term frequency weight 
for each word i, N is the total number of sentences. 
Table 3.13 shows an example of this feature: 
  Table 3.13. TF× ISF example 
Text للاتحلاا دصرٌ ةٌنازٌم معدل تادلب طٌحم ةزغ 
تررق ةموكح للاتحلاا ًلٌئارسلإا ,،سمأ دصر ةٌنازٌم ةمٌقب 184 نوٌلم 
،لكٌش مضُت ىلإ ةٌنازٌم ةدلب تورٌدس ةدعو تادلب ىرقو ةٌلٌئارسإ ةرواجم 
دودحلل عم عاطق ةزغ كلذو ًف ىعسم اهبجحل نع نٌعأ ةمواقملا ةٌنٌطسلفلا .
بسحبو عقوملا ًنورتكللإا ةفٌحصل "توعٌدٌ تونورحأ "،ةٌربعلا ءاج رارقلا 
للاخ ةسلج ةموكح للاتحلاا ،ةٌعوبسلأا ًتلا تثحب عاضولأا ةٌداصتقلاا ًف 
تادلبلا ةٌذاحملا عاطقلل .
ًتأتو ةٌنازٌملا دجلاةدٌ رٌوطتل تاطلسلا ةٌلٌئارسلإا ًف كلت ،تادلبلا ىلإ بناج 
معد تاسسؤملا ةٌندملا .
لاقو سٌئر ءارزولا ًلٌئارسلإا نٌماٌنب وهاٌنتن اًبٌقعت ىلع عوضوملا  ":لا دٌرن 
اًدٌعصت ىلع دودح ،ةزغ عمو كلذ نحنف لا ،هاشخن نمو لواحٌ نأ برجٌ 
(لٌئارسإ )لا دب نأ فرعٌ انتردق انتوقو." 
Sentence (23 words) بسحبو عقوملا ًنورتكللإا ةفٌحصل "توعٌدٌ تونورحأ "،ةٌربعلا ءاج رارقلا 
للاخ ةسلج ةموكح للاتحلاا ،ةٌعوبسلأا ًتلا تثحب عاضولأا ةٌداصتقلاا ًف 
تادلبلا ةٌذاحملا عاطقلل. 
Semantic TF× ISF (by computing 
TF for each word in sentence then 
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log43+ 4×log43+ 3×log43+3×log43 = 10.2065 
TF× ISF = 10.2065 / 16.0227 = 0.637 where 16.0227 is the max TF 
B. Semantic similarity with title 
The title of the document used to characterize the document is without doubt of 
paramount importance to quantify the relevance of each sentence/phrase with respect to 
overall meaning conveyed by the document. Therefore, the evaluated semantic 
similarity of each sentence and title is explicitly taken into account [9]. 
TF× ISF =  
 Wi (S)ki=1
Max  ( Wi (Si N )ki=1 )
 ….……eq (3.4) 
TFi× ISFi = TFi× log
N
ni
 ….……eq (3.3) 
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This feature is obtained by using the title of the document as ―a query‖ against 
all sentences of the document, and then the semantic similarity between the document 
title and each sentence (S) is computed by equation (3.5) due to [47]: 
 
Table 3.14 show how we calculate semantic similarity between title and a sentence 
Table 3.14. Semantic title similarity calculation 
Title ( 6 words ) صكيهيك و( :ميئارضإ )ذعتطت  رحن تعضاو مخطُ٘ح  
Sentence (15 words ) ضلً٘ شو٤ػٝ خٜرَٓ غهٞٓ "صكيهيك و "دخوُ٘ح ٖػ ٕأ (ميئارضإ )رضحتت 
 رحن ةريبك ٢ك مَُ٘ح ٢ٓٝلأح 
Number of similarity word  5 
Title similarity   5 /6 = 0.83 
 
C. Semantic similarity between sentences 
This feature is calculated as previous one but it measures the semantic similarity 
between each sentence and the previous one so we called it pre-similarity. We used 
equation (3.6): 
 
Table 3.15 show how we calculate semantic similarity between two sentences. 
Table 3.15. Semantic similarity between two sentence 
First sentence (15 words ) ضلً٘ تقيثو خٜرَٓ غهٞٓ "ٌْ٤ِ٤ٌ٣ٝ "دخوُ٘ح ٖػ ٕأ (ميئارضإ )رضحتت 
 رحن ةريبك يف قرشنا طضولأا. 
Second Sentence (23 words ) تلقنو ةقيثولا نع سٌئر ةئٌه ناكرأ شٌج للاتحلاا ًباج يزانكشأ 
للاخ هئاقل عم دفو نم سرغنوكلا ًكٌرملأا ةٌاهن ماع 2009 هنأب ناك 
موقٌ زيهجتب برح ةعساو قاطنلا يف قرشلا طسولأا ًتلاو تناك ىلع 
حجرلأا نأ نشت دض ةكرح سامح وأ بزح الله ًنانبللا 
Number of similarity word  8 
Semantic similarity   8 /15 = 0.533 
 
3.2.7. Check key phrase 
By key phrase we mean a list of key words that give a candidate sentences more 
important than other sentences. A group of three types of keywords are extracted from 
200 Arabic news articles by a help of an Arabic experts
1
. Hence, we have a list for 
                                                           
1
Arabic expert from faculty of arts in Islamic university of Gaza (IUG) 
Pre similarity =  
 Number  of  previous  sentence  word  in  S
Number  of  words  in  previous  sentence
 ….……eq (3.6) 
Title similarity =  
 Number  of  title  word  in  S
Number  of  words  in  title
 ….……eq (3.5) 
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strong key words, weak words and keywords between strong and weak. Table 3.16 
gives a set of examples for each category. 
 
For each key phrase, we obtain its stem and then for each (stem-sentence) we 
check if it has any word which belongs to one of the three categories. If there is strong 
word then increase the strong word counter by 1, if there is a middle word then the 
middle word counter increased by 0.5 and for weak word we increase the weak word 
counter by 0.25. 
3.3. Scoring 
The score for each sentence (score (s)) is generated based on the linear 
combination of the weighted features. Equation (3.7) is used for scoring each sentence. 
 
Sentence relative length and sentence absolute position are features from 
sentence segmentation phase in pre-processing and feature extraction step. Name, place, 
special, months/days and numeric recognition counters, all are features outputted from 
ER phase. (TF ×  ISF), title similarity and pre-similarity are semantic features output. 
Finally; strong, middle and weak word counters extracted from check key phrase step. 
Table 3.17 shows example of scoring sentence from text: 
Table 3.17. Sentence scoring example 
Text ةلواحم فاطتخلا ةنٌفس ةٌلٌئارسإ 
تحجن ةنٌفس ةٌلٌئارسإ ةمخض ,،سمأ بورهلاب نم براوق ةعبات ةنصارقل مل 
فرعت مهتٌوه ،دعب ًتلاو تناك اهقحلات ضرغب ،اهفاطتخا للاخ اهدجاوت ًف 
Table 3.16. Key phrase examples  
Strong Word Middle Word Weak Word 
يًأ ٍخٗأ غٔٓ 
٠لٗ  ٍيٛأ  ىحىِط
ٍَه  ٠ٛٝأ  ٠٠ٓأ
ْػُ  َ٘ك  ٍىخزط
Score (s) = sentence relative length +  sentence absolute position +
 name recognition counter +  place recognition counter +
 special recognition counter + months/days recognition counter +
 numeric recognition counter + (TF ×  ISF)  +  title similarity +  pre −
similarity +  strong word counter +  middle word counter +




بسحبو ةفٌحص "فٌراعم "،ةٌربعلا نإف براوق ةنصارقلا تلواح بارتقلاا 
نم ةنٌفسلا لإاةٌلٌئارس ًتلا لمحت ىلع اهنتم انانطأ نم داوم ءانبلا ةزهجلأاو 
ةٌنورتكللإا ،ةٌئابرهكلاو دٌب نأ نابر ةنٌفسلا داز نم ،اهتعرس ثٌح حجن 
بورهلاب دعب نٌتعاس نم ةدراطُملا ًف ضرع رحبلا. 
Sentence (40 words ) بسحبو ةفٌحص "فٌراعم "،ةٌربعلا نإف براوق ةنصارقلا تلواح قلاابارت 
نم ةنٌفسلا ةٌلٌئارسلإا ًتلا لمحت ىلع اهنتم انانطأ نم داوم ءانبلا ةزهجلأاو 
ةٌنورتكللإا ،ةٌئابرهكلاو دٌب نأ نابر ةنٌفسلا داز نم ،اهتعرس ثٌح حجن 
بورهلاب دعب نٌتعاس نم ةدراطُملا ًف ضرع رحبلا. 
Sentence relative length 1 
Sentence absolute position 0.5 
Name recognition counter 1 
Place recognition counter 0 
Month/days recognition counter 0 
Numeric recognition counter 0 
Special recognition counter 0 
TF× ISF 1 
Title semantic similarity 1 
Pre-sentence similarity 0.4 
Strong word counter 2 
Middle word counter 1 
Weak word counter 0.25 
Total Scoring 8.15 
3.4. Ranking and Summary Generation 
All document sentences are then ranked in descending order according to their 
score. A set of highest score sentences are extracted as document summary based on the 
desired number of summary sentences given by the user as input to the system. 
Finally the summary sentences are arranged in the original order to insure the 
readability of generated summary. Table 3.18 shows a summary generation example if 
user need only 5 sentence in the generated summary 
Table 3.18. Summary generation example for 5 sentences   
Original Text 
ٍىخٜٓ : نكحٞظُح شٌٓٞك ْٔلُ َؼ٘ٓٝ ّخزػ ٖ٤ر ءخوُ
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، آٌخٗ٤ش ػوي حؿظٔخع ر٤ٖ ٍث٤ْ حُِٔطش حُلِٔط٤٘٤ش ٓلٔٞى ػزخّ 1102-6-31ٝهؼض ٜٓخىٍ كِٔط٤٘٤ش، حلاػ٘٤ٖ 
  .ٍٝث٤ْ حٌُٔظذ حُٔ٤خٓ٢ ُلًَش كٔخّ هخُي ٓ٘ؼَ ُلْٔ حُولاف ر٘ؤٕ طًَ٤زش كٌٞٓش حُظٞحكن حُٔوزِش
 
لأٗزخء حلأُٔخٗ٤ش اٗٚ هي طٌٕٞ ٛ٘خى كخؿش ُؼوي ُوخء ػ٘خث٢ هَ٣ذ ر٤ٖ ػزخّ ٝٓ٘ؼَ ك٢ كخٍ ٝهخُض حُٜٔخىٍ ًُٞخُش ح
حٓظَٔحٍ حُولاف حُلخَٛ ر٤ٖ حُلًَظ٤ٖ ػِ٠ طًَ٤زش كٌٞٓش حُظٞحكن هخٛش ٜٓ٘ذ ٍث٤ْ حٍُُٞحء هلاٍ حؿظٔخع 
  .حُٜٔخُلش حُٔوٍَ ػويٙ ك٢ حُوخَٛس ؿيح حُؼلاػخء
 
هلاٍ حؿظٔخع ُٜخ رَثخٓش ػزخّ أٍٝ أْٓ حُٔزض، ٍث٤ْ كٌٞٓش طَٜ٣ق  ٍٝٗلض حُِـ٘ش حًَُِٔ٣ش ُلًَش كظق
ًٝخٕ ػزخّ ٝٓ٘ؼَ ػويح . حلأػٔخٍ ٓلاّ ك٤خٝ َُثخٓش كٌٞٓش حُظٞحكن حلأَٓ حٌُ١ ٍك٠ظٚ كًَش كٔخّ ر٘يس
  .حؿظٔخػخ ٛٞ حلأٍٝ ٖٓ ٗٞػٚ ر٤ٜ٘ٔخ ػوذ طٞه٤غ حطلخم حُٜٔخُلش ك٢ حُوخَٛس رؼي هط٤ؼش ىحٓض أٍرؼش أػٞحّ
 
حُٔوٍَ إٔ ٣ؼوي ٝكيحٕ ٖٓ حُلًَظ٤ٖ حؿظٔخػخ ك٢ حُوخَٛس ؿيح حُؼلاػخء ك٢ ٓٔؼ٠ ُِظَٞٛ اُ٠ حطلخم ر٘ؤٕ كٌٞٓش ٖٝٓ 
  .حٌُلخءحص حُٔٔظوِش حُظ٢ طْ حلاطلخم ػِ٠ طٌ٘٤ِٜخ هلاٍ طٞه٤غ حلاطلخم ك٢ حَُحرغ ٖٓ حَُٜ٘ حُٔخٟ٢
 
ٍث٤ْ ٍُٝحء ٣ٌٔ٘ٚ ؿٌد حُيػْ حُيُٝ٢ ٝهخٍ ؿٔخٍ ٓل٤ٖٔ ػ٠ٞ حُِـ٘ش حًَُِٔ٣ش ُلًَش كظق إ حُلًَش طَ٣ي 
  ."ٜٓٔظٚ ٓظٌٕٞ ٍكغ حُلٜخٍ ػٖ ؿِس، ُٝ٤ْ ؿِذ حُلٜخٍ اُ٠ حُ٠لش حُـَر٤ش أ٣٠خ"ٝ
 
حُلًَش ُٖ طوزَ رٔلاّ ك٤خٝ ٍث٤ٔخ ُِلٌٞٓش حُٔوزِش، "ك٢ حُٔوخرَ هخٍ حُو٤خى١ ك٢ كًَش كٔخّ ٛلاف حُزَىٝ٣َ إ 
  ."ٝلا كظ٠ ُٝ٣َح ك٤ٜخ
 
حؿظٔخع ُٜٔخ ك٢ حُوخَٛس ٓ٘ظٜق حَُٜ٘ حُٔخٟ٢ إٔ طٌ٘٤َ كٌٞٓش حُظٞحكن ٓ٤ظْ هلاٍ  ٝأػِ٘ض كظق ٝكٔخّ ػوذ
 ِٜٓش َٜٗ
 ecnetneS erocS
، آٌخٗ٤ش ػوي حؿظٔخع ر٤ٖ 1102-6-31ٝهؼض ٜٓخىٍ كِٔط٤٘٤ش، حلاػ٘٤ٖ  400.41
ٍث٤ْ حُِٔطش حُلِٔط٤٘٤ش ٓلٔٞى ػزخّ ٍٝث٤ْ حٌُٔظذ حُٔ٤خٓ٢ ُلًَش 
لاف ر٘ؤٕ طًَ٤زش كٌٞٓش حُظٞحكن حُٔوزِش كٔخّ هخُي ٓ٘ؼَ ُلْٔ حُن
ٝهخُض حُٜٔخىٍ ًُٞخُش حلأٗزخء حلأُٔخٗ٤ش اٗٚ هي طٌٕٞ ٛ٘خى كخؿش ُؼوي ُوخء  013.11
ػ٘خث٢ هَ٣ذ ر٤ٖ ػزخّ ٝٓ٘ؼَ ك٢ كخٍ حٓظَٔحٍ حُولاف حُلخَٛ ر٤ٖ 
حُلًَظ٤ٖ ػِ٠ طًَ٤زش كٌٞٓش حُظٞحكن هخٛش ٜٓ٘ذ ٍث٤ْ حٍُُٞحء هلاٍ 
ٓوٍَ ػويٙ ك٢ حُوخَٛس ؿيح حُؼلاػخء حؿظٔخع حُٜٔخُلش حٍ
ٍٝٗلض حُِـ٘ش حًَُِٔ٣ش ُلًَش كظق هلاٍ حؿظٔخع ُٜخ رَثخٓش ػزخّ أٍٝ  110.21
أْٓ حُٔزض، ٍث٤ْ كٌٞٓش طَٜ٣ق حلأػٔخٍ ٓلاّ ك٤خٝ َُثخٓش كٌٞٓش 
حُظٞحكن حلأَٓ حٌُ١ ٍك٠ظٚ كًَش كٔخّ ر٘يس 
ٙ ر٤ٜ٘ٔخ ػوذ طٞه٤غ ًٝخٕ ػزخّ ٝٓ٘ؼَ ػويح حؿظٔخػخ ٛٞ حلأٍٝ ٖٓ ٗٞع 013.7
حطلخم حُٜٔخُلش ك٢ حُوخَٛس رؼي هط٤ؼش ىحٓض أٍرؼش أػٞحّ 
ٖٝٓ حُٔوٍَ إٔ ٣ؼوي ٝكيحٕ ٖٓ حُلًَظ٤ٖ حؿظٔخػخ ك٢ حُوخَٛس ؿيح حُؼلاػخء ك٢  299.6
ٓٔؼ٠ ُِظَٞٛ اُ٠ حطلخم ر٘ؤٕ كٌٞٓش حٌُلخءحص حُٔٔظوِش حُظ٢ طْ حلاطلخم ػِ٠ 
رغ ٖٓ حَُٜ٘ حُٔخٟ٢ طٌ٘٤ِٜخ هلاٍ طٞه٤غ حلاطلخم ك٢ حَُح
ٝهخٍ ؿٔخٍ ٓل٤ٖٔ ػ٠ٞ حُِـ٘ش حًَُِٔ٣ش ُلًَش كظق إ حُلًَش طَ٣ي ٍث٤ْ  481.7
ٜٓٔظٚ ٓظٌٕٞ ٍكغ حُلٜخٍ ػٖ ؿِس، "ٍُٝحء ٣ٌٔ٘ٚ ؿٌد حُيػْ حُيُٝ٢ ٝ
" ُٝ٤ْ ؿِذ حُلٜخٍ اُ٠ حُ٠لش حُـَر٤ش أ٣٠خ
ُلًَش ُٖ طوزَ ح"ك٢ حُٔوخرَ هخٍ حُو٤خى١ ك٢ كًَش كٔخّ ٛلاف حُزَىٝ٣َ إ  243.6




In this chapter we talk about the proposed model used to automatic summarize 
an Arabic text. 
Four stages are implemented in the model which are: 
1. Data acquisition: This consists of user input data like an Arabic text and system 
input data like entity name input. 
2. Pre-processing and feature extraction: as inter-related stages and depend mainly 
in semantic feature extraction like term frequency and title similarity with some 
syntactic feature as relative length and sentence position. 
3. Scoring: by using linear summation for all features and generate a final score 
weights for each sentence. 
4. Ranking and generate summary: rank sentences in decreasing order according to 
their weights and finally generate summary based on CR or number of sentence 
entered by user. 
  
7.475  ٢ٟخُٔح َُٜ٘ح قٜظ٘ٓ سَٛخوُح ٢ك خُٜٔ عخٔظؿح ذوػ ّخٔكٝ قظك ضِ٘ػأٝ
 َٜٗ شِٜٓ ٍلاه ْظ٤ٓ نكحٞظُح شٌٓٞك َ٤ٌ٘ط ٕأ
Summary 
ٍىخٜٓ :نكحٞظُح شٌٓٞك ْٔلُ َؼ٘ٓٝ ّخزػ ٖ٤ر ءخوُ 
،ش٤٘٤طِٔك ٍىخٜٓ ضؼهٝ  ٖ٤٘ػلاح13-6-2011 ّخزػ ىٞٔلٓ ش٤٘٤طِٔلُح شطُِٔح ْ٤ثٍ ٖ٤ر عخٔظؿح يوػ ش٤ٗخٌٓا ،
شِزؤُح نكحٞظُح شٌٓٞك شز٤ًَط ٕؤ٘ر فلاوُح ْٔلُ َؼ٘ٓ يُخه ّخٔك شًَلُ ٢ٓخ٤ُٔح ذظٌُٔح ْ٤ثٍٝ. 
ّخزػ ٖ٤ر ذ٣َه ٢ثخ٘ػ ءخوُ يوؼُ شؿخك ىخ٘ٛ ٌٕٞط يه ٚٗا ش٤ٗخُٔلأح ءخزٗلأح شُخًُٞ ٍىخُٜٔح ضُخهٝ  ٍخك ٢ك َؼ٘ٓٝ
 عخٔظؿح ٍلاه ءحٍُُٞح ْ٤ثٍ ذٜ٘ٓ شٛخه نكحٞظُح شٌٓٞك شز٤ًَط ٠ِػ ٖ٤ظًَلُح ٖ٤ر َٛخلُح فلاوُح ٍحَٔظٓح
ءخػلاؼُح حيؿ سَٛخوُح ٢ك ٙيوػ ٍَؤُح شلُخُٜٔح. 
 ق٣َٜط شٌٓٞك ْ٤ثٍ ،ضزُٔح ْٓأ ٍٝأ ّخزػ شٓخثَر خُٜ عخٔظؿح ٍلاه قظك شًَلُ ش٣ًَُِٔح ش٘ـُِح ضلٍٗٝ
ّ ٍخٔػلأحسي٘ر ّخٔك شًَك ٚظ٠كٍ ١ٌُح َٓلأح نكحٞظُح شٌٓٞك شٓخثَُ ٝخ٤ك ّلا. 
 شؼ٤طه يؼر سَٛخوُح ٢ك شلُخُٜٔح مخلطح غ٤هٞط ذوػ خٜٔ٘٤ر ٚػٞٗ ٖٓ ٍٝلأح ٞٛ خػخٔظؿح حيوػ َؼ٘ٓٝ ّخزػ ٕخًٝ
ّحٞػأ شؼرٍأ ضٓحى. 




Chapter 4  
Experimental Results and Evaluation 
In this chapter we shall present our experiments on AATSS. Firstly we will state 
the programming language and tools used to develop the proposed system. A 
description for the used data set to test the system and evaluate its performance is 
explained next. Later, Summaries generated by our proposed system, human begin, and 
Sakhr system will be presented and results will be evaluated by doing a comparison 
among the three approaches. At the end of this chapter, we shall discuss our results. 
4.1. Implementation 
To implement the AATSS, we used java programming language because most 
of pre-processing tools are found in java language beside special tools. 
Table 4.1 displays part of the code with some explanation; we shall introduce 
other code examples in Appendix A. 
Table 4.1  Stem word Code 
    // stem the word 
    public String stemWord ( String word ) 
    { 
        // check if the word consists of two letters 
        // and find it's root 
        if ( word.length ( ) == 2 ) 
            word = isTwoLetters ( word ); 
 
        // if the word consists of three letters 
        if( word.length ( ) == 3 && !rootFound ) 
            // check if it's a root 
            word = isThreeLetters ( word ); 
 
        // if the word consists of four letters 
        if( word.length ( ) == 4 ) 
            // check if it's a root 
            isFourLetters ( word ); 
 
        // if the root hasn't yet been found 
        if( !rootFound ) 
        { 
            // check if the word is a pattern 
            word = checkPatterns ( word ); 
        } 
 
        // if the root still hasn't been found 
        if ( !rootFound ) 
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        { 
            // check for a definite article, and remove it 
            word = checkDefiniteArticle ( word ); 
        } 
 
        // if the root still hasn't been found 
        if ( !rootFound && !stopwordFound ) 
        { 
            // check for the prefix waw 
            word = checkPrefixWaw ( word ); 
        } 
 
        // if the root STILL hasnt' been found 
        if ( !rootFound && !stopwordFound ) 
        { 
            // check for suffixes 
            word = checkForSuffixes ( word ); 
        } 
 
        // if the root STILL hasn't been found 
        if ( !rootFound && !stopwordFound ) 
        { 
            // check for prefixes 
            word = checkForPrefixes ( word ); 
        } 
        return word; 
    } 
Explanation 
This function is responsible for checking all possibilities of the 
word and then finally returns its stem if the original word has 
one, else it returns the same original word without any stem. 
 
4.1.1. System Interface 
Our system interface is very simple which consists of two parts. The first part 
contains the following: 
 File browser button: to allow user to choose the Arabic.txt file which 
need to be summarized 
 Text area : view the chosen file before summary 
 Data panel: In this part, the user can enter the system variables as: 
names, places, special words which are used in ER stage. Also the user 
can enter what so called user variable which is the number of the needed 
sentences to be in the generated summary. If this number is not specified, 
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the generated number of sentences will be according to the criteria stated 
in section 4.3. 
In the second part of the system we have a text area which views the 
generated summary. Figure 4.1 shows the system interface while Appendix 
A explains how to use it. 
 
Figure 4.1 System interface 
4.1.2. Tools and Programs: 
Special tools and programs are used to complete the implementation of AATSS 
and documentation of the thesis: 
 Shreen Khoja Stemmer [25]: this is a free Arabic stemmer. We use it to 
stem each Arabic word in the document, also it removes all strange 
words and non- letters from the text. 




 Microsoft SQL server Management Studio: we stored all the data we 
need to generate summary in SQL tables. 
 Microsoft Excel 2007: is used to calculate the test result and compute the 
final P, R, F measures. 
 Net Beans 6.5: this is the program which helps us to build interface and 
finish the system implementation using java language.  
 Java Development Kit (JDK) 1.6: A software development package from 
Sun Microsystems that implements the basic set of tools needed to write, 
test and debug Java applications. 
 Microsoft Word 2007: the main program used to write the 
documentation of the system. 
4.2. Data Set  
For our AATSS we collect a political news articles from ―Falsteen newspaper‖. 
A randomly 200 news documents are selected between January 2011 and June 2011.  
By a help of Arabic expert
1
 , we extracted a list of three group keywords which 
represent the strong, middle and weak keywords, these keywords groups have been 
illustrated in chapter 3.  These keyword classifications are domain independent. In other 
hand, two human references helped us to extract entity names from these 200 
documents which contain names of persons, places, events, special political 
terminologies and others. These entities are domain dependent. Still these entities can 
be ignored in general, but very useful if used for scaling the sentence weight.    
All data extracted from the documents are stored into SQL server data base to 
use them later in summary generation. We select only 55 political documents to test and 
evaluate the system. 
4.3. AATSS examples 
In this section we will introduce some examples of summary which we 
generated from the system. For number of sentence included in the summary, we have a 
default Compression Rate (CR) - the rate between numbers of sentences in the summary 
to the number of the sentences in document- for each range of sentences in the 
document as follow: 
 If the document sentences < 5 then no summary will be generated. 
                                                           
1
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 = RC esu ew neht ,secnetnes 02 dna 5 neewteb ecnetnes tnemucod eht fI 
 %06
 RC ylppa neht ecnetnes 02 naht erom niatnoc tnemucod lla rof esiwrehtO 
 .%05 =
 lliw txet sihT .secnetnes 2 fo gnitsisnoc txet a rof elpmaxe na swohs 2.4 elbaT
 .ledom ruo ot gnidrocca dezirammus eb ton
 )yrammus on( SSTAA yb detareneg seirammus fo selpmaxE .2.4 elbaT
 txet lanigirO
ٓلخُٝش لاهظطخف ٓل٤٘ش آَحث٤ِ٤ش 
أْٓ، رخَُٜٝد ٖٓ هٞحٍد طخرؼش ُوَحٛ٘ش ُْ طؼَف ٛٞ٣ظْٜ رؼي، , ٗـلض ٓل٤٘ش آَحث٤ِ٤ش ٟؤش
 .ٝحُظ٢ ًخٗض طلاكوٜخ رـَٝ حهظطخكٜخ، هلاٍ طٞحؿيٛخ ك٢ حُٔل٤٢ حُٜ٘ي١
 
هظَحد ٖٓ حُٔل٤٘ش حلإَٓحث٤ِ٤ش حُؼزَ٣ش، كبٕ هٞحٍد حُوَحٛ٘ش كخُٝض حلا" ٓؼخٍ٣ق"ٝرلٔذ ٛل٤لش 
حُظ٢ طلَٔ ػِ٠ ٓظٜ٘خ أ١٘خٗخ ٖٓ ٓٞحى حُز٘خء ٝحلأؿِٜس حلإٌُظَٝٗ٤ش ٝحٌَُٜرخث٤ش، ر٤ي إٔ ٍرخٕ حُٔل٤٘ش 
 .ُحى ٖٓ َٓػظٜخ، ك٤غ ٗـق رخَُٜٝد رؼي ٓخػظ٤ٖ ٖٓ حُ ُٔطخٍىس ك٢ ػَٝ حُزلَ
 2 = yrammus ni ecnetnes fo rebmun  2 = ecnetnes fo rebmuN
 yrammuS
ٓلخُٝش لاهظطخف ٓل٤٘ش آَحث٤ِ٤ش 
أْٓ، رخَُٜٝد ٖٓ هٞحٍد طخرؼش ُوَحٛ٘ش ُْ طؼَف ٛٞ٣ظْٜ رؼي، , ٗـلض ٓل٤٘ش آَحث٤ِ٤ش ٟؤش
 .ٝحُظ٢ ًخٗض طلاكوٜخ رـَٝ حهظطخكٜخ، هلاٍ طٞحؿيٛخ ك٢ حُٔل٤٢ حُٜ٘ي١
 
حُٔل٤٘ش حلإَٓحث٤ِ٤ش حُؼزَ٣ش، كبٕ هٞحٍد حُوَحٛ٘ش كخُٝض حلاهظَحد ٖٓ " ٓؼخٍ٣ق"ٝرلٔذ ٛل٤لش 
حُظ٢ طلَٔ ػِ٠ ٓظٜ٘خ أ١٘خٗخ ٖٓ ٓٞحى حُز٘خء ٝحلأؿِٜس حلإٌُظَٝٗ٤ش ٝحٌَُٜرخث٤ش، ر٤ي إٔ ٍرخٕ حُٔل٤٘ش 
 .ُحى ٖٓ َٓػظٜخ، ك٤غ ٗـق رخَُٜٝد رؼي ٓخػظ٤ٖ ٖٓ حُ ُٔطخٍىس ك٢ ػَٝ حُزلَ
 
 yrammus desoporp ruo ot gnidrocca os ,secnetnes 01 htiw txet a evaH 3.4 elbaT
 .secnetnes 6 ylno evah lliw yrammus detareneg ehT .airetirc ezis
 yrammus(SSTAA yb detareneg seirammus fo selpmaxE  .3.4 elbaT
 )%06
 txet lanigirO
  ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف "
رخُظ٘ٔ٤ن " طو٤٤ْ أىحء حُٔٞظل٤ٖ"أْٓ، ٍٝٗش ػَٔ كٍٞ , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ .رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ حُُٞحٍس ى, ٝحُظؼخٕٝ ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ حُٔ٤خٓخص ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ .ػخّ ى٣ٞحٕ حُٔٞظل٤ٖ ّ
 .ؿخٗذ ُل٤ق ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
 
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ : " أرٞ ؿَرٞع ٝهخٍ 
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حٌُؼ٤َ ٖٓ ك٤غ حلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػطخثْٜ ُظلو٤ن 
 ."حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
 
لاكظخ ً, ريحع ٝحُزؼي ػٖ حَُٝط٤٘٤شٝأًي ػِ٠ ٍَٟٝس حُظـي٣ي ك٢ حُؼَٔ لأٗٚ ٣ٔؼَ حُ٘ـخف ٖٓ هلاٍ حلإ
 .اُ٠ إٔ حلإىحٍس حُ٘خؿلش لاري ُٜخ ٖٓ طوط٤٢ ٝٓظخرؼش ٝطو٤٤ْ ُلأىحء ُ٠ٔخٕ ٗـخكٜخ
 
ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٤ش ططٞ٣َ رَٗخٓؾ ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص 
َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ ح١لاع , حُِٔطش حُلِٔط٤٘٤ش
ػِ٠ حلإٛيحٍ حلأٍٝ ٖٓ ىُ٤َ ٗظخّ ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ 
 .حُٔٞظل٤ٖ رـ٤ش طلو٤ن حُٟٔٞٞػ٤ش ك٢ ػِٔ٤ش حُظو٤٤ْ
 
أٝهخف هخٕ ٣ْٞٗ 
حء هيٓش ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٚ
 .ٓي٣َٛخ حُٔخرن حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
. ؿخء ًُي هلاٍ ُوخء ؿٔغ ًلا ًٖٓ ُٝ٣َ حلأٝهخف حُيًظٍٞ ١خُذ أرٞ ٗؼَ ًٝٝ٤َ ُٝحٍس حلأٝهخف ى
ٗ٤ن ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ حُ٘جٕٞ حلإىحٍ٣ش ٓلٔي أرٞ ػٌَٔ، ٝػزي حُٜخى١ حلأؿخ ٝحٍ
 .ِٓ٤ٔخٕ حُلَح
 
, ريٍٝٙ، ػٖٔ ُٝ٣َ حلأٝهخف ؿٜٞى حُلَح ك٢ هيٓش أر٘خ حُ٘ؼذ حُلِٔط٤٘٢ هخٛش رٔلخكظش هخٕ ٣ْٞٗ
 .ٓ٘٤يح ًرؤىحثٚ حُٔٔ٤ِ ٝحُٔ٘٘ٞى هلاٍ حُلظَس حُظ٢ ه٠خٛخ
 
ٝأػَد ػٖ أِٓٚ ك٢ إٔ طظٞحَٛ ٝطٔظَٔ ؿٜٞىٙ حُظ٢ طْ٘ ػٖ ٓيٟ كَٛٚ حٌُز٤َ ك٢ اٗـخف حُٔٔ٤َس 
 .ط٢ ػٜيٗخٛخ ػِ٠ ٓيحٍ حلأػٞحّ حُٔخٟ٤شحُيػٞ٣ش حٍ
 
ٝىػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ حُٔٔظوزِ٤ش حُظ٢ 
ٓ٘يىح ًػِ٠ أٛٔ٤ش ٟٝغ حُٔ٤خٓ٤خص حُؼخٓش لآظٌٔخٍ حُٔ٘ٞحٍ , ط٠ٖٔ ٗـخف حُؼَٔ ٝحلآظَٔحٍ رٚ
ٖٓ . رخُٔٔظٟٞ حُٜٔ٘٢ ٝحُٞظ٤ل٢ ُيٟ حُٔٞظل٤ٖحُيػٞ١ ٝحُؼَٔ ػِ٠ ططٞ٣َ حُؼَٔ حلإىحٍ١ ُلاٍطوخء 
ٓؼَرخ ًػٖ أِٓٚ ك٢ إٔ ٣ٌٕٞ ُٚ حُيٍٝ حُٔٔ٤ِ ٖٓ , ؿخٗزٚ، أريٟ حلأؿخ حٓظؼيحىٙ ٌُٜٙ حُٜٔٔش حًُِٔٞش اُ٤ٚ
 .أؿَ اٗـخف حلأػٔخٍ حُ٤ٞٓ٤ش ٝطلو٤ن حلأٛيحف حُظ٢ طٔؼ٠ اُ٤ٜخ حُُٞحٍس
 6 = yrammus ni ecnetnes fo rebmun  01 = ecnetnes fo rebmuN
 yrammuS
  ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف "
رخُظ٘ٔ٤ن " طو٤٤ْ أىحء حُٔٞظل٤ٖ"أْٓ، ٍٝٗش ػَٔ كٍٞ , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ .رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ حُُٞحٍس ى, ٝحُظؼخٕٝ ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ حُٔ٤خٓخص ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ .٣ٖ ّػخّ ى٣ٞحٕ حُٔٞظق
 .ؿخٗذ ُل٤ق ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
 
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ : " ٝهخٍ أرٞ ؿَرٞع 
هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػطخثْٜ ُظلو٤ن حٌُؼ٤َ ٖٓ ك٤غ حلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ حٓظطخػٞح ٖٓ 
 ."حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
 
ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٤ش ططٞ٣َ رَٗخٓؾ ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص 
ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ ح١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص , حُِٔطش حُلِٔط٤٘٤ش
٣َ ٗظخّ ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ ػِ٠ حلإٛيحٍ حلأٍٝ ٖٓ ىٍ




ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٜخء هيٓش 
 .حص ٝحلأٗ٘طش حُٔوظِلشٓي٣َٛخ حُٔخرن حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش رخلاٗـخُ
 
, ريٍٝٙ، ػٖٔ ُٝ٣َ حلأٝهخف ؿٜٞى حُلَح ك٢ هيٓش أر٘خ حُ٘ؼذ حُلِٔط٤٘٢ هخٛش رٔلخكظش هخٕ ٣ْٞٗ
 .ٓ٘٤يح ًرؤىحثٚ حُٔٔ٤ِ ٝحُٔ٘٘ٞى هلاٍ حُلظَس حُظ٢ ه٠خٛخ
 
ٝىػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ حُٔٔظوزِ٤ش حُظ٢ 
ٓ٘يىح ًػِ٠ أٛٔ٤ش ٟٝغ حُٔ٤خٓ٤خص حُؼخٓش لآظٌٔخٍ حُٔ٘ٞحٍ , ؿخف حُؼَٔ ٝحلآظَٔحٍ رٚط٠ٖٔ ٕ
 .حُيػٞ١ ٝحُؼَٔ ػِ٠ ططٞ٣َ حُؼَٔ حلإىحٍ١ ُلاٍطوخء رخُٔٔظٟٞ حُٜٔ٘٢ ٝحُٞظ٤ل٢ ُيٟ حُٔٞظل٤ٖ
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ٓٔظٞ١٘ش طو٘ن ٓي٣٘ش حُويّ ٝطظٜيى حلأهٜ٠  73
ٗخؿق رٌ٤َحص، إٔ ِٓطخص حلاكظلاٍ حلإَٓحث٤ِ٤ش . أًي ٍث٤ْ هْٔ حُٔوطٞ١خص ك٢ حُٔٔـي حلأهٜ٠ ى
ٓٔظٞ١٘ش ػِ٠ أٍحٟ٢ حُلِٔط٤٘٤٤ٖ ك٢ حُويّ ) 73(ىْٝٗ، ٝأهخٓض أُق ) 057(ٛخىٍص كٞحُ٢ 
  .أُق ٣ٜٞى١) 007( 7691حُٔلظِش، ٝ٣ٔظٞ١ٖ ك٤ٜخ ٌٓ٘ حُؼخّ 
 
ٖٓ ٓٔخكش % 01ُْ ٣ظزن ُِٔويٓ٤٤ٖ ك٢ حُٔي٣٘ش ٟٓٞ ": "كِٔط٤ٖ"ٝهخٍ رٌ٤َحص ك٢ كٞحٍ هخٙ ٓغ 
ٖٓ ٓٔخكش ) ً٤ِٞ ٓظَ َٓرغ أُق 22(ِٓ٤ٕٞ ىْٝٗ ) 22(أٍحٟ٤ْٜ حلإؿٔخُ٤ش، رؼيٓخ ِٓزض كٞحُ٢ 
  .ِٓ٤ٕٞ ىْٝٗ) 5-4(كِٔط٤ٖ حُظخٍ٣و٤ش، ُْٝ ٣ظزن ُِلِٔط٤٘٤٤ٖ ٜٓ٘خ ٟٓٞ ٗلٞ 
 
ًًَٝ إٔ ٓوططخص حُظٜٞ٣ي ك٢ حُٔٔـي حلأهٜ٠ طٔخٍػض هطخٛخ ٓغ ٓوٞ١ ٓي٣٘ش حُويّ ك٢ هز٠ش 
ٓ٤٢ ػْ أهٌص حلاكظلاٍ ك٢ طِي حُلظَس، ٓ٘٤َح ًاُ٠ إٔ ٝط٤َس حُللَ٣خص ريأص ك٢ طِي حُلظَس رٌَ٘ د
  .طظطٍٞ ٝطظٞٓغ ٖٓ هلاٍ ٜٓخىٍس أٍحٟ٢ حُٞهق ٝحُٔويٓ٤٤ٖ ٝحُٔطٞ ػِ٠ ٓٔظٌِخطْٜ
 
ٓ٘خٍ٣غ حلآظ٤طخٕ 
ػْ رؼي حُظٞٓغ ٟٝؼض هطش آَحث٤ِ٤ش َٓٓٞٓش : "ٝطخرغ ٍث٤ْ هْٔ حُٔوطٞ١خص رخُٔٔـي حلأهٜ٠
ٗخص رٔل٤٢ حُزِيس ُظٜٞ٣ي حُٔٔـي حلأهٜ٠ رخُظؼخٕٝ ٓغ ُٝحٍس ح٥ػخٍ ٍٝٛيص أٓخًٖ ر٘خء حُٔٔظٞ١
ك٢ حُٔٔـي حلأهٜ٠ ،  7691، ٓز٤٘خ ًإٔ حلآظ٤طخٕ ريأ ٣ظٔغ ػِ٘خ ًرؼي ٣ٞٓ٤ٖ ٖٓ ٌٗٔش "حُوي٣ٔش
  .ٝرخُوَد ٖٓ رخد حُٔـخٍرش ، ٝطْ ػِ٠ حػَٛخ ٛيّ كخٍس حُٔـخٍرش ٝاهخٓش حُل٢ حُ٤ٜٞى١ ٌٓخٗٚ
 
حلأك٤خء حُ٤ٜٞى٣ش ػِ٠ أهي رؼيٛخ ١خرغ حلآظ٤طخٕ ٣وظِق لا ٓ٤ٔخ رؼي اٗ٘خء : "ٝأٍىف رٌ٤َحص 
ٝطْ اهخٓش ٓٔظٞ١٘ش ٓؼخُ٤ٚ أىٝٓ٤ْ ٛ٘خى، ٝؿزخٍ " حُـزخٍ حُٔل٤طش رخُويّ ٓؼَ ؿزخٍ هخٕ حلأكَٔ
  .حُ٘ز٢ ٛٔٞث٤َ، ٝحُظ٢ لا طزؼي ػٖ حُٔٔـي حلأهٜ٠ ًؼ٤َحً 
 
ُظظٞهق هِ٤لا ًػ٘ي حُظِش حُلَٗٔ٤ش، "ٝأٗخٍ اُ٠ إٔ طِي حُؼِٔ٤ش أهٌص رخُظويّ طـخٙ حُٔٔـي حلأهٜ٠،
  ."ك٢ حُ٘٤ن ؿَحف ُز٘خء حُزجَ حلآظ٤طخٗ٤ش ٝحٍُٞٛٞ ُِٜيف حَُث٤ٔ٢ ُْٜٝ
 
أىص  0791ٝأٟٝق رٌ٤َحص إٔ حُوطٞحص حُظ٢ حطزؼظٜخ ِٓطخص حلاكظلاٍ حلإَٓحث٤ِ٤ش، ريءح ًٖٓ حُؼخّ 
  .أُق ىْٝٗ ُٜخُق ٓ٘خٍ٣غ حلآظ٤طخٕ 054اُ٠ ٓلخَٛس حُٔي٣٘ش حُٔويٓش ٝحلآظ٤لاء ػِ٠ أًؼَ ٖٓ 
 
هْٔ حُٔوطٞ١خص ، إٔ حلاٗظٜخًخص رلن حُٔٔـي حلأهٜ٠ ٝحُٔي٣٘ش حُٔويٓش ريأص طظٜخػي ٝأًي ٍث٤ْ 
لا ٓ٤ٔخ رؼي طُٞ٢ أٍث٤َ ٗخٍٕٝ ٍثخٓش حُلٌٞٓش حلإَٓحث٤ِ٤ش ، ٝأهٌص حلأكِحد حُٔؼخٍٟش طظٔخرن 




أُق  58، ٝرؼيٛخ ر٘٢ ٓخ ٣وخٍد ٖٓ  0002أُق ٝكيس ٌٓ٘٤ش ػخّ  57ٗخء ٓخ ٣وخٍد ٖٓ ٝر٤ٖ أٗٚ طْ د
ٝكيس ٌٓ٘٤ش، ٓ٘٤َح ًاُ٠ إٔ ١خرغ حلآظ٤طخٕ ريأ ٣ؤهٌ حطـخٛخ ًٓـخ٣َح ًػٖ ً١ هزَ، ٝريأص ٓلاكوش 
حلأك٤خء حُؼَر٤ش، ِٝٓذ ر٤ٞص حُٔويٓ٤٤ٖ ك٢ ك٢ حُ٘٤ن ؿَحف ِٝٓٞحٕ ٝؿزَ حٌُٔزَ اُ٠ إٔ طٞهق 
  .ُٔٔـي حلأهٜ٠ىحهَ ح
 
ٝحػظزَ رٌ٤َحص ، إٔ حطلخه٤ش أِٝٓٞ ػُِص ٖٓ حلآظ٤طخٕ ك٢ حُٔي٣٘ش حُٔويٓش، ٝأػطض ُٚ حُ٠ٞء 
حلأه٠َ ُِ٣خىس حُٔٔخٍٓخص حلإَٓحث٤ِ٤ش رلوٜخ، ٝؿؼِظ٘خ ٗطخُذ رظـٔ٤ي حلآظ٤طخٕ ٝا٣وخف حُز٘خء ك٢ 
  ."حُ٠لش حُـَر٤ش، ًُٝي رٜيف ُلض حلأٗظخٍ ػٖ حُٔٔـي حلأهٜ٠
 
اُ٠ إٔ ِٓطخص حلاكظلاٍ ُْ طظٞهق ػٖ ِِٜٓٔٔخ حُظٜٞ٣ي١ ك٢ حُٔي٣٘ش حُٔويٓش ك٤غ كلَ  ٝأٗخٍ
إ حُظيهلاص حُؼَر٤ش حَُحٓ٤ش اُ٠ ٝهق حُظٜٞ٣ي حُظ٢ طٔخٍٓٚ : "حلأٗلخم ٝٛيٓض حُز٤ٞص، ٓ٠٤لخً 
ك٢ حُٔٔـي حلأهٜ٠ ٛٞ ٓٞهق حٓظٌ٘خٍ ٝٗـذ ٝلا ٣َطو٢ ُِٔٔظٟٞ حُٔطِٞد رؤ١ ٌَٗ ) آَحث٤َ(
  ."حٍٖٓ حلأٗي
 
ٝحطْٜ ٍث٤ْ هْٔ حُٔوطٞ١خص، حُؼَد رخُٔٔجُٞ٤ش ػِ٠ ًَ ٓخ ٣لخى ٟي حُٔٔـي حلأهٜ٠ ٖٓ هلاٍ 
ٌٓٞطْٜ ػٔخ ٣ليع رٌَ٘ ٣ٞٓ٢ ٟي حُويّ حُٔلظِش، ٝػيّ اؿزخٍ حلاكظلاٍ ػِ٠ حُظٞهق ػٖ ؿَحثٔٚ، 
 أؿٔطْ ػخّ 12ٝحُيُ٤َ ػِ٠ ًُي اهيحّ حُٔظطَك٤ٖ حُٜٜخ٣٘ش ػِ٠ اكَحم حُٔٔـي حلأهٜ٠ ك٢ 
  ."، ٝحٍطٌخد حُٔـخٍُ رلن حُٔويٓ٤٤ٖ كخًظلض حُيٍٝ حُؼَر٤ش رٔٞهق حُ٘ـذ ٝحلآظٌ٘خٍ9691
 
إ كظق ٓلخٍحص ُلاكظلاٍ حلإَٓحث٤ِ٢ ك٢ ٓوظِق حُيٍٝ حُؼَر٤ش أىٟ ُِٔ٠٢ هيٓخ ًك٢ : "ٝٓ٠٠ ٣وٍٞ
  ."َِٓٔٔ حُظٜٞ٣ي
 
ّ حُٔويٓش ٝكَٝ ٝحهًؼخ ٌٓخٗ٤ًخ ٝأًي رٌ٤َحص إٔ حلآظ٤طخٕ ك٢ حُٔي٣٘ش حُٔويٓش ؿ٤َ حُــَحك٤خ ٝحُٔؼخٍ
ُْ ٣ؼي : "ؿي٣ًيح ٝؿ٤َ أ٣٠خ ًحُي٣ٔـَحك٤ش حٌُٔخٗ٤ش ك٢ حُٔي٣٘ش، ٝكَٝ ػوخكش ٣ٜٞى٣ش ؿي٣يس، ٓ٠٤لخً 
حلآظ٤طخٕ ر٘خًء ػِ٠ هيٍ ٓٔخ ٛٞ ػوخكش َٝٓ٘ٝع ٜٛ٤ٞٗ٢ هط٤َ هٜٜض ُٚ حُيُٝش حُؼزَ٣ش ًَ 
  ."حُٔزَ ٝحلاكظ٤خؿخص
 
َٓحث٤ِ٤ش طَ٣ي طٜٞ٣ي حُويّ رٌَ٘ ًخَٓ ٝٗطذ ًَ حُٔؼخُْ حُؼَر٤ش ٝأٗخٍ اُ٠ إٔ ِٓطخص حلاكظلاٍ حلإ
ٜٓ٘خ، ٖٓ هلاٍ كَٝ حُٔ٘خٍ٣غ ٝحُٔ٤ِحٗ٤خص ُظطز٤غ حُٔويٓ٤٤ٖ رخُطخرغ حُ٤ٜٞى١ ٖٓ هلاٍ 
  .حلاهظلخٓخص حُٔظٌٍَس حَُحٓ٤ش ُظـ٤٤َ حُٞحهغ، ٝهِذ حُٔؼخىُش ُٜخُلْٜ
 
طِٝ٣َ حُلوخثن 
١ ػَٔ ؿخٛيح ًٌٓ٘ ريح٣ش حكظلاٍ حُٔي٣٘ش حُٔويٓش ػِ٠ طِٝ٣َ ٝر٤ٖ رٌ٤َحص إٔ حلاكظلاٍ حلإَٓحث٤َ
  .حُلوخثن حُظخٍ٣و٤ش ٝ١ْٔ ٓؼخُٜٔخ حلأػَ٣ش رخٌُخَٓ ُِظؤً٤ي ػِ٠ إٔ ٓي٣٘ش حُويّ ٣ٜٞى٣ش
 
إ حلاكظلاٍ ٣لخٍٝ رٌَ حُٔزَ ٝحُٞٓخثَ طٜٞ٣ي حُٔي٣٘ش حُٔويٓش ٝاهخٓش حُٜ٤ٌَ حُِٔػّٞ :" ٝأٟخف
ى ٝحُٔٔخؿي طلَم ٝ٣ظْ حلاػظيحء ػِ٠ حٌُ٘خثْ ىٕٝ طيهَ ىُٝ٢ ػِ٠ أٗوخٟٜخ، كخُٔويٓخص ط٘ظٚ
  ."ُٞهلْٜ
 
هَحٍح ًُظَك٤َ حٌُٔخٕ ٖٓ ر٤ٞطْٜ ٝاؿزخٍ حُٔويٓ٤٤ٖ ػِ٠ طَى حُٔي٣٘ش ًبرؼخى  02ٝر٤ٖ ٝؿٞى أًؼَ ٖٓ 
  ."أكٔي ػطٕٞ، ٝٓلٔي ١ٞ١ق، ٝٓلٔي أرٞ١٤َ، ٝحُُٞ٣َ هخُي أرٞػَكش"حُ٘ٞحد حُٔويٓ٤٤ٖ ًخُ٘خثذ 
 
حُظ٠٤٤ن ػِ٠ حُٔويٓ٤٤ٖ ٝحُظلَى ك٢ حُٔي٣٘ش حُٔويٓش ٝحُٔٔـي "ٍحص حُ٠ إٔ ًُي ٣ٜيف اُ٠ ٝأٗخٍ رٌ٢
  ."حلأهٜ٠ ٝاهخٓش ًَ ٓخ ٣لِٞ ُْٜ ٖٓ ٛ٤خًَ ٝٓٔخًٖ ٝؿ٤َٛخ ىٕٝ ػَٟش ٖٓ أكي
 
ٝٗيى ػِ٠ ٍَٟٝس ٟٝغ ِٓق ىُٝ٢ ٝػَر٢ ٓ٘ظَى ُٔٞحؿٜش حلاٗظٜخًخص حلإَٓحث٤ِ٤ش رلن حُٔٔـي 




رلخؿش اُ٠ هٞس كخػِش طٞهق ؿٔ٤غ حلاػظيحءحص حُظ٢ طلخى ٟي حُٔٔـي حلأهٜ٠، "ٝأًي إٔ حُويّ 
ٝطلؼ٤َ ٓ٘ظٔش حُٔئطَٔ حلإٓلآ٢ ٝؿخٓؼش حُيٍٝ حُؼَر٤ش، ٝحُ٘خٍع حُؼَر٢، ٝؿؼِٜخ ه٠٤ش ػِ٠ ِْٓ 
  ."ػٜ٘خ أُٝٞ٣خطْٜ ٝحُيكخع
 
ٝىػخ ٍث٤ْ هْٔ حُٔوطٞ١خص اُ٠ حٓظـلاٍ حُٜٔخُلش حُلِٔط٤٘٤ش ٝحُؼَٔ ُِلض أٗظخٍ حُؼخُْ حُيُٝ٢ 
ٝحُؼَر٢ رخلاٗظٜخًخص حُظ٢ طَطٌزٜخ هٞحص حلاكظلاٍ حلإَٓحث٤ِ٤ش رلن حُٔٔـي حلأهٜ٠ ٝحُٔويٓ٤٤ٖ، 
 .ٝطلؼ٤َ ه٠٤ش ٓوخٝٓش حُٔلظَ ٝحُظٞهق ػٖ حُٔلخٟٝخص
 11 = yrammus ni ecnetnes fo rebmun  22 = ecnetnes fo rebmuN
 yrammuS
ٓٔظٞ١٘ش طو٘ن ٓي٣٘ش حُويّ ٝطظٜيى حلأهٜ٠  73
ٗخؿق رٌ٤َحص، إٔ ِٓطخص حلاكظلاٍ حلإَٓحث٤ِ٤ش .أًي ٍث٤ْ هْٔ حُٔوطٞ١خص ك٢ حُٔٔـي حلأهٜ٠ ى
 ٓٔظٞ١٘ش ػِ٠ أٍحٟ٢ حُلِٔط٤٘٤٤ٖ ك٢ حُويّ) 73(أُق ىْٝٗ، ٝأهخٓض ) 057(ٛخىٍص كٞحُ٢ 
 .أُق ٣ٜٞى١) 007( 7691حُٔلظِش، ٝ٣ٔظٞ١ٖ ك٤ٜخ ٌٓ٘ حُؼخّ 
 
ػْ رؼي حُظٞٓغ ٟٝؼض هطش آَحث٤ِ٤ش َٓٓٞٓش : "ٝطخرغ ٍث٤ْ هْٔ حُٔوطٞ١خص رخُٔٔـي حلأهٜ٠
ُظٜٞ٣ي حُٔٔـي حلأهٜ٠ رخُظؼخٕٝ ٓغ ُٝحٍس ح٥ػخٍ ٍٝٛيص أٓخًٖ ر٘خء حُٔٔظٞ١٘خص رٔل٤٢ حُزِيس 
ك٢ حُٔٔـي حلأهٜ٠ ،  7691ىأ ٣ظٔغ ػِ٘خ ًرؼي ٣ٞٓ٤ٖ ٖٓ ٌٗٔش ، ٓز٤٘خ ًإٔ حلآظ٤طخٕ د"حُوي٣ٔش
 .ٝرخُوَد ٖٓ رخد حُٔـخٍرش ، ٝطْ ػِ٠ حػَٛخ ٛيّ كخٍس حُٔـخٍرش ٝاهخٓش حُل٢ حُ٤ٜٞى١ ٌٓخٗٚ
 
أهي رؼيٛخ ١خرغ حلآظ٤طخٕ ٣وظِق لا ٓ٤ٔخ رؼي اٗ٘خء حلأك٤خء حُ٤ٜٞى٣ش ػِ٠ : "ٝأٍىف رٌ٤َحص 
ٝطْ اهخٓش ٓٔظٞ١٘ش ٓؼخُ٤ٚ أىٝٓ٤ْ ٛ٘خى، ٝؿزخٍ " حٍ هخٕ حلأكَٔحُـزخٍ حُٔل٤طش رخُويّ ٓؼَ ؿذ
 .حُ٘ز٢ ٛٔٞث٤َ، ٝحُظ٢ لا طزؼي ػٖ حُٔٔـي حلأهٜ٠ ًؼ٤َحً 
 
ٝأًي ٍث٤ْ هْٔ حُٔوطٞ١خص ، إٔ حلاٗظٜخًخص رلن حُٔٔـي حلأهٜ٠ ٝحُٔي٣٘ش حُٔويٓش ريأص طظٜخػي 
ٝأهٌص حلأكِحد حُٔؼخٍٟش طظٔخرن  لا ٓ٤ٔخ رؼي طُٞ٢ أٍث٤َ ٗخٍٕٝ ٍثخٓش حُلٌٞٓش حلإَٓحث٤ِ٤ش ،
 .)آَحث٤َ(ك٢ ر٘خء حُٞكيحص حٌُٔ٘٤ش ُظزَٖٛ ُلإَٓحث٤ِ٤٤ٖ أْٜٗ حلأؿيٍ ُظلو٤ن أٖٓ
 
أُق  58، ٝرؼيٛخ ر٘٢ ٓخ ٣وخٍد ٖٓ  0002أُق ٝكيس ٌٓ٘٤ش ػخّ  57ٝر٤ٖ أٗٚ طْ ر٘خء ٓخ ٣وخٍد ٖٓ 
ؿخ٣َح ًػٖ ً١ هزَ، ٝريأص ٓلاكوش ٝكيس ٌٓ٘٤ش، ٓ٘٤َح ًاُ٠ إٔ ١خرغ حلآظ٤طخٕ ريأ ٣ؤهٌ حطـخٛخ ًّ
حلأك٤خء حُؼَر٤ش، ِٝٓذ ر٤ٞص حُٔويٓ٤٤ٖ ك٢ ك٢ حُ٘٤ن ؿَحف ِٝٓٞحٕ ٝؿزَ حٌُٔزَ اُ٠ إٔ طٞهق 
 .ىحهَ حُٔٔـي حلأهٜ٠
 
ٝحػظزَ رٌ٤َحص ، إٔ حطلخه٤ش أِٝٓٞ ػُِص ٖٓ حلآظ٤طخٕ ك٢ حُٔي٣٘ش حُٔويٓش، ٝأػطض ُٚ حُ٠ٞء 
٣ش رلوٜخ، ٝؿؼِظ٘خ ٗطخُذ رظـٔ٤ي حلآظ٤طخٕ ٝا٣وخف حُز٘خء ك٢ حلأه٠َ ُِ٣خىس حُٔٔخٍٓخص حلإَٓحث٤َ
 ."حُ٠لش حُـَر٤ش، ًُٝي رٜيف ُلض حلأٗظخٍ ػٖ حُٔٔـي حلأهٜ٠
 
ٝأٗخٍ اُ٠ إٔ ِٓطخص حلاكظلاٍ ُْ طظٞهق ػٖ ِِٜٓٔٔخ حُظٜٞ٣ي١ ك٢ حُٔي٣٘ش حُٔويٓش ك٤غ كلَ 
س اُ٠ ٝهق حُظٜٞ٣ي حُظ٢ طٔخٍٓٚ إ حُظيهلاص حُؼَر٤ش حَُحٓ٢: "حلأٗلخم ٝٛيٓض حُز٤ٞص، ٓ٠٤لخً 
ك٢ حُٔٔـي حلأهٜ٠ ٛٞ ٓٞهق حٓظٌ٘خٍ ٝٗـذ ٝلا ٣َطو٢ ُِٔٔظٟٞ حُٔطِٞد رؤ١ ٌَٗ ) آَحث٤َ(
 ."ٖٓ حلأٌٗخٍ
 
ٝحطْٜ ٍث٤ْ هْٔ حُٔوطٞ١خص، حُؼَد رخُٔٔجُٞ٤ش ػِ٠ ًَ ٓخ ٣لخى ٟي حُٔٔـي حلأهٜ٠ ٖٓ هلاٍ 
ّ اؿزخٍ حلاكظلاٍ ػِ٠ حُظٞهق ػٖ ؿَحثٔٚ، ٌٓٞطْٜ ػٔخ ٣ليع رٌَ٘ ٣ٞٓ٢ ٟي حُويّ حُٔلظِش، ٝػي
أؿٔطْ ػخّ  12ٝحُيُ٤َ ػِ٠ ًُي اهيحّ حُٔظطَك٤ٖ حُٜٜخ٣٘ش ػِ٠ اكَحم حُٔٔـي حلأهٜ٠ ك٢ 
 ."، ٝحٍطٌخد حُٔـخٍُ رلن حُٔويٓ٤٤ٖ كخًظلض حُيٍٝ حُؼَر٤ش رٔٞهق حُ٘ـذ ٝحلآظٌ٘خٍ9691
 
ك٤خ ٝحُٔؼخُْ حُٔويٓش ٝكَٝ ٝحهًؼخ ٌٓخٗ٤ًخ أًي رٌ٤َحص إٔ حلآظ٤طخٕ ك٢ حُٔي٣٘ش حُٔويٓش ؿ٤َ حُــَح
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 ًخل٤٠ٓ ،سي٣يؿ ش٣ىٜٞ٣ شكخوػ َٝكٝ ،ش٘٣ئُح ٢ك ش٤ٗخٌُٔح ش٤كحَـٔ٣يُح ًخ٠٣أ َ٤ؿٝ حًي٣يؿ" : يؼ٣ ُْ
 ًَ ش٣َزؼُح شُٝيُح ُٚ ضٜٜه َ٤طه ٢ٗٞ٤ٜٛ عَٝ٘ٓٝ شكخوػ ٞٛ خٔٓ ٍيه ٠ِػ ًءخ٘ر ٕخط٤ظٓلاح
صخؿخ٤ظكلاحٝ َزُٔح". 
 
ح صخطِٓ ٕأ ٠ُا ٍخٗأٝ ش٤رَؼُح ُْخؼُٔح ًَ ذطٗٝ َٓخً ٌَ٘ر ّيوُح ي٣ٜٞط ي٣َط ش٤ِ٤ثحَٓلإح ٍلاظكلا
 ٍلاه ٖٓ ١ىٜٞ٤ُح غرخطُخر ٖ٤٤ٓيؤُح غ٤زطظُ صخ٤ٗحِ٤ُٔحٝ غ٣ٍخُ٘ٔح َٝك ٍلاه ٖٓ ،خٜ٘ٓ
ْٜلُخُٜ شُىخؼُٔح ذِهٝ ،غهحُٞح َ٤٤ـظُ ش٤ٓحَُح سٌٍَظُٔح صخٓخلظهلاح. 
 
 ّيوُح ٕأ يًأٝ"مٞط شِػخك سٞه ٠ُا شؿخلر ،٠ٜهلأح يـُٔٔح يٟ ىخلط ٢ظُح صحءحيظػلاح غ٤ٔؿ ف
 ِْٓ ٠ِػ ش٤٠ه خِٜؼؿٝ ،٢رَؼُح عٍخُ٘حٝ ،ش٤رَؼُح ٍٝيُح شؼٓخؿٝ ٢ٓلآلإح َٔطئُٔح شٔظ٘ٓ َ٤ؼلطٝ
خٜ٘ػ عخكيُحٝ ْٜطخ٣ُٞٝأ." 
4.4. System Evaluation 
System evaluation is a hard task as mentioned in section 1.6 because it is very 
difficult to find an ideal text summary for a given document or a set of documents. 
Classification approach for generating automatic summaries makes it easier for 
evaluating extractive summaries. Three important measures are commonly used, 
precision, recall and F-measure [20] [46]. Precision is a measure of how much of the 
returned information by the system is correct. 
Precision = Number of system correct summary sentences / Number of system summary 
sentences                                                                                                      … eq. (4.1) 
Recall is a measure of the coverage of the system. 
Recall = Number of system correct summary sentences / Number of human summary 
sentences                                                                                                      … eq. (4.2) 
Usually Recall and Precision are antagonistic to one another. A system strives 
for coverage will get lower precision and a system strives for precision will get lower 
recall. F-measure balances recall and precision using a parameter β. The F-measure is 
defined in equation (4.3) as follows: 
𝐹 =  
 𝛽2 + 1 𝑃𝑅
𝛽2𝑃 + 𝑅
 ………………….eq. (4.3) 
When β is one, Precision P and Recall R are given equal weight. When β is 
greater than one, Precision is favored, when β is less than one, recall is favored. In the 
following experiments β equals one. 
4.4.1. AATSS and Human Evaluation 
To evaluate our AATSS we used two human references to summarize 55 
political news documents. For each reference and document we compute the three 
measurements P, R and F. Table 4.5 to Table 4.7 show some examples of this 
evaluation. In each of the Tables, a document has been summarized by AATSS system, 
Human reference-1 and human reference-2, then P, R and F measures are computed. 
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 lla fo egareva ehT .detupmoc neeb sah erusaem F fo egareva eht tnemucod hcae roF
 metsys eht deredisnoc si stnemucod nesohc eht lla rof erusaem F fo segareva
 ot gnihcaorppa si )stnemucod eht lla rof( erusaem F fo egareva erom ehT .ecnamrofrep
  .ecnamrofrep s‘metsys eht si retteb eht ;1
 owt htiw SSTAA gnirapmoc yb txet cibarA rof noitaulave na wohs 5.4 elbaT
 ew lanif nI .serusaem -f dna R,P etupmoc ew namuh hcae rof dna seirammus namuh
 .seirammus owt eht neewteb erusaem-f egareva eht etupmoc
 fo yrammus eht ni secnetnes denilrednu eht(1 noitaulave yrammuS .5.4 elbaT
 )yrammus namuh ni gnitsixe era SSTAA
 txet lanigirO
 ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش أػزظظخ ٛٔـ٤ش حلاكظلاٍ" كَد ؿِس: "حُؼزخىٓش
أًي حُ٘خثذ ػٖ ًظِش حُظـ٤٤َ ٝحلإٛلاف حُزَُٔخٗ٤ش حُيًظٍٞ ٣ل٤٠ حُؼزخىٓش، إٔ حُلَد حلإَٓحث٤ِ٤ش ػِ٠ هطخع ؿِس، 
ًخكش َٗحثق  ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش حُؼيٝحٗ٤ش ٝحُؼَٜ٘٣ش أػزظظخ ٛٔـ٤ش حلاكظلاٍ ٝػيّ طٍٞػٚ ػٖ حٓظٜيحف
 .حُٔـظٔغ حُلِٔط٤٘٢ ىٕٝ أ١ حًظَحع
رٔي٣٘ش هخٕ ٣ْٞٗ، اك٤خًء ًٌَُٟ ٍَٓٝ ػخٓ٤ٖ ػِ٠ " ٓـٔغ ٗخَٛ حُطز٢"ٝأٟٝق حُؼزخىٓش، هلاٍ حػظٜخّ ٗظٔٚ 
ٜٕٓٔٔٞ ػِ٠ ٓلاكوش حلاكظلاٍ ك٢ ًخكش حُٔلخكَ ٝٛٞلا "، أْٓ، إٔ حُ٘ؼذ حُلِٔط٤٘٢ ٝهٞحٙ حُل٤ش "كَد ؿِس"
 ."طلَ٣َ حلأٍٝ حُلِٔط٤٘٤شاُ٠ طوَ٣َ حُٜٔ٤َ ٝ
 ٓؤُم كو٤و٢
طؼ٤ٖ ك٢ ٓؤُم كو٤و٢، رؼي حُلَد حُظ٢ ٗ٘ظٜخ ػِ٠ هطخع ؿِس، ٝحُظ٢ أػزظض ػيٝحٗ٤ظٜخ ) آَحث٤َ(إ : "ٝهخٍ
، ٓز٤ً٘خ إٔ ًخكش حلأٛٞحص حُيحػ٤ش اُ٠ اٗؼخٍ كظ٤َ كَد ؿي٣يس ػِ٠ حُوطخع ٜٓيىس رخُٔلاكوش ك٢ حُؼي٣ي ٖٓ "ٝٛٔـ٤ظٜخ
ؿٜٞى حَُ٘حثق حُٔوظِلش ك٢ ك٠ق ٓٔخٍٓخص " كٔخّ"حُو٤خى١ ك٢ كًَش حُٔوخٝٓش حلإٓلآ٤ش  ٝػٖٔ. ىٍٝ حُؼخُْ
  .حلاكظلاٍ ك٢ ىُٝش حُؼخُْ
إ ًٗٔٞؽ هطخع ؿِس حٌُ١ ٣َكغ ٍح٣ش حُٔوخٝٓش أٗظؾ ًٛٔٞىح ٝطلي٣ًخ أٓخّ هٞس ٝٛٔـ٤ش حلاكظلاٍ، ٣لظٌٟ رٚ : "ٝأٟخف
ط٢ طٜذ ك٢ ِٜٓلش حلاكظلاٍ ٝط٘ل٤ٌ أٛيحكٚ ٖٓ هلاٍ حُظٔٞ٣ش حُِٔٔ٤ش ، ٓ٘ظوًيح حُٔ٘خٍ٣غ حٍ"أٓخّ ىٍٝ حُؼخُْ ٝٗؼٞرٜخ
 .ٝٓلاكوش حُٔوخٝٓش
ٝٗخٍى ك٢ حلاػظٜخّ حٌُ١ ػَٝ هلاُٚ حُؼي٣ي ٖٓ حُوٌحثق حلإَٓحث٤ِ٤ش حُظ٢ حٓظٜيكض ٓ٘خٍُ حُٔٞح١٘٤ٖ ٝحُٔ٘٘آص 
ىس حَُ٘١ش ٝحُؼي٣ي ٖٓ حلأ١زخء حُٔيٗ٤ش، ٗٞحد حُٔـِْ حُظَ٘٣ؼ٢ حُلِٔط٤٘٢ ٝٓٔؼِٕٞ ػٖ حُلٜخثَ حُلِٔط٤٘٤ش ٝه٤خ
 .ٝحَُٟٔٔ٤ٖ حُؼخِٓ٤ٖ ك٢ حُٔـٔغ
ريٍٝٙ؛ أػ٘٠ ٍث٤ْ رِي٣ش هخٕ ٣ْٞٗ ٓلٔي حُلَح، ػِ٠ ؿٜٞى حُطٞحهْ حُطز٤ش حُؼخِٓش ك٢ حُوطخع حُٜل٢ رخُٔي٣٘ش، 
ٕ ػِ٠ ىٍٝٛخ ٝؿٜيٛخ أػ٘خء حُلَد حلإَٓحث٤ِ٤ش ػِ٠ هطخع ؿِس، ك٢ اٗوخً حُٜٔخر٤ٖ، ٝحٗظ٘خٍ ؿؼغ حُٜ٘يحء ّ
 .أٗوخٝ حُٔزخٗ٢ حُٔيَٓس
ٗوق حُ٤ّٞ ػِ٠ أػظخد ًًَٟ كَد آَحث٤ِ٤ش ٗ٘ظْ ٜٓ٘خ ٍحثلش حُـيٍ ٝحُظ٢ ٓو٢ ػِ٠ اػَٛخ أًؼَ ٖٓ : "ٝهخٍ حُلَح
، ٓز٤ً٘خ إٔ أػيحى حُٜ٘يحء ٝ١َ٣وش حٓظٜ٘خىْٛ طل٘ي ًخكش "ٜٗ٤ي، ٝآلاف حُـَك٠ ك٢ حػ٘٤ٖ ٝػَ٘٣ٖ ٣ٞٓخً  0041
  .ُٔيٗ٤٤ٖحلاىػخءحص حلإَٓحث٤ِ٤ش رلٔخ٣ش ح
 حىػخء حُي٣ٔوَح١٤ش
ك٢ حىػخثٜخ ُِي٣ٔوَح١٤ش ٝكٔخ٣ش كوٞم حلإٗٔخٕ، ٖٓ هلاٍ حٓظٜيحف ) آَحث٤َ(ُوي ٓو٢ حُو٘خع ػٖ ٝؿٚ : "ٝأٟخف
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 ."حلأرَ٣خء، ٝػيّ حلاًظَحع ُل٤خطْٜ هلاٍ حُلَد
ُؼخِٓش ػِ٠ ٓٞحِٛش ٣ٞٓق أرٞ حَُ٣ٖ، حٓظَٔحٍ ًخكش حُٜ٤جخص حُطز٤ش ح. ٖٓ ؿٜظٚ؛ أًي ٓي٣َ ٓـٔغ ٗخَٛ حُطز٢، ى
 .ٓٔ٤َطٜخ ٝػطخثٜخ ك٢ ٓز٤َ هيٓش حُٔٞح١٘٤ٖ حُلِٔط٤٘٤٤ٖ، ك٢ ظَ حُظَٝف ٝحلأٟٝخع حُٔوظِلش حُظ٢ هي طليع
ٝأٟٝق أرٞ حَُ٣ٖ إٔ حُطٞحهْ حُطز٤ش حُؼخِٓش ك٢ حُٔـٔغ ػِٔض رـٜي ٝطلخٗ٢ ك٢ اٗوخً حُٜ٘يحء، ٝػلاؽ حُـَك٠ 
ٖٓ ًخكش حُٔ٘خ١ن ٝحلأك٤خء، ٓؼٔ٘خ ًىٍٝ حُٔئٓٔخص حلأهَٟ حُظ٢  حُٜٔخر٤ٖ هلاٍ حُلَد ٝحٌُ٣ٖ ِٝٛٞح حُٔٔظ٘ل٠
 .طؼخٝٗض ٓغ حُٔٔظ٘ل٠
ٌَٝٗ حُطٞحهْ حُطز٤ش ك٢ حُٔـٔغ حُظ٢ ٝحِٛض حُِ٤َ رخُٜ٘خٍ ٖٓ أؿَ هيٓش ٗؼزْٜ حُلِٔط٤٘٢، ٓٞؿًٜخ ٍٓخُش اُ٠ 
 .رلن حُ٘ؼذ حُلِٔط٤٘٢حُؼخُْ ٝحُٔئٓٔخص حُلوٞه٤ش ر٠ٍَٝس حُظلَى ُٞهق ؿَحثْ ىُٝش حلاكظلاٍ حلإَٓحث٤ِ٢ 
 yrammus 1 ecnerefer namuH yrammus metsyS
ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش أػزظظخ " كَد ؿِس: "حُؼزخىٓش
 ٛٔـ٤ش حلاكظلاٍ
أًي حُ٘خثذ ػٖ ًظِش حُظـ٤٤َ ٝحلإٛلاف حُزَُٔخٗ٤ش .1
حُيًظٍٞ ٣ل٤٠ حُؼزخىٓش، إٔ حُلَد حلإَٓحث٤ِ٤ش ػِ٠ 
حُؼيٝحٗ٤ش  هطخع ؿِس، ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش
ٝحُؼَٜ٘٣ش أػزظظخ ٛٔـ٤ش حلاكظلاٍ ٝػيّ طٍٞػٚ ػٖ 
حٓظٜيحف ًخكش َٗحثق حُٔـظٔغ حُلِٔط٤٘٢ ىٕٝ أ١ 
 .حًظَحع
طؼ٤ٖ ك٢ ٓؤُم كو٤و٢، رؼي ) آَحث٤َ(إ : "ٝهخٍ.2
حُلَد حُظ٢ ٗ٘ظٜخ ػِ٠ هطخع ؿِس، ٝحُظ٢ أػزظض 
، ٓز٤ً٘خ إٔ ًخكش حلأٛٞحص "ػيٝحٗ٤ظٜخ ٝٛٔـ٤ظٜخ
ٍ كظ٤َ كَد ؿي٣يس ػِ٠ حُوطخع حُيحػ٤ش اُ٠ اٗؼخ
 .ٜٓيىس رخُٔلاكوش ك٢ حُؼي٣ي ٖٓ ىٍٝ حُؼخُْ
إ ًٗٔٞؽ هطخع ؿِس حٌُ١ ٣َكغ ٍح٣ش : "ٝأٟخف.3
حُٔوخٝٓش أٗظؾ ًٛٔٞىح ٝطلي٣ًخ أٓخّ هٞس ٝٛٔـ٤ش 
، "حلاكظلاٍ، ٣لظٌٟ رٚ أٓخّ ىٍٝ حُؼخُْ ٝٗؼٞرٜخ
ٓ٘ظوًيح حُٔ٘خٍ٣غ حُظ٢ طٜذ ك٢ ِٜٓلش حلاكظلاٍ 
ٙ ٖٓ هلاٍ حُظٔٞ٣ش حُِٔٔ٤ش ٝٓلاكوش ٝط٘ل٤ٌ أٛيحف
 .حُٔوخٝٓش
ٝٗخٍى ك٢ حلاػظٜخّ حٌُ١ ػَٝ هلاُٚ حُؼي٣ي ٖٓ .4
حُوٌحثق حلإَٓحث٤ِ٤ش حُظ٢ حٓظٜيكض ٓ٘خٍُ حُٔٞح١٘٤ٖ 
ٝحُٔ٘٘آص حُٔيٗ٤ش، ٗٞحد حُٔـِْ حُظَ٘٣ؼ٢ 
حُلِٔط٤٘٢ ٝٓٔؼِٕٞ ػٖ حُلٜخثَ حُلِٔط٤٘٤ش ٝه٤خىس 
ٕ حُؼخِٓ٤ٖ حَُ٘١ش ٝحُؼي٣ي ٖٓ حلأ١زخء ٝحَُٟٔٔ٢
 .ك٢ حُٔـٔغ
ريٍٝٙ؛ أػ٘٠ ٍث٤ْ رِي٣ش هخٕ ٣ْٞٗ ٓلٔي حُلَح، .5
ػِ٠ ؿٜٞى حُطٞحهْ حُطز٤ش حُؼخِٓش ك٢ حُوطخع 
حُٜل٢ رخُٔي٣٘ش، ػِ٠ ىٍٝٛخ ٝؿٜيٛخ أػ٘خء حُلَد 
حلإَٓحث٤ِ٤ش ػِ٠ هطخع ؿِس، ك٢ اٗوخً حُٜٔخر٤ٖ، 
ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش أػزظظخ " كَد ؿِس: "حُؼزخىٓش
 ٛٔـ٤ش حلاكظلاٍ
أًي حُ٘خثذ ػٖ ًظِش حُظـ٤٤َ ٝحلإٛلاف حُزَُٔخٗ٤ش .1
ُلَد حلإَٓحث٤ِ٤ش ػِ٠ حُيًظٍٞ ٣ل٤٠ حُؼزخىٓش، إٔ ح
هطخع ؿِس، ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش حُؼيٝحٗ٤ش 
ٝحُؼَٜ٘٣ش أػزظظخ ٛٔـ٤ش حلاكظلاٍ ٝػيّ طٍٞػٚ ػٖ 
حٓظٜيحف ًخكش َٗحثق حُٔـظٔغ حُلِٔط٤٘٢ ىٕٝ أ١ 
 .حًظَحع
ٓـٔغ ٗخَٛ "ٝأٟٝق حُؼزخىٓش، هلاٍ حػظٜخّ ٗظٔٚ .2
رٔي٣٘ش هخٕ ٣ْٞٗ، اك٤خًء ًٌَُٟ ٍَٓٝ " حُطز٢
، أْٓ، إٔ حُ٘ؼذ "كَد ؿِس"ٟ ػخٓ٤ٖ ػَ
ٜٕٓٔٔٞ ػِ٠ ٓلاكوش "حُلِٔط٤٘٢ ٝهٞحٙ حُل٤ش 
حلاكظلاٍ ك٢ ًخكش حُٔلخكَ ٝٛٞلا اُ٠ طوَ٣َ حُٜٔ٤َ 
 ."ٝطلَ٣َ حلأٍٝ حُلِٔط٤٘٤ش
طؼ٤ٖ ك٢ ٓؤُم كو٤و٢، رؼي ) آَحث٤َ(إ : "ٝهخٍ.3
حُلَد حُظ٢ ٗ٘ظٜخ ػِ٠ هطخع ؿِس، ٝحُظ٢ أػزظض 
إٔ ًخكش حلأٛٞحص حُيحػ٤ش  ، ٓز٤ً٘خ"ػيٝحٗ٤ظٜخ ٝٛٔـ٤ظٜخ
اُ٠ اٗؼخٍ كظ٤َ كَد ؿي٣يس ػِ٠ حُوطخع ٜٓيىس 
ٝػٖٔ حُو٤خى١ ك٢ . رخُٔلاكوش ك٢ حُؼي٣ي ٖٓ ىٍٝ حُؼخُْ
ؿٜٞى حَُ٘حثق " كٔخّ"كًَش حُٔوخٝٓش حلإٓلآ٤ش 
  .حُٔوظِلش ك٢ ك٠ق ٓٔخٍٓخص حلاكظلاٍ ك٢ ىُٝش حُؼخُْ
ٝٗخٍى ك٢ حلاػظٜخّ حٌُ١ ػَٝ هلاُٚ حُؼي٣ي ٖٓ .4
ُوٌحثق حلإَٓحث٤ِ٤ش حُظ٢ حٓظٜيكض ٓ٘خٍُ حُٔٞح١٘٤ٖ ح
ٝحُٔ٘٘آص حُٔيٗ٤ش، ٗٞحد حُٔـِْ حُظَ٘٣ؼ٢ 
حُلِٔط٤٘٢ ٝٓٔؼِٕٞ ػٖ حُلٜخثَ حُلِٔط٤٘٤ش ٝه٤خىس 
حَُ٘١ش ٝحُؼي٣ي ٖٓ حلأ١زخء ٝحَُٟٔٔ٤ٖ حُؼخِٓ٤ٖ ك٢ 
 .حُٔـٔغ
ريٍٝٙ؛ أػ٘٠ ٍث٤ْ رِي٣ش هخٕ ٣ْٞٗ ٓلٔي حُلَح، ػِ٠ .5
س حُؼخِٓش ك٢ حُوطخع حُٜل٢ ؿٜٞى حُطٞحهْ حُطز٢
رخُٔي٣٘ش، ػِ٠ ىٍٝٛخ ٝؿٜيٛخ أػ٘خء حُلَد 
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 .ٝحٗظ٘خٍ ؿؼغ حُٜ٘يحء ٖٓ أٗوخٝ حُٔزخٗ٢ حُٔيَٓس
ٗوق حُ٤ّٞ ػِ٠ أػظخد ًًَٟ كَد ": ٝهخٍ حُلَح.6
آَحث٤ِ٤ش ٗ٘ظْ ٜٓ٘خ ٍحثلش حُـيٍ ٝحُظ٢ ٓو٢ ػِ٠ 
ٜٗ٤ي، ٝآلاف حُـَك٠ ك٢  0041اػَٛخ أًؼَ ٖٓ 
، ٓز٤ً٘خ إٔ أػيحى حُٜ٘يحء "حػ٘٤ٖ ٝػَ٘٣ٖ ٣ٞٓخً 
ٝ١َ٣وش حٓظٜ٘خىْٛ طل٘ي ًخكش حلاىػخءحص حلإَٓحث٤ِ٤ش 
 .رلٔخ٣ش حُٔيٗ٤٤ٖ
ك٢ ) آَحث٤َ(ٙ ُوي ٓو٢ حُو٘خع ػٖ ٝؽ: "ٝأٟخف.7
حىػخثٜخ ُِي٣ٔوَح١٤ش ٝكٔخ٣ش كوٞم حلإٗٔخٕ، ٖٓ 
هلاٍ حٓظٜيحف حلأرَ٣خء، ٝػيّ حلاًظَحع ُل٤خطْٜ 
 ".هلاٍ حُلَد
حلإَٓحث٤ِ٤ش ػِ٠ هطخع ؿِس، ك٢ اٗوخً حُٜٔخر٤ٖ، 
 .ٝحٗظ٘خٍ ؿؼغ حُٜ٘يحء ٖٓ أٗوخٝ حُٔزخٗ٢ حُٔيَٓس
ك٢ ) آَحث٤َ(ُوي ٓو٢ حُو٘خع ػٖ ٝؿٚ : "ٝأٟخف.6
حىػخثٜخ ُِي٣ٔوَح١٤ش ٝكٔخ٣ش كوٞم حلإٗٔخٕ، ٖٓ هلاٍ 
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ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش أػزظظخ " كَد ؿِس: "حُؼزخىٓش
 ٛٔـ٤ش حلاكظلاٍ
ٗ٤ش أًي حُ٘خثذ ػٖ ًظِش حُظـ٤٤َ ٝحلإٛلاف حُزَُٔخ.1
حُيًظٍٞ ٣ل٤٠ حُؼزخىٓش، إٔ حُلَد حلإَٓحث٤ِ٤ش ػِ٠ 
هطخع ؿِس، ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش حُؼيٝحٗ٤ش 
ٝحُؼَٜ٘٣ش أػزظظخ ٛٔـ٤ش حلاكظلاٍ ٝػيّ طٍٞػٚ ػٖ 
حٓظٜيحف ًخكش َٗحثق حُٔـظٔغ حُلِٔط٤٘٢ ىٕٝ أ١ 
 .حًظَحع
طؼ٤ٖ ك٢ ٓؤُم كو٤و٢، رؼي ) آَحث٤َ(إ : "ٝهخٍ.2
ٟ هطخع ؿِس، ٝحُظ٢ أػزظض حُلَد حُظ٢ ٗ٘ظٜخ ػَ
، ٓز٤ً٘خ إٔ ًخكش حلأٛٞحص "ػيٝحٗ٤ظٜخ ٝٛٔـ٤ظٜخ
حُيحػ٤ش اُ٠ اٗؼخٍ كظ٤َ كَد ؿي٣يس ػِ٠ حُوطخع 
 .ٜٓيىس رخُٔلاكوش ك٢ حُؼي٣ي ٖٓ ىٍٝ حُؼخُْ
إ ًٗٔٞؽ هطخع ؿِس حٌُ١ ٣َكغ ٍح٣ش : "ٝأٟخف.3
حُٔوخٝٓش أٗظؾ ًٛٔٞىح ٝطلي٣ًخ أٓخّ هٞس ٝٛٔـ٤ش 
، "ٙ أٓخّ ىٍٝ حُؼخُْ ٝٗؼٞرٜخحلاكظلاٍ، ٣لظٌٟ د
ٓ٘ظوًيح حُٔ٘خٍ٣غ حُظ٢ طٜذ ك٢ ِٜٓلش حلاكظلاٍ 
ٝط٘ل٤ٌ أٛيحكٚ ٖٓ هلاٍ حُظٔٞ٣ش حُِٔٔ٤ش ٝٓلاكوش 
 .حُٔوخٝٓش
ٝٗخٍى ك٢ حلاػظٜخّ حٌُ١ ػَٝ هلاُٚ حُؼي٣ي ٖٓ .4
حُوٌحثق حلإَٓحث٤ِ٤ش حُظ٢ حٓظٜيكض ٓ٘خٍُ حُٔٞح١٘٤ٖ 
ػ٢ ٝحُٔ٘٘آص حُٔيٗ٤ش، ٗٞحد حُٔـِْ حُظَ٘١
حُلِٔط٤٘٢ ٝٓٔؼِٕٞ ػٖ حُلٜخثَ حُلِٔط٤٘٤ش ٝه٤خىس 
ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش أػزظظخ " كَد ؿِس: "حُؼزخىٓش
 س حلاكظلاٍٛٔـ٢
أًي حُ٘خثذ ػٖ ًظِش حُظـ٤٤َ ٝحلإٛلاف حُزَُٔخٗ٤ش .1
حُيًظٍٞ ٣ل٤٠ حُؼزخىٓش، إٔ حُلَد حلإَٓحث٤ِ٤ش ػِ٠ 
هطخع ؿِس، ٝحُٔٔخٍٓخص حلإَٓحث٤ِ٤ش حُؼيٝحٗ٤ش 
ٝحُؼَٜ٘٣ش أػزظظخ ٛٔـ٤ش حلاكظلاٍ ٝػيّ طٍٞػٚ ػٖ 
حٓظٜيحف ًخكش َٗحثق حُٔـظٔغ حُلِٔط٤٘٢ ىٕٝ أ١ 
 .حًظَحع
طؼ٤ٖ ك٢ ٓؤُم كو٤و٢، رؼي ) آَحث٤َ( إ: "ٝهخٍ.2
حُلَد حُظ٢ ٗ٘ظٜخ ػِ٠ هطخع ؿِس، ٝحُظ٢ أػزظض 
، ٓز٤ً٘خ إٔ ًخكش حلأٛٞحص حُيحػ٤ش "ػيٝحٗ٤ظٜخ ٝٛٔـ٤ظٜخ
اُ٠ اٗؼخٍ كظ٤َ كَد ؿي٣يس ػِ٠ حُوطخع ٜٓيىس 
ٝػٖٔ حُو٤خى١ ك٢ . رخُٔلاكوش ك٢ حُؼي٣ي ٖٓ ىٍٝ حُؼخُْ
ٝى حَُ٘حثق ؿٚ" كٔخّ"كًَش حُٔوخٝٓش حلإٓلآ٤ش 
  .حُٔوظِلش ك٢ ك٠ق ٓٔخٍٓخص حلاكظلاٍ ك٢ ىُٝش حُؼخُْ
إ ًٗٔٞؽ هطخع ؿِس حٌُ١ ٣َكغ ٍح٣ش : "ٝأٟخف.3
حُٔوخٝٓش أٗظؾ ًٛٔٞىح ٝطلي٣ًخ أٓخّ هٞس ٝٛٔـ٤ش 
، ٓ٘ظوًيح "حلاكظلاٍ، ٣لظٌٟ رٚ أٓخّ ىٍٝ حُؼخُْ ٝٗؼٞرٜخ
حُٔ٘خٍ٣غ حُظ٢ طٜذ ك٢ ِٜٓلش حلاكظلاٍ ٝط٘ل٤ٌ 
 .ٍ حُظٔٞ٣ش حُِٔٔ٤ش ٝٓلاكوش حُٔوخٝٓشأٛيحكٚ ٖٓ هلا
ٝٗخٍى ك٢ حلاػظٜخّ حٌُ١ ػَٝ هلاُٚ حُؼي٣ي ٖٓ .4
حُوٌحثق حلإَٓحث٤ِ٤ش حُظ٢ حٓظٜيكض ٓ٘خٍُ حُٔٞح١٘٤ٖ 
ٝحُٔ٘٘آص حُٔيٗ٤ش، ٗٞحد حُٔـِْ حُظَ٘٣ؼ٢ 
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حَُ٘١ش ٝحُؼي٣ي ٖٓ حلأ١زخء ٝحَُٟٔٔ٤ٖ حُؼخِٓ٤ٖ 
 .ك٢ حُٔـٔغ
ريٍٝٙ؛ أػ٘٠ ٍث٤ْ رِي٣ش هخٕ ٣ْٞٗ ٓلٔي حُلَح، .5
ػِ٠ ؿٜٞى حُطٞحهْ حُطز٤ش حُؼخِٓش ك٢ حُوطخع 
حُٜل٢ رخُٔي٣٘ش، ػِ٠ ىٍٝٛخ ٝؿٜيٛخ أػ٘خء حُلَد 
ع ؿِس، ك٢ اٗوخً حُٜٔخر٤ٖ، حلإَٓحث٤ِ٤ش ػِ٠ هطخ
 .ٝحٗظ٘خٍ ؿؼغ حُٜ٘يحء ٖٓ أٗوخٝ حُٔزخٗ٢ حُٔيَٓس
ٗوق حُ٤ّٞ ػِ٠ أػظخد ًًَٟ كَد : "ٝهخٍ حُلَح.6
آَحث٤ِ٤ش ٗ٘ظْ ٜٓ٘خ ٍحثلش حُـيٍ ٝحُظ٢ ٓو٢ ػِ٠ 
ٜٗ٤ي، ٝآلاف حُـَك٠ ك٢  0041اػَٛخ أًؼَ ٖٓ 
، ٓز٤ً٘خ إٔ أػيحى حُٜ٘يحء "حػ٘٤ٖ ٝػَ٘٣ٖ ٣ٞٓخً 
ٜٗخىْٛ طل٘ي ًخكش حلاىػخءحص حلإَٓحث٤ِ٤ش ٝ١َ٣وش حٓض
 .رلٔخ٣ش حُٔيٗ٤٤ٖ
ك٢ ) آَحث٤َ(ُوي ٓو٢ حُو٘خع ػٖ ٝؿٚ : "ٝأٟخف.7
حىػخثٜخ ُِي٣ٔوَح١٤ش ٝكٔخ٣ش كوٞم حلإٗٔخٕ، ٖٓ 
هلاٍ حٓظٜيحف حلأرَ٣خء، ٝػيّ حلاًظَحع ُل٤خطْٜ 
 ".هلاٍ حُلَد
 
حُلِٔط٤٘٢ ٝٓٔؼِٕٞ ػٖ حُلٜخثَ حُلِٔط٤٘٤ش ٝه٤خىس 
٣ٖ ك٢ حَُ٘١ش ٝحُؼي٣ي ٖٓ حلأ١زخء ٝحَُٟٔٔ٤ٖ حُؼخَٓ
 .حُٔـٔغ
ريٍٝٙ؛ أػ٘٠ ٍث٤ْ رِي٣ش هخٕ ٣ْٞٗ ٓلٔي حُلَح، ػِ٠ .5
ؿٜٞى حُطٞحهْ حُطز٤ش حُؼخِٓش ك٢ حُوطخع حُٜل٢ 
رخُٔي٣٘ش، ػِ٠ ىٍٝٛخ ٝؿٜيٛخ أػ٘خء حُلَد 
حلإَٓحث٤ِ٤ش ػِ٠ هطخع ؿِس، ك٢ اٗوخً حُٜٔخر٤ٖ، 
 .ٝحٗظ٘خٍ ؿؼغ حُٜ٘يحء ٖٓ أٗوخٝ حُٔزخٗ٢ حُٔيَٓس
ّٝ ػِ٠ أػظخد ًًَٟ كَد ٗوق حُ٢: "ٝهخٍ حُلَح.6
آَحث٤ِ٤ش ٗ٘ظْ ٜٓ٘خ ٍحثلش حُـيٍ ٝحُظ٢ ٓو٢ ػِ٠ 
ٜٗ٤ي، ٝآلاف حُـَك٠ ك٢  0041اػَٛخ أًؼَ ٖٓ 
، ٓز٤ً٘خ إٔ أػيحى حُٜ٘يحء ٝ١َ٣وش "حػ٘٤ٖ ٝػَ٘٣ٖ ٣ٞٓخً 
حٓظٜ٘خىْٛ طل٘ي ًخكش حلاىػخءحص حلإَٓحث٤ِ٤ش رلٔخ٣ش 
 .حُٔيٗ٤٤ٖ
ك٢ ) ٣َآَحة(ُوي ٓو٢ حُو٘خع ػٖ ٝؿٚ : "ٝأٟخف.7
حىػخثٜخ ُِي٣ٔوَح١٤ش ٝكٔخ٣ش كوٞم حلإٗٔخٕ، ٖٓ هلاٍ 
حٓظٜيحف حلأرَ٣خء، ٝػيّ حلاًظَحع ُل٤خطْٜ هلاٍ 
 ".حُلَد
ٌَٝٗ حُطٞحهْ حُطز٤ش ك٢ حُٔـٔغ حُظ٢ ٝحِٛض حُِ٤َ  .8
رخُٜ٘خٍ ٖٓ أؿَ هيٓش ٗؼزْٜ حُلِٔط٤٘٢، ٓٞؿًٜخ 
ٍٓخُش اُ٠ حُؼخُْ ٝحُٔئٓٔخص حُلوٞه٤ش ر٠ٍَٝس 
ٍحثْ ىُٝش حلاكظلاٍ حلإَٓحث٤ِ٢ رلن حُظلَى ُٞهق ؽ
 حُ٘ؼذ حُلِٔط٤٘٢
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 owt htiw SSTAA gnirapmoc yb txet cibarA rof noitaulave na wohs 6.4 elbaT
 ew lanif nI .serusaem -f dna R,P etupmoc ew namuh hcae rof dna seirammus namuh
 .seirammus owt eht neewteb erusaem-f egareva eht etupmoc
 fo yrammus eht ni secnetnes denilrednu eht( 2 noitaulave yrammuS .6.4 elbaT
 )yrammus namuh ni gnitsixe era SSTAA
 txet lanigirO
 "اٍٛخر٤ش"ُظخؿَ أٍىٗ٢ رخلاطٜخٍ رٔ٘ظٔش ) آَحث٤َ(ٓظخرؼش أٍىٗ٤ش لاطٜخّ 
حٍؿ٤ش حلأٍىٗ٤ش اٜٗخ طظخرغ رخٛظٔخّ ٓغ حُـخٗذ حلإَٓحث٤ِ٢، طيحػ٤خص حػظوخٍ حُِٔطخص ُِٔٞح١ٖ حلأٍىٗ٢ هخُض ُٝحٍس حُن
ٝطوي٣ْ هيٓخص , رؼي طٞؿ٤ٚ  حطٜخٓخص ُٚ ط٘طٞ١ ػِ٠ حطٜخُٚ رـٜخُ ٝؿْٔ هخٍؿ٢) ػخٓخ 64( أٓـي ػزي حُٔـ٤ي ٓيٍ 
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 .ٓلخٓ٤ٚ رلٔذ ُٔ٘ظٔش اٍٛخر٤ش ٝحٓظؼٔخُٚ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ حلإٍٛخد،
ٝأكخى ٓٔجٍٞ ك٢ حُوخٍؿ٤ش، ك٠َّ َ ػيّ حٌُ٘ق ػٖ حٓٔٚ إٔ حُوخٍؿ٤ش ٌٝٓ٘ ٍٝٝى ٓؼِٞٓخص اُ٤ٜخ ػٔخ هخٓض رٚ 
طلًَ٘خ لآظـلاء حُٔٞهق، ٝأؿَ٣٘خ حطٜخلاص ٓغ حُوخٍؿ٤ش حلإَٓحث٤ِ٤ش "حُِٔطخص حلإَٓحث٤ِ٢، رلن حُٔٞح١ٖ  ٓيٍ  
 ". ػزَ ٓلخٍط٘خ ك٢ طَ أر٤ذ
ك٢ ) 21/13(حلإَٓحث٤ِ٤ش ٝؿٜض ُٔيٍ  حٌُ١ ٣ؼَٔ طخؿَح ً، رؼي إٔ  حػظوِظٚ حُـٔؼش حُٔخٟ٤ش  ًٝخٗض حُِٔطخص حلأٓ٘٤ش
حلاطٜخٍ رـٜخُ ٝؿْٔ هخٍؿ٢، ٝطوي٣ْ "ؿَٔ حُ٘٤ن كٔ٤ٖ أػ٘خء ػٞىطٚ ٖٓ ُ٣خٍس اُ٠ حُويّ، ػلاع طْٜ طَ٘ٔ 
 .ٓي ػخري٣ٖ، ٝكن ٓلخٓ٤ٚ ٓق"هيٓخص ُٔ٘ظٔش اٍٛخر٤ش، ٝحٓظؼٔخٍ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ حلإٍٛخد
ٓ٤ت " ر٤ظق طٌلخ"حلأٍىٗ٤ش  إ ًِٓٞٚ ٓيٍ، حٌُ١ ٣وزغ ح٥ٕ ك٢ ٓـٖ " حُـي"ٝهخٍ ػخري٣ٖ ك٢ طَٜ٣لخص ُٜل٤لش 
 .حُٜ٤ض، ٗل٠ ًِ٤خ ٛلش حُظْٜ حُؼلاع
ٝر٤ٖ ػخري٣ٖ إٔ ًِٓٞٚ ٓيٍ أًي هلاٍ حُظلو٤ن، حٌُ١ أؿَطٚ حُِٔطخص حلأٓ٘٤ش حلإَٓحث٤ِ٤ش ٓؼٚ، رَحءطٚ ًِ٤خ ٖٓ ٌٛٙ 
ٗخك٤خ ؿِٔش ٝطلٜ٤لا ٛلظٜخ، ٝٓزي٣خ ًك٢ حُٞهض ٗلٔٚ حٓظـَحرٚ ٖٓ إٔ طٞؿٚ ُٚ ٓؼَ ٌٛٙ حُظْٜ، حُظ٢ هخٍ اٗٚ  حُظْٜ،
 ".ٝٛٞ حُظخؿَ حُٔ٘٘ـَ رظـخٍطٚ ٝػِٔٚ"٣ٔٔغ ػٜ٘خ لأٍٝ َٓس 
، لإٔ ٓيٍ ٓٞح١ٖ أٍىٗ٢، ٝأ١ "حُظؼٔل٤ش"، ٝحٛلخ ا٣خٛخ رـ"ؿ٤َ هخٗٞٗ٤ش"ٝأٟٝق حُٔلخٓ٢ ػخري٣ٖ إٔ ٌٛٙ حُظْٜ 
ٝهخٍ . لاكوش ه٠خث٤ش ٣ـذ إٔ طٌٕٞ ك٢ رِيٙ، ٖٝٓ هزَ حُو٠خء حلأٍىٗ٢، ُٝ٤ْ ٖٓ هزَ حُِٔطخص حلأٓ٘٤ش حلإَٓحث٤ِ٤شّ
 .إ ػوٞرش ٌٛٙ حُظْٜ، ك٢ كخٍ اىحٗش ًِٓٞٚ، طَٜ اُ٠ حُٔـٖ ٓخ ر٤ٖ ٓزغ اُ٠ ػَ٘ ٓ٘ٞحص
ىٍص ػٖ حُٔلخٍس حلإَٓحث٤ِ٤ش ٣٘خٍ اُ٠ إٔ ٓيٍ طٌٖٔ ٖٓ ىهٍٞ كِٔط٤ٖ حُٔلظِش، رؼي كُٜٞٚ ػِ٠ طؤٗ٤َس ىهٍٞ ٙ
ك٢ ػٔخٕ، ٝطٔ٘ق طِي حُٔلخٍس ٓجخص حُٔٞح١٘٤ٖ حلأٍىٗ٤٤ٖ ٓ٘ٞ٣خ، طَٜ٣لخ ًُيهٍٞ كِٔط٤ٖ حُٔلظِش، ك٤ٔخ ٣ؼظزَ 
رؤٓٔخء ٖٓ ٣لَٜ ػِ٠ طؤٗ٤َس " هخثٔش ٓٞىحء"ٓؼخٍٟٕٞ أٍىٗ٤ٕٞ ًُي رؤٗٚ حػظَحف رخلاكظلاٍ، ك٤غ أػيٝح 
 .آَحث٤ِ٤ش
 yrammus 1 ecnerefer namuH yrammus metsyS
ُظخؿَ أٍىٗ٢ رخلاطٜخٍ ) آَحث٤َ(ٓظخرؼش أٍىٗ٤ش لاطٜخّ 
 "اٍٛخر٤ش"رٔ٘ظٔش 
هخُض ُٝحٍس حُوخٍؿ٤ش حلأٍىٗ٤ش اٜٗخ طظخرغ رخٛظٔخّ .1
ٓغ حُـخٗذ حلإَٓحث٤ِ٢، طيحػ٤خص حػظوخٍ حُِٔطخص 
 64( ُِٔٞح١ٖ حلأٍىٗ٢ أٓـي ػزي حُٔـ٤ي ٓيٍ 
ُ٠ حطٜخُٚ رؼي طٞؿ٤ٚ  حطٜخٓخص ُٚ ط٘طٞ١ ع) ػخٓخ
ٝطوي٣ْ هيٓخص ُٔ٘ظٔش , رـٜخُ ٝؿْٔ هخٍؿ٢
اٍٛخر٤ش ٝحٓظؼٔخُٚ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ 
 .حلإٍٛخد،رلٔذ ٓلخٓ٤ٚ
ٝأكخى ٓٔجٍٞ ك٢ حُوخٍؿ٤ش، ك٠َّ َ ػيّ حٌُ٘ق ػٖ .2
حٓٔٚ إٔ حُوخٍؿ٤ش ٌٝٓ٘ ٍٝٝى ٓؼِٞٓخص اُ٤ٜخ ػٔخ 
هخٓض رٚ حُِٔطخص حلإَٓحث٤ِ٢، رلن حُٔٞح١ٖ  ٓيٍ  
ؿلاء حُٔٞهق، ٝأؿَ٣٘خ حطٜخلاص ٓغ طلًَ٘خ لآض"
 ".حُوخٍؿ٤ش حلإَٓحث٤ِ٤ش ػزَ ٓلخٍط٘خ ك٢ طَ أر٤ذ
ًٝخٗض حُِٔطخص حلأٓ٘٤ش حلإَٓحث٤ِ٤ش ٝؿٜض ُٔيٍ  .3
حٌُ١ ٣ؼَٔ طخؿَح ً، رؼي إٔ  حػظوِظٚ حُـٔؼش حُٔخٟ٤ش 
ك٢ ؿَٔ حُ٘٤ن كٔ٤ٖ أػ٘خء ػٞىطٚ ٖٓ ) 21/13(
ٛخُ حلاطٜخٍ رؾ"ُ٣خٍس اُ٠ حُويّ، ػلاع طْٜ طَ٘ٔ 
ٝؿْٔ هخٍؿ٢، ٝطوي٣ْ هيٓخص ُٔ٘ظٔش اٍٛخر٤ش، 
ُظخؿَ أٍىٗ٢ رخلاطٜخٍ ) آَحث٤َ(ٓظخرؼش أٍىٗ٤ش لاطٜخّ 
 "اٍٛخر٤ش"رٔ٘ظٔش 
ٜٗخ طظخرغ رخٛظٔخّ ٓغ هخُض ُٝحٍس حُوخٍؿ٤ش حلأٍىٗ٤ش ا.1
حُـخٗذ حلإَٓحث٤ِ٢، طيحػ٤خص حػظوخٍ حُِٔطخص 
) ػخٓخ 64( ُِٔٞح١ٖ حلأٍىٗ٢ أٓـي ػزي حُٔـ٤ي ٓيٍ 
رؼي طٞؿ٤ٚ  حطٜخٓخص ُٚ ط٘طٞ١ ػِ٠ حطٜخُٚ رـٜخُ 
ٝطوي٣ْ هيٓخص ُٔ٘ظٔش اٍٛخر٤ش , ٝؿْٔ هخٍؿ٢
ٝحٓظؼٔخُٚ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ حلإٍٛخد،رلٔذ 
 .ٓلخٓ٤ٚ
ِٓطخص حلأٓ٘٤ش حلإَٓحث٤ِ٤ش ٝؿٜض ُٔيٍ  ًٝخٗض حٍ.2
حٌُ١ ٣ؼَٔ طخؿَح ً، رؼي إٔ  حػظوِظٚ حُـٔؼش حُٔخٟ٤ش 
ك٢ ؿَٔ حُ٘٤ن كٔ٤ٖ أػ٘خء ػٞىطٚ ٖٓ ) 21/13(
حلاطٜخٍ رـٜخُ "ُ٣خٍس اُ٠ حُويّ، ػلاع طْٜ طَ٘ٔ 
ٝؿْٔ هخٍؿ٢، ٝطوي٣ْ هيٓخص ُٔ٘ظٔش اٍٛخر٤ش، 
ٝكن ، "ٝحٓظؼٔخٍ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ حلإٍٛخد
 .ٓلخٓ٤ٚ ٓلٔي ػخري٣ٖ
ٝر٤ٖ ػخري٣ٖ إٔ ًِٓٞٚ ٓيٍ أًي هلاٍ حُظلو٤ن، حٌُ١  .3
أؿَطٚ حُِٔطخص حلأٓ٘٤ش حلإَٓحث٤ِ٤ش ٓؼٚ، رَحءطٚ ًِ٤خ 
ٖٓ ٌٛٙ حُظْٜ، ٗخك٤خ ؿِٔش ٝطلٜ٤لا ٛلظٜخ، ٝٓزي٣خ ًك٢ 
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، ٝكن "ٝحٓظؼٔخٍ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ حلإٍٛخد
 .ٓلخٓ٤ٚ ٓلٔي ػخري٣ٖ
٣٘خٍ اُ٠ إٔ ٓيٍ طٌٖٔ ٖٓ ىهٍٞ كِٔط٤ٖ حُٔلظِش، .4
رؼي كُٜٞٚ ػِ٠ طؤٗ٤َس ىهٍٞ ٛيٍص ػٖ 
حُٔلخٍس حلإَٓحث٤ِ٤ش ك٢ ػٔخٕ، ٝطٔ٘ق طِي حُٔلخٍس 
ٗ٤٤ٖ ٓ٘ٞ٣خ، طَٜ٣لخ ًُيهٍٞ ٓجخص حُٔٞح١٘٤ٖ حلأٍى
كِٔط٤ٖ حُٔلظِش، ك٤ٔخ ٣ؼظزَ ٓؼخٍٟٕٞ أٍىٗ٤ٕٞ 
هخثٔش "ًُي رؤٗٚ حػظَحف رخلاكظلاٍ، ك٤غ أػيٝح 
 .رؤٓٔخء ٖٓ ٣لَٜ ػِ٠ طؤٗ٤َس آَحث٤ِ٤ش" ٓٞىحء
حُٞهض ٗلٔٚ حٓظـَحرٚ ٖٓ إٔ طٞؿٚ ُٚ ٓؼَ ٌٛٙ حُظْٜ، 
ٝٛٞ حُظخؿَ "حُظ٢ هخٍ اٗٚ ٣ٔٔغ ػٜ٘خ لأٍٝ َٓس 
 ".حُٔ٘٘ـَ رظـخٍطٚ ٝػِٔٚ
 
٣٘خٍ اُ٠ إٔ ٓيٍ طٌٖٔ ٖٓ ىهٍٞ كِٔط٤ٖ حُٔلظِش، .4
رؼي كُٜٞٚ ػِ٠ طؤٗ٤َس ىهٍٞ ٛيٍص ػٖ حُٔلخٍس 
حلإَٓحث٤ِ٤ش ك٢ ػٔخٕ، ٝطٔ٘ق طِي حُٔلخٍس ٓجخص 
حُٔٞح١٘٤ٖ حلأٍىٗ٤٤ٖ ٓ٘ٞ٣خ، طَٜ٣لخ ًُيهٍٞ كِٔط٤ٖ 
أٗٚ حُٔلظِش، ك٤ٔخ ٣ؼظزَ ٓؼخٍٟٕٞ أٍىٗ٤ٕٞ ًُي د
" هخثٔش ٓٞىحء"حػظَحف رخلاكظلاٍ، ك٤غ أػيٝح 
 .رؤٓٔخء ٖٓ ٣لَٜ ػِ٠ طؤٗ٤َس آَحث٤ِ٤ش
 F R P
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 yrammus 2 ecnerefer namuH yrammus metsyS
ُظخؿَ أٍىٗ٢ رخلاطٜخٍ ) آَحث٤َ(ٓظخرؼش أٍىٗ٤ش لاطٜخّ 
 "اٍٛخر٤ش"رٔ٘ظٔش 
ع رخٛظٔخّ ٓغ هخُض ُٝحٍس حُوخٍؿ٤ش حلأٍىٗ٤ش اٜٗخ طظخد.1
حُـخٗذ حلإَٓحث٤ِ٢، طيحػ٤خص حػظوخٍ حُِٔطخص 
 64( ُِٔٞح١ٖ حلأٍىٗ٢ أٓـي ػزي حُٔـ٤ي ٓيٍ 
رؼي طٞؿ٤ٚ  حطٜخٓخص ُٚ ط٘طٞ١ ػِ٠ حطٜخُٚ ) ػخٓخ
ٝطوي٣ْ هيٓخص ُٔ٘ظٔش , رـٜخُ ٝؿْٔ هخٍؿ٢
اٍٛخر٤ش ٝحٓظؼٔخُٚ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ 
 .حلإٍٛخد،رلٔذ ٓلخٓ٤ٚ
ُوخٍؿ٤ش، ك٠َّ َ ػيّ حٌُ٘ق ػٖ ٝأكخى ٓٔجٍٞ ك٢ ح .2
حٓٔٚ إٔ حُوخٍؿ٤ش ٌٝٓ٘ ٍٝٝى ٓؼِٞٓخص اُ٤ٜخ ػٔخ 
هخٓض رٚ حُِٔطخص حلإَٓحث٤ِ٢، رلن حُٔٞح١ٖ  ٓيٍ  
طلًَ٘خ لآظـلاء حُٔٞهق، ٝأؿَ٣٘خ حطٜخلاص ٓغ "
 ".حُوخٍؿ٤ش حلإَٓحث٤ِ٤ش ػزَ ٓلخٍط٘خ ك٢ طَ أر٤ذ
ًٝخٗض حُِٔطخص حلأٓ٘٤ش حلإَٓحث٤ِ٤ش ٝؿٜض ُٔيٍ   .3
ً١ ٣ؼَٔ طخؿَح ً، رؼي إٔ  حػظوِظٚ حُـٔؼش حُٔخٟ٤ش حٍ
ك٢ ؿَٔ حُ٘٤ن كٔ٤ٖ أػ٘خء ػٞىطٚ ٖٓ ) 21/13(
حلاطٜخٍ رـٜخُ "ُ٣خٍس اُ٠ حُويّ، ػلاع طْٜ طَ٘ٔ 
ٝؿْٔ هخٍؿ٢، ٝطوي٣ْ هيٓخص ُٔ٘ظٔش اٍٛخر٤ش، 
، ٝكن "ٝحٓظؼٔخٍ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ حلإٍٛخد
 .ٓلخٓ٤ٚ ٓلٔي ػخري٣ٖ
طٌٖٔ ٖٓ ىهٍٞ كِٔط٤ٖ حُٔلظِش،  ٣٘خٍ اُ٠ إٔ ٓيٍ .4
رؼي كُٜٞٚ ػِ٠ طؤٗ٤َس ىهٍٞ ٛيٍص ػٖ 
حُٔلخٍس حلإَٓحث٤ِ٤ش ك٢ ػٔخٕ، ٝطٔ٘ق طِي حُٔلخٍس 
ٓجخص حُٔٞح١٘٤ٖ حلأٍىٗ٤٤ٖ ٓ٘ٞ٣خ، طَٜ٣لخ ًُيهٍٞ 
كِٔط٤ٖ حُٔلظِش، ك٤ٔخ ٣ؼظزَ ٓؼخٍٟٕٞ أٍىٗ٤ٕٞ 
هخثٔش "ًُي رؤٗٚ حػظَحف رخلاكظلاٍ، ك٤غ أػيٝح 
ُظخؿَ أٍىٗ٢ رخلاطٜخٍ ) آَحث٤َ(ٓظخرؼش أٍىٗ٤ش لاطٜخّ 
 "اٍٛخر٤ش"رٔ٘ظٔش 
هخُض ُٝحٍس حُوخٍؿ٤ش حلأٍىٗ٤ش اٜٗخ طظخرغ رخٛظٔخّ ٓغ  .1
حُـخٗذ حلإَٓحث٤ِ٢، طيحػ٤خص حػظوخٍ حُِٔطخص 
) ػخٓخ 64( ُِٔٞح١ٖ حلأٍىٗ٢ أٓـي ػزي حُٔـ٤ي ٓيٍ 
ٓخص ُٚ ط٘طٞ١ ػِ٠ حطٜخُٚ رـٜخُ رؼي طٞؿ٤ٚ  حطٜخ
ٝطوي٣ْ هيٓخص ُٔ٘ظٔش اٍٛخر٤ش , ٝؿْٔ هخٍؿ٢
ٝحٓظؼٔخُٚ ٓٞحى ؿ٤َ هخٗٞٗ٤ش ُيػْ حلإٍٛخد،رلٔذ 
 .ٓلخٓ٤ٚ
ٝأكخى ٓٔجٍٞ ك٢ حُوخٍؿ٤ش، ك٠َّ َ ػيّ حٌُ٘ق ػٖ  .2
حٓٔٚ إٔ حُوخٍؿ٤ش ٌٝٓ٘ ٍٝٝى ٓؼِٞٓخص اُ٤ٜخ ػٔخ 
  هخٓض رٚ حُِٔطخص حلإَٓحث٤ِ٢، رلن حُٔٞح١ٖ  ٓيٍ
طلًَ٘خ لآظـلاء حُٔٞهق، ٝأؿَ٣٘خ حطٜخلاص ٓغ "
 ".حُوخٍؿ٤ش حلإَٓحث٤ِ٤ش ػزَ ٓلخٍط٘خ ك٢ طَ أر٤ذ
ٝر٤ٖ ػخري٣ٖ إٔ ًِٓٞٚ ٓيٍ أًي هلاٍ حُظلو٤ن، حٌُ١  .3
أؿَطٚ حُِٔطخص حلأٓ٘٤ش حلإَٓحث٤ِ٤ش ٓؼٚ، رَحءطٚ ًِ٤خ 
ٖٓ ٌٛٙ حُظْٜ، ٗخك٤خ ؿِٔش ٝطلٜ٤لا ٛلظٜخ، ٝٓزي٣خ ً
ؿَحرٚ ٖٓ إٔ طٞؿٚ ُٚ ٓؼَ ٌٛٙ ك٢ حُٞهض ٗلٔٚ حٓض
ٝٛٞ "حُظْٜ، حُظ٢ هخٍ اٗٚ ٣ٔٔغ ػٜ٘خ لأٍٝ َٓس 
 ".حُظخؿَ حُٔ٘٘ـَ رظـخٍطٚ ٝػِٔٚ
 
ؿ٤َ "ٝأٟٝق حُٔلخٓ٢ ػخري٣ٖ إٔ ٌٛٙ حُظْٜ  .4
، لإٔ ٓيٍ ٓٞح١ٖ "حُظؼٔل٤ش"، ٝحٛلخ ا٣خٛخ رـ"هخٗٞٗ٤ش
أٍىٗ٢، ٝأ١ ٓلاكوش ه٠خث٤ش ٣ـذ إٔ طٌٕٞ ك٢ رِيٙ، 
ٍىٗ٢، ُٝ٤ْ ٖٓ هزَ حُِٔطخص ٖٝٓ هزَ حُو٠خء حلأ
ٝهخٍ إ ػوٞرش ٌٛٙ حُظْٜ، ك٢ . حلأٓ٘٤ش حلإَٓحث٤ِ٤ش
كخٍ اىحٗش ًِٓٞٚ، طَٜ اُ٠ حُٔـٖ ٓخ ر٤ٖ ٓزغ اُ٠ 
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 .ػَ٘ ٓ٘ٞحص .ء ٖٓ ٣لَٜ ػِ٠ طؤٗ٤َس آَحث٤ِ٤شرؤٓٔخ" ٓٞىحء
٣٘خٍ اُ٠ إٔ ٓيٍ طٌٖٔ ٖٓ ىهٍٞ كِٔط٤ٖ حُٔلظِش،  .5
رؼي كُٜٞٚ ػِ٠ طؤٗ٤َس ىهٍٞ ٛيٍص ػٖ حُٔلخٍس 
ٍس ٓجخص حلإَٓحث٤ِ٤ش ك٢ ػٔخٕ، ٝطٔ٘ق طِي حُٔلخ
حُٔٞح١٘٤ٖ حلأٍىٗ٤٤ٖ ٓ٘ٞ٣خ، طَٜ٣لخ ًُيهٍٞ كِٔط٤ٖ 
حُٔلظِش، ك٤ٔخ ٣ؼظزَ ٓؼخٍٟٕٞ أٍىٗ٤ٕٞ ًُي رؤٗٚ 
" هخثٔش ٓٞىحء"حػظَحف رخلاكظلاٍ، ك٤غ أػيٝح 
 .رؤٓٔخء ٖٓ ٣لَٜ ػِ٠ طؤٗ٤َس آَحث٤ِ٤ش
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 txet lanigirO
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف"
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ ٓغ ى٣ٞحٕ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"أْٓ، ٍٝٗش ػَٔ كٍٞ , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش
ٓٔ٤َ ٓط٤َ، .ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ حُٔٞظل٤ٖ ّ.رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ حُُٞحٍس ى, حُٔٞظل٤ٖ حُؼخّ
 .ػخّ حُٔ٤خٓخص ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ ُل٤ق ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس ٝٓي٣َ
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ حٌُؼ٤َ ٖٓ ك٤غ : " ٝهخٍ أرٞ ؿَرٞع 
 ".حثْٜ ُظلو٤ن حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخحلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػ٢
لاكظخ ًاُ٠ إٔ حلإىحٍس , ٝأًي ػِ٠ ٍَٟٝس حُظـي٣ي ك٢ حُؼَٔ لأٗٚ ٣ٔؼَ حُ٘ـخف ٖٓ هلاٍ حلإريحع ٝحُزؼي ػٖ حَُٝط٤٘٤ش
 .حُ٘خؿلش لاري ُٜخ ٖٓ طوط٤٢ ٝٓظخرؼش ٝطو٤٤ْ ُلأىحء ُ٠ٔخٕ ٗـخكٜخ
, حّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص حُِٔطش حُلِٔط٤٘٤شريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٤ش ططٞ٣َ رَٗخٓؾ ٗع
ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ ح١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص ػِ٠ حلإٛيحٍ حلأٍٝ ٖٓ ىُ٤َ ٗظخّ 
 .ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ حُٔٞظل٤ٖ رـ٤ش طلو٤ن حُٟٔٞٞػ٤ش ك٢ ػِٔ٤ش حُظو٤٤ْ
 أٝهخف هخٕ ٣ْٞٗ
ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٜخء هيٓش ٓي٣َٛخ حُٔخرن 
 .حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
ػزي الله أرٞ . ٍس حلأٝهخف ىؿخء ًُي هلاٍ ُوخء ؿٔغ ًلا ًٖٓ ُٝ٣َ حلأٝهخف حُيًظٍٞ ١خُذ أرٞ ٗؼَ ًٝٝ٤َ ُٝح
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 .ؿَرٞع، ٝٓي٣َ ػخّ حُ٘جٕٞ حلإىحٍ٣ش ٓلٔي أرٞ ػٌَٔ، ٝػزي حُٜخى١ حلأؿخ ٝحُ٘٤ن ِٓ٤ٔخٕ حُلَح
ٓ٘٤يح ًرؤىحثٚ , ريٍٝٙ، ػٖٔ ُٝ٣َ حلأٝهخف ؿٜٞى حُلَح ك٢ هيٓش أر٘خ حُ٘ؼذ حُلِٔط٤٘٢ هخٛش رٔلخكظش هخٕ ٣ْٞٗ
 .حُٔٔ٤ِ ٝحُٔ٘٘ٞى هلاٍ حُلظَس حُظ٢ ه٠خٛخ
أػَد ػٖ أِٓٚ ك٢ إٔ طظٞحَٛ ٝطٔظَٔ ؿٜٞىٙ حُظ٢ طْ٘ ػٖ ٓيٟ كَٛٚ حٌُز٤َ ك٢ اٗـخف حُٔٔ٤َس حُيػٞ٣ش حُظ٢ ٝ
 .ػٜيٗخٛخ ػِ٠ ٓيحٍ حلأػٞحّ حُٔخٟ٤ش
ٝىػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ حُٔٔظوزِ٤ش حُظ٢ ط٠ٖٔ ٗـخف حُؼَٔ 
ٟ أٛٔ٤ش ٟٝغ حُٔ٤خٓ٤خص حُؼخٓش لآظٌٔخٍ حُٔ٘ٞحٍ حُيػٞ١ ٝحُؼَٔ ػِ٠ ططٞ٣َ حُؼَٔ ٓ٘يىح ًػَ, ٝحلآظَٔحٍ رٚ
ٖٓ ؿخٗزٚ، أريٟ حلأؿخ حٓظؼيحىٙ ٌُٜٙ حُٜٔٔش حًُِٔٞش . حلإىحٍ١ ُلاٍطوخء رخُٔٔظٟٞ حُٜٔ٘٢ ٝحُٞظ٤ل٢ ُيٟ حُٔٞظل٤ٖ
٣ش ٝطلو٤ن حلأٛيحف حُظ٢ طٔؼ٠ اُ٤ٜخ ٓؼَرخ ًػٖ أِٓٚ ك٢ إٔ ٣ٌٕٞ ُٚ حُيٍٝ حُٔٔ٤ِ ٖٓ أؿَ اٗـخف حلأػٔخٍ حُ٤ّٞ, اُ٤ٚ
 .حُُٞحٍس
 yrammus 1 ecnerefer namuH yrammus metsyS
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف"
أْٓ، ٍٝٗش , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش.1
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"ػَٔ كٍٞ 
ٝٓ٘خًٍش ًٝ٤َ رل٠ٍٞ , ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ .حُُٞحٍس ى
ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ حُٔ٤خٓخص .حُٔٞظل٤ٖ ّ
ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ 
 .ُل٤ق ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ : " ٝهخٍ أرٞ ؿَرٞع .2
، ُٝي٣ْٜ حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء
حٌُؼ٤َ ٖٓ ك٤غ حلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ 
حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػطخثْٜ ُظلو٤ن 
 ".حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٤ش ططٞ٣َ رَٗخٓؾ .3
ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص حُِٔطش 
ٍٗش ٛٞ ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حُٞ, حُلِٔط٤٘٤ش
ح١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص ػِ٠ حلإٛيحٍ 
حلأٍٝ ٖٓ ىُ٤َ ٗظخّ ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ 
حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ حُٔٞظل٤ٖ رـ٤ش طلو٤ن 
 .حُٟٔٞٞػ٤ش ك٢ ػِٔ٤ش حُظو٤٤ْ
ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش .4
ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٜخء هيٓش ٓي٣َٛخ 
حُٔخرن حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش 
 .رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
ريٍٝٙ، ػٖٔ ُٝ٣َ حلأٝهخف ؿٜٞى حُلَح ك٢ هيٓش أر٘خ .5
, حُ٘ؼذ حُلِٔط٤٘٢ هخٛش رٔلخكظش هخٕ ٣ْٞٗ
ىح ًرؤىحثٚ حُٔٔ٤ِ ٝحُٔ٘٘ٞى هلاٍ حُلظَس حُظ٢ ٓ٘٢
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف"
أْٓ، ٍٝٗش , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش.1
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"ػَٔ كٍٞ 
رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ , ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ٝ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ ػزي الله أد.حُُٞحٍس ى
ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ حُٔ٤خٓخص .حُٔٞظل٤ٖ ّ
ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ ُل٤ق 
 .ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ : " ٝهخٍ أرٞ ؿَرٞع .2
حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ 
ٝف حلا٣ـخر٤ش حُظ٢ حٌُؼ٤َ ٖٓ ك٤غ حلأىحء ٝحَُ
حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػطخثْٜ ُظلو٤ن 
 ".حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٤ش ططٞ٣َ رَٗخٓؾ .3
ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص حُِٔطش 
ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ , حُلِٔط٤٘٤ش
ُحٍحص ػِ٠ حلإٛيحٍ ح١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُٞ
حلأٍٝ ٖٓ ىُ٤َ ٗظخّ ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ 
حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ حُٔٞظل٤ٖ رـ٤ش طلو٤ن 
 .حُٟٔٞٞػ٤ش ك٢ ػِٔ٤ش حُظو٤٤ْ
ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش .4
ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٜخء هيٓش ٓي٣َٛخ 
كَح هلاٍ كظَس كخكِش حُٔخرن حُ٘٤ن ِٓ٤ٔخٕ حٍ
 .رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
ٝىػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ .5
حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ حُٔٔظوزِ٤ش حُظ٢ ط٠ٖٔ 
ٓ٘يىح ًػِ٠ أٛٔ٤ش ٟٝغ , ٗـخف حُؼَٔ ٝحلآظَٔحٍ رٚ




ٝىػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ .6
حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ حُٔٔظوزِ٤ش حُظ٢ ط٠ٖٔ 
ٓ٘يىح ًػِ٠ أٛٔ٤ش ٟٝغ , ٗـخف حُؼَٔ ٝحلآظَٔحٍ رٚ
حُٔ٤خٓ٤خص حُؼخٓش لآظٌٔخٍ حُٔ٘ٞحٍ حُيػٞ١ ٝحُؼَٔ 
حٍ١ ُلاٍطوخء رخُٔٔظٟٞ ػِ٠ ططٞ٣َ حُؼَٔ حلإى
 .حُٜٔ٘٢ ٝحُٞظ٤ل٢ ُيٟ حُٔٞظل٤ٖ
ٍ١ ُلاٍطوخء رخُٔٔظٟٞ حُٜٔ٘٢ ػِ٠ ططٞ٣َ حُؼَٔ حلإىح
 .ٝحُٞظ٤ل٢ ُيٟ حُٔٞظل٤ٖ
 F R P
 909.0 1 338.0
 yrammus 2 ecnerefer namuH yrammus metsyS
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف"
أْٓ، ٍٝٗش , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش .1
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"ػَٔ كٍٞ 
رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ , ع ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّّ
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ .حُُٞحٍس ى
ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ حُٔ٤خٓخص .حُٔٞظل٤ٖ ّ
ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ 
 .ُل٤ق ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ : " ٝهخٍ أرٞ ؿَرٞع .2
ك٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ حُٔٞظ
حٌُؼ٤َ ٖٓ ك٤غ حلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ 
حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػطخثْٜ ُظلو٤ن 
 ".حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٤ش ططٞ٣َ رَٗخٓؾ .3
ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص حُِٔطش 
ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ  ,حُلِٔط٤٘٤ش
ح١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص ػِ٠ حلإٛيحٍ 
حلأٍٝ ٖٓ ىُ٤َ ٗظخّ ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ 
حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ حُٔٞظل٤ٖ رـ٤ش طلو٤ن 
 .حُٟٔٞٞػ٤ش ك٢ ػِٔ٤ش حُظو٤٤ْ
ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش .4
ٍ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٜخء هيٓش ٓي٣َٛخ ٓي١
حُٔخرن حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش 
 .رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
ريٍٝٙ، ػٖٔ ُٝ٣َ حلأٝهخف ؿٜٞى حُلَح ك٢ هيٓش أر٘خ .5
, حُ٘ؼذ حُلِٔط٤٘٢ هخٛش رٔلخكظش هخٕ ٣ْٞٗ
ٓ٘٤يح ًرؤىحثٚ حُٔٔ٤ِ ٝحُٔ٘٘ٞى هلاٍ حُلظَس حُظ٢ 
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف"
أْٓ، ٍٝٗش , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش.1
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"ػَٔ كٍٞ 
رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ , ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ .حُُٞحٍس ى
ػخّ حُٔ٤خٓخص  ٓٔ٤َ ٓط٤َ، ٝٓي٣َ.حُٔٞظل٤ٖ ّ
ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ ُل٤ق 
 .ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ : " ٝهخٍ أرٞ ؿَرٞع .2
حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ 
حٌُؼ٤َ ٖٓ ك٤غ حلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ 
حثْٜ ُظلو٤ن حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػ٢
 ".حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٤ش ططٞ٣َ رَٗخٓؾ .3
ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص حُِٔطش 
ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ , حُلِٔط٤٘٤ش
ح١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص ػِ٠ حلإٛيحٍ 
ىحء حُلٌٞٓ٢ حلأٍٝ ٖٓ ىُ٤َ ٗظخّ ططٞ٣َ طو٤٤ْ حلأ
حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ حُٔٞظل٤ٖ رـ٤ش طلو٤ن 
 .حُٟٔٞٞػ٤ش ك٢ ػِٔ٤ش حُظو٤٤ْ
ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش .4
ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٜخء هيٓش ٓي٣َٛخ 
حُٔخرن حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش 
 .رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
ػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ ٝى.5
حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ حُٔٔظوزِ٤ش حُظ٢ ط٠ٖٔ 
ٓ٘يىح ًػِ٠ أٛٔ٤ش ٟٝغ , ٗـخف حُؼَٔ ٝحلآظَٔحٍ رٚ




6.ٝ ْ٤٤وط ٠ِػ َٔؼُح سٍَٟٝ ٠ُا خؿلأح َؼٗ ٞرأ خػى
 ٖٔ٠ط ٢ظُح ش٤ِزوظُٔٔح ٢طوُح ٍْٓٝ ٢ُخلُح غُٟٞح
ٚر ٍحَٔظٓلاحٝ َٔؼُح فخـٗ , غٟٝ ش٤ٔٛأ ٠ِػ ًحىي٘ٓ
 َٔؼُحٝ ١ٞػيُح ٍحُٞ٘ٔح ٍخٌٔظٓلا شٓخؼُح صخ٤ٓخ٤ُٔح
 ٟٞظُٔٔخر ءخوطٍلاُ ١ٍحىلإح َٔؼُح َ٣ٞطط ٠ِػ
ٖ٤لظُٞٔح ٟيُ ٢ل٤ظُٞحٝ ٢ُٜ٘ٔح. 
 ٢ُٜ٘ٔح ٟٞظُٔٔخر ءخوطٍلاُ ١ٍحىلإح َٔؼُح َ٣ٞطط ٠ِػ
ٖ٤لظُٞٔح ٟيُ ٢ل٤ظُٞحٝ. 
P R F 
0.833 1 0.909 
Average F 
0.909 
4.4.2. Sakhr Summarizer and Human Evaluation   
In chapter 1, we talk about Sakhr as an Arabic summarization tool which 
identifies the most relevant sentences within a text and displays them in the form of a 
short text summary. 
In order to compare between AATSS and Sakhr online summarizer
1
 we should 
firstly compare each other with human summary to obtain average F-measure. Table 4.8 
to table 4.10 shows some texts but summarized with Sakhr on line summarizer rather 
than AATSS. 
Table 4.8 show an evaluation for Arabic text by comparing Sakhr with two 
human summaries and for each human we compute P,R and f- measures. In final we 
compute the average f-measure between the two summaries. 
Table 4.8. Sakhr evaluation 1 (the underlined sentences in the Sakhr summary are 
existing in human summary) 
Original text 
"شٓخؼُح ٍخـٗلأح " ٖٓ َؼًأ َزوظٔط4  ٝحٍأ ي٤ِٔط ذِ١ فلاآ
ٕخكَٓ ٢ؿخٗ ّيُٜ٘ٔح ٢٤طوظُح ٕٝئُ٘ يػخُٔٔح ٕخٌٓلإحٝ شٓخؼُح ٍخـٗلأح سٍحُٝ َ٤ًٝ يًأ , حًي٣يٗ ًلاخزها ٕأ
ْط عَٝ٘ٓ ٠ِػ صخؼهٞظُح مخك ٍٞزوُ يػٞٓ َهآ ٕأ ٠ُا ح ًَ ٤٘ٓ ،ح ًَ هئٓ سٍحُُٞح ٚظكَ١ ١ٌُح ٢ٟحٍلأح ي٤ُ
 ٞٛ صخزِطُح31/1/2011. 
 ٖ٤ٓيُٜ٘ٔح شرخوٗ خٜطيوػ سٝيٗ ٍلاه ٕخكَٓ ىخكأٝ–٠طُٓٞح عَك- سي٣يـُح ٕخٌٓلإح غ٣ٍخ٘ٓ ٍٞك , ٖٓ ٍٝأ
ْٓأ ,ح ؾٓخَٗر ٠ِػ خٜـ٣َلط ١ٍخؿٝ ذِ١ فلاآ شؼرٍأ ٖٓ َؼًأ ضِزوظٓح سٍحُُٞح ٕأعخلظٗلا , خٜل٤ٜ٘ط ْظ٣ غ٤ك
شػَوُح ش٤ِٔؼُٝ شٓحٍيُِ سِٛخؿ ٌٕٞط ٠ظك صخجك ٠ُا. 
ٍخهٝ" : مٞل٣ خُٜ ٖ٤ِـُٔٔح ىيػ قزٛأٝ ٖ٤٘١حُٞٔح َزه ٖٓ حًي٣يٗ ًلاخزها ضهلا ٢ٟحٍلأح ي٤ِٔط غ٣ٍخ٘ٓ ٕا





 .ؿِس ، ٓ٘٤ ًَ ح اُ٠ إٔ ٌٛٙ حُٔ٘خٍ٣غ طٜيف رخلأٓخّ ُِظول٤ق ٖٓ أُٓش حٌُٖٔ حُظ٢ ٣ؼ٤ٜ٘خ هطخع"حُظٞهغ
ٝأٟٝق أٗٚ ٓ٤ظْ كَُ حُطِزخص ٝىٍحٓظٜخ ٝٓ٤ظْ رؼيٛخ اؿَحء هَػش ػِ٠ ٖٓ ٣ٔظلن هٔ٤ٔش، ٝٓظـَٟ 
 .رخُظٔخٝ١ ػِ٠ ؿٔ٤غ حُطِزخص حُٔٔـِش ُيٟ حُُٞحٍس
إٔ ٓ٘خٍ٣غ , ٗوٚ 009ٝٗخٍى ك٤ٚ , ٓئه ًَ ح, ٝأظَٜ حٓظطلاع َُِأ١ َٗ٘طٚ حُُٞحٍس ػِ٠ ٓٞهؼٜخ حلاٌُظَٝٗ٢
 .ٌَٗ ًز٤َ ٖٓ أُٓش حٌُٖٔ حُوخٗوش حُظ٢ ٣ل٤خٛخ هطخع ؿِس حُٔلخَٛحلإٌٓخٕ حُـي٣يس ٓظولق د
 yrammus 1 ecnerefer namuH yrammus rhkaS
آلاف ١ِذ  4طٔظوزَ أًؼَ ٖٓ " حلأٗـخٍ حُؼخٓش"
 طِٔ٤ي أٍحٝ
أًي ًٝ٤َ ُٝحٍس حلأٗـخٍ حُؼخٓش ٝحلإٌٓخٕ حُٔٔخػي  .1
إٔ اهزخًلا , ُ٘ئٕٝ حُظوط٤٢ حُٜٔ٘يّ ٗخؿ٢ َٓكخٕ
كخم حُظٞهؼخص ػِ٠ َٓ٘ٝع طِٔ٤ي حلأٍحٟ٢ ٗي٣ًيح 
حٌُ١ ١َكظٚ حُُٞحٍس ٓئه ًَ ح، ٓ٘٤ ًَ ح اُ٠ إٔ آهَ 
 .1102/1/13ٓٞػي ُوزٍٞ حُطِزخص ٛٞ 
–ٝأكخى َٓكخٕ هلاٍ ٗيٝس ػويطٜخ ٗوخرش حُٜٔ٘يٓ٤ٖ  .2
أٍٝ , كٍٞ ٓ٘خٍ٣غ حلإٌٓخٕ حُـي٣يس -كَع حُٞٓط٠
إٔ حُُٞحٍس حٓظوزِض أًؼَ ٖٓ أٍرؼش آلاف , ٖٓ أْٓ
ك٤غ , ؿخٍ١ طلَ٣ـٜخ ػِ٠ رَٗخٓؾ حلاٗظلخع١ِذ ٝ
٣ظْ طٜ٘٤لٜخ اُ٠ كجخص كظ٠ طٌٕٞ ؿخِٛس ُِيٍحٓش 
 .ُٝؼِٔ٤ش حُوَػش
إ ٓ٘خٍ٣غ طِٔ٤ي حلأٍحٟ٢ لاهض اهزخًلا : "ٝهخٍ .3
ٗي٣ًيح ٖٓ هزَ حُٔٞح١٘٤ٖ ٝأٛزق ػيى حُٔٔـِ٤ٖ ُٜخ 
، ٓ٘٤ ًَ ح اُ٠ إٔ ٌٛٙ حُٔ٘خٍ٣غ طٜيف "٣لٞم حُظٞهغ
ٓش حٌُٖٔ حُظ٢ ٣ؼ٤ٜ٘خ رخلأٓخّ ُِظول٤ق ٖٓ أُ
 .هطخع ؿِس
آلاف ١ِذ  4طٔظوزَ أًؼَ ٖٓ " حلأٗـخٍ حُؼخٓش"
طِٔ٤ي أٍحٝ 
أًي ًٝ٤َ ُٝحٍس حلأٗـخٍ حُؼخٓش ٝحلإٌٓخٕ حُٔٔخػي  .1
إٔ اهزخًلا , ُ٘ئٕٝ حُظوط٤٢ حُٜٔ٘يّ ٗخؿ٢ َٓكخٕ
ٗي٣ًيح كخم حُظٞهؼخص ػِ٠ َٓ٘ٝع طِٔ٤ي حلأٍحٟ٢ 
ُ٠ إٔ آهَ حٌُ١ ١َكظٚ حُُٞحٍس ٓئه ًَ ح، ٓ٘٤ ًَ ح ا
 .1102/1/13ٓٞػي ُوزٍٞ حُطِزخص ٛٞ 
ٝأٟٝق أٗٚ ٓ٤ظْ كَُ حُطِزخص ٝىٍحٓظٜخ ٝٓ٤ظْ  .2
رؼيٛخ اؿَحء هَػش ػِ٠ ٖٓ ٣ٔظلن هٔ٤ٔش، 
ٝٓظـَٟ رخُظٔخٝ١ ػِ٠ ؿٔ٤غ حُطِزخص حُٔٔـِش 
 .ُيٟ حُُٞحٍس
ٝأظَٜ حٓظطلاع َُِأ١ َٗ٘طٚ حُُٞحٍس ػِ٠ ٓٞهؼٜخ .3
إٔ , هٕٚ 009ٝٗخٍى ك٤ٚ , ٓئه ًَ ح, حلاٌُظَٝٗ٢
ٓ٘خٍ٣غ حلإٌٓخٕ حُـي٣يس ٓظولق رٌَ٘ ًز٤َ ٖٓ 
أُٓش حٌُٖٔ حُوخٗوش حُظ٢ ٣ل٤خٛخ هطخع ؿِس 
 حُٔلخَٛ
 F R P
 33.0 33.0 33.0
 yrammus 2 ecnerefer namuH yrammus rhkaS
آلاف ١ِذ  4طٔظوزَ أًؼَ ٖٓ " حلأٗـخٍ حُؼخٓش"
 طِٔ٤ي أٍحٝ
ُٔٔخػي أًي ًٝ٤َ ُٝحٍس حلأٗـخٍ حُؼخٓش ٝحلإٌٓخٕ ح .1
إٔ اهزخًلا , ُ٘ئٕٝ حُظوط٤٢ حُٜٔ٘يّ ٗخؿ٢ َٓكخٕ
ٗي٣ًيح كخم حُظٞهؼخص ػِ٠ َٓ٘ٝع طِٔ٤ي حلأٍحٟ٢ 
حٌُ١ ١َكظٚ حُُٞحٍس ٓئه ًَ ح، ٓ٘٤ ًَ ح اُ٠ إٔ آهَ 
 .1102/1/13ٓٞػي ُوزٍٞ حُطِزخص ٛٞ 
–ٝأكخى َٓكخٕ هلاٍ ٗيٝس ػويطٜخ ٗوخرش حُٜٔ٘يٓ٤ٖ .2
أٍٝ , ىسكٍٞ ٓ٘خٍ٣غ حلإٌٓخٕ حُـي١ -كَع حُٞٓط٠
إٔ حُُٞحٍس حٓظوزِض أًؼَ ٖٓ أٍرؼش آلاف , ٖٓ أْٓ
ك٤غ , ١ِذ ٝؿخٍ١ طلَ٣ـٜخ ػِ٠ رَٗخٓؾ حلاٗظلخع
آلاف ١ِذ  4طٔظوزَ أًؼَ ٖٓ " حلأٗـخٍ حُؼخٓش"
 طِٔ٤ي أٍحٝ
أًي ًٝ٤َ ُٝحٍس حلأٗـخٍ حُؼخٓش ٝحلإٌٓخٕ حُٔٔخػي .1
إٔ اهزخًلا , ُ٘ئٕٝ حُظوط٤٢ حُٜٔ٘يّ ٗخؿ٢ َٓكخٕ
ػِ٠ َٓ٘ٝع طِٔ٤ي حلأٍحٟ٢ ٗي٣ًيح كخم حُظٞهؼخص 
حٌُ١ ١َكظٚ حُُٞحٍس ٓئه ًَ ح، ٓ٘٤ ًَ ح اُ٠ إٔ آهَ 
 .1102/1/13ٓٞػي ُوزٍٞ حُطِزخص ٛٞ 
–ٝأكخى َٓكخٕ هلاٍ ٗيٝس ػويطٜخ ٗوخرش حُٜٔ٘يٓ٤ٖ  .2
أٍٝ , كٍٞ ٓ٘خٍ٣غ حلإٌٓخٕ حُـي٣يس -كَع حُٞٓط٠
إٔ حُُٞحٍس حٓظوزِض أًؼَ ٖٓ أٍرؼش آلاف , ٖٓ أْٓ
ك٤غ , ػِ٠ رَٗخٓؾ حلاٗظلخع١ِذ ٝؿخٍ١ طلَ٣ـٜخ 
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٣ظْ طٜ٘٤لٜخ اُ٠ كجخص كظ٠ طٌٕٞ ؿخِٛس ُِيٍحٓش 
 .ُٝؼِٔ٤ش حُوَػش
إ ٓ٘خٍ٣غ طِٔ٤ي حلأٍحٟ٢ لاهض اهزخًلا : "ٝهخٍ.3
ٗي٣ًيح ٖٓ هزَ حُٔٞح١٘٤ٖ ٝأٛزق ػيى حُٔٔـِ٤ٖ ُٜخ 
، ٓ٘٤ ًَ ح اُ٠ إٔ ٌٛٙ حُٔ٘خٍ٣غ طٜيف "ٝهغ٣لٞم حُض
رخلأٓخّ ُِظول٤ق ٖٓ أُٓش حٌُٖٔ حُظ٢ ٣ؼ٤ٜ٘خ 
 .هطخع ؿِس
٣ظْ طٜ٘٤لٜخ اُ٠ كجخص كظ٠ طٌٕٞ ؿخِٛس ُِيٍحٓش 
 .ُٝؼِٔ٤ش حُوَػش
ٝأظَٜ حٓظطلاع َُِأ١ َٗ٘طٚ حُُٞحٍس ػِ٠ ٓٞهؼٜخ  .3
إٔ , ٗوٚ 009ٝٗخٍى ك٤ٚ , ٓئه ًَ ح, حلاٌُظَٝٗ٢
ٓ٘خٍ٣غ حلإٌٓخٕ حُـي٣يس ٓظولق رٌَ٘ ًز٤َ ٖٓ 
أُٓش حٌُٖٔ حُوخٗوش حُظ٢ ٣ل٤خٛخ هطخع ؿِس 
 ٓلخَٛحٍ
 F R P
 766.0 766.0 766.0
 F egarevA
 5.0
 owt htiw rhkaS gnirapmoc yb txet cibarA rof noitaulave na wohs 9.4 elbaT
 ew lanif nI .serusaem -f dna R,P etupmoc ew namuh hcae rof dna seirammus namuh
 .seirammus owt eht neewteb erusaem-f egareva eht etupmoc
 era yrammus rhkaS eht ni secnetnes denilrednu eht( 2 noitaulave rhkaS .9.4 elbaT
 )yrammus namuh ni gnitsixe
 txet lanigirO
حٌُظِش حلإٓلآ٤ش ط٘ظْ كللا ًك٘٤خ ًٝٓ٢ حُوطخع 
ًٌَُٟ حُؼخٗ٤ش ُِلَد ٗظٔض حٌُظِش حلإٓلآ٤ش ك٢ ٓي٣٘ش ى٣َ حُزِق، ٝٓ٢ هطخع ؿِس، أْٓ، حكظلخلا ًك٘٤خ ًرٔ٘خٓزش ح
، ٍٝث٤ْ رِي٣ش ى٣َ حُزِق ٓؼ٤ي ٜٗخٍ، ُٝل٤ق ٖٓ "كٔخّ"ػِ٠ هطخع ؿِس، رٔ٘خًٍش هخىس حٌُظِش ٝكًَش 
 .حُطلاد
ٝك٢ ًِٔش حٌُظِش حلإٓلآ٤ش حُظ٢ أُوخٛخ ١خٍم ٗخٛ٤ٖ، طليع ك٤ٜخ ػٖ حُلَد ػِ٠ ؿِس ٓٔظًٌَح ًحُٜ٘يحء حُوخىس 
ىًظٍٞ ِٗحٍ ٍ٣خٕ، ُٝٝ٣َ حُيحهِ٤ش ٓؼ٤ي ٛ٤خّ، ٜٝٗيحء حٌُظِش حٌُ٣ٖ حٍطوٞح هلاٍ حُلَد ٝػِ٠ ٍأْٜٓ حٍ
 .حلإٓلآ٤ش حٌُ٣ٖ حٓظٜ٘يٝح ك٢ ٓيحٍْٜٓ ٝؿخٓؼخطْٜ
، "ُظظ٘خهِٜخ حلأؿ٤خٍ ؿ٤لا ًرؼي ؿ٤َ"ٝأًي ٗخٛ٤ٖ ػِ٠ ىٍٝ حٌُظِش ك٢ طـٔ٤ي حًٌَُٟ حُؼخٗ٤ش ك٢ هِٞد حُطلاد 
 .لاكظلخٍٗخًَح ًحُل٠ٍٞ ػِ٠ طِز٤ظْٜ ُيػٞس حٌُظِش ُِٔ٘خًٍش ك٢ ح
ٝطوِِض حلاكظلخٍ كوَحص اٗ٘خى٣ش ٝػَٝ َٓث٢ هخٙ رخُلَد حلأه٤َس، اٟخكش اُ٠ ػَٝ َٓٔك٢ ُلَهش 
ك٤غ ؿٔيص ٝحهغ " ٜٓٔش ك٢ ؿِس"حُ٘٘خٓ٠ حُل٘٤ش ٣ُؼَٝ لأٍٝ َٓس ُِل٘خٕ ٗز٤َ حُوط٤ذ، ٝحُظ٢ ًخٗض رؼ٘ٞحٕ 
 .ؿ٤ٖ حلاكظلاٍ هلاٍ حُلَد
ٝٓ٢ حُوطخع، أٓزٞػخ ًىػٞ٣خ ًرخُظؼخٕٝ ٓغ ؿٔؼ٤ش حُظز٤خٕ َُػخ٣ش  ٖٓ ؿٜش أهَٟ، ٗظٔض حٌُظِش ك٢ ٓو٤ْ حُزَ٣ؾ،
 ."اٗخ ٓخٟٕٞ... ػِ٢ ُهط٠ حُلز٤ذ"كلظش حُوَإٓ طلض ػ٘ٞحٕ 
 yrammus 1 ecnerefer namuH yrammus rhkaS
ٓلآ٤ش ط٘ظْ كللا ًك٘٤خ ًٝٓ٢ حُوطخع حٌُظِش حلإ حٌُظِش حلإٓلآ٤ش ط٘ظْ كللا ًك٘٤خ ًٝٓ٢ حُوطخع 
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ٗظٔض حٌُظِش حلإٓلآ٤ش ك٢ ٓي٣٘ش ى٣َ حُزِق، ٝٓ٢  .1
، أْٓ، حكظلخلا ًك٘٤خ ًرٔ٘خٓزش حًٌَُٟ هطخع ؿِس
حُؼخٗ٤ش ُِلَد ػِ٠ هطخع ؿِس، رٔ٘خًٍش هخىس حٌُظِش 
، ٍٝث٤ْ رِي٣ش ى٣َ حُزِق ٓؼ٤ي "كٔخّ"ٝكًَش 
 .ٜٗخٍ، ُٝل٤ق ٖٓ حُطلاد
ٝك٢ ًِٔش حٌُظِش حلإٓلآ٤ش حُظ٢ أُوخٛخ ١خٍم ٗخٛ٤ٖ،  .2
طليع ك٤ٜخ ػٖ حُلَد ػِ٠ ؿِس ٓٔظًٌَح ًحُٜ٘يحء 
حٍطوٞح هلاٍ حُلَد ٝػِ٠ ٍأْٜٓ حُوخىس حٌُ٣ٖ 
حُيًظٍٞ ِٗحٍ ٍ٣خٕ، ُٝٝ٣َ حُيحهِ٤ش ٓؼ٤ي ٛ٤خّ، 
ٜٝٗيحء حٌُظِش حلإٓلآ٤ش حٌُ٣ٖ حٓظٜ٘يٝح ك٢ 
 .ٓيحٍْٜٓ ٝؿخٓؼخطْٜ
ٝأًي ٗخٛ٤ٖ ػِ٠ ىٍٝ حٌُظِش ك٢ طـٔ٤ي حًٌَُٟ  .3
ُظظ٘خهِٜخ حلأؿ٤خٍ ؿ٤لا ًرؼي "حُؼخٗ٤ش ك٢ هِٞد حُطلاد 
٣ظْٜ ُيػٞس حٌُظِش ، ٗخًَح ًحُل٠ٍٞ ػِ٠ طِذ"ؿ٤َ
 .ُِٔ٘خًٍش ك٢ حلاكظلخٍ
ٝطوِِض حلاكظلخٍ كوَحص اٗ٘خى٣ش ٝػَٝ َٓث٢ .4
هخٙ رخُلَد حلأه٤َس، اٟخكش اُ٠ ػَٝ َٓٔك٢ 
ُلَهش حُ٘٘خٓ٠ حُل٘٤ش ٣ُؼَٝ لأٍٝ َٓس ُِل٘خٕ ٗز٤َ 
ك٤غ " ٜٓٔش ك٢ ؿِس"حُوط٤ذ، ٝحُظ٢ ًخٗض رؼ٘ٞحٕ 
 .ؿٔيص ٝحهغ ؿ٤ٖ حلاكظلاٍ هلاٍ حُلَد
ٗظٔض حٌُظِش حلإٓلآ٤ش ك٢ ٓي٣٘ش ى٣َ حُزِق، ٝٓ٢  .1
هطخع ؿِس، أْٓ، حكظلخلا ًك٘٤خ ًرٔ٘خٓزش حًٌَُٟ حُؼخٗ٤ش 
ُِلَد ػِ٠ هطخع ؿِس، رٔ٘خًٍش هخىس حٌُظِش ٝكًَش 
، ٍٝث٤ْ رِي٣ش ى٣َ حُزِق ٓؼ٤ي ٜٗخٍ، "كٔخّ"
 .ُٝل٤ق ٖٓ حُطلاد
لإٓلآ٤ش حُظ٢ أُوخٛخ ١خٍم ٗخٛ٤ٖ، ٝك٢ ًِٔش حٌُظِش ح .2
طليع ك٤ٜخ ػٖ حُلَد ػِ٠ ؿِس ٓٔظًٌَح ًحُٜ٘يحء 
حُوخىس حٌُ٣ٖ حٍطوٞح هلاٍ حُلَد ٝػِ٠ ٍأْٜٓ حُيًظٍٞ 
ِٗحٍ ٍ٣خٕ، ُٝٝ٣َ حُيحهِ٤ش ٓؼ٤ي ٛ٤خّ، ٜٝٗيحء 
حٌُظِش حلإٓلآ٤ش حٌُ٣ٖ حٓظٜ٘يٝح ك٢ ٓيحٍْٜٓ 
 .ٝؿخٓؼخطْٜ
ػَٝ َٓث٢ ٝطوِِض حلاكظلخٍ كوَحص اٗ٘خى٣ش ٝ.3
هخٙ رخُلَد حلأه٤َس، اٟخكش اُ٠ ػَٝ َٓٔك٢ 
ُلَهش حُ٘٘خٓ٠ حُل٘٤ش ٣ُؼَٝ لأٍٝ َٓس ُِل٘خٕ ٗز٤َ 
ك٤غ " ٜٓٔش ك٢ ؿِس"حُوط٤ذ، ٝحُظ٢ ًخٗض رؼ٘ٞحٕ 
 .ؿٔيص ٝحهغ ؿ٤ٖ حلاكظلاٍ هلاٍ حُلَد
 F R P
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 yrammus 2 ecnerefer namuH yrammus rhkaS
ط٘ظْ كللا ًك٘٤خ ًٝٓ٢ حُوطخع حٌُظِش حلإٓلآ٤ش 
ٗظٔض حٌُظِش حلإٓلآ٤ش ك٢ ٓي٣٘ش ى٣َ حُزِق، ٝٓ٢  .1
هطخع ؿِس، أْٓ، حكظلخلا ًك٘٤خ ًرٔ٘خٓزش حًٌَُٟ 
حُؼخٗ٤ش ُِلَد ػِ٠ هطخع ؿِس، رٔ٘خًٍش هخىس حٌُظِش 
، ٍٝث٤ْ رِي٣ش ى٣َ حُزِق ٓؼ٤ي "كٔخّ"ٝكًَش 
 .ٜٗخٍ، ُٝل٤ق ٖٓ حُطلاد
حُظ٢ أُوخٛخ ١خٍم  ٝك٢ ًِٔش حٌُظِش حلإٓلآ٤ش .2
ٗخٛ٤ٖ، طليع ك٤ٜخ ػٖ حُلَد ػِ٠ ؿِس ٓٔظًٌَح ً
حُٜ٘يحء حُوخىس حٌُ٣ٖ حٍطوٞح هلاٍ حُلَد ٝػِ٠ 
ٍأْٜٓ حُيًظٍٞ ِٗحٍ ٍ٣خٕ، ُٝٝ٣َ حُيحهِ٤ش ٓؼ٤ي 
ٛ٤خّ، ٜٝٗيحء حٌُظِش حلإٓلآ٤ش حٌُ٣ٖ حٓظٜ٘يٝح ك٢ 
 .ٓيحٍْٜٓ ٝؿخٓؼخطْٜ
ٍٟ ٝأًي ٗخٛ٤ٖ ػِ٠ ىٍٝ حٌُظِش ك٢ طـٔ٤ي حٌُى .3
ُظظ٘خهِٜخ حلأؿ٤خٍ ؿ٤لا ًرؼي "حُؼخٗ٤ش ك٢ هِٞد حُطلاد 
، ٗخًَح ًحُل٠ٍٞ ػِ٠ طِز٤ظْٜ ُيػٞس حٌُظِش "ؿ٤َ
 .ُِٔ٘خًٍش ك٢ حلاكظلخٍ
ٝطوِِض حلاكظلخٍ كوَحص اٗ٘خى٣ش ٝػَٝ َٓث٢ .4
حٌُظِش حلإٓلآ٤ش ط٘ظْ كللا ًك٘٤خ ًٝٓ٢ حُوطخع 
ٗظٔض حٌُظِش حلإٓلآ٤ش ك٢ ٓي٣٘ش ى٣َ حُزِق، ٝٓ٢ .1
هطخع ؿِس، أْٓ، حكظلخلا ًك٘٤خ ًرٔ٘خٓزش حًٌَُٟ حُؼخٗ٤ش 
ٝكًَش  ُِلَد ػِ٠ هطخع ؿِس، رٔ٘خًٍش هخىس حٌُظِش
، ٍٝث٤ْ رِي٣ش ى٣َ حُزِق ٓؼ٤ي ٜٗخٍ، "كٔخّ"
 .ُٝل٤ق ٖٓ حُطلاد
ٝك٢ ًِٔش حٌُظِش حلإٓلآ٤ش حُظ٢ أُوخٛخ ١خٍم ٗخٛ٤ٖ،  .2
طليع ك٤ٜخ ػٖ حُلَد ػِ٠ ؿِس ٓٔظًٌَح ًحُٜ٘يحء 
حُوخىس حٌُ٣ٖ حٍطوٞح هلاٍ حُلَد ٝػِ٠ ٍأْٜٓ حُيًظٍٞ 
ِٗحٍ ٍ٣خٕ، ُٝٝ٣َ حُيحهِ٤ش ٓؼ٤ي ٛ٤خّ، ٜٝٗيحء 
طِش حلإٓلآ٤ش حٌُ٣ٖ حٓظٜ٘يٝح ك٢ ٓيحٍْٜٓ حُي
 .ٝؿخٓؼخطْٜ
ٝطوِِض حلاكظلخٍ كوَحص اٗ٘خى٣ش ٝػَٝ َٓث٢  .3
هخٙ رخُلَد حلأه٤َس، اٟخكش اُ٠ ػَٝ َٓٔك٢ 
ُلَهش حُ٘٘خٓ٠ حُل٘٤ش ٣ُؼَٝ لأٍٝ َٓس ُِل٘خٕ ٗز٤َ 
ك٤غ " ٜٓٔش ك٢ ؿِس"حُوط٤ذ، ٝحُظ٢ ًخٗض رؼ٘ٞحٕ 
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هخٙ رخُلَد حلأه٤َس، اٟخكش اُ٠ ػَٝ 
َٓٔك٢ ُلَهش حُ٘٘خٓ٠ حُل٘٤ش ٣ُؼَٝ لأٍٝ َٓس 
ٜٓٔش ك٢ "، ٝحُظ٢ ًخٗض رؼ٘ٞحٕ ُِل٘خٕ ٗز٤َ حُوط٤ذ
ك٤غ ؿٔيص ٝحهغ ؿ٤ٖ حلاكظلاٍ هلاٍ " ؿِس
 .حُلَد
 .ؿٔيص ٝحهغ ؿ٤ٖ حلاكظلاٍ هلاٍ حُلَد
 F R P
 758.0 1 57.0
 F egarevA
 758.0
 owt htiw rhkaS gnirapmoc yb txet cibarA rof noitaulave na wohs 01.4 elbaT
 ew lanif nI .serusaem -f dna R,P etupmoc ew namuh hcae rof dna seirammus namuh
 .seirammus owt eht neewteb erusaem-f egareva eht etupmoc
 yrammus rhkaS eht ni secnetnes denilrednu eht( 3 noitaulave rhkaS .01.4 elbaT
 6.3 elbat ni SSTAA yb dezirammus txet siht )yrammus namuh ni gnitsixe era
 txet lanigirO
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف"
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ ٓغ ى٣ٞحٕ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"َٓ كٍٞ أْٓ، ٍٝٗش ع, ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش
ٓٔ٤َ ٓط٤َ، .ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ حُٔٞظل٤ٖ ّ.رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ حُُٞحٍس ى, حُٔٞظل٤ٖ حُؼخّ
 .ٝٓي٣َ ػخّ حُٔ٤خٓخص ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ ُل٤ق ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ حٌُؼ٤َ ٖٓ ك٤غ : " ٝهخٍ أرٞ ؿَرٞع 
 ".حلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػطخثْٜ ُظلو٤ن حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
لاكظخ ًاُ٠ إٔ حلإىحٍس , ٍ حلإريحع ٝحُزؼي ػٖ حَُٝط٤٘٤شٝأًي ػِ٠ ٍَٟٝس حُظـي٣ي ك٢ حُؼَٔ لأٗٚ ٣ٔؼَ حُ٘ـخف ٖٓ هلا
 .حُ٘خؿلش لاري ُٜخ ٖٓ طوط٤٢ ٝٓظخرؼش ٝطو٤٤ْ ُلأىحء ُ٠ٔخٕ ٗـخكٜخ
, ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٤ش ططٞ٣َ رَٗخٓؾ ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص حُِٔطش حُلِٔط٤٘٤ش
١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص ػِ٠ حلإٛيحٍ حلأٍٝ ٖٓ ىُ٤َ ٗظخّ ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ ح
 .ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ حُٔٞظل٤ٖ رـ٤ش طلو٤ن حُٟٔٞٞػ٤ش ك٢ ػِٔ٤ش حُظو٤٤ْ
 أٝهخف هخٕ ٣ْٞٗ
حٗظٜخء هيٓش ٓي٣َٛخ حُٔخرن ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي 
 .حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
ػزي الله أرٞ . ؿخء ًُي هلاٍ ُوخء ؿٔغ ًلا ًٖٓ ُٝ٣َ حلأٝهخف حُيًظٍٞ ١خُذ أرٞ ٗؼَ ًٝٝ٤َ ُٝحٍس حلأٝهخف ى
 .ٝحُ٘٤ن ِٓ٤ٔخٕ حُلَح ؿَرٞع، ٝٓي٣َ ػخّ حُ٘جٕٞ حلإىحٍ٣ش ٓلٔي أرٞ ػٌَٔ، ٝػزي حُٜخى١ حلأؿخ
ٓ٘٤يح ًرؤىحثٚ , ريٍٝٙ، ػٖٔ ُٝ٣َ حلأٝهخف ؿٜٞى حُلَح ك٢ هيٓش أر٘خ حُ٘ؼذ حُلِٔط٤٘٢ هخٛش رٔلخكظش هخٕ ٣ْٞٗ
 .حُٔٔ٤ِ ٝحُٔ٘٘ٞى هلاٍ حُلظَس حُظ٢ ه٠خٛخ
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حُظ٢ ٝأػَد ػٖ أِٓٚ ك٢ إٔ طظٞحَٛ ٝطٔظَٔ ؿٜٞىٙ حُظ٢ طْ٘ ػٖ ٓيٟ كَٛٚ حٌُز٤َ ك٢ اٗـخف حُٔٔ٤َس حُيػٞ٣ش 
 .ػٜيٗخٛخ ػِ٠ ٓيحٍ حلأػٞحّ حُٔخٟ٤ش
ٝىػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ حُٔٔظوزِ٤ش حُظ٢ ط٠ٖٔ ٗـخف حُؼَٔ 
ٓ٘يىح ًػِ٠ أٛٔ٤ش ٟٝغ حُٔ٤خٓ٤خص حُؼخٓش لآظٌٔخٍ حُٔ٘ٞحٍ حُيػٞ١ ٝحُؼَٔ ػِ٠ ططٞ٣َ حُؼَٔ , ٝحلآظَٔحٍ رٚ
ٖٓ ؿخٗزٚ، أريٟ حلأؿخ حٓظؼيحىٙ ٌُٜٙ حُٜٔٔش حًُِٔٞش . رخُٔٔظٟٞ حُٜٔ٘٢ ٝحُٞظ٤ل٢ ُيٟ حُٔٞظل٤ٖ حلإىحٍ١ ُلاٍطوخء
ٓؼَرخ ًػٖ أِٓٚ ك٢ إٔ ٣ٌٕٞ ُٚ حُيٍٝ حُٔٔ٤ِ ٖٓ أؿَ اٗـخف حلأػٔخٍ حُ٤ٞٓ٤ش ٝطلو٤ن حلأٛيحف حُظ٢ طٔؼ٠ اُ٤ٜخ , اُ٤ٚ
 .حُُٞحٍس
 yrammus 1 ecnerefer namuH yrammus rhkaS
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" فحلأٝهخ"
أْٓ، ٍٝٗش , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش.1
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"ػَٔ كٍٞ 
رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ , ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ .حُُٞحٍس ى
ٓ٤خٓخص ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ حٍ.حُٔٞظل٤ٖ ّ
ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ 
 .ُل٤ق ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
ٝأًي ػِ٠ ٍَٟٝس حُظـي٣ي ك٢ حُؼَٔ لأٗٚ ٣ٔؼَ .2
لاكظخ ً, حُ٘ـخف ٖٓ هلاٍ حلإريحع ٝحُزؼي ػٖ حَُٝط٤٘٤ش
اُ٠ إٔ حلإىحٍس حُ٘خؿلش لاري ُٜخ ٖٓ طوط٤٢ ٝٓظخرؼش 
 .ٝطو٤٤ْ ُلأىحء ُ٠ٔخٕ ٗـخكٜخ
ؿخء ًُي هلاٍ ُوخء ؿٔغ ًلا ًٖٓ ُٝ٣َ حلأٝهخف .3
. حُيًظٍٞ ١خُذ أرٞ ٗؼَ ًٝٝ٤َ ُٝحٍس حلأٝهخف ى
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ حُ٘جٕٞ حلإىحٍ٣ش 
ٓلٔي أرٞ ػٌَٔ، ٝػزي حُٜخى١ حلأؿخ ٝحُ٘٤ن ِٓ٤ٔخٕ 
 حُلَح
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف"
أْٓ، ٍٝٗش , ٕٝ حُي٣٘٤شٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘ت.1
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"ػَٔ كٍٞ 
رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ , ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ .حُُٞحٍس ى
ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ حُٔ٤خٓخص .حُٔٞظل٤ٖ ّ
ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ ُل٤ق 
 .حء ٍٝإٓخء أهٔخّ حُُٞحٍسٖٓ ٓيٍ
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ : " ٝهخٍ أرٞ ؿَرٞع .2
حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ 
حٌُؼ٤َ ٖٓ ك٤غ حلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ 
حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػطخثْٜ ُظلو٤ن 
 ".حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
س ططٞ٣َ رَٗخٓؾ ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٛٔ٢.3
ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص حُِٔطش 
ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ , حُلِٔط٤٘٤ش
ح١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص ػِ٠ حلإٛيحٍ 
حلأٍٝ ٖٓ ىُ٤َ ٗظخّ ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ 
حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ حُٔٞظل٤ٖ رـ٤ش طلو٤ن 
 .ك٢ ػِٔ٤ش حُظو٤٤ْ حُٟٔٞٞػ٤ش
ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش .4
ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٜخء هيٓش ٓي٣َٛخ 
حُٔخرن حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش 
 .رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
ٝىػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ .5
ٓٔظوزِ٤ش حُظ٢ ط٠ٖٔ حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ حٍ
ٓ٘يىح ًػِ٠ أٛٔ٤ش ٟٝغ , ٗـخف حُؼَٔ ٝحلآظَٔحٍ رٚ
حُٔ٤خٓ٤خص حُؼخٓش لآظٌٔخٍ حُٔ٘ٞحٍ حُيػٞ١ ٝحُؼَٔ 
ػِ٠ ططٞ٣َ حُؼَٔ حلإىحٍ١ ُلاٍطوخء رخُٔٔظٟٞ حُٜٔ٘٢ 
 .ٝحُٞظ٤ل٢ ُيٟ حُٔٞظل٤ٖ
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 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" هخفحلأٝ"
أْٓ، ٍٝٗش , ٗظٔض ُٝحٍس حلأٝهخف ٝحُ٘جٕٞ حُي٣٘٤ش.1
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"ػَٔ كٍٞ 
رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ , ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ .حُُٞحٍس ى
حُٔ٤خٓخص ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ .حُٔٞظل٤ٖ ّ
ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ 
 .ُل٤ق ٖٓ ٓيٍحء ٍٝإٓخء أهٔخّ حُُٞحٍس
ٝأًي ػِ٠ ٍَٟٝس حُظـي٣ي ك٢ حُؼَٔ لأٗٚ ٣ٔؼَ .2
لاكظخ ً, حُ٘ـخف ٖٓ هلاٍ حلإريحع ٝحُزؼي ػٖ حَُٝط٤٘٤ش
اُ٠ إٔ حلإىحٍس حُ٘خؿلش لاري ُٜخ ٖٓ طوط٤٢ ٝٓظخرؼش 
 .حٝطو٤٤ْ ُلأىحء ُ٠ٔخٕ ٗـخكٚ
ؿخء ًُي هلاٍ ُوخء ؿٔغ ًلا ًٖٓ ُٝ٣َ حلأٝهخف .3
. حُيًظٍٞ ١خُذ أرٞ ٗؼَ ًٝٝ٤َ ُٝحٍس حلأٝهخف ى
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ حُ٘جٕٞ حلإىحٍ٣ش 
ٓلٔي أرٞ ػٌَٔ، ٝػزي حُٜخى١ حلأؿخ ٝحُ٘٤ن ِٓ٤ٔخٕ 
 حُلَح
 ط٘ظْ ٍٝٗش ػَٔ ُظو٤٤ْ أىحء حُٔٞظل٤ٖ" حلأٝهخف"
أْٓ، ٍٝٗش , ٗجٕٞ حُي٣٘٤شٗظٔض ُٝحٍس حلأٝهخف ٝحٍ .1
رخُظ٘ٔ٤ن ٝحُظؼخٕٝ " طو٤٤ْ أىحء حُٔٞظل٤ٖ"ػَٔ كٍٞ 
رل٠ٍٞ ٝٓ٘خًٍش ًٝ٤َ , ٓغ ى٣ٞحٕ حُٔٞظل٤ٖ حُؼخّ
ػزي الله أرٞ ؿَرٞع، ٝٓي٣َ ػخّ ى٣ٞحٕ .حُُٞحٍس ى
ٓٔ٤َ ٓط٤َ، ٝٓي٣َ ػخّ حُٔ٤خٓخص .حُٔٞظل٤ٖ ّ
ٝحُظوط٤٢ رخُي٣ٞحٕ كيٝحٕ أرٞ َٗ٣ؼش، اُ٠ ؿخٗذ ُل٤ق 
 .ىٍحء ٍٝإٓخء أهٔخّ حُُٞحٍسٖٓ ّ
اٗ٘خ ٓلظٞظٕٞ رطخهْ ٖٓ : " ٝهخٍ أرٞ ؿَرٞع .2
حُٔٞظل٤ٖ ْٛ حلأٓزن ك٢ حُو٤َ ٝحُؼطخء، ُٝي٣ْٜ 
حٌُؼ٤َ ٖٓ ك٤غ حلأىحء ٝحَُٝف حلا٣ـخر٤ش حُظ٢ 
حٓظطخػٞح ٖٓ هلاُٜخ إٔ ٣ِ٣يٝح ٖٓ ػطخثْٜ ُظلو٤ن 
 ".حلأٛيحف حُظ٢ ٗٔؼ٠ اُ٤ٜخ
ٓ٤ش ططٞ٣َ رَٗخٓؾ ريٍٝٛخ، أًيص أرٞ َٗ٣ؼش ػِ٠ أٙ.3
ٗظخّ طو٤٤ْ حلأىحء ك٢ حُُٞحٍحص ٝٓئٓٔخص حُِٔطش 
ٓ٘ٞٛش اُ٠ إٔ حُٜيف ٖٓ ٌٛٙ حٍُٞٗش ٛٞ , حُلِٔط٤٘٤ش
ح١لاع َٗ٣لش حُٔو٤ٔ٤ٖ ك٢ حُُٞحٍحص ػِ٠ حلإٛيحٍ 
حلأٍٝ ٖٓ ىُ٤َ ٗظخّ ططٞ٣َ طو٤٤ْ حلأىحء حُلٌٞٓ٢ 
حٌُ١ طْ اػيحىٙ ٖٓ هزَ ى٣ٞحٕ حُٔٞظل٤ٖ رـ٤ش طلو٤ن 
 .٣ش ك٢ ػِٔ٤ش حُظو٤٤ْحُٟٔٞٞع
ٖٓ ؿٜش ػخٗ٤ش، طُٞ٠ ػزي حُٜخى١ حلأؿخ ٜٓخّ ٓٔجُٞ٤ش .4
ٓي٣َ٣ش أٝهخف هخٕ ٣ْٞٗ رؼي حٗظٜخء هيٓش ٓي٣َٛخ 
حُٔخرن حُ٘٤ن ِٓ٤ٔخٕ حُلَح هلاٍ كظَس كخكِش 
 .رخلاٗـخُحص ٝحلأٗ٘طش حُٔوظِلش
ٝىػخ أرٞ ٗؼَ حلأؿخ اُ٠ ٍَٟٝس حُؼَٔ ػِ٠ طو٤٤ْ .5
حُٔٔظوزِ٤ش حُظ٢ ط٠ٖٔ حُٟٞغ حُلخُ٢ ٍْٝٓ حُوط٢ 
ٓ٘يىح ًػِ٠ أٛٔ٤ش ٟٝغ , ٗـخف حُؼَٔ ٝحلآظَٔحٍ رٚ
حُٔ٤خٓ٤خص حُؼخٓش لآظٌٔخٍ حُٔ٘ٞحٍ حُيػٞ١ ٝحُؼَٔ 
ػِ٠ ططٞ٣َ حُؼَٔ حلإىحٍ١ ُلاٍطوخء رخُٔٔظٟٞ حُٜٔ٘٢ 
 .ٝحُٞظ٤ل٢ ُيٟ حُٔٞظل٤ٖ
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4.4.3. Comparison between AATSS and Sakhr online summarizer 
A comparison between 55 political document summaries is done using both 
AATSS and Sakhr. For each human we compute the f-measure for each 55 document he 
summaries as we done in table 4.5 to table 410. Then we compute the average f-
measure for this human by dividing the total f-measure by 55. Finally we compute the 
average f-measure between two humans.  
Table 4.11 shows the F-measures for the two systems and two human 
references. 
Table 4.11. F-measure results 
 Human reference 1 Human reference 2 Average F-measure 
AATSS 87.4% 84.7% 86.5% 
Sakhr 76.57% 74.09% 75.33% 
 
Figure 4.2 to Figure 4.4 represent the difference between P, R and F-measures 
 



























Figure 4.3. R-measure differences 
 
 
Figure 4.4. F-measure differences 
 
We compare AATSS with Sakhr free online summarizer which is not the best 
version of Sakhr summarizer. In this free summary there is not a special entity 
recognition system and it does not support semantic Arabic synonyms. According to 
default criteria Sakhr free summarizer does well for the short text not long one. 
Comparing AATSS with the commercial version of Sakhr will have another f-measures 
value and another comparison value.  
4.4.4. Discussion 
From the previous experiments and comparisons we can find that: 
1. AATSS is outperforming  Sakhr summarizer based on F- measure,  this 
is due to : 









































b. Check for strong, middle and weak keywords in the sentences 
adding a big value for AATSS. 
c. In AATSS we deal with semantic TF and semantic similarity for 
title and sentences. 
2. Sakhr deals good with short documents which contain less than 6 
sentences whereas in long documents that might exceed 15 sentences, 
Sakhr‗s performance become worse. This could be because Sakhr does 
not extract more than 5 sentences from the original text which might 
decrease the value of the summary.  
3. AATSS is very similar to human summarization as it achieves similarity 
of 86.5% (F-measure). 
4. AATSS have some drawbacks as : 
a. There is no automatic Arabic entity recognition system for Arabic 
so user should enter them manually to obtain good summary. 
b. As in all Arabic summarization systems, AATSS lacks to Arabic 
pronoun resolution system which increase the semantic cohesion 
between sentences. As example, this sentence may be extracted to 
summary ― ٢رحَُٝح ش٣ٞوظُ ٢ػخٔظؿلإح َكخٌظُح ّخظ٘ر ءخ٘ظػلإح خ٘٤ِػ ذـ٣ ٚٗأ فخٟأٝ
٢٘٤طِٔلُح غٔظـُٔح ٢ك‖ while we don‘t really know who is the person 








Conclusion and Future Works 
5.1   Conclusion 
In this thesis, an automatic system for Arabic extractive text summarization has 
been introduced. The proposed method is called AATSS and is based mainly on 
sentence weighting and scoring. The system summarizes the text in three sizes based on 
the original text, if the text size is less than 5 sentences, no summary will be generated, 
if the size of the text is 5 or more sentences and less than 20 sentences, a 60% of the 
original text will be generated as a summary, otherwise, 50% of the text will be 
generated as a summary.  
Four stages are introduced in AATSS which are sometimes interrelated with 
each other, these stages are: data acquisition, pre-processing and feature extraction, 
scoring sentence and finally generates summary. 
Our AATSS deals with extracted semantic information which increase the 
capability by giving weights to sentences that have words with the same meaning. On   
the other hand this process will increase the cohesion between sentences in the extracted 
summary. Also, an entity recognition module is applied on the documents to identify the 
most importance sentences. 
To evaluate AATSS we used two experiments. The first experiment is a 
comparison between our system and two human beings. A manual technique which 
computes precision, recall and F measures between the system and two human 
summarizers has been conducted. The overall F measure was 86.5% similarity between 
them. In the second experiment, we compare AATSS with online Sakhr summarizer. 
We found that AATSS is more powerful than Sakhr as the last only achieve 75.3% 
similarity with humans. 
Finally, our system is optimized, easy to use, general to any domain area and 
able to produce summaries comparable to human generated summaries. We expect the 
system to be used for a wide range of applications. 
5.2  Future work 
We should apply a number of suggested techniques to enhance the system: 
[1] Selecting more features like adding semantic information from 
comprehensive lexical resource such as WordNet, but for Arabic 
language, may enhance output cohesion and help in feature selection. 
[2] One problem with extracted sentences, they may contain anaphora 
links to the rest of the text. This has been investigated by [38]. Several 
heuristics have been proposed to solve this problem such as including 
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the sentence just before the extracted one. Anaphora solving seems to 
be interesting point of research. 
[3] Integration between scoring method and classification algorithms like 
Bayesian classifiers [44] has the advantage of being fast and simple 
and the results were good enough. We may try using a multi-classifier 
system (MCS); this may increase system complexity and may enhance 
the results. 
[4] Adopting alternative techniques for evaluation will help better 
understanding the nature of the summarization problem. For example: 
testing the system performance for accomplishing another task such as 
question answering or document classification. A major research area 
is developing an automatic evaluation for Arabic summaries. 
[5] Developing an automatic Arabic entity recognition system. English 
language work in this context can be useful to develop a similar system 
for Arabic language. 
[6] Developing an Arabic pronoun resolution system which increases the 
semantic cohesion. This process can be done using other developed 
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AATSS Interface and Code 
A.1. AATSS Interface 
The system interface from Figure A.1 to Figure A.5 is shown in this appendix 
with some explanations, Figure A.1 show the whole system interface with original text 
and its summary: 
 
Figure A.1 System interface 
 
Figure A.2 shows the pre-processing part which consists of two buttons. The 
first button ( ٢رَػ قِٓ ٍخظهح) used to choose a ―.txt‖ file from the local disk where the 
second (شـُخؼُٔح) used to pre-process the chosen file. Two labels are activated in pre-
process part after the (شـُخؼُٔح) button finished its functions. The first displays the 
number of sentences in the original document and the second label displays the number 





Figure A.2 Pre-process part 
 
Figure A.3 shows the variables panel. All variables here is optional for user, but 
it‘s more recommended to enter the first three variables – which used to enter name 
entity, place entity and special keywords- to obtain a good summary.  The final 
parameter is used to determine the number of sentences in the summary; if the user 
ignores it then the system will use the default numbers of sentences mentioned in 
section 4.3. 
 




Figure A.4 displays the text area for the original text and Figure A.5 displays the 
summary text area. 
 
Figure A.4 Original text area 
 
 
Figure A.5 Summary text area 
A.2. AATSS Code 
Table A.1 to A.5 display parts of code using to implement the model 
Table A.1  Calculate Term Frequency 
private void TRF(){ 
    StringBuffer word = new StringBuffer(); 
    String onelines=""; 
    Statement stmt = null; 
    Statement stmtup = null; 
    ResultSet rs = null; 
    ResultSet rs2 = null; 
    String SQl =""; 
    String SQlup =""; 
    int sent_id=0; 
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    try 
    { 
        stmt = SummarizationApp.con.createStatement(); 
        stmtup = SummarizationApp.con.createStatement(); 
        SQl = "SELECT sent_id,STEM_SENT FROM FEATURES WHERE          
NEWS_ID = "+SummarizationView.Doc_ID; 
        rs = stmt.executeQuery(SQl); 
        SQlup = "SELECT max(sent_id) FROM features where news_id = 
"+SummarizationView.Doc_ID; 
        rs2 = stmtup.executeQuery(SQlup); 
        rs2.next(); 
        int max = rs2.getInt(1); 
        while(rs.next()) 
        { 
            sent_id++; 
            onelines = rs.getString(2); 
 
            for(int i=0;i<onelines.length();i++) 
            { 
                if(!Character.isWhitespace(onelines.charAt(i))) 
                { 
                    word.append ( onelines.charAt ( i ) ); 
                } 
                else 
                { 
                   if ( word.length ( ) != 0 ) 
                        { 
                            SQlup = "SELECT word,freq,num_sent,last_id FROM TermF 
where word = '"+word.toString()+"'"; 
                            rs2 = stmtup.executeQuery(SQlup); 
                            double tf=0; 
                            if(rs2.next()) 
                            { 
                                int freq = rs2.getInt(2); 
                                int num_sent = rs2.getInt(3); 
                                int last_id = rs2.getInt(4); 
                                if(freq ==3) 
                                    System.out.print(word.toString()); 
                                if(sent_id == last_id) 
                                { 
                                    tf = ++freq *(Math.log1p(max/num_sent)); 
                                    SQlup= "UPDATE TermF SET freq = "+(freq)+", tf = 
"+tf+" where word = '"+word.toString()+"'"; 
                                } 
                                else 
                                { 
                                    tf = ++freq *(Math.log1p(max/++num_sent)); 
                                    SQlup= "UPDATE TermF SET freq = "+(freq)+", 
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num_sent = "+(num_sent)+", last_id = 
"+sent_id+", tf = "+tf+" where word = 
'"+word.toString()+"'"; 
                                } 
                                    
                                 
                            } 
                            else 
                            { 
                               tf =Math.log1p(max/1); 
                               tf= 1 *(tf); 
                               SQlup = "insert into termf (word,freq,num_sent,last_id,tf) 
values('"+word.toString()+"',1,1,"+sent_id+","+tf
+")"; 
                            } 
 
                            stmtup.executeUpdate(SQlup); 
                           word.setLength ( 0 ); 
                        } 
                } 
            } 
        } 
        
    } 
    catch(SQLException ex) 
    { 
        System.out.println("SQl Exception : "+ex.getMessage()); 





This function is responsible for computing how many times each 
word in the document are appeared also with its semantic 
vocabularies. Each word Frequency counter is saved into SQL 
table to use this value in the sentence term frequency as in table 
A.2. 
 
Table A.2  Sentence Term Frequency code 
private void SemTRF(){ 
    StringBuffer word = new StringBuffer(); 
    String onelines=""; 
    Statement stmt = null; 
    Statement stmtup = null; 
    Statement stmtvoc = null; 
    ResultSet rs = null; 
    ResultSet rs2 = null; 
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    String SQl =""; 
    String SQlup =""; 
    int sent_id=0; 
    double total =0; 
    double max = 0; 
    Vector sent = new Vector(); 
 
   try 
    { 
        stmt = SummarizationApp.con.createStatement(); 
        stmtup = SummarizationApp.con.createStatement(); 
        stmtvoc = SummarizationApp.con.createStatement(); 
        SQl = "SELECT sent_id,STEM_SENT FROM FEATURES WHERE 
NEWS_ID = "+SummarizationView.Doc_ID; 
        rs = stmt.executeQuery(SQl); 
       while(rs.next()) 
        { 
            sent_id++; 
            onelines = rs.getString(2); 
 
            for(int i=0;i<onelines.length();i++) 
            { 
                if(!Character.isWhitespace(onelines.charAt(i))) 
                { 
                    word.append ( onelines.charAt ( i ) ); 
                } 
                else 
                { 
                   if ( word.length ( ) != 0 ) 
                        { 
                            sent.addElement(word.toString()); 
 
                            int founded =0; 
                            String SQLvoc = "SELECT F_VOC,S_VOC,TH_VOC FROM 
VOCABULARY WHERE F_VOC = '"+word.toString ( )+"' OR S_VOC = 
'"+word.toString ( )+"' OR TH_VOC = '"+word.toString ( )+"'"; 
                            ResultSet rsvoc = stmtvoc.executeQuery(SQLvoc); 
                            while(rsvoc.next()) 
                            { 
                                if((!rsvoc.getString(1).equals(word.toString()))) 
                                    { 
                                        founded =0; 
                                        for(int cc =0;cc<sent.size();cc++) 
                                            
if(sent.elementAt(cc).toString().equals(rsvoc.getString(1))) 
                                                founded ++; 
                                        if (founded == 0) 




                                        founded =0; 
 
                                    } 
                                    if((!rsvoc.getString(2).equals(word.toString()))) 
                                    { 
                                        founded =0; 
                                        for(int cc =0;cc<sent.size();cc++) 
                                            
if(sent.elementAt(cc).toString().equals(rsvoc.getString(2))) 
                                                founded ++; 
                                        if (founded == 0) 
                                         sent.addElement ( rsvoc.getString(2) ); 
 
                                        founded =0; 
                                    } 
                                    
if((!rsvoc.getString(3).equals(word.toString()))&&(!rsvoc.getString(3).equal
s(""))) 
                                    { 
                                        founded =0; 
                                        for(int cc =0;cc<sent.size();cc++) 
                                            
if(sent.elementAt(cc).toString().equals(rsvoc.getString(3))) 
                                                founded ++; 
                                        if (founded == 0) 
                                         sent.addElement ( rsvoc.getString(3) ); 
 
                                        founded =0; 
 
                                    } 
                            } 
                            word.setLength ( 0 ); 
                        } 
                } 
 
            } 
 
             for(int cc =0;cc<sent.size();cc++) 
             { 
                 SQlup = "SELECT TF FROM TermF where word = 
'"+sent.elementAt(cc).toString()+"'"; 
                 rs2 = stmtup.executeQuery(SQlup); 
                  if(rs2.next()) 
                    { 
                      total = total + rs2.getDouble(1); 
 
                    } 
 




            if(max<total) 
                { 
                    max = total; 
                } 
 
           SQlup = "UPDATE FEATURES SET Sem_TRF = "+total+" WHERE 
SENT_ID = "+sent_id+" AND NEWS_ID = 
"+SummarizationView.Doc_ID; 
           stmtup.executeUpdate(SQlup); 
           total =0; 
           sent.removeAllElements(); 
        } 
 
        SQl = "SELECT Sem_TRF,sent_id FROM FEATURES WHERE 
NEWS_ID = "+SummarizationView.Doc_ID; 
        rs = stmt.executeQuery(SQl); 
 
       while(rs.next()) 
       { 
            double synt_trf=(rs.getDouble(1)/max); 
           SQlup = "UPDATE FEATURES SET Sem_TRF = "+synt_trf+" WHERE 
SENT_ID = "+rs.getString(2)+" AND NEWS_ID = 
"+SummarizationView.Doc_ID; 
           stmtup.executeUpdate(SQlup); 
          // total =0; 
       } 
 
 
    } 
    catch(SQLException ex) 
    { 
        System.out.println("SQl Exception : "+ex.getMessage()); 
    } 
} 
Explanation 
This function is responsible for computing sentence Term 
frequency by using each word frequency value stored 
before in table A.1. 
 
Table A.3  Remove Diacritics Code 
// remove diacritics from the word 
public boolean removeDiacritics ( String currentWord, StringBuffer 
modifiedWord )   { 
        boolean diacriticFound = false; 
        modifiedWord.setLength ( 0 ); 




        for ( int i = 0; i < currentWord.length ( ); i++ ) 
            // if the character is not a diacritic, append it to modified word 
            if ( ! ( diacritics.contains ( currentWord.substring ( i, i+1 ) ) ) ) 
                modifiedWord.append ( currentWord.substring ( i, i+1 ) ); 
            else 
            { 
                diacriticFound = true; 
            } 
        return diacriticFound; 
    } 
Explanation 
This function is responsible for removing all diacritics from each 
word in the Arabic text. 
 
Table A.4  Check Strong words Code 
private void ChkStrongWords() { 
        try 
        { 
            Statement st = SummarizationApp.con.createStatement(); 
            Statement stmt = SummarizationApp.con.createStatement(); 
            String stem=""; 
            String SQLs= "SELECT STEM_SENT,SENT_ID FROM FEATURES 
WHERE NEWS_ID = "+ Doc_ID; 
            ResultSet rss = stmt.executeQuery(SQLs); 
            while (rss.next()) 
            { 
                stem = rss.getString(1); 
                Scanner scanner = new Scanner(stem); 
                String SQL = "SELECT ID,STRONG FROM WORDS where strong 
!= '0'"; 
                ResultSet rs = st.executeQuery(SQL); 
                String strongfind =""; 
                int strongfinds =0; 
                while(rs.next()) 
                { 
                   strongfind = scanner.findInLine(rs.getString(2)); 
                   if(strongfind != null) 
                   { 
                       strongfinds++; 
                   } 
 
                } 
                 
                SQL = "UPDATE FEATURES SET CHKSTRONG = 
"+strongfinds+" WHERE SENT_ID = "+rss.getInt(2)+" 
and news_id = "+ Doc_ID; 
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                st.executeUpdate(SQL); 
                strongfinds =0; 
 
           } 
} 
        catch(SQLException ex) 
        { 
            System.out.println(ex.getMessage()); 
        } 
    } 
Explanation 
This function is responsible for checking all occurs of strong key-
phrase which we described in section 3.2.7. after counting all 
occurs of strong word in the sentence. An update query is applied 
on feature SQL table to store the value of the strong word counter 
as a new features. 
 
Table A.5  Compute Score Code 
public void score() 
{ 
    try 
    { 
        Statement stmt = SummarizationApp.con.createStatement(); 
        Statement stmtup = SummarizationApp.con.createStatement(); 
        String SQL = "select * from features where news_id = 
"+SummarizationView.Doc_ID; 
        String SQLup=""; 
        ResultSet rs = stmt.executeQuery(SQL); 
        //ResultSet rsup =null; 
        while(rs.next()) 
        { 
            double score  = 0; 
            score = 
rs.getDouble(7)+rs.getDouble(8)+rs.getDouble(9)+rs.getDouble(10)+rs.getDouble(11)+
rs.getDouble(12)+rs.getDouble(13); 
            score = score + rs.getDouble(24)+rs.getDouble(26)+rs.getDouble(22); 
            score = score + rs.getDouble(14)+rs.getDouble(15)+rs.getDouble(16); 
            SQLup = "UPDATE FEATURES SET SCORE = "+score+" WHERE 
NEWS_ID = "+SummarizationView.Doc_ID+" AND SENT_ID = "+rs.getString(3); 
            
stmtup.executeUpdate(SQLup);//rs.getDouble(25)+rs.getDouble(21)++rs.getDouble(23) 
 
        } 
    } 
    catch(SQLException ex) 
    { 
        System.out.println(ex.getMessage()); 
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  } 
} 
Explanation 
This function is responsible for linear summation of all 
features stored in SQL table to generate a sentence final 







 sniamod suoirav htiw SSTAA rof selpmaxe emos ,xidneppa siht nI
 )1( txet cimonoce rof yrammus SSTAA .1.B elbaT
 txet lanigirO
 ُـِس ٝر٠خثغ كي٣ؼش ٓ٤خٍحص ىكؼش اىهخٍ
 ٓلِٔش ٗخك٘خص لإىهخٍ ؿِث٤خً  ٓخُْ أرٞ ًَّ ٓؼزَ كظق ،1102-8-4 حُؤ٤ْ حلإَٓحث٤ِ٢، حلاكظلاٍ ِٓطخص هٍَص
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  .حُٔٞحٛلاص ٝهطخع ٝحٍُِحػ٢ حُظـخٍ١ ُِوطخػ٤ٖ ٝحُز٠خثغ رخُٔٔخػيحص ٓلِٔش ٓخُْ، أرٞ ًَّ ٓؼزَ ػزَ) ٗخك٘ش
 ُٔ٘خٍ٣غ كٜٔش ٗخك٘ش 46ٝ ر٘خء ٝكي٣ي أٓٔ٘ض ٗخك٘خص ٝػَ٘ كي٣ؼش، ًَٓزش 12 حُ٘خك٘خص ٟٖٔ ٖٓ إٔ ٝأٟخف
  .حُطٜ٢ ؿخُ ٖٓ ٓليٝىس ًٔ٤خص ٟن اُ٠ اٟخكش ،"حلأَٝٗٝح" حُلِٔط٤٘٤٤ٖ حُلاؿج٤ٖ ٝط٘ـ٤َ ٝعحُؾ ًٝخُش
 ٍُحػش، 55 ، هٔق 03 طـخٍس، 38 ْٟٜٔ٘ ٖٓ ٗخك٘خص 472 ربىهخٍ حلأٍرؼخء، ٓٔلض، حلاكظلاٍ ِٓطخص ًٝخٗض
  .ٓٔخػيحص 23
 ر٘خء ٝكي٣ي أٓٔ٘ض 6ٝ كٜٔش ٗخك٘ش 41ٝ حُـٞع، ًٝخُش ُٔ٘خٍ٣غ كٜٔش) ٗخك٘ش 54( اىهخٍ أ٣٠خً  طْ ك٤ٔخ
 طْ ًٔخ ؿزْ، ٝأُٞحف ٝرلآظ٤ي كي٣ي رِٝح٣خ ٓلِٔش حُلَ٣ش أٓطٍٞ كُٔٞش ٖٓ ٗخك٘خص ٝطٔغ ،"PDNU" ُٔ٘خٍ٣غ
 .١ٜ٢ ؿخُ ً٤ِٞ 060381 ٟن
 ٍحثي كظٞف ytitne emaN
 ًَّ ٓخُْ –هطخع ؿِٙ  ytitne ecalP
 ُـ٘ٚ ط٘ٔ٤ن حىهخٍ ر٠خثغ –ًٝخُٚ ؿٞع  sdrow yeK
 4 secnetnes yrammus fo rebmuN
 txet yrammuS
 ُـِس ٝر٠خثغ كي٣ؼش ٓ٤خٍحص ىكؼش اىهخٍ
 ٓلِٔش ٗخك٘خص لإىهخٍ ؿِث٤خً  ٓخُْ أرٞ ًَّ ٓؼزَ كظق ،1102-8-4 حُؤ٤ْ حلإَٓحث٤ِ٢، حلاكظلاٍ ِٓطخص هٍَص
 .ؿِس هطخع اُ٠ حُلي٣ؼش حًَُٔزخص ٖٓ ؿي٣يس ىكؼش اُ٠ اٟخكش ٝحُٔٔخػيحص، رخُ٠خثغ
 003-092( ربىهخٍ ٓٔلض حلاكظلاٍ ِٓطخص إٔ كظٞف ٍحثي ُِوطخع حُز٠خثغ اىهخٍ ط٘ٔ٤ن ُـ٘ش ٣ٍْة ٝأٟٝق
 .حُٔٞحٛلاص ٝهطخع ٝحٍُِحػ٢ حُظـخٍ١ ُِوطخػ٤ٖ ٝحُز٠خثغ رخُٔٔخػيحص ٓلِٔش ٓخُْ، أرٞ ًَّ ٓؼزَ ػزَ) ٗخك٘ش
 ُٔ٘خٍ٣غ كٜٔش ٗخك٘ش 46ٝ ر٘خء ٝكي٣ي أٓٔ٘ض ٗخك٘خص ٝػَ٘ كي٣ؼش، ًَٓزش 12 حُ٘خك٘خص ٟٖٔ ٖٓ إٔ ٝأٟخف
 .حُطٜ٢ ؿخُ ٖٓ ٓليٝىس ًٔ٤خص ٟن اُ٠ اٟخكش ،"حلأَٝٗٝح" حُلِٔط٤٘٤٤ٖ حُلاؿج٤ٖ ٝط٘ـ٤َ حُـٞع ًٝخُش
 ر٘خء ٝكي٣ي أٓٔ٘ض 6ٝ كٜٔش ٗخك٘ش 41ٝ حُـٞع، ًٝخُش ُٔ٘خٍ٣غ كٜٔش) ٗخك٘ش 54( اىهخٍ أ٣٠خً  طْ ك٤ٔخ
 طْ ًٔخ ؿزْ، ٝأُٞحف ٝرلآظ٤ي كي٣ي رِٝح٣خ ِٓشٓق حُلَ٣ش أٓطٍٞ كُٔٞش ٖٓ ٗخك٘خص ٝطٔغ ،"PDNU" ُٔ٘خٍ٣غ




 txet trops rof yrammus SSTAA .2.B elbaT
 txet lanigirO
 4102 ٓٞٗي٣خٍ طٜل٤خص طٞىع كِٔط٤ٖ
 ُوخء ٖٓ هَؽ ػ٘يٓخ ،4102 حُزَحُ٣َ ُٔٞٗي٣خٍ حُٔئِٛش آٓ٤خ طٜل٤خص حُويّ ٌَُس حُلِٔط٤٘٢ حُٞ١٘٢ حُٔ٘ظوذ ّٝىع
 طخ٣لاٗي ٓ٘ظوذ أٓخّ ُٔؼِٜٔخ رٜيك٤ٖ ٓظؼخىلاً  ،1102-7-82 حُؤ٤ْ رخَُحّ، حُلٔ٤٘٢ ك٤َٜ حُٜ٘٤ي حٓظخى ػِ٠ حلإ٣خد
  .)0/1( أٍٟٚ ػِ٠ ًٛخرخً  كخُ ًٞٗٚ حُِوخء٣ٖ ر٘ظ٤ـش حُٔـٔٞػخص ُيٍٝ حُظؤَٛ ك٢ ٗـق حٌُ١
 اٗـخُ طلو٤ن ػِ٠ طؼٍٞ ًخٗض ٝحُظ٢ ص،حُٔيٍؿخ ٓلأص حُظ٢ حٌُز٤َس حُـٔخٛ٤َ آٓخٍ حُلِٔط٤٘٢ حُٔ٘ظوذ ٝه٤ذ
 ٌُٖٝ كِٔط٤ٖ، ٓ٘خًٍخص طخٍ٣ن ك٢ َٓس لأٍٝ حُٔٞٗي٣خٍ طٜل٤خص ٖٓ حُؼخُغ حُيٍٝ اُ٠ رخُٜؼٞى حُلِٔط٤٘٤ش َُِ٣خٟش
 حَُرغ ٓغ حُلاػزٕٞ ٍٜٓٔخ حُظ٢ حلأك٠ِ٤ش ٍؿْ حُلَ٣ن ٜٓخؿٔ٢ ػٖ حُظٞك٤ن ٝؿخد حُٔلٖ، ط٘ظٜ٢ رٔخ طـَ ُْ حَُ٣خف
 حُؼٍٔٞ آٔخػ٤َ ر٤ٖ حُٔظو٘ش حُظَٔ٣َحص ٖٓ كخَٛ رؼي ،)6( ػِ٤خٕ َٓحى رٜيف حُٔ٘ظوذ طويّ ٓخػ٘ي حلأُٝ٠ ٓخػش
 حُٜـّٞ رو٢ حُؼٍٔٞ ٝػَٟ٤خص ػِ٤خٕ حٗطلاهخص ػِ٠ حُٔ٘ظوذ حػظٔخى ٝٓغ حُ٘زخى، ك٢ ػِ٤خٕ ُ٤وظظٜٔخ ػظخٍ ٝكٜي
 ٝٛيىٝح حُٔزخىٍس حُظخ٣ِ٘ي٣ٕٞ ٓظِيكخ حلأٍٝ ُِ٘ٞ١ حلأه٤َس ٓخػش حُؼِغ ٓغ طلُٞض حلأٍٓٞ ٌُٖٝ أهطَ، حُلِٔط٤٘٢
  .حلأٍٝ حُ٘ٞ١ ٗظ٤ـش رٜخ أٜٗ٠) 33( حُيه٤وش ك٢ حُظؼخىٍ ٛيف طٞٗولاٝ ىحطٔخًٍٕٞ ُ٤لَُ ٗز٤َ، ٓلٔي َٓٓ٠
 حلأك٠ِ٤ش ٝأٛزلض حُؼٍٔٞ، ٝآٔخػ٤َ ػِ٤خٕ َٓحى ٖٓ ٌَُ حُٜلَحء حُزطخهش أَٜٗ حُؼزخٓ٢ ٛخُق حُزلَ٣٘٢ حُلٌْ
 ٖٝٓ حُوط٤ذ، ػِ٢ ٝىهٍٞ ػظخٍ كٜي هَٝؽ ٜٗيص حُؼخٗ٢ حُ٘ٞ١ ريح٣ش حُٞ١٘٢، أىحء ٝطَحؿغ حُٜيف رؼي ُظخ٣لاٗي
 حُ٠ـ٢ ٝطٞحَٛ حُِٔؼذ، هخٍؽ اُ٠ حُيكخع ُ٤زؼيٛخ روٞس ٝٓيىٛخ ػِ٤خٕ َٓحى حٓظوزِٜخ حُؼَٟ٤ش حُؼٍٔٞ طَٔ٣َس
 ٓٔخ ٗزخًٚ، ػِ٠ طخ٣لاٗي ىكغ كخكع حُٔوخرَ ك٢ ُِظؤَٛ ًخك٤خً  ك٤ٜ٘خ ٣ٌٖ ُْ حٌُ١ ٛيف ػٖ ُِزلغ ٓلخُٝش ك٢ حُلِٔط٤٘٢
 آٔخػ٤َ ٌٓخٕ حُؼز٤ي ِٝٓ٤ٔخٕ ؿَهٞى، أرٞ ا٣خى رخُٜٔخؿْ ٗؼٔخٕ أَٗف لآظزيحٍ رِحُ ٓٞٓ٠ حُل٘٢ حُٔي٣َ حٟطَ
  .حُؼٍٔٞ
 ٖٓ) 09( حُيه٤وش ك٢ ػِ٤خٕ َٓحى ٗـق حُِٔؼذ أٍٝ ٖٓ حُلِٔط٤٘٤ش حُـٔخٛ٤َ ٓؼظْ ك٤ٚ ؿخىٍص حٌُ١ حُٞهض ٝك٢
 ٖٓ حُلَؿش حُِلظخص ٝك٢ حلأَٓ، ٖٓ رٜ٤ٜخً  حُٞ١٘٢ ٓ٘ق ٓٔخ حُ٘زخى، ٌٓ٘ض هٞ٣ش ٓي٣يسص رؼي حُؼخٗ٢ حُٜيف اكَحُ
 ٓزخَٗس كَس ًٍِش ٝحكظٔذ حٌَُس، ػِ٠ هٞ١ طيهَ رؼي ٓلخؿ٘ش لأكٔي حُلَٔحء حُزطخهش حُلٌْ أَٜٗ حُِوخء ػَٔ
 أكَحف ٝط٘طِن كِٔط٤ٖ ٍآٓخ ك٤ٜ٘خ ُظظزوَ ُظخ٣لاٗي، حُظؼخىٍ ٛيف حُ٘زخى ُظٌٖٔ روٞس طٞٗولاٝ ىحطٔخًٍٕٞ ٓيىٛخ
  .حُٔـٔٞػخص ُيٍٝ رخُٜؼٞى طخ٣لاٗي
 حُزٜيحٍ١، حُِط٤ق ػزي ؿؼَٕٝ، ػَٔ ٓلخؿ٘ش، أكٔي ،)َٓٓ٠ كخٍّ( ٗز٤َ ٓلٔي:" حُلِٔط٤٘٢ حُٔ٘ظوذ طٌ٘٤ِش
 .ػظخٍ كٜي ػِ٤خٕ، َٓحى ٣ٞٓق، ه٠َ ٗؼٔخٕ، أَٗف ٝحى١، كٔخّ حُؼٍٔٞ، آٔخػ٤َ ٜٓي١، هخُي
 
 حُِط٤ق ػزي -ؿؼَٕٝ ػَٔ -ٓلخؿ٘ش أكٔي - ٗز٤َ ٓلٔي ytitne emaN
 -ٝحى١ كٔخّ -حُؼٍٔٞ آٔخػ٤َ -ٜٓي١ هخُي -حُزٜيحٍ١
 –ػظخٍ  كٜي -ػِ٤خٕ َٓحى -٣ٞٓق ه٠َ -ٗؼٔخٕ أَٗف
  -ٛخُق ػزخٓ٢  –طٞٗولاٝ  ىحطٔخًٍٕٞ -ك٤َٜ حُلٔ٤٘٢ 
 ِٓ٤ٔخٕ ػز٤ي –ح٣خى ؿَهٞى  –رِحُ  ٓٞٓ٠
 ٍحّ -ٓط٤ٖ كَ -طخ٣لاٗي -رَحُ٣َ –حٓ٤خ  ytitne ecalP
 ٓٞٗي٣خٍ sdrow yeK
 3 secnetnes yrammus fo rebmuN
 txet yrammuS
 4102 ٓٞٗي٣خٍ طٜل٤خص طٞىع كِٔط٤ٖ
 ُوخء ٖٓ هَؽ ػ٘يٓخ ،4102 حُزَحُ٣َ ُٔٞٗي٣خٍ حُٔئِٛش آٓ٤خ طٜل٤خص حُويّ ٌَُس حُلِٔط٤٘٢ حُٞ١٘٢ حُٔ٘ظوذ ّٝىع
 طخ٣لاٗي ٓ٘ظوذ أٓخّ ُٔؼِٜٔخ رٜيك٤ٖ ٓظؼخىلاً  ،1102-7-82 حُؤ٤ْ رخَُحّ، حُلٔ٤٘٢ ك٤َٜ حُٜ٘٤ي حٓظخى ػِ٠ حلإ٣خد
 B3
 
 .)0/1( أٍٟٚ ػِ٠ ًٛخرخً  كخُ ًٞٗٚ حُِوخء٣ٖ ر٘ظ٤ـش حُٔـٔٞػخص ُيٍٝ حُظؤَٛ ك٢ ٗـق حٌُ١
 اٗـخُ طلو٤ن ػِ٠ طؼٍٞ ًخٗض ٝحُظ٢ حُٔيٍؿخص، ٓلأص حُظ٢ حٌُز٤َس حُـٔخٛ٤َ آٓخٍ حُلِٔط٤٘٢ حُٔ٘ظوذ ٝه٤ذ
 ٌُٖٝ كِٔط٤ٖ، ٓ٘خًٍخص طخٍ٣ن ك٢ َٓس لأٍٝ حُٔٞٗي٣خٍ طٜل٤خص ٖٓ حُؼخُغ حُيٍٝ اُ٠ رخُٜؼٞى ٣شحُلِٔط٤ٖ َُِ٣خٟش
 حَُرغ ٓغ حُلاػزٕٞ ٍٜٓٔخ حُظ٢ حلأك٠ِ٤ش ٍؿْ حُلَ٣ن ٜٓخؿٔ٢ ػٖ حُظٞك٤ن ٝؿخد حُٔلٖ، ط٘ظٜ٢ رٔخ طـَ ُْ حَُ٣خف
 حُؼٍٔٞ آٔخػ٤َ ر٤ٖ حُٔظو٘ش طَٔ٣َحصحٍ ٖٓ كخَٛ رؼي ،)6( ػِ٤خٕ َٓحى رٜيف حُٔ٘ظوذ طويّ ػ٘يٓخ حلأُٝ٠ ٓخػش
 حُٜـّٞ رو٢ حُؼٍٔٞ ٝػَٟ٤خص ػِ٤خٕ حٗطلاهخص ػِ٠ حُٔ٘ظوذ حػظٔخى ٝٓغ حُ٘زخى، ك٢ ػِ٤خٕ ُ٤وظظٜٔخ ػظخٍ ٝكٜي
 ٝٛيىٝح حُٔزخىٍس حُظخ٣ِ٘ي٣ٕٞ كخٓظِي حلأٍٝ ُِ٘ٞ١ حلأه٤َس ٓخػش حُؼِغ ٓغ طلُٞض حلأٍٓٞ ٌُٖٝ أهطَ، حُلِٔط٤٘٢
 .حلأٍٝ حُ٘ٞ١ ٗظ٤ـش رٜخ أٜٗ٠) 33( حُيه٤وش ك٢ حُظؼخىٍ ٛيف طٞٗولاٝ ىحطٔخًٍٕٞ كَُُ٢ ٗز٤َ، ٓلٔي َٓٓ٠
 حلأك٠ِ٤ش ٝأٛزلض حُؼٍٔٞ، ٝآٔخػ٤َ ػِ٤خٕ َٓحى ٖٓ ٌَُ حُٜلَحء حُزطخهش أَٜٗ حُؼزخٓ٢ ٛخُق حُزلَ٣٘٢ حُلٌْ
 ٖٝٓ حُوط٤ذ، ػِ٢ ىهٍٞٝ ػظخٍ كٜي هَٝؽ ٜٗيص حُؼخٗ٢ حُ٘ٞ١ ريح٣ش حُٞ١٘٢، أىحء ٝطَحؿغ حُٜيف رؼي ُظخ٣لاٗي
 حُ٠ـ٢ ٝطٞحَٛ حُِٔؼذ، هخٍؽ اُ٠ حُيكخع ُ٤زؼيٛخ روٞس ٝٓيىٛخ ػِ٤خٕ َٓحى حٓظوزِٜخ حُؼَٟ٤ش حُؼٍٔٞ طَٔ٣َس
 ٓٔخ ٗزخًٚ، ػِ٠ طخ٣لاٗي ىكغ كخكع حُٔوخرَ ك٢ ُِظؤَٛ ًخك٤خً  ك٤ٜ٘خ ٣ٌٖ ُْ حٌُ١ ٛيف ػٖ ُِزلغ ٓلخُٝش ك٢ حُلِٔط٤٘٢
 آٔخػ٤َ ٌٓخٕ حُؼز٤ي ِٝٓ٤ٔخٕ ؿَهٞى، أرٞ ا٣خى رخُٜٔخؿْ ٗؼٔخٕ أَٗف لآظزيحٍ رِحُ ٓٞٓ٠ حُل٘٢ حُٔي٣َ حٟطَ
 .حُؼٍٔٞ
 
 )2( txet cimonoce rof yrammus SSTAA .3.B elbaT
 txet lanigirO
 ػخُٔ٤ش ٓي٣٘ش أٍهٚ ػخٗ٢ ٝطْٞٗ حلأؿِ٠ ١ًٞ٤ٞ
 حُ٤خرخٗ٤ش ٝأٝٓخًخ حَُ٘ٝ٣ـ٤ش أِٝٓٞ اُ٠ كشرخلإٟخ ٝؿخءص ك٤ٜخ، ُِؼ٤ٖ حُؼخُْ ك٢ ء ؿلا حلأًؼَ حُٔي٣٘ش ١ًٞ٤ٞ ٓخُحُض
 أٜٗخ أ١ حُِْٔ، أٓلَ ٖٓ حُؼخٗ٢ حًَُِٔ حكظِض طْٞٗ إٔ حُٔؼ٤َ حلأَٓ ؿلاء، حلأًؼَ حلأُٝ٠ حُؤٔش حُٔيٕ ٟٖٔ
  .حُؼخُْ ٓيٕ حٍهٚ ر٤ٖ ؿخءص
 ً٘ق ٝٗٞٓ٤ٔض،حلإ٣ي ُٔـِش حُٔؼِٞٓخص ًَِٓ ػٖ ٝحُٜخىٍ حُؼخُْ، ك٢ ؿلاء حلأٓخًٖ لأًؼَ حلأه٤َ حُٔٔق إٔ ؿ٤َ
  .حُٔخٟ٢ حُؼخّ هلاٍ ؿٌٍ٣ش طـ٤٤َحص ػٖ
 أىٟ ٓخ حلأهَٟ، حُؼٔلاص أٓخّ حلأٓظَحُ٢ حُيٝلاٍ ػِٔظٜخ هٞس ؿَحء حُٜخػيس، حُيٍٝ أًؼَ ر٤ٖ ٖٓ أٓظَحُ٤خ ٝأٛزلض
 حطِظٚ حُظ٢ ِٓزٍٕٞ ػْ حُـلاء، ك٤غ ٖٓ ػخُٔ٤خً  حُٔخىّ حًَُِٔ حكظِض حُظ٢ ٓ٤يٗ٢، ك٢ حُٔؼ٤٘ش ٓٔظٞ٣خص ٍكغ اُ٠
  .رَ٣ٔز٤ٖ ٓي٣٘ش ٓزخَٗس رؼيٛخ ٝؿخءص 31 حًَُِٔ ٝحكظِض ر٤َع ٓي٣٘ش ؿخءص َٓحًِ رٔض رؼيٛخ ػْ ٓخرؼش، ٝكِض
 كلَحٌٗلٍٞص حُوخْٓ حًَُِٔ ك٢ حُٔٞ٣َٔ٣ش ُ٣ٍٞ٣ن ػْ حَُحرغ، حًَُِٔ رخٍ٣ْ حُلَٗٔ٤ش حُؼخٛٔش حكظِض أٍٝٝر٤خ،ً
  .حُؼخُْ ٓيٕ أؿِ٠ ر٤ٖ حُؼخَٗ حًَُِٔ ٓ٘ـخكٍٞس كظِضٝح حُظخٓغ، حًَُِٔ ك٢ ٝؿ٘٤ق حُؼخٖٓ حًَُِٔ ك٢ حلأُٔخٗ٤ش
 ك٢ رخطض ٌُٜٝ٘خ ػخُٔ٤خ،ً حُؼخُغ حًَُِٔ طلظَ ًٞٗؾ ٛٞٗؾ ًخٗض ك٤غ حلأه٤َ، حُؼوي هلاٍ حُظلٞلاص كـْ حُٔٔق ٝر٤ّٖ
 حًَُِٔ ك٢ كٌخٗض رٌ٤ٖ أٓخ 84 حًَُِٔ اُ٠ طَحؿؼض ٌُٜٝ٘خ 61 حًَُِٔ ك٢ كٌخٗض ٗ٘ـٜخ١ أٓخ كخُ٤خ،ً 22 حًَُِٔ
  .46 حًَُِٔ اُ٠ ُظظَحؿغ 11
  .حُٔيٕ أؿِ٠ ر٤ٖ 94 حًَُِٔ حلأَٓ٣ٌ٤ش ٗ٤ٞ٣ٍٞى ٝطلظَ
 كخُ٤خً  طلظَ ك٤غ ًَِٓحً  71 ٝهلِص حُزِـخٍ٣ش رٞىحرٔض ٓي٣٘ش ؿخءص حُـلاء ِْٓ ػِ٠ ٛؼٞىحً  حُٔيٕ أًؼَ ر٤ٖ ٖٓ
  .ػخُٔ٤خً  67 حًَُِٔ
  .25 حًَُِٔ اُ٠ 42 حًَُِٔ ٖٓ طَحؿغ حُظ٢ حُظًَ٤ش حٓط٘زٍٞ كٜ٢ حُـلاء ك٤غ ٖٓ طَحؿؼخً  حُٔيٕ أًؼَ أٓخ
 ٝطلظَ ٝٓٞٓزخ١ 231 حًَُِٔ ٝطلظَ ٝطْٞٗ ،331 حًَُِٔ ٝطلظَ ًَحط٘٢ كٜ٢، حُؼخُْ ك٢ ٓيٕ هْٔ أٍهٚ أٓخ
 .921 حًَُِٔ ٝطلظَ ٝٗ٤ٞىُٜ٢ 031 حًَُِٔ ٝطلظَ ٝ١َٜحٕ 131 حًَُِٔ
  ytitne emaN
ٓ٤يٗ٢  –حٓظَحُ٤خ   -حٝٓخًخ  –حِٝٓٞ  –طْٞٗ  – ١ًٞ٤ٞ ytitne ecalP
 -ٗ٤ٞ٣ٍٞى –ٗ٘ـٜخ١  –ٛٞٗؾ ًٞٗؾ  –ِٓزٍٕٞٝ  –
 B4
 
 –١َٜحٕ  –ٓٞٓزخ١  –ًَحط٘٢  –حٓط٘زٍٞ  –رٞحىرٔض 
 –ُ٣ٍٞ٣ن  -رخٍ٣ْ –رَ٣غ  –رَ٣ٔز٤ٖ  –ٗ٤ٞىُٜ٢ 
 .ٓ٘ـخكٍٞس –ؿ٘٤ق  –كَحٌٗلٍٞص 
 حلإ٣ٌٞٗٞٓ٤ٔض ُٔـِش حُٔؼِٞٓخص ًَِٓ sdrow yeK
 5 secnetnes yrammus fo rebmuN
 txet yrammuS
 ػخُٔ٤ش ٓي٣٘ش أٍهٚ ػخٗ٢ ٝطْٞٗ حلأؿِ٠ ١ًٞ٤ٞ
 حُ٤خرخٗ٤ش ٝأٝٓخًخ حَُ٘ٝ٣ـ٤ش أِٝٓٞ اُ٠ رخلإٟخكش ٝؿخءص ك٤ٜخ، ُِؼ٤ٖ حُؼخُْ ك٢ ء ؿلا حلأًؼَ حُٔي٣٘ش ١ًٞ٤ٞ ٓخُحُض
 أٜٗخ أ١ ،حُِْٔ أٓلَ ٖٓ حُؼخٗ٢ حًَُِٔ حكظِض طْٞٗ إٔ حُٔؼ٤َ حلأَٓ ؿلاء، حلأًؼَ حلأُٝ٠ حُؤٔش حُٔيٕ ٟٖٔ
 .حُؼخُْ ٓيٕ حٍهٚ ر٤ٖ ؿخءص
 أىٟ ٓخ حلأهَٟ، حُؼٔلاص أٓخّ حلأٓظَحُ٢ حُيٝلاٍ ػِٔظٜخ هٞس ؿَحء حُٜخػيس، حُيٍٝ أًؼَ ر٤ٖ ٖٓ أٓظَحُ٤خ ٝأٛزلض
 طِظٜخ حُظ٢ ِٓزٍٕٞ ػْ حُـلاء، ك٤غ ٖٓ ػخُٔ٤خً  حُٔخىّ حًَُِٔ حكظِض حُظ٢ ٓ٤يٗ٢، ك٢ حُٔؼ٤٘ش ٓٔظٞ٣خص ٍكغ اُ٠
 .رَ٣ٔز٤ٖ ٓي٣٘ش ٓزخَٗس رؼيٛخ ٝؿخءص 31 حًَُِٔ ٝحكظِض ر٤َع ٓي٣٘ش ؿخءص َٓحًِ رٔض رؼيٛخ ػْ ٓخرؼش، ٝكِض
 كلَحٌٗلٍٞص حُوخْٓ حًَُِٔ ك٢ حُٔٞ٣َٔ٣ش ُ٣ٍٞ٣ن ػْ حَُحرغ، حًَُِٔ رخٍ٣ْ حُلَٗٔ٤ش حُؼخٛٔش حكظِض أٍٝٝر٤خ،ً
 .حُؼخُْ ٓيٕ أؿِ٠ ر٤ٖ حُؼخَٗ ًَُِٔح ٓ٘ـخكٍٞس ٝحكظِض حُظخٓغ، حًَُِٔ ك٢ ٝؿ٘٤ق حُؼخٖٓ حًَُِٔ ك٢ حلأُٔخٗ٤ش
 ك٢ رخطض ٌُٜٝ٘خ ػخُٔ٤خ،ً حُؼخُغ حًَُِٔ طلظَ ًٞٗؾ ٛٞٗؾ ًخٗض ك٤غ حلأه٤َ، حُؼوي هلاٍ حُظلٞلاص كـْ حُٔٔق ٝر٤ّٖ
 حًَُِٔ ك٢ كٌخٗض رٌ٤ٖ أٓخ 84 حًَُِٔ اُ٠ طَحؿؼض ٌُٜٝ٘خ 61 حًَُِٔ ك٢ كٌخٗض ٗ٘ـٜخ١ أٓخ كخُ٤خ،ً 22 حًَُِٔ
 .46 حًَُِٔ اُ٠ ُظظَحؿغ 11
 ٝطلظَ ٝٓٞٓزخ١ 231 حًَُِٔ ٝطلظَ ٝطْٞٗ ،331 حًَُِٔ ٝطلظَ ًَحط٘٢ كٜ٢، حُؼخُْ ك٢ ٓيٕ هْٔ أٍهٚ أٓخ
 .921 حًَُِٔ ٝطلظَ ٝٗ٤ٞىُٜ٢ 031 حًَُِٔ ٝطلظَ ٝ١َٜحٕ 131 حًَُِٔ
 
  txet lacitilop rof yrammus SSTAA .4.B elbaT
 txet lanigirO
 حُٔلخٟٝخص ٓظج٘خفلا ٗظ٘٤خٛٞ ػِ٠ ط٠ـ٢ ٝحٗ٘طٖ
 حٍُُٞحء ٍث٤ْ ػِ٠ ٟـطخ طٔخٍّ ٝحٗ٘طٖ إٔ ،1102-6-31 حلاػ٘٤ٖ حُؼزَ٣ش،" ٛخآٍطْ" ٛل٤لش ًًَص
 ؿخء ُٔخ ٝكوخ حلإَٓحث٤ِ٤ش، حُلِٔط٤٘٤ش حُٔلخٟٝخص حٓظج٘خف ر٘ؤٕ حلأَٓ٣ٌ٢ حُٔوظَف ُوزٍٞ ٗظ٘٤خٛٞ ر٘٤خٓ٤ٖ حلإَٓحث٤ِ٢
  .حُٔخٟ٢ حَُٜ٘ ٖٓ ػَ٘ حٓغحُض ك٠ أٝرخٓخ رخٍحى حلأَٓ٣ٌ٢ حَُث٤ْ هطخد ك٠
 ُوخثٚ رؼي ُ٘ظ٘٤خٛٞ حُ٘وٜ٢ حُٔزؼٞع ُٜٓٞٞ آلخم ػٖ حلإٌُظَٝٗ٢ ٓٞهؼٜخ ك٠ أٍٝىطٚ طوَ٣َ ك٢ حُٜل٤لش ٝٗوِض
 حُلٌٞٓش ٍث٤ْ ٓٞهق اُحء أَٓ٣ٌ٤ش أَٓ ه٤زش ٛ٘خى" هُٞٚ ٝحٗ٘طٖ ك٢ حُٔخٟ٢ حلأٓزٞع حلأَٓ٣ٌ٤٤ٖ حُٔٔجُٞ٤ٖ ًزخٍ
 ٓزظٔزَ ك٠ كِٔط٤٘٤ش ريُٝش ٣ؼظَف أٓٔ٢ هَحٍ ٛيٍٝ ىٕٝ ُِل٤ُِٞش حُٔظليس حُٞلا٣خص ٓٔخػ٢ ٣ؼَهَ رؤٗٚ حلإَٓحث٤ِ٤ش
  ."حُٔوزَ
 ٓئطَٔ رؼوي حُلَٗٔ٢ حلاهظَحف ٝلآ٤ٔخ حلأٍٝٝر٤ش حُٔزخىٍحص ُؼَهِش رؤٗٚ ُٜٓٞٞ أرِـٞح حلأَٓ٣ٌ٤٤ٖ إ حُٜل٤لش ٝهخُض
 أٓخّ ػِ٠ حُظلخٝٝ ػِ٠ ٗظ٘٤خٛٞ ٓٞحكوش ٓؼَ ِّٓٔٞ ر٘٠ء حُظويّ حلإَٓحث٤ِ٤٤ٖ ػِ٠ ٣ظؼ٤ٖ رخٍ٣ْ ك٢ ُِٔلاّ ىُٝ٢
  .أٝرخٓخ هطخد رٚ ؿخء حٌُ١ حلأَٓ٣ٌ٢ حُٔوظَف
 لا ٌُٝ٘ٚ.. ٓزظٔزَ ك٠ ُٚ أَٓ٣ٌ٤خ ىػٔخ ٣طِذ ٗظ٘٤خٛٞ إ" هُٞٚ حلأَٓ٣ٌ٤٤ٖ حُٔٔجُٞ٤ٖ أكي ػٖ آَث٤ِ٠ ٜٓيٍ ٝٗوَ
  ."ٛؼٞرش أًؼَ لأَٓح ٣ـؼَ ٣ٔخػيٗخ إٔ ٖٓ ٝريلا حُٜيى ٌٛح ك٠ رٜخ ٗٔخػيٙ أىٝحص أ١ ٣ؼط٤٘خ
 رَ٣طخٗ٢ طؼٜي ػِ٠ حُلٍٜٞ ٣ٔظطغ ُْ أٝرخٓخ إٔ ٖٓ أَٓ٣ٌ٤ٕٞ ٓٔجُٕٞٞ حٗظٌ٠ ٌُُي ٗظ٤ـش أٗٚ حُٜل٤لش ٝطخرؼض
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  .حُٔخٟ٠ حَُٜ٘ حلأٍٝٝر٤ش ؿُٞظٚ هلاٍ كِٔط٤٘٤ش ىُٝش ر٘ؤٕ حُلِٔط٤٘٢ حُطِذ رٔؼخٍٟش ٝكَٗٔ٢
 ٖٓ ُظلٌ٣َٙ حُؼلاػخء ؿيح ٗظ٘٤خٛٞ ٓغ ٓ٤ِظو٢ ك٤ِٚ ٣ٔظَف ؿ٤يٝ حلأُٔخٗ٢ حُوخٍؿ٤ش ُٝ٣َ إٔ اُ٠" ٛخآٍطْ" ٝأٗخٍص
 ك٢ هَحٍ َٓ٘ٝع ُيػْ ٝكَٗٔخ رَ٣طخٗ٤خ ٖٓ ًَ ؿخٗذ اُ٠ أُٔخٗ٤خ ٓظ٠طَ حُيرِٞٓخٓ٠، حُٔؤُم ٌٛح حٓظَٔ ٓخ اًح أٗٚ
 .ٝحلإَٓحث٤ِ٤٤ٖ حُلِٔط٤٘٤٤ٖ ر٤ٖ حُٔلخىػخع لآظج٘خف ًؤٓخّ حلأَٓ٣ٌ٢ رخُٔوظَف ٣وَ c
 -ٗظ٘٤خٛٞ  ر٘٤خٓ٤ٖ –حٝرخٓخ   -ٗظ٘٤خٛٞ – ك٤ِٚ ٓظَك٢ ؿ٤يٝ ytitne emaN
 ُٜٓٞٞ آلخم
 –ٝحٗ٘طٖ  –رخٍ٣ْ  – كَٗٔخ – رَ٣طخٗ٤خ – أُٔخٗ٤خ ytitne ecalP
 ٝلا٣خص ٓظليٙ
 ٓـِْ حٖٓ – ٛخآٍطْ sdrow yeK
 4 secnetnes yrammus fo rebmuN
 txet yrammuS
 حُٔلخٟٝخص لآظج٘خف ٗظ٘٤خٛٞ ػِ٠ ط٠ـ٢ ٝحٗ٘طٖ
 حٍُُٞحء ٍث٤ْ ػِ٠ ٟـطخ طٔخٍّ ٝحٗ٘طٖ إٔ ،1102-6-31 حلاػ٘٤ٖ حُؼزَ٣ش،" ٛخآٍطْ" ٛل٤لش ًًَص
 ؿخء ُٔخ ٝكوخ حلإَٓحث٤ِ٤ش، حُلِٔط٤٘٤ش حُٔلخٟٝخص حٓظج٘خف ر٘ؤٕ حلأَٓ٣ٌ٢ حُٔوظَف ُوزٍٞ ٗظ٘٤خٛٞ ر٘٤خٓ٤ٖ حلإَٓحث٤ِ٢
 .١حُٔخٝ حَُٜ٘ ٖٓ ػَ٘ حُظخٓغ ك٠ أٝرخٓخ رخٍحى حلأَٓ٣ٌ٢ حَُث٤ْ هطخد ك٠
 ُوخثٚ رؼي ُ٘ظ٘٤خٛٞ حُ٘وٜ٢ حُٔزؼٞع ُٜٓٞٞ آلخم ػٖ حلإٌُظَٝٗ٢ ٓٞهؼٜخ ك٠ أٍٝىطٚ طوَ٣َ ك٢ حُٜل٤لش ٝٗوِض
 حُلٌٞٓش ٍث٤ْ ٓٞهق اُحء أَٓ٣ٌ٤ش أَٓ ه٤زش ٛ٘خى" هُٞٚ ٝحٗ٘طٖ ك٢ حُٔخٟ٢ حلأٓزٞع حلأَٓ٣ٌ٤٤ٖ حُٔٔجُٞ٤ٖ ًزخٍ
 ٓزظٔزَ ك٠ كِٔط٤٘٤ش ريُٝش ٣ؼظَف أٓٔ٢ هَحٍ ٛيٍٝ ىٕٝ ُٝشُِل٤َ حُٔظليس حُٞلا٣خص ٓٔخػ٢ ٣ؼَهَ رؤٗٚ حلإَٓحث٤ِ٤ش
 ."حُٔوزَ
 ٓئطَٔ رؼوي حُلَٗٔ٢ حلاهظَحف ٝلآ٤ٔخ حلأٍٝٝر٤ش حُٔزخىٍحص ُؼَهِش رؤٗٚ ُٜٓٞٞ أرِـٞح حلأَٓ٣ٌ٤٤ٖ إ حُٜل٤لش ٝهخُض
 أٓخّ ػِ٠ حُظلخٝٝ ػِ٠ ٗظ٘٤خٛٞ ٓٞحكوش ٓؼَ ِّٓٔٞ ر٘٠ء حُظويّ حلإَٓحث٤ِ٤٤ٖ ػِ٠ ٣ظؼ٤ٖ رخٍ٣ْ ك٢ ُِٔلاّ ىُٝ٢
 .أٝرخٓخ هطخد رٚ ؿخء حٌُ١ حلأَٓ٣ٌ٢ حُٔوظَف
 ٖٓ ُظلٌ٣َٙ حُؼلاػخء ؿيح ٗظ٘٤خٛٞ ٓغ ٓ٤ِظو٢ ك٤ِٚ ك٤ٔظَ ؿ٤يٝ حلأُٔخٗ٢ حُوخٍؿ٤ش ُٝ٣َ إٔ اُ٠" ٛخآٍطْ" ٝأٗخٍص
 ك٢ هَحٍ ٍٝعٖٓ ُيػْ ٝكَٗٔخ رَ٣طخٗ٤خ ٖٓ ًَ ؿخٗذ اُ٠ أُٔخٗ٤خ ٓظ٠طَ حُيرِٞٓخٓ٠، حُٔؤُم ٌٛح حٓظَٔ ٓخ اًح أٗٚ
 .ٝحلإَٓحث٤ِ٤٤ٖ حُلِٔط٤٘٤٤ٖ ر٤ٖ حُٔلخىػخع لآظج٘خف ًؤٓخّ حلأَٓ٣ٌ٢ رخُٔوظَف ٣وَ حلأٖٓ ٓـِْ
 
  txet ygolonhcet rof yrammus SSTAA .5.B elbaT
 txet lanigirO
 هَ٣زخً  رـِس حَُٔ٣غ حُ٘ض
 طويٓض حٌُ١ حُٔؼيٍ حُٔوظَف ،1102-3-31 حُٔ٘ٔ٢، ٣ٞٓق حُيًظٍٞ حُٔؼِٞٓخص ٝطٌُ٘ٞٞؿ٤خ حلاطٜخلاص ُٝ٣َ حػظٔي
 ٖٓ حػظزخٍح "meertstiB" حُٔزخَٗ حُ٘لخً ػزَ حلاٗظَٗض هيٓش ُظوي٣ْ" طَ رخٍ" حُلِٔط٤٘٤ش حلاطٜخلاص ًَٗش رٚ
  .حُٔٞح١٘٤ٖ ِٜٓلش طلون حُظ٢ حَُ٘ٝ١ أك٠َ اُ٠ حٍُٞٛٞ رؼي حُٔوزَ كِ٣َحٕ ٓطِغ
 رخُزيء حلاطٜخلاص ًَُ٘ش حلإ٣ؼخُ طْ أٗٚ ػ٘ٚ، ٓوشٕ لا٣ٖ إٔٝ كِٔط٤ٖ" َٝٛ ٛلل٢ ر٤خٕ ك٢ حُٔ٘ٔ٢ ٝأٟٝق
 حُٔـظٔؼ٤ش حُوطخػخص ًخكش ٓغ ٝحُظ٘خٍٝ حَُٔ٘ٝع ىٍحٓش ٖٓ حٌُِٔلش حُِـ٘ش حٗظٜخء رؼي ًُٝي كٍٞحً  حَُٔ٘ٝع رظ٘ل٤ٌ
  .حُ٘ؤٕ رٌٜح طٞٛ٤خطٜخ ٝطوي٣ْ
 أًزَ طلو٤ن ػِ٠ أَٜٗ رؼشأٍ حٓظـَهض حُظ٢ ٝحُظ٘خٍٝ حُيٍحٓش كظَس هلاٍ كَٛض حُُٞحٍس إٔ اُ٠ حُٔ٘ٔ٢ ٝأٗخٍ
  .حُويٓش ٌٛٙ ططز٤ن ك٢ حُظَٔع ػٖ ط٘ـْ هي ِٝٓز٤خص ػ٤ٞد أ٣ش ٝطلاك٢ حُٔٞح١٘٤ٖ ُٜخُق حلا٣ـخر٤ش حَُ٘ٝ١ ٖٓ هيٍ
 ٝحُؼخرض حُوِٞ١ ر٘و٤ٜخ حلاطٜخلاص ًَٗش ػِ٠ حَُهخرش ك٢ حُلخػَ ىٍٝٛخ طُٔخٍّ حُُٞحٍس إٔ اُ٠ حُٔ٘ٔ٢ ٝٗزٚ
 B6
 
 طؼَْٟٜ ػيّ ٣٠ٖٔ ٝرٔخ ُِٔٞح١٘٤ٖ حُويٓخص أك٠َ ُ٠ٔخٕ كؼ٤غ رٌَ٘ طٔؼ٠ حُُٞحٍس إٔ" ٓ٠٤لخً  ٝحلاٗظَٗض،
  ."حُويٓخص َُىحءس أٝ ٝحلاكظٌخٍ ُلآظـلاٍ
 ٌٖٓٔ ٝهض أهَ ك٢ حُٔ٘خٍٝحص لاٗـخُ حُيإٝد ٝػِٜٔخ حَُٔ٘ٝع ريٍحٓش حٌُِٔلش حُِـ٘ش رـٜٞى حُٔ٘ٔ٢ ٝأٗخى
 ِٓز٤خص أٝ ٓ٘خًَ أ٣ش ىٕٝ "A.S.B" حُٔزخَٗ ُ٘لخًح ػزَ حلاٗظَٗض هيٓش ُظطز٤ن حُٔٞحٛلخص أك٠َ اُ٠ ٝحٍُٞٛٞ
  .ٓٔظوزلاً  حُٔٞح١ٖ ٜٓ٘خ ٣ُؼخٗ٢ هي
. ّ ٖٓ ًلاٌ  ٝػ٠ٞ٣ش حُلٌٞٓ٢، حُلخٓٞد ػخّ ٓي٣َ ٓيٝم ٜٓ٤َ حُٜٔ٘يّ رَثخٓش ُـ٘ش ًِق حُٔ٘ٔ٢ حُُٞ٣َ إٔ ٣ًٌَ
  .حُُٞحٍس ّٕ ٝآهَ٣ٖ حُظَحه٤ٚ ػخّ ٓي٣َ كٔخى َٓٝحٕ. ّ حُُٞ٣َ، ى٣ٞحٕ ػخّ ٓي٣َ آٔخػ٤َ ؿلاٍ
 ر٘ؤٕ حُٔوظَكخص ُظوي٣ْ ٝحًَُ٘خص حلاٗظَٗض هيٓش ِٝٓٝى١ حُٔيٗ٢ حُٔـظٔغ ٓئٓٔخص ٓٔؼِ٢ ٓغ حُِـ٘ش ٝط٘خٍٝص
 ػِ٤ٚ ٝر٘خء حًَُ٘ش رٜخ حُظِٓض حُظ٢ حُظٞٛ٤خص ٖٓ ػيى اُ٠ ٝهِٜض حلأٓؼخٍ، ٝطول٤ٞ ػخُ٤ش رـٞىس حُويٓش ططز٤ن
  .حُوخىّ ٣ٞٗ٤ٞ ٍحٕكِ١ ٓطِغ ٖٓ حػظزخٍحً  حُويٓش رظطز٤ن حُزيء طوٍَ
 اُ٠ رخُويٓش ٝٛٞلاً  ٓليٝىس ٝطٌِلش ػخُ٤ش رَٔػخص حُظٔظغ ٖٓ ٓ٤ظٌٕٔ٘ٞ حلاٗظَٗض ُٓٔظويٓ٢ إٔ اُ٠ حُٔ٘ٔ٢ ٝأٗخٍ
 .ٓٔ٤ِس ػخُ٤ش ٓٔظٞ٣خص
ؿلاٍ  –َٓٝحٕ كٔخى  –ٜٓ٤َ ٓيٝم  –٣ٞٓق ٓ٘ٔ٢  ytitne emaN
 حٓٔخػ٤َ
  ytitne ecalP
 حٗظَٗض -ٓؼِٞٓخص  طٌُ٘ٞٞؿ٤خ –ًَٗش حطٜخلاص  sdrow yeK
 5 secnetnes yrammus fo rebmuN
 txet yrammuS
 هَ٣زخً  رـِس حَُٔ٣غ حُ٘ض
 طويٓض حٌُ١ حُٔؼيٍ حُٔوظَف ،1102-3-31 حُٔ٘ٔ٢، ٣ٞٓق حُيًظٍٞ حُٔؼِٞٓخص ٝطٌُ٘ٞٞؿ٤خ حلاطٜخلاص ُٝ٣َ حػظٔي
 ٖٓ حػظزخٍح "meertstiB" حُٔزخَٗ ًحُ٘لخ ػزَ حلاٗظَٗض هيٓش ُظوي٣ْ" طَ رخٍ" حُلِٔط٤٘٤ش حلاطٜخلاص ًَٗش رٚ
 .حُٔٞح١٘٤ٖ ِٜٓلش طلون حُظ٢ حَُ٘ٝ١ أك٠َ اُ٠ حٍُٞٛٞ رؼي حُٔوزَ كِ٣َحٕ ٓطِغ
 رخُزيء حلاطٜخلاص ًَُ٘ش حلإ٣ؼخُ طْ أٗٚ ػ٘ٚ، ٗٔوش لا٣ٖ إٔٝ كِٔط٤ٖ" َٝٛ ٛلل٢ ر٤خٕ ك٢ حُٔ٘ٔ٢ ٝأٟٝق
 حُٔـظٔؼ٤ش حُوطخػخص ًخكش ٓغ ٝحُظ٘خٍٝ حَُٔ٘ٝع ىٍحٓش ٖٓ حٌُِٔلش حُِـ٘ش حٗظٜخء رؼي ًُٝي كٍٞحً  حَُٔ٘ٝع رظ٘ل٤ٌ
 .حُ٘ؤٕ رٌٜح طٞٛ٤خطٜخ ٝطوي٣ْ
 ٝحُؼخرض حُوِٞ١ ر٘و٤ٜخ حلاطٜخلاص ًَٗش ػِ٠ حَُهخرش ك٢ حُلخػَ ىٍٝٛخ طُٔخٍّ حُُٞحٍس إٔ اُ٠ حُٔ٘ٔ٢ ٝٗزٚ
 طؼَْٟٜ ػيّ ٣٠ٖٔ ٝرٔخ ُِٔٞح١٘٤ٖ حُويٓخص أك٠َ ُ٠ٔخٕ كؼ٤غ رٌَ٘ طٔؼ٠ حُُٞحٍس إٔ" ٓ٠٤لخً  ٝحلاٗظَٗض،
 ."حُويٓخص َُىحءس أٝ ٝحلاكظٌخٍ ُلآظـلاٍ
 ر٘ؤٕ حُٔوظَكخص ُظوي٣ْ ٝحًَُ٘خص حلاٗظَٗض هيٓش ِٝٓٝى١ حُٔيٗ٢ حُٔـظٔغ ٓئٓٔخص ٓٔؼِ٢ ٓغ حُِـ٘ش ٝط٘خٍٝص
 ػِ٤ٚ ٝر٘خء حًَُ٘ش رٜخ حُظِٓض حُظ٢ حُظٞٛ٤خص ٖٓ ػيى اُ٠ ٝهِٜض حلأٓؼخٍ، ٝطول٤ٞ ػخُ٤ش رـٞىس حُويٓش ططز٤ن
 .حُوخىّ ٣ٞٗ٤ٞ كِ٣َحٕ ٓطِغ ٖٓ حػظزخٍحً  حُويٓش رظطز٤ن حُزيء هٍَص
 اُ٠ رخُويٓش ٝٛٞلاً  ٓليٝىس ٝطٌِلش ػخُ٤ش رَٔػخص حُظٔظغ ٖٓ ٓ٤ظٌٕٔ٘ٞ حلاٗظَٗض ُٓٔظويٓ٢ إٔ اُ٠ حُٔ٘ٔ٢ ٝأٗخٍ
 .ٓٔ٤ِس ػخُ٤ش ٓٔظٞ٣خص
 
 
 
 
