Abstract The tremendous growth of the web-based applications has increased information security vulnerabilities over the Internet. Security administrators use Intrusion-Detection System (IDS) to monitor network traffic and host activities to detect attacks against hosts and network resources. In this paper IDS based on Naı¨ve Bayes classifier is analyzed. The main objective is to enhance IDS performance through preparing the training data set allowing to detect malicious connections that exploit the http service. Results of application are demonstrated and discussed. In the training phase of the proposed IDS, at first a feature selection technique based on Naı¨ve Bayes classifier is used, this technique identifies the most important HTTP traffic features that can be used to detect HTTP attacks. In the testing and running phases proposed IDS classifies the network traffic based on the requested service, then based on the selected features Naı¨ve Bayes classifier is used to analyze the HTTP service based traffic and identifies the HTTP normal connections and attacks. The performance of the IDS is measured through experiments using NSL-KDD data set. The results show that the detection rate of the IDS is about 99%, the false-positive rate is about 1%, and the false-negative rate is about 0.25%; therefore, proposed IDS holds the highest detection rate and the lowest false alarm compared with other leading IDS. In addition, the proposed IDS based on Naı¨ve Bayes is used to classify network connections as a normal or attack. And it holds a high detection rate and a low false alarm.
Introduction
These days, most of the universities, organizations and companies provide their services through a computer network and Internet technologies; therefore, most of their tasks are accomplished using web-based applications. However, the attackers could have exploited the Internet to break into the local network to gain the confidential information or to compromise the network resources. Some security tools such as firewalls, anti-virus software and Intrusion-Detection Systems (IDSs) are used to protect the network and to thwart hackers. IDSs are used to monitor network traffic to detect the intruder network events. Statistical methods are utilized widely in the IDSs since these methods are analytical methods that depend on the probabilistic, and they are considered as the major tools that are coping with uncertain data. Many of these methods are used to enhance the IDS performance; they give a better way to classify network events as normal or as attacks. Bayesian classifier is an example of the statistical methods that are used in IDSs. In the training phase, it computes the conditional probabilities for each of the normal and the attack classes. It uses a training data set that is classified into attack and normal classes. And in the testing and running phase the classifier uses these probabilities to extract the belongings probabilities of different classes; therefore, the unknown network traffic can be classified as the class that supposes maximum value [1, 2] . This means that the running network traffic would be classified as normal or as attack events. In this paper, IDS based on Naı¨ve Bayes classifier is proposed and its performance is tested through practical experiments. The following sections of this paper are organized as follows: the second section summarizes the ideas of the leading IDSs. Section 3 describes the proposed IDSs. The implementations, discussions and experimental results for these IDSs are described and illustrated in Section 4, finally the conclusions and future works are summarized in Section 5.
Related works
In [3] anomaly detection IDS is proposed, it combines kMeans, K-nearest neighbor classifier and Naive Bayes classifier. It selects the important features using an entropy based algorithm, then it applies k-Means in clusters' phase. It is not only able to detect the attacks, but also it can classify them into four types: DOS, U2R, R2L and probe. This system can achieve 98.18% detection rate and 0.83% false-positive rate; however, it may increase the processing time because it executes the k-Means, K-nearest neighbor classifier and Naive Bayes classifier. In addition, the accuracy of classifying the attack types ranges from 92% to 98%. A score-based multi-cycle detection algorithm based on Shiryaev-Roberts procedure is proposed in [4] . Comparing to similar procedures; ShiryaevRoberts procedure is computationally inexpensive in addition it is easy to be practically applied in real time IDS. The target 1  duration  22  is_guest_login  2  protocol_Type  23  count  3  service  24  srv_count  4  flag  25  serror_rate  5  src-bytes  26  srv_serror_rate  6  dst_bytes  27  rerror_rate  7  land  28  srv_error_rate  8  wrong_fragment  29  same_srv_rate  9  urgent  30  diff_srv_rate  10  hot  31  srv_diff_host_rate  11  num_failed_logins  32  dst_host_count  12  logged_in  33  dst_host_srv_count  13  num_compromised  34  dst_host_same_srv_rate  14  root_shell  35  dst_host_diff_srv_rate  15  su_attempted  36  dst_host_same_src_port_rate  16  num_root  37  dst_host_srv_diff_host_rate  17  num_file_creations  38  dst_host_serror_rate  18  num_shells  39  dst_host_srv_serror_rate  19  num_access_files  40  dst_host_rerror_rate  20  num_outbound_cmds  41  dst_host_srv_error_rate  21  is_hot_login of this proposed ID is to identify the attacks as soon as it happened to minimize the detection delays; however, it increases the false alarm rates; therefore, it requires additional filtering technique with high detection accuracy, which it may increase the processing delay. Tree based IDS classification algorithms are evaluated in [5] . Comparing with other IDS; experimental results show that the Random Tree model could achieve detection accuracy equals 97.49%, and its false detection rate is about 2.5%. However, these accuracy and detection rate are still needed to be enhanced. IDS based on integration of Snort and Bayes theorem is proposed to be implemented in the cloud environment [6] . In this IDS, the packets are captured from the network, then Snort checks these captured packets using the signature based detection technique; suspicious packets are stored within the log database; other packets are checked again, based on the behavior Bayesian classifier identifies intrusion packets and normal packets. Intrusion packets are logged in the alert database while normal packets are allowed in the system as legitimate packets. This IDS achieves 96% detection rate and 1.5% false positive rate. As it uses two successive filtering techniques, it may cause processing overhead, which increases delay, however, in my opinion, this delay can be reduced by parallel execution of both filtering techniques using parallel programming. Naive Bayes (NB) classifiers are used in anomaly based IDS [7] ; it is proposed to detect new intrusions to the Internet using the Routing Information Base (RIB) of the Border Gateway Protocol (BGP). Various feature selection algorithms are tested to be used to train the classifiers. These algorithms are: Fisher [8, 9] , minimum redundancy maximum relevance [10] , extended/weighted/multi-class odds ratio and class discriminating measure [11] . The experimental results show that the weighted odds' ratio algorithm is the best feature selection algorithm based on F-score. However, the NB classifiers achieve the best detection accuracy (68.7%) if they are trained based on the multi-class odds ratio feature selection algorithm. In my opinion, the accuracy level of this IDS is low and this is because it depends on limited information (RIB) to select the features that are used to detect the new intrusions. In [12] IDS based on data mining techniques is proposed, it consists of four main modules: k-means clustering, Neuro-fuzzy training, SVM training vector and radial SVM classification modules. K-means clustering technique is used to group input data set into five clusters; these clusters are: one cluster belongs to normal behavior, and the other four clusters belong to four intrusions types. A Neuro-fuzzy classifier is associated for every cluster, and it is trained with the data of the respective cluster. SVM training vector is used to decrease the number of input data set attributes. This task simplifies the classification process and makes it more efficient. Then the data set with reduced attributes is used in radial SVM to detect intrusions. The accuracy of this technique is about 97.5% that are a relatively good accuracy level. The delay can be reduced if the clusters are processed in parallel programming.
The proposed IDSs
The IDS model is described in Fig. 1 ; It consists of three phases: Training, Testing and Running phase. The Training phase is an offline phase; it uses the training data set to train the IDS to identify the normal connections and to detect the attacked connections, the training data set must include adequate information for both normal connections and attacks. The Testing phase is offline phase, during this phase the testing data set that includes normal connections and attacks is fed into the IDS; the performance of the IDS is measured; the high IDS performance indicates high accuracy in detecting the normal connections and attacks. If the level of IDS performance is not accepted, then the IDS must be enhanced, and the training and testing phase are executed again. The sequence of IDS enhancement, training and testing is repeated until reaching the accepted IDS performance. After passing the testing phase the IDS can be used to protect real time network traffic, that is called Running phase. During this phase, the IDS may need to be enhanced to accurately detect the new types of attacks; therefore, the previous steps are repeated starting from the training phase.
Naive Bayes classifier
There are many recent IDSs researches exploits Bayesian theory (Eq. (1)) to classify network traffic as normal or as attack events [1, 2] .
IFF PðC j XÞ > PðC i XÞ;1 i m; i-j ð1Þ Figure 3 The second proposed IDS.
where Class C j 2 Given set of m Classes fC 1 ; C 2 ; C 3 ; . . . . . . . . . . . . ; C m g, X is an unknown data sample and P(X) is constant for each one category. It is sufficient to determine only the numerator term because of P(X) is constant for every 'X'; therefore, Naive Bayes classifier determines Eq. (2) to allocate a sample of unknown X to class C j .
PðC j XÞ ¼ PðX C j ÞPðC j Þ; IFF PðC j XÞ > PðC i XÞ; 1 i m;i-j ð2Þ
To apply a Naive Bayes classifier in IDS; Priori probability P(C j ) can be determined using the training data set in Eq. (3), and if the sample has many attributes, then P(C j ) can be determined using Eq. (4) [2] .
where S j is the training sample size in the class C j , and S is the total number of the training samples.
where A is the set of attributes {A 1 , A 2 , . . .. . .., A k }, in the IDS A is the values of the set of features that characterize the network traffics. Eq. (5) is used to classify records A in the test data set or in the online traffic.
Eq. (5) assigns record A (one network connection) to class C j if the probability of A to belong to C j is the largest probability. The network connections could be classified as normal or as attack events, in this case, there are only two classes: class C 1 and C 2 , and the IDS could classify the connection as normal or attack connection without identifying the type of attack. In addition, the classification process may produce several classes, one class for normal connections and one class for each attack type; therefore, the IDS could identify the type of attack.
The proposed IDS based on Naive Bayes classifier
The proposed IDSs use Naive Bayes equation (Eq. (5)). To classify network traffics as normal or as attacking connections based on their features. Many IDS researchers use the NSL-KDD data set [13] or KDD'99 data set [14] to evaluate their IDSs; data sets include training and testing data. NSL-KDD data set is an improved version of the KDD'99 data set, the NSL-KDD data set is simpler than KDD'99 data set, and it is easier to be used in Wintel platform; therefore, the NSL-KDD data set is used to train and to test the proposed IDS. Both of NSL-KDD and KDD'99 data sets include 41 features of the network connection; these features are listed in Table 1 .
In the training phase, the IDS reads the NSL-KDD training data set, next it applies the Naive Bayes equation to classify the data records into the normal connection or attacks based on their features. Practically, some features are rejected because of they are not positive in class variance; therefore, they are removed from the data set. Naive Bayes classifier is trained another time using the reduced training data set, subsequently the performance of the classifier is measured using the training data set again. If there is any false alarm, subsequently the record causing this alarm are removed from the training data set and the IDS is retrained and the IDS performance is measured, these steps are repeated until the performance reaches 100%, after that the training phase is ended, and the IDS starts the testing phase. The target of the training phase is to select the records from the training data set that accurately classified by the probability distribution. This is to improve the accuracy of the IDS to identify the normal connections and attacks.
In the test phase, the NSL-KDD testing data set is used to measure the accuracy of the using Naive Bayes classifier. In Section 4the practical results show improvement to the performance of the Naive Bayes classifier using the proposed IDS.
The proposed HTTP service based IDS
The proposed HTTP based IDS is shown in Fig. 3 , both training and testing data set are prepared through the classification process. In this process only HTTP traffic is selected; the resultant data sets consist of 38 features, features 2, 3 and 4 text-based features are removed, as shown in Table 1 , these features are protocol, service and flag. All records of HTTP traffic had an identical protocol (TCP) and identical service (HTTP), in addition the attacked HTTP traffic is classified based on an attack type (for example: Neptune or Back attacks). The target of the classification process is creating the best probability distribution that describes each type of HTTP attack; the behavior of attacks is distinctive from one attack to another; therefore, each attack type may be described by specifying the probability distribution that is distinctive from the other attacks' probability distributions. The Naive Bayes classifier uses both testing and training data sets to classify the records of the traffic into the normal connection or attacks, and the types of attacks are identified. Practically, some features are rejected because they are not positive in class variance; therefore, they are removed from the data sets. The performance of the classifier is measured; one feature is removed from both training and testing data sets; the classifier performance is measured another time, if the performance is reduced, then the removed feature is added once again to the data sets, otherwise another feature is removed and its effect on performance is measured. The previous steps are repeated until the effects of all features on the classifier performance are checked. At the end, the proposed IDS identify the most important features that can be used to accurately detect HTTP attacks. As shown in Section 4, 13 features are the most important features that make the performance of the Naive Bayes classifier is about 99%.
The implementation and experimental results of the proposed IDS
The NSL-KDD data set [13] is used to measure the performance of the proposed IDSs. NSL_KDD data set includes 41 features of the network connection; these features are described in Table 1 , and in this research, the performance of IDS based on Naive-Bayes is measured. A Matlab program is implemented to apply Naive-Bayes IDS using The NSL-KDD data set. All features must have a numeric value to be implemented in the Naive-Bayes classifier; however, the features 2,3 and 4 are attribute values; therefore, they must be converted to numeric values before execution of the IDS as shown in lookup Tables 2-4.
The Naive-Bayes classifier is implemented using KDDTrain as training file and KDD-Test as a testing file. During execution of the IDS, the error message indicates that features: 7, 8, 9, 11, 15, 16, 17, 18, 20, 21 and 22 are rejected because they are not positive in class variance; therefore, these features are removed and the number of features is reduced in 30. The experimental results (Confusion Matrix) are shown in Table 5 .
As shown in Table 5 , the performance of the IDS is 63.34% to detect attacks while it is 93.52% to detect normal traffic and the false-positive alarm are 36.66% and false-negative alarms are 6.48%. To measure the effect of the attribute features (2, 3 and 4) they are excluded from the KDD-test data; therefore, the number of features is reduced in 27. The experimental results' confusion matrices for 27 features are shown in Table 6 .
As shown in Tables 5 and 6 , there is no significant difference between the performance of the IDS before and after excluding the attribute features; therefore, in the following experiments, only 27 features are tested.
The First proposed IDS
The detection performance is low as shown in Table 6 , and to improve it, it is proposed to achieve 100% detection rate during the training phase; it means that the training data must be adapted for creating a probability distribution that can be used to detect all intrusions in the training data before applying it to the testing data. As shown in Fig. 2 , this target can be achieved by applying two steps: execute the IDS on the training data as training data and as testing data, identify the connections that cause false alarms to remove it from the training data, and these steps are repeated until no false alarm is generated. Table 7 and Fig. 4 show the result of each step during execution of the first proposed IDS.
Step 0 represents the results using the complete training data set KDD-Train 20% (25,192 records) as training and as testing data set. There are about 12.9% false-negative alarms and 9.6% false-positive alarms. The records that cause these alarms are removed from the data set; therefore, the data set will be reduced to include 22,328 records, then the test is repeated (step 1). After step 1, the detection rates are enhanced, the false-negative is 0.13%, and the false-positive is 99.64%. The test is repeated until the true-positive and true-negative rates reach 100% as shown in step 9. The training phase is finished, and the testing phase is started; the KDD-Train is used as training data set, and KDD-Test is used as the testing data set, the results are shown in step 10 in Table 7 . The false-negative rate is about 24%, and the false-positive rate is 4.61%. As shown in Table 6 before applying the proposed modification, the false-negative rate equals about 37% while the false-positive rate is about 6.64%. Clearly, the false-negative and false-positive rates are Figure 4 The experimental results of the first proposed IDS. Table 7 The experimental results of the first proposed IDS.
Step # of Attack records # of Normal records Total True positive (%) False negative (%) True negative (%) False positive (%) reduced. However, the proposed IDS enhances the detection rate, but more enhancement is required. In the following section, additional solution to enhance the IDS performance is proposed.
The second proposed IDS (HTTP based IDS)
To improve the IDS performance as described in Section 3 it is proposed to apply IDS to each service on separate. In this research, the IDS is applied to HTTP traffic, and the experimental results are shown in Table 8 and Fig. 5 . Table 8 shows the steps of applying the proposed IDS, steps 1-20 are executed in the training phase, and only step 21 is executed in the testing phase. In addition, just one step will be executed in the running phase. In step 0, the HTTP training data set with 38 features are used in both training and testing commands. After each step, the features that cause an error message are excluded (for example, example feature 4, 5, 6, 8, 12
13, 14, 15, 17, 18 and 19 are excluded after step 0). Furthermore, the records that cause FP or FN are excluded (for example, example 344 normal records that cause FP are removed after step 2). After step 20, the FP = 0 and the FN = 0; therefore, the training phase ended and the resultant data set is used as training data set in the testing phase in step 21. The training data set includes only 20 features after training phase. In the testing phase, the testing HTTP data set with the same 20 features is used in testing command to check the performance of the IDS. The FN = 2.73% and the FP = 2.54%, these results show improvement of the FP and FN using classified data set over using unclassified data set (FP = 4.61%, FN = 24.06%). Table 9 and Fig. 6 show the IDS performance results using a full training data set and using the reduced one. The reduced data set did not include the records that cause FP or FN. Clearly after excluding records that cause false alarm the FP is reduced while the FN is increased, in addition reducing the number of features from 27 into 20 features increases FP and reducing FN. The best FN is 0.96% when using the training data set that includes 20 features without excluding any data record. The most important IDS target is to minimize the FN as possible; therefore, it is proposed to use classified training data set without excluding any data record.
The proposed classified HTTP based IDS
The final HTTP based IDS proposal is to do one more classification level and to select a minimum number of features. As shown in Fig. 3 the HTTP training data set is classified based on an attack type, then the most important features that achieve the optimal IDS performances are selected. Table 10 and Fig. 7 shows some experimental results for HTTP Neptune attack, in training phase the optimal IDS performance could be achieved using 12 features, the FN = 0% and the FP = 0.59%. Using the same 12 features in the testing phase could achieve 0% FN and 0.28% FP. The 12 features that Table 1 in feature's description).
Some HTTP based IDS experimental results for Back attack are illustrated in Table 11 and Fig. 8 ; the best IDS performance could be achieved using feature 5 (src-bytes), the FN = 0% and the FP = 0.12%.
Finally, the performance of the proposed HTTP based IDS is measured based on the thirteen features: the twelve features that characterize the Neptune attack and the one feature that characterizes the Back attack (Features 4, 5 and features from 23 to 33). The KDD-Test file includes many types of normal and attack traffics; Table 12 illustrates these traffics. The experimental results are shown in Table 13 and Fig. 9 , the FP = 0.6%, and FN = 0% for Neptune, Back, Portsweep and Saint attacks, while FN = 5% for apache2 attack, the overall detection rate = 98.96%. Please note that the IDS was only trained on Neptune and Back traffic; however, it not only detects 100% of the Neptune and Back attacks, but it also detects 100% of the Portswep and Saint attacks and 95% of appache2 attacks. The proposed IDS is updated by training on the appache2 attack; the performance was enhanced, the TP = 99.75%, TN = 99%, FP = 1%, FN = 0.25% and the detection rate = 99.03%.
Comparing with similar IDSs; the proposed classified HTTP based IDS could achieve a very good detection rate. Table 14 and Fig. 10 show detection rates for the three proposed IDSs and some of similar IDSs.
Conclusions and future works
In this paper, the IDS based on Naive Bayes classifier is analyzed, NSL_KDD data set is used to train and test the IDS, it achieves about 37% FN and 6.6% FP. The first proposal to enhance the IDS performance is preparing the training data set such that it could achieve 100% IDS performance. After applying the IDS for a testing data set, the performance has been improved, the FN is about 24%, and the FP is 4.61%. The target of the second IDS proposal is to improve the performance and to reduce the number of features by selecting only the most important features that characterize each attack type and normal connections, in addition it proposes to classify the data set based on services. In this paper, the IDS aims to detect malicious connections that exploit the HTTP service; therefore, it is categorized as HTTP based IDS. The performance was significantly enhanced, the detection rate = 99.03%, TP = 99.75%, TN = 99%, FP = 1% and FN = 0.25%. While on average, some of the leading IDSs achieve 96% detection rate and 1.5% false-positive rate (see Section 2), therefore; the proposed IDS shows the superiority over similar IDSs.
As a future work, the proposed IDS can be used in the IDS running phase by installing it on a network to protect this network against real time attacks. In addition, the proposed IDS can be applied to other network services such as FTP and IMAP services.
