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Depuis 50 ans, les réseaux de télécommunications mondiaux ba-
sés sur la technologie des fibres optiques sont en constante évolution.
L’augmentation continue du nombre de données à transmettre, en
partie due au développement des échanges via les Protocoles Inter-
net, oblige à améliorer les capacités de transport par fibre tout en
réduisant le coût nécessaire à la transmission d’informations dans
ces systèmes. Ces dernières années, l’explosion du trafic est telle
qu’il est désormais obligatoire de réaliser un saut technologique
dans les capacités de transmission des données pour faire face aux
prévisions d’augmentation de la bande passante. En effet, celle-ci
devrait progresser durant les dix prochaines années pour passer de
quelques dizaines de Gb/s actuellement aux Tb/s. L’évolution des
systèmes de télécommunications de 1990 à nos jours ainsi que les
prévisions jusqu’en 2020 sont présentées en figure 1. On observe
qu’à l’horizon 2020 si une telle évolution se poursuit, il va être néces-
saire d’augmenter par un facteur 10 les débits et l’efficacité spectrale
(caractérise la capacité d’un format de modulation à transmettre un
débit maximum dans une largeur de canal minimale) des systèmes
de télécommunications pour tous les types de transmission fibrée.
(a) (b)
Figure 1 – (a) Historique et prévision de l’évolution des infrastructures télécoms, en
terme de débit par canaux, nombre de canaux, capacité et efficacité spectrale. (b) Débit des
interfaces pour plusieurs types de transmission de données en fonction du temps [1]
2 Introduction
L’introduction de canaux additionnels comme première solution
envisageable ne permettra pas de résoudre la problématique engen-
drée par cette nécessité de capacité supplémentaire [2]. De nouveaux
concepts et des avancées technologiques ont besoin d’être proposés
pour faire face à ce challenge.
Figure 2 – Efficacité spectrale de différents formats de modulation avancés en fonction du
rapport signal sur bruit par bit. La limite de Shannon théorique est dessinée sur ce
graphique [3]
Le débit maximum d’un canal est donné par la formule de Shan-
non ; théoriquement, il a été démontré qu’une limite de la capacité
dans un canal, ayant une largeur spectrale donnée, existe. En traçant
un graphique (figure 2) présentant l’efficacité spectrale de divers
formats de modulation en fonction du taux Signal sur Bruit par bit et
en faisant apparaître la limite de Shannon, on observe qu’il est néces-
saire d’utiliser des formats de modulation à forte efficacité spectrale
afin de se rapprocher du débit maximal du canal. Par conséquent,
une des solutions retenues pour se diriger vers des réseaux à forte
efficacité spectrale et hauts débits consiste à coder l’information à
l’aide de formats de modulation de la lumière plus complexes que la
simple modulation On/Off (OOK). En effet, il est possible d’encoder
une information sur la phase d’un signal (PSK) ou bien en utilisant
plusieurs niveaux d’amplitude (AM) ce qui permet d’obtenir un
signal avec une plus grande efficacité spectrale [1]. La distance de
transmission par fibre de tels signaux s’avère aussi plus longue car
ils occupent un spectre de fréquence réduit moins sujet aux effets
de dispersion ou de non-linéarité. Cependant, comme le montre le
graphique de la figure 2, plus le format de modulation est complexe,
plus il est nécessaire d’augmenter le rapport signal sur bruit ; cette
augmentation entraîne une réduction de la distance maximale de
transmission qui devient limitée par le bruit maximum d’amplifi-
cation. Ainsi avec un signal 4-PSK, il est possible de réaliser des
transmissions sur 1000 km alors qu’avec un signal 16 QAM (Qua-
drature Amplitude Modulation) cette distance maximale passe à
400 km et avec un signal 64 QAM à 143 km [1]. L’utilisation de
tels formats de modulation va donc possiblement engendrer une
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restructuration du réseau de télécommunications afin que la trans-
mission et la détection de ces signaux de modulation soient plus
aisées. C’est donc dans ce contexte que l’industrie d’équipements de
télécommunications envisage de passer à des débits allant de 10 à
100 puis à 1000 Gb/s par canal dans un avenir proche.
Cette mutation du réseau de transport de l’information conduit à in-
nover aussi dans le domaine du composant opto-électronique : pour
réduire le coût par bit transmis, il est nécessaire de réaliser des trans-
metteurs opto-électroniques moins chers, plus petits, consommant
moins d’énergie et générant plus de bits par seconde. Actuellement
la génération de ce type de formats de modulation complexes passe
par l’utilisation de Modulateurs Mach-Zehnder (MZM) basés sur
la technologie Niobate de Lithium (LiNbO3). Malgré les avantages
de cette technologie tels que la disponibilité du matériau, son ex-
cellente transparence aux longueurs d’onde télécoms et leur faible
roll-off à haute fréquence permettant un fonctionnement au-delà
des bandes passantes nominales (typiquement 20 Ghz), les com-
posants en LiNbO3 sont de grande taille, ont une forte empreinte
environnementale du fait de la quantité de matériel utilisée durant
leur réalisation et possèdent des fortes tensions de contrôle et de
modulation [4]. Leur évolution vers des débits plus élevés que ceux
actuels et des formats plus complexes ne pourra pas s’effectuer sans
une augmentation drastique de leur coût. De plus, ils ne sont pas
intégrables avec des lasers à semi-conducteurs et la réalisation de
Circuits Photoniques Intégrés (PIC) et hybrides basés sur cette tech-
nologie n’est pas aisée. Par conséquent, d’autres solutions doivent
être étudiées pour permettre une évolution du réseau de transport
de l’information qui nécessite une réduction de taille, de coût et
de consommation énergétique des composants opto-électroniques
ainsi que la génération de formats de modulation à forte efficacité
spectrale.
L’intégration monolithique de diverses fonctions optiques dans un
unique Circuit Photonique Intégré est une des voies envisagées pour
aller dans ce sens. Aujourd’hui, les semi-conducteurs III-V sur sub-
strat InP (Phosphure d’Indium) sont les seuls matériaux à partir
desquels il est possible de réaliser sur de très petites dimensions (de
l’ordre de quelques mm2) un grand nombre de fonctions optiques
aussi bien actives (Laser, Modulateur, Amplificateur,...) que passives
(Guidage, division/recombinaison de faisceaux...) aux longueurs
d’onde du réseau télécom avec peu de pertes optiques. Actuellement,
un simple circuit photonique intégrant un laser à rétroaction distri-
buée (laser DFB) et un Modulateur à Electro-Absorption (EAM) est
disponible sur le marché des télécommunications sous le nom de
Laser et Modulateur à Electro-Absorption Intégré (EML). Il est large-
ment utilisé pour les liaisons OOK binaires à 10 Gb/s, est compétitif
pour les applications low-cost à 40 Gb/s et propose une solution
pour les systèmes à quatre longueurs d’onde 4x25 Gb/s. L’EML est à
ce jour l’unique PIC sur InP ayant trouvé un large succès industriel.
4 Introduction
Le but de la présente thèse consiste à étudier puis réaliser deux
sources photoniques intégrées sur InP se basant sur la technolo-
gie innovante des EAMs pour générer des formats de modulation
complexes et permettant d’obtenir des débits élevés (de l’ordre
du Térabit/s pour une des sources) aux longueurs d’onde de té-
lécommunications (autour de λ = 1,55 µm). De tels transmetteurs
optiques à hauts débits pourraient s’intégrer dans des infrastruc-
tures de transmission qui vont s’adresser en particulier à différents
secteurs d’activités connexes dont :
1. Les réseaux télécoms : explosion des transmissions de données via
réseau internet (triple play : données + voix + vidéo) dopées par
les nouveaux services tels que TV-HD, TV interactive, le marché
des jeux interactifs en ligne, et plus généralement l’ensemble
des services interactifs présents et à venir (du Web 2.0 vers le
Web 3.0 et ces « domaines virtuels » HD-3D).
2. Les réseaux d’échange massif de données (réseaux d’entreprise et aca-
démique) : par exemple, les unités de stockage d’information
(datacenter), les réseaux d’échanges scientifiques (connections
entre pôles de recherche : universitaires ou projets internatio-
naux de type Cern, Iter...) ou les systèmes de calcul distribué.
3. Les réseaux de connexion locaux de routeurs et/ou d’ordinateurs de
type Ethernet : du 100-Gigabits Ethernet aux Térabits Ethernet.
Ces transmetteurs seront composés de nombreuses fonctions
optiques (émission de lumière à 1,55 µm, division/recombinaison
de faisceaux, modulation de l’intensité de la lumière par électro-
absorption, gestion de la phase optique, amplification de la lu-
mière,...) qui seront intégrées monolithiquement sur substrat InP.
Ce rapport s’articulera autour de cinq chapitres décrivant les dif-
férentes phases ayant mené à la fabrication de ces deux circuits
photoniques intégrés :
Le chapitre 1 décrira le contexte actuel des télécommunications
et présentera en détail les systèmes de transmission optique utilisés
dans ce domaine. Les principaux formats de modulation qui y sont
utilisés et leurs caractéristiques seront rappelés et comparés. Une
revue des différentes méthodes de génération de signaux avancés
sera effectuée afin de montrer les tendances existantes.
Dans le chapitre 2, nous expliquerons les raisons de notre choix de
l’InP et de ses composés semi-conducteurs comme base pour notre
intégration monolithique de diverses fonctions optiques. Quelques
fonctions opto-électroniques pouvant être intégrées sur ces maté-
riaux seront présentées et les méthodes pour les fabriquer et les
interconnecter sur un même substrat seront étudiées.
Nous analyserons en détail au cours du chapitre 3 les étapes de
conception de nos deux circuits d’étude qui ont mené à des architec-
tures spécifiques et innovantes pour répondre aux problématiques
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posées. Les paramètres importants de conception seront mis en avant.
Après avoir présenté succinctement les différentes étapes pouvant
composer un processus de micro-fabrication, nous détaillerons la
succession d’étapes que nous avons utilisées et mises au point afin
de réaliser nos circuits photoniques.
Du fait de l’architecture de nos composants et des spécificités du
processus de réalisation, certaines optimisations des zones passives
ont été nécessaires comme le montrera le chapitre 4. Ces optimisa-
tions sont principalement liées à la réduction des pertes optiques.
L’utilisation d’une méthode de mesure par réflectométrie spécifique
nous a permis de les mettre au point.
Le chapitre 5 conclura cette thèse en relatant les caractérisations
que nous avons réalisées sur nos deux transmetteurs afin d’étudier
le fonctionnement et les performances des différents composants
les constituant. Suite à ces mesures, des améliorations possibles du
design seront proposées et les perspectives futures pour ces deux
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Ce chapitre va introduire les différents formats de modulation pou-vant être utilisés pour encoder une information sur un signal
lumineux ainsi que les dispositifs capables de générer ces modula-
tions.

1.1. Les systèmes de transmission 9
1.1 Les systèmes de transmission
Aujourd’hui, dans le secteur de l’information de nombreuses tech-
nologies de télécommunications sont utilisées afin de répondre, avec
le meilleur rapport efficacité/coût, au large panel de demandes de
bandes passantes nécessaires aux différentes applications supportées
par ce secteur : Internet à haut débit, systèmes de télédiffusion multi-
média, téléphonie et échange de données mobiles, cloud computing,
stockage distant, réseau d’information à haute capacité, . . . Ces tech-
nologies sont présentées et comparées sur la figure 1.1 en se basant
sur la « distance de transmission sans régénération » : cela corres-
pond à la distance pouvant être atteinte par un signal sans effectuer
de détection et de retransmission de l’information le long du chemin
de propagation.
Figure 1.1 – Distance de transmission sans régénération en fonction du débit de données
pour plusieurs technologies de télécommunications filaires et sans fil [5]
Comme le montre la figure 1.1, les communications optiques par
fibre peuvent permettre la transmission de large quantité d’informa-
tions à des débits élevés du fait de leur bande passante colossale
(plusieurs dizaines de Térahertz) et ce sur de longues distances. A
titre d’exemple, des scientifiques allemands ont été capables, en se
basant sur la technique de multiplexage par répartition orthogonale
des fréquences (OFDM), de transmettre 26 Térabits par seconde de
données sur une fibre de 50 km avec un laser unique [6]. Les records
actuels de transmission (basés sur le facteur de qualité capacité x
distance) sont détenus par une équipe de Alcatel-Lucent/Draka et
une équipe de Subcom qui ont réussi respectivement à transmettre
96 canaux à 100 Gb/s sur une distance de 11680 km [7] et 198 canaux
à 100 Gb/s sur une distance de 6860 km [8].
De telles distances de transmission sont atteignables du fait des
faibles pertes de propagation optique (0,2 dB/km au plus bas sur la
figure 1.2) que les fibres optiques entraînent pour un signal lumineux.
Sur cette figure, on remarque qu’il existe deux fenêtres optimales de
transmission de part et d’autre du pic d’absorption de l’eau :
– La première fenêtre se situe autour de 1,3 µm et correspond au
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minimum de dispersion chromatique dans une fibre optique
monomode (dite SMF),
– la seconde fenêtre (constituant les bandes de transmission C
et L) se situe autour de 1,55 µm et correspond au minimum
d’atténuation dans une fibre optique monomode ainsi qu’au
maximum d’efficacité des amplificateurs à fibre optique dopée
erbium (EDFA).
λ (nm) 
Figure 1.2 – Atténuation des fibres optiques standards en fonction de la longueur d’onde
[9]
Les systèmes de transmission optique sont classés selon plusieurs
catégories en fonction des distances de transmission qu’ils réalisent.
Ces catégories sont données dans le tableau 1.1 et sont représentées
















Table 1.1 – Classification des systèmes de transmission optique [10]
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Figure 1.3 – Architecture des réseaux de transmission optique [10]
Les différents systèmes de transmission de données présentés sur
la figure 1.1 utilisent un support comme la fibre optique, un câble
cuivré, un canal radioélectrique, . . . afin de véhiculer des signaux
numériques contenant l’information entre une source et un destina-
taire. Leur tâche est de réaliser cette transmission avec la plus grande
fiabilité possible. Un schéma des fonctions principales d’un système
de transmission est donné en figure 1.4 :
Source Codeur Modulateur 
CANAL 




Figure 1.4 – Schéma d’un système de transmission numérique [11]
Un système de transmission est généralement constitué des diffé-
rents éléments suivants :
La source qui correspond à l’information à transmettre.
Le codeur qui peut être composé de deux parties :
– Le codage de source qui associe à l’information une suite
d’éléments binaires et qui a la possibilité de comprimer la
suite d’éléments binaires en supprimant des éléments non
essentiels.
– Le codage de canal qui lutte contre les effets du canal (bruit,
perturbation) en introduisant des bits de redondance dans
la suite binaire qui autorisent éventuellement une correc-
tion d’erreurs lors de la réception. Il est nécessaire qu’un
compromis soit fait à cette étape entre le débit et le pouvoir
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de correction du système ; ce choix est fait en fonction de
l’application visée.
Le modulateur qui permet d’adapter le spectre du signal à celui du
canal sur lequel il sera transmis.
Le canal de transmission qui achemine l’information et qui relie la
source au destinataire. Il peut être constitué par plusieurs sup-
ports physiques (fibre optique, un câble cuivré, une porteuse
radioélectrique, CD, . . . )
Le bruit qui s’ajoute au signal transmis et le détériore. Il peut pro-
venir de multiples sources : effets indésirables lors de la propa-
gation, brouillage, bruits des équipements, . . .
Le démodulateur et le décodeur qui réalisent les fonctions inverses
respectivement du modulateur et du codeur. On peut leur
ajouter un égaliseur-régénérateur qui lutte contre les effets du
canal de transmission pour augmenter la qualité du signal reçu
et le débit.
Le destinataire qui peut retrouver l’information transmise.
1.2 Les formats de modulation et le multiplexage
Comme vu précédemment, pour adapter le signal à émettre au
canal de transmission il est nécessaire d’appliquer une modulation
à une onde porteuse. D’après la théorie du signal [12], une onde
porteuse possède la forme suivante :
S(t) = A · cos(2pi f · t + φ) (1.1)
où A est son amplitude, f sa fréquence, φ sa phase et t le temps.
L’adaptation du signal au canal de transmission par l’intermédiaire
d’une modulation de la porteuse ne pourra donc s’effectuer que
par la modification d’une ou plusieurs de ces variables. Concernant
les transmissions par fibre, la porteuse est un signal lumineux qui
possède un état de polarisation. Il sera aussi possible de modifier cet
état afin de réaliser une modulation en terme de polarisation.
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1.2.1 Caractéristiques principales d’un format de modulation
Actuellement, de très nombreux systèmes de transmission d’infor-
mations sont déployés de par le monde, chacun avec leurs avantages
et leurs inconvénients, utilisant des technologies et des formats de
modulation spécifiques. Les définitions suivantes concernent les pa-
ramètres importants utilisés pour caractériser et pour comparer ces
systèmes :
– Symbole et alphabet : Lors de la modulation, l’information est
transmise en faisant varier un état de l’onde porteuse qui peut
prendre M valeurs. L’ensemble de ces valeurs M est appelé
alphabet et chaque élément de cet alphabet est appelé symbole.
Pour un alphabet de taille M, le symbole est dit M-aire (par
exemple si M=2, on dit que le symbole est binaire). Un symbole
peut être réel ou complexe. Lors de la modulation M-aire, on
pourra associer un symbole de n digits binaires à un état de
modulation. Le nombre total d’états (et donc de symboles M-
aire) sera égale à 2n et chaque symbole M-aire de cet alphabet
véhiculera l’équivalent de n = log2M bits.
– Rapidité de modulation : Le nombre de variations d’états par
seconde de l’onde porteuse lors de la modification simulta-
née d’un ou plusieurs de ses paramètres (variation de phase,
d’amplitude, de fréquence,. . . ) définira la rapidité de modula-
tion R = 1T qui s’exprime en bauds, et où T est la durée d’un
symbole en seconde.
– Débit binaire : Les symboles étant constitués de n bits, on définit,
de la même manière que précédemment, le débit binaire D
comme étant le nombre de bits transmis par seconde. Le débit
binaire D = 1Tb s’exprime en bits par seconde avec Tb la durée
d’un bit. Etant donné qu’un symbole est constitué de n bits,
on a la relation T = nTb et donc D = nR ; le débit binaire sera
toujours égal (dans le cas d’une source binaire) ou supérieur à
la rapidité de modulation.
– Le taux d’erreur par bit transmis correspond au nombre de bits
erronés divisés par le nombre total de bits transmis durant
l’intervalle de temps d’étude. Cette valeur nous informe sur la
qualité d’un système de transmission. Elle est fonction de la
technique et du canal de transmission utilisés.
– L’occupation spectrale évalue la largeur occupée par le signal
transmis dans le spectre optique. La connaissance de cette
valeur permet d’optimiser l’utilisation de la bande passante du
canal de transmission.
– L’efficacité spectrale d’un signal modulé donne le nombre de
bits utiles qu’il transmet par seconde et par Hertz. Elle se
définit par le paramètre η = DB où D est le débit binaire,
B la largeur de bande occupée par le signal modulé et s’ex-
prime en bit/seconde/Hertz. Pour une modulation utilisant
des symboles M-aires , lorsque M > 2 (on qualifie générale-
ment ce genre de modulation de multi-niveaux), on obtient :
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η = 1T·B log2M bit/s/Hz. Ainsi, plus le nombre de bits n par
symbole augmente, plus l’efficacité spectrale à débit et canal
constants augmente. Mais cela entraîne une diminution de la to-
lérance au bruit en contrepartie. On observe une diminution de
la rapidité de modulation à débit constant lors de l’utilisation
de modulations multi-niveaux ce qui est bénéfique en présence
de distorsions dispersives de signaux lors de la transmission.
De plus, cela permet d’utiliser des composants électroniques et
opto-électroniques moins rapides et donc moins coûteux (mais
plus complexes). Afin de répondre aux demandes croissantes
en capacité de transmission, il est obligatoire d’utiliser de plus
en plus de formats de modulation à forte efficacité spectrale.
– Constellation optique : Dans le cas des modulations de phase ou
d’amplitude, la théorie du signal statue que le signal modulé
peut s’écrire [13] : m(t) = Re[α(t) · ej(ωt+φ)] où f = ω2pi et φ
sont des caractéristiques de l’onde porteuse de la modulation
tandis que α(t) provient du signal modulant. Il est possible
de faire apparaître une amplitude complexe du signal mo-
dulé, α(t) · ejφ = x(t) + jy(t), qui peut être représentée par un
point dans le plan complexe. On associe un point à chaque
état de modulation et l’ensemble de ces points représentés
dans le domaine complexe est appelé constellation. x et y sont
souvent notés I et Q (respectivement « In phase » et « in Qua-
drature »). La distance à l’origine d’un point de la constellation
sera proportionnelle à la racine carrée de l’énergie nécessaire à
l’émission du symbole considéré. Son angle par rapport à l’axe
des abscisses donnera la phase correspondante au symbole.
On cherchera à rapprocher au maximum les points du centre
de la constellation afin de minimiser l’énergie nécessaire à la
transmission. Cependant, pour différencier deux symboles, il
est nécessaire d’avoir une distance minimale entre ceux-ci, et ce
afin que la probabilité d’erreurs soit la plus faible possible. En
augmentant l’efficacité spectrale (et donc le nombre de points
de la constellation) et/ou en diminuant leur distance par rap-
port à l’origine de la constellation, on risque de rapprocher les
points jusqu’à ce qu’ils ne puissent plus se distinguer les uns
des autres : il est donc nécessaire de faire un compromis sur
ces différents aspects.
– Diagramme de l’œil : ce type d’oscillogramme est obtenu par
la superposition, pendant un temps défini, des combinaisons
possibles pour passer entre les différents niveaux logiques du
signal modulé, comme montré sur la figure 1.5. Le diagramme
de l’œil permet d’analyser la forme du signal modulé pour les
différents états et évalue différents critères de performances
du signal modulé. Ainsi l’ouverture de l’œil mesure le bruit
ajouté au signal, la largeur du trait de l’œil indique la pré-
sence d’Interférences Inter Symbole (ISI), le dépassement de
la valeur nominale et l’inertie du signal traduisent une pos-
sible distorsion, et enfin la largeur de l’œil mesure l’efficacité
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de synchronisation et la présence d’un décalage éventuel à la












Figure 1.5 – Exemple de diagramme de l’œil usuel
L’ensemble de ces caractéristiques permet de comparer efficace-
ment différents systèmes de transmission et les formats de modula-
tion qu’ils utilisent. Il est bien sûr nécessaire de prendre également en
compte la complexité et le coût des éléments émetteurs et récepteurs
du système.
1.2.2 Le multiplexage
Une fois le signal modulé, il est alors possible de l’émettre et de
le propager sur un canal de transmission. Afin de tirer pleinement
profit du canal, la technique dite de multiplexage est utilisée afin
de transmettre plusieurs informations indépendantes sur le même
support de propagation [14]. On dit alors que chaque transmission
utilise une voie sur le canal. Il existe plusieurs types de multiplexage
[15] :
– Le multiplexage en temps : nommé TDM (Time Division Multi-
plexing), il consiste à diviser la bande passante en un certain
nombre d’intervalles de temps fixes consacrés chacun à la trans-
mission d’une des voies. En plaçant les différentes voies dans
des intervalles de temps consécutifs, on crée une trame dans
laquelle chaque information est repérée par la place qu’elle
occupe. Un intervalle de temps de synchronisation est uti-
lisé généralement pour assurer une réception correcte de la
bonne voie par chaque destinataire. En fonction des applica-
tions, différentes techniques d’assignation des intervalles de
temps existent.
– Le multiplexage en fréquence : dans ce multiplexage, chaque in-
formation est modulée sur une fréquence porteuse qui lui
est propre. En tenant compte de l’élargissement spectral du
signal modulé, un espacement de fréquence entre les diffé-
rentes porteuses peut être défini et il sera ensuite possible de
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les superposer sur le même canal. Du côté de la réception,
chaque porteuse pourra être séparée par un filtrage ou une
démodulation synchrone. Si l’espacement de fréquence entre
les différentes porteuses est choisi de manière à ce qu’aucun
des signaux modulés ne se superpose, on parle généralement
d’Orthogonal Frequency-Division Multiplexing (OFDM). S’il
est choisi pour que les différents signaux modulés se super-
posent afin d’optimiser l’utilisation du spectre disponible, on
parle alors de Wavelength Division Multiplexing (WDM). La
figure 1.6 permet de visualiser les différences existantes entre
les multiplexages OFDM, WDM et TDM.
– Le multiplexage en polarisation : dans les télécommunications
optiques, une onde lumineuse est utilisée pour transporter le
signal modulé. Comme toute onde lumineuse, celle-ci possède
un état de polarisation. En encodant deux signaux différents
sur les deux états orthogonaux de polarisation de la lumière
(nommés polarisation X et Y généralement) et en les recombi-
nant, un multiplexage en polarisation (PM) peut être généré.
– Le multiplexage en code : cette technique nommée Code Division
Multiple Acces (CDMA) fait appel au principe de « modulation
à spectre étalé » ou « spread-spectrum » [14]. En multipliant
le signal par une séquence binaire pseudo-aléatoire à un dé-
bit plus élevé, le spectre du signal s’étale. Par conséquent, si
chaque émetteur utilise une séquence binaire pseudo-aléatoire
non corrélée avec les autres, on peut transmettre plusieurs in-
formations en même temps dans la même bande de fréquence.
Côté réception, en corrélant le signal reçu avec la séquence
binaire pseudo-aléatoire de l’utilisateur souhaité, il est possible
de séparer les signaux et d’extraire le bon signal. Les autres
signaux ayant leur spectre étalé apparaissent comme du bruit.
Figure 1.6 – Comparaison entre les schémas de multiplexage a) TDM b) WDM et c)
OFDM [6]
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1.2.3 Formats de modulation usuels
Suivant la méthode de modification des paramètres de trans-
mission, de nombreux formats de modulation et schémas de multi-
plexage différents peuvent être produits, comme le montre la figure
1.7. Elle référence les principaux formats de modulation utilisés
aujourd’hui dans les télécommunications optiques.
Figure 1.7 – Classification des plus importants formats de modulation et schémas de
multiplexage utilisés dans les communications optiques aujourd’hui [15]
Dans les paragraphes suivants nous détaillerons certains formats
de modulation utilisés communément dans les systèmes de télécom-
munications. Il ne s’agit pas d’une liste exhaustive des formats de
modulation existants mais une présentation des formats jugés inté-
ressants dans le domaine des transmissions optiques actuellement.
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1.2.4 Modulation d’amplitude
1.2.4.1 Modulation NRZ-OOK : Non Return to Zero On/Off Keying (ou modu-
lation tout ou rien sans retour à zéro)
Il s’agit de la méthode la plus simple pour générer une mo-
dulation optique. Cette modulation binaire possède deux états de
modulation : généralement, en optique l’état « haut - 1 » se traduit
par le maximum d’intensité du signal optique et l’état « bas - 0 »
par un minimum d’intensité du signal. Il n’existe pas d’état inter-
médiaire. Ce codage est très simple à mettre en œuvre, il suffit par
exemple d’alimenter une diode laser et de la moduler avec le signal
électrique à deux états directement. L’extinction du faisceau laser
correspondra au niveau bas et son émission au niveau haut. Cepen-
dant ce code peut engendrer des erreurs d’interprétation si les états
entre l’émission et la réception sont inversés. De plus, la modulation
NRZ ne possédant pas d’état intermédiaire, il peut s’avérer diffi-
cile de synchroniser l’émission et la transmission, et de réaliser une
récupération d’horloge.























Figure 1.8 – (a) Intensité et phase en fonction de l’information à encoder, (b) Spectre
optique, diagramme de l’œil et (c) constellation d’un signal NRZ
La figure 1.8 présente quelques caractéristiques « idéalisées »
(obtenues par simulation) d’un signal OOK-NRZ : intensité et phase
optique du signal modulé en fonction des bits encodés, spectre
optique (puissance optique en fonction de la fréquence), diagramme
de l’œil et constellation. Sur la figure 1.8(b), on observe que le spectre
optique est constitué d’une portion continue qui reflète la forme des
pulses d’information NRZ individuels et d’une forte composante
discrète à la longueur d’onde de la porteuse.
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1.2.4.2 Modulation RZ-OOK : Return to Zero On/Off Keying (ou modulation
tout ou rien avec retour à zéro)
Cette modulation est très proche de la modulation NRZ-OOK.
Bien qu’elle possède deux états, le signal tombe à l’état bas entre deux
bits successifs, comme le montre la figure 1.9(a), même dans le cas
d’une succession de 1 ou de 0. Cette modulation devient ainsi auto-
synchronisée (pas de nécessité de transmettre un signal d’horloge
en plus du signal modulé pour synchroniser le transmetteur et le
récepteur) et permet de s’affranchir de certains inconvénients d’un
signal NRZ. Cette modulation peut être obtenue électroniquement en
générant directement le signal RZ électrique ou bien par voie optique
en ajoutant un hacheur de pulses (un modulateur d’intensité optique
contrôlé par la fréquence d’horloge) à un générateur optique de
signal NRZ. Ceci rend donc cette modulation un peu plus complexe
à générer qu’une modulation NRZ.























Figure 1.9 – (a) Intensité et phase en fonction de l’information à encoder, (b) Spectre
optique, diagramme de l’œil et (c) constellation d’un signal RZ
L’impact du retour à zéro entre deux bits dans la modulation RZ
est visible sur le spectre optique et le diagramme de l’œil de la figure
1.9(b) ; néanmoins on observe que la constellation (figure 1.9(c)) n’est
pas modifiée par rapport à celle d’un signal NRZ. De nombreuses
recherches [16, 17, 18] ont comparé des signaux RZ et des signaux
NRZ dans le cadre de transmissions fibrées afin de connaître les
avantages et inconvénients de chaque format et de démontrer la
supériorité de l’un sur l’autre.
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1.2.4.3 Modulation CSRZ : Carrier Suppressed Return to Zero (ou modulation
à porteuse supprimée avec retour à zéro)
C’est un format de modulation pseudo multi-niveaux pour lequel
l’intensité du signal tombe à zéro entre deux bits successifs (comme
pour le RZ) et la phase du signal prend la valeur 0 ou pi entre deux
bits successifs, comme le montre la figure 1.10(a). Ainsi, suite à cette
inversion alternative de phase, le champ optique de la moitié des
bits a en moyenne un signe positif alors que l’autre moitié a un signe
négatif. Il en résulte une enveloppe du champ optique nulle ce qui
a pour conséquence de faire disparaître la porteuse à la fréquence
optique centrale [5].
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Figure 1.10 – (a) Intensité et phase en fonction de l’information à encoder, (b) Spectre
optique, diagramme de l’œil et (c) constellation d’un signal CSRZ
Le format CSRZ est considéré comme ayant une meilleure tolé-
rance aux effets non linéaires des fibres (auto-modulation de phase
et mélange à 4 ondes principalement) et à la dispersion chromatique
[19] :
– Vu que les phases optiques du signal CSRZ sont périodiques à
la moitié de la rapidité de modulation R, on observe l’appari-
tion de composantes discrètes à ±R/2 sur le spectre optique
(cf. figure 1.10(b)). De plus, le signal CSRZ occupe une largeur
de bande spectrale plus étroite d’un facteur 3/4 que le signal
RZ équivalent. Ces deux caractéristiques de la modulation
CSRZ augmentent sa tolérance à la dispersion chromatique
et permettent d’appliquer une compensation de dispersion
chromatique plus efficacement que pour un signal RZ [20, 21].
– Concernant la meilleure résistance aux effets non-linéaires,
dans un signal CSRZ, vu que la porteuse est supprimée, une
1.2. Les formats de modulation et le multiplexage 21
quantité équivalente d’informations à un signal RZ sera trans-
mise dans la fibre mais pour une puissance optique moindre.
Etant donné que dans une fibre optique les effets non linéaires
augmentent avec l’intensité de l’onde qui s’y propage [22],
avec une modulation CSRZ les pénalités induites par ces effets
seront moins prononcées.
Par conséquent, un signal CSRZ pourra se propager sur une plus
longue distance avec une dégradation du signal plus faible que pour
un signal RZ.
1.2.4.4 Modulation M-ASK : M-Amplitude Shift Keying (ou modulation à am-
plitude d’ordre supérieur)
Il s’agit de formats de modulation d’amplitude pure où le nombre
d’états (et donc de niveaux d’amplitude) est supérieur à 2. Certaines
caractéristiques pour un signal 4-ASK sont présentées sur la figure
1.11.















Figure 1.11 – (a) Intensité et phase en fonction de l’information à encoder, (b)
constellation et diagramme de l’œil d’un signal 4-ASK
Ces deux figures montrent que les contraintes en performances
(distance entre les niveaux de modulation générés, bruit, . . . ) sont
élevées sur les dispositifs opto-électroniques utilisés pour générer
de tels formats de modulation afin de bien distinguer les différents
niveaux/symboles les uns des autres.
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1.2.5 Modulation de Phase
Contrairement aux modulations d’amplitude pure où les points
des constellations se trouvent sur l’axe des réels, pour les formats
de modulation de phase pure, les points des constellations seront
situés sur un cercle.
1.2.5.1 Modulation BPSK : Binary Phase Shift Keying
Aussi nommée 2-PSK, il s’agit du format de modulation de phase
le plus simple : dans cette modulation binaire, les deux états sur
lesquels l’information est codée, sont en opposition de phase et
l’amplitude de la porteuse n’est pas modifiée, comme le montre la
figure 1.12.























Figure 1.12 – (a) Intensité et phase en fonction de l’information à encoder, (b) Spectre
optique, diagramme de l’œil et (c) constellation d’un signal BPSK
Sur la constellation 1.12(c), les deux états sont positionnés sur
l’axe des réels par convention : la valeur absolue en phase des deux
états importe peu à partir du moment où ils sont en opposition de
phase. En effet, lors de la propagation dans une fibre optique, la
phase de la porteuse évolue et la constellation effectue des rotations
par rapport à son centre. Cette modulation est la plus robuste de
toutes les modulations PSK étant donné qu’un haut niveau de bruit
ou de distorsion est nécessaire pour que le détecteur réalise une
décision incorrecte. C’est ce qui peut la rendre plus intéressante
qu’une modulation OOK. Cependant, la réception du signal est plus
complexe car il est nécessaire de récupérer la phase de la porteuse.
Dans le cas de la modulation BPSK, étant donné que dans une
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fibre optique la phase de la porteuse varie au court de la propa-
gation, le démodulateur est incapable de dire quel état du signal
correspond à tel point de la constellation. Pour remédier à ce pro-
blème, l’information est souvent encodée différentiellement avant
la modulation. Pour ce faire, les données sont encodées non pas
dans l’écart de phase avec la porteuse, dont la phase absolue n’est
pas récupérable facilement, mais dans l’écart de phase par rapport
à l’état précédent. On nomme DPSK (pour Differential Phase Shift
Keying) cette variante de la modulation BPSK.
La constellation et le diagramme de l’oeil d’un signal DPSK ne
diffèrent pas de ceux d’un signal BPSK, seule la façon d’encoder
l’information sur la phase est modifiée (cf. figure 1.13).






Figure 1.13 – Intensité et phase en fonction de l’information à encoder d’un signal DPSK
Cette modulation est donc plus simple à décoder par le récepteur
qu’une modulation BPSK. Cependant, elle est plus sensible au bruit
étant donnée qu’elle utilise le bit précédent comme référence.
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1.2.5.2 Modulation QPSK : Quadrature Phase Shift Keying
Afin d’augmenter le nombre de bits par symbole et donc le
débit atteignable par une modulation PSK, il est possible de coder
l’information sur un nombre d’états supérieurs à 2. Par exemple, le
format QPSK, présenté sur la figure 1.14, permet de coder des datas
sur 4 états de phases, chacun étant distant de 90◦ par rapport à son
plus proche voisin, comme le montre la constellation 1.14(c). Les
valeurs absolues des différents états de modulation sur cette figure
ont été prises par convention égales à 0, pi/2, pi et 3pi/2.































Figure 1.14 – (a) Intensité et phase en fonction de l’information à encoder, (b) Spectre
optique, diagramme de l’œil du contributeur I et (c) constellation d’un signal QPSK
En contrepartie de l’augmentation potentielle de débit par rap-
port à un signal BPSK, un signal QPSK sera plus sensible au bruit
et aux erreurs étant donné que les symboles de sa constellation
sont plus proches que dans celle d’un signal BPSK. De la même
manière que pour un signal BPSK où on peut coder différentielle-
ment l’information pour produire un signal DPSK, un encodage
différentiel peut être effectué pour avoir un signal DQPSK. Ce
dernier format est celui qui a reçu le plus d’attention dans le do-
maine des communications optiques durant les 10 dernières années
[23, 24, 25, 26, 27, 28, 29, 30, 31].
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1.2.6 Modulation d’amplitude et de phase
1.2.6.1 Modulation QAM : Quadrature Amplitude Modulation
Il est possible de combiner la modulation d’amplitude ASK et de
phase PSK afin de multiplier le nombre d’états et par conséquent le
nombre de bits par symbole. Ce type de modulation est appelé QAM.
La modulation QPSK est parfois assimilée à une modulation 4-QAM.
La figure 1.15 donne les propriétés d’une modulation QAM à 16 états
(16-QAM) qui est une des modulations les plus étudiées ces dernières

































Figure 1.15 – (a) Intensité et phase en fonction de l’information à encoder, (b) Spectre
optique, diagramme de l’œil du contributeur I et (c) constellation d’un signal 16 QAM
Du fait de sa forte efficacité spectrale, de très hauts débits de
modulation peuvent être atteints. Cependant, les symboles étant
encore plus rapprochés que ceux sur la constellation d’une modu-
lation QPSK, un signal 16-QAM est plus sensible au bruit et aux
erreurs. Par conséquent, la distance sur laquelle le signal pourra être
transmis sans régénérer sera plus faible comparée à un signal QPSK.
Il existe aussi des modulations QAM supérieures, pouvant atteindre
256 [37] ou même 512 symboles [38]. Ceci permet d’augmenter consi-
dérablement l’efficacité spectrale, mais toujours au détriment de la
distance de transmission sans régénération et du taux d’erreurs par
bit transmis nécessaire pour obtenir une transmission correcte.
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1.2.7 Comparaison de différents formats de modulation
Avant les années 2000, les transmissions longue distance se ba-
saient principalement sur les formats de modulation NRZ et RZ.
En 1999, Miyamoto propose le CSRZ comme un nouveau format
de modulation ne nécessitant pas de réaliser de modifications dans
les systèmes de transmission en dehors du transmetteur tout en
réduisant l’impact des non-linéarités et de la dispersion chromatique
lors de transmissions dans des fibres optiques. Un meilleur budget
optique et une augmentation de la distance de transmission peuvent
ainsi être obtenus [19]. De plus, le format CSRZ est prometteur en
terme d’efficacité spectrale car il occupe une bande spectrale plus
faible que le signal RZ équivalent (cf. figures 1.9(b) et 1.10(b)) ce
qui est bénéfique pour les systèmes de transmission WDM. Ce for-
mat fut testé et standardisé pour les transmissions longue distance
[39] et ne tarda pas à être largement utilisé pour les transmissions
longue distance WDM et DWDM [40] du fait de ses performances.
Aujourd’hui encore, il est largement utilisé dans ce type de transmis-
sion. Cependant, avec la montée en débit nécessaire pour répondre
aux demandes constantes de capacité supplémentaire, de nouveaux
formats de modulation avancés doivent être étudiés.
La figure 1.7 ainsi que les quelques exemples de formats de modu-
lation donnés auparavant montrent la multitude de choix possibles
parmi les différents formats de modulation avancés existants. Pour
un système de télécommunications spécifique, la sélection du format
de modulation qui sera utilisé se fait principalement en fonction du
cahier des charges de l’application visée :
– efficacité spectrale,
– débit,
– distance de transmission,
– taux d’erreur et rapport signal sur bruit,
– résistance aux effets non linéaires,
– complexité maximale des circuits optique et électronique,
– coût,
– taille du circuit,
– consommation d’énergie. . .
En fonction de ces paramètres, il est alors possible de restreindre
le panel de formats de modulation à utiliser aux seuls formats
présentant un maximum d’efficacité pour l’application choisie. A
titre d’exemple, les articles [41] et [42] présentent des comparaisons,
basées sur l’étude de certains des paramètres cités précédemment,
de différents formats de modulation et méthodes de multiplexage
utilisés dans des systèmes télécoms respectivement à 40 Gb/s et
100 Gb/s. Le tableau 1.2 reproduit la conclusion de la comparaison
réalisée par Saunders [42].
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OOK PSBT DPSK DQPSK QPSK PM-DQPSK PM-QPSK
Efficacité spectrale 0.4 bit/s/Hz 1 bit/s/Hz 0.8 bit/s/Hz 1.6 bit/s/Hz 1.6 bit/s/Hz 3 bit/s/Hz 3 bit/s/Hz
Rapport signal sur
bruit optique
20 dB / 0.1
nm
20 dB / 0.1
nm
17 dB / 0.1
nm
18 dB / 0.1
nm
15.5 dB / 0.1
nm
18 dB / 0.1
nm




















Faible Faible Faible Faible Elevée Moyenne Elevée
Complexité du
circuit optique Faible Moyenne Moyenne Moyenne Elevée Moyenne Elevée
Portée estimée 400 km 400 km 800 km 700 km 1000 km 700 km 1000 km
Coût estimé 0% +10% +20% +50% +70% +90% +110%
Table 1.2 – Comparaison des performances de différents formats de modulation dans un
système de télécommunications à 100 Gb/s [42]
On observe que les formats QPSK/DQPSK avec ou sans mul-
tiplexage en polarisation, permettent d’obtenir dans un système à
100 Gb/s de bonnes efficacités spectrales, des distances de trans-
mission élevées, des rapports signal sur bruit corrects, et de bonnes
tolérances aux effets non linéaires. Ces formats font donc de bons
candidats pour les systèmes de transmission à hauts débits. Une
conclusion équivalente est tirée dans l’article de Mahdiraji [41] et
dans la présentation de Tkach [1]. De plus, ce format de modulation
dans sa forme multiplexée en polarisation a été proposé récemment
comme norme pour les réseaux 100 GBauds DWDM [43]. L’OIF
(Optical Internetworking Forum), auteur de ce document, est une
organisme non lucratif qui a pour but de générer les standards dans
les télécommunications afin d’assurer une interopérabilité entre les
différents systèmes de télécommunications provenant de différents
constructeurs.
Depuis quelques années, le monde des télécommunications porte
un intérêt grandissant au format de modulation avancée 16-QAM
[31]. En effet, sur la figure 2 on observe que pour pouvoir approcher
d’encore plus près la limite du critère de Shannon et donc pour
augmenter la capacité d’informations transmises dans une fibre op-
tique, il sera nécessaire d’utiliser des formats de type M-QAM où
M > 4. Cependant, l’utilisation de ces formats engendre des défis
technologiques à surpasser de par la complexité de circuit et les
performances que ces modulations nécessitent au niveau transmet-
teur/récepteur optiques et au niveau de l’électronique. Actuellement,
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l’électronique, les systèmes de compensation d’effets non linéaires et
les récepteurs n’étant pas assez matures pour ces formats, la distance
de transmission atteignable est largement réduite : à titre d’exemple,
une transmetteur générant un format PM-16-QAM à 27,75 Gbauds
(222 Gb/s de débit sur un canal) ne pourra avoir une portée de
transmission de 300 km seulement alors qu’un transmetteur géné-
rant un format PM-QPSK à 27,75 Gbauds (111 Gb/s de débit sur un
canal) aura une portée atteignant jusqu’à 2400 km [44]. Les formats
QAM d’ordre supérieur sont aujourd’hui vus comme les successeurs
du format QPSK afin d’augmenter d’un cran supplémentaire les
capacités de transmission.
1.3 Systèmes de génération de formats de modulation
avancés
Pour générer un format de modulation optique dans un système
de transmission, il est nécessaire de disposer d’un modulateur qui
joue le rôle de convertisseur électro-optique. Pour modifier les ca-
ractéristiques de la lumière et inscrire des informations sur l’onde
lumineuse, plusieurs technologies de modulateurs existent :
– Modulateurs électro-optiques qui utilisent des champs élec-
triques et les effets électro-optiques pour modifier la fréquence,
la phase, la polarisation et l’amplitude d’une onde lumineuse.
– Modulateurs acousto-optiques qui se basent sur des ondes so-
nores et les effets acousto-optiques pour modifier la fréquence
d’une onde lumineuse.
– Modulateurs magnéto-optiques qui se servent des effets
magnéto-optiques tels que les effets Faraday ou Cotton-Mouton,
pour modifier l’amplitude et la fréquence d’une onde lumi-
neuse.
– Modulateurs mécano-optiques qui utilisent des déplacements
mécaniques de matériaux à proximité des zones de propagation
lumineuse pour modifier l’amplitude de la lumière.
Aujourd’hui, seuls les modulateurs électro-optiques sont suffi-
samment rapides pour qu’on les retrouve communément dans les
systèmes de transmission optique. Pour cette raison, nous nous
focaliserons sur les différents modulateurs électro-optiques par la
suite.
1.3.1 Technologie des modulateurs électro-optiques
Basés sur les effets électro-optiques (Kerr, Pockels, Franz-Keldysh,
Quantum Stark,. . . ) ces modulateurs permettent de modifier les pro-
priétés (indice de réfraction, absorption, biréfringence, . . . ) d’un
matériau en fonction du champ électrique appliqué. Ainsi, il sera
possible de réaliser des dispositifs capables de changer la fréquence,
la phase, la polarisation et l’amplitude d’une onde lumineuse. Ac-
tuellement, les réseaux de transmission télécoms s’appuient princi-
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palement sur trois technologies de modulateurs distinctes que nous
allons présenter ici : les lasers modulés directement, les modulateurs
Mach Zehnder et les modulateurs à électro-absorption.
1.3.2 Laser modulé ou DML
La modulation directe d’un laser est la méthode la plus simple
pour réaliser une modulation d’intensité et implanter une informa-
tion sur une porteuse optique. L’information à transmettre est alors
modulée sur le courant de contrôle du laser ce qui permet d’obte-
nir une modulation OOK. Cependant, cette modulation directe du
courant de la diode laser s’accompagne d’une variation de l’indice
de réfraction dans la couche active ce qui induit un glissement de
la fréquence optique (ou chirp) au cours de l’émission. Du fait de
la dispersion des fibres optiques classiques (≈ 17 ps.nm−1.km−1
autour de λ = 1,55 µm), ce chirp limite fortement la distance de
propagation possible sur une fibre optique à des débits faibles ne dé-
passant pas les 10 Gb/s dans le commerce et allant jusqu’à 40 Gb/s
en laboratoire [45]. Etant donné leur compacité et leur faible coût, les
DMLs sont largement déployés pour des systèmes de transmission
sur de faible distance utilisant des modulations OOK jusqu’à 10
Gb/s.
Par le contrôle du chirp généré lors de la modulation d’intensité,
certains chercheurs ont démontré la faisabilité de modulation de
phase (PSK) et de fréquence (FSK) grâce à des DMLs [46, 47] mais
les débits et les distances de transmission restent faibles.
Pour obtenir une modulation plus rapide, avec des formats de
modulation avancés et possiblement sans chirp, on associe à une
diode laser émettant en continu un modulateur distinct qui peut être
externe ou intégré sur le même substrat à la suite du laser, comme
le montre les deux sections suivantes.
1.3.3 Modulateurs Mach Zehnder ou MZM
1.3.3.1 Modulateur de phase
Dans ce type de modulateur, on cherche à faire varier, par une
commande électrique, l’indice de réfraction n du matériau consti-
tuant le modulateur de phase. Une onde se propageant moins vite
dans un matériau dont l’indice augmente, on peut ainsi faire varier
la phase de cette onde en modifiant l’indice du matériau. Cette va-
riation d’indice est réalisée grâce à différents effets électro-optiques
ayant lieu dans les matériaux utilisés pour réaliser les modulateurs
de phase.
L’indice de réfraction d’un matériau peut s’écrire sous la forme
simplifiée n(E) = n+ a1E+ a2E2 où a1 et a2 sont dans le cas général
des tenseurs caractérisant les propriétés électro-optiques du matériau
considéré.
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Dans les matériaux cristallins ne présentant pas de centre de
symétrie, l’effet Pockels gouverne la variation d’indice en fonction
du champ appliqué E. Le terme du premier ordre est non nul et le
terme du second ordre est négligeable :
n(E) = n + a1E = n− 12rn
3E (1.2)
où r est le coefficient électro-optique linéaire du matériau. Le coeffi-
cient r est de l’ordre de 30 · 10−12 m/V pour le LiNbO3, 1, 5 · 10−12
m/V pour le GaAs et 1, 3 · 10−12 m/V pour l’InP [48]. Cela conduit à
des variations d’indice de réfraction du matériau qui restent faibles,
de l’ordre de 10−6 à 10−4 pour un champ électrique E = 106 V/m.
Dans les matériaux dont la structure cristalline possède un centre
de symétrie, l’effet Kerr régit la variation d’indice. Le terme linéaire
en E s’annule et le terme de second ordre domine :
n(E) = n + a2E2 = n− 12ξn
3E2 (1.3)
où ξ est le coefficient électro-optique quadratique ou coefficient Kerr
du matériau. Sa valeur varie habituellement entre 10−18 et 10−14
V2/m2 dans les cristaux [49]. Cela conduit à des variations d’indice
de l’ordre de 10−6 à 10−2 pour un champ électrique E = 106 V/m.
Dans les matériaux semi-conducteurs, il est possible d’obtenir des
variations d’indice de réfraction plus importantes en faisant appel à
un autre effet : l’effet « plasma ». Il modifie l’indice en fonction du
nombre de porteurs libres [50].
Cet effet peut être obtenu par injection de porteurs dans une
jonction p-n polarisée en direct. L’inconvénient de cette méthode est
d’une part une augmentation de l’absorption (venant des porteurs
libres) et d’autre part le temps de recombinaison des porteurs qui
peut limiter la bande passante.
On peut aussi obtenir cet effet en diminuant le nombre de por-
teurs libres dans la structure en polarisant la jonction en inverse. La
zone de charge d’espace devient alors plus grande par désertion des
porteurs. L’inconvénient de cette méthode provient de la présence du
champ électrique dans la zone de charge d’espace qui peut induire,
par effets électro-optiques, une anisotropie de l’indice vu par les
deux polarisations de la lumière.
Pour l’effet « plasma », la variation d’indice en fonction de la
variation du nombre d’électrons (∆N) ou de trous (∆P) libres s’écrit :











où λ est la longueur d’onde, e la charge d’un électron, e0 la per-
mittivité du vide, c la vitesse de la lumière et me (respectivement
mh) la masse effective d’un électron (respectivement d’un trou) dans
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le matériau considéré. Des variations d’indice de l’ordre de 10−2
peuvent ainsi être produites mais elles s’accompagnent également












où µe (respectivement µh) est la mobilité des électrons (respective-
ment d’un trou) dans le matériau considéré.
D’autres effets, tels que l’effet de remplissage des bandes (Moss-
Burstein) ou la renormalisation du gap du matériau, peuvent in-
tervenir dans la variation d’indice de réfraction de matériaux semi-
conducteurs dopés lors de la modification du nombre de porteurs
libres [50].
1.3.3.2 Interféromètre de Mach Zehnder ou MZI
Un interféromètre à semi-conducteur de Mach Zehnder (cf. figure
1.16(a)) est constitué de deux branches qui sont des guides d’ondes
monomodes insérés dans une jonction PIN et transparents à la














Figure 1.16 – Schéma d’un Interféromètre de Mach-Zehnder (a) simple contrôle et (b)
double contrôle
Une onde lumineuse continue, injectée en entrée, est équitable-
ment divisée entre les deux bras. Un des deux bras contient un
modulateur de phase. En l’absence de champ électrique appliqué sur
le modulateur de phase, si les deux bras sont identiques, les deux
ondes guidées par chacun des bras se retrouvent en phase à la sortie,
elles interfèrent constructivement et se recombinent dans le mode
du guide de sortie. L’application d’une tension (et donc d’un champ
électrique) sur le modulateur de phase du bras supérieur entraîne
une variation d’indice dans ce bras, ∆n ; la constante de propagation
∆β de l’onde lumineuse du bras supérieur est ainsi modifiée. Cela
se traduit par une différence de phase ∆φ entre les deux ondes se
propageant dans l’interféromètre. Si la variation d’indice est telle
que la différence de phase entre les deux ondes est de pi, les deux
ondes interagissent destructivement à la sortie. Par conséquent, au-
cune puissance lumineuse n’est transmise étant donné que les deux
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modes se recombinent dans un mode asymétrique qui ne se propage
pas dans le guide monomode de sortie (la lumière est rayonnée hors
du guide).
La tension à appliquer sur le modulateur de phase pour obtenir
une différence de phase ∆φ = pi entre les deux branches est dénom-
mée tension de commutation Vpi et est une mesure de l’efficacité du
modulateur (un faible Vpi implique une faible tension de contrôle
pour commuter le modulateur d’un état à l’autre). Pour cette tension
Vpi, on obtiendra le taux d’extinction maximum du modulateur régi
par la relation suivante entre l’amplitude d’entrée et de sortie du
champ optique dans le guide :
Is = I0cos (pi/2 ·V/Vpi) (1.6)
où I0 (respectivement Is) est l’amplitude du champ optique en entrée
du modulateur (respectivement en sortie) et V la tension appliquée
sur le modulateur de phase. La fonction de transfert d’un MZM est
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Figure 1.17 – Fonction de transfert d’un MZM
Dans le cas où la variation d’indice du modulateur de phase de
longueur L provient de l’effet Pockels par exemple, on peut estimer




où h est l’épaisseur du guide d’onde, r et n le coefficient électro-
optique et l’indice du matériau respectivement, λ la longueur d’onde
de travail et Γ le confinement du mode dans le guide d’onde [51].
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Certains MZMs possèdent un modulateur de phase sur chaque
branche et il est donc possible d’appliquer deux tensions différentes
sur chaque branche. Les MZMs fonctionnant ainsi se nomment
MZMs à double contrôle ou dual-drive. Ils présentent de meilleures
performances et autorisent un meilleur contrôle des caractéristiques
du signal modulé en sortie du MZM. En effet, dans le cas des MZMs
en configuration dual-drive, pour obtenir une intensité souhaitée en
sortie, il est possible de choisir comment répartir les tensions V1(t)
et V2(t) entre les deux électrodes. Cette liberté peut être exploitée
pour implanter une modulation de phase (chirp) sur le signal de
sortie [52]. Si on souhaite éviter que le signal modulé en intensité
s’accompagne de chirp, il est possible dans cette configuration dual-
drive de contrôler les deux modulateurs de phase avec des tensions
de signe opposé V1(t) = −V2(t). On nomme cette configuration
MZM push-pull [53].
Les MZMs peuvent être réalisés sur différents matériaux. Le plus
souvent on les retrouve sur Niobate de Lithium (LiNbO3) [54], mais
des réalisations sur Arsenure de Gallium (GaAs) [55] et Phosphure
d’Indium (InP) [56] ont également eu lieu. Ils sont très développés
sur LiNbO3 du fait des très bonnes propriétés électro-optiques du
matériau (très faibles pertes de propagation aux longueurs d’onde
des télécommunications, coefficients électro-optiques élevés), de la
possibilité d’obtenir une modulation sans chirp très aisément sur ce
matériau (en effet par design, il est possible d’obtenir facilement sur
LiNbO3 une configuration push-pull ne nécessitant qu’une unique
tension de contrôle) et des faibles pertes de couplage entre une fibre
optique et des guides d’onde en LiNbO3. Cependant, le LiNbO3
engendre des MZMs de très grande dimension et difficilement inté-
grables comparés aux MZMs en matériaux semi-conducteurs. Au-
jourd’hui, les MZMs en LiNbO3 sont largement disponibles commer-
cialement pour les modulations jusqu’à 40 Gb/s [5].
1.3.3.3 Configurations avancées de MZM
Afin de réaliser des formats de modulation plus complexes que
la simple modulation d’intensité OOK, les MZMs peuvent être mis
en série [57], en parallèle [58, 59] et imbriqués les uns dans les autres,
comme le montre la figure 1.18, dans des interféromètres à plus de
deux bras nommés « nested » MZMs (MZMs imbriqués).
De nombreux exemples de ce type de dispositifs à base de MZMs
imbriqués seront présentés dans la section suivante qui traitera de
l’état de l’art de la génération de formats de modulation avancés.
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Formats de 
modulation
OOK BPSK/DPSK QPSK/DQPSK PDM-QPSK/DQPSK 16-QAM
Constellation
1 bit/symbole 1 bit/symbole 2 bit/symbole




























X  Déphasage fixe de X  Diviseur de polarisation  Combineur de polarisation  Combineur/Diviseur de faisceau/
Figure 1.18 – Configurations de MZM pour réaliser différents formats de modulation
(inspiré de[60])
1.3.4 Modulateur à électro-absorption ou EAM
1.3.4.1 Principe de fonctionnement
Les EAMs sont des diodes PIN à base de structures semi-
conductrices. Lorsqu’une telle jonction est polarisée en inverse, un
champ électrique E apparaît au niveau de la zone intrinsèque ce
qui a pour effet d’incliner les bandes de conduction et de valence
de cette zone (cf. figure 1.19(a)). Le gap effectif séparant ces deux
niveaux est réduit (les électrons peuvent passer par effet tunnel dans
la bande de conduction) ce qui se traduit par une modification de
l’absorption du matériau intrinsèque (matériau dit actif). Le maté-
riau devient absorbant pour des énergies de photons plus faibles
que l’énergie de gap Eg du matériau semi-conducteur, et donc pour
des longueurs d’onde λ supérieures aux longueurs d’onde du seuil
d’absorption sans champ électrique appliqué (cf. figure 1.20(a)). Cet
effet se nomme l’effet Franz-Keldysh [51] dans le cas où le matériau
intrinsèque est un matériau massif. Cet effet permettant de modi-
fier l’absorption, il est alors possible de réaliser une modulation
d’amplitude d’une onde lumineuse en fonction de la tension inverse
appliquée.





















Figure 1.19 – Modification des énergies de Gap sous l’effet d’un champ électrique (a)
pour un matériau massif (effet Franz-Keldysh) et (b) pour des puits quantiques (effet
QCSE)
Lorsque le matériau actif est constitué de puits quantiques mul-
tiples (MQW), il est possible d’obtenir des variations d’absorption
plus importantes par l’Effet Stark Confiné Quantiquement (QCSE).
L’application d’un champ électrique perpendiculaire à la couche de
puits quantique dissymétrise les fonctions d’ondes des électrons et
des trous, comme indiqué sur la figure 1.19(b). Il est plus aisé pour
les porteurs de sortir du puits par effet tunnel. Les niveaux d’énergie
des trous/électrons dans le puits, et par conséquent l’énergie de
bande interdite du puits, diminuent. Ceci entraîne un décalage du
pic d’absorption.
A ce phénomène s’ajoutent les interactions électrons-trous. En
effet, la faible épaisseur des couches engendre la quantification des
niveaux d’énergie et le faible nombre de couches implique le non
recouvrement des fonctions d’ondes des différents niveaux. Cela
renforce l’interaction coulombienne entre les électrons et les trous et
permet la création d’une particule « fictive », l’exciton, dont le pic
d’absorption s’ajoute à celui de la transition fondamentale.
La combinaison de ces deux phénomènes crée une modification
majeure de l’absorption vers des longueurs d’onde supérieures (cf.
figure 1.20(b)).
Si les puits quantiques sont très rapprochés (Super-Réseaux), un
effet de couplage entre les différents puits a lieu : on parle alors
d’effet Wannier-Stark qui peut, à l’inverse des effets précédents,
produire un décalage de l’absorption vers des longueurs d’onde plus
faibles que les longueurs d’onde du seuil d’absorption sans champ
électrique appliqué (cf. figure 1.20(c)).


































Figure 1.20 – Modification de l’absorption lors de l’application d’un champ électrique
dans une diode PIN semi-conductrice gouvernée par l’effet (a) Franz-Keldysh, (b) QCSE
et (c) Wannier-Stark [53]
On observe sur les figures 1.20 que sans tension inverse appliquée
(EAM en mode passant), les EAMs ont une absorption résiduelle qui
introduit des pertes lors de la propagation de la lumière à travers
ceux-ci, phénomène moins présent dans les MZMs en niobate de
lithium. Sans l’utilisation d’adapateur de mode, les EAMs peuvent
présenter aussi plus de pertes d’insertion que les MZMs LiNbO3
mais ils peuvent être intégrés directement avec une diode laser à
semi-conducteur, comme nous le montrerons dans le paragraphe
suivant ; cela permet de limiter les pertes dues à l’interface laser-
modulateur. Leur absorption est dépendante de la longueur d’onde
et ils possèdent des tensions de commande généralement plus faibles
que celles des MZMs. De plus, d’après les relations de Kramers-
Kronig, la variation d’absorption lors de la modulation d’amplitude
dans les EAMs, s’accompagne aussi d’une variation d’indice et
engendre donc du chirp sur l’onde lumineuse. Cela peut être à la
fois un avantage et un inconvénient. Enfin, les EAMs permettent
de réaliser des modulateurs d’intensité beaucoup plus compacts
(quelques dizaines de µm) que les MZMs en LiNbO3 (quelques cm)
ou en GaAs/InP (quelques mm).
Le tableau 1.3 issu de [53] présente certaines des caractéristiques
d’EAMs en fonction des effets physiques qui les gouvernent. Pour
chaque type de modulateur, les facteurs suivants ont été comparés :
– le facteur de Henry αH qui traduit le sens d’évolution du chirp
lors de la modulation d’une onde lumineuse avec un EAM,
– l’absorption résiduelle à l’état passant des EAMs,
– le taux d’extinction : rapport entre la puissance optique mini-
male obtenue en sortie de l’EAM lors de l’application d’une
tension inverse sur celui-ci, et la puissance optique maximale
obtenue en sortie sans tension,
– la sensibilité à la saturation optique qui est présente dans les
EAMs lorsque trop de puissance optique est injectée. Cette
excès de puissance optique a pour conséquence de créer des
porteurs libres dans le matériau qui écranteront le champ élec-
trique appliqué.
























positif ou négatif très faible réduit forte
Table 1.3 – Comparaison des différents EAMs [53]
Actuellement, il est possible de trouver dans le commerce des
EAMs modulant l’intensité de la lumiètre jusqu’à 40 Gb/s. Les
recherches en laboratoire ont permis de réaliser des démonstrations
à 100 Gb/s [61].
Les caractéristiques des EAMs seront étudiées plus en détail dans
le chapitre 2.
1.3.4.2 Configurations avancées des EAMs
La configuration la plus commune des EAMs (en dehors de leur
utilisation comme simple modulateur externe) consiste à les inté-
grer monolithiquement sur le même substrat à semi-conducteur
avec une diode laser, comme présenté en figure 1.21. Il en résulte
un transmetteur, nommé Laser Modulateur Intégré (ou EML pour
Electro-absorption Modulated Laser), capable de réaliser des modu-
lations OOK jusqu’à 40 Gb/s (100 Gb/s en laboratoire [61]) pour
des distances de transmission intermédiaires (40 km) et longues (>
80 km). La première intégration de ce type a été reportée en 1987
par [62]. Les composant EMLs sont très compacts, ont un faible coût
et présentent de bonnes puissances de sortie ce qui en fait de bons
candidats pour les transmissions télécoms à 40 Gb/s. Ce PIC a réussi
de part ses performances, sa taille réduite et sa faible consommation
énergétique a obtenir un réel succès industriel. Des recherches ont
par ailleurs démontré que les EMLs pouvaient être aussi utilisés
dans les applications de radio sur fibre en se basant sur le principe
de la « double modulation » : un signal de contrôle module le laser
et un autre signal module l’EAM. Des signaux 16-QAM, QPSK et
FSK ont ainsi pu être générés et transmis [63].
Figure 1.21 – Schéma d’intégration d’un Laser et d’un EAM pour former un EML [64]
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Les EAMs peuvent également être intégrés avec des amplifica-
teurs optiques à semi-conducteur ou des modulateurs de phase par
exemple pour réaliser de nombreux types de fonctionnalités : com-
pensation de chirp [65], modulation d’amplitude et amplification
pour les réseaux d’accès [66, 67], génération de modulation CSRZ
[68], switchs optiques [69], . . .
Malgré ses avantages en taille, consommation, et vitesse de mo-
dulation, l’EAM restent cependant un modulateur d’amplitude. En
2007, Inuk Kang des Bell Labs proposa un nouveau concept de com-
mutation de phases optiques pré-établies afin de générer des formats
de modulation avancés [70]. Dans cet article, l’auteur démontra le
potentiel de l’utilisation des EAMs dans des circuits interféromé-
triques pour générer des modulations OOK, PSK et QAM avec de
forts taux d’extinction et des signaux de contrôle réduits.
Formats de 
modulation
OOK BPSK/DPSK QPSK/DQPSK PDM-QPSK/DQPSK 16-QAM
Constellation
1 bit/symbole 1 bit/symbole 2 bit/symbole







































Figure 1.22 – Configurations d’EAM dans des circuits interférométriques pour réaliser
différents formats de modulation
Actuellement ces formats de modulation avancés sont communé-
ment générés par des agencements de MZMs en Niobate de Lithium
(cf. figure 1.18) ce qui mène a des composants encombrants, éner-
givores, limités en vitesse de modulation et non intégrables. La
force du concept proposé par Inuk Kang réside dans l’utilisation
du fort potentiel d’intégration de la technologie des composants
opto-électroniques sur InP couplé aux excellentes performances des
EAMs. Se basant sur ces idées, il est alors envisageable de réaliser
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des transmetteurs intégrés monolithiquement sur InP ayant une plus
faible empreinte environnementale (dimension et consommation ré-
duites), pouvant atteindre des plus hauts débits et transmettant sur
de plus longues distances que leurs équivalents en LiNbO3 [71, 72].
Suite à la publication d’Inuk Kang, plusieurs démonstrations
de l’efficacité des EAMs dans des circuits interférométriques ont
été réalisées et ont permis de générer des formats de modulation
avancés tels que des signaux QPSK [71, 73] et 16-QAM [74].
La figure 1.22 présente différentes configurations de circuits in-
terférométriques intégrant des EAMs pour réaliser des formats de
modulation avancés. L’explication du fonctionnement des circuits
interférométriques pour la génération de modulations QPSK et QAM
sera effectuée au chapitre 2.
1.3.5 État de l’art
Nous allons maintenant présenter l’état de l’art des composants
aptes à produire des formats de modulation avancés. Nous nous
intéresserons aux dispositifs provenant de divers laboratoires, per-
mettant de générer des formats QPSK, QAM > 4 et CSRZ que nous
comparerons sur différents aspects : mutiplexage en polarisation, ra-
pidité de modulation, débit, matériaux utilisés dans le transmetteur,
intégration direct ou co-packaging d’un laser, taille du composant,
consommation d’énergie et pertes optiques. Les 3 tableaux 1.4, 1.5 et
1.6 présents dans les pages suivantes, regroupent ces comparaisons.
1.3.5.1 Transmetteurs pour la génération de modulations QPSK et QAM
Dans les tableaux 1.4 et 1.5, on observe que la méthode la plus
répandue de génération pour ces deux types de formats consiste à
utiliser des MZMs en LiNbO3 agencés dans des circuits interféromé-
triques tels ceux que présentés sur la figure 1.18. Cependant, cela
engendre des dispositifs de grande dimension (plusieurs mm voire
plusieurs dizaines de mm) n’intégrant pas de laser (ayant donc des
pertes d’insertion) et consommant beaucoup d’énergie (Vpi de 2 à 12
V en fonction des MZMs). Certains auteurs [58, 75, 76, 77] ont quant
à eux conservé le concept des MZMs dans des circuits interféromé-
triques mais l’ont transplanté sur des matériaux semi-conducteurs
InP afin de réduire les tailles de circuits ainsi que les Vpi. Des lasers
ont même pu être intégrés ou co-packagés avec le modulateur dans
les modules de composants finaux. Le dernier type de transmetteurs
visibles dans ces deux tableaux utilise les EAMs dans des circuits
interférométriques [73, 30, 74] ce qui a permis de réduire encore plus
les tailles de circuits, tout en conservant des tensions de contrôle
correctes. Cependant, on observe que les pertes fibre à fibre de ces
dispositifs sont plus élevées que dans les autres configurations.
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1.3.5.2 CSRZ
Concernant les dispositifs de génération de signaux CSRZ, le
schéma rapporté sur la figure 1.23 et provenant de l’article d’Arahira
[81] résume bien les diverses méthodes de génération existantes.
Figure 1.23 – Méthodes typiques de génération de signaux CSRZ par : (a) OTDM, (b)
Laser Bi-mode, (c) MZM en configuration Push-Pull et (d) mélange de deux trains d’onde
[81]
Le tableau 1.6 compile plusieurs publications présentant des sys-
tèmes de génération de signaux CSRZ. Comme pour le QPSK/QAM,
la modulation CSRZ est la plupart du temps réalisée à l’aide de
MZMs en LiNbO3 [82, 83, 19, 84, 85] ce qui mène à des dispo-
sitifs encombrants et énergivores. Cependant des démonstrations
d’émission de signaux CSRZ ont été réalisées avec des matériaux
semi-conduteurs sur InP, et ce en utilisant diverses méthodes :
– figure 1.23 (a) : EAMs en parallèle pour une génération CSRZ
par OTDM [86]
– figure 1.23 (b) : Laser à blocage de mode Bi-mode [87, 68], ou
laser auto-oscillant [88]
– figure 1.23 (d) : Laser à double porteuse [81]
Hormis la méthode utilisant l’OTDM, tous ces derniers dispositifs
sont monolithiquement intégrés sur InP avec un laser, ce qui permet
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d’obtenir des systèmes très compacts, consommant moins d’énergie
et n’ayant pas d’interface laser/fibre/composant. Cependant, ces
méthodes, comparées à la solution de génération par MZMs, font
appel à des dispositifs complexes, peu flexibles, restreints à un
signal/fréquence et qui restent difficiles à mettre en œuvre (contrôle





Materiaux Type de transmetteur ToutIntégré
NTT 1998 [82] 10 Gb/s LiNbO3 1 MZM Non
NTT 1999 [83] 40 Gb/s LiNbO3 2 MZM en série Non
NTT 1999 [19] 8*40 Gb/s(WDM) LiNbO3 2 MZM en série Non
NTT 2000 [87] 60 GHz InP Laser DBR a modebloqué et EAM Oui






section DFB + 1
section phase)
Oui
UCSB 2005 [68] 40 Gb/s InP































ETRI 2008 [85] 40 Gb/s LiNbO3 1 MZM Non
Table 1.6 – Etat de l’art des systèmes de génération CSRZ
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Conclusion du chapitre
Au cours de ce premier chapitre, nous avons réalisé, dans un
premier temps, de nombreux rappels théoriques sur les systèmes de
transmission optique et les différents formats de modulation qu’ils
utilisent. Ces rappels nous ont permis de faire ressortir les formats
de modulation avancés les plus attractifs, de présenter les différentes
méthodes de génération existantes et de découvrir l’état de l’art des
dispositifs de génération de formats de modulation avancés.
Suite à cette première partie nous avons pu définir plus précisé-
ment l’axe de la thèse : nous chercherons à concevoir un transmet-
teur optique à hauts débits (entre 100 Gb/s et 1 Tb/s) tout intégré,
émettant à 1, 55 µm et pouvant correspondre à plusieurs applica-
tions allant des transmissions à très courte distance (réseaux locaux
de type Ethernet, Réseaux d’échange massif de données) jusqu’aux
transmissions à longue distance (protocoles internet). Pour cela, nous
nous baserons sur les formats de modulation avancés et le trans-
metteur sera conçu de manière à pouvoir produire plusieurs de ces
formats en fonction de l’électronique de contrôle. Au vu des données
présentées précédemment, pour les transmissions à longue distance
de 100 Gb/s à 200 Gb/s les formats QPSK et PM-QPSK seront ceux
sélectionnés ; pour les transmissions à plus courte distance de 200
Gb/s à 400 Gb/s ce seront les formats 16-QAM et PM-16-QAM. Les
transmissions sur très faible distance jusqu’à 1 Tb/s pourront être
envisagées par l’utilisation de formats de modulation QAM d’ordre
supérieur à 16.
En parallèle de ce composant QPSK/QAM, nous nous intéresse-
rons aussi à un autre composant du même type, mais basé sur une
architecture plus simple, destiné aux transmissions longue distance
de débits inférieurs à 100 Gb/s, capable de générer des formats de
modulation de type CSRZ, BPSK et QPSK entre autres.
Nos deux transmetteurs d’étude se baseront sur le concept in-
novant de la commutation de phases pré-établies pour générer les
formats de modulation visés. Comme nous le présenterons au cha-
pitre 2, nous nous appuierons sur les avantages offerts par les EAMs
et par la technologie d’intégration monolithique sur InP. Nous au-
rons ainsi la possibilité de fabriquer des circuits photoniques intégrés
possédant un faible coût, une empreinte environnementale réduite
et des vitesses de modulation élevées. En effet, nos choix technolo-
giques permettront d’obtenir des transmetteurs fonctionnant jusqu’à
56 GB et ayant une consommation divisée par 4 ainsi qu’une taille 20







2.1 Les matériaux semi-conducteurs III-V . . . . . . . . . . . . . 47
2.1.1 Choix des matériaux semi-conducteurs . . . . . . . . . . . 47
2.1.2 Avantages des puits quantiques et de l’AlGaInAs . . . . . 48
2.1.3 Obtention de ces matériaux . . . . . . . . . . . . . . . . . . 51
2.2 Guidage optique et intégration sur InP . . . . . . . . . . . 51
2.2.1 Le guidage optique . . . . . . . . . . . . . . . . . . . . . . . 51
2.2.2 Les structures rubans . . . . . . . . . . . . . . . . . . . . . . 57
2.2.3 Intégration photonique sur InP . . . . . . . . . . . . . . . . 61
2.3 Les dispositifs photoniques sur InP . . . . . . . . . . . . . . 67
2.3.1 Composants actifs . . . . . . . . . . . . . . . . . . . . . . . 67
2.3.2 Composants passifs . . . . . . . . . . . . . . . . . . . . . . . 77
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Dans cette partie, nous nous intéresserons à l’intégration de fonc-tions optiques sur un matériau semi-conducteur spécifique,
l’InP. Après avoir donné un aperçu des propriétés de ce matériau,
nous verrons les différents dispositifs que nous pourrons réaliser sur
celui-ci et les méthodes pour les intégrer sur un même substrat.
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2.1 Les matériaux semi-conducteurs III-V
Du fait de leurs propriétés électroniques et structurales, les
atomes du groupe III du tableau périodique de Mendeleiev se com-
binent facilement avec ceux du groupe V pour former des matériaux
cristallins semi-conducteurs nommés composés semi-conducteurs III-V.
Des composés binaires peuvent ainsi se former tels que le Phosphure
d’Indium (InP), l’Arsenure de Gallium (GaAs), le Nitrure de Gallium
(GaN), . . . La plupart des matériaux III-V, en dehors des composés
à base d’azote, cristallisent selon la structure Zinc de Blende qui
est constituée de deux sous-réseaux cubiques faces centrées décalés.
L’élément III constitue un des sous-réseaux et l’élément V l’autre.
2.1.1 Choix des matériaux semi-conducteurs
La figure 2.1 présente l’énergie de bande interdite en fonction
de la constante de réseau de quelques matériaux III-V. Des com-
posés binaires (InP, GaAs, AlAs, GaP et InAs) sont pris en compte
mais aussi des alliages entre certains de ces composés : en effet,
des semi-conducteurs III-V ternaires (AlInAs et GaInAs) et quater-
naires (GaInAsP et AlGaInAs) peuvent être obtenus par mélange.
Les composés binaires ont une constante de réseau et une énergie
de bande interdite qui restent fixes du fait du rapport 1 pour 1 entre
les deux éléments les constituant. Par contre, dans les ternaires et
quaternaires, il est possible de changer ce rapport en modifiant la
composition de l’alliage. Cela autorise la variation de la constante de























Figure 2.1 – Variation de l’énergie de bande interdite en fonction du paramètre de maille
pour différents semi-conduteurs III-V [89]
On observe que de nombreuses énergies de gap et mailles cristal-
lines différentes peuvent être produites. Dans le cadre de cette thèse,
nous cherchons à réaliser un dispositif destiné aux transmissions
télécoms. Par conséquent, celui-ci doit être constitué, entre autres,
d’un laser émettant un faisceau cohérent autour de λ =1,55 µm, la
zone de moindre absorption des fibres de silice (cf. figure 1.2). Pour
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fabriquer une diode laser à hétéro-jonction fonctionnant dans cette
gamme de longueur d’onde, nous avons besoin :
– pour la zone active de l’hétéro-jonction, d’un matériau à gap
direct permettant une génération de photons à 1,55 µm,
– pour entourer la zone active, d’un matériau de plus grand gap
qui soit transparent à cette longueur d’onde.
Il est important de noter qu’un semi-conducteur peut croître
de manière cristalline sans dislocation sur un substrat seulement
si les deux matériaux ont une maille cristalline proche. Partant de
cette constatation, l’InP et ses composés quaternaires semblent être
les meilleurs candidats pour la réalisation de composants télécoms
émetteurs et amplificateurs de lumière. En effet, l’InP du fait de son
gap de 1,34 eV sera transparent à λ = 1,55 µm, et ses composés
quaternaires (GaInAsP et AlGaInAs) ont la possibilité de générer
des photons à λ = 1,55 µm pour une certaine composition qui
dispose de la même maille cristalline que l’InP. Ces matériaux pos-
sèdent aussi de bonnes propriétés électro-optiques et de très hautes
mobilités électroniques [90] ce qui leur permet d’être prometteurs
pour la réalisation de modulateurs optiques, de photo-récepteurs
et de transistors ultra rapides. Cependant l’InP présente certains
désavantages : en plus de son prix élevé (provenant de la rareté
de l’Indium), il est très fragile mécaniquement comparé aux autres
semi-conducteurs.
2.1.2 Avantages des puits quantiques et de l’AlGaInAs
2.1.2.1 Intérêts des puits quantiques
Depuis le début des années soixante, les performances des diodes
laser à semi-conducteurs n’ont cessé d’être améliorées. La structure
à double hétéro-jonction a montré son efficacité dans la réduction du
courant de seuil d’émission laser, ce qui est primordial pour avoir
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Figure 2.2 – (a) Représentation d’une diode laser à puits quantiques (b) Allure des
niveaux énergétiques dans la zone active
Des progrès importants ont été obtenus depuis l’introduction
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des puits quantiques dans les lasers à semi-conducteurs III-V. Le
principe consiste à utiliser dans la région active, une succession de
couches (puits) d’un matériau quaternaire de quelques nanomètres
d’épaisseur, séparées par des couches (barrières) de composition
différente et ayant une bande interdite plus large.
Cette structure, présentée sur la figure 2.2, constitue alors une
succession de puits de potentiel pour les porteurs qui se déplace-
ront perpendiculairement à ces puits avec une énergie quantifiée.
L’énergie des électrons est donnée par la formule suivante :








où Eg1 est l’énergie de bande interdite du matériau massif consti-
tuant les puits, lz la largeur d’un puits quantique, m∗ la masse
effective de l’électron, n le numéro du niveau d’énergie quantifié
et h¯ = h/2pi, h étant la constante de Planck. L’énergie de recombi-
naison dépend donc de lz. L’intérêt de cette structure, en plus du
contrôle de la longueur d’onde d’émission par l’épaisseur des puits,
est d’améliorer le gain g et par conséquent les caractéristiques de la
diode laser : courant de seuil de quelques milliampères, puissance
de sortie élevée, largeur de raie faible, fréquence de résonance éle-
vée et moindre sensibilité à la température. D’autre part, dans une
telle diode les couches de puits quantiques de la zone active sont
contraintes en compression du fait de la composition du quaternaire.
Cela entraîne une séparation des niveaux de la bande de valence des











Figure 2.3 – Gain maximum en fonction de la densité de courant pour un laser à puits
quantiques (LPQ) et un laser classique (LC) [91]
Sur la figure 2.3, nous reportons les courbes du gain type en
fonction de la densité de courant injecté dans un laser classique et
un laser à puits quantiques. Ce graphique résume assez bien l’intérêt
des lasers à puits quantiques. Pour la formation du gain et sa relation
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aux niveaux de Fermi (définis en Annexe A) le lecteur pourra se
référer à l’ouvrage [92].
Les avantages des puits quantiques ne se limitent pas qu’à amé-
liorer les performances des lasers. En effet, comme nous l’avons
présenté au chapitre 1, les puits quantiques permettent de réaliser
des modulateurs à électro-absorption performants mettant en œuvre
l’effet QCSE. D’après le tableau 1.3, une forte variation d’absorption,
une faible absorption à l’état passant et un chirp variable peuvent
être obtenus avec de tels modulateurs. Toutefois, ceux-ci possèdent
une sensibilité élevée à la saturation optique.
2.1.2.2 Intérêts du matériau AlGaInAs
Dans la section 2.1.1 nous avions vu que deux systèmes de maté-
riaux semi-conducteurs III-V, InP/InGaAsP et InP/AlGaInAs, sont
disponibles pour réaliser des lasers à Multiples Puits Quantiques
(MQW) aux longueurs d’onde des communications optiques. Le
système InP/InGaAsP a été largement utilisé comme candidat pour
des lasers à hautes performances [93, 94, 95], mais récemment le
monde des télécommunications a porté plus d’attention aux sys-
tèmes InP/AlGaInAs. En effet, ce matériau à base d’aluminium,
malgré les difficultés de croissance, les contraintes technologiques
(oxydation des puits principalement) et les interrogations sur sa
fiabilité qui ont limité son développement et son utilisation au début,
possède des propriétés plus intéressantes que l’InGaAsP pour les
composants opto-électroniques :
– une discontinuité (offset) de bande de conduction plus impor-
tante dans l’AlGaInAs (70%) que dans l’InGaAsP (30%) [96],
– un meilleur overlap des fonctions d’onde entre les élec-
trons/trous,
– un plus fort confinement des électrons dans les puits [96],
– un gain différentiel plus grand [96],
– une création d’excitons à température ambiante facilitée [97],
– une faible émission thermoïonique limitant le surplus de por-
teurs [98]
– moins de recombinaisons Auger [99]
– un seul élément V (l’arsenic) ce qui améliore le contrôle d’épais-
seur des puits et qui rend les transitions plus abruptes lors de
la croissance épitaxiale . . .
Ces avantages rendent possible l’obtention de lasers à semi-
conducteurs compatibles pour une émission à 1,55 µm ayant un
meilleur comportement en température et un seuil d’émission laser
plus bas que leurs équivalents en InP/InGaAsP [96, 100].
L’utilisation de puits AlGaInAs a aussi abouti à des EAMs plus
performants. Le contrôle accru de l’épaisseur des puits en AlGaInAs
autorise la croissance de puits très fins. De la sorte, la stabilité
des excitons (et par conséquent l’absorption) [101, 97] ainsi que
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l’indépendance en polarisation de l’absorption seront maximisées.
La faible émission thermoïonique, limitant le surplus de porteurs,
permettra d’améliorer la bande passante de modulation [102]. Avec
ce matériau, des EAMs ayant des taux d’extinction et des bandes
spectrales de modulation plus élevés que leurs équivalents utilisant
l’InGaAsP ont été obtenus [67, 103].
Du fait des nombreux avantages cités, nous choisirons donc l’InP
couplé à des MQW AlGaInAs pour réaliser nos composants durant
cette thèse.
2.1.3 Obtention de ces matériaux
Après extraction des matériaux Indium et Phosphore, on fait ré-
agir de l’Indium liquide avec du Phosphore gazeux sous une pression
de 30 atm. Un lingot polycristallin d’InP en proportions stoechio-
métriques et de très grande pureté est ainsi obtenu. La méthode
Czochralski est la technique la plus utilisée pour ensuite passer d’un
lingot polycristallin à un lingot monocristallin. Elle consiste à faire
fondre le polycristal et à le recristalliser selon la structure cristalline
d’un germe InP monocristallin par étiration progressive du bain
d’InP fondu. Cependant, cette technique n’autorise pas la produc-
tion de lingots avec des densités de dislocations inférieures à 105
cm−2. Pour obtenir de l’InP de meilleure qualité, la technique dite à
gradient thermique est utilisée. Elle permet d’atteindre des taux de
dislocations inférieurs à 103 cm−2 ce qui est acceptable pour les dis-
positifs opto-électroniques. Une fois le monocristal achevé, de fines
tranches de 300 à 500 µm d’épaisseur sont découpées dans celui-ci
pour former des wafers d’InP dont l’orientation cristalline sera par-
faitement connue. Par différentes techniques de croissance cristalline
nommées épitaxies, des empilements de couches de matériaux cris-
tallins (binaires, ternaires ou quaternaires) pourront alors croître sur
ces substrats. Ces couches seront ensuite modifiées par différents pro-
cédés de gravures, dépôts, nettoyages, photo-lithographies, . . . pour
aboutir à la réalisation de nos composants opto-électroniques. Les
empilements de matériaux semi-conducteurs III-V que nous utilise-
rons dans cette thèse seront obtenus grâce à la technique d’Epitaxie
en Phase Vapeur aux Organo-Métalliques (MOVPE). Nous ne déve-
lopperons pas le fonctionnement de cette méthode de croissance de
matériaux mais nous invitons le lecteur à parcourir la référence [104]
pour plus d’informations sur les techniques d’épitaxie existantes.
2.2 Guidage optique et intégration sur InP
2.2.1 Le guidage optique
Les transmetteurs optiques que nous cherchons à réaliser sont
constitués de plusieurs composants actifs qu’il sera nécessaire de
relier entre eux pour que la lumière les atteigne avec le plus d’effica-
cité possible. Pour cela, nous ferons appel à la structure optique de
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guide d’onde qui est communément utilisée en opto-électronique.
Cette structure guide la lumière en s’affranchissant de la divergence
et de l’affaiblissement caractérisant une onde électromagnétique se
propageant dans un matériau massif et s’éloignant de sa source.
2.2.1.1 Géométries de guide
Le guide d’onde le plus simple, nommé guide plan, consiste à
insérer un matériau d’indice de réfraction n1 et d’épaisseur e entre
deux matériaux d’indices de réfraction plus faibles n2 et n3. Le
matériau central est appelé cœur du guide (ou zone active) et les
couches l’entourant, couches de confinement. Représenté en figure
























Figure 2.4 – Géométries de guides d’onde (a) plan, (b) ruban profond, (c) ruban peu
profond et (d) ruban enterré
Pour améliorer les performances de guidage, il est possible de
graver un « ruban » dans le guide plan. En entourant ce ruban par
un matériau d’indice de réfraction n4, n4 étant inférieur à l’indice du
cœur du guide, un confinement latéral du mode est obtenu. Cette
structure de guide d’onde est nommée ruban ou ridge en anglais.
Les trois grandes familles de rubans (ruban profond/deep-ridge,
ruban peu profond/shallow-ridge et ruban enterré/buried-ridge)
utilisées en photonique sont représentées sur la figure 2.4. Nous
verrons par la suite l’intérêt de chacune des géométries.
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2.2.1.2 Propagation optique dans les guides d’onde
Pour connaître l’équation de propagation d’une onde lumineuse
dans un guide d’onde il est nécessaire de résoudre les équations de
Maxwell :
∇× E˜ = −µ0 δH˜
δt
(2.2)
∇× H˜ = −e0n2 δE˜
δt
(2.3)
où µ0 est la perméabilité du milieu, e0 sa permittivité et n son indice.
Dans le cas des guides d’onde présentés en figure 2.4, on s’intéresse
à la propagation des ondes dans le plan selon l’axe de propagation z
et on a :
E˜ = E(x, y)ej(ωt−βz) (2.4)
H˜ = H(x, y)ej(ωt−βz) (2.5)
avec E (respectivement H) le champ électrique de l’onde (respective-
ment le champ magnétique), ω = 2pi f sa fréquence angulaire et β sa
constante de propagation. Dans le cas des guides d’onde considérés,
la résolution des équations 2.2 et 2.3 permet d’obtenir deux modes
électromagnétiques indépendants qui sont nommées polarisation TE
(Transverse Electrique) et polarisation TM (Transverse Magnétique)
[22].
Du fait des propriétés de la structure (pas de dépendance des
champs E et H selon y, matériau non magnétique, milieu vide de




+ (k2n2 − β2)Ey = 0 (2.6)
avec Ex = Ez = Hy = 0
où k = ω/c la norme du vecteur d’onde lumineux, et le mode TM :
d2Hy
dx2
+ (k2n2 − β2)Hy = 0 (2.7)
avec Ey = Hx = Hz = 0
Pour ces équations, les solutions d’énergie finie dans une section
droite du guide sont appelées modes guidés et leur constante de
propagation est réelle. On introduit généralement le concept d’indice
effectif pour résoudre ces équations. L’indice effectif d’un mode
guidé est l’indice qui correspond à celui vu par ce mode lors de sa
propagation dans la structure et il est défini par :
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On déduit alors pour les structures rubans la condition de gui-
dage suivante :
n2,3,4,5 < ne f f < n1 (2.9)
2.2.1.3 Méthode de l’indice effectif
Afin de résoudre les équations de propagation 2.6 et 2.7 dans
le cadre de guides rubans complexes multicouches, la méthode de
l’indice effectif a été introduite en 1970 [105] : elle transforme cette
résolution d’équations à deux dimensions en deux problèmes à une
dimension moyennant quelques hypothèses simplificatrices.
L’application de cette méthode à un guide d’onde multicouches
enterré dans l’InP, tel que celui présenté en figure 2.5(a), consiste
dans un premier temps à diviser la géométrie du guide en deux types
de zones : les zones 0 contenant uniquement l’InP entourant le ruban,
et la zone 1 comprenant l’empilement du ruban. L’étape suivante
consiste à calculer l’indice effectif de la structure multicouches de
la zone 1 supposée de largeur infinie. Cela revient à un problème
simple d’un guide plan dont la résolution nous donne l’indice effectif
à 1 dimension ne f f 1D (cf. figure 2.5(b)). On vient ensuite remplacer,
dans la structure initiale, l’empilement de la zone 1 par une seule
couche d’épaisseur infinie ayant un indice de réfraction égal à ne f f 1D.
On se retrouve donc à résoudre de nouveau un problème à une
dimension d’un guide d’onde plan. Sa résolution nous permet alors
de trouver l’indice effectif ne f f de la structure totale (cf. figure 2.5(c)).
L’hypothèse simplificatrice, nécessaire à la viabilité de cette mé-
thode, suppose que le champ électromagnétique dans la structure ad-
met une quasi-décomposition par séparation des variables. Lorsque
la largeur des couches devient faible devant leur épaisseur, cette
hypothèse n’est plus valable et il est alors obligatoire de réaliser
un calcul numérique plus rigoureux pour déterminer le mode se
propageant dans la structure.
La démarche de calcul mise en place dans cette méthode de
résolution d’équations est largement détaillée dans l’article de R.
Knox [105] et l’ouvrage de K. Okamoto [22].
Le programme informatique ALCOR développé au CNET est
un logiciel de simulation permettant entre autres de déterminer les
modes se propageant dans un guide d’onde. Il se base sur une mé-
thode de calcul semi-vectorielle qui est une évolution de la méthode
de l’indice effectif pour avoir plus de précisions. Cette méthode
impose des hypothèses moins fortes que celle de l’indice effectif en
supposant que le champ électromagnétique admet une décomposi-
tion latérale en séries de Fourrier d’ordre N. Ce logiciel a permis
d’étudier les modes se propageant dans différentes sections de nos
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composants d’étude. Des exemples de simulations seront présentés
par la suite.






















Figure 2.5 – Principe de la méthode de l’indice effectif [91]
56 Chapitre 2. Intégration de circuits photoniques sur Phosphure d’Indium
2.2.1.4 Confinement optique
ALCOR est aussi capable de calculer le confinement optique Γ
d’un mode optique dans certaines parties d’une structure de guide.
Ce paramètre correspond au rapport entre la puissance lumineuse
confinée dans une couche considérée (couche A) et la puissance
totale du mode dans toute la section transverse :
Γ =
∫
couche A ‖Ey‖2dxdy∫ +∞
−∞ ‖Ey‖2dxdy
(2.10)
Cette caractéristique est important pour les dispositifs opto-
électroniques : par exemple, un confinement optique proche de
1 dans le coeur du guide d’onde signifie que le mode sera bien
confiné dans le guide d’onde. Il sera par conséquent moins sujet
à la diffusion ou l’absorption par des défauts en dehors du guide
et il pourra plus facilement être modulé par un champ électrique
appliqué.
2.2.1.5 Méthode de calculs BPM
Pour résoudre les équations de propagation dans le cas de guides
d’onde ne présentant pas d’invariance selon la direction de propa-
gation z, il est nécessaire de faire appel à des méthodes de calculs
élaborées. La méthode BPM (Beam Propagation Method) est commu-
nément utilisée pour simuler la propagation d’un faisceau optique
dans de tels guides d’onde. Elle se base sur des restrictions telles
que la paraxialité (la propagation est restreinte à de faibles angles)










+ k2n2(x, y, z)E = 0 (2.11)
La BPM réalise d’abord des approximations sur les composantes
scalaires des champs électromagnétiques ce qui engendre des sim-
plifications dans les équations de propagation. Partant d’un champ
optique connu (gaussienne ou mode propre calculé dans une sec-
tion par la méthode de l’indice effectif, par exemple), elle calcule
ensuite son évolution dans le temps et l’espace après avoir effectué
une discrétisation selon ces deux variables (dt et dz). La BPM déter-
mine alors une approximation la plus fidèle possible des solutions
de l’équation de propagation. Contrairement au calcul de mode, la
méthode ne repose pas sur un problème aux valeurs propres mais
sur une problème à valeur initiale. De plus amples informations sur
cette méthode sont disponibles dans l’ouvrage de K. Okamoto [22].
La plupart des logiciels de simulation de propagation optique
sont basés sur cette méthode de calcul du fait de sa rapidité de
résolution et de son optimisation constante. Dans le cadre de cette
thèse, le logiciel BeamPROP de la société RSoft, se basant sur la
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méthode BPM, a été utilisé pour réaliser des simulations de propaga-
tion optique dans les structures d’étude. Le logiciel ALCOR possède
lui aussi un module de simulation BPM que nous avons utilisé au
cours de la thèse.
2.2.2 Les structures rubans
Dans ce paragraphe nous allons nous intéresser aux différentes
structures de guides rubans droits que nous avons déjà proposé à la
section 2.2.1. Nos transmetteurs intégrant plusieurs composants de
nature différente, il est nécessaire de choisir une structure de guide
commune pour l’ensemble du circuit photonique qui occasionne de
bonnes performances pour chaque composant tout en simplifiant le
procédé de réalisation technologique. La structure ruban autorise un
comportement monomode en ajustant la largeur du ruban. De plus,
dans les composants actifs, elle aide à réduire grandement la tension
à appliquer pour produire un champ électrique donné sur l’étendue
du matériau électro-absorbant.
Afin de sélectionner la meilleure alternative, nous avons utilisé
ALCOR pour déterminer le mode fondamental se propageant dans
les trois grandes familles de rubans présentées en figure 2.4. Nous
avons pu ainsi déterminer pour chaque ruban la forme du mode
fondamental, l’indice effectif qu’il « voit », et le confinement optique
dans les différentes couches semi-conductrices de la structure. Les
simulations ont été réalisées sur un empilement combinant InP et
puits quantiques AlGaInAs. La largeur de ruban a été choisie afin
qu’un comportement monomode du guide d’onde soit observé. Les
résultats obtenus avec ALCOR sont disponibles sur la figure 2.6.
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Figure 2.6 – Simulations, réalisées sous Alcor, du mode optique et de son confinement
dans différentes géométries de guides : (a) ruban profond, (b) ruban peu profond et (c)
ruban enterré
On remarque que chaque structure possède ses caractéristiques
propres : la technologie enterrée entraîne un mode plus rond que
dans le shallow-ridge et plus grand que dans le deep-ridge. Ce-
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pendant, les confinements optiques et les contrastes d’indice pour
chaque technologie sont différents.
La technique du ruban profond, représentée en figure 2.4(b),
est obtenue par la gravure (chimique ou plasma) d’un ruban dans
l’empilement de couches du guide plan de la figure 2.4(a). Habi-
tuellement l’air entoure ce guide ce qui provoque un fort contraste
d’indice avec les matériaux semi-conducteurs. Si on prend l’exemple
d’un ruban profond sur InP/AlGaInAs, comme simulé en figure
2.6(a), on observe un mode très confiné dans les matériaux semi-
conducteurs, du fait du fort contraste d’indice, et particulièrement
dans la couche active en AlGaInAs. Ce fort confinement, en plus
de permettre l’obtention de modulateurs/lasers/amplificateurs effi-
caces, rend possible l’utilisation de guide à faible rayon de courbure.
Cependant, malgré ses bénéfices, cette structure possède de nom-
breux désavantages dans le type d’applications que nous cherchons
à mettre en œuvre :
– Un tel ruban, du fait de ses dimensions et du confinement
optique, mène à un mode de petite taille. Ceci le rendra difficile
à coupler dans une fibre optique.
– Les flancs de la zone active étant en contact avec l’air, dans le
cas du matériau AlGaInAs utilisé en tant que zone active, une
oxydation rapide sur les flancs aura lieu. Elle sera responsable
de fuites et de problèmes de fiabilité du composant. Si on
souhaite réaliser des structures ruban profond utilisant des
puits quantiques aluminés pour zone active, il est nécessaire
de réaliser une passivation des flancs de rubans après gravure
de ceux-ci, ce qui est contraignant.
– La dissipation de chaleur dans ce type de structure n’est pas
optimale.
– Le fort contraste d’indice mène à d’importantes réflexions de
la lumière au niveau des interfaces air/semi-conducteurs. Par
conséquent, si les flancs du ruban sont rugueux suite à la
gravure de celui-ci, de fortes pertes de propagation auront lieu.
– Les guides réalisés selon cette technique sont très fragiles et
résistent mal aux contraintes mécaniques.
Dans le cas de la structure ruban peu profond, on arrête la gra-
vure juste au niveau du cœur du guide. Ainsi, le mode optique n’est
plus contraint par la largeur du ruban et peut s’élargir dans la partie
inférieure. Ce mode, du fait de ses dimensions plus grandes, est
plus aisé à coupler dans une fibre même si sa forme en poire ne per-
met pas un couplage optimal. Cette structure améliore quelque peu
la dissipation thermique, la résistance aux contraintes mécaniques
ainsi que les défauts d’oxydation et de flancs rugueux de la struc-
ture deep-ridge. Cependant, les modulateurs fabriqués selon cette
structure nécessitent une plus forte tension de commande que leurs
équivalents en technologie ruban profond pour obtenir le même taux
d’extinction. Rubans profonds et peu profonds présentent un fort
contraste d’indice entre le matériau latéral de confinement et le ma-
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tériau guidant. Cela occasionne une mauvaise tolérance géométrique
et un comportement modal peu stable.
La dernière grande famille de guides consiste à graver un ruban
de la même façon que dans le cas des deep-ridges mais ce ruban est
enterré dans un matériau semi-conducteur par une étape d’épitaxie
supplémentaire. Cette technique permet de diminuer fortement le
contraste d’indice (et donc de limiter les pertes et les réflexions sur
les rugosités du ruban), de s’affranchir du problème d’oxydation,
de déconfiner le mode pour obtenir un mode sphérique dont le
couplage avec une fibre est plus aisé, d’avoir une bonne dissipation
thermique, de bonnes tolérances géométriques ainsi qu’une excel-
lente résistance mécanique. De plus, dans le cas d’une technologie
enterrée, l’électrode métallique permettant d’appliquer une tension
ou un courant sur les composants actifs, peut s’étendre beaucoup
plus que dans le cas d’un deep-ridge ou d’un shallow-ridge, ce qui
favorise la diminution de la résistance série du composant. Cepen-
dant, de par son confinement optique plus faible dans la zone active,
cette technique empêche l’utilisation de guides courbés à faible rayon
de courbure. Sa réalisation technologique est également largement
complexifiée par rapport à un simple ruban profond. Etant donné
ses avantages, nous utiliserons une des variantes de cette technolo-
gie pour réaliser nos transmetteurs : la technique « Semi Insulating
Buried Heterostructure ».
2.2.2.1 La structure « Semi Insulating Buried Heterostructure » (SIBH)
La famille des rubans enterrés est constituée de trois principales
structures : BRS (buried ridge structure), pnBH (p-n buried hetero-
structure) et SIBH (Semi Insulating Buried Heterostructure). Lors-
qu’on enterre une hétéro-jonction dans un matériau semi-conducteur,
il est nécessaire de limiter la zone où les électrons peuvent se dé-
placer afin que la totalité des électrons transite par la zone active
et son matériau électro-absorbant. Ces trois techniques d’enterre-
ment de ridge se différencient par la manière dont elles confinent
les électrons.
(a) (b)
Figure 2.7 – Schéma de principe des techniques (a) BRS et (b) pnBH [89]
Dans la technique BRS, la zone active est isolée électriquement par
implantation ionique. Pour le pnBH, l’empilement de couches dopées
p et n de part et d’autre du ruban bloque le courant et imposer le
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passage de celui par la zone active. Le schéma de principe de ces
deux structures est présenté en figure 2.7. Malgré leurs nombreux
avantages, ces deux structures possèdent une limitation forte dans
le cadre des composants modulateurs à hauts débits. En effet, une
capacité parasite formée par la jonction entre les couches dopées p et
n de part et d’autre du ruban, vient s’ajouter à la capacité de jonction
Cj et limite fortement la bande passante. Ce problème peut être
résolu en rendant isolant l’InP enterrant le ruban par l’incorporation
de fer ou de ruthénium. La technologie SIBH est basée sur ce concept
et possède tous les avantages des technologies BRS et pnBH sans la
limitation de bande passante. La structure SIBH est schématisée en
figure 2.8 pour une structure active où nous pouvons appliquer un
courant/une tension et pour une structure passive.
InP semi isolant InP semi isolant
InP - dopé P+
InP - dopé N
P
Couche bloquante Couche bloquante
(a)
InP semi isolant InP semi isolant
InP - dopé P+
InP - dopé N
P
Couche bloquante Couche bloquante
(b)
Figure 2.8 – Structure SIBH pour (a) une zone active et (b) une zone passive
2.2.2.2 Comparaison des structures
Durant sa thèse, Stéphane Gouraud a réalisé une comparaison de
certaines techniques de la famille ruban appliquées aux modulateurs
à électro-absorption. Nous présentons ici ses conclusions dans le
tableau 2.1.
« Deep-ridge » « Shallow-ridge » « SIBH »
Guidage de l’onde + − ++
Taux d’extinction ++ − ++
Efficacité d’application du champ sur
la couche active ++ − ++
Pertes d’insertion − − −
Pertes de couplage − + ++
Recouvrement avec le mode de la
fibre −− + ++
Cj/Bande passante ++ − +
Tension de commande ++ − ++
Robustesse de la puce −− + ++
Dissipation thermique −− ++ ++
Table 2.1 – Comparaison de différentes techniques de réalisation de guide ruban pour les
modulateurs [89]
Ce tableau montre bien la supériorité de la technique SIBH sur les
autres structures de ruban. Cependant, le paramètre de complexité
de réalisation n’a pas été pris en compte. L’enterrement SIBH du
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ruban est bien plus contraignant à réaliser qu’un simple deep-ridge
ou shallow-ridge du fait des étapes épitaxiales et technologiques
supplémentaires qu’il faut mettre en place pour sa réalisation. Dans
le cadre de notre étude nous appliquerons la technique SIBH.
2.2.3 Intégration photonique sur InP
Une des innovations technologiques majeures dans le domaine
de l’électronique a été le développement des circuits intégrés élec-
troniques. Les premiers transistors intégrés sur silicium ont tout de
suite démontré leur supériorité sur les composants électroniques dis-
crets possédant une unique fonction. De tels circuits ont révolutionné
l’électronique et ont permis une amélioration des performances, une
augmentation du nombre de fonctionnalités réalisables et une réduc-
tion des coûts. Les circuits intégrés ont engendré une industrie de
plusieurs centaines de milliards de dollars.
De la même manière, l’intégration de plusieurs dispositifs opto-
électroniques dans un circuit photonique est une étape essentielle au
développement de l’industrie des télécommunications. Actuellement,
la plupart des systèmes télécoms utilisent des composants discrets,
ayant une fonction unique, qu’on interconnecte entre eux pour réa-
liser une fonction définie. Chaque composant est monté dans son
propre module, avec sa propre alimentation et son propre refroidis-
sement ce qui engendre des systèmes énergivores, encombrants et
ayant des pertes optiques de couplage entre les différents compo-
sants. Le concept de circuit photonique intégré ou PIC, introduit
par Miller en 1969 [106], consiste à intégrer monolithiquement sur
un même substrat les différentes fonctions optiques d’un système
opto-électronique. Ainsi, le circuit est monté dans un seul module
avec un unique refroidissement. Les dimensions du système sont
alors grandement réduites, l’énergie nécessaire à son fonctionne-
ment diminue, les pertes optiques de couplage sont abaissées et les
coûts de mise en module sont limités. Cette intégration présente de
nombreux avantages ce qui explique que depuis les années 70, des
circuits optiques intégrés de plus en plus complexes voient le jour :
des intégrations monolithiques de plus de 200 composants ont même
été démontrées. En plus de réaliser un historique des circuits photo-
niques, les publications de la société Infinera [107, 108], spécialisée
dans le développement de PICs, permettent de bien comprendre
les avantages de l’intégration monolithique et présentent plusieurs
exemples de PICs.
Les dispositifs passifs et actifs d’un PIC nécessitent généralement
des zones guidantes de nature différente (énergie de gap, confine-
ment, absorption, . . . ). Afin d’obtenir les meilleures performances
possibles pour chaque composant, nous devons faire appel à des
techniques d’épitaxie et des procédés de réalisation technologique
spécifiques pour intégrer efficacement ces différents dispositifs sur
un même substrat. La figure 2.9 présente schématiquement les quatre
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principales techniques utilisées pour l’intégration monolithique de














Figure 2.9 – Vue en coupe de différentes méthodes d’intégration monolithique actif-passif
[109]
2.2.3.1 Butt-Joint
Dans la technique du bout à bout (butt-joint), une première étape
d’épitaxie fait croître sur le substrat un matériau ayant une énergie
de bande interdite optimisée pour la zone active d’un des dispositifs
intégrés du circuit. Puis nous gravons localement l’empilement actif
afin de former un caisson. Une nouvelle étape d’épitaxie assure la
croissance, dans ce caisson, des matériaux destinés à une autre zone
active ou à une zone passive. Ce procédé est réitéré un nombre de
fois équivalent au nombre de zones actives et passives ayant une
énergie de gap différente. La technique butt-joint est schématisée de
façon simplifiée pour la définition d’une zone passive et d’une zone
active sur les vues en coupe de la figure 2.9.
Croissance épitaxiale de 
la zone active
Guide d’onde
Gravure sélective d’un 
caisson
Croissance épitaxiale de 
la zone passive
Zone passive Zone active
Figure 2.10 – Procédé de réalisation simplifié de la technique d’intégration butt-joint
pour une zone passive et une zone active (vues en coupe)
Avec ce procédé il est possible d’obtenir des transitions abruptes
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entre les différentes zones. De plus, chaque partie active ou passive
du circuit peut disposer de matériaux totalement optimisés pour
une fonction optique spécifique. Cependant, des difficultés existent :
– L’alignement entre les deux guides d’onde est critique et les
technologies d’épitaxie et de gravure doivent être maîtrisées
très précisément pour pouvoir avoir un bon résultat.
– Des zones de réflexion/absorption parfois assez fortes peuvent
apparaître au niveau des interfaces de croissance entre les
différentes zones. Des défauts générés lors de l’épitaxie ou bien
la différence d’indice effectif entre les deux zones peuvent être
la cause de ces réflexions.
– La réalisation d’un tel procédé peut devenir très contraignante
si le nombre de zones actives et passives différentes est élevé.
Cette technique est largement utilisée à l’heure actuelle dans l’in-
dustrie opto-électronique pour réaliser des PICs simples tels que
l’intégration d’un DFB et d’un EAM permettant de former un EML
[110].
2.2.3.2 La croissance sélective
On peut aussi exploiter la croissance sélective (Selective Area
Growth ou SAG) pour intégrer une section passive et une section
active sur un même substrat. Dans cette technique on vient préala-
blement masquer partiellement la surface du wafer avec une couche
mince diélectrique (Si3N4 ou SiO2) qui empêche les matériaux III-V
de cristalliser à sa surface lors d’une croissance épitaxiale MOVPE.
Ceci engendre une modification locale des vitesses de croissance à
proximité des masques diélectriques. Cette altération des vitesses de
croissance peut être utilisée pour obtenir une variation d’épaisseur
et de composition des matériaux qu’on fait croître. En fonction de la
forme et de l’agencement des motifs de masquage à la surface du
wafer, il est possible d’accomplir une ingénierie des bandes interdites.
Par conséquent, des zones destinées à des composants passifs ou
actifs pourront être définies. Le principe de la SAG est schématisé
en figure 2.11 pour un composant nécessitant une zone passive et
une zone active.
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Section en coupe perpendiculaire à l’axe optique Vue du dessus
Masques diélectriques empêchant la croissance 
de matériaux durant le procédé SAG
(a)
Section en coupe perpendiculaire à l’axe optique Vue du dessus
Pas de croissance de matériaux
 sélectivité
Augmentation des vitesses 
de croissance
Zones loin des masques
 Vitesses de croissance 
nominales
Section en coupe 
parallèle à l’axe optique
(b)
Actif Passif
Figure 2.11 – Vues en coupe et de dessus (a) avant et (b) après la croissance sélective
pour un composant ayant une zone passive et une zone active
Cette technique est très utile pour définir en une seule étape
d’épitaxie plusieurs zones à la surface du wafer avec des puits
quantiques possédant des énergies de bande interdite différentes.
De plus, les interfaces entre les différentes zones étant continues
et l’indice de réfraction variant graduellement pour passer d’une
zone à l’autre, les réflexions entre celles-ci sont nulles. Toutefois, la
croissance sélective possède quelques désavantages :
– une maîtrise poussée de la simulation de la croissance en phase
vapeur est nécessaire pour concevoir les motifs des masques
diélectriques,
– les transitions entre zones actives/passives ne sont pas abruptes
ce qui rallonge la taille du composant
– les matériaux constituant chaque zone ne peuvent pas être aussi
bien optimisés que dans le cas du butt-joint (un compromis sur
les performances de chaque zone doit être effectué).
Le laboratoire III-V lab a acquis une expertise poussée dans ce
domaine et de nombreux composants ont ainsi pu être intégrés
sur un même substrat : EML [111], EAM-SOA [67], . . . Une étude
complète de la SAG pratiquée au III-V lab est disponible dans le
rapport de thèse de Nicolas Dupuis [112].
2.2.3.3 Le décalage des puits quantiques
Cette méthode consiste à faire croître un empilement de deux
cœurs de guides d’onde ayant une énergie de bande interdite diffé-
rente et séparés par une couche d’InP. Généralement le cœur « bas »
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est constitué d’un matériau massif qui guide la lumière avec peu
de pertes optiques et le cœur « haut » est formé par une succession
de puits quantiques dont la bande interdite se situe autour de la
longueur d’onde d’émission/d’absorption souhaitée. La définition
des zones passives s’effectue par la gravure des puits quantiques
(la gravure chimique sélective permettra de s’arrêter sur la couche
d’InP séparant les deux zones actives). Dans les zones actives, la
lumière sera confinée dans les puits quantiques (car ils possèdent
un indice de réfraction plus grand) et dans les zones passives elle
se couplera dans le guide inférieur qui dispose d’un indice et d’une
absorption plus faibles. Il est possible de définir des zones actives
et des zones passives optimisées mais le nombre de gaps différents
que nous pouvons obtenir par le biais de cette méthode est limité.
Par conséquent, cette technique se prête mal à la conception de PICs
complexes. Des lasers DBR intégrés à des EAMs [113], SOAs [114] ou
MZMs [115] ont été démontrés en utilisant le principe de décalage
des puits quantiques.
2.2.3.4 L’interdiffusion des puits quantiques
Cette alternative, pour définir des zones absorbantes et transpa-
rentes dans un composant, permet de réaliser un décalage sélectif du
profil d’absorption du guide d’onde en contrôlant l’inter-diffusion
entre les barrières et les puits quantiques après leur croissance. En
effet, lors d’une étape de recuit à haute température, les composés Al
et Ga des puits et barrières interdiffusent ce qui a pour conséquence
de modifier le diagramme de bande de la structure et d’augmenter
l’énergie de bande interdite. La problématique consiste à localiser
cette interdiffusion dans des zones bien précises du wafer. Plusieurs
solutions existent pour rendre l’interdiffusion sélective : diffusion
de dopants surfaciques, implantation d’ions et apport localisé de
chaleur par photo-absorption. En une étape épitaxiale et une étape
d’interdiffusion, on peut donc définir des zones possédant diffé-
rentes énergies de gap à la surface du wafer. Malgré sa facilité de
mise en œuvre, cette méthode présente le désavantage de ne pas
pouvoir modifier l’épaisseur de la zone guidante. Il est par consé-
quent difficile de fabriquer des composants récepteur de lumière
avec cette technique car ceux-ci nécessitent des zones guidantes
fines, non dopées avec une énergie de bande interdite plus faible
que l’énergie des photons incidents. Plusieurs équipes de recherche
ont intégré différents composants en se basant sur l’interdiffusion
des puits quantiques [116, 109].
2.2.3.5 Comparaison des techniques d’intégration
Le tableau 2.2 provenant de [117] compare les différentes tech-
niques d’intégration sur différents aspects : compacité, complexité,
coût, pertes de couplage et de propagation ainsi que le nombre de
bandgaps différents réalisables. La méthode d’intégration hybride,
qui consiste à fabriquer chaque fonction sur des substrats différents
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et optimisés, puis à les assembler, est présentée comme point de
base de la comparaison étant donné qu’elle constitue la technique
actuellement la plus répandue dans les systèmes de communication.

















Table 2.2 – Comparaison des différentes techniques d’intégration actif/passif [117]
Pour la réalisation des composants d’étude, nous utiliserons la
technique de croissance sélective du fait de l’expertise sur ce sujet
au III-V Lab et de la possibilité d’obtenir de nombreuses énergies de
gap différentes sur un même wafer en une seule étape d’épitaxie.
2.3. Les dispositifs photoniques sur InP 67
2.3 Les dispositifs photoniques sur InP
2.3.1 Composants actifs
De multiples composants actifs différents peuvent être inté-
grés sur le matériau InP. Ils peuvent être classés en 3 grandes fa-
milles : les émetteurs, les modulateurs et les photo-récepteurs. Dans
cette section, nous décrirons essentiellement les composants opto-
électroniques actifs jugés pertinents dans le cadre de la thèse et des
circuits étudiés. Pour les composants non décrits nous invitons le
lecteur à parcourir l’ouvrage de H. Zappe [51] qui a procèdé à une
revue assez complète des différents composants actifs intégrables
sur matériaux semi-conducteurs.
2.3.1.1 Diode Laser à réaction distribuée
Comme nous l’avons vu dans la section 2.1.2.1, il est possible d’ob-
tenir sur semi-conducteurs III-V des diodes lasers simples comme
celles présentées sur la figure 2.2. Lorsque la cavité optique néces-
saire à la densification des photons est constituée seulement des
deux miroirs situés au niveau des faces clivées (avec l’ajout éventuel
de traitements haute-réflectivité ou anti-reflet), on associe le terme
Fabry-Perot à ce type de cavité. On parle alors de réaction locali-
sée. Les lasers utilisant une cavité Fabry-Perot sont très simples à
fabriquer mais il est généralement difficile d’obtenir un fonction-
nement monomode en longueur d’onde en utilisant cette structure.
En effet, ce type de cavité manque de sélectivité et engendre un
fonctionnement laser sur de multiples modes longitudinaux simulta-
nément ou avec des sauts entre modes longitudinaux. Le contrôle de
la longueur d’onde dans le domaine des télécommunications étant
primordial, un tel fonctionnement ne peut pas être judicieux pour
notre application.
Une façon simple d’obtenir une diode monomode en longueur
d’onde consiste à introduire une variation périodique de l’indice
effectif ou du gain par réalisation d’un réseau de Bragg sélectif en
fréquence. La réaction localisée est alors remplacée par une réaction
distribuée. La cavité reste une cavité de Fabry-Pérot mais le mode
de résonance sélectionné est très proche de la longueur d’onde
de Bragg du miroir pour laquelle les pertes par réflexion sont les
plus faibles. L’étude du mécanisme de réaction distribuée dans les
matériaux semi-conducteurs a conduit à la fabrication du premier
laser à réaction distribuée en 1973 [118].
La figure 2.12 schématise le principe de fonctionnement de la ré-
action distribuée basée sur un réseau de Bragg. Au niveau de chaque
dent du réseau, une partie de l’onde incidente est réfléchie [119].
Ceci impose un accord de phase sélectif entre l’onde incidente et
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l’onde réfléchie, qui s’exprime par :




où kI et kR sont respectivement les vecteurs d’onde de l’onde in-
cidente et réfléchie, Λ est le pas du réseau de Bragg et m est un









avec λB la longueur d’onde de Bragg et ne f f l’indice effectif vu
par le mode incident. La réaction distribuée n’est alors importante
qu’autour de cette longueur d’onde, d’où la possibilité d’imposer
une longueur d’onde à la diode laser. La détermination précise du
pas du réseau et donc de la longueur d’onde imposée, implique de
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Figure 2.12 – Principe de fonctionnement de la réaction distribuée basée sur un réseau de
Bragg
Le réseau devant être en interaction avec le mode guidé, il doit
être situé dans la zone de décroissance du mode guidé et donc à
proximité de la zone active. L’efficacité du réseau peut être contrôlée
en fixant la distance entre le réseau et la couche active au moyen
d’une couche (appelée « espaceur ») d’un matériau à large gap. Pour
éviter les effets parasites pouvant être engendrés par la cavité Fabry-
Pérot, les facettes clivées qui la constituent sont traitées anti-reflet. Le
traitement haute réflectivité sur une seule des faces permet d’obtenir
une émission unilatérale avec la totalité de la puissance émise par la
facette traitée anti-reflet.
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Deux structures de lasers basés sur le principe de la réaction
distribuée sont largement utilisées en opto-électronique : les lasers à
réaction distribuée (DFB) et les lasers à réflecteur de Bragg distribué
(DBR).
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Figure 2.13 – Structures des deux types de lasers à réaction distribuée : (a) DFB et (b)
DBR
Comme présenté sur la figure 2.13, dans le premier cas, la modu-
lation périodique de l’indice s’effectue au-dessus ou dans la zone de
gain du laser, alors que dans le second cas la zone de gain et la zone
de modulation d’indice sont séparées. Les DFB sont plus simples
à fabriquer, présentent moins de pertes et possèdent un courant
de seuil d’émission laser plus faible que les DBR [120]. Pour une
puissance de sortie donnée ils permettent d’obtenir des composants
émetteurs de plus faible encombrement que les DBR. L’un des grands
intérêts des lasers DBR réside dans leur accordabilité en longueur
d’onde (sur une vingtaine de nanomètres) rendue possible grâce à
la modification d’indice dans la partie réseau de Bragg par injection
de porteurs. Dans les DFB ceci est impossible, seul un accord de la
longueur d’onde de facon thermique peut être réalisé mais il reste li-
mité à 4-5 nanomètres [121]. Ces deux types de dispositifs émetteurs
sont largement utilisés dans les systèmes télécoms actuels du fait
de leur compacité, de leur faible consommation et coût. Pour nos
composants, nous utiliserons un laser DFB du fait de ses avantages.
2.3.1.2 Modulateur à électro-absorption
Les effets gouvernant les modulateurs à électro-absorption ayant
été décrits en section 1.3.4, nous discuterons ici plus en détail des
paramètres de conception des EAMs à puits quantiques. Pour rappel,
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un EAM est une diode PIN polarisée en inverse dont l’effet électro-
absorbant en fonction de la tension appliquée autorise la modulation
de l’intensité de la lumière. Dans le cas des EAMs à base de puits
quantiques, le phénomène d’électro-absorption est gouverné par
l’effet QCSE qui permet de modifier l’absorption en fonction du















Figure 2.14 – Modification de l’absorption lors de l’application d’un champ électrique
dans une diode PIN semi-conductrice gouvernée par l’effet QCSE
La courbe d’absorption (et donc les caractéristiques des puits
quantiques) de l’EAM est choisie de façon qu’en absence de champ
électrique appliqué (E = 0), la longueur d’onde laser λLaser ne soit
que très peu absorbée : le modulateur est dans l’état passant ou
ouvert et un 1 optique est généré. Lors de l’application d’une tension
de contrôle (E 6= 0), la courbe d’absorption des puits quantiques
est décalée vers les grandes longueurs d’onde par l’effet QCSE et la
longueur d’onde d’émission du laser est absorbée : le modulateur
est dans un état bloquant ou fermé et un 0 optique est généré. La
modulation d’amplitude est donc possible de cette façon.
Pour caractériser le contraste entre les deux états du modulateur,
on définit, pour une longueur d’onde donnée, deux paramètres :
– α0 l’absorption à l’état passant,
– ∆α la variation d’absorption entre l’état passant et l’état blo-
quant.
Pour limiter les possibles erreurs d’interprétation entre les 1 et
les 0 optiques lors de la détection du signal modulé et pour bien
distinguer les deux états, il est nécessaire que ∆α soit le plus grand
possible. Cependant, pour limiter les pertes du composant il faut
que α0 soit le plus faible possible. Le contraste de fonctionnement,
aussi appelé profondeur de modulation, est alors égal au rapport
∆α/α0 ; il doit être le plus grand possible pour obtenir un modulateur
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performant. α0 et ∆α sont représentées à la longueur d’onde laser
sur la figure 2.14. A partir de ces deux valeurs d’absorption, deux
autres caractéristiques des EAMs peuvent être calculées :
– Le taux d’extinction :
ER(dB) = 10 log(exp(−Γ∆αL)) (2.14)
– L’atténuation en mode passant :
αON(dB) = 10 log(exp(−Γα0L)) (2.15)
avec Γ le facteur de confinement dans les puits quantiques et L la
longueur du modulateur. Il est visible sur la figure 2.14 que l’écart
∆λ entre la longueur d’onde du laser et le pic d’absorption des
puits sans champ appliqué aura un impact important sur ces deux
paramètres et sur la profondeur de modulation.
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Figure 2.15 – Fonction de transfert d’un EAM
La figure 2.15 présente la fonction de transfert typique d’un
EAM. Elle nous informe sur comment passer d’un signal électrique
modulé à un signal optique modulé. Contrairement à la modulation
de type statique, lors de la modulation dynamique à hauts débits il
est nécessaire que la tension de contrôle soit la plus faible possible
pour des raisons de dissipation thermique et de réalisation des
circuits de commande à de telles fréquences. Nous polariserons au
préalable le modulateur (ce qui augmentera l’absorption à l’état
passant) afin de se placer dans sa zone d’extinction linéaire. De
cette manière, les 1 seront générés par le haut de cette zone linéaire
sans ajout d’une tension de contrôle. Les 0 optiques, quant à eux,
seront obtenus par application d’une tension de contrôle faible qui
permettra d’atteindre l’absorption maximale dans cette zone linéaire
de la fonction de transfert de l’EAM. Il est important de distinguer
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le taux d’extinction statique SER, obtenu par modulation statique de
l’EAM sans polarisation préalable de celui-ci, du taux d’extinction
dynamique DER, obtenu par modulation dynamique à hauts débits
de l’EAM. Le SER est obligatoirement égal ou supérieur au DER.
La réponse en fréquence d’un modulateur à électro-absorption
peut être modélisée de façon simplifiée par le circuit électrique






Figure 2.16 – Circuit équivalent simplifié d’un EAM
Les différents composants de ce circuit sont les suivants :
– Cj est la capacité de la jonction PIN de l’EAM. Elle peut être
soit déterminée par simple mesure de capacité en fonction de
voltage en utilisant un capacimètre, soit calculée directement.
En effet, cette capacité dépend de la valeur de la constante
diélectrique eI du matériau électro-absorbant et des dimensions
du composant (S la surface de la jonction et tI l’épaisseur de la
zone déplétée dans la jonction qui correspond à l’épaisseur de
la zone non intentionnellement dopée si les profils de dopage





– Ro est une résistance dynamique représentant la variation de
photo-courant généré par l’absorption en fonction de la tension
appliquée à la jonction. Elle peut être déterminée par la rela-
tion qu’il existe entre le photo-courant de l’EAM et la tension
appliquée [123]. Pour déduire la valeur de cette résistance ex-
périmentalement, il faut calculer la pente de la courbe I(V) en
inverse avec une puissance optique en entrée du modulateur.
La valeur de cette résistance est généralement assez grande (≈
0,5–2 kΩ) ; elle peut donc être remplacée par un circuit ouvert.
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– Rs est la résistance série de l’EAM. Elle peut être mesurée ex-
périmentalement en traçant, à fort courant, la courbe I(V) en
direct du modulateur et en calculant sa pente. Elle peut aussi
être estimée en prenant en compte la résistance ohmique de
contact des électrodes métalliques à laquelle on ajoute la résis-
tance massive des matériaux semi-conducteurs de la jonction.
Cette résistance est idéalement de quelques ohms.
– Rg est l’impédance du générateur de tension auquel on a
connecté l’EAM. Elle possède une valeur de 50 Ω
– Rc est la résistance de charge à laquelle on connecte le circuit
afin de minimiser la réflexion du signal électrique hyperfré-
quence (HF) qui sera appliqué sur l’EAM lors de modulation à
hauts débits.
Ce circuit équivalent est très simplifié :
– la capacité de jonction est assimilée à une simple capacité plan,
– les capacités parasites (de l’ordre de quelques fF) ainsi que les
résistances de fuites (supérieures au MΩ normalement) ne sont
pas prises en compte,
– certains effets selfiques du circuit sont négligés.
Il permet cependant d’obtenir des modélisations du comportement
en fréquence des EAMs en accord avec des résultats pratiques [122].














Prenant généralement Rc = Rg = 50 Ω pour diminuer la réflexion
du signal HF lors de la modulation, cette bande passante sera limitée
par les valeurs de Rs, Rc et Cj. Pour augmenter la bande passante
on peut chercher à :
– diminuer la résistance de charge Rc mais il faut alors que
Rs soit faible et que les réflexions du signal HF, induites par
l’adaptation d’impédance, restent correctes.
– réduire la capacité de jonction Cj. En effet, comme le montre
la relation 2.16, cette caractéristique dépend des dimensions
du modulateur. Un modulateur moins large, moins long ou
ayant une zone non dopée moins épaisse aura une plus faible
capacité. Cependant, ces deux dernières réductions se font aux
dépends du taux d’extinction de l’EAM (cf. équation 2.14).
– abaisser la résistance série Rs du modulateur en augmentant la
surface des électrodes métalliques (Rs est inversement propor-
tionnelle à la surface des contacts).
Comme nous venons de le voir, la conception des EAMs passe
par la réalisation de plusieurs compromis sur les performances du
composant. Généralement la longueur du modulateur est choisie
pour obtenir le taux d’extinction souhaité, la largeur du guide doit
être la plus faible possible pour avoir un comportement monomode
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et augmenter la bande passante, l’épaisseur de la zone active est
sélectionnée pour viser un facteur de confinement spécifique, . . .
2.3.1.3 Atténuateur optique variable
Les atténuateurs optiques variables (VOAs) sont des EAMs de
faibles dimensions qui atténuent la lumière dans un guide optique
afin d’obtenir une puissance lumineuse spécifique. Ils fonctionnent
de la même façon que les EAMs mais ne seront pas modulés à
hauts débits. Une tension continue (DC) inverse leur sera appliquée
pour qu’ils absorbent une quantité donnée de lumière. Ils sont utiles
dans les circuits où on souhaite éviter la saturation d’un composant,
ou bien si on désire égaliser la puissance optique entre plusieurs
chemins optiques.
2.3.1.4 Amplificateur Optique à Semi-conducteurs
Les Amplificateurs Optiques à Semi-conducteurs (SOAs) per-
mettent d’amplifier un signal lumineux incident pour compenser les
pertes optiques lors de la propagation de ce signal dans un système
optique. Ils représentent une bonne alternative aux amplificateurs
à fibre dopée erbium (EDFAs) qui ne sont pas intégrables mono-
lithiquement et qui ont une bande spectrale d’amplification plus
limitée.
Un SOA fonctionne de façon similaire à un laser. Il s’agit d’une
diode PIN dont le guide d’onde est constitué par un matériau am-
plificateur. L’injection de porteurs aux bornes de ce composant opto-
électronique génére un phénomène d’émission stimulée qui amplifie
un signal optique incident. La différence avec un laser provient de
la suppression de la cavité Fabry-Perot (qui assure le phénomène
de rétroaction) par un traitement anti-reflet des facettes d’entrée et
de sortie de la cavité. Un SOA est caractérisé par son gain G qui
correspond au ratio de puissance entre le signal amplifié en sortie et
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où R1 et R2 sont les réflectivités des faces d’entrée et de sortie, L la
longueur de la zone de gain du SOA, ne f f l’indice effectif dans le
SOA, λ la longueur d’onde de fonctionnement et Glin le gain interne
linéaire du SOA. Les pertes d’insertion ne sont pas prises en compte
dans cette formule. Le gain linéaire interne est défini par :
Glin = exp((Γg− αi)L) (2.19)
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avec Γ le confinement optique dans le matériau à gain, g le gain du
matériau et αi les pertes par absorption internes au SOA.
Pour caractériser l’efficacité en gain d’un SOA dans le domaine
spectral, on définit sa bande passante de gain Bg comme étant la
plage de longueur d’onde dans laquelle le gain du SOA est supérieur
à la moitié de sa valeur maximale. En traçant la variation du gain G
en fonction de la longueur d’onde, il est aisé de déterminer la valeur
de Bg. Il est ainsi possible de connaître la bande spectrale où le SOA
sera le plus efficace pour amplifier un signal.
Un paramètre important pour quantifier le bruit généré par le
SOA est le facteur de bruit F défini par le ratio entre le rapport signal
sur bruit à l’entrée du SOA (SNRin) et le rapport signal sur bruit à





Le bruit engendré par le SOA provient principalement du battement
signal-émission spontanée et du bruit de grenaille (bruit provenant
des fluctuations du courant électrique dans le matériau causées par
les charges électroniques). Pour un SOA intégré dans un circuit
photonique, les calculs ont démontré que si G >> 1 alors le facteur
de bruit est égal à [126] :
F = 2nsp (2.21)
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Figure 2.17 – Caractéristique typique du gain d’un SOA en fonction de la puissance de
sortie [126]
Le gain d’un SOA est influencé à la fois par la puissance d’entrée
et le bruit interne généré par le processus d’amplification. Lorsque la
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puissance du signal en entrée augmente, l’émission stimulée devient
plus forte dans la cavité et le nombre de porteurs dans la zone active
diminue (diminution de l’inversion de population dans les niveaux
énergétiques) ce qui a pour conséquence de saturer le gain. Cette
saturation peut générer des distorsions du signal et limiter le gain
atteignable quand les SOAs sont utilisés comme amplificateurs pour
plusieurs longueurs d’onde en même temps. Le graphique de la
figure 2.17 présente le gain d’un SOA en fonction de la puissance de
sortie.
On définit la puissance de saturation PSat (à une longueur d’onde
et un courant d’injection fixés) comme étant la puissance de sortie à
partir de laquelle le gain est réduit de 3 dB.
Etant donné leurs caractéristiques opto-électroniques et les effets
non linéaires qu’ils peuvent posséder, les SOAs sont utilisés dans de
très nombreuses applications, dépassant la simple amplification :
– Modulateur de phase et d’intensité [127, 128]
– Convertisseur de longueur d’onde [129]
– Portes optiques [130]
– Regénération de signaux optiques [131]
– . . .
2.3.1.5 Les déphaseurs
Nous nous intéresserons ici aux modulateurs de phase nommés
déphaseurs ou Phase Shifters (PS). Ils permettent de fixer une phase
précise dans un guide d’onde (pas de modulation de phase à hauts
débits) en injectant des porteurs dans le matériau semi-conducteur
par un courant continu. Comme nous l’avons vu au chapitre 1,
l’injection de porteurs dans un matériau semi-conducteur engendre
une variation d’indice qui conduit à une modification de la phase de
l’onde. Dans cette configuration, la variation d’indice est gouvernée
principalement par trois effets [50] :
– L’effet plasma (aussi appelé absorption par porteurs libres)
est un effet intra-bande. Dans cet effet, un porteur libre (élec-
tron ou trou) peut absorber un photon pour atteindre un état
d’énergie plus haut dans la bande. La conservation du vecteur
d’onde est réalisée par l’interaction avec un phonon ou une
impureté. Cette transition produit une faible variation d’absorp-
tion qui mène à une diminution de l’indice peu dépendante de
la longueur d’onde.
– Le remplissage des bandes modifie quant à lui l’absorption
(et donc l’indice selon les relations de Kramers-Kroning) du
matériau. En effet, lors de l’injection de porteurs, les électrons
remplissent les niveaux bas de la bande de conduction et les
trous les niveaux hauts de la bande de valence. Avec les niveaux
bas de la bande de conduction remplis, les électrons de la bande
de valence nécessitent des énergies plus grandes que l’énergie
de bande interdite nominale (les électrons ne peuvent aller
que dans les niveaux où il y a de la place) pour être excités
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optiquement (via l’absorption d’un photon) vers la bande de
conduction.
– La réduction de l’énergie de bande interdite intervient lors
de l’injection de porteurs libres dans le matériau et modifie le
gap du matériau. En effet, les électrons injectés occupent les
états inférieurs de la bande de conduction. S’ils sont assez nom-
breux, leurs fonctions d’onde se chevauchent, formant ainsi
un gaz de particules interagissant entre elles ; les électrons se
repoussent les uns des autres du fait des forces de Coulomb
et les électrons de même spin s’évitent pour des raisons statis-
tiques. Ces répulsions écrantent le champ du réseau cristallin
ce qui mène à une diminution de la bande de conduction. Un
phénomène similaire touche les trous de la bande de valence et
engendre une diminution de l’énergie de la bande de valence.
Il en résulte une diminution de l’énergie de bande interdite.
Les différentes équations liées à ces effets ainsi que des mo-
délisations sur la variation de phase en fonction de l’injection de
porteurs sont reportées dans l’annexe A. Il est démontré que dans
nos structures de composants, de faibles courants peuvent conduire
aux décalages de phases nécessaires à atteindre dans les différents
bras des circuits photoniques d’étude.
2.3.2 Composants passifs
Dans cette section nous présenterons les composants passifs (sur
lesquels aucun courant ou aucune tension n’est appliqué) qui seront
intégrés dans les circuits photoniques d’étude. Nous explorerons
ici seulement un panel restreint de dispositifs passifs. Si le lecteur
souhaite approfondir le sujet il peut se référer aux documents [132,
133, 134, 135, 136]. Dans les paragraphes suivants, le guide d’onde
aura une structure en ruban.
2.3.2.1 Guide courbé
Dans la conception des circuits photoniques intégrés, les guides
rubans courbés sont des briques de base pour l’interconnexion entre
différents dispositifs qui ne sont pas sur le même axe. Plusieurs
types de guides courbés existent :
– la figure 2.18(a) présente un guide courbé simple qui utilise un
arc de cercle de rayon de coubure R pour faire tourner le guide
d’onde d’un angle θ par rapport au guide d’entrée.
– Si une translation T sur l’axe du guide est nécessaire, il est
possible d’utiliser un guide courbé en S (ou S-bend) comme
proposé en figure 2.18(b). Cette géométrie de guide en S est
la plus simple parmi les nombreuses géométries de S-bends
disponibles : elle est constituée de deux arcs de cercle de rayon
de courbure R qui sont connectés par un guide droit incliné
d’un angle θ par rapport au guide d’entrée. D’autres géométries
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Figure 2.18 – Géométries de guides courbés : (a) guide courbé simple et (b) guide courbé
en S (ou S-bend)
La figure 2.19 offre les résultats de simulations réalisées sous
BeamPROP pour étudier la propagation d’une onde lumineuse dans
un guide ruban courbé non optimisé en dimension. On observe
que la courbure du guide courbé engendre une déformation du
mode lors de sa propagation ce qui génère de forts rayonnements
de lumière et donc des pertes optiques. La conception des guides
courbés est critique car si leurs dimensions ne sont pas optimisées
les pertes par rayonnement de la lumière se propageant en leur sein
peuvent être élevées. De nombreuses études [137, 138, 139, 140] ont
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Figure 2.19 – Simulation BPM de la propagation de la lumière dans un guide courbé
simple non optimisé
Les guides courbés en plus de la simple fonction d’interconnexion
entre composants dans un circuit photonique intégré, peuvent aussi
être utilisés pour le design de composants spécifiques tels que les
résonateurs à anneaux [141], les lignes à retard [142], les atténuateurs
à guide en S [143] et les démultiplexeurs à réseaux de guides d’onde
(AWG) [144].
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2.3.2.2 Adaptateur de mode ou Taper
L’efficacité de couplage optique C entre deux dispositifs optiques
est définie, lorsqu’on se place dans le cas où les conditions de posi-
tionnement et d’alignement des deux dispositifs sont optimales, par
la formule suivante :




2 dx dy|2∫∫ |φ1|2 dx dy ∫∫ |φ2|2 dx dy (2.22)
où φ1 est le mode propre du premier composant, φ2 le mode propre
du second composant et η le coefficient de transmission entre les
deux composants. Ce coefficient est maximal et proche de l’unité si
les modes se propageant dans les deux dispositifs ont une forme et
des dimensions proches. Si les deux dispositifs possèdent des modes
différents, des pertes de couplage apparaissent : Pcouplage = 10 log C.
Une solution pour minimiser ces pertes consiste à utiliser un adapta-
teur de mode ou Taper qui a pour rôle de faire correspondre le mode
propre en sortie d’un des composants au mode propre de l’autre
composant. Si le taper est intégré au composant qui a le plus petit
mode propre, il faut donc déconfiner ce mode en modifiant l’indice
effectif à la sortie du premier composant. Pour ce faire, plusieurs
techniques sont couramment utilisées :
– La réduction des dimensions géométriques de la zone de
guidage permet de diminuer l’indice effectif et le facteur de
confinement ce qui accroît la taille du mode optique en sortie
du composant. La réduction de largeur peut être obtenue lors
de la fabrication technologique par définition lithographique
du profil de guide, alors que la réduction d’épaisseur est géné-
ralement effectuée lors de la croissance des matériaux des zones
guidantes. Des procédés technologiques assez spécifiques, tels
que les masques à niveaux de gris, peuvent mener à cette ré-
duction de dimension verticale, mais ils sont peu utilisés du
fait de leur complexité [145].
– Le changement progressif de composition des matériaux de
la zone guidante à la fin du composant fait varier doucement
l’indice de réfraction de la zone active ce qui conduit à réaliser
un taper matériau qui déconfinera le mode. Un tel adaptateur
de mode est réalisé via l’utilisation de techniques d’épitaxie des
matériaux semi-conducteurs spécifiques telles que la croissance
sélective que nous présenterons par la suite.
– L’ajout, à la fin du composant et en dessous / au-dessus de
la zone de guidage, d’une couche (nommée « semelle ») ayant
un indice élevé conduit à une expansion du mode vers cette
couche. Cet adaptateur de mode en semelle ne doit pas ab-
sorber l’onde guidée afin de limiter les pertes. De plus, son
emplacement ainsi que sa géométrie sont critiques car il peut
déformer le mode dans des proportions non bénéfiques au
couplage.
Dans notre cas, les différents composants étant intégrés, l’adap-
tation de mode entre les différents dispositifs se fera de manière
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continue par des tapers matériaux et des réductions d’épaisseur de
zone active du fait du procédé de croissance sélective utilisé. Seul le
couplage entre le guide de sortie des composants et la fibre optique
nécessitera la mise en place d’un adaptateur de mode spécifique.
Nous utiliserons à la fois un taper matériau couplé à une réduc-
tion de l’épaisseur de la zone active, provenant de la méthode de
croissance sélective, et la réduction de largeur de guide de sortie
introduite lors de la réalisation technologique du composant. Une
fibre optique possédant une micro-lentille sera aussi utilisée afin de
rapprocher le mode d’entrée de la fibre de celui obtenu en sortie du
composant. Cependant, cette fibre micro-lentillée ne réduira pas les
tolérances d’alignement. L’intérêt des adaptateurs, en plus de limiter
les pertes de couplage, consiste à relâcher les tolérances d’alignement
et donc à permettre un assemblage entre composants plus aisé et à
plus faible coût. Un rapport rédigé au III-V Lab [146] se focalise sur
l’étude des différentes techniques d’adaptation de mode et propose
les solutions optimales pour nos structures de composants opto-
électroniques. Nous utiliserons ces résultats pour les adaptateurs de
mode que nous mettrons en place dans nos composants d’étude.
2.3.2.3 Jonction Y
En opto-électronique, les jonctions Y sont des dispositifs large-
ment utilisés pour diviser un faisceau optique en plusieurs voies
ou pour recombiner plusieurs faisceaux en une seule voie. La figure
2.20(a) présente une jonction Y assurant la division d’un mode op-
tique en deux voies et la figure 2.20(b) une jonction Y combinant
deux faisceaux optiques en un seul. Les jonctions Y avec un nombre
arbitraire de bras peuvent être utilisées pour diviser ou combiner
différents modes provenant de guides d’onde, mais en pratique leur
conception n’est pas aisée et leurs performances (réflexion, équili-





Figure 2.20 – Jonctions Y permettant (a) la division et la (b) recombinaison de faisceaux
optiques
Dans la région Taper entre le guide droit et les différents bras
se séparant, la largeur du guide est souvent assez large pour au-
toriser la propagation de modes optiques d’ordre supérieur. Dans
le cas du diviseur, le guide d’onde monomode d’entrée excite ces
modes d’ordre supérieur qui à leur tour excitent les modes des deux
guides monomodes de sortie. Une partie de l’énergie provenant de
ces modes d’ordre supérieur peut être radiée dans le substrat après
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la jonction car les guides de sortie ne supportent pas la propaga-
tion de ces modes. Ceci se produit de façon similaire dans le cas
du coupleur. De plus, si un seul des guides d’entrée du coupleur
est excité, cela se traduit par une perte de 3 dB sur la puissance
couplée dans le guide de sortie. Par conséquent, une fraction de la
puissance combinée ou divisée est toujours perdue dans la structure
contrairement à d’autres types de coupleur/diviseur de faisceaux
que nous présenterons au paragraphe suivant. L’article de M. Izutsu
[147] présente le fonctionnement d’une jonction Y en détail.
La fin abrupte du taper multimode peut aussi donner lieu à des
pertes par rayonnement qui seront plus visibles dans le cas où la
jonction Y est utilisée pour diviser un faisceau en deux voies. Sur
la figure 2.21, des simulations de propagation optique dans deux
jonctions Y, l’une idéale et l’autre non idéale (où le taper se termine
de manière abrupte), permettent de bien observer le phénomène.
Les procédés technologiques de réalisation n’étant pas parfaits ils
peuvent occasionner une mauvaise définition des pointes et ainsi
mener aisément à la situation de la figure 2.21(b).
(a) (b)
Figure 2.21 – Simulations de propagation optique (a) dans une jonction Y idéale et (b)
dans une jonction Y non idéale
Si nous ne pouvons pas atteindre la tenue des cotes souhaitée
avec les procédés de fabrication choisis, une des solutions pour lutter
contre ces pertes par rayonnement consiste à minimiser l’angle de
séparation entre les deux guides de sortie. Néanmoins ceci provoque
l’allongement des jonctions Y. Une jonction Y dans le sens coupleur
est beaucoup plus tolérante concernant ce problème. Pour cette
raison associée au fait que les jonctions Y à plus de 2 bras sont
difficiles à concevoir, seules des jonctions Y à deux voies dans le
sens coupleur seront utilisées dans nos composants. Un autre type
de coupleur/diviseur de faisceaux optiques sera utilisé dans les
composants d’étude : les Interféromètres MultiModes.
2.3.2.4 Interféromètre MultiMode (MMI)
Un MMI (MultiMode Interferometer) est un composant passif
constitué d’un « coeur » pouvant guider plusieurs modes (souvent
> 3). Afin d’injecter et de récupérer un faisceau optique dans cette
zone multimode, plusieurs guides d’onde (mono ou multi modes)
sont positionnés en entrée et en sortie. On appelle alors un tel
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dispositif un MMI N ×M où N et M correspondent respectivement
aux guides positionnés à l’entrée et à la sortie de la partie multimode.
La structure d’un MMI classique est exposée en figure 2.22. Les MMIs
se basent sur le concept des images propres décrit pour la première
fois par Talbot en 1836 [148] et repris par la suite à partir de 1972
[149, 150]. Le principe d’images propres est une propriété des guides
d’onde multimodes selon laquelle un champ à l’entrée du guide
est reproduit en images simples ou multiples à certains intervalles
périodiques le long de la direction de propagation du guide.
Figure 2.22 – Schéma général d’un MMI N ×M
La figure 2.23 présente un guide d’onde ruban multimode de
largeur WM. Ce guide d’onde est constitué par un guide ruban
d’indice de réfraction nr entouré par un matériau d’indice plus faible
nc. Dans le cas d’empilement de couches semi-conductrices, nr et nc
sont égaux aux indices effectifs à 1 dimension ne f f 1D , respectivement,










ν = 0 1 2 3 4 5 6 7 8
Figure 2.23 – Profil en amplitude normalisée correspondant aux 9 premiers modes se
propageant dans un guide d’onde ruban multimode [151]
Ce guide multimode permet la propagation, à une longueur
d’onde λ, de m modes latéraux (comme le montre la figure 2.23)
numérotés ν = 0, 1, ...(m− 1). Le nombre d’onde latéral kyν et les
constantes de propagation βν sont reliés à l’indice nr du ridge par la

















où la largeur effective du guide Weν prend en compte la profondeur
de pénétration latérale de chaque mode, associée au décalage de
Goos-Hähnchen aux frontières du guide. En général, on approximera
les largeurs effectives Weν par la largeur effective We0 correspondant
au mode fondamental [152]. Par souci de simplicité on notera cette
largeur We :










où σ = 0 pour les modes TE, σ = 1 pour les modes TM, et NA =√
n2r − n2c est l’ouverture numérique latérale. Pour les guides d’onde
où le contraste d’indice entre nc et nr est élevé, la profondeur de
pénétration est très faible de telle sorte que Weν ≈WM.
Si on applique le développement binomial avec k2yν  k20n2r ,
les constantes de propagation βν peuvent être déduites des équa-
tions (2.23) et (2.24) :




Par conséquent les constantes de propagation d’un guide d’onde à
saut d’indice présentent une dépendance quadratique par rapport
au numéro du mode ν. On définit Lpi, la longueur de battement des
deux premiers modes :
Lpi =
pi




Nous allons à présent étudier la propagation des modes guidés
d’un champ électromagnétique dans un tel guide. Pour cela, on
décompose le champ électromagnétique Ψ(y, 0), imposé à z = 0 et
entièrement confiné dans la largeur We, en l’ensemble des contribu-




où les coefficients d’excitation modale cν sont estimés en utilisant les






Si le « spectre spatial » du champ d’entrée Ψ(y, 0) est suffisamment
étroit pour ne pas exciter les modes non guidés (condition satisfaite
dans la plupart des applications), il peut alors simplement être
décomposé en l’ensemble des modes guidés :






Le champ à une distance z peut être noté comme la superposition





cνψν(y) exp [j(ωt− βνz)] (2.31)
En prenant la phase du mode fondamental comme facteur commun,
en la sortant de la somme, et en assumant sa dépendance en temps





cνψν(y) exp [j(β0 − βν)z] (2.32)
A l’aide des équations (2.26) et (2.27), on déduit que
(β0 − βν) = ν(ν+ 2)pi3Lpi (2.33)
Si on substitue cette dernière équation dans (2.32) à une distance













La forme de Ψ(y, L) et par conséquent le type d’images formées sera
déterminé par l’excitation modale cν et les propriétés du facteur de









Ainsi, pour des valeurs particulières de longueur et de largeur du
guide, le champ Ψ(y, L) sera une reproduction (image propre) du
champ à l’entrée Ψ(y, 0). Nous appelons « Interférences générales »
les mécanismes d’images propres qui sont indépendants de l’exci-
tation modale et « Interférences restreintes » ceux qui apparaissent
lors de l’excitation de certains modes seulement.
Dans le cas des « Interférences générales », les calculs développés
dans la thèse de L. Soldano [134] montrent qu’à des distances L =
p
N (3Lpi), N images du champ d’entrée Ψ(y, 0) seront formées. Ce
mécanisme d’images propres multiples peut alors être utilisé afin de
réaliser des diviseurs/coupleurs optiques N ×M ou N × N.
Les MMIs à « Interférences restreintes » nécessitent l’excitation de
certains modes spécifiques. Pour cela les guides d’entrée du MMI
doivent être positionnés à des emplacements précis. Deux catégories
principales existent dans les « Interférences restreintes » :
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– Les MMIs à interférences par paires qui sont obtenus en n’exci-
tant pas les modes ν = 2, 5, 8, .... Une des méthodes existantes
pour effectuer cette excitation sélective de modes consiste à
injecter un champ d’entrée Ψ(y, 0) de symétrie paire (un champ
gaussien par exemple) en y = ±We/6. Ceci permettra de réali-
ser des MMIs 2×N ayant une longueur de cœur de MMI égale
à L = pN (Lpi) comme présentés sur la figure 2.24(a).
– Les MMIs à interférences symétriques qui sont obtenus en
n’excitant pas les modes ν = 1, 3, 5, .... L’injection d’un
champ d’entrée Ψ(y, 0) de symétrie paire (un champ gaussien
par exemple) au centre du guide en y = 0 rend possible une
telle excitation sélective. Des MMIs 1×N avec une longueur de
cœur de MMI égale à L = 3p4N (Lpi) peuvent être conçus, comme
le présente la figure 2.24(b).
Les N images seront disposées symétriquement le long de
l’axe y avec un espacement constant de We/N [153] et avec des
phases relatives [154] données par la formule :
φs = φ0 +
pi
N
(s− 1)(N − s) avec s = 1, 2, 3, ... (2.36)
(a) (b)
Figure 2.24 – Schémas généraux (a) d’un MMI 2× N basé sur les interférences par
paires et (b) d’un MMI 1× N basé sur les interférences symétriques
Le tableau 2.3 résume les caractéristiques des mécanismes d’in-
terférences générales, par paires et symétriques.
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Mécanisme
d’interférences
Général Par paires Symétrique
Guides
d’entrée × Guides de
sortie











cν = 0 pour ν =
2, 5, 8, ...
cν = 0 pour ν =
1, 3, 5, ...
Localisation des
guides d’entrée
y quelconque y = ±We/6 y = 0
Table 2.3 – Résumé des caractéristiques des mécanismes d’interférences générales, par
paires et symétriques [151]
La figure 2.25 présente la propagation de la lumière dans un
MMI symétrique 1× 2 simulée sur le logiciel BeamPROP (basé sur la
méthode BPM). On observe bien les interférences entre les différents
modes et les différentes images produites à une distance donnée.
Dans cette configuration, un MMI est nommé diviseur de puissance.
Figure 2.25 – Résultat de simulation de propagation optique sous BeamPROP du
diviseur de puissance en polarisation TE
Dans le chapitre 4, nous étudierons en détail l’optimisation des
MMIs pour les dispositifs de la thèse. Nous verrons qu’ils possèdent
de bonnes tolérances aux procédés de fabrication et qu’ils conduisent
à des coupleurs/diviseurs de faisceaux optiques compacts. Du fait
de leurs très bonnes performances et de leur conception aisée, les
MMIs sont largement utilisés dans les circuits photoniques. Ils ont
mené à la réalisation de dispositifs aux nombreuses fonctions dépas-
sant la simple division/recombinaison de faisceaux : Séparateur de
polarisation [134], Isolateur [135], Circulateur [155], . . .
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Conclusion du chapitre
Au cours de ce second chapitre, nous avons justifié notre choix du
semi-conducteur InP comme base pour notre intégration de circuits
photoniques. En effet, ce matériau rend possible la fabrication de
multiples composants opto-électroniques qui fonctionnent dans la
gamme de longueurs d’onde d’intérêt pour le domaine des télécom-
munications (autour de 1,55 µm) tels que :
– des lasers,
– des modulateurs à électro-absorption,
– des amplificateurs optiques,
– des modulateurs de phase,
– des atténuateurs optiques variables,
– des guides droits ou courbés à faibles pertes,
– des diviseurs/combineurs de lumière.
Dans cette thèse, nous mettrons à profit les techniques de crois-
sance sélective SAG et d’enterrement de guide d’onde ruban SIBH
afin d’agencer ces différents composants sur le même substrat InP.
Nous serons ainsi capable de fabriquer des PICs complexes possé-
dant de nombreuses fonctionnalités, très compacts, consommant peu
d’énergie et présentant de faibles pertes. Le chapitre suivant rela-
tera la conception des circuits d’étude en fonction de l’application
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Dans le chapitre 1, nous avons défini les solutions envisagées pourrépondre à la problématique posée dans le cadre de cette thèse.
Deux transmetteurs, basés sur des EAMs imbriqués dans des inter-
féromètres de Mach-Zehnder, ont été mis en avant : l’un capable de
générer un signal modulé QPSK/16-QAM et l’autre une modulation
BPSK/CSRZ. Après avoir considéré les possibilités d’intégration de
composants actifs et passifs sur InP dans le chapitre 2, nous allons
présenter ici la conception de nos deux circuits photoniques intégrés
sur InP se basant sur les technologies SIBH et SAG. Le procédé de
réalisation en salle blanche utilisé pour fabriquer ces composants
ainsi que les différentes étapes le constituant seront détaillés.
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3.1 Transmetteur QPSK/16-QAM
3.1.1 Principe de fonctionnement
En s’inspirant des idées de I. Kang [70, 71] et C. Doerr [73, 74] des
Bell Labs, nous proposons le concept suivant (cf. figure 3.1) comme
base pour un transmetteur intégré sur InP capable de générer un
signal QPSK. Un laser émet une onde électromagnétique autour de
1, 55 µm qui est divisée en quatre voies de modulation distinctes.
Chaque voie possède une phase et une puissance propres qui sont
fixées par le design du diviseur de faisceaux et des guides optiques
monomodes. Un modulateur à électro-absorption est présent sur
chaque bras afin de moduler l’intensité lumineuse en fonction d’un
signal électrique le contrôlant. Après modulation, les quatre voies
sont recombinées en un unique guide de sortie. Un amplificateur
à semi-conducteur se situe à la fin du circuit pour amplifier la
puissance de sortie du signal modulé. Ce transmetteur est basé sur
les EAMs imbriqués dans des interféromètres de Mach-Zehnder.

















Diviseur de puissance + 
gestion des phases optiques
Figure 3.1 – Schéma du Circuit Photonique Intégré pour la génération d’un signal
QPSK/16-QAM
L’obtention du signal QPSK est possible en rendant passant ou
bloquant les EAMs de chaque bras selon un enchaînement bien
précis. Les bras de modulation en opposition de phase forment
des paires : lorsqu’un des EAMs de la paire est bloquant, l’autre
doit être passant afin d’obtenir les quatre états de modulation de
la constellation QPSK en sortie du composant. Deux signaux de
contrôles binaires différents sont donc nécessaires pour contrôler
chacune des paires d’EAM. On nomme une des paires « I » (pour in
phase) et l’autre « Q » (pour in quadrature). La figure 3.2 montre les
quatre états de modulation permettant de générer une modulation
QPSK. Comme présenté dans le chapitre 1, dans le cas idéal, la
puissance optique ne varie pas lors d’une modulation QPSK : il
est par conséquent nécessaire d’avoir une puissance identique dans
chaque bras de l’interféromètre afin d’obtenir une puissance de sortie
constante pour les quatre états. De plus, dans cette configuration de
l’interféromètre, le signal QPSK produit sera centré sur l’origine de
la constellation ce qui occasionnera une transmission de meilleure
qualité.
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P = 25% / θ = 90°
P = 25% / θ = 0°
P = 25% / θ = -90°





















Figure 3.2 – Principe d’opération du transmetteur pour générer un signal QPSK. Les
schémas du bas montrent l’état des 4 EAMs, représentés comme des interrupteurs
optiques, et les points de la constellation QPSK correspondant sont reportés sur les
graphiques au-dessus
Comme le montre l’article de C. Doerr [73], il serait possible de
réaliser un transmetteur QPSK totalement intégré sur InP moins
complexe et plus compact en utilisant un interféromètre à trois bras
seulement (cf. figure 1.22). Cependant, comparée à un interféromètre
à quatre bras, la configuration à trois bras est plus difficile à mettre
en place. En effet, avec un MMI 1× 3 la gestion de la puissance et de
la phase dans les voies de modulation n’est pas aisée. Pour pallier ce
problème, C. Doerr est obligé d’utiliser un coupleur en étoile géné-
rant beaucoup de pertes et dont la conception est complexe. De plus,
le but du transmetteur étudié ici consiste aussi à pouvoir générer
une modulation 16-QAM. La publication [156] démontre qu’avec
un interféromètre à quatre bras, si on utilise une configuration de
l’interféromètre spécifique, il est possible d’obtenir une modulation
16-QAM en sortie.
P = 17% / θ = 90°
P = 17% / θ = 0°
P =33% / θ = -90°































Figure 3.3 – Principe d’opération du transmetteur pour générer un signal 16-QAM. Les
schémas du bas montrent l’état des 4 EAMs, représentés comme des interrupteurs
optiques, et les points de la constellation 16-QAM correspondant sont reportés sur les
graphiques au-dessus
Pour ce faire, des signaux électriques binaires propres à chaque
EAM sont utilisés (i.e. quatre signaux de contrôle sont nécessaires)
et deux bras de modulation doivent posséder une puissance double
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par rapport aux autres. Ainsi, seize états différents de modulation
peuvent être obtenus. Certains de ces états sont schématisés sur la
figure 3.3.
Contrairement au signal QPSK que ce transmetteur peut générer,
la modulation 16-QAM produite dans cette configuration n’est pas
centrée ce qui n’est pas optimal. Pour centrer cette constellation, il
faudrait ajouter à l’interféromètre un cinquième bras possédant une
phase de 45° [156]. Pour une question de simplicité de conception, ce
bras n’a pas été implémenté dans notre composant d’étude. De plus,
nous verrons au chapitre 5 une méthode alternative pour générer
une modulation 16-QAM centrée avec ce circuit.
En plus d’être le sujet principal de la présente thèse, la réalisation
de ce transmetteur permettant la génération d’une modulation QPSK
et 16-QAM s’intègre dans un projet européen : le projet FP7 MIRTHE
(Monolithic InP-based Dual Polarization QPSK Integrated Receiver
and Transmitter for CoHerent100-400Gb/s Ethernet). Il a débuté en
juillet 2010 et regroupe six partenaires européens. La conception, la
modélisation, la réalisation et la mesure d’un PIC transmetteur et
d’un PIC récepteur, mettant en œuvre les formats de modulation
avancés QPSK et 16-QAM pour les télécommunications optiques à
hauts débits y sont étudiées.
3.1.2 Simulations
Pour justifier la capacité d’un tel circuit à générer un signal QPSK
et 16-QAM, différents outils de simulation ont été utilisés.
3.1.2.1 Simulations à l’aide de BeamPROP
Avec BeamPROP, il est possible de simuler la propagation de la
lumière dans notre circuit et de calculer la phase et la puissance du
signal en sortie du composant. De plus, en changeant l’absorption
de certaines parties des guides d’onde, une modulation statique,
mimant l’action d’un EAM dans certains bras peut être simulée.
Nous avons modélisé le circuit de la figure 3.1 sous ce logiciel.
Un MMI 1× 4 et une cascade de MMIs 2× 1 ont été utilisés pour
réaliser respectivement la division et la recombinaison de faisceaux.
Les phases optiques de l’interféromètre nécessaires à l’obtention du
signal QPSK ont été fixées par la variation de longueur de chemin
optique de chaque bras. Les résultats de simulations des quatre états
de modulation QPSK sont reportés sur la figure 3.4. La phase et
la puissance optique en sortie du composant sont évaluées afin de
tracer le point de la constellation du signal modulé correspondant
à chaque état. En regroupant les points sur la même constellation,
on obtient une constellation typique d’un signal QPSK où tous les
points se situent sur un cercle centré sur l’origine et chaque point
est distant de 90° par rapport à ses deux plus proches voisins.
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Figure 3.4 – Simulations sous BeamPROP des quatre états de la modulation QPSK pour
le circuit étudié
La rotation de la constellation simulée par rapport à la constel-
lation théorique provient de la variation de la phase d’une onde
lumineuse au cours de sa propagation. Par convention, les points
de la constellation théorique QPSK sont représentés soit sur les axes
soit à 45° des axes. En simulation et en pratique, ces cas sont peu
probables.
3.1.2.2 Simulations à l’aide de VPItransmissionMaker/VPIcomponentMaker
La simulation sous BeamPROP du circuit dans sa configuration
pour la génération 16-QAM n’est pas aisée du fait du grand nombre
d’états de modulation. De plus, BeamPROP ne permettant pas de
prendre en compte la variable temps lors de simulations (modula-
tions dynamiques impossibles) et ne donnant accès qu’à un nombre
restreint de résultats (phase et puissance de l’onde lumineuse), nous
avons utilisé un autre programme de simulation : VPItransmission-
Maker/VPIcomponentMaker de la société VPIphotonics (membre
du projet MIRTHE). Ce logiciel, dit « système », est plus adapté à la
modélisation de circuits photoniques complexes mettant en jeu des
modulations dynamiques. Pour modéliser un PIC avec ce logiciel, le
circuit est découpé en différents sous-éléments (laser, modulateur,
guide droit, MMI, . . . ) représentés par des « boîtes noires ». Les
éléments actifs sont modélisés dans le domaine temporel grâce à
la méthode de la matrice des lignes de transmission (TLM) [157].
Les éléments passifs sont quant à eux modélisés dans le domaine
fréquentiel par des matrices de diffusion (matrices S) qui relient les
champs de sortie aux champs d’entrée [158]. En utilisant des filtres
à réponse impulsionnelle finie (filtres FIR), la réponse de ces boîtes
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noires passives dans le domaine temporel est obtenue. En fonction
du type d’élément, nous pouvons modifier les principaux paramètres
de la boîte noire : par exemple, pour un laser nous pouvons changer
sa longueur d’onde d’émission, sa puissance, sa largeur de raie . . . .
Le fonctionnement schématique de ce logiciel est rapporté sur la
figure 3.5 [159].
















Modélisation des éléments actifs dans le domaine 
temporel par la méthode de la matrice des lignes 
de transmission (TLM).
Modélisation dans le domaine fréquentiel des 
éléments passifs par des boites noires avec N 
ports. Des matrices de Jones relient les ondes 
électromagnétiques des ports de sortie à celles 
des ports d’entrée.
Figure 3.5 – Fonctionnement schématique du logiciel
VPItransmissionMaker/VPIcomponentMaker
La partie VPIcomponentMaker du logiciel permet d’ajouter de
nouvelles boîtes noires pour modéliser certains sous-éléments se-
lon des modèles physiques ou bien en fittant des mesures expéri-
mentales. La partie VPItransmissionMaker assemble les différents
sous-éléments dans un système de télécommunications et apporte
les outils d’analyse pour simuler le PIC dans sa totalité. Nous avons
fourni à VPIphotonics des mesures expérimentales de nos compo-
sants unitaires (mesures I(V) d’un laser, fonction de transfert d’un
EAM, . . . ) réalisés selon les technologies SIBH et SAG. De nouvelles
boîtes de sous-éléments proches de nos composants réels ont ainsi
été ajoutées dans la bibliothèque du simulateur ce qui nous a permis
d’effectuer des simulations plus proches de la réalité. La figure 3.6
compare des caractéristiques mesurées et simulées d’un EAM : sa
transmission et son facteur de chirp en fonction de la tension de
polarisation appliquée. L’EAM mesuré est un composant fabriqué
au III-V Lab en utilisant les technologies SAG et SIBH. Lorsque des
approximations polynomiales du 3ème ordre sont utilisées dans le
modèle de l’EAM, nous observons un bon accord entre la pratique
et la modélisation dans la zone de fonctionnement de l’EAM.
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Figure 3.6 – Comparaison entre la mesure et les courbes de fit obtenues avec le modèle
EAM de VPIcomponentMaker pour (a) la transmission et (b) le facteur de chirp d’un
EAM en fonction de la tension de polarisation appliquée
La partie VPIcomponentMaker du logiciel a permis aux équipes
de VPIphotonics de modéliser les comportements (spécifiques à
notre technologie de réalisation) de nos EAMs, Lasers, VOA, S-bend,
MMIs et guides droits. L’ajout des fonctions déphaseur et SOA,
proches des composants fabriqués au III-V Lab, est en cours. Comme
le montre la figure 3.7, il a été possible à l’aide de VPItransmission-
Maker d’agencer les différents composants actifs et passifs modélisés













Figure 3.7 – Schéma de l’architecture du composant PIC simulée sous VPI
Dans la configuration permettant de générer un signal QPSK
(cf. figure 3.2), nous obtenons en sortie du composant les résultats
rapportés en figure 3.8. Dans le cas de la génération 16-QAM (cf.
figure 3.3), les résultats sont disponibles en figure 3.9.




Figure 3.8 – Résultats de simulations sous VPItransmissionMaker du PIC dans une
configuration de génération QPSK : (a) puissance, (b) phase, (c) diagramme de l’oeil en




Figure 3.9 – Résultats de simulations sous VPItransmissionMaker du PIC dans une
configuration de génération 16-QAM : (a) puissance, (b) phase, (c) diagramme de l’oeil en
puissance, (d) spectre optique et (e) constellation du signal modulé
Les différents résultats obtenus sont proches de la théorie sur les
formats de modulation présentée au chapitre 1. Pour le QPSK nous
avons bien une puissance quasi constante, quatre états de phase, une
constellation avec quatre points situés sur un cercle centré à l’origine
et où chaque point est distant d’environ 90° de ses deux plus proches
voisins. Au niveau de la puissance optique on observe des états
transitoires entre deux bits différents caractérisés par des sauts très
rapides de la puissance. Ces effets transitoires sont liés au fait que les
temps de montée et de descente des signaux électriques de contrôle
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ne sont pas nuls et que le passage d’un état de modulation à l’autre
n’est pas instantané. Pour le circuit dans la configuration 16-QAM
avec une modulation électrique binaire, on confirme l’obtention
d’une constellation non centrée. Les diagrammes de l’œil présentés
ici sont les diagrammes de l’oeil combinés des composantes I et Q
du signal donnant les variations de puissance du signal.
3.1.2.3 Conclusions sur les simulations
Ces simulations sur deux logiciels ont permis de prendre cer-
taines décisions quant au design du transmetteur final :
– Nous avons vu au chapitre 2 la supériorité des MMIs sur les
jonctions Y pour la division d’onde lumineuse. Nous utilise-
rons donc un MMI 1× 4 pour séparer le mode provenant du
laser en quatre voies de modulation. Un MMI 1× 4 engendre
une puissance équivalente dans ses quatre guides de sortie lors
de la simulation. Comme nous l’aborderons au chapitre 4, ceci
est difficilement réalisable en pratique du fait des tolérances
géométriques de nos procédés de fabrication technologique. De
plus, les rayons de courbure de chaque guide en S étant diffé-
rents pour les quatre voies, les pertes optiques ne seront pas
les mêmes. Par conséquent, dans un cas réaliste, la puissance
optique incidente au niveau des EAMs ne sera pas semblable
dans chacune des voies de modulation. L’utilisation de VOAs,
placés juste avant les EAMs, permettrait de gérer aisément la
puissance optique dans chaque bras par simple modification
de la tension de contrôle des VOAs.
– Lors des simulations sous BeamPROP, nous avions fixé la phase
de chaque bras par simple variation de la longueur de chemin
optique (modification des paramètres des guides en S). En effet,
lors de sa propagation le long d’un chemin optique de longueur
LAB entre le point A et B, une onde lumineuse voit sa phase
être modifiée de la façon suivante : θ(B)− θ(A) = 2pine f fλ LAB où
θ(A) (respectivement θ(B)) est la phase de l’onde au point A
(respectivement au point B), ne f f l’indice effectif vu par l’onde
lors de sa propagation et λ sa longueur d’onde. Dans notre cas
(ne f f ≈ 3.18, λ = 1, 55 µm) une variation du chemin optique de
0.1 µm entraîne une variation de phase de l’onde de 73° environ.
Ceci montre l’extrême difficulté qu’il existe pour produire les
phases nécessaires dans chaque bras en faisant juste varier la
longueur de chemin optique. Les simulations sous BeamPROP
nous ont permis de calculer les longueurs de chemin optique
de chaque bras nécessaires pour fixer les phases telles que
définies en figure 3.1. Cependant nous utiliserons sur chaque
voie de l’interféromètre des déphaseurs qui nous permettront
de corriger les erreurs de phase en modifiant leur courant de
contrôle.
– Après modulation de la lumière par les EAMs, la différence de
phase entre les quatre bras doit rester constante pour bien ob-
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tenir le signal modulé après combinaison des différentes voies.
Cette recombinaison des faisceaux peut être effectuée par un
coupleur 4× 1 (MMI ou jonction Y). Dans ce cas, l’égalisation
de la longueur des voies optiques qui permet une variation
uniforme de la phase sur les 4 voies s’avère difficile. Par contre,
si nous utilisons une cascade de MMIs 2× 1 à la place (ou de
jonctions Y) l’égalisation de la longueur des chemins optiques
est immédiate comme le montre la figure 3.4. Cependant, une
telle configuration est moins compacte qu’un MMI 4× 1.
– L’ensemble des dimensions des coupleurs et diviseurs de fais-
ceaux (MMI ou jonction Y) a pu être défini à l’aide de simu-
lations BeamPROP. Mais nous présenterons au chapitre 4 des
optimisations de la géométrie des MMIs pour améliorer leur
transmission et diminuer leur réflexion.
Ces modélisations ont démontré la viabilité de notre concept de
PIC pour la génération d’un signal QPSK et 16-QAM. De plus, par
l’utilisation de VOAs et déphaseurs sur chaque bras nous avons la
possibilité de passer d’une génération d’un signal QPSK a un signal
16-QAM par simple modification du contrôle électrique du circuit.
3.1.3 Conception du transmetteur
Suite à ces simulations et aux optimisations des parties passives
du composant (MMIs, guides droits et guides courbés) que nous
présenterons au chapitre 4, nous avons pu définir l’architecture
précise du circuit photonique intégré permettant la génération d’une
modulation QPSK et 16-QAM. La figure 3.10 révèle le design proposé











Figure 3.10 – Architecture proposée pour notre PIC transmetteur QPSK/16-QAM
Les différents composants optiques intégrés dans ce PIC sont les
suivants :
– Des guides droits fabriqués selon la structure SIBH et possé-
dant une largeur de 1.3 µm pour assurer un comportement
monomode.
– Un laser DFB de 500 µm capable d’émettre une onde lumineuse
possédant une longueur d’onde proche de 1,55 µm. Des lasers
de ce type ont été réalisés précédemment au laboratoire selon
le procédé de réalisation que nous utiliserons. Nous pouvons
nous attendre à des puissances de sortie supérieures à 10 dBm
(=10 mW) dans des conditions de fonctionnement classiques
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(courant injecté sur le laser inférieur à 100 mA et température
de fonctionnement de 25 °C) [160].
– Un MMI 1× 4 pour assurer la division du faisceau provenant
du laser en 4 bras de modulation. Les dimensions d’un tel MMI
et sa géométrie seront décrites au chapitre 4.
– Des guides courbés en S pour créer les décalages latéraux
nécessaires à notre circuit. Leurs dimensions ont été optimisées
(cf. chapitre 4) pour minimiser les pertes par rayonnement. De
plus, les caractéristiques des guides en S après le MMI 1× 4
ont été choisies de manière à ce que la longueur de chemin
optique de chaque guide en S permette de fixer la phase de
l’onde optique arrivant à chaque modulateur, comme défini
sur la figure 3.1.
– Un déphaseur par bras de modulation afin de corriger les
erreurs de phase et de fixer avec la plus grande précision les
phases optiques de chaque voie de modulation. Les calculs
présentés en annexe A démontrent que l’injection d’un courant
inférieur à 30 mA sur un PS de 300 µm autorise en théorie de
couvrir un décalage de phase supérieur à 2pi.
– Un atténuateur optique variable par bras dans le but de régler
la puissance optique de chaque bras de l’interféromètre. Nous
estimons qu’une longueur de 25 µm conviendra pour obtenir
une atténuation suffisante.
– Un EAM présent sur chaque voie de modulation pour modu-
ler à hauts débits la puissance optique. Nous basant sur les
connaissances des EAMs réalisés au III-V Lab [111], nos EAMs
auront une longueur de 75 µm afin de permettre un taux d’ex-
tinction statique de -20 dB environ. La hauteur du ruban est
sélectionnée afin d’obtenir des EAMs ayant des capacités de
jonction compatibles avec un débit proche de 25 Gbit/s. Une
variante de ce transmetteur sera réalisée avec des EAMs de 50
µm de longueur afin d’augmenter les débits de modulation (la
diminution de surface entraîne une diminution de la capacité
de jonction selon la formule 2.16) mais aux dépens du taux
d’extinction.
– Une cascade de MMIs 2× 1 afin de recombiner les différents
bras de l’interféromètre en un unique guide de sortie. Les
caractéristiques et dimensions de ces coupleurs seront étudiées
dans le chapitre 4. Une variation du circuit utilisera une cascade
de jonctions Y pour la recombinaison.
– Un SOA de 400 µm en fin de composant afin d’amplifier la
puissance optique du signal modulé. Un tel dispositif rendra
normalement possible une amplification supérieure à 10 dB
[67].
– Un adaptateur de mode à la fin du PIC dans le but d’adapter le
mode de sortie du composant à celui d’une fibre optique et ainsi
diminuer les pertes de couplages et les tolérances d’alignement.
Celui-ci fera passer la largeur du guide de 1.3 µm à 0.7 µm et
utilisera une réduction d’épaisseur du matériau provenant de
la SAG.
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Les composants que nous venons de citer nécessitent des éner-
gies de gap différentes. Pour définir ces zones actives et passives
nous utilisons la technique de croissance sélective présentée dans
la section 2.2.3. Concernant ces différentes zones, nous avons posé
les paramètres de design suivants afin d’assurer un fonctionnement
optimal du composant :
– Le processus de la SAG implique de faire un compromis entre
les performances du laser et celles de l’EAM. En effet, si une
longueur d’onde d’émission située sur le maximum du pic de
gain laser est sélectionnée par le réseau DFB, nous obtiendrons
un laser avec une forte puissance de sortie mais cela se fera
aux dépens des performances de l’EAM qui présentera une
forte absorption à l’état passant et un faible taux d’extinction.
A l’inverse, si une longueur d’onde trop éloignée du pic de
gain est sélectionnée, le courant de seuil du laser sera élevé et
la puissance émise sera plus faible à un courant donné tandis
que l’EAM aura de très bonnes propriétés. Ce compromis a
déjà permis cependant de réaliser des EMLs très performants
[160]. Par conséquent, nous établissons que la zone laser devra
disposer d’une énergie de gap équivalente à une longueur
d’onde de 1520 nm. Ainsi l’effet de renormalisation du gap
(cf. annexe A) intervenant lors de l’injection d’un courant dans
cette zone décalera le pic de gain aux alentours de 1540 nm et
le réseau de Bragg du laser DFB sélectionnera une longueur
d’onde d’émission proche de 1550 nm. Les zones EAMs quant
à elles devront posséder, en l’absence de champ électrique
appliqué, un décalage ou detuning de leur photo-luminescence
entre 40 et 50 nm par rapport au pic de gain laser. L’application
d’un champ électrique dans cette zone déplacera par effet QCSE
la zone d’absorption vers 1550 nm.
– Le pic de gain de la section SOA devra se situer autour de 1550
nm afin d’amplifier efficacement la longueur d’onde d’émission
du laser DFB.
– Il est nécessaire pour les zones VOA d’avoir une faible extinc-
tion à l’état passant. Cependant, le taux d’extinction pour notre
application ne nécessite pas d’être élevé (une extinction supé-
rieure à 5 dB est suffisante). En conséquence, nous placerons les
VOAs à l’interface zone EAM et zone passive ce qui permettra
de respecter ces consignes en terme de taux d’extinction et
d’absorption à l’état passant.
– Afin de diminuer les pertes dues à l’absorption du matériau
passif (dont les MMIs, les guides droits et courbés sont consti-
tués), il sera judicieux de décaler la longueur d’onde de ces
zones passives vers 1350 nm. Les déphaseurs changeant uni-
quement l’indice de réfraction du matériau les constituant, il
sera possible de les placer dans des zones passives afin de
diminuer leurs pertes par absorption.
Suite à l’établissement de ces règles, nous avons utilisé un logiciel
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de modélisation de croissance épitaxiale sélective en phase vapeur
développé au III-V Lab. La figure 3.11 présente la géométrie des
masques SAG nécessaires pour définir les différentes zones actives
et passives du PIC. L’architecture du composant et les électrodes
métalliques qui permettent d’alimenter les différents composants
du PIC sont représentées sur cette même figure. Suite à ces modéli-
sations et aux décisions de conception prises précédemment, nous
obtenons un PIC d’une longueur de 5200 µm et d’une largeur de
500 µm. Il s’agit de l’un des PICs les plus complexes (en nombre de








Figure 3.11 – Résultats de modélisation de croissance épitaxiale sélective. Les longueurs
d’onde souhaitées pour chaque section du composant ont permis de définir une géométrie
de masques diélectriques SAG spécifique
3.2 Transmetteur BPSK
3.2.1 Principe de fonctionnement
Pour le concept de notre second transmetteur nous nous sommes
inspirés de la publication de Y. Miyamoto [19] et de la manière dont
il génère un signal CSRZ avec un MZM en LiNbO3. Nous avons
transposé ce dispositif dans un MZI à 2 bras utilisant des EAMs.
Chaque bras de l’interféromètre possède un EAM et un PS. Ce circuit
a été nommé transmetteur BPSK. Une onde lumineuse autour de
1,55 µm est générée par un laser DFB et séparée en deux voies par
un MMI 1× 2. La puissance est la même sur les deux bras mais la
phase est fixée par la longueur de chemin optique avec un décalage
de pi. Les déphaseurs servent à corriger les possibles erreurs de
phases. Les deux EAMs sont contrôlés par deux signaux électriques
d’horloge (Clock et Clock) : ainsi lorsqu’un des EAMs est passant,
l’autre est bloquant. On retrouve un fonctionnement push-pull. Les
deux voies optiques sont recombinées en une seule sortie par un
MMI ou une jonction Y 2× 1. Lors de la modulation des EAMs selon
cette méthode, on obtient en sortie un signal ayant une puissance
constante et dont la phase est égale à 0 pour les bits pairs et à pi pour
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les bits impairs. On génère ainsi un signal à porteuse supprimée que
nous nommons signal CS (Carrier Suppressed). Pour vérifier que la
porteuse est supprimée, un simple contrôle avec un analyseur de
spectre est suffisant. La figure 3.12 résume ce concept.
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Figure 3.12 – Schéma du Circuit Photonique Intégré pour la génération d’un signal à
porteuse supprimée (CS)
Maintenant si on souhaite implanter des informations sur ce si-
gnal, la première idée consiste à venir ajouter en série au dispositif
de la figure 3.12 un EAM commandé par un signal NRZ électrique
contenant un flux de données. Cette idée est présente dans la tech-
nologie des MZMs : deux MZMs sont mis en série, l’un génère un
signal CS et l’autre un signal RZ [83]. On obtient alors un signal
CSRZ comme le présente la figure 3.13 grâce à un dispositif que nous
nommerons à deux étages. Il est important de noter que la fréquence
d’horloge doit être égale à la moitié de la fréquence du signal NRZ
afin que la phase varie entre 0 et pi à chaque bit successif.
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Figure 3.13 – Schéma du Circuit Photonique Intégré à deux étages pour la génération
d’un signal CSRZ
Plusieurs publications [161, 84] démontrent qu’il est possible de
simplifier ce dispositif de génération CSRZ en mixant électriquement
le signal d’horloge et le signal NRZ. On obtient alors avec un simple
interféromètre Mach-Zehnder à deux bras basé sur les EAMs, sur
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Figure 3.14 – Schéma du Circuit Photonique Intégré à un étage pour la génération d’un
signal CSRZ
Ce circuit constituera le deuxième objet d’étude de la thèse. Com-
paré au circuit QPSK, sa complexité est moindre et sa caractérisation
sera plus aisée.
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3.2.2 Simulations
Afin de vérifier la bonne fonctionnalité de notre proposition de
PIC pour la génération de signaux CSRZ, nous avons réalisé des
simulations systèmes de celui-ci.
Nous avons débuté par une simulation de la configuration à deux
étages de la figure 3.13. Les résultats sont présentés sur la figure
3.15. On observe sur les diagrammes de l’œil qu’après le premier
EAM permettant d’écrire les données NRZ sur l’onde lumineuse,
une porteuse est présente. Après passage de l’onde lumineuse dans
notre circuit interféromètrique, la porteuse disparaît bien sur le
spectre optique et la phase des bits successifs des données varie
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Figure 3.15 – Résultats de simulation système de notre PIC à deux étages pour la
génération d’un signal CSRZ
Sur la figure 3.16, les résultats de simulations du PIC à un étage
démontrent bien l’obtention d’un signal CSRZ en sortie du compo-
sant et prouvent ainsi la validité de notre design.
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Figure 3.16 – Résultats de simulation système de notre PIC à un étage pour la
génération d’un signal CSRZ
3.2.3 Conception du transmetteur
Les mêmes règles de conception que dans le cas du transmetteur
QPSK ont été appliquées lors de la conception de l’architecture du
PIC BPSK. Un dispositif ayant une longueur de 2650 µm et d’une












Figure 3.17 – Architecture proposée pour notre PIC transmetteur BPSK
Ce transmetteur BPSK sera plus facilement et rapidement carac-
térisable que son homologue PIC QPSK. En effet une simple mesure
de spectre optique permet de vérifier son fonctionnement.
Du fait du caractère innovant du dispositif, un brevet a été rédigé,
mais n’a pas abouti au dépôt à la commission des brevets. En effet,
les instances d’Alcatel-Lucent ont jugé le domaine d’application du
brevet trop restreint.
3.3. Réalisation des composants d’étude 107
3.3 Réalisation des composants d’étude
3.3.1 Etapes technologiques de micro-fabrication en opto-électronique
La fabrication d’un composant opto-électronique sur matériaux
semi-conducteurs s’effectue en plusieurs étapes technologiques (cf.
figure 3.18). Elle se déroule dans un milieu contrôlé en nombre
de particules, en pression, en humidité et en température : la salle
blanche. Après la croissance cristalline du matériau de base, comme
expliqué au chapitre 2, des plaques d’InP sont obtenues et servent de
substrats. Des techniques de micro-fabrication sont ensuite utilisées
sur ces plaques de matériau InP pour ajouter ou retirer des maté-
riaux, changer les propriétés de ces matériaux et écrire des motifs à la
surface de la plaque. Nous pouvons ainsi façonner l’empilement de
matériaux à notre guise afin d’obtenir les composants souhaités. Ha-
bituellement l’industrie opto-électronique des semi-conducteurs InP
travaille sur des substrats d’une taille de deux pouces ce qui donne la
possibilité de fabriquer plusieurs centaines de dispositifs par plaque.
Une fois les procédés de micro-fabrication terminés, la plaque de
semi-conducteur est découpée pour séparer les composants les uns
des autres. Ceux-ci sont caractérisés (mesures optiques, électriques,
mécaniques, thermiques, . . . ) et sont ensuite assemblés avec d’autres
dispositifs électroniques et/ou optiques (interface de contrôle, refroi-
dissement, lentille, filtre, . . . ) dans un module afin de faciliter leur
utilisation et la gestion des connexions électriques/optiques. Les
principaux procédés technologiques constituant la micro-fabrication
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Figure 3.18 – Etapes principales d’un procédé de réalisation de composants
opto-électroniques
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3.3.1.1 Lithographie
En micro-fabrication, cette méthode autorise l’écriture à la sur-
face de la plaque de motifs spécifiques. La lithographie définit où
graver, implanter, laisser des métaux, . . . et représente une fraction
importante d’un procédé de fabrication.
La plupart des lithographies en opto-électronique sont réalisées
par voie optique. Une résine photo-sensible est étalée à la surface de
la plaque. Un masque photo-lithographique, qui est un gabarit avec
des zones transparentes ou évidées et des zones opaques, est aligné
en fonction des structures précédemment fabriquées à la surface de
la plaque. Cette dernière est exposée à une lumière UV qui atteint
la surface de la plaque uniquement dans les zones ouvertes du
masque lithographique. La résine exposée à la lumière, du fait de son
caractère photo-sensible, voit ses propriétés structurelles modifiées et
pourra être dissoute dans une solution chimique. Le motif du masque
photo-lithographique a ainsi pu être transféré à la résine. A partir de
ce moment, un procédé de gravure, d’implantation, de métallisation,
. . . peut être effectué et les zones où la résine est toujours présente
seront protégées. Puis la résine est retirée totalement de la plaque
(par voie chimique ou physique), la surface est nettoyée et le procédé
de réalisation se poursuit.
Pour écrire des motifs de faibles tailles à la surface d’une plaque,
la lithographie électronique est parfois utilisée afin de ne pas être
restreint par la limite de diffraction atteignable par une lumière UV.
Dans ce cas, un masque lithographique virtuel est utilisé. Le canon à
électrons se déplace à la surface de la plaque selon les motifs définis
informatiquement dans l’équipement.
Deux grandes familles de résines photo-sensibles existent :
– les résines positives pour lesquelles les parties exposées à la
lumière se dissolvent dans une solution chimique.
– les résines négatives pour lesquelles les parties non exposées à
la lumière se dissolvent dans une solution chimique.
La figure 3.19 schématise le procédé de lithographie optique à la
surface d’une plaque en utilisant une résine positive. Une gravure
du matériau est réalisée par la suite.
1. Enduction de la résine photo-sensible
2. Exposition UV au travers d’un masque
3. Développement de la résine exposée
4. Gravure de l’empilement semi-conducteur
5. Retrait de la résine
Masque photo-lithographique
Wafer avec motifs de résine
Figure 3.19 – Principe de la lithographie optique associée une gravure du
semi-conducteur
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3.3.1.2 Procédé d’ajout de matériaux
Partant d’un substrat d’InP seul, il est nécessaire d’ajouter des
matériaux à la surface de celui-ci pour pouvoir fabriquer un disposi-
tif opto-électronique et effectuer les différentes étapes de réalisation
technologique. Ces matériaux peuvent être aussi bien des composés
semi-conducteurs, des diélectriques, des métaux, des polymères, . . . .
– Le dépôt physique en phase vapeur (PVD) est une variété
de dépôt sous vide de couches minces de matériaux par la
condensation de la forme vaporisée du matériau désiré à la
surface d’une plaque. Les méthodes de PVD sont multiples et
font appel à des procédés physiques uniquement tels que la
pulvérisation par bombardement plasma, l’évaporation sous
vide à haute température, l’ablation par laser, . . .
– A l’inverse de la PVD, le dépôt chimique en phase vapeur
(CVD) est une méthode de dépôt de couches minces mettant
en jeu des réactions chimiques. Dans un équipement de CVD,
la plaque est exposée à des précurseurs volatils qui vont réagir
chimiquement entre eux et se décomposer à la surface du sub-
strat pour produire le film de matériau désiré. Les équipements
de PECVD (Plasma Enhanced Chemical Vapor Deposition) sont
les plus courants pour réaliser des dépôts de couches minces.
La réaction chimique entre les précurseurs gazeux a lieu après
la création d’un plasma des gaz réactifs dans l’enceinte du
réacteur de dépôt.
– L’épitaxie est une technique de croissance de cristaux sur un
substrat cristallin. Les cristaux qui vont croître grâce à l’épitaxie
auront la même orientation structurelle que le substrat. De nom-
breuses techniques d’épitaxie existent actuellement (épitaxie
par jet moléculaire, épitaxie en phase liquide, épitaxie en phase
vapeur, . . . ) et nous invitons le lecteur à se référer à l’ouvrage de
M. Herman [104] pour plus d’informations sur ces méthodes de
croissance. Généralement, une première épitaxie sur le substrat
permettra d’obtenir l’empilement vertical de semi-conducteurs
nécessaire à la réalisation du dispositif. Ensuite une succession
d’étapes technologiques auront lieu. Des épitaxies supplémen-
taires, qu’on nomme reprises, peuvent être effectuées par la
suite afin de rajouter de nouveaux semi-conducteurs à la sur-
face des plaques structurées par les différents procédés de
réalisation effectués.
Avec les techniques PVD et CVD nous obtenons des matériaux
monocristallins, polycristallins, amorphes ou épitaxiaux (matériaux
cristallins possédant la même orientation que le substrat sur lequel
on les fait croître). L’épitaxie, dont le principe peut être proche de
celui des techniques PVD ou CVD, génère des matériaux de qualité
épitaxiale essentiellement.
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3.3.1.3 Procédé de suppression de matériaux
Durant la micro-fabrication, le retrait de couches de matériaux,
sélectivement ou non, se fait essentiellement par l’intermédiaire de
procédés de gravure. Lors d’une gravure sélective d’un matériau,
une partie de la plaque est protégée par un masque de gravure
généralement constitué d’une résine ayant subi une étape de litho-
graphie comme le présente la figure 3.19. Souvent, un masque plus
résistant que la simple résine polymère est nécessaire pour résister
au procédé de gravure. Il peut alors être réalisé à partir de métaux
ou de diélectriques.
Les schémas de la figure 3.20 présentent les différents profils du








Figure 3.20 – Profils de gravure : (a) gravure isotrope due à une gravure verticale et
latérale équivalente, (b) gravure cristalline anisotrope lorsque la gravure s’arrête sur des
plans cristallins du matériau, (c) gravure verticale anisotrope qui est généralement
obtenue par gravure à prédominance physique, (d) gravure verticale anisotrope avec
protection des flancs permettant de limiter la gravure latérale [162]
Les techniques de gravure se divisent en deux catégories princi-
pales, les gravures sèches et les gravures humides, chacune possé-
dant ses propres avantages et limitations.
– La gravure sèche de matériaux est un procédé qui peut être
bien contrôlé vis-à-vis de la profondeur et de la forme du profil
de gravure. Elle se base sur un plasma formé par une décharge
de courant alternatif dans un gaz neutre ou réactif à basse pres-
sion. En fonction de l’équipement et des paramètres, la gravure
s’effectuera par des aspects physiques et/ou chimiques. La
composante physique de la gravure sèche provient des ions
du plasma qui viennent bombarder la surface de la plaque et
qui retirent de la matière par pulvérisation dans les zones non
protégées par un masque. La sélectivité (représente le rapport
de la vitesse de gravure de la couche à graver sur celle de
la couche de protection) de ce type de gravure physique est
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limitée mais il est possible d’obtenir des profils de gravure ver-
ticaux bien définis comme le montre la figure 3.20(c). L’aspect
chimique repose sur la réaction d’espèces gazeuses du plasma
avec des atomes de la surface pour former des composés vo-
latils qui quitteront alors la surface de la plaque. Dans ce cas,
la sélectivité en fonction du matériau est plus grande que celle
de la gravure physique mais la gravure latérale devient non
négligeable et mène à des profils isotropes comme celui de
la figure 3.20(a). Une combinaison de ces deux effets permet
d’obtenir à la fois une bonne sélectivité et un bon contrôle du
profil. Il est même possible de protéger les flancs de gravure par
passivation (création d’un oxyde par l’oxygène contenu dans le
plasma) afin de limiter la gravure latérale comme décrit sur la
figure 3.20(d). De nombreuses méthodes et équipements de gra-
vure sèche, mettant en jeu la gravure physique et/ou chimique,
sont aujourd’hui utilisés dans l’industrie du semi-conducteur :
RIE (Reactive Ion Etching), ICP (Inductively Coupled Plasma),
FIB (Focused Ion Beam), RIBE (Reactive Ion Beam Etching),
. . . Nous ne présenterons pas en détail chacune de ces tech-
niques mais nous invitons le lecteur à consulter les ouvrages
[51, 163] afin de connaître les spécificités de chacune de ces
méthodes de gravure sèche. La gravure sèche permet d’avoir
un contrôle très fin de la vitesse de gravure, de définir des mo-
tifs sub-microniques ayant des flancs verticaux sur de grandes
profondeurs et peut être automatisée aisément. Malgré ses avan-
tages indéniables, la gravure sèche possède des limitations :
le bombardement de la surface du semi-conducteur n’est pas
bénin et peut mener à une dégradation de la morphologie de
surface provoquant des modifications de propriétés électriques
et optiques des matériaux de surface. De plus, les matériaux
gravés par cette technique ont tendance à se redéposer sur la
plaque sous différentes formes et seront difficiles à retirer par
la suite.
– Lors de la gravure humide, la plaque est immergée dans une
solution de produits chimiques liquides qui attaquera la surface
de la plaque non protégée. La sélectivité de ce type de gravures
est très bonne, les vitesses de gravure sont très élevées, le re-
dépôt des substances gravées n’a généralement pas lieu et la
surface ayant vu la gravure n’est pas dégradée en morphologie
et propriétés électriques/optiques. Par contre, le contrôle de
la gravure n’est pas aisé car d’une part la solution, et donc la
vitesse de gravure, peut évoluer dans le temps et d’autre part
la gravure est isotrope comme le montre la figure 3.20(a). En
effet, la gravure chimique s’effectue dans toutes les directions.
Cela engendre une gravure latérale sous le masque, nommée
sous-gravure, qui produit généralement des profils indésirables.
Cependant il est possible en fonction de la solution d’attaque
et de la composition du matériau de bloquer la gravure sur des
plans cristallins (cf. figure 3.20(b)). Cela autorise un contrôle du
profil de gravure et l’obtention d’angles de flancs bien définis.
112 Chapitre 3. Conception et réalisation des circuits photoniques d’étude
Ces angles peuvent être mis à profit pour réaliser des structures
spécifiques (adaptateurs de mode par exemple). La génération
de grande quantité de déchets liquides reste un des autres
inconvénients de cette technique.
Pour les gravures humides ou sèches, les mélanges de gaz ou les
solutions chimiques sont spécifiques en fonction du type de matériau
à graver, du contrôle, de la vitesse et de la sélectivité de la gravure
souhaités. La référence [163] donne de nombreuses indications à ce
sujet.
D’autres techniques de gravure, moins spécifiques au milieu des
semi-conducteurs, existent telles que le polissage et l’usinage qui
font souvent appel à une gravure mécanique du matériau. En ce qui
concerne l’amincissement des plaques, il peut être mécanique et/ou
chimique.
Le « lift-off » est un procédé spécifique utilisé généralement pour
la définition de motifs métalliques à la surface d’une plaque. Il
consiste à effectuer une lithographie optique suivie d’un dépôt de
métal. En plongeant la plaque dans un solvant, il est alors possible
de retirer de sa surface à la fois la résine et les couches de métaux se
trouvant au-dessus. Seules les zones où la résine ne masquait pas
le semi-conducteur conservent le métal. Le lift-off peut être adapté
pour réaliser un retrait de couches semi-conductrices.
3.3.1.4 Procédé de modification des propriétés électriques et optiques
La modification des propriétés électriques des matériaux consis-
tait historiquement à doper la source et le drain des transistors dans
des fours de recuit. Aujourd’hui le procédé d’implantation ionique
est utilisé : il consiste à accélérer des ions d’un matériau spécifique
dans un fort champ électrique à une énergie contrôlée (de quelques
keV à plusieurs MeV) et à bombarder la surface de la plaque avec
ces ions. Ainsi il est possible d’implanter une dose atomique précise
d’ions à la profondeur souhaitée. Dans la micro-électronique, ce
procédé permet de créer les profils de dopage complexes nécessaires
à certains dispositifs électroniques. En opto-électronique, on utilise
principalement l’implantation d’ions H+ ou O+ pour l’isolation élec-
trique de dispositifs ou la séparation de zones optiquement actives.
Les zones implantées sont définies par un masque de résine qui doit
être suffisamment épais pour absorber les ions accélérés.
Le recuit thermique rapide (RTA) dans des fours est également un
procédé utilisé pour modifier les propriétés électriques des matériaux
du dispositif et complète généralement une étape d’implantation. Il
consiste à venir chauffer une plaque à de très hautes températures
(parfois supérieures à 1200°C) pendant une période de temps courte
de quelques secondes. Ce procédé peut permettre entre autres d’ac-
tiver des dopants dans l’empilement semi-conducteurs, d’oxyder
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thermiquement un matériau, de densifier des dépôts de couches
minces et de changer les états de films déposés. Dans notre cas, il
est plus utilisé pour réaliser la diffusion de dopants d’une couche
à l’autre, réduire les défauts induits par une implantation ionique
et permettre une diffusion des couches métalliques sur une petite
épaisseur de semi-conducteur afin d’obtenir un très bon contact
ohmique.
L’hydrogénation, que nous présenterons en détail au chapitre
suivant, ainsi que la diffusion de dopants et l’inter-diffusion des
puits quantiques sont des techniques utilisées pour modifier les
propriétés optiques des couches semi-conductrices.
3.3.2 Procédé de fabrication mis en place
Le procédé développé pour la réalisation de nos composants est
constitué d’une succession d’étapes présentées dans les paragraphes
précédents. Avant de débuter la réalisation des PICs d’étude, il a
été nécessaire de dessiner le jeu de masques issu de la conception
des deux composants. Pour quasiment chaque grande étape du
procédé de fabrication, le dessin d’un masque de photo-lithographie
a été effectué sur le logiciel L-Edit de la société Tanner EDA. Ainsi
seize niveaux de masque de lithographie optique et un niveau de
masque de lithographie électronique ont été codés sur ce logiciel
pour la réalisation complète de notre composant. La conception d’un
jeu de masques ne consiste pas seulement à réaliser un dessin de
l’ensemble des niveaux technologiques du composant. En effet, il faut
allier l’architecture des composants avec le procédé de fabrication
technologique choisi. Pour ce faire, nous devons établir des règles
de dessin afin que les différentes étapes de fabrication s’enchaînent
correctement. La mise en place de ces règles nécessite un savoir
spécifique et approfondi du procédé de fabrication qui relève du
secret industriel.
Les variantes des PICs d’étude, les différents composants de
tests et les motifs d’alignement (qui gèrent l’alignement latéral et
vertical des différents jeux de masques entre eux) forment chacun
une cellule élémentaire. Durant la conception de ce jeu de masques,
nous agençons entre elles ces différentes cellules élémentaires pour
former un réticule. La figure 3.21 présente le réticule qui a été répété
uniformément sur une surface de 4 pouces afin d’être compatible
avec des substrats de 2 ou 3 pouces.












BPSK + motifs de 
test (laser, EAM, 




Transmetteurs QPSK/16QAM Transmetteurs QPSK/16QAM
Motifs 
d’alignement





























Figure 3.21 – Différentes cellules élémentaires composant le réticule du jeu de masques
photo-lithographiques (seuls les niveaux de masques photo-lithograpiques définissant le
guide optique et les électrodes métalliques sont représentés)
En dehors des motifs d’alignement qui occupent la partie supé-
rieure, on observe que quatre colonnes de dix lignes constituent le
réticule. La première colonne est composée de transmetteurs BPSK
mais aussi de motifs de tests qui permettront de caractériser des dis-
positifs spécifiques afin de savoir si certaines étapes de la réalisation
technologique se sont bien déroulées. La seconde colonne comprend
dix transmetteurs BPSK. La troisième colonne ainsi que la quatrième
sont formées entièrement de PICs QPSK/16QAM. Les dispositifs
des cinq premières lignes intègrent des EAMs de 50 µm alors que
des EAMs de 75 µm sont positionnés sur les cinq dernières lignes.
Trois pas de réseau DFB différents, permettant de sélectionner trois
longueurs d’onde spécifiques, sont répartis sur les dix lignes du
réticule comme le montre la figure 3.21. De plus, certaines lignes
possèdent une recombinaison de faisceaux optiques opérée par une
cascade de MMIs 2× 1 ou bien par une cascade de jonctions Y 2× 1.
Dans ce réticule, les phases de chaque bras des interféromètres sont
préfixées par la longueur de chemin optique mais une variante de
ce réticule existe dans laquelle les phases ne sont pas préfixées. Au
final, sur une plaque de 2 pouces, en éliminant les composants sur
les bords de la plaque, il est possible d’obtenir environ 320 transmet-
teurs QPSK/16-QAM et 280 transmetteurs BPSK, toutes variantes
confondues (trois longueurs d’onde, MMIs ou Jonctions Y, phases
préfixées ou non).
Nous allons maintenant détailler étape par étape le processus de
réalisation technologique que nous avons appliqué afin de réaliser le
premier jeu de transmetteurs QPSK/16-QAM et BPSK. Deux subtrats
commerciaux d’InP, ayant des dimensions de 2 pouces de diamètre
et de 500 µm d’épaisseur, ont servi de substrats pour notre première
version de composants.
1. Epitaxie « Epi zéro »
La toute première étape consiste à faire croître sur les substrats
commerciaux d’InP dopé n (par du Soufre) une couche tampon
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d’InP dopé n et de 2 µm d’épaisseur. On nomme cette épitaxie « Epi
zéro ». Elle permet de démarrer notre procédé de fabrication sur une
couche de matériau dont les propriétés sont bien connues. De plus
elle limite l’épaisseur des couches à faire croître lors de l’épitaxie
SAG.
2. Définition des masques diélectriques SAG
Le dépôt d’une couche de diélectrique SiO2 est effectué sur toute
la surface de la plaque dans un équipement de PECVD. Une lithogra-
phie optique suivie d’une gravure RIE (plasma composé d’O2, de SF6
et de CHF3) permet de définir les motifs de diélectriques nécessaires
à la croissance sélective SAG. La forme et l’emplacement des motifs
de diélectrique ont été conçus au préalable par simulation.
3. Epitaxie SAG
La croissance sélective s’effectue dans un bâti d’épitaxie MOVPE
et permet d’obtenir après croissance l’empilement de matériaux
présenté dans le tableau 3.1. En partant du susbtrat ayant vu une
« épi zéro », on commence par faire croître une couche tampon d’InP.
Ensuite l’épitaxie de la succession de puits et de barrières (cf. figure
2.2) intervient. On l’entoure de couches SCH (Separate Confinement
Heterostructure) permettant d’améliorer le confinement optique et
électronique dans la zone de puits/barrières. On effectue ensuite
la croissance d’un « espaceur » d’InP qui permet de positionner
la couche réseau en matériau quaternaire à la distance voulue par
rapport aux puits quantiques. Une fine couche d’InP termine la
croissance afin de protéger la couche réseau lors des étapes suivantes.
Type de couche Matériau Epaisseur(nm)
Nombre de
couches Dopage
Gaine InP 20 1 p (Zn)
Réseau GaInAsP 30 1 p (Zn)
Espaceur InP 120 1 p (Zn)
SCH GaInAsP 20 1 non dopéintentionnellement
Barrière AlGaInAs 10 1 non dopéintentionnellement
Puit AlGaInAs 8 12 non dopéintentionnellement
Barrière AlGaInAs 10 12 non dopéintentionnellement
SCH GaInAsP 30 1 non dopéintentionnellement
Tampon InP 300 1 n (Si)
Substrat InP — 1 n (S)
Table 3.1 – Structure épitaxiée lors de la croissance sélective SAG. Les épaisseurs
données sont celles des zones actives EAMs
La figure 3.22 présente schématiquement le résultat de la crois-
sance SAG pour le composant BPSK. Le masque diélectrique sur
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lequel aucun matériau n’a pu croître est retiré de la surface de la
plaque par une gravure chimique à l’acide fluorhydrique (HF).






Figure 3.22 – Vues schématiques en 3D et en coupe de l’empilement vertical obtenu après
croissance SAG pour le transmetteur BPSK
4. Carrés d’alignement E-Beam
Afin de réaliser des lithographies électroniques à l’aide d’un
équipement de type E-Beam, il est nécessaire de disposer à la surface
de motifs d’alignement spécifiques : des carrés de petite taille qui
sont situés à des endroits précis de la plaque. Ils doivent posséder un
contraste suffisant pour que l’E-beam puisse les détecter et aligner
sa lithographie en fonction de ces carrés. Pour les écrire à la surface
de la plaque, une lithographie optique est donc réalisée après la
croissance SAG. Puis les carrés sont transférés dans l’empilement de
semi-conducteurs par une gravure ICP utilisant du chlore gazeux
(Cl2) comme plasma de gravure principal.
5. Ecriture des réseaux DFB par E-Beam
Pour sélectionner une longueur d’onde autour de 1, 55µm, les ré-
seaux des lasers DFB que nous allons produire doivent posséder un
pas de répétition aux alentours de 240 nm. Une lithographie optique
classique (lumière UV à 400 nm) ne permet pas de définir des motifs
aussi petits du fait de la limite de diffraction. Pour atteindre une telle
résolution, nous serons donc obligés de recourir à une lithographie
électronique E-Beam. En s’alignant sur les carrés d’alignement pré-
sents à la surface de la plaque, il est possible d’écrire sur une résine
polymère les différents réseaux DFB comme décrit sur la figure 3.21.
Ensuite, une gravure RIE est utilisée pour transférer ces réseaux
dans une couche de diélectrique préalablement déposée à la surface
de la plaque. Le transfert du réseau DFB dans la couche réseau en
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quaternaire est réalisée par le biais d’une gravure ICP. Un contrôle
de topographie à l’aide d’un microscope à force atomique (AFM) est
effectué à chacune de ces étapes afin de vérifier les dimensions des
motifs réseaux écrits (cf. figure 3.23).
Figure 3.23 – Contrôle à l’AFM des dimensions d’un réseau DFB transféré dans
l’empilement de matériaux semi-conducteurs
6. Localisation de la couche réseau
Lors de l’épitaxie SAG, la couche réseau croît sur la totalité de la
plaque (à l’exception des zones masquées). Cependant, en dehors
des zones laser, elle est inutile et peut être retirée. Pour ce faire,
nous réalisons une lithographie optique qui permet de localiser
cette couche réseau par une gravure chimique. Une solution à base
d’acide chlorhydrique (HCl) grave sélectivement l’InP tandis qu’une
solution à base d’acide sulfurique (H2SO4) grave sélectivement le
matériau quaternaire InGaAsP de la couche réseau. Pour connaître
l’avancement de la gravure et savoir si la couche réseau est gravée,
une mesure d’épaisseur au profilomètre est pratiquée.
7. Ouverture de fenêtre d’espace libre
Sur le premier jeu de plaques de composants, une amélioration
de l’adaptation de mode en sortie de certains composants a été tentée
en réalisant des fenêtres de propagation du mode de sortie en espace
libre dans l’InP. Dans ces zones, le mode optique, déjà agrandi par
les différents tapers géométriques et matériaux, se propage librement
dans l’InP sans guide optique et sa taille de mode augmente. Afin
de réaliser ces fenêtres d’espace libre, une photo-lithographie définit
des zones en sortie de composant où une gravure chimique sélective
grave le guide optique. Un contrôle d’épaisseur au profilomètre
donne l’avancement de la gravure. Ces zones de propagation libre
apparaissent sur la figure 3.27(b).
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8. Reprise réseau
Une gravure chimique douce de l’InP et de la couche réseau
restaure la surface des zones réseaux afin de les préparer à une étape
de reprise épitaxiale. Cette étape d’épitaxie enterre les réseaux sous
une fine couche d’InP (cf. tableau 3.2) dans le but de les protéger
lors de la suite du procédé de réalisation des composants.
Matériau Epaisseur(nm) Dopage
InP 280 p (Zn)
InP 20 non dopéintentionnellement
Table 3.2 – Structure épitaxiée lors de la reprise réseau
9. Définition du ruban
Un dépôt de diélectrique est effectué sur l’ensemble de la plaque.
Afin d’assurer le guidage optique monomode de l’onde dans nos
transmetteurs, un ruban de largeur 1,3 µm (en dehors des zones
MMI) est défini par photo-lithographie et gravé dans le diélectrique
par plasma RIE. La protection de zones spécifiques par une lithogra-
phie supplémentaire est réalisée afin de pouvoir nettoyer la plaque
de certains résidus diélectriques toujours présents dans les motifs
SAG. Une fois ce nettoyage effectué par gravure chimique (mélange
d’acide fluorhydrique et d’ammoniaque), le transfert du ruban diélec-
trique dans l’empilement semi-conducteur se fait par l’intermédiaire
d’une gravure ICP chlorée. Une profondeur de gravure de 2 µm a été
effectuée afin d’atteindre les vitesses de modulation souhaitées des
EAMs. Cette profondeur n’a pas été choisie au hasard et les calculs
menant à cette valeur seront présentés par la suite. Le résultat obtenu







Figure 3.24 – (a) Vues schématiques 3D et en coupe ainsi que (b) vues réelles de dessus
obtenues après la gravure du ruban pour le composant BPSK
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10. Zones masquées et non masquées
Sans retirer le masque diélectrique ayant servi à la gravure du
ruban dans le semi-conducteur, nous procédons à une étape de li-
thographie qui protège certaines zones de ce masque. Les zones non
protégées du masque diélectrique sont alors gravées par RIE. On
retire ensuite la résine photo-sensible. Après un procédé de reprise
épitaxiale de type SIBH, les zones masquées par du diélectrique
se retrouveront dans la configuration de la figure 2.8 (a) qui rend
possible l’injection de porteurs (zone active), alors que les zones non
masquées auront la structure passive de la figure 2.8 (b). Afin d’amé-
liorer la morphologie obtenue après reprise SIBH, des transitions
à 45° entre les parties masquées et les parties non masquées sont
définies comme le montre la figure 3.25. En effet, il a été démontré
[89] que les reprises SIBH entraînent des surcroissances à proxi-
mité de masques diélectriques, de la même manière que les reprises
SAG ; ces surcroissances sont amplifiées fortement selon certains
axes cristallographiques et peuvent mener à l’emprisonnement de
cavité d’air lors de la croissance. Une étude au laboratoire a montré
que l’utilisation de transitions obliques entre zones masquées et non
masquées diminuait ces surcroissances.
400 µm
40 µm
Figure 3.25 – Vues réelles de dessus obtenues après la définition de zones diélectriques
masquées/non masquées sur le ruban pour le composant BPSK
11. Reprises SIBH
L’enterrement du ruban par la technique SIBH nécessite deux
reprises d’épitaxie distinctes. La première épitaxie (nommée « épi-
taxie SIBH ») fait croître l’empilement du tableau 3.3 pour un ruban
de 2 µm de profondeur. La couche semi-isolante est généralement
constituée d’InP dopé avec du fer pour occasionner un comporte-
ment résistif et isolant. La couche bloquante (nommée ainsi car elle
empêche l’inter-diffusion entre les dopants Fer et Zinc [164]) peut
être réalisée par de l’InP dopé Ruthénium ou par de l’AlInAs. Suite à
cette reprise, la morphologie et les profils présentés sur le schéma de
la figure 3.26(a) sont obtenus. Des images, acquises par microscopie
optique ainsi que par microscopie interférentielle, de la surface du
composant BPSK après reprise SIBH sont données en figure 3.26(b).
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Type de couche Matériau Epaisseur (nm) Dopage
Couche bloquante InP 600 (Ru)
Couche
semi-isolante InP 1500 (Fe)














Figure 3.26 – (a) Vues schématiques 3D et en coupe accompagnées (b) d’images de
microscopie optique (gauche) et interférentielle (droite) suite à la reprise SIBH pour le
composant BPSK
Suite à cette première recroissance, le masque diélectrique proté-
geant les zones actives est retiré dans un bain de HF et la seconde
épitaxie d’enterrement a lieu pour faire croître l’empilement donné
dans le tableau 3.4. On nomme cette étape « épitaxie P ». Une forte
épaisseur d’InP dopé P enterre ainsi la structure et finalise la jonc-
tion PIN dans les zones actives. Une couche d’InGaAs dopée p
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engendre un meilleur contact électrique dans les zones possédant
des électrodes métalliques.
Matériau Epaisseur(nm) Dopage
InGaAs 300 p (Zn)
InP 2900 p (Zn)
InP 20 non dopéintentionnellement
Table 3.4 – Structure épitaxiée lors de la reprise P
Comme le montre la figure 3.27(a), grâce à l’utilisation de zones
masquées et non masquées, ces deux croissances ont abouti à l’ob-
tention de zones actives et de zones passives : l’injection de courant
dans les puits quantiques ou la mise sous tension de la jonction ne
sera possible que dans les zones actives.
12. Récupération des motifs d’alignement
Après ces deux croissances épitaxiales, la morphologie de surface
est perturbée et l’enterrement sous plusieurs microns de matériaux
peut rendre les motifs d’alignement difficiles à distinguer. Une étape
de déterrement de ces motifs est parfois préconisée. En utilisant une
solution de gravure chimique sélective, il est possible de récupérer les
motifs d’alignement ce qui permettra de faciliter le positionnement
des photo-lithographies futures.
13. Contacts métalliques P
Afin de pouvoir appliquer une tension ou injecter un courant
dans les différents composants de notre PIC, il faut déposer des
électrodes métalliques à la surface de la plaque. Pour ce faire un
procédé de lift-off est réalisé. Suite à la lithographie optique, nous
déposons par pulvérisation à doubles faisceaux ioniques (DIBS)
une couche de platine et une couche d’or sur la plaque entière. En
plongeant cette dernière dans un bain de solvant, nous retirons les
couches métalliques dans les zones masquées par la résine. Le métal
restant dans les zones non masquées permet de définir les plots
de contacts métalliques P. Les figures 3.27(a) et 3.27(b) montrent le
résultat à l’issu de cette opération.
Un recuit thermique rapide à 420° est appliqué à la plaque afin
de faire diffuser une petite partie de la couche de platine dans le
semi-conducteur III-V de contact. En plus d’une meilleure accroche
du contact à la surface du semi-conducteur, il résulte de ce procédé
un contact ohmique possédant une faible résistance de contact.













Figure 3.27 – (a) Vues schématiques 3D et en coupe accompagnées (b) d’images de
microscopie optique (gauche) et interférentielle (droite) suite à la la reprise P et le dépôt
des métallisations pour le composant BPSK
14. Implantation protonique
Afin d’isoler électriquement les différentes électrodes d’un même
PIC mais aussi les PICs les uns des autres, une étape d’implantation
protonique est effectuée. A l’aide d’un implanteur ionique, des ions
H+ sont bombardés à la surface de la plaque. Les énergies d’ac-
célération sont calculées de manière à ce qu’ils puissent implanter
la zone de semi-conducteur dopée p. Certaines zones sont proté-
gées du bombardement par des motifs de résine épaisse issus d’une
photo-lithographie optique.
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15. Séparation des électrodes
Afin d’améliorer la séparation entre électrodes, une gravure chi-
mique de la couche d’InGaAs dopée p en dehors des contacts métal-
liques a lieu.
16. Hydrogénation des parties passives
Afin de diminuer les pertes de propagation dans les zones pas-
sives, une hydrogénation de celles-ci est nécessaire. Une lithographie
optique localise cette hydrogénation qui est effectuée dans un bâti
de RIE. Les effets mis en jeu pour diminuer ces pertes et les ap-
ports de l’hydrogénation seront étudiés en détail au chapitre 4. Il
est important de noter que lors de l’hydrogénation, l’InP se déplète
en phosphore et des billes d’indium apparaissent en surface ce qui
engendre un noircissement des zones hydrogénées, comme cela est
visible sur la figure 3.28(b).
17. Gravure des Mesas
Un masque diélectrique est déposé à la surface de la plaque. Une
lithographie optique suivie d’une gravure RIE du diélectrique est
effectuée. La gravure par ICP de caissons dans le semi-conducteur
sur environ 5 µm mène à la formation des « mesas » présentés sur
la figure 3.28(a). Ces mesas diminuent la capacité des EAMs en
réduisant la contribution de la capacité provenant de la jonction
créée par le matériau semi-isolant enterrant latéralement le guide.
De plus, ils améliorent l’isolation entre composants. Les figures







Figure 3.28 – (a) Vues schématiques 3D et en coupe accompagnées (b) d’images de
microscopie optique suite à la gravure des mesas pour le composant BPSK
18. Remplissage des caissons et planarisation
Du BCB (bisbenzocyclobutène) est enduit sur l’ensemble de la
plaque et celui-ci est gravé par RIE. La gravure permet une planarisa-
tion du BCB et permet d’ouvrir le BCB dans deux zones spécifiques :
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– sur les pourtours des puces pour générer des chemins de
découpe qui permettront une séparation plus aisée des puces
les unes des autres,
– sur les zones de contacts métalliques afin de découvrir ceux-ci.
Ces étapes de planarisation et d’ouverture sont délicates du fait de
la gravure non uniforme du BCB qui a lieu en fonction de la surface
des zones à ouvrir. De plus, la nature du plasma et les paramètres
de gravure doivent être adaptés pour ne pas abîmer les électrodes
métalliques. Malgré cela, le BCB est un des meilleurs candidats pour
remplir les caissons de par sa résistance mécanique et sa propension
à limiter la capacité des plots métalliques de recharge que nous
déposerons à sa surface lors de l’étape suivante.
19. Plots de recharge métallique
L’intérêt principal du remplissage des caissons par du BCB réside
dans la possibilité de pouvoir déporter les plots de contact sur le BCB
afin d’obtenir un bon contact hyperfréquence. Par la technique de
lift-off, on définit des plots de contact qui couvrent la métallisation P
et débordent sur le BCB. Pour les EAMs, les plots de contact doivent
être les plus petits possibles pour éviter de limiter la bande passante
mais ils doivent être assez grands pour permettre une soudure aisée
des fils de connexion lors du montage.
20. Amincissement de la plaque et métallisation N
Afin de faciliter la future découpe des puces, il est important que
la plaque soit amincie. Pour cela, nous procédons à une gravure chi-
mique bromée de la face arrière du substrat d’InP. L’épaisseur totale
de la plaque est ainsi réduite à 120 µm. Le dépôt de la métallisation
N en face arrière de la plaque est effectué par pulvérisation DIBS.
Cette dernière étape marque la fin du processus de micro-fabrication
des composants PICs d’étude se basant sur les technologies SAG et
SIBH. Le résultat final obtenu à l’issu de ce procédé de fabrication est
donné sur les figures 3.29(a) et 3.29(b) pour le composant BPSK. Le
résultat pour le transmetteur QPSK/16-QAM est présenté en figure
3.30.
Ce procédé de fabrication est constitué de nombreuses étapes, par-
fois critiques, qui ont nécessité des mises au point pour s’adapter à la
réalisation de nos deux transmetteurs. La fabrication du premier jeu
de composant s’est déroulée sur une période de 43 semaines. Cette
durée de réalisation prolongée est due à des pannes d’équipements,
des retards de commandes de masques photo-lithographiques et à la
priorité de certains projets sur le notre. Ainsi, seulement 16 semaines
de travail ont été nécessaires sur la totalité des 43 semaines. Nous
estimons que ce délai de fabrication peut être ramené à une période
inférieure à 10 semaines dans un environnement de travail industriel
dédié (de type fonderie).















Figure 3.29 – (a) Vues schématiques 3D et en coupe accompagnées (b) d’images de
microscopie optique (en haut), électronique (en bas à gauche) et interférentielle (en bas à
droite) obtenues à l’issu du procédé de fabrication pour le composant BPSK







Figure 3.30 – Microscopie optique obtenue à l’issu du procédé de fabrication pour le
composant QPSK/16-QAM
Impact des choix technologiques sur la bande passante
A la section 2.3.1.2, nous avons vu que la réponse en fréquence
d’un modulateur à électro-absorption peut être modélisée de façon
simplifiée par le circuit équivalent de la figure 2.16. Dans ce modèle,
de nombreuses approximations ont été effectuées (les capacités sont
assimilées à des capacités d’un condensateur plan, certains effets
selfiques ne sont pas pris en compte, certaines capacités et résistances
sont négligées . . .). Néanmoins, il permet d’estimer grossièrement les
valeurs des bandes passantes atteignables par nos EAMs en fonction
des choix technologiques à travers l’équation :
ν3dB =
1





Dans le cadre du SIBH, la capacité Cj de l’EAM provient de plusieurs
contributions :








où eI = n2I est la constante diélectrique de la zone non inten-
tionnellement dopée contenant le matériau électro-absorbant,
nI l’indice de réfraction effectif de cette zone, lruban la largeur
du ruban, LEAM la longueur de l’EAM et eI l’épaisseur de la
zone non intentionnellement dopée.
– La capacité CSI provenant de la jonction constituée par le maté-








où eSI = n2SI est la constante diélectrique du matériau semi-
isolant, nSI l’indice de réfraction effectif de ce matériau, lmesa
la largeur du mesa EAM, LEAM la longueur de l’EAM et eSI
l’épaisseur de matériau semi-isolant enterrant le ruban. Plus
l’épaisseur de matériau semi-isolant est grande et donc plus la
profondeur de gravure du ruban est élevée, plus cette capacité
est réduite.
– La capacité du plot de contact métallique Cplot qu’on estime
constante à 40 fF dans nos technologies.
3.3. Réalisation des composants d’étude 127
Certaines dimensions utilisées dans ces calculs sont représentées





Figure 3.31 – Coupe schématique d’une zone EAM en technologie SAG-SIBH
Lors de notre processus de fabrication nous avons fixé la largeur
de ruban à 1,3 µm, la largeur de mesa EAM à 30 µm et les différentes
étapes d’épitaxie ont fait croître une zone non intentionnellement
dopée de 276 nm d’épaisseur (cf. tableau 3.1) avec nI ≈ 3, 4 et
un matériau semi-isolant d’une épaisseur avoisinant les 1,5 µm (cf.
tableau 3.3) avec nSI ≈ 3, 17.
L’application numérique des précédentes équations pour nos
deux longueurs d’EAMs donne :
– Pour les EAMs de 50 µm de long, CEAM ≈ 25 f F et CSI ≈
88 f F. Si l’EAM est relié à une résistance de charge Rc = 50 Ω
équivalente à la résistance du générateur Rg = 50 Ω et que
la résistance série de nos EAMs Rs est égale à 20 Ω (valeur
typique estimée lors de précédentes mesures pour les électrodes
métalliques d’EAM de 50 µm), alors on obtient une bande
passante de 23 GHz environ. Si maintenant on fixe Rc = 35 Ω
on obtient une bande passante de 26 GHz.
– Pour les EAMs de 75 µm de long, CEAM ≈ 37 f F et CSI ≈
133 f F. Si Rc = Rg = 50 Ω et Rs = 15 Ω (valeur typique
estimée lors de précédentes mesures pour les électrodes mé-
talliques d’EAM de 75 µm), alors la bande passante atteint 19
GHz. Dans le cas où Rc = 35 Ω une bande passante de 21 GHz
est alors obtenue.
D’après la thèorie de Nyquist [11], si un dispositif de modulation
possède une bande passante B, alors la rapidité de modulation
R atteignable avec ce dispositif est R = 2B. Ainsi avec les choix
technologiques effectués, nos modulateurs de 50 et 75 µm devraient
pouvoir atteindre respectivement les rapidités de modulation de 56
Gbauds et de 28 Gbauds fixées par le projet MIRTHE.
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Conclusion du chapitre
Durant ce chapitre, nous avons pu établir l’architecture de nos
deux transmetteurs d’étude capables de générer un signal QSPK/16-
QAM d’une part et un signal CSRZ d’autre part en se basant sur le
concept des EAMs imbriqués dans des MZIs. Dans ces circuits, de
nombreuses fonctions optiques seront intégrées monolithiquement
sur un même substrat d’InP. Diverses simulations ont prouvé la
viabilité des concepts énoncés et ont permis de mettre en avant les
points critiques de conception de nos PICs.
La réalisation de ces deux composants en salle blanche a ensuite
été détaillée. L’utilisation des briques technologiques SAG et SIBH a
engendré de nombreuses étapes spécifiques et plusieurs mises au
point ont été nécessaires. Un processus de fabrication complexe a pu
ainsi être établi et a mené à la réalisation de nos composants. Pour
la conception et la fabrication de la plupart des fonctions actives
(Laser, SOA, EAM, VOA) des circuits, nous nous sommes inspirés
d’études précédemment effectuées au III-V Lab. Les déphaseurs et
les fonctions passives de nos PICs étant cependant moins connus au
laboratoire, ils ont donc demandé un important travail de développe-
ment. Le chapitre 4 présentera les optimisations de certaines zones
passives (guides droits, guides courbés et MMIs) que nous avons
réalisées afin de réduire les pertes optiques. Par souci de clarté, nous
ne rapporterons pas dans ce chapitre les études menées sur les adap-
tateurs de modes et les transitions actif/passif. Le chapitre 5 fera la
revue des caractérisations effectuées sur les composants fabriqués et
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Les deux composants d’étude, dont la conception est présentéeau chapitre précédent, possèdent de longs guides d’onde qui
vont engendrer des pertes optiques pour un signal se propageant en
leur sein. De plus, nos deux PICs étant constitués d’un laser, il est
nécessaire de réduire au maximum les retours optiques d’un signal
modulé vers le laser. S’appuyant sur une technique de caractérisation
spécifique, la réflectométrie à faible cohérence, nous avons été ca-
pables de définir les optimisations de design et l’utilisation d’étapes
spécifiques dans le procédé de fabrication qu’il a été nécessaire de
mettre en place pour limiter les pertes de propagation ainsi que les
réflexions. Cette étude va être présentée au cours de ce chapitre.
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4.1 L’OLCR : la réflectométrie optique à faible cohé-
rence
4.1.1 Fonctionnement de l’OLCR
Les techniques de réflectométrie sont utilisées dans de nombreux
domaines pour caractériser les propriétés optiques d’un objet en
fonction de la distance de propagation. La réflectométrie optique à
faible cohérence (OLCR) fut décrite en 1987 pour la première fois.
Elle a démontré la possibilité d’obtenir une meilleure résolution
spatiale et une sensibilité plus élevée que celles des réflectométries
dans le domaine temporel (OTDR) et dans le domaine fréquentiel
(OFDR) [165, 166].
L’OLCR se base sur un interféromètre de Michelson. Sa spécificité
consiste à utiliser une source continue à faible cohérence temporelle
qui permet d’améliorer la résolution spatiale et la sensibilité de
mesure par rapport à l’OTDR et l’OFDR. La figure 4.1 présente un
















Figure 4.1 – Schéma simplifié d’un OLCR [167]
La lumière provenant de la source à faible cohérence est divisée
par un coupleur 3-dB en deux bras :
– le bras de test contient le dispositif sous test
– le bras de référence est terminé par un miroir mobile qui rend
possible la variation de sa longueur de chemin optique.
Le signal réfléchi provenant des deux bras est recombiné dans un
bras contenant un détecteur (photodiode). Si la différence de che-
min optique entre les deux bras est plus faible que la longueur de
cohérence, des franges d’interférences apparaîtront sur le détecteur.
Il devient alors possible de sonder les réflexions dans le composant
sous test en déplaçant le miroir. La longueur de cohérence, LC du
système est donnée par :





où λ est la longueur d’onde centrale de la source, ∆λ sa largeur
spectrale et ng l’indice de groupe du composant. Pour une source de





Plus la cohérence de la source est faible, plus il sera possible de
localiser avec précision les réflexions dans le dispositif sous test.







avec S(ω) est la densité spectrale de puissance de la source, r(ω) la
réflectivité du composant sous test et τ = t2 − t1 le retard temporel
entre les deux bras dû à leur longueur de chemin optique. On nomme
OLCR « complexe » la technique de réflectométrie qui exploite direc-
tement le signal sous cette forme et qui tient par conséquent compte
de son amplitude et de sa phase. Cependant les réflectomètres se
basant sur cette technique nécessitent une grande stabilité et une
énorme précision qui les rend difficiles à mettre en place. Dans le
cas où l’information sur la phase du signal n’est pas primordiale, il




La manipulation à mettre en place est alors beaucoup plus simple
car il est seulement nécessaire de connaître l’enveloppe du signal et
non l’ensemble des franges. Cette technique dite « traditionnelle »
est celle que nous avons appliquée grâce à un appareil d’OLCR com-
mercial (HP 8504B) possédant une dynamique de mesure d’environ
80 dB et une résolution spatiale théorique de 21 µm dans l’air et de
6 µm dans l’InP [170].
4.1.2 Exploitation des réflectogrammes
Après détection de l’enveloppe et réalisation d’une Transformée
de Fourier Rapide (FFT) par l’équipement de mesure sur le signal
reçu par la photodiode, nous pouvons obtenir un réflectogramme
localisant et quantifiant les réflexions dans le composant sous test.
Lors de la mesure à l’OLCR d’un guide droit qui est assimile à une
cavité Fabry-Perot du fait de la réflectivité aux facettes clivées, on
obtient, après calibration, le réflectogramme de la figure 4.2(b).
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Figure 4.2 – (a) Illustration de la mesure OLCR sur un guide droit et (b) réflectogramme
obtenu [170]
Comme l’explique la figure 4.2(a), la lumière sonde provenant
de la source à faible cohérence de l’OLCR est en partie réfléchie sur
la facette d’entrée du guide droit (et aussi sur la facette clivée de la
fibre) et en partie transmise dans le guide. Du fait de la résolution
spatiale de l’instrument, les réflexions sur la facette d’entrée et sur
la facette de la fibre ne sont pas distinctes et forment le pic P1 du
réflectogramme. Le second pic P2 correspond à la réflexion sur la
facette de sortie du guide droit. Des allers-retours de la sonde ont
lieu du fait que la cavité formée par les facettes du guide droit et
les réflexions successives sur la facette de sortie engendrent les pics
Pi(i > 1) du réflectogramme. L’espacement régulier entre ces pics
correspond à la distance optique équivalente dans l’air Lair de la
cavité formée par le guide droit. Cette distance dans l’air est reliée à
la longueur réelle du guide droit Lguide par la relation Lair = ngLguide
où ng est l’indice de groupe de guidage du composant sous test.
Connaissant Lguide par design ou par mesure du guide droit, il est
alors possible de déduire l’indice de groupe du guide droit.
La connaissance de l’indice de groupe peut être utile pour loca-
liser précisement dans le composant un pic de réflexion. En effet
comme le montre la figure 4.3, si on mesure à l’OLCR un guide
droit contenant des défauts, des pics intermédiaires apparaissent
entre les pics Pi. La distance équivalente dans l’air par rapport à
une facette peut être aisément mesurée sur le réflectogramme. En
utilisant l’indice de groupe il est possible de remonter avec précision
à la localisation de la zone de défauts dans le composant.




Figure 4.3 – Réflectogramme d’un guide droit possédant des défauts
Un réflectogramme tel que celui de la figure 4.2(a) peut aussi être
exploité afin de déduire les pertes linéiques de propagation dans le
guide droit mesuré. En effet, la puissance réfléchie correspondant
aux différents pics Pi du réflectogramme est donnée par les formules
[171] :
P1 = K0P0C0R (4.5)
P2 = K0P0C0C1R(1− R)2 exp(−2αLguide) (4.6)
P3 = K0P0C0C1R3(1− R)2 exp(−4αLguide) (4.7)
P4 = K0P0C0C1R5(1− R)2 exp(−6αLguide) (4.8)
où K0 est une constante, P0 la puissance de la sonde, C0 le coefficient
de couplage depuis le composant vers la fibre, C1 le coefficient de
couplage depuis la fibre vers le composant, R est la réflectivité des
facettes du guide, α les pertes linéiques dans la cavité et Lguide la
longueur du guide mesuré. Le pic P1 ne doit pas être pris en compte
dans la suite des calculs étant donné qu’il correspond aux réflexions
provenant de la facette de la fibre et de la facette du composant. On
observe que chacune de ces puissances est dépendante du couplage
entre la fibre et le guide. Mais si le rapport de puissance entre deux






= R2 exp(−2αLguide) (4.9)
Le passage en dB de cette formule donne :
∆P = 2αLguide − 20 log(R) (4.10)
avec ∆P la différence de hauteur en dB entre deux pics successifs.
Si la valeur de R la réflectivité des facettes du guide (supposée
identique) est connue, il est alors possible d’évaluer la valeur des
pertes linéiques dans le guide droit. Dans le cas où les facettes du
composant sont clivées et qu’aucun traitement n’a été effectué, ce
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où ng est l’indice de groupe de la structure du guide droit testé. Les
pertes linéiques sont alors déduites immédiatement par :
α =
∆P + 20 log(R)
2Lguide
(4.12)
Nous avons donc été capable d’évaluer les pertes linéiques d’un
guide droit grâce à un réflectogramme mesuré par OLCR. Nous
nommerons cette technique d’évaluation de pertes, « méthode sim-
plifiée ». La grande force de l’OLCR réside dans le fait que cette
valeur a été obtenue sans avoir à se soucier des paramètres de cou-
plage. Dans la plupart des autres méthodes d’évaluation de pertes,
il est nécessaire de prendre en compte les paramètres de couplage
ce qui, dans certains cas, n’est pas aisé.
Cependant la technique d’évaluation de pertes que nous venons
de présenter peut être problématique si le coefficient R n’est pas
connu et ne peut être évalué par un simple calcul. Une « méthode
alternative » consiste à mesurer la valeur ∆P pour différentes lon-
gueurs de guides droits de même structure [171]. Le tracé des ∆P en
dB en fonction de la longueur de guide fait apparaître une droite qui
peut être estimée par une courbe de tendance ayant une équation
affine de la forme αLguide + 10 log(R). L’ordonnée à l’origine de cette
courbe permet de déduire le coefficient R et la pente indique les
pertes linéiques α. Nous comparerons ces deux méthodes sur un
exemple concret dans le paragraphe suivant.
4.2 Optimisation des pertes de propagation dans notre
structure de guide droit
En utilisant l’OLCR, nous avons cherché à évaluer les pertes
de propagation de nos guides droits possédant la structure verti-
cale SIBH passive sans optimisation. Suite à la mesure des réflecto-
grammes pour ces guides, nous avons appliqué les deux méthodes
présentées précédemment pour calculer les pertes de propagation.
4.2.1 Calcul des pertes de propagation d’un guide droit ayant une struc-
ture passive SIBH non optimisée
4.2.1.1 Avec la méthode simplifiée
La mesure d’un guide droit de 1343 µm de long possédant la
structure passive SIBH a permis d’obtenir le réflectogramme donné
en figure 4.4.




Figure 4.4 – Réflectogramme d’un guide droit en structure SIBH passive non optimisée
Grâce à la mesure de la distance équivalente dans l’air entre deux
pics, on estime l’indice de groupe du guide droit à ng = 3, 395. Les
facettes étant clivées et connaissant l’indice de groupe, il est possible
d’estimer la réflectivité des facettes du guide à environ 30 % selon
la formule 4.11. En mesurant les différents écarts de pertes entre les
pics P2, P3, P4 et P5, nous obtenons une moyenne de ∆P = 18 dB. En
injectant les valeurs de R, de ∆P et de Lguide dans l’équation 4.12 on
obtient :
α =
18+ 20 log(0, 3)
2× 1343 ∗ 10−4 ≈ 28 dB.cm
−1 (4.13)
4.2.1.2 Avec la méthode alternative
A l’aide de l’OLCR nous avons mesuré les réflectogrammes de
guides droits de différentes longueurs, possédant la structure SIBH
passive non optimisée. Nous avons ensuite reporté sur un graphique
(figure 4.5) le coefficient ∆P/2 en fonction de la longueur du guide
mesuré. Nous observons un alignement des points selon une droite
d’équation y = 29, 3x + 4, 717. La pente de cette courbe nous donne
directement α ≈ 29 dB.cm−1 tandis que son ordonnée à l’origine
nous permet d’évaluer la réflectivité des facettes du guide à R =
10
−4,717
10 ≈ 33 %. Les résultats obtenus avec cette technique sont donc
très proches de ceux obtenus avec la méthode simplifiée.
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Figure 4.5 – Evaluation des pertes de propagation et de la réflectivité des facettes avec la
méthode alternative
4.2.2 Optimisation des pertes de propagation pour la structure SIBH
passive
La conception, au chapitre 3, de nos deux transmetteurs d’étude a
mené à des composants de plusieurs millimètres de long : il est donc
nécessaire que les pertes de propagation optique dans les guides
d’onde soient les plus faibles possibles. Or avec un coefficient α éva-
lué à 29 dB.cm−1 environ, la contribution des pertes de propagation
aux pertes optiques totales seront très importante ce qui n’est pas
judicieux dans de tels composants. Il est donc primordial de réussir
à diminuer ces pertes de propagation.
La structure verticale de nos composants nécessitant la présence
d’InP dopé P (par dopage Zn) au-dessus des zones guidantes, des
simulations sous ALCOR de la structure SIBH des zones passives
ont démontré un confinement d’environ 20 % du mode fondamental
dans de l’InP dopé P. Dans les zones actives, du fait de la technologie
SAG, les puits quantiques et les SCHs sont plus épais ce qui engendre
un confinement plus fort dans la zone guidante et un confinement
dans l’InP dopé P quasiment négligeable. L’InP dopé P est connu
pour causer une forte absorption d’un mode optique se propageant
en son sein [172] : en effet, l’InP dopé P possède de nombreux trous
libres ce qui occasionne une absorption intra-bandes de valence
[173, 174]. A titre d’exemple, l’absorption de l’InP dopé P par du
Zinc aux concentrations utilisées lors des reprises épitaxiales SIBH
est estimée à environ 20 cm−1 pour λ = 1, 55 µm [174]. Connaisant le
confinement du mode ΓInP:P et l’absorption αInP:P(cm−1) dans l’InP
dopé P, nous pouvons évaluer les pertes linéiques αInP:P(dB.cm−1)
induites par ce matériau dans nos zones passives SIBH par :
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Une méthode développée au CNET nommée hydrogénation li-
mite le phénomène d’absorption intra-bandes de valence en expo-
sant les wafers à un plasma de deuterium. Ce procédé introduit
des atomes d’Hydrogène dans l’InP dopé P et l’interaction de ces
derniers avec les atomes de dopants P (généralement Zn) désactive
ou neutralise les impuretés des accepteurs. Une nette diminution des
pertes de propagation de l’InP dopé P (Zn) est ainsi reportée [175].
Une étude interne au laboratoire a été nécessaire pour mettre au
point les conditions de fonctionnement et les paramètres de réglage
d’un équipement de RIE afin de réaliser une hydrogénation [176].
Comme le montre la figure 4.6, cette étude a démontré la neutralisa-
tion des porteurs libres de l’InP dopé P après une hydrogénation et
la stabilité thermique de ce traitement après un recuit à 300°C pen-
dant 5 min. Un tel recuit simule les températures qui sont atteintes



























Hydrogénation + Recuit 300°C 5min
Hydrogénation seule
Sans Hydrogénation
InP dopé P 
(Zn)
InP dopé N 
(substrat)
Figure 4.6 – Profils de concentration de porteurs dans l’InP dopé P avant hydrogénation,
après hydrogénation et après hydrogénation suivie d’un recuit thermique à 300°C pendant
5 minutes
Nous avons donc appliqué l’hydrogénation aux guides droits
précédemment mesurés à l’OLCR. Suite à la mesure à l’OLCR des
guides droits traités, nous avons pu évaluer les pertes de propagation
à respectivement α ≈ 14 dB.cm−1 et à α ≈ 12 dB.cm−1 pour la
méthode simplifiée et pour la méthode alternative. Une vérification
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de ces valeurs a été effectuée en appliquant une autre méthode de
mesure que l’OLCR : la méthode de l’analyse des franges de Fabry-
Perot [177]. Dans cette technique, la mesure du spectre optique
en transmission d’un guide droit est effectuée. En zoomant sur le
spectre autour de la longueur d’onde de transmission, il est possible
d’observer des franges provenant de la cavité Fabry-Perot, comme
présenté sur la figure 4.7(a). Si la longueur du guide Lguide et la
réflectivité de ses facettes R sont connues, les pertes de propagation










avec C = (Tmax − Tmin)/(Tmax + Tmin) le contraste des franges
Fabry-Perot et Tmax/min deux maximum/minimum adjacents dans
le spectre de transmission. Nous avons alors mesuré le spectre sur
trois guides droits de longueurs différentes et nous avons évalué les
pertes de propagation à partir de la formule 4.15 en fonction de la
réflectivité aux facettes R. Pour les trois longueurs de guide nous
calculons des pertes de propagation entre 12 et 16 dB.cm−1 environ
pour une valeur de R entre 29 et 32 %. La similitude des valeurs
de pertes obtenues par les méthodes de l’OLCR et de l’analyse des
franges de Fabry-Perot confirme la validité des mesures OLCR pour













































Réflectivité aux facettes R (%)
Lguide = 2260 µm
Lguide = 1690 µm
Lguide = 1350 µm
(b)
Figure 4.7 – (a) Exemple de franges de Fabry-Perot obtenues lors de la mesure en
transmission du spectre optique d’un guide droit et (b) application de la méthode d’analyse
des franges pour évaluer les pertes de propagation de nos guides droits hydrogénés
Les mesures effectuées démontrent que l’hydrogénation aboutit
à une nette amélioration des pertes de propagation optique dans
nos guides droits. La diminution des pertes linéiques mesurées est
en accord avec les pertes linéiques estimées par l’équation 4.15,
provenant essentiellement du phénomène d’absorption intra-bandes
de valence dans l’InP dopé P. Nous appliquerons donc ce traitement
d’hydrogénation à l’ensemble de nos transmetteurs. La localisation
de l’hydrogénation aux seules zones passives sera réalisée par une
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étape de lithographie optique et par l’utilisation d’un masque de
résine polymère.
4.3 Optimisation de la conception des guides courbés
Nos deux transmetteurs possèdent plusieurs S-bend afin de réa-
liser des translations de l’onde lumineuse perpendiculairement à
son axe de propagation. Or nous avons vu au chapitre 2, que les
guides courbés en S peuvent engendrer de fortes pertes optiques par
rayonnement si leurs dimensions ne sont pas optimisées. Grâce à
l’OLCR nous avons donc cherché à évaluer les pertes de différentes
géométries de guides courbés afin de définir les meilleurs paramètres
de conception menant à de faibles pertes par rayonnement.
4.3.1 Pertes par rayonnement en fonction de l’angle de courbure
Nous avons débuté notre travail d’optimisation par l’évaluation
des pertes par rayonnement dans des guides courbés constitués
uniquement de demi-cercles possédant différents rayons de cour-
bure. Pour cela, nous avons fabriqué des motifs de test spécifiques
présentés sur la figure 4.8(a) : des guides d’onde ayant la structure
SIBH passive de notre composant et possédant des rayons de cour-
bure R allant de 200 à 1500 µm. Aucun traitement d’hydrogénation
n’a été réalisé sur ces motifs. Une fois la découpe de ces guides
effectuée, nous avons réalisé des mesures OLCR sur ceux-ci. Les
guides courbés mesurés n’ayant pas tous la même longueur, nous
avons soustrait aux pertes déduites des réflectogrammes, les pertes
de propagation équivalentes à un guide droit de la même longueur
que le guide courbé ainsi que les pertes de réflexion aux facettes.
La valeur obtenue pour chaque guide correspond donc uniquement
aux pertes par rayonnemet dues à la courbure du guide. Nous avons
reporté ces valeurs sur le graphique de la figure 4.8(b).




Figure 4.8 – Evaluation des pertes par rayonnement des guides courbés passifs SIBH en
fonction du rayon de courbure : (a) Motifs mesurés à l’OLCR (b) exploitation des
réflectogrammes
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Nous observons que plus le rayon de courbure est faible, plus les
pertes augmentent ce qui est cohérent avec la théorie. Pour certains
rayons de courbure très faibles, les réflectogrammes obtenus ne
possédaient pas assez de pics de réflexion du fait des pertes trop
élevées ; par conséquent aucune exploitation n’a pu être effectuée.
Il sera donc nécessaire dans notre conception de guides courbés de
ne pas trop diminuer le rayon de courbure afin de limiter les pertes
par rayonnement. En revanche, cette limitation des pertes se fera aux
dépens de la longueur des zones courbées. En effet, plus le rayon de
courbure est petit, plus la rotation du mode peut s’effectuer sur une
longueur et une surface faibles.
4.3.2 Pertes par rayonnement en fonction de l’angle au centre des
guides en S
Dans nos composants d’étude, nous utilisons uniquement des
guides courbés en S pour réaliser des translations T du faisceau
optique sur une longueur L. Ce type de guide étant constitué de
deux arcs de cercle et d’un guide droit les rejoignant (cf. section
2.3.2), il est possible de faire varier le rayon de courbure R mais
aussi l’angle au centre θ des arcs de cercle les constituant. Ayant
déjà étudié l’impact de la variation du rayon de courbure dans le
paragraphe précédent, nous allons nous focaliser sur l’étude de
l’évolution des pertes par rayonnement en fonction de l’angle au
centre θ des guides en S. Pour ce faire, nous avons réalisé les motifs
de test présentés à la figure 4.9(a) : plusieurs guides en S avec des
arcs de cercle ayant un rayon de courbure R constant mais un angle
au centre θ variant de 10° à 90° par pas de 10°. Comme dans les
mesures précédentes, nous avons mesuré les réflectogrammes de
ces guides à l’OLCR, déduit les pertes totales et soustrait les pertes
de propagation des guides droits de longueur équivalente ainsi que
les pertes aux facettes. Par conséquent, nous n’avons uniquement
obtenu les pertes par rayonnement, données par la figure 4.9(b), pour
les différents motifs. Certains motifs n’ont pas pu être mesurés du
fait de défauts ou de pertes trop importantes.
Nous observons que plus l’angle au centre des arcs de cercle
grandit, plus les pertes par rayonnement augmentent. Pour diminuer
les pertes, il faut donc choisir un angle au centre faible pour les arcs
de cercle du guide en S. Cependant, la longueur L nécessaire pour
réaliser une translation T est d’autant plus grande que l’angle au
centre du guide en S est faible. En conclusion, plus nous souhaiterons
restreindre les pertes par rayonnement des S-bends plus la surface
qu’ils occuperont et les pertes de propagation qu’ils occasionneront
seront importantes.
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Figure 4.9 – Evaluation des pertes par rayonnement des guides en S passifs SIBH en
fonction de l’angle au centre des arcs pour un rayon de courbure donné : (a) Motifs
mesurés à l’OLCR (b) exploitation des réflectogrammes
4.3.3 Règles de conception pour les guides courbés
Suite à ces mesures, nous concluons qu’il est nécessaire d’ef-
fectuer un compromis entre pertes par rayonnement et pertes de
propagation lors de la conception des guides courbés. Par consé-
quent, nous limiterons les angles au centre des arcs constituant nos
S-bends à une valeur inférieure à 20°. De plus, nous tâcherons de ne
pas utiliser de rayons de courbure inférieurs à 800 µm.
4.4 Optimisation des MMIs en structure passive SIBH
Depuis plusieurs années, les MMIs connaissent un intérêt crois-
sant en opto-électronique du fait de leur facilité de conception, de
leur compacité, de leur tolérance à la fabrication et de leur possibilité
de posséder de nombreuses sorties. Les deux transmetteurs d’étude
s’appuyant sur plusieurs MMIs, il est important que ces dispositifs
n’engendrent pas de pertes supplémentaires dans le circuit. Nous
avons donc réalisé une étude approfondie des MMIs afin d’optimiser
leurs performances.
4.4.1 Modèle prédictif de simulations
Lors de la fabrication de nos dispositifs SIBH, du fait de l’utili-
sation de la croissance SAG, les épaisseurs ainsi que les indices de
réfraction des différentes couches de semi-conducteurs constituant
l’empilement vertical du composant ne sont pas précisément connus
et sont difficilement mesurables. Par conséquent, les indices effec-
tifs des structures actives et passives ne peuvent être évalués avec
une grande certitude. Dans le cas des zones actives, nous utilisons
communément des lasers DFB, dont le pas de réseau est connu,
pour calculer l’indice effectif. Pour lever l’incertitude sur les indices
ainsi que sur les épaisseurs des couches semi-conductrices et pou-
voir évaluer l’indice effectif dans les sections passives SIBH nous
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avons procédé différemment. Nous avons réalisé un modèle prédic-
tif de simulations sous ALCOR afin d’obtenir des simulations de
composants en structure SIBH passive les plus proches possibles
de la réalité. Pour développer ce modèle de simulations nous nous
sommes intéressés aux MMIs les plus basiques : les MMIs 1× 1.
Appliquant un procédé de fabrication similaire à celui présenté au
chapitre 3 mais simplifié (sans les étapes spécifiques aux parties
actives et en s’arrêtant après la seconde reprise SIBH), nous avons
fabriqué plusieurs MMIs 1× 1 : deux largeurs différentes ont été sé-
lectionnées (WM = 13 µm et WM = 19, 5 µm) et pour chaque largeur
nous avons fait varier la longueur du cœur du MMI autour de son
optimum théorique (cf. figure 4.10). De plus, des guides droits de
référence sont présents périodiquement sur la plaque afin d’évaluer
















Figure 4.10 – (a) Schéma et (b) image réel des MMIs 1× 1 fabriqués pour
l’établissement du modèle de simulation
Suite au clivage en barrettes nous avons mesuré à l’OLCR les ré-
flectogrammes des MMIs accompagnés de leur guides d’entrée et de
sortie. L’application de la méthode simplifiée à ces réflectogrammes
permet d’obtenir une valeur de pertes correspondant aux pertes
de propagation (guides entrée/sortie + MMI) et aux pertes dues
au MMI. Afin de connaître les pertes liées exclusivement au MMI,
les pertes de propagation d’un guide droit de référence de même
longueur que l’ensemble MMI + guides entrée/sortie sont sous-
traites à cette valeur. Les pertes uniquement dues à l’introduction
du MMI dans un guide droit ont été ainsi déduites et sont reportées
au graphique 4.11 pour les deux largeurs de MMI. A l’aide d’un tel
graphique, il est possible de déterminer la longueur optimale du
MMI pour minimiser les pertes qu’il engendre.
























































Figure 4.11 – Mesures à l’OLCR et simulations sous ALCOR des pertes intrinsèques des
MMIs 1× 1 SIBH passif en fonction de la longueur de cœur de MMI pour une largeur
(a) de 13 µm et (b) de 19,5 µm
Nous avons alors voulu simuler sous le logiciel ALCOR la pro-
pagation d’une onde lumineuse dans des MMIs 1× 1 de longueur




Figure 4.12 – Structure SIBH passive (a) schématisée, (b) mesurée par MEB et (c)
simulée sous ALCOR. (d) Propagation lumineuse par simulation BPM sous ALCOR dans
un MMI 1× 1 ayant cette structure SIBH
Nous avons débuté par dessiner sous ALCOR la structure verti-
cale SIBH passive (cf. figure 4.12 (c)) en nous basant sur des mesures
MEB (cf. figure 4.12 (b)) et des valeurs d’indice de réfraction extrapo-
lées de mesures diverses (ellipsométrie, longueur d’onde d’émission
laser), connues au laboratoire ou provenant de la littérature. En utili-
sant le module de calcul BPM d’ALCOR nous avons pu simuler la
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propagation de la lumière, comme le montre la figure 4.12 (d). En-
suite lors de multiples simulations, nous avons modifié l’indice des
différentes couches et leur épaisseur (en restant proche des valeurs
attendues ou mesurées) afin de rapprocher la courbe simulée des
pertes des MMIs de la courbe expérimentale. Les résultats de simu-
lations les plus proches des valeurs expérimentales sont représentés
sur les figures 4.11 (a) et (b) pour les deux largeurs de MMIs. Nous
avons ainsi pu déterminer précisément les épaisseurs/indices des
couches et l’indice effectif de l’empilement vertical des sections SIBH
passives. Par cette démarche, nous avons été capables de créer un
modèle prédictif de simulations donnant des résultats proches de
la réalité pour nos MMIs 1× 1. Ayant prouvé sa validité, ce modèle
peut être utilisé pour simuler et concevoir de façon réaliste tout type
de MMIs ou de dispositifs utilisant la plateforme SIBH.
4.4.2 Tolérances des MMIs
Nous avons simulé à l’aide de notre modèle un MMI 1× 1 d’une
largeur de 13 µm dont la longueur a été choisie afin d’entraîner
un minimum de pertes pour une longueur d’onde donnée et pour
notre structure SIBH passive. Puis, nous avons fait varier un par un
certains paramètres afin d’étudier leur impact sur les performances
du MMI. Il a ainsi été possible d’étudier :
– les tolérances géométriques du MMI en faisant varier soit la
longueur, soit la largeur de celui-ci autour de leur valeur opti-
male. En pratique, ces variations de largeur et/ou de longueur
sont les conséquences du procédé de fabrication technologique
utilisé.
– les tolérances épitaxiales du MMI en faisant varier l’indice
effectif à 1 dimension, ne f f 1D, du cœur de MMI autour de sa
valeur intiale. En pratique, ces variations d’indice proviennent
des conditions de croissance épitaxiale.
– les tolérances en longueur d’onde du MMI en faisant varier
la longueur d’onde autour de sa valeur initiale. La variation
de la longueur d’onde peut être la conséquence de la variation
de l’indice effectif des zones laser ou du procédé d’écriture du
réseau DFB.
Les variations induites sur les pertes des MMIs 1× 1 simulés sont
reportées sur la figure 4.13 en fonction de la modification de chaque
paramètre. Afin de comparer les tolérances de nos MMIs vis-à-vis
des différentes variables, nous avons placé sur ces graphiques :
– les tolérances acceptables qui correspondent à l’intervalle de
variation d’un paramètre dans lequel les pertes du MMI engen-
drées par cette variation restent inférieures à 1 dB.
– les tolérances atteignables au III-V Lab avec les procédés de
fabrication technologique et d’épitaxie utilisés.
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Variation de largeur du MMI (µm) autour de WM = 13 µm
Tolérances en largeur 
réalisables ≈ ± 0,2 µm
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Variation de la longueur du MMI (µm) autour de L = 429 µm
Tolérances en longueur 
réalisables ≈ ± 0,2 µm
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Variation de la longueur d'onde (µm) autour de λ = 1,55 µm
Tolérances en longueur 
d’onde réalisables ≈ ± 2 nm
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Variation de l'indice effectif 1D de la zone MMI autour de neff1D = 3,2
Tolérances sur neff1D
réalisables ≈ ± 0,3 %




Figure 4.13 – Tolérances des MMIs 1× 1 simulés avec notre modèle pour une variation
(a) de sa largeur, (b) de sa longueur, (c) de la longueur d’onde s’y propageant et (d) de son
indice effectif 1D
Nous observons que les MMIs sont très peu sensibles aux varia-
tions de longueur et de longueur d’onde. En revanche, les écarts
de largeur et d’indice effectif 1D par rapport à la valeur optimale
peuvent avoir un fort impact sur les pertes. Ces deux paramètres
sont donc critiques pour la fabrication de nos MMIs.
De la formule 2.27 et du tableau 2.3, L. B. Soldano, dans sa thèse
[134], extrait la formule suivante liant entre elles les petites variations












On en déduit donc que la modification de la largeur du guide multi-
mode aura deux fois plus d’impact sur la variation de la longueur de
battement Lpi, qu’un changement équivalent en longueur du guide
multimode ou qu’une variation de la longueur d’onde. La largeur
est donc bien théoriquement le paramètre ayant le plus d’impact sur
les performances du MMI. L’importance des variations d’indice sur
les performances est plus difficile à estimer théoriquement du fait
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que de nombreux paramètres de conception du MMI découlent de
l’indice de réfraction.
Sur les différents graphiques de la figure 4.13, nous notons que les
tolérances réalisables avec notre choix de procédés technologiques et
épitaxiales se situent dans les intervalles de tolérances acceptables.
Grâce aux choix de conception et de procédés de réalisation tech-
nologique que nous avons effectué, nos MMIs possèdent donc de
bonnes tolérances de fabrication.
4.4.3 Optimisations en réflexion
Des chercheurs ont démontré que les MMIs pouvaient être opti-
misés en transmission tout en possédant de fortes réflexions [178].
Deux types de réflexion peuvent avoir lieu dans ce type de compo-
sant : les résonances internes et les retours optiques dans les guides
d’entrée. Dans notre cas, le second type de réflexion peut s’avérer
extrêmement critique. En effet, si une lumière est réfléchie vers le
laser, elle peut engendrer des modifications des propriétés de l’émis-
sion laser, allant de l’augmentation de la largeur de raie jusqu’à la
perte de cohérence [179]. De plus, si cette onde réfléchie est mo-
dulée, des travaux sur le retour optique dans les EMLs [180, 181]
ont prouvé l’apparition de conséquences préjudiciables. Lorsqu’un
retour optique modulé supérieur à 37 dB environ atteint le laser, une
variation du chirp du signal se produit. Cette modification du chirp
peut générer des sauts de modes, l’apparition de résonances dans les
bandes passantes des EAMs, la diminution des distances de trans-
mission du signal . . . Etant donné que dans nos circuits photoniques
de nombreux MMIs sont utilisés, les retours optiques peuvent être
multiples. Nous chercherons donc à réduire les réflexions créées par
les MMIs à des valeurs inférieures à -60 dB.
Pour étudier le phénomène de réflexion dans les MMIs, nous
avons débuté par déterminer la longueur optimale d’un MMI 2× 1
possédant une structure SIBH passive. Pour ce faire, nous avons
réalisé des mesures OLCR sur des MMIs 2× 1 de différentes tailles
comme précédemment. Nous avons confirmé la longueur optimale
mesurée du MMI par des calculs effectués avec notre modèle. En
couplant ce dernier au module bidirectionnel d’ALCOR (possibilité
de propager la lumière dans le sens de la transmission et de la
réflexion), nous avons alors simulé la transmission et les réflexions
dans un MMI 2× 1 optimisé en transmission. Dans ces premières
simulations, reportées sur la figure 4.14, une puissance et une phase
identique étaient injectées dans les deux guides d’entrée du MMI.
Nous observons que les réflexions dans ce cas restent assez faibles
et que la transmission est élevée.











Figure 4.14 – Simulations (a) en transmission et (b) en réflexion sous ALCOR pour un
MMI 2× 1 optimisé en transmission et ayant la même puissance et la même phase dans
les deux guides d’entrée. Les échelles des deux axes ne sont pas équivalentes
Cependant, lors du fonctionnement normal de nos deux trans-
metteurs d’étude, la phase et la puissance dans les deux guides
d’entrée des MMIs 2× 1 utilisés comme coupleurs sont rarement
les mêmes. Ceci a pour conséquence de modifier drastiquement la
figure d’interférences de la lumière au sein du MMI et d’amplifier
le retour optique. Des lobes secondaires de lumière vont apparaître
au niveau du mur de sortie du MMI et vont se réfléchir sur celui-ci,
interférer entre eux et se recombiner dans les guides d’entrée. Ce
phénomène est bien visible sur la figure 4.15 présentant les simula-
tions bidirectionnelles pour un MMI 2× 1 où l’injection de lumière
est faite sur un seul des guides (cas typique de fonctionnement dans
nos PICs). On observe un très fort retour optique dans ce cas.
(a) (b)
Figure 4.15 – Simulations (a) en transmission et (b) en réflexion sous ALCOR pour un
MMI 2× 1 optimisé en transmission et où la lumière est injectée dans un seul des deux
guides d’entrée
Afin de vérifier en pratique si ce phénomène est présent dans
nos composants, nous avons mesuré à l’OLCR un de nos MMI 2× 1
optimisé en transmission. La sonde OLCR n’a été injectée que sur
une des voies du MMI. Nous mesurons le réflectogramme reporté
en figure 4.16. Aprés localisation grâce à la méthode de l’indice de
groupe, le pic P1 du réflectogramme correspond à une réflexion sur
le mur de sortie du MMI.





























Figure 4.16 – Mesure OLCR pour un MMI 2× 1 où la sonde OLCR est injectée dans
un seul des guides d’entrée
Si nous comparons ces résultats à ceux obtenus dans la même
configuration mais pour un MMI possédant une structure ruban
profond, le pic de réflexion est bien plus important pour la confi-
guration ruban profond [182]. Cette différence provient du fait que
dans la structure SIBH le contraste d’indice entre le cœur du MMI et
le matériau l’entourant est très faible (∆n ≈ 0, 3) ce qui favorise la
diffusion de ces lobes secondaires dans le matériau enterrant le MMI
plutôt que leur réflexion sur le mur de sortie du MMI. Dans une
structure ruban profond, ce contraste d’indice est plutôt de l’ordre
de ∆n ≈ 2, 2 ce qui contribuera davantage à la réflexion qu’à la
diffusion de ces lobes secondaires. Notre structure SIBH passive est
donc plus favorable pour minimiser les réflexions dans les MMIs.
En revanche, une large partie des lobes secondaires de lumière sera
diffusée dans le matériau et pourra constituer une source de lumière
parasite en sortie du composant.
Malgré la tolérance de notre structure pour les réflexions sur
les murs de sortie des coupleurs MMIs, nous allons tout de même
chercher à minimiser au maximum les retours optiques dans nos
composants. Une étude bibliographique nous a permis de trouver
des solutions potentielles à ce problème. Diverses modifications
de la géométrie des MMIs ont en effet été proposées par le passé
pour minimiser ces réflexions [182, 183]. Nous avons choisi d’évaluer
l’effet des trois modifications géométriques proposées en figure 4.17,
sur les réflexions des MMIs 2× 1 .
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(a) (b) (c) (d)
Figure 4.17 – (a) MMI classique, (b) MMI avec tapers, (c) MMI avec guides élargis et
(d) MMI avec guides à pertes
– Pour le MMI avec tapers (cf. figure 4.17(b)), les murs perpen-
diculaires sont supprimés au profit de murs obliques qui vont
modifier l’angle de réflexion des lobes de lumière secondaires
et ainsi limiter leur recombinaison dans les guides d’entrée. De
plus, ces flancs obliques favorisent la diffusion dans le matériau
plutôt que la réflexion. Il est important que l’angle des tapers
soit plus grand que l’angle de divergence de la lumière afin
de ne pas modifier l’interférence dans la zone multimode du
MMI.
– Dans le cas du MMI avec guides élargis (cf. figure 4.17(c)),
l’élargissement des guides d’entrée et de sortie augmente légè-
rement la transmission du MMI car les guides captent plus de
lumière. Ceci entraînera une faible diminution de la réflexion.
– Afin d’éliminer les lobes secondaires et de minimiser les ré-
flexions qu’ils engendrent, il est possible de rajouter des guides
qu’on qualifie de « guides à pertes » au niveau de la zone où ces
lobes se forment (cf. figure 4.17(d)). Ils seront alors guidés puis
absorbés ou radiés lors de leur propagation dans ces guides à
pertes.
Des simulations sous ALCOR utilisant notre modèle et le module
bidirectionnel ont été effectuées pour connaître l’impact de chaque
géométrie sur la propagation lumineuse et sur les réflexions au sein
des MMIs. Les résultats de ces simulations sont regroupés sur la
figure 4.18.
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Géométrie Transmission Réflexion
Impact (relatif au 
MMI classique)
Référence
Retour optique = -50 dB
Transmission = -3,41 dB
Diminution du retour 
optique de 5 dB
Diminution du retour 
optique de 16 dB
Diminution du retour 
optique de 1 dB, 
augmentation de la 
transmission de 0,1 dB
Figure 4.18 – Simulations sous ALCOR de l’impact de modifications géométriques de
MMIs sur leur transmission et leur réflexion. La transmission et la réflexion du MMI
classique sont prises comme valeur de référence
Afin de vérifier le bien-fondé de ces résultats de simulations, nous
avons fabriqué des MMIs 1× 2 possédant les différentes géométries
de la figure 4.17. Des mesures OLCR ont été effectuées et nous avons
étudié la diminution du pic de réflexion P1, visible sur la figure
4.16, en fonction de la géométrie. Les résultats de mesures OLCR
comparés aux simulations pour chaque géométrie sont donnés dans
le tableau 4.1.








MMI avec tapers > 17 dB 16 dB
MMI avec
guides élargis
1 à 2 dB (augmentation
de la transmission de
0,3 dB environ)
1 dB (augmentation de




> 8 dB 5 dB
Table 4.1 – Comparaison des mesures OLCR et des simulations ALCOR concernant
l’impact de la géométrie des MMIs sur leur retour optique. Les résultats obtenus pour le
MMI classique sont pris comme référence pour les simulations et pour les mesures
La concordance entre simulations et mesures est assez bonne.
Dans le cas des MMIs avec tapers, le pic P1 a rejoint le niveau de
bruit de l’OLCR et par conséquent la valeur de diminution du retour
optique avec ce dispositif est une valeur minimale. Une étude a été
effectuée en fonction de l’angle du taper de sortie mais dans chaque
cas le pic de retour optique disparaissait dans le niveau de bruit de
l’OLCR empêchant de conclure quant à l’impact de ce paramètre.
Pour les guides à pertes, un motif légèrement différent du motif
simulé (du fait de l’impossibilité de simuler des guides courbés sous
ALCOR) a été utilisé ce qui peut expliquer la différence d’efficacité.
Suite à ces simulations et mesures, nous avons décidé d’appliquer
des tapers sur nos MMIs et de coupler cette modification géomé-
trique à un élargissement des guides d’entrée et de sortie. La facilité
de conception et l’efficacité de ces modifications géométriques ont
motivé notre choix pour l’optimisation en réflexion des MMIs. Les
guides à pertes peuvent s’avérer efficaces comme le montre Y. Got-
tesman [182] mais leur conception est plus complexe.
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Conclusion du chapitre
Au cours de ce chapitre, nous avons étudié les pertes optiques
provenant des parties passives de nos composants. Grâce à un outil
de mesure de pertes, l’OLCR, ainsi que des simulations, nous avons
mis au point des optimisations et des règles de conception pour
diminuer les pertes de propagation, les rayonnements lumineux et
les réflexions dans ces zones passives.
Ayant évalué l’ensemble des pertes des zones passives, nous
sommes maintenant en mesure de calculer les pertes que nous
pouvons attendre dans nos deux circuits photoniques.
Dans le cas du circuit BPSK, les pertes sont estimées à 5 dB lors
de la propagation d’une onde lumineuse sans modulation des EAMs
et avec des phases et puissances équivalentes sur les deux bras. La
répartition de ces pertes est donnée en figure 4.19. Pour générer une
modulation BPSK/CSRZ, il convient d’ajouter :
– 4 dB d’absorption par les EAMs du fait de la polarisation
appliquée afin de se placer à leur point de fonctionnement
(zone d’absorption linéaire),
– 3 dB de pertes dues au fonctionnement push-pull des EAMs :
on module en intensité alternativement un bras sur deux pour
la modulation BPSK/CSRZ,
– 2,5 dB de pertes au niveau du coupleur MMI 2 × 1 car la
lumière ne sera injectée que sur une seule entrée.
D’après des essais précédemment effectués au III-V lab, des lasers
DFB réalisés par le process technologique sélectionné sont capables
d’émettre aisément 10 mW de puissance de sortie (=10 dBm). Il en
résulte une puissance moyenne de sortie estimée à environ -5 dBm
pour la génération d’une modulation BPSK/CSRZ.
Pertes de propagation sur environ 2200 µm ≈ -3dB
Pertes du MMI 
diviseur ≈ - 0.5 dB
Pertes par rayonnement
par guide en S ≈ - 0.25 dB
Pertes par rayonnement
par guide en S ≈ - 0.25 dB
Pertes de la zone EAM à 
l’état passant ≈ - 0.5 dB
Environ 5 dB de pertes optiques sans 
modulation des EAMs 
Pertes du MMI 
coupleur ≈ - 0.5 dB
Figure 4.19 – Evaluation des pertes optiques dans le transmetteur CSRZ sans
modulation des EAMs et pour des puissances/phases identiques sur chaque bras
Pour le transmetteur QPSK, si on se place dans le cas où
aucune modulation des EAMs n’est effectuée, où toutes les
phases/puissances des bras sont égales et où le SOA est polarisé
pour ne pas engendrer de pertes, nous estimons les pertes totales
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du circuit à 10 dB environ comme le montre la figure 4.20. Pour
effectuer une modulation QPSK, il est nécessaire d’ajouter :
– 4 dB d’absorption par les EAMs du fait de la polarisation
appliquée afin de se placer à leur point de fonctionnement
(zone d’absorption linéaire),
– 3 dB de pertes dues au fonctionnement push-pull des EAMs :
deux bras sur quatre sont alternativement modulés en intensité
pour générer une modulation QPSK avec ce circuit,
– 2,5 dB de pertes au niveau de chaque coupleur MMI 2× 1 car
la lumière ne sera injectée que sur une seule entrée, soit 5 dB
pour la cascade de coupleurs MMI 2× 1.
Avec un laser émettant 10 dBm de puissance lumineuse, on es-
time la puissance moyenne de sortie à -12 dBm. Les SOAs fabriqués
selon ce procédé technologique ont démontré une possibilité d’am-
plification supérieure à 10 dB [184]. Il est donc possible d’obtenir une
puissance de 0 dBm en sortie du PIC pour une modulation QPSK.
Pertes de propagation sur environ 4700 µm ≈ -6.5dB
Pertes du MMI 
diviseur ≈ - 0.5 dB
Pertes par rayonnement
par guide en S ≈ - 1 dB
Pertes du MMI 
coupleur ≈ - 0.5 dB
Pertes de la zone EAM à 
l’état passant ≈ - 0.5 dB
Pertes par rayonnement
par guide en S ≈ - 0.5 dB
Pertes du MMI 
coupleur ≈ - 0.5 dB
Pertes par rayonnement
par guide en S ≈ - 0.25 dB
Environ 10 dB de pertes optiques sans 
modulation des EAMs 
Figure 4.20 – Evaluation des pertes optiques dans le transmetteur QPSK sans
modulation des EAMs et pour des puissances/phases identiques sur chaque bras
De telles puissances de sortie sont proches de celles qu’on re-
trouve pour une longueur d’onde dans les systèmes de télécom-
munication actuels utilisant la technologie WDM. Les systèmes de
transmissions longues distances utilisant des amplificateurs EDFAs
associés à une compensation de dispersion, les faibles puissances
que nous pouvons générer sont ainsi compatibles avec ces systèmes.
Une réduction de la longueur de nos circuits ou une diminu-
tion encore plus importante de leurs pertes linéiques permettraient
d’améliorer les puissances de sortie de nos transmetteurs. Pour ce
faire, plusieurs axes d’étude peuvent être envisagés : modification
ou suppression du dopage P dans les sections passives, conception
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Ce dernier chapitre débutera par une description des différentesétapes succédant à la fabrication des deux PICs d’étude. Ensuite,
nous rapporterons les différentes caractérisations statiques et dyna-
miques que nous avons effectuées sur ces deux circuits. Enfin, les






Au cours et à la fin du procédé de micro-fabrication, nous pou-
vons réaliser des tests préliminaires sur les composants actifs des
circuits non découpés. Ces tests permettent de connaître si certaines
étapes de micro-fabrication se sont bien déroulées. Trois catégories de
tests sont généralement effectuées directement sur les wafers à l’aide
d’un capacimètre et d’un multimètre source de courant/tension.
5.1.1.1 Caractéristiques courant-tension
Afin de vérifier si les diodes PIN sont fonctionnelles pour les
différentes zones actives, nous traçons les caractéristiques courant-
tension en direct et en inverse pour l’ensemble des composants
d’un circuit (Laser, EAMs, VOAs, déphaseurs et SOAs). Les courbes
I(V) obtenues nous fournissent des informations concernant des
caractéristiques de la diode : fuites, recombinaisons, résistances, . . .
Les graphiques de la figure 5.1 présentent les résultats relevés pour
























































Courbe I(V) bas niveau mesurée 
Courbe I(V) bas niveau idéale pour η = 2
Zone 1 Zone 3 Zone 2 
η = 2 
(c)
Figure 5.1 – Mesure des caractéristiques I(V) d’un EAM : (a) I(V) complète, (b) I(V) en
inverse et (c) I(V) à bas niveau en direct
Le graphique 5.1(a) correspond à une courbe I(V) typique d’une
diode. Sur la figure 5.1(b), nous observons des courants inverses
plus importants que ceux mesurés précédemment au III-V Lab sur
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des dispositifs équivalents. Ces courants nous laissent présager la
présence de fuites dans la structure verticale. Enfin, la courbe I(V) à
bas niveau en direct nous donne de nombreuses informations sur
l’EAM. Nous avons fait figurer sur cette courbe une caractéristique
I(V) en direct correspondant à une jonction idéale où η = 2. Le
facteur d’idéalité η est unitaire lorsque le courant de diffusion dans
la diode domine et est égal à 2 lorsque le courant de recombinaison
est prépondérant. Dans le cas de nos structures, nous nous atten-
dons à ce que la plupart des porteurs recombinent radiativement.
Pour un commentaire plus aisé, nous avons divisé en trois zones la
caractéristique courant-tension de la figure 5.1(c) :
– Dans la zone 1, nous remarquons que les courants mesurés
sont supérieurs à nos attentes. En effet, lors d’observations an-
térieures nous avions évalué des courants de l’ordre de 10−10 A
dans ce type de dispositifs pour la gamme de tension considé-
rée. Ces courants correspondent à des courants linéaires (I ∝ V)
et non a des courants exponentiels (I ∝ exp(qV/ηkBT)) comme
dans le cas d’une diode classique. De plus, l’écart à l’idéalité
dans cette zone est important. Un problème provenant des
matériaux constituant l’ensemble de la structure latérale de
l’EAM pourrait expliquer de tels résultats.
– Dans la zone 2, nous retrouvons un comportement de l’EAM
proche d’une diode idéale où les courants de recombinaison
dominent.
– Dans la zone 3, la résistance série Rs de notre EAM modi-
fie la relation courant-tension de la diode. Dans cette section
linéaire de la courbe, nous pouvons déduire par un simple
calcul une valeur approchée de cette résistance. Par dérivation
de la courbe, nous évaluons que Rs ≈ 30 Ω. La résistance des
pointes utilisées pour la mesure n’est pas soustraite à Rs ce qui
explique que notre estimation soit quelque peu élevée.
5.1.1.2 Résistance inter-électrode
L’évaluation de la résistance inter-électrode entre deux lasers
appartenant à deux circuits différents est un bon indicateur de l’iso-
lation électrique entre les deux circuits. Il est aussi possible de quanti-
fier la résistance inter-électrode entre deux zones actives d’un même
circuit pour vérifier l’isolation électrique entre les différentes sections
d’un même PIC. Lorsque la valeur de cette résistance se situe aux
alentours de 106 Ω, nous estimons que les sections sont bien isolées
entre elles. Pour déterminer cette résistance inter-électrode, nous
effectuons une mesure de courant entre les dispositifs considérés et
nous en déduisons la résistance correspondante. Dans le cas de notre
composant QPSK (cf. figures 5.2(a) et 5.2(b)), la résistance obtenue est
un peu faible. Ceci peut être lié aux courants de diode inverses élevés
que nous avons remarqués lors de la mesure des caractéristiques
courant-tension de nos composants. Nous ne mesurons donc pas
directement la résistance inter-électrode mais plutôt la contribution
d’une des diodes. La dissymétrie observée sur les courbes de courant
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mesurées entre l’EAM et le laser corrobore cette hypothèse. La résis-
tance inter-électrode est plus importante que les valeurs déterminées
par les mesures reportées sur les graphiques 5.2(a) et 5.2(b). Les
étapes générant ces résistances inter-électrode (implantation proto-
nique, séparation des électrodes et gravure des mesas) se sont donc
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Figure 5.2 – Mesure de la résistance inter-électrodes pour notre composant QPSK : (a)
entre deux lasers de circuits différents et (b) entre un laser et un EAM dans un même
circuit
5.1.1.3 Capacités des sections
En utilisant un capacimètre doté d’une source de tension interne,
nous pouvons mesurer directement sur le wafer l’évolution de la
capacité d’une section en fonction de la tension de polarisation. Si
cette mesure est effectuée sur les EAMs, il est possible de connaître
approximativement la somme de leur capacité de jonction et de leur
capacité de structure latérale. Leur bande passante peut ensuite être
évaluée. Les résultats obtenus sur un EAM de 50 µm et un EAM de
75 µm sont reportés sur le graphique de la figure 5.3.





















Figure 5.3 – Mesures, en fonction de la tension de polarisation, de l’évolution de la
capacité (a) pour un EAM de 50 µm et (b) pour un EAM de 75 µm
Les capacités mesurées ici sont un peu supérieures à celles éva-
luées à la section 3.3.2 mais restent proches. Nous savons que la
technique de caractérisation utilisée pour ce test surévalue légère-
ment les capacités distribuées étant donné que la mesure est effectuée
à 1 MHz. Une mesure de bande passante sera plus précise.
5.1.2 Découpe des wafers et traitements des facettes
Une fois le wafer aminci et métallisé en face arrière, il est découpé
par clivage en barrettes de composants. Ces barrettes subissent un
traitement anti-reflet (<1%) sur la facette de sortie afin de supprimer
la cavité Fabry-Perot. Un traitement haute réflectivité (>90%) est
réalisé sur la facette proche du laser DFB afin que celui-ci émette
uniquement dans une direction. Ces traitements consistent à déposer
plusieurs couches minces d’un duo de matériaux (généralement
SiO2/TiO2) sur les facettes. En fonction du nombre de paires de
couches déposées et de leurs épaisseurs, un comportement anti-
reflet ou haute-reflectivité peut être produit.
5.1.3 Tri des circuits et montage sur embase
La mesure de certaines caractéristiques des circuits encore en
barrettes permet de sélectionner uniquement ceux dont les compo-
sants sont fonctionnels. Les caractéristiques suivantes peuvent être
évaluées pour faire ce tri :
– Vérification de la présence d’une diode en traçant la courbe
I(V) des sections actives.
– Utilisation d’une photo-diode à surface large pour mesurer la
puissance laser émise à travers le circuit en fonction du courant
injecté. La caractéristique V(I) peut aussi être tracée, on en
déduit alors la résistance série du laser.
– Application d’une tension (respectivement d’un courant) sur
les EAMs (respectivement sur le SOA) pour évaluer qualitati-
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vement si ces dispositifs sont fonctionnels en observant leur
impact sur la puissance de sortie du circuit.
– Mesure du spectre optique de l’émission laser avec un analy-
seur de spectre. La longueur d’onde du laser de même que son
comportement monomode peuvent ainsi être étudiés.
Une fois que les circuits dont tous les composants semblent
fonctionnels sont identifiés, les barrettes sont découpées en puces.
Les circuits sélectionnés sont alors montés sur une embase avec
des céramiques. Le montage d’une puce sur une embase assure
une manipulation plus aisée de celle-ci. La connexion des pistes
HF et DC du circuit à des pistes métalliques sur une céramique
facilitera l’alimentation des différents composants. En effet, sans
céramique nous serions obligés de poser les pointes d’alimentation
en courant/tension directement sur les recharges métalliques du
transmetteur. Or ces dernières sont assez fragiles et peuvent être
sectionnées si une pointe est posée à leur surface. La connexion entre
les pistes du circuit et les pistes de la céramique se fait par soudure
d’un fin fil d’or. Les figures 5.4 et 5.5 présentent l’embase et les
céramiques spécifiquement conçues pour nos transmetteurs QPSK.
Dans le cas du transmetteur BPSK, une embase et des céramiques
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Figure 5.4 – (a) Vue de dessus et (b) vue en coupe de l’embase et des céramiques utilisées
pour le transmetteur QPSK
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Figure 5.5 – Photographie réelle de l’embase et des céramiques utilisées pour le
transmetteur QPSK
5.1.4 Caractérisations et mise en module des circuits
Une fois les puces montées sur embase, de nombreuses mesures
statiques et dynamiques ont pu être effectuées. Les caractéristiques
de différentes sections des deux circuits ont été étudiées à l’aide
de plusieurs bancs de mesure. Nous présenterons l’ensemble de
ces mesures dans la partie suivante. Suite à ces caractérisations,
les circuits présentant les meilleures performances peuvent alors
être montés dans un module. Lors de la mise en module, la puce
montée sur embase est soudée à une cellule Peltier qui stabilisera
la température du circuit lors de son fonctionnement. Une fibre
optique est couplée au composant à l’intérieur du module et on la
soude ou la colle pour assurer la tenue du couplage dans le temps.
Les céramiques HF et DC sont reliées à des connecteurs électriques
standards. Le module facilitera donc la gestion thermique et les
connexions électriques/optiques du circuit. Le circuit monté dans
un module finalisé pourra aisément être intégré dans des systèmes
de télécommunications optiques ; il sera alors possible de réaliser
des mesures dites « systèmes ».
Dans le cadre du projet européen MIRTHE, un des partenaires,
U2T, est en charge de la mise en module du transmetteur QPSK.
Leur choix de module s’est porté sur le standard préconisé par l’OIF
pour les transmetteurs QPSK. Cependant, ce module étant destiné
aux transmetteurs basés sur la technologie des MZMs en LiNbO3,
ses dimensions ne sont pas adaptées pour notre transmetteur. De
nombreuses discussions entre le III-V Lab et U2T ont mené à la mise
au point d’une interface entre le transmetteur QPSK et le module
OIF. L’embase et les céramiques présentées sur la figure 5.4 sont le
résultat de ce travail commun. L’interface complète entre le module
OIF et notre transmetteur est reportée sur la figure 5.6.









Figure 5.6 – Concept de montage de notre transmetteur QPSK et de son embase dans le
module OIF
5.2 Caractérisations statiques et dynamiques
Dans cette partie, nous allons rapporter les mesures effectuées
sur différentes sections de nos circuits.
5.2.1 Laser DFB
5.2.1.1 Spectre optique
Lors de la fabrication de nos composants, du fait de l’incertitude
sur l’indice effectif et de l’utilisation du procédé SAG, nous avons
codé plusieurs pas de réseau pour nos lasers DFB. A l’aide d’un
analyseur de spectre optique nous avons eu la possibilité de vérifier
les longueurs d’onde d’émission des lasers. Le tableau 5.1 référence
les longueurs d’onde mesurées et les compare aux longueurs d’onde









1555 1548 BPSK et QPSK
1560 1552 QPSK
1565 1557 QPSK
Table 5.1 – Comparaison entre les longueurs d’onde d’émission des lasers DFB visées et
mesurées
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Nous observons une différence notable entre longueurs d’onde vi-
sées lors du codage des pas de réseau et longueurs d’onde mesurées.
Cette différence provient d’une erreur dans la valeur d’indice effectif
utilisée pour le calcul des pas de réseau. Obtenue par simulations
sous Alcor avec des incertitudes sur les indices de certaines couches,
cette valeur était égale à ne f f = 3, 217. La valeur corrigée de l’indice
effectif qui est déduite des mesures expérimentales est ne f f = 3, 202.
Cette valeur sera donc utilisée pour la conception des réseaux DFB
sur les prochaines générations de circuits. Connaissant plus précisé-
ment l’indice effectif de la structure, nous nous attendons à un écart
inférieur à 2 nm par rapport au calcul théorique pour les longueurs
d’onde émises par les futurs lasers.
La figure 5.7 présente un spectre optique de la lumière émise
par un des lasers fabriqués. Nous remarquons que l’émission laser
a bien un comportement monomode. De plus, nous notons que la
longueur d’onde d’émission est décalée négativement par rapport
au centre du pic de gain du laser. En effet, suite à la SAG, la zone
de gain laser se situait vers des longueurs d’onde trop élevées. Pour
obtenir une longueur d’onde d’émission autour de 1550 nm il a été
nécessaire de coder des réseaux de Bragg sélectionnant une longueur
d’onde décalée négativement par rapport au pic de gain laser. Il sera
ainsi possible de minimiser l’absorption des EAMs à l’état passant.
Cependant, ceci aura pour conséquence d’engendrer un laser moins


























Figure 5.7 – Spectre optique d’un de nos lasers émettant à λ = 1557 nm
5.2.1.2 Puissance Optique
Afin de caractériser nos lasers en puissance, nous avons clivé des
barrettes de lasers seuls. Une photo-diode large a permis de capter
l’ensemble de la lumière émise par une facette du laser. Les courbes
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de puissance en fonction du courant injecté pour plusieurs lasers



















Figure 5.8 – Mesures impulsionnelles de la puissance émise en fonction du courant
injecté pour neuf lasers (en bleu mesure en face avant, en rouge mesure en face arrière)
Nous observons un faible courant de seuil de l’ordre de 12 mA
sur l’ensemble des lasers mesurés. Cependant, nous pouvons voir
qu’une forte saturation de la puissance émise apparaît après 50
mA. Cette saturation inattendue engendre une puissance à plus
fort courant très inférieure à nos attentes. En effet, en 2007 avec
des structures équivalentes (seulement 10 puits quantiques furent
utilisés au lieu de 12 ici) se basant sur la technique SIBH et les puits
AlGaInAs, nous démontrions la fabrication de lasers DFB émettant
jusqu’à 20 mW à 100 mA [160]. Ici, les facettes laser n’ont pas reçu
de traitements (anti-reflet pour la face avant et haute réflectivité pour
la face arrière). Ces traitements pourraient améliorer la puissance
de 60% environ mais ils n’expliquent pas la différence de puissance
observée par rapport à nos précédents lasers.
Grâce à l’exploitation de motifs de test présents sur les wafers
fabriqués, nous avons pu découvrir la cause de cette saturation. L’em-
pilement présenté en figure 5.9(a) correspond aux sections passives
SIBH mais aussi aux zones bordant latéralement les sections actives.
La succession de matériaux le constituant ne devrait pas permettre
le passage de faibles courants. Or lors du tracé de la caractéristique
courant-tension de celui-ci, nous avons observé la présence d’une
diode dont le courant de seuil est très bas comme le montre la figure
5.9(b).


























Figure 5.9 – (a) Schéma et (b) caractéristique courant-tension de l’empilement SIBH
passif
A partir d’un certain champ électrique, l’empilement devient
donc passant et des porteurs peuvent fuir à travers celui-ci. Dans le
cas d’une section SIBH passive ou d’une section SIBH active polarisée
par une tension (EAM et VOA), ce phénomène ne génère que peu de
conséquences. Cependant, dans les sections actives fonctionnant par
injection de porteurs (Laser, SOA et PS), ce claquage de l’empilement
latéral engendre un grave problème, comme schématisé sur la figure
5.10.
Figure 5.10 – Schéma de la fuite de porteurs dans une zone active SIBH fonctionnant par
injection de porteurs (en vert trajet classique des porteurs, en rouge trajet de fuite des
porteurs lorsque l’empilement entourant le ruban actif est rendu passant)
Lorsque l’empilement entourant le ruban actif est bloquant, les
porteurs sont bien injectés dans la zone active (chemin schématisé
par des flèches vertes) et participent à l’amplification, au gain ou à
la variation d’indice nécessaire au bon fonctionnement de la section.
Mais à partir d’une certaine injection, un courant électrique suffisant
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se crée et rend passant l’empilement entourant le ruban actif. Les
porteurs peuvent alors fuir latéralement (chemins schématisés par
des flèches rouges). Pour de forts courants injectés, une faible quan-
tité de porteurs transite par les puits quantiques et ceci se traduit
par une forte saturation de la puissance laser émise, une faible am-
plification par le SOA et une réduction de l’efficacité de déphasage.
La cause exacte engendrant ce phénomène n’a pas encore pu être
identifiée mais elle serait compatible avec un défaut de dopage des
couches isolantes épitaxiées.
Afin de limiter l’impact de ce problème, une implantation des
zones latérales des sections SIBH actives fonctionnant par injection
de porteurs a été effectuée. Nous nommons ce traitement « implan-
tation étroite ». Il a permis par isolation électrique de réduire les
chemins de fuites et nous avons pu obtenir des puissances laser plus
proches de nos attentes. A titre d’exemple, la figure 5.11 démontre
une augmentation par un facteur 2,5 de la puissance laser émise en
sortie de notre transmetteur BPSK après traitement. Il est cependant
nécessaire de résoudre rapidement ce problème de matériau SIBH



































Courant injecté sur le laser (mA)
Sans implantation étroite
Avec implantation étroite
Figure 5.11 – Puissance laser émise en sortie de notre circuit BPSK avant et après
implantation étroite
5.2.2 Equilibrage des voies optiques
Pour générer une modulation QPSK avec le PIC QPSK, il est
important que les quatre bras de modulation possèdent une puis-
sance optique équivalente. Pour vérifier l’équilibrage entre les bras,
nous avons clivé un transmetteur QPSK, comme le montre la figure
5.12(a), et mesuré la puissance optique couplée dans une fibre pour
chaque voie. Les voies sont numérotées de 1 à 4 en partant du haut.
Les résultats obtenus sont reportés sur le graphique 5.12(b).

























Voie 1 Voie 2
Voie 3 Voie 4
Saut de mode
(b)
Figure 5.12 – (a) Composant de test utilisé pour la mesure de l’équilibrage en puissance
des bras de modulation du transmetteur QPSK et (b) résultats obtenus
Nous observons que les quatre voies possèdent une puissance
optique très proche avec un écart maximum d’environ 0,8 dB. De
plus, les bras externes possèdent une puissance moins élevée que
les bras internes. Cette différence est la conséquence de pertes plus
importantes dans les guides en S externes de part leur conception.
En effet, ils réalisent une translation plus grande que les guides en S
des bras internes sur une longueur équivalente. L’écart en puissance
optique entre les bras peut aussi être accentué par une possible
dissymétrie du MMI 1× 4 qui entraîne des puissances différentes
pour chaque guide de sortie. La rupture des courbes de puissance
observée sur les mesures correspond à un saut de mode créé par la
cavité non traitée.
5.2.3 EAM
En utilisant le même dispositif (figure 5.12(a)) que pour la mesure
de l’équilibrage en puissance des bras, nous avons été capables
de caractériser le taux d’extinction et la bande passante de nos
modulateurs à électro-absorption.
5.2.3.1 Taux d’extinction
Pour chaque voie de modulation, nous avons suivi l’évolution
de la puissance optique couplée dans la fibre en fonction de la
tension appliquée sur les EAMs. Nous avons ainsi été capables de
tracer la courbe de transfert de nos EAMs et de connaître leur taux
d’extinction statique. La mesure a été effectuée sur deux dispositifs,
l’un possédant des EAMs de 50 µm de long et une longueur d’onde
laser de 1552 nm (figure 5.13(a)) et l’autre des EAMs de 75 µm de
long et une longueur d’onde laser de 1557 nm (figure 5.13(b)).






















EAM 1 EAM 2
EAM 3 EAM 4
Ilaser = 60 mA
λlaser = 1552 nm




















EAM 1 EAM 2
EAM 3 EAM 4
Ilaser = 60 mA
λlaser = 1557 nm
Efficacité d’extinction : 
7dB/V
(b)
Figure 5.13 – Transmission en fonction de la tension appliquée (a) pour des EAMs de 50
µm de long et (b) de 75 µm de long
Pour les EAMs de 50 µm, nous mesurons un taux d’extinction
statique d’environ 15 dB alors que pour les EAMs de 70 µm celui-ci
atteint 18 dB. Nous observons que la zone d’extinction linéaire de
nos EAMs débute à partir d’une tension de -2 V. En fonctionnement
normal, nous polariserons donc les EAMs de nos PICs à -2 V pour
nous situer dans ce domaine lors de la modulation. Dans la zone
linéaire, nous obtenons une efficacité de modulation de 6 dB/V et
de 7 dB/V pour les modulateurs de respectivement 50 µm et de
75 µm de long. Ces valeurs de taux d’extinction et d’efficacité de
modulation sont conformes à nos attentes [111].
5.2.3.2 Bande passante
La réponse électro-optique de nos EAMs a été mesurée en régime
petit signal pour une tension de polarisation des EAMs à 2,5 V. Nous
avons reporté en figures 5.14(a) et 5.14(b) la bande passante d’EAMs



















EAM 4 ≈ 24 GHz
Bande Passante

















EAM 1 ≈ 19 GHz
Bande Passante
EAM 4 ≈ 18 GHz
(b)
Figure 5.14 – Bande passante mesurée (a) pour des EAMs de 50 µm de long et (b) de 75
µm de long
Lors de la mesure, les EAMs étaient adaptés à une charge de 50
Ω. Nous obtenons une bande passante à -3 dB de 22-24 GHz et de
18-19 GHz pour les EAMs de respectivement 50 µm et de 75 µm.
L’accord entre ces résultats expérimentaux et les calculs théoriques
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réalisés en section 3.3.2 est très bon. Nous démontrons ainsi que
nos EAMs de 75 µm adaptés à une résistance 50 Ω peuvent être
compatibles avec une modulation à 28 GB. De plus, l’adaptation de
nos EAMs de 50 µm avec une résistance de 35 Ω permettrait de les
moduler à 56 GB.
5.2.4 VOA
Utilisant la même méthode que pour la caractérisation du taux
d’extinction des EAMs, nous avons pu mesurer l’atténuation de nos
VOAs. Comme nous pouvons le constater sur la figure 5.15, une
atténuation allant jusqu’à 5 dB est réalisable avec les VOAs présents
sur chaque voie de modulation du circuit QPSK. Il sera ainsi possible
d’égaliser aisément la puissance optique des différentes voies de ce
circuit étant donné les faibles différences de puissance existantes
(cf. section 5.2.2). De plus, une atténuation de 5 dB pourra être
mise à profit afin de générer une modulation 16-QAM selon la
méthode d’opération présentée sur la figure 3.3. En effet, dans cette
configuration, le transmetteur doit posséder deux fois moins de




















VOA 1 VOA 2
VOA 3 VOA 4
Ilaser = 60 mA
λlaser = 1552 nm
Figure 5.15 – Mesure de l’atténuation de nos VOAs en fonction de la tension appliquée
5.2.5 Déphaseur
Pour connaître directement la variation de phase d’un signal,
des techniques de mesures contraignantes (nécessitant des motifs
spécifiques, des bancs de mesures très stables ou complexes) sont
généralement utilisées [185, 186, 187]. Nous avons donc préféré
réaliser une mesure indirecte de la variation de phase atteignable
par injection de porteurs dans nos déphaseurs. Dans cette optique,
nous nous sommes servis du transmetteur BPSK comme d’un MZM.
La phase du bras du bas a été fixée à une valeur constante et nous
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avons fait varier la phase du bras du haut continûment en injectant
un courant entre 0 et 30 mA dans le déphaseur de ce bras (cf. figure
5.16 (a)). On peut alors estimer la variation de phase en fonction de
l’injection de courant par une simple mesure de l’intensité de sortie
du circuit. En effet, lorsque les phases des deux bras sont égales
(opposées de 180° respectivement) l’intensité de sortie est maximale
(minimale respectivement). La figure 5.16 (b) donne les résultats de
la transmission du MZM en fonction de l’injection de courant dans










































Courant variable entre 
0 et 30 mA
Courant constant
Figure 5.16 – (a) Schéma et (b) résultats de la mesure de la variation de la transmission
du circuit BPSK utilisé comme MZM en fonction de l’injection de courant sur ses
déphaseurs
Si nous prenons la courbe bleue, où aucune injection de courant
n’est effectuée sur le déphaseur du bras du bas, nous observons
un maximum d’intensité en 0 mA, un minimum autour de 6 mA
et un plateau de puissance est atteint autour de 30 mA. Plusieurs
conclusions peuvent être tirées de cette mesure :
– La présence de deux maxima d’intensité (l’un à 0 mA et l’autre
à 30 mA) justifie que notre déphaseur a la possibilité de générer
une variation de phase de 360° pour une injection de courant
de 30 mA.
– La relation reliant l’évolution de la phase à l’injection de cou-
rant n’est pas linéaire. En effet, la phase varie très rapidement
pour les faibles courants car le minimum d’intensité est rapide-
ment atteint : elle passe de 0° à 180° entre 0 et 6 mA. Cependant
cette variation se ralentit par la suite : la phase varie entre 180°
et 360° entre 6 et 30 mA. Les simulations effectuées en annexe
A démontrent bien cette relation non linéaire entre l’injection
de courant et la variation de phase dans nos déphaseurs.
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– L’injection de courant engendre une absorption. En effet, le se-
cond maximum ne se situe pas au même niveau d’intensité que
le premier. Ces pertes proviennent de l’effet plasma. Ce dernier
génère une modification d’indice lors de l’injection de por-
teurs mais cette variation s’accompagne d’une augmentation
de l’absorption donnée par la formule 1.5.
Il est important de noter que le problème de matériau SIBH engen-
drant des fuites de porteurs ne touche pas fortement les déphaseurs :
du fait des faibles courants dont ils ont besoin pour générer les
corrections de phase nécessaires dans nos circuits, le phénomène de
fuites est très peu présent. Des mesures de la variation de phase en
fonction de l’injection de courant ont été effectuées avant et après le
traitement d’implantation étroite et aucune modification flagrante
de l’allure de la courbe n’a été détectée.
5.2.6 SOA
Lors de la conception initiale des masques SAG, les données
étaient insuffisantes pour tenir compte des effets fins de distance
entre masques. Pour les SOAs des premières plaques fabriquées, ceci
a eu pour conséquence un décalage important de la longueur d’onde
de photo-luminescence (c’est-à-dire de la zone d’amplification) aux
alentours de 1590 nm. Nous avons étudié la puissance de sortie de
notre transmetteur QPSK en fonction de l’injection de courant sur le






























Ilaser = 70 mA




Saturation du gain + 
injection de porteurs limitée
Figure 5.17 – Mesure de l’amplification d’un SOA en fonction de l’injection de courant
La longueur d’onde laser était de 1557 nm et l’injection de courant
sur le laser de 70 mA. Du fait du décalage du pic d’amplification
du SOA vers les hautes longueurs d’onde, lorsque nous n’injectons
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pas de courant sur le SOA, celui-ci est fortement absorbant et réduit
la puissance de sortie. Pour le rendre transparent, une injection
de courant de 30 mA est nécessaire. Entre 30 et 50 mA, le SOA
effectue une amplification linéaire du signal optique mais celle-ci
reste limitée à quelques dB. Au delà de 50 mA, nous observons une
saturation de l’amplification qui est causée par le même phénomène
qui limite la puissance laser à forte injection. Le décalage du gap du
SOA par la SAG vers les longueurs d’onde élevées et les problèmes
actuels existant dans notre filière SIBH limitent donc grandement les
performances de nos SOAs.
La géométrie du masque SAG pour les plaques futures a été
modifiée afin de résoudre le problème de décalage de pic de photo-
luminescence du SOA. La saturation en puissance du SOA sur les
plaques actuelles peut être en partie réduite par l’application d’une
implantation étroite sur les sections SOA.
5.2.7 Adaptateur de mode
Les fibres optiques standards SMF possèdent un rayon de mode
propre autour de 5 µm. Nous nommons généralement waist ou ω0
le rayon d’un faisceau optique au point focal. A partir de ce waist,
il est possible de calculer le paramètre θ correspondant à l’angle
de divergence du faisceau après une propagation en espace libre




avec λ la longueur d’onde de propagation. Ainsi nous obtenons un
angle de divergence d’environ 11° pour un faisceau provenant d’une
fibre optique standard SMF. Le mode étant circulaire, les angles
de divergence horizontaux et verticaux du faisceau sont égaux. On
dit que la fibre a une divergence de 11°× 11°. Des fibres optiques
associées à des lentilles peuvent posséder un waist allant jusqu’à 2
µm ce qui engendre des divergences aux environs de 28°× 28°.
Une méthode classique pour caractériser l’efficacité d’un adapta-
teur de mode est de comparer sa divergence à celle de la fibre utilisée
pour le couplage. Plus les modes sont circulaires et de divergences
proches, plus le couplage sera aisé et sans perte. Pour évaluer la
divergence provenant d’un composant opto-électronique, on mesure
selon l’axe horizontal et l’axe vertical son profil d’intensité en champ
lointain. L’angle à mi-hauteur du profil donne directement la diver-
gence selon l’axe étudié. La mesure de ces profils pour l’émission
provenant d’un laser avec ou sans adaptateur de mode est donnée
en figure 5.18.





















Angle du champ lointain (°)
Profil horizontal du faisceau
Profil vertical du mode faisceau
Divergence :






















Angle du champ lointain (°)
Profil horizontal du faisceau
Profil vertical du faisceau
Divergence :
θ = 15° x 19°
(b)
Figure 5.18 – Profils d’intensité en champ lointain (a) sans et (b) avec adaptateur de
mode
Le faisceau issu directement du laser sans passage par un adap-
tateur de mode possède une divergence de 30°×33°. L’ajout d’un
adaptateur de mode constitué par une réduction de largeur du
guide couplé à un taper matériau SAG (réduction d’épaisseur et
modification de l’indice de la zone guidante) permet d’atteindre une
divergence de 15°×19°. Notre adaptateur de mode est donc bien
efficace et facilitera le couplage du faisceau avec une fibre optique
lentillée.
5.2.8 Pertes optiques
Les pertes optiques ont été évaluées par l’application de la mé-
thode de l’analyse des franges de Fabry-Perot à la cavité de la figure
5.19(a) constituée par l’interféromètre à deux bras du PIC BPSK.
Cette cavité a une longueur de 2150 µm environ et les phases de
chaque bras sont égales. Les franges de Fabry-Perot obtenues (figure
5.19(b)) ont permis d’estimer des pertes de couplage de 3,5 dB et des
pertes optiques dans la cavité de 4,7 dB. Ce résultat est en accord
avec l’estimation de pertes effectuées en figure 4.19 : environ 3 dB
de pertes de propagation, 1 dB de pertes dues aux MMIs, 0,5 dB
par les guides courbés et 0,5 dB par l’absorption de l’EAM à l’état
passant. Nous retrouvons donc bien le coefficient de pertes de pro-
pagation d’environ 15 dB.cm−1 estimé au chapitre 4. Ceci prouve

































Figure 5.19 – (a) Cavité utilisée et (b) résultats obtenus pour la mesure des pertes
optiques par la méthode d’analyse des franges de Fabry-Perot dans le circuit BPSK
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La configuration de phase des différents bras de modulation du
circuit QPSK a rendu impossible l’évaluation des pertes en son sein
par cette méthode.
5.3 Démonstrations de fonctionnalité
Les caractérisations que nous venons de présenter démontrent,
dans l’ensemble, de bonnes performances pour les composants
constituant nos circuits photoniques. Seuls les lasers et les SOAs
souffrent respectivement d’un faible rendement de puissance d’émis-
sion et d’amplification. Les phénomènes causant ces dégradations
de performances ont été identifiés et seront corrigés pour la fabri-
cation de futurs PICs. Suite aux mesures statiques et dynamiques




La figure 5.20 présente le montage expérimental que nous avons
mis en œuvre afin d’obtenir une modulation de données BPSK en






















Figure 5.20 – Banc de caractérisation utilisé pour la génération d’une modulation BPSK
Les signaux électriques Clock et Clock modulant les EAMs ont été
remplacés par des signaux DATA et DATA à 12,4 GB. Avec ce nou-
veau montage, nous pouvons observer le spectre du signal modulé
mais aussi son diagramme de l’œil en phase. En effet, le signal en
sortie du transmetteur, après amplification et filtrage, passe dans un
discriminateur de phase. Celui-ci est constitué d’un interféromètre à
ligne à retard. Une des voies de l’interféromètre engendre un délai
d’un bit sur le signal par rapport à l’autre voie. Lors de la recombi-
naison des deux bras de l’interféromètre à ligne à retard, si les phases
de deux bits successifs sont opposées de 180°, nous obtenons une
interférence destructive. Si les phases de deux bits successifs sont
égales, nous avons une interférence constructive. Nous venons donc
de traduire la modulation de phase en une modulation d’amplitude.
En envoyant le signal généré par l’interféromètre à ligne à retard
sur une photo-diode reliée à un oscilloscope, il est donc possible
d’observer cette modulation et de tracer son diagramme de l’œil en
phase. Ce dernier ainsi que le spectre du signal généré par notre
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transmetteur dans cette configuration sont représentés sur les figures
5.21(a) et 5.21(b).


























Figure 5.21 – (a) Diagramme de l’œil en phase et (b) spectre optique du signal BPSK
généré par notre transmetteur BPSK à 12,4 Gb/s
Les caractéristiques mesurées correspondent bien à celles d’un
signal BPSK. Le diagramme de l’oeil obtenu est très ouvert ce qui
signifie que les symboles transmis peuvent aisément être discernés.
Cependant, celui-ci présente des spécificités par rapport au dia-
gramme théorique que nous ne savons pas analyser pour le moment.
Comme nous l’avons vu au début de ce chapitre, nos EAMs ont
une bande passante les rendant compatible avec des modulations
avoisinant les 40 GB. Malheureusement, notre interféromètre à ligne
à retard ne fonctionne que pour un débit de modulation de 12,4
Gb/s et rend impossible toute modulation à un autre débit. Nous
avons planifié la réalisation de modulation à plus hauts débits (25 GB
et 40 GB) sur la plateforme de mesure DESCARTES du Laboratoire
de Photonique et de Nanostructures. Des mesures en transmission
et l’évaluation du taux d’erreur (BER) sont aussi prévues.
Ce résultat de génération BPSK prouve la validité de notre
concept de génération de formats de modulation avancés à l’aide
d’EAMs imbriqués dans des circuits interférométriques. De plus,
nous venons de démontrer, à l’heure actuelle, la réalisation de la
plus petite source photonique intégrée monolithiquement sur InP
capable de générer un signal BPSK à 12,4 Gb/s selon ce concept.
La consommation d’énergie pour réaliser cette modulation est
assez faible :
– 50 mA ont été injecté sur le laser,
– les deux EAMs ont été polarisés à -2 V environ,
– une tension de contrôle Vpp = 2 V modulait les EAMs,
– les phases de chaque bras étant bien obtenues par différence
de chemin optique des guides courbés, les déphaseurs n’ont
pas été alimentés.
Nous venons de prouver que nos circuits sont peu énergivores
comparés à leur équivalent en technologie LiNbO3.
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5.3.1.2 Suppression de porteuse
Au chapitre 3, nous présentions comment configurer et alimenter
notre circuit BPSK pour générer un signal à porteuse supprimée (cf.
figure 3.12). A l’aide du banc de caractérisation de la figure 5.22,
nous avons été capables de générer un tel signal. Le transmetteur
BPSK utilisé possède les phases de ses deux bras d’interféromètre


























Figure 5.22 – (a) Schéma et (b) photographie réelle du banc de caractérisation utilisé
pour la génération d’un signal à porteuse supprimée
Une pointe DC a permis d’injecter un courant de 50 mA sur
le laser. Pour réaliser le couplage du composant avec la fibre op-
tique, nous avons égalisé les phases afin d’obtenir une interférence
constructive dans le MMI coupleur et une puissance de sortie me-
surable avec un puissance-mètre. Une fois le couplage effectué, la
pointe DC injectant du courant sur un des déphaseurs a été retirée
pour revenir à une configuration de bras en opposition de phase.
Les EAMs ont été polarisés autour de -2 V afin de se placer dans
leur zone d’extinction linéaire. Nous avons appliqué deux signaux
binaires d’horloge inversés (Clock et Clock) à 12,4 GB sur les deux
EAMs. Nous avons alors étudié l’évolution du spectre optique en
sortie du composant pour plusieurs tensions de modulation Vpp (de
0 V à 2,5 V). Les spectres obtenus pour différentes tensions Vpp sont
reportés sur figure 5.23. Lors de la modulation, les déphaseurs n’ont
pas été alimentés.
















































































































Vpp = 2.5V 
(d)
Figure 5.23 – Evolution du spectre optique et de la suppression de la porteuse en fonction
de la tension de modulation Vpp : (a) Vpp = 0 V, (b) Vpp = 0.5 V, (c) Vpp = 1.5 V et (d)
Vpp = 2, 5 V
Un décalage de la longueur d’onde de la porteuse est visible avec
l’augmentation de la tension Vpp. Celui-ci provient d’une montée
en température du circuit. En effet, lorsque nous augmentons la
tension HF appliquée aux modulateurs, les résistances d’adaptation
dissipent plus de chaleur et la température du circuit s’élève. Le
tableau 5.2 recense le taux d’extinction de la porteuse par rapport
à sa bande latérale gauche en fonction de Vpp. Nous obtenons dans
cette configuration une suppression de la porteuse pouvant atteindre
-20 dB. Nous observons que le spectre n’est pas symétrique de part et
d’autre de la porteuse. Il est possible de le symétriser en jouant sur
les tensions de polarisation des EAMs mais dans ce cas l’efficacité
de suppression de la porteuse est restreinte.
Tension de
modulation Vpp (V)
Suppression de la porteuse par








Table 5.2 – Suppression de la porteuse par rapport à sa bande latérale gauche en fonction
de la tension de modulation Vpp
Ces résultats démontrent la possibilité de supprimer la porteuse
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d’un signal. Ils sont prometteurs pour la génération d’un signal
CSRZ. Malheureusement dans le chapitre 3, nous montrons que
pour générer un signal CSRZ il est nécessaire :
– soit de posséder un EAM à la suite de notre interféromètre
pour former un générateur CSRZ à deux étages (cf. figure 3.13)
et pour encoder des données sur le signal sans porteuse,
– soit de mixer électriquement un signal d’horloge avec un signal
de données pour former un générateur CSRZ à un étage (cf.
figure 3.14).
Nous ne disposons, à l’heure actuelle, ni du circuit à deux étages,
ni du mixeur électronique au III-V Lab. Malgré les résultats encou-
rageants, nous ne pouvons donc pas générer un signal CSRZ avec
notre transmetteur. Comme nous allons le démontrer dans la section
suivante, il est cependant possible de réaliser une modulation BPSK
avec notre transmetteur à 2 bras en appliquant une modulation
DATA sur un des EAMs et une modulation DATA sur l’autre EAM.
5.3.2 Transmetteur QPSK
Afin de caractériser notre PIC QPSK en modulation dynamique,
nous avons développé un banc de mesure spécifique présenté en
figure 5.24.
Fibre monomode











Acquisition de données 
et contrôle du banc par 
l’intermédiaire d’un 
programme Labview
Figure 5.24 – Banc de caractérisation utilisé pour la mesure du transmetteur QPSK
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Figure 5.25 – (a) Pointe multiple DC et (b) module OIF modifié utilisés sur le banc de
caractérisation du composant QPSK
Celui est constitué par :
– 14 sources de courant/tension continues capables d’alimen-
ter les différents composants présents sur notre transmetteur
QPSK,
– un porte pointe (figure 5.25 (a)) permettant la manipulation
commune de 12 pointes DC espacées d’un écart constant fixé
par notre céramique DC,
– un contrôleur de température relié à une cellule peltier et un
thermistor afin de réguler la température de notre composant,
– une fibre monomode et un puissance-mètre permettant le cou-
plage du faisceau provenant du composant,
– une interface automatisée de contrôle des équipements sous
Labview,
– un module OIF fourni par U2T et modifié par nos soins (figure
5.25 (b)) afin de faciliter l’alimentation HF des EAMs via des
connecteurs GPPO.
Ce banc nous a permis de réaliser certaines des mesures statiques
présentées précédemment. La caractérisation dynamique des modu-
lations générées par notre transmetteur QPSK nécessite l’utilisation
d’un récepteur de type cohérent capable de démoduler le signal reçu,
ainsi que d’un analyseur de constellation complexe. Cependant, du
fait de leur prix élevé, ces deux équipements n’ont pu être achetés
durant la présente thèse. Les mesures dynamiques de notre trans-
metteur n’ont donc pas pu être effectuées au sein du III-V Lab pour
le moment.
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Figure 5.26 – Photographies du montage par U2T de notre transmetteur dans un module
OIF
Dans le cadre du projet MIRTHE, les transmetteurs QPSK sont en
cours de packaging par U2T. Après avoir intégré nos puces dans des
modules OIF et effectué les connexions entre céramiques (cf. figure
5.26), les équipes d’U2T sont actuellement en train de réaliser les
caractérisations courant-tension. Cette procédure permet de vérifier
que chaque composant est bien connecté et fonctionnel. Après avoir
effectué les couplages fibre-transmetteur, les modules seront scellés
et envoyés aux équipes systèmes d’Alcatel Lucent qui seront en
charge de leurs caractérisations dynamiques. Du fait des délais
rencontrés lors de la fabrication des composants en salle blanche, de
telles mesures ne seront pas effectives avant la fin de la thèse.
5.4 Perspectives futures
Nous allons présenter ici quelques unes des perspectives et amé-
liorations envisagées pour nos deux transmetteurs d’étude.
5.4.1 Signaux de contrôle multi-niveaux
Dans le domaine des télécommunications, les signaux électriques
binaires sont couramment utilisés afin de contrôler un modulateur
qui générera un niveau bas et un niveau haut sur le signal optique.
Récemment au III-V Lab, des recherches ont mené à la réalisation
de générateurs de signaux de contrôle multi-niveaux (nommés aussi
Power-DAC) fonctionnant à 50 GB [188]. Avec un tel dispositif il est
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possible de générer des signaux électriques de très bonne qualité
possédant entre 2 et 8 niveaux comme le montre la figure 5.27.
(a) (b)
(c) (d)
Figure 5.27 – Diagrammes de l’œil électriques des signaux générés par le Power-DAC
pour (a) 4 (b) 5 (c) 6 et (d) 7 niveaux [188]
Nous nous sommes donc intéressés aux possibilités que les Power-
DAC pourraient nous apporter si nous les combinions avec nos
circuits photoniques.
5.4.1.1 Signaux multi-niveaux avec le transmetteur BPSK
Comme nous l’avons démontré précédemment, il est possible
avec notre transmetteur BPSK de générer des formats de modulation
BPSK et CSRZ. En suivant le raisonnement de C. Doerr développé
dans sa publication en 2007 [73], notre circuit BPSK devrait être aussi
capable de produire une modulation QPSK non centrée. Nous avons
alors souhaité connaître la capacité de nos circuits pour réaliser
des formats plus complexes à l’aide des signaux de contrôle multi-
niveaux. Des simulations sous VPI Transmission Maker ont permis
de démontrer que si notre transmetteur se trouve dans la configura-
tion de la figure 5.28(a) une modulation 16-QAM peut être générée.
La constellation obtenue par simulation est reportée sur la figure
5.28(b). Elle occupe un seul cadran de l’espace phase-amplitude de la
constellation ce qui conduira à des pénalités en transmission. Comme
le montre C. Doerr, une solution pour générer une constellation cen-
trée consisterait à ajouter un bras supplémentaire à l’interféromètre
[73]. Cependant, la simplicité de notre solution peut être attractive
pour des liaisons à faibles coûts.








P = 50% / θ = 0°
P = 50% / θ = 90°
Data I à 4 
niveaux
MMI 2x1
Data Q à 4 
niveaux
(a) (b)
Figure 5.28 – (a) Configuration du circuit BPSK pour générer une modulation 16-QAM
avec des drivers multi-niveaux et (b) constellation obtenue par simulation
5.4.1.2 Signaux multi-niveaux avec le transmetteur QPSK
A la section 3.1.1, nous avons montré que notre circuit QPSK
était compatible avec la génération d’une modulation 16-QAM. Ce-
pendant, la configuration du circuit nécessaire pour réaliser cette
modulation n’est pas optimale et la constellation obtenue n’est pas
centrée. Grâce à VPI Transmission Maker, nous avons pu démontrer
que des signaux électriques à 4 niveaux, appliqués sur les EAMs,
rendaient possible l’obtention d’une constellation 16-QAM centrée
(figures 5.29(a) et 5.29(b)).
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niveaux
Data Q à 4 
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(a) (b)
Figure 5.29 – (a) Configuration du circuit QPSK pour générer une modulation 16-QAM
avec des drivers multi-niveaux et (b) constellation obtenue par simulation
Des simulations complémentaires ont prouvé que le circuit QPSK
dans la configuration de la figure 5.29(a) pouvait aussi produire une
modulation 64-QAM si des signaux électriques à 8 niveaux étaient
appliqués sur les EAMs. Des équipes d’Alcatel ont démontré ce
concept. En effet, à l’aide d’un circuit photonique équivalent au
notre mais en technologie LiNbO3, ils ont généré une modulation
64-QAM en utilisant des signaux électriques à 8 niveaux provenant
d’un Power DAC [189].
5.4.2 Radio sur fibre
Dans sa thèse [190], Eric Vergnol démontre que notre transmet-
teur BPSK peut être utilisé pour le domaine de la radio sur fibre.
Dans la configuration de la figure 5.30, notre PIC pourrait fonction-
ner comme convertisseur millimétrique optique à bande latérale. Il
serait ainsi possible de transmettre sur de longues distances des
signaux radio modulés QPSK/QAM sur une porteuse optique. En
effet, la génération d’un signal à bande latérale unique permet la sup-
pression totale des évanouissements dus à la dispersion chromatique
sans pour autant perturber l’information.
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Figure 5.30 – Utilisation de notre transmetteur BPSK comme convertisseur
millimétrique optique à bande latérale pour le transport radio sur fibre
Dans le même ordre d’idée, des simulations optiques ont démon-
tré la possibilité de supprimer la porteuse d’un signal optique à
l’aide de sinusoïdes en quadrature appliquées sur les deux EAMs
du PIC BPSK. Tirant profit de ce phénomène, il serait donc possible
de transmettre des modulations analogiques à l’aide de signaux
optiques et ce sur de longues distances. La génération de signaux
optiques utilisant la technique de multiplexage OFDM par injection
de multiples sous-porteuses est aussi envisageable avec ce circuit.
5.4.3 Multiplexage en polarisation
Dans le cadre du projet MIRTHE, un transmetteur QPSK intégré
sur InP avec multiplexage en polarisation est envisagé. Du fait des
contraintes techniques, le multiplexage en polarisation ne peut être
réalisé de façon intégrée à l’heure actuelle et sera donc externe au
transmetteur. Nous séparerons donc l’onde de polarisation TE pro-
venant de notre laser en deux étages de modulation. Chaque étage
de modulation sera constitué par l’interféromètre à 4 bras identique
à celui de notre transmetteur QPSK. Le transmetteur ainsi fabriqué
aura deux guides de sortie distincts qui émettront deux signaux TE
possédant une modulation QPSK différente. Grâce à un montage
d’optique libre assemblé dans le module où le transmetteur sera
monté, nous réaliserons deux fonctions optiques : nous transforme-
rons la polarisation TE d’un des faisceaux en polarisation TM puis
nous combinerons les deux signaux TE et TM. Nous obtiendrons
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un signal QPSK multiplexé en polarisation dans la fibre de sortie
du module. L’architecture d’un tel transmetteur est présentée sur la
figure 5.31.
Interféromètre 






















TM Signal QPSK 
multiplexé en 
polarisation
Figure 5.31 – Architecture du transmetteur QPSK à double polarisation
La conception du jeu de masque photo-lithographique correspon-
dant à cette architecture est en cours. Pour fabriquer ce transmetteur,
nous utiliserons le même procédé de micro-fabrication que celui
présenté au chapitre 3.
Un travail commun avec U2T a permis de définir l’interface entre
cette puce et le module dans lequel elle sera insérée. Le concept de
packaging de la figure 5.32 présente le résultat de ce travail commun.

















Figure 5.32 – Packaging de notre transmetteur à double polarisation
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5.4.4 Amélioration des MMIs diviseurs
Dans le circuit QPSK étudié au courant de la thèse, le MMI
diviseur 1× 4 génère des phases de 90° pour les deux guides de
sortie extérieurs et de 0° pour les deux guides de sortie intérieurs.
Ceci nous oblige à utiliser des guides courbés en S de longueurs
différentes pour générer les quatre phases nécessaires à la modu-
lation QPSK. La conception de ces guides courbés est complexe et
la moindre erreur au niveau de l’indice effectif engendre de fortes
erreurs de phases. Les déphaseurs deviennent par conséquent indis-
pensables pour corriger les phases. De plus, la courbure des quatre
guides courbés n’étant pas équivalente, cela occasionne également
des pertes différentes dans chaque voie optique que nous devons
compenser par des VOAs. Nous avons cherché à savoir s’il était
possible de concevoir un MMI possédant quatre guides de sortie
ayant directement les phases visées. Ainsi des guides de sortie de
même longueur pourraient être utilisés et nous limiterions l’énergie
consommée par les VOAs/déphaseurs pour corriger les possibles
erreurs de puissance/phase dans chaque voie.
Grâce à des simulations BeamPROP, nous avons démontré que
l’agencement de MMIs de la figure 5.33 est capable de générer direc-
tement les phases souhaitées. Malheureusement, cette architecture
possède de mauvaises tolérances géométriques et des dimensions
élevées. Actuellement, nous étudions en partenariat avec l’univer-
sité de Malaga, si une version plus courte et plus tolérante de ce
dispositif peut être conçue.
P = 25% 
θ = 0°
P = 25% 
θ = 90°
P = 25% 
θ = 180°
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Figure 5.33 – Architecture d’un MMI 1× 4 générant les phases nécessaires à la
modulation QPSK
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Conclusion du chapitre
Dans ce dernier chapitre, après avoir détaillé les étapes succédant
à la micro-fabrication de nos transmetteurs d’étude, nous avons
rapporté les mesures effectuées sur ceux-ci. Des caractérisations sta-
tiques et dynamiques ont permis de démontrer que la quasi totalité
des composants constituant nos transmetteurs sont fonctionnels et
possèdent de bonnes performances proches de nos attentes. Les
caractéristiques mesurées des VOAs et des déphaseurs démontrent
que la gestion de la puissance et de la phase des bras de nos inter-
féromètres se fera aisément et consommera peu d’énergie dans les
circuits QPSK. Les EAMs de 50/75 µm possèdent des taux d’extinc-
tion de -14/-18 dB et des bandes passantes à -3 dB de 19/24 GHz
respectivement. L’adaptateur de mode optique en fin de composant
du fait de sa divergence faible (15°×19°) permettra de relâcher consi-
dérablement les tolérances d’alignement et limitera les pertes de
couplage. Les pertes optiques au sein de nos circuits intégrés restent
faibles et conformes à nos précédentes évaluations.
Cependant deux problèmes provenant de la SAG et du SIBH
ont été identifiés comme étant la cause des performances réduites
de nos Lasers et SOAs. Ceux-ci limitent fortement la puissance de
sortie de nos circuits. Une solution provisoire au problème résultant
de la mauvaise qualité des matériaux SIBH a été appliquée à nos
composants et la résolution de la dérive de cette technique est en
cours d’étude. La modification du masque diélectrique SAG permet-
tra d’obtenir une meilleure amplification pour les SOAs des futurs
transmetteurs.
Par manque d’équipements de mesure, nous n’avons pas eu la
possibilité de vérifier la génération d’une modulation QPSK et CSRZ
avec nos deux circuits. Cependant, avec notre PIC QPSK nous avons
réussi à réaliser une modulation BPSK à 12,4 Gb/s. Nous avons
aussi été capables de supprimer la porteuse d’un signal optique avec
ce même circuit. Ces deux résultats prouvent la validité de notre
concept de génération de formats de modulation avancés à l’aide
d’EAMs imbriqués dans des circuits interférométriques. L’ensemble
des composants constituant nos circuits étant fonctionnels, la géné-
ration d’un signal QPSK et CSRZ à l’aide de nos deux transmetteurs
devrait donc être possible. Le résultat de génération BPSK à l’aide
du transmetteur BPSK en fait à l’heure actuelle la plus petite source
photonique BPSK à 12,4 Gb/s intégrée sur InP et basée sur le concept
de la commutation de phase par des EAMs. La consommation éner-
gétique de ce transmetteur est inférieure à celle des transmetteurs
BPSK actuels. Nous avons aussi montré que plusieurs améliorations
peuvent être apportées à nos circuits, ouvrant ainsi de nombreuses
perspectives pour la génération de nouveaux formats de modulation




Le développement nécessaire des réseaux de télécommunica-
tions à hauts débits fait apparaître un besoin pour les transmetteurs
performants capables de générer des signaux à forte efficacité spec-
trale. Actuellement ce marché est dominé par la technologie des
modulateurs Mach-Zehnder à Niobate de Lithium. Au cours de ce
mémoire, nous avons présenté une solution innovante pour obtenir
des modulations complexes : des sources de très petite taille inté-
grées monolithiquement sur InP et basées sur la commutation de
phases préfixées par des modulateurs à électro-absorption.
A l’aide de multiples simulations, nous avons pu démontrer deux
architectures de transmetteurs se basant sur ce concept et capables de
générer de nombreux formats de modulation : CSRZ, BSPK, QPSK,
16-QAM, . . . Ces deux circuits se composent de plusieurs dispositifs
opto-électroniques actifs (laser, EAM, SOA, VOA, PS) mais aussi
passifs (MMI, guide courbé, Taper). La réalisation en salle blanche de
ces dispositifs s’est effectuée grâce à un procédé de micro-fabrication
constitué de 17 lithographies et de 5 épitaxies. Le choix du maté-
riau actif s’est porté sur les puits quantiques aluminés AlGaInAs
qui permettent d’obtenir des EAMs et des lasers performants. Pour
disposer des matériaux les mieux adaptés à chaque section en une
seule étape épitaxie, nous avons utilisé la technique d’épitaxie sélec-
tive SAG. Une autre technique épitaxiale, nommée SIBH, a servi à
enterrer l’hétéro-structure pour améliorer la robustesse de la puce,
sa dissipation thermique, le guidage de l’onde et le recouvrement
avec le mode de la fibre.
Afin de limiter les pertes et les réflexions dans les parties pas-
sives des circuits, nous avons optimisé ces dernières. Pour ce faire,
nous nous sommes aidés d’un outil de mesure par réflectométrie,
l’OLCR. Celui-ci a démontré l’efficacité d’un traitement d’hydrogé-
nation des parties passives pour réduire les pertes de propagation
au sein des sections passives. Dans le but de diminuer les pertes
par rayonnement dans les guides courbés, des règles de conception
ont été mises au point suite à des caractérisations par OLCR. Nous
avons également utilisé cet outil couplé à un modèle développé par
nos soins pour simuler la propagation lumineuse dans nos MMIs.
Nous avons ainsi été capables d’améliorer les réflexions dans les
diviseurs/coupleurs MMIs de nos transmetteurs.
De bonnes performances pour les différentes fonctions actives
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et passives de nos circuits ont été démontrées lors de multiples
caractérisations statiques et dynamiques :
– Les EAMs possèdent des taux d’extinction atteignant 20 dB et
des bandes passantes compatibles avec des modulations 56 GB.
– Les déphaseurs, avec une variation possible de phase de 360°
environ pour une injection de 30 mA, fixent efficacement et
pour une faible puissance de contrôle les phases nécessaires à
la génération des formats visés.
– Les bras des interféromètres sont bien équilibrés en puissance
avec une différence inférieure au dB.
– Les VOAs sont capables d’engendrer une atténuation optique
de 5 dB. Les différences de puissance entre les différents bras
de nos interféromètres sont aisément corrigées.
– Les tolérances d’alignement sont améliorées grâce à la présence
d’un adaptateur de mode en sortie de circuit entraînant une
divergence de 15° × 19°.
– Les pertes de propagation dans les zones passives ont été
efficacement réduites à 15 dB.cm−1 par un traitement d’hydro-
génation et un bon comportement des MMIs est observé.
Seuls les lasers et SOAs montrent des performances inférieures à
nos attentes ce qui occasionne provisoirement une faible puissance de
sortie pour nos circuits. Deux problèmes liés aux étapes épitaxiales
ont été identifiés comme étant la cause de ces pertes de performances.
L’un d’eux, un décalage de gap touchant uniquement les SOAs, est
corrigé pour les futures plaques et l’autre problème touchant le
matériau semi-isolant est en cours de résolution. Une traitement
provisoire a été appliqué aux circuits pour permettre d’améliorer
leur puissance de sortie par un facteur 2 à 3.
L’ensemble des dispositifs de nos circuits étant fonctionnels, nous
avons validé le concept de commutation par des EAMs de phases
préfixées lors de l’utilisation de notre transmetteur le plus simple
pour générer une modulation BPSK à 12,4 Gb/s. Nous avons ainsi
développé la plus petite source BPSK basée sur cette idée à ce jour.
Nous avons aussi réussi à émettre un signal à porteuse supprimée
ouvrant ainsi la voie à la génération de modulation CSRZ pour l’un
de nos circuits. D’autres transmetteurs plus complexes fonctionnant
sur le même principe sont en cours de caractérisation et devraient
permettre de réaliser des modulations QPSK et 16-QAM. Ceux-ci
sont mis en valeur à travers le projet européen MIRTHE et leur
intégration dans un module standardisé par l’OIF en fait un pro-
duit intéressant pour les acteurs des systèmes de communications
optiques fibrées.
Les perspectives futures et les améliorations concernant nos trans-
metteurs sont nombreuses. Nous pouvons citer entres autres :
– leur utilisation possible pour la radio sur fibre,
– leur couplage avec des signaux électriques de contrôle multi-
niveaux pour générer des modulations 16-QAM et 64-QAM,
Conclusion générale 191
– la génération de signaux multiplexés en polarisation,
– l’amélioration des MMIs diviseurs pour préfixer directement
les phases et limiter les différences de puissance dans les bras
des interféromètres de nos circuits. Ceci permettrait, en plus
de faciliter la conception des transmetteurs, de réduire leur
consommation électrique.
Si nous comparons nos circuits avec ceux de la technologie Nio-
bate de lithium pour la génération de formats de modulation avancés,
nous observons qu’il est possible d’obtenir une réduction importante
des dimensions des puces (quelques mm contre plusieurs cm) et
une diminution de la consommation énergétique par un facteur 3.
Aujourd’hui, les EMLs et les EAMs imbriqués dans des circuits inter-
férométriques démontrent que la technologie des sources intégrées
sur InP est une bonne alternative aux MZMs pour la fabrication de
circuits photoniques complexes. Certaines recherches ont prouvé
que des distances de transmission équivalentes à celles obtenues
avec des MZMs LiNbO3 pouvaient être atteintes avec le concept
sur lequel repose nos transmetteurs. Alliant très forte compacité,
efficacité, bas coût, faible empreinte environnementale et débits de
modulation élevés, notre technologie de transmetteurs hauts débits
générant des formats de modulation avancés pourrait donc être un
bon concurrent face aux modulateurs LiNbO3 dans un futur proche.
La combinaison des avantages économiques et des performances
de cette nouvelle technique autorisera une nécessaire migration des
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Dans cette annexe, nous étudierons la variation de phase, enfonction du courant injecté, obtenue dans les déphaseurs utilisés
au sein de nos transmetteurs. Après avoir explicité les processus
physiques engendrant la modification de l’indice de réfraction d’un
semi-conducteur lors de l’injection de porteurs, nous rapporterons
des résultats de simulation concernant la variation de phase dans
nos déphaseurs.
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A.1 Mécanismes de variation d’indice par injection de
porteurs
Dans les semi-conducteurs, l’injection de porteurs modifie l’indice
effectif du guide et donc la phase de l’onde optique s’y propageant.
La variation d’indice est le résultat de trois principaux effets : l’effet
« plasma », le remplissage des bandes et la renormalisation du gap
[50]. Ces mécanismes engendrent une variation d’absorption ∆α
du matériau avec l’injection de porteurs. Or d’après la relation de
Kramers-Kröning, cette variation d’absorption générera aussi une
variation d’indice de réfraction ∆n :











où Principale représente la partie principale de l’intégrale, E0 l’éner-
gie de travail (E0 ≈ 0,8 eV pour λ = 1,55 µm), E l’énergie, c la vitesse
de la lumière, h¯ la constante de Planck réduite et e la charge d’un
électron.
A.1.1 Absorption bande de conduction - bande de valence
La figure A.1 représente le diagramme de bande d’un matériau
semi-conducteur d’énergie de gap Eg, dans l’approximation para-
bolique. Ce rappel permet d’introduire les nombreuses énergies
qui seront utilisées dans les équations présentées par la suite. La
référence en énergie est prise en bas de la bande de conduction.
Figure A.1 – Absorption bande de conduction - bande de valence (transition électron -
trou lourd) pour un semi-conducteur à gap direct [121]
Dans le cas de l’approximation parabolique pour un semi-
conducteur à gap direct, l’absorption optique α0 proche de Eg en
fonction de l’énergie E et provenant du matériau est donnée par
[50] :





E− Eg + ClhE
√
E− Eg si E ≥ Eg, 0 si E < Eg (A.2)
Le premier terme représente la contribution à l’absorption pro-
venant des transitions électron - trou lourd (HH pour Heavy Hole)
et le second la contribution à l’absorption provenant des transitions
électron - trou léger (LH pour Light Hole).
Clh et Chh sont les coefficients d’absorption de ces deux types de
transitions :



















avec C un coefficient d’absorption du matériau tiré de mesures
expérimentales, µehh et µelh les masses effectives réduites des paires








où me, mhh et mlh sont respectivement les masses effectives des
électrons, des trous lourds et des trous légers.
A.1.2 Remplissage des bandes
Lorsqu’on injecte du courant dans un semi-conducteur, les ni-
veaux bas de la bande de conduction se remplissent d’électrons et
les niveaux hauts de la bande de valence se remplissent de trous.
Prenant en compte les probabilités d’occupation des bandes, l’ab-
sorption du semi-conducteur devient égale à :
α(N, P, E) = α0(E)[ fv(Ev)− fc(Ec)] (A.5)
où N et P sont respectivement les concentrations de porteurs libres,
électrons et trous, injectés, α0 l’absorption due au matériau en l’ab-
sence d’injection définie par l’équation A.2, fv(Ev) la probabilité
qu’un état d’énergie Ev dans la bande de valence soit occupé par
un électron, et fc(Ec) la probabilité qu’un état d’énergie Ec dans la
bande de conduction soit occupé par un électron.
Du fait de la dégénérescence des bandes de valence, les énergies
Ev et Ec auront deux valeurs : une pour les transitions depuis la
bande des trous lourds et une autre pour les transitions depuis la
bande des trous légers. En appliquant les théorèmes de conservation
de l’énergie (E = Ec− Ev) et de conservation du moment, on définit :











Les probabilités fc et fv sont données par les fonctions de distri-
butions de Fermi-Dirac :
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fv(Evh,vl) = [1+ eEvh,vl−EFv /kBT]−1 et fc(Ech,cl) = [1+ eEch,cl−EFc /kBT]−1 (A.7)
avec kB la constante de Boltzmann, T la température, EFv et EFc étant







































Nv et Nc étant respectivement les densités effectives d’états dans les

















2/3 correspondant à la densité d’états de la
masse effective pour les trous. Si on n’injecte pas de courant dans
le semi-conducteur, N = P = 0 ; d’après les précédentes équations,
fv(Evh,vl) = 1 et fc(Ech,cl) = 0 ; on retrouve donc l’équation A.2.
Le remplissage de bandes induit une variation d’absorption :
∆α(N, P, E) = α(N, P, E)− α0(E) (A.11)
c’est-à-dire en combinant les équations A.2, A.5 et A.11 :










E− Eg[ fv(Evl)− fc(Ecl)− 1]
En injectant ce résultat de variation d’absorption dans l’équation de
Kramers-Kröning A.1, il est alors possible de calculer la variation
d’indice correspondante.
A.1.3 Renormalisation du gap
La renormalisation de l’énergie de bande interdite intervient
lors de l’injection de porteurs libres dans le matériau et modifie le
gap de ce dernier. En effet, les électrons injectés occupent les états
inférieurs de la bande de conduction. S’ils sont assez nombreux,
leurs fonctions d’onde se chevauchent, formant ainsi un gaz de
particules interagissant entre elles : les électrons se repoussent les
uns des autres du fait des forces de Coulomb et les électrons de
198 A. Modélisation du décalage de phase généré par nos déphaseurs
même spin s’évitent pour des raisons statistiques. Ces répulsions
écrantent le champ du réseau cristallin ce qui mène à une diminution
de la bande de conduction. Un phénomène similaire touche les trous
de la bande de valence et engendre une diminution de l’énergie de
la bande de valence. Il en résulte une diminution de l’énergie de
bande interdite donnée par [50] :






avec e0 la permittivité du vide et es la constante diélectrique du
semi-conducteur. Cette renormalisation du gap entraîne donc une













La combinaison de la renormalisation du gap et du remplis-
sage de bandes a pour conséquence la modification de l’absorption
suivante :
















A.1.4 Effet « plasma »
Aussi appelé absorption par porteurs libres, l’effet « plasma » est
un effet intra-bande. Dans cet effet, un porteur libre (électron ou
trou) peut absorber un photon et atteindre un état d’énergie plus
haut dans la bande. La conservation du vecteur d’onde est réalisée
par l’interaction avec un phonon ou une impureté. Cette transition
produit une faible variation d’absorption qui mène à une diminution
de l’indice peu dépendante de la longueur d’onde [51] :
∆n = − λ
2e2
8pi2e0c2n





où λ est la longueur d’onde, e la charge d’un électron, e0 la permitti-
vité du vide et c la vitesse de la lumière.
A.1.5 Modélisation de la variation d’indice globale dans notre structure
Lors de l’injection de courant dans notre empilement de semi-
conducteurs, les porteurs sont essentiellement confinés dans la zone
active constituée des puits quantiques et des barrières. Nous avons
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développé un code Matlab permettant de modéliser les variations
d’indice de réfraction dans un semi-conducteur par les trois effets
détaillés précédemment. Les figures A.2 et A.3 présentent les résul-
tats de ces modélisations pour les puits et les barrières à une densité
de porteurs N = P = 1 · 1018 cm−3.




















Figure A.2 – Simulations de la variation d’indice des puits quantiques en fonction de
l’énergie pour P = N = 1 · 1018cm−3





















Figure A.3 – Simulations de la variation d’indice des barrières en fonction de l’énergie
pour P = N = 1 · 1018cm−3
A.2 Variation de phase en fonction de l’injection de
courant
Connaissant la variation d’indice en fonction de la densité de
porteurs, nous avons souhaité modéliser la variation de phase en
fonction de l’injection de courant dans nos déphaseurs. Pour ce faire,
nous avons commencé par simuler l’évolution de l’indice des puits
et des barrières pour différentes densités de porteurs à l’énergie de
travail E0 = 0, 8 eV⇔ λ0 = 1, 55 µm. Des simulations sous Alcor ont
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permis de déduire la variation de l’indice effectif de la zone active
des déphaseurs en fonction de la densité de porteurs. La modification
de l’indice effectif de l’empilement vertical du déphaseur engendre






avec ∆ne f f la variation d’indice effectif et LPS la longueur du dépha-
seur.
Puis nous avons relié la densité de porteurs N au courant injecté





où e est la charge d’un électron, VZA le volume de la zone active, ηi
l’efficacité d’injection et τR le temps de vie des porteurs [192] :
τR =
1
A + BN + CN2
(A.19)
A étant le taux de recombinaison surfacique, B le taux de recombi-
naison radiative et C le taux de recombinaison Auger. Les valeurs
de ces taux ont été estimées dans notre cas par un modèle laser
développé au III-V Lab.
En utilisant les équations A.17 et A.18 ainsi que les ∆ne f f (N)
calculés à l’aide de notre modèle, nous avons estimé la variation de
phase en fonction du courant injecté dans nos déphaseurs de 300
µm. Ce résultat est reporté sur le graphique A.4. En faisant l’ap-
proximation que l’indice différentiel dn/dN est constant, l’évolution
de la phase en fonction du courant injecté est proportionnelle à
√
I
























Courant injecté sur le déphaseur (mA)
Figure A.4 – Modélisation de la variation de phase en fonction du courant injecté dans
nos déphaseurs
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Enfin, nous avons simulé l’intégration de ces déphaseurs dans
un interféromètre Mach-Zehnder. L’injection de courant sur les dé-
phaseurs entraînent une différence de phase qui génère, en sortie de










Pour plusieurs valeurs de courant sur le déphaseur du bras du
bas et pour un courant variant entre 0 et 30 mA sur le déphaseur
du haut, nous avons obtenu, par calcul, les spectres de transmission
du MZM donnés en figure A.5. Dans le calcul de la puissance de
sortie, nous avons aussi tenu compte des pertes engendrées par la
modification de l’absorption du déphaseur lors de l’injection de
porteurs. Nous avons de plus ajouté aux simulations un niveau de




























































Figure A.5 – Simulations de la transmission d’un MZM en fonction des courants
injectés sur les déphaseurs des bras de l’interféromètre
Ce graphique est très proche des mesures réalisées lors de la
caractérisation des déphaseurs de nos circuits. Nous rappelons en




































Figure A.6 – Mesure de la variation de transmission du circuit CSRZ, utilisé comme
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Notations
AM Amplitude Modulation MZM Mach-Zehnder Modulator
ASK Amplitude Shift Keying NRZ Non Return to Zero
BER Bit Error Rate OFDM Orthogonal Frequency-Division Multiplexing
BPM Beam Propagation Method OIF Optical Internetworking Forum
CDMA Code Division Multiple Acces OLCR Optical Low Coherence Reflectometry
CSRZ Carrier Suppressed Return to Zero OOK On/Off Keying
CVD Chemical Vapor Deposition OSNR Optical Signal to Noise Ratio
DBR Distribued Bragg Reflector PECVD Plasma Enhanced Chemical Vapor Deposition
DC Direct Current PIC Photonic Integrated Circuit
DFB Distributed FeedBack PM Polarization Multiplexing
DML Directly Modulated Laser PRBS Pseudo-Random Binary Sequence
DWDM Dense Wavelength Division Multiplexing PS Phase Shifter
EDFA Erbium Doped Fiber Amplifier PSK Phase Shift Keying
EML Electro-absorption Modulated Laser PVD Physical vapor deposition
FSK Frequency Shift Keying QAM Quadrature Amplitude Modulation
HF High Frequency QCSE Quantum-confined Stark Effect
ICP Inductively Coupled Plasma QPSK Quadrature Phase Shift Keying
InP Indium Phosphide RF Radio Frequency
ISI Inter Symbol Interference RZ Return to Zero
LH Long Haul SAG Selective Area Growth
LiNbO3 Lithium Niobate SIBH Semi Insulating Buried Heterostructure
MAN Metropolitan Area Network SMF Single Mode Fiber
MBE Molecular Beam Epitaxy SNR Signal to Noise Ratio
MEB Microscopie Électronique à Balayage SOA Semiconductor Optical Amplifier
MMI MultiMode Interferometer TDM Time Division Multiplexing
MOVPE Metal Organic Vapor Phase Epitaxy VOA Variable Optical Attenuator
MQW Multiple Quantum Wells WAN Wide Area Network
MZI Mach-Zehnder Interferometer WDM Wavelength Division Multiplexing

Study and fabrication of InP integrated photonic sources
for high bit rate telecom applications at 1.55 µm
Abstract : Advanced modulation formats, encoding data on the phase, polarization
or multi-level intensity of the light are currently a hot topic in the telecommunication
domain. By using them, high spectral efficiency and therefore higher bit rate signals could
be generated. Those characteristics are really attractive for the telecommunication systems
manufacturers in order to answer to the constant need of increased bandwidth in fiber
optic communications.
The study of advanced modulation formats generation in Photonic Integrated Circuits
(PICs) based on a new concept of preset phases switching by Electro-Absorption Mo-
dulators is the main task of the current work. Compared to the actual technology used
for generate advanced modulations, our choice could allow a strong reduction of the
dimensions and of the energy consumption of the transmitter as well as bit rate up to 56
GB.
After validating specific transmitters’ architectures by simulations, we fabricated the
studied photonic integrated circuits in clean room. The wafers were processed by using
efficient InP integration techniques based on the AlGaInAs multiple quantum wells, gap
engineering by selective area growth and semi-insulating buried heterostructure regrowth.
In order to minimize reflexions and optical losses, we optimize the passive sections of our
circuits with simulations and reflectometry measurements.
Through static characterizations, we verify that all integrated functions of the trans-
mitters (up to 20 integrated components for the most complex PIC) are working and
we show the efficiency of our technological choices. Using the available equipments at
the lab, we prove the validity of our concept of EAM based phase switching by using a
BPSK transmitter. A 12.4 GB BPSK modulation is obtained as well as a wide open eye
diagram. This result demonstrates the smallest BPSK integrated photonic source at this
time. Due to their complexity, others fabricated transmitters will be measured commonly
with laboratories specialized in telecommunication systems and transmissions. For this
purpose, standardized packaging of the PICs is studied.
In our opinion, combining the low footprint and high efficiency benefits of our new
concept of advanced modulations transmitters will permit the compulsory migration of
complex modulation formats toward low cost applications
Keywords : Integrated Photonic Circuit, High bit rate, Advanced modulation format,
QPSK, BPSK, 16 QAM, CSRZ, Electro-Absorption modulator, InP, AlGaInAs, Selective
Area Growth, Semi Insulating Buried Heterostructure.
Étude et réalisation de sources photoniques intégrées sur InP
pour les applications télécoms à hauts débits et à 1,55 µm
Résumé : Les formats de modulation avancés, codant l’information sur la phase,
la polarisation ou plusieurs niveaux d’amplitude de la lumière reçoivent aujourd’hui
un intérêt croissant. En effet, ceux-ci permettent d’atteindre une meilleure efficacité
spectrale et par conséquent des débits plus élevés. Ces caractéristiques sont actuellement
très recherchées dans les télécommunications pour répondre à la demande constante
d’augmentation de capacité des transmissions optiques fibrées.
L’essentiel du travail effectué porte sur la génération de tels signaux dans des sources
photoniques monolithiques faisant appel à un concept nouveau de commutation de phases
optiques préfixées avec des modulateurs électro-absorbants. Une comparaison de notre
technologie intégrée avec la technologie actuelle de génération de formats de modulation
avancés démontre des possibilités nouvelles de réduction de taille, de diminution de
consommation énergétique et d’évolution en vitesse de modulation jusqu’à 56 GBauds.
Suite à la validation, par simulations, d’architectures de transmetteurs spécifiques pour
la génération de formats de modulation avancés, nous réalisons en salle blanche les circuits
photoniques intégrés d’étude. Le procédé de fabrication utilisé s’appuie sur des techniques
d’intégration performantes et efficaces sur InP basées sur le matériau à puits quantiques
AlGaInAs, l’ingénierie de gap par croissance épitaxiale sélective SAG et l’enterrement
de l’hétérojonction par InP semi-isolant SIBH. L’optimisation des parties passives de
nos transmetteurs fait l’objet d’une importante étude par simulations et mesures afin de
réduire les pertes et les réflexions de ces sections.
Les caractérisations statiques confirment le fonctionnement de toutes les fonctions
intégrées des circuits (jusqu’à 20 composants intégrés pour le plus complexe de nos PICs)
et soulignent l’efficacité de la filière technologique. Pour une première démonstration de
fonctionnalité nous choisissons un transmetteur BPSK, possible à caractériser avec les
équipements disponibles. Une modulation de phase à 12,4 GB produit un diagramme
de l’œil très ouvert. Ce résultat démontre la plus petite source intégrée BPSK à l’heure
actuelle. Plus complexes, d’autres circuits fabriqués seront mis en œuvre en partenariat
avec des laboratoires étudiant les systèmes de transmission. Pour ce faire, la mise en
modules standardisés des composants est aussi étudiée.
Selon nous, la combinaison des avantages économiques et des performances de cette
nouvelle technique autorisera une nécessaire migration des formats vectoriels vers des
applications de terminaux à faibles coûts.
Mots clés : Circuit Photonique Intégré, Haut débit, Formats de modulation avancés,
QPSK, BPSK, 16 QAM, CSRZ, Modulateur électro-absorbant, InP, AlGaInAs, croissance
sélective, structure enterrée SIBH.
