In this article, certain Hermite-Hadamard-type inequalities are proven for an exponentiallyconvex function via Riemann-Liouville fractional integrals that generalize Hermite-Hadamard-type inequalities. These results have some relationships with the Hermite-Hadamard-type inequalities and related inequalities via Riemann-Liouville fractional integrals.
Introduction
Recently, many authors have participated in the development of the fractional calculus (differentiation and integration of arbitrary order). The applications of fractional calculus often appeared in fields such as generalized voltage dividers, engineering, capacitor theory, feedback amplifiers, electrode-electrolyte interface models, fractional order Chua-Hartley systems, fractional order models of neurons, the electric conductance of biological systems, fitting experimental data, medical, and analysis of special functions (see, e.g., [1] [2] [3] [4] [5] [6] [7] . The authors' interests concerned a variety of applications of fractional calculus in seemingly diverse fields of sciences and engineering (see, e.g., [8] [9] [10] ). One may be referred to [11, 12] for the details of the development of fractional calculus. The paper by Vladimir D. Zakharchenko and Ilya G. Kovalenko [13] : Best Approximation of the Fractional Semi-Derivative Operator by Exponential Series, considers the implementation of a fractional-differentiating filter of the order of 1/2 by a set of automation astatic transfer elements, which greatly simplifies practical implementation. Real technical devices have the ultimate time delay, albeit small in comparison with the duration of the signal. As a result, the real filter will process the signal with some error.
Recently, Agulilar and co-authors [5] [6] [7] provided a new fractional operator. Fractional calculus is a term that refers to the integration and differentiation of arbitrary order. In other words, the meaning of the k th derivative d k y/dx k and the k th iterated integral ... dx is extended by considering a fractional α ∈ R + parameter instead of the integer k ∈ N parameter. Following this trend, some authors introduced new types of fractional derivatives and differences that allowed the appearance of the exponential function [1, 2] or Atangana-Baleanu fractional operator [14, 15] in the kernel of the operators, which makes it difficult to solve certain complicated fractional systems in their frames. Currently, a variety of fractional integral operators are under discussion, and many generalized fractional integral operators also take part in generalizing the theory of fractional calculus (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ). The word "convexity" is the most important, natural, and fundamental notation in mathematics. Convex functions were presented by Johan Jensen over 100 years ago. Over the past few years, multiple generalizations and extensions have been made for convexity. These extensions and generalizations in the theory of inequalities have made valuable contributions in many areas of mathematics. Some new generalized concepts in this point of view are quasi-convex, strongly convex, approximately convex, logarithmically convex, mid-convex functions, pseudo-convex, φ-convex, λ-convex, h-convex, delta-convex, Schur convex, and others [16] [17] [18] [19] [20] [21] .
A function ϕ : I = [a, b] ⊆ R → R is a convex function, if and only if it satisfies the inequality:
, which is called the Hermite-Hadamard inequity. If ϕ is concave on the interval K, then both inequalities in (1) hold in the reverse direction.
Recently, many researchers have given extensions, generalizations, refinements, variations, and applications [16, 17, [21] [22] [23] [24] [25] [26] [27] [28] [29] for the Hermite-Hadamard inequality (1) .
On the other hand, the minimum of the differentiable convex functions can be characterized by variational inequalities. These two aspects of the convexity theory have extensive applications and have provided effective tools for studying arduous problems. In recent years, integral inequalities have been derived via fractional analysis, which has emerged as another interesting technique. Due to advancement in inequalities, the comprehensive investigation of exponentially convex functions as the Riemann-Liouville fractional integral in the present paper is new. The class of exponentially-convex functions was introduced by Antczak [30] and Dragomir [31] . Inspired by these recent developments in convexity, Awan et al. [32] introduced and investigated another class of convex functions, which are called exponentially-convex functions and which is significantly different from the class introduced by [30, 31, 33] .
The proliferating research on big data analysis and deep learning has recently intensified the interest in information theory involving exponentially-convex functions. The smoothness of exponentially-convex functions is exploited for statistical learning, sequential prediction, and stochastic optimization; see [30, 34, 35] and the references therein.
It is known [31] that a function ϕ : I = [a, b] ⊆ R → R is an exponentially convex function, if and only if it satisfies the inequality:
a, b ∈ K with a < b. The inequality (2), providing the upper and lower estimates for the exponential integral, is called the Hermite-Hadamard inequality. The goal of this article is to establish Hermite-Hadamard-type inequalities for the Riemann-Liouville fractional integral using exponential convexity, as well as concavity for functions whose absolute values of the first derivative are convex. Here, we will derive a general integral inequality for the Riemann-Liouville fractional integral.
Preliminaries
Now, we recall and introduce some definitions for various convex functions.
Definition 2.
A function ϕ : K → R is said to be a convex function, if and only if,
We now consider the class of exponentially-convex functions, which are mainly due to [30, 31] .
is said to be exponentially convex on K if the inequality:
holds for x, y ∈ K and t ∈ [0, 1].
Exponentially-convex functions are used to manipulate statistical learning, sequential prediction, and stochastic optimization; see [30, 34, 35] and the references therein.
Using the novelties of Noor [22] , one can study some aspects of exponentially-variational inequalities:
These types of inequalities are referred to as exponentially-variational inequalities and appear to be an interesting problem for further research. For the formulation, applications, and other aspects of variational inequalities, see [22] [23] [24] .
Let us give some basic examples of exponentially-convex functions; for details, see [33] .
Let us recall an important definitions of the Riemann-Liouville fractional integral as follows:
). For f ∈ L[a, b], the left-sided and right-sided Riemann-Liouville fractional integrals of order α > 0 with a ≥ 0 are defined by:
In the case of α = 1, the fractional integral reduces to the classical integral. Properties concerning this operator can be found in [4] .
Main Results
In the sequel of the paper, let I ⊂ R be a convex set in the finite-dimensional Euclidean space R n . From now on, we take I = [ς, ζ], unless otherwise specified.
Before going on to our main result, first we prove the following integral inequality.
, then the following identity holds:
where:
Proof. Using integration by parts and the change of variable technique, we have:
Analogously:
Adding the above identities, we get the required identity (3). This completes the proof.
In the following result, we investigate the fractional integral inequality that appears as the generalization and refinement of a well-known inequality for functions whose derivative in absolute value is exponentially convex.
, then the following fractional integral inequality holds:
,
and:
Proof. Using Lemma 1, the property of the modulus, and the convexity of |(e ϕ ) |, we have:
Now:
similarly, we have:
where we have used the fact that, for α ∈ (0, 1] and κ ∈ [0, 1],
and suitable rearrangements complete the proof. 
where θ i , δ i , and ρ i , for i = 1, 2, 3, are given in Theorem 1, and:
Proof. Using Lemma 1 and the property of the modulus, we have:
and using the convexity of |(e ϕ ) |, we have:
The proof is complete.
Remark 1. If we choose q = 1, then under the assumptions of Theorem 2, we get Theorem 1 in the present paper.
In the following, we obtain the bounds of the Hermite-Hadamard inequality for exponentiallyconcave functions.
, for some fixed p > 1 with q = p p−1 , then the following fractional integral inequality holds:
Proof. Using the concavity of |(e ϕ ) | q and the power-mean inequality, we obtain:
By the Jensen integral inequality and the concavity of |(e ϕ ) |, we have:
where we have used the identities:
Conclusions
In this article, we have derived a few inequalities of the Hermite-Hadamard-type for functions that possess first derivatives on the interior of an interval of real numbers, by utilizing the Hölder inequality and assumptions that the mappings |ϕ | q , q ≥ 1 are convex and concave. The resulting inequalities exhibited here surely give new bounds. For an appropriate and suitable choice of the value of α and x = ς+ζ 2 , one can obtain several new and known results as special cases for various classes of convex functions and their variant forms. We can extend these results for different classes of exponentially-convex functions. These results have application in quantum physics, fractal geometry, and weather forecasting. It is expected that the ideas and technique of this paper may stimulate for further research in this fascinating field. 
