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RESUME – De nos jours, les logiciels de simulation physique
ont la capacité de produire des modèles très précis, mais en contre-
partie, ils sont très coûteux en temps de calcul et en mémoire. Ce
travail présente la comparaison de deux méthodes de réduction
d’ordre : la décomposition orthogonale aux valeurs propres (POD)
et la méthode de correspondance des moments (Moment Matching
/ Krylov). Une façon automatique de choisir les points d’expan-
sion est proposée. La mesure d’impédance d’une antenne est uti-
lisée comme exemple d’application. Les avantages et désavantages
de chaque méthode sont présentés et discutés.
Mots-clés – Réduction de Modèles, Proper Orthogonal Decompo-
sition, Moment Matching.
1. INTRODUCTION
De nos jours, les concepteurs exploitent de plus en plus d’ou-
tils d’analyse tels que la simulation dynamique des systèmes,
l’analyse paramétrique, ou encore l’optimisation. Les logiciels
utilisés pour simuler les équipements électromagnétiques pro-
duisent des modèles de plus en plus précis. Ainsi, en dépit d’une
constante augmentation des capacités de calculs des outils in-
formatiques, il en résulte la nécessité de réduire les temps de
simulation de ces modèles.
Il existe alors des méthodes de réduction d’ordre qui peuvent
être utilisées pour trouver un modèle beaucoup plus petit, mais
qui possède presque le même comportement entrée/sortie que le
système original [1]. Il y a des méthodes bien établies pour ce
but, comme Balanced Truncation [11], Décomposition ortho-
gonale aux valeurs propres [4], Dynamic Mode Decomposition
[16] et sous-espace de Krylov [6]. Le choix de la méthode est un
problème délicat. Il faut prendre en compte les différents carac-
téristiques du système original comme ses propriétés physiques
et mathématiques [15].
L’analyse que nous faisons ici, vise une comparaison entre
la méthode de décomposition orthogonale aux valeurs propres
(temporelle et fréquentielle) et la méthode de correspondance de
moments pour la réduction de circuits électriques obtenus par la
méthode PEEC [8].
L’article est divisé en cinq parties principales. La Section 2
contient l’introduction au cadre mathématique utilisé pour la
plupart des méthodes de réduction de modèles. La Section 3
présente les différentes techniques qui seront comparées dans
cet article. Ensuite, l’équivalence entre les méthodes pour un
cas spécifique est présentée dans la Section 4. Une méthode
pour le placement automatique des points d’expansion est in-
troduit dans la Section 5. La Section 6 montre l’application des
concepts développés. L’article fini par les conclusions dans la
Section 7.
2. CADRE MATHÉMATIQUE
Dans cet article, nous ne traitons que des systèmes linéaires
et invariants, qui s’écrivent donc de la façon générale suivante
(1). Dans cette équation on a : E et A ∈ Rn×n, B ∈ Rn×e et
C ∈ Rs×n. Normalement, n est très grand.
{
Ex˙ = Ax+Bu
y = Cx (1)
Parmi les méthodes pour effectuer la réduction d’ordre d’un
système, une catégorie très répandue s’appuie sur la projection
du modèle dans un sous-espace de taille plus petite. Le projeteur
dans le sous-espace vectoriel engendré par V ∈ Cn×q orthogo-
nal à celui de W ∈ Cn×q est représenté par (2). Les matrices
sont complexes pour préserver la généralité et donc l’opérateur
transposition (T ) a été substitué par l’opérateur transposition et
conjugaison (∗). La façon de choisir les sous-espaces V et W
est ce que différencie chaque méthode [13].
Π = V (W ∗V )−1W ∗ (2)
Le vecteur d’état du système complet est approximé par une
combinaison linéaire des colonnes de la matrice V dont le vec-
teur xr ∈ Cq contient les coefficients de cette combinaison. Cela
est écrit en (3).
x ≈ V xr (3)
Si on applique (2) et (3) au système décrit par (1), on obtient
un système réduit comme en (4).{
W ∗EV x˙r = W ∗AV xr +W ∗Bu
yr = CV xr
(4)
Il est très courant de choisirW comme étant égal à V . Cela est
spécialement vrai quand on travaille avec des circuits électriques
grâce à des propriétés préservées comme stabilité et passivité
[5].
Le but de ce travail est de faire une comparaison entre deux
méthodes très répandues : la décomposition orthogonale aux va-
leurs propres (POD) et la méthode de Krylov (Correspondance
de moments). La démarche présentée est générique mais nous
l’appliquons à la réduction de modèles obtenus par la méthode
des circuits équivalents à constantes localisées (PEEC) [7].
3. DESCRIPTION DES MÉTHODES
Il y a deux façons différentes de faire la représentation d’un
système : temporel et fréquentiel. Chacune ayant ses avantages
et inconvénients. En ayant cela en tête, on présente deux mé-
thodes différentes pour la réduction d’ordre, chacune basée sur
un des domaines.
3.1. Méthode de Correspondance des Moments
Pour qu’une analyse fréquentielle d’un système soit possible,
on peut appliquer la transformation de Laplace au système d’état
(1) pour obtenir sa fonction de transfert, comme en (5). Dans
le cas d’une seule entrée et une seule sortie la fonction G(s),
il s’agit d’un scalaire. Si cela n’est pas le cas, il s’agit d’une
matrice.
G(s) = C(Es−A)−1B (5)
On peut modifier (5) comme en (6) pour des raisons que nous
exposerons plus loin. Dans cette équation le scalaire s0 ∈ C est
nommé point d’expansion.
G(s) = C(Es− Es0 + Es0 −A)−1B
G(s) = C(E(s− s0)− (A− s0E))−1B (6)
Pour simplifier, désormais la définition en (7) sera utilisée.
A(s0) = A− s0E (7)
On continue à modifier (6) en (8).
G(s) = −C(A(s0)− E(s− s0))−1B
G(s) = −C(I −A(s0)−1E(s− s0))−1A(s0)−1B (8)
Il est possible d’extraire plus d’information de (8) en regar-
dant son développement en série de puissances. Cela peut être
fait avec l’aide de (9), valide pour des matrices avec valeurs
propres dont les magnitudes sont plus petites que 1.
(I −M)−1 =
∞∑
i=0
M i (9)
En substituant (9) dans (8), on obtient (10).
G(s) = −
∞∑
i=0
C(A(s0)
−1E)iA(s0)−1B(s− s0)i (10)
Les moments d’une fonction de transfert autour de s0 sont
définis comme l’opposé des coefficients de (10). Cela peut être
vu dans (11).
Mi = C(A(s0)
−1E)iA(s0)−1B (11)
La méthode de Krylov [6] travail directement avec la repré-
sentation fréquentielle du système. Le choix de la matrice V est
fait de façon à ce que quelques moments de la fonction de trans-
fert du système réduit soient égaux à ceux du modèle complet.
La première étape est de choisir le placement des points d’ex-
pansion. Ensuite, il faut déterminer l’ordre du moment appliqué
à chaque point d’expansion. Ces choix sont assez sensibles et un
mauvais choix peut dégrader fortement la précision du modèle
réduit [14].
La matrice V du projecteur (2) est ensuite calculée par la mé-
thode d’Arnoldi [2] pour que son sous sous-espace vectoriel en-
gendré soit égal au sous-espace de Krylov de taille t en (12).
Cela garantie qu’il y aura la correspondance des moments sans
effectivement calculer la valeur des moments. S’il y a plusieurs
points d’expansion, le résultat est le sous-espace engendré par
la combinaison de tous les sous-espaces individuels.
V = K {A(s0)−1E,A(s0)−1B, t} (12)
Cette méthode a l’avantage de ne pas avoir besoin d’effectuer
la simulation temporelle du système complet. Par contre, il est
très difficile d’adapter cette méthode pour les systèmes non li-
néaires, et l’implémentation peut être délicate pour les systèmes
avec plusieurs entrées et sorties.
3.2. Décomposition orthogonale aux valeurs propres
La méthode POD [4] utilise les données obtenues pour une
simulation temporelle du système complet pour déterminer de
façon empirique le sous-espace permettant de représenter au
mieux la dynamique du modèle.
Il faut dans un premier temps caractériser la simulation dy-
namique générant les données nécessaires à la réduction : une
fonction d’excitation appropriée et la durée de la simulation.
L’implémentation de cette méthode est très simple et peut être
appliquée à des systèmes non linéaires. Par contre, la simulation
du modèle complet est très coûteuse et parfois même prohibi-
tive.
3.2.1. POD Temporelle
Après avoir fait une simulation du système complète, c’est
naturel d’enregistrer ces données dans une matrice S ∈ Rn×q .
Chaque colonne de cette matrice est un vecteur d’état pour un
instant de temps défini pour le pas de temps utilisé par l’al-
gorithme de solution des équations différentielles ou pour un
schéma d’échantillonnage [3]. Pour construire la base de projec-
tion, on cherche le vecteur qui représente le mieux la dynamique
contenue dans la matrice S. Cette dernière phrase peut être tra-
duite mathématiquement par trouver le vecteur dont les produits
scalaires avec les colonnes de S soient les plus grands possibles
en moyenne. Ces produits sont écrits en (13). Les résultats sont
collectés comme un vecteur v.
S∗v = x (13)
Pour résoudre ce problème d’optimisation, il faut imposer une
condition sur la norme du vecteur v. Si cela n’est pas fait, il
est possible de produire des résultats arbitrairement grands en
augmentant la norme du vecteur. Le Lagrangien de ce problème
en prenant en compte cette restriction est écrit en (14).
L = x∗x− λ(1− v∗v) (14)
Faisant la substitution de (13) en (14) et prenant le gradient du
Lagrangien par rapport au vecteur v, la condition d’optimalité
qui en résulte est (15).
SS∗v = λv (15)
Il est facile d’identifier cette condition comme un problème de
valeurs propres dont l’ensemble des solutions forme la matrice
V . Toutefois, la matrice SS∗, appelée matrice de corrélation du
problème, est de taille importante et la résolution de ce problème
est très coûteuse. Par contre, il y a des façons de réduire le coût
de calcul de ce problème, comme nous allons le voir par la suite.
3.2.2. Problème de valeurs propres associées
La première solution est basée sur un problème de valeurs
propres associé de taille beaucoup plus petite. En sachant que la
taille du problème original est beaucoup plus importante que le
nombre d’échantillons obtenus par la méthode POD, il est pos-
sible d’appliquer (16) à la matrice de corrélation SS∗ et mon-
trer qu’elle n’est pas de plein rang et a donc des valeurs propres
nulles.
rang(XY ) ≤ min(rang(X), rang(Y )) (16)
En multipliant (15) à gauche pour S∗ on trouve (17).
S∗SS∗v = λS∗v (17)
Dans (17) il est possible d’identifier un vecteur y ∈ Rq
comme en (18).
y = S∗v (18)
Cela permet d’identifier un problème de valeurs propres beau-
coup plus petit que l’original indiqué en (19). Il est évident que
les valeurs propres de ce nouveau problème sont égales aux va-
leurs propres différentes de zéro du problème original. De plus,
la relation entre les vecteurs propres est donnée par (18).
S∗Sy = λy (19)
Pour retrouver le vecteur v, on peut multiplier (18) à gauche
pour S et appliquer (15) pour obtenir (20).
v =
1
λ
Sy (20)
Cela nous permet de reconstruire les vecteurs propres du pro-
blème original à partir des vecteurs propres du problème asso-
cié. Par contre, le résultat n’est pas de norme 1. Il faut, donc,
normaliser les vecteurs. Ce résultat est montré en (21).
v =
√
1
λ
Sy (21)
La norme du vecteur x lié à chaque vecteur v est donnée par
la valeur propre associée. Cela peut être utilisé comme un indice
de qualité de la réduction.
3.2.3. Décomposition en valeurs singulières
Une autre façon de résoudre (15) avec un coût de calcul réduit
est l’application directe de la décomposition en valeurs singu-
lières à la matrice S. Cette décomposition est montrée en (22).
La matrice Σ est diagonale et les matrices U et V sont telles que
U∗U = I et V∗V = I.
S = UΣV∗ (22)
En substituant (22) dans la matrice de corrélation du pro-
blème, on trouve le résultat (23).
SS∗ = UΣΣ∗U∗ (23)
Cela peut être directement interprété comme étant la décom-
position en valeurs propres d’une matrice. Les vecteurs propres
sont les colonnes de la matrice U et les valeurs propres sont les
valeurs diagonales de la matrice ΣΣ∗.
Ainsi, il est possible de résoudre le problème (15) simple-
ment en faisant une décomposition en valeurs singulières de la
matrice de snapshots. Pour réduire encore plus le coût de calcul,
la version « économique » de l’algorithme peut être utilisé.
3.2.4. Méthode POD Fréquentielle
La version temporelle de la méthode POD cherche une ma-
trice V capable de bien représenter la simulation temporelle du
système. En utilisant cette même logique, la méthode POD peut
être formulée pour chercher une matrice que représente mieux
la simulation fréquentielle.
Pour une seule fréquence w, la transformation de Laplace du
vecteur d’état est donnée par (24).
L{x} = (Ejω −A)−1B (24)
En choisissant plusieurs valeurs pour w on peut regrouper les
réponses dans une matrice d’échantillons comme fait aupara-
vant.
Pour trouver la matrice que représente mieux cet ensemble,
une des deux techniques utilisées pour la version temporelle
peut être appliquée. Le modèle réduit est donc obtenu par la
même logique de projection utilisée auparavant.
4. ÉQUIVALENCE DES MÉTHODES
Il est possible de démontrer que sous certaines conditions les
deux méthodes (POD et correspondance de moments) sont équi-
valentes. Pour obtenir ce résultat il faut d’abord démontrer que
ce qui est important pour la matrice V est son sous-espace vec-
toriel engendré et non pas les valeurs de la matrice. C’est-à-dire
que différentes matrices avec le même sous-espace vectoriel en-
gendré produisent modèles réduits équivalents.
Deux matrices ont le même sous-espace vectoriel engendré
s’il y a un changement de base que fait la liaison entre eux.
Mathématiquement cela peut être exprimé comme en (25). Dans
cette équation V, V
′ ∈ Cn×q et X est une matrice de plein rang
de taille appropriée qui représente le changement de base.
V
′
= V X (25)
En substituant V pour V
′
en (25) et faisant le développement
il est possible de démontrer que cela ne change pas la fonction
de transfert du système réduit. Ce processus est montré en (26).
G
′
(s) = CV
′
(WT (Es−A)V ′)−1WTB
G
′
(s) = CV X(WT (Es−A)V X)−1WTB
G
′
(s) = CV XX−1(WT (Es−A)V )−1WTB
G
′
(s) = CV (WT (Es−A)V )−1WTB
G
′
(s) = G(s)
(26)
Si on utilise la méthode de Krylov sur un point d’expansion
avec un seul moment, le résultat est l’opposé de celui obtenu
pour un seul point d’échantillonnage. Le sous-espace vectoriel
est le même, parce que les deux vecteurs sont liés par une mul-
tiplication scalaire.
Ce processus peut être répété pour plusieurs points d’expan-
sion. Cela résultera en différentes matrices mais avec le même
sous-espace vectoriel engendré. Pour que cela soit vrai, il faut
que tous les points d’expansion soient conservés pour la mé-
thode POD. C’est-à-dire, le nombre de colonnes de la matrice
de projection doit être égal au nombre de points d’échantillon-
nage.
5. CHOIX ADAPTATIVE DES POINTS D’EXPANSION
Quand on utilise la méthode de Krylov pour réduire un sys-
tème, il est très important de choisir le placement des points
d’expansion. Cette tâche peut être faite de façon empirique en
utilisant la connaissance que l’utilisateur a du système qu’il mo-
dèle. Toutefois, cela ne règle pas le problème pour des systèmes
dont ont ne connaît pas la forme de la fonction de transfert. Dans
cette section nous présentons une façon automatique de placer
les points d’expansion.
Le choix de la position et du nombre de moments pour chaque
point d’expansion est très important pour la précision du modèle
réduit. Si on ne connaît pas la réponse du système complet, il
faut développer une méthode pour estimer l’erreur du système
réduit de façon à ce qu’on puisse savoir s’il faut augmenter la
dimension du projeteur ou si la convergence a été atteinte. Un
autre problème se produit à cause des erreurs numériques. On ne
peut pas augmenter indéfiniment l’ordre d’un point d’expansion
à cause de la perte d’orthogonalité du sous-espace de Krylov.
Donc, d’un point de vue numérique c’est plus avantageux de
mettre plusieurs points d’expansion avec quelques moments que
l’inverse.
L’idée principale pour savoir si la fonction de transfert est
juste autour d’un point est : si en ajoutant un point d’expansion
rien ne change, la réponse trouvée auparavant était juste.
Voici une méthode adaptative que nous avons développée et
qui met en œuvre ce principe. D’abord, l’utilisateur doit four-
nir une plage de fréquences dont il souhaite que la réponse du
modèle réduit soit bien précise. Un point d’expansion avec deux
moments est placé dans chaque extrémité de la plage choisie.
La réponse fréquentielle de ce système est donc enregistrée et
toute la plage de fréquences est ajoutée dans une pile comme le
premier intervalle.
Désormais, ce processus sera répété jusqu’à ce que la pile soit
vide. L’intervalle au sommet de la pille est reçu et un point d’ex-
pansion est ajouté à son milieu. Si la réponse fréquentielle dans
cette région change plus qu’une tolérance délimitée par l’utili-
sateur, cet intervalle est divisé en deux et ces nouveaux inter-
valles sont ajoutés à la pile. Sinon, le point d’expansion n’est
pas ajouté au modèle réduit.
L’algorithme 1 résume ces deux derniers paragraphes.
Données : Système (sys), Fréquence Inférieure (fl),
Fréquence Supérieure (fu) et tolérance (tol)
Résultat : Modèle Réduit
Placement de points d’expansion à fl et fu ;
pile← Initialise pile avec l’intervalle [fl, fu];
tant que pile n’est pas vide faire
intervalle← Désempiler (pile);
Ajouter point d’expansion au milieu (sys) ;
error← calcul du changement de la réponse;
si max {error} ≤ tol alors
Enlever le point d’expansion (sys);
sinon
Pile← Empile les deux nouveaux intervalles ;
fin
fin
Algorithme 1 : Placement automatique des points d’expansion
6. APPLICATIONS
Dans cette section, chaque idée développée dans cet article
est appliquée et analysée.
Deux systèmes sont utilisés comme base pour les applica-
tions. Le premier exemple d’application utilisé est une antenne
boucle d’ordre initial de 4065 [9]. Le modèle a été obtenu par
l’application de la méthode PEEC [7] à la géométrie de la Figure
1. La taille du système reste raisonnable, mais elle est suffisante
pour illustrer ces méthodes de réduction.
Fig. 1. Illustration de l’antenne boucle
La physique nous révèle que le système est stable et que la
matrice E et la matrice A sont respectivement définie positive
et définie négative. Si on fait le choix du sous-espace W comme
étant égal à V , ces propriétés seront préservées dans le modèle
réduit [10].
Le deuxième système est une poutre modélisée par la mé-
thode des éléments finis [12]. L’entrée du modèle est la charge
dans une extrémité et la sortie est le déplacement du bout de la
poutre. La taille du système complet est 2400.
6.1. Placement automatique des points d’expansion
La méthode de placement automatique des points d’expan-
sion a été appliquée au problème de l’antenne boucle. La plage
de fréquence choisie est 1-20 Ghz. Les points aux extrémités
de l’intervalle sont calculés avec deux moments, tandis que tous
les autres n’utilisent qu’un seul moment. Le résultat de l’appli-
cation de cette méthode est montré dans le tableau 1.
Tableau 1. Points d’expansion trouvés par la méthode de placement
automatique
Position [Ghz] Nombre de moments
1.0 2
4.47 1
2.11 1
9.45 1
6.50 1
13.75 1
20.0 2
La Figure 2 compare le modèle réduit avec le système com-
plet. Les points d’expansion sont aussi représentés.
Fig. 2. Réponse du système réduit obtenu par la méthode de placement
automatique des points d’expansion
La méthode utilisée a été la technique de correspondance de
moments. Le processus de réduction et simulation du modèle
réduit a pris 72 secondes et le processus de simulation du modèle
complet a pris 1230 secondes.
Il est ainsi possible de conclure que la méthode de placement
automatique de points a choisi de bonnes positions pour l’ex-
pansion et que le processus de réduction d’ordre a obtenu des
résultats très satisfaisants en environ 6% du temps de calcul.
6.2. Équivalence de méthodes
Les mêmes points d’expansion du tableau 1 ont été utilisés
pour réduire le système en utilisant la méthode POD fréquen-
tielle. La différence entre la réponse des deux méthodes est mon-
trée en 3.
La plus grande différence entre les deux méthodes est de
−110 Db, une valeur très petite. Cela peut être attribué aux er-
reurs numériques et on peut conclure que dans les conditions
présentées, les systèmes sont vraiment équivalents.
6.3. Comparaison temporelle
Pour cet exemple, le modèle de la poutre a été utilisé. La ré-
duction pour la méthode POD a utilisé une fonction échelon
Fig. 3. Différence entre les deux méthodes de réduction d’ordre
comme entrée pour la simulation. Le système a été simulé jus-
qu’à 0.1 s, ce que a produit 106 snapshots. L’ordre du modèle
réduit a été choisi comme étant 22.
Le système réduit obtenu par la méthode de Krylov utilise un
point d’expansion avec 22 moments place à zéro. Cela a été fait
parce que ce choix produit un projeteur réel.
La Figure 4 présente la réponse a une impulsion des systèmes
réduits.
Fig. 4. Réponse à une impulsion
Il est possible de remarquer comme les deux méthodes ont
été bien capables de suivre la réponse du système complet. Pour
qu’on puisse comparer mieux le résultat, la Figure 5 présente la
différence entre les systèmes réduits et la référence.
Il est possible de dire que le modèle réduit par la méthode de
Krylov est plus proche de la référence que le système obtenu
par POD. Il est aussi possible de conclure que l’erreur est plus
importante au début de la simulation. Cela est attendu une fois
que les instantes initiales ont de comportement de très haute fré-
quence qui n’a pas été bien représente à cause du choix de la
fonction d’entrée et position du point d’expansion.
7. CONCLUSIONS
Deux méthodes différentes de réduction de modèle ont été
présentées. Nous avons établi que la méthode POD fréquen-
tielle, sous certaines conditionnes, est une application spécifique
de la méthode de correspondance des moments.
Fig. 5. Différence entre le modèle réduit et la référence
Le problème du placement des points d’expansion a été solu-
tionné par l’application d’une méthode adaptative.
Les résultats obtenus ont montré que la variation fréquentielle
de la POD est plus adaptées à réduction de circuits linéaires que
la version temporelle.
La réduction d’ordre de systèmes physiques linéaires par la
méthode de correspondance des moments est donc une méthode
que nous privilégions
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