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CONIC DIVISORIAL IDEALS OF HIBI RINGS AND THEIR APPLICATIONS TO
NON-COMMUTATIVE CREPANT RESOLUTIONS
AKIHIRO HIGASHITANI AND YUSUKE NAKAJIMA
Abstract. In this paper, we study divisorial ideals of a Hibi ring which is a toric ring arising from a
partially ordered set. We especially characterize the special class of divisorial ideals called conic using
the associated partially ordered set. Using our observation of conic divisorial ideals, we also construct
a module giving a non-commutative crepant resolution (= NCCR) of the Segre product of polynomial
rings. Furthermore, applying the operation called mutation, we give other modules giving NCCRs of it.
Since conic divisorial ideals are related with the structure of the Frobenius push-forward of toric
rings, we discuss them from a viewpoint of positive characteristic commutative algebra in Appendix.
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1. Introduction
In this paper, we study a certain class of toric rings called Hibi rings. Thus, we start this paper with
introducing toric rings. Let N ∼= Zd be a lattice of rank d and let M := HomZ(N,Z) be the dual lattice of
N. We set NR := N⊗Z R and MR := M⊗Z R and denote an inner product by 〈 , 〉 : MR × NR → R. Let
τ := Cone(v1, · · · , vn) = R≥0v1 + · · ·+ R≥0vn ⊂ NR
be a strongly convex rational polyhedral cone of dimension d generated by v1, · · · , vn ∈ Zd. We assume
this system of generators is minimal. For each generator, we define a linear form σi(−) := 〈−, vi〉, and
denote σ(−) := (σ1(−), · · · , σn(−)). We consider the dual cone τ∨:
τ∨ := {x ∈ MR | σi(x) ≥ 0 for all i = 1, · · · , n}.
Then, τ∨ ∩M is a positive normal affine monoid, and hence we define the toric ring
R := k[τ∨ ∩M] = k[tm11 · · · t
md
d | (m1, · · · ,md) ∈ τ
∨ ∩M],
where k is an algebraically closed field. It is known that R is a d-dimensional Cohen-Macaulay (= CM)
normal domain. In addition, for each a = (a1, · · · , an) ∈ R
n, we set
T(a) := {x ∈ M | (σ1(x), · · · , σn(x)) ≥ (a1, · · · , an)}.
Then, we define the ideal T (a) ⊂ R generated by all monomials whose exponent vector is in T(a). By the
definition, we have T (a) = T (paq), where p q means the round up and paq = (pa1q, · · · , panq). This T (a)
is a divisorial ideal (rank one reflexive module), and any divisorial ideal ofR takes this form (see e.g., [BG2,
Theorem 4.54]). Therefore, each divisorial ideal is represented by a ∈ Zn. Clearly, we have T(0) = τ∨∩M
and T (0) = R. In particular, we are interested in a divisorial ideal that is maximal Cohen-Macaulay (=
MCM ) as an R-module, that is, an R-module whose depth coincides with dimR = d. Rank one MCM
modules of toric rings have been studied in several papers e.g., [Sta2, VdB1, Don, BG1, Bae, Bru], and
the number of isomorphism classes of rank one MCM modules is finite in particular [BG1, Corollary 5.2].
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In what follows, we will pay attention to a certain class of divisorial ideals called conic class. As we will
see below, a conic divisorial ideal is a rank one MCM module.
Definition 1.1 (see e.g., [BG1, Section 3]). We say that a divisorial ideal T (a) is conic if there exist
x ∈ MR such that a = pσ(x)q.
In the rest, we denote the set of isomorphism classes of conic divisorial ideals of a toric ring R by
C(R), especially this is a finite set. An advantage to considering conic classes is that we can obtain a non-
commutative ring having the finite global dimension (see Theorem 1.2 below). A ring having the finite
global dimension was appeared in M. Auslander’s works e.g., [Aus] and this also relates with the dimension
of derived categories [Rou]. On the other hand, M. Van den Bergh showed an equivalence between the
bounded derived category of coherent sheaves on a crepant resolution of a certain nice singularity and
that of finitely generated modules of a non-commutative ring having the finite global dimension. Such a
ring is called a non-commutative crepant resolution (abbreviated as NCCR, see Definition 3.1), and this
gives a new interaction between algebraic geometry, commutative algebra, and representation theory of
algebras. Subsequently, relationships with cluster tilting theory and their variants have been discovered
(e.g. [Iya, IR, IW]).
Theorem 1.2. Let R be a toric ring as above. Concerning a conic divisorial ideal, we have the followings:
(1) ([BG1, Proposition 3.6], [SmVdB, Proposition 3.2.3]) Conic divisorial ideals are precisely modules
appearing in R1/m as direct summands for m ≫ 0, where R1/m = k[τ∨ ∩ 1mM] is the R-module
consisted of m-th roots of elements in R.
(2) ([SˇpVdB1, Proposition 1.3.6]) For m ≫ 0, EndR(R1/m) has the finite global dimension, that is,
EndR(R
1/m) is a non-commutative resolution of R (see Definition 3.1).
In this way, conic divisorial ideals have nice properties. Also, we remark that if chark = p, the R-
module R1/p can be obtained via the Frobenius morphism and the structure of R1/p is important in
positive characteristic commutative algebra (see Appendix A). However, it is difficult to determine which
divisorial ideals correspond to conic classes.
In this paper, we will give the precise description of conic divisorial ideals of a Hibi ring, which is a
toric ring constructed from a partially ordered set (= poset). Let R = k[P ] be a Hibi ring associated with
a poset P (see subsection 2.2). As we will see in subsection 2.3, the class group of R is Cl(R) ∼= Zn−d
where d− 1 is the number of elements in P and n is the number of edges of the Hasse diagram of P̂ , and
hence each divisorial ideal is described as T (a1, · · · , an−d). Then, conic divisorial ideals are characterized
as follows, and these are precisely modules appearing in R1/m for sufficiently large m≫ 0.
Theorem 1.3 (see Theorem 2.4). Let R be a Hibi ring associated with a poset P . Then, T (a1, · · · , an−d)
is conic if and only if (a1, · · · , an−d) ∈ C(P ) ∩ Zn−d (see (2.4) for the precise definition of C(P )).
Furthermore, as applications of this theorem, we also study NCCRs for Segre products of polynomial
rings, which are realized as Hibi rings. Especially, using our observation on conic divisorial ideals and
the method studied in [SˇpVdB1], we show the following theorem.
Theorem 1.4 (see Theorem 3.6). Let R = S1#S2# · · ·#St be the Segre product of r-dimensional poly-
nomial rings with r ≥ 2. We see that R admits an NCCR EndR(M) where M is the direct sum of conic
divisorial ideals.
By applying the operation so-called “mutation” to the NCCR shown in the above theorem, we can
obtain other modules giving NCCRs of R, whose endomorphism rings are all derived equivalent (see
Section 4).
The content of this paper is the following. In Section 2, we review some facts regarding conic divisorial
ideals. We then give the precise description of conic divisorial ideals for Hibi rings in terms of their
associated poset structure (see Theorem 2.4). In Section 3, we pay attention to the Segre product of
polynomial rings and give an NCCR of it (see Theorem 3.6). In Section 4, we introduce the mutation, and
apply it to the NCCR obtained in Section 3. Since conic divisorial ideals are related with positive char-
acteristic commutative algebra, we also discuss conic divisorial ideals from this viewpoint in Appendix A.
Especially, we give some computations of numerical invariants.
Notations and Conventions. Throughout this paper, we suppose that k is an algebraically closed
field. We denote by addRM the category consisting of direct summands of finite direct sums of some
copies of an R-module M , denote by ref(R) the category of reflexive R-modules. We denote by Cl(R)
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the class group of R, and let Cl(R)R = Cl(R)⊗Z R. We also denote by X(G) the character group of G,
and let X(G)R = X(G) ⊗Z R. Similarly, we denote by Y(G) the group of one parameter subgroups of G,
and let Y(G)R = Y(G) ⊗Z R. In addition, we denote the R-dual functor by (−)∗ = HomR(−, R).
2. Conic divisorial ideals of Hibi rings
2.1. Preliminaries on conic divisorial ideals. Work with the same notations as in the previous
section. In this subsection, we review some basic facts concerning divisorial ideals of a toric ring R =
k[τ∨ ∩M] with τ = Cone(v1, · · · , vn) ⊂ NR. As we mentioned before, any divisorial ideal takes the form
T (a) with a ∈ Zn. It is known that there is an exact sequence
0→ M = Zd
σ(−)
−−−→ Zn → Cl(R)→ 0, (2.1)
and hence we see that for a, a′ ∈ Zn, T (a) ∼= T (a′) if and only if there exists y ∈ M such that ai = a′i+σi(y)
for all i = 1, · · · , n (see e.g. [BG2, Corollary 4.56]). Let pi := T (δi1, · · · , δin) where δij is the Kronecker
delta, and consider the prime divisor Di := V(pi) = SpecR/pi on SpecR. Then, a divisorial ideal
T (a) = T (a1, · · · , an) corresponds to the Weil divisor −(a1D1 + · · · + anDn). In addition, the exact
sequence (2.1) gives the relation:
v1D1 + · · ·+ vnDn = 0. (2.2)
A divisorial ideal T (a) is called conic if we can take a = pσ(x)q for some x ∈ MR, equivalently there
exists x ∈ MR such that ai − 1 < σi(x) ≤ ai for all i = 1, · · · , n. If x′ = x + y with y ∈ M, then we see
that T (σ(x′)) ∼= T (σ(x)). Therefore, a conic divisorial ideal is determined by an element in MR/M up to
isomorphism. We then discuss another description of conic divisorial ideals (cf. [SˇpVdB1, 11.6]). Using
the exact sequence (2.1), we see that
M ∼= {(bi)i ∈ Z
n |
∑
i
biDi = 0 in Cl(R)},
MR
∼= {(bi)i ∈ R
n |
∑
i
biDi = 0 in Cl(R)R},
where σi(x) = bi for x ∈ M and i = 1, · · · , n. Thus, we may consider u ∈ MR as (ui)i ∈ R
n such that∑
i uiDi = 0 in Cl(R)R where σi(u) = ui, and hence we may write
T(σ(u)) = {(bi)i ∈ Z
n |
∑
i
biDi = 0 in Cl(R), bi ≥ ui}.
Here, we write ui = ai+δi with ai ∈ Z and δi ∈ (−1, 0], and set ci := bi−ai ≥ δi, α = −
∑
i aiDi ∈ Cl(R).
Then, we see that
T(σ(u)) = (ai)i + {(ci)i ∈ Z
n
≥0 |
∑
i
ciDi = α},
and hence T (σ(u)) is isomorphic to the divisorial ideal corresponding to α = −
∑
i aiDi, which is
T (a1, · · · , an). Here, we note that pσi(u)q = ai. Furthermore, we remark that 0 =
∑
i uiDi =
−α+
∑
i δiDi in Cl(R)R, thus α =
∑
i δiDi in Cl(R)R. We easily follow the converse of this argument.
As a conclusion of these observations, we have the following lemma.
Lemma 2.1 (see also [Bru, Corollary 1.2], [SmVdB, Proposition 3.2.3]). Work with the same notations
as above. There exists a one-to-one correspondence between the followings.
(1) A conic divisorial ideal T (a1, · · · , an);
(2) A divisor
∑
i δiDi with (δi)i ∈ (−1, 0]
n in Cl(R)R;
(3) A full-dimensional cell of the decomposition of the semi-open cube (−1, 0]d by hyperplanes Hi,m =
{x ∈ MR | σi(x) = m} for some m ∈ Z and i = 1, · · · , n.
Here, we identify the cell
⋂n
i=1 Li,ai with T (a1, · · · , an), where Li,ai = {x ∈ MR | ai− 1 < σi(x) ≤ ai}.
As we mentioned in Theorem 1.2, conic divisorial ideals are precisely modules appearing in R1/m as
direct summands for m≫ 0. Since R1/m is an MCM R-module, a conic divisorial ideal is also an MCM
R-module. We notice that the number of non-isomorphic conic divisorial ideals is finite because that of
rank one MCM R-modules is finite [BG1, Corollary 5.2]. Also, there exists a divisorial ideal that is a
rank one MCM module but not conic (see e.g., [Bae, Bru]). If τ is simplicial, every divisorial ideal is
conic, because a torsion element in Cl(R) is conic [BG1, Theorem 3.2].
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2.2. Preliminaries on Hibi rings. We now turn our attention to a certain toric ring which is called
a Hibi ring. Let P = {p1, · · · , pd−1} be a finite partially ordered set equipped with a partial order ≺.
Throughout the paper, we will call it a poset for short. Let
O(P ) = {(x1, · · · , xd−1) ∈ R
d−1 | xi ≥ xj if pi  pj in P, 0 ≤ xi ≤ 1 for i = 1, · · · , d− 1}.
It is known that O(P ) is a lattice polytope, called the order polytope of a poset P .
For a poset P , let k[P ] denote a toric ring defined by setting
k[P ] = k[XαY n | α ∈ nO(P ) ∩ Zd−1, n ∈ Z≥0],
where Xα = Xα11 · · ·X
αd−1
d−1 for α = (α1, · · · , αd−1) ∈ Z
d−1. This k-algebra is called the Hibi ring of P .
The followings are some fundamental properties on Hibi rings, which were originally proved in [Hibi]:
• dim k[P ] = |P |+ 1;
• k[P ] is a standard greded CM normal domain, where the grading is defined by deg(XαY n) = n
for α ∈ nO(P ) ∩ Zd−1;
• k[P ] is an algebra with straightening laws on P .
• It is known that k[P ] is Gorenstein if and only if P is pure, where we say that P is pure if all of
the maximal chains pi1 ≺ · · · ≺ piℓ have the same length.
Remark 2.2. Originally, in the paper [Hibi], Hibi rings are defined as a quotient ring which looks like
k[Xα | α ∈ I(P )]
/
(XαXβ − Xα∪βXα∩β). Here, I(P ) denotes the set of all poset ideals of P , where a
subset I ⊂ P is called a poset ideal if I satisfies that p ∈ I and p′ ≺ p imply p′ ∈ I, and especially I(P )
is a distribute lattice with respect to the partial order defined by inclusion. However, since it is not easy
to see from the original description that Hibi rings are really toric rings, we employ the description k[P ]
in this paper, which is of course isomorphic to the original one (see, e.g. [HHN]).
Let P = {p1, · · · , pd−1}. For pi, pj ∈ P , we say that pi covers pj if pj ≺ pi and there is no p′ ∈ P with
pi 6= p′ and pj 6= p′ such that pj ≺ p′ ≺ pi. Set P̂ = P ∪ {0ˆ, 1ˆ}, where 0ˆ (resp. 1ˆ) is the unique minimal
(resp. maximal) element not belonging to a poset P . Let us denote p0 = 0ˆ and pd = 1ˆ. We say that
e = {pi, pj}, where 0 ≤ i 6= j ≤ d, is an edge of P̂ if e is an edge of the Hasse diagram of P̂ , i.e., pi covers
pj or pj covers pi. For each edge e = {pi, pj} of P̂ with pi ≺ pj, let σe be a linear form in Rd defined by
σe(x) :=
{
xi − xj , if j 6= d,
−xi, if j = d
for x = (x0, x1, · · · , xd−1). Let τP = Cone(σe | e is an edge of P̂ ) ⊂ NR = R
d. Then, it is known that
k[P ] = k[τ∨P ∩ Z
d].
Let e1, · · · , en be all the edges of P̂ . We set a linear form σ : Rd → Rn by
σ(x) = (σe1 (x), · · · , σen(x)) ∈ R
n
for x ∈ Rd.
2.3. Conic divisorial ideals of Hibi rings. In this subsection, we consider conic divisorial ideals of
Hibi rings. We retain the notations of the previous subsection.
For p ∈ P̂ \ {1ˆ}, let U(p) denote the set of all elements in P̂ which cover p. Similarly, for p ∈ P̂ \ {0ˆ},
let D(p) denote the set of all elements in P̂ which are covered by p.
For describing conic divisorial ideals of Hibi rings, we first discuss its divisor class group Cl(k[P ]). By
the definition of σ(−) and (2.2), we see that the prime divisor De indexed by the edges e of P̂ satisfies
the relations: ∑
q∈U(p)
D{q,p} =
∑
q′∈D(p)
D{p,q′} for p ∈ P̂ \ {0ˆ, 1ˆ}, and
∑
q∈U(0ˆ)
D{q,p0} = 0. (2.3)
Especially, we have that Cl(k[P ]) ∼= Zn/σ(Zd) ∼= Zn−d (see [HHN]).
In what follows, we will give a correspondence of which vectors in Cl(R) ∼= Zn−d describe the conic
divisorial ideals. We say that a sequence C = (pk1 , · · · , pkm) is a cycle in P̂ if C forms a cycle in the
Hasse diagram of P̂ , i.e., pki 6= pkj for 1 ≤ i 6= j ≤ m and each {pki , pki+1} is an edge of P̂ for 1 ≤ i ≤ m,
where pkm+1 = pk1 . Moreover, we say that a cycle C is a circuit if {pki , pkj} is not an edge of P̂ for any
1 ≤ i, j ≤ m with |i − j| ≥ 2. We say that a set of d edges ei1 , · · · , eid of P̂ is a spanning tree if they
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form a spanning tree of the Hasse diagram of P̂ , i.e., any element in P̂ is an endpoint of some edge eij
and the edges ei1 , · · · , eid do not form cycles. Remark that a spanning tree is not unique.
Fix a spanning tree of P̂ and let e1, · · · , ed be its edges for simplicity of notation. Thus, let ed+1, · · · , en
be the remaining edges of P̂ . For a cycle C = (pk1 , · · · , pkm) in P̂ , let
X+C = {{pki, pki+1} | 1 ≤ i ≤ m, pki ≺ pki+1},
X−C = {{pki, pki+1} | 1 ≤ i ≤ m, pki+1 ≺ pki},
Y ±C = X
±
C ∩ {e1, · · · , ed}, and Z
±
C = X
±
C ∩ {ed+1, · · · , en},
where pkm+1 = pk1 .
Example 2.3. We consider the Hasse diagram of P̂ and the cycle C = (p1, p2, p3, p5, p4, p0) shown in
the left hand of Figure 1. We fix the spanning tree {e2, e3, · · · , e8} of P̂ . In this situation, we have that
X+C = {e1, e2, e3}, Y
+
C = {e2, e3}, Z
+
C = {e1},
X−C = {e5, e6, e9}, Y
−
C = {e5, e6}, Z
−
C = {e9}.
0̂ = p0
1̂ = p7
e1
e2
e3
e4
e5
e6
e7
e8
e9
C
p1
p2
p3
p4
p5
p6
0̂
1̂
X+C X
−
C
0̂
1̂
Y +C
Y −C
Z+C
Z−C
Figure 1. Example of X±C , Y
±
C , Z
±
C
Let C(P ) be a convex polytope defined by
C(P ) =
(z1, · · · , zn−d) ∈ Rn−d | −|X−C |+ 1 ≤ ∑
ed+ℓ∈Z
+
C
zℓ −
∑
ed+ℓ′∈Z
−
C
zℓ′ ≤ |X
+
C | − 1
 , (2.4)
where C = (pk1 , · · · , pkm) runs over all circuits in P̂ .
Now we are ready to describe the conic divisorial ideals of a Hibi ring.
Theorem 2.4. Work with the notation as above. Then each point (z1, · · · , zn−d) ∈ C(P )∩Zn−d one-to-
one corresponds to the conic divisorial ideal of k[P ].
Remark 2.5. From the construction, we see that C(P ) depends on a choice of a spanning tree of P̂ , but
each point in C(P ) ∩ Zn−d one-to-one corresponds to the conic divisorial ideal of k[P ] no matter how we
choose a spanning tree.
Proof of Theorem 2.4. Let us fix a spanning tree e1, · · · , ed of P̂ . We sometimes denote the linear form
σei by σi for simplicity. We see that there exists a unimodular transformation φ : R
d → Rd such that
φ((−1, 0]d) = {x ∈ Rd | −1 < σi(x) ≤ 0, i = 1, · · · , d}.
In fact, when we regard each σi as a vector of Z
d, there is at most one 1 and at most one −1 in the
entry of each σi and other entries are all 0. Then the matrix whose row vectors are σ1, · · · , σd becomes
a totally unimodular matrix. Moreover, since e1, · · · , ed form a spanning tree of P̂ , we conclude that the
matrix has the determinant ±1, i.e., is a unimodular matrix. We may define φ by this matrix. Since this
φ does not change a given Hibi ring up to isomorphism, we will work with the linear form σ satisfying
−1 < σi(x) ≤ 0 for all i = 1, · · · , d.
Using the one-to-one correspondence mentioned in Lemma 2.1, we first show that (m1, · · · ,mn) ∈ Zn
that represents a conic divisorial ideal T (m1, · · · ,mn) is contained in C(P ) ∩ Z
n−d as the element of
CONIC DIVISORIAL IDEALS OF HIBI RINGS AND THEIR APPLICATIONS TO NCCRS 6
Cl(R). To show this, we consider the decomposition of the semi-open cube (−1, 0]d by the hyperplanes
Hi,m = {x ∈ Rd | σi(x) = m} for 1 ≤ i ≤ n with m ∈ Z. Let Li,m = {x ∈ Rd | m − 1 < σi(x) ≤ m}.
Since each full-dimensional cell of the decomposition is of the form
⋂n
i=1 Li,mi , where mi ∈ Z for each
1 ≤ i ≤ n, we identify each full-dimensional cell
⋂n
i=1 Li,mi of the decomposition with (m1, · · · ,mn) ∈ Z
n.
(The first step): Let Π = {x ∈ Rd | −1 < σi(x) ≤ 0, i = 1, · · · , d}. Notice that the intersection of
Π and Hi,m for 1 ≤ i ≤ d is just the boundary of Π if they intersect. Hence, in what follows, we may
discuss the decomposition of Π by the hyperplanes Hi,m for d+ 1 ≤ i ≤ n with m ∈ Z. In other words,
we only consider the cells (m1, · · · ,mn) ∈ Z
n which are of the form (0, · · · , 0︸ ︷︷ ︸
d
,md+1, · · · ,mn) ∈ Z
n.
(The second step): We determine the possible (md+1, · · · ,mn) ∈ Zn−d such that Π ∩
⋂n
i=d+1 Li,mi
defines a full-dimensional cell.
Fix e = ei ∈ {ed+1, · · · , en}. Since e1, · · · , ed form a spanning tree of P̂ , there should exist a unique
cycle C = (pk1 , · · · , pkm) in P̂ with e = {pkj , pkj+1} for some 1 ≤ j ≤ m and {pkℓ , pkℓ+1} ∈ {e1, · · · , ed}
for every 1 ≤ ℓ ≤ m with ℓ 6= j, where pkm+1 = pk1 . Namely, Z
+
C ∪ Z
−
C = {{pkj , pkj+1}}. Without loss of
generality, we assume e ∈ Z+C . Now, we can easily see that
∑
f∈X+C
σf =
∑
f ′∈X−C
σf ′ by the definition
of σf , σf ′ and X
±
C . Thus, we obtain σe =
∑
f ′∈Y −C
σf ′ −
∑
f∈Y +C
σf . Recall that for each x ∈ Π, one has
−1 < σi(x) ≤ 0 for 1 ≤ i ≤ d. Thus, we obtain that −|Y
−
C | < σe(x) < |Y
+
C |. Hence, there exists x ∈ Π
withm−1 < σe(x) ≤ m (i.e., x ∈ Π∩Li,m) if and only if −|Y
−
C |+1 ≤ m ≤ |Y
+
C |. This means that each cell
corresponding to (0, · · · , 0,md+1, · · · ,mn) ∈ Zn satisfies −|Y
−
C |+1 = −|X
−
C |+1 ≤ mi ≤ |X
+
C |−1 = |Y
+
C |.
(The third step): We then consider a cycle C = (pk1 , · · · , pkm) in P̂ with |Z
+
C ∪ Z
−
C | ≥ 2, and hence a
cycle C is different from the one in the second step. Since
∑
f∈Y +C ∪Z
+
C
σf (x) =
∑
f ′∈Y −C ∪Z
−
C
σf ′(x), one
has
∑
f∈Z+C
σf (x) −
∑
f ′∈Z−C
σf ′(x) =
∑
f ′∈Y −C
σf ′(x) −
∑
f∈Y +C
σf (x). Similar to the discussion in the
second step, we have
−|Y −C | <
∑
f∈Z+C
σf (x)−
∑
f ′∈Z−C
σf ′(x) < |Y
+
C |.
On the other hand, it follows from the second step that we have∑
eℓ∈Z
+
C
mℓ −
∑
eℓ′∈Z
−
C
mℓ′ − |Z
+
C | <
∑
f∈Z+C
σf (x) −
∑
f ′∈Z−C
σf ′(x) <
∑
eℓ∈Z
+
C
mℓ −
∑
eℓ′∈Z
−
C
mℓ′ + |Z
−
C |.
Hence, by these two inequalites, we obtain that
−|Y −C | − |Z
−
C | <
∑
eℓ∈Z
+
C
mℓ −
∑
eℓ′∈Z
−
C
mℓ′ < |Y
+
C |+ |Z
+
C |,
which is equivalent to
−|X−C |+ 1 ≤
∑
eℓ∈Z
+
C
mℓ −
∑
eℓ′∈Z
−
C
mℓ′ ≤ |X
+
C | − 1.
This means that each cell (0, · · · , 0,md+1, · · · ,mn) ∈ Zn satisfies this inequality.
(The fourth step): We will prove that each inequality for a cycle that is not a circuit always comes from
the ones for circuits. This means that we may only consider the inequalites obtained in the second and
third steps for circuits. Let C = (pk1 , . . . , pkm) be a cycle in P̂ that is not a circuit. Thus, there exists
an edge {pka , pkb} of P̂ such that 1 ≤ a < b ≤ m with b− a > 1 and (a, b) 6= (1,m). Assume pka ≺ pkb .
Let C1 = (pk1 , . . . , pka , pkb , . . . , pkm) and C2 = (pka , pka+1 , . . . , pkb). Then C1 and C2 are cycles and we
see that {pka , pkb} ∈ X
+
C1
∩X−C2 , X
+
C = X
+
C1
∪X+C2 \ {{pka , pkb}} and X
−
C = X
−
C1
∪ X−C2 \ {{pka , pkb}}.
Thus, |X+C | = |X
+
C1
|+ |X+C2 | − 1 and |X
−
C | = |X
−
C1
|+ |X−C2 | − 1. Hence, by summing up two inequalities
− |X−C1 |+ 1 ≤
∑
ed+ℓ∈Z
+
C1
zℓ −
∑
ed+ℓ′∈Z
−
C1
zℓ′ ≤ |X
+
C1
| − 1 and
− |X−C2 |+ 1 ≤
∑
ed+ℓ∈Z
+
C2
zℓ −
∑
ed+ℓ′∈Z
−
C2
zℓ′ ≤ |X
+
C2
| − 1,
we obtain the inequality for C.
(The fifth step): Therefore, from the second and the third steps together with the fourth step, we see
that if each (0, · · · , 0,md+1, · · · ,mn) ∈ Z
n defines a full-dimensional cell, then (z1, · · · , zn−d) satisfies
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the conditions described in (2.4) as required, where we identify each (0, · · · , 0,md+1, · · · ,mn) ∈ Zn with
(z1, · · · , zn−d) ∈ Zn−d by md+j = zj.
Next, we show the converse, that is, we show that a divisorial ideal T (m1, · · · ,mn) contained in
C(P )∩Zn−d as the element of Cl(R) actually determines a conic one. In order to achieve this, we identify
T (m1, · · · ,mn) with the divisor −
∑n
i=1miDi, and show that −mi ∈ (−1, 0] for any i = 1, · · · , n when we
consider −
∑
miDi as the element of Cl(R)R (see Lemma 2.1). Let
∑n
i=1miDi be the divisor in Cl(R)R
corresponding to −
∑n
i=1miDi. Thus, mi + mi = σi(x) holds for any i = 1, · · · , n and some x ∈ R
d.
Using the unimodular transformation φ discussed in the beginning of this proof, we may assume that
σi(x) = xi for i = 1, · · · , d where x = (x1, · · · , xd). Thus, if we take x ∈ Rd such that mi = pxiq, then
xi−mi = mi ∈ (−1, 0] holds for all i = 1, · · · , d. Since conic divisorial ideals are determined by elements
in MR/M, we may assume xi = mi. In the following, we use this x ∈ (−1, 0]d, especially −1 < σi(x) ≤ 0
holds for all i = 1, · · · , d.
For any ej ∈ {ed+1, · · · , en}, by the same argument as in the second step, we see that mj − 1 <
σej (x) ≤ mj if and only if
− |X−Cj |+ 1 ≤ mj ≤ |X
+
Cj
| − 1 (2.5)
for a certain cycle Cj . Since we are considering mj ’s satisfying the condition (2.4) for all circuits, the
condition (2.5) holds. (Recall that the inequality arising from a cycle C is obtained by combining the
ones arising from circuits as we noted in the fourth step.) Thus, we have that mj − 1 < σej (x) ≤ mj,
and hence mj ∈ (−1, 0] holds. 
For the convenience, we describe the full-dimensional cell corresponding to (m1, · · · ,mn−d) ∈ C(P ) ∩
Zn−d. We set the region consisting of those (y1, · · · , yd) ∈ Rd satisfying the following inequalities:
• −1 < yi ≤ 0 for 1 ≤ i ≤ d;
• mj − 1 <
∑
eℓ′∈Y
−
C
yℓ′ −
∑
eℓ∈Y
+
C
yℓ ≤ mj for 1 ≤ j ≤ n − d, where C = (pk1 , · · · , pkm) is a unique
cycle in P̂ with {pkm , pk1} = ed+j, pkm ≺ pk1 and Z
+
C ∪ Z
−
C = {ed+j}.
Then by the final part of the proof of Theorem 2.4, this is the corresponding full-dimensional cell.
Example 2.6. Let t ≥ 2. Given positive integers r1, · · · , rt, we consider a disjoint union of chains, i.e.,
a poset P = {pi,j | 1 ≤ i ≤ t, 1 ≤ j ≤ ri} equipped with the partial order pi,1 ≺ · · · ≺ pi,ri for each
1 ≤ i ≤ t (see Figure 2). Let ei,j = {pi,j−1, pi,j} be the edge of P̂ for 1 ≤ i ≤ t and 1 ≤ j ≤ ri + 1,
where pi,0 (resp. pi,ri+1) denotes 0ˆ (resp. 1ˆ) for every i. Then, we see that the Hibi ring arising from
P is isomorphic to the Segre product of polynomial rings #ki=1k[xi,1, · · · , xi,ri+1]. In addition, the class
group is isomorphic to Zt−1 which is generated by divisors De1,1 , · · · ,Det−1,1 .
e1,1
e1,2
e1,3
e1,r1
e1,r1+1
e2,1
e2,2
e2,3
e2,r2
e2,r2+1
et−1,1
et−1,2
et−1,3
et−1,rt−1
et−1,rt−1+1
et,1
et,2
et,3
et,rt
et,rt+1
0̂
1̂
p1,1
p1,2
p1,3
p1,r1
p2,1
p2,2
p2,3
p2,r2
pt−1,1
pt−1,2
pt−1,3
pt−1,rt−1
pt,1
pt,2
pt,3
pt,rt
Figure 2.
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The set of the edges
{ei,j | 1 ≤ i ≤ t, 2 ≤ j ≤ ri + 1} ∪ {et,1}
described by red line in Figure 2 is a spanning tree of P̂ . Fix this spanning tree. Then, we can see that
C(P ) = {(z1, · · · , zt−1) ∈ R
t−1 | − rt ≤ zi ≤ ri for 1 ≤ i ≤ t− 1, (2.6)
− rj ≤ zi − zj ≤ ri for 1 ≤ i < j ≤ t− 1}.
In fact, since every cycle of P̂ is of the form Ck,ℓ = (pk,1, pk,2, · · · , pk,rk+1, pℓ,rℓ , · · · , pℓ,1, pℓ,0), where
1 ≤ k < ℓ ≤ t, one has
Z+Ck,ℓ = {ek,1}, Z
−
Ck,ℓ
=
{
{eℓ,1}, if ℓ ≤ t− 1,
∅ if ℓ = t
and
|X+Ck,ℓ | = rk + 1 and |X
−
Ck,ℓ
| = rℓ + 1 for 1 ≤ k < ℓ ≤ t.
Hence, we obtain the inequalites given in (2.6).
Moreover, from the above description, the full-dimensional cell in R
∑t
i=1 ri+1 corresponding to each
point (m1, · · · ,mt−1) ∈ C(P ) ∩ Zt−1 is given by{
(y′, yi,j)1≤i≤t,1≤j≤ri ∈ R
∑t
i=1 ri+1 | − 1 < y′ ≤ 0, −1 < yi,j ≤ 0, (2.7)
mi − 1 < y
′ +
rt∑
j=1
yt,j −
ri∑
j′=1
yi,j′ ≤ mi for 1 ≤ i ≤ t− 1
}
.
3. Non-commutative crepant resolutions of Segre products of polynomial rings
In this section, we assume that k is an algebraically closed field of characteristic zero. First, we recall
the definition of non-commutative (crepant) resolutions [VdB2, DITV].
Definition 3.1. Let A be a CM ring, and M be a non-zero reflexive A-module. Let E := EndA(M).
(1) We say that E is a non-commutative resolution (= NCR) of A orM gives an NCR of A if gl.dimE <
∞.
(2) We say that E is a non-commutative crepant resolution (= NCCR) of A or M gives an NCCR of A
if gl.dimEp = dimAp for all p ∈ SpecA and E is an MCM A-module.
In addition, we say that an NC(C)R E = EndA(M) is splitting if M is a finite direct sum of rank one
reflexive A-modules after [IN].
Remark 3.2. (1) When A is a Gorenstein normal domain, we can relax Definition 3.1(2). That is, E is
an NCCR of A if and only if gl.dimE <∞ and E is an MCM A-module (see [IW, Lemma 2.23]).
(2) A splitting NCCR is also called “toric” NCCR when A is a toric ring (see [Boc]).
The existence of NC(C)Rs and properties of rings admitting NC(C)Rs have been investigated several
papers. Here, we only mention results regarding NC(C)Rs of toric rings. A toric ring defined by a
simplicial cone is considered as a quotient singularity associated with a finite abelian group, in which
case an NCCR is given by the skew group algebra (see e.g., [VdB2, IW]), and this is equivalent to the
condition that a given ring admits a “steady” splitting NC(C)R [IN]. For a 3-dimensional Gorenstein
toric ring, an NCCRs can be obtained from consistent dimer models (see e.g., [Bro, IU]). As we saw in
Theorem 1.2(2), Sˇpenko and Van den Bergh showed that any toric ring admits an NCR, which is given
by conic divisorial ideals. Thus, we immediately have the following.
Corollary 3.3. Let R be a Hibi ring. Let MC be a direct sum of all conic divisorial ideals, that is, MC
is a direct sum of divisorial ideals satisfying the condition given in Theorem 2.4. Then, EndR(MC) is an
NCR of R.
We note that MC rarely gives an NCCR, because it is too big to allow EndR(MC) to be an MCM R-
module. Sˇpenko and Van den Bergh gave NCCRs of a Gorenstein toric ring R by considering the direct
sum of a part of conic divisorial ideals under the assumption that R is given via a “quasi-symmetric”
representation (see [SˇpVdB1, Theorem 1.6.2]). Also, they showed the existence of NCCRs for some toric
rings from another point of view [SˇpVdB2].
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Our result in the previous section enables us to construct NCCRs for some Hibi rings, even if those do
not satisfy the quasi-symmetric condition. Let R be a Hibi ring whose class group is Cl(R) ∼= Zn−d. In
what follows, we observe NCCRs using methods in [SˇpVdB1] heavily. To clarify the difference between
our settings and those in [SˇpVdB1], we rewrite R as the ring of invariants under the action of G :=
Hom(Cl(R), k×) ∼= (k×)n−d on S, where S := k[x1, · · · , xn] that gives the embedding R →֒ S via σ
in (2.1). Let X(G) be the character group of G. Especially, we see that Cl(R) ∼= X(G). (Using this
identification, we will use the same symbol for both of a character and the corresponding weight.) When
we consider the prime divisor Di on SpecR as the element in X(G) via the surjection in (2.1), we denote it
by βi. Let Vχ be the irreducible representation corresponding to a character χ ∈ X(G), and letW = ⊕iVβi
(we sometimes identify χ with Vχ). Then, the symmetric algebra S(W ) of the G-representation W is
isomorphic to S, and this induces the action of the algebraic torus G on S. That is, g ∈ G acts on xi as
g · xi = βi(g)xi. This action is generic (see [SˇpVdB1, Definition 1.3.4]), and gives the Cl(R)-grading on
S, and the degree zero part coincides with the G-invariant components. Especially, we have that R = SG
(see e.g., [BG1, Theorem 2.1]). Also, we say that W is quasi-symmetric if for every line ℓ ⊂ X(G)R
factoring through the origin, we have
∑
βi∈ℓ
βi = 0. If W is quasi-symmetric, then R = S
G is Gorenstein.
We then rewrite conic divisorial ideals in terms of modules of covariants (cf. [SˇpVdB1, Section 11.6]).
For a character χ ∈ X(G), we call an R-module with the form Mχ := (S ⊗k Vχ)G module of covariants,
which is generated by f ∈ S with g · f = χ(g)f for any g ∈ G. Especially, for χ =
∑
i aiDi ∈ X(G)
we see that T (a1, · · · , an) = M−χ (we sometimes denote T (a1, · · · , an) by T (χ)). As we mentioned in
Lemma 2.1, a conic divisorial ideal corresponds to a divisor
∑
i δiDi with (δi)i ∈ (−1, 0]
n in Cl(R)R, and
this corresponds to the character
∑
i δiβi ∈ X(G)R. We say that a character χ ∈ X(G) is strongly critical
with respect to β1, · · · , βn if χ =
∑
i aiβi satisfies ai ∈ (−1, 0] for all i in X(G)R. Therefore, we see that
a conic divisorial ideal is precisely a module of covariants associated with a strongly critical character.
Following [SˇpVdB1, Section 11], we also introduce several notations. Let A = mod(G,S) be the
category of finitely generated (G,S)-module (i.e., G-equivariant S-modules). We define the (G,S)-module
Pχ := Vχ ⊗k S. Any projective generator of A is given by Pχ with χ ∈ X(G). For a finite subset L of
X(G), we set
PL :=
⊕
χ∈L
Pχ and ΛL := EndA(PL).
In addition, for χ ∈ X(G) we set PL,χ := HomA(PL, Pχ). If χ ∈ L, we see that PL,χ is a right pro-
jective ΛL-module by projectivization [ARS, II. 2.1]. Since the functor (−)G : ref(G,S) → ref(R) gives
equivalence (see e.g., [SˇpVdB1, Lemma 4.1.3], [Has, Section 11]), we see that
HomA(Pχi , Pχj )
∼= (Homk(Vχi , Vχj )⊗k S)
G ∼= HomR(P
G
χi , P
G
χj ) = HomR(Mχi ,Mχj ).
Thus, to consider the global dimension of EndR(P
G
L ), we may only discuss that of ΛL. The following two
lemmas are crucial to check the finiteness of the global dimension.
Lemma 3.4 (see [SˇpVdB1, Lemma 11.1.1]). One has that gl.dimΛL <∞ if and only if proj.dimΛLPL,χ <
∞ for all χ ∈ X(G).
Let Y(G) be the group of one-parameter subgroups of G, which is isomorphic to Zn−d. We say that
χ ∈ X(G) is separated from L by λ ∈ Y(G)R if 〈λ, χ〉 < 〈λ, µ〉 for any µ ∈ L.
Let Kλ be the subspace of W spanned by representations corresponding to βij with 〈λ, βij 〉 > 0, and
let dλ := dimkKλ. Consider the Koszul resolution:
0 −→ ∧dλKλ ⊗k S −→ ∧
dλ−1Kλ ⊗k S −→ · · · −→ S −→ S(W/Kλ) −→ 0.
Applying (χ⊗k −) = (Vχ ⊗k −) to this, we have the exact sequence Cλ,χ:
0 −→ (χ⊗k ∧
dλKλ)⊗k S
δdλ−→ (χ⊗k ∧
dλ−1Kλ)⊗k S
δdλ−1
−→ · · ·
δ1−→ χ⊗k S −→ χ⊗k S(W/Kλ) −→ 0. (3.1)
We note that for p = 1, · · · , dλ the (G,S)-module (χ ⊗k ∧pKλ) ⊗k S is decomposed as the direct sum
of (G,S)-modules Pµ of the form µ = χ + βi1 + · · · + βip where {i1, · · · , ip} ⊂ {1, · · · , n}, ij 6= ij′ if
j 6= j′, and 〈λ, βij 〉 > 0. Let CL,λ,χ be the complex obtained by applying HomA(PL,−) to Cλ,χ. Then
the following lemma holds. We remark that HomA(PL, χ⊗k S(W/Kλ)) = 0 in this situation, and these
kinds of arguments also hold for any toric rings which are not necessarily Hibi rings.
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Lemma 3.5 (see [SˇpVdB1, Lemma 11.2.1]). Suppose that χ ∈ X(G) is separated from L by λ ∈ Y(G)R.
Then, the complex CL,λ,χ is acyclic. In addition, the 0-th term of CL,λ,χ is PL,χ and for p = 1, · · · , dλ
the −p-th term is the direct sum of PL,µ of the form
µ = χ+ βi1 + · · ·+ βip
where {i1, · · · , ip} ⊂ {1, · · · , n}, ij 6= ij′ if j 6= j′, and 〈λ, βij 〉 > 0.
3.1. Construction of NCCRs for Segre products of polynomial rings. In this subsection, we
observe an NCCR for the Segre products of polynomial rings, which are realized as Hibi rings. First,
we remark that a ring admitting an NCCR is Q-Gorenstein (see [DITW, Theorem 1.1]). Since the class
group of a Hibi ring is a free abelian group, a Hibi ring admitting an NCCR is Gorenstein. We recall that
Gorenstein Hibi rings arise from pure posets ([Hibi]). For the case of the Segre product of polynomial
rings, we see that it is Gorenstein if and only if polynomial rings have the same variables.
Let R = S1#S2# · · ·#St be the Segre product of r-dimensional polynomial rings, where r ≥ 2. This is
realized as the Hibi ring associated with the pure poset shown in Figure 3, and we have that Cl(R) ∼= Zt−1
(see Example 2.6). Let G = Hom(Cl(R), k×). Then, we see that R = SG where S = S(W ) is a polynomial
ring with tr variables arising from the representation W =
⊕tr
s=1 Vβs . Here, βs ∈ X(G)
∼= Zt−1 is the
character corresponding to a prime divisor Ds on SpecR. We see that by the relations (2.3) each βj takes
the form β¯i = (0, · · · , 0,
i
1ˇ, 0, · · · , 0) ∈ Zt−1 for i = 1, · · · , t − 1 or β¯t = (−1, · · · ,−1), and each of these
has the multiplicity r.
We easily see that W is quasi-symmetric if and only if t = 2, in which case covered by [SˇpVdB1], and
also studied in [Kuz] using tilting bundles. We can obtain NCCRs for other Segre products of polynomial
rings combining Theorem 2.4 and arguments in [SˇpVdB1].
0̂
1̂
r − 1
vertices
t columns
Figure 3.
We see that by Theorem 2.4 (see also Example 2.6) conic divisorial ideals of R are represented
C(R) = {(c1, · · · , ct−1) ∈ Cl(R) | − (r − 1) ≤ ci ≤ r − 1 for 1 ≤ i ≤ t− 1,
− (r − 1) ≤ ci − cj ≤ r − 1 for 1 ≤ i < j ≤ t− 1}
as elements in Cl(R) ∼= X(G). We then set
L := {c = (c1, · · · , ct−1) ∈ C(R) | 0 ≤ ci ≤ r − 1 for any i = 1, · · · , t− 1}, (3.2)
and this finite set gives an NCCR of R as follows.
Theorem 3.6. Let R be the Segre product of r-dimensional polynomial rings as above. Let
ML :=
⊕
χ∈L
Mχ =
⊕
χ∈L
T (−χ),
where L is a finite set (3.2). Then, EndR(ML) is an NCCR of R. (Remark that this NCCR is splitting
and the number of non-isomorphic direct summands of ML is r
t−1.)
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Proof. We set
Σ :=
{
tr∑
s=1
asβs | as ∈ (−1, 0]
}
⊂ X(G)R.
That is, an element in Σ is a strongly critical character. Thus, identifying elements in Σ with certain
elements in X(G), we see that X(G) ∩ Σ coincides with C(R). Let
L˜ := {c = (c1, · · · , ct−1) ∈ C(R) | −(r − 1) ≤ ci ≤ r − 1 for any i = 1, · · · , t− 1}.
We note that L ⊂ C(R) = X(G) ∩ Σ ⊂ L˜. Furthermore, we set
L˜j := {c = (c1, · · · , ct−1) ∈ L˜ | cj+1 ≥ 0, · · · , ct−1 ≥ 0}
for 0 ≤ j ≤ t− 1. Note that L = L˜0 ⊂ L˜1 ⊂ · · · ⊂ L˜t−1 = L˜. For 1 ≤ k ≤ r − 1, let
L˜j(k) := {c = (c1, · · · , ct−1) ∈ L˜j | cj ≥ −k}.
In the following, we show the finiteness of the global dimension of EndR(ML). To show this, we
may only consider ΛL = EndA(
⊕
χ∈L Pχ), and check that proj.dimΛLPL,χ < ∞ for any χ ∈ X(G) by
Lemma 3.4. We first show that proj.dimΛLPL,χ < ∞ for any χ ∈ L˜. We prove this assertion by the
induction on j and k. (We remark that L˜ = L˜t−1(r − 1).)
For any χ ∈ L˜j \ L˜j−1, let λ = (0, · · · , 0,
j
1ˇ, 0, · · · , 0). Then, we can see that
〈λ, χ〉 < 0 ≤ 〈λ, χ′〉 for any χ′ ∈ L.
Hence, χ is separated from L by λ, and we have that 〈λ, β¯j〉 > 0 and 〈λ, β¯i〉 ≤ 0 for any i 6= j.
(The case j = 1): For any χ ∈ L˜1(1) \ L, we see that χ + βi1 + · · · + βip ∈ L, where βi1 = · · · =
βip = β¯1 and 1 ≤ p ≤ r. Hence, by Lemma 3.5 we have that proj.dimΛLPL,χ < ∞. We then assume
that proj.dimΛLPL,χ < ∞ for any χ ∈ L˜1(k). Then, for any χ
′ ∈ L˜1(k + 1) \ L˜1(k), we see that
χ′+βi1+· · ·+βip ∈ L˜1(k). Hence, proj.dimΛLPL,χ′ <∞ by Lemma 3.5. Therefore, proj.dimΛLPL,χ <∞
for any χ ∈ L˜1.
(The case j > 1): We assume that proj.dimΛLPL,χ < ∞ for any χ ∈ L˜j−1 with j ≥ 2. For any
χ ∈ L˜j(1) \ L˜j−1, we see that χ + βi1 + · · · + βip ∈ L˜j−1, where βi1 = · · · = βip = β¯j and 1 ≤ p ≤ r.
Hence, by Lemma 3.5 we have that proj.dimΛLPL,χ < ∞. We then assume that proj.dimΛLPL,χ < ∞
for any χ ∈ L˜j(k). Then, for any χ
′ ∈ L˜j(k+ 1) \ L˜j(k), we see that χ
′ + βi1 + · · ·+ βip ∈ L˜1(k). Hence,
proj.dimΛLPL,χ′ <∞ by Lemma 3.5. Therefore, proj.dimΛLPL,χ <∞ for any χ ∈ L˜j .
Consequently, we obtain that proj.dimΛLPL,χ < ∞ for any χ ∈ L˜t−1(r − 1) = L˜, and so is for any
χ ∈ X(G)∩Σ in particular. If we assume that gl.dimΛL =∞, then by Lemma 3.4 there exists χ ∈ X(G)
such that proj.dimΛLPL,χ = ∞, and this χ should be in X(G) \ L˜ ⊂ X(G) \ X(G) ∩ Σ by the above
observation. Using the same argument as in [SˇpVdB1, subsection 11.3], we can conclude that this is a
contradiction.
In order to show that EndR(ML) is an NCCR, we have to show that EndR(ML) is an MCM R-module
(see Remark 3.2). This follows from Lemma 3.7 and 3.8 below. 
To complete the proof of Theorem 3.6, we prove the following Lemmas.
Lemma 3.7. For any χ, χ′ ∈ L, we have that χ− χ′ ∈ L˜.
Proof. For a > 0, it is enough to show that {α− α′ | α, α′ ∈ [0, a]d} ⊂ [−a, a]d and this is obvious. 
Before moving to another lemma, we note that using β¯1, · · · , β¯t each character χ ∈ X(G) is described
as χ =
∑t
i=1 ciβ¯i. It is known that a module of covariants Mχ is a rank one MCM R-module if and only
if for any permutation i1, · · · , it of 1, · · · , t, 0 ≤ cij+1 − cij ≤ r − 1 holds for 1 ≤ j ≤ t − 1 (see [Bru,
Section 2]). Here, (c1, · · · , ct) ∈ Zt can be identified with (c1− ct, · · · , ct−1− ct) ∈ Cl(R) via the relation
β¯t = −(β¯1 + · · ·+ β¯t−1).
Lemma 3.8. For any χ ∈ L˜, we see that Mχ is a rank one MCM R-module.
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Proof. We may write χ =
∑t
i=1 ciβ¯i as χ = (x1, · · · , xt−1) with xi−xj = ci− cj for any 1 ≤ i 6= j ≤ t−1
and ±xi = ±(ci − cj). For any χ ∈ L˜, we have that −(r − 1) ≤ xi ≤ r − 1 for all i, and there exist a
certain permutation i1, · · · , it−1 of 1, · · · , t− 1 and 0 ≤ ℓ ≤ t− 1 such that
−(r − 1) ≤ xi1 ≤ xi2 ≤ · · · ≤ xiℓ ≤ 0 ≤ xiℓ+1 ≤ · · · ≤ xit−1 ≤ r − 1.
Consider the sequence i1, · · · , iℓ, t, iℓ+1, · · · , it−1 of 1, · · · , t.
• For each 1 ≤ j ≤ ℓ− 1, since 0 ≤ xij+1 −xij ≤ −xij ≤ r− 1 and xij+1 −xij = cij+1 − cij , we have
0 ≤ cij+1 − cij ≤ r − 1.
• For each ℓ+ 1 ≤ j ≤ t− 1, since 0 ≤ xij+1 − xij ≤ xij+1 ≤ r − 1 and xij+1 − xij = cij+1 − cij , we
have 0 ≤ cij+1 − cij ≤ r − 1.
• We see that 0 ≤ −xiℓ = ct − ciℓ ≤ r − 1 and 0 ≤ xiℓ+1 = ciℓ+1 − ct ≤ r − 1.
Therefore, χ =
∑t
i=1 ciβ¯i satisfies the condition that (c1, · · · , ct) corresponds to a rank one MCM R-
module. 
In this manner, we can obtain an NCCR EndR(ML) of Segre products of polynomial rings. Using this
module ML, we also obtain other modules giving NCCRs as follows. In the next section, we will give
essentially different NCCRs using “mutation”.
Corollary 3.9. Let the notation be the same as Theorem 3.6. For each divisorial ideal I of R, (ML⊗RI)
∗∗
gives an NCCR of R.
Proof. This follows from the fact EndR((ML ⊗R I)∗∗) ∼= EndR(ML). 
Example 3.10. Suppose that R is the Segre product of polynomial rings with r = 3, t = 3, in which
case we have that Cl(R) ∼= Z2. In the following figure, each dot represents a divisorial ideal that is an
MCM R-module, and the ones contained in the gray region correspond to conic classes in particular.
Furthermore, the red ones correspond to elements in L, especially the red × represents the origin (0, 0).
Therefore, these gives an NCCR of R.
4. Mutations of NCCRs for toric rings
In the previous section, we construct an NCCR of the Segre product of polynomial rings R =
S1#S2# · · ·#St. In this section, we introduce the operation called mutation, and we can obtain an-
other module giving NCCRs from a given one via this operation. Especially, we will define the mutation
for (L, χ, λ) where L ⊂ X(G) is a finite set giving an NCCR, and χ ∈ L is a character separated from
L\{χ} by a certain one parameter subgroup λ. Although, our main interest lies in the Segre product of
polynomial rings, the following argument is valid for any complete local Gorenstein toric ring admitting
NCCRs. Thus, R denotes such a toric ring in the rest of this section. We remark that Krull-Schmidt
theorem holds in our situation.
We first consider an R-module M =
⊕
i∈I Mi where I = {1, · · · , n}. We assume that M is basic,
that is, Mi’s are mutually non-isomorphic. Following [IW, Section 6], we define the mutation of M at
i ∈ I. For each i ∈ I, we set MI\{i} =
⊕
j∈I\{i}Mj. We say that a morphism ϕ : N → Mi is a right
(addRMI\{i})-approximation of Mi if N ∈ addRMI\{i} and
HomR(MI\{i}, N)
ϕ·
−→ HomR(MI\{i},Mi)
is surjective. In addition, we say that ϕ is minimal if φ ∈ EndR(N) satisfies ϕ·φ = ϕ, then φ is an
automorphism, equivalently if non-zero direct summands of N are not mapped to zero via ϕ. Since
(addRMI\{i}) is contravariantly finite and R is complete, a minimal right (addRMI\{i})-approximation ϕ
exists and is unique up to isomorphism. We then define the right mutation µ+i of M at i as
µ+i (M) :=MI\{i} ⊕Kerϕ.
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Also, we define the left mutation µ−i of M at i ∈ I as µ
−
i (M) := (µ
+
i (M
∗))∗ where (−)∗ is the R-dual.
These are mutually inverse operations, that is, we have µ−i (µ
+
i (M)) = M and µ
+
i (µ
−
i (M)) = M (see
[IW, Proposition 6.5]). By [IW, Theorem 6.10], if M gives an NCCR of R, then so do µ+i (M) and
µ−i (M). Furthermore, EndR(M), EndR(µ
+
i (M)) and EndR(µ
−
i (M)) are all derived equivalent (see [IW,
Theorem 6.8]).
Then, we apply the above mutation to the R-module ML =
⊕
η∈LMη where L is a finite subset of
X(G) which is not necessarily equal to the one used in Theorem 3.6. Especially, by combining several
mutations, we introduce the mutation of ML at χ ∈ L with respect to a certain one parameter subgroup
λ ∈ Y(G)R. To define this, the acyclic complex appearing in Lemma 3.5 is the main ingredient. We first
set PL\χ =
⊕
η∈L\{χ} Pη, and consider the complex Cλ,χ given in (3.1). Let CL\χ,λ,χ be the complex
obtained by applying HomA(PL\χ,−) to Cλ,χ.
Here, we consider a one parameter subgroup λ ∈ Y(G)R satisfying the following conditions:
(Y1) λ separates χ ∈ X(G) from a finite set M⊂ X(G).
(Y2) For all p = 1, · · · , dλ−1, one has χ+ βi1 + · · ·+ βip ∈ M where {i1, · · · , ip} ⊂ {1, · · · , n}, ij 6= ij′
if j 6= j′, and 〈λ, βij 〉 > 0.
Let YM,χ be the set of one parameter subgroups satisfying the above conditions (Y1) and (Y2). We
remark that sometimes such a one parameter subgroup λ ∈ YM,χ does not exist for a given χ. Using
these, we have the following theorem.
Theorem 4.1. Let R be a complete local Gorenstein toric ring and ML =
⊕
η∈LMη be a module giving
a splitting NCCR of R. We pick a character χ ∈ L. If there exists a one parameter subgroup λ ∈ YL\χ,χ,
then ML\χ ⊕Mν also gives a splitting NCCR of R where
ν = χ+ βi1 + · · ·+ βidλ
with ij 6= ij′ if j 6= j′, and 〈λ, βij 〉 > 0 for all j = 1, · · · , dλ. Furthermore, EndR(ML) and EndR(ML\χ⊕
Mν) are derived equivalent.
Proof. Consider Cλ,χ given in (3.1). If λ ∈ YL\χ,χ, then we see that CL\χ,λ,χ is acyclic by the condition
(Y1) and Lemma 3.5. (Remark that the following arguments do not depend on a choice of λ ∈ YL\χ,χ by
Lemma 4.3 shown below.) Thus, we see that HomA(PL\χ, δ1) is surjective, and (χ⊗kKλ)⊗kS ∈ PL\χ by
the condition (Y2). Applying the functor (−)G, we can see that δG1 is a right addR(ML\χ)-approximation
of Mχ, and also see that this is minimal. Therefore, ML\χ ⊕ Ker δ
G
1 is the right mutation of ML at
Mχ. We remark that Ker δ
G
1 is not a module of covariants in general. Similarly, using the acyclicness of
CL\χ,λ,χ and the condition (Y2), we also have that δ
G
2 is a right minimal addR(ML\χ)-approximation of
Ker δG1 , and hence ML\χ ⊕ Ker δ
G
2 is the right mutation of ML\χ ⊕ Ker δ
G
1 at Ker δ
G
1 . Repeating these
processes, we finally arrive at
ML\χ ⊕Ker δ
G
dλ
=ML\χ ⊕Mν,
and this also gives an NCCR by the property of the mutation mentioned above. Furthermore, this is
splitting because dimk(χ⊗k ∧dλKλ) = 1. The derived equivalence follows from [IW, Theorem 6.8]. 
We denote µ+χ,λ(ML) := ML\χ ⊕Mν , and call this the right mutation of ML at χ with respect to
λ ∈ YL\χ,χ. We also define the left mutation as µ
−
χ,λ(ML) = (µ
+
−χ,−λ(M
∗
L))
∗.
Remark 4.2. We remark that the mutations µ±χ,λ established by combining several mutations as shown
in the proof of Theorem 4.1. Especially, if dλ > 2, then we have non-splitting NCCRs in the process of
obtaining µ±χ,λ(ML) from ML. This situation is quite different from the observation shown in [Nak].
The next lemma asserts that these mutations do not depend on a choice of λ ∈ YL\χ,χ.
Lemma 4.3. Let the notation be the same as above. For λ, λ′ ∈ YL\χ,χ, we see that 〈λ, βij 〉 > 0 if and
only if 〈λ′, βij 〉 > 0.
Proof. Suppose that βij satisfies 〈λ, βij 〉 > 0. Using the condition (Y2) for λ, we have that χ+βij ∈ L\χ.
Since λ′ separates χ from L\χ, we have that 〈λ′, χ〉 < 〈λ′, χ + βij 〉, and hence 〈λ
′, βij 〉 > 0 holds. The
converse is similar. 
We note that µ+χ,λ 6= µ
−
χ,λ in general. We also remark that even if λ ∈ YL\χ,χ, there is a case where
−λ is not in Y−(L\χ),−χ (the condition (Y2) does not hold in general), thus we can not define µ
−
χ,λ(ML)
in such a situation. Also, we encounter the vice versa situation. If we can define these, then these are
mutually inverse operations in the following sense.
CONIC DIVISORIAL IDEALS OF HIBI RINGS AND THEIR APPLICATIONS TO NCCRS 14
Proposition 4.4. Let the notation be the same as above.
(a) For a character χ ∈ L, we assume that there exists a one parameter subgroup λ1 ∈ YL\χ,χ. We
consider the character ν of the form:
ν = χ+ βi1 + · · ·+ βid
with ij 6= ij′ if j 6= j′, and 〈λ1, βij 〉 > 0 for all j = 1, · · · , d where d := dλ1 . If there exists a one
parameter subgroup −λ2 ∈ Y−(L\χ),−ν , then we have
µ−ν,λ2 (µ
+
χ,λ1
(ML)) =ML.
(b) For a character χ ∈ L, we assume that there exists a one parameter subgroup −λ1 ∈ Y−(L\χ),−χ. We
consider the character ν′ of the form:
ν′ = −χ+ β′i1 + · · ·+ β
′
id′
with ij 6= ij′ if j 6= j
′, and 〈−λ1, β
′
ij 〉 > 0 for all j = 1, · · · , d
′ where d′ := d−λ1 . If there exists a one
parameter subgroup λ2 ∈ YL\χ,ν , then we have
µ+ν,λ2 (µ
−
χ,λ1
(ML)) =ML.
Proof. (a) Let Bλ := {βi | 〈λ, βi〉 > 0}, thus Bλ1 = {βi1 , · · · , βid} by the definition. We first remark that
Bλ1 = B−λ2 holds. In fact, for γk =
∑d
j=1 βij − βik (k = 1, · · · , d), we see that χ+ γk ∈ L \ {χ} by the
condition (Y2). Thus, we have 〈−λ2,−ν〉 < 〈−λ2,−χ − γk〉, and hence 〈−λ2, βik〉 > 0. Therefore, we
have Bλ1 ⊂ B−λ2 . We also have Bλ1 ⊃ B−λ2 by a similar argument. Then, we see that
µ−ν,λ2(µ
+
χ,λ1
(ML)) =
(
µ+−ν,−λ2
((
µ+χ,λ1(ML)
)∗))∗
=
(
µ+−ν,−λ2(M
∗
L\χ ⊕M
∗
ν )
)∗
=
(
µ+−ν,−λ2(M−(L\χ) ⊕M−ν)
)∗
= (M−(L\χ) ⊕M−ν+βi1+···+βid )
∗
= (M−(L\χ) ⊕M−χ)
∗ =ML.
(b) We similarly see that B−λ1 = Bλ2 . Thus, we have
µ+ν,λ2 (µ
−
χ,λ1
(ML)) = µ
+
ν,λ2
((
µ+−χ,−λ1(M
∗
L)
)∗)
= µ+ν,λ2
((
µ+−χ,−λ1(M−L)
)∗)
= µ+ν,λ2
(
(M−(L\χ) ⊕Mν′)
∗
)
= µ+ν,λ2(ML\χ ⊕M−ν′)
=ML\χ ⊕M−ν′+β′i1+···+β
′
i
d′
=ML.

Example 4.5. Combining Theorem 3.6 and Theorem 4.1, we have several NCCRs of Segre products
of polynomial rings. For example, we consider the case of r = 2, t = 3. By Theorem 3.6, we see that
ML =
⊕
η∈LMη gives a splitting NCCR where L = {(0, 0), (1, 0), (0, 1), (1, 1)}. We pick χ = (1, 0).
Then, we see that λ = (−1, 1) ∈ YL\χ,χ. Since the weights βi satisfying 〈λ, βi〉 > 0 are only (0, 1) (with
the multiplicity two), we have that µ+χ,λ(ML) =ML\χ⊕Mν also gives a splitting NCCR by Theorem 4.1,
where ν = (1, 0) + (0, 1) + (0, 1) = (1, 2).
Repeating to apply the mutations µ±χ,λ, we have the exchange graph shown in Figure 4. In this figure,
each vertex is a splitting NCCR of R given by the direct sum of divisorial ideals represented by red
dots. Also, splitting NCCRs connected by an edge are transformed each other using µ+χ,λ and µ
−
χ,λ for
some χ ∈ X(G) and λ ∈ YL\χ,χ. Since modules giving splitting NCCRs are infinite families, we only
denote generators giving NCCRs. Here, a generator is a module containing Mχ with χ = 0 as the direct
summand.
Appendix A. Generalized F -signature of Hibi rings
In this section, we observe conic divisorial ideals from a viewpoint of commutative algebra in positive
characteristic. Especially, we investigate a certain numerical invariant which is called (generalized) F -
signature.
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Figure 4. The exchange graph of generators giving splitting NCCRs for Segre products
of polynomial rings with r = 2, t = 3
A.1. Preliminaries on commutative algebra in positive characteristic. We start with a slightly
general situation, that is, let A be a Noetherian ring of prime characteristic p > 0. We define the
Frobenius morphism F : A → A (a 7→ ap). For e ∈ N, we also define the e-times iterated Frobenius
morphism F e : A→ A (a 7→ ap
e
). For any A-moduleM , we define the A-module eM via F e. That is, eM
is just M as an abelian group, and for m ∈M we denote the corresponding element of eM by em then its
A-module structure is defined by a(em) := e(F e(a)m) = e(ap
e
m) for a ∈ A. We say that A is F -finite if
1A (and hence every eA) is a finitely generated A-module. In positive characteristic commutative algebra,
we investigate the properties of A through the structure of eA (or eM). For example, an F -finite local
ring A is regular if and only if eA is a free A-module [Kun]. Furthermore, various classes of singularities
in positive characteristic are defined via eA (see e.g., Definition A.1).
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In this subsection, we often consider the indecomposable decomposition of eA. Since taking e(−) is
compatible with the localization and the completion, we may assume that A is complete local, in which
case the Krull-Schmidt theorem holds. Thus, the indecomposable decomposition of eA is unique up to
isomorphism. In the following, we also assume that A is an F -finite domain for simplicity. Since A is
reduced in particular, we can identify eA with the A-module A1/p
e
(the A-algebra consisting of pe-th root
of elements in A) by associating ea with a1/p
e
for any a ∈ A. With this viewpoint, the e-times iterated
Frobenius morphism F e is identified with the inclusion A →֒ A1/p
e
. Then, we introduce a certain class
of rings in positive characteristic called strongly F -regular rings.
Definition A.1. We say that A is strongly F -regular if for every 0 6= c ∈ A there exists e ∈ N such that
A →֒ A1/p
e ·c1/p
e
−→ A1/p
e
(a 7→ c1/p
e
a)
splits as an A-linear morphism.
For understanding the structure of A1/p
e
, we also introduce the notion of finite F -representation type
as follows.
Definition A.2. (see [SmVdB, Yao]) We say that A has finite F -representation type (= FFRT ) by S if
there is a finite set S := {M0,M1, · · · ,Mn} of isomorphism classes of indecomposable finitely generated
A-modules such that for any e ∈ N, the A-module A1/p
e
is isomorphic to a finite direct sum of these
modules:
A1/p
e ∼=M
⊕c0,e
0 ⊕M
⊕c1,e
1 ⊕ · · · ⊕M
⊕cn,e
n for some ci,e ≥ 0 . (A.1)
Moreover, we say that a finite set S = {M0, · · · ,Mn} is the FFRT system of A if every A-module Mi
appears non-trivially in A1/p
e
as a direct summand for some e ∈ N.
Let A be a ring having FFRT by the FFRT system S = {M0,M1, · · · ,Mn}. In order to detect the
asymptotic behavior of the decomposition (A.1), we consider the limit
s(Mi, A) := lim
e→∞
ci,e
ped
(i, j = 0, 1, · · · , n).
This numerical invariant was derived from the study in [SmVdB], and the existence of the limit is
guaranteed under the assumption A has FFRT (see [Yao, Theorem 3.11]). Furthermore, s(Mi, A) is a
positive rational number if A has FFRT and is strongly F -regular (see [SmVdB, Proposition 3.3.1]).
We remark that if Mi = A for some i (e.g., the case where A is strongly F -regular), then s(Mi, A) is
nothing else but the F -signature of A introduced in [HL], and denoted by s(A). The existence of the
F -signature was proved under more general settings in [Tuc], and the positivity of s(A) characterizes
the strong F -regularity (see [AL]). Following [HN], we call s(Mi, A) the generalized F -signature of Mi
(with respect to A). This numerical invariant was also investigated in [Bru, HN, HS]. We can consider
the A-module M
1/pe
j and its asymptotic behavior in a similar way. Then, we also define the generalized
F -signature of Mi with respect to Mj which is denoted by s(Mi,Mj). It is known that this satisfies
s(Mi,Mj) = (rankAMj) · s(Mi, A) (see [SmVdB, Proposition 3.3.1.]).
We note some properties of the generalized F -signature used in the next subsection.
Proposition A.3. Suppose that A is a strongly F -regular local ring. Let ωA be the canonical module of
A, and (−)∨ = HomA(−, ωA) be the canonical dual.
(a) We have that ωA ∈ addA(A1/p
e
) for sufficiently large e≫ 0.
(b) For a finitely generated A-module M , we see that M ∈ addA(A1/p
e
) if and only if M∨ ∈ addA(A1/p
f
)
for some e, f ∈ N.
(c) Furthermore, we assume that A has FFRT by the FFRT system {M0,M1, · · · ,Mn}. Then, we see
that s(Mi, A) = s(M
∨
i , A) for any i = 0, 1, · · · , n.
Proof. (a) If A is Gorenstein, the assertion is trivial. Thus, we assume that A 6∼= ωA. Let ce be the
maximal rank of a free A-module appearing in the decomposition of ω
1/pe
A . Then, by Theorem [Tuc,
Theorem 4.11], we see that lim
e→∞
ce
ped
= (rankA ωA)s(A) = s(A). Since A is strongly F -regular, we have
that s(A) > 0, and hence ce > 0 for sufficiently large e≫ 0 in particular. Therefore, A appears in ω
1/pe
A
as the direct summand. Taking the canonical dual (−)∨, we have that
A1/p
e ∼= (ω
1/pe
A )
∨ ∼= (A⊕ce ⊕Ne)
∨ ∼= ω⊕ceA ⊕N
∨
e ,
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where Ne has no free direct summands. Thus, we have the conclusion.
(b) First, we assume that M ∈ addA(A1/p
e
). By applying the canonical dual, we have M∨ ∈
addA(ω
1/pe
A ). By (a), we have that ωA ∈ addA(A
1/pe
′
) for some e′ ∈ N. Therefore, we have M∨ ∈
addA(ω
1/pe
A ) ⊂ addA(A
1/pe+e
′
). The converse also holds by the duality.
(c) By (b), we see that Mi,M
∨
i ∈ addA(A
1/pe ) for sufficiently large e≫ 0. Let ce(Mi) (resp. ce(M∨i ))
be the maximal rank of Mi (resp. M
∨
i ) appearing in the decomposition of A
1/pe . Similarly, let de(Mi)
(resp. de(M
∨
i )) be the maximal rank of Mi (resp. M
∨
i ) appearing in the decomposition of ω
1/pe
A . Since
A1/p
e ∼= (ω
1/pe
A )
∨, we see that ce(Mi) = de(M
∨
i ) and ce(M
∨
i ) = de(Mi) by the duality of (−)
∨. Since A
has FFRT, the generalized F -signatures of Mi and M
∨
i exist, and we have that
s(Mi, A) = lim
e→∞
ce(Mi)
ped
= lim
e→∞
de(M
∨
i )
ped
= s(M∨i , ωA) = (rankA ωA)s(M
∨
i , A) = s(M
∨
i , A).

Remark A.4. We remark that in the proof of Proposition A.3 (c), ce(Mi) 6= ce(M∨i ) in general. In fact,
let A be the Veronese subring k[[x, y, z]](2). It is known that A is a 3-dimensional strongly F -regular
ring that is not Gorenstein. Also, A1/p
e
is decomposed as A1/p
e ∼= A⊕ae ⊕ ω⊕beA where ae =
p3e + 1
2
and
be =
p3e − 1
2
(see [Sei, Example 5.2]). Thus, we have that lim
e→∞
ae
p3e
= lim
e→∞
be
p3e
=
1
2
, but ae 6= be.
A.2. Generalized F -signature for some Hibi rings. We now turn our attention to a toric ring
R = k[τ∨ ∩M] (as in Section 1) where k is an algebraically closed field of characteristic p > 0. Recall
that C(R) denotes the set of isomorphism-classes of conic divisorial ideals of R.
First, it is known that a toric ring R is strongly F -regular, and R has FFRT and the FFRT system is
just C(R) (see Theorem 1.2). Moreover, the generalized F -signature of I ∈ C(R) can be obtained as the
volume of the closure of full-dimensional cell corresponding to I, which is given in Lemma 2.1 (see [Bru,
Section 3]). The F -signature of a toric ring was also discussed in [Sin, Kor, WY].
Remark A.5. Although the R-module R1/p
e
is obtained via the Frobenius morphism, this is also con-
structed as k[τ∨ ∩ 1peM]. To consider the latter one, we do not need the Frobenius morphism, and hence
the assumption chark = p > 0 is not so important in our situation. Nevertheless, we will continue this set-
ting, because our purpose is to determine numerical invariants originated from the positive characteristic
framework.
We compute generalized F -signatures of the Segre product of the polynomial ring with two variables,
i.e., S(t) := k[x1, y1]# · · ·#k[xt, yt]. By Example 2.6, we see that the conic divisorial ideals of S(t)
one-to-one correspond to the points contained in
C(t) := {(c1, · · · , ct−1) ∈ Cl(S(t)) | |ci| ≤ 1 for 1 ≤ i ≤ t− 1, |ci − cj | ≤ 1 for 1 ≤ i < j ≤ t− 1}.
(See (2.6). We are now considering the case r1 = · · · = rt = 1.) Let s(c1, · · · , ct−1) denote the generalized
F -signature of the conic divisorial ideal corresponding to (c1, · · · , ct−1) ∈ C(t).
Proposition A.6. We have
s(0, · · · , 0︸ ︷︷ ︸
p
, 1, · · · , 1︸ ︷︷ ︸
q
) = s(0, · · · , 0︸ ︷︷ ︸
p
,−1, · · · ,−1︸ ︷︷ ︸
q
) =
1(
t
q
)
(t+ 1)
for any p ≥ 0 and q > 0 with p+ q = t− 1 and any permutation,
s(0, · · · , 0) =
2
t+ 1
.
Note that s(0, · · · , 0) corresponds to the (usual) F -signature of S(t).
Proof. First of all, we see that s(0, · · · , 0︸ ︷︷ ︸
p
, 1, · · · , 1︸ ︷︷ ︸
q
) = s(0, · · · , 0︸ ︷︷ ︸
p
,−1, · · · ,−1︸ ︷︷ ︸
q
) by Proposition A.3 (c). As
we claimed before, it is enough to consider the volume of the closure of full-dimensional cell corresponding
to each conic divisorial ideal, which is in C(t) as the element of Cl(S(t)). Moreover, we can obtain the
precise description of the cell corresponding to (c1, · · · , ct−1) ∈ C(t) by (2.7).
Let ∆e = [−1, 0]e ⊂ Re denote the e-dimensional unit cube.
(a) The case s(0, · · · , 0, 1, · · · , 1):
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By (2.7), the closure of the cell which we have to discuss can be described as follows:
Λp,q = {(y
′, y1, · · · , yt) ∈ R
t+1 | −1 ≤ y′ ≤ 0, −1 ≤ yi ≤ 0 for 1 ≤ i ≤ t,
− 1 ≤ y′ + yt − yi ≤ 0 for 1 ≤ i ≤ p, 0 ≤ y
′ + yt − yj ≤ 1 for p+ 1 ≤ j ≤ p+ q}.
Since y′ + yt − yj ≥ 0 for p+ 1 ≤ j ≤ p+ q and q > 0, we see that −1 ≤ y′ + yt ≤ 0.
• If y′ = yt = 0, then yi = 0 for 1 ≤ i ≤ p and −1 ≤ yj ≤ 0 for p+ 1 ≤ j ≤ p+ q.
• If (y′, yt) = (−1, 0) or (0,−1), then −1 ≤ yi ≤ 0 for 1 ≤ i ≤ p and yj = −1 for p+ 1 ≤ j ≤ p+ q.
These imply that the vertices of Λp,q are the following:
Zt+1 ∋ (y′, yt, y1, · · · , yt−1) =

(0, 0, 0, · · · , 0︸ ︷︷ ︸
p
, α(q)), where α(q) ∈ {−1, 0}q,
(−1, 0, α(p),−1, · · · ,−1︸ ︷︷ ︸
q
), where α(p) ∈ {−1, 0}p,
(0,−1, α(p),−1, · · · ,−1︸ ︷︷ ︸
q
), where α(p) ∈ {−1, 0}p.
Now, we claim that Λp,q is unimodularly equivalent to the join of ∆q and ∆p+1, where the join of two
polytopes ∆ ⊂ Re and ∆′ ⊂ Re
′
, denoted by ∆ ∗∆′ ⊂ Re+e
′+1, is a convex hull of {(0,0, α) ∈ Re+e
′+1 |
α ∈ ∆} ∪ {(1, α′,0) ∈ Re+e
′+1 | α′ ∈ ∆′}. In fact, we consder the (2q +2p+1)× (t+ 1) matrix whose row
vectors are those vertices and apply the following elementary column operations: add the second column
to the first column and add the first column to the columns from the (p+3)th to the last column. Then
the row vectors become as follows:
(0, 0, 0, · · · , 0︸ ︷︷ ︸
p
, α(q)), where α(q) ∈ {−1, 0}q,
(−1, 0, α(p), 0, · · · , 0︸ ︷︷ ︸
q
), where α(p) ∈ {−1, 0}p,
(−1,−1, α(p), 0, · · · , 0︸ ︷︷ ︸
q
), where α(p) ∈ {−1, 0}p.
It is known by [HT, Lemma 1.3] that vol(∆ ∗∆′) · (e+ e′ + 1)! = vol(∆) · vol(∆′) · e! · (e′)!. Hence, we
obtain that
s(0, · · · , 0︸ ︷︷ ︸
p
, 1, · · · , 1︸ ︷︷ ︸
q
) = vol(∆q ∗∆p+1) =
(p+ 1)!(t− 1− p)!
(t+ 1)!
=
1
(t+ 1)
(
t
p+1
)
=
(q − t)!q!
(t+ 1)!
=
1
(t+ 1)
(
t
q
) .
(b) The case s(0, · · · , 0):
Since the sum of the volumes of all cells of the decomposition is equal to vol(∆t+1) = 1, we see that∑
p≥0,q>0 with p+q=t−1,
any permutation
2
(t+ 1)
(
t
p+1
) + s(0, · · · , 0) = 1.
The direct computations show the following:
1−
∑
p≥0,q>0 with p+q=t−1,
any permutation
2
(t+ 1)
(
t
p+1
) = 1− 2
t+ 1
t−1∑
q=1
1(
t
q
) ·(t− 1
q
)
= 1−
2
t+ 1
t−1∑
q=1
t− q
t
= 1−
2
t(t+ 1)
·
(t− 1)t
2
=
2
t+ 1
.
Therefore, we conclude that s(0, · · · , 0) = 2t+1 , as required. 
We also compute generalized F -signatures of the Segre product of two polynomial ring, i.e., S(r, s) :=
k[x1, . . . , xr+1]#k[y1, . . . , ys+1]. By Example 2.6, we see that the conic divisorial ideals of S(r, s) one-to-
one correspond to the points contained in
C(r, s) := {c ∈ Cl(S(r, s)) | −s ≤ c ≤ r}.
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(See (2.6). We are now considering the case with t = 2, r1 = r and r2 = s.) Let s(c) denote the generalized
F -signature of the conic divisorial ideal corresponding to c ∈ C(r, s). Let d = r + s + 1. Note that the
Krull dimension of S(r, s) is d.
Proposition A.7. We have s(c) = A(d, c+ s+ 1)/d!, where
A(d, p) =
p∑
i=0
(−1)i
(
d+ 1
i
)
(p− i)d, p = 1, . . . , d
are the Eulerian numbers, i.e., the number of permutations of d objects with (p− 1) descents.
For more precise information on Eulerian numbers, please refer [Sta3, Section 1.3]. Remark that similar
discussions were already given in [Sin, Example 7].
Proof of Proposition A.7. It suffices to consider the volume of
Λc =
(y0, y1, . . . , yr+s) ∈ Rr+s+1 | −1 ≤ yi ≤ 0 for 0 ≤ i ≤ r + s, c− 1 ≤
s∑
i=0
yi −
r+s∑
j=s+1
yj ≤ c

for each −s ≤ c ≤ r. We consider the unimodular transformation φ : Rr+s+1 → Rr+s+1 defined by
φ((y0, y1, . . . , ys, ys+1, . . . , yr+s)) = (y0 − 1, y1 − 1, . . . , ys − 1,−ys+1, . . . ,−yr+s).
Then we see that
φ(Λc) =
{
(y0, y1, . . . , yr+s) ∈ R
r+s+1 | 0 ≤ yi ≤ 1, c+ s ≤
r+s∑
i=0
yi ≤ c+ s+ 1
}
.
This polytope φ(Λc) is nothing but the hypersimplex and it is well known that the volume of the hy-
persimplex can be described in terms of Eulerian numbers. (Consult, e.g., [Sta1].) Therefore, we can
conclude that the volume of Λc, which is equal to that of φ(Λc), coinsides with A(d, c+ s+ 1)/d!. 
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