ABSTRACT This paper is concerned with the input-to-state stability (ISS) and integral input-to-state stability (iISS) of stochastic delayed systems with Markovian switching. By using the multiple Lyapunovlike function and Lyapunov-Krasovskii function methods, the ISS and iISS are considered for stochastic delayed systems with Markovian switching and external inputs. In addition, when there do not exist external inputs, the pth moment exponential stability and stochastically asymptotically stable in large are presented for stochastic delayed systems with Markovian switching. Two examples are presented to demonstrate the effectiveness of the proposed results.
I. INTRODUCTION
Switched systems are dynamical systems governed by differential equations whose right-hand side is selected from a given family of functions based on some deterministic/stochastic switching rule [1] - [3] . Markovian switching is a mostly used stochastic switching rule, and systems with Markovian switching are usually driven by continuous-time Markov chains, which have been widely employed to model many practical systems, where they may experience abrupt changes in system structure and parameters such as power systems, solar-powered systems and battle management in command, control and communication systems [4] , [5] .
When modeling real-world dynamical systems, timedelays are necessary to be taken into account because of the finite speed of switching and transmitting signals, which may induce instability, oscillation and poor performance of systems [6] - [8] . Hence, the stability problems of delayed systems with Markovian switching have been extensively investigated in [2] , [9] and [10] . For example, the robust stability was investigated for nonlinear delayed systems with Markovian switching without the linear growth condition in [10] .
The input-to-state stability (ISS) and integral input-to-state stability (iISS), originally introduced in [11] , have received much attention due to their wide usages in characterizing the effects of external inputs on a control system. The ISS/iISS implies that no matter what the size of the initial state is, the state will eventually approach to a neighborhood of the origin whose size is proportional to the magnitude of the input. Recently, rapidly growing research results have been reported in the literature that have focused on ISS for systems with Markovian switching. For example, the pth moment ISS was investigated for stochastic delayed systems with Markovian switching in [12] , and ISS was presented in [13] for stochastic delayed systems with asynchronous Markovian switching, where the Razumikhin-type method was utilized in [12] and [13] to deal with time-delays.
The multiple Lyapunov-like function method is usually applied to considering the stability of systems with deterministic switching, which has been introduced in [14] to investigate the stability of randomly switched nonlinear systems. By using the probability estimation for the occurrence times of Markov chains, the globally asymptotical stability was obtained for systems with Markovian switching in [14] .
Subsequently, the multiple Lyapunov-like function method has been widely used to study the stability of randomly switched systems [15] - [17] . For stochastic systems with Markovian switching, the stability was usually concerned by using the generalized Itô formula [2] . Compared with this commonly used method, the multiple Lyapunov-like function method can better reflect the differences between each subsystem [15] , [17] , where the stability criteria have been studied for systems with both stable and unstable subsystems. By using the multiple Lyapunov-like function method, the stochastically asymptotical stability was investigated for stochastic delay-free systems with Markovian switching in [16] . In [17] , stochastically asymptotical stability was further studied for stochastic delay-free systems with Markovian switching, where the subsystems can consist of both stable and unstable subsystems.
However, to our best knowledge, little effort has been devoted to the stability/ISS of stochastic delayed systems with Markovian switching by using the multiple Lyapunovlike function method, primarily due to the mathematical complexity in derivation. In addition, the ISS has been investigated for stochastic delayed systems with Markovian switching by using the Razumikhin-type method. It is well known that Razumikhin-type and Lyapunov-Krasovskii function methods are the mostly used means to deal with the stability of delayed systems. Thus, there naturally exist the following two questions: (1) Can we extend the stability of stochastic delay-free systems with Markovian switching to stochastic delayed systems with Markovian switching by using the multiple Lyapunov-like function methods? (2) How to consider the ISS of stochastic delayed systems with Markovian switching by using the Lyapunov-Krasovskii function and the multiple Lyapunov-like function methods?
Motivation by the above discussion, in this paper, the ISS and iISS will be considered for stochastic delayed systems with Markovian switching and external inputs by using the multiple Lyapunov-like function and Lyapunov-Krasovskii function methods. In addition, when the system is not affected by external inputs, the pth moment exponential stability (pMES) and stochastically asymptotically stable in large (SASL) will be presented for stochastic delayed systems with Markovian switching. The contributions of this paper are listed as follows: (1) The multiple Lyapunov-like function method is firstly utilized to investigate that stability of stochastic delayed systems with Markovian switching. (2) The ISS and iISS are presented for stochastic delayed systems with Markovian switching by using the LyapunovKrasovskii function and the multiple Lyapunov-like function methods.
Notations: Let R = (−∞, +∞), R + = [0, +∞) and N = 1, 2, · · · . Let ( , F, P) be a complete probability space with some filtration {F t } t≥t 0 satisfying the usual conditions (i.e., the filtration is increasing and right continuous while F t 0 contains all P-null sets). Let B(t), t ≥ t 0 be an m-dimensional Brownian motion defined on the probability space. Let r(t), t ≥ t 0 be a right-continuous Markov chain on the probability space taking values in a finite state space S = {1, 2, · · · , N } with generator Q = (q ij ), i, j ∈ S given by
where > 0, lim →0 o( ) = 0 and q ij ≥ 0 is the transition rate from i to j if i = j while q ii = − j =i q ij . Throughout the paper, we assume that B(t) and r(t) are independent, and they are F t adapted. 
II. PRELIMINARIES
In this paper, we consider the following nonlinear stochastic delayed system with Markovian switching:
Borel-measurable functions. Assume that both f and g obey the local Lipschitz condition and the linear growth condition. Under these conditions, system (1) has a unique solution x(t) [2] . For the purpose of stability study in this paper, we also assume that f (0, 0, i) ≡ 0 and g(0, 0, i) ≡ 0, then system (1) admits a trivial solution x(t) ≡ 0.
For V ∈ C 1,2 , we defined an operator LV :
For simplicity, we let
In the following, some definitions and lemmas are presented, which are necessary to derive the main results of this paper.
Definition 1 [13] , [18] : System in (1) is said to be i) input-to-state stable (ISS), if there exist functions β ∈ KL and α, γ ∈ K ∞ such that
ii) integral input-to-state stable (iISS), if there exist functions β ∈ KL and α, γ ∈ K ∞ such that
Definition 2 [2] , [16] : System in (1) with u(t) ≡ 0 is said to be i) stochastically stable (SS), if for any ε ∈ (0, 1) and ρ > 0, there exists a δ = δ(ε, ρ) > 0 such that
ii) stochastically asymptotically stable in large (SASL), if it is SS and, moreover,
It is well known that almost every sample path of the Markov chain r(t) is right continuous step function with finite number of sample jumps in any finite subinterval of [t 0 , +∞) [19] . Thus, we can give the following definition.
Definition 3: Let t 0 = τ 0 < τ 1 < · · · < τ k be a sequence of stopping times for Markov chain r(t) and lim k→∞ τ k = +∞ such that
Lemma 1 [14] : Let N r (s 2 , s 1 ) be the number of Markov chain r(t) switches on the interval (s 1 , s 2 ], then we have
Remark 1: In [14, Lemma 11] , the probability estimation for occurrence times of Markov chain r(t) was presented on interval (0, t]. For the Markov chain r(t) defined in this paper and [14] are time homogeneous, thus [14, Lemma 11] can be extended to an arbitrary interval (s 1 , s 2 ].
Lemma 2: Let λ 1 , λ 2 , µ be positive constants and τ k , k ∈ N is defined by (2) . Assume that functions
and
Then
Proof: For a fixed ω, {τ k } k∈N is a time sequence, and do not contain randomness, where ω can be arbitrarily selected from . It will be shown that u 1 (t) ≤ u 2 (t), t ≥ τ 0 = t 0 for a fixed ω by using mathematical induction.
Firstly, it will be proved that
If (5) is not true, since
Noticing that u 1 (t) and u 2 (t) are continuous on t ∈ [τ 0 , τ 1 ), we have u 1 (t * ) = u 2 (t * ) and u 1 (t) > u 2 (t) for t ∈ (t * , t * + ε), where ε > 0 is sufficiently small such that t * + ε < τ 1 . Hence, for all t ∈ (t * , t * + ε)
It follows that
On the other hand, according to (3) and (4), we can get that
This contradicts to inequality (6) . Thus, (5) holds.
By employing the similar process of the proof of (5), we can present that u 1 (t) ≤ u 2 (t) for t ∈ [τ k , τ k+1 ). By utilizing mathematical induction, we get that u 1 (t) ≤ u 2 (t) holds for t ≥ τ 0 . Thus, u 1 (t) ≤ u 2 (t), t ≥ τ 0 is almost surely true for ∀ω ∈ . It follows that Eu 1 (t) ≤ Eu 2 (t), for t ≥ t 0 . This completes the proof.
Lemma 3: Assume that there exist functions v ∈ PC([−θ, 0]; R n ), ϕ ∈ κ and positive constants λ 1 , λ 2 , µ such that
where τ k is defined by (2) . Then,
Proof: In the following, we will firstly prove that
for a fixed ω ∈ , and it can be arbitrarily selected from . It can be got from (7) that
which yields that
where t ∈ [τ 0 , τ 1 ). Similarly, for ∀t ∈ [τ k , τ k+1 ), k ∈ N, the following inequality holds
By means of iteration, inequality (9) can be derived for a fixed ω ∈ . Thus, inequality (9) holds for almost all ω ∈ , which implies that
In the second item of the right side for the inequality above, it is easy to check that the integrand is nonnegative. Thus, (8) can be derived by using the Fubini Theorem. This completes the proof. Theorem 1: Assume that there exist positive constants λ 1 , λ 2 , µ > 1 and functions
Then system (1) with time-delays is iISS and ISS.
Proof: Set ϕ(|u(t)|) ≡ 0, for t 0 − θ ≤ t < t 0 . It can be got from (H 1 ) that
Let t > 0 be small enough such that t + t ∈ (τ k−1 , τ k ). Then, we can get by using [20, Lemma 3.2] and Fubini's theorem
EV (x(t + t), r(t + t)) − EV (x(t), r(t))
It can be got from (H 3 ) that
r(t − θ (t))) + ϕ(|u(t)|).

Combining (12) and (H 1 )-(H 3 ) together yields
For ∀ε > 0, let v(t) be a unique solution of the following time-delay system
Then, by Lemma 2,
It can be derived from Lemma 3 that
Using Lemma 1 leads to for ∀ t ≥ s ≥ τ 0 ,
Substituting (13) and (16) into (15) follows that
where λ 3 = λ 1 +q − µq. Let ψ(λ) = λ 2 e λθ + λ − λ 3 . In view of (H 4 ), we get that λ 2 < λ 3 , which yields that ψ(0) = λ 2 − λ 3 < 0. Thus, it can be checked that ψ(0) < 0, ψ(+∞) = +∞ and ψ (λ) = 1+λ 2 θ e λθ > 0. It follows that there should exist a positive constant λ such that ψ(λ) = 0, i. e. λ 2 e λθ = λ 3 −λ. Let λ 4 be a constant and λ 4 ∈ (0, λ), it can be checked that 0 < λ 2 e λ 4 θ < λ 3 − λ 4 . Thus, there exists a positive constant C such that C ≥ (λ 3 −λ 4 ) λ 3 −λ 4 −λ 2 e λ 4 θ , which follows that
In the following, the ISS and iISS will be presented for system (1) . To get this property, we will firstly prove that
Ev(t) < Me
where ε is a positive constant. It can be checked that
which yields that (19) holds for t ∈ [t 0 − θ, t 0 ]. In the following, we will prove that (19) holds for t > t 0 . If this is not true, there should exist a t * > t 0 such that
Substituting (21) into (17) yields that 
By simple calculation, we can get that
By (24) and (18) 
Substituting (23) and (25) into (22) implies that
which contradicts (20) , therefore (19) holds. In (19) , letting ε → 0 leads to
Combining this with (10) and (14) follows that
which implies that
Thus, system (1) is iISS. Moreover, it can be got from (26) that
which follows that system (1) is ISS. This completes the proof. Remark 2: In Theorem 1, the ISS and iISS are investigated for the stochastic delayed system with Markovian switching in (1) by using the multiple Lyapunov-like function method. The contributions of Theorem 1 reside in the following two parts: 1) The ISS and iISS are firstly considered for stochastic delayed system with Markovian switching by using the multiple Lyapunov-like function method.
2) The Lyapunov-Krasovskii function method and the comparison theorem have been introduced to derive the ISS and iISS of the stochastic delayed systems with Markovian switching. Comparing with results in [12] and [13] , the ISS and iISS presented in Theorem 1 can better reveal the relation between the ISS and iISS properties and generator of Markov chain.
In the following, we will concern the stability of stochastic delayed system (1) without considering the external input u(t), i. e., u(t) ≡ 0 and
In the following, the pMES and SASL will be studied for system (27).
Firstly, by using Theorem 1, the pMES can be obtained for the stochastic delayed system with Markovian switching in (27).
Corollary 1: Assume that there exist positive constants c 1 , c 2 , λ 1 , λ 2 and µ > 1 such that for ∀i, j ∈ S,
Then, the stochastic delayed system with Markovian switching in (27) is pMES.
Proof: Letting µ(t) ≡ 0 in (26), we can derived from (26) that
which yields that system (27) is pMES. This completes the proof. Next, we will investigate the pMES of system (27), where the transition jump rate matrix Q is not precisely known. In the following theorem, we assume that function θ : [t 0 , +∞) → R + is differentiable and its derivative is bounded by a constantθ ∈ [0, 1), that isθ (t) ≤θ .
Theorem 2: Assume that there exist positive constants c 1 , c 2 , λ 1 , λ 2 and µ > 1 such that for ∀i, j ∈ S,
, whereλ 1 = λ 1 −q(µ − 1). Then system (27) with time-delays is pMES.
Proof:
. It can be checked from (H 4 ) that ψ(0) < 0, ψ(+∞) = +∞ and ψ (t) > 0. Thus, there exists a positive constant λ such that λ −λ 1 c 1 c 2 + λ 2 e λθ 1−θ = 0. For ∀i ∈ S and t ≥ t 0 , it can be got that
By using [2, Lemma 1.9], we have 
which implies that system (27) with time-delays is pMES. This completes the proof.
Remark 3:
The pMES is considered in Theorem 2 for stochastic delayed systems with Markovian switching. The advantage of Theorem 2 is that when the transition probability matrix Q is not completely known, we can still consider the pMES of system (27) by only using the main diagonal elements of the matrix Q.
In the following, the SASL will be presented for the stochastic delayed system with Markovian switching in (27).
Theorem 3: Assume that there exist positive constants λ 1 , λ 2 , µ > 1 and functions
Then, the stochastic delayed system with Markovian switching in (27) is SASL.
Proof: It can be got from (28) that
It follows that
In view of the solution x(t) and function κ 1 (x) are continuous on interval [t 0 , +∞), we can get by using stochastic Barbalat's Lemma that
On the other hand, the SS of system (27) can be similarly checked by using the methods presented in [16] . Thus, system (27) with time-delays is SASL. This completes the proof. Remark 4: By using the multiple Lyapunov-like function method, some stability criteria were obtained for delayfree system with Markovian switching in [15] - [17] . In this paper, we have extended the delay-free systems to delayed systems. In addition, the ISS and iISS are considered for the stochastic delayed systems with Markovian switching by using the multiple Lyapunov-like function and the LyapunovKrasovskii function methods. Recently, it has been shown in [21] and [22] that use meteorological wireless sensor network (WSN) to monitor the air temperature can greatly reduce the costs of monitoring and barrier coverage of wireless sensor networks and thus stability of WSN is an important issue in the detection of intruders who are attempting to cross a region of interest. Moreover, in [23] , it has been shown that many practical systems are heterogeneous. Thus it is interesting to extend our results into WSN or heterogeneous networks in the near future.
III. NUMERICAL EXAMPLE
In this section, two examples will be provided to verify our theoretical findings of this paper.
Example 1: Consider the following stochastic delayed system with Markovian switching:
where
,
and τ (t) = 1 + 0.2 sin t. Let the Lyapunov functions
and the generator of the Markov chain be
It can be checked that
Thus, we have λ 1 = −2, λ 2 = 1,µ = 2,q = 0.8 and q = 0.8. In view of that λ 2 = 1 < λ 1 +q − µq = 2 + 0.8 − 1.6 = 1.2, we can get from Theorem 1 that system (29) is ISS and iISS. It is shown in Fig. 1 that stochastic delayed system (30) is stable without external input, and in Fig. 2 that stochastic delayed system (30) is with external input u(t) = sin t. 
Example 2:
In the following, we will consider an example of the consensus of two nonlinear agents as in [24] , where the protocols are satisfying switching rules. In this example, FIGURE 2. State trajectories of x(t ) for system (29) with external input u(t ) = sin t .
we assume that these two nonlinear agents have time-delays and inputs. The dynamics of each agent is for i = 1, 2, dχ i (t) = (sin(χ i (t − τ (t))) + ω i (t) +ū i (t))dt + χ i (t)dB(t),
where τ (t) = 0.5 sin t,ū i (t) is the external input; ω 1 (t) = β σ (t) (χ 2 (t) − χ 1 (t)), ω 2 (t) = β σ (t) (χ 1 (t) − χ 2 (t)) are interaction between two agents and σ (t) ∈ = {1, 2, 3} is a Markov chain, the generator of the Markov chain be Let x(t) = χ 1 (t) − χ 2 (t), u(t) =ū 1 (t) −ū 2 (t), V i (t, x) = x 2 . Denote by V (t) = V σ (t) (t, x(t)) and V (t − τ (t)) = V σ (t) (t, x(t − τ (t))), respectively. Noticing that | sin x − sin y| ≤ |x − y| for ∀x, y ∈ R, we have LV (x t , r(t)) = 2x(t) sin χ 1 (t − τ (t)) + β σ (χ 2 − χ 1 ) +ū 1 (t) − sin χ 2 (t − τ (t)) − β σ (χ 1 − χ 2 ) −ū 2 (t) +(χ 1 (t) − χ 2 (t)) 2 ≤ −4β σ (t) V (t) + 2|x(t)ū(t)| +2|x(t)(sin χ 1 (t − τ (t)) − sin χ 2 (t − τ (t)))| ≤ (−4β σ (t) + ε + 2)V (t) + V (t − τ (t)) + 1 εū 2 (t), (31) where ε is a positive constant. Let β 1 = 1.2, β 2 = 1.3, β 3 = 1.5 and ε = 0.1, which follows that λ 1 = 2.7, λ 2 = 1,θ = 0.5, c 1 = c 2 = 1, µ = 1.1. It can be checked that λ 1 = λ 1 −q(µ − 1) = 2.68 and 2 = λ 2 1−θ < c 1λ1 c 2 = 2.68. By using Theorem 2, system (30) is ISS and iISS.
IV. CONCLUSION
In this paper, the ISS and iISS are concerned for stochastic delayed systems with Markovian switching by using the multiple Lyapunov-like function method. In addition, when there do not exist external inputs, the pMES and SASL are obtained for stochastic delayed systems with Markovian switching, which has extended some existing literatures on delay-free systems to time-delayed systems. Numerical examples are given to demonstrate the effectiveness of the derived criteria.
