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Resumen 
El conjunto eficiente en la Teoría de la Decisión Multicriterio juega 
un papel fundamental en los procesos de solución ya que es en este 
conjunto donde el decisor debe hacer su elección más preferida. Sin 
embargo, la generación de tal conjunto puede ser difícil, especialmente 
en problemas continuos y/o no lineales. 
El primer capítulo de esta memoria, es introductorio a la Decisión 
Multicriterio y en él se exponen aquellos conceptos y herramientas que 
se van a utilizar en desarrollos posteriores. 
El segundo capítulo estudia los problemas de Toma de Decisiones 
en ambiente de certidumbre. La herramienta básica y punto de par-
tida es la función de valor vectorial que refleja imprecisión sobre las 
preferencias del decisor. Se propone una caracterización del conjunto 
de valor eficiente y diferentes aproximaciones con sus propiedades de 
encaje y convergencia. Varios algoritmos interactivos de solución com-
plementan los desarrollos teóricos. 
El tercer capítulo está dedicado al caso de ambiente de incertidum-
bre. Tiene un desarrollo parcialmente paralelo al anterior y utiliza la 
función de utilidad vectorial como herramienta de modelización de 
preferencias del decisor. A partir de la consideración de las distribu-
ciones simples se introduce la eficiencia en utilidad, su caracterización 
y aproximaciones, que posteriormente se extienden a los casos de dis-
tribuciones discretas y continuas. 
En el cuarto capítulo se estudia el problema en ambiente difuso, 
aunque de manera introductoria. 
Concluimos sugiriendo distintos problemas abiertos. 
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Abstract 
The efficient set of a Multicriteria Decicion-Making Problem plays 
a fundamental role in the solution process since the Decisión Maker's 
preferred choice should be in this set. However, the computation of 
that set may be difficult, specially in continuous and/or nonlinear 
problems. 
Chapter one introduces Multicriteria Decision-Making. We review 
basic concepts and tools for later developments. 
Chapter two studies Decision-Making problems under certainty. 
The basic tool is the vector valué function, which represents impre-
cisión in the DM's preferences. We propose a characterization of the 
valué efficient set and different approximations with nesting and con-
vergence properties. Several interactive algorithms complement the 
theoretical results. 
We devote Chapter three to problems under uncertainty. The de-
velopment is parallel to the former and uses vector utility functions to 
model the DM's preferences. We introduce utility efficiency for simple 
distributions, its characterization and some approximations, which we 
partially extend to discrete and continuous classes of distributions. 
Chapter four studies the problem under fuzziness, at an exploratory 
level. 
We conclude with several open problems. 
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Capítulo 1 
Introducción 
En la vida real se presentan continuamente problemas complejos en que se 
ha de elegir entre varias alternativas posibles para seguir la óptima o una 
satisfactoria. Para esta toma de decisiones no basta la experiencia, el sentido 
común o la intuición de los expertos ya que, frecuentemente, intervienen 
múltiples criterios, incertidumbre, varios decisores, diversas etapas, etc. 
La publicación a principio de los años cuarenta de los trabajos pioneros 
de Von Neumann representan el comienzo del tratamiento formal de los prob-
lemas de decisión individual en ambiente de riesgo, para hacer compatible 
la racionalidad científica con la inevitable presencia de lo subjetivo en tales 
situaciones. Los trabajos del premio Nobel profesor Debreu son, paralela-
mente a partir del 1954, el motor de desarrollo de la decisión en ambiente de 
certidumbre. 
El amplio espectro de problemas reales de decisión humana ha hecho 
necesarios los esfuerzos de científicos de diferentes áreas para ir desarrollando 
a lo largo del tiempo una sucesión de esquemas coherentes, cada vez más 
1 
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amplios, pero siempre insuficientes y en espera de nuevos progresos, lo que 
constituye un gran atractivo de este estudio. 
Superada hace unos treinta años la etapa en que la Investigación Opera-
tiva tenía como norma reducir todos los factores que influían en un proceso 
de decisión a unidades monetarias, comienza el enfoque, más realista, de la 
decisión multicriterio o multiobjetivo, que considera de manera explícita cri-
terios múltiples para abordar correctamente los problemas de decisión. Tales 
problemas multicriterio están presentes no sólo en nuestro hacer diario sino 
también en importantes y variados problemas tales como la planificación 
energética de un país o de sus gastos en defensa, el desarrollo de nuevos 
productos, selección de proyectos de investigación, etc. A nivel individual la 
compra de un automóvil o de una vivienda son ejemplos de tales problemas. 
Incluso, en decisiones rutinarias como la elección de un menú en un restau-
rante o la asignación de trabajadores a tareas constituyen problemas en que 
se tienen criterios múltiples. 
Los problemas multiobjetivo tratan de optimizar simultáneamente n fun-
ciones objetivos diferentes sujetas a un conjunto de restricciones. La formu-
lación matemática, también conocida como el problema de máximo vectorial, 
es 
max z(x) = {zi(x),..., zn(x)} 
sa: x € X 
donde x es un vector iV-dimensional de variables de decisión, X es el espacio 
de decisiones y z(-) es un vector de n funciones reales. Para tener un problema 
no trivial, asumimos que los objetivos están en conflicto. 
Debido a la naturaleza conflictiva de los objetivos, generalmente no es 
posible una solución óptima que simultáneamente optimice todos los obje-
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tivos. En cambio existen varias soluciones, llamadas soluciones eficientes (no 
dominadas, optimales de Pareto,...), que tienen la propiedad: No es posible 
la mejora en un objetivo sin empeorar uno o más de los restantes objetivos. 
El conjunto de todas las soluciones eficientes es conocido como conjunto 
eficiente (no dominado u Optimal de Pareto). 
Con el concepto anterior, la solución al problema de máximo vecto-
rial se reduce al problema no sencillo de encontrar todas las soluciones efi-
cientes y seleccionar alguna de ellas. Muchas veces, son en número infinito 
y difícilmente comparables. Un enfoque de solución consiste en asumir que 
el decisor tiene una función de preferencia real v, definida sobre el espacio 
de objetivos z{X). Con esta suposición, el problema de máximo vectorial se 
transforma en el problema de máximo escalar 
max u(z(x)) 
sa: x e X 
En las dos últimas décadas, muchos investigadores han desarrollado métodos 
de solución basados en diferentes suposiciones y aproximaciones para asig-
nar la función de preferencia. Así, los métodos de solución para problemas 
multiobjetivo se pueden clasificar según las suposiciones básicas hechas con 
respecto a la función de preferencia: (1) cuando el decisor tiene información 
completa sobre la función de preferencia; (2) cuando no existe información o 
no es posible obtenerla; y (3) cuando se puede obtener de modo progresivo 
información parcial, generalmente, en sesiones interactivas con el decisor. 
Bajo la primera suposición, se asigna la función de preferencia del decisor 
o este revela sus aspiraciones antes de resolverse el problema multiobjetivo. 
Así, el problema multiobjetivo se reduce a otro problema de optimización con 
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un sólo objetivo global (Teorías del Valor y de la Utilidad, Fishburn, 1970; 
Keeney y Raiffa, 1976), o a una serie de problemas de optimización escalar 
(Programación Lexicográfica o Programación por Metas, Lee, 1974; Chames 
et al., 1968; Ignizio, 1976; Zanakis y Gupta, 1985). Sin embargo, la deter-
minación de la forma explícita de la función de preferencia puede requerir 
un esfuerzo y niveles económicos y de tiempo difíciles de alcanzar. Incluso, 
cuando la programación por metas requiere sólo comparación entre pares de 
objetivos, asume una estructura muy simple de la función de preferencia que 
no considera intercambios entre objetivos. 
El propósito bajo la segunda suposición, es la generación de todas las solu-
ciones eficientes. En este caso, el conjunto de soluciones eficientes se enumera 
parcial o completamente y se le presenta al decisor. Ejemplos de métodos en 
esta categoría son, las ponderaciones de objetivos o problemas P\ (Geoffrion, 
1966; 1967; 1968), el método de reducción de criterios (Bacopoulas y Singer, 
1977; Yu, 1973; 1974) y el método de la norma de Tchebycheff (Bowman, 
1975), entre otros. Estos métodos se han criticado, esencialmente, por el ex-
cesivo trabajo computacional que conllevan en problemas reales la generación 
de todo el conjunto eficiente, además de la carga cognoscitiva sobre el decisor 
que tiene que seleccionar una alternativa de entre un número infinito. Sin 
embargo, estos métodos pueden ayudar a generar alternativas eficientes para 
su utilización en las aproximaciones interactivas. 
La tercera suposición no requiere a priori información sobre preferencias, 
sino, que obtiene la estructura de preferencia del decisor a lo largo de las 
interacciones decisor-analista. Dentro de esta categoría podemos considerar 
dos clases: la articulación a posteriori y la articulación progresiva de prefer-
encias. La articulación a posteriori tiene la dificultad de la generación previa 
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de todas las soluciones eficientes. En la articulación progresiva, también lla-
mada método interactivo, el decisor proporciona reiteradamente información 
sobre las sucesivas soluciones. Ya que el decisor está directamente implicado 
en el proceso de solución, esta aproximación ha encontrado en la práctica 
buena aceptación. 
Entre todos los métodos de solución, los que siguen la filosofía interactiva 
son los que han tenido mayor aceptación, considerándose más atractivos en 
la resolución de los problemas multiobjetivos como se refleja en algunos es-
tudios comparativos (Evans, 1984; Klein et al., 1986; Rosenthal, 1985; Shin 
y Ravindran, 1988; Zionts, 1979). Detalles teóricos de distintos enfoques, así 
como aplicaciones potenciales a este tipo de problemas se pueden ver en los 
artículos de Zanakis y Gupta (1985), Evans (1984), Kuhn y Tucker (1951), 
Geoffrion (1966; 1967), Bacopoulas y Singer (1977), Yu (1973; 1986), Bow-
man (1975), Evans (1984), Hwang et al. (1980), Johnson (1968) y Roy (1971) 
y en los libros de, por ejemplo, Goicochea et al. (1982), Chankong y Haimes 
(1983), Hwang y Masud (1978), Steuer (1986), White (1986) y Zeleny (1982). 
Los métodos interactivos en programación multiobjetivo se encuentran 
dentro del enfoque de articulación progresiva de las preferencias del decisor. 
Estos métodos pueden caracterizarse por el siguiente esquema: (1) encontrar 
una solución (preferiblemente factible y eficiente); (2) interaccionar con el 
decisor para obtener su reacción y respuesta a la solución; y, (3) repetir los 
pasos (1) y (2) hasta que se encuentre satisfecho o se haya llegado a un 
criterio de terminación del proceso de solución. 
Cuando se aplican los algoritmos interactivos a problemas del mundo real, 
los factores más críticos son las restricciones funcionales sobre los objetivos y 
restricciones, y el desconocimiento de la función de preferencia. Otro factor 
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importante son las formas de obtención de las preferencias del decisor. La 
carga cognoscitiva sobre el decisor durante el proceso de solución depende 
fuertemente de las formas de interacción. Algunas formas típicas de inter-
acción son: 
(a) Comparación de dos vectores: el decisor debe comparar un par de vec-
tores p-dimensionales especificando una preferencia. 
(b) Comparación vectorial: el decisor debe comparar un conjunto de vec-
tores p-dimensionales y especificar el mejor, el peor o el orden de pref-
erencia (notar que esto puede hacerse mediante una serie de compara-
ciones de dos vectores). 
(c) Tasa de intercambio local: el decisor debe especificar valores precisos de 
la tasa de intercambio local en un punto dado. Entendemos por tasa 
de intercambio local a la cantidad que el decisor está dispuesto a ceder 
en un objetivo j por aumentar una unidad en el objetivo i. 
(d) Intervalo de tasa de intercambio: el decisor debe especificar un intervalo 
para cada tasa de intercambio local. 
(e) Tasa de intercambio comparativa: el decisor debe especificar su prefer-
encia para una tasa de intercambio dada. 
(f) Especificación de los índices y valores de intercambio: el decisor debe dar 
la lista de los índices de los objetivos que se mejorarán o empeorarán 
especificando las cantidades asociadas. 
(g) Niveles de aspiración (o punto de referencia): el decisor debe especificar 
o ajustar los valores de las metas a las que desea aproximarse o alcanzar. 
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Algunos autores (Malakooti y Ravindran, 1985; Marcotte y Soland, 1985; 
Zionts y Wallenius, 1976) creen que es más fácil dar respuestas a las com-
paraciones de vectores que a los valores de intercambio o a precisar tasas de 
intercambios locales. Sin embargo, los métodos que usan comparaciones de 
vectores pueden requerir, en general, más interacciones. Además, el decisor 
podría preferir una cierta forma de interacción y, así, la selección de una 
forma de interacción es algo subjetivo. Notemos que los intercambios locales 
pueden reemplazarse por una serie de comparaciones de pares de vectores 
binarios (Dyer, 1973; Lazimy, 1986), aunque esto aumentará el número de 
interacciones con el decisor. 
Vamos a describir brevemente a contiuación algunos de los métodos in-
teractivos más utilizados, dentro de una clasificación basada en las carac-
terísticas de sus enfoques. 
• Métodos de reducción de la región factible. Cada iteración de estos 
métodos consiste, generalmente, en tres fases: una fase de cálculo, 
donde obtenemos una solución eficiente que es la más próxima a la 
solución ideal1, en el sentido minimax para unos pesos dados. En la 
fase de decisión, el decisor interacciona con el método, y sus respuestas 
se usan para construir restricciones adicionales en la fase de reducción 
de la región factible. El método continúa realizando las tres fases hasta 
que el decisor considera que la solución alcanzada es la de mejor com-
promiso. 
• Métodos de dirección factible. Esta clase es una extensión directa de 
xLa solución ideal se obtiene por maximización de cada función objetivo separadamente 
bajo las restricciones dadas. 
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los métodos de dirección factible desarrollados para resolver problemas 
de programación no lineal uniobjetivo. Comienzan con una solución 
factible y realizan iterativamente dos pasos: (i) dada la solución ac-
tual encontrar una "dirección posible" (entre las que la preferencia del 
decisor aumenta) llamado el paso para encontrar la dirección; y (ii) 
determinar el tamaño del paso desde la solución actual a lo largo de la 
dirección posible, llamado búsqueda en la línea. En el paso para encon-
trar la dirección, el decisor provee información sobre sus preferencias en 
las cercanías de la solución actual especificando valores de intercambio 
local entre los criterios. Esto, trasladado al método del gradiente de 
la función de preferencia, conduce a la selección de una nueva solución 
con mayor preferencia. 
• Métodos de ponderaciones para los criterios. Cuando el espacio de de-
cisiones es un conjunto convexo, compacto y las funciones objetivo son 
concavas, una solución eficiente puede obtenerse resolviendo un prob-
lema uniobjetivo en el que los objetivos se combinan usando pesos. El 
dominio de los pesos se define como el espacio de ponderaciones de los 
criterios, y estos métodos conducen a la mejor solución de compromiso 
mediante el examen del espacio de ponderaciones o reduciéndolo suce-
sivamente. Esta clase se ha utilizado bastante en la práctica, pero está 
limitada ya que muchos métodos se aplican sólo a problemas lineales. 
• Métodos de planos de corte con intercambio. Esta clase puede verse 
como una variante de los métodos de la dirección factible. Reducen 
iterativamente el espacio de objetivos (equivalente a la reducción del 
espacio factible) con planos de corte. Los métodos son aplicables a 
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problemas no lineales generales, sin embargo su mayor dificultad está 
en que para su aplicación necesitan de la determinación de tasas de 
intercambio local. 
• Métodos de multiplicadores de Lagrange. Está formada por los métodos 
interactivos que usan los multiplicadores de Lagrange. 
• Métodos interactivos visuales. Estos métodos se caracterizan porque 
asumen que la función de preferencia, no conocida, no cambia durante 
el proceso interactivo y por la presentación de gráficas en cada iteración, 
que facilita la interacción con el decisor. 
• Métodos de ramificación y acotación. Los métodos de ramificación y 
acotación dividen el espacio de decisiones en subconjuntos. Cada sub-
conjunto es una rama del espacio de decisiones original. Ellas a su vez 
se ramifican en subconjuntos más pequeños si una rama puede pro-
porcionar una solución mejor. En cada subconjunto, determinan una 
solución ideal y usan la solución ideal para formar un cota superior para 
cada subconjunto. Notemos que la solución ideal de un subconjunto, 
domina todos los puntos eficientes de ese subconjunto. Cada subcon-
junto forma un nodo y en cada nodo las soluciones se comparan con la 
solución actual interaccionando con el decisor. Un nodo es terminal si 
la solución ideal perteneciente a ese subconjunto está dominada por la 
solución actual. 
• Finalmente apuntemos que la clasificación no termina aquí, sino que ex-
isten otros procedimientos tales como: métodos de relajación, métodos 
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secuenciales, métodos de las funciones escalares, etc, que no describi-
mos. 
Los métodos interactivos requieren respuestas del decisor a una serie de 
preguntas que se realizan en cada iteración. Por tanto, la consistencia del 
decisor es uno de los factores más importantes para su buen desarrollo. Ya 
que los decisores pueden ser muy subjetivos, diferentes soluciones iniciales 
pueden conducir a diferentes soluciones de mejor compromiso. Además, los 
métodos usan distintos tipos de preguntas o formas de interacción y como 
consecuencia llevarán, en general, a diferentes soluciones. Por tanto, todos 
los métodos interactivos requieren respuestas consistentes del decisor para 
ser aceptables. 
Usualmente hay dos formas de reducir la inconsistencia del decisor: (i) 
comprobando la consistencia durante el procedimiento; y (ii) minimizando la 
carga cognoscitiva del decisor. 
Finalmente, recordemos que el análisis de decisiones que se ha desar-
rollado esencialmente en USA se ha basado en los modelos de la utilidad 
esperada subjetiva, y se ha denominado: "El modelo de escuela Americana 
para la ayuda a la decisión". 
Las principales críticas de esta teoría y de su práctica son: 
(i) La utilidad esperada de Von Neumann-Morgenstern no es validada por 
la evidencia, ni similar a los actuales procesos de decisión (ver entre otros, 
Aliáis, 1979; McCord y de Neufville, 1985); 
(ii) la construcción de la función de utilidad multiatributo requiere un 
proceso complicado de preguntas; 
(iii) al final de este proceso, no se puede estar seguro de si la estructura 
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de preferencia obtenida es totalemente correcta cuando inicialmente se ha 
establecido alguna preferencia básica no cierta; 
(iv) todas las implicaciones prescritas por el modelo de utilidad esperada 
están fundamentadas en la hipótesis de que, incluso cuando el decisor no ha 
sido forzado durante el proceso de entrevista, él es racional en el sentido de 
que se supone que cumple un conjunto de axiomas de creencias intuitivamente 
convincentes. 
La racionalidad de estos axiomas ha sido criticada por Aliáis (1953;1979), 
entre otros autores. En 1953, este premio Nobel fue un oponente a los ax-
iomas que él llamó de la escuela Americana. Además, algunos autores eu-
ropeos, especialmente en Francia y Bélgica, también han lanzado sus críticas. 
Un ejemplo de ello, es la escuela Francesa, iniciada por Roy. El primer 
método, denominado ELECTRE (Elimination et Choix Traduisant la Réalité) 
fue desarrollado en 1968 y presentó algunos aspectos originales: (i) Las no-
ciones de concordancia y discordancia que fueron aplicadas a MCDM; (ii) No 
aceptación de la compensación absoluta entre criterios y valores, presente en 
la teoría de la utilidad; (iii) Se iniciaron extensiones del concepto de criterio; 
y (iv) se asumió la incomparabilidad, produciendo estructuras de preferencia 
parciales. 
Con estas ideas, la ayuda a la decisión pasó a estar más próxima al decisor, 
quizás más respetuosa de su libertad y de su habilidad para estructurar las 
preferencias. Sin embargo, en el resto de esta comunidad científica la utilidad 
esperada es todavía y seguramente lo seguirá siendo, una línea dominante de 
investigación para el caso mono y multiatributo. 
Esto justifica que diversas herramientas prácticas o software deben desar-
rollarse, eludiendo los principales inconvenientes de las escuelas Americana 
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o Francesa y tomando las ventajas de una combinación de las buenas ideas 
de ambas escuelas. 
Por otra parte, la escuela Americana aunque pueda ser más fácilmente 
criticada, ya que revela una teoría fuerte y exigente, la escuela Francesa paga 
por su creatividad una falta de fundamento teórico. Esta falta puede inducir 
de manera peligrosa al mal uso de sus modelos y métodos con prescripciones 
inadecuadas. 
En esta memoria tratamos los problemas multiobjetivo con información 
parcial sobre la estructura de preferencias del decisor, que vendrá represen-
tada por una función vectorial de preferencia, definida del espacio de ob-
jetivos en un espacio vectorial, reflejando la imprecisión sobre la verdadera 
pero desconocida función escalar de preferencia. El aumento de información 
sobre la estructura de preferencias del decisor se llevará a cabo con la forma 
de interacción: " Comparación de pares de vectores". 
Proponemos métodos interactivos, que serán de ayuda al decisor en su 
difícil tarea de tomar decisiones. Estos algoritmos interactivos pertenecen a 
los grupos de: " Métodos de reducción de la región factible" y " Métodos de 
ponderaciones para los criterios". 
La presente memoria la estructuramos en tres partes. 
La primera trata el problema de decisión multicriterio en ambiente de 
certidumbre, con información parcial sobre las preferencias del decisor rep-
resentada por una función de valor vectorial. Consideramos una agregación 
aditiva de sus componentes e información parcial sobre las constantes de es-
cala del decisor. La información sobre las constantes estará definida por re-
stricciones en la forma de un cono poliédrico y definiremos una nueva función 
de valor vectorial basándonos en los generadores de dicho cono. 
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Desarrollaremos caracterizaciones del conjunto de valor eficiente que nos 
servirán como base para construirle aproximaciones inferior y superior. Pos-
teriormente, introduciremos un conjunto de aproximación al conjunto de 
valor eficiente que se puede obtener computacionalmente de una forma más 
sencilla. Se demuestran propiedades de encaje y convergencia, y proponemos 
métodos interactivos basados en dicho conjunto. 
La segunda parte trata el problema de decisión multicriterio en ambiente 
de incertidumbre, con información parcial sobre las preferencias del decisor 
representada por una función de utilidad vectorial. Consideramos, igual que 
en la parte anterior, una agregación aditiva de sus componentes é información 
parcial sobre las constantes de escala del decisor. 
Se desarrolla el concepto de utilidad eficiente para identificar estrategias 
de utilidad eficiente cuando la información sobre las constantes de escala 
está en la forma de un cono poliédrico. Una caracterización del conjunto 
de utilidad eficiente en términos de una nueva función de utilidad vectorial 
definida basándonos en los generadores del cono poliédrico nos proporciona 
una forma práctica de obtener tales estrategias de utilidad eficiente. Pro-
ponemos un método interactivo basado en la asignación de las constantes de 
escala a través de comparaciones de pares de elementos por parte del decisor. 
El método se complementa, si fuese necesario, con un procedimiento que re-
duce el conjunto de utilidad eficiente para ayudar en el proceso de búsqueda 
de una estrategia final. Todos los conceptos y resultados que aparecen en 
certidumbre, tienen su equivalente en el ambiente de incertidumbre. 
La tercera parte, inicia la extensión de las anteriores al caso de ambiente 
difuso. Tratamos los problemas lineales biobjetivo difusos. 
Finalmente, terminamos las memoria con un apartado de conclusiones, 
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problemas abiertos y líneas de investigación futuras. 
Capítulo 2 
Ambiente de certidumbre 
2.1 Aproximación inferior y superior del con-
junto de valor eficiente 
2.1.1 Introducción 
Nuestro punto de partida es un problema de decisión multicriterio en ambi-
ente de certidumbre, en que tenemos un conjunto de alternativas de decisión 
x £ X, un conjunto finito de n criterios u objetivos definidos mediante una 
aplicación z : X—•IR" que podemos suponer, sin pérdida de generalidad, que 
hay que maximizar, con z = (z\,..., zn) y, además, existe información parcial 
sobre las preferencias del decisor en el espacio de objetivos Z = z(X). Esta 
información parcial está representada a través de una función de valor vec-
torial v = {vu...,vp) : Z->W (Roberts, 1972; Rietveld, 1980 y Rios-Insua, 
1980), que representa un orden parcial estricto >- (irreflexivo y transitivo), 
15 
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tal que 
z y z' <=^> v{z) > u(z'). 
donde v{z) > v(z') si y sólo si i/j(z) = Vi(z') para todo i = 1, ...,p y existe j 
tal que Vj{z) > Vj(z'). Esta función vectorial v puede considerarse como una 
forma de reflejar la falta de precisión sobre la verdadera (pero desconocida) 
función de valor escalar del decisor y resulta muy apropiada en las estructuras 
de tipo jerárquico que, con frecuencia, presentan los problemas bien definidos 
de decisión multicriterio (Keeney y Raiffa, 1976). Además, desde un punto 
de vista práctico puede resultar, en general, mucho más fácil asignar las 
funciones componentes de v, que una función escalar global, debido tanto 
a la agrupación natural de las Vi en v atendiendo a la homogeneidad de 
los criterios, como al número más reducido de criterios que posiblemente se 
tendrán en cada componente. 
El planteamiento anterior conduce al problema de optimización vectorial 
max u(z) 
(2-1) 
sa: z £ Z 
a partir del cual resulta natural considerar, como conjunto donde el decisor 
debe buscar su solución, el que denominamos conjunto de valor eficiente 
S(Z, v) = {zeZ : fiz' eZ : v{z') > u(z)} 
que verifica 
S(X,z) D
 z-\£{Z,v)) = {x e X : z(x) G S(Z,u)} 
suponiendo que la función z sea creciente en IR" (Yu, 1985). Es, precisa-
mente, en el conjunto £(Z, v) donde el decisor debe hacer su elección de la 
solución más preferida. 
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Si el problema de optimización vectorial (2.1) tuviera una única solución 
z', entonces £{Z, v) = {z1}, y puede considerarse como la solución del prob-
lema de decisión. Sin embargo, este no es el caso en la mayoría de las situa-
ciones prácticas, donde el conjunto de valor eficiente, generalmente, es un 
conjunto con un número muy grande de elementos. Además, la generación 
del conjunto de valor eficiente no puede considerarse como la resolución de 
un problema de decisión, porque no proporciona al decisor, en general, un 
número razonablemente pequeño de alternativas de decisión entre las que 
poder elegir. Por tanto, el proceso de solución del problema debería refor-
mularse como sigue: 
"seleccionar un único elemento del conjunto S(Z, v)". 
El problema de decisión enunciado en esta forma puede considerarse in-
suficientemente estructurado y, usualmente, no puede resolverse sin añadir 
algunos supuestos estructurales. Estas suposiciones pueden añadirse de difer-
entes formas. Una de ellas, es imponer nuevas condiciones matemáticas, que 
conduzcan finalmente a un preorden lineal del conjunto Z. Otra forma, fa-
vorecida por el aumento de información sobre la estructura de preferencia 
del decisor, es restringir sucesivamente el conjunto £(Z, v) al ir obteniendo 
nueva información en un proceso interactivo entre el decisor y el analista de 
decisiones. Este segundo camino, que se adapta a la filosofía subyacente a 
los métodos interactivos, es el que seguimos en esta memoria. 
2.1.2 Caracterizaciones del conjunto de valor eficiente 
Vamos a ver en este apartado algunas caracterizaciones del conjunto de valor 
eficiente basadas en la función de valor vectorial v que, posteriormente, se 
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utilizarán para obtener soluciones de valor eficiente y desarrollar algoritmos 
interactivos basados en ellas. Nos han servido como punto de partida el 
artículo de Soland (1979) y el libro de Yu (1985), pero considerando aquí los 
conceptos de función de valor vectorial y de conjunto de valor eficiente. 
Comenzamos introduciendo la nomenclatura y definiciones que utilizamos 
a lo largo de este capítulo. Denotaremos como: 
mí (IR") - el interior del ortante no negativo de IR". 
IR" - el ortante no negativo de lRn. 
IR" - el ortante no negativo de IR" sin el origen. 
Definición 2.1 Conjunto convexo. Un conjunto K € Mn se dice convexo si 
Xz1 + (1 - X)z2 e K 
para todo par z1, z2 (E K y X € [0,1]. 
Es inmediato probar que, si K es convexo toda combinación lineal 
k 
y^ XiZ1 pertenece a K 
i= l 
con zl e K, J2Í=I Xi = 1, A¿ ^  0, y recíprocamente. 
La intersección de todos los conjuntos convexos que contienen a un con-
junto K se llama envoltura convexa de K, y se denota Co{K). 
Se demuestra fácilmente: 
a) El mínimo conjunto convexo que contiene a K es Co(K). 
b) Co(K) está formado por todas las combinaciones lineales finitas con-
vexas de elementos de K. 
Definición 2.2 Cono. Un conjunto K C üf?" se llama cono si Xz € K, 
cuando z e K y X> 0. 
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Definición 2.3 Cono convexo. Un cono convexo es un cono que a su vez es 
un conjunto convexo. 
Definición 2.4 Conjunto ÜT-convexo. Dado un conjunto Z y un cono con-
vexo K en JRn, se dice que Z es K-convexo, si Z+K es un conjunto convexo. 
Teorema 2.1 Dada v : Z —»• JRP función de valor vectorial, si z° € Z 
maximiza (Xv)(-) en Z, para algún X € int(lR^.), entonces z° G £(Z, v). 
Demostración. Supongamos que z° € Z maximiza (Xv)(-) en Z, para 
algún A € zní(M^), pero z° £ S(Z,u). En tal caso existe z* G Z tal que 
v{z*) > u(z°) y, para el A anterior (y cualquier A € mí(lR^)), se verificará 
(Ai/)(Z*) > (Xu)(z°), que contradice la hipótesis. • 
Este teorema permite, por variación paramétrica de los vectores de pesos 
A, determinar puntos del conjunto £(Z,u). Lo que no asegura es que todas 
las soluciones de valor eficiente las podamos generar con el apoyo del anterior 
resultado. 
A continuación enunciamos una generalización del teorema anterior. 
Teorema 2.2 Dada v : Z —)• IRP función de valor vectorial, si z° £ Z 
maximiza de forma única (Ai/)(-) en Z, para algún A € Mp+, entonces z° € 
£(Z,v). 
Demostración. Sea z° € Z el punto que maximiza de forma única (Ai/)(-) 
en Z, para algún A € IR^. Suponiendo que z° £ £(Z, v) tenemos que existe 
z* e Z tal que v(z*) > u(z°) y, para el A anterior, (\v)(z*) = (Xu)(z°), que 
contradice la hipótesis de unicidad. D 
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En el siguiente resultado, obtenemos una condición necesaria que deben 
cumplir las soluciones de valor eficiente, cuando el conjunto de objetivos y la 
función de valor verifican ciertas propiedades matemáticas. 
Teorema 2.3 Si Z es un conjunto convexo y cada Vi(-), i = 1,—,P es 
cóncava o v{Z) es Sf_-convexo, entonces para que z° G Z pertenezca a 
£(Z, v) es necesario que z° maximice (Ai/)(-) en Z para algún X G 2R+. 
La demostración se tiene de los dos teoremas siguientes. 
Teorema 2.4 Si cada i/¿(-), i = 1, ...,p es concava sobre un conjunto convexo 
Z, entonces V = {v{z) : z G Z}, donde u(z) = (ui(z),...,up(z)), es ML-
convexo. 
Demostración. Sea yk = u(zk) + hk para k = 1,2; zk € Z y hk G IR .^. 
Para algún A G [0,1], Xy1+(1-X)y2 = A I / ( 2 1 ) + ( 1 - A ) I / ( - 2 2 ) + A / I 1 + ( 1 - A ) / I 2 á 
v{Xzx + (1 - A)*2) + Xh1 + (1 - X)h2 G V + ñp_. Así, V + ñp_ es un conjunto 
convexo, es decir, V es H^.-convexo. ü 
Teorema 2.5 Si V es ¡RÜ-convexo, entonces una condición necesaria para 
que v° G V sea un elemento eficiente es que v° maximice Xv sobre V para 
algún X G M\. 
Demostración. Si t/° es un elemento eficiente de V, también lo es de 
V+'BJL. Esto implica que 0 = v°-v° es un elemento eficiente de (V—v°)+Mp_. 
Así, (V - v°) + W. n W+ = 0. Ya que {V - v°) + Mp_yJRp+ son conjuntos 
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convexos, por el teorema de separación de conjuntos convexos existe X ^ 0 
tal que 
Xv £ 0 para todo veBF+ y (2.2) 
Xv á 0 para todo v € (V - v°) + ÍRP_ (2.3) 
Por tanto, (2.2) implica que A € IR+, y (2.3) implica que X(v — v°) 5 0 
para todo v € V, o v° maximiza Xv sobre V, que es lo que se pretendía 
probar. • 
Es interesante notar que dada una función de valor vectorial, los puntos 
que maximizan de forma única cada función componente individualmente 
son eficientes. En este sentido tenemos 
Teorema 2.6 Dada u : Z -» Mp función de valor vectorial. Si z° e Z es tal 
que maximiza de forma única Vi(-) en Z para algún i 6 {1, —,p}, entonces 
z°e£(Z,v). 
Demostración. Sea z° el único punto que maximiza la componente i/¿(-) 
de &»(•) en Z. Supongamos que z° £ £(Z,u). Entonces, existe z' G Z con 
ís(z') > v(z). Luego Vi(z') = Vi(z), que contradice la hipótesis de unicidad. 
D 
Teorema 2.7 Dada v : Z —> Mp función de valor vectorial y z° tal que 
existe i G {1, ...,p} con 
Vi(z°) = max Ui(z) 
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entonces existe X £ 2R^ tal que 
(Xu)(z°) = max(Xu)(z) 
Demostración. Supongamos que para todo A £ IRÍJ. existe z £ Z tal que 
(Ai/)(z°) < (Ai/)(z). Entonces, tomando el vector de IR*¡. con todas sus com-
ponentes cero exceptuando la del lugar i que vale uno obtenemos que existe 
2 € 2 tal que Vi(z°) < Vi{z). Contradicción con la definición de z°. • 
Hemos visto condiciones necesarias y condiciones suficientes para que una 
solución sea de valor eficiente. En el siguiente teorema vemos ambos tipos 
de condiciones simultáneamente. 
Teorema 2.8 Dada v : Z —> Mp función de valor vectorial y A € int(IR^.) 
arbitrario. Entonces z° £ S(Z, v) si y sólo si z° maximiza (Xv)(-) en Z para 
algún a £ IRP con v(z°) = a. 
Demostración. Supongamos que z° maximiza (Xu)(-) en Z para algún 
a £ JRP con i/(z°) ^ a pero z° £ S(Z,v). En tal caso, existe z' £ Z con 
u(z') > u(z°). Así, (Xu)(z') > (Xu)(z°) con u(z') = o, lo que contradice que 
z° sea máximo. 
Para demostrar la otra implicación, sea z° £ £(Z,v), pero z° no max-
imiza (Ai/)(-) en Z con u(z°) = a. En tal caso debe existir z' £ Z con 
u(z') = a = u(z°) y (Xv)(zf) > (Xu)(z°). De estas dos desigualdades se ob-
tiene que u(z') > u(z°). Contradicción con que z° £ £(Z, u). O 
Para saber si una solución particular z° es de valor eficiente, podemos 
aplicar los teoremas anteriores. Para generar todo el conjunto de valor efi-
ciente, debemos usar técnicas de programación matemática adecuadas, y 
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variar el parámetro a del teorema 2.8 o el A del teorema 2.3 en rangos 
apropiados. Esto es, a debe variar de la cota inferior a la cota superior de 
i/(-) en Z, mientras que A debe variar sobre IR*}.. 
Definición 2.5 Sean A G ÍR?+ y K C 2R^ conjunto convexo, definimos los 
conjuntos 
Z{\) = {z° € Z : z° maximiza (Ai/)(-) en Z} 
Z(K) = \J{Z(X)} 
Teorema 2.9 Sea Z C 2Rn y v : Z —> 1RP función de valor vectorial, en-
tonces 
Z(K) C £{Z, v) 
para K = mí(H^). 
Demostración. Se sigue del teorema 2.1. O 
Teorema 2.10 Sea Z un conjunto convexo y cada Vi(-), i = l,...,p, es 
cóncava o v(Z) es Sf_-convexo, entonces 
Z(K) C £(Z, v) C Z(K') 
donde K = int(lRp+) y K' = Mp+. 
Demostración. Se sigue de los teoremas 2.1 y 2.3. D 
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A Z(K), con K = int(TR^.), se llamará aproximación inferior del conjunto 
de valor eficiente S(Z,u) y a Z(K'), con K' = B*J., aproximación superior 
del conjunto de valor eficiente. 
Estos conjuntos, permiten por variación paramétrica aproximar el con-
junto eficiente, £(Z, v), y determinar puntos de él resolviendo problemas de 
programación matemática. 
2.1.3 Generalización de la aproximación inferior y su-
perior del conjunto de valor eficiente 
Una forma de reducir el conjunto de valor eficiente consiste en considerar 
una nueva función de valor vectorial (o eventualmente escalar), que puede 
llevar a una reducción de la dimensión del espacio de criterios u objetivos y, 
por tanto, del conjunto eficiente (Rios et al., 1989). Otra posibilidad en la 
que también el analista trata de obtener más información sobre la estructura 
de preferencias del decisor, que puede conducir a una nueva reducción del 
conjunto de valor eficiente y así sucesivamente, hasta llegar a una reducción 
tal que al decisor le sea posible tomar la decisión final con el mínimo esfuerzo 
y con el menor riesgo a equivocación, consiste en considerar sobre el espacio 
de criterios de primer orden (o de otro orden cualquiera) otra función de 
valor vectorial más precisa con la consiguiente reducción. 
La obtención de mayor información sobre la estructura de preferencia del 
decisor se va a traducir, como veremos, en conos más amplios en el espacio 
imagen que nos van a permitir, mediante un algoritmo, alcanzar la reducción 
aludida. 
Recordemos que en el apartado anterior considerábamos, en el planteamiento 
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de información parcial sobre las preferencias, una función de valor vectorial 
v : Z —y W que, nos lleva a considerar el conjunto de valor eficiente, S(Z, v) 
que, intuitivamente, se corresponde con la consideración de K° = K° D Sp 
(K° = ]R/j. y Sp el simplex de Mp) contenido en el ortante fundamental IR+ y 
que va a representar la mínima información sobre las preferencias del decisor 
(cuanto más de cada componente mejor) para esa función de valor vectorial, 
v, obtenida. 
Es intuitivo que es posible aumentar la información considerando conos 
de información más amplios que el K°, lo que se va a traducir, como veremos, 
en una reducción del conjunto eficiente y, eventualmente, en una situación 
límite si tal cono se convierte en un hiperplano. En este caso tendremos 
una función de valor escalar, llegando así a lo que denominamos situación de 
decisión con información completa. 
Este desarrollo teórico nos va a permitir proponer un método de decisión 
multicriterio interactivo, que se complementa, en todo caso, con el de Ríos 
(1980) y Ríos et al. (1989), ya que su aplicación podría ser en cualquiera de 
las etapas del método secuencial de funciones de valor vectorial. 
También aplicaremos este esquema al conjunto de aproximación al con-
junto de valor eficiente, A(Z,u), que estudiamos en un epígrafe posterior. 
A continuación introducimos algunas definiciones sobre conos. En lo que 
sigue asumiremos que estos son convexos, constantes, cerrados y agudos. 
Definición 2.6 Cono apuntado. Un cono K se dice apuntado si —z £ K 
cuando z ^ 0 y z G K. Equivale a decir que K no contiene subespacios no 
triviales. 
Definición 2.7 Cono agudo. Se dice que un cono K es agudo si existe un 
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semiespacio abierto H tal que H U {0} contiene a la cl(K). 
Se demuestra: 
c) Si K es un cono convexo, es agudo si y sólo si cl(K) es apuntado. Si 
K es un cono cerrado y convexo, es agudo si y sólo si es apuntado. 
Definición 2.8 Polar. Dado Z C IRn, diremos que Zv es su polar si 
Zv = {z* € 2Rn : z'z^O para todo z e Z} 
Definición 2.9 Polar estricto. Dado Z C ]Rn, diremos que Zpe es su polar 
estricto si es 
Zpe = {z* E Mn : z*z > 0 para todo z e Z} 
Se demuestra: 
d) Zv y Zpe son conos convexos y, además, Zp es cerrado. 
e) Si K es un cono convexo y cerrado, es Kpe = int(Kp), y estos conjuntos 
son no vacíos si y sólo si K es apuntado. 
Definición 2.10 Cono de información nula. Llamaremos cono de infor-
mación nula K° al ortante no negativo de IBP, es decir, K° = WÜ^. 
Definición 2.11 Cono de información. Llamaremos cono de información a 
cualquier cono que contenga al cono de información nula. 
Introducimos ahora la definición de conjunto de información que con-
tendrá los pesos con los que se agregan las componentes de la función de 
valor en una función aditiva. 
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Definición 2.12 Conjunto de información. Llamaremos conjunto de infor-
mación asociado a un cono de información K a 
K. = Kpn Sp 
donde Sp es el simplex de Mp. 
Se demuestra que si Kp es un cono poliédrico, es posible determinar su 
conjunto de generadores (Tamura, 1976), que normalizados se denotarán por 
Dada la función de valor vectorial u : Z —¥ IRP, ya hemos, visto que se 
corresponde con el cono de información nula, K°. Si tenemos un cono de 
información K, su conjunto de información K+, estará generado por un con-
junto finito de elementos, {k1,...,kq}, es decir, K* = {k : k = ^etik1, a¿ = 
»=i 
9 
0, 53 a¿ = 1} Y 1° denotaremos como K* = G{k1,..., kq}. 
t = i 
Ahora, extendemos la noción de función de valor vectorial considerando 
una función de valor vectorial más precisa cuyas componentes son composi-
ciones aditivas ponderadas con constantes definidas en términos de restric-
ciones dadas por conos que representan información revelada por el decisor. 
De esta forma podemos expresar que la nueva función de valor vectorial, dado 
el cono de información K, viene dada por 
vK(z) = ((k1u)(z),...,(k<v)(z)) 
y será posible considerar de nuevo el conjunto de valor eficiente asociado a 
dicha función de valor vectorial, e(Z, uK), siendo 
S{Z,uK) = {zeZ : fiz' eZ, con uK(z') > vK{z)} 
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En particular, notemos que si K = K°, se verifica vK = v pues K° = 
G{(1,0,..., 0), (0,1,0,..., 0),..., (0,..., 0,1)}. Por tanto, £(Z, uK°) = S(Z, v). 
Probaremos que dada u, si es posible obtener más información, en términos 
de un nuevo cono de información K, entonces el conjunto de valor eficiente 
respecto de vK es más reducido que el original asociado a v. Así, un aumento 
en la información sobre las preferencias del decisor puede llevar consigo una 
disminución en el conjunto de puntos de interés para el decisor, es decir, en 
el conjunto de valor eficiente. 
Teorema 2.11 Sea u : Z -* IRP una función de valor vectorial y K un cono 
de información tal que K* C int(K°), entonces 
£{Z, uK) C S(Z, v) 
Demostración. Sean K* = G{k1, ...,kq} y z° € £(Z, vK). Supongamos 
que z° 0 £(Z,u) entonces existe z € Z tal que u(z) > u(z°). Por tanto, 
vK{z) > vK(z°) ya que todas las componenetes de los generadores de K* son 
positivos. Contradicción con la hipótesis de que z° G £(Z, vK). • 
El contenido recíproco no es cierto, como se puede ver en el siguiente 
ejemplo: 
Sea 
Z = {(8,2), (1,10), (6,3), (5,9), (1,1)} 
y 
u(z) = ( I / I (¿) , I / 2 (Z)) = (zi,z2). 
Capítulo 2. Ambiente de certidumbre 29 
Entonces el conjunto de valor eficiente para u es 
£(Z,u) = {(8,2), (1,10), (6,3), (5,9)}. 
Si el conjunto de información es K, = G{k1,k2}, donde k1 = (3/4,1/4) 
y A;2 = (1/4,3/4), entonces 
vK{z) = ((klu)(z), (k2u)(z)) = (3/4zi + 1/4*2,1/4*! + 3/4z2). 
Por tanto, 
£ ( 2 , i/*) = {(8,2), (5,9)}. 
Claramente se puede observar que £(Z, vK) 2 £(•£> ^)- O 
Veamos ahora que obtenida uK, si el decisor proporciona nuevamente 
más información en términos de un nuevo cono de información K', tal que 
K'n C int(K*), entonces el nuevo conjunto de valor eficiente £(Z,vK') está 
contenido en el precedente, de manera que el resultado que sigue establece el 
principio de aproximación del método que posteriormente desarrollamos. 
Teorema 2.12 Sea v : Z —¥ IRP una función de valor vectorial y K, K' 
conos de información tales que Kl C int(K*), entonces 
£{Z,vK')Q£{Z,vK) 
Demostración. Sean K* = G{k1,...,kr} y if» = G{kn,...,k's}. Como 
K't C int(K*) existen constantes a¿ > 0, con i € {l , . . . , r} y ; 6 { l , . . . , s} , 
r r 
tal que 53 a¿ = 1 para todo j € {1,... , s}, verificándose 0 = ^a-k1 para 
i= l t=l 
todo j e { l , . . . , s} . 
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Sea z° 6 £(Z,uK'). Supongamos que z° g- £(Z,uK) entonces existe 
z 6 Z tal que vK{z) > vK(z°). Luego, 
uX'(z) = ((k>1v)(z),...,(k>°v)(z)) = 
= (Í:cÍ(fo){z),...,J:aí(h*u)(z))> 
>(J2a¡(kiu)(z0),...,±at(kiu)(zQ)) = 
\ i = l t=l / 
= ({knu)(z°),..., (k'su)(z0)) = uK\z°). 
Contradicción con la hipótesis de que z° € £(Z, vK'). • 
Vamos a establecer un resultado sobre convergencia, que viene a expresar 
que si se tiene una sucesión creciente de conos de información que converge a 
un hiperplano H, entonces la sucesión correspondiente de conjuntos de valor 
eficiente converge al conjunto de valor óptimo, dado por la función de valor 
escalar (pj>')(-) con p vector normal al hiperplano H, es decir, al conjunto 
Opt(Z,pv) = {z G Z : z maximiza (pu)(-) en Z} . 
Esta idea lleva al principio de convergencia del proceso que queda estable-
cido en el siguiente 
Teorema 2.13 Sea v : Z —> Mp una función de valor vectorial y {Kn}nejN 
una sucesión creciente de conos de información tal que K™, converge a un 
vector p. Si z° € Z es tal que z° € £(Z, uKn) para todo n = 1,2,..., entonces 
z° G Opt(Z,pu). 
Demostración. Como K? \ p, para cada e > 0 existe no tal que para 
todo n = n0 los generadores de K™ distan de p menos de e. 
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Sea z° € S(Z, uK") para todo n = 1,2,..., entonces no existe z € 2 tal 
que i/Kn(z) > vKn(z°) para todo n = 1,2,..., es decir, 
(fc»(z) > (fc»(z0) 
para todo n = 1,2,..., con alguna desigualdad estricta, siendo K? = G{fc",..., A;"}. 
Supongamos que la desigualdad i-ésima es la estricta, entonces (fc"i/)(z) > 
(k^u)(z°). Considerando n suficientemente grande, la anterior desigual-
dad nos dice que no existe z € Z tal que (jpv){z) > (pv)(z°), es decir, 
z° e Opt(Z,pis). D 
Si consideramos el caso más general en el cual para cada componente de 
la función de valor vectorial v tenemos un cono de información, en lugar de 
un cono general para toda la función, podemos hablar de familias de conos. 
Definición 2.13 Familia de conos de información nula. Llamamos familia 
de conos de información nula a j£° = (Kf,..., K°) si K° = ... = K® = K°. 
Definición 2.14 Familia de conos de información. Llamamos familia de 
conos de información a cualquier familia de conos K_ = {K\,..., Kp), tal que 
K° C K. (es decir, K° C Ku..., K° C Kp). 
Definición 2.15 Dada dos familias de conos de información K_ = (Ki,..., Kp) 
y K. = (K[,..., Kp), decimos que K_ C K_ si Ki C K¡ para todo i = 1, ...,p. 
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Definición 2.16 Cono común. Sea K_ = {K\, ...,KP) una familia de conos 
de información. Definimos para K_ el cono común como 
K=f]Ki 
Definición 2.17 Conjunto de información asociado a una familia de conos 
de información. Dada una familia de conos de información K_ = {K\,..., Kp), 
donde K es el cono común, entonces el conjunto de información asociado al 
cono K, denotado K*, se llama conjunto de información asociado a la familia 
de conos de información K.. 
Vamos a presentar los resultados anteriores, en términos de la monotonía 
de la función de valor vectorial en familias de conos de información que se 
contienen. 
Teorema 2.14 Sean K_ y K_ familias de conos de información con Kl C 
int(K*) y sea v : Z —> Mp una función de valor vectorial. Entonces 
£(Z,v¿)CS(Z,v*-) 
Demostración. Es análoga a la del teorema 2.12. • 
Extendemos ahora la definición de Z{K) al caso de familias de conos de 
información 
Teorema 2.15 Sean v : Z —> 2RP una función de valor vectorial y K_ una 
familia de conos de información tal que K* es su conjunto de información. 
Si z° e Z(int(K+)) para algún k' € int(K*), entonces z° G S(Z, v—). 
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Demostración. Sea z° € Z(int(K*)) para algún k' € int(K*) pero z° e" 
£(Z, v—). Si z° £ S(Z, v—) entonces existe z' E Z tal que 
{klv)(z') t {klv){z°) 
{krv){z') i (krv)(z°) 
con alguna desigualdad estricta, donde K* = G{kl,..., kr}. 
Como k' G int(Kt) se tiene que existen a,- > 0, con i = {l , . . . , r} tal 
r r 
que ^ « i = 1 verificando k' = ^a:^A;,. Luego (k'u)(z') > (k'v)(zQ). Con-
tri i=i 
tradicción con z° € Z(int(K*)) para algún /c' € m£(iC). • 
Notemos que el teorema 2.9 es un caso particular de este en el cual K = 
(JR?+,...,W+). 
A Z(mí(AT*)) lo denominamos aproximación inferior del conjunto de 
valor eficiente para la función v—. 
Como consecuencia, vamos a ver que los puntos de Z(K_) para una función 
de valor en una familia K_ de conos de información son puntos del conjunto 
£(Z,u). 
Corolario 2.1 Sea v : Z —> Mp una función de valor vectorial y K_ = 
(Ki,..., Kp) una familia de conos de información, entonces 
Z(K) C S(Z, u) 
Demostración. Por el teorema anterior 
Z(K) C S(Z, ¡A). (2.4) 
Capítulo 2. Ambiente de certidumbre 34 
Por el teorema 2.14 
£(Z,iA)C£{Z,v). (2.5) 
De (2.4) y (2.5) se obtiene el resultado. • 
Para construir una aproximación superior del conjunto de valor eficiente 
para la función v— es necesario que, tanto la función v— como el espacio 
de objetivos verifiquen ciertos requisitos matemáticos, como vemos a contin-
uación 
Teorema 2.16 Sean v : Z —> IRP función de valor vectorial y K_ familia de 
conos de información tal que su conjunto de información es K* = G{k1,..., k9}. 
Si Z es un conjunto convexo y cada Vi(-), i = l,—,p es cóncava o v—(Z) 
es M9_-convexo, entonces para que z° E Z sea de £(Z,v—) es necesario que 
z° € z{m?+). 
La demostración se sigue de los tres teoremas siguientes. 
Teorema 2.17 Sea K* = G{kl,..., kq} el conjunto de información asociado 
a la familia de conos de información K_. Si todas las funciones Vi(-), con 
i = l,...,p, son cóncavas sobre el conjunto convexo Z, entonces también lo 
son (fc-V)(-), con j = 1, ...,q, sobre Z. 
Demostración. Sean zl, z2 E Z y a E [0,1] entonces se verifica 
(kh)(azl + (1 - a)z2) = Wuiaz1 + (1 - a)z2) Z 
Z W(av{zl) + (1 - a)v{z2)) = a{kh){zl) + (1 - a){kh){z2). 
Es decir, (/cJV)(-), con j = 1,..., q, es cóncava sobre Z. D 
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Teorema 2.18 Si cada (k^u)(-), con j — l,...,q, es cóncava sobre un con-
junto convexo Z, entonces V — {y— (z) : z G Z}, donde u—(z) = ({klv){z),..., (kQu)(z)), 
es St9_-convexo. 
Demostración. Análoga a la del teorema 2.4. • 
Teorema 2.19 Si V es Mq_-convexo, entonces una condición necesaria para 
que v° e V sea un elemento eficiente es que v° maximice Xv en V para algún 
Demostración. Análoga a la del teorema 2.5. • 
A Z(JR9+) lo denominamos aproximación superior del conjunto de valor 
eficiente para la función v—. 
A continuación proponemos un algoritmo basado en los resultados anteri-
ores, que determina una aproximación al conjunto de valor eficiente a partir 
de un conjunto de información. En este procedimiento, las afirmaciones del 
decisor sobre las soluciones del conjunto de aproximación, sirven para eligir 
una solución o bien para una reducción del conjunto de información obte-
niendo una nueva aproximación al conjunto de valor eficiente y reiterándose 
el proceso hasta alcanzar una solución. 
Inicialmente, el conjunto de información que se considera es el que se 
obtiene del cono poliédrico generado por los vectores {A1 = (l ,e, ...,e), A2 = 
(e, 1,£, ...,e),..., Ap = (e, ...,£, 1)} con e un número positivo próximo a cero 
(notar que, aproximadamente, se corresponden con los vectores extremos 
del ortante fundamental en TRP), la media de los p vectores anteriores A = 
(1/p,..., 1/p) y la media de cada par X\ Xj con i ^ j , Xij = (e, ...,£, (1 + 
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e)/2, e,..., e, (1 + e)/2, e,..., e), teniendo así un conjunto de 2p + 1 pesos, que 
se utilizan en el algoritmo para obtener los primeros 2p + 1 puntos de valor 
eficiente que se presentan al decisor para su evaluación. Denotemos a este 
conjunto de 2p + 1 pesos como a°. 
2.1.4 Algoritmo 
El algoritmo que muestra el método indicado es como sigue: 
Paso 1. Identificar Z y v. 
Paso 2. Hacer t = 0, y considerar inicialmente el conjunto de pesos cr°. 
Paso 3. Resolver los problemas de programación matemática para cada 
A 6(7*, 
max (Ai/) (Z) 
sa: z € Z 
y sea Zl el subconjunto de e(Z, v° ) que resulta de resolver tales problemas. 
Paso 4- Se le presentan al decisor los puntos del conjunto Z* para que 
determine el subconjunto Z* (con al menos un elemento), de mayor interés. 
Si Zg es unitario, fin. En caso contrario ir a 5. 
Paso 5. Hacer t = t + 1. Considerar el cono poliédrico o\ determinado 
por los pesos extremos de a1'1 asociados a puntos de valor eficiente de Z1'1. 
Paso 6. Calcular la media de los vectores extremos de o\ y la media para 
cada par. Considerar el conjunto de pesos o1 formado por los extremos de 
(7g y los que se han calculado anteriormente en este paso. Ir a 3. 
El algoritmo comienza identificando el espacio de objetivos, y construyendo 
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la función de valor vectorial asociada a las preferencias del decisor. En el paso 
2 se considera un conjunto de pesos que cubre las distintas posibilidades ex-
tremas para que, inicialmente en el paso 3 y suponiendo las preferencias 
crecientes para cada objetivo, tener un conjunto representativo de puntos de 
valor eficiente de Z, respecto de la función v. En el paso 4, se le presentan 
al decisor tales puntos para que él decida sobre aquellos que considera más 
adecuados respecto a sus preferencias. Entonces, se utilizan las respuestas 
para reducir el conjunto de información y, en el paso 6, generar pesos en ese 
cono reducido para volver al paso 3, determinar un nuevo conjunto de puntos 
de valor eficiente más pequeño y reiterar el proceso. 
Notemos que, en la práctica, el algoritmo converge en un número finito 
de etapas. 
Ejemplo 
Consideremos el problema multiobjetivo con función de valor vectorial u(z) = 
(Z11Z2) y cuyo espacio de objetivos Z queda definido por las siguientes re-
stricciones: 
-2zi + 7z2 S 105 
3ZÍ + 8z2 ^ 157 
zi + z2 = 29 
5zi + 3z2 á 127 
4zi - 3z2 = 80 
zi,z2 ^0 
Supongamos que, en principio, la información proporcionada por el de-
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cisor es nula, es decir, tan sólo sabemos que "cuanto mayor sea el valor de 
cada componente de la función de valor vectorial mejor". Por tanto, se trata 
de ver si el punto ideal pertenece al espacio de objetivos ya que, entonces, 
habríamos terminado al ser esa la decisión óptima de nuestro problema. Pero 
el punto ideal z* = (zl,z%) = (23,17) no pertenece a Z. Luego, podemos 
aplicar el algoritmo anterior para ayudarle al decisor a encontrar la solución 
más satisfactoria. 
En el paso 2, consideramos t = 0 y obtenemos que 
a° = {A1 = (1,0.01), A2 = (0.01,1), Am = (0.5,0.5), 
Alm = (0.75,0.255), A2m = (0.255,0.75)}. 
En el paso 3, resolvemos los problemas de programación matemática para 
cada A1 con i £ {1,2, m, lm, 2m}, obteniendo el conjunto 
Z° = {z1 = (23,4), z2 = (7,17), z3 = (20,9), zA = (23,4), z5 = (7,17)} 
Como se puede observar, este conjunto posee tan sólo tres elementos 
diferentes, entre los cuales el decisor deberá elegir en el paso siguiente los 
que crea mejores. 
Si en el paso 4 el decisor elige un único elemento, hemos terminado. Sin 
embargo, supongamos que prefiere z1 y z3 a z2. Entonces, 
Z°q ={z' = (23,4), z3 = (20,9)} 
En el paso 5 obtenemos 
o\ = {A1 = (1,0.01), Am = (0.5,0.5), Alm = (0.75,0.255)}. 
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En el paso 6 es 
a1 = {A1 = (1,0.01), A2 = (0.5,0.5), Am = (0.75,0.255), 
A1™ = (0.875,0.1325), A2m = (0.625,0.3775)}. 
Reiteramos el proceso y volvemos al paso 3, donde obtenemos 
Zx = {z1 = (23,4), z2 = (20,9), z3 = (23,4), z4 = (23,4), z5 = (20,9)} 
Este conjunto posee sólo dos elementos diferentes. Por tanto, suponemos que 
el decisor en el paso 4 elige una de las dos posibles, terminando el proceso. • 
2.2 Conjunto de aproximación al conjunto de 
valor eficiente 
2.2.1 Introducción 
En esta sección definimos un conjunto de aproximación al conjunto de valor 
eficiente y proponemos un método de ayuda a la decisión basado en dicho 
conjunto de aproximación. Tal conjunto de aproximación se puede reducir a 
través de un proceso interactivo basado en la extracción de preferencias del 
decisor y su traducción en términos de conos (familia de conos) poliédricos. 
Además, se demuestra la convergencia del método a una solución de valor 
eficiente cuando el cono (cono común) tiende a un hiperplano. 
Debido a la dificultad que tiene la generación del conjunto de valor efi-
ciente, especialmente en problemas continuos y/o no lineales, este método 
puede suponer una ayuda notable para el decisor, al ser necesario resolver 
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inicialmente sólo un número reducido de problemas de optimización escalar 
para obtener el conjunto aproximado y, posteriormente, mediante un proceso 
de discretización y la interacción con el decisor en términos de preferencias, 
alcanzar una solución final. 
2.2.2 Aproximación del conjunto eficiente para una función 
de valor vectorial con dos componentes 
El caso que comenzamos tratando es el de los problemas de decisión con una 
función de valor vectorial de dos componentes. Tales problemas nos permiten 
tener una idea gráfica de lo que se pretende hacer, lo que va a ayudar a 
un mejor conocimiento del procedimiento. Posteriormente, consideramos la 
extensión a un número cualquiera de componentes, siendo tal extensión no 
trivial. Por tanto, suponemos que la función de valor vectorial está definida 
de Z = z(X) en IR2, es decir, que tenemos u : Z—>JR2 con v = (^1,^2)-
Además, sean 
z{ tal que max 1/1(2) = v\{z\) = v\ 
z\ tal que max 1/2(2:) = ^2(^2) = v2 
y denotamos v\(zl¿) = vu y ^2(21) == ^ 2*> que constituyen las componentes 
de lo que se conoce como punto nadir . Con estas hipótesis introducimos la 
siguiente 
Definición 2.18 Conjunto de aproximación al conjunto de valor eficiente. 
Dada v función de valor vectorial tal que v = (I/J, i/2), se define el conjunto 
de aproximación al conjunto de valor eficiente como: 
A(Z, u) = {ze Z : 2/1(2) ^ vu y v2{z) 'í u2*} 
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Este conjunto, A(Z, v), contiene al conjunto de valor eficiente, £(Z, u), 
como se prueba en el siguiente 
Teorema 2.20 Dada v : Z—>M2 función de valor vectorial con Z C JRn. 
entonces 
£(Z,v) CA(Z,u). 
Demostración. Supongamos que z° € S(Z,u) pero z° £ A(Z,v). Si 
z° 0 A(Z, v) entonces Vi(zQ) < V\(zl) o u2(z°) < u2(zl) o ambos. 
Si 1^ 1(2°) < ^1(22)) P o r ^a definición de z\ tenemos 1/2(2°) = ^2(^2)- De 
ambas desigualdades obtenemos z° 0 s(Z,u), pero esto es un contradicción 
con la hipótesis. 
Si 1/2(2°) < ^(¿í)) por definición de z\ tenemos que i/i(z°) = V\{z{). De 
nuevo, de ambas desigualdades, obtenemos la misma contradicción. 
Finalmente, si ambas desiguadades son ciertas, la demostración es análoga. 
D 
Así, aunque el conjunto de aproximación siempre contiene al de valor 
eficiente puede ser, sin embargo, demasiado grande como para que el decisor 
elija en él. Por ello, parece razonable pensar en un procedimiento interactivo 
que permita su reducción progresiva. 
Como vemos en los resultados que siguen podemos afirmar que el conjunto 
de aproximación, A(Z, vK), al conjunto de valor eficiente será más reducido 
al aumentar el cono de información. 
Teorema 2.21 Dada v : Z—>IR2 función de valor vectorial y el cono de 
información K tal que K* C int(K°), entonces 
A(Z,vK)CA(Z,vK°) 
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Demostración. Denotemos por zj", z2 los puntos donde las funciones V\(-),v2(-) 
alcanzan su valor máximo, respectivamente. Sea z° € A(Z, vK) y K+ = 
G{kx, k2}, tal que k1 = (k\, k2) y k2 = (k2, k2), entonces 
k\v¿z») + k\u2{zQ) i klMz*k>) + k\v2{z*k2) 
k2MzQ) + k2u2(z°) S k2M*h) + k22u2{zl) 
donde z\x es tal que {kxv){z*kX) — max{(klu)(z) : z G Z}, y z\\ es tal que 
{k2v)(z*k2) = max{{k2v){z) : z € Z}. 
Lo anterior puede escribirse 
k\[vx{z») - *(&)] >=k\[v2{zl>) - u2(z0)} 
*?M*°) - *(*;,)] ^ *22h(40 - ^ ° ) ] 
Asumiendo que z° £ A(Z, uK°), se obtiene que V\{zQ) < V\(z2) o u2(z°) < 
i/2(z*) o ambas. 
Si 
uL(z0)<vL(z*2), (2-6) 
y sabiendo que 
"ité)*"i(*20 (2-7) 
(notar que si vi(z£2) < ^\{z2), porque ^2(2*2) = ^2(z2), tendremos (k2i/)(zk2) < 
(k2v)(z2) lo cual es una contradicción con la definición de z^). 
Obtenemos de (2.6) y (2.7) que ^(z0) < Viizfc). 
Podemos asumir que 0<k'2í¡k{<ly0<k21ík2<l teniendo en 
cuenta que al menos una de las dos desigualdades de menor o igual es estricta. 
Así 
k2Miñ - *i(z2>)] >= k{[MzQ) - ^(zU)} í k\[v2{z*k>) - u2(z0)} í 
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Z k2[v2(z*k>) - u2(z0)) 
con la primera o última desigualdad estricta. Entonces 
*?M*°) - uta)] > *2M*J>) - M*0)] 
lo cual es una contradicción con la definición de z£2- Por tanto, z° e 
Si ^2(2°) < ^2(^1) o ambas desigualdades son ciertas, la demostración se 
realiza de forma análoga. • 
Podemos enunciar los siguientes principios de aproximación y convergen-
cia, respectivamente 
Teorema 2.22 Sean K1 y K2 conos de información tales que int(K}) D K2, 
entonces 
A(Z,vK2)CA(Z,vKl) 
Demostración. Denotemos como k{ y k\ los generadores de K\ y, k2 y k\ 
aquellos de K2. Además, sean z*ki, z^, zk2, zk2 los puntos donde las funciones 
(k\u)(-), (k2u)(-), (k2v)(-), (Hu){') alcanzan sus máximos, respectivamente. 
Ya que K2 C Int(Kl), tenemos 
k2 = aik\ + a2k\ con 1 = ai + a2 y a i , a2 > 0 
k\ = Pik\ + p2k\ con 1 = A + A » f t , f t > 0 
Si z° e A(Z, vK ), entonces 
(k2u)(z°) Z (k2u)(z*kí) 
(k2u)(z°) Z (k2u)(zU) 
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Supuesto que z° £ A(Z, vK ), tenemos (k\u)(z°) < {k\v)(z*ki) o (k\ 
{k\v)(z*kl) o ambos. 
Si (k\i/)(z°) < (k\u)(zli), y con la hipótesis anterior obtenemos 
{k\v){zl¿ > (*?i/)(z¡,) 
(k¡v)(z*k¡) > (k¡v)(z*kí) 
es decir, 
<*i[{*\")(*k) ~ (*!")(*&)] > ^[{k\u){z*kl) - (k¡v)(z*k¡)} 
A[(*l")(4j) - (*M(*Z»)] > h\{fy){ty - fávK'fy] 
Ahora, tenemos 
1. Si «i = /?i entonces /32 = o¡2 
2. Si «i = Pi entonces 02 = «2 
Si se verifica 1., son ciertas las siguientes desigualdades 
<*M")(*k) ~ fávKfy] z A[(*M(^) - (*M(*2;)] > 
> &[(*J«0(*¡?) - (kiu)(z*kr)] > a2[(k¡u)(zlí) - (&)(%)] 
así 
ai{k\v)(4l) + "2(*2i/)(a£i) > ai(*Ji/)(*í?) + a2(k^)(z*k¡) 
(klv)(4i) > (k¡u)(z*kí) 
lo que es una contradicción con la definición de z£2 • 
Si se verifica 2., son ciertas las siguientes desigualdades 
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> a2[{k\u){zl{) - {k\v){z^) £ M * 2 " ) ( ^ ) - ( ^ ^ ) ( ^ ) ] 
es decir, 
fc(k{v)(z*ki) + A(A;^)(z*x) > A ( * M ( ^ ) + A(*á i / ) (^ ) 
(A^)^) > (fc2M(^ ) 
lo que es imposible por definición de z£2 • 
Si (fc^X-z0) < (fc^X2*1) ° tenemos ambas desigualdades, las demostra-
ciones son similares. G 
Teorema 2.23 Sea {Kn}n€jft una sucesión creciente de conos de infor-
mación tal que K\ C int(K° y {K?}ne]N converge a un vector p y sea 
z° € Z tal que z° € A(Z, vKn) para todo n — 1,2,..., entonces z° € £(Z, v). 
Demostración. Si z° € A(Z, uRn) para todo n, entonces 
Wu)(z°) z {hy){zin) 
(k^)(z°) i (*2v)(zy 
para todo n, donde z*kn y z¡.n son los puntos donde las funciones {k^v){-) 
y (k^v)^) alcanzan sus máximos, respectivamente, y K™ = (?{&",/cj} P a r a 
todo n. 
Si suponemos que z° & S(Z,u), entonces existe z' € Z tal que u(z') > 
u(z°) y, así 
{ky){z') > (ky)(z°) í (kM(4„) (2.8) 
para todo n. 
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De las hipótesis sabemos que K™—tp cuando n—»oo, es decir, k"—>p y 
klj—tp cuando n—>oo. Así, dado 6 existe n° tal que para todo n ^ n°, 
II ki — k¡2 || = S. Como consecuencia, si tomamos un n = n°, la desigual-
dad (2.8) se cumple para k%, es decir, {k^v)^) > (^^X^*) - Esto es una 
contradicción con la definición de z£n y de aquí que z° € £(.2, ^)- n 
Con este resultado se garantiza la convergencia a una solución de valor 
eficiente. 
Tests computacionales 
Con el objeto de validar la aproximación propuesta vamos a presentar los 
resultados obtenidos de generar aleatoriamente 30 problemas deiscretos para 
comparar la relación existente entre los conjuntos de aproximación y eficiente. 
A continuación resumimos los resultados obtenidos de los 30 problemas. Se 
han considerado tres grupos de diez, el primero de ellos con 100 puntos para 
cada problema, el segundo con 200 puntos y el tercero con 300 puntos. In-
vestigamos el efecto de aumentar el cono de información como consecuencia 
de un aumento simulado de la información disponible sobre la estructura 
de preferencias del decisor. Los generadores obtenidos {kx,k2} para cuatro 
conjuntos de información se presentan en la tabla 2.1. Observamos que cada 
uno de ellos nos lleva a considerar diferentes funciones de valor vectoriales 
denotadas i/*, ¿ = 1,2,3,4. 
Tabla 2.1 
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k1 
k2 
V1 
(1,0) 
(0,1) 
v2 
(.95, .05) 
(.05, .95) 
u
3 
(.90, .10) 
(.10, .90) 
vA 
(.87, 1.3) 
(1.3, .87) 
Tabla 2.2 
Probl. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
n=100 
vl 
.44 
.08 
.70 
.54 
.26 
.10 
.44 
.16 
.44 
1 
V2 
.44 
.75 
1 
.46 
.18 
1 
1 
1 
.60 
1 
V3 
1 
1 
1 
.46 
.16 
1 
1 
1 
.60 
1 
vA 
.80 
.75 
n=200 
u
1 
.43 
.05 
.33 
.08 
.24 
1 
.45 
.07 
.38 
.03 
V2 
.50 
.15 
.75 
1 
.39 
1 
.45 
.24 
1 
1 
V3 
1 
.37 
.75 
1 
.54 
1 
.50 
1 
1 
1 
u* 
.71 
.75 
n=S00 
u
1 
.02 
.09 
1 
.33 
.05 
.55 
.04 
.12 
.08 
.12 
V2 
.50 
.27 
1 
.30 
.75 
1 
.16 
.14 
1 
.40 
V3 
.50 
.28 
1 
.80 
1 
1 
.33 
1 
1 
1 
VA 
.57 
.50 
1 
.80 
La tabla 2.2 presenta para cada problema, su tamaño n, la función de 
valor vectorial vl y la proporción de puntos en el conjunto de aproximación 
que pertenecen al conjunto de valor eficiente. Por ejemplo para el problema 
1 (línea 1), con tamaño muestral n = 100 y la función ul (columna 1), la 
proporción es 0.44. 
El experimento indica que en la mayor parte de los casos en los que la 
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información es nula (u1) y existe una proporción pequeña, con un pequeño 
decrecimiento en el conjunto de información la proporción aumenta consid-
erablemente aproximándose a uno. Notemos que, para unos pocos casos la 
proporción está lejos de la unidad. Un ejemplo es el problema 1, con n = 300 
y vA, con proporción .57. Sin embargo, hemos observado para estos casos que 
la reducción en el conjunto de aproximación es muy grande. Por ejemplo, 
para el caso primero comentado obtuvimos que el número de puntos eficientes 
era 6 (con i / ' ) y 4 (con i/4), sin embargo, tales números en el conjunto de 
aproximación eran 235 y 7, respectivamente, teniendo similares situaciones 
para los restantes casos. D 
A continuación extendemos las definiciones y resultados propuestos antes 
al caso, más general, de que la información dada por el decisor sobre su 
estructura de preferencias venga expresada en forma de familias de conos de 
información. 
Defínición 2.19 . Dada v : Z-+1R2 función de valor vectorial y la familia de 
conos de información K_ = (K\,K2), llamaremos función de valor vectorial 
asociada a la familia de conos de información K_, 
v& = (A;1!/, k2u) 
donde {k1, k2} es el conjunto de generadores para K+, y K el cono común 
•para K_. 
Observamos que 
u
K
° = u 
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Como vemos en los próximos resultados, podemos demostrar que el con-
junto de aproximación A(Z, v—) será más pequeño cuando más aumente K_. 
Teorema 2.24 Dada u : Z—tfft2 función de valor vectorial y una familia de 
conos de información K_ tal que K* C Int(K^), entonces 
A(Z,v£)CA(Z,vZ°) 
Demostración. Análoga a la del teorema 2.21. • 
También se verifican los siguientes principios de encaje y convergencia. 
Teorema 2.25 Sean K1 y K? familias de conos de información tal que 
Kl C Int(Kl), entonces 
A(Z,vK2)CA(Z,vKl) 
Demostración. Análoga a la del teorema 2.22. • 
Teorema 2.26 Sea {i£n}nejjv una sucesión creciente de familias de conos 
de información donde K\ C int(K+) y K™ converge a un vectorp. Si z° € Z 
es tal que z° € A(Z, v—") para todo n = 1,2,..., entonces z° G S{Z, v). 
Demostración. Análoga a la del teorema 2.23. • 
Este último resultado asegura la convergencia a una solución de valor 
eficiente. 
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2.2.3 Procedimientos interactivos 
Proponemos dos método interactivos de ayuda a la decisión basados en el 
conjunto de aproximación. Estos métodos pueden aplicarse a problemas 
discretos o bien a continuos, considerando una discretización a través de 
simulación. 
Tenemos el primer procedimiento dado por: 
AGORITMO I 
Paso 0. Identificar Z, v. 
Paso 1. Sea h=0. 
Paso 2. Identificar uh = vK {vh = v—h) y obtener v**, v%*, v^t y v^. 
Paso 3. Sean Ah = A(Z,vh), vh** = vh* + 8 (donde vh* = «*,u£*) y 
S es un vector con valores positivos pequeños) y \h > 0 un vector de pesos 
arbitrarios, (ej. Aj = o,-/(ai + a2) donde aá = mJi\vh.]%hj},3 = 1,2.) 
Paso 4- Determinar las soluciones de compromiso zh resolviendo 
min{s(uh(z),vh**,Xh) : z € Ah}. 
donde 
s(vh(z),vh**,\h) = max{A?(«^ - v*(z))} - S f t ^ W -
es una función con p,-(¿ = 1,2), valores positivos pequeños. 
Paso 5. Presentar zh al decisor 
1. Si está satisfecho con zh, parar. 
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2. En otro caso requerirle más información sobre sus preferencias en términos 
de conos (familia de conos) poliédricos Kh+l (Kh+1) tal que Kh C Kh+1 
(Kh C Kh+1). 
Paso 6. Sea /i = /i + l e i r a 2 . 
Notemos que este algoritmo I consta de una primera fase (pasos 0-2) 
que identifica las componentes de los elementos necesarios para resolver el 
problema (paso 4) que nos va a proporcionar una solución que puede ser 
satisfactoria para el decisor. La segunda fase (paso 3) obtiene los elementos 
necesarios para resolver el problema del paso 4. La tercera fase (pasos 4-5) 
se ocupa de la obtención de la solución potencialmente más preferida y de 
su presentación al decisor. Esta última fase es interactiva, requiriendo del 
decisor la expecificación de las constantes \h y p¿, aunque no es estrictamente 
necesario ya que se pueden calcular como indica el algoritmo, y expresar su 
acuerdo o desacuerdo con la solución que se le presenta. En cada iteración 
del algoritmo se tienen que resolver tres problemas de optimización escalares; 
Dos para la obtención de los dos puntos ideales y el tercero para calcular la 
solución potencialmente preferida por el decisor. En un principio, este último 
problema es no lineal, aún cuando todas sus componentes sean lineales, pero 
puede considerarse uno equivalente a él que es lineal si todas las funciones 
que lo constituyen son lineales. 
min t-EiPiWCzO 
Sa: zeAh 
A*(«*•* - u?{z)) < t, i = 1,2. 
Es claro que todas las soluciones obtenidas en el algoritmo en el paso 
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5 pertenecen al conjunto de valor eficiente, e(Z,uh), porque las soluciones 
óptimas en el paso 4 son de valor eficiente. Un procedimiento para el decisor 
para generar los conos de información puede ser mediante preguntas sobre 
comparación de pares de elementos (Zionts and Wallenius, 1983; Malakooti, 
1989; Tañer and Kóksalan, 1991). Una extensión de este algoritmo puede 
considerarse si en el paso 5 el decisor puede proveer información sobre sus 
preferencias en una de las tres formas siguientes, eligiendo la que le resulte 
más fácil o cómoda (Vanderpooten, 1989; Vanderpooten y Vincke, 1989). 
Estas formas son 
1. En términos de conos (familias de conos) poliédricos. 
2. Indicando que criterio quiere aumentar y la concesión sobre el otro. 
3. Especificando niveles de aspiración. 
ALGORITMO II 
El segundo procedimiento viene dado por el anterior algoritmo modificado 
como sigue 
Paso 0. Identificar Z y v. 
Paso 1. Sea h = 0. 
Paso 2. Identificar uh = vK (uh = v— ) y determinar i>i*,V2*»t,i* y v2*-
Paso 3. Sean Ah = A(Z,uh), vh** = vh* + S (donde vh* = K * , ^ * ) y 
8 un vector de valores positivos pequeños) y Xh > 0 es un vector de pesos 
arbitrarios, (ej. Aj = a,-/(ai + a2) con aá = mj{¡vf{¡vkjyj = 1,2.) 
Capítulo 2. Ambiente de certidumbre 53 
Paso 4- Determinar la solución de compromiso zh resolviendo 
min{s(vh(z),vh**,\h) : z £ Ah}. 
donde 
s(vh(z),vh**,\h) = max{Af(«*" - uf(z))} - 5 > » f (z). 
1=1,2 j^  
con pi(¿ = 1,2) valores positivos pequeños. 
Paso 5. Presentar zh al decisor. 
1. Si está satisfecho con zh, parar. 
2. En otro caso, preguntarle la forma en que desea proporcionar más in-
formación 
(a) En términos de conos (familia de conos) poliédricos, entonces ir a 
6. 
(b) Indicando que componente quiere que aumente y lo que está dis-
puesto a que disminuya la otra, entonces ir a 7. 
(c) Especificando niveles de aspiración, entonces ir a 7'. 
Paso 6. Identificar el cono (familia de conos) poliédricos Kh+l (K_h+1) tal 
que contenga al último (la última) generado (generada). Sea h = h + 1 e ir 
a 2. 
Paso 7. Se presenta zh al decisor y se le pregunta que componente de 
u
h(zh) debe aumentar y cuál es la máxima cantidad que él acepta ceder para 
la otra. Sea i el índice de la componente que debe aumentar y o; la cantidad 
que cede para el otro índice j . 
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Determinar el nuevo conjunto de potenciales soluciones 
Ah+1 = {zeAh: v?(z) i v?(zh), v¡(z) i v){zh) - u}. 
Sea vh+1 = v(h+V* + S, donde uC1"1"1)* es el punto ideal con respecto a Ah+1. 
Ir a 8. 
Paso 7'. Se presenta zh al decisor y se le pide que proponga niveles de 
aspiración para los valores vh+1. Sea Ah+1 = Ah e ir a 8'. 
Paso 8. Calcular una nueva solución de compromiso zh+1 resolviendo 
min{s(uh(z),vh+\Xh) : z e Ah+1} 
y tomar 
Aj+1 = l / ( ^ + 1 - u*(zh+1)), j = 1,2. 
Ir a 10. 
Paso 8'. Calcular una nueva solución de compromiso zh+1 resolviendo 
min{s(uh(z),vh+1,Xh) : z € Ah+l} 
Paso 9. Preguntar al decisor si prefiere zh o zh+1. 
1. Si es zh+1, calcular el nuevo vector de pesos (dirección más preferida) 
Xh+1 donde 
\>]+1 = l/(v^-uí(zh+l)), j = 1,2. 
2. Si es zh, preguntarle por el índice del valor (decrecido) más responsable 
para este juicio. Sea i el correspondiente índice. Una aproximación del 
próximo conjunto de potenciales soluciones es determinado por 
Ah+1 = {z e Ah : v1{z) t v1{zh+l)} 
Sea zh+1 = zhy Xh+1 = Xh. 
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Paso 10. Sea uh+1 = vh. 
Paso 11. Sea h = h + 1. Ir a 5. 
El algoritmo II es una extensión del algoritmo I, siendo los seis primeros 
pasos el algoritmo I, con la diferencia del paso 5 donde se proponen más 
formas de obtener información del decisor. Los pasos (7,7',9) calculan con-
juntos más reducidos de puntos de interés para el decisor. Los pasos (8,8') 
ofrecen problemas de optimización a resolver cuya solución nos proporciona 
elementos que pueden ser satisfactorios para nuestro decisor. 
Es claro que el algoritmo converge (teorema 2.23 y 2.26), aunque desde 
un punto de vista teórico puede no hacerlo en un número finito de pasadas. 
En la práctica, una mayor exigencia en la precisión sobre preferencias del 
decisor se traducirá en una tasa de convergencia más rápida para alcanzar la 
solución final. 
Los algoritmos (I, II) pueden generalizarse para el caso de tener funciones 
de valor con más de dos componentes. Esta generalización puede realizarse 
de dos formas: (1) considerando el conjunto de aproximación generalizado 
que consideramos en la sección siguiente y (2) sustituyendo Ah por Z. Las 
ventajas que puede presentar la generalización de (1) sobre la (2) es que, 
generalmente, al considerar el conjunto de aproximación en lugar del espa-
cio de objetivos total, eliminamos de consideración puntos que sabemos de 
un principio que no son interesantes para el decisor y de ahí que el gasto 
computacional para el primer caso sea menor que para el segundo. 
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Ejemplo 
Consideremos el ejemplo de la sección 2.1 y apliquemos el algoritmo I. En el 
paso 2 se obtiene que 
u°(z) = (2i,22), 
siendo v¡* = 23, vf = 17, < = 7 y < = 4. 
En el paso 3 el conjunto de aproximación al conjunto de valor eficiente 
para i/° está formado por 
A° = {zeZ:
 ZlZ7yz2Z4} 
siendo v0** = (23.001,17.001), A? = .476 yA^ = .524. 
En el paso 4 se trata de resolver el problema 
min —Z\ — 22 + si 
sa : z G Z 
ZlZ7 
2 2 S 4 
.4762! + Si Z 10.948 
.52422 + si £ 8.908 
2i,22,Si ^ 0 
siendo su solución óptima la solución de compromiso z° = (17.236,11.764). 
Esta solución de compromiso se presenta al decisor en el paso 5. Supongamos 
que el decisor no estuviera satisfecha con ella. Entonces le preguntamos por el 
valor de e para el que (17.236,11.764) y (17.236 + 4,11.764 -e) le son indifer-
entes. Sea la respuesta e = 1. Repetimos la pregunta para (17.236,11.764) y 
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(17.236 — 4,11.764 + e). Sea, en este caso, la respuesta e = 6. La información 
revelada por el decisor en estas respuestas queda recogida en el conjunto de 
información K} = G{(.2, .8), (.6, .4)}. Con esta nueva información reiteramos 
el algoritmo volviendo al paso 2. En este paso se obtiene que 
vl(z) = (.2zi + .822, -6^i + Áz2) 
siendo v\* = 15, v¡* = 15.6, v{, = 11.2 y v¿ = 11. 
En el paso 3 el conjunto de aproximación al conjunto de valor eficiente 
para vl está formado por 
A1 = {zeZ: .2zx + .8z2 * 11.2, .6zi + Az2 * 11} 
siendo vu* = (15.001,15.601), A} = .462 y A¿ = .538. 
En el paso 4 se trata de resolver el problema 
min —.8zi — 1.2z2 + S\ 
sa : z € Z 
.2zi + .8z2 Z 11.2 
.6zi + Az2 £ 11 
.092z! + .37z2 + si = 6.930 
.32322 + -21522 + si ^ 8.393 
zuz2,si ^ 0 
siendo su solución óptima la solución de compromiso z1 = (15,14). Esta 
solución de compromiso se presenta al decisor en el paso 5. Supongamos 
que el decisor no está satisfecha con ella. Entonces le preguntamos por el 
valor de e para el que (15,14) y (15 + 6,14 — e) le son indiferentes. Sea 
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la respuesta e = 7. Repetimos la pregunta para (15,14) y (15 — 4,14 + e). 
Sea, en este caso, la respuesta e = 5.5. La información revelada por el 
decisor en estas respuestas queda recogida en el conjunto de información 
K2 = G{(.538, .462), (.478, .522)}. Con esta nueva información reiteramos el 
algoritmo volviendo al paso 2. En este paso se obtiene que 
u
2(z) = (.538*1 + .462*2, .478*1 + -522*2) 
siendo v2* = 14.918, vf = 14.478, v¡, = 14.538 y u|» = 14.258. 
En el paso 3 se obtiene que el conjunto de aproximación al conjunto de 
valor eficiente para v2 está formado por 
A2 = {z£Z: .538*i + -462*2 = 14.538, .478*x + .522*2 ^ 14.258} 
siendo v2** = (14.919,14.479), X2 = .625 y \\ = .375. 
En el paso 4 se trata de resolver el problema 
min —1.016*i — .984*2 + s\ 
sa : z £ Z 
.538*i + ..462*2 Z 14.538 
.478*i + -522*2 ^ 14.258 
.336*i + -289*2 + si = 9.324 
.179*2 + -196*2 + si = 5.43 
*l,*2,Si ^ 0 
siendo su solución óptima la solución de compromiso *2 = (20,9). Esta 
solución de compromiso se presenta al decisor en el paso 5. Supongamos que 
el decisor está satisfecha con ella. Entonces el algoritmo termina y la solución 
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más preferida para nuestro decisor es z2 = (20,9). • 
Notar que este algoritmo presenta al decisor soluciones de valor eficiente 
las cuales no tienen por que ser puntos extremos del conjunto factible coma 
se puede observar en la solución que se obtiene en la primera iteración. 
Los dos algoritmos anteriores se pueden aplicar a cualquier tipo de proble-
mas en los cuales se alcancen los máximos exigidos. El número de preguntas 
al decisor es reducido y la dificultad mínima. Además, la carga computa-
cional no es muy grande. Sin embargo, para problemas particulares pueden 
obtenerse métodos que resultan más fáciles de aplicar. Por ejemplo, si con-
sideramos los problemas multiobjetivos lineales para los que se construye 
funciones de valor también lineales podemos aplicar el siguiente algoritmo 
que es una adaptación del introducido en Prasad y Karwan (1992): 
AGORITMO III 
Paso 0. Determinar Z, v. Hacer h = 0. 
Paso 1. Encontrar z\ tal que 
VAZV) — m a x u2 (z) 
sa: 2 G 2 
y z1 tal que 
v\(zl) = max V\ (z) 
sa: z G Z 
vi{z) = v-2,{z\) 
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Fijar z1 y sea r = 1. Encontrar 
vi = max Vi(z) 
sa: z £ Z 
Si u\(z1) = vi, parar y M = {z1}. En otro caso, sea r = r + 1 y M = {z1} 
e ir a 2. 
Paso 2. Resolver el problema Pr~l 
max "f¡-"f;:;j 
sa: z & Z 
Sea zr la solución obtenida (si hay soluciones óptimas, elegir aquella que 
tome menor valor en la segunda componente de la función de valor). Si 
vi{zT) = v\ entonces M = M U {azT~l + (1 — a)zr, a € (0,1)} e ir al paso 
3. En otro caso, M = M U {az r _ 1 + (1 - a)zr,a € [0,1]}, sea r = r + 1 y 
repetir el paso 2. 
Paso 3. Sea M° = M. 
Paso 4- Presentar Mh al decisor. Si elige una solución, parar. En otro 
caso, obtener más información mediante el cono (familia de conos) de infor-
mación Kh+1 D Kh (Kh+1 D Kh), hacer h = h + 1 e ir a 5. 
Paso 5. Determinar vh = uK (vh = u— ) y A(Z, vh). 
Paso 6. Calcular Mh = A(Z, uh) n M* - 1 . Ir a 4. 
Comentarios: 
a) El problema Pr se puede transformar en un problema de programación 
lineal añadiendo una restricción y una variable. Es decir, si Z se puede 
escribir como {Az = 6, z = 0} entonces tomando t = l/(vi(z) — vi(zk)) e 
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y = tz, obtenemos: 
max v2{y) - V2{zk)t 
sa: Ay - bt = 0 
ul{y)-ul{zk)t = l 
V,t*0 
Notemos que después de la primera iteración, en las siguientes iteraciones 
sólo el coeficiente de t necesita cambiarse en el paso 2, por lo que se puede 
utilizar análisis de sensibilidad para resolverlo. 
b) Es claro que la convergencia del algoritmo está garantizada. 
c) Además, este algoritmo con sus dos primeros pasos lo que hace es 
obtener el conjunto de valor eficiente completo. Después, gracias a la in-
formación que el algoritmo va recibiendo del decisor puede ir reduciéndolo, 
basándose en la reducción progresiva que va experimentado el conjunto de 
aproximación del conjunto de valor eficiente, hasta llegar el momento en que 
tal conjunto de valor eficiente sea lo suficientemente pequeño para que el 
decisor sea capaz de elegir la solución más preferida para él. 
d) Para los problemas de decisión con espacio de objetivos definido me-
diante inecuaciones lineales y con función de valor con tres componentes lin-
eales, podemos adaptar y aplicar el método de Bryson (1993) para identificar 
las soluciones de valor eficiente extremas. Si la función de valor posee más 
de tres componentes lineales una de las posibles formas de obtener el con-
junto de valor eficiente es trabajando de forma análoga a Armand y Malivert 
(1991). 
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Ejemplo 
Consideremos el ejemplo de la sección 2.1. Este problema es lineal y, por 
tanto, podemos aplicar el algoritmo III. 
En la primera iteración, en el paso 1, se obtiene que z\ = (7,17), z1 — 
(7,17) y v\ = 23. Como 23 = u* ± vx{zx) = 7 hacemos r = 2 y M = {(7,17)} 
y vamos al paso 2. 
En el paso 2 resolvemos el siguiente problema lineal 
max y 2 — 171 
sa : -2yi + 7y2 - 105í ^ 0 
3yi + 8y2 - 157í S 0 
yi + y2- 29t $ 0 
52/i + 3y2 - 127t S 0 
4yi - 3y2 - 80í S 0 
yi - 7t = 1 
yi,V2,t = Q 
La solución óptima para este problema es (1.875,1.75, .125). Haciendo el 
correspondiente cambio de variable se obtiene z2 = (15,14). Como 23 = Ü* ^ 
i/i(z2) = 15 hacemos r = 3 y M = {(7,17)} U {a(7,17) + (1 - a)(15,14) : 
a € [0,1]} y vamos al paso 2. 
En la segunda iteración, en el paso 2 resolvemos el siguiente problema 
lineal 
max y2 — 14t 
sa : -2 j / ! + 7y2 - 105* á 0 
Capítulo 2. Ambiente de certidumbre 63 
3t/i + 82/2 - 157í á 0 
2/i + 2/2 - 29* ^  0 
5yi + 3y2 - 127* ^  0 
4j/i - 3*/2 - 80* í 0 
Vl - 15* = 1 
2/1,2/2,* = 0 
La solución óptima para este problema es (4,1.8, .2). Haciendo el cor-
respondiente cambio de variable se obtiene z3 = (20,9). Como 23 = v{ ^ 
u^z3) = 20 hacemos r = 4 y M = {(7,17)} U {a(7,17) + (1 - c*)(15,14) : 
a € [0,1]} U {«(15,14) + (1 - a)(20,9) : a G [0,1]} y vamos al paso 2. 
En la tercera iteración, en el paso 2, resolvemos el siguiente problema 
lineal 
max 2/2 — 9* 
sa : -2yi + 7y2 - 105* S 0 
3?/i + 8y2 - 157* ^  0 
Vl + y2 - 29* % 0 
5?/i + 3t/2 - 127* S 0 
42/i - 3?/2 - 80* á 0 
í/i - 20* = 1 
2/i, 2/2, * = 0 
La solución óptima para este problema es (7.667,1.333, .333). Haciendo el 
correspondiente cambio de variable se obtiene z4 = (23,4). Como 23 = v\ = 
vx{z3) = 23 hacemos M = {(7,17)}U{a(7,17) + ( l - a ) (15 ,14) : a € [0,1]}U 
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{a(15,14) + ( l -a ) (20 ,9 ) : a £ [0, l]}U{a(20,9) + ( l -a ) (23 ,4) : a e [ 0 , l ] } 
y vamos al paso 3. 
En el paso 3 identificamos 
M° = {(7,17)} U {a(7,17) + (1 - o)(15,14) : a € [0,1]} U {o(15,14)+ 
+(1 - a)(20,9) : a € [0,1]} U {a(20,9) + (1 - a)(23,4) : a € [0,1]} 
que es el conjunto de valor eficiente para la función de valor v{z) — (z1, z2). 
En el paso 4 le presentamos al decisor M°. Supongamos que existen 
demasiados elementos en M° para que el decisor sea capaz de elegir una 
solución. Sin embargo, como anteriormente, suponemos que podemos obtener 
información sobre su estructura de preferencias representada por el conjunto 
de información K\ = G{{.2, .8), (.6, .4)}. 
En el paso 5 determinamos 
vl(z) = (.2zi + .822, -6*1 + Azi) 
y 
A(Z, vl) = {zeZ: .2zi + .822 ^ H.2, .621 + .4z2 ^ 11}. 
En el paso 6 calculamos M1 = {(7,17)} U {a(7,17) + (1 - a) (15,14) : 
a e [0,1]} U {a(15,14) + (1 - a)(20,9) : a € [0,1]}. 
En la cuarta iteración, en el paso 4, le presentamos al decisor M1. Supong-
amos que siguen existiendo demasiados elementos en M1 para que el decisor 
sea capaz de tomar una única solución como la más preferida. Sin em-
bargo, como anteriormente, suponemos que podemos obtener información 
sobre su estructura de preferencias representada por el conjunto de infor-
mación K2 = G{(.54, .46), (.48, .52)}. 
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En el paso 5 determinamos 
u
2{z) = (.54*1 + .46z2, .48zi + .5222) 
y 
A(Z, u2) = {zeZ: .54zi + .46z2 = 14.54, .48^ + .52¿2 ^ 14.26} 
En el paso 6 calculamos M2 = {a(15,14) + (1 - a)(20,9) : a G [0, .1]}. 
En la cuarta iteración, en el paso 4, le presentamos al decisor M2. Supong-
amos que ya en M2 el decisor puede tomar un elemento de este conjunto, al 
no resultarle demasiado extenso. Entonces, el algoritmo finaliza. • 
El algoritmo que desarrollamos a continuación está diseñado para resolver 
problemas de tipo discreto y se basa en un método de Ríos, D. (1990). La 
idea básica, es la siguiente: supongamos que tenemos dos alternativas de valor 
eficiente z% y zj con valores u(z%) y v{z?), respectivamente, tal que i/2[z?) > 
V2{z%), pero el decisor prefiere zl a zj. Nos interesa mejorar el valor de v\{z*). 
Dado que z* tiene el mejor valor en i/2(-) y que estamos maximizando, sólo 
consideramos a = (1,0), entre las direcciones de mejora. De esta manera, y 
teniendo en cuenta la hipótesis de continuidad de la función de valor podemos 
mejorar u(zj) con u(zj*) = v{z^) + (3a, (3 > 0, tal que v{z^*) ~ v{zl). 
Después, valiéndonos de la monotonía de la función de valor, eliminamos las 
alternativas dominadas por u(zj*), operación que denominamos "eliminación 
por u{z^*y\ Gráficamente, tal poda se traduce en la eliminación de todas las 
alternativas con valores que se hallen en el cuadrante formado por la abscisa 
y la ordenada de u{z^*). Análogamente, si 2J hubiera tenido su mejor valor en 
la primera componente de la función de valor, habríamos tomado a = (0,1) 
como dirección de mejora. 
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Veamos ahora cómo obtener las dos alternativas de valor eficiente de 
las que partimos. Sea Zh el conjunto de alternativas que nos queda en la 
iteración h. El proceso "encontrar z1" se realiza: 
Primero, resolver 
v* = max v\{z) 
sa: ze Zh 
Segundo, resolver 
^(z 1 ) = niax 1*2 (z) 
sa: z € Zh 
sa: vi (z) — v\ 
Análogamente, "encontrar z2" efectúa: 
Primero, resolver 
v\ — max 1/2(2) 
sa: z € Zh 
Segundo, resolver 
ui(zl) = max ui(z) 
sa: z e Zh 
sa: i/2 (z) = V2 
En cada iteración se calculan z1 y z2, se comparan sus valores y, según esa 
comparación, se elimina por u(zu) o i/(z2*). En el algoritmo denominamos 
zi{zk) a la mejor (peor) solución actual entre z1 y z2. Introducimos las 
soluciones que vamos encontrando en el conjunto M (serán todas soluciones 
similares a z*). "Encontrar v(zk*)" significa calcular u(zk*) = u(zk) + /?a, 
P > 0, de tal forma que v(zk*) ~ vfó). 
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ALGORITMO IV 
Paso 0. Determinar ^(Z,! / 0 ) . 
Paso 1. Hacer h = 0, j = 1, M = 0 y Z° = A(Z, v°). 
Paso 2. Considerar Zh y calcular u(zl) y u(z2). 
Paso 3. Si v{zl) = v(z2), fin, tenemos un punto ideal y la solución es 
{z1} U M. En otro caso, prevj = j . 
Paso 4- Si v{zx) ~ ^(22), {z2} U M, eliminar por v{z2), h = h + 1, 
encontrar v(z2) y volver a 2. En otro caso, ir a 5. 
Paso 5. Si el decisor prefiere v(zl) a v(z2), j = 1, k = 2. En otro caso, 
3 = 2, k = 1. 
Poso 5. Si j T¿ prevj, M = 0. 
Paso 7. Encontrar 1/(2**), eliminar por i/(2fc*), /i = /i + 1. 
Poso 8. Encontrar u(zk), volver a 3. 
En la variable prevj tenemos almacenado el índice de la mejor solución 
en la iteración anterior, para saber cuándo hay un cambio de mejor solución. 
Cabe destacar que el procedimiento "encontrar v(zk*)", se puede realizar me-
diante un proceso de interrogación al decisor sobre dos alternativas diseñadas 
para converger a un punto de indiferencia. Gráficamente, lo que se haría es 
ir desplazando el punto v{zk) en la dirección de mejora hasta que se cruce 
en un punto v{zk*) con la curva de puntos tan preferidos como v{zi). 
Al irse podando el conjunto de alternativas según las respuestas del de-
cisor, las decisiones de éste son irrevocables, como corresponde a un algoritmo 
orientado hacia búsqueda. Se puede considerar que es un algoritmo cómodo 
para el decisor ya que sólo tiene que responder a cuestiones cualitativas, si 
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prefiere una, otra, o le es indiferente. 
En cuanto a la carga computacional, también es muy pequeña. Si no 
tenemos en cuenta los procedimientos "encontrar" y "eliminar por", tan sólo 
tenemos tantas optimizaciones (maximizaciones o minimizaciones) como ob-
jetivos, por cada iteración. 
El tomar el conjunto de aproximación al conjunto de valor eficiente en 
vez de Z puede reducir considerablemente el número de puntos a estudiar. 
Ejemplo 
Supongamos un decisor que quiere comprar un coche de segunda mano que 
espera utilizar durante los próximos cuatro años. Cada uno de los posibles 
coches está caracterizado en un espacio de objetivos tridimensional con ele-
mentos z = {zi,Z2,z3), donde 
z\ = precio esperado de venta en pesetas cuatro años después de haberlo 
comprado (*104) 
z2 = coste estimado en pesetas de reparaciones futuras en los próximos 
cuatro años (*104) 
z% = número de kilómetros antes del cambio del motor (*4 * 104) 
Estos valores pueden corresponder al nivel inferior de una jerarquía de 
objetivos en los que, por un lado, tenemos agrupado Z\ y z% (costes) y, por 
otro lado, tenemos z$ (fiabilidad). 
Supongamos una función de valor vectorial v : Z—•IR2 donde 
v{z) = (vi2(zi,z2),v3(z3)) 
y hemos asignado ambas componentes V12 y v$, usando Logical Decisión 
(1991) en una sesión interactiva. Para (21,22) tenemos una función aditiva 
Capítulo 2. Ambiente de certidumbre 69 
dada por 
ul2(z) = vX2{zx,z2) = .7ui(zi) + .3i/2(z2) = 
= .7(1.042 - 4.609exp(-.0782^)] + .3[-.024 + 1.82exp(-.2875z2)] 
que es creciente en z\ y decreciente en z2. Para z$, tenemos 
Mz) = vÁzz) = !-824 - 3.04exp(-.05672;3) 
La tabla 2.3 describe treinta coches diferentes, uno de ellos debe ser se-
leccionado por el decisor. Además, aparece el valor de la función de valor 
vectorial en cada una de las alternativas. 
Tabla 2.3 
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Coche 
(zi,Z2,Z3) 
(^12,^3) 
Coche 
(zi,Z2,Zz) 
("12, "3) 
Coche 
(Zi,Z2,Z3) 
("12, "3) 
Coche 
(z1,z2,z3) 
("12, "3) 
Coche 
(zi,z2,z3) 
("12, "3) 
Coche 
(¿1,22,23) 
("12, "3) 
Cl 
(30,8,13) 
(.468,-370) 
C6 
(35,7,19) 
(.587,790) 
Cl l 
(28,4,18) 
(.534,.729) 
C16 
(24,6,14) 
(.326,.45) 
C21 
(34,2,19) 
(.804,.790) 
C26 
(43.5,8,15) 
(.670,.526) 
C2 
(35,5,15) 
(.643,.526) 
C7 
(40,11,11) 
(.604,-195) 
C12 
(29,25,20) 
(.655,.847) 
C17 
(29,5,17) 
(.518,-665) 
C22 
(23,9.5,13) 
(.224,-370) 
C27 
(49,6.5,19) 
(.737,.790) 
C3 
(37,4,19) 
(.717,-790) 
C8 
(44,9,14) 
(.660,.450) 
C13 
(29,9,10) 
(.429,-1) 
C18 
(32,4,23) 
(.631,1.00) 
C23 
(27,6,15) 
(.429,.526) 
C28 
(40,15,14) 
(.588,-450) 
C4 
(29,10,16) 
(.419,.598) 
C9 
(46,8,20) 
(.689,-847) 
C14 
(50,6,16) 
(.755,.598) 
C19 
(19,5,9) 
(.122,-0) 
C24 
(38,3.8,19) 
(.740,.790) 
C29 
(44.14,16) 
(.629,.598) 
C5 
(33,9,18) 
(.519,.729) 
CIO 
(26,7,15) 
(.373,-526) 
C15 
(52,6,19) 
(.764,-790) 
C20 
(26,3,16) 
(.531,-598) 
C25 
(38,12,10) 
(.575,-100) 
C30 
(60,13,17) 
(.706,-665) 
Si aplicamos el algoritmo anterior a este ejemplo, en el paso 0 obtenemos 
que 
A(Z, v°) = {C3, C9, C12, C715, C18, C21, C24, C27} 
En el paso 2 se denota Z° = {C3,C9,C12,C15,C18,C21,C24,C27} y 
v(zl) = (.804, .790) y u(z2) = (.631,1), los cuales ya han sido calculados en 
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el paso 0. 
En el paso 3, como v{zl) ^ v{z2), se verifica que prevj = 1. 
Simulemos que el decisor prefiere v{zl) a v(z2) entonces j = 1 y k = 2. En 
el paso 7 calculamos u(z2*) = (.731,1), y eliminamos por v{z2*) obteniendo 
Z1 = {C15,C21,C24,C27}. 
Volviendo a calcular z1 y z2 para obtener v{zl) y v(z2), respectiva-
mente. Se verifica que v(zl) = (.804, .790) y v{z2) = (.804, .790). Como 
v(zl) = v(z2), el paso 3 del algoritmo nos asegura que la solución más 
preferida para el decisor es el coche C21. • 
2.2.4 Conjunto de aproximación al conjunto de valor 
eficiente para problemas de decisión que poseen 
función de valor con n componentes 
En el caso de tener una función de valor con dos componentes v{z) = 
{v\(z), vi{z)) hemos construido el siguiente conjunto de aproximación al con-
junto de valor eficiente, A(Z, v), 
A(Z, v) = {zeZ:
 Vl{z) ^ vx{z*2), v2{z) ^ u2(z¡)} (2.9) 
donde z\ y z\ son los puntos donde los problemas 
max ^i(z) y max u2(z) 
sa: z € Z sa: z G Z 
alcanzan sus valores óptimos, respectivamente. 
En la definición del conjunto de aproximación al conjunto de valor efi-
ciente, como se ha podido apreciar, aparecen los valores 1 (^22) y ^2(^1) que 
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son las componentes del punto nadir. Entonces, podía pensarse que la ex-
tensión lógica de la definición para el caso en que la función de valor tuviese 
más de dos componentes, u(z) = (vi(z), ...,vp(z)), fuese 
A{Z, v) = {z e Z : vi{z) Z ni,..., vp(z) £ np} 
donde ni, ...,np son las componentes del punto nadir. Pero ocurre, desafor-
tunadamente, que este conjunto así definido no tiene por que contener al 
conjunto de valor eficiente, como se puede observar en el siguiente ejemplo: 
Sean Z = {z1, z2, z3, z4} y v{zl) = (1,2,3), u{z2) = (3,2,1), u{z3) = 
(1,3,1) y v(z4) = (2,1,2). De aquí se obtiene que el punto nadir es (ni, n2, n3) = 
(1,2,1). 
Por tanto, el conjunto de aproximación al conjunto de valor eficiente 
y el conjunto de valor eficiente quedarán definidos, respectivamente, de la 
siguiente forma: 
A(Z,u) = {zeZ: ux{z) t l,u2(z) * 2,u3(z) i 1} = {z\z2,z3} 
£(Z, u) = {z e Z : fiz' <E Z/v(z') > v(z)} = {z\ z2, z3, z4} 
respectivamente. 
Tenemos que z4 € £(Z, v) pero z4 0 A(Z, v). D 
Así, este ejemplo prueba que la extensión del conjunto de aproximación 
al conjunto de valor eficiente no se puede hacer de esta manera. 
Relajando un poco las condiciones, tal como 
A'(Z, u) = {zeZ: [i/i(z) £ ni, u2(z) t n2] V uz{z) £ n3 V ... V vp{z) Z np}D 
D{zeZ: [vx(z) £ ni, u3(z) i n3] V v2{z) ^ n2 V v¿z) ^ n4 V ... V vp{z) t np}n 
Capítulo 2. Ambiente de certidumbre 73 
n...D{z € Z : [i/p_i(z) í np_i, up(z) £ np] V 1/1(2) ^ ni V ... V vv_2{z) ^ np_2} 
obtenemos una aproximación que siempre contiene al conjunto de valor efi-
ciente como se demuestra en el siguiente 
Teorema 2.27 Dada u función de valor vectorial. Entonces 
£{Z,v)CA'{Z,v) 
Demostración. Sea z° € S(Z, v) y z° £ A'(Z, u). 
Si 2o 0 A'(Z, v) entonces existen al menos un i y j tal que z° 0 {2 € 
£ : [1 (^2) ^ rii,Vj(z) ^ nj] V 1/1(2) ^ n : V ... V ^(2) £ np} y en-
tonces 1/1(2°) < ni,...,i/p(2°) < np, pudiendo no estar la componente j o 
la i, pero sólo una. Sea j la componente que no está . De esto y de la 
definición del punto nadir obtenemos las siguientes desigualdades: 1/1(2°) < 
fti = ^i(-^)» ---, ^ jC-z0) = I/j(2;j')>—>^p(^°) < np = vp{z*j)\ de las cuales se ob-
tiene que 2° ^ £(Z, v). Contradicción con las hipótesis iniciales. • 
Si suponemos que podemos obtener más información sobre las preferen-
cias del decisor, la cual viene representada por el cono de información K tal 
que K* = Gik1,..., kq}, entonces uk = {klv,..., kqv). Se verifica 
Teorema 2.28 Dada v : Z—¥MP función de valor vectorial y K cono de 
información. Entonces 
£(Z,uK)CA'(Z,vK) 
Demostración. Sea z° e S(Z, vK) y z° £ A'(Z, uK). 
Si 2° £ A'(Z, vk) entonces existe al menos un i y j tal que z° & {2 e 
Z : [(k*u)(z) Z ni,(kju)(z) i TÍJ] V (klv){z) l m V ... V (ifi/)(z) £ np} 
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entonces {k}v)(z°) < ni,...,(kpu)(z°) < np, pudiendo no estar la compo-
nente j o la i, pero sólo una. Sea j la componente que no está . De esto 
y de la definición del punto nadir obtenemos las siguientes desigualdades: 
(k*v)(z°) < m á {Vv){z*),...,{kiv){z») á (Vu)(z*),...,(k"v)(z0) < np á 
(kpv)(Zj); de las cuales se obtiene que z° & £(Z,vK). Contradicción con las 
hipótesis iniciales. • 
Sin embargo, esta aproximación se puede mejorar como veremos a con-
tinuación. En realidad, el conjunto de aproximación que construimos para el 
caso de una función de valor vectorial con dos componentes se podía entender 
como el conjunto de puntos que no domina z\, ND(z{), intersecado con el 
conjunto de puntos que no domina z\, ND{z%). Es decir, que la expresión 
(2.9) se puede reescribir como 
A"(Z, u) = ND(zl) n ND{z*2) 
donde ND(z¡) = {z € Z : Uj(z) > fj(z¡) para algún j ^ i,i = 1,2, j = 
1,2} 
De forma análoga podemos extender este resultado al caso de que la 
función de valor vectorial posea un número de componentes p > 2 en la 
siguiente forma: 
Sea u = (v\,...,vp) función de valor vectorial con p componentes. Defini-
mos el conjunto de aproximación al conjunto de valor eficiente como 
A"(Z,u) = f]ND(z¡) 
donde ND(z^) = {z G Z : Uj(z) > v,(z¡) para algún j ¿ i,i = 1, ...,p, j = 
l,..„p}. 
Capítulo 2. Ambiente de certidumbre 75 
A continuación vamos a probar que el conjunto de aproximación constru-
ido efectivamente contiene el conjunto de valor eficiente. 
Teorema 2.29 Dada u : Z^rW función de valor vectorial. Entonces 
£{Z,v)<ZA"{Z,v) 
Demostración. Sea z° € £(Z, u) y z° £ A"(Z, u). 
Si z° $. A"(Z, v) entonces existe z* para algún i que domina a z°. Es decir, 
v(z°) < u(z*). O lo que es lo mismo, z° & e{Z,v). Contradicción con la 
hipótesis inicial. • 
Además, este último conjunto de aproximación al conjunto de valor efi-
ciente es mejor que el construido inicialmente como se prueba en el siguiente 
Teorema 2.30 Dada v : Z—tW función de valor vectorial. Entonces 
A"(Z,u)cA'{Z,u) 
Demostración. Sea z° € A"(Z, v) y z° £ A'(Z, v). 
Si z° g- A'(Z,u) entonces existe al menos i y j tal que z° £ {z G Z : 
[UÍ(Z) = ni,Uj(z) £ nj] V fi(z) = ni V ... V up(z) = np}, entonces 
Vi(z°) < ni,...,i/p(z°) < np, pudiendo no estar la componente j o i pero 
sólo una. Sea j la componente que no está . De esto y de la definición 
del punto nadir obtenemos las siguientes desigualdades: V\(z°) < n\ = 
Vi(Zj),...,i/j(z°) S i>j(zj),...,up(z°) < np á vp(zj); de las cuales se obtiene 
que z° está dominada por Zj. Con lo cual z° & A"(Z, v). Contradicción con 
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la hipótesis. O 
Además A'(Z, u) gt A"(Z, u). Para probar esto basta considerar el sigu-
iente contraejemplo: 
Sean Z = {zl, z2, z3, z4} y ^(z1) = (9,2,1), v{z2) = (0,8,2), u(z3) = 
(2,4,7) y v(z4) = (1,3,2). De aquí se obtiene que el punto nadir es (ni, n2, n3) = 
(0,2,1). Obteniéndose: 
ux{zz*) = 2 > u^z4) = 1 > ni = 0 
v2(z3*) = 4 > u2{z4) = 3 > n2 = 2 
Mz3*) = 7 > ^(z 4 ) = 2 > n3 = 1 
Esto significa que z4 e A'(Z, u) pero z4 0 A"(Z, u). • 
Ahora, supongamos que hemos obtenido más información sobre las pref-
erencias del decisor, las cuales quedan representadas por el conjunto de in-
formación K* = G{k1,..., kq}. Entonces 
Teorema 2.31 Dada v : Z—tIRP función de valor vectorial y K cono de 
información se verifica 
£{Z,vK)<ZA"{Z,vK) 
Demostración. Sea K+ = G{k1,..., kq}. Denotemos por z*ki las soluciones 
donde las funciones (&V)(-), para todo i — 1, ...,q, alcanzan sus máximos 
respectivamente. Supongamos que z° € £{Z, uK) y z° £ A"(Z, vK). 
Si z° $. A"(Z,uK) entonces existe *£ para algún i que domina a z°. Es 
decir, vf{zQ) ú vf{z*¡.i) para todo j con alguna desigualdad estricta. O lo 
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que es lo mismo, z° 0 £(Z, uK). Contradicción con la hipótesis inicial. • 
Además, se verifica la propiedad de monotonía para los conjuntos A", 
basada en 
Teorema 2.32 Dada u : Z—>MP función de valor vectorial y K cono de 
información tal que se verifica Kn C int(K°) entonces 
A"(Z,vK)CA"(Z,u) 
Demostración. Sea K+ = G{k1,..., kq}. Denotemos por z* y z*ki las 
soluciones donde las funciones vl{-) y (kjv)(-), para todo i = l,...,p y j = 
1,...,<7, alcanzan sus máximos, respectivamente. 
Lo demostramos por inducción sobre q. 
Si q=l . 
A"(Z, vK) = ND(z*kl) y A"(Z, u) = Q ND(z*). 
Supongamos que z° E A"{Z,vK) y*? <¿ A"(Z,u). Si z° € A"(Z,uK) 
entonces 
(k*u)(z°) = (k>v)(z*kl) (2.10) 
y si z° $. A"(Z, v) entonces existe i tal que v(z°) < u(z¡). Por tanto, 
{klu){zQ) < {klu){z*). (2.11) 
De (2.10) y (2.11) se obtiene que k1u{zi¡cí) < klv(z*). Contradicción con la 
definición de z£i. 
Supuesto cierto para q — 1 veamos que también lo es para q. 
Llamemos K[ = G{k1,..., A;9-1}. Por hipótesis se verifica 
A"{Z,vK')CA"(Z,v). (2.12) 
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Además, 
A"(Z,vK) = f2]ND(z*kJ) C A"(Z, uK') = f ] ND(*b). (2.13) 
i i 
De (2.12) y (2.13) se obtiene A"(Z, uK) C A"(Z, u). c.q.d. D 
Si hay un nuevo aumento de información se cumple 
Teorema 2.33 Dada u : Z—>1RP función de valor vectorial y, K1 y K2 conos 
de información tal que K2 C Int{Kl) entonces 
A"(Z,uK2)CA"(Z,uKl) 
Demostración. Sea K\ — G{k{,..., k^} y K2 = G{k\,..., k2}. Denotemos 
por z*.\ y zt2 las soluciones donde las funciones {k}vl)(-) y (k2is)(-), para todo 
i = 1,..., r y j = 1,..., s, alcanzan sus máximos, respectivamente. 
Lo demostramos por inducción sobre s. 
Si s=l . 
A"(Z,uK2) = ND(z*kl) y A"(Z,uKl) = f| ND(z*kf). 
Supongamos que z° E A"(Z, vK*) y z° <¿ A"(Z, vKl). Si z° e A"(Z, vK*) 
entonces 
(k2u)(z°) = (k2v)(z*kí) (2.14) 
y si z° £ A"(Z, vK ) entonces existe i tal que vK (z°) < vK {z*ki). Por tanto, 
(k2u)(z°) < (k2u)(4}). (2.15) 
De (2.14) y (2.15) se obtiene que {k2v)(zk2) < {k\v)(zki). Contradicción con 
la definición de zU. 
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Supuesto cierto para s — 1 veamos que también lo es para s. 
Llamemos K'f — G{kf,..., k^^}. Por hipótesis se verifica 
A"(Z,vK'2)CA"(Z,uKl). (2.16) 
Además, 
A"(Z,uK2)=f]ND(42)CA"(Z,uK'2) = Sf]ND(42). (2.17) 
3=1 3 j=l 3 
De (2.16) y (2.17) se verifica A"(Z, uK2) C .4"(Z, i/*1) c.q.d. • 
El conjunto de aproximación al conjunto de valor eficiente, A"(Z, v), 
puede reescribirse en función de las componentes de la función de valor vec-
torial de la siguiente forma: 
z e z 
"2(z) > ^ (* í ) ~ a2M 
vv{z) > vv{z\) - a\M 
vx{z) > vx{z*v) - o?xM 
i/p_i(2r) > fp-i(z¿) - a£_iM 
Y,oPi^p-i j = i,...,p 
i*3 
a?e{o,i} 
siendo M un valor suficientemente grande. 
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Para tener una idea de quien puede ser la constante M, calculamos los 
puntos ideales y antiideales respecto a cada una de las componentes de la 
función de valor. Sean estos z$, z\, — , z* y zít, Z2*> ••• > %>*> respectivamente. 
Entonces M puede ser cualquier valor que verifique la siguiente desigualdad: 
M i maxiv^zl) - vi{zu), - , vp{z*p) - vP{zpir)}. 
Los algoritmos vistos anteriormente para el caso de una función de valor 
vectorial con dos componentes son válidos para el caso de funciones de valor 
vectoriales con más de dos componentes considerando como conjunto de 
aproximación este nuevo conjunto que hemos definido, A"(Z,u). 
Capítulo 3 
Ambiente de incertidumbre 
3.1 Aproximaciones al conjunto de utilidad 
eficiente 
3.1.1 Introducción 
En los procesos de análisis de utilidad multiatributo para problemas de de-
cisión bajo riesgo o incertidumbre, la exactitud y precisión de las funciones 
de utilidad asignadas es un rasgo importante del proceso de solución ya que 
tales funciones son las herramientas que proporcionan un orden de preferen-
cia sobre un conjunto de alternativas cuyas consecuencias dependen del azar. 
La teoría de la utilidad esperada y la teoría de la utilidad esperada subje-
tiva (Von Neumman y Morgentern, 1944; Savage, 1954; 1972; Fishburn, 1982; 
Prench, 1986) consideradas como el principal paradigma de la teoría prescrip-
tiva, tienen posiblemente su mayor deficiencia en la dificultad práctica de la 
asignación de las funciones de utilidad, que crece con el número de atributos 
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en los problemas multidimensionales. Hasta la fecha, la forma más eficaz 
de aliviar esta dificultad ha sido la reducción, tanto como fuera posible, de 
la dimensión de la función de utilidad. Esto lleva a la agrupación de los 
atributos en subgrupos más pequeños, cada uno de los cuales puede consid-
erarse independientemente de los otros. Esto es justamente lo que conduce 
a agrupar en forma apropiada atributos que están asociados a cada objetivo 
del nivel más bajo de las estructuras jerárquicas (Keeney y Raiffa, 1976). 
Como en el caso de certidumbre la asignación de una función de utilidad 
global se substituye por la asignación de una vectorial cuyas componentes 
corresponden a funciones de utilidad para cada grupo de atributos. El análisis 
debe estar basado sobre la información parcial disponible y conducirnos a 
modelos que no requieran del decisor afirmaciones exactas sobre ciertos juicios 
de preferencia (Weber, 1987). 
En este capítulo supondremos una situación de decisión bajo riesgo o in-
certidumbre con una función de utilidad vectorial que proporciona un modelo 
de decisión sin utilizar una noción explícita de riesgo. Asumiremos que una 
representación aditiva (Keeney and Raiffa, 1976; Dyer and Sarin, 1979) es 
una aproximación válida (Raiffa, 1982), y existe información parcial sobre 
las constantes de escala definidas por un cono poliédrico. Desarrollamos el 
concepto de eficiencia en utilidad vectorial para caracterizar la eficiencia de 
loterías en términos de una nueva función de utilidad vectorial definida a 
partir del cono poliédrico. Además, supondremos que es posible que el de-
cisor pueda ir mejorando la asignación de las constantes de escala en un 
proceso interactivo en el que el objetivo fundamental es una reducción del 
conjunto de estrategias para hacer más fácil la selección de la más preferida. 
Se han desarrollados varios conceptos para el caso de información parcial so-
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bre las constantes de escala (Sarin, 1977; Hannan, 1981; White et al., 1984; 
Kirkwood y Sarin, 1985; Hazen, 1986), y comparaciones y evaluación de 
diferentes métodos de asignación (Hobbs, 1980; Gershon, 1982; Schoemaker 
y Waid, 1982; Barron, 1992). 
Nosotros sugerimos una aproximación interactiva basada en compara-
ciones de pares de estrategias para obtener información parcial sobre las 
constantes de escala dentro de un procedimiento de solución. 
3.1.2 Relaciones entre funciones de valor y utilidad 
En este apartado examinaremos las relaciones entre las funciones de utilidad 
bajo riesgo e certidumbre (Barron et al., 1984). Como ejemplo, consideremos 
las descripciones de trabajos hipotéticos de la forma (x, y, z), donde x indica 
la ciudad donde se ofrece el empleo, y el salario, y z el tipo de trabajo. Una 
decisión se considera sin riesgo si el decisor está seguro de la consecuencia 
multiatributo asociada con cada trabajo. En este caso, el problema consiste 
en seleccionar el trabajo más preferido o comparar los valores relativos de las 
diferentes alternativas de trabajo. Por otra parte, una decisión se considera 
con riesgo si el decisor posee inseguridad sobre la consecuencia asociada a 
cada trabajo pero puede expresarla como una distribución de probabilidad 
sobre las posibles consecuencias de cada trabajo. En este segundo caso, una 
solución al problema consiste en seleccionar el trabajo que tenga la mayor 
utilidad esperada. 
La teoría de la utilidad proporciona los fundamentos para la construcción 
de una función de utilidad u que preserva las preferencias de las alternati-
vas mientras su esperanza preserva las preferencias entre las loterías. En el 
Capítulo 3. Ambiente de incertidumbre 84 
caso multiatributo se han desarrollado varias formas de descomposición de 
u (Keeney y Raiffa, 1976) de las que la aditiva y multiplicativa son las de 
más frecuente uso. Estas descomposiciones son válidas siempre y cuando se 
cumplan dos clases de propiedades cualitativas sobre preferencias, la inde-
pendencia preferencial de pares de atributos, y la independencia en utilidad. 
La independencia preferencial requiere que las ordenaciones de preferencias 
sobre pares de atributos no quede afectada por el nivel fijado en los restantes 
atributos. La independencia en utilidad requiere que las preferencias para 
las loterías que se cambian en el nivel de un sólo atributo no quedan afec-
tadas por los niveles fijados para los restantes atributos. Además, el modelo 
aditivo requiere que el decisor sea indiferente entre todos las loterías con 
idénticas distribuciones marginales de probabilidad. Esta última condición 
se denomina independencia aditiva. 
Dyer y Sarin (1979) desarrollaron un modelo de medida para el caso de 
certidumbre que estaba basado en la medida tradicional de intensidad de 
preferencia (Suppes y Winet, 1955). Mientras las funciones de utilidad y 
las utilidades esperadas reflejan el atractivo de las loterías, las funciones de 
valor reflejan las diferencias en los valores relativos de las alternativas. Para 
distinguir ambas funciones, denotamos las funciones de utilidad con u y las 
de valor con v. 
La descomposición de la función de valor es similar a la descomposición de 
la función de utilidad. Asumiendo que se verifica la independecia preferencial 
de pares de atributos, Dyer y Sarin (1979) probaron que la función de valor 
es multiplicativa si, análogamente a independencia en utilidad, los juicios de 
valor entre alternativas que varían sólo en un subconjunto de atributos, no 
dependen sobre los valores fijados en los restantes atributos. Además, v es 
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aditiva si la diferencia entre los valores de las dos alternativas que varían en 
un atributo, es invariante frente a cambios en los otros atributos. 
Las descomposiciones de v son muy similares a aquellas en la teoría de 
la utilidad esperada. A pesar de la similitud estructural entre u y v no 
existen razones a priori para suponer que están relacionadas por una forma 
funcional simple. La interpretación de los modelos, y los juicios para obtener 
las funciones y los diferentes parámetros difieren sustancialmente. 
Estas diferencias son importantes para el análisis de decisiones. Por ejem-
plo, si encontramos apropiada una función de valor aditiva, esta puede con-
struirse usando técnicas relativamente simples. Las relaciones teóricas de la 
tabla 3.1 permiten al analista para transformar v en u. Psicológicamente, 
un procedimiento de transformación de valor a utilidad simplifica el pro-
ceso siendo necesario un mínimo número de preguntas sobre las loterías 
hipotéticas, y distingue diferentes procesos cognitivos: actitud de riesgo 
frente a valor marginal (para atributos individuales) y substituye/complementa 
frente a adversión/afición al riesgo multiatributo. 
Relaciones teóricas 
Claramente, uy v están relacionadas por una transformación estrictamente 
creciente u = h(v), ya que ambas son funciones que preservan el orden (ver, 
por ejemplo, Raiffa, 1969; Keeney y Raiífa, 1976; Krantz et al., 1971). Pero 
ni la teoría de la utilidad esperada ni la medida de intensidad de preferencia 
proporcionan por ellas mismas una forma específica de relación entre u y v. 
En principio, la forma y agregación de u y v puede ser bastante diferente. 
Por ejemplo, v puede ser aditiva, mientra u puede ser multiplicativa o no 
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descomponible completamente. Todas las v pueden ser lineales, mientras 
que todas las u podrían ser no lineales, y viceversa. 
A lo largo de la literatura teórica existen resultados que relacionan las 
funciones de utilidad y las funciones de valor para algunas clases de transfor-
maciones específicas. Por ejemplo, exponencial o logarítmica (Pollack, 1967; 
Krantz et al., 1971; Keeney y Raiffa, 1976; Dyer y Sarin 1979). Una forma 
común de relacionar u y v, se tiene a partir de los teoremas de unicidad de 
sus respectivas representaciones teóricas. Por ejemplo, si u y v son ambas 
aditivas y preservan el orden, entonces existen constantes reales a > 0 y b, 
tal que 
u = av + b. (3.1) 
Dyer y Sarin (1979) usaron la ecuación (3.1) para obtener una relación 
funcional entre u y v para el caso donde u y v eran aditivas o multiplicativas. 
Keeney y Raiffa (1976) probaron que una función de valor aditiva en combi-
nación con una función de utilidad multiplicativa implica que la función de 
utilidad tiene aversión constante al riesgo o aficionada al riesgo en valor. Por 
tanto, las funciones de valor y utilidad deben estar relacionadas mediante 
una transformación exponencial. Ahora es, en general, bien conocido de la 
literatura que las funciones de valor y utilidad deben estar relacionadas por 
una transformación lineal, logarítmica, o exponencial, si ambas son a la vez 
aditivas o multiplicativas. Estos resultados se resumen en la tabla 3.1 (von 
Winterfeldt et al., 1980). 
Debería notarse que las relaciones de la tabla 3.1 son muy restrictivas 
en un sentido matemático y de comportamiento. Matemáticamente, sería 
suficiente encontrar un punto que relacione u y v, y de esto determinar la 
Capítulo 3. Ambiente de incertidumbre 87 
ecuación completa. Del comportamiento, las ecuaciones implican neutrali-
dad al riesgo (u = v), o aversión (o afición) constante al riesgo en valor. 
Tabla 3.1 
v/u 
aditiva 
multiplicativa 
aditiva 
U = V 
1 + ku = (1 + k)v 
multiplicativa 
_ ln(l+wv) 
ln(l+k) 
l + ku = (1 +w)<n(1+,"> 
Finalmente, indicar que las funciones de utilidad y de valor pueden de-
scomponerse en otras formas, además, de las aditivas y multiplicativas ex-
aminadas en esta sección. 
3.1.3 Formulación del problema 
Consideramos un problema de decisión bajo riesgo donde Z es el conjunto 
de soluciones con elementos z caracterizados por un número de atributos 
Z\i—,zny sea Vz el conjunto de distribuciones de probabilidad simples sobre 
-2, con elementos p,q,p',... también llamados loterías o estrategias. Asum-
imos una función de utilidad vectorial u : Z—>JRm, donde u = (ui,...,um) 
representa un orden de preferencia sobre Vz que conduce al principio de 
dominancia definido como 
p>uq <=> E(u,p)>E(u,q) 
donde E(u,p) = (E(ui,p),...,E(um,p)), es el vector de utilidades esperadas 
y 
E(u,p) > E(u, q) <=> E(ui,p) i E(UJ, q) para todo i = 1,..., m y existe 
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j £ {1, ...,m} tal que E(uj,p) > E(uj,q) 
con 
E(ui,p) = ^2nptui(zt) 
t=i 
para todo i = l,...,myp= (p1,z1;p2,z2; ....;pn,zn) (pt i 0,Ví, J2Pt = 1)-
La relación >u es un orden parcial estricto sobre Vz (irreflexivo, transitivo 
y asimétrico). Formulamos el problema de optimización vectorial bajo riesgo 
(p.o.v.r.) como 
max E(u,p) 
sa. p GVz 
que conduce de forma natural al concepto de punto eficiente. 
Definición 3.1 p € Vz es una lotería de utilidad eficiente si no existe q G 
Vz tal que E(u,q) > E(u,p). 
Denominemos a tal conjunto de loterías conjunto de utilidad eficiente y 
se denotará £(Vz, u). La anterior definición extiende la de solución eficiente 
(no dominada u óptimal de Pareto) para problemas de decisión multicriterio 
bajo certidumbre. Notemos que, si consideramos las loterías degeneradas 
pz = (l,z) 6 Vz tiene sentido, además, considerar el conjunto de utilidad 
eficiente para Z dado u, que denotamos 
£(Z, u) = {zeZ : fiz' e Z tal que u(z') > u(z)} 
De los anteriores conceptos podemos redefinir el p.o.v.r. como: 
"Dados Vz, uy >u encontrar £(Vz, u)". 
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Si el p.o.v.r. tiene un único elemento p, entonces tal elemento debe ser 
la estrategia más preferida para el problema de decisión. Sin embargo, este 
no es el caso de la mayoría de los problemas reales, ya que £(Vz,u) puede 
tener muchos puntos. La generación de este conjunto puede ser difícil y, 
aunque esta fuera posible, como puede ser el caso de problemas discretos, 
generalmente esto no será la resolución del problema porque no proporciona 
al decisor con un número suficientemente pequeño de estrategias de decisión 
que facilite su elección. Así, nuestro problema debería enunciarse: 
"seleccionar un único elemento del conjunto £{Vz,v)". 
Una forma posible de resolver este problema de decisión se tendrá si el 
decisor revela información sobre sus preferencias para proporcionar algunas 
suposiciones estructurales adicionales. 
Aprovechando esta idea propondremos un método de ayuda a la decisión, 
que permite alcanzar una única estrategia en el conjunto de utilidad eficiente 
para problemas de decisión multicriterio bajo riesgo. En la siguiente sección 
introducimos, basado en la extensión del principio de Bernoulli para la max-
imización de la utilidad esperada, un método interactivo que puede usarse 
cuando existe conocimiento parcial de la estructura de preferencia del decisor. 
Este enfoque excluye la posibilidad de definir las preferencias del decisor en 
la forma de una función de utilidad escalar concreta pero sí de una función 
de utilidad vectorial, que representa información parcial o conocimiento in-
completo. 
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3.1.4 Eficiencia en utilidad vectorial 
Volviendo a nuestro problema de información parcial, notamos que llegábamos 
a determinar el conjunto de utilidad eficiente y, considerando que este con-
junto podía ser demasiado grande para que el decisor eligiera una lotería, 
introducíamos una agregación de las componentes de u para facilitar tal 
elección. Así, consideramos la composición aditiva con pesos 
m 
u
k
 = (ku)(z) = ^kiUi(z)1 
i= i 
y existe información parcial sobre las constantes de escala del decisor en la 
forma de restricciones. Tales constantes de escala sobre la estructura de 
utilidad se denotarán por k = (k\,..., km). 
Dada una función de utilidad vectorial u y un conjunto de información 
asociado K* para una situación de decisión específica, la clase de funciones 
de utilidad consistente con tal información se denota por 
U(K,) = {uk : uk = ku, ke K*} 
donde si la lotería p = (pi, z1; ...;pn, zn), entonces su utilidad esperada toma 
la forma 
E(uk,p) = ÍT,Pt(ku)(zt) 
i = l 
Ahora, el principio de dominancia será : Dado p,q EVz 
P>dQ <=^ E(uk,p) í E(uk, q) para todo k e K* y existe 
*' € K> tal que E(uk',p) > E(uk',q) 
1
 Aunque paxa simplificar escribimos el argumento z para todas las funciones compo-
nentes Ui, entenderemos que cada una de ellas dependerá solamente de algunos Zj. 
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Es claro que ><¿ es un orden parcial estricto a partir del cual podemos 
definir el conjunto eficiente 
£{VZ, >d) = {peVz: fiqeVz tal que q >d p} 
que se denotará en lo que sigue como £(Vz,uk) y llamaremos conjunto de 
utilidad eficiente para la clase U(K,). En términos de las funciones uk el 
anterior concepto puede redefinirse: "p G £{Vz,uk) si y sólo si no existe 
q eVz tal que E(uk, q) = E{uk,p) para todo k € K* y existe k' € K* tal que 
E(uk',q)>E{uk\p)". 
A continuación, relacionaremos los dos principios de dominancia, > u y >¿, 
a través de sus respectivos conjuntos eficientes, daremos una caracterización 
que proporciona una forma práctica de determinar S(Vz,uk) y, por tanto, 
algunos resultados que sirven de apoyo para procedimientos de reducción 
interactiva. Comencemos primero generalizando el concepto de función de 
utilidad vectorial. 
Definición 3.2 Dada una función de utilidad vectorial u y un conjunto de 
información K* = G{kl,..., kr}, la función uK : Z—>Mr definida como 
u
K
 = (klu,...,kru) 
se llamará función de utilidad vectorial asociada al cono de información K. 
En particular, podemos escribir u = uK que se corresponde con la 
situación de información nula sobre las constantes escalares para la clase 
de funciones de utilidad U(K®). 
Proposición 3.1 Dada una función de utilidad vectorial u y un conjunto de 
información K* = GfA;1,..., kr}, entonces para todo p € Vz 
E(uK,p) = {klE{u,p),...,krE{u,p)) (3.2) 
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Demostración. Es inmediata de la siguiente cadena de igualdades válidas 
para p e Vz y z e Z, 
E(uK,p) = (E(k1u,p),...,E(kru,p)) = 
= (£pt(k1u)(z%...,£Pt(kru)(zt)) = 
\t=l í= l / 
( n m n m \ 
EEft(^)W EEft(*.W) = 
í= l í=i í= i ¿=1 / ( m n m n \ 
E*í1Eft«*(^).-.E*.TEft«*(^) = i= l t=l t=l t=l / 
= (fc1%p),...1fcr£(li,p)) 
donde A;1 = (&í,..., klm) para todo z = 1,..., .r. • 
Veamos ahora que el conjunto de utilidad eficiente coincide con el conjunto 
de utilidad eficiente para la clase U(K+) 
Teorema 3.1 Dada una función de utilidad vectorial u y un conjunto de 
información K* = G{kx,..., kr}, entonces 
£(Vz,uK) = £(Vz,uk) 
Demostración. Primero demostraremos que £(Vz,uK) D £(Vz,uk). Sea 
p € £(Vz, uk) pero p £ £(Vz, uK). Lo último significa que existe q € Vz tal 
que E(uK,q) > E(uK,p), es decir, de (3.2) se obtiene k^E^^q) ^ klE(u,p) 
para todo i — 1,..., r y existe j € {1,... , r} tal que k<>E(u, q) > tiE{u,p). 
Para cada conjunto de números (ai, ...,a r) e Sr se verifica 
axklE{u,q) + ... + arkrE(u,q) Z o¿ik}E(u,p) + ... + arkrE(u,p) 
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jTatk*) E(u,q)Z l'E.atk') E{u,p) 
donde ^ ottk* = k £ K*. Así 
t=i 
kE(u, q) = kE{u,p) para todo k E K* 
o 
E(ku, q) = E(ku,p) para todo k G K* 
Por tanto, para todo k € K* 
E(uk,q)ZE(uk,p) (3.3) 
Por otra parte, es posible encontrar en Sr un conjunto de números (a1,..., ar) 
tal que 
axklE{u,q) + ... + a'rkrE(u,q) > dxklE{u,p) + ... + a'rkTE(u,p) 
o 
(J2a^E(u,q)>(±a'tkt)JE(u,p) 
r 
Pero k' = Y2 afí e if* y así 
t=i 
k'E(u,q) >k'E(u,p) 
y, entonces, para tal &' € Kn tenemos 
E(uk',q)>E(uk',p) (3.4) 
Por tanto, de (3.3) y (3.4), p £ S(Vz,uk) que contradice la hipótesis. 
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Ahora probaremos que £(Vz,uK) Q S{T>z,uk). Sea p € £(Pz,uK) pero 
p 0 £{Vz, uk). Lo último significa que existe q€Vz con E(uk, q) = E(uk,p) 
para todo k G K* y, para al menos un k' 6 K*, es E(uk',q) > E(uk ,p). 
Esto puede escribirse kE(u, q) S kE(u,p) para todo k £ K* y, para al menos 
r 
un k' e lf*, es k'E(u,q) > k'E(u,p). Ya que &' G JFC es fc' = ^atk1, con 
(ai,..., a r) 6 S r y tenemos 
í¿ot*^ £(«,«) > (¿>* ' ) JS7(«fp) 
o 
aiA;1^^,?) + ... + arkrE(u,q) > aiklE(u,p) + ... + arkrE(u,p) 
y así 
klE{u,q) £ i f e ' ^ p ) 
krE(u,q) i krE(u,p) 
con al menos una desigualdad estricta. Es decir, 
(klE(u,q),...,krE(u,q)) > {klE{u,p), ...,krE(u,p)) 
o 
E(uK,q)>E(uK,p) 
y entonces p g £(Vz, uK), que contradice la hipótesis. D 
La importancia práctica de esta propiedad viene del hecho de que para 
probar la eficiencia en utilidad de una estrategia será suficiente usar la función 
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vectorial uK constituida por un número finito de funciones en vez de una clase 
infinita U(K^). 
Ahora consideramos las loterías que maximizan la utilidad esperada E(uk , •) 
para algún vector k' G K*, tenemos 
Definición 3.3 Para un k' G K, fijado, el conjunto 
0(Vz,uk') = {p' € Vz : E(uk',p') = max{E(uk>,p), p G Vz}} 
se llamará conjunto de optimización en utilidad. 
Este conjunto está bien definido si por ejemplo asumimos que Vz es com-
pacto y las funciones u¿ son continuas. 
El próximo resultado expresa que las loterías que maximizan la esperanza 
de utilidad de una función uk son de utilidad eficiente. 
Proposición 3.2 Sean u una función de utilidad vectorial y K* = G{k1,..., kr}, 
con K* C int(K°), un conjunto de información, entonces 
£(Vz,uK)D U 0(Vz,uk) 
keK, 
Demostración. Sea p G (J 0(Vz,uk), esto significa que existe k' G 
keK, 
r 
K* tal que p G 0(Vz,uk) y donde k' = ^2,ajk^. Ahora, suponemos que 
3=1 
p G" S(Vz,uK). Esto último significa que existe q G Vz, q i=- p, tal que 
E(uK,q) > E(uK,p), es decir, 
klE(u,q) t tfE^p) 
krE{u,q) i krE(u,p) 
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con al menos una desigualdad estricta. Entonces k'E(u,q) > k'E(u,p), es 
decir, E(uk',q) > E(uk',p), que contradice la hipótesis de optimalidad de p. 
D 
3.1.5 Reducción interactiva del conjunto de utilidad 
eficiente 
Estudiamos ahora la reducción progresiva del conjunto de utilidad eficiente 
como consecuencia de nueva información revelada por el decisor en términos 
de conjuntos de información más reducidos sobre las constantes de escala. 
Precisaremos la forma de proporcionar tal información más adelante. 
Proposición 3.3 Sea u una función de utilidad vectorial y K», K't dos con-
juntos de información tal que K'M C int(Km), entonces 
e(vz,uK')cs(vz,uK) 
Demostración. Sean K+ = G{kx,..., kr} y K[ = G{ml,...,ms} los con-
r 
juntos de información. Sabemos que K\ C int(K*) y por tanto vn? = y^o^fc1 
¿=i 
donde (aj, . . . , a{) E Sr para todo j = 1,..., s, con cada a? > 0. 
Sea p € £(Vz,uK>) pero p £ £(Vz,uK). En este caso existe q EVz tal 
que E(uK,q) > E(uK,p) y de (3.2) tenemos 
{klE{u,p),...,krE{u,p)) < (klE{u,q),...,krE(u,q)) 
Así 
m
1E(u,p) = J2a¡(kiE(u,p)) < J2a¡(kiE(u,q)) = mlE{u,q) 
1=1 i=l 
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m
sE(u,p) = J2at(kiE(u,p)) < ¿ a f (**£(«, g)) = msE(u,q) 
i= l i= l 
En este caso p &. £(Pz, uK) que contradice la hipótesis. • 
Corolario 3.1 Sea u una función de utilidad vectorial y K* un conjunto de 
información tal que K* C int(K^), entonces 
S(Vz,uK)C£(Vz,u) 
Demostración. Es inmediata del teorema anterior si notamos que u = uK 
y que Kt C int(K°). • 
En el caso del espacio de objetivos Z tenemos resultados análogos. 
Corolario 3.2 Sea u una función de utilidad vectorial y K*,K't dos conjun-
tos de información tal que K[ C int(K*), entonces 
S(Z,uK')C£(Z,uK) 
Además, para cada conjunto de información K* tal que K* C int(K®), en-
tonces 
S(Z,uK) QS(Z,u) 
Demostración. Observar que estas afirmaciones son casos particulares de 
anteriores si consideramos las loterías degeneradas (l,z). • 
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Estos resultados sugieren un método interactivo para alcanzar una solución 
final. Comenzaríamos con el conjunto de utilidad eficiente y, mediante una in-
teración con el decisor que proporcione conjuntos de información más reduci-
dos, llevar a una reducción en el anterior conjunto. En el límite tendríamos 
la estrategia(s) que optimizará(n) la verdadera función de utilidad escalar. 
El siguiente teorema dice que, cuando existe información completa sobre 
las preferencias del decisor, es decir, el conjunto de información se reduce a 
un vector que constituye la verdaderas constantes escalares, la lotería más 
preferida es la que maximiza la utilidad esperada del decisor. 
Teorema 3.2 Sea u una función de utilidad vectorial y {K™} una secuen-
cia decreciente de conjuntos de información tal que {K™} \ t. Si p € 
£(Vz,uKn) para todo n, entonces p € 0(Vz,tu). 
Demostración. Sean p € £(Pz,uKn) para todo n y K" = G{k", ...,k^}. 
Así, no existe q EVz tal que 
k?E(u,q) i k^E(u,p) 
knrE{u,q) í KE(u,p) 
con al menos una desigualdad estricta para cada n. Ahora, ya que {K™} \ t 
cuando n—»oo, entonces kf—H para todo i, y por tanto para ningún q £ Vz 
es tE(u,p) < tE(u,q). Así, p € 0(Tz,tu). c.q.d. • 
Es fácil desarrollar un algoritmo para generar el conjunto de utilidad 
eficiente en problemas discretos. Una forma de obtener información adi-
cional para reducir el conjunto de información será comparando pares de 
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distribuciones, de donde obtendremos nuevas restricciones. Esto se ha hecho 
en el caso de certidumbre en algunos métodos (Zionts y Wallenius, 1983; 
Malakooti, 1989; Tañer y Koksalan, 1991). El procedimiento aquí será com-
parar dos loterías p,q £. Vz, y si el decisor establece una preferencia estricta 
entre ellas, tendremos una restricción que nos lleva a un nuevo conjunto de 
información, es decir, 
p>dq^E(uk,p) > E(uk,q) 
No escribimos restricciones para las indiferencias o respuestas no conoci-
das. El siguiente resultado asegura la aproximación del procedimiento. 
Proposición 3.4 Sea p,q EVz, U una función de utilidad vectorial y K* = 
G{k1,..., kT} un conjunto de información. Sip es preferido a q, generamos el 
T 
conjunto de información K', = {k = ^ a ¿ / c l : E(uk,p) > E(uk,q) con ai > 
¿=i 
r 
0 para todo i y ^ a¿ = 1}, entonces 
i = l 
S(Vz,uK')CS(Vz,uK) 
Demostración. Se sigue de la proposición 3.3 teniendo en cuenta que 
Kl C int(Kt). D 
Si el proceso de comparación de dos loterías nos conduce a un conjunto 
de información vacío, el decisor sería inconsistente. Debería reconsiderar sus 
respuestas sobre sus preferencias y cambiarlas. Malakooti (1985) estudia 
y discute la resolución de inconsistencias en comparaciones interactivas de 
pares de alternativas. 
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Antes de dar el algoritmo vamos a sugerir una regla de parada. De acuerdo 
con esto debería venir cuando en una cierta interacción el decisor no pueda 
revelar una preferencia estricta entre pares de loterías, pero ya que en este 
caso de incertidumbre tales comparaciones entre pares pueden no ser fáciles, 
por requerir un esfuerzo importante del decisor, introducimos una regla que 
puede ser una ayuda para la finalización del procedimiento. 
Denotemos £{Vz,uK) por £K, y consideremos las siguientes definiciones. 
Definición 3.4 Para cada p G SK, los números 
u*(p) = max E(uk,p) y w»(p) = min E(uk,p) 
sa: k 6 K„ sa: k € K* 
se llaman índices de utilidad superior e inferior para la lotería p bajo el 
conjunto de información K». 
Dado un nivel de utilidad S, supongamos que tal cantidad de utilidad 
puede serle indiferente al decisor. De esta forma, dados p,q EVz tales que 
max \E(uk,p) - E(uk,q)\ < ó 
sa : k e. K* 
entonces, el decisor considerará igualmente preferidas ambas loterías a pesar 
de la posible diferencia entre sus utilidades esperadas. 
Definición 3.5 Las loterías pu,pl G SK tal que 
u*(p«)Zu*(p) y u.(pl)íu*(p) 
para todo p £ SK, se llaman, respectivamente, loterías de mayor y menor 
utilidad bajo el conjunto de información K*. La diferencia no negativa 
5K = u*(pu)-u,(pl) 
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se llama nivel de diferencia de utilidad para £K bajo el conjunto de infor-
mación K*. 
Observemos que el nivel de diferencia de utilidad 6% es la diferencia de 
utilidad más grande posible entre dos loterías bajo un conjunto de infor-
mación dado. Ahora probaremos que, dado un conjunto de loterías, si la 
cantidad de utilidad para la que el decisor se siente indiferente es el nivel de 
diferencia de utilidad del conjunto, entonces el decisor considera igualmente 
preferidos todos los elementos de ese conjunto. 
Proposición 3.5 Dados pu,pl € £K y 5K = u*(pu) — u*{pl). Si el decisor es 
indiferente a 8%, entonces todas las loterías en EK son igualmente preferidas. 
Demostración. Es inmediato si observamos que para cada p, q € SK, 
tenemos 
max\E(uk,p) - E(uk,q)\ ^ max(\u*(p) - u*(q)\, \u*(q) - u*(p)|) á 
sa : k € if* 
*%?(?)-u.tf) = 6K. 
D 
Observemos que la proposición 3.5 no asume para el decisor la indiferencia 
entre las loterías pu y pl, sino que este es indiferente a ganar o perder la 
cantidad de utilidad 5K- Tal nivel de utilidad se usará como regla de parada 
del método: Obtenemos nueva información a partir de comparación de pares 
de loterías durante la sesión interactiva en la que 5K posiblemente decrece 
porque el conjunto de información se va reduciendo. Presentamos al decisor 
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tal cantidad de utilidad quien decide parar el procedimiento y, entonces, 
seleccionará una estrategia, o proporcionará más información para reducir 
el conjunto de información para obtener, posiblemente, un conjunto más 
pequeño de estrategias para su elección y repetir el proceso. 
A continuación, presentamos el algoritmo para problemas discretos, que 
proporciona la reducción interactiva del conjunto de utilidad eficiente £K 
basado en comparaciones de pares de loterías para generar los conjuntos de 
información. Para facilitar tales comparaciones, siempre usará en cada com-
paración el elemento pu del conjunto SK-
ALGORITMO I 
Paso 1. Sea i = 0. Generar £Ki = £(Vz,uK*). 
Paso 2. Identificar pu y p1. Calcular el nivel de diferencia de utilidad 
6Ki = u*(p") - u*(pl). 
Paso 3. Si el decisor es indiferente a 6Ki, ir a 12. En otro caso, ir a 4. 
Paso 4- Sea £Ki = £. 
Paso 5. Seleccionar arbitrariamente p € S. 
Paso 6. Si £\{p} es vacío, ir a 12. En otro caso, ir a 7. 
Paso 7. Preguntar al decisor por la comparación entre pu y p. 
Si pu es preferida a p, determinar K+ e ir a 9. 
Si p es preferida a pu, determinar K%1 e ir a 9. 
Si p es indiferente a pu o el decisor no puede compararlas, ir a 8. 
Paso 8. Sea £ = £\{p} e ir a 5. 
Paso 9. Sea i = i + 1. 
Paso 10. Tomar Ki = K ^ ' . 
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Paso 11. Calcular £Ki e ir a 2. 
Paso 12. Se ha determinado el conjunto £Ki, con nivel de diferencia de 
utilidad Ó~KÍ y parar. 
El procedimiento se divide en tres fases. La primera incluye los pasos 1-2, 
que se corresponden a la inicialización, generación del conjunto de utilidad 
eficiente (no detallada) y el cálculo del nivel de diferencia de utilidad. La 
segunda fase, pasos 4 y 12, es la comprobación de la optimalidad. Finalmente, 
la tercera fase, que comprende los pasos 5-11, es la generación de información 
y reducción del conjunto de loterías. 
Notemos que en cada iteración tenemos que identificar pv, pl y calcular 
5Ki = u*(pu) — u*(jpl) para el actual conjunto de utilidad eficiente £#<. Esto 
puede hacerse resolviendo los correspondiente problemas de optimización. 
Además, en el caso de conjuntos de información poliédricos, como es nuestro 
caso, esto puede simplificarse observando que el máximo y mínimo se ob-
tendrá, para uno de los generadores del conjunto de información, lo que nos 
garantiza un menor esfuerzo computacional que si fuera necesario resolver 
los problemas de optimización. 
3.1.6 Ordenación basada en intensidad de preferencia 
El objetivo del método anterior es reducir suficientemente el conjunto de 
utilidad eficiente para presentar un conjunto de estrategias al decisor donde 
le resulte sencillo seleccionar una de ellas. Pero si este no fuera el caso 
y/o no es posible ninguna eliminación basada en la reducción del conjunto 
de información porque el decisor no pueda revelar ninguna preferencia en 
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el conjunto actual de loterías, vamos a introducir otro criterio de ayuda al 
decisor que permite hacer una elección final usando una medida de intensidad 
de preferencia con respecto a una meta de utilidad esperada. 
Sea ü una meta de utilidad que suponemos que es un valor grande2 y SK 
el conjunto restante de loterías para una cierta pasada del anterior algoritmo, 
en el que no es posible obtener una nueva reducción del actual conjunto de 
información K*. Introducimos la función 
UK(P, u) = max (ü — E(uk,p)) 
sa : k 6 K+ 
que representa, para cada estrategia/? e SK, la máxima diferencia de utilidad 
esperada con respecto a la meta bajo el conjunto de información dado. Es 
claro que, resolver el problema anterior, es equivalente a resolver 
min E(uk,p) 
sa : k € K* 
Definición 3.6 p' € SK es una lotería de mínima diferencia de utilidad bajo 
el conjunto de información K+, si 
UK(P',Ü)= min UK(P,U) 
sa: p G SK 
Aunque esta definición es verdad para el conjunto de todas las loterías, 
consideramos sólo el conjunto SK para probar la optimalidad. Notar que 
2Para no tener que considerar valor absoluto asumimos que u = E(uk,p) para todo 
peVzy k£Kt. 
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esta función proporciona una ordenación completa en £K, denotada >g, para 
todas las loterías, es decir, dadas p,q G ¿K 
p >g q<=>uK(p,ü) < uK(q,ü). 
Podemos relajar la anterior definición tomando aquellos elementos con un 
nivel de diferencia de utilidad esperada más pequeño o igual a un valor dado 
a> 0. 
Definición 3.7 p £ SK es una lotería de diferencia de utilidad de nivel a 
bajo el conjunto de información K*, si 
uK(p,ü) ía. 
El conjunto de tales distribuciones, denotado 
UK(a, ü) = {p € SK : uK(p, ü) ^ a} 
se llamará conjunto de diferencia de utilidad de nivel a. 
Proposición 3.6 Tenemos que 
1. Si UK(C¿,Ü) T¿ 0, entonces la lotería de mínima diferencia de utilidad 
corresponde a UK{OL,U). 
2. Si o¿\ < «2 entonces UK{OL\,U) C UK{OL2,U). 
3. Sea a el nivel de diferencia de utilidad para una lotería p. Si {oin} es 
tal que {otn} \ á, entonces UK(OCTI,U) \ UK{OÍ,U). 
Demostración. Inmediata. D 
A continuación presentamos el algoritmo II para problemas discretos, que 
proporciona un método interactivo para eliminar loterías del conjunto de 
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diferencia de utilidad esperada basado en la reducción del nivel de diferencia 
de utilidad. Sea U^ = £K — {Pj '• j = 1, •••, m) el conjunto de loterías donde 
el decisor tiene que hacer una elección. Para tener una idea sobre el nivel 
inicial de diferencia de utilidad podemos resolver el problema 
max UK(PJ,Ü) 
Pj 
y asumimos que su valor óptimo es OLQ. 
ALGORITMO II 
Paso 0. Identificar a0 y hacer i = 0. 
Paso 1. Identificar U%K = UK{OLÍ,Ü) 
Paso 2. Si el decisor está satisfecho con UlK, ir a 5. En otro caso, ir a 3 
Paso 3. Hacer i = i + 1 
Paso 4- Especificar un nuevo Q¡¿ < «¿-i e ir a 1 
Paso 5. Seleccionar un único Pj G U%K y parar 
El procedimiento tiene 5 pasos. El paso 0 es inicialización, los pasos 1-3 
corresponden a la generación del conjunto de loterías y comprobación de la 
optimalidad, el paso 4 es la reducción del nivel de diferencia de utilidad y, el 
paso 5, corresponde a la elección por parte del decisor. 
Notemos que en el paso 4, la forma en que puede considerarse un nivel 
de diferencia de utilidad más pequeño depende del decisor, pudiendo intro-
ducirse una parametrización para una reducción iterativa de su valor. 
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3.1.7 Un método global 
Finalmente, proponemos un método que integra los anteriores algoritmos 
para ofrecer un procedimiento con dos fases para la toma de decisiones mul-
tiatributo bajo riesgo. Primero, el método lleva a cabo una reducción inter-
activa del conjunto de utilidad eficiente (algoritmo I) tratando de alcanzar 
un conjunto de loterías donde el decisor pueda hacer su elección, pero si esto 
no es posible, se entra en la segunda fase en la que se considera una reducción 
del conjunto de diferencia de utilidad (algoritmo II). 
Ejemplo. 
Supongamos un decisor que quiere comprar un coche de segunda mano que 
espera utilizar durante los próximos cuatro años. Cada uno de los posibles 
coches está caracterizado en un espacio de objetivos tridimensional con ele-
mentos z = (zi,Z2,Z3), donde 
Z\ = precio de venta esperado en pesetas cuatro años después de haberlo 
comprado (*104) 
z-i = coste estimado en pesetas de reparaciones futuras en los próximos 
cuatro años (*104) 
z3 = número de kilómetros antes del cambio del motor (*4 * 104) 
Estos valores podrían corresponder al nivel inferior de una jerarquía de 
objetivos en los que, por un lado, tenemos agrupados Z\ y &¿ (costes) y, por 
otro, tenemos z% (fiabilidad). 
Existe incertidumbre sobre los valores y consideramos tres estados de la 
naturaleza {bueno, regular, malo }, que influyen en las condiciones presente 
y futuras de cada coche. La tabla 3.2 presenta diez alternativas bajo riesgo 
Capítulo 3. Ambiente de incertidumbre 108 
o loterías pj , j = 1,..., 10, asociada a los posibles coches, uno de los cuales 
debe ser seleccionado por el decisor. 
Tabla 3.2 
COCHES 
Renault 21 
Pi 
Rover Vit. 
í>2 
Mercedes 190 
P3 
Peugeot 405 
Pi 
Ford Sier. 
PS 
Nisan Mic. 
P6 
Peugeot 306 
P7 
Renault Lag. 
PS 
Volvo 850 
P9 
Volkswagen P. 
Pío 
PT{S¡) 
( Z I , 2 2 , 2 3 ) 
("12,"3) 
Pr(si) 
(21 ,22 ,23) 
(«12 ,"3 ) 
PrM 
(21 ,22 ,23) 
("12.U3) 
Pr(st) 
(21 ,22 ,23) 
(«12,113) 
Pr(si) 
(21 ,22 ,23) 
("12, « 3 ) 
Pr(si) 
(21 ,22 ,23) 
( « 1 2 , « 3 ) 
Pr(s¡) 
(21 ,22 ,23) 
("12,"3) 
PrM 
(21 ,22 ,23 ) 
("12,113) 
Pr(si) 
(21 ,22 ,23) 
("12, «3) 
PrM 
(21 ,22 ,23) 
(«12, "3) 
Malo si 
.3 
(30,8,13) 
(.468,-370) 
.4 
(29,10,16) 
(.419,-598) 
.2 
(40,11,11) 
(.604..195) 
.3 
(26,7,15) 
(.373,-526) 
.4 
(29,9,10) 
(.429,-1) 
.2 
(24,6,14) 
(.326,.45) 
.2 
(19,5,9) 
(.122,0.0) 
.1 
(23,9.5,13) 
(-224..370) 
.2 
(38,12,10) 
(.575,-100) 
.5 
(40,15,14) 
(.588,-450) 
Regular «2 
.5 
(35,5,15) 
(.643,-526) 
.5 
(33,9,18) 
(.519,-729) 
.6 
(44,9,14) 
(.660,-450) 
.6 
(28,4,18) 
(.534,-729) 
.4 
(50,6,16) 
(.755,-598) 
.7 
(29,5,17) 
(.518,-665) 
.4 
(26,3,16) 
(.531,-598) 
.6 
(27,6,15) 
(.429,-526) 
.6 
(43.5,8,15) 
(.670,-526) 
.4 
(44.14,16) 
(.629,-598) 
Bueno 52 
.2 
(37,4,19) 
(.717,-790) 
.1 
(35,7,19) 
(.587,-790) 
.2 
(46,8,20) 
(.689,-847) 
.1 
(29,25,20) 
(.655,-847) 
.2 
(52,6,19) 
(.764,-790) 
.1 
(32,4,23) 
(.631,1.00) 
.4 
(34,2,19) 
(.804..790) 
.3 
(38,3.8,19) 
(.740,-790) 
.2 
(49,6.5,19) 
(.737,-790) 
.1 
(60,13,17) 
(.706..665) 
El conjunto de loterías será Vz = {Pj '• j = 1,..., 10}, en donde, por 
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ejemplo, p\ puede escribirse de acuerdo a nuestra notación 
( .3 .5 .2 0 0 ... 0 
(30,8,13) (35,5,15) (37,4,19) (29,10,16) (33,9,19) ... (60,13,17) 
Supongamos una función de utilidad u : Z—•IR2 donde 
U(z) = (U12(Z1,Z2),U3(Z3)) 
y tenemos asignadas ambas componentes un y u3, usando Logical Decisión 
(1991) en una sesión interactiva. Para (21,22) se ha asignado una función 
aditiva dada por 
ul2{z) = «12(21,22) = .7[1.042 - 4.609errp(-.07822i)] + 
+.3[-.024 + 1.82exp(-.287522)] 
que es creciente en 21 y decreciente en z2. Para z3, hemos asignado 
u3(z) = 1*3(23) = 1.824 - 3.04exp(-.056723) 
El vector de utilidades («12,^3) para cada lotería, también se muestra 
en la tabla 3.2. Nuestro problema de optimizacion multiobjetivo bajo riesgo 
será 
max E(u,pj) 
so. pj e Vz 
Calculamos la utilidad esperada para cada pj. Por ejemplo, para pi ten-
emos 
£(u,pi) = E{uK\p{) = (Eiu^pJ^iu^px)) = 
= (.3(1 * .468 + 0 * .370) + .5(1 * .643 + 0 * .526) + .2(1 * .717 + 0 * .790), 
= .3(0 * .468 + 1 * .370) + .5(0 * .643 + 1 * .526) + .2(0 * .717 + 1 * .790)) ~ 
~ (.605, .532) 
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La tabla 3.3 muestra los cálculos de las utilidades esperadas para todas 
las loterías. 
Tabla 3.3 
Lotería 
E{u12,Pj) 
E{u3,Pj) 
Pi 
.605 
.532 
í>2 
.486 
.683 
Pz 
.655 
.478 
Pi 
.498 
.680 
Ps 
.626 
.437 
Pe 
.491 
.655 
P7 
.558 
.555 
Ps 
.502 
.590 
P9 
.664 
.494 
Pío 
.616 
.531 
En este punto, nuestro conjunto de información es el conjunto de infor-
mación nula K° = G{{1,0), (0,1)}. Vemos que 
P9 >u í>3, PA >U Pe, í>9 >u Ps 
y así, p3, pe, p5 son loterías ineficientes en utilidad. El conjunto de utili-
dad eficiente será £#° = ÍPi,P2,P'i,P7,P8,P9,Pio}- Determinamos el nivel de 
diferencia de utilidad para £Ko, dado por 
6Ko = u*(pu) - u*(pl) = u*(p2) - u.{p2) = .683 - .486 = .197 
Asumimos que el decisor considera tal nivel grande e intenta una dis-
minución del conjunto de utilidad eficiente reduciendo interactivamente el 
conjunto de información K®. Compara pu{= p2) con una lotería elegida arbi-
trariamente en £Ko, por ejemplo, pío- Revela la preferencia de p2 sobre pi0, 
que nos lleva a añadir la restricción 
.486*! + .683*2 > .616*i + .531*2 
o 
.13Ari - -152A;2 < 0 
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Así, el nuevo conjunto de información será K\ = G{(.54, .46), (0,1)}. El 
vector de utilidades esperadas bajo Kl, E(uK ,pj), se presentan en la tabla 
3.4. Ahora, el conjunto de utilidad eficiente es EK1 — ÍP2,P4,Ps} Q £K° Y la 
diferencia de utilidad para £Ki, es 
5Ki = u*(p2) - u*(p9) = .683 - .494 = .189 
que el decisor considerará que todavía es grande. 
Tabla 3.4 
Lotería 
E(uf,Pj) 
E{uf,Pj) 
Pi 
.571 
.532 
f>2 
.576 
.683 
P4 
.581 
.680 
Pi 
.557 
.555 
Ps 
.542 
.590 
P9 
.586 
.494 
Pío 
.577 
.531 
Tabla 3.5 
Lotería 
E(u?,Pj) 
E(uf,Pj) 
P2 
.576 
.610 
P4 
.581 
.612 
P9 
.586 
.557 
De nuevo, el decisor revela la preferencia de p± sobre pi, que nos lleva 
a añadir una nueva restricción obteniendo el nuevo conjunto de información 
Kl = G{(M, .46), (.37, .63)}. El vector de utilidades esperadas bajo Kl, 
E(uK ,pj), se presentan en la tabla 3.5. Ahora, el conjunto de utilidad 
eficiente es £#2 = {^4,^9}, con un nivel de diferencia de utilidad 5^ = 
.612-.557 =.055. 
Capítulo 3. Ambiente de incertidumbre 112 
Si el decisor es indiferente a 6^ — .055, debería elegir en 8^2. Asumamos 
que no puede elegir y, entonces, aplicamos el algoritmo II. Para ello, deter-
minamos la diferencia de utilidad bajo K,, para cada lotería en £K2, dando 
una meta de utilidad ü = .72. Por ejemplo, para P4, resolvemos el problema 
min z = .58/ci + .612A;2 
sa. k\ + /Ú2 = 1 
.37 < ¡a á .54 
.46 i k2 ^ .63 
oteniendo z* = .595, y así uK2(p4, ü) = .72 — .595 = .125. 
La tabla 3.6 presenta las diferencias de utilidad, y se puede ver que p4 es 
la estrategia más preferida. 
Tabla 3.6 
Lotería 
UK2(PJ,Ü) 
Pi 
.125 
P9 
.152 
Observemos que el nivel inicial para el algoritmo II es a^o = .152, y el 
conjunto de diferencia de utilidad esperada asociado 
UK2(aKo,ü) = £7^ 2 (.175, .72) = {p4,P9> 
Para una reducción del nivel a, por ejemplo a = .125, tenemos 
UK2(.125,.72) = {p4} 
D 
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3.1.8 Conjunto de aproximación al conjunto de utili-
dad eficiente 
La determinación del conjunto de utilidad eficiente puede resultar difícil, esta 
es la causa, de que en muchas ocasiones pueda ser más fácil y conveniente su 
aproximación. 
Una primera aproximación viene dada por el siguiente (Ríos y Ríos-Insua, 
1986) 
Teorema 3.3 Sea u : Z—t]Rm una función de utilidad vectorial. Si p € 
£{Vz, u), entonces los premios de p son puntos de E(Z, u). 
( P\...ps \ de utilidad eficiente y supongamos zl...zs j 
que zl £ £(Z,u) para un i fijado. Entonces, existe z' e Z tal que u(zl) < 
u(z'). 
Considerar p' = 
i pi...pi...ps » 
zx...z' ...zs 
Así, E(u,p) < E(u,p') lo cual es una 
contradicción. D 
Es fácil ver que la inversa de este teorema no es verdad. En efecto, con-
siderar el siguiente ejemplo: 
Sea Z el espacio de objetivos formado por los siguientes tres elementos 
Z = {zi = (0 > l) , z2 = (l,0), z3 = (2/3,2/3)} 
y supongamos que tenemos la función de valor vectorial 
u{z) = (ui(z),u2(z)) = (zi,z2) 
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Consideremos 
/ 
P = 
0 0 
(0,1) (1,0) (2/3,2/3) y p = 
1/2 1/2 0 
^(0 ,1) (1,0) (2/3,2/3) ) 
es claro que p,p' € Vz- Además, se verifica que 
E(u,p) = (2/3,2/3) > (1/2,1/2) = E(u,p'). 
Luego p' f!. S(Vz,u)', Sin embargo, como se puede ver fácilmente, se tiene 
quez1,*:2,*3 eS{Z,u). • 
Por tanto, podemos escribir 
S(Vz,u)cV£{z,u)CVz (3.5) 
que nos da una aproximación para el conjunto en el que el decisor ha de 
tomar su solución más preferida. 
Si consideramos que la información del decisor está representada por un 
cono de información K se verifica 
Corolario 3.3 Sea u : Z—tlR171 una función de utilidad vectorial. Sip £ Vz 
es eficiente para uK, entonces los premios de p son puntos de £(Z,uK), es 
decir, 
£(Vz,uK) cVe^u") 
I 
(3.6) 
Demostración. Sea p = Pl-Ps 
zx...zs 
de utilidad eficiente y supongamos 
que z% £ £(Z, uK) para un i fijado. Entonces, existe z' € Z tal que uK(zl) < 
u
K(z'). 
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Considerar p' = 
contradicción. 
| . Así E(uK,p) < E(uK,p') que es una 
x zl...z'...zs 
Ahora, siguiendo un paralelismo con el caso de certidumbre, trataremos 
de aproximarlo mediante un conjunto que también denominaremos de aprox-
imación. Para ello, supondremos en lo que sigue que existe una función de 
utilidad con dos componentes, u = (u\, u2), y 
pu : E(tii, p1*) = max E(uu p) 
p2* : E(u2,p2*)=mxiíE(u2,p) 
Definición 3.8 Sea u : Z-*1R2 una función de utilidad vectorial. Se define 
el conjunto de aproximación al conjunto de utilidad eficiente, £(Vz,u), como 
A(Vz,u) = {peVz: E(uup) Z E(Ul,p2*),E(u2,p) Z E(u2,pu)}. 
Se obtiene como caso particular de la definición 3.8 el conjunto 
A(Z,u) = {zeZ: m(z) Z u1(z¡),u2(z) Z u2{z\)}. 
donde 
z{ : ui(zl) = maxui(z) 
z*2 : u2(z2) = max.u2(z) 
Demostremos que este conjunto de aproximación no excluye los puntos 
preferidos para el decisor 
Proposición 3.7 Sea u : Z-*M2 una función de utilidad vectorial, entonces 
£(Vz,u)CA(Vz,u) (3.7) 
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Demostración. Sea p° € S(Vz, u) Y p° & A(Pz, u)-
Sip° £ A(Pz,u) entonces E{uujP) < E{ux,p2*) o E(u2,p°) < E(u2,pu) 
o se dan ambas desigualdades. 
Sea£(t¿i,p°) < E(ui,p2*), como E(u2,p°) = E(u2,p2*), tenemos E(u,p°) < 
E(u,p2*). Contradice que p° G £(Pz,u). 
De forma análoga se demuestran los otros dos casos. • 
Como caso particular se puede obtener el siguiente resultado 
Corolario 3.4 Sea u : Z—tM2 una función de utilidad vectorial. Entonces 
£(Z,u)CA(Z,u) (3.8) 
Supongamos que recibimos más información del decisor. Sea K el nuevo 
cono de información tal que K° C K. Entonces 
Proposición 3.8 Sea u : Z—tM2 una función de utilidad vectorial y K cono 
de información tal que K° C K. Entonces 
S(Vz,uK)CA(Vz,uK) (3.9) 
Demostración. Sea K* = Glk1,^} y p*kí, p*k2 los puntos donde las fun-
ciones klE{u, •) y k2E(u, •) alcanzan sus máximos, respectivamente. 
Supongamos p° € £(Vz, uK) y p° <¿ A(VZ, uK). 
Si p° <¿ A(Vz,uK) entonces klE(u,pQ) < klE(u,p*k2) o k2E(u,p°) < 
k2E{u,p*ki) o se dan ambas desigualdades. 
Sea klE{u,pQ) < klE{u,p*k2), como k2E(u,p°) ^ k2E(u,p*k2), tenemos 
E(uK,p°) < E(uK,p*k2). Contradice que p° e £(Vz,uK). 
Capítulo 3. Ambiente de incertidumbre 117 
De forma análoga se demuestran los otros dos casos. • 
Como caso particular de la anterior proposición se puede obtener el sigu-
iente 
Corolario 3.5 Sea u : Z—tM2 una función de utilidad vectorial y K cono 
de información tal que K° C K. Entonces 
£(Z,uK)CA(Z,uK) (3.10) 
Proposición 3.9 Sea u : Z-+IR2 una función de utilidad vectorial y K cono 
de información tal que K* C int(K^). Entonces 
A(Vz,uK)CA(Vz,u) (3.11) 
Demostración. Sea K* = G{k1,k2} con k1 = (k^kl) y k2 = (k2,^). Se 
puede suponer, sin pérdida de generalidad, que 0<k2 = k\<ly0<k2 = 
k% < 1 siendo al menos una de las dos desigualdades de menor o igual una 
desigualdad estricta. 
Denotaremos por p\, pt¿, p*ki y p*ki los puntos donde se alcanzan los 
máximos 
mzx.E{u\,p), maxE(u2,p), maxtfEfap), maxk2E(u,p), 
pZVz p^Pz p^Pz p£Pz 
respectivamente. 
Sea p° G A(Vz, uK), entonces 
klE{u,p«)tklE{u,pl2) 
k2E{u,p°)>=k2E{u,plí) 
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Si p° <¿ A(Vz,u), entonces E(uup°) < E{ux,p*2) o E(u2,p°) < E(u2,p\) 
o se dan ambas desigualdades. 
Sea 
E(uuP°) < E(Ul,p*2). (3.12) 
Sabemos que 
E{uup*2)iE{uuph) (3.13) 
(si E(ui,pl) > E(ui,p*k2),comoE(u2,P2) = E(u2,p*k2), se obtiene que k2E(u,P2) > 
k2E(u,p*k2) contradiciendo la definición de p*k2). 
De (3.12) y (3.13) se obtiene E(uup°) < E(uup*k2). 
De lo anterior se verifica que 
kj[E(Ul,p0) - E(Ul,pU)] Z k\[E{uupQ) - E{uupl>)] i 
Z k\[E{u2,PU) - E(u2,p0)] i k¡[E(u2,pl,) - E(u2,p0)] 
con al menos la primera o tercera desigualdad estricta. Es decir, k2E(u,p°) > 
k2E(u,p*k2), contradiciendo la definición de p*k2. • 
Como caso particular obtenemos el siguiente 
Corolario 3.6 Sea u : Z—^M2 una función de utilidad vectorial y K cono 
de información tal que K* C int(K^). Entonces 
A(Z,uK)CA(Z,u) (3.14) 
Se verifica este decrecimiento siempre que tengamos la estructura de pref-
erencias del decisor más precisa. 
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Proposición 3.10 Sea u : Z—tlR2 una función de utilidad vectorial, K y 
K' conos de información tal que K'¡ C int(K*). Entonces 
A(Vz,uK')CA(Vz,uK) (3.15) 
Demostración. Sean K* y K\ los conjuntos de información, respectiva-
mente, de K y K\ tal que K* = G{k\ k2} y K = G{k'\ k'2}. 
Llamemos p*k\, p*k2, p*kn y p*kn los puntos donde las funciones klE(u, •), 
k2E(u, •), kaE(u, •) y k'2E(u, •) alcanzan sus máximos, respectivamente. Como 
K't C int(Kt) tenemos 
k'1 = ayk1 + a2k2 
k'2 = fck1 + /32k2 
con 
£*i+a2 = l, « í , ^ G (0,1) 
A + /?2 = 1, A , A e ( 0 , i ) 
Si p° € A(Pz,uK'), entonces 
k'2E{u,p°)ik'2E(u,p*kn) 
Supongamos que p° £ A(Vz,uK), luego k}E(u,p°) < klE(u,p*ki) o 
k2E(u,p°) < k2E(u,p*kl) o ambas. 
Si kxE{u,pQ) < tfEfapp), de la anterior hipótesis obtenemos 
knE(u,p*k,)>kaE(u,pln) 
k'2E(u,p*k2)>k'2E(u,pln) 
Capítulo 3. Ambiente de incertidumbre 
es decir, 
axlk'E^pU) - klE{u,p*kn)} > a2[k2E(u,p*kl2) - k2E(u,p*k2)} 
^[klE{u,pl.) - k'E{u,pln)) > (32[k2E(u,pln) - k2E(u,p*k2)} 
Ahora, se puede verificar 
1.- Si o¡i = f3i entonces ¡32 = a2. 
2- Si QX ^ Pi entonces ¡32 = oi2-
Si es verdad 1., son verdaderas las siguientes desigualdades 
ai[klE(u,pl2) - klE{u,p*kn)] S hl&EfapU) - k'E^pln)) > 
> (32[k2E(u,pln) - k2E(u,p*k2)] Z a2[k2E(u,Pkn) - k2E(u,p*k2)} 
Así 
aiklE(u,p*k2) 4- a2k2E(u,p*k2) > aiklE{u,p*kn) + a2k2E(u,p*kn) 
knE(u,p*k2)>kaE(u,pln) 
lo cual es una contradicción con la definición de p*kn • 
Si es verdad 2., se verifican las siguientes desigualdades 
A[A lE(u,p;,) - klE(u,p*kn)] i ax[klE{u,pl2) - klE(u,p*k,2)) > 
> a2{k2E(u,pl,2) - k2E(u,pl2)} £ (32[k2E(u,p*k,2) - k2E(u,pl2)} 
Así 
¡3xklE{u,p*k2) + p2k2E(u,p*k2) > fak'E^pln) + /32k2E(u,p*k,2) 
k'2E(u,pl2)>k'2E(u,pll2) 
lo cual es una contradicción con la definición de pk,2 
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Si k2E(u,p°) < h2E(u,p*ki) o ambas, la demostración es similar. • 
Como caso particular 
Corolario 3.7 Sea u : Z—»2R2 una función de utilidad vectorial, K y K' 
conos de información tal que Kl C int(K*). Entonces 
A(Z,uK')CA(Z,uK) (3.16) 
Teorema 3.4 Sea u : Z-tM2 una función de utilidad vectorial y {Kn}neJN 
una sucesión creciente de conos de información tal que K\ C int(K°) y 
{K?} \ t, con t vector, cuando n—»oo. 
Si p° G A(Pz, uKn) Vn entonces p° eS(Vz, u) 
Demostración. Si p° £ A(Vz,uKn) Vn, entonces 
k?E(u,p°)Zk»E(u,pln)Vn 
kZE(u,P°)íkZE(u,pln)Vn 
donde p*kn y p*kn son los puntos donde las funciones k"E(u, •) y ^ ^ ( w , •) 
alcanzan su máximo, respectivamente, siendo K" = G{k", k%}, n = 1,2,.... 
Supongamos que p° £ £(Pz, u) entonces existe p' € Vz tal que E(u,p') > 
E(u,p°). 
Luego 
k^E^p') > k^E(u,p°) ^ k?E(u,p*kn) Vn (3.17) 
Por hipótesis se sabe que (K™)—vt cuando n—>oo, es decir, (&")—>t y 
(hjj)—H cuando n—>oo. Por tanto, dado e > 0, existe n° tal que para todo 
n ^ n° || k" — kn ||= e. Con lo cual, tomando un n ^ n° la desigualdad 
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(3.17) se sigue cumpliendo para k2, es decir, k2E{u,p') > k%E(u,p*kn). Con-
tradicción con la definición de p*kn. Luego p° € £(Vz, u). c.q.d. • 
Con este resultado se garantiza la convergencia a una solución de utilidad 
eficiente. 
Corolario 3.8 Sea u : Z—>1R2 una función de utilidad vectorial y {Kn)neJN 
una sucesión creciente de conos de información tal que K\ C int(K°) y 
{K?} \ t, con t vector, cuando n—>oo. 
Si z° € A(Z, uKn) Vn entonces z° e £(Z, u). 
Veamos las relaciones existentes entre A(Vz,u) y A(Z,u) mediante el 
siguiente 
Teorema 3.5 Sea u : Z—>IR2 una función de utilidad vectorial entonces, 
VA{Z,U) CA{Vz,u) 
Demostración. Sean 
z\ G Z : Ui(zl) = maxtíi(z) 
z2 6 Z : u2(z2) = m a x «2(z) 
p\ E Vz •• E{ux,p\) = max E(uup) 
pevz 
p*2eVz • E{u2,p*2) = maxE(u2,p) 
pevz 
De lo anterior se obtiene que p{ y p2 son los elementos de Vz que tienen 
probabilidad 1 para z\ y z2, respectivamente, y cero para los demás elementos 
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de Z (Notar que la utilidad esperada, para el caso que tratamos, se define 
como un sumatorio). Es decir, 
E{ux,p\) = «1(2;), E(u2,p*2) = u2{z*2), 
E{uup2) = ui{z¿), E{u2,p\) = u2(z¡) 
\ 
t Pl-.-Ps 
Supongamos que p € VA(Z,U)> donde p = 
zl...zs 
, entonces 
7 
z* eA(Z,u) Vi = l,...,s (3.18) 
De (3.18) se obtiene que 
ul{zi)^ul{z*2)Vi 
u2(zl) ^ u2(z[) V'i 
Por tanto se verifica 
s 
^2PÍUI(Z%) ^UX(Z2) 
i=\ 
s 
^PiU2(zl) ^ u2(z{) 
Y de aquí que 
E(uup) 5 «i(z2) = E(uup*2) 
E(u2,p) iu2(z;) = E(u2,p\) 
entonces p € A(Vz,u). c.q.d. • 
Notemos que la inclusión que se verifica en este teorema nos dice que el 
conjunto VA(Z,U) es una mejor aproximación al conjunto de utilidad eficiente 
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que el que habíamos definido, siempre que consideremos el conjunto de todas 
las distribuciones de probabilidad simples sobre Z, Vz-
Además, teniendo en cuenta los teoremas 3.4 y 3.5 se puede obtener el 
siguiente 
Corolario 3.9 Sea u : Z—>1R2 una función de utilidad vectorial y (Kn)ne]N 
una sucesión creciente de conos de información tal que K\ C int(K°) y 
{K™} \ t, con t vector, cuando n—>oo. Si p° £ T>A{z,uKn) Para t°do n, 
entonces p° € £(Vz, u). 
Por tanto, si consideramos los conjuntos V^z,uKn) garantizamos la con-
vergencia a una solución de utilidad eficiente. Desde un punto de vista teórico 
parece interesante, ya que el conjunto donde nuestro decisor debe tomar la 
solución más preferida se ha aproximado por un conjunto cuya dificultad de 
obtención es equivalente al caso en ambiente de certidumbre. 
Si tenemos una función de utilidad vectorial con más de dos componentes, 
u : Z—>TRP con p > 2, podemos construir el conjunto de aproximación de 
forma análoga a como se hacía en ambiente de certidumbre. Así, el conjunto 
de aproximación al conjunto de utilidad eficiente £(Vz,Z) se define 
A(Vz,u) = f)NDfá) 
»=i 
donde p*{ es el elemento de Vz donde la función E(UÍ,-) alcanza el máximo 
para i E {l , . . . ,p}. 
El conjunto anteriormente construido contiene todos los posibles puntos 
de interés para el decisor como se observa en la siguiente 
Proposición 3.11 Sea u : Z-¥JRm una función de utilidad vectorial, en-
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tonces 
S(Vz,u)CA(Vz,u) 
Demostración. Sea p° € £{Vz,u) y p° $. A(Vz,u). Entonces existe 
i € {l,...,p} tal que E(u,p°) < E(u,p¿). Contradicción con ser p° de utili-
dad eficiente. • 
Proposición 3.12 Sea u : Z-tIR™ una función de utilidad vectorial, K y 
K' conos de información tal que K^ C int(K»). Entonces 
A(Vz,uK') C A(Vz,uK) 
Demostración. Sean K* = G{k1,...,kr}, K[ = G{m1,...,ms} y p*ki, p*^ 
los puntos de Vz donde las funciones E(klu, •), E(m?u, •) alcanzan sus valores 
máximos. 
Debido a que K\ C int(Kt) existen (a{,..., a3r) G Sr para cada j = 1,..., s 
r 
y con todos los cv¡ > 0, tal que m? = ^ a¿ kl con j = 1,..., s. 
i= l 
Lo demostraremos por inducción sobre s. 
Si 8 = 1 
Seap0 e A{Vz,uK') = ND{p*ml) entonces 
E(m1u,p°) = E(m1u,p*ml). (3.19) 
r 
Supongamos que p° $ A(Vz, uK) = f] ND(p*ki) entonces existe i tal que 
t=i 
r 
E(uK,p°) < E(uK,p*ki). Por tanto, como m1 = ^ a ¿ / c l , se verifica que 
E(mlu,p°) < E{mxu,pli) (3.20) 
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De (3.19) y (3.20) se obtiene que E(m1u,p*ml) < E{mlu,p*ki). Con-
tradicción con la definición de p*mi. 
Supuesto cierto para s — 1 probemos que también lo es para s. 
Llamemos K"* = G{ml, . . . ,m s _ 1 }. Por hipótesis se verifica 
A(Vz,uK")CA(Vz,uK). (3.21) 
Además, por definición, se cumple 
A(Vz,uK')CA(Vz,uK"). (3.22) 
De (3.21) y (3.22) se obtiene que A(VZ, uK') C A(VZ, uK). c.q.d. • 
Como casos particulares se obtienen 
Corolario 3.10 Sea u : Z—>Mm una función de utilidad vectorial, K y K' 
conos de información tal que K't C intfé*). Entonces 
A(Z,uK')CA(Z,uK). 
Corolario 3.11 Sea u : Z—^IRT1 una función de utilidad vectorial, y K un 
cono de información tal que K* C int(K°). Entonces 
A{VZ, uK) C A(VZ, u) y A(Z, uK) C A(Z, u). 
Los desarrollos anteriores también son válidos si la clase Vz es la formada 
por las distribuciones de probabilidad discretas. 
Consideremos ahora, sobre Z, conjunto continuo, las distribuciones de 
probabilidad continuas, es decir 
Vz = {/ : / es función de densidad sobre Z} 
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Dados / , f EVz, se define la relación de preferencia en Vz 
fyuf <=* E(u,f)>E(u,f) 
con 
E(u, f) > E(u, / ' ) si y sólo si E(UÍ, f) = E(u¿, / ' ) para todo i 
y existe j tal que E(UJ, f) > E(UJ, / ' ) 
donde 
E(u,f) = (E(Ul,f),...,E(um,f)) 
es la utilidad esperada vectorial con componentes 
E(UÍ, f) = J Ui(z)f(z)dz Vi = 1,..., m 
En este contexto se sigue verificando la proposición anterior como indica 
la siguiente 
Proposición 3.13 Dada u : Z—>IRm función de utilidad vectorial y K* = 
G{kl, ...,kr}, conjunto de información, entonces 
E(uK, f) = (klE(u, / ) , . . . , krE(u, / ) ) (3.23) 
Demostración. Se obtiene de las siguientes igualdades 
E(uK, f) = (E(kV / ) , . . . , E(kru, / ) ) = 
= (Jz(k1u)(z)f(z)dz,...,Jz(kru)(z)f(z)dz) = 
= ([ £;(*?«,)(*)/(*)<**,..., / f:(k¡Ui)(z)f(z)dz) = 
\ J Z ¿=i JZ i-i / 
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= (X>¿ / ui(z)f(z)dz,...,f:k¡ [ Ui(z)f(z)dz) = 
= (k1E(u,f),...,krE(u,f)). 
a 
Todos los resultados correspondientes a la reducción del conjunto de util-
idad eficiente para el caso de distribuciones de probabilidad simples se siguen 
verificando si consideramos el conjunto de distribuciones continuas. Análoga 
afirmación es válida con el conjunto de aproximación al conjunto de utilidad 
eficiente. 
3.1.9 Algoritmos interactivos basados en el conjuto de 
aproximación al conjunto de utilidad eficiente 
Vemos ahora un par de algoritmos, en el caso de considerar una función de 
utilidad vectorial con dos componentes, que pretenden facilitar al decisor la 
tarea de tomar la alternativa más preferida para él. En el caso general, se 
pueden considerar las indicaciones que aparecen en el capítulo de ambiente 
de certidumbre. 
ALGORITMO I 
Paso 0. Identificar Z, Vz y u. 
Paso 1. Hacer h = 0. 
Paso 2. Identificar uh = uKh (uh = u—). Determinar Ah = A(Pz,uh) y 
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hallar 
rfeVz : E(uh1,ph1*) = maxE(uh1,p) 
p\* 6 Vz •• E{uh2,pf) = max£(u*,p) 
p€Vz 
Paso 3. Sea uh** = uh*+e (donde uh* es el punto ideal, uh* = {E(u\,p\*), E(u%, 
y e un vector de componentes positivas pequeñas) y A'1 > 0 un vector de pe-
t í '1* t i ' 1 
sos arbitrarios. (Ej. Aj = —fe donde ad = max(luh.¿{uhJ}j = 1,2. siendo 
Paso 4- Determinar la solución de compromiso p11 resolviendo 
min s(E(uhp),uh**,\h) 
peAh 
donde 
s(E(uh,p), uh**, A") = max{Af ( t i f - £(tif,p))} - ¿ ^ ( t i f ,p) 
(con <¡>i, i = 1,2 valores positivos pequeños). 
Paso 5. Considerar ph y preguntar al decisor si está satisfecho con dicha 
solución 
A) En caso afirmativo, parar. 
B) En otro caso, se le pide más información sobre sus preferencias en 
términos de un cono (familia de conos) poliédrico(s) Kh+l (Kh+1) tal que 
Kh c Kh+i (gh c ¡ch+1). 
Hacer h=h+ l e ir a 2. 
A continuación, desarrollamos un algoritmo que presenta las modifica-
ciones análogas a las yá introducidas en el mismo algoritmo para certidum-
bre. 
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ALGORITMO II 
Paso 0. Identificar Z, Vz y u. 
Paso 1. Hacer h = 0. 
Paso 2. Identificar uh = uKh (uh = uK>l). Determinar Ah = A{Vz,uh) y 
hallar 
pFeVz : E(uhí,ph1*) = maxE(uhl,p) 
PtPz 
ifreVz : E(uh2,p?) = maxE(ulp) 
p£Pz 
Paso 3. Sea uh** = uh*+s (donde uh* es el punto ideal, uh* = {E{u\,p\*), E(u%,p%*)), 
y £ un vector de componentes positivas pequeñas) y Xh > 0 un vector de pe-
sos arbitrarios. (Ej. Aj = ¿ ^ donde a, =
 m a x { ^ . | ^ | } j = 1,2. siendo 
< = E{u\,pf) y t& = E{uh2,p\*). 
Paso 4- Determinar la solución de compromiso ph resolviendo 
min s(E(uh,p),uh**,Xh) 
peAh 
donde 
s(E(u\p),uh*\ Xh) = max{Atfc(Wf** - E(vf,p))} - ¿ ¿ E ( u f , p ) 
(donde 0¿ i = 1,2 son valores positivos pequeños). 
Paso 5. Considerar ph y preguntar al decisor si está satisfecho con dicha 
solución 
A) En caso afirmativo, parar. 
B) En otro caso, preguntarle la forma en que desea proporcionar más 
información. 
1.- En términos de conos (familia de conos) poliédricos. Ir a 6. 
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2.- Indicando qué componente quiere que aumente y la concesión de la 
otra. Ir a 7. 
3.- Especificando niveles de aspiración. Ir a 7'. 
Paso 6. Identificar el cono (familia de conos) poliédrico(s) Kh+1 (K_h+1) 
tal que contenga al último(a) generado(a). Sea /i = /i + 1 e ir a 2. 
Paso 7. ph es presentado al decisor y se le pregunta qué componente 
de E(uh,ph) desea que aumente y cual es la cantidad máxima que puede 
disminuir la otra. Sea i el índice que puede ser aumentado y w la cantidad 
que puede disminuir el otro índice j . 
Determinar el nuevo conjunto de soluciones potenciales 
Ah+1 = {peAh: E(vt,p) * E(ulph),E(u^,p) Z E(u)rf) - w} 
Sea üh+1 = •u('l+1)* + S, donde ^C1*1)* es el punto ideal con respecto a 
A**1. Ir a 8. 
Paso 7'. Se presenta ph al decisor y se le pide que indique los niveles de 
aspiración para los valores de üh+1. Sea Ah+1 = Ah e ir a 8'. 
Paso 8. Calcular una solución de compromiso ph+1 resolviendo 
rain s(E(uh,p),üh+1,Xh) 
y tomar Aj+1 = ^_E\u^ph+l)j = 1,2. Ir a 10. 
Paso 8'. Calcular una nueva solución de compromiso ph+1 resolviendo 
mms(E(uh,p),üh+\Xh) 
p£Ah+l 
Paso 9. Preguntar al decisor cual es más preferida entre ph y ph+l 
a) Si es ph+1, calcular el nuevo vector de pesos (dirección más preferida) 
A**1 donde AJ+1 = ^ r ^ , j = 1,2. 
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b) Si es ph, preguntarle que utilidad esperada (la que ha decrecido) es la 
responsable de este juicio. Sea i el correspondiente índice. Una aproximación 
del conjunto próximo de soluciones potenciales está determinado por 
Ah+1 = {peAh: E{ulp) i E(u1,ph+1)} 
Sea ph+1 =phy Xh+1 = A*. 
Paso 10. Sea uh+1 = uh. 
Paso 11. Sea h=h+l . Ir a 5. 
Vamos a probar que la función escalarizante empleada en el algoritmo 
proporciona soluciones de utilidad eficiente. 
Recordemos que el problema a resolver era: 
min s{E(uh,p),uh**,Xh) 
peAh 
donde 
s(E(uh,p),uh**,Xh) = max{Af(u?" - £?(«?,p))} - 5 > £ ( u f , p ) 
1 - 1 , 2
 i = i 
Dado que u¡** es un punto fijo, podríamos considerar s(E(uh,p),uh**,Xh) = 
s(p) para valores fijos de uh**, p y Xh. Además, para abreviar, usaremos la 
siguiente notación 
s(p) = Si{p) + s2(p) 
donde 
81{p)=wa*{Xl{v*"-E(yt,p))} 
1=1,z 
s2{p) = -Yd<t>iE{uhi,p) 
¿=i 
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Para probar que la función escalarizante enunciada siempre nos propor-
ciona elementos de utilidad eficiente demostraremos que si tenemos dos pun-
tos p1 y p2 tal que p1 ^ p2 y p1 domina a p2 entonces s(pl) < s(p2). 
Si p1 domina a p2 entonces 
E{ui,pl) i E(Ui,p2)Vi = 1,2 
con al menos una desigualdad estricta. 
Entonces 
siip1) $ sx(p2) 
S2ÍP1) < S2(p2) 
Luego 
siip1) + S2ÍP1) < si(p2) + s2(p2) 
O lo que es lo mismo 
sip1) < s(p2) 
De esta forma s nos proporcionará el punto de utilidad eficiente más 
"próximo" al ideal. 
Ejemplo 
Consideremos la aplicación del algoritmo I al ejemplo de la sección 3.1.7. 
En la primera iteración, en el paso 2, obtenemos que nuestro conjunto 
de información es el conjunto de información nula K® = G{(1,0), (0,1)}. El 
conjunto de aproximación al conjunto de utilidad eficiente será 
A(vzy) = {pi,p2,p\p6,p7,p*y,Pw} 
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y los óptimos de E{u\, •) y E(u°, •) son p9 y p2, respectivamente. En el paso 3 
se obtiene u0** = (.6641, .6831), A? = .492 y A£ = .508. En el paso 4 constru-
imos la tabla 3.7 donde aparece el valor que toma la función s en cada una 
de las alternativas pertenecientes al conjunto de aproximación considerado 
Tabla 3.7 
s 
P\ 
-1.06 
Vi 
-1.081 
í>4 
-1.096 
Pe 
-1.061 
Pr 
-1.048 
Ps 
-1.012 
í>9 
-1.062 
Pío 
-1.07 
En la tabla 3.7 se observa que la solución de compromiso es p±, al ser la 
alternativa donde s alcanza el valor mínimo. En el paso 5, p± se presenta 
al decisor. Supongamos que no se encuentra satisfecho con ella, entonces le 
preguntamos por el valor de e para el que (.498 — .13, .680 + e) y (.498, .680) 
le sean indiferentes. Supongamos que su respuesta es e = .152. Repetimos 
la pregunta para (.498 + .13, .680 — e) y (.498, .680). Sea ahora la respuesta, 
e = .0001. De esta información proporcionada por el decisor se obtiene el 
conjunto de información K\ = G{(.54, .46), (0,1)}. El vector de utilidades 
esperadas bajo K}, E(uK ,pj), se presentan en la tabla 3.8. Ahora, el con-
junto de aproximación al conjunto de utilidad eficiente, en el paso 2 de la 
segunda iteración, es 
A(Vz,ul) = {p2,p\p9,P10} 
Tabla 3.8 
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Lotería 
E(uf,Pj) 
E(uf,Pj) 
P\ 
.571 
.532 
P2 
.576 
.683 
Pi 
.581 
.680 
Pi 
.566 
.655 
Pi 
.557 
.555 
Ps 
.542 
.590 
P9 
.586 
.494 
Pío 
.577 
.531 
Los óptimos de E(u\,-) y E(u\,-) son p9 y p2, respectivamente. En el 
paso 3 se obtiene w1** = (.5861, .6831), A} = .058 y X\ = .942. En el paso 
4 construimos la tabla 3.9 donde aparece el valor que toma la función s en 
cada una de las alternativas pertenecientes al conjunto de aproximación con-
siderado 
Tabla 3.9 
s 
Pl 
-1.2584 
P4 
-1.258 
P9 
-0.902 
Pío 
-0.96 
En la tabla 3.9 se observa que la solución de compromiso es P2, al ser la 
alternativa donde s alcanza el valor mínimo. En el paso 5, pi se presenta al 
decisor. Supongamos que no se encuentra satisfecho con ella. Entonces le 
preguntamos por el valor de e para el que (.576 — .13, .683 + e) y (.498, .680) 
le sean indiferentes. Supongamos que su respuesta es e = .152. Repetimos 
la pregunta para (.576 + .13, .683 - e) y (.498, .680). Sea ahora la respuesta, 
e = .0078. De esta información proporcionada por el decisor se obtiene el 
conjunto de información K2 = (?{(.54, .46), (.37, .63)}. El vector de utili-
dades esperadas bajo K2, E(uK2,pj), se presentan en la tabla 3.10. Ahora, 
el conjunto de aproximación al conjunto de utilidad eficiente, en el paso 2 de 
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Notemos que el conjunto de aproximación al conjunto de utilidad eficiente 
obtenido en este ejemplo en cada una de las iteraciones del algoritmo difiere 
muy poco de su conjunto de utilidad eficiente. Esto se puede ver comparando 
los resultados obtenidos en los ejemplos de esta sección. 
Capítulo 4 
Ambiente difuso 
4.1 Conjuntos difusos en la toma de decisiones 
multicriterio 
4.1.1 Introducción 
La experiencia diaria nos sugiere que usamos a menudo conceptos impre-
cisos y construimos procedimientos de decisión complejos para los que no es 
fácil desarrollar algoritmos. En efecto, buena parte de la investigación en In-
teligencia Artificial trata de introducir mayor flexibilidad y algoritmos menos 
mecánicos para afrontar problemas del mundo real. En la vida cotidiana, 
utilizamos con frecuencia conjuntos mal definidos tales como "el conjunto de 
hombres altos", o "la clase de mujeres bellas". Hablamos de un "número x 
siendo ' mucho más grande que' otro número y"; podemos responder a pre-
guntas sobre tales conjuntos, proponer problemas y juzgar la suficiencia de 
las soluciones a estos problemas; Y deberíamos al menos describir un proceso 
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de búsqueda no ambiguo o un algoritmo para determinar para un elemento 
particular su pertenencia o no a un conjunto. Se puede argumentar que nues-
tra falta de habilidad para construir tal algoritmo, es simplemente un reflejo 
de nuestra limitación en las habilidades para llevar a cabo mediciones. En 
este sentido, la relativa difusidad de una clase de objetos proviene de medidas 
inexactas. Esto conduce a cálculos de medidas inexactas como es el caso de 
la teoría de Suppes sobre la medida de creencias. Por ejemplo, en las ciencias 
sociales se encuentran otras fuentes de difusidad en imprecisión conceptual. 
En trabajos de Zadeh "la fuente de imprecisión es la ausencia de criterios 
definidos nítidamente de clases de pertenencia más que la presencia de vari-
ables aleatorias". Un número de lógicos tales como Lukasiewiecz y Tarski 
han reconocido que, al tratar con proposiciones que no son ni verdaderas 
ni falsas, se necesita construir lógicas muy valuadas; por lo que se han de-
sarrollado sistemas axiomáticos para el cálculo proposicional n-valuado. El 
artículo de Zadeh de 1965 sobre conjuntos difusos abrió el camino a un desar-
rollo sistemático de una teoría de conjuntos difusos. La idea fundamental es 
la falta de un conjunto bien definido de criterios para determinar si un objeto 
pertenece o no a un conjunto. La multiplicidad de criterios de pertenencia 
es el foco del concepto de conjunto difuso. Usando uno de los ejemplos de 
Zadeh, podemos hablar, por ejemplo, del "conjunto de mujeres bellas". La 
pertenencia a este conjunto esta basada en muchos criterios que asociamos 
normalmente con objetos agradables estéticamente. Además, debe notarse 
que estos criterios pueden ser ellos mismos difusos y así, deben desdoblarse 
en subcriterios. El nivel de agregación de hechos elementales en un concepto 
difuso varía según los conceptos; para un concepto dado, distintas circun-
stancias pueden conllevar mayor o menor desagregación. De una manera 
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informal, se tiene la impresión de que conjuntos difusos y MCDM estuvieran 
íntimamente relacionados. 
Antes de entrar en las definiciones básicas de teoría de conjuntos difusos, 
es importante distinguir este tipo de imprecisión de la expresada por variables 
aleatorias. Consideremos, por ejemplo, la afirmación: "sea x un número más 
grande que 10". La ordenación "más grande que" no está definida en la 
teoría estándar de relaciones. Además, ninguna aleatoriedad está asociada 
con la eleccción de x. Aquí de nuevo lo que rodea a la afirmación anterior 
es una falta de acotaciones definidas de forma exacta relativas a clases de 
pertenencias para x. 
4.1.2 Las herramientas de la teoría de conjunto difuso 
Reflejar y expresar la imprecisión en clases de pertenencia proviene de la 
pérdida de un criterio de pertenencia único no ambiguo, que lleva a extender 
la notación estándar de función característica para un conjunto ordinario. 
Dado algún conjunto universal, U, un conjunto específico S se define por 
su función característica, /¿s, definida de U a {0,1} donde ¡x(x) = 1 si y 
sólo si x € S. La familia de todas las funciones /x de U a {0,1} define la 
clase de todos los conjuntos ordinarios en U. El hecho de que las acotaciones 
de un conjunto difuso no estén delimitadas de manera exacta se formaliza 
extendiendo la notación estándar de una función característica al intervalo 
cerrado unitario / = [0,1] en vez del conjunto {0,1}. Llamamos a tal función 
característica generalizada "función de pertenencia", denotada por ¡i. Un 
conjunto difuso se define así, como un conjunto de elementos en U tal que 
cada elemento x € U teniendo un grado de pertenencia fi(x) € [0,1]. De estas 
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definiciones se sigue que la clase de todos los conjuntos difusos definidos sobre 
U es simplemente la clase Iu de todas las funciones defenidas de U a / . 
Para que este enfoque sea fructífero y se preste a uso práctico, deben 
definirse ciertas operaciones que permitan combinar conjuntos difusos con 
otros conjuntos difusos. La necesidad de tales operaciones se percibe mejor si 
consideramos afirmaciones como: "sea x un número más grande que 10 y por 
debajo de 100"; o "los conjuntos de todas las fianzas que son completamente 
líquidas y/o producen un substancial interés". Para hacer tales afirmaciones 
manejables con nuestros métodos de análisis tradicionales, deberíamos con-
vertirlas en afirmaciones "nítidas" eligiendo una medida de liquidez y prome-
dio de interés, y un valor medio de ambos criterios. Sin embargo con este 
enfoque podemos retener la difusidad de las afirmaciones del problema y 
definir los conjuntos difusos resultantes de estos criterios. 
Sean A, B, C, D conjuntos difusos en U, con funciones de pertenencia 
1¿AIHB,1¿CIV'D- Definimos las reglas de combinación de funciones de perte-
nencia como sigue: 
La unión C de A y B es el conjunto difuso más pequeño conteniendo 
ambos A y B: 
fic(x) = Max[tiA(x),fj,B(x)], x£U 
La intersección D de A y B es el conjunto difuso más grande contenido 
en ambos A y B: 
Hc(x) = Min[(j,A(x), I¿B(X)], x € U 
Un conjunto difuso A es contenido en B si y sólo si 
VA = MB 
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El complemento de A' de un conjunto difuso A está definido por 
A*Á = 1 - PA 
Dos conjuntos difusos A y B son iguales si y sólo si ¡J,A(X) = (J>B(X) para 
todo x G U\ y A es vacío si y sólo si HA{X) = 0 para todo x € U. Las 
operaciones algebraicas pueden definirse para conjuntos difusos tales como 
el producto algebraico (HA * ¿ÍB)> la suma algebraica (¡XA + £*£) siempre que 
VA + VB = 1) y la diferencia algebraica (/¿^ — ¿ts). Muchas de las propiedades 
de las operaciones de conjuntos ordinarias se cumplen para conjuntos difusos 
como, por ejemplo, la asociativa, distributiva y las leyes De Morgan para 
operaciones de unión e intersección. En efecto, los conjuntos difusos en U 
forman un retículo con 0 y 1. Notemos, además, que el concepto de variable 
aleatoria es inaplicable al tipo de imprecisión modelizada por la teoría de 
conjuntos difusos, ya que las operaciones formales sobre el conjunto de fun-
ciones de pertenencia las aparta de las funciones de densidad probabilística. 
Finalmente, puede notarse que muchos conceptos y teoremas importantes 
pueden extenderse a conjuntos difusos. Por ejemplo un conjunto difuso A es 
convexo si y sólo si los conjuntos 
{x : /iA(x) Z a} 
son convexos para todo a € [0,1] o equivalentemente 
^[Aari + (1 - A)x2] = Min\pLA(xx),iiA{x*)] \/xi,x2 € W,V A € [0,1] 
Teoremas importantes tales como el teorema de separación de hiper-
planos, o el teorema de Tychonoff, se verifican para conjuntos difusos. 
Capítulo 4. Ambiente difuso 143 
A pesar del atractivo inicial de este enfoque queremos expresar que no 
está exento de algunas fuertes críticas (por ejemplo, Frenen, 1985) que posi-
blemente están aún lejos de superarse y llegar a tener el mismo cuerpo de 
doctrina que la teoría de la probabilidad. 
Desde el artículo original de Zadeh han aparecido muchas contribuciones 
a la literatura de conjuntos difusos. El interés de esta extensión se basa en 
el hecho de que puede proporcionar una base teórica para utilidades orde-
nadas no linealmente, en evaluación de objetos. Algunos métodos MCDM 
son criticados a veces por que exigen al decisor de la comparación de ciertas 
alternativas que son intrínsicamente incomparables. Dada la multiplicidad 
y ambigüedad de los criterios de pertenencia, que son el centro del concepto 
de conjunto difuso, podrían aplicarse similares críticas contra ellos. El uso 
de una escala numérica tal como I = [0,1] para los grados de pertenencia 
presupone que puede encontrarse un orden lineal no arbitrario sobre los ob-
jetos. Extendiendo la función de pertenencia a un retículo nos capacita para 
tratar con los casos donde no puede encontrarse ningún orden. Un conjunto 
L-difuso es un conjunto difuso cuya función de pertenencia ¿t toma valores 
en un retículo, es decir, un conjunto parcialmente ordenado donde existen 
los elementos supremo e ínfimo para cada par; claramente, //(•) € [0,1] es un 
caso especial donde / = [0,1] es un conjunto de números reales completa-
mente ordenado. J.G. Brown ha estudiado una clase de conjuntos L-difusos 
eligiendo una álgebra Booleana con grado de pertenencia reticulada. Final-
mente, debería notarse que la noción de difusidad es aplicable a muchas áreas 
tradicionales de matemáticas, tales como teoría de la probabilidad, teoría de 
grafos, topología. El proceso de dotar un concepto, un teorema o una teoría 
con una estructura difusa es conocida como fusificación. Por ejemplo, pueden 
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rusificarse gráficas, relaciones y funciones. 
4.1.3 Objetivos difusos y maximización vectorial 
En esta sección consideramos la notación de eficiencia para problemas de 
maximización vectorial y los efectos de introducir difusidad en los objetivos 
múltiples y restricciones. 
Volvemos a nuestro problema de maximización vectorial que consiste en 
un conjunto de restricciones definiendo una región de decisiones factibles; 
un conjunto de varios objetivos para evaluar las decisiones; denotamos estas 
n funciones zi,...,Zj,...,zn; donde cada Zj es real y continua, y debe ser 
maximizada. 
En la práctica, la noción de eficiencia se critica especialmente por dos 
motivos. Primero, porque sólo produce una ordenación parcial de las de-
cisiones. Así, en general es necesario otro concepto de solución para elegir 
entre las decisiones eficientes. Y en segundo lugar, es miope en el sentido 
que algunas soluciones no eficientes se excluyen de futuras consideraciones 
no importando cuan cerca pueda estar a la frontera eficiente. Esto es mas 
un problema relacionado con la medida que uno puramente teórico, pero su 
importancia práctica no debería olvidarse. Veremos ahora como la teoría de 
conjuntos difusos permite superar este problema. Construiremos un conjunto 
eficiente difuso que incluirá puntos cercanos según varios grados. 
Consideremos el siguiente ejemplo: (i) Sea x € IR+ y tal que X{ esté en el 
intervalo [[0,12]] para ¿ = 1,2, donde [[ ]] denota los puntos difusos finales de 
la región factible; (ii) Tomemos x tal que x\ +X2 » 4, donde > > denota la 
relación "mucho más grande que". En términos de la optimización tradicional 
Capítulo 4. Ambiente difuso 145 
restringida, este problema (i)-(ü) está mal formulado ya que no se asigna 
ningún sentido a la relación "mucho más grande que", ni al intervalo difuso 
[[0,12]]. Para solucionar el problema necesitamos convertir en no difusas 
estas afirmaciones eligiendo sus análogos nítidos. Por ejemplo, (1) Xi G 
[0,12] y (2) Max(x\ + x2) tal que 4 < (x\ + x2) = 24. El conjunto eficiente 
simplemente sería un segmento de la linea x\+x2 = 24. De hecho, este tipo de 
afirmaciones siempre constituyen la mayor dificultad en la implementacion 
de muchos modelos. Típicamente se han adoptado soluciones heurísticas 
implícita o explícitamente, en la interpretación de las afirmaciones imprecisas 
del decisor. Parece más realista ensayar y construir una lógica difusa, y los 
modelos acomodarlos a tales lógicas, más que forzar el problema a un sistema 
demasiado restringido. Ignorando todo el adorno lingüístico tal como "mucho 
más grande que", "sustancialmente mejor que", "mucho más pequeño que", 
etc. estaríamos quitando a los problemas parte de su significado práctico. 
En nuestro ejemplo, esto significa que debemos definir un conjunto efi-
ciente difuso £ que incluirá otros puntos además de los del segmento aludido 
de la línea x\ + x2 = 24, con diferentes grados de pertenencia. De acuerdo 
con Bellman y Zadeh (1973) podemos definir la función de pertenencia del 
conjunto eficiente difuso como sigue: Primero notemos que la confluencia de 
(1) nuestro objetivo ("...mucho más grande que...") y (2) nuestra restricción 
(pertenencia al conjunto difuso [[0,12]]) sugiere que usemos la intersección 
para definir la función de pertenencia fie del conjunto resultante. Formal-
mente 
He(x) = Min(ni(x),iJ,2(x)) 
donde fAi(x) es la función de pertenencia para la función objetivo y f¿2(x) es la 
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función de pertenencia para la restricción. Por ejemplo, una tabla hipotética 
abreviada para estas funciones de pertenencia (considerando solamente un 
subconjunto de los puntos enteros por simplicidad) podría ser 
X 
Mi 
M2 
V-e 
(0,1) 
0 
0 
0 
(1,0) 
0.2 
0 
0 
(1,1) 
1 
0.1 
0.1 
(1,2) (...) (12,1) (...) (14,2) 
1 (...) 1 (...) 0.1 
0.25 (...) 0.8 (...) 0.9 
0.25 (...) 0.8 (...) 0.1 
De esta manera concluimos que una decisión eficiente es realmente un 
conjunto difuso en el espacio de alternativas. La similitud intrínsica entre 
objetivos y restricciones es clara. Además, vemos que tomar la decisión 
eficiente "mejor" en el conjunto no es un problema con una única respuesta. 
Una posibilidad es tomar el punto (xi,x2) que tenga un grado máximo de 
pertenencia en el espacio factible. En nuestro ejemplo, restrigiéndonos a los 
puntos listados en la anterior tabla debemos tomar x = (12,1). Sin embargo, 
podemos también ver que son posibles otras soluciones si estimáramos las 
funciones de pertenencia /¿i, ¿¿2 y Ate sobre sus respectivos dominios. Otro 
hecho notable es que la frontera eficiente no está definida como un conjunto 
específico (un subconjunto de los puntos de la región factible). Al contrario, 
es un conjunto difuso con acotaciones imprecisas. Y así, no están excluidas 
las soluciones interiores. Sus valores relativos pueden asignarse a partir de 
sus grados de pertenencia. 
Es claro que, en general, cuando existe un número arbitrario de re-
stricciones y objetivos, la función de pertenencia para el conjunto eficiente 
Capítulo 4. Ambiente difuso 147 
también se define como: 
HE(X) = f\fM{x) 
i 
donde i = 1,..., n y A = Min. 
También debería notarse que si queremos asignar diferentes pesos A¿ a los 
distintos objetivos (y/o restricciones), puede hacerse premultiplicando cada 
Hi{x) por funciones de pertenencia \{x) tal que X)» ^i(^) = 1- En efecto, este 
último punto muestra que muchos métodos bien conocidos de selección de 
soluciones eficientes como, por ejemplo, la minimización de alguna medida de 
distancia o el algoritmo STEM, simplemente son diferentes especificaciones 
de las funciones de pertenencia A¿. Sobre la base de estas notas la línea 
siguiente de investigación parece clara: tomar ciertos conceptos de solución 
bien conocidos y hacerlos difusos hasta el punto donde el decisor encuentre 
confortable su uso y pueda asignar las correspondientes funciones de perte-
nencia. 
4.1.4 Programación lineal difusa con múltiples obje-
tivos 
En la práctica resulta más apropiado considerar que los posibles valores de 
los parámetros en la descripción de las funciones objetivos y las restricciones 
comprendan, en general, la ambigüedad del conocimiento de los expertos 
del sistema real. Por esta razón, consideramos el siguiente problema de 
programación lineal multiobjetivo con parámetros difusos: 
max P(z) = (diz, ...,c¡z) 
min u(z) = (c1z,...,crz) (4.1) 
sa: z e Z = {z e JRn : Áz * b, z > 0} 
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donde c* (k = 1,..., /) y cs (s = 1,..., r) son vectores n-dimensionales, b es un 
vector m-dimensional, Á es una matriz de orden m * n, y los componentes 
de Cfc, cs, 6 y >1 son números difusos. 
El problema representado por (4.1) tiene dos tipos de variables difusas. 
El primer tipo son las metas difusas del problema de programación de com-
promiso multiobjetivo. El segundo tipo son los coeficientes difusos que ahora 
tienen distribuciones de posibilidad en vez de valores determinísticos. 
Sea (z)p una solución de (4.1) donde a € [0,1] denota el nivel de posibili-
dad para el cual todos los coeficientes difusos son factibles, y fi € [0,1] denota 
el grado de compromiso en el cual la solución satisface todos los objetivos 
difusos mientras los coeficientes son factibles a nivel a. Mediante la regla de 
unión de Bellman-Zadeh, los parámetros difusos a pueden expresarse como 
a = min{n¿..,/*-< >0¿..>P¿ : k = l,...,l,s = l,...,r,i = l,...,m,j = l,...,n} (4.2) 
que significa que la factibilidad del sistema es igual a la posibilidad de la 
componente más imposible en el sistema. La ecuación (4.2) significa que la 
mayor de las posibilidades de los coeficientes es, la más fuerte de las limita-
ciones hechas sobre los coeficientes. Obviamente, se busca la solución óptima 
para un dado valor a cuando 
^°kj rcsj ^aa ^bi 
para todos los subíndices. 
Sea (p)a el a-corte de un número difuso p, definido como 
(P)a = {P€ S(p) : /ip(p) ^ ex} 
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donde S(p) es el soporte de p. Sean (p)£ y (£)% el límite inferior y superior 
del a-corte de p, respectivamente, 
iP)Í * (p)« * (P)Ua 
Entonces, para un dado valor de a, los objetivos v(z) a ser maximizados 
y v (z) a ser minimizados pueden ser reemplazados por el límite superior e 
inferior de sus respectivos a-cortes, esto es 
n 
(pl)¿ = E(4)a^> a = l,...,r, 
¿=i 
Además, cuando * denota el operador á para las restricciones i = 1,..., mi 
y = para las restricciones i = m\ + l,...,rri2, estas restricciones pueden ser 
reemplazadas en forma similar por las siguientes restricciones: 
para ¿ = 1, ...,mi, y 
para ¿ = mi + 1,..., m2. 
Sin embargo, cuando * denota el operador = para las restricciones i — 
m,2 + 1, ...,m, estas restricciones pueden reemplazarse por 
E(fi«)í*i * A)? 
í > ; f e * (6Í)¿ 
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para i = m2 + 1,..., m. 
Así, para un valor dado de a, el problema representado por (4.1) puede 
transformarse en el siguiente problema 
max {vk)ua = Y,{ckj)aZj, k = l,...,I, 
i= i 
n 
min (P¡)¿ = ^ ( 4 ) a z i > s = 1 , •••> r > 
sa: S(oi i ) í« j = (¿>i)a,¿ = l , . . . ,mi,m2 + l,...,m, (4-3) 
j=i 
n 
Eíoí iJofí = A)a ' i = mi + 1,..., m2, m2 + 1,..., m, 
Zj ^ 0 , j = l , . . . , n . 
Para simplificar la presentación, usaremos Za para denotar las restri-
ciones. 
Se puede observar que para un valor a dado el problema se convierte en 
un problema lineal determinístico. 
Si el decisor fuera capaz de dar el valor de a habríamos concluido ya que 
tendríamos un problema con el cual sabemos trabajar. Pero ocurre que esto 
no es lo usual, de ahí que tengamos que utilizar algún método para hallar 
dicho valor. 
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Consideremos el problema 
max p 
n 
£(Cfc¿)a*¿ ~ (Vk)a(pk)*a ~ (**)« 
sa: /?£*=* k = l,...,l, 
(<)í- J2(caj)^Zj/(i/'a)a - {v'X 
0*-
p e [o, i], 
z € Za, 
Zj^O 
3=1 s = l,...,r, 
(4.4) 
donde (Pfc)a> {vs)*a y (Pfc)a> (va)~ son las soluciones ideal y anti-ideal, re-
spectivamente, que pueden obtenerse resolviendo cada uno de los siguientes 
problemas independientemente: 
n n 
max (Pfc)* = £(c/y)a*;> m i n (^ )Q = 0 4 f o > 
i=l j=l 
sa: z G -Za sa: 2 £ Z a 
max (^)Q = ¿(c^ . )a«i . m i n M « = ¿ ( % ) a z ¿ > 
sa: z € -ZQ sa: z G -Za 
Asumiendo que todos los coeficientes difusos son números difusos trape-
zoidales que pueden especificarse por la cuaterna {p^,p^2\p^3\p^) con 
función de pertenencia 
J^,PWÍPÍP«\ 
»Í>(P) = { 1, pWípípW, (4.5) 
0, pípW. 
Capítulo 4. Ambiente difuso 152 
entonces el a-corte de p puede expresarse por el siguiente intervalo 
(P ) . = Mí iP)a] = b (1) + (P(2) - P(1))a,P(4) - (p(4) - p(3))a] 
Notemos que si p^ = p(3\ entonces p se reduce a un número difuso 
triangular, especificado por (p(x),p(2)'(3),p(4)); si p ^ = p^> = p^ = p^A\ y 
entonces p se reduce a un número real. 
Usando la expresión intervalo, el problema representado en (4.4) puede 
reescribirse como 
max 0 
¿>£MC£-C£>)«]^-M 
sa:
 * ' - (S5TTO •fc = 1--1 ' 
( ó=-E t^ - (^ -c i J ) ) a ]^
 (46) 
fi- j~\-',- , - ' , . , » = l , . . . , r , 
/Je [o,i], 
[ai]' + (aíf - «£>)«]*, ^ 6<4) + (6<4) - fc,<3))a, i = 1, . . , m , , m , + 1, ...,m, 
K-f " (°04) - « í f ) ^ - 6,-1' + (*?} - b\l))<*> i = mi + l , . . . ,m2 ,m2 + l,...,m, 
2j ^ 0 , j = l , . . . ,n 
Por simplicidad, las tres últimas restricciones las denotaremos por Z'a. 
Ahora, sea A el grado de satisfacción global para la solución bajo consid-
eración (z)p de las metas difusas y coeficientes difusos. De nuevo, mediante 
la regla de unión de Bellman-Zadeh, A se considera como 
A = min{a,/3}. 
Además de la variable z, el problema (4.6) tiene dos tipos diferentes de 
parámetros no conocidos: el parámetro a que denota el nivel de posibilidad 
de los coeficientes difusos y el parámetro (3 el cual denota el compromiso en-
tre los diferentes objetivos. Se pueden utilizar varios métodos para resolver 
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este problema. Nosotros consideramos el siguiente (Stanley y Li, 1993): 
Paso 1. Defino e = longitud del paso, T = precisión de tolerancia, k = 
contador de la iteración = 0. 
Paso 2. Sea a* = 1 — ke, entonces resolver el problema (4.4) para obtener 
Pk y zk. 
Paso 3. Si | 0k — OLk |< T, entonces sea A = min{oik,Pk} y z = Zk, e ir a 
4. Si ak — Pk > £, entonces sea k = k + 1 e ir a 2. Si el tamaño de la etapa 
es demasiado grande, sea e = l/2e, k = k e ir a 2. 
Paso 4- Obtenemos A, a y p. 
Para un a dado, este es un problema lineal que puede resolverse fácilmente. 
Después de obtener los valores de ay P por el anterior procedimiento, pode-
mos ir a la fase II para resolver el siguiente problema para obtener una 
solución eficiente en caso de que la solución obtenida en la fase I no sea 
única. 
\jfc=l s = l / 
í > $ - (4? - c{S)a]Zj - (Dk)-
sa: P<=Pk = ^ ^ z ^ , * = W , 
ite-±tí$-(<$í-$)*]* (4'7) 
Pe [0,1], 
zez'a, 
donde a y P son constantes y fueron obtenidas en la fase I por el proced-
imiento anterior. 
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.. . . .. .
 t 
Sea z la solución óptima del problema (4.7). Esta solución z se presenta 
al decisor, que puede aceptarla en cuyo caso habríamos terminado. En caso 
contrario, debe estar dispuesto a dar más información sobre su estructura de 
preferencias, que la representaremos con un conjunto de información que nos 
servirá para construir una nueva función de valor vectorial asociada al nuevo 
conjunto de información. Es decir, si K„ = Glk1,..., kq} es el nuevo conjunto 
de información entonces el problema que debemos considerar es: 
max (üt)ua = #{&)<>,..., « , -$)£, . . . , -(*;)£) t = 1,..., q 
n 
sa: ^2(áij)aZj ^ (6¿)Q , i = 1,..., m1( m2 + 1,..., m, 
'? ^ (4.8) 
YK^i)azj = (M«> * = w»i + 1,..., m2, m2 + 1,..., m, 
2j ^ 0 , j = l , . . . , n . 
siendo a el valor obtenido en la fase I. 
La tercera fase consiste en la aplicación, al problema (4.8), del siguiente 
algoritmo para el caso de tener una función de valor con dos componentes 
(Prassad y Karwan, 1992): 
Paso 0. Hacer h = 0. 
Paso 1. Encontrar z2* tal que 
v£(z2*) = max v%(z) 
sa: z £ Z 
y z1 tal que 
Vi{zl) = max Vi(z) 
sa: z G Z 
H*(Z) = V%(Z2*) 
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Fijar zl y sea r — 1. Encontrar 
Vi* = max Vi{z) 
sa: z £ 2 
Si Viiz1) = Vi*, parar y M — {z1}. En otro caso, sea r = r + 1 y 
M = {z1} e ir a 2. 
Paso 2. Resolver el problema P r _ 1 
max l) i \)
 T,i 
sa: z e 2 
Sea zr la solución obtenida (si hay soluciones óptimas, elegir aquella que 
tome menor valor en la segunda componente de la función de valor). Si 
v^{zr) = i/f* entonces M = M U {azr~l + (1 - a)zr,a G (0,1)} e ir a 3. En 
otro caso, M = M U {azr~1 + (1 — a ) 2 r , a 6 [0,1]}, sea r = r + 1 y repetir 
el paso 2. 
Paso 3. Sea M° = M. 
Paso 4- Presentar Mh al decisor. Si elige una solución, parar. En otro 
caso, obtener más información mediante el cono (familia de conos) de infor-
mación Kh+X D Kh (Kh+1 D Kh), hacer /i = /i + l e i r a 5 . 
Paso 5. Determinar vh = vK {yh = v— ). Ir a 4. 
Para las funciones de valor vectoriales con más de dos componentes, en 
la fase III el algoritmo que debemos utilizar es: 
Paso 1. Sea /i=0. 
Paso 2. Identificar vh = uKh = ( I ^ , „ . , I / J ) (vh = v^-h = (u£,...,v¡)) y 
obtener Vi*,...,v^*; ni,...,n9, donde n = (ni, ...,nq) es el vector nadir. 
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Paso 3. Sean vh** = vh* + ó (donde vh* = (v^*, ...,Vg*) y 5 es un vector 
con valores positivos pequeños)y Xh > 0 un vector de pesos arbitrarios, (ej. 
Aj = £*•,/(<*! + ... + ag) donde a¿ = m J ^ n j | } , j = *' - ' «•) 
Paso ^. Determinar las soluciones de compromiso zh resolviendo 
min{s(vh{z),vh**,\h) : z € Z}. 
donde 
s(uh(z),vh**,Xh) = m¡« {A?(tí" - *f(z))} - ¿ f t i í ( 2 ) . 
es una función con p¿(¿ = 1, ...,q), valores positivos pequeños. 
Paso 5. zh es presentado al decisor 
1. Si está satisfecho con zh, parar. 
2. En otro caso pedirle más información sobre sus preferencias en términos 
de conos (familia de conos) poliédrios Kh+1 (Kh+1) tal que Kh C Kh+l 
(Kk C Kh+l). 
Paso 6. Sea /i = /i + 1 e ir a 2. 
Ejemplo 
Consideremos el siguiente problema lineal posibilístico con múltiples fun-
ciones objetivos: 
max V\{z) = 10zi + 6z2 
min v2{z) = I-Zi + 1.522 
sa: 2*i + 2z2 S 140 (4.9) 
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donde todos los números difusos son números difusos triangulares y están 
definidos como sigue: 
6 = (4,6,8), 1 = (0,1,2), 2 = (1,2,3), 140 = (100,140,180), 8 = (3,8,10) 
y donde la máxima posibilidad de cada uno de ellos se encuentra en el número 
del medio. 
Reemplazando los coeficientes difusos por sus a-cortes, el problema ante-
rior se transforma en el siguiente problema: 
max {vi)a = 10zi + (8 — 2a)z2 
min (i/2)Q = a.z\ + 1.5,22 
sa: (1 + OL)ZX + 2z2 á 180 - 40a 
v
 (4.10) 
Z2 = 3 + 5a 
zuz2 ^ 0 
a € [0,1] 
El problema (4.10) se resuelve paramétricamente. La tabla 4.1 contiene 
algunos de los resultados. Para este problema particular, cuando el valor de 
a decrece gradualmente, el valor de f3 aumenta de forma regular. La mejor 
solución se obtiene para a* = j3* = 0.67, z* = (55.7,6.35) con los sigu-
ientes valores para las componentes de la función de valor v\(z*) = 599.8, 
v2{z*) = 46.7. 
Tabla 4.1 
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a 
1.0 
0.9 
0.8 
0.7 
0.67 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
0.0 
< 
668 
725.4 
789.2 
860.5 
883.6 
940.8 
1032 
1136 
1256 
1397 
1564 
1764 
uu 
48 
38.2 
39.2 
35.1 
33.9 
31.2 
27.5 
24 
20.7 
17.6 
14.4 
12 
u* 
12 
11.3 
10.5 
9.75 
9.53 
9.0 
8.25 
7.5 
6.75 
6.0 
5.25 
4.5 
V2* 
105 
108 
111 
116 
121 
135 
157 
184 
215 
252 
297 
352 
P 
0.60 
0.62 
0.63 
0.65 
0.67 
0.70 
0.75 
0.80 
0.85 
0.90 
0.95 
1.00 
Z\ 
37.2 
41.4 
46.6 
53.0 
55.7 
62.8 
74.3 
87.8 
104 
123 
146 
174 
Z2 
8.0 
7.5 
7.0 
6.5 
6.4 
6.0 
5.5 
5.0 
4.5 
4.0 
3.5 
3.0 
vx(z) 
420 
460.3 
510.9 
572.5 
599.8 
668.8 
781.4 
914.1 
1071 
1259 
1486 
1764 
v%{¿) 
49.2 
48.5 
47.8 
46.8 
46.7 
46.6 
45.4 
42.6 
37.9 
30.6.2 
19.8 
4.5 
La solución z* — (55.7,6.35) se la presentamos al decisor. Supong-
amos que no se encuentra satisfecho con ella. Y consideremos que con la 
información obtenida podemos construir el conjunto de información K* = 
G{(.2, .8), (.6, .4)}. Entonces el problema (4.8), para este caso particular, es 
max {p\)a = 1.464^! + 0.132^2 
max {v2)a = 5.732Z! + 3.396z2 
sa: (1 + a)z! + 2z2 á 180 - 40a 
(4.11) 
22 = 3 + 5a 
zi,z2 ^ 0 
a e [0,1] 
En la tercera fase, al aplicar el algoritmo para funciones de valor vectori-
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ales con dos componentes obtenemos, con una sola iteración, que la solución 
más preferida para nuestro decisor es z* = (84.131,6.35), al ser la solución 
donde las dos funciones objetivos del problema anterior alcanzan su valor 
máximo. 
Capítulo 5 
CONCLUSIONES 
5.1 Conclusiones 
El conjunto eficiente en la teoría de la decisión multicriterio juega un papel 
esencial en los procesos y métodos de solución al ser en ese conjunto donde 
el decisor debe hacer su elección más preferida. 
La dificultad de generar tal conjunto, nos ha llevado a intentar desarrollar 
procedimientos que faciliten alcanzar soluciones eficientes. 
Tomando como fundamento las teorías de valor y utilidad se han desar-
rollado en esta memoria algunos conceptos y procedimientos que ayudan a 
obtener tal tipo de soluciones o a su aproximación. 
• La primera parte se ha dedicado a problemas en ambiente de certidum-
bre. Hemos comenzado caracterizando el conjunto de valor eficiente, 
para ello hemos demostrado propiedades necesarias y/o propiedades 
suficientes para que una determinada solución sea de valor eficiente. 
También, suponiendo que el espacio de objetivos y la función de valor 
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vectorial verifican determinadas condiciones matemáticas, se ha obtenido 
una caracterización de tal conjunto. Basándonos en las propiedades 
anteriores, hemos definido una aproximación inferior y otra superior. 
Desde un punto de vista teórico se ha logrado determinar el conjunto de 
valor eficiente. Sin embargo, se hace observar que en situaciones reales 
tal conjunto puede ser demasido extenso para que el decisor sea capaz 
de elegir la solución más preferida, por lo que parece razonable pensar 
en una reducción de tal conjunto. Hemos propuesto varios procedimien-
tos de reducción que se basan en la información sobre la estructura de 
preferencias revelada en un proceso interactivo por el decisor, que se 
ha representado, matemáticamente, mediante conos o familia de conos 
de información. Posteriormente se ha propuesto un sencillo método 
interactivo para la ayuda a la decisión, que ofrece al decisor en cada 
iteración soluciones de valor eficiente. 
Una vez caracterizado el conjunto de valor eficiente, hemos observado 
que tal conjunto queda perfectamente determinado desde el punto de 
vista teórico. Sin embargo, en la práctica, la comprobación de si una 
determinada solución es de valor eficiente, puede resultar sumamente 
difícil. Por ello, se ha construido un conjunto que contiene a todas las 
soluciones de valor eficiente, que hemos llamado conjunto de aproxi-
mación. Este conjunto es de fácil obtención, ya que tan sólo son nece-
sarios resolver tantos problemas de optimización como componentes 
tenga la función de valor vectorial. Dada una alternativa no resulta 
complicado ver si pertenece al citado conjunto. Además, se ha probado 
la convergencia a una solución de valor eficiente. En los casos prácticos 
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estudiados, se ha obsevado que el conjunto de aproximación defiere 
poco del conjunto de valor eficiente, disminuyendo esta diferencia al 
aumentar la información proporcionada por el decisor. Basados en este 
conjunto hemos propuesto dos métodos interactivos que nos aseguran 
la convergencia a la solución más preferida por el decisor. 
• En la segunda parte hemos comenzado desarrollando conceptos y re-
sultados para resolver problemas de toma de decisiones multiatributo 
bajo riesgo discretos, que extienden las ideas y conceptos del caso de 
certidumbre en problemas con información parcial sobre preferencias. 
Proponemos un método basado en la teoría desarrollada, que utiliza 
una función de utilidad vectorial y la composición aditiva de sus compo-
nentes, para ayudar al decisor a identificar su estrategia más preferida. 
El método se ha implementado para problemas discretos y las posibles 
áreas de aplicación son numerosas en problemas típicos de decisión bajo 
riesgo con un número finito de alternativas. Posteriormente, de forma 
paralela a la parte anterior, se define un conjunto de aproximación 
al conjunto de utilidad eficiente y se demuestran propiedades para 
el citado conjunto, ofreciendo procedimientos interactivos, análogos a 
los del ambiente de certidumbre. Destaquemos que se consigue una 
metodología paralela para ambientes de certidumbre y riesgo lo que 
creemos que es un atractivo notable, teniendo en cuenta que la mayor 
parte de los procedimientos MCDM se han desarrollados solamente 
para uno de ambos ambientes. 
• La tercera parte inicia la extensión de las anteriores al caso de ambi-
ente difuso, proponiendo la utilización del conjunto de aproximación. 
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Tan sólo se ha desarrollado para programación lineal difusa bicrete-
rio, sugiriendo que para el resto de los casos se puede operar de forma 
análoga ya que las herramientas difusas pueden permitir una mejor 
modelización de los problemas en los que existen objetivos y/o restric-
ciones difusas. Se muestra la idea común, que es transformarlo en uno 
equivalente en ambiente de certidumbre donde ya hemos desarrollado 
un marco de trabajo. 
5.2 Problemas abiertos y líneas de investi-
gación futuras 
Son varios los problemas que han surgido y quedan pendientes en esta memo-
ria, algunos de los cuales citamos a continuación: 
• Intentar generalizar los resultados considerando conos más generales 
(Ver González Pachón, 1990; González Pachón y Ríos-Insua, 1993). 
• Estudiar la convergencia introduciendo medidas matemáticas adecuadas. 
• En el ambiente de certidumbre definir una aproximación más robusta 
basada en funciones de valor asignadas parcialmente y, en el ambiente 
de incertidumbre considerar funciones de utilidad robustas, es decir, 
funciones de utilidad conocidas parcialmente y/o incluir explícitamente 
la noción de riesgo en el modelo. 
• Los dos métodos interactivos que se consideran bajo los tres ambientes, 
con sus modificaciones pertinentes, pueden utilizarse con cualquier prob-
lema. Sin embargo, para problemas específicos sería recomendable de-
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sarrollar algoritmos más fáciles de utilizar que aprovechen las carac-
terísticas particulares de los problemas. En ese caso, podrían con-
struirse mejores conjuntos de aproximación si tenemos en cuenta las 
propiedades particulares de cada problema. 
• Creemos que la definición de conjunto de aproximación al conjunto 
eficiente es un buen camino para ver cuando una solución puede ser de 
interés para el decisor. Por tanto, pensamos que una línea futura de 
investigación puede ir encaminada hacia la construcción de conjuntos 
de aproximación que mejoren los construidos en esta memoria. 
• Por último, y como aplicación práctica, sería interesante una imple-
mentación que facilite la automatización de los cálculos de los algorit-
mos propuestos. 
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