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Abstract
These notes contain a presentation of the noncommutative gener-
alization of the classical moment problem introduced in [10] and [12].
They also contain a short summary of the classical moment problem
in infinite dimension.
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1 Introduction
The aim of these lectures is to give a presentation of the noncommutative
generalization of the classical moment problem introduced and studied in
[10] and [12] and to compare it with its commutative counterpart namely
the classical moment problem. In order to do this we give an appropriate
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description of the classical moment problem and since here we do not intend
to discuss notions of dimension in the noncommutative setting, our descrip-
tion should apply to the case of infinite dimensional spaces. This is why we
give first a short summary of the relevant part of measure theory and of the
classical moment problem in this context. We then describe the noncommu-
tative generalization of the classical moment problem called the m-problem.
In this generalization the algebra of complex polynomials is replaced by an
arbitrary unital ∗-algebra A which is separated by its C∗-semi-norms, the se-
quence of the moment problem is replaced by a linear form on A, the measures
are replaced by positive linear forms on a C∗-algebra canonically associated
with A and substitutes for the integration formulas of the classical moment
problem are given. The connection between determination of the classical
moment problem and the self-adjointness properties in the corresponding
(unbounded) representations of the polynomials algebras are generalized. A
remarkable property of tensor algebras which generalizes the solubility of the
one-dimensional Hamburger’s moment problem is pointed out. In the case
where A is a locally convex ∗-algebra we introduce a continuity condition
on the solutions of the problem which generalizes the continuity condition
on cylindrical measures [13] connected with the notion of “scalar cylindrical
concentration” [23].
Noncommutative measure theory has a very rich structure with no classi-
cal counterpart as shown by Alain Connes (occurrence of canonically associ-
ated dynamical systems) [8]. We do not discuss this subject in these lectures
in spite of the fact that one meets this structure in the applications of the
noncommutative moment problem (the m-problem) to quantum fields where
factors of type III1 enter and where the corresponding dynamical systems
should get a physical interpretation.
For the proofs of the statement concerning the noncommutative moment
problem we refer to [10] and [12]. As explained in details in [10] many
statements there are easy consequences of powerful results of H.J. Borchers
in [3], [4] and [5].
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2 Preliminaries on ∗-algebras
2.1 Definitions
In the following, a ∗-algebra A is an associative complex algebra A endowed
with an antilinear involution x 7→ x∗ such that
(xy)∗ = y∗x∗
for any x, y ∈ A. An element x of A is said to be hermitian if x∗ = x. We
denote by Ah the real subspace of all hermitian elements of A.
A C∗-algebra is a ∗-algebra B which is a Banach space (i.e. a complete
normed space) for a norm x 7→‖ x ‖ satisfying ‖ xy ‖≤‖ x ‖‖ y ‖ and
‖ x∗x ‖=‖ x ‖2 for any x, y ∈ B. This implies ‖ x∗ ‖=‖ x ‖ [9], [20].
A W ∗-algebra is a C∗-algebra R which is the dual Banach space (R∗)
′
of a Banach space R∗. It can be shown that then the Banach space R∗ is
unique, it is called the predual of the W ∗-algebra R [20].
A linear form φ on a ∗-algebra A is said to be positive if one has
φ(x∗x) ≥ 0
for any x ∈ A.
2.2 The GNS construction
Let A be a unital ∗-algebra. With any positive linear form φ on A (i.e.
φ(x∗x) ≥ 0, ∀x ∈ A) is associated a Hausdorff pre-Hilbert space Dφ, an el-
ement Ωφ of Dφ and a homomorphism piφ of associative algebras with units
of A into the algebra of endomorphisms of Dφ satisfying Dφ = piφ(A)Ωφ,
φ(x) = (Ωφ|piφ(x)Ωφ), (Φ|piφ(x)Ψ) = (piφ(x
∗)Φ|Ψ) for any x ∈ A and Φ,Ψ ∈
Dφ. Let Hφ be the Hilbert space obtained by completion of Dφ ; the quadru-
plet (piφ, Dφ,Ωφ,Hφ) is unique under the above conditions up to a unitary
equivalence ; it is a (generally unbounded) ∗-representation of A called the
representation associated with φ [18].
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2.3 Tensor ∗-algebras
Let E be a real vector space and let TC(E) be the tensor algebra over the
complexified space of E equipped with its structure of complex algebra with
unit and the unique antilinear involution, x 7→ x∗, for which E(⊂ TC(E))
is pointwise invariant and (xy)∗ = y∗x∗ ∀x, y ∈ TC(E). Then TC(E) is a
∗-algebra with unit which we call the tensor ∗-algebra over E. This unital
∗-algebra together with the canonical embedding E ⊂ TC(E)
h of E is char-
acterized by the following universal property : Let A be a unital ∗-algebra,
then any R-linear mapping, α : E → Ah, of E into the real vector space Ah
lifts uniquely as an homomorphism TC(α) : TC(E)→ A of unital ∗-algebras.
Remark. Since x 7→ x∗ is canonically an anti-isomorphism of TC(E) onto
the opposite ∗-algebra, the above property is equivalent to the following
one : Any α : E → Ah as above lifts uniquely as an anti-homomorphism
T˜C(α) : TC(E) → A. This remark is relevant for quantum field theory [25]
because when E is the space of real test functions, the Borchers field algebra
[3] is just the completion of TC(E) for a suitable topology and it is known that
some space-time symmetries have to be represented there by automorphisms
and some others by anti-automorphisms (e.g. TCP) of the Borchers algebra.
3 Cylindrical measures and the classical mo-
ment problem
3.1 Polynomials and cylindrical functions
.
Let E be a real vector space with algebraic dual E∗. Suppose that instead
of working with unital ∗-algebras we are only interested in commutative uni-
tal ∗-algebras. Then the analog of TC(E) is the symmetric ∗-algebra over
E denoted bt SC(E). This is the complex symmetric algebra over the com-
plexified vector space of E equipped with the unique anti-linear involution
leaving E pointwise invariant and such that it is a commutative ∗-algebra
with unit. SC(E) is also characterized by a universal property. Any R-linear
mapping α : E → Ah of E into the real vector space Ah of the hermitian
elements of a commutative ∗-algebra with unit A lifts uniquely as an homo-
morphism SC(α) : SC(E) → A of commutative ∗-algebras with units. Let
SC(E)
∧ denote the set of (characters of SC(E)) all the ∗-homomorphisms
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χ of SC(E) into C mapping the unit of SC(E) onto 1 ∈ C (χ(1l) = 1).
The restriction to E ⊂ SC(E) maps SC(E)
∧ into E∗ and it follows from
the above universal properly applied to the case A = C (so Ah = R) that
it is a bijection (χ = SC(χ) ↾ E) of SC(E)
∧ onto E∗. Let p be an ele-
ment of SC(E) and ξ an element of E
∗ ; the value at p of SC(ξ) ∈ SC(E)
∧
will simply be denoted by p(ξ). Let E∗σ be E
∗ equipped with the weak
topology σ(E∗, E). Then ξ 7→ p(ξ) is for each p ∈ SC(E), a continuous
function on E∗σ; we call these functions polynomial functions on E
∗
σ. These
functions form a ∗-subalgebra with unit of the algebra CE
∗
of all complex
functions on E∗ which is isomorphic to SC(E) (under p 7→ (ξ 7→ p(ξ))).
For any p ∈ SC(E) there is a finite family h1, · · · , hn in E and a polyno-
mial function P on Rn for which p(ξ) = P (〈h1, ξ〉, · · · , 〈hn, ξ)) (∀ξ ∈ E
∗).
More generally a cylindrical function on E∗σ is a function on E
∗ of the form
ξ 7→ f(〈h1, ξ〉, · · · , 〈hn, ξ〉) for some finite family h1, · · · , hn in E and some
complex function f on Rn. These functions also form a ∗-subalgebra with unit
of CE
∗
. Let h1, · · · , hn be a finite family in E, we denote by C(0)(h1, · · · , hn)
the set of cylindrical functions ξ 7→ f(〈h1, ξ〉, · · · , 〈hn, ξ〉) when f runs over
the C∗-algebra C(0)(R
n) of complex continuous functions vanishing at infinity
on Rn. This is a C∗-subalgebra of the C∗-algebra Cb(E∗σ) of complex con-
tinuous bounded function on E∗σ. Let B(SC(E), E) be the C
∗-subalgebra of
Cb(E∗σ) generated by
⋃
h∈E C(0)(h); it contains ∪C(0)(h1, · · · , hn), where the
union is taken over the finite families in E, as a dense ∗-subalgebra. Let us
set f(h1, · · · , hn)(ξ) = f(〈h1, ξ〉), · · · , 〈hn, ξ〉).
3.2 Cylindrical measures
Here E is again a real vector space and we use the above notations. We
say that a positive linear form ω on B(SC(E), E) has the property (C) if it
satisfies the following condition :
∀h ∈ E, ‖ ω ↾ C(0)(h) ‖=‖ ω ‖ (C)
(ω ↾ C(0)(h) denotes the restriction of ω to C(0)(h) ⊂ B(SC(E), E)). It can
be shown that the property (C) for ω is equivalent to the following (a priori
stronger) property (C′) :
‖ ω ↾ C(0)(h1, · · · , hn) ‖=‖ ω ‖ (C
′)
for any finite family (h1, · · · , hn) in E. Thus f 7→ f(h1, · · · , hn) is a ∗-
homomorphism of C(0)(R
n) in B(SC(E), E) and therefore it follows that f 7→
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ω(f(h1, · · · , hn)) is a positive linear form on C(0)(R
n) for any positive linear
form ω on B(SC(E), E). By the Riesz theorem we have
ω(f(h1, · · · , hn)) =
∫
fdµh1,··· ,hn
for a unique positive bounded measure µh1,··· ,hn on R
n. If furthermore, ω
has the property (C), this system of measures is coherent in the follow-
ing sense : If f and f ′ are bounded Borel functions on Rn and Rn
′
such
that we have f(〈h1, ξ〉, · · · , 〈hn, ξ〉) = f
′(〈h′1, ξ〉, · · · , 〈h
′
n′, ξ〉) for any ξ ∈ E
∗
then we also have
∫
fdµh1,··· ,hn =
∫
f ′dµh′
1
,··· ,h′
n
′
, (in particular
∫
dµh1,··· ,hn =∫
dµh′
1
,··· ,h′
n
=‖ ω ‖). Such a coherent family of positive bounded measure
labelled by the finite families in E is called a cylindrical measure on E∗σ. Con-
versely, given a cylindrical measure on E∗σ, we define a positive linear form
ω on ∪C(0)(h1, · · · , hn) by ω(f(h1, · · · , hn)) =
∫
fdµh1,··· ,hn which has norm
‖ ω ‖=
∫
dµh1,··· ,hn <∞ and, therefore, extends uniquely into a positive lin-
ear form on B(SC(E), E) which obviously has property (C). If µ is a positive
bounded regular measure on E∗σ (i.e. a Radon measure in the sense of [23]),
then ω(f) =
∫
En
fdµ defines (for f ∈ B(SC(E), E)) a positive linear form ω
on B(SC(E), E) which has the property (C). Therefore, with a bounded pos-
itive regular measure µ on E∗σ (and a fortiori on E
′
σ for any dense subspace
E ′ of E∗σ) is associated (in an injective way) a cylindrical measure on E
∗
σ. If
E is finite dimensional the converse is also true ; but it is wrong if E has an
uncountable basis and the set of bounded positive regular measures on E∗σ is
(canonically), in this case, a strict subset of the set of cylindrical measures
on E∗σ.
3.3 Continuity condition and Minlos theorem
Let Eθ be a real vector space E equipped with a Hausdorff locally convex
topology θ. The weak dual E ′σ of Eθ is canonically a dense topological vector
subspace of E∗σ. It follows that the restriction f 7→ f ↾ E
′ defines an isomor-
phism between B(SC(E), E) and the corresponding C
∗-algebra of continuous
functions on E ′σ and that, more generally, there are no distinctions between
continuous functions on E ′σ and continuous functions on E
∗
σ. In a dual man-
ner, there are no distinctions between cylindrical measures on E ′σ and on E
∗
σ
(although measures on E ′σ and E
∗
σ are distinct). There is, however, a very
natural way to select by continuity a subset of cylindrical measures associ-
ated with the topology θ. Namely we say that a cylindrical measure (on E∗σ)
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satisfies the θ-continuity condition if, for any integer n and family f1, · · · , fn
in C(0)(R), the corresponding positive linear form ω on B(SC(E), E) is such
that (h1, · · · , hn) 7→ ω(f1(h1) · · ·fn(hn)) is a continuous function on E
n
θ . The
theorem of Minlos [17], [13], [23], [7] consists in the following : If Eθ is a nu-
clear space then a cylindrical measure on E∗σ which satisfies the θ-continuity
condition is a positive bounded regular measure on E ′σ, (notice that if Eθ is
a barreled space, every bounded positive regular measure on E ′σ satisfies this
condition).
3.4 Integration of cylindrical functions
Let E be a real vector space and (µh1,··· ,hn) be a cylindrical measure on E
∗
σ,
we denote by ω the corresponding positive linear form on B(SC(E), E). Let
f be a Borel function on Rn which is in L1(dµh1,··· ,hn). Then the integral∫
fdµh1,··· ,hn does only depend on the function f(h1, · · · , hn) on E
∗ ; we de-
note it by ω¯(f(h1, · · · , hn)) and call it the integral of the cylindrical function
f(h1, · · · , hn). If every polynomial p ∈ SC(E) on E
∗
σ is integrable (i.e. all the
µh1,··· ,hn are rapidly decreasing measures) we say that (µh1,··· ,hn) is rapidly de-
creasing. In this case ω¯ defines a positive linear form on the ∗-algebra P(E∗σ)
of continuous polynomially bounded cylindrical functions on E∗σ. Conversely,
if ψ is a positive linear form on P(E∗σ), its restriction to B(SC(E), E) has the
property (C) and the corresponding cylindrical measure is rapidly decreasing
and ψ(f) = ω¯(f) (∀f ∈ P(E∗σ)).
3.5 The classical moment problem
Let us use the above notations and suppose that (µh1,··· ,hn) is a rapidly de-
creasing cylindrical measure on E∗σ ; then “its moments”∫
t1 · · · tndµh1,··· ,hn(t1, · · · , tn) = ω¯(h1, · · ·hn)
exist (∀h1 · · · , hn in E). These moments correspond to a unique linear form
φ on SC(E) (φ(p) = ω¯(p), ∀p ∈ SC(E)) which is positive on the positive
valued polynomials on E∗σ ; we say that φ is a strongly positive linear form
on SC(E). Such a strongly positive linear form is a positive linear form on
the ∗-algebra SC(E) but if dim(E) ≥ 2, there are positive linear forms on
SC(E) which are not strongly positive linear forms. In the case dim(E) = 1,
both concepts coincide but in this case SC(E) = TC(E) and this coincidence
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will appear as a specific case of a general result on the algebras TC(E) (see
below). In the classical moment problem, one starts from a linear form φ
on SC(E) and one asks whether the φ(h1 · · ·hn) are the moments of some
cylindrical measure (rapidly decreasing) on E∗σ (notice that if this is the case
for a measure µ on E∗σ this means φ(h1 · · ·hn) =
∫
〈h1, ξ〉 · · · 〈hn, ξ〉dµ(ξ). In
order that this should happen, φ must be strongly positive, and it turns out
that it is sufficient. To see this, we notice that, by a direct application of the
Hahn-Banach theorem, a strongly positive linear form on SC(E) has positive
extensions to the cylindrical continuous polynomially bounded functions on
E∗σ and that (see 3.4) these extensions are canonically rapidly decreasing
cylindrical measures on E∗σ. We call these cylindrical measures solution of
the moment problem for φ. If θ is a Hausdorff locally convex topology on
E and if for each integer n, (h1, · · · , hn) 7→ φ(h1 · · ·hn) is continuous on E
n
θ
then any solution of the moment problem satisfies the θ-continuity condition.
It follows (by Minlos theorem) that if θ is a nuclear topology and if φ has
the above continuity property then any solution of the moment problem for
φ is a bounded positive regular measure on the weak dual E ′σ of Eθ [15],
[24]. If φ is such that there is a unique solution of the moment problem,
we say that the moment problem for φ is determined ; there is a classical
connection between determination and self-adjointness properties in the GNS
representation associated with φ [24], [1] which will be generalized in the
noncommutative case (see in Section 5).
4 Noncommutative generalization of the clas-
sical moment problem : The m-problem
In this section we shall generalize the concepts associated with the pair
(SC(E), E) described in the introduction to pairs (A, E) where A is a (non-
commutative) ∗-algebra with unit and E is a real vector subspace of Ah
which is generating for A (as a unital ∗-algebra, i.e. an ∗-subalgebra of A
which contains the unit and E must be identical with A). In particular we
shall give a (noncommutative) generalization of cylindrical measures and of
the classical moment problem (the m-problem). Special attention will be de-
voted to the pair (TC(E), E) because it follows from the universal property of
TC(E) that there is a unique surjective homomorphism TC(E)→ A of unital
∗-algebras which induces the identity of E onto itself (notice that this is the
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very reason why these tensor algebras enter into the formulation of quantum
field theory [3]); so A is a quotient of TC(E).
4.1 C∗-semi-norms
Let A be a ∗-algebra with unit. A C∗-semi-norm on A will be a semi-norm q
on A which satisfies : q(xy) ≤ q(x)q(y), q(x∗) = q(x), q(x∗x) = q(x)2(∀x, y ∈
A) and q(1l) = 1. In other words q is such that the completion Aˆq of A/q
−1(0)
for induced norm is canonically a C∗-algebra with unit [9]. Notice that any
C∗-semi-norm q on SC(E) is of the form p 7→ q(p) = sup{|p(ξ)||ξ ∈ Kq}
where Kq = {ξ ∈ E
∗ ‖ p(ξ)| ≤ q(p), ∀p ∈ SC(E)} is a compact subset of E
∗
σ
(every closed bounded subset of E∗σ is compact [21]), and that conversely p 7→
sup{|p(ξ)||ξ ∈ K} is a C∗-semi-norm on SC(E) for any compact subset K
of E∗σ. It follows (using the Stone-Weierstrass theorem) that the completion
of SC(E) for the locally convex topology generated by its C
∗-semi-norms is
canonically the ∗-algebra of all functions on E∗σ which are continuous on the
compact subsets ofE∗σ. From this algebra, it is then not hard to extract all the
concepts which enter into the formulation of the classical moment problem.
It is the noncommutative generalization of this algebraic construction that
we shall now describe (for the proofs, we refer to [10]). In this section we
shall consider unital ∗-algebras which are separated by their C∗-semi-norms
so the following result is worth noticing.
4.2 A remarkable property of tensor algebras
Theorem 1. Let E be a real vector space and let TC(E)
+ denote the convex
hull in TC(E) of {x
∗x|x ∈ TC(E)}. Then TC(E)
+ is a convex salient cone
in TC(E) which is closed for the locally convex topology generated by the C
∗-
semi-norms on TC(E).
For the proof see [10], Theorem 2.
This theorem implies, in particular, that the locally convex topology gen-
erated by the C∗-semi-norms on TC(E) is separated (since the closure of {0}
is contained in TC(E)
+ ∩ (−TC(E)
+) = {0}). But it implies much more ;
for instance this is wrong if TC(E) is replaced by SC(E) with dim(E) ≥ 2
because there, the closure of SC(E)
+ for the locally convex topology gener-
ated by the C∗-semi-norms is (see above) the set of all the positive valued
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polynomials on E∗σ which is strictly bigger than SC(E)
+ = (finite sums of
squares of absolute values).
4.3 Properties of the completions
Proposition 2. Let A be a ∗-algebra with unit such that the locally convex
topology generated by its C∗-semi-norms is separated and let A be the topo-
logical ∗-algebra with unit obtained by completion of A for this topology. We
denote, as usual, by Ah the R-vector space of all hermitian elements of A
and by A+ the convex hull in A of {x∗x|x ∈ A} and for x ∈ A we let Sp(x)
be the spectrum of x in A (i.e. Sp(x) = {λ ∈ C|(x − λ1l) has no inverse in
A}). Then we have the following .
a) x ∈ Ah is equivalent to Sp(x) ⊂ R.
b) A+ is a closed convex salient cone in A and we have :
A+ = {x ∈ A|Sp(x) ⊂ R+} = {h2|h ∈ Ah}
c) Every h ∈ Ah has a unique decomposition h = h+ − h− with h+, h− ∈ A+
and h+h− = 0
d) Every h ∈ Ah determines a unique homomorphism f 7→ f(h) of ∗-algebras
with units from the ∗-algebra P(R) of all complex continuous polynomially
bounded functions on R into the ∗-algebra A such that IdR(h) = h (where IdR
denote the identity mapping t 7→ t, of R onto itself). This homomorphism is
(automatically) continuous if P(R) is equipped with the topology of compact
convergence on R and f(h) = 0 is equivalent to f ↾ Sp(h) = 0.
Notice that
B∞ = {x ∈ A| ‖ x ‖= sup{q(x)|q ∈ C
∗ − semi-norms on A} ≤ ∞}
is canonically a C∗-algebra and that if h ∈ Ah and if f is a continuous
bounded function on R, then f(h) ∈ B∞.
4.4 The m-problem
Let A be as above and E be a real vector subspace of Ah which gener-
ates A as ∗-algebra with unit. We define the C∗-algebra B(A, E) asso-
ciated with the pair (A, E) to be the C∗-subalgebra of B∞ generated by
{f(h)|f ∈ C(0)(R), h ∈ E}. B(A, E) is a dense ∗-subalgebra of A (which gen-
erally does not contain the unit) and, for h ∈ E, C(0)(h) = {f(h)|f ∈ C(0)(R)}
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is a C∗-subalgebra of B(A, E). The notations are coherent with the notations
introduced in 3.1 (for the case A = SC(E)) and we say that a positive linear
form ω on B(A, E) has the property (C) if ‖ ω ↾ C(0)(h) ‖=‖ ω ‖ for any h
in E. This is the noncommutative generalization of the notion of cylindrical
measure we need to formulate our generalization of the moment problem on
(A, E). We say that a linear form φ on A is strongly positive if it is positive
valued on the closure A ∩ A+ of A+ in A equipped with the locally convex
topology generated by its C∗-semi-norms. Let φ be a linear form on A; we
say that a positive linear form ω on B(A, E) is a solution of the m-problem
for φ on (A, E) or of the m(E)-problem for φ if ω has a positive extension
ω¯ on some ordered subspace M of A (equipped with its positive cone A+)
which contains A and such that φ = ω¯ ↾ A, i.e. φ(h1 · · ·hn) = ω¯(h1 · · ·hn)
for h1, · · · , hn ∈ E.
4.5 Solubility condition for the m-problem
Theorem 3. Let (A, E) be as above, and φ be a linear form on A. Then the
m(E)-problem for φ is soluble if and only if φ is strongly positive. The set
gφ(E) of all solutions of the m(E)-problem for φ is convex and compact in
the weak dual of B(A, E); if φ′ 6= φ then gφ′(E) ∩ gφ(E) is empty. If ω ∈
gφ(E), then ω has the property (C) and, more generally we have : φ(h
n) =∫
tndµh,ω(t) for any h ∈ E and integer n ≥ 0; where the measure µh,ω on R
is defined by ω(f(h)) =
∫
f(t)dµh,ω(t), ∀f ∈ C(0)(R).
We notice that Theorem 1 means that every positive linear form on TC(E)
is strongly positive so the last theorem implies that the m-problem is always
soluble for a positive linear form on TC(E). This generalizes the solubility
of one-dimensional Hamburger problem for positive moment sequences since
C[X ] ≃ SD(R) = TC(R) and since it is clear from the introduction that
when A = SC(E) then the m(E)-problem reduces to the classical moment
problem.
If gφ(E) has exactly one element, we say that the m(E)-problem for φ is
determined.
4.6 Convergence
Proposition 4. Let φα be a net of strongly positive linear forms on A which
converges weakly to φ and let ωα ∈ gφα(E) for each α. Then, φ is strongly
12
positive and any weak limit of a subnet of ωα is in gφ(E).
If φα(1l) is bounded, then ‖ ωα ‖= φα(1l) is bounded so the ωα belong to
a weakly compact set of positive linear forms on B(A, E) and, therefore in
this case there are weakly convergent subnets of ωα.
4.7 Homomorphisms
If (Ai, Ei) i = 1, 2 are pairs of ∗-algebras with units Ai and generating
subspace Ei ⊂ A
h
i , we define a morphism α : (A1, E1) → (A2, E2) to be a
homomorphism α of ∗-algebras with unit from A1 into A2 such that α(E1) ⊂
E2. It is then not hard to see that for any morphism α : (A1, E1)→ (A2, E2)
there is a unique ∗-homomorphism B(α) : B(A1, E1) → B(A2, E2) for which
we have B(α)(f(h)) = f(α(h)), ∀h ∈ Eα and f ∈ C(0)(R). Furthermore, this
correspondence is functorial.
If E is a real vector space, we denote the C∗-algebra B(TC(E), E) by
B0(E). If A : E1 → E2 is a linear mapping from a real vector space E1
into another one E2, then using the universal property of TC(E) we ob-
tain a unique ∗-homomorphism B0(A) : B0(E1) → B0(E2) which satisfied
B0(A)(f(h)) = f(Ah), ∀h ∈ E1 and f ∈ C(0)(R) (and B0 is a covariant fonc-
tor from the category of real vector spaces into the category of C∗-algebras).
However, in view of the remark made at the end of 2.3, there is also, for A as
above, a unique anti ∗-homomorphism B˜0(A) : B0(E1) → B0(E2) satisfying
B˜(A)(f(h)) = f ∗(Ah), ∀h ∈ E1 and f ∈ C(0)(R).
5 Representations, self-ajdointness and de-
termination
In this section, (A, E) is again a pair which consists of a ∗-algebra with unit
A and a real vector subspace E of Ah which generates A as ∗-algebra with
unit and it is assumed that A is separated by its C∗-semi-norms.
5.1 Self-adjointness and determination
Theorem 5. Let φ be a strongly positive linear form on A and let ω be a
solution of the m(E)-problem for φ (ω ∈ gφ(E)). let (piφ, Dφ,Ωφ,Hφ) be the
representation of A associated with φ and (piω,Ωω,Hω) be the representation
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of B(A, E) associated with ω. Then, Hφ is canonically a Hilbert subspace of
Hω with Ωφ = Ωω. If, for every h ∈ E, piφ(h) is essentially self-adjoint (on
Dφ) then Hφ = Hω and piω(f(h)) = f(piφ(h)) for f ∈ C0(R) and h ∈ E; so
in this case, the m(E)-problem for φ is determined (i.e. ω is unique).
This generalizes the connection between self-adjointness and determina-
tion in the classical moment problem. For the proof, see reference [12].
5.2 Normality and topology
.
Let (A, E) be as above and let θ be a locally convex topology on E.
We say that a positive linear form ω on B(A, E) satisfies the θ-continuity
condition if, for every integer n and f1, · · · , fn ∈ C(0)(R), (h1, · · · , hn) 7→
ω(f1(h1) · · ·fn(hn)) is a continuous function on E
n
θ (Eθ denotes E equipped
with θ). We denote by R+∗ (A, Eθ) the set of all the positive linear forms on
B(A, Eθ) having the property (C) (see in 4.4) and satisfying the θ-continuity
condition. Using standard arguments on uniform convergence, it is easily
seen that R+∗ (A, Eθ) is a norm closed invariant (i.e. ω(•) ∈ R
+
∗ (A, Eθ) ⇒
ω(x∗(•)x) ∈ R+∗ (A, Eθ) ∀x ∈ B(A, E)) convex cone of positive linear forms
on B(A, Eθ) in other words it is a folium [14]. So R
+
∗ (A, Eθ) is the cone of
positive normal linear form of a W ∗-algebra R(A, Eθ) [20].
5.3 Some related results
Theorem 6. Let (A, E, θ) be as above and let φ be a strongly positive linear
form on A such that, for each integer n, (h1, · · · , hn) 7→ φ(h1 · · ·hn) is a
continuous function on Enθ and such that piφ(h) is essentially self-adjoint
for any h in E. Then the unique solution of the m(E)-problem for φ is in
R+∗ (A, Eθ).
This theorem is a consequence of the following classical results on strong
resolvent convergence [16], [19]. If Aα is a net of self-adjoint operators (with
domains dom (Aα)), if A is another self-adjoint operator and if there is a core
D for A in ∩α dom (Aα) such lim (AαΦ) = AΦ, ∀Φ ∈ D then Aα converges
to A in the sense of strong resolvent convergence which turns out to be
equivalent with strong convergence of f(Aα) to f(A) for each f ∈ C(0)(R)
(and even for each continuous bounded function f on R).
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The last result shows that the continuity condition is a good one to lock
the m(E)-problem with topologies on E.
There is a canonical ∗-homomorphism of B(A, E) onto a weakly [20] dense
C∗-subalgebra of R(A, Eθ) which is injective whenever the C
∗-semi-norms
on A having θ-continuous restrictions to E separate A. This is the case
if A = TC(E) for any Hausdorff locally convex topology θ on E and the
following theorem of Borchers [5], [11] shows that, in this case, we have much
more.
Theorem 7. Let E be a real locally convex vector space with complexified
EC = E ⊕ iE and let T
(ε)
C
(E) be the locally convex direct sum of the nth
ε-tensor powers [26] ⊗nεEC of EC; T
(ε)
C
(E) = ⊕n≥0(⊗
n
εEC), (⊗
0EC = C).
Then for each integer N , the continuous C∗-semi-norms on T
(ε)
C
(E) induce
on TN
C
(E) = ⊕n=Nn=0 (⊗
nEC) a locally convex topology which coincides with its
topology as subspace of T
(ε)
C
(E).
It is worth noticing here that as shown in [2] and [27] a similar result holds
for certain quadratic algebras which are “partially commutative” quotients of
tensor algebras. This includes in particular the quotient of the tensor algebra
over the space of test functions by the “locality ideal” [3].
If E is a Hausdorff locally convex real vector space R(TC(E), E) (resp.
R+∗ (TC(E), E)) will simply be denoted by R0(E) (resp. R
+
0∗(E)). R0(E)
contains B0(E) as a weakly dense C
∗-subalgebra (i.e. dense for the weak
topology σ(R0(E), R0∗(E)) where R0∗(E) is the predual of R0(E)) and,
if A : E1 → E2 is a continuous linear mapping of the locally convex real
vector space E1 into another one E2, then B0(A) (resp. B˜0(A)) extends itself
canonically as a W ∗-homomorphism R0(A) : R0(E1) → R0(E2) (resp. W
∗-
anti-homomorphism R˜0(A) : R0(E1)→ R0(E2)). Thus R0 is a functor from
the category of Hausdorff locally convex real vector spaces and continuous
linear mappings in the category of W ∗-algebras and W ∗-homomorphisms,
(notice that R0(A2 ◦ A1) = R0(A2) ◦ R0(A1)).
Theorem 8. Let E be a Hausdorff locally convex real vector space and F
be a subspace of E (equipped with the induced topology). Then R0(F ) is
canonically a W ∗-subalgebra of R0(E) which contains the unit of R0(E). If
G is another subspace of E then R0(F +G) is generated, as W
∗-subalgebra of
R0(E), by R0(F )∪R0(G). If Eˆ is the completion of E, we have : R0(Eˆ) =
R0(E). The above canonical identifications are natural with respect to the
15
functional calculus ; i.e. if h ∈ F ⊂ E and f ∈ C(0)(R). then f(h) ∈ R0(F )
is identified with f(h) ∈ R0(E).
5.4 Examples
LetQ be the ∗-algebra generated by the Schro¨dinger representation of Heisen-
berg canonical commutation relations [q, p] = i1l and R(Q) be the von Neu-
mann algebra generated by the self-adjoint operators p and q. Let Ω be the
ground state of the harmonic oscillator ; then (t1, t2) 7→ t1p+t2q is linear from
R2 into Qh, so there is a unique homomorphism of unital ∗-algebra of TC(R
2)
onto Q, pi for which pi(t1, t2) = t1p+ t2q and the state x 7→ (Ω|pi(x)Ω) = φ(x)
has the property that piφ(t1, t2) = pi(t1, t2) ↾ Dφ are essentially self-ajoint. So
there is a unique solution of the m(R2)-problem for φ which (by construc-
tion) satisfies the continuity condition. It follows that there is a canonical
surjective W ∗-homomorphism from R0(R
2) onto R(Q). This shows how to
apply the above theory even when there are no C∗-semi-norm (on Q).
Similar considerations apply to self-adjoint quantum fields. This leads to
the net O 7→ R(O) = R0(D(O)) ofW
∗-algebras where D(O) is the Schwartz
space of C∞-functions with compact supports in O ⊂ R4 [26], [22]. For
developments in this direction see for instance [6].
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