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a b s t r a c t
We follow a learning theory viewpoint to study a family of learning schemes for regression
related to positive linear operators in approximation theory. Such a learning scheme
is generated from a random sample by a kernel function parameterized by a scaling
parameter. The essential difference between this algorithmand the classical approximation
schemes is the randomness of the sampling points, which breaks the condition of good
distribution of sampling points often required in approximation theory.We investigate the
efficiency of the learning algorithm in a regression setting and present learning rates stated
in terms of the smoothness of the regression function, sizes of variances, and distances
of kernel centers from regular grids. The error analysis is conducted by estimating the
sample error and the approximation error. Two examples with kernel functions related to
continuous Bernstein bases and Jackson kernels are studied in detail and concrete learning
rates are obtained.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we present a learning theory viewpoint for the approximation of functions by positive linear operators.
Learning theory is a fast developing area. It deals with efficient learning algorithms such as Tikhonov regularization schemes
and online algorithms [1–3] to solve practical problems arising from various applications. Herewe investigate some learning
schemes related to positive linear operators for approximating functions on a compact metric space X . These learning
algorithms take explicit forms and do not involve any optimization procedures. Such a learning scheme stemming from
approximation theory and statistics, called high order Parzen windows, was considered in [4] and expressed by function
sample values {yi}mi=1 as
fz(x) =
m−
i=1
yi8
 x
σ
,
xi
σ

. (1.1)
This scheme has a specialty that the kernel functions are produced by scaling8(x, xi)→ 8( xσ , xiσ ), a fundamental operation
in multivariate approximation by shift-invariant spaces.
The purpose of this paper is to study the following more general learning scheme
Fz,λ(x) =
m−
i=0
yiPλ(x, xi). (1.2)
Here Pλ : X × X → R is a kernel function depending on a parameter λ > 0. It is not necessarily generated by scaling as
in (1.1).
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There is a vast literature in approximation theory studying approximation properties of the scheme (1.2) with various
types of kernel functions where the sampling set {xi} is deterministic (well distributed to ensure good approximation
properties). In our setting with a learning theory viewpoint, the sampling sets {xi}mi=0 is random, drawn according to
probability measures. This is the essential difference from approximation theory.
To better present our learning theory viewpoint, we shall take the input space X to be a closed interval [a, b] on R, with
continuous Bernstein bases or Jackson functions being examples of Pλ. Each x ∈ X is assigned a probability measure ρx on
Y = R. We define a target function by
fρ(x) =
∫
Y
ydρx, x ∈ X .
In the regression setting of learning theory, fρ is the regression function. The model we take in this paper is based on a
sequence of Borel probability measures {ρ(i)}mi=0 on Z := X × Y . Here we use the same assumption as in [3].
Assumption 1. For someM ≥ 0, {ρ(i)}mi=0 and {ρx : x ∈ X} satisfy the following:
(i) for each x ∈ X , ρx is supported on [−M,M];
(ii) for each 0 ≤ i ≤ m, the conditional distribution of ρ(i) at each x ∈ X is ρx;
(iii) the samples z := {(xi, yi)}mi=0 are independently drawn from {ρ(i)}mi=0 respectively.
Denote the expected value of the marginal distribution ρ(i)X of ρ
(i) on X by ti (i = 0, 1, . . . ,m). Denote the variance of the
marginal distribution ρ(i)X as
σ 2
ρ
(i)
X
:=
∫
X
(u− ti)2 dρ(i)X (u)
and the variance of the marginal distribution ρx as
σ 2x :=
∫
Y

y− fρ(x)
2 dρx(y).
We are mainly interested in asymptotic behaviors of the approximation of fρ by Fz,λ as m becomes large. Our derived
error bounds depend on the sizes of variances σ 2
ρ
(i)
X
and σ 2x , the smoothness of the function fρ and quantitative properties of
the kernel Pλ. The smoothness is measured by Lipschitz continuity here. Recall that a function f on X is Lipschitz s for some
0 < s ≤ 1, if ‖f ‖Lips := ‖f ‖C(X) + |f |Lips is finite, where |f |Lips = supx≠u∈X |f (x)−f (u)||x−u|s .
Let us state two examples proved in Sections 4 and 5 before giving our general result.
The kernel function in the first example is a continuous version of the classical Bernstein polynomials generated by
the Bernstein basis
m
i

xi(1 − x)m−i. Our generalization allows non-integer values for i = mu. So the Bernstein basis
corresponds to the special choice u = im . Denote
 m
mu
 = Γ (m+1)
Γ (mu+1)Γ (m−mu+1) where Γ is the gamma function defined by
Γ (t) = ∞0 xte−xdx for t > −1.
Theorem 1. Let X = [0, 1], λ = m and
Bm(x, u) =
 m
mu

xmu(1− x)m−mu, x, u ∈ [0, 1]. (1.3)
Assume for some constants C0 > 0, α > 2 and β > 0, the variances can be bounded as
m−
i=0
σ 2
ρ
(i)
x
≤ C0
mα
, and σ 2u ≤
C0
mβ
, ∀u ∈ X . (1.4)
If
∑m
i=0 |ti − im | ≤ C0mη for some η > 1/2 and fρ is Lipschitz s for some 1α+1 < s ≤ 1, then for any 0 < δ < 1, with confidence
1− δ, we haveFz,λ − fρL2[0,1] ≤C log2δ

log(m+ 1)m−θ , (1.5)
where
θ = min

s
2
,
β
2
,
α − 2
2
, η − 1
2
,
s(α + 1)− 1
2

andC is a constant independent of m or δ (given explicitly in the proof). In particular, when s = β = η = 1 andα = 3, (1.5) holds
with θ = 12 .
The kernel function in the second example takes a Jackson trigonometric polynomial form. So the approximated functions
are 2π-periodic.
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Theorem 2. Let X = [−π, π], r ∈ N, λ = n ∈ N and
Pλ(x, u) = 1m
∫ π
−π

sin(ny/2)
sin(y/2)
2r
dy
−1 
sin(n(x− u)/2)
sin((x− u)/2)
2r
, x, u ∈ X . (1.6)
Assume (1.4) for some α, β ≥ 0 and C0 > 0. If ∑mi=0 |ti − 2π im + π | ≤ C0mη for some η ≥ 0, fρ is 2π-periodic and Lipschitz s on[−π, π] for some 0 < s ≤ 1, then with confidence 1− δ, we have
‖Fz,λ − fρ‖L2[−π,π ] ≤C log2
δ
√
nm−min{(1+s+sα)/2,(1+β)/2,s} + n3/2m−min{(1+α)/2,1} + n−s ,
whereC is a constant independent of m, n or δ (given explicitly in the proof). In particular, when s = 1 and n = m1/5, we have
with confidence 1− δ
‖Fz,λ − fρ‖L2[−π,π ] ≤C log2
δ

m−
1
5 ,
whereC is a constant independent of m or δ.
Error bounds in Theorems 1 and 2 are derived by means of the property of the kernels (1.3) and (1.6) that they
approximate delta distributions as the parameter tends to an extreme. To conduct error analysis for the general learning
scheme (1.2), we need the two quantities H0,λ > 0 and H1,λ > 0 for the general kernel Pλ satisfying
‖Pλ(·, u)‖L2(X) ≤ H0,λ and
 ∂∂uPλ(·, u)

L2(X)
≤ H1,λ ∀u ∈ X . (1.7)
Nowwe can state our main result of the paper which is a corollary of Theorems 4 and 5 below. Denote hi = a+ im (b− a)
for i = 0, . . . ,m.
Theorem 3. Under Assumption 1 and condition (1.7), if fρ is Lipschitz s for some 0 < s ≤ 1, then for any 0 < δ < 1 with
confidence 1− δ, we have
‖Fz,λ − fρ‖L2(X) ≤ 4MH0,λ log(2/δ)+ 4

2 log(2/δ)H0,λ
∫ b
a
σ 2u d
m−
i=0
ρ
(i)
X (u)
+ 42 log(2/δ)
 m−
i=0
σ 2
ρ
(i)
X
√
3MH1,λ +
√
3|fρ |LipsH0,λm(1−s)/2 +MH1,λm1/2

+ |fρ |LipsH0,λm1−s/2

m−
i=0
(σ 2
ρ
(i)
x
)
 s
2
+ H0,λm1−s|fρ |Lips

m−
i=0
|ti − hi|
s
+MH1,λ
m−
i=0
|ti − hi| +
 m−
i=0
fρ(hi)Pλ(x, hi)− fρ(x)

L2(X)
.
The proof of Theorem 3 follows from estimates for the sample error ‖Fz,λ − fρ,λ‖ in Section 2 and the approximation
error ‖fρ,λ − fρ‖ in Section 3 where fρ,λ is a sample-free limit of (1.2) defined by
fρ,λ(x) =
m−
i=0
∫
X
Pλ(x, u)fρ(u)dρ
(i)
X (u). (1.8)
Theorem 3 yields the proof of Theorems 1 and 2 based on some concrete estimations for the Jackson-type kernel and the
continuous Bernstein basis.
2. Sample error estimates
To bound the difference between fz,λ and fρ,λ, we need the following probability inequality for random variables with
values in a Hilbert space which can be found in [5,6].
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Lemma 1. Let H be a Hilbert space and {ξi}mi=0 be independent random variables on Z with values inH . Assume that for each i,
‖ξi‖H ≤ M <∞ almost surely. Denoteσ 2 =∑mi=0 E(‖ξi‖2H ). Then for any 0 < δ < 1, with confidence 1− δ, m−
i=0
[ξi − E(ξi)]

H
≤ 2M log(2/δ)+2σ 2 log(2/δ). (2.1)
Observe that Condition (i) in Assumption 1 implies that |fρ(x)| ≤ M for each x ∈ X .
The following estimate bounds the sample error.
Theorem 4. Under Assumption 1, if fρ is Lipschitz s for some 0 < s ≤ 1, then for any 0 < δ < 1, with confidence 1− δ we have
‖Fz,λ − fρ,λ‖L2(X) ≤ 4MH0,λ log(2/δ)+ 4

2 log(2/δ)
√3MH1,λ

m−
i=0
σ 2
ρ
(i)
X
1/2
+√3|fρ |LipsH0,λm(1−s)/2

m−
i=0
σ 2
ρ
(i)
X
1/2
+ H0,λ
∫
X
σ 2u d
m−
i=0
ρ
(i)
X (u)
1/2 .
Proof. We apply Lemma 1 to {ξi = yiPλ(·, xi) −

X fρ(u)Pλ(·, u)dρ(i)X (u)}mi=0 which are random variables with values in the
Hilbert spaceH = L2(X). They satisfy
‖ξi‖L2(X) ≤ |yi|‖Pλ(·, xi)‖L2(X) +
∫
X
|fρ(u)|‖Pλ(·, u)‖L2(X)dρ(i)X (u) ≤ 2MH0,λ.
To boundσ 2, we separate ξi as
ξi = yi {Pλ(·, xi)− Pλ(·, ti)} +

yi − fρ(xi)

Pλ(·, ti)
+ fρ(xi)− fρ(ti) Pλ(·, ti)+ fρ(ti)Pλ(·, ti)− ∫
X
fρ(u)Pλ(·, u)dρ(i)X (u)

=: I1 + I2 + I3 + I4.
For the first term, we have
E

‖I1‖2L2(X)

=
∫
X
∫
Y
|y|2
∫
X
|Pλ(x, u)− Pλ(x, ti)|2 dxdρu(y)dρ(i)X (u)
≤ M2
∫
X
∫
X
∫ u
ti
∂
∂t
Pλ(x, t)dt
2 dxdρ(i)X (u)
≤ M2
∫
X
∫
X
∫ u
ti
 ∂∂t Pλ(x, t)
2 dt(u− ti)dxdρ(i)X (u) ≤ M2H21,λσ 2ρ(i)X .
For the second item, we have
E

‖I2‖2L2(X)

=
∫
X
∫
Y

y− fρ(u)
2 dρu(y)ρ(i)X (u) ∫
X
(Pλ(x, ti))2 dx ≤
∫
X
σ 2u dρ
(i)
X (u)H
2
0,λ.
For the third item, we note that |fρ(u)− fρ(ti)| ≤ |fρ |Lips|u− ti|s. Hence
E

‖I3‖2L2(X)

=
∫
X

fρ(u)− fρ(ti)
2 dρ(i)X (u) ∫
X
(Pλ(x, ti))2 dx ≤ |fρ |2Lips

σ 2
ρ
(i)
X
s
H20,λ.
As for the last item, since
fρ(ti)Pλ(x, ti)− fρ(u)Pλ(x, u) ≤ |ti − u|s|fρ |Lips|Pλ(x, u)| + |fρ(ti)|
∫ u
ti
∂
∂t
Pλ(x, t)dt
 ,
we see that
‖I4‖L2(X) ≤
∫
X
|fρ |LipsH0,λ|u− ti|sdρ(i)X (u)+MH1,λ
∫
X
|u− ti|dρ(i)X (u).
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So
E

‖I4‖2L2(X)

≤ 2|fρ |2LipsH20,λ

σ 2
ρ
(i)
X
s
+ 2M2H21,λσ 2ρ(i)X .
Combining all the above four bounds, we have
σ 2 ≤ 163M2H21,λ m−
i=0
σ 2
ρ
(i)
X
+ 3|fρ |2LipsH20,λ
m−
i=0

σ 2
ρ
(i)
X
s
+ H20,λ
∫
X
σ 2u d
m−
i=0
ρ
(i)
X (u)

.
This yields the desired bound by Lemma 1, and proves Theorem 4. 
3. Approximation error estimates
In this section, we investigate the asymptotic behavior of fρ,λ as λ = λ(m) tends to an extreme.
Theorem 5. If the function fρ is Lipschitz s for some 0 < s ≤ 1, then we have
‖fρ,λ − fρ‖L2(X) ≤ |fρ |LipsH0,λm1−s/2

m−
i=0
(σ 2
ρ
(i)
X
)
 s
2
+MH1,λm1/2
 m−
i=0
σ 2
ρ
(i)
X
+MH1,λ
m−
i=0
|ti − hi| + H0,λm1−s|fρ |Lips

m−
i=0
|ti − hi|
s
+
 m−
i=0
fρ(hi)Pλ(·, hi)− fρ

L2(X)
.
Proof. By the definition, fρ,λ(x) =∑mi=0 X Pλ(x, u)fρ(u)dρ(i)X (u). We expand the function
fρ(u)Pλ(x, u) = fρ(ti)Pλ(x, ti)+ Pλ(x, u)

fρ(u)− fρ(ti)
+ fρ(ti) ∫ u
ti
∂
∂y
Pλ(x, y)dy. (3.1)
Then
‖fρ,λ − fρ‖L2(X) ≤
 m−
i=0
fρ(ti)Pλ(·, ti)− fρ

L2(X)
+
m−
i=0
∫
X
|fρ(u)− fρ(ti)|‖Pλ(·, u)‖L2(X)dρ(i)X (u)
+
m−
i=0
∫
X
|fρ(ti)|

∫ u
ti
 ∂∂yPλ(·, y)

L2(X)
dy
 dρ(i)X (u)
=: J1 + J2 + J3.
To bound the first term and replace the expected value ti by the regular grid hi, we decompose
∑m
i=0 fρ(ti)Pλ(·, ti)− fρ as
m−
i=0
fρ(ti) [Pλ(x, ti)− Pλ(x, hi)]+
m−
i=0

fρ(ti)− fρ(hi)

Pλ(x, hi)+
m−
i=0
fρ(hi)Pλ(x, hi)− fρ .
Then we can bound J1 by
MH1,λ
m−
i=0
|ti − hi| +
 m−
i=0

fρ(ti)− fρ(hi)

Pλ(·, hi)+
m−
i=0
fρ(hi)Pλ(·, hi)− fρ

L2(X)
≤ MH1,λ
m−
i=0
|ti − hi| + H0,λ|fρ |Lips
m−
i=0
|ti − hi|s +
 m−
i=0
fρ(hi)Pλ(·, hi)− fρ(·)

L2(X)
≤ MH1,λ
m−
i=0
|ti − hi| + H0,λm1−s|fρ |Lips

m−
i=0
|ti − hi|
s
+
 m−
i=0
fρ(hi)Pλ(·, hi)− fρ

L2(X)
.
Using the Lipschitz continuity of fρ , for J2, we get
J2 ≤ |fρ |LipsH0,λ
m−
i=0

σ 2
ρ
(i)
X
 s
2 ≤ |fρ |LipsH0,λm1−s/2

m−
i=0
(σ 2
ρ
(i)
X
)
 s
2
.
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As for J3, by the Hölder inequality, we have
J3 ≤ MH1,λ
m−
i=0

σ 2
ρ
(i)
X
≤ MH1,λm1/2
 m−
i=0
σ 2
ρ
(i)
X
.
Combining the above three bounds, the desired result follows easily. 
Theorem5gives a bound for the approximation error‖fρ,λ−fρ‖L2(X) in terms of bound (1.4) of the variances, the difference
|ti − hi| between the expected values of {ρ(i)X } and the regular grid {hi}, the kernel size measured by H0,λ and H1,λ, and
the quantity ‖∑mi=0 fρ(hi)Pλ(·, hi) − fρ‖L2(X). This last quantity needs to be estimated by methods and techniques from
approximation theory. We will do so for the two specific learning schemes in the next two sections.
4. Concrete estimates for the Bernstein scheme
In this section, we derive detailed error bounds for the learning scheme (1.2) generated by continuous Bernstein basis.
This is based on Theorem 5 and detailed estimates of the quantities H0,λ and H1,λ together with the classical results on the
approximation by Bernstein polynomials.
To estimate H0,λ, we consider the following general function with parameters N ∈ N andm ∈ N defined by
FNm (y) =
∫ 1
0
(Bm(x, y))N dx =

m
my
N
B (Nmy+ 1,N(m−my)+ 1) ,
where B(x, y) is the Beta function defined by B(x, y) =  10 tx−1(1− t)y−1dt . We bound FNm as follows.
Lemma 2. For N ≥ 2 and m ∈ N, we have
sup
0≤y≤1
FNm (y) ≤
1
N ·m+ 1 .
Proof. By a simple computation, we find
d
dy
FNm (y) = NmFNm (y) {ψ(m(1− y)+ 1)− ψ(my+ 1)+ ψ(Nmy+ 1)− ψ (Nm(1− y)+ 1)}
where ψ is the so-called digamma function [7] defined by
ψ(1+ z) = −γ +
+∞−
k=1
z
k(k+ z) , z > 0,
and γ > 0 is the Euler constant. Set
g(y) = ψ(m(1− y)+ 1)− ψ(my+ 1)+ ψ(Nmy+ 1)− ψ(Nm(1− y)+ 1).
Obviously, g( 12 ) = 0. Since ψ is increasing on (0,∞), we have g(0) = ψ(m + 1) − ψ(Nm + 1) < 0 and g(1) =
ψ(Nm+ 1)− ψ(m+ 1) > 0.
We claim that y = 12 is the only zero point of g on [0, 1]. It is sufficient to show that g ′(y) > 0 for y ∈ (0, 1). To do so,
we note that
g ′(y) = m Nψ ′(Nmy+ 1)− ψ ′(my+ 1)+ Nψ ′(Nm(1− y)+ 1)− ψ ′(m(1− y)+ 1) .
From the expression of ψ(1+ z), we see
ψ ′(1+ z) =
+∞−
k=1
1
(k+ z)2 .
Then for any integer N ≥ 2, we have
Nψ ′(1+ Nz) = N
+∞−
k=1
1
(k+ Nz)2 =
+∞−
k=1
1
N
1 k
N + z
2
=
+∞−
j=1
1
N
Nj−
k=N(j−1)+1
1 k
N + z
2 > +∞−
j=1
1
(j+ z)2 = ψ
′(1+ z).
Using this inequality, we get g ′(y) > 0 for y ∈ (0, 1), which verifies our claim.
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From our claim and the relations g(0) < 0, g(1) > 0, we know that g(y) ≤ 0 for 0 ≤ y ≤ 12 , and g(y) > 0 for 12 < y ≤ 1.
It follows that ∂
∂yF
N
m (y) ≤ 0 for 0 ≤ y ≤ 12 , and ddyFNm (y) > 0 for 12 < y ≤ 1. Thus FNm achieves its maximum at the end
points. That is,
sup
0≤y≤1
FNm (y) ≤ max

FNm (0), F
N
m (1)
 = 1
N ·m+ 1 ,
which completes our proof. 
The quantity H1,λ needs to be estimated as follows.
Lemma 3. For each y ∈ (0, 1) and m ∈ N, we have ∂∂yBm(·, y)

L2(X)
≤ 3mQ ,
where Q = (logm)4 + 4(logm)3 + 12(logm)2 + 12 logm+ 24.
Proof. Observe that ∂
∂yBm(x, y) can be expressed as
mBm(x, y) {ψ(m−my+ 1)− ψ(my+ 1)} +mBm(x, y) log x−mBm(x, y) log(1− x).
Since ψ ′(1+ z) > 0 for z > 0, the function ψ(m−my+ 1)− ψ(my+ 1) is decreasing on the interval [0, 1]. Hence
ψ(m−my+ 1)− ψ(my+ 1) ≤ ψ(m+ 1)− ψ(1) ≤ logm+ 1.
So by Lemma 2 with N = 2, the first term can be bounded as
‖mBm(·, y) {ψ(m−my+ 1)− ψ(my+ 1)}‖L2(X) ≤
m(logm+ 1)√
2m+ 1 .
To bound the middle term, we separate the integral into two parts, one on [0, 1/m] and the other on [1/m, 1]. On the
interval [0, 1/m]we apply the Hölder inequality, and get∫ 1
m
0
B2m(x, y)(log x)
2dx ≤
∫ 1
m
0
B4m(x, y)dx
1/2 ∫ 1
m
0
(log x)4dx
1/2
≤ Q
2m
.
In fact, by using integration by parts, we see that∫ 1
m
0
(log x)4dx ≤ 1
m

(logm)4 + 4(logm)3 + 12(logm)2 + 12 logm+ 24 = Q 2
m
.
Together with Lemma 2 with N = 4, we obtain∫ 1
m
0
B2m(x, y)(log x)
2dx ≤ Q
2m
.
Moreover,
 1
1
m
B2m(x, y)(log x)
2dx ≤ (logm)2  10 B2m(x, y)dx ≤ (logm)22m+1 ≤ Q2m .
Then it follows from the above results,∫ 1
0
B2m(x, y)(log x)
2dx =
∫ 1
m
0
B2m(x, y)(log x)
2dx+
∫ 1
1
m
B2m(x, y)(log x)
2dx ≤ Q
m
.
By the same method, we have∫ 1
0
B2m(x, y)(log(1− x))2dx ≤
Q
m
.
Thus
sup
0≤y≤1
 ∂∂yBm(·, y)

L2(X)
≤ m(logm+ 1)√
2m+ 1 + 2

mQ ≤ 3mQ .
This proves the desired inequality. 
We are in a position to prove Theorem 1 stated in the introduction.
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Proof of Theorem 1. From Lemmas 2 and 3, we can take H0,λ = 1√2m+1 and H1,λ = 3
√
mQ for the continuous Bernstein
kernel.
The regular grid hi = im plays an essential role here. Observe that
m−
i=0
fρ(hi)Pλ(x, hi)− fρ(x) =
m−
i=0
fρ

i
m
m
i

xi(1− x)m−i − fρ(x).
This is exactly the error for the approximation of the function fρ by the Bernstein polynomial. It is well known [8] that this
error term can be bounded by |fρ |Lipsm−s/2 when fρ is Lipschitz s.
Finally, our conclusion of Theorem 1 follows from Theorem 3 with a constantC given by
C = 4M + 8 1+ 63√3MC0 +√3|fρ |Lips + 63M+ 2C0 63M + C s/20 + 1C0 + 1

|fρ |Lips

.
This proves Theorem 1. 
5. Concrete estimates for the Jackson scheme
In this section, we estimate the quantities H0,λ and H1,λ and ‖∑mi=0 fρ(hi)Pλ(·, hi)− fρ‖L2(X) for the Jackson kernel, as we
have done for the Bernstein basis.
Recall the Jackson kernel defined on [−π, π] by Jn(x) = 1λn

sin(nx/2)
sin(x/2)
2r
, where λn =
 π
−π

sin(nx/2)
sin(x/2)
2r
dx with some
r ∈ N.
Lemma 4. For n, r ∈ N, the following inequalities hold
4n2r−1C0,r ≤
∫ π
−π

sin(nx/2)
sin(x/2)
2r
dx ≤ 4π2rn2r−1C1,r ,
‖Jn‖L2[−π,π] ≤
π2r

C1,2r
2C0,r
√
n,
‖J ′n‖L2[−π,π] ≤
rπ2r−2

C1,4r−4
4C0,r
n3/2,
where C0,r =
 π/2
0
 sin x
x
2r
dx and C1,r =
∞
0
 sin x
x
2r
dx.
Proof. Note that Jn is an even function. We see that
 π
−π

sin(nx/2)
sin(x/2)
2r
dx = 2  π0  sin(nx/2)sin(x/2) 2r dx. For x ∈ [0, π], x2π ≤
sin(x/2) ≤ x2 . Hence∫ π
0

sin(nx/2)
sin(x/2)
2r
dx ≤
∫ π
0

sin(nx/2)
x/2π
2r
dx ≤ 2π2rn2r−1
∫ ∞
0

sin x
x
2r
dx.
In the same way, we have∫ π
0

sin(nx/2)
sin(x/2)
2r
dx ≥ 2n2r−1
∫ π/2
0

sin x
x
2r
dx.
Then 
λn‖Jn‖L2[−π,π ]
2 = ∫ π
−π

sin(nx/2)
sin(x/2)
4r
dx ≤ 4π4rn4r−1C1,2r .
That is
‖Jn‖2L2[−π,π] ≤
4π4rn4r−1C1,2r
4n2r−1C0,r
2 = π4rC1,2rn(2C0,r)2 .
Turn to the derivative. Note that

sin(nx/2)
sin(x/2)
2 = n+2∑n−1k=0(n−k) cos(kx). So J ′(x) = 1λn ddx n+ 2∑n−1k=0(n− k) cos(kx)r
and we have
J ′n(x) =
r
λn

sin(nx/2)
sin(x/2)
2r−2 
−2
n−1
k=1
(n− k)k sin(kx)

.
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When r > 1, we see that
‖J ′n‖L2[−π,π ] ≤
2r
n−1∑
k=0
(n− k)k
λn


sin(nx/2)
sin(x/2)
2r−2
L2[−π,π ]
≤ rn
3
8C0,rn2r−1
∫ π
−π

sin(nx/2)
sin(x/2)
4r−4
dx ≤ rπ
2r−2C1,4r−4
4C0,r
n3/2.
When r = 1, we have
‖J ′n‖L2[−π,π ] =
2
λn

∫ π
−π

n−1
k=1
(n− k)k sin(kx)
2
dt

1
2
≤ 1
8C0,1
n3/2.
This proves the lemma. 
To estimate the quantity ‖∑mi=0 fρ(hi)Pλ(·, hi)− fρ‖L2(X) for the Jackson kernel, we cite the following classical result from
approximation theory (e.g. [9]).
Lemma 5. Let f be 2π-periodic and Lipschitz s with 0 < s ≤ 1. Then there exists a constant cr depending on r only such that∫ π−π Jn(x− u)f (u)du− f (x)

C[−π,π]
≤ cr |f |Lips
(n+ 1)s .
What is left is to bound the difference between 1m
∑m
i=0 fρ(hi)Jn(x−hi) and
 π
−π Jn(x−u)f (u)du. By a simple computation,
we have for x ∈ [−π, π] 1m
m−
i=0
fρ(hi)Jn(x− hi)−
∫ π
−π
Jn(x− u)fρ(u)du

≤
m−1−
i=0
∫ hi+1
hi

Jn(x− hi)fρ(hi)− Jn(x− u)fρ(u)

du
+ 1m |Jn(x− π)fρ(π)|
≤
m−1−
i=0
∫ hi+1
hi
|Jn(x− hi)

fρ(hi)− fρ(u)
 |du+ m−1−
i=0
∫ hi+1
hi
| [Jn(x− hi)− Jn(x− u)] fρ(u)|du+ 1m |Jn(x− π)fρ(π)|
≤ |fρ |Lips 1m1+s
m−1−
i=0
Jn(x− hi)+M
m−1−
i=0
∫ hi+1
hi
∫ u
hi
 ∂∂t Jn(x− t)
 dtdu+ 1m |Jn(x− π)fρ(π)|.
Taking norms in L2[−π, π], we have 1m
m−
i=0
fρ(hi)Jn(x− hi)−
∫ π
−π
Jn(x− u)fρ(u)du

L2[−π,π]
≤ |fρ |Lipsπ
2rC1,r
√
n
C0,rms
+M 2rπ
2r−2C1,4r−4
8C0,rm
n3/2 +M π
2rC1,r
√
n
C0,rm
.
This in connection with Lemma 5 implies 1m
m−
i=0
fρ(hi)Jn(· − hi)− fρ

L2[−π,π ]
≤Cr |fρ |Lips +M √nms + n3/2m + 1(n+ 1)s

, (5.1)
where
Cr = π2rC1,rC0,r + 2rπ
2r−2C1,4r−4
8C0,r
+ π
2rC1,r
C0,r
+ cr2π.
We can now use the above bound to prove Theorem 2.
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Proof of Theorem 2. From Lemma 4, we can take H0,λ = π
2r
√
C1,2r
2C0,r
√
n and H1,λ = rπ
2r−2√C1,4r−4
4C0,r
n3/2. Putting the
assumption (1.4), the condition
∑m
i=0 |ti − 2π im + π | ≤ C0mη and bound (5.1) into Theorem 3, we know that with confidence
1− δ
‖Fz,λ − fρ‖L2[−π,π ] ≤C log2
δ
√
nm−min{(1+s+sα)/2,(1+β)/2,s} + n3/2m−min{(1+α)/2,1} + 1
ns

,
where with A1 = π
2r
√
C1,2r
2C0,r
and A2 = rπ
2r−2√C1,4r−4
4C0,r
, the constantC is given by
C = 4MA1 + 8 A1 +√3MA2C0 +√3|fρ |LipsA1 +MA2+ 2 Cr + C s/20 + C0 |fρ |LipsA1 .
This completes the proof of Theorem 2. 
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