Free will is an important component of consciousness. Modeling an artificial consciousness requires clarifying the significance and the definition of free will. This study proposes a definition of free will similar to the epsilon-delta definition of continuous space (e.g., real numbers). Selection capability and frame expanding potential (i.e., the ability to allow for the exploration of further options), which are significant functions of free will, are discussed in the problem-solving context. We also propose a Turing test with multiple agents in which the intelligence of humans and machines will be relatively scored based on chats in a mixed community of humans and machines. Agents (machines) fail in the multiple agents Turing test because they lack the ability to evaluate chats with another agent, as well as chats between two other agents. 
Introduction
In 2016, artificial intelligence (AI) defeated human experts in the game of GO. AI trained with big data has demonstrated competitive performance (and outperformed in cases with well-defined problems) in pattern recognition, participated in social networks, and even demonstrated the ability to create artistic works, such as paintings and musical compositions. The next question naturally raised is if AI should have consciousness 3, 4, 6, 11, 12, 17 or even free will 1, 2, 10, 14, 15 in the future, or, in fact, if they might already have these characteristics if we restrictively define free will. Nomenclature ) (t R i credibility (normalized to a continuous value from 0 to 1) of an agent i at time t. ij T evaluation by agent i of agent j: 1 when agent i evaluates agent j as credible; −1 otherwise. Among the components that underlie consciousness, we assumed that self-awareness may be formalized as the singular point used when mapping to form a world model 8 . We also considered that self-awareness, in that sense, can be used as an operating system (OS) for the self-related problems of robots. However, we also noted that this OS can face the frame problem in interactions with the world environment, including communication with other robots. This note proposes that free will may be a possible diversification mechanism, which will be not only provide a solution to avoid deadlock and periodic interactions between two agents but will also allow for expansion of the frame of the world model, allowing further options when needed.
Aiming at free will as a component of a managing system, we try to define free will mechanically, which raises the further question of whether there is an objective method for testing if other intelligent entities, such as human and even machines, have free will or not. In pursuit of an objective test of free will, we propose a relative test with multiple agents.
Section 2 defines free will, aiming at determining if it exists in machines. Section 2 also reviews the significance of free will in a problem-solving context, focusing on its capability of expanding the world model and selecting options. Focusing on selection capability, Section 3 proposes a design for chatbots with a matching automaton. Section 4 proposes a relative Turing test by extending the Turing test 18 with multiple agents to include humans and machines. The chatbots designed in Section 3 are used as machine agents, and the mutual recognition model will be used to score the test. Section 5 discusses the results and implications of the test. Section 6 discusses a design challenge.
Significance and definition of free will

Significance of free will
The subjective feeling of free will comes from the confidence that we can behave differently from what can be expected mechanically or deterministically by the environment outside the self. Aiming at building AI with artificial consciousness as a managing system, we are concerned with objective free will that can be tested with inputs and outputs. Further, we need an incentive to include free will as a component of a managing system.
The theory that humans may have originally harnessed consciousness with free will to avoid deadlock, or repeated interactions within a brief period (deadlock is a repeated interaction with one period), among individuals has evolutionary merit.
