A few-body formalism is applied for computation of two different three-charge-particle systems.
I. INTRODUCTION
To date, non-relativistic quantum-mechanical Coulomb few-body problems have a long research history. In fact, the first works dealing with quantum few-charged particle systems appeared during the early stages of quantum-mechanics [1] . This is because these types of problems pose significant fundamental theoretical and practical importance in nuclear and atomic-molecular physics. The few-body Coulomb problem is of considerable importance in the cycle of µCF (cold fusion) [2] , in cases where a muonic few-body system experiences a strong interplay between Coulomb and nuclear forces involving heavy nuclei, for instance, the (dtµ) + molecular ion. Further, it would be worth mentioning that there are modern antimatter physics problems, that involve few-body systems, such as antihydrogen [3] [4] [5] [6] [7] [8] /protonium [9] [10] [11] [12] [13] formation reactions, low energy p+H + 2 collisions [14] , H+H 2 quenching [15, 16] , H+H annihilation reactions [17] , and p+ 4(3) He antiprotonic helium atom (atomcule) formation [18, 19] just to name a few. It follows from the charge conjugation, parity, and time reversal (CPT) symmetry of quantum electrodynamics that a charged particle and its antiparticle should have equal/opposite charges, equal masses, lifetimes, and gyromagnetic ratios. Moreover, the CPT symmetry predicts that hydrogen and antihydrogen atoms should have identical spectra. New experiments are in progress to test these fundamental laws and theories of physics involving antiparticles as well as antimatter in general. Therefore, future experimentalists plan to test whether H and H have such properties. In such experiments, it would be important to have a certain quantity of H atoms at low kinetic energies, ideally at the rest: T ∼ 0 K [20, 21] . Using this perspective we develop a quantum-mechanical approach which would be reliable at low and very low collision energies, i.e. when the quantum-mechanical few-body dynamics of three Coulomb particles becomes important. The method is formulated for arbitrary masses of the particles, that is when the dynamics of lighter and heavier particles are not separated from each other.
The author of the book [22] pointed out that the muonic antihydrogen atom, H µ , could be even a better choice to check the CPT law than the usual antihydrogen atom. This is because the size of this atom is ∼ 207 times smaller than the size of a normal H atom. Therefore, as mentioned in [22] : the short range CPT violating interaction with an extremely heavy boson can be easily detected within the system. This idea appears be extremely interesting, and therefore it would be useful to compute the formation cross sections and rates of H µ at low energy collisions, for example, from ∼1 eV down to ∼ 10 −5 eV. Thus, in this work we consider the following three-body reactions of antihydrogen H and muonic antihydrogen H µ formation:
p + (e + e − ) 1s → H + e − ,
At such low energies the quantum-mechanical Coulomb few-body dynamics become important, especially in the case of heavy charge transfer, i.e. µ + . Also, it would be quite appropriate to mention that exotic atomic and antiatomic systems like a true muonium atom, (µ + µ − ), or a simple muonic hydrogen atom, H µ =(p + µ − ), are always of great interest in nuclear, atomic and few-body physics [23] [24] [25] . For instance, recently the authors of works [26, 27] have considered an interesting problem: the production of (µ + µ − ). This is the smallest pure QED atom with the Bohr radius only ∼512 fm. So far (µ + µ − ) has never been observed. Next, in the recent works [28, 29] the proton-radius puzzle [30] was considered from few-body and muonic physics perspectives. Another three-charge-particle reaction of H µ formation was considered in the works [22, 25] too:
Here, Mu is the muonium atom, i.e. a bound state of a positive muon µ + and an electron:
Mu=(µ + e − ). This is a very interesting and complex example of a heavy charge transfer reaction [25, 31] .
In nuclear physics, involving applications related to three-body systems the few-body Faddeev and Alt-Grassberger-Sandhas (AGS) equations [32] [33] [34] [35] are frequently employed.
These equations are equal to the Schrődinger equation, but formulated for the three-body wave function components and therefore have the correct physical asymptotes. However, in the case of three-charged particle systems the kernels of the original integral Faddeev equations in momentum space lose their compactness due to Coulomb long-range interactions [33] . This limitation has become the most serious obstacle in the practical application of the original Faddeev equation to few-body systems with pure Coulomb interactions. Therefore, on one hand the Faddeev and AGS equations are the most rigorous attempt to provide a basis for detailed few-body numerical computations, but on the other hand they have not been used much to date because they have been regarded as too complex to solve when used in Coulomb scattering problems. This limitation has led to various alternative methods.
Among the most popular is a well known method based on the Born-Oppenheimer adiabatic model [36] and improved adiabatic approximation [37] . The approach has been applied to many systems in atomic and µ-atomic physics for over many years. Very accurate variational calculations have been applied to selected three-body Coulomb systems in muon catalyzed fusion cycle [38] , and in H formation reactions, see for instance [3] . Here it would also be useful to mention important Coulomb few-body calculations based on the adiabatic hyperspherical method [6, 39] , coordinate-space Faddeev equation approach in three dimensions [40] and within a hyper-spherical function expansion formalism [41] . There are also newer developments in the field we would also like to cite [42] [43] [44] .
In the current work however we apply a different few-body approach based on a set of coupled two-component FH-type equation formalism [45] [46] [47] . The next section represents the notation pertinent to the three-charged-particle system (123) shown in Fig. 1 , the original equations, boundary conditions, detailed derivation of the set of coupled one-dimensional integral-differential equations suitable for a numerical computation and the numerical computational approach developed in this work. Sec. III includes new results, conclusions, and Sec. IV includes Appendix. The atomic units, i.e. e = = m e = 1, are used in the case of the e + transfer reaction, and the muonic units, i.e. e = = m µ = 1, are used in the case of the µ + /µ − transfer reactions, where m µ = 206.769 m e is the mass of the muon.
II. FEW-BODY TREATMENT
In the case of three charged particles (123), two positive and one negative, only two asymptotic configurations are possible below the breakup threshold. This situation is shown in Fig. 2 , for instance, for the (p µ − µ + ) system. It suggests to write down a set of two coupled equations for Faddeev-type components of the system's wave function [45] . These equations are commonly called Faddeev-Hahn-type (FH-type) equations [46] . In this work we shall consider a method based on an integral-differential equation approach [47] applied to Coulomb three-body systems. To solve these equations, a modified close coupling method is applied. This procedure leads to an expansion of the three-body system wave function components into eigenfunctions of the subsystem Hamiltonians, providing an infinite set of one-dimensional integral-differential equations [47] . Within this formalism the asymptotic of the full three-body wave function contains two parts corresponding to two open channels.
In this work we consider different Coulomb three-body systems with arbitrary masses, i.e.
the masses of the charged particles are taken as they are. We do not apply any type of adiabatic approximations, when the dynamics of heavy and light parts of the system are separated.Therefore, this dynamical method works for both a light charge, e + , transfer reaction at ultra-low energies and for heavy charge transfer, µ + , as well.
A. FH-type equation approach
Let us define the system of units to be e = = m 3 = 1 and denote antiproton p by 1, a negative muon µ − by 2, and a positive muon µ + by 3. Before the three-body breakup threshold two cluster asymptotic configurations are possible in the three-body system, i.e. 
Here r ξ , m ξ are the coordinates and the masses of the particles ξ = 1, 2, 3 respectively. This suggests a Faddeev formulation which uses only two components. A general procedure to derive such formulations is described in work [45] . In this approach the three-body wave function is represented as follows:
where each Faddeev-type component is determined by its own Jacobi coordinates. Moreover, Ψ 1 ( r 23 , ρ 1 ) is quadratically integrable over the variable r 23 , and Ψ 2 ( r 13 , ρ 2 ) over the variable r 13 . To define |Ψ l , (l = 1, 2) a set of two coupled Faddeev-Hahn-type equations can be written:
Here,Ĥ 0 is the kinetic energy operator of the three-particle system, V ij (r ij ) are paired interaction potentials (i = j = 1, 2, 3), E is the total energy. 
Here, e ik 1 z ϕ 1 ( r j3 ) is the incident wave, ϕ n ( r j3 ) the n−th bound-state wave function of the
and B(Ω 5 ) are amplitudes of elastic/inelastic, transfer and breakup channels respectively, ρ 6 = (ρ, Ω 5 ) is the three-body hyperradius and W c (ρ, E) is the three-body Coulomb phase [34] . For lower energy collisions when E < E thr , where E thr is the three-body break-up threshold, the expression (9) becomes simpler, i.e. without the last term: B(Ω 5 ) = 0.
Therefore, in the current work for low energy collisions each Faddeev type component corresponds to only one determined channel. For example, for the elastic and for the charge transfer channel we have:
It is easy to see that the asymptotic behavior of the total wave function (6) becomes similar to equation (9) .
In addition, we would like to point out, that the few-body FH-type equation approach (7)- (8) is a quite flexible method. For example, let us briefly consider a muon transfer reaction in the following low energy collision:
This reaction has a strong, pure Coulomb interaction in the output channel. This circumstance can be taken into account by adding a distortion potential into the FH equations (7)- (8), i.e. U(ρ 2 ) = (Z 1 − 1)Z 2 /ρ 2 , where Z 1 is the charge of Li 3+ and Z 2 (=1) is the charge of the hydrogen isotope:
. (14) The two coupled equations satisfy the Schrődinger equation exactly, i.e. when the Eqs. 
Here, e ik
1 z ϕ 1 ( r 23 ) is the incident wave, ϕ n ( r j3 ) the n-th excited bound-state wave function of the pair (j3), k
, where m i represents the masses of the heavy particles p and Li
is the binding energy of (j3),
are the scattering amplitudes in the elastic/inelastic and transfer channels. The Coulomb parameters in the second transfer channel are:
n . One can see, that this approach simplifies the solution procedure and provides the correct asymptotic behavior for the solution below the three-body breakup threshold. Further, the few-body method has been successfully applied to different three-body muon transfer reactions [46] .
B. Obtaining an infinite set of coupled integral-differential FH-type equations
Now, let us present the equations (7)- (8) in terms of the adopted notation
here
j . In order to separate angular variables, the wave function components Ψ i are expanded over bipolar harmonics:
whereρ andr are angular coordinates of vectors ρ and r; C LM λµlm are Clebsh-Gordon coefficients; Y lm are spherical functions [48] . The configuration triangle of the particles (123) is presented on the Fig. 1 together with the Jacobi coordinates { r 23 , ρ 1 } and { r 13 , ρ 2 } and angles between them. The centre-off-mass of the whole three-body system is designated as O.
The centre-off-masses of the two-body subsystems (23) and (13) are O 1 and O 2 respectively.
Substituting the following expansion:
into (17) , multiplying this by the appropriate biharmonic functions and integrating over the corresponding angular coordinates of the vectors r j3 and ρ k , we obtain a set of equations which for the case of the central potentials has the form:
(r 2 j3
where the following notation has been introduced:
To progress from (20) to one-dimensional equations, we apply a modified close coupling method, which consists of expanding each component of the wave function Ψ i ( r j3 , ρ k ) over the Hamiltonian eigenfunctions of subsystems:
Thus, following expansions can be applied:
where functions R i nl (r j3 ) are defined by the following equation:
(r 2 j3 ∂ ∂r j3
)
Substituting Eq. (23) into (20), multiplying by the corresponding functions R i nl (r j3 ) and integrating over r 2 j3 dr j3 yields a set of integral-differential equations for the unknown functions f i nlλ (ρ k ):
where
For brevity one can denote
, and omit LM because all functions have to be the same. The functions f i α (ρ k ) depend on the scalar argument, but this set is still not one-dimensional, as formulas in different frames of the Jacobi coordinates:
with the following mass coefficients:
clearly demonstrate that the modulus of ρ j depends on two vectors, over which integration on the right-hand sides is accomplished: ρ j = γ r j3 −β k ρ k . Therefore, to obtain one-dimensional integral-differential equations, corresponding to equations (25), we will proceed with the integration over variables { ρ j ,ρ k }, rather than { r j3 ,ρ k }. The Jacobian of this transformation is γ −3 . Thus, we arrive at a set of one-dimensional integral-differential equations:
where functions S ii ′ αα ′ (ρ j , ρ k ) are defined as follows:
One can show (see Appendix, Sect. IV) that fourfold multiple integration in equations (30) leads to a one-dimensional integral and the expression (30) could be determined for any orbital momentum value L:
where D L mm ′ (0, ω, 0) are Wigner functions, ω is the angle between ρ j and ρ k , ν j is the angle between r k3 and ρ j , ν k is the angle between r j3 and ρ k (see the Fig. 1 ). Finally, we obtain an infinite set of coupled integral-differential equations for the unknown functions f
For the sake of simplicity α ≡ (nlλ) are quantum numbers of a three-body state and L is the total angular momentum of the three-body system, sin ν i = (ρ k r kj )/γ sin ω, and cos ν i = (βρ i + ρ k cos ω)/(γr kj ).
C. Boundary conditions, cross sections and numerical implementation
To find a unique solution to Eqs. (32) appropriate boundary conditions depending on the specific physical situation need to be considered. First we impose:
Next, for the three-body charge-transfer problems we apply the well known K−matrix formalism. This method has already been applied for solution of three-body problems in the framework of the coordinate space Faddeev equations [41] . For the present scattering problem with i + (j3) as the initial state, in the asymptotic region, it takes two solutions to Eq.(32) to satisfy the following boundary conditions:
where K ij are the appropriate coefficients, and v i (i = 1, 2) is a velocity in channel i. With the following change of variables in Eq. (32):
(i=1, 2) we get two sets of inhomogeneous equations which are solved numerically. The coefficients K ij can be obtained from a numerical solution of the FH-type equations. The cross sections are given by the following expression:
where (i, j = 1, 2) refer to the two channels and D = K 11 K 22 − K 12 K 21 . Also, from the quantum-mechanical unitarity principle one can derive that the scattering matrix
 has the following important feature:
In this work the relationship (37) is checked for all considered collision energies in both antihydrogen cases, i.e. in p + (e + e − ) and in p + (µ + µ − ), and in the case of the muon transfer reactions.
As stated in Sec.II A the solution of the Eqs. (7)- (8) involving both components Ψ 1 (2) required that we apply the expansions (19) and (23) over the angle and the distance variables respectively. However, to obtain a numerical solution for the set of coupled Eqs. (32) we only include the -s and -p waves in the expansion (19) and limit n up to 2 in the Eq.
(23). As a result we arrive at a truncated set of six coupled integral-differential equations, since in Ψ 1(2) only 1s, 2s and 2p target two-body atomic wave-functions are included. This method represents a modified version of the close coupling approximation with six expansion functions. The set of truncated integral-differential Eqs. (32) is solved by a discretization procedure, i.e. on the right side of the equations the integrals over ρ 1 and ρ 2 are replaced by sums using the trapezoidal rule [49] and the second order partial derivatives on the left side are discretized using a three-point rule [49] . By this means we obtain a set of linear equations for the unknown coefficients f
Here, coefficients w j are weights of the integration points ρ 1i and ρ 2i (i = 1, N p ), N s is the number of quantum states which are taken into account in the expansion (23) . Next,
ij is the three-point numerical approximation for the second order differential operator:
, and in symbolic-operator notations the set of linear Eqs. (38)- (39) has the following form:
The discretized equations are subsequently solved by the Gauss elimination method [50] . As can be seen from Eqs. (38)-(39) the matrix A should have a so-called block-structure: there are four main blocks in the matrix: two of them related to the differential operators and other two to the integral operators. Each of these blocks should have sub-blocks depending on the quantum numbers α = nlλ and α
The second order differential operators produce three-diagonal sub-matrixes [47] . However, there is no need to keep the whole matrix A in computer's operating (fast) memory. The following optimization procedure shows that it would be possible to reduce the memory usage by at least four times. Indeed, the numerical equations (38)- (39) can be written in the following way:
and S 21 are sub-matrixes of A. Now one can determine that:
is reverse matrix of D 1 . Thereby one can obtain a reduced set of linear equations which are used to perform the calculations:
To solve the coupled integral-differential equations (32) one needs to first compute the angular integrals Eqs. (31) . They are independent of energy E. Therefore, one needs to compute them only once and then store them on a computer's hard drive (or solid state drive)
to support future computation of other observables, i.e. the charge-transfer cross-sections at different collision energies. The sub-integral expressions in (31) have a very strong and complicated dependence on the Jacobi coordinates ρ i and ρ i ′ . To calculate S 
We used a special adaptive FORTRAN subroutine from the work [51] in order to carry out the angle integration in (40) . This recursive computer program, QUADREC, is a better, modified version of the well known program QUANC8 [50] . QUADREC provides a much higher quality, stable and more precise integration than does QUANC8 [51] . Therefore, our results for the three-particle muon transfer reactions presented in Table I are slightly different from those of our older work [46] where we used the less effective adaptive quadrature code QUANC8 for numerical computation of the angle integrals (40) . The difference between these two results ranges from ∼9% to ∼15%. The expression (40) differs from zero only in a narrow strip, i.e. when ρ i ≈ ρ i ′ . This is because in the considered three-body systems the coefficient β i is approximately equal to one. Figures 3 and 4 show the angle integral 2-dimensional functions (surfaces) (40) for the (p µ − µ + ) system considered herein. For example, this might involve a few selected atomic/muonic transitions such as: S (12) 1s:1s ′ (ρ 1 , ρ 2 ) and S (12) 1s:2s ′ (ρ 1 , ρ 2 ). Only the input channel p + (µ − µ + ) of the reaction (2) 
III. RESULTS AND CONCLUSIONS
In this section we report our computational results. Five different three-body Coulomb systems have been computed in the framework of a unique quantum-mechanical method, i.e. the FH-type equation formalism (7)- (8) . The few-body approach has been presented in previous sections. In order to solve the coupled equations (7)- (8) we use two different and independent sets of target expansion functions (23) . This is shown in Fig. 2 
where N 0 = 4.25 · 10 22 c.m. 3 is the liquid hydrogen density.
The Coulomb few-body systems mentioned above are of a significant importance in the µCF cycle [2] . In the literature one can find the results of a variety of different calculations of these reactions. We compare our results with some of this data. Table   I have been computed within the 2×(1s+2s+2p) approximation in the expansion (23) for both Faddeev-type components.Therefore, it was actually used with up to six expansion functions. One can see that our σ tr and λ tr are in fairly good agreement with previous calculations and experimental data for all three muonic systems presented in Table I . The largest number of results can be found for the first listed reaction, i.e. d+(tµ − ), which is one of the most important three-particle reactions in the µCF cycle in cold liquid hydrogen.
We obtained very good agreement with the experimental data and with some theoretical results, except in the case of work [37] . A very good agreement is also obtained for the other two reactions: for t+(pµ − ) and d+(pµ − ). These results show that the few-body method of the two coupled FH-type equation (7)- (8) Table I for all three muonic transfer reactions demonstrates that the FH-type equations and 2×(1s+2s+2p) approximation are able to provide reliable results for three-body charge transfer reactions at low energies.
It is also important to mention here, that the pure quantum-mechanical behaviour of the transfer cross section at low energies, specifically σ tr (ε coll ∼ 0) ∼ 1/v c.m. , has been obtained in this calculation. This allowed us to compute the muon transfer rates (41), i.e. λ tr (T → 0) ≈const, and compare these results with the experiments.
Next, the three-body reaction of the atomic H formation, i.e. reaction (1) is considered.
We are primarily interested in low energy collisions. Because this is not a muonic system one needs to switch from muonic to atomic units. Also, in the computer program one needs to change the masses of the particles. Fig. 7 shows our results for the reaction (1) total cross section in the framework of different close-coupling approximations in the Eq. (23).
One can see, that the contribution of the 2p-states in each target become larger while the collision energy becomes smaller. As in the muonic transfer reactions we found that the cross section of the H formation σ H → ∞ as ε coll → 0, i.e. σ H v c.m. ≈const. This fact allows us to compute the low energy rate of the H production. For example, one can follow the logic of work [3] and estimate the H production rate by using the following formula: R H = σ H N p lI.
According to [3] N p is the density of slow antiprotons, I is the number of p traversing the interaction region each second, and l is the linear dimension of the interaction region. In [3] the last parameter was taken as l = 1 cm. The product of lI has the unit of velocity, thus it should be possible to represent the rate R H as well as the expression (41), i.e.:
where v c.m. is the c.m. velocity between p and the positronium atom Ps. Our results for H are shown in Table II Table II . If we suppose that the interaction region between p and the Ps atoms has a cylindrical shape with the length l 0 = 1 cm [3] , its radius r 0 should be: r 0 ∼ 8.6 × 10 −3 cm.
As one can see r 0 has a very small value, although it seems to us that it still would be possible to adopt this value in some experiments. However, a different situation arises if we adopt the results of a newer experiment on Adiabatic Cooling (AC) of antiprotons [21] . The authors of this work obtained 3 × 10 6 cold antiprotons at temperature 3.5 K! In this case one would need the following volume:
It is easy to compute that in this case the radius is r 0 ∼ 0.1 cm. Finally, Fig. 8 shows our results for the H µ formation cross section. It is clear that in the process (2) the contribution of the 2p-states from each target is becoming even more significant while the collision energy becomes smaller. Additionally, for the process (2) we also compute the numerical value of the quantity: σ H µ (ε coll → 0)v c.m. ≈ const. Table II includes our data for this important parameter together with the H µ formation total cross section. All these results are obtained in the framework of the 2×(1s+2s+2p) close coupling approximation. These data can be useful in future developments of low energy collision experiments with participation of cold antiprotons and true muonium atoms. Next, because of the complexity of the few-body method, in this work only the total orbital momentum L = 0 has been taken into account.
It was adequate in the case of slow and ultraslow collisions discussed above. However, to take into account the important contribution of higher L's at higher collision energies it would be possible to use Takayanig's Modified Wave Number Approximation (MWNA) method [59] .
In the recent work [60] the MWNA method has been successfully applied to a few-body charge transfer reaction. In conclusion, it is feasible to expect that the FH-type equation
formalism (7)- (8) could also be an effective tool for computation of the quite intriguing threebody reaction (3). This is another process of the H µ atom production with a heavy charge transfer from one center to another [25, 31] . It would be interesting to compare the reaction rates of both processes (2) and (3) [22] . An additional point to emphasize would be that in some sense the reaction (3) and the few-body protonium (Pn) formation reaction [9] [10] [11] [12] [13] show close similarities. Therefore, it would be good to try to apply the FH-type equation method to the Pn formation problem too. Also, it seems quite possible to expand in some way or another the FH-type few-body equation approach and the modified close-coupling expansion method, Eqs. (19) and (23), to very important but challenging low-energy fourparticle rearrangement scattering collisions with the pure Coulomb interaction between the particles, such as H+H→ (pp
IV. APPENDIX
The details of the derivation of the angular integrals S ii ′ αα ′ (ρ j , ρ k ) (31) are explained below in this section. The configuration triangle, △(123), is determined by the Jacobi vectors ( r j3 , ρ k ) and should be considered in an arbitrary coordinate system OXY Z. In this initial system the angle variables of the three-body Jacobi vectors { r j3 , ρ k } have the following 
done with the use of the following Euler angles (Φ k , Θ k , ε) [48] . Taking into account the transformation rule for the bipolar harmonics between new and old coordinate systems, one can write down the following relationships [48] :
are the Wigner functions [48] . The fourfold multiple angular integration dρ j dρ k in Eq. (30) 
one can obtain the following intermediate expression:
Now, let us make the next transformation of △(123) in which the vertex j = 2 of △ (123) coincides with the centre
along ρ j and △(123) belongs to the plain O ′ X ′′ Z ′′ . This transformation, which converts the 
and obtain the following result:
Now by taking into account that Y lm (0, 0) = δ m,0 (2l + 1)/4π [48] , the bipolar harmonics in (48) are:
with the use of these relationships we finally get the convenient for numerical computations Eq. (31). 
