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Abstract
We investigate quantum depinning of the one-dimensional (1D) commensurate charge-
density wave (CDW) in the presence of one impurity theoretically. Quantum tunneling
rate below but close to the threshold field is calculated at absolute zero temperature by
use of the phase Hamiltonian within the WKB approximation. We show that the impurity
can induce localized fluctuation and enhance the quantum depinning. The electric field
dependence of the tunneling rate in the presence of the impurity is different from that in
its absence.
KEYWORDS: charge-density wave (CDW), quantum depinning, commensurability, impu-
rity, localized fluctuation, tunneling rate, WKB approximation
1 Introduction
The tunneling of macroscopic object, the so called Macroscopic Quantum Tunneling (MQT), is
one of the most dramatic quantum effects. There has been many theoretical studies of MQT. [1]
∗E-mail: yumoto@presto.phys.sci.osaka-u.ac.jp
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Most of them are dealing with regular systems. In many actual cases, however, some kind of
randomness exists and is expected to play an important role. Here we study the effects of
randomness for the case of charge-density wave (CDW) as a typical example. [2] MQT of the
commensurate CDW below but close to the threshold field was investigated by Nakaya and
Hida (NH). [3] They employed the WKB approximation in order to obtain the tunneling rate
as a function of the electric field. However the effects of randomness were not considered there.
In the framework of classical mechanics it is shown that the randomness can make lower the
threshold field for the depinning of the commensurate CDW with one impurity. [4] In this paper
we calculate the quantum tunneling rate of the commensurate CDW with one impurity. The
1D phase Hamiltonian [5] [6] [7] is adopted, and the electric field dependence of the tunneling
rate is obtained by use of Langer’s method [8] at absolute zero. It is found that the impurity
can induce localized fluctuation and enhance the tunneling rate near the threshold field. We
have different electric field dependence of the tunneling rate in the presence of the impurity
from that given by NH in its absence. [9]
2 The Model and the Threshold Field
The CDW is the modulation of the charge density, ρ(X, T ) = ρ0 cos (2kFX + φ(X, T )), where
ρ0 is the amplitude of the modulation, φ is its phase and kF is the Fermi wavenumber. We
investigate the 1D commensurate CDW with one impurity located at Xi at absolute zero
temperature. The action of the system is described by φ as
S =
∫
dT
∫
dX

A
(
∂φ
∂T
)2
−B
(
∂φ
∂X
)2
+ Feleφ
− g (1− cos(Mφ)) + V cos(2kFX + φ)δ(X −Xi)]. (1)
The first term in the integrand is the kinetic energy density with A = (h¯vF)/(4piv
2
φ), where
vF is the Fermi velocity and vφ is the phason velocity. The second is the elastic one with
B = (h¯vF)/(4pi) and the third is the electric field one. Here Fele = (eEext)/(2pi) and e < 0 is the
charge of an electron and Eext is the electric field. The fourth represents the energy resulting
from the commensurability, M ≡ pi/(kFa), and a is a lattice constant. The last is the impurity
potential energy with the amplitude V . In this action there exist the characteristic length and
time, ξ =
√
(2B)/(M2g) and ξt =
√
(2A)/(M2g), which are the phase coherence length and
time due to the commensurability, respectively. We scale this action by ξ and ξt, i.e. x = X/ξ,
2
t = T/ξt. The Euclidean action is introduced as SE = iS;
SE = C
∫
dτ
∫
dx

1
2
(
∂φ
∂τ
)2
+
1
2
(
∂φ
∂x
)2
− εφ
+
1
M2
(1− cos(Mφ))− v cos(χ(xi) + φ)δ(x− xi)
]
, (2)
where τ = −it is the imaginary time, C =M2gξξt = 2
√
AB, ε = F/(gM2), and v = V/(gξM2).
The typical magnitude of C is given as
C/h¯ =
√
m∗/mb/2pi ≃ 2 ∼ 2× 10. (3)
Here m∗ and mb are the effective mass of the CDW and the band mass, respectively. We define
xi = Xi/ξ and χ(xi) = (2piz)/M , where z = Xi/a characterizes the location of the impurity
relative to the crest of the undeformed CDW with minimum commensurability energy. The
range of χ can be set as −pi/M ≤ χ ≤ pi/M , because the action except of the impurity term
has the periodicity of 2pi/M with respect to the phase variable. We consider the case of v ≥ 0
hereafter.
We first consider the threshold field at absolute zero temperature in the framework of
classical static mechanics. [4] The first variational equation of the action,
− φ′′ − ε+ 1
M
sin(Mφ) + v sin(χ+ φ)δ(x− xi) = 0, (4)
determines the ground state configuration of the phase with the boundary conditions, φ(±∞) =
φ0 and φ
′(±∞) = 0. Here
φ0 ≡ 1
M
arcsin(εM)
is the ground state configuration in the absence of the impurity.
Depending on the range of χ, there are two kinds of configurations. If χ is in the range
of −pi/M ≤ χ ≤ 0, the solution is located in the positive side (Config.1) as shown in Fig. 1.
If χ is in the range of 0 ≤ χ ≤ pi/M , the solution is located in the negative side (Config.2).
We take electric field ε ≥ 0. Under this condition, Config.1 has more tendency to depin than
Config.2. Therefore, we consider only the case of −pi/M ≤ χ ≤ 0, because we are interested in
the lowering of the threshold field.
The ground state solution, φs(x), in the presence of the impurity which is determined by
eq. (4) is obtained by the connection at the impurity site of two non-uniform solutions in the
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absence of the impurity, φl(x) (Fig. 2). The non-uniform solution, φl(x), is given by
φ′l = −
[
2
[
ε
(
1
M
arcsin(εM)− φl
)
+
1
M2
(√
1− (εM)2 − cos(Mφl)
)]] 1
2
, (5)
which is derived by integration of
− φ′′ − ε+ 1
M
sin(Mφ) = 0, (6)
with the boundary condition, φ(±∞) = φ0 and φ′(±∞) = 0. Integration of eq. (5) is obtained
only by numerical treatment. When we carry out the integration practically, we need the
information of the phase at the impurity site obtained analytically as follows. The ground
state solution, φs(x), is given by
φs(x) = φl(|x− xi|+ c), (7)
where c represents the distance between the center of φl and xi. Substituting eq. (7) into eq. (4),
we obtain
− 2φ′l(c) + v sin(χ+ φl(c)) = 0. (8)
By use of eq. (5), eq. (8) is rewritten as
[
2
[
ε
(
1
M
arcsin(εM)− φl(c)
)
+
1
M2
(√
1− (εM)2 − cos(Mφl(c))
)]] 1
2
+
1
2
v sin(χ+ φl(c)) = 0. (9)
This equation determines the phase, φl(c) = φs(xi), at the impurity site of the ground state
solution, instead of c, when ε is given. Substituting this φs(xi) into eq. (5), we have the
derivative at xi, and then accomplish the numerical integration with the boundary conditions
at xi.
The threshold field is determined as the field where the ground state solution becomes
unstable. The eigenvalue equation of the fluctuations, δφ(x), around the ground state solution,
φs(x), is expressed as [
− ∂
2
∂x2
+ Vs(x)
]
δφ = λδφ, (10)
where
Vs(x) ≡ cos (Mφs(x)) + v cos (χ + φs(x)) δ(x− xi), (11)
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and λ is the eigenvalue. The threshold field is determined by the condition that the lowest
λ = 0. In the absence of the impurity, Vs(x) becomes
∆g =
√
1− (εM)2. (12)
Then the threshold is εT = 1/M . At εT the barrier of the potential energy density in the
absence of the impurity,
U(φ) = −εφ+ 1
M2
(1− cos(Mφ)), (13)
disappears. The threshold field, εc, in the presence of the impurity [11] is lower than that in
its absence under the condition of −pi/M ≤ χ < −pi/(2M) and v > 0. When v is fixed, εc/εT
goes to 1 as χ tends to −pi/(2M). We also note that the threshold field goes to a finite value,
ε∞, even if v →∞. For M = 4 and χ = −pi/M , ε∞/εT ≃ 0.725, which is the lowest threshold
of the present model.
First we consider the reason of the lowering of the threshold field in an aspect of the
fluctuation. Due to the existence of the impurity, the potential term of the eigenvalue equation,
Vs(x), is non-uniform in space over the length scale of ξ (Fig. 4(a)). We note that in the
present dimensionless notation, ξ is unity. We solve eq. (10) numerically by transforming a
differential equation into a difference equation (the Numeov method) and the shooting method
on λn. [12] [13] As the result two bound solutions, Φ0(x) and Φ1(x), (Fig. 4(b) and (c)), are
obtained at most under the condition of −pi/M ≤ χ < −pi/(2M) and v > 0 below but near the
threshold field. Other solutions are non-bounded solutions whose eigenvalues form a continuous
spectrum above ∆g. The eigenvalue of the bound state is smaller than the lowest eigenvalue,
∆g, of the continuous spectrum. Then applying the electric field, the lowest eigenvalue, λ0,
of the bound state becomes zero before ∆g becomes zero. In this case the threshold field is
lowered by the impurity than that in its absence. Here we note that in the absence of the
impurity Vs(x) is uniform in space and there exists the continuous spectrum only. In the region
of −pi/(2M) ≤ χ, however, there is no bound state solution of eq. (10), and the threshold is
the same as that in the absence of the impurity.
The bound state corresponds to the localized fluctuation over the length scale of ξ around
the impurity (Fig. 4(b)). Owing to the localized fluctuation of the lowest eigenvalue, the
CDW starts local sliding at the threshold field. The onset of a sliding in the absence of the
impurity accompanies the spatially uniform and temporally continuous motion of the CDW.
In the presence of the impurity, however, the sliding takes place around the impurity, i.e. the
local sliding. Once the local sliding sets in, the CDW gains the electric field energy, which is
transferred to the kinetic energy. Therefore, the sliding expands to the whole system and the
whole CDW completely depins eventually, when dissipation is small enough. In the present
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model dissipation is not taken into account. The issue of dissipation is discussed in the final
section.
Next we clarify the meaning of εc in an aspect of potential curves in the presence of the
impurity. [4] In the absence of the impurity the phase is uniform in the ground state, and
hence the potential energy curve can be expressed with respect to the uniform phase variable
as eq. (13). With the impurity, however, the phase is not uniform. Apparently we should
consider the potential curve in a functional space in this case. We can reduce the problem,
however, to a one-particle problem by adopting the phase variable at the impurity site, φi, as
a kind of generalized collective coordinate. For each value of φi, we can determine the lowest
energy configuration; we solve eq. (6) under the boundary condition, φ(xi) = φi and
φ′(xi) = −
[
2
[
ε
(
1
M
arcsin(εM)− φi
)
+
1
M2
(√
1− (εM)2 − cos(Mφi)
)]] 1
2
,
which is just the same as eq. (5) at the impurity site. Substituting this optimal configuration
into the Euclidean Lagrangian, we obtain the potential energy, Uimp(φi), as the function of φi;
Uimp(φi) = −2
√
2
∫ ∞
φi
dφ
√
E0(φ)− v cos(χ + φi), (14)
where
E0(φ) = ε
(
1
M
arcsin(εM)− φ
)
+
1
M2
(√
1− (εM)2 − cos(Mφ)
)
.
The value of φi that minimizes Uimp(φi) is φs(xi). Then we introduce a variable, X ≡ φi−φs(xi),
and consider Uimp as a function of X hereafter. The curves of Uimp(X) is shown in Fig. 3. For
each electric field there is φi−max, and for φi > φi−max no such an optimal configuration exists.
Therefore once the barrier disappears at εc, the sliding sets in because of the absence of any
stable configuration, and then the CDW starts to depin. The value of φi−max is same as the
maximum value of φl(x), φ
∗ (see Fig. 2).
3 Quantum Depinning in the Presence of an Impurity
We derive the effective action based on the one-particle picture near the threshold field, εc, and
calculate the tunneling rate in the presence of the impurity within the WKB approximation by
Langer’s method. [8] The tunneling rate is enlarged and its electric field dependence is changed
by the impurity from that in its absence. [9]
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3.1 The Effective Action near the Threshold Field
To investigate quantum tunneling problems theoretically by the semiclassical approximation,
we must choose a suitable tunneling process, or in other words, the bounce solution. If we
can derive the effective potential as a function of a single variable, the bounce solution is easily
obtained by solving the equation of motion of a single degree of freedom. We call such a variable
as the tunneling variable. In the present case the tunneling variable is the phase variable at
the impurity site, φi or X . The potential curve has been already obtained as a function of the
tunneling variable in eq. (14).
In order to derive the kinetic term, we follow the method used to derive the effective action
in the Tomonaga-Luttinger model with a single barrier. [14] We introduce the partition function
of the present model as
Z =
∫
Dφ exp (−SE [φ] /h¯) (15)
where SE[φ] is the Euclidean action which is given by eq. (2). The phase, φ(τ, x), is expressed
by the sum of the static part, φs(x), which is the solution of eq. (4), and the fluctuation part,
δφ(τ, x);
φ(τ, x) = φs(x) + δφ(τ, x). (16)
Substituting eq. (16) into the action and expanding it in powers of δφ(τ, x), we obtain the
action up to the second order of δφ(τ, x) as SE ≃ S0 + S2, where
S0 = C
∫
dτdx

1
2
(
∂φs(x)
∂x
)2
+ V (φs(x))

 ,
S2 = C
∫
dτdx
[
δφ(τ, x)
1
2
[
− ∂
2
∂τ 2
− ∂
2
∂x2
+ V ′′(φs(x))
]
δφ(τ, x)
]
. (17)
Here
V (φ) = −εφ+ 1
M2
(1− cos(Mφ))− v cos(χ+ φ)δ(x− xi). (18)
In order to integrate the phase, δφ(τ, x), under the condition, δφ(τ, xi) = φi(τ)−φs(xi) = X(τ),
auxiliary fields, Λ(τ), are introduced and the identity,
1 =
∫
DX(τ)
∫
DΛ(τ) exp
[
i
∫
dτΛ(τ) (δφ(τ, xi)−X(τ))
]
,
is employed. Then the partition function is expressed as
Z ≃ exp (−S0/h¯)
∫
Dδφ(τ, x)
∫
DX(τ)
∫
DΛ(τ)
× exp
[
−S2/h¯+ iC/h¯
∫
dτΛ(τ) (δφ(τ, xi)−X(τ))
]
.
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We diagonalize S2 by use of the eigenfunction;
δφ(τ, x) =
∑
m,n
cm,n exp (iωmτ) Φn(x),
where Φn(x) is the eigenfunction of eq. (10) (see eqs. (11) and (18), and note that V
′′(φs(x)) =
Vs(x)), and cm,n are the expansion coefficients. Then the partition function becomes
Z ≃ exp (−S0/h¯)
∫ ∏
m,n
dcm,n
∫
DX(τ)
∫
DΛ(τ)
× exp
[
−1
2
C
h¯
(
| cm,n |2
(
ω2m + λn
)
− i2cm,nΛ(ωm)Φn(xi) + i2Λ(ωm)X(−ωm)
)]
,
where
Λ(ωm) =
∫
dτΛ(τ) exp(iωmτ),
X(ωm) =
∫
dτX(τ) exp(iωmτ).
Twice Gaussian integrations bring
Z ≃ exp (−S0/h¯)
∫
DX(τ)
∫
DΛ(τ)
× exp
[
−1
2
C
h¯
∑
m,n
(
Λ(ωm)Λ(−ωm)
ω2m + λn
| Φn(xi) |2 +i2Λ(ωm)X(−ωm)
)]
≃ exp (−S0/h¯)
∫
DX(τ) exp

−1
2
C
h¯
∑
m
X(ωm)X(−ωm)∑
n
|Φn(xi)|2
ω2m+λn

 .
Here unimportant prefactors are neglected. Then the harmonic terms of the effective action is
given by
Sharm =
1
2
C
∑
m
X(ωm)X(−ωm)∑
n
|Φn(xi)|2
ω2
m
+λn
. (19)
First we can now carry out the summation over n in eq. (19). Equation (19) is expressed
as a sum of the discrete eigenvalue part and the continuous one; i.e.
∑
n
| Φn(xi) |2
ω2m + λn
=
| Φ0(xi) |2
ω2m + λ0
+
L
2pi
∫ ∞
−∞
dk
| Φ(k; xi) |2
ω2m + λ(k)
, (20)
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where L is the system size. Note that the first-excited state solution, Φ1(x), has odd parity
and does not appear in the above equation. In eq. (20), k is a continuous parameter which
characterizes the continuous eigenvalues instead of n. The integration of the second term can
be carried out analytically with the approximation, Φ(k; xi) ≃
√
1/L exp(ikxi). This is valid
in the low temperature regime, which we are interested in, because the continuous states are
higher energy states and give just a corrective contribution. Then
L
2pi
∫ ∞
−∞
dk
| Φ(k; xi) |2
ω2m + λ(k)
≃ 1
2pi
∫ ∞
−∞
dk
1
ω2m + k
2 +∆g
=
1
2
1√
ω2m +∆g
.
Next we consider the summation over ωm. In order to obtain the tunneling rate, we calculate
the bounce solution and substitute it into the action. The bounce solution has a characteristic
time scale, ω−1B , which is shown in Fig. 5. Then the main contribution to the summation over
ωm comes from terms with ωm ≃ ωB. Now we expand Sharm into powers of ωm up to the second
order; ∑
m
X(ωm)X(−ωm)
|Φ0(xi)|2
ω2m+λ0
+ 1
2
1√
ω2m+∆g
≃∑
m
(M0ω
2
m +K0)X(ωm)X(−ωm), (21)
where
M0 =
| Φ0(xi) |2 + λ
2
0
4∆g
√
∆g(
| Φ0(xi) |2 + λ0
2
√
∆g
)2
and
K0 =
λ0
| Φ0(xi) |2 + λ0
2
√
∆g
.
This approximation is relevant under the condition of ω2B/λ0 ≪ 1. Here ωB is the characteristic
energy of the motion of the phase variable at the impurity site, X(τ), and λ0 is that of the
spatial fluctuation, Φ0(x), around the ground state. Then condition, ω
2
B/λ0 ≪ 1, means the
spatial fluctuation around the ground state follows the motion of X(τ) adiabatically. This
condition is checked self-consistently later.
Finally we obtain the total effective action as
Sefftotal = C
∫
dτ

1
2
M0
(
∂X
∂τ
)2
+ Uimp(X)

 ,
9
where Uimp(X) is the potential energy given by eq. (14) withX = φi−φs(xi). Here the harmonic
term of the potential, K0X
2 in eq. (21), is removed in order to avoid a double counting. We are
interested in the tunneling near the threshold field, εc, where we can expand Uimp into powers
of X and obtain
Uimp(X) ≃ aimpX2 − bimpX3,
where
aimp =
1
2

−4
(
−ε+ 1
M
sin(Mφsi)
)
v sin(χ+ φsi)
+ v cos(χ+ φsi)


and
bimp =
1
6

−
(
4
(
−ε+ 1
M
sin(Mφsi)
))2
(v sin(χ+ φsi))
3 +
4 cos(Mφsi)
v sin(χ+ φsi)
+ v sin(χ+ φsi)

 .
Here φsi ≡ φs(xi), which is determined by eq. (9) for each field. Then the effective action near
εc is
Seff = C
∫
dτ

1
2
M0
(
∂X
∂τ
)2
+ aimpX
2 − bimpX3

 . (22)
3.2 Quantum Tunneling Rate near the Threshold Field
We calculate the tunneling rate using the effective action near the threshold field. The tunneling
rate within the WKB approximation is given by
Γimp ∝ exp [−Seff [XB]/h¯]
where XB(τ) is the bounce solution of the equation of motion which is derived from Seff as
−M0∂
2X
∂τ 2
+ 2aimpX − 3bimpX2 = 0.
This equation of motion can be solved analytically and gives the solution as
XB(τ) =
AB
cosh2(ωBτ)
,
where
AB =
aimp
bimp
,
ωB =
√
aimp
2M0
.
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Substituting XB(τ) into Seff [X ] and carrying out the τ -integration, we obtain the tunneling
rate as
Γimp ∝ exp

−C
h¯
8
15
√
2M0
a
5
2
imp
b2imp

 . (23)
The obtained tunneling rates are shown in Figs. 6 and 7. Here we take the ratio of the effective
mass of the CDW to the mass of the band electron as m∗/mb = 1 × 103. This parameter
determines a value of C (see eq. (3)). The v-dependence of the tunneling rate is shown in Fig. 6
for M = 4 and χ = −pi/M , which gives the minimum value of the classical threshold field. On
the other hand, the χ-dependence of the tunneling rate is shown in Fig. 7 forM = 4 and v = 1.
The condition, ω2B/λ0 ≪ 1, that means the present effective action is relevant, is satisfied in
all the region in Figs. 6 and 7. We also note that the WKB approximation is relevant in the
region of − ln Γimp = Seff [XB]/h¯ < 1.
The results shown in Figs. 6 and 7 can be expressed as
Γimp ∝ exp

−γ(v, χ)
(
1− ε
εc(v, χ)
)α(v,χ) . (24)
Here α is a kind of generalized critical exponent and γ is some factor. The v and χ-dependencies
of α are shown in Figs. 8 and 9, respectively. When v exceeds 2 in the case of χ = −pi/M
(M = 4) and χ exceeds −7pi/(8M) (M = 4) in the case of v = 1, either of the two conditions
corresponding to the relevances of the present effective action, ω2B/λ0 ≪ 1, and of the WKB
approximation gradually becomes invalid at any electric field. This means the present effective
model is relevant in a limited region in the parameter space. Dependencies of γ on v and χ are
shown in Fig. 10 and Fig. 11. In the relevant region, α depends on v strongly, but does not on
χ.
In the absence of the impurity, an effective theory near the threshold field was given by
Nakaya and Hida (NH) based on the scaling argument. [3] The effective action of this theory is
obtained by expanding U(φ), eq. (13), at the inflection point, which yields This effective action
is scaled as
SE−eff = C
(
a1
b1
)2 ∫
dτ˜dx˜

1
2
(
∂φ˜
∂τ˜
)2
+
1
2
(
∂φ˜
∂x˜
)2
+ φ˜2 − φ˜3


where φ˜ = (a1/b1)φeff , τ˜ =
√
a1τ , x˜ =
√
a1x, φeff = φ − pi/(2M) + (2/M)
√
(1− ε/εT)/2,@
a1 ≡
√
(1− ε/εT)/2, and b1 ≡ (1/3!)M . . Therefore we obtain the electric field dependence of
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the tunneling rate, Γ0, without any knowledge about the bounce solution as
Γ0 ∝ exp
[
−B0
(
1− ε
εT
)1]
.
NH evaluated B0 numerically as
B0 ≃ C
h¯
6.2× 10
M2
,
in the present notation. We compare the present result with NH’s. In the limit of vanishing
impurity potential, α in eq. (24) tends to unity which was given by NH in the absence of the
impurity. On the other hand γ in the present model, around 6×101, is about three times larger
than that given by NH (B0 ≃ 2.0× 101 for the present parameter.).
We conclude that in the presence of the impurity α is larger than unity in the absence of
the impurity. In the small limit of v, however, α becomes close to unity. Values of γ given
by the present calculation is about three times larger than that given by NH. Then present
results in the small v limit shows the consistency with those of NH qualitatively, however, does
not show exact coincidence quantitatively. The present effective model is applicable when the
localized fluctuation can follow the motion of the phase at the impurity site, X(τ), adiabatically.
Then the origin of the v-dependence of α seems to come from the existence of the localized
fluctuation over the length scale of ξ around the impurity, as in the case of the lowering of the
classical threshold field. [4] We also conclude that the impurity can enhance the tunneling rate
near the threshold field, because α > 1 in that case. According to the scaling argument by
NH, [3] the lower dimensional system has larger α: spatial dimension = 1, 2 and 3 have α =1,
3/4 and 1/2, respectively. Then α > 1 means that the impurity brings the 1D system to the
lower-dimensional system effectively.
4 Conclusion and Discussions
We have investigated the quantum depinning of the commensurate CDW with one impurity
at absolute zero temperature theoretically. The impurity causes the different electric field
dependence of the tunneling rate from that in its absence and enhances the quantum depinning.
In this issue, the fluctuation around the ground state plays an important role. It is described
by the eigenvalue equation (10). In the absence of the impurity the eigenvalue equation has
no bound state. On the other hand, in the presence of the impurity under the condition of
−pi/M ≤ χ < −pi/(2M) the eigenvalue equation has a bound state, which means there is a
spatially localized fluctuation around the impurity. This localized fluctuation which is induced
by the impurity is the origin of the local sliding around the impurity and assists the depinning.
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Finally we discuss future problems. The model which has been treated in the present paper
offers some fundamental understandings of the effects of impurities on the depinning of the
commensurate CDW. However, it is an idealized model. In actual cases, the following three
points are important; dissipation, a finite density of impurities and three dimensionality. The
dissipation is neglected in the present model. In the model once the local sliding occurs, the
sliding expands to the whole system by the energy gain from the electric field. If a strong
dissipation exists, however, the local sliding will be affected. Realistic systems contain not only
one impurity but a finite density of impurities. However, the present result is expected to be
applicable to the commensurate CDW with dilute but with macroscopic numbers of impurities
where the inverse of the impurity density is larger than the phase coherence length, ξ. The
depinning will be triggered by the local sliding at the optimal impurity site, χ = −pi/M . The
effects of the high density of impurities is remained as a future problem. In one-dimensional
systems, the impurity, a zero-dimensional object, has stronger effects than in higher dimensional
systems. Generalization of the present model to three dimensional systems is left for future
studies.
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List of Figures
Figure 1: A schematic picture of two kinds of the configurations, Config.1 and 2, with respect
to χ. The potential in the absence of the impurity is U = −εφ+ (1− cosφ)/M2.
Figure 2: The ground state configuration of the phase, φs(x), in the presence of the impurity.
The solid line is φs(x) for a choice of M = 4, v = 1, χ = −pi/M and ε = 0.1.
Figure 3: The potential curves in the presence of an impurity for a choice ofM = 4, χ = −pi/M ,
v = 1 and ε/εc = 0.90. The origin of the potential is set at φi = φs(xi) = 0 and Uimp(φs(xi)) = 0.
The approximated Uimp in terms of X
2 and X3 (X = φi − φs(xi)) is represented by the dotted
line. For φi > φi−max, there is no optimal configuration.
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Figure 4: (a): A typical example of Vs(x) for a choice of M = 4, χ = −pi/M , v = 1 and
ε/εc = 0.95. (b) and (c): Normalized eigenfunctions of the discrete eigenvalue. There are only
two bound solutions, Φ0(x) and Φ1(x).
Figure 5: One bounce solution. Its typical time scale is ω−1B .
Figure 6: The tunneling rates in the presence of the impurity for M = 4 and χ = −pi/M . The
electric field dependencies are different each other for various v values. The dotted line shows
the result of Nakaya and Hida.
Figure 7: The tunneling rates in the presence of the impurity for M = 4 and v = 1. The
electric field dependencies are not so different each other for various χ values.
Figure 8: The v-dependence of α forM = 4 and χ = −pi/M . As v is getting smaller, α becomes
smaller. When v = 0, α(0) = 1, which is given by Nakaya and Hida by the scaling argument.
When v exceeds 2 in the case of χ = −pi/M (M = 4), the present calculation gradually becomes
unreliable.
Figure 9: The χ-dependence of α for M = 4 and v = 1. In this case, α does not depends on
χ strongly. When χ exceeds −7pi/(8M) (M = 4) in the case of v = 1, the present calculation
gradually becomes unreliable. Note that the left most data point (open square) should be
considered as semiquantitative one because of irrelevancy of the approximation we took (see
text).
Figure 10: The v-dependence of γ for M = 4 and χ = −pi/M . Values of γ distribute around
the value, 6× 101.
Figure 11: The χ-dependence of γ for M = 4 and v = 1. The value of γ monotonically
increases as χ decreases. Note that the left most data point (open square) should be considered
as semiquantitative one because of irrelevancy of the approximation we took (see text).
16
Config.1
Config.2
U
x
x
i
f
+
-
Fig.1
-10 -5 0 5 10
(pi/Μ)
x−x
i
1
2
0
ε=0.1 χ=−pi/Μ
M=4 v=1
φ
l
φ
l
φ
s
φ/
c
φ*
Fig.2
-0.1
-0.05
0
0.05
0.1
0.15
0.2
-0.5 0 0.5 1
U
imp
Approximated U imp
ε/ε
c
=0.90
X
φ
i-max
Fig.3
V
s
x-x
i
δ−
λ
λ
ε/ε
v=1
∆
g
Φ0
x-x
i
ε/ε
λ
Φ
Fig.4(b)
Φ
1
x-x
i
ε/ε
λ
Φ
Fig.4(c)
tX
B
0.001
0.01
0.1
1
10
100
0.001 0.01 0.1
NH
-
ln
Γ i
m
p=
S e
ff[X
B]
1-ε/ε
c
M=4
χ=-pi/M
Fig.6
0.001
0.01
0.1
1
10
100
0.001 0.01 0.1
-
ln
Γ i
m
p=
S e
ff[X
B]
1-ε/ε
c
-
pi/M
-31pi/(32M)
-15pi/(16M)
-7pi/(8M)
Fig.7
0.9
1
1.1
1.2
1.3
1.4
1.5
0 0.5 1 1.5 2 2.5
α
v
Fig.8
1.2
1.25
1.3
1.35
1.4
1.45
1.5
α
χ
-
pi/M -pi/(2M)
-7pi/(8M)
-3pi/(4M)
M=4
v=1
Fig.9
20
40
60
80
100
0.001 0.01 0.1 1 10
γ
v
M=4
χ=-pi/MNH
Fig.10
20
40
60
80
100
120
γ
χ
M=4
v=1
-
pi/M -pi/(2M)
-7pi/(8M) -3pi/(4M)
Fig.11
