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Abstract 
Kedzierawski, A.W., The inverse scattering problem for time-harmonic acoustic waves in an inhomogeneous 
medium with complex refraction index, Journal of Computational and Applied Mathematics 47 (1993) 83-100. 
The inverse scattering problem of determining the complex refraction index of a compact inhomogeneous 
medium from a knowledge of the far-field patterns of the scattered fields corresponding to many incident 
time-harmonic plane acoustic waves is solved by using the Colton-Monk method. Again, by using the same 
method, the analogue of Karp’s Theorem for the scattering of acoustic waves through an inhomogeneous 
medium with compact support is proven. 
Keywords: Inverse scattering problem. 
1. Introduction 
This paper considers the inverse medium problem of determining the absorption of sound in 
an inhomogeneous medium from a knowledge of the far-field patterns of the scattered fields 
corresponding to many incident time-harmonic plane waves. The inverse scattering problem for 
acoustic waves in an inhomogeneous medium is difficult to solve, since it is both nonlinear and 
improperly posed. 
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Therefore, to simplify the problem, most existing inverse algorithms reconstruct the sound 
velocity assuming that the attenuation coefficient is negligible (cf. [4,5,7,8]). We will not make 
this assumption, but instead of attempting to reconstruct the sound velocity, we shall recon- 
struct the attenuation by assuming that the inhomogeneity of the medium is only caused by its 
attenuation coefficient, 
Our interest in reconstructing the absorption coefficient is motivated by its medical applica- 
tions. In particular, for biological tissue, a knowledge of the absorption coefficient may provide 
important diagnostic information, since absorption for some biological media is very sensitive to 
structural changes in the medium. For example, the absorption of a normal tissue may differ 
considerably from the absorption of a pathological tissue, while other acoustical parameters of 
the medium, such as density and speed of sound, may differ only slightly. Generally, density 
and sound velocity are only weakly dependent on structural changes (cf. [12,14]). 
A knowledge of the absorption coefficient may also provide significant information for the 
diffraction tomography since the absorption coefficient for different types of biological media 
varies notably, while the speed of sound varies much less [22]. 
There are two main methods for solving the inverse medium problem (cf. [9]). The first 
approach, Linear Methods, is to simplify the problem by linearization, while the second 
approach, Nonlinear Methods, considers the full nonlinear problem. Our approach is patterned 
after the Nonlinear Method discovered by Colton and Monk (cf. [4,5,7,17]). The main idea of 
this method is to stabilize the inverse problem by formulating it as a nonlinear optimization 
problem. 
The orthogonal projection method of Colton-Monk has several advantages. Most of the 
previous solutions of the inverse problem require a direct scattering problem to be solved at 
each step of the iteration scheme, while by using the Colton-Monk method it is possible to 
avoid this disadvantage. Also, the number of unknown functions in the optimization scheme 
does not depend on the number of incident fields, but only depends on the number of different 
frequencies of the incoming waves. Moreover, if we have more data, we can determine the 
solution of inverse problem with better accuracy without increasing computational effort 
considerably. 
This method has been used to simplify the proof of Karp’s Theorem as well as to develop 
various new forms of the Karp’s Theorem under differing assumptions. Karp’s Theorem in 
acoustics state that if the far-field patterns have the form F,(x^ - 61, where _? is the direction of 
scattered wave and & is the direction of the incident wave, then in the case of the inverse 
obstacle scattering problem, the object is a ball and in the case of the inverse medium problem, 
the medium has to be spherically stratified [2,15]. 
In Section 2, we define the direct and inverse problem under consideration, then solve the 
direct scattering problem when the scattering object is an inhomogeneous medium of compact 
support. The inhomogeneity of the medium is caused by its complex absorption. Next, we 
discuss the properties of far-field patterns. In Section 3, we examine the inverse medium 
problem by using the Colton-Monk method. Since in our case the absorption coefficient is 
complex-valued, our approach is valid for all waves numbers. Finally, in Section 4, we shall 
prove Karp’s Theorem for an inhomogeneous medium with compact support by using again the 
Colton-Monk procedure ([2] only considered the two-dimensional problem, whereas here we 
are concerned with the case of three dimensions). 
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2. Far-field patterns 
Consider the propagation of acoustic plane waves through an inhomogeneous medium in 
three-dimensional Euclidean space. The behaviour of an acoustic wave is determined by the 
frequency of the propagating wave and by the three following properties of the medium: its 
density, its sound velocity and its absorption. Assume that the wave frequency is a known 
constant. Let c(x) denote the local speed of sound and y(x) 2 0 the absorption 
(attenuation, damping) coefficient, where x E R3. 
In the linearized theory of acoustics the wave motion can be determined from a velocity 
potential U(x, t) (cf. [3]). Assuming that the density is slowly varying, it can be shown that U 
satisfies the following wave equation: 
a2u au 
- +yat -c2AU=0. 
at2 
(2.1) 
Suppose the acoustic propagation is a time-harmonic plane wave with frequency w > 0, so 
that U(x, t) = u(x)e-‘“‘. Let c(x) = cO. Under these assumptions u, the space-dependent part 
of the velocity potential, satisfies the reduced wave equation 
Au + k2p(x)u = 0, (2.2) 
where the wave number k = o/c0 and 
(2.3) 
The function p is called the in& of refraction. 
Assume that an incoming time-harmonic acoustic wave u’(n) = eik(a’,x) is scattered by the 
inhomogeneous medium having an unknown index of refraction. Here, (&;, X) denotes the 
scalar or dot product between & and x. 
The above considerations motivate us to investigate the following mathematical problem. 
Determine the velocity potential u of the total field such that u E C2(R3) and 
where us 
condition 
make the 
A,u + k2[1 + im(x)]u = 0, in R3, (24 
u = ui + us, (2.5) 
Fit r(E -iku‘) =O, (2.6) 
denotes the scattered field, m(x)= r(x)/k, r = Ix I and the Sommerfeld radiation 
(2.6) is assumed to hold uniformly for x^ =x/ 1 x I on the unit sphere M2. We also 
assumption that m is positive and continuously differentiable, and that 
B = {X E R3: m(x) # 0) (2.7) 
is a simply connected set which contains the origin. Now, it is known that the scattered wave us 
has the asymptotic behaviour 
e ikr 
u”(x) = --F(.z;k, &)+0 
r (2.8) 
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The function F(zZ; k, 2) is called the fur-field pattern corresponding to the incident wave ui 
with wave number k and the direction of propagation 6. 
Definition 2.1. Direct problem: Assuming that m and ui are known, compute F(i; k, 6). 
In this paper, we will essentially be concerned with the following inverse scattering problem. 
Definition 2.2. Inverse problem: From knowledge of the far-field patterns F(x^; k, C;j) corre- 
sponding to the incident plane waves U; with direction hj, j = 1,. . . , n, determine the function 
m. 
The direct scattering problem seems to be easier to solve than the inverse scattering 
problem. In this section we prove, quite simply, the existence of a solution for the direct 
problem. On the other hand, the inverse scattering problem is extremely difficult to solve, since 
it is both nonlinear and improperly posed. In particular, there is not a linear relationship 
between the F, ui and the function m, and a small perturbation in F may result in either large 
changes of m or the problem is not even solvable. There still exist some basic theoretical 
questions concerning the inverse scattering problem such as uniqueness and existence of 
solutions [13,19,21]. 
Before discussing the direct scattering problem, we recall the basic properties of far-field 
patterns (cf. [3]). 
Let p denote the radius of the ball (with its center at the origin) which contains the set B. 
Then from Green’s formula, we have that, for I x I > b > p, 
u”(x) = / 
aRb 
where n is the unit outward normal to the sphere a&!, = {x: I x I = b) and 
@(x, Y> = 
ew[iklx-yl] 
4TrIx-yl . 
(2.9) 
(2.10) 
Hence, letting x tend to infinity, we see that the far-field pattern F(i; k, 6) has the 
representation 
(2.11) 
Proving the existence of a solution for the direct scattering problem implies that F(P; k, &) is 
uniquely determined by the functions ui and m for all positive values of the wave number k. 
This is easily done by noting that the scattering problem (2.4)-(2.6) is equivalent o the integral 
equation 
u(x) = e ik(x, c?) + ik2 //@(x, Y)~(Y)u(Y) dy, x E R3, 
B 
(2.12) 
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or, in an obvious operator notation, 
f6 = u - ik2Tu, (2.13) 
where T: L2(B) + L2(B> and f&(x) = eikcx,‘) Hence, F(;; k, G) is well-defined, provided that . 
I - ik2T is invertible on L2(B>. To this end, we have the following theorem. 
Theorem 2.3. The operator (I - ik2T) -I exists and is a bounded linear operator on L2( B) for all 
positive values of the wave number k. 
Proof. By the Fredholm alternative, it suffices to show that the only solution of the homoge- 
neous equation 
u - ik2Tu = 0 (2.14) 
is u identically equal to zero. But if u satisfies (2.141, then u also satisfies the Helmholtz 
equation 
Au - k2u = 0, in R3\B, (2.15) 
and the Sommerfeld radiation condition (2.6). Since k is a real number, we have from Green’s 
formula that 
Im/ 
au 
u-ds = 0, 
afi, an 
(2.16) 
where tib = (x: I x 1 > b) 13 B. Hence, from [3, p.781 we obtain that u(x) = 0 for I x ) > b. Then, 
by the unique continuation property for the solution of the Helmholtz equation, u(x) = 0 for 
x E R3\B. Because the function u is obviously continuous, it therefore vanishes on aB. Again, 
using Green’s Theorem and taking into account the boundary condition and (2.4), and 
comparing the imaginary parts, we obtain 
Im//E Au dx+ //k2mIu(2 dx=O. (2.17) 
B B 
But 
Im//ti Au dx=ImiBuzds=O. 
B 
(2.18) 
Since the constant k2 and the function m are positive, (2.17) and (2.18) imply that u = 0 in 
L2(B>. This completes the proof. q 
Now, we will concentrate only on the inverse scattering problem. Let 9- be the set of 
far-field patterns F(x^; k, C;) corresponding to the incident fields of the form u’(x) = eikcx,‘), 
where IS I = 1. We want to show that if the solution to a certain boundary-value problem 
exists, then the elements of the set Y are all clustered around a hyperplane in L2(afln> where 
a0 is the unit sphere in R3. This approach is based on the orthogonal projection method of 
Colton and Monk (cf. [4,5,7,17]). The numerical examples of this technique are presented in 
[5-81. 
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The boundary-value problem we are concerned with is the following. Find u E C2(n,) n 
Cl@&), w E C2(0,> n C’(n,>, w h ere 0,=(x: 1x1 <b}, b>p, such that 
A,u+k2[1-iim(x)]u=O, in fib, (2.19) 
A,w + k2w = 0, in fib, (2.20) 
e -ikr 
,y-_w=- 
r ’ 
on aa,, (2.21) 
au ao a epikr 
--- 
dr dr = aY r ’ 
on XL?,, (2.22) 
where r = I x I. Such a solution is called a classical solution. For motivation, assume that the 
classical solution exists and o is a Herglotz wave function, that is, a solution of the Helmholtz 
equation in R3 with the representation 
O(Y) = /$P) ew[ik(C Y)] d.@), (2.23) 
where g E L2(&?) is the Herglotz kernel of o. Then from (Z.lI), by changing the order of 
integration, we obtain that for every & and fixed k, 
(2.24) 
Using the boundary conditions (2.21), (2.22) gives 
I = I, - I, ) 
where 
1, = 1 
/( 
aiJ au 
4T af2, 
uay-Eay ds, 
1 
‘2=&-&$-$; ds. 
I 
It is easily shown that the integral I, is equal to zero. Now, we will calculate 1,: 
ikr 
I,=/ 
ikr aus 
aRh 
us-&-&, 
(2.25) 
(2.26) 
eikr a 
--e 
r dr 
But 
/i 
a eikr 
us- - 
aRb 
ar r 
“; y} ds=-&~~-$~) ds, 
Now we will estimate the last integral of (2.28): 
US- ylr (irk - 1) - 
eikr aus 
-F} ds=~aR{$r[iku”- g]) ds r 
(2.27) 
(2.28) 
e ikr 
- 
J 
u+ds. 
anR 
(2.29) 
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Since the function us satisfies the Sommerfeld radiation condition (2.6) and U”(X) = O(l/ I x 1) 
[3, p.711, the integral (2.29) goes to zero when R tends to infinity. To this end we need to 
evaluate the last integral of (2.27). The integral 
Ii 
ik(x sja eikr eikr a 
e 2 -_-_-_e i&x,3 ds = _ eWG) = _ 1 > (2.30) 
30, ar r r dr 1 
because the function elk(x,B) is a solution of the Helmholtz equation and the representation 
theorem for the solutions of the Helmholtz equation (cf. [3, p.681). Taking into account (2.251, 
(2.26), (2.30) and using the estimate of (2.29), we conclude that 
/ ( F 2, k; Q(i) ds(f) = 1. af2 (2.31) 
The equality (2.31) plays a central role in the Colton-Monk procedure for solving the inverse 
scattering problem. In particular, using (2.31) and a knowledge of F(x^; k, C;), we try to 
determine the kernel function g, and from the boundary-value problem (2.19)-(2.22) we 
reconstruct the function m. For details in the case when m is purely imaginary, see [7]. This 
approach is exactly the same in our case, provided we can establish the existence and 
approximation properties of solutions to (2.19)-(2.22). We now turn our attention to this 
problem. 
3. The interior transmission problem 
To solve the boundary-value problem (2.19)-(2.221, we will use a procedure which is 
analogous to the method discovered in [7]. After Colton-Monk, we will call boundary-value 
problem (2.19142.22) the interior transmission problem. 
For further considerations we need the following definitions. 
Definition 3.1. The Hilbert space Lf!,JB) is the set 
U(X): U(X) is measurable, j+(*)I+)12 dx<m , 
B I 
with the inner product defined by 
(f, d = [-m(x)f(x)s(x) dx. 
Let us recall that the function m is positive and the region B is defined by (2.7). 
Definition 3.2. Let j,(k ( x 1) denote the spherical Bessel functions and Y,“(..?;> the spherical 
harmonics (cf. [ll]). Then H is the vector space 
H=span{j,(kIxI)~m(x^): I=O, 1, 2,..., -I<m,<I}, 
and p is the closure of H in L;(B). 
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Definition 3.3. The pair {u, w) is said to be a weak solution of the interior transmission problem if 
(a) w E H; 
(b) u E L:(B) satisfies the integral equation 
u(x) = W(X) - ik2/l s(x, Y)m(Y)u(Y> dY, 
B 
where &(x, y) is the complex conjugate of the fundamental solution (2.10); 
(c) for x E %2,, 
ik2//s(X, y)m(y)u(y) dy = s. 
B 
Note that by taking the conjugate of the identity (c) in Definition 3.3 and by appealing to the 
uniqueness of the solution to the exterior Dirichlet problem for the Helmholtz equation [3, 
p.781 and the unique continuation property of solutions of the Helmholtz equation, we see that 
u - o, as defined by part (b) of Definition 3.3, satisfies the boundary data (2.211, (2.22). Finally, 
let us observe that every classical solution of the interior transmission problem is also a weak 
solution. 
Remark 3.4. There exists at most one classical solution of the interior transmission problem. 
One can prove the above statement by using Green’s formulas in a standard way. However, 
we will not present the proof since Remark 3.4 follows from Theorem 3.5 below and the fact 
that every classical solution is also a weak solution. 
Theorem 3.5. There exists at most one weak solution of the interior transmission problem. 
Proof. Suppose there exist two weak solutions of the interior transmission problem and 
consider their difference {u, 0). Then {u, o} is a solution of the integral equation 
U(X) =0(x) - ik’//ab(x, y)m(y)u(y) dy, XE [w3, (3.1) 
B 
or, in operator notation 
v = o - ik2T*v, 
for T * : L:(B) + Lk( 23). We also have the following condition: 
/“5(x, Y)m(Y)u(Y) dY = 0, x E afi. 
B 
The equality (3.3) and the addition formula for Bessel functions (cf. [ll]) 
eiklx-yl 
4rlx-Yl 
=ike k j,(kJxI)Y,” IYI < 1x1, 
n=O in= --n 
(3.4) 
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where h’,‘)(k I x I> is a Hankel function of the first kind, imply that 
j--m(y)v(y)h(y) dy = 0, 
B 
P-5) 
for h E H, and hence for h E fl. 
We will prove that (3.2) has, for w E E and LI I H, only the trivial solution w = u = 0. The 
above formulation is equivalent to the theorem being proved. 
Let {w,) E H be a sequence such that o,, -+ w in L;(B). The proof of Theorem 2.3 implies 
that the operator (I - ik2T)-’ is well-defined and bounded on L;(B). Therefore, by the 
Fredholm Alternative, the operator (I - ik2T *I-’ is bounded. Hence, the sequence u, = (I - 
ik2T*)-lo, is uniquely determined by o,, and u, goes to u in L:(B). 
Since the functions w, satisfy the Helmholtz equation 
Aw,+k2m,=0, in B, (3.6) 
and u,, w, satisfy (3.1), we obtain 
Au, + k2[1 - im(x)]u, = 0, in B. (3.7) 
In fact, the functions w, are defined on [w3. Therefore, we can extend w, and u, to 
0, = Ix: I x I < r-1 2 B such that (3.21, (3.6), (3.7) hold. 
Using (3.61, (3.7) and Green’s second theorem, we have 
// mv,o, dx. 
B 
Repeating the same arguments, we will obtain 
- 
Im 
/ 
hll 
w,- = 0. 
aR, an 
Analogously, 
Irn~o~~~ds = // k2m(x) I u, I 2 dx. 
B 
(3.8) 
P-9) 
(3.10) 
Now, combining (3.8)~(3.101, we obtain 
I, = 
/( a0 
,;,-,,);(,,-qz) ds 
a_ a_ 
= - OJ,--vu, - u,--o 
an an n 
ds. (3.11) 
Hence, 
(3.12) 
Now, we will calculate the integral I,. 
respectively, gives 
Let x E X!. Substituting u, w in (3.1) by o,, u,, 
v, -w, = ik2 //?(x, Y)~(Y)v,(Y) dy. 
R 
(3.13) 
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Taking the conjugate and the normal derivative, we have 
-&(va - wn) = -ik’& j”” @(x7 Y>m(Y>K(Y> dY- 
x If2 
Therefore, 
I,=k4/ T *v -TV, dx, 
af2 
,,a; 
x 
(3.14) 
(3.15) 
where 
T*v, = //5(x> Y)~(Y>v,(Y) dy. 
R 
(3.16) 
We will show that Z, goes to zero as II approaches infinity. Let us define the operator S: 
Sv = &TV. (3.17) 
Y 
Since (a/&z,)@(x, y) is continuous at the neighborhood of an, 
sv = -&TV = j-;@(x, Y)~(Y)~(Y) dy> 
x x 
(3.18) 
and hence the operator S is continuous. The Schwarz inequality implies that the functional 
sequence {T * v, Su,} converges uniformly on aa. The uniform convergence and continuity of 
the operator T * and S gives 
I = lim I, = 
/ 
T*vSv dx. 
n+m ai2 
We will now show that Sv = 0 on an. Using the expansion 
(3.19) 
@(x, y)=ik 5 2 j,(klyl)Ynm 
n=O in= --n 
(3.20) 
where h’,‘)( k I x 1) is a Hankel function of the first kind, we see that 
(Sv)(x) = ikLG 5 2 h’,l’(k I x I)ymi &).iJk I Y I)Tm[-&)m(Y)fi(Y) dY. 
x n=O m=-n 
(3.21) 
Since the series (3.20) converges absolutely and uniformly with respect to the variables x, y, it 
can be differentiated term by term with respect to x and then we can interchange in (3.21) the 
order of summation and integration. Finally, using the fact that v E H I, we obtain Sv = 0 on 
MI. Therefore the integral Z = 0. Taking the limit with respect to IZ at (3.12), we see that 
/,mlv12 dx=O. Th is is equivalent to v = 0 in L%(B). Equation (3.2) implies that o = 0 and 
completes the proof. 0 
Now, we shall answer the question about the existence of a weak solution to the interior 
transmission problem. 
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Theorem 3.6. There exists a weak solution to the interior transmission problem. 
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Proof. Let H,, = span{ j,( k I x I >Y,“( 2): 1= 1, 2, . . . , - 1 G m G I}. The orthogonal complement of 
H0 in H has dimension one. Choose $ be the unit vector at BO’ c H. Now, let us consider the 
equation 
u - ik2PT”u = ik2PT*$, (3.22) 
where P is the projection operator from L:(B) to H 1 and the operator T* is defined by 
(3.16). Since the operator T * is compact and the operator P is linear and bounded, the 
operator PT * is compact. 
We first prove that the homogeneous equation 
u - ik2PT”u = 0 (3.23) 
has only the trivial solution and hence by the Fredholm Alternative there exists a unique 
solution of (3.22). If u is a solution of (3.231, then u = ik*PT*u. Therefore, Pu = u, so 
UEHI. 
Let T *u = PT *u + o, where w E H. Then (3.23) is equivalent to 
u - ik2T”u = ik2W. (3.24) 
The function ik2W belongs to H. We have already proven (see the proof of Theorem 3.5) that 
(3.24) has only the trivial solution if u E fl I. Therefore (3.22) has a unique solution. Let us 
denote it by ;. We see that the form of (3.22) shows that I/ E p I. 
Now define 
- 
b= -’ 
k2(+, jO) * 
The formula (3.25) is well-defined since ($, j,) # 0. Define 
~=b(v++). 
We have 
u-ik2PT*u=b(ik2PT*++$-ik2PT*cC,)=b$. 
Let 
T”u= -h +PT*u, 
where h E a. Then (3.27) takes the form 
u - ik*T*u = be + ik2h. 
Since the function z = b$ + ik2h E H, u E L:(B) satisfies (3.291, the pair (u, z} 
conditions (a> and (b) of Definition 3.3. We shall prove that u satisfies also condition - 
First, notice that if h E II,, then, since v E g l, JI E F&l, 
(u, h) =b(v + +, h) = b(v, h) + b(+, h) = 0 
and 
k*(u, jO) = k2b( v + @, j,) = k2b($, j,) = -i. 
(3.25) 
(3.26) 
(3.27) 
(3.28) 
(3.29) 
satisfies 
(cl. 
(3.30) 
(3.31) 
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Conditions (3.30), (3.31) and the addition formula for Bessel functions (3.4) imply, as in the 
proof of Theorem 3.5, that 
ik2 /II ( 5 x, 
B 
for x E MI. This ends 
,-ik1.x 
Y)~(Y)~(Y> dy = 1x1) 
the proof. q 
(3.32) 
Before introducing the further properties of weak and classical solutions for the interior 
transmission problem, we shall consider a modification of the boundary-value problem which 
indicate the extent to which general inhomogeneous boundary data can be prescribed. 
Let us consider the following boundary-value problem. Given 4 E C(D), D cB, find 
u E C2(&,) n C1(fF& w E C2U2,> n C’(n,>, w h ere a,, = {x: I x I < b), b > p, such that 
A,u + k2[1 - im(x)]u = 0, in 0,, (3.33) 
A,w + k2W = 0, 
v--o =&, 
au aw a 
--- 
ar ar=G” f 
where r = I x I and 
in flnb, 
on XI,, 
on an,, 
(3.34) 
(3.35) 
(3.36) 
(3.37) 
Such a solution is called a classical solution. 
For the purpose of motivation, assume that the classical solution of the modified boundary- 
value problem exists, and the function o is a Herglotz wave function with the kernel 
g E L2(&?). Then, repeating the arguments and steps of (2.24)-(2.301, we obtain 
iOF(P;k, &)g(,;> ds(i) = //m(y)$(y)eiL(Y,“) dy, 
D 
(3.38) 
recalling that F is a far-field pattern corresponding to the incident field eik(x,‘). Let us now 
define the weak solution of the modified interior transmission problem. 
Definition 3.7. We say that the pair {u, w} is a weak solution of the modified interior transmission 
problem if 
(a) w EH (in L2,(B)); 
(b) u E L$(I?) satisfies the integral equation 
u(x) =~(x> - ik’//s(x, Y)~(Y)~(Y) dy, 
B 
where @x, y) is the complex conjugate of the fundamental solution; 
(c) for x E an, 
ik’//@x, Y>~(Y)~Y) dy =f+, on a% 
B 
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where 
and DcB. 
It is exactly the same as in the interior transmission problem; we observe that the classical 
solution is also a weak solution of the modified interior transmission problem. We also have 
from our previous analysis that there exists at most one classical solution of the modified 
interior transmission problem and there exists at most one weak solution of the modified 
interior transmission problem. 
The proof of the existence of a weak solution to the modified interior transmission problem 
is totally different from the proof of existence of the weak solution for the interior transmission 
problem and, surprisingly, is much easier. 
Theorem 3.8. There exists a weak solution of the modified interior transmission problem. 
Proof. Let us denote by A4 the subset of L:(B) such that elements of M satisfy condition (c) of 
Definition 3.7. The set A4 is closed, convex and nonempty. The function (ik2>-r+(y)xo 
belongs to M, where the symbol x0 denotes the characteristic function of set D. Let u0 be an 
element from A4 such that 
(3.39) 
Since L;(B) is a Hilbert space and the set it4 is no_nempty, convex and closed, the element u. 
exists. We will show that element u. belongs to H. Let P be an orthogonal projector from 
L;(B) to HI, so 
II 00 II 2 = II PqJ II 2 + II uo-Pvol12> IIuo-Puol12. (3.40) 
But the vector u. - Pu, belongs to A4 because u. E M, Pu, E H 1 and 
ik2//@(X, Y>~(Y>(~~-P~,) dy =f+ - ik2/s(X, y)m(y)Pu, dy7 (3.41) 
B B 
where the addition formula (3.4) and the fact that Pv, E p * imply that the last integral in the 
above expression is equal to zero. Therefore, (3.40) implies that II Pu, II = 0, which means 
U,EI?. 
Now let us consider the equation 
h + ik2PT*h = -ik2PT*vo, (3.42) 
where the operator T * is defined by (3.2). We shall prove that (3.42) always has a solution in 
L2,( B). 
Consider the homogeneous equation 
4 + ik2PT *$ = 0. (3.43) 
If $ is a solution of (3.43) in L$(B), then $ belongs to E I, since P$ = - ik2PPT *+ = 
-ik2PT*$ = +. Let ik2PT”+ = ik2T*# -ho where h, EH. Then 
(li + ik2T”rC, = ho. (3.44) 
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But the above equation, by our previous results (see the proof of Theorem 3._5), has only the 
trivial solution $ = h, = 0. By the first part of the Fredholm Alternative, (3.42) has a unique 
solution. Denote this solution by h. The form of (3.42) implies immediately that h E g ’ , since 
Ph = h. Let us observe that the function u0 + h belongs to L;(B) and M, and that the function 
u,,EMand hEHI. From (3.42) it follows that o = u0 + ik2T*(u0 + h) belongs to Z? since 
Pw=Pv0+Ph+ik2PT*v0+ik2PT*h=h+ik2PT*v0+ik2PT*h=0. (3.45) 
Hence the pair (0, v0 + h] is a weak solution of the modified interior transmission problem, 
since it satisfies the conditions (a>-(c) of Definition 3.7. This ends the proof. q 
Finally, we consider the problem of approximating the weak solution to the interior 
transmission problem and the modified interior transmission problem. 
Theorem 3.9. Let {v, w} be a weak solution of the interior transmission problem, and for x E R3 
define v - w by part (b) of Definition 3.3. Then for every E > 0 there exists a classical solution 
Iv,, tia} of the system (2.19), (2.20) such that w0 is a Herglotz wave function and 
,$E 1 Kv(x) -W(X)) - (vo(x) -WIG)) 1 
b 
+ I V(u(x) -W(X)) - V(u&) - q(x)) I} < E. 
Proof. By definition, w can be approximated arbitrarily closely in L;(B) by the Herglotz wave 
function o,,. Now, let us define v0 to be the unique solution of 
o =v 0 0 +ik*T*v 0’ (3.46) 
Then {uo, oo} is a classical solution of (2.191, (2.20). For x E aa,, we have that there exists a 
positive constant C such that 
@J(X)-o(x))-(vO(+,(~))I =k2(T*(~-vo)(x)~~CII~-voII. (3.47) 
But by Theorem 2.3 the operator Z + ik*T * has a continuous inverse, so 
Ilu-voIl G ll(Z+ik2T*)-111 IIw--~II. (3.48) 
A similar estimate holds for the differences of the gradients v - w and v. - wo. This follows 
since m(y) 13(x, y> I and m(y) ( V,@x, y> I * are uniformly bounded for x E aa, and y E B. 
This and the inequalities (3.47) and (3.48) imply the statement of the theorem. 0 
Remark 3.10. Exactly the same results as in Theorem 3.9 hold for the modified interior 
transmission problem. 
The last section of this paper concerns some properties of far-field patterns which determine 
that inhomogeneity is spherically stratified. 
4. Karp’s Theorem for an inhomogeneous medium 
In this section we prove an analogue of Karp’s Theorem for acoustic waves in an inhomoge- 
neous medium (cf. [15]). The approach used here is a modification of methods used in [2]. 
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As in the Section 2, we consider the inverse scattering problem in an inhomogeneous 
medium where the region of inhomogeneity has a compact support B. More specifically, 
assume that the incident field is given by eikCx,&) and the total field satisfies the equations 
A,u + k2[1 - im(x)]v = 0, in R3, (4.1) 
u(x, 6) = eik(‘,x) + zP(x, &), (4.2) 
hit r(g -iku‘) =O, (4.3) 
where r = I x I and the complex-valued function m E C2(R3) has compact support. Under these 
assumptions, we can rewrite (4.1)-(4.3) (cf. [l]) as the integral equation 
exp[ik(x, c?)] = ( u X, c;) +k2/l@@, y)m(y)u(y, &) dy = (I+k2T)u. 
B 
(4.4) 
Easy calculation shows (cf. [l]) that the far-field pattern F is given by 
F(,?;k, C;) = - g //exp[ik(Z, y)]m(y)u(y, G) dy. 
B 
(4.5) 
We want to show that if the far-field pattern (4.5) satisfies appropriate assumptions, then the 
inhomogeneous medium, described by the function m, must be spherically stratified. 
Theorem 4.1. Let F be a far-field pattern (4.5) corresponding to (4.1)-(4.31, and suppose 
F(.?; k, L;) = F,,@, c;); k), (4.6) 
for all k > 0 and 2, 6 E X2. Then m is spherically stratified, i.e., m(x) = m,(r) for some function 
m0. 
Proof. Suppose (4.6) holds and the function F,(t, k) has the following Fourier’s representa- 
tion: 
F,( z, k) = e clei’*. (4.7) 
I= -CC 
Then 
j--F&k, &)m”(c;) ds(&) = lanF,((f, k),S)y,‘+S) ds(&) 
= ,- c1j;oe 
iKi_, "'Yn"(&) &(&), 
cc 
(4.8) 
where Y,“(C;> denotes the normalized spherical harmonics. (Interchange of orders of integra- 
tion and summation is justified by the fact that F, is an entire function of z and hence the 
series (4.7) is uniformly convergent on a compact subset of the complex z-plane.) Using the 
Funk-Hencke Theorem (cf. [ll]) 
/ aR 
e’“(“,“)Y”(&) ds(&) = 4ri”j,(k Ix I)yn"(.t) (4.9) 
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(4.10) 
where CT is a constant depending on m, it and coefficient cl. Now, multiplying (4.4) by Y,“(S) 
and integrating, we obtain 
(I+ k2~)Lou(r, &, k)Y,“(&) ds(&) = Loexp[ik(x, G)]Y,m(&) ds(&). 
Applying the Funk-Hencke Theorem again, we have 
/ ( 
u X, S, k)Y,“(S) ds(G) = (I+ k2T)-14pi”j,(k I x I)Y,m(R). 
a0 
(4.11) 
(4.12) 
From (4.12) and (4.5) we conclude 
/ ( 
F i; k, G)Y”(i?) ds(&) 
af2 
= - & // exp[ik(x^, y)]m(y)(l+ k2T)-14ni”j,(k I x I)y,“(?) dy. (4.13) 
B 
Multiplying (4.13) by YR?‘(x^> and using (4.10) gives 
C;S,$,,, = m(y)(l+ k2T)-‘(j,(k I x I)Ynm(i)}/ eik(f,y)~T 2 ( )d ] 2 dy. 
a0 
Hence, if II # 11’ or m # m’, we have 
//m(y)( I + k2)-l{ j,(k I x I)Ynm(i)}jnp(k I y I)Yn’?‘( f) dy = 0. 
B 
Notice that the Neumann series (I + k2T)- ’ converges for k sufficiently small, and 
lim k-“j,(kr) = &, 12 20, 
k-0 
j_,(kr) = ( -l)njn(kr). 
Hence, dividing (4.15) by k”+“’ and letting k tend to zero, we show that 
/+(Y)lYl Iml+ln’lYnm(yh)Y,‘ll’(y^) d  = 0, 
B 
(4.16) 
(4.17) 
(4.18) 
if IZ # 12’ or m # m’. 
Now, using the condition (4.18) and some special properties of spherical harmonics, we will 
complete the proof. To this end, we need the following equalities: 
11+12 
(4.14) 
(4.15) 
Y$(Y^)Y>2(E>= C ~(4, 1,, l)(U2mIm2 l~+L(9), (4.19) 
I= lZ,-1,l 
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where (Z,Z,m,m, 1 Im> are the Clebsch-Gordon coefficients (cf. [l&20]), and Q(Z,, I,, I) = 
{(2Z, + 1X21, + 1)/(2Z + 1)]1/2(Z,Z200 I ZO>. It follows from (4.19) that 
j- 
a0 
Y~l(y”)Y~~(~)Y~$Y) dY =e(Z,, Z,, Z3)(Z,Z,m,+ I Z,m,). 
From (4.18)-(4.20) we have 
(4.20) 
R '1 +I2 
/ 
r2+l,+1, 
c 
0 
h,(+(L 12, l)(V,m,m, I I4 dr = 0, (4.21) 
l=ll,-I,1 
where 
for m(x) = m(G). Multiplying (4.21) by (Z,Z,m,m, I LM), summing over m,, m2 and using the 
formula 
c (Z,Z,m,m, I Im)( 4&m,m, I I’m’) = &6,,~, (4.22) 
m1>m2 m~+m2=m 
we obtain 
/ 
R 
r2+1~+“fL&-)g(Zl, Z,, L) dr = 0. 
0 
(4.23) 
The coefficient g(Z,, I,, L) = 0 unless I, + I, + L is even and I I, - I, I G L G I, + 1,. Taking 
I, = 1, + L, Q(Z,, I, + L, L) # 0. Let us be reminded that I, # I,. Thus (4.23) yields 
/ 
R 
~-*+~~+~f~,&-) dr=O, I, =0,1,2,. . . . 
0 
(4.24) 
From (4.24) and the Miintz Theorem (cf. [lo]), it follows that f,,(r) = 0, L = 1,. . . . This and 
the definition of fLM imply that 
m(&) = m,(r). 0 (4.25) 
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