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第1章 はじめに
1.1 目的
現在，Twitter1などに代表される，マイクロブログ (microblog)と呼ばれる，自
身の状況や雑記などを短い文章で気軽に投稿・共有することができるWebサービ
スの利用が活発に行われている．多くの人が利用するサービスであることから，こ
れらの Twitterなどを対象とした，アプリケーションの開発，ユーザ支援や情報
推薦などの研究は数多く行われている．この際，ユーザの性別や生活する地域な
どの，属性情報は，有用な情報の一つである．しかし，Twitterにおいては，プロ
フィール情報として，性別，年齢などの属性を示すことを指定されておらず，ま
た，虚偽の情報を記入するユーザも存在する．他にも，意図的に属性を明示しな
いユーザがいるため，ユーザの属性が明らかでない場合が多い．しかし，ユーザ
の属性情報というものは有用なものであるため，多くの研究 [2, 4, 11, 9, 27]が行
われている．
その中で，本研究では，様々な応用が期待できるという理由から，地域を選択
し，ユーザの生活に関わる地域の推定に取り組む．ここで，ユーザの生活に関わ
る地域とは，居住地や勤務地など，日常生活で関わることの多い地域とする．プ
ロフィール項目に明示されていないユーザの生活に関わる地域を推定することで，
ユーザ支援や分析への応用が期待できる．ユーザの生活に関わる地域が推定でき
れば，例えば，地域ニュースや広告のより適切な推薦，ユーザ検索の際の指標な
どに利用できる．また，地域ごとのユーザの分析 [28]や，地域イベントの発見 [6]
に有用である．
本稿では，ユーザの生活に関わる地域の推定を目的とし，ユーザのツイート情
報を使用した，地域推定を行う．次節で，本研究の背景と提案の概要について説
明する．
1https://twitter.com/
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1.2 背景
Twitterを対象としたマイクロブログマイニングと，提案手法について，背景と
概要を述べる．
1.2.1 マイクロブログマイニング
まず，Twitter について，その機能を簡単に説明する．Twitter は，ツイート
(tweet)と呼ばれる，140字以内という制約のある短文の投稿の集合である．基本的
に提供されているサービスとしては，公開範囲の指定，PC・携帯電話からの使用
ができ，利用者間でコミュニケーションがとれるようになっている．Twitterの各
ユーザのホームでは，TL(Time Line)と呼ばれる，自身と，自身が選択したフォロ
ワー (follower)というユーザのツイートが表示される．この際，通常の SNSと異な
り，双方向の繋がりは必要ない．また，公開範囲を限定していないユーザに対して
は，誰でもそのユーザのツイートを見ることができる．そのため，通常の SNSよ
りも気軽に新しいコミュニケーションが発生しやすい．その気軽さから，Twitter
には膨大な情報が発信されており，2013年の 10月時点で，ツイートが，1日に約
5億件行われている2．
Twitterなどのマイクロブログに投稿されたテキスト情報は，上記のように膨大
な量となっており，現在注目されている情報源の一つである．そのため，マイク
ロブログを対象としたマイクロブログマイニング [18]の研究が数多く行われてい
る．マイクロブログは，その気軽さからリアルタイム性のある情報が発信されや
すく，また，非同期的なコミュニケーションが行われることがある点が特徴であ
る．さらに，140 文字以内という長さの制約により，ほかのブログなどのリソース
と異なった言語使用が行われることも特徴の一つである．短文の集合であること
や，上記のような特徴から，データマイニングや言語処理においても，他のWeb
ページなどとは異なった，マイクロブログに特化したアプローチなどが行われる
ことが多い．マイクロブログを対象とした研究は多岐にわたっており，トレンド
分析・評判分析・スパムフィルタリング・自動要約・トピック同定など様々なもの
が行われている．ユーザの属性推定もこの一つであり，分析など他の手法との組
み合わせも期待できる分野である．
2http://www.sec.gov/Archives/edgar/data/1418091/000119312513390321/
d564001ds1.htm
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属性とは，そのものに備わっている固有の性質や特徴のことを指し，人間の場
合，性別や年齢などがこれにあたる．Twitterにおいては，地域・年代等のユーザ
の属性となるデータを記述する項目が，bioと呼ばれる 160文字以内の自由記述の
自己紹介項目と，ロケーションという場所を記述する項目に限られており，ユー
ザの属性情報が明示されないことが多い．日本語 Twitterユーザに対する，伊藤
ら [16]の調査では，約 4,600,000ユーザに対する，属性が推定できるキーワードを
利用した分析で，地域の記述率は 24.98%という結果が報告されている．また，日
本では geoタグと呼ばれるツイートに付与できる位置情報の利用がアメリカなど
に比べ活発ではなく，酒巻ら [24]のツイートに対する付与率の調査では 7%，さら
に，日常的に geoタグつきツイートを行うユーザは 0.6%と報告されている．これ
は，匿名での利用が中心である日本ユーザの特徴に起因すると考えられる．この
調査結果からもわかるように，多くのユーザが地域属性を記述しておらず，これ
らのユーザの生活に関わる地域を推定することで応用が期待できる．
1.2.2 マイクロブログユーザの属性推定
本研究では，ユーザの属性推定の一つとして，ユーザの生活に関わる地域の推
定に取り組む．地域など，Twitterユーザの潜在的な属性推定は，主に機械学習に
よるアプローチ [9, 27, 25]が行われる．これらの手法では，潜在的に属性を持つ
ユーザを推定することを目的とし，属性が明示されたデータを使用して学習を行
う．この際，効果的に学習を行うために，学習する語の選択がよく行われる．よ
り適切にクラスを特徴づけることができる語を選択することが，推定の精度に大
きく寄与する．マイクロブログユーザの属性推定では，クラスによって偏りのあ
るキーワードの出現傾向に基づき，語を選択することが多く行われている．
本研究では，生活に関わる地域の推定を行うため，Twitterで発信される情報の
中から，地域に偏りのある，推定に有用となる語を選択する．その手法として，半
教師ありトピックモデルを用いる．クラス間のキーワードの偏りは，トピックの
偏りに基づいていると仮定し，トピックを利用することにより，キーワード単体
で比較する時には得られなかった手がかりを選択する．また，地域情報サイトか
ら収集した語彙を含むツイートを，トピック作成の際の教師データとすることで，
地域に特有なトピックを，より適切に抽出できる．
本提案手法は，大きく二つの段階に分類される．推定の前処理としてのトピッ
クの生成による地域特徴語の選択と，対象ユーザの生活に関わる地域の推定の二
3
つの段階である．各段階について，下記で簡単に説明を行う．また，概要を，図
1.1に示す．
1. 地域に特徴的なトピックの選択
半教師あり LDAにより，地域ラベルの付与されたトピックを選択し，推定
に使用する地域特徴語を獲得する．
2. ユーザの生活に関わる地域の推定
(a) ツイートの地域性推定
ツイートごとに，地域性の判定を行う．
(b) ユーザの生活に関わる地域の推定
最終的な，ユーザの地域を決定する．
以上の詳細については，3章で示す．
1.3 構成
本論文の構成を以下に示す．2章で属性推定とトピックモデルに関する関連研究
を，マイクロブログを対象とした研究を中心として紹介を行い，3章でユーザの生
活に関わる地域の推定手法の詳細について述べるまた，4章では，教師なしトピッ
クモデルによる実験を行い，教師なしトピックモデルでの課題を明らかにする．5
章では，生活に関わる地域の単位として，都道府県を設定し，提案手法の検証の
ための評価実験を紹介する．最後に，6章でまとめと今後の課題について述べる．
4
図 1.1: ユーザの生活に関わる地域の推定
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第2章 関連研究
本研究は，Twitterユーザの生活に関わる地域を推定することを目的とするため，
マイクロブログユーザの属性推定の一つと位置づけられる．そこで，2.1節で属性
推定に関する研究について，関連領域を踏まえながら紹介する．提案手法は，推
定を行うために，地域に特徴的な語を選択する学習の段階と，実際にユーザの地
域を推定する段階に分かれており，属性推定に関する研究とともに，地域に特徴
的な語をどのように選択するかが重要となる．そのため，属性推定とは目的が異
なるが，地域特徴語の選択についての研究についても紹介する．
また，本論文で提案する手法では，地域を推定するための手がかりの獲得に，ト
ピックモデルを利用する．そのため，2.2節でトピックモデルについて，マイクロ
ブログを対象とした研究を中心に関連する研究を紹介する．
2.1 マイクロブログユーザの属性推定
地域など，Twitterユーザの属性の推定は，ユーザのツイート，bioなどのテキ
スト情報を利用して行われる．また，ユーザのふるまい（リスト，フォロー関係
など）等のデータを利用して行う場合もある．推定手法は，機械学習による手法，
特に，SVMなどの分類器を使用した手法 [9, 27, 25]が主流である．これらの傾向
は，他のWebサービスを対象とした，ユーザの属性推定も同様である．一例とし
ては，Palら [7]らは，QAサイトの専門家の推定を行っている．これらの属性推定
においても，マイクロブログと同様に機械学習が用いられることが一般的である．
2.1.1節で主流である分類器による属性推定を行い，2.1.2節でソーシャルグラフ
など，語彙情報以外の利用についても説明を行う．また，属性推定とは異なるが，
素性選択に関連した領域として，2.1.3節で地域特徴語の選択についても紹介を行
う．さらに，2.1.4節で領域として関連の深いユーザのトピック同定についても関
連研究を説明する．
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2.1.1 分類器による推定
分類器を用いた手法は，教師データとなるユーザ集合を獲得し，それぞれのユー
ザのツイート集合や bioを１つの文書として学習を行い，対象とするユーザの推定
を行うものが多い．語彙以外の特徴としては，ユーザのふるまいなどを分類器の
素性とすることがあるが，これについては 2.1.2節で説明を行う．
この際，教師データから，推定の手がかりをどのように選択するかが，推定の
精度に大きく寄与する．Hechtら [4]は，居住地についての研究で，36%ユーザが
一切の場所情報を提供していない状態であっても，潜在的な単語分布の偏りによ
り，適切な推定が行えることを示している．
表 2.1に，分類器を用いた属性推定手法をまとめる．ただし，分類器以外の手法
と組み合わせている場合も，ここでは分類器に関しての項目のみまとめる．各手
法についての具体的な説明については，下記に示す．
表 2.1: 分類器によるTwitterユーザの属性推定
研究者 推定属性 分類器 素性選択手法
池田ら [27] 性別，年代，居住地 SVM (LIB SVM1) AIC
西村ら [25] 居住地
SVM
(LIBLINEAR 1.52)
地域を単位とした
TF-IDF
Raoら [11]
性別，地域の起源，
年代，政治的指針
SVM
(SVMLite package3)
社会言語学的特徴
など
Pennacchiottiら [9]
性別，政治的指向，
企業への親近感
Boosted Decision Trees
(GBDT framework) LDAなど
池田ら [27]は，AIC (Akaike's Information Criterion) の考え方を用いて，ある
クラスに偏って出現するキーワードリストを作成し，それを素性とした SVMに
より，居住地（8地方区分）について，推定精度 0.71を達成している．西村ら [25]
は，地域特徴語を利用した，ユーザの居住地推定を行っている．地域を単位とし
たTF-IDFに基づき獲得した地域特徴語を素性とし，47都道府県を推定単位とし
た居住地推定を SVMを利用して行い，F値 0.34を達成している．これらの手法で
は，キーワード単体で比較を行っているため，特有なキーワードであっても，単
1http://www.csie.ntu.edu.tw/~cjlin/libsvm/
2http://www.csie.ntu.edu.tw/~cjlin/liblinear/
3http://svmlight.joachims.org/
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純な出現数の比較で選択されない可能性がある．また，都道府県のような細かい
粒度では，複数の地域で共通であるが，全体から見れば特有な特徴もあると考え
られる．本研究では，トピックという単位で偏りのある手がかりを選択する．こ
れにより，キーワード単体の比較では得られなかった語彙を獲得し，複数地域に
共通の手がかりを選択できる．
機械的に偏りを抽出するのではなく，人手で選択または作成された特徴を学習
する研究もある．Rao[11]らは，性別・年代・地域の起源，政治的指針の属性推定
に，膨大な社会言語学的な特徴を使用している．社会言語学とは，年齢，性別，社
会階級の条件による言語特徴の違いを研究した学問で，例えば女性の方が「ええ」
などのチャネル応答が多いなどの特徴がある．彼らは，それぞれを 2値分類問題
とした SVMで，これらの社会言語学的な特徴と，unigramと bigramの語彙的な
特徴を使用し実験を行い，性別と年代においてN-gramのみを使用したものよりも
高い評価値を出した．
また，Pennacchiottiら [9]は，多くの特徴を使用し，ユーザを分類している．具
体的には，ユーザー中心の情報（プロフィール，語彙，ふるまい，ソーシャル性）
と，ソーシャルグラフの情報を統合し，ユーザ間の関係を考慮してグラフのアップ
デートを行う．彼らは，SVMに用いる語彙の素性選択の一つに LDAを用いてい
るが，教師なし LDAを使用している点が本研究とは異なる．また，彼らは，ハッ
シュタグ，感情後，典型的な語に対象を限定している点でも本研究とことなる．
このようなツイート集合などを用いる手法では，コンテンツの量が性能に影響
するという報告もなされている．Burgerら [2]は，語彙的な特徴を利用した分類器
の研究で，ツイートの量が性能に影響していると報告している．
2.1.2 ソーシャルグラフの利用
Twitterには，bioやツイートなどの語彙的な特徴の他に，フォローフォロワー
関係などのソーシャルネットワーク上の特徴や，ツイートの頻度やリプライの割
合など，Twitterの使い方による特徴も存在する．ここでは，属性推定において，
それらの特徴を利用した研究について紹介する．
ユーザの属性推定には，ソーシャルグラフ上のユーザ属性伝搬による評価値の
向上を図る研究 [14, 26] もある．これらは，同一属性をもつユーザ同士が交流を行
いやすいという仮説に基づき，行われている．これらの手法は，ソーシャルグラ
フによってのみ推定を行うのではなく，分類器などによる手法と組み合わせ，そ
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の推定精度の向上に用いられる．Zamalら [14]は，年代，性別，政治的指向につ
いての研究で，語彙的な素性を用いた分類器による推定結果に，フレンド関係に
あるアカウントのデータを使うことで推定精度が向上することを報告している．
また，Rao[11]らは，性別や年代における研究で，リプライの割合やツイートの
頻度，割合などは，音声会話などの特徴とことなり，属性と相関がないことを示
している．
ソーシャルグラフなどの特徴を利用することによる推定精度の向上については，
今後の検討課題とし，本研究では扱わない．
2.1.3 地域特徴語の選択
本研究では，地域を推定するために，地域に特徴的な語を選択し，利用する．属
性推定を目的とした研究とは異なるが，Webページの地域性の推定や，検索語推
薦などに利用することなどを目的とした，地域に特徴的な語を獲得する研究も行
われている．そのため，いくつか研究を紹介する．
奥ら [20]は，対象となる空間全体に対し，対象地域における出現頻度が相対的に
高い語句を地域性の高い語句と定義し，IDF と市区町村名との共起頻度を考慮し，
スコアを計算する方法を提案している．今井ら [22]は，ブログ記事内の共起回数
と，地理的な距離に基づくスコアを同時に使用することで，POI (Point of Interest)
に関連する地名を抽出している．これらの研究から，地名や施設名などを獲得し，
その語と共起する語から特徴的なものを選択することで，地域に特有な語が選択
できることがわかる．
また，伊藤ら [17]は，位置情報つきの日本語ツイートを用いて，TF{IDFを改
良した 3階層 2次元幅優先探索を用いて算出した地域依存度による重みづけによ
り，地域特徴語を抽出している，位置情報を持つツイートを使うことで，地域特
徴語の抽出が行いやすくなることがわかる．本研究では，ユーザ単位で位置情報
を判断することや，geoタグの使用率の問題から，位置情報としてユーザのロケー
ション項目を利用する．
2.1.4 マイクロブログユーザのトピック同定
属性の推定と近い領域に，マイクロブログユーザが発信するトピック（話題）の
同定がある．ここでのトピックとは，例えば「サッカー」といった趣味，興味をも
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つ話題など多義である．推定を行う属性を予め指定する属性推定と異なり，ユー
ザに付与するタグ自体を新たに生成することが多く，手法についても，異なった手
法が用いられることが多い．しかし，ユーザの情報から何らかのタグを付与する
点や，属性をトピックの一つと見なす研究もある点などから，両者の関連は深い．
属性推定と同様に，ある特定のユーザを集めても，類似度の計算でユーザを振
り分けるトピックを決めたり [8]している．また，他のリソースの情報を学習デー
タとして利用するもの [21]もある．クラスタリングでユーザ集合を作成して，ト
ピックそのものとなるキーワードの抽出 [13]をするといった手法は，推定を行う
属性を予め指定する属性推定には見られない手法である．あらかじめどのような
トピックが存在するかわからない場合，テキスト集合からトピックを作成するの
には，文書の確率的な生成モデルであるトピックモデルによる手法が用いられる
ことが多い．マイクロブログにおいても，個々のユーザではなく，マイクロブロ
グ全体でどのようなトピックが存在しているかに関しては，トピックモデルによ
る手法が用いられる [15, 10]．これらの手法については，2.2節で説明を行う．
2.2 マイクロブログを対象としたトピックモデルと
半教師あり学習
本手法では，マイクロブログの文書からトピックを生成するのに，文書の確率
的な生成モデルである LDA(Latent Dirichlet Allocation) [1]を利用する．そのた
め，マイクロブログを対象とした LDAや，教師あり LDAについて，関連研究を
紹介する．
LDAは短い文書に対しては適用が困難であることが指摘されており，通常のモ
デルをそのまま短い文書であるツイートに適用しても，適切な結果を得ることは
難しい．Zhaoら [15]は，短い文書であるツイートに対するモデルを提案し，既存
のLDAよりツイート集合に対し優れた性能を実現することを示している．このモ
デルの特徴は，(1) ユーザのツイートをまとめて 1つの集合として扱う点，(2) 1
ツイート 1トピックとしてトピックを割り当てる点の二点である．(1)は，ユーザ
のツイートは，それぞれのユーザのトピック分布に基づいて生成されると仮定し
ている．本研究でも，LDAをツイートに対し適用するため，これらの仮定を参考
とする．
本研究では，トピックを作成した後，地域に特徴的なトピックを選択する必要
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がある．あらかじめ獲得したいトピックのラベルが定まっており，教師データが
獲得できる場合，ラベル情報を教師データとして与える教師あり LDAのモデルが
いくつか提案されている．Ramageら [10]の提案した Labeled LDAは，各文書の
トピックが教師データとして与えられたラベル（ハッシュタグ (hashtag)1など）に
よる制約を受け，ラベルごとにトピックが割り当てられる．ここで，ツイート集
合はラベルと潜在トピックの混合としてモデル化される．しかし，このモデルで
は，1つのラベルに対し 1つのトピックしか割り当てられず，地域をラベルとした
教師データとする場合，その地域内のトピックが 1つだけであることは考えにく
いため，適切なトピックとラベルの関係を得られないと考えられる．
更に，地域に適切なトピック数がどの程度になるかということを事前に予測す
ることは難しい．Teh[12]らは，HDP(Hierechical Dirichlet Process)-LDAで，ト
ピック数をあらかじめ決めなくても，パラメータを階層化し，トピック数を自動
的に最適化するモデルを提案している．
このTehらのモデルに，ラベルを付与する過程を加えたのが，半教師ありトピッ
クモデルである，Kimら [5]の提案した DP{MRM(Dirichlet Process with Mixed
Random Measures)である．このモデルでは，ラベルとトピックの対応が階層化さ
れ，その対応が自動化される．また，ラベルに複数のトピックを割り当てられる
だけでなく，あるトピックに複数のラベルを付与することも可能となる．このモ
デルにより，地域内に存在する複数のトピックにラベルを付与でき，また，地域
間で共有されるトピックについても獲得できると考える．そのため，本研究では，
このDP{MRMのモデルを採用する．この際，対象の性質を考慮し，Zhaoら [15]
のTwitter-LDAを参考として，ユーザの投稿をまとめて 1文書として扱う．
2.3 本研究の位置づけ
本研究では，機械学習で使用する語彙の選択に，トピックを用い，その作成に地
域情報サイトから収集した語彙を用いた半教師あり学習を適用する．また，ユー
ザのツイート集合を 1文書として一括でクラスに分類するのではなく，ツイート
ごとに地域ラベル付与し，属性値を推定する．これにより，話題のまとまりを考
慮することで得られる地域特有の手がかりを利用できるようになり，また，地域
1ツイートのキーワードまたは話題を表すのに使用される文字列．これを含むツイートをまとめ
て読むことができる機能が提供されている．
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情報に関係するツイートと関係しないツイートを区別することが可能となり，よ
り精度の高い地域情報の推定が実現できると考える.
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第3章 ユーザの生活に関わる
地域の推定手法
本章では，半教師ありトピックモデルを利用した，Twitterユーザの生活に関わ
る地域の推定を提案する．Twitterユーザの生活に関わる地域の推定は，推定の前
処理としてのトピックの生成による地域特徴語の選択と，対象ユーザの生活に関
わる地域の推定の二段階に大きく分けられる．推定の主な手順は，以下の通りで
ある．
1. 地域に特徴的なトピックの選択
半教師あり LDAにより，地域ラベルの付与されたトピックを選択し，推定
に使用する地域特徴語を獲得する．
2. ユーザの生活に関わる地域の推定
(a) ツイートの地域性推定
ツイートごとに，地域性の判定を行う．
(b) ユーザの生活に関わる地域の推定
最終的な，ユーザの地域を決定する．
各段階の詳細な手法について，以降の節に記述する．
3.1 地域に特徴的なトピックの選択
半教師あり LDAにより，ツイート集合から，地域ラベルの付与されたトピッ
クを生成する．ここでは，半教師あり LDAとして，Kimら [5]の提案した DP{
MRM(Dirichlet Process with Mixed Random Measures)を適用する．このモデルに
ついての説明を簡潔に行う．j番目の文書の i番目のキーワードxjiは，DP(Dirichlet
Process)分布に基づき，トピック kとラベル lが選択された後，多項分布パラメー
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タ jiにより生成される．ディリクレ分布をDir, DP分布をDP, 多項分布をMulti
として表すと，モデルの生成過程は以下の通りである．
1. Hj = Dir()
2. トピックに対するDP分布からGk0をサンプリングする．
Gk0jk; H  DP (k; H)
3. jを，ラベル rj = (lk2label(j))からサンプリングする．j  Dir(rj)
4. 文書 jに対するDP分布からGjをサンプリングする．
Gj  DP (;Pk2label(j) jkGk0)
5. キーワード xjiが jiから生成される．
jijGj  Gj
xjijji  F (ji) = Multi(ji)
上記の生成過程をグラフィカルモデルで表したものを，図 3.1に示す．
図 3.1: DP{MRM[5]のグラフィカルモデル
本研究では，このモデルを，ツイート集合に対し適用する．この際，Zhaoら [15]
のTwitter{LDAを参考とし，ツイート中に含まれる同一ユーザのツイート集合を
1文書とみなす．サンプリングは崩壊型ギブスサンプリングを採用し，キーワード
とトピック kおよびラベル lを結ぶ中間的なテーブル tに対してと，そのテーブル
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tに対して付与されるトピック kおよびラベル lに対してそれぞれ行う．更新式は
以下の通りである．
j番目のユーザ u内の i番目のキーワード xjiを割り当てるテーブル tのサンプ
リングは，下記に示す更新式で行う．
p(tji = tjt ji; rest) = njt:
nj:: + 
fkjtljt(xji) existing t (3.1)
p(tji = newtjt ji; rest) = 
nj:: + 
 (xji) new t (3.2)
ここで， (xji)は下記の式で表される．
 (xji) =
KX
k=1
mjk: + 
mj:: +K
LX
l=1
m:kl
m:k: + k
fkl(xjt) +
k
m:k: + k
fklnew(xjt) (3.3)
キーワードのサンプリングを行った後，テーブル tのサンプリングを行う．ただ
し，このサンプリングは，キーワードが 1つ以上割り当てられているテーブル tに
ついてのみ行う．j番目のユーザ u内のテーブル tに割り当てられるトピック kお
よびラベル lのサンプリングは，下記に示す更新式で行う．
p(kjt = k; ljt = ljk jt; l jt; rest)
/ mjk: + 
mj:: +K
 m:kl
m:k: + k
fkl(xjt) existing l (3.4)
p(kjt = k; ljt = lnewjk jt; l jt; rest)
/ mjk: + 
mj:: +K
 k
m:k: + k
fkl(xjt) new l (3.5)
また，ここで与えられる fkl(xjt)を下記に示す．
fkl(xjt) =
R
f(xjijkl )xj0i02xklf(xj0i0 jkl )h(kl )d(kl )R
xj0i02xklf(xj0i0 jkl )h(kl )d(kl )
(3.6)
where xkl =
n
xjt; kjtji = k; ljtji = l
o
ここで，nはキーワードのカウント，mはテーブルのカウント，Kは 1つ以上
キーワードが割り当てられているトピック数である．なお，，，，はハイパー
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パラメータである．本手法では，生成されたトピックの内，各トピックの中で付
与されたラベルの比率が偏っているものを選択する．
この手法の適用には，ラベルつきデータとして与えるツイートが必要となる．地
域名のラベルを与える手がかりとしては，Twitterユーザのロケーション項目の利
用が考えられる．しかし，ロケーション項目に地域名が記述されているツイート
すべてをラベルつきデータとして扱うのは，ツイートの内容を考慮していないた
め不適切と思われる．ロケーション項目は，ユーザに対して付与されているもの
であり，全てのツイートが地域に関連するトピックなわけではなく，地域には依
存しないトピックが多く含まれている．また，旅行などの外出により，他の地域
に関係の深いトピックを投稿する場合も考えられる．
そのため，ロケーション項目に地域名を記述し，かつ，地域特有と思われる語
句を含むツイートを，ラベルつきデータとする．ここで使用する，地域特有と思
われる語句の抽出には，地域情報サイトであるYahoo!ローカルサーチAPI1 を使
用する．具体的な抽出データの条件などについては，5章で述べる．
3.2 ユーザの生活に関わる地域の推定
3.1節で生成したトピックの内，地域に偏りがあるもの選択し，ユーザの生活に
関わる地域を推定する．ここで，地域に偏りがあると選択されたトピック内で生
起確率が高い語を，地域特徴語として扱う．また，共通の話題にも現れやすい語
が地域特徴語として選択されることで，推定の際にノイズになることが考えられ
る．そのため，偏りがなく，どの地域でも生成される共通のトピック kcを選択し，
地域に加えツイートの地域性の判別の際に使用する．推定の手順は下記の通りで
ある．
1. ツイート tの地域ラベル lの算出
ツイート tに対して，式 (3.7)で求めた値が最大となるトピックのラベルを，
地域ラベルとして付与する．なお，全てのトピックにおいて，tScore(t; k) = 0
または，tScore(t; kc)が最大となるトピックには，ラベルを付与しない．こ
こで，p(w; k)はトピック kにおけるキーワードwの生起確率である．
tScore(t; k) =
X
p(w; k) (3.7)
1http://developer.yahoo.co.jp/webapi/map/openlocalplatform/v1/localsearch.html
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2. ユーザ uの各地域に対しての重み Score(u; l)の算出
あるユーザ uのツイート集合 T のうち，ラベルづけされた地域ごとに重みを
付与していく．ここで，N(u; l)は，地域 lがラベルづけされたツイート数で
ある．
Score(u; l) = N(u; l) (3.8)
3. ユーザ uの生活に関わる地域 location(u)の選択
ユーザの地域に対しての重みScore(u; l)が最大の地域を，ユーザの生活に関
わる地域として採用する．
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第4章 実験：
教師なしトピックモデル
を用いた地域の推定
4.1 目的
トピックによる生活に関わる地域の推定が有効であること及び，教師なしトピッ
クモデルによる地域特徴語の選択の課題を明らかにするため，実験を行った．実
験では，一月分のツイートデータを使用して，教師なしトピックモデルによって
選択した地域特徴語による生活に関わる地域の推定を行う．
4.2 教師なしトピックモデルによる
地域特徴語の選択手法
生活に関わる地域の推定手法のうち，学習段階に関してのみ提案手法と異なり，
教師なし LDAを用いて実験を行う．そのため，ここで適用する LDAの説明と，
LDAによって作成されたトピックから地域に特徴のあるトピックを抽出する手法
について述べる．
4.2.1 トピックの生成
LDA(Latent Dirichlet Allocation) [1]を用いて，いくつかの地域ごとにトピック
分析を行い，その結果の比較により，地域に特徴のあるトピックを抽出する．
短い文書であるツイートに対し LDAを適用するモデルとして，Zhaoら [15]の
提案した Twitter-LDAがある．このモデルの特徴は，(1) ユーザのツイートをま
とめて 1つの集合として扱う点，(2) 1ツイート 1トピックとしてトピックを割り
当てる点の二点である．本実験でも，このモデルを参考としたトピックモデルを
用いる．また，固有名詞を除くキーワードに関しては，Diaoら [3]の研究で提案さ
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れている，トピック間で共通に出現するような語（共通語）はトピックの推定か
らのぞいて使用する手法を適用する．サンプリング方法には，崩壊型ギブスサン
プリングを用いた．ツイートのトピックの更新式を式 (4.1)，キーワードのバック
グラウンドかどうかの判定の更新式を，式 (4.2)に示す．
p(zi) / (Ncju + )  
V
v=1
E(v) 1
k=0 (nvjc + k + )

E(v) 1
k=0 (n:jc + k + V )
(4.1)
p(xi;j) / nqjp + 
n:jp + 2
 n!i;j jl + 
n:jl + V 
(4.2)
ここで，Cはトピック数，V は異なりキーワード数，kは総キーワード数，Nは
ツイート のカウント，nはキーワードのカウント，cはトピック，uはユーザをそ
れぞれ表し， lはスイッチである．なお，; ; はパラメータであり，本実験で
は，予備実験により最適な値を求め， = 0:1， = 0:03， = 1:0で行った．
この時得られた共通語の集合には，特定地域内でのみどのようなトピックにも
共通で現れるような語というのが存在すると考えられる．そのため，全ての地域
の共通語の生起確率を正規化し，上位の語の比較を行う．特定の地域に偏って出
現する語に関しては，トピックとは別に，特定地域に偏って出現しやすい語とし
て扱う．
4.2.2 トピックへの地域ラベルの付与
4.2.1節で生成された各トピックに，それぞれの地域のラベルを付与する．しか
し，どのような地域でも共有されるトピックが存在することが予測される．その
ため，トピック間の類似度の分析を行い，地域ごとに特有なトピックの抽出を行
い，偏りがあると判断されるものに地域ラベルを付与する．
類似度の計算には，トピックモデルで生成されたトピックの類似度の計算に用
いられることが多い，JS{divergence (Jensen{Shannon divergence) [19]を用いた．
JS{divergenceは，2つの確率分布間の距離尺度であり，2つの確率分布間の類似
性が高いほど値は小さくなる．同様の距離尺度であるKL{divergence（Kullback{
Leibler divergence）では，片方にのみ出現する語がある場合に，分母が 0となり
値が定義できなくなる問題がある．そのため，2つの確率分布の平均との比較を取
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るものが JS{divergenceである．2つの確率分布，P，Qに対して，類似度 JS(p; q)
は以下のように求める．
JS(p; q) =
1
2
(KL(p; r) +KL(q; r)) (4.3)
KL(p; q) =
X
p(x) log
p(x)
q(x)
(4.4)
r(x) =
p(x) + q(x)
2
(4.5)
また，地域特有であるが近隣の地域などと共有されるトピックがあると考えら
れる．そのため，過半数以上の地域で共有されるトピックは，推定に寄与しない
トピックとして扱うが，過半数以下で共有されるトピックは，複数の地域ラベル
を付与する．それぞれの地域の組み合わせに対し，トピックの類似度 JS(p; q)が
閾値以下となる地域数が，比較を行った地域数の半分以下のものに地域ラベルを
付与する．
4.3 実験方法
生活に関わる地域の単位として都道府県を採用し，従来研究 [25]を参考とした
手法との比較評価実験を行う．
推定を行う地域は，近隣地域の傾向と離れた地域間の傾向を分析するため，関
東地方の 1都 6県（東京都，茨城県，栃木県，群馬県，埼玉県，千葉県，神奈川
県）と，近畿地方の 2府 5県（京都府，大阪府，三重県，滋賀県，兵庫県，奈良県，
和歌山県），福岡県，北海道の 16の都道府県を選択した．
トピックを作成する際の実験設定は，下記のように行った．トピック数は 100，繰
り返し回数は 100とし，使用する語は，形態素解析の結果，名詞，動詞，形容詞の
いずれかに判定されたキーワードである．ツイートの形態素解析には，MeCab1を
使用した．この際，動詞や形容詞に関しては表記ゆれの影響を考慮し，全て基本
形として扱った．また，トピックの比較に用いる JS{divergenceの計算や，ツイー
トのトピック推定では，各トピック生起確率上位 1,000語までを用いた．
また，比較手法として，地域特徴語により素性選択を用いた分類器により地域
を推定する手法 [25]を参考にして実験を行った．この手法では，都道府県名をロ
1http://mecab.sourceforge.net/
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ケーション項目に記述したユーザの投稿を 1文書とみて TF-IDFを使用すること
で，特徴的な単語を素性として選択している．素性は各都道府県の TF-IDF値上
位 5,000件を選択し，分類器には LIBSVM-3.122を用いた．使用する品詞は，提案
手法と同じく，名詞，形容詞，動詞である．
評価尺度は，推定の精度・再現率・F値を採用した．
4.4 データ
トピック生成に用いるデータは，2012年 6月 15日から 7月 14日の一カ月間に投
稿された日本語ツイートのうち，投稿時のユーザのロケーション項目に，本実験
で対象とする都道府県名が明記されているツイートである．なお，このツイート
はいずれも，名詞，動詞，形容詞のいずれかを含んでいること，プログラムにより
自動的に投稿を行う botと呼ばれるアカウントをある程度除外するために，ユー
ザ名に \Bot"等を含んでいないことなどを条件としている．
このうち，提案手法のトピックの生成および，比較手法の地域特徴語の選択に
使用するデータとして，各都道府県で 1日最大 10,000件，期間合計 300,000件，16
都道府県の合計 4,800,000件をランダムに抽出した．
また，比較手法での分類器への訓練データとして，ユーザの投稿数が機械学習
の質に影響を与えることと，地域ごとの訓練データの量の偏りが精度に影響を与
えることを考慮し，期間中に 100件以上ツイートを行い，素性に選択された語を
1回以上使用しているユーザ，各地域 4,000件，合計 64,000件に対し，最大 200件
のツイートを抽出した．
評価データには，人手で収集したユーザ，各地域 100件，合計 1,600件を用いた．
このユーザは，bioまたはロケーションに複数地域を記述しておらず，生活圏であ
ることが確認できる記述（\xx在住"など）があること，100件以上の取得できる
投稿があることなどを条件として収集を行った．評価に用いるユーザのデータは，
ユーザ 1件あたり収集時点から最新のツイート最大 200件である．
4.5 結果
トピックの生成と地域ラベルの付与，ユーザの生活に関わる地域の推定につい
てそれぞれ結果を述べる．
2http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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表 4.1: 地域に特徴のあるトピックの一部
作成地域 ラベル 上位語（10件）
1 兵庫県
アンパンマン
ミュージアム
マン，神戸，アンパン，ランド，ミュージアム，
アニメ，世 界，新聞，ウォーク，キャラクター
2 神奈川県 自衛隊一般公開
海軍，公開，護衛，自衛隊，東京，海上，
ふ頭，晴海，指揮，統制 　
3 千葉県 首都圏の交通状況
駅，電車，分，運転，京成，バス，運休，
京葉線，常磐線，総武線
4 茨城県 首都圏の交通状況
電車，車，運転，常磐線，帰宅，分，気，
上野，バス，東京
表 4.2: 共通のトピックの一部
作成地域 ラベル 上位語（10件）
1 東京都 高橋容疑者逮捕
高橋，者，容疑，克也，逮捕，男，
確保，買取，漫画，身柄 　
2 千葉県 高橋容疑者逮捕
高橋，者，容疑，警察，逮捕，めん，
時間，克也，店，君
3 栃木県 高橋容疑者逮捕
者，高橋，容疑，逮捕，男，ら，克也，
オウム，警察，相談
4.5.1 トピックの生成と地域ラベルの付与
実験において生成されたトピックの分析や傾向については，考察で述べる．ト
ピックの類似度の比較において，地域に特徴のあるトピックとして抽出されたト
ピックの一部を，表 4.1に示す．1は地域にある施設に関するトピック，2は地域
でのイベントに関するトピック，3と 4は首都圏の交通状況に関するトピックで，
関東の一部地域間で共通のトピックである．
共通のトピックに関しては，時事的なニュースやニコニコ動画の話題などが共
通の話題として正しく抽出された．表 4.2は共通の話題として抽出されたトピック
で，「高橋容疑者逮捕」に関するトピックの一部である．
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表 4.3: 実験結果
地域 精度 再現率 F値
提案手法　 0.59 0.54 0.56
地域特徴語選択（比較手法）　 0.52 0.42 0.47
4.5.2 ユーザの生活に関わる地域の推定
生活に関わる地域の推定結果のマクロ平均を，表 4.3に示す．データ量や使用す
る素性に制約などがある状況ではあるが，提案手法が比較手法を上回ることがで
きた．また，各地域のF値の比較を図 4.1に示す．北海道や福岡県といった，近隣
の地域が推定対象に含まれない地域の評価値が高くなっている．また，東京都が
最も低いといった結果になった．これは，東京都単体で特有なトピックというも
のが少なく，近隣の地域で共有されるトピックが多いことや，他の地域に比べ時
事的な話題に関するトピックが特に多かったことが原因として考えられる．
図 4.1: 各地域における F値の結果
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表 4.4: 同一の話題で出現語が異なるトピック
作成地域 ラベル 上位語（10件）
1 京都府 祇園祭（京都）
手，女の子，顔，浴衣，ノリ，
姿，体温，接近，的，関
2 大阪府 祇園祭（京都）
日本，祇園祭，水，充，大阪，
久保，よね，日，京都，手段
4.6 考察
ツイート集合から生成したトピックに地域ラベルを付与し，ツイートのトピッ
クを判断する手法において，ユーザの生活に関わる地域の推定がおこなえること
がわかった．また，ツイート集合から，トピックモデルにより，地域に特徴のある
トピックが生成されることがわかった．実験結果の考察を述べる．
全ての地域で共有されはしないが，複数の地域で共有されるトピックには，近
隣の地域のトピックが他の地域でも多く現れた．首都圏の交通状況に関するトピッ
クや，イベントのトピックなどである．これは，千葉や神奈川などに住んでいて
東京に仕事で通うといった，複数の地域間を移動して生活している人が多いこと
が関係しているのではないかと考えられる．
また，分析をおこなったところ，人手でラベルを付与すると共通の話題を示す
ものになると思われるトピックが類似のトピックとして判断されないケースが存
在した．表 4.4で示す大阪と京都で祇園祭りに関するトピックでは，話題としては
同一のものであるが，出現する語が大きく異なり，JS{divergenceの値も，閾値の
0.054よりも，顕著に大きな 0.163となり，類似と判定されなかった．京都での上
位語は，代表的な行事に関する語が集中した大阪と異なった結果となった．この
ような傾向の違いは，推定に有効なものだと考えられる．しかし，地域に特有で
ない話題に関して，共通と思われる話題で類似でないと判定され，地域特有のト
ピックとなってしまう可能性もある．表 4.2で示した「高橋容疑者逮捕」に関して
のトピックは，京都府でも生成されたが，他の政治ニュースと同一のトピックと
して生成され，他と傾向の異なる語が多く上位に現れ，他の地域の「高橋容疑者
逮捕」のトピックと類似とは判断されなかった．
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4.7 課題
トピックモデルにより，地域に特徴的なトピックを生成し，地域特徴語の選択
が行えるが明らかとなった．しかし，それぞれの地域で独立に LDAを実行し，そ
れぞれのトピックを比較する場合，いくつかの課題が見られた．
1. 共通のトピックへの誤ったラベルの付与
共通と思われるトピックに関しても，類似でないと判定され，地域特有のト
ピックとなってしまう問題．
2. トピック数
地域的な偏りがあるようには見えない話題に関して，ツイート数が著しく多
く，話題が詳細化しているトピックや，複数の話題が混在しているトピック
も見られた．
これらの課題を改善するため，5章では，全ての地域のツイートを一度の処理で
適用でき，トピック数が可変である半教師ありトピックモデルによる手法の実験
を行う．また，トピックへの地域ラベルの付与に関しては，トピック生成後にその
比較によって付与するよりも，教師データを使用し，LDAの処理を用いた付与と
することにより，より LDAの特性を考慮したラベルが付与できる可能性がある．
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第5章 実験：
半教師ありトピックモデル
を用いた地域の推定
5.1 目的
半教師ありLDAにより獲得した地域特徴語が，ユーザの生活に関わる地域の推
定に有効なものであるかを検証するため，日本語Twitterデータを使用し，評価実
験をおこなう．
また，比較手法として，地域特徴語に基づく素性選択に基づいた分類器を用い
て地域を推定する手法 [25]を参考にして，比較実験を行った．
以降，実験方法，データ，結果について述べ，考察を行う．
5.2 実験方法
ユーザの生活に関わる地域の推定の評価は，評価尺度には，評価データに対す
る，推定の精度・再現率・F値を採用し，全体の推定結果と地域ごとの推定結果で
評価を行う．
また，ここでは，生活に関わる地域の単位として都道府県を採用した．推定を
行う地域は，近隣地域の傾向と離れた地域間の傾向を分析するため，関東地方の 1
都 6県（東京都，茨城県，栃木県，群馬県，埼玉県，千葉県，神奈川県）と，近畿
地方の 2府 5県（京都府，大阪府，三重県，滋賀県，兵庫県，奈良県，和歌山県），
福岡県，北海道の 16の都道府県を選択した．
5.2.1 半教師ありLDA
地域に偏りのあるトピックには，行事や季節的なものなど，時期に依存するも
のがある．そのため，時期ごとのトピックを選択するために，一カ月を単位とし，
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LDAの適用を行う．半教師ありLDAに初期値として与える値は，トピック数 300，
ラベル数 16（推定を行う生活に関わる地域数）である．また，Twitterデータへ
の適用にあたり，各ユーザ内のツイート数以上にはテーブル数は増えないといっ
た制約を加えた．使用する語は，形態素解析の結果，名詞と判断された語である．
なお，ツイートの形態素解析には，MeCab1を使用した．ただし，適用データ内で
の出現回数が，50,000回以上の語と，1回の語に関しては，ストップワードとし
て推定から取り除いた．また，各パラメータの値は， = 0:5， = 0:5， = 0:1，
 = 0:1である．
5.2.2 地域特徴語の選択
LDAの実行結果として得られるトピックの内，特定地域のラベルの比率が閾値
以上のものを，地域に特有なトピックとして選択し，共通するトピックとして，
全ての地域でのラベルの比率が閾値  以下となるものを選択した．ここで，閾値
は は 0.3， は 0.1とした．選択された各トピック内の生起確率上位の内，最大
N語以内のキーワードを，地域特徴語とする．ここで，Nは 1,000語とし，トピッ
ク内のキーワードの出現回数が 5回以上のキーワードとした．
5.2.3 比較手法
地域特徴語による素性選択に基づく分類器を用いて地域を推定する手法 [25]を
参考にした，比較手法を実現した．この手法では，都道府県名をロケーション項
目に記述したユーザの投稿を 1文書とみて TF-IDF値を計算することで，特徴的
な単語を素性として選択している．ここでは，素性は各都道府県の TF-IDF値上
位 10,000件を選択し，分類器には LIBSVM-3.122を用いた．使用するキーワード
は，提案手法と同様に，MeCabによる形態素解析の結果，名詞と判断された語で
ある．ストップワードは，一月ごとのデータ内で，出現回数 50,000回以上の語と
なる全てのキーワードを推定から取り除いた．
1http://mecab.sourceforge.net/
2http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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5.3 データ
本節では，地域特徴語を選択するための半教師ありLDAに使用するデータとす
るツイートと，評価に使用するユーザの収集方法，条件について説明する．また，
比較手法のデータについても説明する．
5.3.1 ツイートの収集
実験には，2012年にTwitterに投稿された日本語ツイートを用いる．ここでは，
提案手法，比較手法，評価に使用するツイートに共通したツイートデータの収集
方法について述べる．
ツイートは，Twitter の Search API3を使用して収集されたものである．また，
日本語で記述されたツイートを収集するため，言語に \ja"（日本語）と，日本全域
をカバーする位置情報報4とを条件として指定した．これにより，投稿時にGPS等
の値が自動的に付与されているツイート5の内，指定範囲内のものおよび，ロケー
ション項目に日本語を記述しているユーザのツイートが収集される．ロケーション
項目に記述されてる地名は，API上で指定範囲内か位置を判断される．また，ロ
ケーション項目に日本語で実際の地名を記述していない場合は，Search APIの仕
様で位置情報が東京と判断されているために，収集対象となる．上記の方法でユー
ザが投稿したツイートの 90%程度が収集できている [23]．なおこのさい，ツイー
トを非公開にしているユーザのツイートは収集されていない．
このように収集されたデータの内，各段階で条件に一致するデータを抽出し，使
用する．各手法，評価等での抽出の条件は，以降の節に記述する．
5.3.2 半教師ありLDAへの適用データ
LDAによるトピック作成に使用するデータには，収集されたツイートの内，下
記に示す特定の条件を満たしたツイートである．
1. 投稿時のユーザのロケーション項目に，本実験で対象とする都道府県名が明
記されている．
3http://search.twitter.com/search.json
4円形で日本全域を囲む場合，中心地点となる，兵庫県西脇市を中心とする半径 2,000km 圏内
5geocode. ただし，ユーザの選択によって自動付与される場合と付与されない場合がある．
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2. ツイート本文に，日本語の名詞を含んでいる．
3. ユーザのスクリーンネームに \bot"，\公式"等の特定の語を含んでいない6．
また，上記の条件を満たしたツイートの内，地域特有の語を含む語をラベルつき
データとして与える．地域特有と思われる語句の抽出には，Yahoo!ローカルサー
チAPI7 を使用する．
獲得している情報は，店舗（施設，企業）名，住所に含まれる地名（市区町村
以下の町丁にあたる地名），最寄駅名，沿線名である．各都道府県の市区町村ご
とに住所コードと業種の大分類8を指定し，APIにより最大 3,000件の情報を獲得
した．ここでの語句は抽出時の表記をそのまま使用し，形態素に分割する等の処
理は行っていない．この中で，他の都府県との重複がない語句を含むツイートを，
各地域のラベルつきデータとして与える．各都道府県の，重複がない語句の数を，
表 5.1に示す．人口が多いため店舗数や企業数が多い東京が一番多く，53,721件と
なっている．また，表 5.2に，収集した語句の内，茨城県を例に挙げ一部を紹介す
る．教育機関や，港や空港，駅名などの交通施設，地名，また，飲食店などの店
舗名が収集できていることがわかる．
LDAは一カ月ごとに適用を行うため，データ数はそれぞれ，ラベルが付与され
た 1,600,000（各地域 100,000）件のツイートと，ラベルが付与されていない各地域
10,000件/日の一か月分のツイート（4,640,000件から 4,960,000件）である．
5.3.3 評価データ
評価データには，人手で判定を行ったユーザ，各地域 100人，合計 1,600人を用
いた．これらのユーザは，一定条件を満たすユーザを機械的に収集し，それらの
ユーザに対し人手での判定を行った．機械的に獲得したユーザの条件は下記の通
りである．
1. ロケーションに，対象となる地域名を記述しており，他の都道府県名を記述
していない．
6プログラムにより自動的に投稿を行う botと呼ばれるアカウントや，店舗や企業などの組織ア
カウントをある程度除外するため
7http://developer.yahoo.co.jp/webapi/map/openlocalplatform/v1/localsearch.html
801:グルメ，02:ショッピング，03:レジャー・エンタメ，04:暮らし・生活
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表 5.1: Yahoo!ローカルサーチAPIにより収集した語数
地方 地域 語数
北海道 北海道 27,168
茨城 13,104
栃木 9,379
関東 群馬 8,756
埼玉 23,117
千葉 20,895
東京 53,721
神奈川 19,889
三重 11,195
滋賀 7,049
京都 7,460
近畿 大阪 21,632
兵庫 18,617
奈良 5,758
和歌山 4,809
九州 福岡 17,076
表 5.2: Yahoo!ローカルサーチAPIにより収集した茨城県の語の一部
他の地域と重複のない語句
つくば国際大学，茨城県立産業技術短期大学校，リリー幼稚園，
大洗港，茨城空港，取手市民会館，豊ヶ浜運動公園，
大字青柳字長（地名），手野（地名），石岡（駅），玉村（駅），
松見亭（店舗），メルカド（店舗），ごう家（店舗）
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2. 2012年 1月から 12月の一年間，日本語を含む投稿を毎月 100件以上行って
いる．
3. 町丁以下の住所を記述していない9．
4. ユーザのスクリーンネームに，\bot"や \公式"など，非個人アカウントであ
る可能性の高い特定の語句を含んでいない．
これらの条件などから獲得したユーザに対し，第一著者が人手で判定を行った
ものを最終的な評価データとした．人手での判定では，下記の条件について目視
で確認を行った．
1. 対象となる地域が，生活に関する地域であることを確認できる記述10が，ロ
ケーションや bioなどにある．
2. 飲食店や自治体，企業などの組織アカウントや，\bot"と呼ばれる自動投稿
が中心のアカウントでは無い．
5.3.4 比較手法
比較手法の実装に使用するデータについて述べる．
SVMの素性とする地域特徴語の選択に用いるデータおよび，評価データは共通
のものである．ただし，この手法では，地域特徴語の選択を行った後，ユーザご
とに特徴を学習する必要がある．そのため，下記条件を満たすユーザ各地域 1,000
件，合計 16,000件を選択した．
1. ロケーションに，対象となる地域名を記述しており，他の都道府県名を記述
していない．
2. 2012年 1月から 12月の一年間，日本語を含む投稿を毎月 100件以上行って
いる．
3. 町丁以下の住所を記述していない．
4. ユーザのスクリーンネームに，\bot"や \公式"など，非個人アカウントであ
る可能性の高い特定の語句を含んでいない．
9町丁以下の詳細な住所を記述している場合，店舗や企業などの組織アカウントである場合が多
いため
10\xx在住"，\xx大生"など
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この内，名詞が含まれているツイートを，各ユーザ最大 120,000件（一月の最大ツ
イートが 10,000件以内）を抽出し，学習を行った．
5.4 結果
ユーザの生活に関わる地域の推定結果について述べる．提案手法および比較手
法の評価結果を表 5.3に示す．データ量や使用する素性に制約などがある状況では
あるが，提案手法が全ての値で比較手法を上回ることを確認した．この評価結果
に対し，t検定（有意水準 5%，両側検定）を行ったところ，有意差が確認できた．
表 5.3: ユーザの生活に関わる地域の推定
手法 精度 再現率 F値
提案手法 0.65* 0.67* 0.66*
地域特徴語選択（比較手法）　 　 0.61 0.57 0.59
また，各地域ごとの推定結果を表 5.4に示す．F値は，和歌山の 0.82が最も高
く，東京の 0.36が最も低い結果となった．地域による評価値の違いなどに関して
は，考察の 5.3節で分析を行う．
5.5 考察
実験結果を踏まえた分析に基づき，考察を述べる．ここでは，地域に特徴的な
トピックとして選択されたトピックの数や，トピックの内容，それによる生活に
関わる地域の推定への影響などについて説明する．また，教師なしトピックモデ
ルによる手法との比較を行う．
5.5.1 地域に特徴的なトピック数
地域に特徴的なトピックとして選択されたトピック数を，表 5.5に示す．数に偏
りがありものの，全ての期間で全ての地域に対し，特徴的なトピックを選択する
ことができた．最も多いのは，和歌山の 174件，最も少ないのは，兵庫の 39件で
ある．
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表 5.4: 地域ごとの評価結果
地方 地域 精度 再現率 F値
北海道 北海道 0.83 0.79 0.81
茨城 0.58 0.64 0.61
栃木 0.89 0.59 0.71
関東 群馬 0.86 0.63 0.72
埼玉 0.55 0.81 0.66
千葉 0.82 0.79 0.80
東京 0.42 0.31 0.36
神奈川 0.51 0.57 0.54
三重 0.56 0.76 0.65
滋賀 0.51 0.64 0.57
京都 0.53 0.62 0.57
近畿 大阪 0.50 0.61 0.55
兵庫 0.51 0.67 0.58
奈良 0.77 0.64 0.70
和歌山 0.74 0.92 0.82
九州 福岡 0.82 0.77 0.80
首都圏である千葉・東京・神奈川はいずれも 50件以下と比較的少ない数となっ
た．また，千葉・東京・神奈川に加え，大阪，兵庫などの地方の中で中心的な地域
は，特徴的なトピックの選択数が少ない結果となった．これは，都心部では，生
活圏が複数の地方にまたがる人や，他の地方から訪れる人が多いことが原因の一
つに考えられる．
5.5.2 選択されたトピック内容とラベル
選択されたトピックの内容
地域に偏りがある，または共通として選択されたトピックの内容について例示
する．
地域に特徴的なトピックとして選択されたトピックの一部を表 5.6と表 5.7に示
す．表 5.6の 1は茨城，2は北海道のラベルが付与されたトピックであり，上位に
地域内の地名が多く現れていることからも，適切にラベルが付与されていること
がわかる．表 5.7は，地域でのイベントに関するトピックである．1は，大阪のラ
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表 5.5: 地域に特徴的なトピック数
地方 地域 トピック数
北海道 北海道 138
茨城 72
栃木 189
関東 群馬 135
埼玉 87
千葉 48
東京 45
神奈川 48
三重 84
滋賀 69
京都 114
近畿 大阪 69
兵庫 39
奈良 162
和歌山 174
九州 福岡 81
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ベルが付与された，大阪マラソンに関するトピックである．スタート会場である
大阪城公園前や，ゴールである大阪市役所前，インテックス大阪前などに関する
キーワードが選択されている．2は海上自衛隊の実播公開に関するトピックであ
り，3は東京都知事選に関するトピックである．このように，時事的なイベントに
関しても，地域に特徴のあるトピックを選択をすることができた．
表 5.6: 地域に特徴的なトピックの一部（地名など地域一般）
地域ラベル 上位語（10件）
1 茨城 牛久，茨城，つくば，土浦，村，阿見，ミニ，駅前，取手，行き
2 北海道 白石，発寒，新札幌，琴似，札幌，苗穂，桑園，北広島，み，青葉
表 5.7: 地域に特徴的なトピックの一部（イベント）
地域ラベル 上位語 (トピック内の生起確率の順位)
1 　大阪
大阪 (1)，市 (2)，梅田 (5)，マラソン (6)，前 (9)，市役所 (17)，
テックス (20)，イン (24)，大阪城公園 (44)
2 　神奈川
艦 (2)，一般 (3)，海軍 (4)，護衛 (9)，自衛隊 (10)，海上 (11)，
晴海 (16)，船 (21)，艦隊 (24)，旗艦 (25)，艦船 (71)
3 　東京
選挙 (2)，石原 (9)，都知事 (10)，東京 (16)，都議会 (18)，票 (21)，
慎太郎 (26)，猪瀬 (32)，投票 (36)，区 (52)
また，共通のトピックとして選択されたトピックの一部を表 5.8に示す．共通の
トピックでは，大学や天気，少数の地域に限定されないトピックが選択されてい
ることがわかる．
不適切な地域ラベルの付与
地域ラベルが付与されたトピックの一部は，地域に特徴的でない語が多く含ま
れているトピックも存在する．ただし，3.2節で説明した，共通のトピック kcを使
用することで，ユーザの生活に関わる地域の推定には影響をほぼ与えないものが
あることがわかった．
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表 5.8: 共通のトピックの一部
上位語（10件）
1 イラスト，大学，制作，成安，造形，ゼミ，卒業，クラス，展，配信
2 降水，確率，最低，曇，晴，発表，予報，入試，雨，のち
3 外来，専門，病院，治療，ケア，アレルギー，緩和，病気，手術，股関節
4 スミス，ニッセン，ブリ，アメ，お気，一足，参考，オシャレ，愛読，同士
5 地震，報，震度，最大，予想，震源，速報，発生，震央，緊急
表 5.9に示しているトピックは，神奈川のラベルが付与されているが，上位語の
ほとんどは買い物一般に関する語句であり，地域特徴語とは言い難い．このよう
なラベルが付与された原因は，神奈川のラベルつきデータに，商業施設でのセー
ルに関するツイートが偏って存在したからであった．このトピックの場合，他の
期間で共通の話題となって選択されたトピックに買い物に関するトピックがあり，
評価ユーザのツイートに対し，このトピックによる地域ラベルの付与は行われな
かった．時期に依存しないようなトピックの場合，誤ったラベルが付与されても，
共通のトピックを用いることで影響を小さくできることがわかる．
表 5.9: ラベルが不適切だと思われるトピックの一部
地域ラベル 上位語（10件）
神奈川 入荷，商品，早め，少量，在庫，完売，ファミリー，品，切れ，化粧
5.5.3 地域ごとの推定精度の傾向と分析
推定精度は，表 5.5に示した，地域に特徴的なトピックが多く選択された地域の
評価結果が高くなる傾向が見られた．和歌山，北海道，栃木，群馬は選択された
トピック数が多く，評価結果も高い地域である．
しかし，一部トピック数とは違う傾向を見せる地域がいくつか存在した．福岡
や千葉がトピック数が少ないのに評価値が高くなり，京都や奈良はトピック数が
多いがあまり評価値が高くないといった結果が見られた．
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福岡に関しては，近隣の地域がなく，他と重複しない地域に特徴的なキーワー
ドが多く選択されたことが理由として挙げられる．また，近隣の地域がないこと
で，他の地域からの移動が少なく，ノイズとなる情報がデータに少ないことも原
因の一つとして考えられる．同様に評価値が高い北海道は，選択されたトピック
数も多いが，同様の傾向がある．
京都は，トピック数が多いが，特徴的なキーワードに関して，他の地域の評価
ユーザが観光で訪れるなどして京都に関する投稿を行ったり，ノイズとなる情報
が多くなったと考えられる．一方で，地域に特徴的な語であっても，京都の評価
ユーザの中では，観光地となるような場所に関する投稿は全体の中でそれほど多
く見られなかった．奈良に関しては，同様の傾向とともに，和歌山への推定の誤
りが多く，近隣の地域で似たようなキーワードを含みかつ生起確率が和歌山の方
が高いトピックが選択されたのではないかと思われる．また，都道府県名で唯一，
「奈良」という語がストップワードに選択された影響などもあると考えられる．
これらの誤りの傾向を踏まえ，評価ユーザの使用するデータから，長期休暇中
に投稿されたデータを取り除くことや，平日のデータのみを使用することなどを
今後検討したい．
5.5.4 教師なしトピックモデルとの比較
4章で実験を行った教師なしトピックモデルによる実験との比較を行う．データ
数も異なるが，教師なしトピックモデルより高い評価値を得ることができた．ま
た，教師なしトピックモデルを使用した手法との違いがいくつか見られた．
まず，教師なしトピックモデルの課題であった，共通と思われるトピックに関し
て，類似でないと判定され，地域特有のトピックとなってしまう点に．関して述
べる．不適切な地域ラベルの付与は一部に関して見られるものの，自然災害や全
国的で大規模なニュースなどで誤って地域特有のトピックとラベルが付与される
例はみられなかった．教師ありトピックモデルの場合，共通と思われる話題に関
しての地域ラベルの付与は，時事的な話題というよりも，日常的な話題に関して
付与される点で傾向が異なる．この場合，他の大多数の期間により共通のトピッ
クとして正しくトピックにラベルが付与されていれば，影響は抑えやすい．次に，
トピックの数に関しては，トピックが詳細化しているものなどは分析の限り確認
されなかった．
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また，異なる傾向として，近隣地域で共有されるトピックが少ない結果となっ
た．これは，他の地域と重複しない語を含むツイートを教師データとしたラベル
付与であった点が原因だと考えられる．これに関しては，沿線名や，店舗名など
に関して，少数の地域内でのみ共有される語に関しては，教師データに含む語と
するなど，検討を行いたい．
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第6章 おわりに
本研究で取り組んだ，Twitterユーザの生活に関わる地域の推定について，以下
でまとめと，今後の課題について述べる．
6.1 まとめ
Twitter において，ユーザの生活に関わる地域は，社会行動の分析において重
要な属性の一つであるが，プロファイルに明示的に記述されていることは少ない．
そこで，本研究では，Twitterユーザを対象として，半教師ありトピックモデルを
利用した地域特徴語の選択に基づく，生活に関わる地域属性の推定手法を提案を
行った．プロフィール項目に明示されていないユーザの生活に関わる地域を推定
することで，ユーザ支援や分析への応用が期待できる．ユーザの生活に関わる地
域が推定できれば，例えば，地域ニュースや広告のより適切な推薦，ユーザ検索
の際の指標などに利用できる．以上の背景と目的について 1章で述べ，2章で関連
研究の説明と本研究の位置づけを明らかにした．
3章では，Twitterユーザの生活に関わる地域の推定手法を提案した．本研究で
は，ツイート中のトピックには，地域に偏りがあるものと，共通で出現するもの
があるという仮定のもと，地域に半教師ありトピックモデルにより地域に偏りの
ある語を選択し，ユーザの生活に関わる地域を推定する．提案手法は，学習とし
て地域特徴語を選択する段階と，それを利用し，ユーザに推定を行う二つの段階
に分類される．具体的には，地域情報サイトから収集した地域語を含むツイート
を教師データとした，半教師ありトピックモデルにより，地域に特徴的なトピック
を抽出する．そして，トピックから選定した地域特徴語を使用し，ツイートごと
に地域ラベルを付与する．各ユーザの生活に関わる地域は，ユーザの ツイートに
割り当てられた地域ラベルに基づき推定する．
4章では，教師なしトピックモデルによる実験を行った．これにより，教師なし
トピックモデルでの課題が明らかになった．
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5章では，提案手法に基づき，都道府県を，生活にかかわる地域の単位とし，16
の都道府県を対象として，教師ありトピックモデルを用いたユーザの生活に関わ
る地域の推定実験を行った．実験では，2012年の日本語ツイートを対象とし，教
師ありトピックモデルを一カ月ごとに適用した．データ数，各月を単位として，ラ
ベルが付与された 1,600,000件（各地域 100,000件）のツイートと，ラベルが付与
されていない最小 4,640,000 件，最大 4,960,000 件のツイート（各地域 10,000 件/
日）である．人手によって作成した 1,600人のユーザで評価を行ったところ，精度
0.65，再現率 0.67，F値 0.66の評価値が得られた．また，データ量や使用する素
性に制約などがある状況ではあるが，提案手法が，分類器による従来研究を参考
とした手法を上回ることができた．
本研究の貢献を以下にまとめる．
1. 半教師ありトピックモデルを用いることで，教師なしトピックモデルよりも
適切に地域に特徴的なトピックを生成し，地域特徴語の選択が行えることを
示した．
2. ツイートごとにトピックを付与し，トピックに付与されたラベルに基づいて
地域を推定することが有効であることを明らかにした．
6.2 今後の課題
今後の課題としては，ラベルつきデータの選定方法の見直しや，複数地域で特
徴的なトピックを適切に選択する手法の改良などによる，推定精度の向上が挙げ
られる．
ラベルつきデータの選択方法の見直しに関しては，テレビ番組に関する内容な
ど，時事的なキーワードが多く含まれるトピックにあやまったラベルが付与され
た場合，これらのトピックが推定のノイズとなることが確認された．地域に特徴
的な語でも，テレビなどにより時事的に他の地域のユーザも投稿するような場合
があり，そのような場合にツイートに付与されたラベルが，トピックのラベルの
付与に影響を与えている場合がある．現在は，地域情報サイトから収集した地域
に特徴のある語については，語句同士が他の地域と共起しないかは調べているが，
他の地域のツイート中にどの程度含まれているかのチェックを行っていない．その
ため，ラベルの付与に用いる地域に特徴的な語句の内，推定期間中に他の地域で
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も多く投稿が行われている語句を除くことによる，ラベル付与の精度の改善につ
いても検討していきたい.
次に，クラス間の語彙の比較による特徴語の選択といった，現在利用していな
い手法との併用の検討である．クラス間で出現する語彙の違いを利用した地域の
推定は，8地方区分などの粒度の大きな地域区分では，比較的高い精度が行えるこ
とが報告されている [27]．そのため，段階を踏み，はじめに大きな粒度の地域を推
定したあと，その中の粒度の小さな地域に推定を行うことなども考えられる．
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