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QUANTITATIVE WEAK MIXING FOR RANDOM SUBSTITUTION TILINGS
RODRIGO TREVIN˜O
Abstract. For N compatible substitution rules on M prototiles t1, . . . , tM , consider tilings and
tiling spaces constructed by applying the different substitution rules at random. These give
(globally) random substitution tilings. In this paper I obtain bounds for the growth on twisted
ergodic integrals for the Rd action on the tiling space which give lower bounds on the lower
local dimension of spectral measures. For functions with enough regularity, uniform bounds
are obtained. The results here extends results of Bufetov-Solomyak [BS19] to tilings of higher
dimensions.
1. Introduction and statement of results
Let me start describing what quantitative weak mixing is for a minimal and uniquely ergodic
flow ϕt : Ω→ Ω on a compact metric space Ω. Weak mixing is equivalent to the non-existence of
L2-eigenfunctions for the flow, that is, non-existence of functions f that satisfy f ◦ ϕt = e2piitλf
for all t ∈ R and some λ ∈ R (the eigenvalue). One can quantify how far away a system is
from having an eigenfunction: given a function f ∈ L2, its spectral measure µf is obtained, by
Bochner’s theorem, by taking the Fourier transform of the correlation function 〈f ◦ϕt, f〉. In the
case of f being an eigenfunction with eigenvalue λ, the spectral measure µf is a Dirac measure
at λ. Recall that the lower and upper local dimensions of a locally finite Borel measure µ are
the quantities
d−µ (x) := lim inf
r→0+
log µ(Br(x))
log r
and d+µ (x) := lim sup
r→0+
log µ(Br(x))
log r
.
In the case of a spectral measure µ = µf , the local dimensions will be denote by d±f (x) := d±µf (x).
The upper and lower dimensions of the spectral measure of an eigenfunction are zero. Quan-
titative weak mixing therefore involves bounding the local dimension of spectral measures from
below, that is, away from the case of Dirac measures, which appear for eigenfunctions.
Over the past decade, a series of works by Bufetov and Solomyak [BS14, BS18a, BS19] have
studied the issue of quantitative weak mixing for an increasingly large class of minimal and
uniquely ergodic flows, culminating with a very large class of non-stationary, one-dimensional
tiling spaces, a subset of which models a typical flow on flat surfaces of genus greater than two.
Recently [For19] Forni has developed an extension from his theory of flat surfaces in [For02]
through the use of twisted cohomology in order to obtain results on quantitative weak mixing
for translation flows on typical higher-genus surfaces. Forni’s contribution [For19] was done
after the results of Bufetov-Solomyak [BS18a] for translation flows on genus two, but before
their results for flows on surfaces of arbitrary genus. In fact, the results of [BS19] cover a very
general class of one-dimensional tiling spaces as well as translation flows on flat surfaces of
infinite genus.
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Much less has been done in this direction for higher rank actions, in particular for actions of
Rd. Spaces coming from tilings are natural candidates for these questions. Given that tilings
have some sort of physical significance as models of quasicrystals, many spectral results for
tilings are known. For example, Solomyak [Sol07] has characterized weak mixing for tiling
spaces which are constructed from a single substitution rule. Emme [Emm17] has studied the
behavior of spectral measures at zero for self-similar tilings of Rd. These results are extended in
the (unpublished) Master’s thesis of Marshall [Mal17], with results on quantitative weak mixing
for a class of self-similar tilings of Rd. Although it does not directly addresses questions related
to eigenfunctions, the work [BGM19] brings forth methods to determine the absence of absolute
continuity of spectral measures in a large class of self-similar tilings of any dimension.
This paper is a contribution to the expanding list of systems for which there are results on
quantitative weak mixing. In [ST19, Tre19], a method of studying (globally) random substitution
tilings was introduced and developed. The idea is as follows: suppose there are N different
compatible substitution rules S1, . . . , SN onM prototiles t1, . . . , tM , and that a tiling was created
from these by applying the different substitution rules at random over all the tiles. This procedure
would create a tiling whose structure would not be self-similar, but the structure would be
represented by the order in which the substitutions were applied to construct the tiling. In other
words, some of the structure would be recorded by a point x ∈ ΣN in the N -shift. This is very
different from the (locally) random constructions where not only are the substitutions chosen at
random, but so are the tiles on which they are applied. Systems of globally random substitution
similar to the one here sometimes go by the name S-adic systems or mixed substitution systems
[GM13].
The study of (globally) random substitution tilings is made possible through the use of Bratteli
diagrams (see §2.2 for definitions): they hold the information of both how substitutions are
applied and in which order. More specifically, given x = (x1, x2, . . . ) ∈ Σ+N , the level n of the
Bratteli diagram Bx encodes the substitution Sxn . There is a continuous map ∆x : XBx → Ωx
from the path space of Bx to a tiling space Ωx. Very importantly, with this construction come
homeomorphisms of tiling spaces Φx : Ωx → Ωσ(x). These maps drive the renormalization
dynamics on which every result relies.
As in the works of Bufetov-Solomyak and Forni, the route to proving estimates of local
dimension for spectral measures are via the study of twisted ergodic integrals. That is,
suppose Rd acts on Ω minimally and in an uniquely ergodic way. For some f ∈ L2 and λ ∈ Rd,
the twisted integral of f by λ is
SxR(f, λ) :=
∫
CR(0)
e−2pii〈λ,t〉f ◦ ϕt(x) dt
where CR(0) is the d-cube of sidelength 2R centered around the origin. The relation between
twisted integrals and quantitative weak mixing is given by the following fact, which goes back
to Hof [Hof97] (see §11 for the proof).
Lemma 1. Suppose Rd acts on Ω preserving a Borel probability measure µ. Suppose that for
some λ ∈ Rd, R0 > 0, f ∈ L2(Ω, µ) and α ∈ (0, d)
‖SR(f, λ)‖L2 ≤ C1Rd−α
for all R > R0. Then
µf (Br(λ)) ≤ Cr2α
2
for all r < 1/2R0 and some C > 0. In particular, the lower local dimension of the spectral
measure satisfies
d−f (λ) ≥ 2α.
Given the topological nature of tiling spaces, the methods used here are more in line with
those of Bufetov-Solomyak’s than those of Forni. However, there is a crucial difference between
the work here and both of those works: both [BS19] and [For19] make use of a renormalization
cocycle which describes both the hierarchical structure of the foliated space as well as the structure
of return vectors to a special transversal because, for R actions, both of these objects coincide,
since all return vectors are colinear. This cocycle has been used to study the rates of deviation of
ergodic integrals for functions with some regularity.
This no longer holds for Rd actions when d > 1, the higher rank case. More precisely, there is
a cocycle which relates the hierarchical structures of tiling spaces {Ωσk(x)} along the orbit of x.
This is called the trace cocycle in [Tre19], where it was shown that its behavior describes the
behavior of ergodic integrals of the Rd action on tiling spaces.
But there is another cocycle at play. Given a transversal 0x ⊂ Ωx in a tiling space, there is
a set of vectors Λx ⊂ Rd consisting of return vectors to the transversal. The group Γx := Z[Λ]
generated by integer combinations of these vectors is a finitely generated Abelian group whenever
the tilings in Ωx have finite local complexity. The renormalization maps Φσ(x) : Ωx → Ωσ(x)
induce a map from Γx to Γσ(x) which, under a careful choice of generators for Γx and Γσ(x), is
represented by an integer matrix. This map is called the return vector cocycle, and its behavior
gives the estimates necessary to bound spectral measures from below. Thus, in order to obtain
quantitative weak mixing results for higher rank actions, the simultaneous understanding of two
renormalization cocycles is needed.
How can these two different renormalization cocycles be understood? A quick answer is
cohomologically. It can be shown (see §9.3) that every return vector v ∈ Rd gives a cohomology
class [v] ∈ Hˇ1(Ω;Z) (more generally, in H1 of the Lie-algebra cohomology of the Rd action).
Whereas the usual renormalization cocycle describes the action of the renormalization maps on
the top level cohomology of the tiling space Hd(Ω;R) (more generally, Hd of the Lie-algebra
cohomology of theRd action), the return vector cocycle describes the action of the renormalization
maps on H1(Ω;R). Thus, when d > 1, these are different cocycles and both of these are needed
for quantitative weak mixing results. The return vector cocycle in fact projects of the cocycle Φ∗x
induced by the renormalization maps on the first cohomology H1(Ω;R) of the tiling space (see
§9.3 for details).
One way in which one can pick tilings at random is to choose the sequence of substitutions at
random, parametrized by a point x ∈ ΣN according to some shift-invariant probability measure
on ΣN . But there is another way of randomizing the construction of a tiling, and that is through
deformations (see §9.4 for definitions related to deformations). For any tiling T of finite local
complexity the set H1(ΩT ;Rd) is a natural space of deformations of the tiling, a subset of which
can be thought of as a moduli space for the tiling space ΩT . Therefore, in addition to picking the
sequences of substitutions at random, one can pick the geometry of the tilings at random from
H1(Ω;Rd). In dimension 1 this amounts to picking the length of the tiles in the tiling. However,
for dimension greater than 1 the geometry of the tiles can be varied in much more interesting
ways. The standard language to use in the deformation of orbits is that of time changes. For
higher rank actions, and especially in tiling spaces, the language of shape changes is also used.
The goal of this paper is to give sufficient conditions for when random choices of hierarchical
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structure (i.e. order of substitutions) and geometry (i.e. deformation parameter or time change)
give tilings and tiling spaces which are quantitatively weakly mixing. The results here can be
seen as a quantitative, non-stationary and measure-theoretic generalization of the topological
results for self-similar tilings in [CS06] (see (vi) below in Remark 1).
1.1. Statement of results. Let me describe everything needed to understand the main result.
Let S1, . . . , SN be a collection of substitution rules on M prototiles t1, . . . , tM . A substitution
rule is called uniformly expanding if there is a θ ∈ (0, 1) such that every prototile is expanded
by θ−1i under the substitution rule S. See §2.1 for the necessary background on tilings and tiling
spaces. Here it will be assumed that the substitution rules are compatible in the sense of [GM13]
(see §3): any arbitrary combination of them produces tilings in which tiles meet edge to edge
and have finite local complexity. That this is a large and interesting class of tilings at least in
dimension two is evident from the experimental results in [GKM15].
As mentioned in the previous section, by picking a element of x = (x1, x2, . . . ) ∈ Σ+N one
specifies a sequence of substitutions Sx1 , Sx2 , . . . from which one can try to construct a tiling
space Ωx. Naturally, some conditions need to be imposed so that, given a set of substitution
rules, a choice of x will in fact produce a tiling space Ωx. The construction involves first
creating a Bratteli diagram Bx, an infinite directed graph, which records not only the order of
the substitutions given by x, but also some accompanying combinatorial information about the
substitution. This combinatorial information can be expressed in a sequence of integer valued,
non-negative matrices {Ak}k, where Ai encodes some information from the substitution Sxi (in
factAi is the substitution matrix Fxi for Sxi). The basic necessary condition in order to construct
an unambiguous tiling space Ωx from x is requiring that the sequence {Ak} has the property that
for every m ∈ N there is an n > m such that the matrix An · · ·Am has all positive entries. Note
that this property is σ-invariant: if the matrices for Bx have this property then the matrices for
Bσ(x) have this property. A σ-invariant measure is called minimal if for µ-almost every x, the
matrices for Bx have this property. See §3 for more details.
A further condition is needed to obtain quantitative weak mixing results. A word w =
w1w2 . . . wn is simple if wi · · ·wn 6= w1 · · ·wn−i+1 for all 1 < i ≤ n. A word w is positively
simple if it is a simple word and in addition:
(i) it breaks up into two subwords w = w−w+ = w−1 · · ·w−n−w+1 · · ·w+n+ , and
(ii) each entry in both matrices Q± := Fw±
n±
· · ·Fw±1 is strictly greater than 1, where Fwj is
the substitution matrix for Swj .
Let C([w1.w2]) ⊂ ΣN be the cylinder set with the word w1w2 around the origin. A σ-invariant
probability measure µ on Σ+N for which µ(C([w−.w+])) > 0 for a positively simple word w is
called a positively simple measure. Any such measure is a minimal measure. The existence of
a positively simple word which occurs infinitely often in x guarantees the existence of a finite set
Λw ⊂ Rd of vectors which model good return vectors of arbitrarily large scale for the Rd action
on Ωx. This is covered in §6.
Let rx be the rank of the group Γx = Z[Λx] generated by integer combinations of return
vectors. Chosing a set of generators {vi} of Γx one can define the address map α : Γx → Zrx
by sending the generators {vi} to the canonical generators. As such, every element τ ∈ Λx has
an address α(τ). A positively simple measure µ is called postal if α(Λw) generates Zrx , that
is, if there are enough special return vectors in Λw so that any address can be found with these
vectors through the address map.
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Let µ be a positively simple, postal, σ-invariant, ergodic probability measure on ΣN such that
the return vector cocycle is integrable (the return vector cocycle is defined in §5.1 ). For any
point x ∈ ΣN consider the corresponding tiling space Ωx. As mentioned above, the geometry
of the tilings in Ωx are given by an element дx ∈ H1(Ωx;Rd), which is a finite dimensional
vector space carrying a natural Lebesgue measure. There is an open subsetMx ⊂ H1(Ωx;Rd)
which parametrizes all deformations (equivalently, time changes) of tilings in Ωx (see §9.4) which
inherits a natural absolutely continuous measure from H1(Ωx;Rd). Any tiling space obtained
by deforming the tiling space Ωx by deforming through д ∈Mx will be denoted by Ωдx . The set
Mx can be thought of a moduli space of Ωx.
The shift σ : ΣN → ΣN induces a homeomorphism of tiling spaces Φx : Ωx → Ωσ(x) which
generalizes the hyperbolic self-homeomorphisms which appear in self-similar tiling spaces. Such
maps induce an action Φ∗x : H∗(Ωσ(x);Z) → H∗(Ωx;Z) on cohomology. Under the assumption
that log ‖Φ∗x‖ is µ-integrable for some σ-invariant and ergodic µ, the Oseledets theorem gives a
decomposition of the first cohomology space H1(Ωx;R) = E+x ⊕E−x , where E+x is the Oseledets
space of strictly positive Lyapunov exponents. Throughout the paper, CR(0) := [−R,R]d ⊂ Rd.
Theorem 1. Let S1, . . . , SN be a collection of N uniformly expanding compatible substitution
rules on the M prototiles t1, . . . , tM of dimension d and µ a σ-invariant positively simple, postal
ergodic probability measure on ΣN such that log ‖Φ∗x‖ ∈ L1µ, where Φ∗x is the map on the first
cohomology of Ωx induced by the shift. If dim(E+x ) > d then there exists a constant αµ ∈ (0, 1]
such that for µ-almost every x ∈ ΣN , for almost every д ∈ Mx, any B > 1, any Lipschitz
function f : Ωдx → R, T ∈ Ωдx , ε > 0 and λ ∈ Rd with 0 < ‖λ‖ ≤ B,∣∣∣∣∫
CR(0)
e−2pii〈λ,t〉f ◦ ϕt(T ) dt
∣∣∣∣ ≤ CfRd−αµ+ε,
for all R large enough. In particular, the lower local dimension of the spectral measures is
bounded from below:
2αµ ≤ d−f (λ).
I should point out that in this setting it is always true that dimE+x ≥ d for a tiling of dimension
d. Thus the theorem requires one extra expanding Oseledets subspace. The consequence is that
a generic time change of a self-similar, aperiodic tiling with large-enough unstable space does
not have any eigenfunctions (see Remark (vi) below).
Corollary 1. Let S be a primitive substitution rule on the M > 1 prototiles t1, . . . , tM of
dimension d. If dim(E+x ) > d then there exists a constant αµ ∈ (0, 1] such that for almost every
д ∈ Mx, for any B > 1, any Lipschitz function f : Ωx → R, T ∈ Ωx, ε > 0 and λ ∈ Rd with
0 < ‖λ‖ ≤ B, ∣∣∣∣∫
CR(0)
e−2pii〈λ,t〉f ◦ ϕt(T ) dt
∣∣∣∣ ≤ CfRd−αµ+ε,
for all R large enough. In particular, the lower local dimension of the spectral measures is
bounded from below:
2αµ ≤ d−f (λ).
Remark 1. Some remarks:
(i) The main theorem does not imply all of the results of [BS19], which cover the case d = 1.
The reason is that the hypotheses here assume that the substitutions are uniformly
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expanding, which is not an assumption in [BS19]. Removing this assumption for d > 1
may give tilings of arbitrarily many scales, which significantly complicates the analysis of
the group of return vectors and cohomology spaces. This is not an issue for d = 1 because
all boundaries of tiles are the same. On the other hand, [BS19] assumes the invertibility
of the substitution matrices, which is not an assumption made here, although it seems to
me like the results in [BS19] can do without such assumption. It seems like first removing
the compatibility assumption adopted here may be a more approachable extension of the
results here.
(ii) The value of αµ can be explicitly given in terms of the dynamical behavior of the return
vector cocycle; see Proposition 4 in §8.
(iii) That αµ is bounded above by 1 is a consequence that boundary effects appear in ergodic
integrals for higher rank actions; see §7.
(iv) The “simple” part of a positively simple word implies that this word has no overlaps.
These types of words always exist in a subshift as long as there are periodic orbits of
arbitrary high period (see e.g. [Yan18, Lemma 2.5]). Therefore, measures of positive
entropy on ΣN are positively simple measures. This was what was used in [BS19] to
apply their quantitative weak mixing results to flat surfaces: Rauzy-Veech induction has
as base dynamics a mixing subshift of finite type, and so the Masur-Veech measure has
the property that makes it a positively simple measure.
(v) It is unclear whether, in general, there is any relationship between the spectrum of the
trace cocycle and the spectrum of that of the return vector cocycle. In the case of single
substitutions there seems to be some; see Lemma 13 and Appendix B.
(vi) In [CS06, Theorem 1.7], Clark and Sadun give a cohomological condition so that for
almost any choice of deformation parameter д the system is topologically weak mixing
when the starting system is self-similar. By a result of Solomyak [Sol07, Theorem
3.3], this implies measure theoretic weak mixing for typical deformation parameters in
the self-similar case. Theorem 1 above can be seen as a non-stationary, quantitative,
and measure-theoretic generalization of their result. Corollary 1 here requires more
conditions than [CS06, Theorem 1.7] but has stronger conclusion.
Weak mixing is defined as the convergence in the average of correlations of functions of zero
mean. The quantitative weak mixing results yield uniform rates of weak mixing for functions
with sufficiently regularity in the leaf direction. More precisely, let Ω be a tiling space whose
elements are repetitive, aperiodic tilings of dimension d of finite local complexity. Assume that
the Rd action on Ω is uniquely ergodic. Fixing an orthonormal frame X1, . . . , Xd for the Lie
algebra Rd, denote by Xif the leafwise derivative of f by Xi and by C∞(Ω) the set of Lipschitz
functions which areC∞ in the leaf direction, that is, Lipschitz functions such thatXαf ∈ C∞(Ω)
for any multi-index α = (α1, . . . , αd) ∈ Nd with Xα = Xα11 · · ·Xαdd . For k ∈ N let
‖f‖(k) :=
∑
α∈Nd:|α|=s
‖Xαf‖L2 ,
where |α| = α1 + · · ·+ αd. For any r > 1 define
Иr(Ω) =
f ∈ C∞(Ω) :
∞∑
k=1
‖f‖(k)
rk
<∞ and sup
k
‖Xαkf‖L∞
rk
<∞
for any sequence αk ∈ Nd with |αk| = k for all k.

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and note that Иr(Ω) ⊂ Иs(Ω) whenever r > s > 1.
Theorem 2. Let S1, . . . , SN be a collection of N uniformly expanding compatible substitution
rules on the M prototiles t1, . . . , tM of dimension d and µ a σ-invariant positively simple, postal
ergodic probability measure on ΣN such that log ‖Φ∗x‖ ∈ L1µ, where Φ∗x is the map on the first
cohomology of Ωx induced by the shift. If dim(E+x ) > d then there exists a constant α′µ ∈ (0, 1]
such that for µ-almost every x ∈ ΣN , for almost every д ∈ Mx, ε > 0, and any functions
f, g ∈ Иr(Ωдx ) of zero average,
(1)
∫
CR(0)
|〈f ◦ ϕt, g〉| dt ≤ Cf,g,r,εRd−
α′µ
2
+ε
for all R > 1, where
α′µ = min
{
αµ, d
(
1− λ2
λ1
)
, 1
}
,
αµ is the constant given in Theorem 1, and λ1 > λ2 are the top two Lyapunov exponents for the
trace cocycle. Moreover, for all λ ∈ Rd:
(2)
∣∣∣∣∫
CR(0)
e−2pii〈λ,t〉f ◦ ϕt(T ) dt
∣∣∣∣ ≤ C ′f,r,εR d+λ∗2 +ε,
for all R large enough, where λ∗ = max{d− 1, dλ2
λ1
}. In particular, the lower local dimension of
the spectral measures is bounded from below:
min
{
1, d
(
1− λ2
λ1
)}
≤ d−f (λ).
Remark 2. Some remarks:
(i) In general one expects αµ to be much smaller than min{1, d(1−λ2/λ1)}, so the uniform
bounds in Theorem 2 for functions with enough regularity are better than the bounds in
Theorem 1.
(ii) The bound depends on both the Lyapunov spectrum of the trace cocycle and the Lyapunov
spectrum of the return vector cocycle. In cohomology terms, the bound in Theorem 2
depends both on the spectral gap of the Lyapunov spectrum on the cocycle onHd(Ωx;R)
as well as the spectrum on the cocycle on H1(Ωx;R).
(iii) The proof for the uniform bounds in Theorem 2 obtained from non-uniform bounds in
Theorem 1 for smooth functions apply to the non-uniform bounds in [BS19], thus giving
uniform estimates for their results in dimension 1, bringing them closer to the uniform
bounds of Forni in [For19]. In fact, the proof of (1) follows Forni’s argument in [For19,
Lemma 9.3]. The uniform bounds in (2) follow from (1) using an argument of Venkatesh
[Ven10, Lemma 3.1].
(iv) Theorem 2 is of more relevance to the mathematical physics literature than Theorem 1
given the importance of correlation functions in the theory of diffraction.
Given the uniform bounds in Theorem 2, an argument of [BS18b, §2] caries over verbatim after
replacing R with Rd for product systems. Besides applying to the uniform results here, it also
applies to the uniform results of Forni [For19].
Corollary 2. Let S1, . . . , SN be a collection of N uniformly expanding compatible substitution
rules on the M prototiles t1, . . . , tM of dimension d and µ a σ-invariant positively simple, postal
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ergodic probability measure on ΣN such that log ‖Φ∗x‖ ∈ L1µ, where Φ∗x is the map on the first
cohomology of Ωx induced by the shift. If dim(E+x ) > d then for µ-almost every x ∈ ΣN , for
almost every д ∈Mx, ε > 0, for any ergodic action φt : X → X of Rd on a standard probability
space (X, ν), for any functions f ∈ Иr(Ωдx ) and g ∈ L2(X, ν) of zero average,∣∣∣∣∫
CR(0)
〈(f ⊗ g) ◦ (ϕt × φt) , (f ⊗ g)〉 dt
∣∣∣∣ ≤ Cf,r,ε,gRd−λ∗+ε,
where λ∗ = max{d− 1, dλ2
λ1
} as in Theorem 2.
For reasons that I do not fully understand, there has been some contention as to what the
definition of a crystal should be [Lif07]. A prevailing view is that a crystal should have long-
range positional order which can be infered from the existence of Braggs peaks in the Fourier
spectrum of the solid. If tilings serve as mathematical models of crystals, then this means that
tilings with some discrete spectrum are candidates for being models for crystals. The results in
this paper show that, left to our own devices and constructing tilings at random, we are almost
surely not constructing models for any type of crystal. I think this makes both crystals and tilings
constructed at random special.
This paper is organized as follows. In §2 the necessary background for tilings and Bratteli
diagrams is covered. This is followed in §3 by a review of the construction of random substitution
tilings using graph iterated function systems, which was a construction introduced in [ST19].
The basic theory of locally finite dimensional algebras and their traces is covered in §4. The
ideas of renormalization are introduced in §5, where the behavior of the groups of return vectors
under the substitution maps (the return vector cocycle) is analyzed, as well as the induced action
on traces. In §6 elements of the LF algebras instroduced in §4 are constructed to organize the
set of inner products 〈λ, τ〉 of spectral parameters λ ∈ Rd and return vectors τ . This allows to
give bounds of the norms of traces applied to these elements, which are crucial to estimating the
growth of twisted integrals, which is done in §7. A criterion is proved in §8 giving bounds of the
spectral measures of functions in terms of the quantitative behavior of the return vector cocycle.
This type of result goes by the name of a quantitative Veech criterion, refering to the criterion
by Veech for weak mixing in [Vee84], and the criterion here is a generalization to higher rank of
the criterion in [BS19]. Cohomology is introduced in §9 and the basic theory of deformations is
introduced. A link between the return vector cocycle and the induced action on cohomology is
established from which a cohomological quantitative Veech criterion is derived. In §10, Bufetov
and Solomyak’s version of the Erdo˝s-Kahane argument is used to show that the set of deformation
parameters which are bad is very small, allowing the proof of Theorem 1 to be finished, which is
done in §11. The uniform bounds are derived from Theorem 1 in §12. There are two appendices
which include results which are not directly related to the proof of quantitative weak mixing, but
they are not unrelated to the ideas floating around. Appendix A introduces twisted cohomology
for tiling spaces basic properties are derived. Appendix B presents a generalization of Kenyon’s
theorem on the structure of return vectors in the non-stationary setting here.
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2. Background: Tilings and Bratteli diagrams
2.1. Tilings and tiling spaces. A tiling T of Rd is a covering of Rd by compact sets t, called
tiles, such that any two tiles of T may only intersect along their boundaries. The translation
ϕτ (T ) of a tiling T is the tiling obtained by translating each of the tiles t of T by the vector
τ ∈ Rd. If there exist compact sets t1, . . . , tM such that every tile t ∈ T is translation-equivalent
to some ti, then we call the collection {t1, . . . , tM} the prototiles of T . A union P ⊂ T of a
finite number of tiles of T is called a patch of T . For any bounded set A ⊂ Rd define the patch
O−T (A) = largest patch of T completely contained in A.
For two tiles t, t′ ∈ T , let t ∼ t′ denote translation-equivalence, that is, if there exists a τ ∈ Rd
such that ϕτ (t) = t′, then one writes t ∼ t′.
A tiling is repetitive if for any patch P in T there is an RP > 0 such that the ball BRP (x)
contains a patch P ′ which is translation-equivalent to P for any x ∈ Rd. A tiling has finite
local complexity if for any R > 0 there is a finite list of patches PR1 ,PR2 , . . . ,PRN(R) such that
for any x ∈ Rd, O−T (Br(x)) ∼ PRj for some j.
Given a finite collection of tiles t1, . . . , tM , a substitution rule is a collection of affine maps
{fijk} such that
ti =
M⋃
j=1
κ(i,j)⋃
k=1
fijk(tj).
The maps fijk are assumed to be dilation and translation, so in fact they are of the form
fijk(x) = θijkx + τijk for some θijk ∈ (0, 1] and τijk ∈ Rd. The substitution rule is uniformly
expanding if there is a θ ∈ (0, 1) such that θi,j,k = θ for all i, j, k.
There is a metric on the set {ϕt(T )}t∈Rd of translates of T . First, define
d¯(T , ϕt(T )) = inf
{
ε > 0 : O−T (B1/ε(0)) = O−ϕt+sT (B1/ε(0)) for some ‖s‖ ≤ ε
}
,
and from this define
(3) d(T , ϕt(T )) = min
{
1, d¯(T , ϕt(T ))
}
.
That (3) is metric is a standard fact. Denote by
ΩT := {ϕt(T ) : t ∈ Rd}
the metric completion of the set of all translates of T with respect to the metric (3). This set is
called the tiling space of T . Note that if T is repetitive then we have that ΩT ′ = ΩT for any
other T ′ ∈ ΩT . By chosing a marked point in the interior of each prototile ti it can be assumed
that every tile in T has a marking which is translation equivalent to the marking on prototiles by
the corresponding translation equivalence of tiles with prototiles. The canonical transversal
of ΩT is the set
(4) 0T := {T ∈ ΩT : the marked point in the tile containing the origin is the origin}.
Let P ⊂ T be a patch and t ∈ P a tile in the patch. Then
CP,t = {T ′ ∈ ΩT : P is a patch in T ′ and the distinguished point in the tile t is the origin}.
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is the (P , t)-cylinder set, and for ε > 0 the (P , t, ε)-cylinder set is
CP,t,ε :=
⋃
‖τ‖<ε
{ϕτ (T ′) : T ′ ∈ CP,t} ⊂ ΩT .
The tiling space is compact if T has finite local complexity. Moreover, if T is a repetitive tiling
of finite local complexity then the topology of ΩT is generated by cylinder sets of the form CP,t,ε
for arbitrarily small ε > 0. This gives ΩT a the local product structure of C × Bε, where C is a
Cantor set and Bε ⊂ Rd is an open ball.
There is a natural action ofRd on ΩT by translation and this action is minimal if T is repetitive.
The only case considered here is the case when this action is uniquely ergodic. That is, there
exists a unique Borel probability measure µwhich is invariant under the action ofRd. By the local
product structure C × Bε of ΩT , the measure µ has a natural product structure ν × Leb, where
ν is a transverse measure to the action of Rd and invariant under holonomy. Since open sets
along the totally disconnected transversal 0T are given by cylinder sets of patches, the measure
ν satisfies ν(CP,t) = freq(P), where freq(P) is the asymptotic frequency of translation copies of
the patch P in the tiling T .
2.1.1. Functions.
Definition 1. Let T be a tiling ofRd. A function h : ΩT → R is transversally locally constant
(TLC) if for any T if there is an R > 0 such that if O−T ′(BR(0)) = O−T (BR(0)) for any T ′ ∈ ΩT
then h(T ) = h(T ′).
Definition 2. Let T be a tiling of Rd. A function f : Rd → R is T -equivariant if there is an
R > 0 such that if O−T (BR(x)) = O−T (BR(y)) then it follows that f(x) = f(y).
There is a correspondence between TLC functions on ΩT and T ′-equivariant functions on Rd.
Given a TLC function on ΩT and T ′ ∈ ΩT , let iT ′(h) : Rd → R be the function
(5) iT ′(h)(t) = h ◦ ϕt(T ′)
for all t ∈ Rd. This map in fact gives an algebra isomorphism between TLC functions and
T -equivariant functions [KP06, Theorem 20].
2.1.2. Return vectors. Let T be a repetitive tiling of finite local complexity. Define
ΛTi =
{
τ ∈ Rd : ϕτ (t1) = t2, for some t1 ∼ t2 ∼ ti
}
for i = 1, . . . ,M , and
ΛT =
⋃
i
ΛTi .
The set ΛTi is the set of return vectors to a transversal between two tiles which is of the same
translation equivalence type. Note that by repetitivity this set is independent of the tiling in the
tiling space and, as such, it is defined by the tiling space.
Let ΓT be the group generated by the Delone set ΛT (sometimes called the Lagarias group).
This is defined as the group generated by linear combination of integer multiples of elements of
ΛT :
ΓT := Z[ΛT ].
By finite local complexity, this is a finitely generated free Abelian group. Let r be the rank of this
group and choose a basis {vi, . . . , vr} for ΓT . This choice defines the address map α : ΓT → Zr
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by α(vi) = ei for all i = 1, . . . , r and extending in a way to yield an isomorphism. By a result of
Lagarias [Lag99] this map is Lipschitz when restricted to ΛT .
2.2. Bratteli Diagrams. A Bratteli diagram is an infinite directed graph B = (V,E) with
V =
⊔
k≥0
Vk and E =
⊔
k>0
Ek
and range and source maps r, s : E → V with r(Ek) = Vk and s(Ek) = Vk−1 for k ∈ N. It is
assumed that |Ek| and |Vk| are finite for every k. A Bratteli diagram B can also be defined by a
sequence of matrices {Ak}, where Ak is a |Vk| × |Vk−1|matrix and (Ak)ij is the number of edges
e with s(e) = vj ∈ Vk and r(e) = vi ∈ Vk−1.
A finite path e¯ is a finite collection of edges (em, . . . , em+n) with the property that with ei ∈ Ei
and r(ei) = s(ei+1) for i = m, . . . ,m+n−1. The range and source maps r, s can be extended to
the set of finite paths by setting s((em, . . . , em+n)) = s(em) and r((em, . . . , em+n)) = r(em+n).
The set Em,n is then the set of finite paths e¯ such that s(e¯) ∈ Vm and r(e¯) ∈ Vn. For two vertices
v ∈ Vm and w ∈ Vn with m < n, Evw is the set of finite paths e¯ such that s(e¯) = v and r(e¯) = w.
A Bratteli diagram is minimal is for every k ≥ 0 there is a ` ∈ N such that Evw 6= ∅ for every
v ∈ Vk and w ∈ Vk+`.
An infinite path e¯ is a path of infinite length with s(e¯) ∈ V0. The set XB is a set of all infinite
paths, and it is topologized by a basis of cylinder sets of the form
Cp = {e¯′ = (e′1, e′2, e′3, . . . ) ∈ XB : e′i = ei for all i ≤ k}
for a finite path p = (e1, . . . , ek) ∈ E0,k.
Two paths e, e′ ∈ XB are tail-equivalent (denoted by e ∼ e′) if there exists a k ≥ 0 such that
ei = e
′
i for all i ≥ k. This relation is an equivalence relation and the tail-equivalence class of
a path e¯ is denoted by [e¯]. Note that if a Bratteli diagram B is minimal then [e¯] = XB for any
e¯ ∈ XB . A Borel measure µ on XB is invariant (or invariant for the tail-equivalence relation)
if for any two finite paths p, q ∈ E0,k with r(p) = r(q) it holds that µ(Cp) = µ(Cq). For such
measures, for v ∈ Vk, denote µ(v) := µ(Cp) for any p ∈ E0,k with r(p) = v.
2.2.1. Bi-infinite diagrams. The notion of a Bratteli diagram is easily generalized to a bi-infinite
graph.
Definition 3. A bi-infinite Bratteli diagram is an infinite directed graph B = (V , E) with
V =
⊔
k∈Z
Vk and E =
⊔
k∈Z¯
Ek,
where Z¯ = Z − {0}, along with range and source maps r, s : E → V with r(Ek) = Vk and
s(Ek) = Vk−1 for k ∈ N, and r(Ek) = Vk−1 and s(Ek) = Vkfor k < 0. It is assumed that |Ek| and
|Vk| are finite for every k.
The notational convention adopted here is that B, V,E,A will denote objects corresponding
to Bratteli diagrams as in §2.2, whereas B,V , E ,A are the objects corresponding to bi-infinite
diagrams as defined above. The sets of paths Em,n are analogously defined as in Em,n in the
obvious way, and so is the concept of minimality for a bi-infinite diagram B.
A bi-infinite diagramB can be thought of a two one-sided diagramsB+ andB− as follows. The
positive part B+ of the Bratteli diagram B is the restriction of B to its vertices and edges with
non-negative indices. The negative part B− of B is the one-sided Bratteli diagram obtained by
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considering the vertices and edges of B with non-positive indices and multiplying the indices by
−1 to obtain a one-sided diagram. Equivalently, if {Ak}k∈Z¯ is the sequence of matrices defining
B, then B+ is defined by the matrices A+k = Ak for k > 0, and B− is defined by the matrices
A−k = AT−k for k > 0. Note that B+ and B− share the same level of vertices at level 0. As such,
the space of all infinite paths XB on B has a local product structure given by the identification
XB =
{
(e¯+, e¯−) ∈ XB+ ×XB− : s(e¯−) = s(e¯+)
}
.
3. Random substitution tilings
Let S1, . . . , SN be N substitution rules on the prototiles t1, . . . , tM , where it is assumed
without loss of generality that each prototile contains the origin in the interior. Recall that each
substitution rule S` gives a collection of affine maps {f `ijk} with the property that
(6) ti =
M⋃
j=1
κ`(i,j)⋃
k=1
f `ijk(tj).
Let ΣN = {1, . . . , N}Z¯ be the full N -shift, where Z¯ = Z\{0} and it inherits the natural order
from Z. For x ∈ ΣN , define the Bratteli diagram Bx to be the diagram with M vertices at
every level, and, for n > 0, having κxn(i, j) edges going from vj ∈ Vn−1 to vi ∈ Vn for all
i, j = 1, . . . ,M . For n < 0, having κxn(i, j) edges going from vj ∈ Vn to vi ∈ Vn+1 for all
i, j = 1, . . . ,M . As such, since there is a natural bijection at level n between edges and maps
{fxnijk}, we denote by fe the corresponding affine linear map corresponding to the edge e ∈ En.
For a finite path e¯ = (em, . . . , en) define fe¯ = fen ◦· · ·◦fem and f−1e¯ = f−1em ◦· · ·◦f−1en . Finally, for
an infinite path (. . . , e−1, e1, e2, . . . ) = (e¯−, e¯+) = e¯ ∈ XBx denote by e¯|k = e¯+|k the truncation
of e¯+ after level k. Thus fe¯|k = fe¯+|k = fek ◦ · · · ◦ fe1 .
Following the constructions in [ST19, Tre19], one can build a tiling Te¯ from a path e¯ =
(e¯−, e¯+) ∈ XBx as follows. The kth-approximant of Te¯+ is the set
(7) Pk(e¯+) =
⋃
e¯′∈E0,k
r(e¯′)=r(e¯|k)
f−1e¯|k ◦ fe¯′(ts(e¯′)).
It can be quickly verified that Pk(e¯+) ⊂ Pk+1(e¯+) as a subpatch, and so by considering larger
and larger indices one obtains
T +e¯ =
⋃
k>0
Pk(e¯+).
This tiling is tiled by the tiles f−1e¯|k ◦ fe¯′(ts(e¯′)) for e¯′ ∈ E0,k with r(e¯′) = r(e¯|k) and arbitrary k.
This tiling may or may not cover all of Rd, but this potential problem will addressed below in
Proposition 1. Let
τ−e¯ =
⋂
k<0
f(e¯k,...,e¯−1)(ts(ek))
and assume for the moment that this intersection is a single point. Then the tiling
Te¯ = ϕτ−e¯ (T +e¯ )
is the tiling constructed from e¯ as long as 1) T +e¯ covers all of Rd and 2) τe¯ is a single point. As
will be discussed below in Proposition 1, both of these conditions will generically hold true. Note
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that if one defines
Pk(e¯) = ϕτ−e¯ (Pk(e¯+))
then Pk(e¯) ⊂ Pk+1(e¯) for all k > 0 and
Te¯ =
⋃
k
Pk(e¯).
Suppose Bx is minimal and let ∅ 6= X˚Bx ⊂ XBx be the set of paths e¯ such that Te¯ covers all
of Rd. Then the construction e¯ 7→ Te¯ defines a surjective map ∆x : X˚Bx → ΩTe¯ = Ωx by [ST19,
Lemma 5], called the Robinson map. That is, the tiling space ΩTe¯ obtained is independent of
the path e¯ used. A level-k supertile of a tiling T ∈ Ωx is a patch P of T which is translation
equivalent to a level-k approximant Pk(e¯+) in (7) for some e¯+ ∈ XB+x not only as a set, but as a
tiled patch.
Since each of the substitution maps is of the form, f `ijk(x) = θijk`x+ τijkl for θijk` ∈ (0, 1], we
can write fe = θex+ τe. Define
S±x (e¯) = lim
n→±∞
1
|n|
n∑
i=1
log θen
and, if the collection of substitutions are uniformly expanding,
S±x (e¯) = lim
n→±∞
log θ(n)x
|n| ,
where θ(±n)x := (θx±1 · · · θx±n). If X±Bx admits a single tail-invariant probability measure, then
S±x : X
±
Bx → R is constant. Moreover, we have that
S±x (e¯) = S
±
σ(x)(σ(e¯)),
i.e., the functions S±x are invariant under a shift of indices of the Bratteli diagram Bx. As such, if
µ is an σ-invariant ergodic probability measure on ΣN then S±x are constant along the orbits.
Definition 4. An invariant probability measure µ is contracting if the µ-almost every x we
have that S±x (e¯) < 0 for all e¯ ∈ X±Bx .
Thus if the collection of substitution rules are uniformly contracting any invariant measure is
contracting. The following comes from [GM13].
Definition 5. A set of subtitution rules S1, . . . , SN on the prototiles t1, . . . , tM is compatible if
each prototile ti has a CW structure such that for any x ∈ ΣN , (e¯−, e¯+) ∈ XBX and any k ∈ N,
the kth approximant Pk(e¯+) in (7) is tiled by copies of prototiles such any intersections of two
tiles is a union of subcells.
Compatibility in dimension 1 is automatic. In higher dimension is harder to enforce but,
as shown in [GM13], there are still plenty of interesting examples in higher dimensions. The
following is a collection of results from [ST19].
Proposition 1. LetS1, . . . , SN be a collection ofN compatible substitution rules on the prototiles
t1, . . . , tM and let µ be a minimal, contracting, σ-invariant ergodic probability measure. Then for
µ-almost every x there are unique invariant mesures µ±x on X±Bx with µx = µ
+
x × µ−x a measure
on XBx with µx(X˚Bx) = 1. The map ∆x sends µx to the unique invariant measure on Ωx which
is invariant under the action of Rd, locally as (∆x)∗µx = (∆x)∗(µ+x ×µ−x ) = νx× Lebx, where νx
13
is the unique Rd-invariant probability measure 0x ⊂ Ωx which is invariant under the holonomy
of Rd.
3.1. Functions.
Definition 6. Let S1, . . . , SN be a family of compatible substitution rules on the prototiles
t1, . . . , tM , x ∈ ΣN and Bx the Brattelli diagram constructed from x and the family of substi-
tutions. Suppose that Bx is minimal and S±x (e¯) < 0 for all e¯ ∈ XBx . If ∆e¯ : X˚Bx → Ωx is
the surjective Robinson map, then h : Ωx → R is a level-k transversally locally constant (TLC)
function if there exist compactly supported functions ψi : ti → R, i = 1, . . . ,M , such that
h(∆x(e¯)) = ψi
(⋂
i<k
f(e¯i,...,e¯k−1)(ts(ei))
)
if r(e¯k) = vi ∈ Vk.
In words: if T ′ ∈ Ωx then there is a path e¯′ = (. . . , e−1, e1, e2, . . . ) with ∆x(e¯′) = T ′. Now,
the level-k supertile associated to T ′ is the patch associated to the level-k approximant Pk(e¯′)
which contains the origin, and this approximant, as a set, is a comformally-equivalent to some
prototile ti. Then h(T ′) is the value of ψi at the point in ti corresponding to where the origin sits
in Pk(e¯′). That the intersection is a single point is a consequence of the assumption S±x (e¯) < 0.
Having the parameter k to describe TLC functions allows one to organize the set of all TLC
functions as introduced in §2.1.1. The same idea motivates the following definition, which is a
modification to the current setting of the definition in §2.1.1.
Definition 7. Let T ∈ Ωx be an aperiodic, repetitive tiling of finite local complexity. A function
g : Rd → R is a level-k T -equivariant function if the value of g at x only depends on the level-
k supertile of T which contains x. More specifically, there is a level-k TLC function h : ΩT → R
such that g(x) = h ◦ ϕx(T ).
Lemma 2. Let S1, . . . , SN be a family of uniformly expanding compatible substitution rules on
the prototiles t1, . . . , tM and let x ∈ Σ so that Bx is minimal and Ωx has a uniquely ergodic Rd
action. Let f ∈ Ωx be Lipschitz function with Lipschitz constant Lf . Then for every k ∈ N there
exists a level-k TLC function fk such that
‖f − fk‖∞ ≤ Lf max
v∈Vk
µ+x (v)
on a full measure set.
Proof. The tiling space Ωx is partitioned (up to a set of measure zero) into sets Ωk,1x , . . . ,Ωk,Mx
with the property that any T ∈ Ωk,ix has as its level-k supertile containing the origin a supertile
of type i. Pick any Ti ∈ Ωk,ix for i = 1, . . . ,M . Define fk as follows. If T ∈ Ωk,ix , then it is
at a distance less than or equal to µ+x (vi) from a translate T ′ ∈ Ωk,ix of Ti. Define in this case
fk(T ) = f(T ′). The approximation estimate follows. 
3.2. Choices, canonical supertiles and control points.
Definition 8. Let S1, . . . , SN be a collection of compatible substitution rules on M prototiles,
and x ∈ ΣN . By the construction in this section we obtain a Bratteli diagram Bx = (V , E). A
choice function is any map c : V → E that satifies
(i) c(v) ∈ r−1(v) for all v ∈ V ,
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(ii) if xk = xk′ then c(v) = c(v′) for v ∈ Vk and v′ ∈ Vk′ under the obvious bijection between
the sets of edges Ek and Ek′ .
Given a choice function c, k > 0 and v ∈ Vk, the choice path e¯c,v ∈ E0,k is the unique path
(e1, . . . , ek) ∈ E0,k satisfying c(v) = ek, and ei = c(s(ei+1)) for all i = 1, . . . , k − 1.
What choice functions give is a canonical choice of tile in any supertile. More specifically, by
(7), any level-k supertile is associated to a vertex v ∈ Vk, and the super tile is obtained through
the union of a collection of tiles in bijection with the set of paths e¯ ∈ E0,k with r(e¯) = v. Thus,
since a choice function c picks an element e¯c,v ∈ E0,k, then this corresponds to a choice of tile in
the level-k supertile.
LetXxc ⊂ XBx be the set of maximal choicepaths. This is any path e¯ = (. . . , e−1, e1, e2, . . . ) ∈
XBx such that ei = c(r(ei)) for all i. By compactness of B+x , Xxc 6= ∅. Note that by construction
one has that Xxc ⊂ 0x. For vi ∈ Vk, k > 0, the choice function c gives a unique choice path
e¯c,vi ∈ E0,k with r(e¯c,vi) = vi and thus a unique cylinder set Cc,vi := Ce¯c,vi .
Definition 9. For k > 0, i ∈ {1, . . . ,M} and vi ∈ Vk, the M canonical level-k supertiles
Pk(vi) := Pk(e¯+),
each of which is independent of the choice e¯ ∈ Cc,vi
3.2.1. Control points. LetS1, . . . , SN beN compatible substitution rules on the prototiles t1, . . . , tM .
As discussed in §3, a choice of point in the interior of each of the prototiles defines a canonical
transversal (see (4)). This choice is arbitrary, but if x ∈ ΣN with Bx minimal, we can make
a choice which will prove to be advantageous. According to [Sol07], this idea goes back to
Thurston.
Given a choice function c and v ∈ V0, let e¯−∞c,v = (. . . , ec,−∞−2 , ec,−∞−1 ) =∈ E−∞,0 be the unique
path (. . . , e−k, . . . , e−1) ∈ E−∞,0 satisfying ei−1 = c(s(ei)) for all i < 0 and r(e−1) = v. In other
words, this path starts at v and traces back a path by going along the edges given by the choice
function c.
Definition 10. Let S1, . . . , SN be N compatible substitution rules on the prototiles t1, . . . , tM
and x ∈ ΣN such that Bx is minimal. The control points on the prototile ti corresponding to the
vertex vi ∈ V0 is given by
(8)
⋂
k<0
f(e¯c,−∞k ,...,e
c,−∞
−2 ,e
c,−∞
−1 )
(ts(ek)) ∈ ti
The collection of the M control points gives a marking in teach tile t ∈ T ∈ Ωx for any T ∈ Ωx.
Let CT ⊂ Rd be the set of points given by the markings on every tile of T . Then it is immediate
to see that
(9) ΛT ⊂ CT − CT .
4. Algebras and traces
4.1. Algebras. A multi-matrix algebra A is a ∗-algebra of the form
A = Mn1 ⊕ · · · ⊕Mnk ,
whereM` is the algebra of `×`matrices overC. Any finite-dimensional C∗-algebra is isomorphic
to a multimatrix algebra [Dav96]. LetM1 = M`1,1 ⊕ · · · ⊕M`n,1 andM2 = M`1,2 ⊕ · · · ⊕M`n,2
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be multi-matrix algebras and suppose φ : M1 → M2 is a unital homomorphism of M1 into
M2. Then φ is determined up to unitary equivalence inM2 by a `n,2× `n,1 non-negative integer
matrixAφ [Dav96, §III.2]. It follows that the inclusion of a multi-matrix algebraM0 into a larger
multimatrix algebraM1 is determined up to unitary equivalence by a matrix A0 which roughly
states how many copies of a particular subalgebra of M0 goes into a particular subalgebra of
M1.
Let B be a Bratteli diagram and let A+k , k ∈ N, be the connectivity matrix at level k. In other
words, Ak(i, j)+ is the number of edges going from vj ∈ Vk−1 to vi ∈ Vk. An analogous matrix
A−k can be defined for k < 0. Starting with M0 = C|V0| the matrices A±k define two families
of inclusions i±|k| :M±|k|−1 →M±|k| (up to unitary equivalence), one for + and one for −, where
eachM±k is a multimatrix algebra. More explicitly, if
M±k = Mn±1 ⊕ · · · ⊕Mn±k
then starting with the vector h0 = (1, . . . , 1)T ∈ C|V0| and defining hk,+ = A+k hk−1,+ =
A+k · · ·A+1 (h0)T for k ≥ 0 and hk,− = hk−1,−A−k = h0A−1 · · ·A−k for k ≤ 0, we have that
M+k = Mhk,+1 ⊕ · · · ⊕Mhk,+nk and M
−
k = Mhk,−1
⊕ · · · ⊕Mhk,−nk
and the inclusions i±|k| : M±|k|−1 → M±|k| are defined up to unitary equivalence by the matrices
A±k . The vectors hk,± are called the height vectors of the positive and negative parts of B,
respectively.
With these systems of inclusions one can define the inductive limits
(10) LF (B+) :=
⋃
k
M+k = lim→ (M
+
k , i
+
k ) LF (B−) :=
⋃
k
M−k = lim→ (M
−
k , i
−
k )
which are ∗-algebras called the locally finite (LF) algebras defined by B. Their C∗-completion
AF (B+) := LF (B+), AF (B−) := LF (B−)
are the approximately finite-dimensional (AF) algebras defined by B.
4.2. Traces. A trace on a ∗-algebra A is a linear functional τ : A → C which satisfies τ(ab) =
τ(ba) for all a, b ∈ A. The set of all traces of A forms a vector space over C and it is denoted by
Tr(A). There is no assumption that traces are positive (that is, τ(aa∗) > 0). A cotrace τ ′ is an
element of the dual vector space Tr∗(A) := Tr(A)∗.
For M`, the algebra of ` × ` matrices, Tr(M`) is one-dimensional and generated by the trace
a 7→∑`i=1 aii. For a multimatrix algebraM = M`1⊕· · ·⊕M`n , the dimension of Tr(M) is n and
is generated by the canonical traces in each summand, so Tr(M) = Tr(M`1)⊕ · · · ⊕ Tr(M`n).
Let i+k : M+k−1 → M+k be the family of inclusions defined by the positive part of a Bratteli
diagram B+. Then there is a dual family of inclusions i∗k : Tr(M+k ) → Tr(M+k−1) (and an
analogous family i∗k : Tr(M−k ) → Tr(M−k−1)). The trace spaces of the LF algebras defined by a
Bratteli diagram B are then the inverse limits
Tr(B+) := Tr(LF (B+)) = lim
←
(i∗k,Tr(M+k ))
Tr(B−) := Tr(LF (B−)) = lim
←
(i∗k,Tr(M−k ))
(11)
which are vector spaces. The respective spaces of cotraces are then
Tr∗(B+) = lim
→
((i∗k)
∗,Tr∗(M+k )) and Tr∗(B−) = lim→ ((i
∗
k)
∗,Tr∗(M−k )).
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For a Bratteli diagram B+ the canonical generating traces for Tr(M+k ) will be denoted by
tk,1, . . . , tk,|Vk| so that
(12)
〈
tk,1, . . . , tk,|Vk|
〉
= Tr(M+k ) and tk,j(Id) = hkj
for j ∈ {1, . . . , |Vk|}.
5. Renormalization
Let σ : ΣN → ΣN be the shift map and V ∈ ΣN an open set.
Definition 11. A maximal sequence of return times to V for x ∈ ΣN under σ is a sequence
kn →∞ such that σkn(x) ∈ V for all n and such that if {k′m} satisfies σk′m(x) ∈ V for all m then
{k′m} ⊂ {kn}.
Let S1, . . . , SN be a collection of uniformly expanding compatible substitution rules on the
prototiles t1, . . . , tM . For x ∈ ΣN , supposed that the resulting Bratteli diagram Bx is minimal
and denote by Ωx the resulting tiling space. The (right) shift map σ : x 7→ σ(x) induces a
homeomorphism Φx : Ωx → Ωσ(x) giving the time-change equation
(13) Φx ◦ ϕθx−1 t(T ) = ϕt ◦ Φx(T )
for any T ∈ Ωx. Recall the notion of control points from §3.2.1. From (8) it immediately follows
that for any T = ∆(e¯) ∈ Ωx,
(14) θ−1x−1CT ⊂ CΦx(T ).
Therefore, since the choice function determines the canonical transversal via the control points,
it follows that
(15) Φx(0x) ⊂ 0σ(x) and if e¯ ∈ Xxc , then Φ±(±k)x (Te¯) ∈ 0σk(x)
for any k ∈ Z.
More generally, denoting the homeomorphism Φ(k)x := Φσk−1(x) ◦ · · · ◦ Φx : Ωx → Ωσk(x), it
follows that
(16) Φ(k)x ◦ ϕθ(−k)x t(T ) = ϕt ◦ Φ(k)x (T ),
where θ(−k)x := θx−k · · · θx−1 . The following fact will be used later; the proof is left to reader.
Lemma 3. Let h : Ωx → R be a level-k TLC function. Then Φ(y)∗σ−y(x)h : Ωσ−y(x) → R is a level-k′
TLC function, where k′ = max{0, k − y}.
5.1. Return vectors. Throughout this section it will be assumed that Bx is minimal. Recalling
the definition of return vectors in §2.1.2, note that since the sets ΛTi defined in §2.1.2 do not
depend on T by repetitivity, so denote by Λ(0)x,i the set of return vectors to the subset 0ix ⊂ 0x
of the canonical transversal made up of tilings whose tile containing the origin is translation
equivalent to ti:
Λ
(0)
x,i := {τ ∈ Rd : ϕτ (T ) ∈ 0ix for some T ∈ 0ix} and Λ(0)x :=
⋃
i
Λ
(0)
x,i .
Now, for every k ∈ N, let Λ(k)x,i be the set of vectors taking level-k supertiles of type i to level-k
supertiles of type i:
Λ
(k)
x,i := {τ ∈ Rd : there are patches P ,P ′ ⊂ T ∈ Ωxof the type i such that ϕτ (P) = P ′}
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and
Λ(k)x :=
⋃
i
Λ
(k)
x,i .
All of these sets are well-defined for any x ∈ ΣN as long as Bx is minimal. In particular, it is
well-defined along the orbit {Ωσ(x)} of x. Note now that for every i ∈ {1, . . . ,M} and k ∈ N,
(17) Λ(k)x,i = θ−1(k)xΛ
(0)
σ−k(x),i and so Λ
(k)
x = θ
−1
(k)x
Λ
(0)
σ−k(x).
Because any τ ∈ Λ(k)x,i is a translation vector between level-k supertiles, it is also a translation
between the tiles which tile the supertile. As such, by repetitivity/minimality, for all large enough
k one has that Λ(k)x,i ⊂ Λ(0)x for any i and so
(18) Λ(k)x ⊂ Λ(0)x .
Denote by Γ(k)x := Z(Λ(k)x ) the subgroups ofRd that these point sets generate, with Γx := Γ(0)x . By
final local complexity, these are finitely generated subgroups of Rd. Let r(k)x be their respective
ranks, with rx := r(0)x . Thus, by (17) and (18) we have that
(19) Γ(k)x = θ−1(k)xΓσ−k(x) ⊂ Γx.
For any k ∈ N, consider vi ∈ Vk and paths p, q ∈ E0,k with r(p) = r(q). Since Pk(vi) is tiled
by |E0,vi | tiles, there is a vector τ(p, q) which describes the translation between the marked point
of the tile corresponding to p in Pk(vi) to the marked point on the tile corresponding to the path
q. As such, τ(q, p) = −τ(p, q).
Lemma 4. Let Bx be minimal. For any R > 0 there exists a k ∈ N such that
Λx ∩BR(0) ⊂
{
τ(p, q) ∈ Rd : p, q ∈ E0,k with r(p) = r(q)
}
.
Proof. Each τ ∈ Λx ∩ BR(0) comes from the translation within a patch of a diameter bounded
by some constant which depends on R and x. By finite local complexity, there are finitely many
such patches. By repetitivity there exists a R′ > 0 such that a ball of radius R′ contains a copy of
each of these patches. Let rmin be the minimum of the injectivity radii of the prototiles t1, . . . , tM .
If k is such that θ−(k)x rmin > R′ then each level-k supertile contains a ball of radius greater than
R′ and thus all of the patches which give the vectors in Λx ∩BR(0). 
Lemma 5. Let x ∈ ΣN be recurrent and Bx minimal. Then rx = rσk(x) for all k ∈ N.
Proof. Let kn →∞ be such that σkn(x)→ x as n→∞. By (19) it follows that
rx ≥ rσ(x) ≥ · · · ≥ rσkn (x) ≥ · · · ≥ rσkn+1 (x) ≥ · · · .
Choosing generators v1, . . . , vrx ∈ Λx, by Lemma 4 and (19), for all large enough n, we have that
rσkn (x) = rx, so rx = rσk(x) for all k ∈ N. 
The following is a consequence of the Poincare´ recurrence theorem.
Corollary 3. Let µ be a minimal, σ-invariant ergodic probability measure. Then rx is constant
µ-almost everywhere.
Definition 12. The rank of a minimal, σ-invariant ergodic probability measure µ is the µ-almost
everywhere constant value rx, and it is denoted by rµ.
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Lemma 6. There exists a collection of open subsets {Ui} of ΣN such that for any two x, x′ ∈ Ui
with Bx and Bx′ minimal and rx = rx′ then Γx = Γx′ .
Proof. Let Bx be minimal and consider a generating set v1, . . . , vrx ∈ Λx of Γx. Let R be the
maximum of the norm of the vectors in this generating set. By Lemma 4 there is a k such that
the vectors in the generating set are all of the form τ(p, q) with p, q ∈ E0,k. Let x′ ∈ Σ be such
that xi = x′i for all 0 < i ≤ k and such that Bx′ is minimal. Then the vectors v1, . . . , vrx are
also elements of Λx′ and they generate a subgroup Γx′ ⊂ Γx. Since rx = rx′ it follows that
Γx = Γx′ . 
Corollary 4. Let Rk ⊂ ΣN be the set of recurrent x such that rx = k and Bx is minimal. For
each k ∈ N such thatRk 6= ∅ there exists a collection of disjoint subsets {Uki }i ofRk such that if
x ∈ Uki and v1, . . . , vk ∈ Λx is a generator for Γx, then v1, . . . , vk generates Γx′ for any x′ ∈ Uki .
In particular, Γx = Γx′ for any two x, x′ ∈ Uki .
Let x ∈ ΣN be recurrent and Bx minimal and choose a set of generators vi1, . . . , virx in each
U rxi . For each i, let V rxi be the d × rx matrix with column vectors vi1, . . . , virx so that for each
x ∈ U rxi ⊂ ΣN and τ ∈ Λx there is a unique αi(τ) ∈ Zrx such that τ = V rxi αi(τ). Here
αi : Γx → Zrx is the localized address map, which is well defined by the previous corollary. For
x ∈ U rxi let i′ be such that σ(x) ∈ U rxi′ . Given that θx−1τ ∈ Λσ(x), there exists a rx × rx matrix
Gx such that θ−1x−1V
rx
i = V
rx
i′ Gx and, in general,
θ−1(−n)xV
rx
i = V
rx
in(x)
Gσ(n−1)(x) · · ·Gσ(x)Gx,
where in(x) : Z× ΣN → N satisfies σn(x) ∈ U rxin(x). Thus,
(20) θ−1(−n)xτ = θ
−1
(−n)xV
rx
i αi(τ) = V
rx
in(x)
G(n)x αi(τ) = V
rx
in(x)
αin(x)
(
θ−1(−n)xτ
)
for any τ ∈ Γx, where G(k)x := Gσk−1(x) · · ·Gσ(x)Gx. Note that the map x 7→ Gx is locally
constant onRrx .
For x ∈ Uki , let τ1, . . . , τrx denote the set of canonical generators for Γx′ for all x′ ∈ Uki , and
vj := αi(τj) ∈ Zrx be their image under the address map, where it is assumed that vj is the jth
canonical generator in Zrx . Consider the real vector spaces generated by v1, . . . , vrx
Rx :=
{
rx∑
i=1
aivi : ai ∈ R
}
and R∗x :=
{
rx∑
i=1
aiv
∗
i : ai ∈ R
}
with 〈vj, v∗` 〉 = δj`. By Corollary 4, given k, since one can pick a canonical choice of generators
in each Uki , one can identify all the vector spaces Rx′ for any x′ ∈ Uki . In particular, one can
chose norm ‖ · ‖ for all the spaces Rx′ .
The locally constant maps Gx define dual maps G¯x in a natural way: since θ−1x1 : Γσ−1(x) → Γx
and, by (20), Gσ−1(x) : Rσ−1(x) → Rx, the dual maps satisfy G¯x := G∗σ−1(x) : R∗x → R∗σ−1(x).
Definition 13. Let S1, . . . , SN be a collection of N compatible substitution rules on prototiles
t1, . . . , tM . The return vector bundle is the map pR : RN → ΣN where the fibers are the vector
spaces1 p−1R (x) = R∗x. The return vector cocycle is the map G : (x, v) 7→ (σ−1(x), G¯xv). The
cocycle will be denoted G¯(n)x := G¯σn−1(x) ◦ · · · ◦ G¯x, and set G¯(m,n)x := G¯σm−1(x) · · · G¯σn(x).
1This is only defined for x ∈ Σ such that Ωx is well defined. If the substitution rules Si are all primitive, then
this is defined for all x ∈ ΣN .
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It is not clear whether the maps Gx are invertible. In any case, one can invoke the semi-
invertible Oseledets theorem [FLQ10].
Theorem 3 (Semi-invertible Oseledets Theorem). Let µ be a minimal σ-invariant ergodic prob-
ability measure. Suppose that log+ ‖Gx‖ ∈ L1(ΣN , µ). Then there exists numbers ω+1 > ω+2 >
· · · > ω+ш+µ > 0 > ω
−
1 > ω
−
2 > · · · > ω−ш−µ and a measurable, G-invariant family of subspaces
Y ±j (x), Y
∞(x) ⊂ Rx such that for µ-a.e. x:
(i) The decomposition Rx = Y ∞x ⊕ Y +x ⊕ Y −x holds with
Y +x =
ш+µ⊕
i=1
Y +i (x) and Y −x =
ш−µ⊕
i=1
Y −i (x),
(ii) GxY ±i (x) = Y ±i (σ−1(x)) and GxY ∞(x) ⊂ Y ∞(σ−1(x)),
(iii) For all ξ ∈ Y ±i (x)\{0} and ξ∞ ∈ Y ∞(x)\{0}, one has
lim
n→∞
1
n
log ‖G(n)x ξ‖ = ω±i and lim
n→∞
1
n
log ‖G(n)x ξ‖ = −∞.
The numbers ω±i are the Lyapunov exponents of the return vector cocycle.
5.2. The trace cocycle. This section recalls the construction from [Tre19]. Let B be a bi-infinite
Bratteli diagram. By the definition ofLF (B+x ), there is a countable family of multimatrix algebras
Mxk :=MB
+
x
k , and thus a countable family of vector spaces of traces Tr(Mxk) =
〈
tkx,i
〉|Vk|
i=1
, where
tkx,j is the canonical trace in the jth matrix algebra ofMxk as defined in (12).
The map i∗1 : Tr(Mx1)→ Tr(Mx0) can be explicitly computed as follows. Denote the standard
basis ofCM =Mx0 by {δ1, . . . , δM} and by {t1x,1, . . . , t1x,M} the canonical basis for Tr(Mx1). Then
every element in a ∈Mx0 and any element t ∈ Tr(Mx1) is of the form
a =
M∑
j=1
αjδj, and t =
M∑
i=1
βit
1
x,i,
respectively, where αj, βi ∈ C. Then
t(i1(a)) = t
(
i1
(
M∑
i=1
αjδj
))
=
M∑
j=1
βit
x
1,i ◦ i1
(
M∑
i=1
αjδj
)
=
M∑
j=1
βi
M∑
i=1
αj
(
tx1,i ◦ i1 (δj)
)
=
M∑
j=1
βi
M∑
i=1
αj(Ax1)i,j = 〈(Ax1)∗t, a〉 = (i∗1t)(a).
(21)
So the induced map i∗1 is given by the matrix (Ax1)∗ and the dual map (i∗1)∗ : Tr∗(Mx0)→ Tr∗(Mx1)
is given by the matrix Ax1 .
Lemma 7. The left shift σ−1 : ΣN → ΣN induces a linear map σ−1∗ : Tr∗(Mx0)→ Tr∗(Mσ
−1(x)
0 )
given by the matrix Ax1 after the canonical identifications Tr∗(Mx0) = CM = Tr∗(Mσ
−1(x)
0 ).
Proof. Define tx1 :Mx1 → CM =Mσ
−1(x)
0 to be the map defined by
a 7→ (tx1,1(a), tx1,2(a), . . . , tx1,M(a))
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for all a ∈ Mx1 . Now, for a ∈ Mx0 , consider the composition of tx1 with the inclusion map
i1, σ−1∗ := tx1 ◦ i1 : Mx0 → Mσ
−1(x)
0 . Note that the dual map tx∗1 : Tr(Mσ
−1(x)
0 ) → Tr(Mx1)
is represented by the identity matrix when using the canonical basis in both Tr(Mσ−1(x)0 ) and
Tr(Mx1). By this fact and (21) we have that the dual map σ−1∗ : Tr(Mσ
−1(x)
0 ) → Tr(Mx0) is
represented by the matrix (Ax1)∗ in canonical coordinates, which defines a map σ−1∗ : Tr∗(Mx0)→
Tr∗(Mσ−1(x)0 ) through the matrix Ax1 . 
Definition 14. Let S1, . . . , SN be N compatible substitution rules on the prototiles t1, . . . , tM .
The trace bundleTr+(ΣN) is the set of pairs (x, s) where x ∈ ΣN and s ∈ Tr∗(MB
+
x
0 ). The trace
cocycle is fiberwise linear map G+ : Tr+(ΣN) → Tr+(ΣN) over the left shift σ−1 : ΣN → Σ
with fiber map σ−1∗ as obtained from Lemma 7. The composition σ−1∗ ◦ · · · ◦ σ−1∗ k times will be
denoted by σ−(k)∗ : Tr∗(MB0 )→ Tr∗(Mσ
−k(B)
0 ) .
Since the fiberwise linear maps σ−1∗ agree, under a canonical choice of coordinates, with the
linear maps given by the matrix Ax1 , the cocycle can be written in these coordinates, for m < n,
as
(22) Θ(m,n)x := Axn · · · Axm+1 and Θ(k)x := Θ(0,k)x .
Oseledets theorem will not be necessary for the trace cocycle, only the existence of the leading
Lyapunov exponent η1. This is guaranteed by the theorem of Furstenberg and Kesten [FK60] as
long as log+ ‖σ−1∗ ‖ ∈ L1(ΣN , µ). Any point for which the theorem of Furstenberg and Kesten
result holds will be called Furstenberg-Kesten-regular.
6. LF algebras and return vectors
Let S1, . . . , SN be N uniformly expanding substitutions on the prototiles t1, . . . , tM ⊂ Rd,
x ∈ ΣN and suppose that Bx is minimal. Recall the sequence of height vectors hkx for the
positive part B+x from §4.1. Let {Axk} be the sequence of matrices defined by B+x . Starting with
h0x = (1, . . . , 1)
T , the height vectors are defined by hkx = Axk · · · Ax1h0x. Note that hkx,i also is the
number of paths from V0 to vi ∈ Vk.
Recall also that B+x defines a sequence of inclusions (up to unitary equivalence), which yields
the LF-algebra LF (B+x ) via the direct limit of the inclusions ik :Mxk−1 ↪→Mxk , where
Mxk = Mhkx,1 ⊕ · · · ⊕Mhkx,M .
From §3, the number hkx,i also denotes the number of tiles inside the patch defined by the canonical
level-k supertile Pk(vi). Thus, chosing a sequence {ik} of inclusions gives a bijection between
the set of paths from V0 to vi ∈ Vk and the set {1, . . . , hkx,i}. That is, for any ` ∈ {1, . . . , hkx,i}
there is a unique path p` ∈ Evi Under this correspondence, define the sets of indices
Ikx,i,j =
{
` ∈ {1, . . . , hkx,j} :
the path p` ∈ E0,vj corresponding to this index satisfies
s(p) = vi ∈ V0, r(p) = vj ∈ Vk
}
,
and note that
∑
i |Ikx,i,j| = hkx,j . Define for each i ∈ {1, . . . ,M}, k ∈ N and λ ∈ Rd the element
akx,i,λ =
(
akx,i,1,λ, . . . , a
k
x,i,M,λ
) ∈Mxk
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Figure 1. This is a canonical level-k supertile tiled by level-(k−1) supertiles. The solid dot
is the control point of the supertiles that contain it. The other circles represent the control
points of some level-(k−1) supertiles of the same type. The vectors ue, ue′ , ue′′ represent
the translations for the level-(k − 1) supertiles which are not in canonical position to be
in canonical position. This system of references allows to express translations between
tiles of the same type, such as ue − ue′ as depicted here.
by defining akx,i,j,λ ∈ Mhkx,j to be the diagonal matrix which is only non-zero for the diagonal
elements with index in Ikx,i,j and, for an indicex ` ∈ Ikx,i,j , the entry is
(23)
(
akx,i,j,λ
)
``
= e−2pii〈λ,τ`〉,
where τ` ∈ Rd is the vector corresponding to the control point inside the tile of type ti associated
to the index ` ∈ Ikx,i,j in the canonical supertile Pk(vj). Thus the element akx,i,λ ∈ LF (B+x ) tracks
the return vectors to the subtransveral 0ix inside of level-k supertile Pk(vj). That is, it records
how tiles of type i sit inside canonical level-k Pk(vj) supertiles.
There is a relationship between canonical level-k super tiles and the level-(k − 1) supertiles
that tile it. But first, consider the relationship between level-1 supertiles with the tiles that tile it.
The first set of edges E1 of the diagram Bx is determined by the element x1. Taking any vertex
v ∈ V1, its associated level-1 supertile P1(v) is tiled by |r−1(v)| tiles, each of which is marked by
its own control point and one of which contains the control point of the level-1 supertile P1(v).
As such, there are vectors 0¯ = τ1, . . . , τ|r−1(v)| ∈ Rd, one for each edge in r−1(v), which describe
the translations between the control points on these |r−1(v)| tiles. Since there are finitely many
choices for x1, there is a set of N sets of vectors {W`}N`=1, one for each substitution rule S`, with
(24) W` =
M⋃
j=1
W`j =
M⋃
j=1
M⋃
i=1
W`i,j and |W`i,j| = |r−1(vj) ∩ s−1(vi)|.
It should be emphasized again that the zero vector is an element of
⋃
iW`i,j for any j, `. This
corresponds to the trivial translation from the tile which contans the control point in P1(vj) to
itself. More generally, for k > 0 and i, j ∈ {1, . . . ,m} there is a collection of vectors Uxi,j,k with
|Uxi,j,k| = |r−1(vi) ∩ s−1(vj)| = (Axk)i,j whose elements are described as follows (see Figure 1 for
an auxiliary illustration). Consider the canonical level-k supertile Pk(vi). It is tiled by |r−1(vi)|
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level-(k − 1) supertiles Pk−1(p¯e), e ∈ r−1(vi), all but one of which are not in canonical position.
Therefore for each edge e ∈ r−1(vi) there is a vector ue ∈ Rd such thatϕue(Pk−1(p¯e)) = Pk−1(vj)
for e ∈ r−1(vi)∩s−1(vj), that is, so that translating the level-(k−1) supertilePk−1(p¯e) is translated
into canonical position. ThusUxi,j,k is the collection of all such vectors ue for e ∈ r−1(vi)∩s−1(vj),
and difference vectors of the form ue− ue′ describe translations between level-(k− 1) supertiles
inside level-k supertiles. Thus, by (24), for k > 1,
(25) Uxi,j,k = θ¯xk−1 · · · θ¯x1Wxki,j .
Now consider the element (ik(ak−1x,i,λ))j ∈Mhkx,j . It is a diagonal matrix with entries expressing
how tiles of type i are located in all the level-(k − 1) supertiles contained inside Pk, but it does
not describe how the tiles of type i are located inside the level-k supertile Pk(vj). Thus there is
a diagonal matrix Mk,j,λ ∈Mhkx,j with entries of the form e−2pii〈λ,ue〉, where ue ∈ Uxi,j,k, such that
akx,i,j,λ =
(
ik(a
k−1
x,i,λ)
)
j
Mk,j,λ
and, more generally, there are diagonal elements Mk,λ = (Mk,1,λ, . . . ,Mk,M,λ) ∈Mxk such that
akx,i,λ = ik
(
ak−1x,i,λ
)
Mk,λ,
and so recursively applying the same argument there are k diagonal matrices M1,λ, . . . ,Mk,λ
with M`,λ having entries of the form e2pii〈λ,ue〉, where ue ∈ Uxi,j,`, such that
(26) akx,i,λ = ik
(
ik−1
(
ik−2
(· · · i1(a0x,i,λ)M1,λ · · · )Mk−2,λ)Mk−1,λ)Mk,λ.
Following (12), denote by txk,1, . . . , txk,M the canonical traces forMxk . The goal now is to find
good bounds for |txk,j((akx,i,λ)j)| for any i, j. First, note that since all the entries of the diagonal
matrices M`,λ have unit norm, by (12) and (26),
(27)
M∑
i=1
|txk,j((akx,i,λ)j)| ≤ hkj .
Now consider
M∑
i=1
a1x,i,λ =
M∑
i=1
i1(a
0
x,i,λ)M
−1
1,λ = i1(Id)M
−1
1,λ .
Applying the jth canonical trace at level 1:
M∑
i=1
tx1,j((a
1
x,i,λ)j) = t
x
1,j(i1(Id)M
−1
1,λ) =
∑
e∈r−1(vj)
e2pii〈λ,ue〉tx0,s(e)(Id)
is the sum of h1j exponential terms including, if |r−1(vj)| > 1, a term for the form 1 + e2pii〈λ,we〉
for some we ∈ Wx1j −Wx1j . It follows that
|tx1,j(i1(Id)M−11,λ)| ≤ h1j − 2 + |1 + e2pii〈λ,we〉|
and, from the inequality |1 + e2piiω| ≤ 2− (1/2)‖ω‖2R/Z for any ω ∈ R, that
(28) |tx1,j(i1(Id)M−11,λ)| ≤ h1j −
1
2
‖〈λ,we〉‖2R/Z
for any we ∈ Wx1j . The goal now is to generalize this type of estimate to traces applied to any of
the elements akx,i,λ.
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First, note that txk,j(akx,i,λ) can be written as
txk,j(a
k
x,i,λ) = t
x
k,j(ik(a
k−1
x,i,λ)Mk,λ) =
∑
e∈r−1(vj)
e2pii〈λ,ue〉txk−1,s(e)(a
k−1
x,i,λ)
=
∑
e∈r−1(vj)
e2pii〈λ,ue〉
∑
e′∈Ek−1:
r(e′)=s(e)
e2pii〈λ,ue′ 〉txk−2,s(e′)(a
k−2
x,i,λ) = · · ·
=
∑
ek∈r−1(vj)
e2pii〈λ,uek 〉
∑
ek−1∈r−1(s(ek))
e2pii〈λ,uek−1 〉 · · ·
∑
e1∈r−1(s(e2))
e2pii〈λ,ue1 〉tx0,s(e1)(a
0
x,i,λ),
(29)
where ue` ∈ Uxi,j,` for all ` ∈ {1, . . . , k} in the last expression.
Definition 15. Let S1, . . . , SN be a family of uniformly expanding compatible substitution rules
on the prototiles t1, . . . , tM . A word w = w1w2 . . . wn is simple if wi · · ·wn 6= w1 · · ·wn−i+1 for
all 1 < i ≤ n. A word w is positively simple if it is a simple word and in addition:
(i) it breaks up into two subwords w = w−w+ = w−1 · · ·w−n−w+1 · · ·w+n+ , and
(ii) each entry in both matrices Q± = Aw±
n±
· · ·Aw±1 is strictly greater than 1.
A σ-invariant probability measure µ for which µ([w]) > 0 for a positively simple wordw is called
a positively simple measure.
Note that a positively simple measure is a minimal measure.
Proposition 2. Let S1, . . . , SN be a family of uniformly expanding compatible substitution rules
on the prototiles t1, . . . , tM and a positively simple word w = w−w+. Suppose x ∈ ΣN has
infinitely many occurences of the word w, both in the future and the past. Denote by kn → ∞
the maximal sequence of return times of x to C([w−.w+]) under σ−1. Then there exists a
` ∈ {1, . . . ,M}, a finite set of vectors Λ¯x ⊂ Λx` , c > 0, and kx > 0 such that for any m ∈ N∣∣txm,j(amx,i,λ)∣∣
≤

∥∥Θ(m)x ∥∥ ∏
n<N
(
1− cmax
τ∈Λ¯x
‖〈λ, θ¯x(kn+kx)τ〉‖2R/Z
)
if kN ≤ m < kN + kx∥∥Θ(m)x ∥∥ ∏
n≤N
(
1− cmax
τ∈Λ¯x
‖〈λ, θ¯x(kn+kx)τ〉‖2R/Z
)
if kN + kx ≤ m ≤ kN+1
(30)
for any i, j.
Proof. Since the positively simple word w = w−w+ occurs infinitely often, there exists (possibly
empty) words {yn}n, none of which contains w as a subword, such that
x+ = y0w
−w+y1w−w+y2w−w+y3w−w+y4 · · · .
Let kn → ∞ be defined as k1 = |y0| + |w−| and recursively kn+1 = kn + |w| + |yn|. This is a
maximal sequence of return times to C([w−.w+]). Let kx = |w+|.
Consider the tiling space Ωσ−k1 (x) and i ∈ {1, . . . ,M}. Consider the canonical level-kx
supertile Pkx(vi) for tilings in this tiling space. Since Q+i,j > 1, there are at least two tiles of
type tj inside this supertile. As such, there is at least one vector τ ∈ Λσ
−k1 (x)
j which describes
the translation between these two tiles. Let Λ¯x be the union of all vectors Λσ
−k1 (x)
j describing a
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translation equivalence between tiles of type tj in the canonical supertile Pkn(vj) for Ωσ−k1 (x),
for all j; this is a finite set of vectors.
First suppose that kn−1 + kx ≤ m ≤ kn for some n > 1. Then as in (29),
txkn,j(a
kn
x,i,λ) =
∑
p∈Ekn−1+kx,m:
r(p)=vj
e2pii〈λ,up〉txkn−1+kx,s(p)(a
kn−1+kx
x,i,λ )
=
∑
p∈Ekn−1+kx,m:
r(p)=vj
e2pii〈λ,up〉
∑
p′∈Ekn−1,kn−1+kx :
r(p′)=s(p)
e2pii〈λ,up′ 〉txkn−1,s(p′)(a
kn−1
x,i,λ ),
(31)
where every vector up above describes the position of a level-kn−1 +kx supertile inside a level-kn
supertile relative to their control points, and the vectors up′ similarly describe the position of
level kn−1 supertiles inside level-kn−1 + kx supertiles. As such, in every term above of the form∑
p′∈Ekn−1,kn−1+kx :
r(p′)=s(p)
e2pii〈λ,up′ 〉txkn−1,s(p′)(a
kn−1
x,i,λ ),
which depends only on Q+, the vector up′ is of the form θ¯(kn−1+kx)xu for some u ∈ Λ¯x. Using the
fact that Q+i,j > 1 for all i, j, this term can be bounded. Fixing v` ∈ Vkn−1+kx :
∣∣∣∣∣∣∣∣∣
∑
p′∈Ekn−1,kn−1+kx
r(p′)=v`
e2pii〈λ,up′ 〉txkn−1,s(p′)(a
kn−1
x,i,λ )
∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣
M∑
j=1
∑
p′∈Ekn−1,kn−1+kx :
s(p′)=vj∈Vkn−1
r(p′)=v`
e2pii〈λ,up′ 〉txkn−1,j(a
kn−1
x,i,λ )
∣∣∣∣∣∣∣∣∣∣∣∣
≤
M∑
j=1
∣∣∣∣∣∣∣∣∣∣∣∣
∑
p′∈Ekn−1,kn−1+kx :
s(p′)=vj∈Vkn−1
r(p′)=v`
e2pii〈λ,up′ 〉txkn−1,j(a
kn−1
x,i,λ )
∣∣∣∣∣∣∣∣∣∣∣∣
≤
M∑
j=1
(
Q+`,j − 2 + |1 + e2pii〈λ,up′ 〉|
) |txkn−1,j(akn−1x,i,λ )|
≤
M∑
j=1
(
Q+`,j −
1
2
‖〈λ, up′〉‖2R/Z
) ∣∣∣txkn−1,j(akn−1x,i,λ )∣∣∣
≤
M∑
j=1
(
1− cw‖〈λ, up′〉‖2R/Z
)
Q+`,j
∣∣∣txkn−1,j(akn−1x,i,λ )∣∣∣
≤
(
1− cw max
τ∈Λ¯x
‖〈λ, θ−1(kn−1+kx)xτ〉‖2R/Z
) M∑
j=1
∣∣∣txkn−1,j(akn−1x,i,λ )∣∣∣Q+`,j,
(32)
where cw = (2M maxi,j Q+i,j)−1, where the third inequality follows from a bound of the type
done in (28), and where the last one follows from the fact that this estimate works for any good
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return vector of the form θ¯(kn−1+kx)xu for some u ∈ Λ¯x. The bound (32) can now be used in
bounding (31):∣∣txm,j(amx,i,λ)∣∣
≤
∑
p∈Ekn−1+kx,m:
r(p)=vj
e2pii〈λ,up〉
(
1− cw max
τ∈Λ¯x
‖〈λ, θ¯(kn−1+kx)τ〉‖2R/Z
) M∑
`=1
Q+s(p),`
∣∣∣txkn−1,m(akn−1x,i,λ )∣∣∣
≤
(
1− cw max
τ∈Λ¯x
‖〈λ, θ¯(kn−1+kx)τ〉‖2R/Z
) M∑
`=1
∣∣∣{ p∈Ekn−1,m:s(p)=v`, r(p)=vj}∣∣∣ ∣∣∣txkn−1,`(akn−1x,i,λ )∣∣∣
=
(
1− cw max
τ∈Λ¯x
‖〈λ, θ¯(kn−1+kx)τ〉‖2R/Z
) M∑
`=1
(
Θ(kn−1,m)x
)
j,`
∣∣∣txkn−1,`(akn−1x,i,λ )∣∣∣ .
The same type of bound applies to
∣∣∣txkn−1,`(akn−1x,i,λ )∣∣∣. Thus, recursively, after finitely many bounds,
one arrives at (30) in the case that kn−1 + kx ≤ m ≤ kn. In the case that kn ≤ m < kn + |w+| the
same argument holds, the point being that the number of terms in the product is one less than
the number of times the word w+ appears in x up to its mth spot. 
7. Twisted integrals
The purpose of this section is to understand the behavior of twisted ergodic integrals along
the dense Rd orbits on a compact tiling space Ω. More specifically, given T ∈ Ωx and f ∈ L2,
recall the twisted ergodic integrals of f by λ as the family
(33) STR (f, λ) =
∫
CR(0)
e−2pii〈λ,τ〉f ◦ ϕτ (T ) dτ,
where CR(0) = [−R,R]d is the L∞-ball of radius R in Rd centered at the origin. Note that if
f ∈ L2 is an eigenfunction with eigenvalue λ, then STR (f, λ) = Cdf(T )Rd for all R and T ∈ Ωx.
Moreover, the spectral measure for an eigenfunction consists of a Dirac measure on λ. So in order
to rule out eigenfunctions it suffices to show either that the lower local dimension of spectral
measures for a dense set of functions in L2 is bounded below by a positive quantity, or that the
twisted integrals (33) for the same dense family of functions has growth of order Rd−α for some
positive α (see Lemma 1).
From the time-change equation (13) and the change of variables formula it is straight-forward
to verify that
(34) STR (f, λ) = θ−d(n)xS
T(n)x
R(n)x
(
f(n)x , λ(n)x
)
,
for any n > 0, where
f(n)x = Φ
(n)∗
σ−n(x)f, λ(n)x = θ
−1
(n)x
λ, R(n)x = θ(n)xR,
and T(n)x = Φ−1σ−n(x) ◦ · · · ◦ Φ−1σ−1(x)(T ).
(35)
This will become useful since it allows to convert twisted integrals of level-n TLC functions on
Ωx into twisted integrals of level-0 TLC functions on Ωσ−n(x).
For T ∈ Ωx, let g : Rd → R be a (level-0) T -equivariant function which is supported in the
union of the interiors of tiles of type t` for some `. This function can be more concretely described
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as follows. There is a compactly supported function ψT` : Rd → R and a Delone set Λ(T , `) such
that
g =
∑
x∈Λ(T ,`)
δx ∗ ψT` ,
where Λ(T , `) describes the position of the tiles of type ` in T relative to the origin. Recall that
there is a (level-0) TLC function h such that g(t) = h ◦ ϕt(T ). Let t(k)j ⊂ T be a level-k supertile
of type j which is a patch of T . Then∫
t
(k)
j
e−2pii〈λ,τ〉h ◦ ϕτ (T ) dτ =
∫
t
(k)
j
e−2pii〈λ,τ〉g(τ) dτ
= e2pii〈λ,τ(t
(k)
j )〉txk,j(a
k
x,`,λ)ψ̂
T
` (λ),
(36)
where τ(t(k)j ) ∈ Rd is the vector which describes the position of the supertile t(k)j with respect
to the canonical level-k supertile Pk(vj), i.e. the translation equivalence. This immediately
generalizes to any level-0, T -equivariant (equivalently, TLC) functions as follows.
Let h =
∑
hi : Ωx → R be a level-0 TLC function, where h1, . . . , hM : Ωx → R are the
associated functions for the M different level-0 tiles and, for T ∈ Ω, gT =
∑
gi the associated
T -equivariant functions onRd. Then there exist compactly supported functions ψT1 , . . . , ψTM and
Delone sets Λ(T , 1), . . . ,Λ(T ,M) such that
gT =
M∑
i=1
∑
τ∈Λ(T ,i)
δτ ∗ ψTi ,
where the support of ψTi is translation equivalent to the interior of ti. Then as in (36), for a patch
t
(k)
j ⊂ T which is also a level-k supertile:∫
t
(k)
j
e−2pii〈λ,τ〉h ◦ ϕτ (T ) dτ =
∫
t
(k)
j
M∑
`=1
e−2pii〈λ,τ〉g`(τ) dτ
= e2pii〈λ,τ(t
(k)
j )〉
M∑
`=1
txk,j(a
k
x,`,λ)ψ̂
T
` (λ),
(37)
where, again, gT (t) = h ◦ ϕt(T ) was used.
Recall the renormalization maps Φσ−1(x) : Ωσ−1(x) → Ωx and observe that if h : Ωx → R is a
level-1 TLC function, then h′ := Φ∗σ−1(x)h : Ωσ−1(x) → R is a level-0 TLC function. In particular,
if h =
∑M
i=1 hi, where hi is supported on tilings T ∈ Ωx whose level-1 supertile around the
origin is of type i, then h′ =
∑M
i=1 Φ
∗
σ−1(x)hi =
∑M
i=1 h
′
i, where h′i are supported on tilings
T ′ ∈ Ωσ−1(x) whose tiles containing the origin is of type i. In addition, if gT (t) = h ◦ ϕt(T ),
g′T ′(t) = h
′ ◦ ϕt(T ′) and Φσ−1(x)(T ′) = T , using (13), then
g′T ′(t) = h
′ ◦ϕt(T ′) = h ◦Φσ−1(x) ◦ϕt(T ′) = h ◦ϕθ¯x1 t ◦Φσ−1(x)(T ′) = h ◦ϕθ¯x1 t(T ) = gT (θ¯x1t),
so they can both be written as
g′T ′(t) =
M∑
i=1
∑
τ∈ΛT ′i
δτ ∗ ψT ′i and gT (t) =
M∑
i=1
∑
τ∈ΛT ′i
δθ¯x1τ ∗ (θ¯∗x1ψTi ).
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Lemma8 ([ST19]). LetS1, . . . , SN be a collection of uniformly expanding compatible substitution
rules onm prototiles. For µ a minimal, σ-invariant ergodic probability measure on ΣN , for almost
every x and tiling T ∈ Ωx and R > 0 there exists an integer n = n(R) and a decomposition
(38) O−T (CR(0)) =
n⋃
i=0
M⋃
j=1
κ
(i)
j⋃
k=1
t
(i)
j,k,
where t(i)j,k is a level-i supertile of the tiling T of type j, such that
(i) κ(n)j 6= 0 for some j and Vol(CR(0)) = (2R)d ≤ Уθ−d(n)x ,
(ii)
∑M
j=1 κ
(i)
j ≤ НVol(∂CR(0))θd−1(i)x for i = 0, . . . , n− 1
for some У,Н which depend only on the substitution rules.
Proposition 3. Let S1, . . . , SN be a collection of uniformly expanding compatible substitution
rules on M prototiles. Let µ be a positively simple, σ-invariant ergodic probability measure for
which the trace cocycle is integrable. For every positively simple word w = w−w+ such that
µ(C([w−.w+])) > 0 there exists a finite set of vectors Λw ⊂ Rd and cw > 0 such that for any
 ∈ (0, 1), for µ-almost every x ∈ ΣN there is a subsequence kn →∞, z > 1 and K¯,x > 0 such
that for any level-y bounded TLC function f : Ωx → R, T ∈ Ωx and λ ∈ Rd∣∣STR (f, λ)∣∣ ≤ Cx,f,Rd+ ∏
m0<n<N(R)
(
1− cw max
τ∈Λw
∥∥∥〈λ, θ−1(kn+|w+|)xτ〉∥∥∥2R/Z
)
+O(Rd−1)
for allR > zkm0 , andN(R) is the largest return of x toC([w−.w+]) which is less than d logR−K¯,xη1+
and m0 is the smallest integer which satisfies km0 ≥ y.
Proof. Let w be a positively simple word such that the cylinder set C([w]) has µ(C([w])) > 0.
For µ-almost every x which is Furstenberg-Kesten-regular for the trace cocycle, without loss
of generality, it can be assumed that x+ = w0w+y1w−w+y2w−w+y3 · · · as in the proof of
Proposition 2. Let {km}m be defined recursively with k1 = |w0| and km+1 = km + |w|+ |yn|, and
kx = |w+|. This defines the maximal sequence of return times of x to the cylinder set C([w])
under σ−1. Let x ∈ ΣN be one such µ-generic, Furstenberg-Kesten-regular point.
Recall in the proof of Proposition 2 a finite set of special vectors denoted as Λ¯x whose
importance comes from the fact that they are good return vectors found inside a level-|w+|
supertile for any tiling T ∈ Ωz for any z ∈ C([w−.w+]). This set will be denoted by Λw, and
so scaled versions of Λw are good return vectors for µ-almost every x. In addition, the constant
c which appears in Proposition 2 depends only on w, so it will be denoted cw here for the same
reasons. In order to simplify some notation, the product in Proposition 2 will be shortened to:
(39) P(m,n) =
∏
m≤i<n
(
1− cw max
τ∈Λw
‖〈λ, θ−1(ki+|w+|)xτ〉‖2R/Z
)
.
Since x is Furstenberg-Kesten-regular, for all ε > 0 there exists a Cε = Cε,x such that
‖Θ(n)x ‖ ≤ Cεe(η1+ε)n for all n > 0, where η1 is the largest Lyapunov exponent of the trace
cocycle. Given also that n−1 log θ−d(n)x → η1, for any ε > 0 there is a Kε = Kε,x > 0 such that,
K−1ε exp(η1 − ε)n < θ−d(n)x < Kε exp(η1 + ε)n
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for all n > 0. This implies that
θd−1(n)x ≤ K2ε exp
[(
1− d
d
η1 +
d+ 1
d
ε
)
n
]
and θ1−d(n)x ≤ CεKε exp
[(
d− 1
d
η1 +
d+ 1
d
ε
)
n
]
,
for all n > 0, and in particular for any 0 < i ≤ n, that
(40) θ1−d(n)xθ
d−1
(i)x
≤ CεK3ε exp
[
d− 1
d
η1(n− i) + d+ 1
d
ε(n+ i)
]
,
which will be used below. Moreover, for every ε > 0 there exists a Жε > 1 such that
(41)
n−1∑
i=1
e
η1
d
i ≤ Жε
(
1− cµ
2
)
exp
[(
η1 + ε
d
)
n
]
for all n > 0. Finally, for every ε > 0 there is a Чε > 1 such that for all n > 0
(42) exp
[(
η1 +
3(d+ 1)
d
ε
)
n
]
≤ Чεθ
−
(
d+ 3d+4
η1
ε
)
(n)x
,
which will also be used below.
Let h =
∑
hi : Ωx → R be a level-y TLC function and let н ≥ y be the smallest natural number
such that σ−н(x) ∈ C([w−.w+]), so there is an integer m0 ≥ 0 such that н = km0 . By Lemma 3
h′ := Φ∗
σ−н(x)h =
∑
Φ∗
σ−н(x)hi =
∑
h′i is a level-0 TLC function on Ωσ−н(x). By (34), instead of
computing the twisted integral STR (h, λ) one can compute the twisted integral θ−d(н)xST
′
R′ (h
′, λ′),
where x′ = σ−н(x), R′ = θ(н)xR, T ′ = Φ−1σ−н(x) ◦ · · · ◦ Φ−1σ−1(x)(T ) and λ′ = θ−1(н)xλ.
Note that in order for the decmposition in (38) to have at least one level-н supertile it is
necessary that R > C ′ε,xzн for some C ′ε,x > 0, where z := e(η1+ε). This is a consequence
of repetitivity and the fact that θ−d(n)x and e
η1n have the same exponential growth, and θ−d(н)x is
comparable to the volume of level-н supertiles. For such largeR the decomposition from Lemma
8 gives a decomposition for O−T ′(CR′(0)) as
O−T ′(CR′(0)) =
n′⋃
i′=0
M⋃
j=1
κ
(i)
j⋃
k=1
t¯
(i)
j,k,
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where n′(R) = n(R) − н is the shifted index and t¯(ki′ )j,n = θ(н)xt(ki′ )j,n . Using this decomposition
for O−T ′(CR′(0)):
θd(н)xSTR (h, λ) = ST
′
R′ (h
′, λ′)
=
∫
O−T ′ (CR′ (0))
e−2pii〈λ
′,τ〉
M∑
`=1
h′` ◦ ϕτ (T ′) dτ +
∫
BR′\O−T ′ (CR′ (0))
e−2pii〈λ
′,τ〉h′ ◦ ϕτ (T ′) dτ
=
M∑
`=1
∫
O−T ′ (CR′ )
e−2pii〈λ
′,τ〉h′` ◦ ϕτ (T ′) dτ +O(Rd−1)
=
M∑
`=1
n′(R)∑
i′=0
M∑
j=1
κ
(ki′ )
j∑
n=1
∫
t¯
(i′)
j,n
e−2pii〈λ
′,τ〉h′` ◦ ϕτ (T ′) dτ +O(Rd−1)
=
n′(R)∑
i′=0
M∑
j=1
κ
(i′)
j∑
n=1
e2pii〈λ
′,τ(t(i
′)
j,n )〉
M∑
`=1
tx
′
i′,j
(
ai
′
x′,`,λ′
)
ψ̂T ′` (λ
′) +O(Rd−1),
where the last line follows from (37). Note that |ψ̂T ′` (λ′)| can be bounded by the ‖h‖∞ times the
maximal volume C of a level-y supertile. Using this, Lemma 8 and Proposition 2,
θd(н)x
∣∣STR (h, λ)∣∣ ≤ n′(R)∑
i′=0
M∑
j=1
κ
(i′)
j
M∑
`=1
∣∣∣tx′i′,j (ai′x′,`,λ′) ψ̂T ′` (λ′)∣∣∣+O(Rd−1)
≤ C‖h‖∞
n′(R)∑
i′=0
M∑
j=1
κ
(i′)
j M max
`
{∣∣∣tx′i′,j (ai′x′,`,λ′)∣∣∣}+O(Rd−1)
≤ C‖h‖∞M
n′(R)∑
i′=0
Н(2R)d−1θd−1(i′)x max`,j
{∣∣∣tx′i′,j (ai′x′,`,λ′)∣∣∣}+O(Rd−1)
≤ C‖h‖∞M2d−1Н
n′(R)∑
i′=0
Rd−1θd−1(i′)x max`,j
{∣∣∣tx′i′,j (ai′x′,`,λ′)∣∣∣}+O(Rd−1)
≤ C‖h‖∞MНУ d−1d
n′(R)∑
i′=0
θ1−d(n)xθ
d−1
(i′)x
∥∥∥Θ(i′)x ∥∥∥P(0, N(i′)) +O(Rd−1),
(43)
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where N(i′) is the largest return time to C([w−.w+]) less than or equal to i′, that is, it satisfies
kN(i′) ≤ i′ < kN(i′)+1. Now the estimates (40)-(42) can be used:
θd(н)x
∣∣STR (h, λ)∣∣
≤ C‖h‖∞MНУ d−1d CεK4ε exp
[(
d− 1
d
η1 +
3d+ 2
d
ε
)
n′
] n′(R)∑
i′=0
P(0, N(i′))e
η1
d
i +O(Rd−1)
≤ C‖h‖∞MНУ d−1d CεK4εЖεe
η1+ε
d exp
[(
η1 +
3(d+ 1)
d
ε
)
n′
]
P(0, N(n′)) +O(Rd−1)
≤ C‖h‖∞MНУ d−1d CεK4εЖεe
η1+ε
d Чεθ
−
(
d+ 3d+4
η1
ε
)
(n)x
P(0, N(n′)) +O(Rd−1)
(44)
Since n(R) = n′ + y is the largest level of supertile guaranteed to be completely contained in
CR(0), mini{Vol(ti)}θ−dn(R) ≤ Vol(CR(0)) = (2R)d. That is, there is a uniform constant У′ such
that θ−d(n(R))x ≤ У′Rd for all R > 1. Putting this together with (44),∣∣STR (h, λ)∣∣ ≤ Kx,h,εRd+ 3d+4η1 εP(m0, N(n(R))) +O(Rd−1)(45)
for all R > zy. Now, since Rd ≤ 2−dУθ−d(n)x ≤ 2−dУKεe(η1+ε)n, setting K¯ε := log(2−dУKε) it
follows that
d logR− K¯ε
η1 + ε
≤ n(R)
which, combined with (45), finishes the proof. 
Let
CB := {y ∈ Rd : 0 < ‖λ‖ ≤ B}.
The following is essentially [BS19, Lemma 4.5].
Lemma 9. Let S1, . . . , SN be N compatible substitution rules on M prototiles t1, . . . , tM , µ a
minimal σ-invariant ergodic probability measure and suppose that the trace cocycle is integrable,
and B > 1. For an Oseledets-regular x ∈ ΣN suppose that for all y ≥ y0(x,B), any bounded
level-y TLC function fy satisfies
(46)
∣∣STR (fy, λ)∣∣ ≤ Cx,fyRd−γ/2
for all λ ∈ CB and R > eγ−1η1y. Then for any Lipschitz function f : Ωx → R:
(47)
∣∣STR (f, λ)∣∣ ≤ Cx,fRd−γ/2
for all λ ∈ CB and R large enough.
Proof. Let f : Ωx → R be a Lipschitz function. By Lemma 9, for any y ∈ N there is a level-y TLC
function fy with
‖f − fy‖∞ ≤ Lf max
v∈Vk
µ+x (v) and ‖fy‖∞ ≤ ‖f‖∞.
Note that
(48) lim
n→∞
log µ+x (vi ∈ Vn)
n
= −η1
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for any i. Indeed, since x is Furstenberg-Kesten-regular for the trace cocycle and each renor-
malization map Φσk(x) along an orbit preserves the unique Rd invariant measure which is locally
νx × Leb, the transverse measure νx = (∆¯x)∗µ+x is contracted at a rate which is the inverse of
that of the expansion of the Lebesgue measure along the leaves, which is θ−d(n)x . Therefore, since
n−1 log θ−d(n)x → η1, (48) follows. Thus for any ε > 0 and y ≥ y1(x),
(49) ‖f − fy‖∞ ≤ Kfe−
η1
2
y
for some Kf > 0. Let y2 = max{y0, y1}, R0 = eγ−1η1y2 and for R > R0, let
yR =
⌊
γ logR
η1
⌋
so that for y > y2 both (46) and (49) hold, and so:∣∣STR (f, λ)− STR (fy, λ)∣∣ ≤ (2R)dKfe− η12 yR ≤ K ′fRd−γ/2,
which combined with (46) implies (47). 
8. A quantitative Veech criterion
Definition 16. Let S1, . . . , SN be N compatible substitution rules on the prototiles t1, . . . , tM .
Suppose that there is a σ-invariant probability measure for which there exists a positively simple
word with the following properties:
(i) µ(C([w−.w+])) > 0,
(ii) for anyx∗ ∈ U rxi∗ ⊂ ΣN such thatx+∗ = w+ · · · there is an ` ∈ {1, . . . , d} such that for any
canonical level-|w+| supertile there are k vectors τ1, . . . , τk ∈ Λ(0)x∗,`, describing translation
equivalences of tiles of type ` in any P|w+|(v), with the property that αi∗(τ1), . . . , αi∗(τk)
generate Zrx .
Then w is called a postal word and µ is called a postal measure, since there are return vectors
τ1, . . . , τk inside any level-|w+| supertile P|w+|(v) which can find any address.
The following is a consequence of [BS19, Lemma 5.1].
Lemma 10. Let S1, . . . , SN be N compatible substitution rules on the prototiles t1, . . . , tM , and
let w = w−w+ be a positively simple word. Assume that for any x∗ ∈ U rxi∗ ⊂ ΣN such that
x+∗ = w
+ · · · there is an ` ∈ {1, . . . , d} such that for any canonical level-|w+| supertile there are
k vectors τ1, . . . , τk ∈ Λ(0)x∗,`, describing translation equivalences of tiles of type ` in any P|w+|(v),
with the property that αi∗(τ1), . . . , αi∗(τk) generate Zrx . Then there exists a Cw > 0 such that
Cw‖x‖Rrx/Zrx ≤ max
j≤k
‖〈αi∗(τj), x〉‖R/Z
for any x ∈ Rrx .
Recall (20), which gives, for λ ∈ Rd and τ ∈ Λσ−n(x)〈
λ, θ−1(n)xτ
〉
=
〈
λ, θ−1(−n)σ−n(x)τ
〉
=
〈
λ, Vin(σ−n(x))G
(n)
σ−n(x)αi0(σ−n(x))(τ)
〉
=
〈
αi0(σ−n(x))(τ), G¯
(n)
x V
∗
i0(x)
λ
〉(50)
for the corresponding some d × rx matrix Vi0(x) and the address vector α(τ) ∈ Zrx . If kn → ∞
is a sequence of return times for x to a cylinder set C([w]) under σ−1, then Vikn (x) = V for some
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fixed V . In view of the previous Lemma, the goal now is to bound the quantity in Proposition 3
by something of the form∏
y′<n<Nε(R)
(
1− cw max
τ∈Λw
∥∥∥〈λ, θ−1(kn+|w+|)xτ〉∥∥∥2R/Z
)
≤
∏
y′<n<Nε(R)
(
1− c′w
∥∥∥G¯(kn+|w+|)x V ∗i0(x)λ∥∥∥2Rrx/Zrx
)
.
(51)
Supposex is aµ-generic and Oseledets- and Furstenberg-Kesten-regular point for the respective
cocycles, where µ is a positively simple, postal, ergodic measure. Let rµ be the rank of Γx for
µ-almost every x. Recall that by §5.1 there is a collection of subsets {U rµi } of ΣN with the
property that for each i there is a collection of vectors v1, . . . , vrµ such that Γx is generated by
those vectors for any x ∈ U rµi . By the hypotheses on µ, without loss of generality it can be
assumed that there is an i such that U rµi = C([w−.w+]), where w = w−w+ is a positively simple
word and postal. As such, µ(U rµi ) > 0, and set U? = U
rµ
i .
Let kn →∞, n ∈ N, be a maximal sequence of return times to U? for x under σ−1. Since there
is a local choice of generators v1, . . . , vrµ for all Γx with x ∈ U?, there is a natural identification
of all fibers Rx and their lattices α(Γx) ⊂ Rx for all x ∈ U?, and in particular for σkn(x). Under
this identification, the vector space is denoted by R? and the corresponding lattice is Γ? ⊂ R?.
This also holds for the dual spaces and lattices Γ∗? ⊂ R∗?. As such, for ρ ∈ (0, 1/2), let Bρ(Γ∗?) be
the ρ-neighborhood of the lattice Γ∗? ⊂ R∗?.
Proposition 4 (Quantitative Veech criterion). Let S1, . . . , SN be a collection of compatible sub-
stitution rules on tiles t1, . . . , tM and µ a positively simple, postal, σ-invariant ergodic probability
measure for which the trace and return vector cocycles are integrable. For any positively simple
postal word w = w−w+ with µ(C([w])) > 0 there is a c′w ∈ (0, 1) such that for any Oseledets-
and Furstenberg-Kesten-regular x ∈ ΣN , if there exists ρ, δ ∈ (0, 12) such that
(52)
N∑
j=1
1C([w−.w+])
(
σ−j(x)
)
1Bρ(Γ∗?)
(
G¯(j)x V
∗
i0(x)
λ
)
N∑
j=1
1C([w−.w+])(σ
−j(x))
< 1− δ
for some λ ∈ Rd\{0} and N > N∗ large enough, then for any Lipschitz function f : Ωx → R
and ε > 0,∣∣∣∣∫
CR(0)
e−2pii〈λ,t〉f ◦ ϕt(T ) dt
∣∣∣∣ ≤ Cx,f,εRd+ dδ log(1−c′wρ)(µ(C[w])+ε)η1+ε + dη1 ε +O(Rd−1)
for allR > R0(ε,N∗, x). Moreover, the lower local dimension of the spectral measure µf satisfies
2 min
{
1,−dδ log(1− c
′
wρ)µ(C([w]))
η1
}
≤ d−f (λ).
This type of theorem goes by quantitative Veech criterion because it is a quantitative version
of Veech’s criterion in [Vee84]. There are other qualitative criteria for eigenvalues which are in
the spirit to Veech’s, e.g [CDHM03, BDM05]. The criterion here is a generalization to higher
rank of the criterion in [BS19].
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Proof. Let x ∈ ΣN be an µ-typical, Furstenberg-Kesten-regular point such that the conclusions
of Proposition 3 hold. Since µ is ergodic, for all ε > 0 there exists a N∗ > 0 such that for all
n > N∗,
n
kn
< µ(Cw) + ε
where Cw := C([w−.w+]). Denote µw = µ(Cw). By Lemma 9 it suffices to check (46) for all
level-y TLC functions for y > y0(x,B) large enough.
Let f : Ωx → R be a level-y TLC function, T ∈ Ωx and λ ∈ Rd. If R > zmax{y,kN∗ ,N∗}, where
z > 1 is given by Proposition 3, then given ε > 0
|STR (f, λ)| ≤ Cx,f,ε,yRd+ε
∏
m0<n<Nε(R)
(
1− cw max
τ∈Λw
∥∥∥〈λ, θ−1(kn)xτ〉∥∥∥2R/Z
)
+O(Rd−1)
≤ Cx,f,ε,yRd+ε (1− c′wρ)δNε(R)−m0−2 +O(Rd−1)
≤ C ′x,f,ε,yRd+ε (1− c′wρ)δ(µw+ε)
(
d logR−K¯ε,x
η1+ε
)
+O(Rd−1)
= C ′x,f,ε,yR
d+εR
δd log(1−c′wρ)(µw+ε)
η1+ε
(
1− K¯ε,x
d logR
)
+O(Rd−1)
≤ C ′x,f,ε,yRd+
dδ log(1−c′wρ)(µw+ε)
η1+ε
+ d
η1
ε
+O(Rd−1)
(53)
for all R > zN∗ large enough, which depends only on ε, and where (51) was used to obtain the
second inequality. Now if
−dδ log(1− c
′
wρ)(µw + ε)
η1 + ε
> 1,
then theO(Rd−1) term dominates in (53) and so for any ε > 0 the growth of the twisted integral
is bounded by DεRd−1+ε for some Dε. By Lemma 1, since the L∞ norm dominates the L2 norm,
it follows from (53) that
2 min
{
1− ε,−dδ log(1− c
′
wρ)(µw + ε)
η1 + ε
− d
η1
ε
}
≤ d−f (λ)
for any ε > 0. 
9. Cohomology and deformations of tiling spaces
Let T be an aperiodic, repetitive tiling of Rd of finite local complexity. This section reviews
several aspects of cohomology for tiling spaces. See [Sad08] for a comprehensive introduction.
9.1. Anderson-Putnam complexes. For any tile t in the tiling T ∈ Ω, the set T (t) denotes all
tiles in T which intersect t. This type of patch is called a collared tile.
Definition 17. Let Ω be a tiling space. Consider the space Ω× Rd under the product topology,
where Ω carries the discrete topology and Rd the usual topology. Let ∼1 be the equivalence
relation on Ω × Rd which declares a pair (T1, u1) ∼1 (T2, u2) if T1(t1) − u1 = T2(t2) − u2 for
some tiles t1, t2 with u1 ∈ t1 ∈ T1 and u2 ∈ t2 ∈ T2. The space (Ω × Rd)/ ∼1 is called the
Anderson-Putnam (AP) complex of Ω and is denoted by AP (Ω).
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Let us now review the AP-complexes involved in our construction. First, note that for x =
(x1, x2, . . . ) ∈ ΣN , assuming thatBx is minimal,AP (Ωx) only depends on finitely many symbols
x1, . . . , x`, since the collaring of tiles in tilings of Ωx only depends in the kth-approximants Pk
for sufficiently large k. Thus for a set of compatible substitution rules S1, . . . , SN , there exists a
partition U1, . . . , Uq of ΣN by open sets and CW-complexes Γ1, . . . ,Γq such that if x ∈ Ui and
Bx is minimal, then AP (Ωx) = Γi.
It will be useful to also consider higher level AP complexes, defined as follows. For x ∈ ΣN ,
T ∈ Ωx, and denoting by t(1) a level 1 supertile (which are approximants of the form P1(e¯) as in
(7)), let T (t(1)) be the union of the supertile t(1) and the level 1 supertiles of T which intersect
t(1). Proceeding similarly, we let T (t(n)) denote the collared level-n supertile corresponding
to the level-n tupertile t(n). Let ∼n be the equivalence relation defined by the collared level-n
supertiles T (t(n)) in Ω as in Definition 17. The quotient (Ω × Rd)/ ∼n is denoted by AP n(Ω).
By construction, AP (Ωσ−n(x)) and AP n(Ωx) are homeomorphic and they are homeomorphic
through scaling: AP n(Ωx) is a rescaling of AP (Ωσn(x)) by θ−1xn · · · θ−1x1 . Denote by
(54) rk,x : AP k(Ωx)→ AP (Ωσ−k(x))
the rescaling homeomorphisms. The following summarizes well-known consequences of the
ideas in [AP98, §4- §6].
Proposition 5. Let S1, . . . , SN be a collection of uniformly expanding compatible substitution
rules on the set of prototiles t1, . . . , tM and suppose Bx is minimal for some x ∈ ΣN .
(i) The substitution rule Sxi induces a continuous map γi : AP (Ωσ−i(x)) → AP (Ωσ−i+1(x))
defined by γi(T , u) = (Sxi(T ), θ−1xi u) for all i > 0.
(ii) The tiling space Ωx is an inverse limit of maps induced by the sequence of substitutions:
(55) Ωx = lim←−
γi
AP (Ωσ−i(x)).
(iii) The Cˇech cohomology groups of Ωx are obtained through the direct limits
(56) Hˇ i(Ωx;Z) = lim−→
γ∗k
Hˇ i(AP (Ωσ−k(x));Z).
9.2. Pattern-equivariant cohomology. Recall T -equivariant functions from §2.1.1. The set
of C∞ T -equivariant functions is denoted by ∆0T . More generally, a smooth k-form η on Rd
is T -equivariant if all the functions involved are T -equivariant. Let ∆kT denote the set of C∞,
T -equivariant k-forms on Rd. The usual differential operator of differential forms d takes T -
equivariant forms to T -equivariant forms. So {∆kT }k is a subcomplex of the de-Rham complex
of smooth differential forms in Rd.
Definition 18. The pattern-equivariant cohomology is defined as the quotient
Hk(ΩT ;R) =
ker d : ∆kT → ∆k+1T
Im d : ∆k−1T → ∆kT
.
Theorem ([KP06]). Let T be an aperiodic, repetitive tiling of Rd of finite local complexity. The
Cˇech cohomology Hˇ∗(ΩT ;R) is isomorphic to the pattern-equivariant cohomology H∗(ΩT ;R).
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9.3. Return vectors and cohomology. Let τ ∈ Λx be a return vector. Consider a curve
γτ : [0, 1] → Rd which starts and ends on tiles of type ti such that γτ (0) − γτ (1) = τ . The
projection pi0(γτ ) defines a cycle on AP (Ω). Note that this cycle is independent of which curve
γτ was used to realize the return vector τ . As such, a return vector τ defines a homology class
[pi0(γτ )] ∈ H1(AP (Γ);Z) whose dual [pi0(γτ )]∗ ∈ H1(AP (Γ);Z) defines a class in H1(Ω;Z) by
inclusion. Therefore there is a map
(57) βx : Γ∗x → Hˇ1(Ωx;Z)
taking τ =
∑
i ai(τ)vi to β(τ) =
∑
i ai(τ)[pi0(vi)]
∗, where the return vectors {vi} form a set of
generators of Γ and ai(τ) ∈ Z.
Lemma 11. The map (57) is a surjective homomorphism.
Proof. Let c1, . . . , cb1 be a collection of cycles which generate H1(AP (Ω);Z). Without loss of
generality it can be assumed that each cycle cj is a concatenation of (oriented) edges ej1, . . . , ejm
of the 1-skeleton of AP (Ω). Pick some T ∈ Ωx and take the starting poing p0 of ej1, and look
at a preimage p∗ ∈ pi−10 (p0) ⊂ Rd. Starting in p∗ there is a set of edges e¯ji of tiles in T which
project to eji for all i = 1, . . . ,m. In other words, the path given by the cycle cj lifts to a path of
edges of the tiling T . Were this path to be closed, then it would project to a boundary in AP (Ω),
which cannot happen since the class cj is nontrivial, and so the path e¯j1, . . . , e¯jm of edges connects
a vertex of a tile with the vertex of another tile of the same type. So in fact the cycle cj lifts to
a return vector in a canonical way and so the map β is surjective on H1(AP (Ω);Z). The same
argument allows one to lift cycles which are dual to classes in H1(AP k(Ω);Z) for any k. By (54)
and (56), this means that β is surjective, and so Γ∗x/ker β ∼= H1(Ωx;Z). 
Unfortunately the map βx must not be injective: given (56), since any class inH1(AP k(Ωx);Z)
is in the image of βx through the construction in the proof above, this means that any class in
ker γ∗k is also in the image, and thus there are could be non-zero elements of Γ∗x which are in the
kernel of βx.
Corollary 5. The map βx induces a surjection from the space of dual return vectors R∗x to
the first cohomology space H1(Ωx;R), making the return vector cocycle equivariant with the
induced action on cohomology by the homeomorphism Φ∗σ−1(x):
(58)
R∗x R
∗
σ−1(x)
H1(Ωx;R) H1(Ωσ−1(x);R).
G¯x
βx βσ−1(x)
Φ∗
σ−1(x)
As such, any Oseledets decomposition of Rx gives a Φ∗x-equivariant decomposition
H1(Ωx;R) = Z−x ⊕ Z+x := βxY −x ⊕ βxY +
where Z+x corresponds to classes with positive Lyapunov exponents, and Y ∞x ⊂ ker βx.
9.4. Deformations. Given an polyhedral, repetitive tiling T of finite local complexity, one can
obtain a continuum of tilings {Tд}д which are close to T in some geometric sense. More
precisely, the tiling Tд is obtained from T by a deformation given by д. What needs to be
established is what the ranges are for the deformation parameter д.
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The basic idea to understand deformations of tilings T is to consider the geometric information
contained in the geometric object AP (ΩT ). Not only does it contain information about the
topology of the tiling space, it also contains basic geometric information, namely, the lengths and
shapes of the edges of the tiles. More precisely, any edge of a tile in T projects to a 1-chain in
AP (ΩT ), and the vector defined by such edge in T can be thought of as the value of a Rd-valued
1-cochain evaluated on this edge. One can similarly assign a Rd-valued 1-cochain to every edge
in AP (ΩT ). To be consistent, one must impose that the values of such cochains sum up to zero
around the edge of a 2-cell, i.e., that these Rd-valued cochains are in fact Rd-valued cocycles. As
such, the geometry of the tiles in a tiling T is determined by an element g0 ∈ H1(AP (ΩT );Rd).
Picking other parameters д ∈ H1(AP (ΩT );Rd) close enough to g0 gives a continuous family of
deformed tilings Tд which are geometrically close to T , all of which have the same combinatorial
properties and many of which have tiling spaces ΩTд which share similar dynamic properties as
those of ΩT .
One can deform further still by considering Rd-valued 1-cochains in AP k(ΩT ). The geometry
of level-k supertiles of T can be deformed by the same method, and so there is an element
gk ∈ H1(AP k(ΩT );Rd) which encodes the geometry of level-k supertiles for all tilings in ΩT .
Thus, any element д ∈ H1(AP k(ΩT );Rd) close enough to gk defines a deformation of tilings in
ΩT . The conclusion of all this is that, given (54) and (56), the geometry of tilings in ΩT is defined
by an element gT ∈ H1(ΩT ;Rd) = H1(ΩT ;Z) ⊗ Rd and so any д ∈ H1(ΩT ;Rd) close enough
to gT defines a new family of tilings Ωд. Questions about which sort of properties persist under
which types of deformations have been studied before in [CS06, Kel08, JS18]. The goal here will
be to deduce under which types of deformations do the systems become weakly mixing.
Going back to the random construction, let S1, . . . , SN be a family of uniformly expanding
compatible substitution rules on the prototiles t1, . . . , tM and suppose Bx is minimal. Let дx ∈
H1(Ωx;Rd) be the element defining the geometry of tilings in Ωx. Following [JS18, §8], for any д
close enough to дx and T ∈ Ωx, a new deformed tiling T ′ is constructed as follows. Let α be a T -
equivariant representative of the class д, that is, a T -equivariant choice of linear transformations
α(t) : Rd → Rd. Let ΛT be the vertex set of T , and pick some p0 ∈ ΛT . Define Hα(s) =
∫ s
p0
α
which, if α is pointwise close enough to the identity (i.e. д is close enough to дx), defines a
homeomorphism. Consider ΛдT obtained by applying Hα to each element of ΛT . If v1, v2 ∈ ΛT
are two vertices in T which are joined by an edge, then the vertices Hα(v1), Hα(v2) ∈ ΛдT are
joined by an edge defined by the vector
∫ v2
v1
α. This produces a new tiling T ′ whose patches are
defined from patches in T . Taking the orbit closure of this tiling one obtains Ωдx , the tiling space
defined by this deformation. The set of classes д ∈ H1(Ωx;Rd) for which there is a well-defined
deformation as above are classified in [JS18] as follows. Let Cµ : H1(Ωx;Rd) → Md×d be the
asymptotic cycle defined by averaging representatives of classes:
Cµ : [α] 7→ Cµ([α]) := lim
R→∞
1
VolBR(0)
∫
BR(0)
α(t) dt,
for [α] = д ∈ H1(Ωx;Rd). This cycle goes also by the name of the Ruelle-Sullivan map. Then
Ωдx is well-defined through the deformation Hα as above if and only if Cµ(α) is invertible.
Lemma 12. The tiling space Ωдx is defined for д ∈ H1(Ωx;Rd) outside a set of codimension 1.
Proof. The asymptotic cycle is a linear map on H1(Ωx;Rd). Thus, the set of д such that
detCµ(д) = 0 is a codimension-1 subspace. By [JS18, Theorem 8.1] elements д outside this
set have a well-defined tiling space Ωдx . 
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The choice of deformation parameter д will be restricted to the open submanifold ofH1(Ωx;Rd)
defined by
(59) Mx =
{
д ∈ H1(Ωx;Rd) : detCµ(д) 6= 0
}
which carries a natural absolutely continuous measure inherited from the Lebesgue measure
on the vector space H1(Ωx;Rd). Note immediately that Mx can be seen to contain a copy of
SL(d,R) as follows. Any element д ∈ H1(Ωx;Rd) is of the form д = c⊗ v with c ∈ H1(Ωx;R)
and v ∈ Rd. Let T ∈ Ωx and g ∈ SL(d,R). Applying g to the tiling T as a linear transformation
of Rd preserves the volume of each tile as well as the frequency of the tile types. On individual
elements c ⊗ v, SL(d,R) deforms by c ⊗ v 7→ c ⊗ (gv) for any g ∈ SL(d,R). So the family of
deformations given by SL(d,R) can naturally be seen as elements of Mx. It should be noted
that the property of unique ergodicity is not altered through any deformations given by д ∈Mx
and also that the renormalization maps Φx satisfy
Φx(Ω
д
x ) = Ω
д1x
σ(x)
where д1x = (Φ−1x )∗д.
Let v1, . . . , vrx ∈ Λx be a set of generators for Γx, and let {wi} be the dual generators for Γ∗x.
Putting the vi as columns, there is a d × rx matrix Vi0(x) such that any return vector τ satisfies
τ = Vi0(x)αx(τ) for a uniqueαx(τ) ∈ Zrx , as well as a dual matrixV ∗i0(x). As such, Vi0(x) ∈ Γx⊗Rd,
and the deformation дx 7→ д induces a deformation of Vi0(x) 7→ V дi0(x). Note that each matrix
V дi0(x) ∈ Γx⊗Rd ∼= Γ∗x⊗Rd. Thus, the map βx in (57) induces a map βx : Γ∗x⊗Rd → H1(Ωx;Rd)
which satisfies
(60) βxV д∗i0(x) = д ∈ H1(Ωx;Rd).
As such, д = βxV д∗i0(x) can be identified with the element д ∈ Hom(Rd, H1(Ωx;R)) as follows2.
By definition, an element д ∈ H1(Ωx;Rd) can be written as c⊗v with c ∈ H1(Ωx;R) and v ∈ Rd.
As such, д : λ 7→ c〈v, λ〉 ∈ H1(Ωx;R). From this point of view the deformation parameter д also
parametrizes inclusions of Rd into H1(Ωx;R). In [CS06], д is called the shape vector.
Let S1, . . . , SN be a collection of compatible substitution rules on tiles t1, . . . , tM and suppose
µ is a σ−invariant, ergodic probability measure on ΣN such that log ‖Φ∗x‖ ∈ L1, where Φ∗x is the
induced maps on H1(Ωx;R). Oseledets theorem gives a decomposition H1(Ωx;R) = Z+x ⊕ Z−x ,
where Z+x is the Oseledets space corresponding to positive Lyapunov exponents. Consider now
the action Φ∗σ−1(x) : H1(Ωx;Rd) → H1(Ωσ−1(x);Rd). Since Φ∗σ−1(x) acts on the first component
of [η]⊗ v ∈ H1(Ωx;Rd) = H1(Ωx;R)⊗ Rd, it follows that if
log ‖Φ∗x[η]‖
n
−→ ω∗ then log ‖Φ
∗
x([η]⊗ ei)‖
n
−→ ω∗
for all basis vectors ei ∈ Rd. Thus there is an Oseledets decomposition of H1(Ωx;Rd) as
H1(Ωx;Rd) = Zˆ−x ⊕ Zˆ+x = Z−x ⊗ Rd ⊕ Zˆ+x ⊗ Rd
obtained from the Oseledets decomposition of H1(Ωx;R). Note that dim Zˆ+x ≥ d2, since Z+x
is always at least d-dimensional given that the constant forms dx1, . . . , dxd represent d-linearly
2A dimension count helps: the Grassmanian Gd(H1(Ωx;R)) has dimension d(dimH1(Ωx;R) − d) =
dimH1(Ωx;Rd) − d2, so an element H1(Ωx;Rd) defines first a choice of d-dimensional subspace of H1(Ωx;R)
(parametrized by the Grassmanian), and then a linear transformation inside this subspace, given by a d× d matrix.
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independent elements of Z+x . Finally, note that the inclusions д : Rd → H1(Ωx;R) defined by
λ 7→ д(λ) as above are equivariant with respect to the induced maps on cohomology: if д = c⊗v,
then
(Φ∗xд)(λ) = [Φ∗x(c⊗ v)](λ) = [Φ∗x(c)⊗ v](λ) = (Φ∗xc)〈v, λ〉.
Let S1, . . . , SN be a collection of compatible substitution rules on tiles t1, . . . , tM and µ a
positively simple, postal, σ-invariant ergodic probability measure for which the trace and re-
turn vector cocycles are integrable. For any positively simple postal word w = w−w+ with
µ(C([w])) > 0, any ρ, δ ∈ (0, 1/2), д ∈Mx and λ ∈ Rd, define
(61) DxN(w, ρ, д, λ) :=
N∑
j=1
1C([w−.w+])
(
σ−j(x)
)
1Bρ(H1(Ωσ−j(x);Z))
(
Φ(j)∗x д(λ)
)
N∑
j=1
1C([w−.w+])(σ
−j(x))
.
The quantityDxN(w, ρ, д, λ) measures the density of the iterates of σ−j(x) up to N which satisfy
two simultaneous properties:
(i) that the iterate on the base dynamics lands in the special compact set C([w−.w+]) for
the positively simple word w = w−w+; and
(ii) the the fiber dynamics Φ(n)∗x д(λ) land at most ρ from a point in the latticeH1(Ωσ−j(x);Z).
Since x is taken to be µ-generic and µ(C(w−.w+)) > 0, the iterates σ−j(x) will visit the special
compact set with asymptotic frequency µ(C(w−.w+)). Thus the density quantityDxN(w, ρ, д, λ)
is really focusing on (ii) above, the behavior of the fiber dynamics.
Lemma 13. Let µ be a σ-invariant ergodic probability measure such that log ‖Φ∗x‖ ∈ L1, where
Φ∗x is the induced action on the first cohomology. Suppose x is Oseledets regular for the
cohomology cocycle. Then it is Furstenberg-Kesten regular for the trace cocycle.
Proof. The largest exponents for the cocycle on the first cohomology space correspond to the
classes represented by the d constant, pattern equivariant 1-forms dx1, . . . , dxd. The Lyapunov
exponents are
λtop = lim
n→∞
log |θ−1x1 · · · θ−1xn |
n
which exists by assumption. The trace cocycle by definition tracks the number of prototiles in
level-n supertiles as n grows, which is proportional to the volume of level-n supertiles. Thus the
top exponent of the trace cocycle is given by
lim
n→∞
log
∥∥∥Θ(n)x ∥∥∥
n
= lim
n→∞
log |θ−dx1 · · · θ−dxn |
n
= dλtop,
so x is Furstenberg-Kesten regular, and η1 = dλtop. 
The following is a quantitative, non-stationary version of [CS06, Theorem 4.1].
Proposition 6 (Cohomological quantitative Veech criterion). Let S1, . . . , SN be a collection of
compatible substitution rules on tiles t1, . . . , tM and µ a positively simple, postal, σ-invariant
ergodic probability measure for which the trace and return vector cocycles are integrable. For
any positively simple postal word w = w−w+ with µ(C([w])) > 0 there is a c′w ∈ (0, 1) such
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that for any Oseledets-regular x ∈ ΣN , if there exists ρ, δ ∈ (0, 12) and д ∈ H1(Ωx;Rd) such that
DxN(w, ρ, д, λ) < 1 − δ for some λ ∈ Rd\{0} and N > N∗ large enough, then there is a δ′ > 0
such that for any Lipschitz function f : Ωx → R and ε > 0,∣∣∣∣∫
CR(0)
e−2pii〈λ,t〉f ◦ ϕt(T ) dt
∣∣∣∣ ≤ Cx,f,εRd+ dδ′ log(1−c′wρ)(µ(C[w])+ε)η1+ε + dη1 ε +O(Rd−1)
for allR > R0(ε,N∗, x). Moreover, the lower local dimension of the spectral measure µf satisfies
(62) 2 min
{
1,−dδ
′ log(1− c′wρ)µ(C([w]))
η1
}
≤ d−f (λ).
Proof. By compactness, there exists a Cw,µ > 1 such that
C−1w,µ‖v‖R∗x ≤ ‖βxv‖H1(Ωx;R) ≤ Cw,µ‖v‖R∗x
for all v ∈ R∗x\ker βx and x ∈ C([w−.w+]) ∩ suppµ. Thus by the equivariance in (58), the
density condition DxN(w, ρ, д, λ) < 1− δ implies the density condition in (52) with δ′ = δ/Cw,µ.
The conclusion now follows from Proposition 4 and Lemma 13. 
Remark 3. By the proof of Lemma 13, the η1 in the bound (62) in Proposition 6 can be replaced
by dλtop, leaving the bound entirely in terms of data from the cocycle on H1(Ωx;R).
10. The Erdo˝s-Kahane method a` la Bufetov-Solomyak
In this section it is shown that the typical deformation parameter д satisfies the conditions
in the cohomological quantitative Veech criterion (Proposition 6). The argument very closely
follows that of Bufetov-Solomyak in [BS19, §6], which they call the vector form of the Erdo˝s-
Kahane method, and it is a tool to bound the Hausdorff dimension of a set of bad values of
д ∈ Mx. It should be noted that the case when d = 1 is already done in [BS19, §6], so what is
relevant here is the case d > 1.
In this section it is assumed that µ is a positively simple, postal, σ-invariant ergodic probability
measure for which the return vector cocycle and the trace cocycle are integrable. Throughout
x will denote a µ-generic and Oseledets-regular point (for both cocycles). Let rµ be the rank of
Γx for µ-almost every x. Recall that by §5.1 there is a collection of subsets {U rµi } of ΣN with
the property that for each i there is a collection of vectors v1, . . . , vrµ such that Γx is generated
by those vectors for any x ∈ U rµi . By the hypotheses on µ, without loss of generality it can be
assumed that there is an i such that U rµi = C([w−.w+]), where w = w−w+ is a positively simple
word and postal. As such, µ(U rµi ) > 0, and set U? = U
rµ
i .
Let kn →∞, n ∈ N, be a maximal sequence of return times to U? for x under σ−1. Since there
is a local choice of generators v1, . . . , vrµ for all Γx with x ∈ U?, there is a natural identification
of all fibers Rx and their lattices α(Γx) ⊂ Rx for all x ∈ U?, and in particular for σkn(x). Under
this identification, the vector space is denoted by R? and the corresponding lattice is Γ? ⊂ R?.
This also holds for the dual spaces and lattices Γ∗? ⊂ R∗?.
Let V? be the d× rµ matrix associated with U? as in (20). That is, for any x ∈ U? and τ ∈ Λx
there is a unique α?(τ) ∈ Γ? such that τ = V?α?(τ). For λ ∈ Rd, let Knx (λ) ∈ H1(Ωx;Z) be the
closest lattice point to Φ(n)∗x д(λ) and set
(63) Φ(n)∗x д(λ) = Knx (λ) + εnx(λ), ‖εnx(λ)‖ :=
∥∥Φ(n)∗x д(λ)∥∥H1(Ωx;R)/H1(Ωx;Z) ,
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where ‖ · ‖V/G is the shortest distance of an element v in a vector space V to a point in a lattice
G ⊂ V . For any B > 1, let
MBx := {д = c⊗ v ∈Mx : ‖c‖ ≤ B and ‖v‖ ≤ B}
and furthermore, given ρ, δ > 0, B > 1 and x ∈ ΣN , let
ExN(ρ, δ, B) :=
{
д(λ) ∈ H1(Ωx;R) : д ∈MBx , λ ∈ CB, and DxN(w, ρ, δ, д, λ) < 1− δ
}
EN(ρ, δ, B) :=
{
д ∈MBx : there is λ ∈ CB such that д(λ) ∈ ExN(ρ, δ, B)
}(64)
and set
B = B(ρ, δ, B) := lim sup EN(ρ, δ, B) =
⋂
N0>0
⋃
N≥N0
EN(ρ, δ, B).
Denote by Kn = Knx (λ) and εn = εnx(λ). Let Π+x : H1(Ωx;R) → Z+x be the projection onto
the unstable space of the fiber over x. Then
Φ(n)∗x Π
+
x д(λ) = Π+σ−n(x)Φ
(n)∗
x д(λ) = Π+σ−n(x)Kn + Π
+
σ−n(x)εn
and thus
(65) Π+x д(λ) = Φ(n)∗−1x
(
Π+σ−n(x)Kn
)
+ Φ(n)∗−1x
(
Π+σ−n(x)εn
)
Since x is Oseledets regular, for any  > 0 and all n sufficiently large,∥∥∥Φ(n)∗−1x · Π+σ−n(x)∥∥∥ ≤ e−(η∗−)n,
where η∗ = ω+ш+µ is the smallest positive Lyapunov exponent for the return vector cocycle
(equivalently, the cocycle defined by the induced action on H1(Ωx;R) by the maps {Φ∗x}).
Therefore, from (65), since εn < 1,
(66)
∥∥∥Π+x д(λ)− Φ(n)∗−1x (Π+σ−n(x)Kn)∥∥∥ < e−(η∗−)n
for all n large enough.
Set
(67)
Wn = Wn(x) := log
∥∥∥Φ∗σ−n(x)∥∥∥ , Mn := (2 + exp(Wn+1))βµ and ρn := 12(1 + exp(Wn+1)) ,
where βµ = dimH1(Ωx;R), which is constant for µ-almost every x. Define
E¯xN(δ, B) :=
{
(д, λ) ∈MBx × CB : card{n ≤ N : max{‖εn‖, ‖εn+1‖} ≥ ρn} < δN
}
,
and let E : E¯xN(δ, B)→ H1(Ωx;R) be the evaluation map (д, λ) 7→ д(λ) ∈ H1(Ωx;R).
Lemma 14. For µ-almost every x, given δ > 0
ExN(%, δ/4, B) ⊂ E(E¯xN(δ, B))
for all N large enough, where % depends on δ.
Proof. The following result, which combines Proposition 6.1 in [BS18a] and Corollary 4.3 in
[BS19], will be used.
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Proposition 7. There exists a positive constant L such that for µ-almost every x, for any δ > 0
there is an N∗ such that
max
{∑
n∈Ψ
Wn+1 : Ψ ⊂ {1, . . . , N}, |Ψ| ≤ δN
}
≤ L log(1/δ) · δN.
for all N > N∗. Moreover, for any C > 0
card{n ≤ N : Wn+1 > CL · log(1/δ)} ≤ δN
C
.
Let K = 2L log(1/δ), where L is obtained from Proposition 7, define % = (2 + 2eK)−1, and
suppose д(λ) 6∈ E(E¯xN(δ, B)). Then there is a subset Ψ of {1, . . . , N} of cardinality greater than
or equal to δN such that max{‖εn‖, ‖εn+1‖} ≥ ρn for all n ∈ Ψ. Since ρn < % is equivalent to
Wn+1 > K , by the second bound in Proposition 7, there are no more than δN/2 integers n ≤ N
for which Wn+1 > K for all N large enough. Thus
card{n ≤ N : max{‖εn‖, ‖εn+1‖} ≥ %} ≥ δN
2
,
so there are no less than δN/4 integers n ≤ N with ‖εn‖ > %, and so it follows that д(λ) 6∈
ExN(%, δ/4, B). 
Proposition 8. There exists a % > 0 such that for µ-almost every x and any ∗ > 0, for all δ > 0
small enough and any B > 1:
dim(Bx(%, δ, B)) ≤ dimMBx − dimZ+x + d+ ∗.
Proof. In light of Lemma 14 it suffices to show that for all δ > 0 small enough, setting β∗ :=
dimMBx − dimZ+x + d+ ∗ = d · dimZ−x + (d− 1)dimZ+x + d+ ∗, it follows that
dim(B′x(δ, B) ∩MBx ) ≤ β∗ , where B′x(δ, B) := lim sup E¯xN(δ, B) =
⋂
N0>0
⋃
N≥N0
E¯xN(δ, B)
and
E¯xN(δ, B) : =
{
д ∈MBx : there is a λ ∈ CB such that (д, λ) ∈ E¯xN(δ, B)
}
= pix(E¯
x
N(δ, B)),
(68)
where pix is the natural projection map pix : E¯xN(δ, B) → E¯xN(δ, B) onto theMx-coordinate. In
order to estimate the dimension of B′x, it suffices to construct a cover of E¯xN(δ, B) since the
projection map pix : E¯xN(δ, B)→ E¯xN(δ, B) is Lipschitz [Fal14, Corollary 2.4]. By definition,
(69) E¯xN(δ, B) ⊂ Π−x (MBx )× Π+x (pix(E¯xN(δ, B)))× CB.
In slight abuse of notation, the set Π±x (E¯xN(δ, B)) will be short for Π±x (pix(ExN(δ, B))) × CB . To
produce the desired dimension estimates, one needs to find a cover of the set Π+x (E¯xN(δ, B)).
To this end, for any c ∈ E+x ⊂ H1(Ωx;R), B > 1,  > 0 and A ⊂ Π+xMBx × CB , define
E−1B (c) :=
{
(д, λ) ∈ Π+xMBx × CB : E(д, λ) = c
}
and
∂B A :=
{
(д, λ) ∈ Π+xMBx × CB : dist ((д, λ), A) ≤ 
}(70)
and note that dimE−1B (c) ≤ (d− 1)d+µ + d, where d+µ = dimE+x . Moreover, by compactness, for
any η > 0 there exists a FBx > 0 such that
Π+xBη(c) ⊂ E(∂BFBx η(E−1B (c))).
42
Suppose (д, λ) = (c⊗ v, λ) ∈ E¯xN(δ, B), and let Kn and εn be the corresponding sequences as
defined in (63). From (66) it follows that Π+x д(λ) = Π+x c〈v, λ〉 is in the ball of radius e−(η∗−)N
centered at PN(д, λ) := Φ(N)∗−1x
(
Π+
σ−N (x)KN
)
, and so
(71) dist
((
Π+x д, λ
)
,E−1B ({PN(д, λ)}
) ≤ FBx e−(η∗−)N .
Therefore (д, λ) is in one of at most KB,x
(
FBx e
−(η∗−)N)−[(d−1)d+µ+d] balls of radius FBx e−(η∗−)N
which coverE−1B ({PN(д, λ)}) ⊂ Π+xMBx ×CB . The goal is now to consider all possible sequences
of {Kn} that can appear for any such (д, λ) ∈ E¯xN(δ, B), which will give all the possible sets of
the form ∂NE−1B ({PN(д, λ)}) which will cover Π+x (E¯xN(δ, B)), for N = e−(η∗−)N .
Let ΨN be the set of subsequences of n ∈ {1, . . . , N} for which max{‖εn‖, ‖εn+1‖} ≥ ρn, and
note that each such subsequence has at most δN elements in it and moreover that there are at
most
∑
i<δN
(
N
i
)
such sets. By [BS19, Lemma 6.1], for a fixed ΨN the number of subsequences
{Kn} is at most MN :=
∏
n∈ΨN
Mn times the number of possible starting values for K0, which is
bounded independently ofN by compactness since д ∈MBx and λ ∈ CB . By (67) and Proposition
7, since Mn ≤ 3βµeβµWn+1 , for all N sufficiently large,
MN ≤ KB3βµδN exp
(
βµ
∑
n∈ΨN
Wn+1
)
≤ KB3βµδN exp(βµL log(1/δ)(δN)).
It follows from (66) that the number of balls of radiusFBx e−(η∗−)N needed to cover Π+x (pixE¯xN(δ, B))
is no more than
KB
∑
i<δN
(
N
i
)
3βµδN exp(βµL log(1/δ)(δN))
≤ KBexp ((H(δ) log 2 + δβµ log 3 + βµLδ log(1/δ))N) ,
where the right-hand side follows from the bound of the sum of binomial coefficients up to δN
being bounded by 2H(δ)N , where H(δ) is the binary entropy function. Therefore, since H(δ) and
δ log(1/δ) go to zero as δ → 0+, there exists a δ0 such that δ ∈ (0, δ0) implies that that
(72) H(δ) log 2 + δβµ log 3 + βµLδ log(1/δ) ≤ ∗(η∗ − ).
The set Π−x (MBx ) can be covered with roughly exp((η∗ − )(β∗ − d − ∗ − (d − 1)d+µ )N)
balls of radius e−(η∗−)N , whereas by (70)-(72) the set Π+x (ExN(δ, B)) can be covered by roughly
exp((η∗ − )N [(d− 1)d+µ + d+ ∗]) balls of radius e−(η∗−)N . By (69) then, it follows that for all
N large enough, E¯xN(δ, B) can be covered by roughly
exp(η∗ − )β∗N = exp
[
(η∗ − )N(dimMBx + d− d+µ + ∗)
]
balls of radius e−(η∗−)N for all largeN . So theβ∗-Hausdorff measure of the set lim supN E¯xN(δ, B)
is finite, which implies that dim(B′x(δ, B)) ≤ β∗ , from which the result follows. 
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11. Some proofs
Proof of Theorem 1. Suppose for a Oseledets regular x the deformation parameter д 6∈ Bx(ρ, δ, B)
for some δ, ρ, B. This implies that for all N large enough д 6∈ ExN(ρ, δ, B), which means that for
all λ ∈ CB , д(λ) 6∈ ExN(ρ, δ, B), which means that for allN large enough,DxN(w, ρ, д, λ) < 1− δ.
If dimZ+x > d then the dimension of Bx(ρ, δ, B) is strictly less than Mx, and so the density
condition DxN(w, ρ, д, λ) < 1 − δ holds for almost every д, for all N large enough. The result
then follows from the cohomological quantitative Veech criterion, Proposition 6. 
Proof of Corollary 1. By considering a high power of a single substitution, it can be assumed by
primitivity that each tile is subdivided into enough tiles so that there are enough translation
vectors between tiles of the same type which generate the group of return vectors, and so postal
words are trivial. Thus if x ∈ ΣN is fixed for the shift map and represents this substitution, the
measure δx is a positively simple, postal ergodic probability measure. Thus, if the unstable space
of H1(Ωx;R) with respect to the induced action by the substitution has dimension greater than
d, Theorem 1 applies. 
Proof of Lemma 1. By definition:
‖SR(f, λ)‖2 =
〈∫
CR(0)
e−2pii〈λ,τ〉f ◦ ϕτ (T ) dτ,
∫
CR(0)
e−2pii〈λ,s〉f ◦ ϕs(T ) ds
〉
=
∫
Ω
∫
CR(0)
∫
CR(0)
e−2pii〈λ,τ−s〉f ◦ ϕτ (T ) dτf ◦ ϕs(T ) ds dµ(T )
=
∫
CR(0)
∫
CR(0)
e−2pii〈λ,τ−s〉〈f ◦ ϕτ−s, f〉 dτ ds
=
∫
CR(0)
∫
CR(0)
e−2pii〈λ,τ−s〉
(∫
Rd
e2pii〈τ−s,z〉 dµf (z)
)
dτ ds
=
∫
Rd
∫
CR(0)
∫
CR(0)
e2pii〈z−λ,s−τ〉 dτ ds dµf (z)
=
∫
Rd
d∏
i=1
sin2(2pi(zi − λi)R)
pi2(zi − λi)2 dµf (z).
(73)
There exists a C2 such that for r = 12R ,
C2R
2 ≤ sin
2(2piwR)
pi2w2
for w ∈ [−r, r]. Since Br(λ) ⊂ Cr(λ), by (73), the hypothesis implies that
µf (Br(λ)) ≤ µf (Cr(λ)) =
∫
Cr(λ)
dµf (z) ≤ 1
(C2R)d
∫
Cr(λ)
d∏
i=1
sin2(2pi(zi − λi)R)
pi2(zi − λi)2 dµf (z)
≤ 1
(C2R2)d
∫
Rd
d∏
i=1
sin2(2pi(zi − λi)R)
pi2(zi − λi)2 dµf (z) =
1
(C2R2)d
‖SR(f, λ)‖2
≤ C
2
1
Cd2R
2d
R2(d−α) ≤ Cr2α
(74)
44
for any r < (2R0)−1. 
12. Uniform rates of weak mixing
Let Ω be a tiling space corresponding to repetitive aperiodic tilings of finite local complexity
with a uniquely ergodic Rd action. For f ∈ L2 of zero average, Ho¨lder’s inequality gives the
bound
(75)
∣∣∣∣∫
CR(0)
e2pii〈λ,t〉〈f ◦ ϕt, f〉 dt
∣∣∣∣ ≤ ‖f‖L2 ‖SR(f,−λ)‖L2 .
By the polarization identity, in order to bound correlations of the form 〈f ◦ ϕt, g〉, it suffices
to bound self-correlations of the form 〈f ◦ ϕt, f〉. For such correllations, assuming f has zero
average and using that 〈f ◦ ϕt, f〉 = µˆf (t) (Bochner’s theorem),∫
CR(0)
|〈f ◦ ϕt, f〉|2 dt =
∫
Rd
1CR(0)〈f ◦ ϕt, f〉〈f ◦ ϕt, f〉 dt
=
∫
Rd
∫
CR(0)
e2pii〈λ,t〉〈f ◦ ϕt, f〉 dt dµ¯f (λ).
(76)
It follows that in order to obtain a rate of growth of the correllations (76) then by (75) one has to
bound the twisted integrals of f for all spectral parameters λ ∈ Rd. For any B > 1 this problem
will be subdivided in several parts:
(i) for 0 < ‖λ‖ ≤ B, the control of the twisted integrals is obtained from the results of
Theorem 1,
(ii) for ‖λ‖ > B, the twisted integrals will be bounded using integration by parts, assuming
that the functions are sufficiently smooth in the leaf direction,
(iii) for λ = 0, the twisted integrals will be bounded using the bounds on the growth of
ergodic integrals of f , assuming that such behavior is known.
More precisely, let
CB = {λ ∈ Rd : 0 < ‖λ‖ ≤ B}, OB = {λ ∈ Rd : ‖λ‖ > B},
so by (76) and (75) it follows that
(77)
∫
CR(0)
|〈f ◦ ϕt, f〉|2 dt ≤ ‖f‖L2
∑
S∈{CB ,OB ,{0}}
∫
S
‖SR(f,−λ)‖L2 dµ¯f (λ).
Again, the bound for CB is given by the results of Theorem 1, so it remains to establish bounds
for the other subsets of Rd
12.1. Bounds on OB . Let f ∈ Иr(Ω) for some r > 1 and let λ ∈ OB for some B > r. Assume
that ` is an index such that |λ`| > B. The twisted integral can be written as
STR (f,−λ) =
∫ R
−R
· · ·
∫ R
−R
e2pii〈λ,t〉f ◦ ϕt(T ) dt
=
1
2piiλ`
∫ R
−R
· · ·
∫ R
−R
(
∂
∂t`
e2pii〈λ,t〉
)
f ◦ ϕ(t1,...,td)(T ) dt` ∧ ?dt`,
(78)
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where ? is the Hodge-? operator taking 1-forms to d − 1-forms. Doing integration by parts, it
follows that
STR (f,−λ) =
1
2piiλ`
[∫
∂−` CR(0)
e2pii〈λ,t〉f ◦ ϕt(T ) ? dt` −
∫
∂+` CR(0)
e2pii〈λ,t〉f ◦ ϕt(T ) ? dt`
]
+
1
2piiλ`
SR(X`f,−λ),
(79)
where ∂±` CR(0) are the two d− 1 dimensional faces of CR(0) given when λ` = ±R. Therefore
the twisted integral can be bounded by
‖SR(f,−λ)‖L2 ≤ 1
2pii|λ`|
(
2(2R)d−1‖f‖L2 + ‖SR(X`f,−λ)‖L2
)
.
Doing integration by parts k times as in (78) and (79),
‖SR(f,−λ)‖L2 ≤ 1
(2pi|λ`|)k ‖SR(X
k
` f,−λ)‖L2 + (2R)d−1
k∑
j=1
‖Xj−1` f‖L2
(pi|λ`|)j .
Thus, for f ∈ Иr(Ω), by taking k →∞ there exists a constant Cf,r such that
‖SR(f,−λ)‖L2 ≤ Cf,rRd−1
for all R > 1 and any λ ∈ Rd with ‖λ‖ > B > r.
12.2. Bounds for λ = 0. When λ = 0 the twisted ergodic integrals SR(f, λ) reduce to regular
ergodic integrals. By [Hor19, Corollary 2.19], the trace cocycle has a spectral gap, that is, for the
largest two Lyapunov exponents λ1, λ2 it holds that λ1 > λ2 and so by the main result of [Tre19],
for any ε > 0 there exists a Cε such that ergodic integrals STR (f, 0) for functions of zero average
are bounded by
|STR (f, 0)| ≤ Cε,f max
{
R
d
λ2
λ1
+ε
, Rd−1+ε
}
for all R > 1.
12.3. Proof of (1) in Theorem 2. Let S1, . . . , SN be a collection of N uniformly expanding
compatible substitution rules on the M prototiles t1, . . . , tM of dimension d and µ a σ-invariant
positively simple, postal ergodic probability measure on ΣN such that log ‖Φ∗x‖ ∈ L1µ, where Φ∗x
is the map on the first cohomology of Ωx induced by the shift, and assume that dim(E+x ) > d.
Pick an Oseledets regular x and д ∈ Mx such that the conclusions of Theorem 1 hold. Let
f, g ∈ Иr(Ωдx ) and let B > r.
Theorem 1 gives bounds for λ ∈ CB in (77). The bounds for λ ∈ OB in (77) follow from §12.1,
whereas the bounds for λ = 0 are given in §12.2. Therefore it has been established that
(80)
∫
CR(0)
|〈f ◦ ϕt, g〉|2 dt ≤ Cf,g,r,εRd−α′µ+ε
for all R > 1, where
α′µ = min
{
αµ, d
(
1− λ2
λ1
)
, 1
}
,
αµ is the constant given in Theorem 1, and λ1 > λ2 are the top two Lyapunov exponents for the
trace cocycle. Finally, by using the Cauchy-Schwartz inequality in (80), (1) follows.
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12.4. Proof of uniform bounds for twisted integrals in Theorem 2. Let S1, . . . , SN be a
collection ofN uniformly expanding compatible substitution rules on theM prototiles t1, . . . , tM
of dimension d and µ a σ-invariant positively simple, postal ergodic probability measure on ΣN
such that log ‖Φ∗x‖ ∈ L1µ, where Φ∗x is the map on the first cohomology of Ωx induced by the
shift, and assume that dim(E+x ) > d. Pick an Oseledets regular x and д ∈ Mx such that the
conclusions of Theorem 1 hold, and so by the previous subsection, (1) also holds. The argument
here follows the argument of Venkatesh in [Ven10, Lemma 3.1].
First some estimates need to be worked out. For a function f ∈ Иr(Ωx), T ∈ Ωx, t ∈ Rd and
H > 0 define
DTH(f, t) :=
∫
CH(0)
e−2pii〈λ,x〉f ◦ ϕx+t(T ) dx,
and note that
DTH(f, t)
2 =
∫
CH(0)2
e−2pii〈λ,x+y〉f ◦ ϕx+t(T )f ◦ ϕy+t(T ) dx dy,
so ∫
CR(0)
DTH(f, t)
2 dt ≤
∫
CH(0)2
∫
CR(0)
(f ◦ ϕxf ◦ ϕy) ◦ ϕt(T ) dt dx dy.
In addition, by [Tre19] and [Hor19, Corollary 2.19],∫
CR(0)
(f ◦ ϕx · f ◦ ϕy) ◦ ϕt(T ) dt = (2R)dµ(f ◦ ϕx · f ◦ ϕy) +O
(
max
{
R
d
λ2
λ1 , Rd−1
})
= (2R)d〈f ◦ ϕx−y, f〉+O
(
max
{
R
d
λ2
λ1 , Rd−1
})
,
(81)
where λ1 > λ2 are the top two Lyapunov exponents of the trace cocycle. Now, the twisted
integral of DTH(f, t) is∫
CR(0)
e−2pii〈λ,t〉DTH(f, t) dt =
∫
CH(0)
∫
CR(0)
e−2pii〈λ,s+t〉f ◦ ϕs+t(T ) dt ds
=
∫
CH(0)
∫
ϕs(CR(0))
e−2pii〈λ,z〉f ◦ ϕz(T ) dz ds
(82)
after using Fubini and changing variables z = s + t. So the difference between the twisted
integral in (82) and (2H)dSTR (f, λ) is bounded as∣∣∣∣(2H)d ∫
CR(0)
e−2pii〈λ,t〉f ◦ ϕt(T ) dt−
∫
CR(0)
e−2pii〈λ,t〉DTH(f, t) dt
∣∣∣∣
=
∣∣∣∣∫
CH(0)
∫
CR(0)
e−2pii〈λ,t〉f ◦ ϕt(T ) dt−
∫
ϕs(CR(0))
e−2pii〈λ,t〉f ◦ ϕt(T ) dt ds
∣∣∣∣
≤ (2H)d‖f‖d∞
(83)
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since there are cancellations in the difference of the integrals. The twisted integral STR (f, λ) can
now be bounded:
∣∣STR (f, λ)∣∣ ≤ ∣∣∣∣STR (f, λ)− 1(2H)d
∫
CR(0)
e−2pii〈λ,t〉DTH(f, t) dt
∣∣∣∣+ 1(2H)d
∣∣∣∣∫
CR(0)
e−2pii〈λ,t〉DTH(f, t) dt
∣∣∣∣
≤ ‖f‖d∞ +
1
(2H)d
∣∣∣∣∫
CR(0)
e−2pii〈λ,t〉DTH(f, t) dt
∣∣∣∣ .
(84)
Finally, to bound the last term in (84), let λ∗ = max
{
dλ2
λ1
, d− 1
}
. Then:
∣∣∣∣∫
CR(0)
e−2pii〈λ,t〉DTH(f, t) dt
∣∣∣∣2 = ∣∣∣〈e−2pii〈λ,·〉DTH(f, ·), 1〉L2(CR(0))∣∣∣2 ≤ (2R)d ∫
CR(0)
DTH(f, t)
2 dt
= (2R)d
∫
CR(0)
∫
CH(0)2
e−2pii〈λ,x+y〉f ◦ ϕt+x(T ) · f ◦ ϕt+y(T ) dx dy dt
≤ (2R)d
∫
CH(0)2
∣∣∣∣∫
CR(0)
f ◦ ϕt+x(T ) · f ◦ ϕt+y(T ) dt
∣∣∣∣ dx dy
≤ (2R)d
∫
CH(0)2
∣∣(2R)d〈f ◦ ϕx−y, f〉+O (Rλ∗)∣∣ dx dy
≤ (2R)2d
∫
CH(0)2
|〈f ◦ ϕx−y, f〉| dx dy + CεRd+λ∗+ε(2H)2d
≤ (2R)2dC2f,r,εH2d−α
′
µ+2ε + CεR
d+λ∗+ε(2H)2d
≤ C ′f,r,ε
(
R2dH2d−α
′
µ+2ε +Rd+λ
∗+εH2d
)
,
(85)
where the first inequality follows from the Cauchy-Schwarz inequality, (81) was used in the third
inequality and (1) in the fifth. Chosing H = R
d−λ∗−ε
α′µ−2ε it follows that R2dH−α′µ+2ε = Rd+λ∗+ε, so
dividing (85) by (2H)2d and using in (84) with this choice of H :∣∣STR (f, λ)∣∣ ≤ ‖f‖d∞ + C ′′f,r,εR d+λ∗+ε2
which completes the proof.
Appendix A. Twisted cohomology for tiling spaces
Let ∆¯kT the set of smooth (C∞), C-valued T -equivariant k-forms. Let η ∈ ∆1T be a represen-
tative of a class [η] ∈ H1(ΩT ;R) and define the operator dη : ∆¯kT → ∆¯k+1T
dη : α 7→ dηα := dα− 2piiη ∧ α.
It is immediate to check that
d2ηα = (d− 2piiη∧)(dα− 2piiη ∧ α) = −2piidη ∧ α = 0,
making (∆¯k, d2η) a cochain complex with well-defined cohomology.
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Definition 19. For any real, closed η ∈ ∆1, the twisted cohomology spaces of Ω are defined
as the quotients
Hkη (Ω;C) :=
ker dη : ∆¯
k → ∆¯k+1
Im dη : ∆¯k−1 → ∆¯k .
Any λ ∈ Rd defines a natural constant, closed, T -equivariant 1-form ∑λi dxi. For any such
constant form the twisted cohomology is denoted by H∗λ(Ω;C).
Proposition 9. (i) The first twisted cohomology H1η (Ω;C) is defined, up to unitary equiv-
alence, by the cohomology class [η] ∈ H1(Ω;R).
(ii) For a constant 1-form λ ∈ Rd, the twisted differential dλ satisfies dλ = U−1λ dUλ, where
Uλ : ∆
k
T → ∆kT is the twisted multiplication operator Uλ : ω(x) 7→ e−2pii〈λ,x〉ω(x) which
does not preserve pattern-equivariance.
The first item in the proposition is essentially due to Forni [For19, Lemma 4.2].
Proof. For the first claim, consider two closed 1-forms η, η′ ∈ ∆1T such that η− η′ = df for some
f ∈ ∆¯0T . Note that e−2piif ∈ ∆¯1T , and so for any form ω ∈ ∆¯kT :
dη(e
−2piifω) = e−2piif (−2piidf ∧ ω + dω − 2piiη ∧ ω) = e−2piifdη′ω.
This means that if ω is dη′-closed, then e−2piifω is dη-closed. Thus multiplication by e−2piif sends
the dη′-closed, pattern equivariant forms to the dη-closed pattern equivariant forms. Similarly,
multiplication by e−2piif gives a bijection between dη′-exact pattern equivariant forms and dη-
exact pattern equivariant forms.
For the second claim, a straight-forward computation shows that d(Uλω) = Uλdλω for any
ω ∈ ∆kT , from which the claim follows. 
Proposition 10. Let η ∈ ∆1 be a real, closed 1-form. Then H0η (Ω;C) is non-trivial if and only if
η is a constant 1-form
∑
i λi dxi for some λ ∈ Rd which is an eigenvalue for the Rd action on Ω,
in which case it is one-dimensional.
Proof. For λ ∈ Rd, let η be the constant form given by λ. As such for f ∈ ∆¯0T ,
dηf =
d∑
k=1
(∂kf − 2piifλk) dxk = 0
implies that ∂kf = 2piiλkf for all k. For k = j, this differential equation has solution
f(x1, . . . , xk) = Cj exp (2piiλjxj) ,
where Cj does not depend on xj . This implies that
f(x) = Ce2pii〈λ,x〉,
which makes it an eigenfunction of the Rd action on Ω by the correspondence (5). Since the
multiplicity of any dynamical eigenvalue is one, H0η (Ω;C) is one-dimensional.
Alternatively, suppose η =
∑
k ηk dxk is not constant and suppose ηj is not constant. Let
f = R + iI be a smooth function. If f is dη-closed:
dηf = dR− 2piiRη + i(dI − 2piiIη) = 0,
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then dR = −2piiIη and dI = 2piiRη, from which it follows that
dηf¯ = dR− 2piiRη − i(dI − 2piiIη)
= −2piiIη − 2piiRη − i(2piiRη − 2piiIη)
= −2pii(I +R)η + 2pi(Rη − Iη)
= 2pi(R− iI − I − iR)η = 2pi(f¯ − if¯)η
= 2pi(1− i)ηf¯ .
(86)
Putting this together with the definition of dη, it follows that df¯ = 2piηf¯ , and therefore also that
∂kf¯ = 2pif¯ηk for all k. Also, by definition,
dηf =
d∑
k=1
(∂kf − 2piifηk) dxk = 0
implies that ∂kf = 2piifηk for all k. For k = j, this differential equation has solution
(87) f(x1, . . . , xk) = Cj exp
(
2pii
∫ xj
0
ηj(x1, . . . , zj, . . . , xd) dzj
)
,
where Cj does not depend on xj . Similarly, the differential equation ∂j f¯ = 2pif¯ηj has solution
f¯(x1, . . . , xk) = C
′
j exp
(
2pi
∫ xj
0
ηj(x1, . . . , zj, . . . , xd) dzj
)
,
where C ′j does not depend on xj . Taking the complex conjugate in (87), it follows that
C ′j exp
(
2pi
∫ xj
0
ηj(x1, . . . , zj, . . . , xd) dzj
)
= Cj exp
(
−2pii
∫ xj
0
ηj(x1, . . . , zj, . . . , xd) dzj
)
.
It follows that, as a function of xj ,
Const. = exp
(
2pi(1 + i)
∫ xj
0
ηj(x1, . . . , zj, . . . , xd) dzj
)
,
which contradicts that ηj is not constant. So there is no solution to dηf = 0 and H0η (Ω;C) is
trivial. 
Given a pattern equivariant d-form ω ∈ ∆¯dT , one would like to know when the cohomological
equation
(88) dλu = ω,
can be solved, that is, when we can find a u ∈ ∆¯d−1T which satisfies dλu = ω.
Let
∑
i λi dxi ∈ ∆1 be a constant 1-form and, for R > 0, ΥλR : ∆¯dT → C the one-parameter
family of currents defined by
(89) ΥλR(ω) := STR (i−1T ? ω, λ) =
∫
CR(0)
Uλω.
Proposition 11. Let u ∈ ∆¯d−1T be a pattern-equivariant solution of (88). There exists C ′ > 0
such that the spectral measure µf of f = i−1T ? ω satisfies
µf (Br(λ)) ≤ C ′r2
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for all r < 1/2. In particular, the lower local dimension satisfies 2 ≤ d−
i−1T ?ω
(λ). Therefore, if
(88) has a solution and λ is an eigenvalue for the system, then f = ?ω lies in the orthogonal
complement of hλ, where hλ is an eigenfunction with eigenvalue λ:
?dλ∆
d−1
T ⊂ 〈hλ〉⊥.
Proof. Recall by Proposition 9 that dλ = U−1λ dUλ, so supposing that dλη = ω,
ΥλR(ω) = Υ
λ
R(dλη) = Υ
λ
R(U
−1
λ dUλη) =
∫
CR(0)
UλU
−1
λ dUλη
=
∫
CR(0)
dUλη =
∫
∂CR(0)
Uλη.
(90)
It follows that
∣∣ΥλR(ω)∣∣ ≤ ‖η‖∞(2R)d−1 for allR > 0. The pointwise dimension estimates follow
from (89) and Lemma 1. 
Question 1. What are the twisted cohomology groups H∗η (Ωx;C) of a given tiling space Ωx
constructed from substitutions?
Appendix B. On the structure of return vectors
The goal here is to relate the return vector cocycle to the cocycle given by the substitution
matrices. The following is due to Kenyon; see [Sol07, Theorem 5.1].
Theorem. Let T be a self-similar tiling of Rd with uniform expansion θ, which is an algebraic
integer. Then there exists a basis {b1, . . . , bd} of Rd such that
(91) ΛT ⊂ Z[θ]b1 + · · ·+ Z[θ]bd.
In this context, θ > 1 is the Perron-Frobenius eigenvalue of the substitution matrix F . If
τ = (τ1, . . . , τd) ∈ ΛT ⊂ Rd, then θτ ∈ ΛT , so by (91) it follows that if τi = p(θ)bi for some
polynomial p(θ) ∈ Z[θ], then
(θτ)i = θτi = θp(θ)bi,
which can be represented as the action of the companion matrix CS on the minimal polynomial
pS of S. If the substitution matrix is derogatory3, the companion matrix CS is in fact similar to
S [HJ, §3.3], so they have the same spectral properties. In general, a matrix is similar to a matrix
made up of blocks of companion matrices, each of which is a companion matrix to a polynomial
which divides the characteristic polynomial of S.
To summarize, the action of the substitution on the set of return vectors is given by the action
of the companion matrix on each of the coordinates and which, after a change of coordinates, is
described by the substitution matrix (whenever the substitution matrix is derogatory). Moreover
the substitution matrix and the action on the group of return vectors described by the companion
matrix have the same spectrum.
The goal now is to prove a statement in the non-stationary setting analogous to Kenyon’s
theorem. In what follows, if θi is the contraction constant for the substitution rule Si, let θ¯i = θ−1i
be its expansion.
3That is, its minimal and characteristic polynomials are the same.
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Theorem4. LetS1, . . . , SN beN uniformly expanding compatible substitutions on the prototiles
t1, . . . , tM ⊂ Rd with expansion constants θ¯1, . . . , θ¯N > 1. Letµ be a minimal, σ-invariant ergodic
probability measure on ΣN . Then for µ-almost every x ∈ ΣN there exists a basis {b1, . . . , bd} of
Rd such that
(92) Λx ⊂ Z[θ¯1, θ¯2, . . . , θ¯N ]b1 + · · ·+ Z[θ¯1, θ¯2, . . . , θ¯N ]bd.
Note that
rankZ[θ¯1, θ¯2, . . . , θ¯N ] ≤
N∏
i=1
rankZ[θ¯i].
Proof. The proof here follows Solomyak’s proof in [Sol07, Theorem 5.1] for the stationary case.
The hypotheses imply that the set of points x which are recurrent, have rx = rµ and have Bx
minimal is a set of full µ measure. Let x ∈ Σ be one such point. By (9), minimality, and (15), it
suffices to assume that T = ∆x(e¯) for any maximal choice path e¯ ∈ Xxc and it suffices to show
that
(93) CT ⊂ Q(θ¯1, . . . , θ¯N)e1 + · · ·+Q(θ¯1, . . . , θ¯N)ed
for some basis {e1, . . . , ed} of Rd. Indeed, since Z(CT ) = Γx = Z(Λx), (92) follows from (93).
Let kn →∞ be a maximal sequence of recurrent times such that Γσkn (x) = Γx for all n ≥ 0 as
guaranteed by Corollary 4. Let T ∈ 0x and pick a set {e1, . . . , ed} ⊂ CT which spans Rd. Define
the vector space
VCT := spanQ(θ¯1,...,θ¯N ) CT
over the field Q(θ¯1, . . . , θ¯N). The goal now is to show that {e1, . . . , ed} is a basis for VCT .
Let pi be a projection from VCT to spanQ(θ¯1,...,θ¯N ) {e1, . . . , ed}. Let κ = (κ1, . . . , κN) ∈ ZN be a
multi-index and define θ¯κ = θ¯κ11 · · · θ¯κNN . Since VCT is a vector space over Q(θ¯1, . . . , θ¯N),
(94) pi(θ¯κx) = θ¯κpi(x) for any x ∈ VCT , κ ∈ ZN .
Define
C∞T :=
⋃
n≥0
θ(−kn)xCΦ(kn)x (T ).
which is a dense subset of Rd.
Lemma 15. C∞T ⊂ VCT
Proof. Since Φ±(±k)x (T ) ∈ 0σ±k(x) for all k, it follows that CΦ(kn)x (T ) ⊂ Γσkn (x) = Γx for all n ≥ 0.
Thus θ(−kn)xCΦ(kn)x (T ) ⊂ θ(−kn)xΓx ⊂ VCT . 
Define
(95) f(x) = pi(x) for all x ∈ C∞T
and let ‖ · ‖ be any norm on Rd.
Lemma 16 ([Lag99]). There is a L1 > 0 such that
‖pi(τ1)− pi(τ2)‖ ≤ L1‖τ1 − τ2‖
for all τ1, τ2 ∈ CT .
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By the Lemma above and (94), it follows that f is Lipschitz on C∞T with constant L1. It is
extended by continuity to all of Rd and note that it satisfies
(96) f(θκx) = θκf(x)
for any x ∈ Rd.
Lemma 17. Suppose that t, ϕτ (t) ∈ T for some τ ∈ ΛTi . If ω ∈ t, then
(97) f(ω − τ) = f(ω)− pi(τ).
Proof. Note that pi(τ) is defined since ΛTi ⊂ CT − CT ⊂ VCT . The goal now is to show that (97)
holds on a dense set. Let ω = θ(−kn)xω′ with ω′ ∈ CΦ(kn)x (T ) ⊂ Γσkn (x) = Γx = 〈CT 〉. So ω′ is the
linear combination of elements of CT . Then as in [Sol07, Lemma 5.4]:
f(ω − τ) = f(θ(−kn)xω′ − τ) = f(θ(−kn)x(ω′ − θ¯(−kn)xτ)) = θ(−kn)xpi(ω′ − θ¯(−kn)xτ)
= θ(−kn)xpi(ω
′)− θ(−kn)xpi(θ¯(−kn)xτ) = θ(−kn)xf(ω′)− pi(τ) = f(ω)− pi(τ).

The function f is differentiable almost everywhere by virtue of being Lipschitz. Let x ∈ Rd de
such that H = Df(x) exists. Then
f(x+ u) = f(x) +Hu+ Ψ(u)
for all u ∈ Rd with ‖Ψ(u)‖/‖u‖ → 0 as u → 0. Multiplying by θ¯(−kn)x and substituting
v = θ¯(−kn)xu,
f(θ¯(−kn)xx+ v) = f(θ¯(−kn)xx) +Hv + θ¯(−kn)xΨ(θ(−kn)xv)
for all v ∈ Rd. By repetitivity, there exists R > 0 such that BR(0) contains a translate of the
patch in T which is the smallest patch which intersects B1(θ¯(−kn)xx) for any n ∈ N. The vectors
corresponding to translates are τn and they are all elements of ΛT . So by Lemma 17 there exists
a sequence zn ∈ BR(0) such that
f(zn + v) = f(zn) +Hv + θ¯(−kn)xΨ(θ(−kn)xv)
for all v ∈ B1(0). Let z′ be a limit point of zn. By continuity of f and the properties of Ψ near 0
it follows that f(z′ + v) = f(z′) + Hv for all v ∈ B1(0), and so f is flat in some neighborhood.
Moreover by (96) it follows that f is flat in an arbitrary large neighborhood, and by repetitivity
it follows that f is flat everywhere. Since by definition f(0) = 0, f is linear. Now, f(ei) = pi(ei)
for all i, so f is the identity, f(ω) = ω for all ω ∈ CT , so (93) holds. 
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