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Abstract
The characterization of all bijective polynomials from Nn to N (packing polynomials of dimen-
sion n) is a difficult unsolved problem. Apparently a more tractable problem is the determination of
diagonal polynomials, a subset of packing polynomials. However for this later problem, it is only
known that dimension two admits just one normalized diagonal polynomial (precisely the Cantor
polynomial), and dimension three admits just two. Here, we prove that dimension four admits six
normalized diagonal polynomials (normalized polynomials determine all diagonal polynomials).
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, N and R denote the nonnegative integers and real numbers. For 0 < n ∈ N
and x = (x1, . . . , xn) ∈ Nn, let s(x) = x1 + · · · + xn. Given any function f from Rn into
R and any subset S of Rn, write f |S for the restriction of f to S. A map f :Rn → R
is called a packing function of dimension n if the restriction f |Nn is a bijection onto N.
A function f is called a diagonal function if it is a packing function and f (x) < f (y) when
s(x) < s(y) and x,y in Nn. Let DF(n) and DP(n) be the sets of n-dimensional diagonal
functions and diagonal polynomials, respectively. Given any permutation π on {1, . . . , n}
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H.L. Fetter et al. / Advances in Applied Mathematics 34 (2005) 316–334 317and n-tuple x = (x1, . . . , xn) ∈ Nn, define πx = (xπ(1), . . . , xπ(n)). Then, we say that two
functions f and g on Rn are equivalent if there exists a permutation π such that for all
x, f (x) = g(πx). It is not hard to see that if x = (x1, . . . , xn) is a variable vector and
0 < k ∈ N, then the binomial coefficient (k+s(x)
k
)
produces a kth degree polynomial of the
variables x1, . . . , xn.
Any n-dimensional packing function f maps arbitrarily large n-dimensional arrays
into computer memory cells numbered 0,1, . . . , and produces no conflicts in that process
(see [11,12]). Moreover, f with polynomial formulas permits rapid assignment of mem-
ory location. This motivates that one tries to characterize the complete family of packing
polynomials of dimension n > 1.
The characterization of all packing functions of dimension n > 1 is an old and very dif-
ficult problem. In his work on set theory, Cantor [1,2] gave for dimension two the diagonal
polynomial
f (x1, x2) =
(
x1 + x2 + 1
2
)
+ x2
(he used this function to prove that N2 is a denumerable set). Fueter and Pólya [3] con-
jectured that, up to equivalence, f is the only packing polynomial of dimension two, and
proved that it is the unique quadratic packing polynomial. Recently, Vsemirnov [15] gave
two elementary proofs of this result. Later, Pólya and Szegö [10] excluded all polynomials
that have the highest-degree homogeneous part vanishing nowhere, on the first real quad-
rant. Lew and Rosenberg [4] extended the Fueter–Pólya result. The Lew–Rosenberg results
do not prove the uniqueness of f ; they exclude all other polynomials of degree less than
five. (See [14] for more information.) Apparently a more tractable problem is the determi-
nation of diagonal polynomials. In several papers [5,7–9,13] interest has centered on the
description of diagonal polynomials. Recently Lew, Morales and Sánchez [6] established
the fact that, up to equivalence, the Cantor polynomial is the only diagonal polynomial of
dimension two. Moreover, they proved that, up to equivalence, there exist only two diago-
nal polynomials of dimension three:
g1(x1, x2, x3) =
(
x1 + x2 + x3 + 2
3
)
+ f (x1, x2),
g2(x1, x2, x3) =
(
x1 + x2 + x3 + 3
3
)
− f (x3, x2) − 1.
The purpose of the present paper is to show that, up to equivalence, there are only six di-
agonal polynomials of dimension four, which were given in [8]. Here, they are determined
using a combination of theoretical and computational results.
These results in dimensions two, three and four reinforce the conjecture that, up to
equivalence, there are exactly (n − 1)! diagonal polynomials of dimension n (see [13]).
For 1 i  n, let ei be the vector in Rn with ith component 1 and all the other compo-
nents 0. By definition, if f ∈ DP(n), then f (0, . . . ,0) = 0, while f (πei ) = i (1 i  n)
for some permutation π . Call f normalized if f (ei ) = i for i = 1, . . . , n. Let NDP(n) be
the set of normalized diagonal polynomials of dimension n. By definition, each f in DP(n)
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Given w ∈ N, let
E(n,w) = {x ∈ Nn | s(x) = w},
D(n,w) = {x ∈ Nn | s(x)w}.
If S is a set, we denote by |S| the cardinality of S. It is not hard to prove the following
relations:
(a) For all x ∈ Nn (n > 0), |E(n, s(x))| = (n−1+s(x)
n−1
)
and |D(n, s(x))| = (n+s(x)
n
)
.
(b) If f is a diagonal function then it is a bijection from D(n,w) onto {0,1, . . . ,−1 +(
n+w
n
)}
for w = 0,1, . . . . Also, f is a bijection from E(n,w) onto {(n+w−1
n
)
, . . . ,−1+(
n+w
n
)}
for w = 0,1, . . . .
2. Preliminaries
In this section we use combinatorial arguments to obtain preliminary results.
If f ∈ DP(n), then by [6, Theorem 2.3], f can be expressed as
f (x) =
(
n + s(x) − 1
n
)
+ h(x), (1)
where h is a polynomial of total degree less than n. The polynomial h is called the residue
of f . Also, for any such f we define
Rf (x) =
(
n + s(x) − 1
n
)
+
(
n + s(x) − 1
n − 1
)
− h(xn, . . . , x1) − 1.
The following two Lemmas were proved in [6].
Lemma 1. For each w ∈ N, the residue h maps E(n,w) bijectively onto
{
0,1, . . . ,−1 +
(
n + w − 1
n − 1
)}
.
Lemma 2. If f in DP(n) (respectively NDP(n)), then we have Rf in DP(n) (respectively
NDP(n)). Also R(Rf ) = f .
It follows from Lemma 1 that
0 h(x)
(
n + s(x) − 1)− 1. (2)n − 1
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total degree of h is less than four and h(0, . . . ,0) = 0, the polynomial h can be written as
h(x1, x2, x3, x4) =
∑
0<i+j+k+3
bijkx
i
1x
j
2x
k
3x

4, where i, j, k,  ∈ N.
However, we will find it more convenient to rewrite the polynomial h as follows:
h(x1, x2, x3, x4) =
∑
0<i+j+k+3
aijk
(
x1
i
)(
x2
j
)(
x3
k
)(
x4

)
(3)
for some constants aijk (0  i, j, k,   3). Remember that
(
x
i
) := x(x − 1) · · · (x −
i + 1)/i! is a polynomial in x . Observe that in the vector space of polynomials in four
variables of degree less or equal to three this representation is unique, since the polyno-
mials
(
x1
i
)
, . . . ,
(
x4

)
form a basis. It follows immediately from this representation that all
coefficients aijk of h must be integers, since they are really only differences of values
of h(x1, x2, x3, x4). Moreover these coefficients are bounded and we shall now proceed to
approximate them as accurately as possible.
Lemma 3. Let f ∈ DP(4) and let h be its residue. If h has the form (3), then
(a) For 1 i + j + k + l  2, we have α  aijk  β ⇔ 3 − β  akji  3 − α.
(b) For i + j + k + l = 3, we have α  aijk  β ⇔ 1 − β  akji  1 − α.
Proof. Let h′ be the residue of Rf . Then the polynomial h′ can be written as follows
h′(x1, x2, x3, x4)
= 3
[(
x1
1
)
+ · · · +
(
x4
1
)]
+ 3
[(
x1
2
)
+ · · · +
(
x4
2
)
+
(
x1
1
)(
x2
1
)
+ · · ·
]
+
[(
x1
3
)
+ · · · +
(
x4
3
)
+
(
x1
2
)(
x2
1
)
+ · · · +
(
x1
1
)(
x2
1
)(
x3
1
)
+ · · ·
]
− h(x4, x3, x2, x1)
=
∑
1i+j+k+2
(3 − akji)
(
x1
i
)(
x2
j
)(
x3
k
)(
x4

)
+
∑
i+j+k+=3
(1 − akji)
(
x1
i
)(
x2
j
)(
x3
k
)(
x4

)
.
This implies the lemma because Rf is a diagonal polynomial (see Lemma 2). 
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In this section we find by combinatorial arguments some bounds for the coefficients of
the residue of any diagonal polynomial. Here, f denotes a normalized diagonal polyno-
mial with residue h. Moreover, we assume that the polynomial h has the form (3) with
coefficients aijk.
Lemma 4. For i = 1, . . . ,4, the value of a3ei is either 0 or 1.
Proof. Evaluating h at points wei for i = 1, . . . ,4, we obtain, by applying (2),
0 1
6
a3eiw
3 + lower order terms 1
6
w3 + lower order terms.
Since these inequalities hold for any value w ∈ N and a3ei is an integer, it follows that
a3ei ∈ {0,1}. 
Lemma 5. For i = 1, . . . ,4, we have aei = i − 1.
Proof. Using (1) we get the result. 
Lemma 6.
0 a2000  5,
−1 a0200  5,
−2 a0020  4,
−2 a0002  3.
Proof. From (2) we obtain 0 h(4ei ) 34. It follows that 0 4(i − 1)+ 6a2ei + 4a3ei 
34, hence
−1
6
[
4(i − 1)+ 4a3ei
]
 a2ei 
1
6
[
34 − 4(i − 1)− 4a3ei
]
.
Since a3ei ∈ {0,1}, we have
−1
6
[
4(i − 1)+ 4] a2ei  16
[
34 − 4(i − 1)].
This inequality proves the lemma, because a2ei is an integer. 
Lemma 7. For 1 i = j  4 we have 2 − i − j  aei+ej  11 − i − j .
Proof. By (2) we obtain 0  h(ei + ej )  9. So 0  i − 1 + aei+ej + j − 1  9. This
implies the lemma. 
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Possible values for (aei+2ej , a2ei+ej ), i = j
aei+2ej −1 1 2 0 −2 3 −1 2 0 0 1 1
a2ei+ej 1 −1 0 2 3 −2 2 −1 0 1 0 1
Lemma 8. For distinct i and j , the coefficients aei+2ej and a2ei+ej can take only the pairs
of values given in Table 1.
Proof. By (2) we obtain
0 h(wei + wej )
(
2w + 3
3
)
− 1
for w ∈ N. It follows that
0
(
1
6
[a3ei + a3ej ] +
1
2
[aei+2ej + a2ei+ej ]
)
w3 + · · · 8
6
w3 + · · · .
So, the leading coefficient must satisfy
0 1
6
[a3ei + a3ej ] +
1
2
[aei+2ej + a2ei+ej ]
8
6
.
Since a3ei and a3ej are 0 or 1, it follows that
0 1
6
[a3ei + a3ej ]
2
6
,
hence
−2
6
 1
2
[aei+2ej + a2ei+ej ]
8
6
, implying − 4
6
 aei+2ej + a2ei+ej 
16
6
.
Since aei+2ej and a2ei+ej are integers, we have
0 aei+2ej + a2ei+ej  2. (4)
Similarly, considering that
0 h(2wei +wej )
(
3w + 3
3
)
− 1,
0 h(wei + 2wej )
(
3w + 3
3
)
− 1,
we obtain the inequalities
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−1 2aei+2ej + a2ei+ej  4. (6)
The only possible integer values satisfying (4)–(6) are those shown in Table 1. 
Now we can determine the valid combinations for the coefficients of the higher order
terms of h.
Lemma 9. For distinct i and j we have
(a) If a2ei+ej  2 then a3ei = 0.
(b) If a2ei+ej −1 then a3ei = 1.
Proof. From Lemma 3 it suffices to prove (a). By (2) we obtain
0 h(3wei + wej )
(
4w + 3
3
)
− 1
for w ∈ N. Hence
0 1
6
[27a3ei + a3ej ] +
1
2
[9a2ei+ej + 3aei+2ej ]
64
6
,
so
0 27a3ei + a3ej + 27a2ei+ej + 9aei+2ej  64. (7)
Since a2ei+ej  2 by hypothesis, Lemma 8 implies that 3a2ei+ej + aei+2ej  5. Then
−27a2ei+ej − 9aei+2ej −45. (8)
It follows from (7) and (8) that
27a3ei + a3ej  19. (9)
Since a3ej  0, (9) implies a3ei = 0. 
Lemma 10. For 1 i  4 we have
(a) If a3ei = 1 then a2ei  3.
(b) If a3ei = 0 then a2ei  0.
Proof. By Lemma 3, (a) ⇔ (b); so we only have to prove (a). Suppose a3ei = 1. Then by
(2) we obtain (a2ei − 1)w2  2w2. This inequality holds for any w ∈ N, hence we must
have a2ei  3. 
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interval [−3,4].
Proof. By (2) we obtain
0 h(wei +wej + wek)
(
3w + 3
3
)
− 1
for any w ∈ N. It follows that
0 1
6
[a3ei + a3ej + a3ek ]
+ 1
2
[a2ei+ej + aei+2ej + a2ei+ek + aei+2ek + a2ej+ek + aej+2ek ] + aei+ej+ek
 27
6
.
By Lemmas 4 and 8, a3el is either 0 or 1, and 0 a2el+ep + ael+2ep  2 for 1 l = p  4.
So the above inequality implies the lemma. 
4. Discarding processes
In this section we describe the computational work used to give more accurate bounds
for the coefficients of the residue of any normalized diagonal polynomial.
Let G be the set of all polynomials of the form (3) whose coefficients aijk satisfy
Lemmas 4–11. Clearly, by definition, G contains all residues. Using these lemmas we can
prove that G is very large: |G| ≈ 5.36 × 1018. So the obvious direct exhaustive search is
not a feasible method to find all normalized diagonal polynomials. However, we design a
computational technique that is powerful enough to lead to the result.
We introduce some notation before stating our results.
Let x1, . . . ,xq ∈ Rn; we define 〈x1, . . . ,xq〉 = {d1x1 + · · · + dqxq : d1, . . . , dq ∈ N}.
Let H = {h: h is the residue of a normalized diagonal polynomial of dimension four}.
Given M⊂ G, nonempty subsets Ut of N4 (t = 1, . . . , r), (is, js, ks, s) ∈ N4 and cs ∈ Z
(s = 1, . . . , p  34). Let Q denote the set of all g ∈M whose coefficients aisjskss are
respectively cs for s = 1, . . . , p. We define recursively the sequence {Pt }rt=1 of sets as
follows:
V1 = U1, Vt = Vt−1 ∪ Ut, t = 2, . . . , r,
P1 =
{
g|V1: g ∈Q, g|U1 obeys (2) and is injective in E(4,w) for w  2
}
,
...
Pr =
{
g|Vr : g ∈Q, g|Vr−1 ∈ Pr−1, g|Ur obeys (2) and is injective in E(4,w) and if
(x,y) ∈ U × U , 1 j < r , x = y, s(x) = s(y) then g(x) = g(y) for w 2}.j r
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Pj =
{
g|Vt : g ∈Q, g|Vt satisfies (2) and is injective in E(4,w) for w  2
}
,
for t = 1, . . . , r . Also it is not hard to see that the computational work to calculate Pt is
much less than that needed for the latter defined set. This is the reason of our recursive
definition.
Definition 12. (M, {Pt }rt=1, {Ut }rt=1, {(is, js , ks, s)}ps=1, {cs}ps=1) is called a process with
parameters M, Ut (t = 1, . . . , r) and (is, js , ks, s), cs (s = 1, . . . , p). If Pr = ∅, we say
that the process is discarding.
Henceforth, let f ∈ NDP(4) and let h be its residue. We also assume that h has the
form (3).
Lemma 13. For any parametersM, (H⊂M) (is, js, ks, s) and cs (s = 1, . . . , p), we can
find nonempty subsets Ut of N4 (t = 1, . . . , r) such that the process {Pt }rt=1 is discarding if
and only if c1, . . . , cp are not the respective coefficients ai1j1k11 . . . , aipjpkpp of a residue
of a normalized diagonal polynomial.
Proof. Suppose c1, . . . , cp are respectively the coefficients ai1j1k11, . . . , aipjpkpp of the
residue h of a normalized diagonal polynomial. SinceH⊂M, h belongs toM. Then from
Lemmas 4–11, the polynomial h|Vt belongs to Pt (1 t  r) for any process {Pt }rt=1.
Conversely, let g be a polynomial in M with the coefficients aisjskss = cs for s =
1, . . . , p. By hypothesis, g is not the residue of a normalized diagonal polynomial. It fol-
lows from Lemma 1 that there exists w  2 such that g is not a bijection from E(4,w)
onto
{
0,1, . . . ,−1 + (3+w3 )}. Then, by definition, the process (P1,G,E(4,w)) is discard-
ing. 
Since the coefficient a1000 of the residue of any diagonal polynomial is zero, the previ-
ous lemma implies the following corollary.
Corollary 14. Let M be a subset of G containing H. If h ∈ H, then for any process
(M, {Pt}rt=1, {Ut }rt=1, {(1,0,0,0)}, {0}), we have h|Vt ∈ Pt for t = 1 . . . , r .
All discarding processes used in this paper were implemented in C language. They are
available for free downloading from the website:
http://www.mcc.unam.mx/lbm/software.html
5. Possible values of the coefficients a2ei+ej (i = j )
Let f be a diagonal normalized polynomial of dimension four and let h be its residue.
Suppose that h has the form (3). Here, we use some discarding processes to prove that for
i = j , a2ei+ej ∈ {0,1}.
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{(0,2), (2,0), (1,−1), (−1,1)}.
Proof. It follows from Lemma 3 that
(a2ei+ej , aei+2ej ) ∈
{
(0,2), (2,0)
} ⇔ (aej+2ei , a2ej+ei ) ∈ {(1,−1), (−1,1)}.
Thus, it suffices to prove that (a2ei+ej , aei+2ej ) /∈ {(0,2), (2,0)}. There are 6 ordered pairs
(a2ei+ej , aei+2ej ) for i = j . Note that each ordered pair of values (i, j) provides two cases
since (2,0) and (0,2) are different ones. So, there are 12 cases to consider.
Suppose first that (a2100, a1200) = (0,2). We will prove that the process
(P1,G, 〈e1, e2〉, (2,1,0,0), (1,2,0,0), {0,2})
is discarding. In consequence, Lemma 13 shows that (a2100, a1200) = (0,2) is not possible.
Let V1 = U1 = 〈e1, e2〉 and g ∈ G. Then any polynomial g|V1 in P1 has the form
g(x1, x2,0,0) = x2 + a2000
(
x1
2
)
+ a1100x1x2 + a0200
(
x2
2
)
+a0300
(
x2
3
)
+ a3000
(
x1
3
)
+ 2x1
(
x2
2
)
.
Using Lemmas 6, 7, 9 and 10, we can calculate that the number of possible polynomials
of the above form is 600. We evaluate each one of these 600 polynomials on the points of
D(4,36). 172 of these polynomials do not satisfy (2), and the remaining 428 polynomials
are not injective in E(4,w), at least for some 2w  36. Thus, P1 = ∅.
Now suppose that (a2100, a1200) = (2,0). In this case, we will prove that the process
({Pl}2l=1,G, 〈e1, e2〉, 〈e2, e4〉, (2,1,0,0), (1,2,0,0), {2,0})
is discarding. Thus, from Lemma 13, (a2100, a1200) = (2,0).
For this process we take V1 = U1 = 〈e1, e2〉, U2 = 〈e1, e2〉. Let g ∈ G. Using again
Lemmas 6, 7, 9 and 10 we obtain now that the number of polynomials g|V1 to be considered
is 660. After evaluation of g|V1 ∈P1 on points in D(4,36) condition (2) rejects 167 and it
turns out that 491 of the remaining are not injective in E(4,w) at least for some 2w 
36. Hence, P1 has only two polynomials:
g1(x1, x2,0,0) = x2 + 4
(
x1
2
)
− x1x2 +
(
x2
2
)
+ 2
(
x1
2
)
x2,
g2(x1, x2,0,0) = x2 + 5
(
x1
2
)
+ 2
(
x2
2
)
+ 2
(
x1
2
)
x2.
Let V2 = V1 ∪ U2. Then the polynomials g|V2 on U2 such that g|V1 ∈ P1 have either the
form
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Discarding processes for Lemma 15
(a2100, a1200) l 1 2
(0,2) Ul 〈e1, e2〉 –|Pl | 0 –
(2,0) Ul 〈e1, e2〉 〈e2, e4〉|Pl | 2 0
g1(0, x2,0, x4) = x2 + 3x4 +
(
x2
2
)
+ a0101x2x4 + a0002
(
x4
2
)
+ a0003
(
x4
3
)
+ a0102x2
(
x4
2
)
+ a0201
(
x2
2
)
x4 (10)
or
g2(0, x2,0, x4) = x2 + 3x4 + 2
(
x2
2
)
+ a0101x2x4 + a0002
(
x4
2
)
+ a0003
(
x4
3
)
+ a0102x2
(
x4
2
)
+ a0201
(
x2
2
)
x4. (11)
Using again Lemmas 6, 7, 9 and 10 we can show that both numbers of polynomials given in
(10) and (11) are 720. Each one of these 1440 (= 720 + 720) polynomials is evaluated on
points of D(4,36). 16 (respectively 37) polynomials of the form (10) (respectively (11)) do
not satisfy (2). Evaluation of g1|V2 (respectively g2|V2) on points of E(4,w) ∩ (〈e1, e2〉 ∪
〈e2, e4〉) shows that each of the remaining 704 (respectively 683) functions are not injective
in that set at least for some 2w  36. So, P2 = ∅.
Table 2 shows schematically the previous two discarding processes.
Hereafter, in order to save space, the discarding processes used to reject values for the
coefficients of the polynomial residue will be displayed in tables. Moreover, the evaluations
of the polynomials considered were on the sets E(4,w), w = 2, . . . ,36.
The discarding processes used to prove that (a2ei+ej , aei+2ej ) = (2,0) for the pairs
(i, j) = (1,4), (2,3), (3,4) are given in Table 3. As a consequence, Lemma 13 implies
that these values are not possible. Here,M= G.
The parameters used in the processes to discard the remaining seven cases wereM= G
and U1 = 〈ei , ej 〉. This and Lemma 13 complete the proof. 
Lemma 16. If a2ei+ej and aei+2ej (i = j) are coefficients of h, then (a2ei+ej , aei+2ej ) /∈
{(3,−2), (−2,3)}.
Proof. The proof is similar to that of Lemma 15. Here the parameterM is a set of polyno-
mials in G such that their coefficients satisfy also Lemma 15. According to this definition
we have H ⊂M. The processes used to prove that (a2ei+ej , aei+2ej ) /∈ {(3,−2), (−2,3)}
are given in Table 4.
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Discarding processes for Lemma 15
(a2001, a1002) l 1 2 3
(2,0) Ul 〈e1, e4〉 〈e4, e3〉 –|Pl | 1 0 –
(a0210, a0120)
(2,0) Ul 〈e2, e3〉 〈e3, e4〉 –|Pl | 3 0 –
(a0021, a0012)
(2,0) Ul 〈e3, e4〉 〈e4, e1〉 〈e1, e2〉|Pl | 2 1 0
Table 4
Discarding processes for Lemma 16
(a2001, a1002) l 1 2 3 4
(3,−2) Ul 〈e1, e4〉 〈e4, e3〉 〈e3, e2〉 〈e2, e1〉|Pl | 4 4 6 0
(−2,3) Ul 〈e4, e1〉 – – –|Pl | 0 – – –
(a2010, a1020)
(3,−2) Ul 〈e1, e3〉 〈e3, e4〉 〈e4, e2〉 〈e2, e1〉|Pl | 8 17 8 0
(−2,3) Ul 〈e3, e1〉 〈e1, e4〉 – –|Pl | 2 0 – –
(a2100, a1200)
(3,−2) Ul 〈e1, e2〉 〈e2, e4〉 〈e4, e3〉 〈e3, e1〉|Pl | 8 12 6 0
(−2,3) Ul 〈e2, e1〉 〈e1, e4〉 – –|Pl | 2 0 – –
(a0210, a0120)
(3,−2) Ul 〈e2, e3〉 〈e3, e4〉 〈e4, e1〉 –|Pl | 8 17 0 –
(−2,3) Ul 〈e3, e2〉 〈e2, e4〉 – –|Pl | 2 0 – –
Note that the number of distinct cases for the equalities (aei+2ej , a2ei+ej ) = (3,−2) and
(aei+2ej , a2ei+ej ) = (−2,3), (i = j) is 12. However, Table 4 contains 8 of such possible
cases. Moreover, Lemma 3 implies that
(a2100, a1200) ∈
{
(3,−2), (−2,3)} ⇔ (a0021, a0012) ∈ {(−2,3), (3,−2)},
(a2010, a1020) ∈
{
(3,−2), (−2,3)} ⇔ (a0102, a0201) ∈ {(−2,3), (3,−2)}.
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Discarding processes for Lemma 17
(a2001, a1002) l 1 2 3 4
(2,−1) Ul 〈e1, e4〉 〈e4, e3〉 〈e3, e2〉 〈e2, e1〉|Pl | 30 61 88 0
(−1,2) Ul 〈e4, e1〉 〈e1, e3〉 〈e3, e2〉 –|Pl | 12 1 0 –
(a2010, a1020)
(2,−1) Ul 〈e1, e3〉 〈e3, e4〉 〈e4, e2〉 〈e2, e1〉|Pl | 25 56 10 0
(−1,2) Ul 〈e3, e1〉 〈e1, e4〉 〈e4, e2〉 〈e2, e3〉|Pl | 15 9 2 0
(a2100, a1200)
(2,−1) Ul 〈e1, e2〉 〈e2, e4〉 〈e4, e3〉 〈e3, e1〉|Pl | 17 38 45 0
(−1,2) Ul 〈e2, e1〉 〈e1, e4〉 〈e4, e3〉 〈e3, e2〉|Pl | 12 10 3 0
(a0210, a0120)
(2,−1) Ul 〈e2, e3〉 〈e3, e4〉 〈e4, e1〉 〈e1, e2〉|Pl | 14 41 2 0
(−1,2) Ul 〈e3, e2〉 〈e2, e4〉 〈e4, e1〉 〈e1, e3〉|Pl | 12 7 0 –
Thus the other 4 cases are not valid. Therefore, Lemma 13 shows that the pairs (3,−2) and
(−2,3) for (aei+2ej , a2ei+ej ) (i = j) are not possible. 
Lemma 17. If a2ei+ej and aei+2ej (i = j) are coefficients of h, then (a2ei+ej , aei+2ej ) /∈
{(2,−1), (−1,2)}.
Proof. The proof is similar to that of Lemma 16. Here M is a set of polynomials in
G such that their coefficients satisfy also Lemmas 15 and 16. According to this defini-
tion we have H ⊂M. The processes used to prove that the pairs (2,−1) and (−1,2) for
(a2ei+ej , aei+2ej ) (i = j) are not possible are given in Table 5.
Note that the number of all distinct cases for equations (a2ei+ej , aei+2ej ) = (2,−1)
and (a2ei+ej , aei+2ej ) = (−1,2) (i = j), is 12. However, Table 5 contains eight of these
possible cases. The other four cases are rejected using Table 5 and Lemma 3. Hence, the
pairs (2,−1) and (−1,2) for (a2ei+ej , aei+2ej ) (i = j ) are not possible. 
As an immediate consequence of Lemmas 8 and 15–17 we have the following:
Corollary 18. If a2ei+ej (i = j) is a coefficient of h, then it is either 0 or 1.
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In this section, G1 will denote the set of all polynomials in G such that their coefficients
satisfy Corollary 18. This definition implies thatH⊂ G1. Here, we continue to reject some
of the values for the coefficients of h determined in Section 3.
Lemma 19. For i = 1, . . . ,4, the coefficient a2ei of h belongs to the interval [0,3].
Proof. To prove that a2000  3 we take M = G1 and proceed along the same lines as in
Lemma 15. The second, third, fourth and fifth rows of Table 6 give the discarding processes
used for this case.
Let G′1 be the set of all polynomials in G1 such that the coefficient a2000 is less or equal
to 3. To prove that 0 a0200  3 we takeM= G′1. Rows 5–7 of Table 6 give the discarding
processes used for this case.
By applying Lemma 3 we reject the corresponding values for a0002 and a0020. So
Lemma 6 completes the proof. 
Let G2 be the set of all polynomials in G1 such that their coefficients satisfy Lemma 19.
It follows thatH⊂ G2.
Lemma 20. If aei+ej (i = j) is a coefficient of h, then
(i) −1 a1100  3,
(ii) 0 a0011  4,
(iii) −2 a1010  2,
(iv) 1 a0101  5,
(v) −1 a1001  4,
(vi) 1 a0110  2.
Table 6
Discarding processes for Lemma 19
a2000 l 1 2 3 4
5 Ul 〈e1, e2〉 〈e2, e4〉 〈e4, e3〉 〈e3, e1〉|Pl | 23 9 2 0
4 Ul 〈e1, e2〉 〈e2, e4〉 〈e4, e3〉 –|Pl | 19 16 0 –
a0200
5 Ul 〈e2, e1〉 〈e1, e4〉 〈e4, e3〉 –|Pl | 21 16 0 –
4 Ul 〈e2, e1〉 〈e1, e4〉 〈e4, e3〉 〈e3, e1〉|Pl | 17 12 2 0
−1 Ul 〈e2, e1〉 〈e1, e4〉 〈e4, e3〉 〈e3, e2〉|Pl | 9 19 4 0
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Discarding processes for Lemma 20(i)
a1100 l 1 2 3 4
8 Ul 〈e1, e2〉 〈e2, e4〉 〈e4, e3〉 〈e3, e1〉|Pl | 1 1 0 –
7 |Pl | 5 5 0 –
6 |Pl | 12 4 1 0
5 |Pl | 16 4 1 0
4 |Pl | 14 13 5 0
Table 8
Discarding processes for Lemma 20(iii)
a1010 l 1 2 3 4
7 Ul 〈e1, e3〉 〈e3, e2〉 〈e2, e4〉 〈e4, e1〉|Pl | 2 3 0 –
6 |Pl | 16 23 11 0
5 |Pl | 12 28 6 0
4 |Pl | 18 22 6 0
3 |Pl | 41 48 10 0
Proof. It follows from Lemma 3 that (i) ⇔ (ii) and (iii) ⇔ (iv). Thus, it suffices to
prove (i), (iii), (v) and (vi). The parameters {Ul} are shown once in the tables since they
are the same in every case.
We first prove that a1100  3. HereM= G2. Table 7 gives the discarding processes used
in this case.
We now prove that a1010  2 Here againM= G2. The discarding processes used in this
case is given in Table 8.
Finally to prove a1001  4 and a0110  2, we take M as the set G′2 of polynomials inG2 such that aei+ej (i = j ) satisfies (i), (ii), (iii) and (iv). Table 9 gives the discarding
processes used in these cases.
To finish the proof one uses Lemma 7 in order to see that only the values stated for these
coefficients are possible. 
Lemma 21.
(i) −1 a1100  2,
(ii) 1 a0011  4.
Proof. From Lemmas 3 and 20 it suffices to prove a1100 = 3. Here we take M as the
set G′′2 of polynomials in G2 such that their coefficients satisfy Lemma 20. The discarding
processes used to prove this lemma are given in Table 10. 
Lemma 22. The coefficients a3000 and a0003 of h are respectively 0 and 1.
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Discarding processes for Lemma 20(v)–(vi)
a1001 l 1 2 3 4
6 Ul 〈e1, e4〉 〈e4, e2〉 〈e2, e3〉 〈e3, e1〉|Pl | 6 2 0 –
5 |Pl | 11 17 2 0
a0110 l 1 2 3 4
6 〈e2, e3〉 〈e3, e1〉 〈e1, e4〉 〈e4, e2〉|Pl | 8 9 2 0
5 |Pl | 14 31 2 0
4 |Pl | 14 69 3 0
3 |Pl | 37 111 40 0
Table 10
Discarding processes for Lemma 21
a1100 l 1 2 3 4
3 Ul 〈e1, e2〉 〈e2, e4〉 〈e4, e3〉 〈e3, e1〉|Pl | 37 76 18 0
Table 11
Discarding processes for Lemma 22
(a3000, a0003) l 1 2 3 4 5
(1,0) Ul 〈e1, e4〉 〈e4, e2〉 〈e2, e3〉 〈e3, e1〉 〈e1, e3, e4〉|Pl | 14 3 0 – –
(1,1) |Pl | 32 54 13 2 0
Proof. From Lemma 4 it suffices to prove that (a3000, a0003) /∈ {(1,0), (1,1)}. Here the
parameter M is the set G′′′2 of all polynomials in G2 such that their coefficients satisfy
Lemmas 20 and 21. It follows thatH⊂M. The processes used in the lemma are given in
Table 11. 
Let us define G3 as the set of all polynomials in G2 such that their coefficients satisfy
Lemmas 20, 21 and 22. It follows thatH⊂ G3.
Lemma 23. For distinct i and j , the coefficient aei+ej of h is nonnegative.
Proof. From Lemma 20, it suffices to consider the following cases.
(i) a1100. For this case we have Table 12. HereM= G3.
(ii) a1010. The previous case and Lemma 3 imply a0011 < 4. At this stage we take M as
the set G′3 of all polynomials in G3 such that the coefficients satisfy a1100  0 and
a0011  3. So we have Table 13.
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Discarding processes for Lemma 23(i)
a1100 l 1 2 3 4 5
−1 Ul 〈e1, e2〉 〈e2, e4〉 〈e4, e3〉 〈e3, e1〉 〈e1, e2, e4〉|Pl | 4 58 58 4 0
Table 13
Discarding processes for Lemma 23(ii)
a1010 l 1 2 3 4 5
−2 Ul 〈e1, e3〉 〈e3, e2〉 〈e2, e4〉 〈e4, e1〉 〈e1, e2, e3〉|Pl | 3 3 9 1 0
−1 |Pl | 9 14 23 5 0
Table 14
Discarding processes for Lemma 23(iii)
a1001 l 1 2 3 4
−1 Ul 〈e1, e4〉 〈e4, e2〉 〈e2, e3〉 〈e3, e1〉|Pl | 7 15 8 0
(iii) a1001. Now we take M as the set G′′3 of polynomials in G′3 satisfying a1010  0 (ii).
For this case we have Table 14.
Note that Table 14 implies 0  a1001  3. In all cases we have proved that aei+ej  0
for i = j . 
Lemma 24. The coefficients of h satisfy
a2000 = a1100 = 0 and a0002 = a0011 = 3.
Proof. Since h(ei + ej ) = i − 1 + j − 1 + aei+ej , the previous lemma states that h(ei +
ej ) > 0 for i = j . Clearly Lemma 19 implies h(2ei ) = 2(i − 1) + a2ei > 0 for i = 2,3,4.
By Lemma 1, h is a bijection from E(4,2) onto {0, . . . ,9}, so h(2e1) = a2000 = 0; hence
h(2e4) = 9 by (2) and Lemma 2. This shows that a0002 = 3.
From Lemma 23, aei+ej  0 for i = j . Then h(ei + ej ) > 1, unless i = 1 and j = 2.
Hence h(e1 + e2) = 1 + a1100 = 1; so a1100 = 0. It follows from (2) and Lemma 2 that
a0011 = 3. 
7. All diagonal polynomials of dimension four
Let G4 be the set of all polynomials in G3 such that their coefficients satisfy Lemma 23
and 24. According to this definition we have H ⊂ G4. Using these lemmas we can prove
that |G4| = 2,516,582,420. Since the set is still too big, direct searching to find all normal-
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the coefficients of any residue. So, we will prove that there exist only six normalized diag-
onal polynomials of dimension four.
Theorem 25. If f ∈ NDP(4), then its residue has only the forms:
h1(x1, x2, x3, x4) = x2 + 2x3 + 3x4 + x1x3 + x2x3 +
(
x3
2
)
+ 3x1x4
+ 3x2x4 + 3x3x4 + 3
(
x4
2
)
+ x1x2x4 + x1x3x4 + x2x3x4 +
(
x4
3
)
+
(
x1
2
)
x4 +
(
x2
2
)
x4 +
(
x3
2
)
x4 + x1
(
x4
2
)
+ x2
(
x4
2
)
+ x3
(
x4
2
)
,
h2(x1, x2, x3, x4) = x2 + 2x3 + 3x4 + x1x3 + x2x3 + 3
(
x3
2
)
+ 2x1x4
+ 2x2x4 + 3x3x4 + 3
(
x4
2
)
+
(
x3
3
)
+ x1x3x4 + x2x3x4 +
(
x4
3
)
+ x1
(
x3
2
)
+ x2
(
x3
2
)
+
(
x3
2
)
x4 + x1
(
x4
2
)
+ x2
(
x4
2
)
+ x3
(
x4
2
)
,
h3(x1, x2, x3, x4) = x2 + 2x3 + 3x4 +
(
x2
2
)
+ x2x3 +
(
x3
2
)
+ 3x1x4
+ 3x2x4 + 3x3x4 + 3
(
x4
2
)
+ x1x2x4 + x1x3x4 + x2x3x4 +
(
x4
3
)
+
(
x1
2
)
x4 +
(
x2
2
)
x4 +
(
x3
2
)
x4 + x1
(
x4
2
)
+ x2
(
x4
2
)
+ x3
(
x4
2
)
,
hj (x1, x2, x3, x4) =
(
3 + s(x1, . . . , x4)
3
)
− hj−3(x4, . . . , x1) − 1, for j = 4,5,6.
Proof. The process considered here is given in Table 15. In this processM= G4. Table 15
shows that P6 has six polynomials. Moreover, these six polynomials coincide with the
above ones. Each function in P6 satisfies (3) and is injective in E(4,w) for w = 2, . . . ,36.
However, each one of these polynomials is precisely the residue of a normalized diago-
nal polynomial constructed in a previous paper [8]. It follows from Corollary 14 that P6
contains the residue of any diagonal polynomial because V6 = 〈e1, e2, e3, e4〉 = N4. This
completes the proof. 
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Discarding processes for Theorem 25
a1000 l 1 2 3 4 5 6
0 Ul 〈e1, e2〉 〈e2, e3〉 〈e3, e4〉 〈e4, e1〉 〈e1, e2, e3〉 〈e1, e2, e3, e4〉|Pl | 19 110 136 16 7 6
This result proves the main theorem:
Theorem 26. In dimension four there exist only six normalized diagonal polynomials.
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