The small amount of measurements in distribution grids makes their monitoring difficult. Topological observability may not be possible, and thus, pseudo-measurements are needed to perform state estimation, which is required to control elements such as distributed generation or transformers at distribution grids. Therefore, we consider the problem of optimal sensor placement to improve the state estimation accuracy in largescale, 3-phase coupled, unbalanced distribution grids. This is an NP-hard optimization problem whose optimal solution is unpractical to obtain for large networks. For that reason, we develop a computationally efficient convex optimization algorithm to compute a lower bound on the possible value of the optimal solution, and thus check the gap between the bound and heuristic solutions. We test the method on a large test feeder, the standard IEEE 8500-node, to show the effectiveness of the approach.
I. INTRODUCTION
Accurate monitoring of voltages, currents, and loads is essential to manage an electrical power network. In this context, State Estimation (SE) consists in estimating the network state, represented typically by the bus voltage phasors. Normally, SE computes the state that best concurs with the available measurements by solving a weighted least-squares problem using an iterative approach like Newton-Raphson [1] .
Network monitoring can be improved with the introduction of Phasor Measurements Units (PMUs). Some previous work proposes to achieve topological observability [2] by using integer linear programming [3] . However, although cheap PMUs are becoming available [4] , their operational and network communication costs [5] may still prevent installing enough units to guarantee topological observability and thus also numerical observability, which is necessary for SE [2] . Therefore, PMUs need to be combined with Supervisory Control And Data Adquisition (SCADA) measurements to solve the SE problem [6] . Recent work [7] presents the problem of optimal PMU placement as the minimization of the error covariance matrix in SE through some metric from optimal design of experiments [8] . This transforms the optimal PMU placement problem into a combinatorial optimization problem with binary variables and a nonlinear objective function. As a consequence, as the network becomes larger, the optimal solution cannot be computed within a reasonable time span, due to the number of possible combinations of measurements.
The problem is even more complex in distribution grids, where even when SCADA measurements are used, the number of measurements is not enough to achieve observability. As a consequence, SE for distribution grids needs to rely on so-called pseudo-measurements, like load forecasts, which may have a high uncertainty associated to them (approx. 50% relative error [9] ). This motivates the use of PMUs in distribution grids [10] to increase the SE accuracy, by for example using greedy and random combinatorial approaches of sensors [11] or evolutionary algorithms [12] . However, these methods do not provide optimality guarantees, nor do they inform how good their suboptimal solutions are with respect to the optimal one. A convexity-based lower bound of the value of the optimal solution can provide this information [7] , but this is difficult to compute for large grids.
Our main contribution is to propose a computationally efficient and scalable approach to derive this convexity-based lower bound for the optimal solution of the PMU placement problem under a budget constraint in large distribution grids. In particular, we extend the projection algorithm in [13] to the budget-constrained case by using the Karush-Kuhn-Tucker conditions. Then, we derive subgradient expressions for the A,D,E,M-optimal metrics [8] and combine them with the projection algorithm to create a projected subgradient descent method to solve the convex relaxed optimal PMU placement problem in large distribution grids.
The rest of the paper is structured as follows: Section II presents some background about power grids. Section III discusses the different types of measurements. Section IV summarizes the newly proposed methodology for SE [14] . Section V presents the metrics considered and states the problem of optimal sensor placement problem under a budget constraint. Section VI shows the optimization algorithms used to solve the problem. Section VII shows the results on a large distribution grid test case. Finally, Section VIII presents the conclusions.
II. DISTRIBUTION GRID MODEL
A distribution grid consists of buses, where power is injected or consumed, and branches, each connecting two buses. In 3phase networks buses may have up to 3 phases, so that the voltage at bus i is V bus,i ∈ C n φ,i , where n φ,i ≤ 3. The state of the network is then typically represented by the vector bus voltages
where V src ∈ C 3 denotes the known 3-phase voltage at the source bus, and V ∈ C N the voltages in the non-source buses, where N depends on the number of buses and phases per bus.
Using the admittance matrix Y ∈ C (N +3)×(N +3) [1] , which is the Laplacian matrix of the graph connecting the buses, the power flow equations to compute the currents I and the apparent power S are:
where(·) denotes the complex conjugate, diag(·) is the diagonal operator, converting a vector into a diagonal matrix.
III. MEASUREMENTS As explained in [14] , several different sources of information can be available to solve the SE problem: 1) Pseudo-measurements: load estimations S psd based on predictions and/or known installed load capacity at every bus. Since they are estimations, their uncertainty is modelled using a Gaussian noise with a relative large standard deviation (a typical value can be σ psd ≈ 50% [9]). 2) Virtual measurements: buses with zero-injections, no loads connected. They can be modeled as physical constraints for the voltage states by defining the set of indices of zeroinjection buses ε = {i, · · · , j}:
where (·) ε denotes the elements at indices in ε. 3) Real-time PMU measurements: voltage and current GPSsynchronized measurements of magnitude and phase angle. According to the IEEE standard for PMU [15] , we model the noises with a low standard deviation for the magnitude and the angle, σ mag ≈ 1% and σ ang ≈ 0.01 rad respectively. They can be expressed using a linear approximation [14] with magnitude and angle noise due to the measurements and imperfect synchronization. For a number of N meas measurements z meas ∈ C Nmeas we have:
where ω mag ∼ N (0, σ mag I d,Nmeas ), ω ang ∼ N (0, σ ang I d,Nmeas ), with I d,n denoting the identity matrix of dimension n. C meas is the matrix mapping state voltages to measurements. Then, for measurement j at phase l of bus i we have:
where (·) j,• denotes row j. Since the measurement noises in (3) are small according to the PMUs standard [15] , their covariance matrices can be approximated using the measurements:
IV. STATE ESTIMATION Typically, SE consists in finding the voltages that best match the measurements by solving a weighted least-squares
As proposed in [14] , SE can be decomposed in two parts: First, using the pseudo-measurement S psd , we solve the power flow to obtain a prior estimate V prior :
Then, using the real-time PMU measurements z meas , a posterior solution V post can be derived using a linear filter:
where the gain matrix K is obtained by minimizing the error covariance tr(
, with (·) H denoting conjugate transpose:
where Σ prior and Σ meas are the error covariance of the prior estimate V prior and the measurements z meas respectively. Remark 1. Extra measurements from non-synchronized realtime sensors, like magnitude measurements from SCADA, could be included in the update (6) for a greater improvement of the posterior estimate V post by using the first-order approximation of the measurement function [14] .
Remark 2. As shown in [6] , splitting the problem in two steps yields the same first-order approximation as solving the problem in one step. Moreover, the posterior minimumvariance estimator using the linear update (6) , is equal to the maximum-likelihood using a weighted least-squares approach [14] . Therefore, we can conclude that for an SE method that assumes Gaussian noises and performs a maximum likelihood estimation, the posterior covariance will be the same Σ post , and thus the method developed here for optimal sensor placement can be also extended for other SE techniques satisfying these conditions.
Since V post in (6) is an unbiased estimator, SE accuracy can be defined as a function of the posterior covariance matrix Σ post , which needs to be minimized to improve the SE accuracy. After some manipulations, the error covariance Σ post for the posterior estimation V post can be expressed as:
Since measurement errors are caused separately by each sensor, they are independent, i.e. Σ meas is diagonal, and we can split Σ post by every measure:
if the physical quantity i has a sensor measuring its value, 0 otherwise; andC meas is the special case of C meas with all possible measurements of all types (bus voltage, bus current, and line current) for all nodes and lines in each phase.
V. OPTIMAL SENSOR PLACEMENT PROBLEMS
In order to improve the accuracy of the SE, the problem of optimal sensor placement consists in minimizing Σ post (x) in (9), according to a metric m(·) and under a set of constraints h(·) to limit the number of sensors or the total cost:
For simplicity, we define:
A. Metrics for Sensor Placement
There are many possible metrics f (x) available in the context of optimal design of experiments [8] :
. This corresponds to minimizing the sum of the eigenvalues of Σ post and thus the sum of the lengths of the axes of the confidence ellipsoid [16] . This is the metric typically used for SE methods, since standard SE maximizes the log-likelihood through a weighted least-squares minimization [1] , which is equivalent to the minimum variance estimator using the trace [14] . • D-optimal: f D (x) = log det(Σ post (x)), where det(·) is the determinant. This corresponds to minimizing the logarithm of the product of the eigenvalues of Σ post and is related to the logarithm of the volume of the confidence ellipsoid [16] . • E-optimal: f E (x) = λ max (Σ post (x)), where λ max (·) is the maximum eigenvalue. This corresponds to minimizing the length of the longest axis of the confidence ellipsoid [16] . • M-optimal: f M (x) = max i (Σ post (x)) i,i , which corresponds to minimizing the highest diagonal term of Σ post (x). When relaxing the decision variables x i in (10) to be continuous, i.e., x i ∈ [0, 1], the metrics are all convex in x [16, Section 7.5] [7] , but nonlinear due to the expression (9).
B. Solutions under a budget constraint
So far we have looked at the cost function in (10); now we will focus on the constraints: we will consider a budget constraint limiting the total cost of the deployed sensors, which may have a different cost. This constraint allows to take into account the extra cost of installing a sensor in a remote area, or in locations where specific rights might be required, or different types of sensors, etc. This is a more realistic and general approach than using a cardinality constraint, which is the most typical approach in the literature [7] , [9] , [17] , and which corresponds to the particular case where sensors have equal costs. The optimal sensor placement problem under a budget constraint can then be expressed as: (11) where b represents the budget and c i the cost of installing a sensor at location i. As mentioned before, computing this optimum is unpractical, and instead suboptimal solutions are typically developed. Therefore, convexity-based bounds are helpful to evaluate the performance of such suboptimal solutions. The relaxed convex problem would be:
We denote the value corresponding to (12) as f (x convex ) = f convex . However, x convex will not necessarily be feasible to (11) . A feasible solution x feas (with respective value f (x feas ) = f feas ) can be built using the convex solution x convex of (12), by selecting the sensors corresponding to the elements of x convex with the highest values. This can be done iteratively until the budget is filled
At every iteration K, we would add a new sensor i * such that:
where e i is the vector of the natural basis with e i i = 1, e i j =i = 0, and x (K) denotes the value of x at iteration K and x (0) i = 0 ∀i. Ties are broken arbitrarily if there are elements with the same values x convex,i = x convex,j with i = j. This also applies for further possible ties throughout the paper.
Another simple way to create a feasible solution would be using a forward greedy sensor selection, like the cost-effective algorithm proposed in [18] , which in every iteration adds the sensor with the lowest ratio of objective function improvement divided by sensor cost:
We denote the value corresponding to the final solution x greedy of (14) by f greedy . Then, since x opt is a feasible suboptimal solution of (12) , and x feas and x greedy are feasible suboptimal solutions of (11), the following holds for all metrics:
VI. OPTIMIZATION METHODS We are considering large networks as the 8500-node feeder in [19] , which means having a large number of optimization variables (over 10000) and constraints. Therefore, standard optimization methods, such as second-order or dual Lagrangian methods, are not well suited to solve the convex problem (12) . In this section, we take advantage of the structure of the constraints to propose an approach based on first-order projected subgradient methods to get the optimal solution:
where Π X (·) denotes the projection on X . We use α (k) = α k ∇f (x k ) 2 to guarantee convergence of the method [20] , where α is a design parameter.
A. Subgradient Computation
When developing first-order methods, the gradient expressions are required. The gradients ∇f for f ∈ {f A , f D } can be derived analytically using matrix calculus [21] :
expression for the gradient is available, but the subgradients can be expressed as follows (see Appendix B):
where e max (x) = e i * with the index i * corresponding to the maximum diagonal entry: i * = arg max i (Σ post (x)) i,i ; and u max (x) = arg max u 2 =1 u H Σ post (x)u is the eigenvector corresponding to λ max (x). For a more efficient implementation in terms of number of operations, we rewrite (17) and (18) as
B. Projection Algorithm
Computing the projection Π X (·) in (16) by solving an optimization problem or using the algorithm proposed in [7] may be unpractical for large networks since they may require a large number of iterations, and thus function evaluations. Therefore, we propose a more computationally efficient projection algorithm, in the sense that it is noniterative with a time complexity O(n x ), where n x is the dimension of x. First, we consider the change of variables y i = x i c i and function f c (y) = f y c , and solve the equivalent problem:
using the projected subgradient descent method:
Then, an algorithm for a computationally efficient projection Π Y (·) can be derived by modifying the scaled boxed-simplex projection algorithm proposed in [13] . This algorithm consists in finding a δ and assigning y i = min(max(z i − δ, 0), c i ) ∀i, such that Σy i ≤ b, see Appendix A. Then the algorithm can be summarized in the following steps: 1 Null sensors: Find sensor indices i that will have y i = 0 after the projection, by sorting z in ascending order and determining the index i 0,≥b of the largest z i 0,≥b such that
Full sensors: Find sensor indices i that will have y i = c i after the projection, by sortingz = z − c in descending order and determine the index i 1,≤b of the smallestz i 1,≤b such that i min(max(z i −z 1,≤b , 0) , c i ) ≤ b. 3 Partial sensors: Find the values y i of sensor indices i that will have y i ∈ (0, c i ) after the projection, by computing δ such that b = {i|zi≥z 1,≤b +ci} c i + {i|z 0,≥b <zi<z 1,≤b +ci} (z i − δ): 
VII. TEST CASE
We have tested the algorithms on the 8500-node test feeder [19] for the different metrics. We assign random normal distributed costs: c i ∼ N(1, 0.1) , so that the budget is approximately the number of sensors deployed. The algorithms are coded in Python and run on an Intel Core i7-6700HQ CPU at 2.60GHz with 16GB of RAM; it takes about 1-2 hours to solve the problem for each metric and budget. Fig. 1 shows the bounds for the A,D,E,M-optimal metrics under a budget constraint. The yellow shaded area with horizontal and vertical lines shows the area between the minimum upper bound and the maximum lower bound, and thus the possible locations of the optimal values f {A,D,E,M},opt . It can be observed that for all metrics, the feasible solutions f {A,D,E,M},feas (13) perform worse than the greedy ones. For the A,E,M-optimal metrics the convexity-based bound f {A,E,M},convex (12) is relatively close to the greedy solution f {A,E,M},greedy (14) , especially for the E-optimal metric. This means that the performance of the greedy solutions is close to the performance of the optimal one. For the D-optimal metric, the convexity-based bound is far away from the greedy and feasible solutions. Therefore, this bound does not inform about the quality of the greedy and feasible solutions.
VIII. CONCLUSIONS
We have analyzed the problem of optimal PMU placement to minimize the uncertainty of state estimation in distribution grids under a budget constraint. We have developed computationally efficient first-order projected subgradient descent methods that combine subgradient expressions with efficient projection algorithms. We have used these optimization methods to solve the convexified optimal sensor placement problem and to derive a lower bound for the value of the optimal solution for large distribution grids. For the A,E,M-optimal metrics, we have observed how suboptimal solutions have a close to optimal performance. Future work could include extending these results to take into account network reconfiguration due to switches. To obtain tighter bounds for the D-optimal metric, others bounds based on supermodularity could be explored as in [17] .
APPENDIX A PROOF OF BUDGET PROJECTION
Proof. Note that the projection y = Π Y (z) is equivalent to solving the optimization problem:
Here we prove that Algorithm 1 produces a y that satisfies the Karush-Kuhn-Tucker conditions for someμ, μ, λ:
According to the complementary slackness and stability conditions we need to have:
Given (25), finding a solution corresponds to finding a λ ≥ 0 so that when assigning y i = min(max(z i − λ, 0), c i ) ∀i, the conditions Σy i ≤ b, λ(Σy i − b) = 0 are met. The remaining conditions in (24) are satisfied automatically by construction. If Algorithm 1 falls into cases 1 or 2, the choices for λ are simple: z i 0,≥b orz i 1,≤b respectively. Let us consider case 3, which means that there is at least one y i ∈ (0, c i ), y i < z i , so that λ > 0 and y i = b. First, define the indices of z and z following immediately after z i 0,≥b andz i 1,≤b respectively in Algorithm 1: 
If falling into case 3, by construction we know that a λ satisfying the conditions in (24) will be so that
Otherwise we would end in contradictions:
where the last strict inequalities < c3 , > c3 are due to being in case 3. Hence, we have b = y i = min(max(z i − λ, 0), c i )
= {i|zi≥zi 1,≤b +ci} c i + {i|zi 0,≥b <zi<zi 1,≤b +ci} (z i − λ)
Therefore we choose λ = δ from (22) to satisfy (24).
APPENDIX B SUBGRADIENTS OF f {E,M}
For a fixed u, let us consider the function: f u (x) = u H Σ post (x)u, which is convex in x. Then the metrics can be reformulated as f E (x) = max u 2 =1 f u (x), f M (x) = max u∈{e 1 ,...,e N } f u (x). Let x * E , x * M denote the optimum x for each metric: x * = arg min c T x≤b f (x). Then we have ∀x:
where a) holds because f u (x) is convex in x ∀u; b) because u max (x * E ) and e max (x * M ) maximize f u (x * E ) and f e i (x * M ) over u and e i respectively. So ∇ x f umax(x) (x) and ∇ x f emax(x) (x) are subgradients atx of f E and f M respectively, and can be computed using matrix algebra [21] as in (17):
