Asymptotic properties of the local Whittle estimator in the nonstationary case (d >
Introduction. Semiparametric estimation of the memory parameter (d) in fractionally integrated
] time series has attracted much recent study and is attractive in empirical applications because of its general treatment of the short memory component. Two commonly used semiparametric estimators are log periodogram (LP) regression and local Whittle estimation. LP regression is popular mainly because of the simplicity of its construction as a linear regression estimator. Local Whittle estimation involves numerical methods but is more efficient than LP regression. The local Whittle estimator was proposed by Künsch (1987) and Robinson (1995) showed its consistency and asymptotic normality for d ∈ (− The present paper studies the asymptotic properties of the local Whittle estimator in the nonstationary case for d > 1 2 , including the unit root case and the case where the process has a polynomial time trend. These cases are of high importance in empirical work especially with economic time series, which commonly exhibit nonstationary behavior and show some evidence of deterministic trends as well as long range dependence. The asymptotic properties of the local Whittle estimator in the nonstationary case over the region d ∈ ( 1 2 , 1) were explored in Velasco (1999) . Velasco also showed that, upon adequate tapering of the observations, the region of consistent estimation of d may be extended but with corresponding increases in the variance of the limit distribution. For the region d ≥ 1, there is presently no theory for the untapered Whittle estimator and, for the region d ∈ ( 3 4 , 1), no limit distribution theory. The unit root case is of particular interest because it stands as an important special case of an I(d) process with d = 1 and it has played a central role in the study of nonstationary economic time series. It is also now known to be the borderline that separates cases of consistent and inconsistent estimation by LP regression [Kim and Phillips (1999) ] and, as we shall show here, local Whittle estimation.
This paper demonstrates that the local Whittle estimator (i) is consistent for d ∈ ( , 1), (iv) has a mixed normal limit distribution for d = 1, (v) converges to unity in probability for d > 1 and (vi) converges to unity in probability when the process has a polynomial time trend of order α > 1 2 . The present paper, therefore, complements the earlier work of Robinson (1995) and Velasco (1999) and largely completes the study of the asymptotic properties of the local Whittle estimator for regions of d that are empirically relevant in most applications. The paper also serves as a counterpart to Phillips (1999b) and Kim and Phillips (1999) , which analyze the asymptotics of LP regression for d ∈ ( 1 2 , 2). The approach in the present paper draws on an exact representation and approximation theory for the discrete Fourier transform (d.f.t.) of nonstationary fractionally integrated processes. The theory, developed by Phillips (1999a) , employs a model for nonstationary fractionally integrated processes that is valid for all values of d and provides a uniform apparatus for analyzing the asymptotic behavior of their d.f.t.'s.
The remainder of the paper is organized as follows. Section 2 introduces the model. Consistency of the local Whittle estimator for d ∈ ( 1 2 , 1] and its inconsistency for d > 1 are demonstrated in Section 3. Section 4 derives the limit distributions. Results for fractionally integrated processes with a polynomial time trend are given in Section 5. Section 6 reports some simulation results and gives an empirical application using economic data. Section 7 makes some brief remarks on the important practical issue of finding a good general purpose estimator of d when nonstationarity in the data is suspected. Some technical results are collected in Appendix A. Proofs are given in Appendix B.
NONSTATIONARY LOCAL WHITTLE ESTIMATION 3 2. Preliminaries. We consider the fractional process X t generated by the model
where X 0 is a random variable with a certain fixed distribution. Our interest is in the case where X t is nonstationary and d > 1 2 , so in (1) we work from a given initial date t = 0, set u t = 0 for all t ≤ 0 and assume that u t , t ≥ 1, is stationary with zero mean and spectral density f u (λ). Expanding the binomial in (1) gives the form
where
is Pochhammer's symbol for the forward factorial function and Γ(·) is the gamma function. When d is a positive integer, the series in (2) terminates, giving the usual formulae for the model (1) in terms of the differences and higher order differences of X t . An alternate form for X t is obtained by inversion of (1), giving a valid representation for all values of d,
Define the discrete Fourier transform and the periodogram of a time series a t evaluated at the fundamental frequencies as
The model (1) is not the only model of nonstationary fractional integration. Another model that is used in the literature forms a process
2 ) from the partial sum of a stationary long-range dependent process, as in
where U t has spectral density f (λ) ∼ G 0 λ −2(d−1) as λ → 0. Model (5) applies for the specific range of values d ∈ [ 2 ) and this can be extended by repeated use of partial summation in the definition. Model (1) directly provides a valid model for all values of d. Some interest in (1) has already been shown in the literature [e.g., Marinucci and Robinson (2000) and Robinson and Marinucci (2001) ]. When d 0 = 1 the two main components of w x (λ s ), that is, w u (λ s ) and X n / √ 2πn, have the same stochastic magnitude, and the limit distribution of the local Whittle estimator turns out to be mixed normal (denoted as MN). Intriguingly, the variance of d becomes smaller than the case where d 0 < 1, as was found in the corresponding case for LP regression [Phillips (1999b) ].
Theorem 4.2. Suppose X t is generated by (1) with d 0 = 1 ∈ (∆ 1 , ∆ 2 ) and Assumptions 1 ′ -4 ′ and 6 ′ hold. Then
where A similar phenomenon applies in the limit theory for LP regression, where again the limit distribution is mixed normal when d 0 = 1 [Phillips (1999b) ].
(b) Velasco (1999) shows asymptotic normality of the estimator for d 0 ∈ ( 1 2 , 3 4 ) using the model (5). We conjecture that the estimator has the same asymptotic distributions as those given above for d 0 ∈ ( 5. Fractional integration with a polynomial time trend. In many applications, a nonstationary process is accompanied by a deterministic time trend. Accordingly, this section extends the analysis above to fractional processes with an α-order (α > 0) polynomial deterministic time trend. Specifically, the process X t is generated by the model
where X 0 and u t are defined as above. As shown in Appendix A, the d.f.t. of a time trend takes the following form, uniformly for 1 ≤ s ≤ m with m = o(n):
[See also Corbae, Ouliaris and Phillips (2002) , who give exact formulae for d.f.t.'s of a time trend when α is a positive integer.] Therefore, neglecting the remainder term and U λsn (θ), we obtain the following expression of w x (λ s ):
When α > s , where C(n) does not depend on s. As a result, d converges to unity in probability, and the local Whittle estimator is inconsistent except when the true value d 0 = 1. Since X 0 n = O p (n d−1/2 ), this result might be regarded as an instance of a deterministic trend dominating a stochastic trend when α > d− 1 2 . In the present case, because the d.f.t. of a deterministic trend is governed by the final observation, n α , the outcome for unfiltered, untapered data is the inconsistency of d. In consequence, some caution is needed in applying the Whittle estimator to investigate the degree of long range dependence when a time series exhibits trending behavior involving a deterministic trend of uncertain order. The same result holds if the deterministic trend k t is fractionally integrated in the sense that (1 − L) α k t = I{t ≥ 1}, because then k n ∼ Γ(α + 1) −1 n α , as shown in Appendix A.
Theorem 5.1. Suppose X t is generated by (10) with
6. Simulations and an empirical application. First we report simulations that were conducted to examine the finite sample performance of the local Whittle estimator using (1) with u t ∼ i.i.d. N (0, 1). All the results are based on 10,000 replications. As an empirical illustration, the local Whittle estimator was applied to the historical economic time series considered in Nelson and Plosser (1982) and extended by Schotman and van Dijk (1991) . We also estimate d by first taking differences of the data, estimating d − 1 and adding unity to the estimate d − 1. This procedure is consistent for 1 2 < d < 2 and invariant to a linear trend. Table 2 shows the estimates based on both m = n 0.5 and m = n 0.6 . These series produce long memory estimates over a wide interval that ranges from around 0.5 for the unemployment rate to 1.38 for the bond yield. For the unemployment rate, the local Whittle estimate from the raw data ( d LW ) and the local Whittle estimate from the differenced data ( d LWD ) are very close together, both indicating only marginal nonstationarity in the data. For the bond yield, d LWD is very different from d LW . Especially for the GNP measures, industrial production and employment, the presence of a linear trend component in the data [which is supported by much of the empirical work with this data set following Nelson and Plosser (1982) ] appears to bias d LW heavily toward unity. These particular results indicate that, although the local Whittle estimator is consistent for 1 2 < d ≤ 1, the use of differenced data or even data tapering [Velasco (1999) and Hurvich and Chen (2000) ] may be preferable, unless the time series clearly does not involve a deterministic trend and values of d > 1 are not suspected.
7. Concluding remarks. The results of the present paper have a negative character, revealing that the local Whittle estimator is not a good general purpose estimator when the value of d may take on values in the nonstationary zone beyond [Velasco (1999) and Hurvich and Chen (2000) ], are easy to implement and have been shown to extend the range of applicability of the local Whittle estimator. However, these approaches do have some disadvantages, such as the need to determine the appropriate order of differencing and the effects of tapering on variance. Another approach is to use the exact form of the local Whittle estimator suggested in Phillips (1999a) , which does not rely on differencing or tapering. This estimator has recently been shown by the authors [Shimotsu and Phillips (2002) ] to be consistent and to have the same N (0, 1 4 ) limit distribution for all values of d. While it is still too early for a definitive answer to the question of what is a good general purpose semiparametric estimator of d that allows for nonstationarity, these approaches offer some useful alternatives for applied researchers, and the present paper is at least a cautionary tale about performance characteristics of the local Whittle estimator in the nonstationary environment.
APPENDIX A Technical lemmas. In this and the following sections, x * denotes the complex conjugate of x, and |x| + denotes max{x, 1}.
Lemma A.1 [Phillips (1999a) 
Lemma A.2. For θ > −1 and uniformly in s = 1, 2, . . . , m with m = o(n), [Erdélyi (1953) 
The third term in (16) is necessarily O(n −θ s −1 ) because
giving the stated result. Statement (b) follows from (a) and Lemma A.2.
Lemma A.4. Uniformly in p = 0, 1, . . . , n − 1 and s = 1, 2, . . . , m with m = o(n):
Proof. Observe
The required results follow from 
(b) Under the assumptions of Theorem 4.1, we have, uniformly in s = 1, . . . , m,
Proof. (a) We prove (a1) first. When θ = 0 the stated result follows because U λsn (θ) = 0. When θ = 0 define a p = θ λsp e −ipλs so that U λsn (θ) = n−1 p=0 a p u n−p . We suppress the dependence of a p on θ and λ s . Summation by parts gives
Observe that
where the fourth line follows from
and then, since a n−1 = ((−θ) n /n!)e −i(n−1)λs ,
We proceed to show that the U ·n are of the stated order. First, for U 1n we have
uniformly in p = 0, . . . , n − 1 and s = 1, . . . , m. Equation (21) holds because
Next,
for p = 0, . . . , n − 1, and it follows from Minkowski's inequality that
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For U 2n , we rewrite the sum as [Robinson (1995) , page 1637], and the stated result follows because s −2 ≤ s 2θ−1 . We move to the proof of (a2). Define a p = (d) p /p! so that X n = n−1 p=0 a p u n−p + X 0 . Similar to the above, summation by parts gives
(u n−j − C(1)ε n−j ) + a n−1 n−1 j=0 (u n−j − C(1)ε n−j ). (b) Let M be a generic finite positive constant. We collect some facts that are used repeatedly: for α ∈ (−1, C) and q ≥ 2, q l=2 (log l) −4 ≤ (log 2)
Proceeding similarly to the proof of (a1), we obtain
and b np is defined in (21).
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First, we show that, uniformly in p = 0, . . . , n − 1,
When p = 0, (28) follows immediately. When p ≥ 1, from (24) the left-hand side of (27) is equal to
The first and third terms are bounded uniformly in p by p(log(p + 2)) −4 from Assumption 5 ′ . For the second term we have
uniformly in p, where the third equality follows from (25); p 1 rc r = O((p + 1) × (log(p + 1)) −4 ) follows from the same argument, and (27) follows. From Minkowski's inequality, (21) and (27), (E|U 1n | 2 ) 1/2 is bounded by
where the third line follows from (26), and the fourth line follows because (log(n/s)) −2 ≤ (log(n/m)) −2 = O((log n) −2 ); E|U 2n | 2 = O(n 1−2θ s −2 ) follows from (27) and E|w u (λ s )−C(1)w ε (λ s )| 2 = O(1) [Robinson (1995) 
Proof. The proof essentially follows from Theorem 3.15 of Zygmund [(1959), page 91 ]. An elementary calculation gives
where From Zygmund [(1959) , page 90], |K(λ)| ≤ An −1 λ −2 and |K(λ)| ≤ An for a finite constant A. Assumption 6 ′ implies |C(e iλ ) − C(e iλ j )| ≤ C|λ − λ j | min{β,1} for |λ − λ j | ≤ δ/2 and large enough n. Therefore, if we split the integral (28), each part is bounded as follows:
Hence, Ew u (λ j )w * ε (λ j ) − C(e iλ j )/2π has the stated order; EI u (λ j ) − f u (λ j ) has the same order by a similar argument, and the order of
follows.
Lemma A.7. Let v t = I{t ≥ 1} and ∆ −α v t = (1 − L) −α v t with α > 0. Then uniformly in 1 ≤ s ≤ m with m = o(n) the following hold:
Proof. For part (a), first consider the case α ∈ (0, 1]. From Lemma A.1(b)
For α = 1, since w v (λ s ) = 0 it follows that
Hence, for α ∈ (0, 1) from Lemma A.2 we have
Then the stated result follows because
so that the second term on the right-hand side of (29) dominates the first term. The result for α > 1 is derived from (29) and by induction. For part (b), observe that
and the required result follows from part (a).
APPENDIX B
Proofs of theorems.
Proof of Theorem 3.1. For notational simplicity we assume X 0 = 0 throughout the proof, but the result carries over for general X 0 with X n − X 0 replacing X n . We follow the approach developed by Robinson (1995) for the stationary case. Define
2 + ∆}, possibly empty. Without loss of generality we assume ∆ < 1 4 hereafter. In view of the arguments in Robinson (1995) 
Robinson (1995) shows that the fourth term on the right-hand side is O(log m/m) uniformly in d ∈ Θ 1 and sup
, from which it follows that
By the fact that Pr(| log Y | ≥ ε) ≤ 2 Pr(|Y − 1| ≥ ε/2) for any nonnegative random variable Y and ε ≤ 1, (31) holds if
. Then from Lemmas A.2 and A.3 we have
uniformly in j = 1, . . . , m. Hereafter let I xj denote I x (λ j ), let w uj denote w u (λ j ), and similarly for other d.f.t.'s and periodograms. Now
From Lemma A.1(a), the fact that ||A| 2 − |B| 2 | ≤ |A + B||A − B| and the Cauchy-Schwarz inequality we have
For any η > 0, (34) and Assumption 1 imply that n can be chosen so that
and from Robinson [(1995) , page 1637], we have
It follows that
Robinson ( 
From Lemma A.1(b) we have
The results in Robinson [(1995) , page 1637] imply that
Using a similar decomposition as (35) and the results thereafter, with (37) and (38), we obtain
for 1 ≤ r ≤ m. In view of (30) it follows that
Finally, observe that (30) gives sup
and (32) follows. Now we consider Θ 2 = {d :
In a way similar to Robinson [(1995) , pages 1638 and 1639] we have Pr inf
where p = exp(m −1 m 1 log j) ∼ m/e as m → ∞ and
.
Then a little algebra shows
Therefore, (40) holds if
A (1) p → 0 and sup
We proceed to approximate A(d) by
where the second equality follows from It follows that sup
, and uniformly in Θ 1 we have
Therefore, from a standard martingale CLT we have
In view of the fact that
Since m −1 m 1 (a j − 1) > δ > 0 for sufficiently large m by choosing ∆ < 1/(2e), we obtain Pr(m −1 m 1 (a j − 1)j 2−2d 0 λ 
Because E|w ∆x j | 2 = O(n 2d−2 s −1 ) from ∆X t ∼ I(d − 1) and n 1/2−d X n converges to a Gaussian random variable, the stochastic behavior of w xj is dominated by X n . Hence, the required result follows from the same line of argument as above, and the results for larger d 0 are derived similarly.
Proof of Theorem 4.1. We follow the same line of approach as the proof of Theorem 2 of Robinson (1995) . Theorem 3.1 holds under the current conditions and implies that with probability approaching 1, as n → ∞, d satisfies
As pointed out by Andrews and Sun [(2001) 
Fix ε > 0 and choose n so that 2ε < (log m) 2 . Let M = {d : (log m) 6 |d − d 0 | ≤ ε}. As in Robinson [(1995) , page 1642] we have
The first probability tends to 0 because
The second probability tends to 0 if and (47) and (48) The first term on the right-hand side converges to a N (0, 4) random variable by Robinson (1995) . where y t = n 1/2−d 0 (d 0 ) n−t ε t /(n − t)!, suppressing reference to n in y t . Since 
