In this paper, the efficient hinging hyperplanes (EHH) neural network is proposed based on the model of hinging hyperplanes (HH). The EHH neural network is a distributed representation, the training of which involves solving several convex optimization problems and is fast. It is proved that for every EHH neural network, there is an equivalent adaptive hinging hyperplanes (AHH) tree, which was also proposed based on the model of HH and find good applications in system identification. The construction of the EHH neural network includes 2 stages. First the initial structure of the EHH neural network is randomly determined and the Lasso regression is used to choose the appropriate network. To alleviate the impact of randomness, secondly, the stacking strategy is employed to formulate a more general network structure. Different from other neural networks, the EHH neural network has interpretability ability, which can be easily obtained through its ANOVA decomposition (or interaction matrix). The interpretability can then be used as a suggestion for input variable selection. The EHH neural network is applied in nonlinear system identification, the simulation results show that the regression vector selected is reasonable and the identification speed is fast, while at the same time, the simulation accuracy is satisfactory.
recently popular rectified linear units (ReLU) max{0, x} is a kind of hinge, which can be seen as the basis function of the hinging hyperplanes (HH) model [3] . As the HH model can not represent all the continuous PWL functions in higher than 2 dimensions, the generalized hinging hyperplanes (GHH) model was proposed [32] , the basis of which is also the activation function in the popular maxout neural networks [11] . The model of adaptive hinging hyperplanes (AHH) was proposed to eliminate the gradient-based method in the identification process of the models of HH and GHH, in which only a series of least squares problems have to be solved. The AHH model is derived using a recursive partitioning procedure with greedy strategy, i.e., by traversing all existing basis functions, all candidate input variables, the basis function yielding the largest decrease in the optimized criterion is added. The model of AHH is also a PWL representation and can be applied in regression, optimization and dynamic system identification [15, 34, 10] . However, the application of the model of AHH to problems with higher dimension is limited by 2 reasons. The first is the identification speed, which is exponential with respect to the dimension of the problem [35] , and the increase is more abrupt when the sample size increases. The second reason is that it is not a distributed representation. In AHH representations, the same factors in the basis functions may appear more than once, and each time it appears, one has to calculate it to fulfill the calculation. Basically, the models of HH, GHH and AHH can be regarded as 1-hidden layer PWL neural networks.
Considering the requirements of high-dimensional problems, we propose the efficient hinging hyperplanes (EHH) neural networks based on the two activation functions max{0, x i − β j } and min{f 1 , f 2 }. It is basically an interpretable multi-layer PWL neural network, and can also be seen as a member of the HH family. The EHH representation is a distributed representation. Besides, only convex optimization problems have to be solved during the identification process, and the identification speed is competitive compared with that of the AHH model. The EHH neural network is randomly initialized with a moderate size, then the Lasso regression is used to select the network with an appropriate size [25] . To alleviate the impact of randomness, several EHH neural networks are generated, and a large EHH neural network is formed by stacking all these sub-networks similar to the procedure in [5] .
The remainder of this paper is organized as follows: Section 2 gives a review of PWL models based on the model of HH. Section 3 describes the structure of the EHH neural network, the approximation ability as well as the relationship with the AHH model. Then the training of the EHH neural network is performed in Section 4, in which the interpretability of the EHH network is also discussed. Section 5 illustrates the application of the EHH neural network to nonlinear system identification, in which the regressor selection and nonlinear system approximation are introduced. Finally the paper ends with conclusions and future work in Section 6.
Review of the HH family
The model of HH was first proposed by Breiman [3] , and can be cast as a linear combination of basis functions, i.e.,
In HH model, the basis function takes the form of max{0, ℓ m (x)},
in which ℓ(x) is a linear (affine) function [3] (Here we use "linear" to represent both linear and affine functions). The expression (2) is called a hinge. It is worthy to note that the commonly used ReLU activation function in deep networks is a special kind of the hinge by restricting the linear function ℓ m (x) to be univariate affine. The model of HH has been applied quite successfully in regression, classification [14] , and dynamic system identification [6] .
As the model of HH can not represent some continuous PWL functions in 2 and higher dimensions, the model of GHH was proposed to generalize the model of HH by replacing the hinge function (2) in (1) with the generalized hinge function [32] , max{0, ℓ 1 (x), . . . , ℓ kn (x)} (3) with k n ≤ n and ℓ k (x), k = 1, . . . , k n are affine. It has been proved that the GHH model can represent any continuous PWL functions in any dimension. And it is noted that the activation function employed in the popular maxout network is the generalized hinges [11] . The training of both HH and GHH models involves solving non-convex optimization problems based on gradient-descent algorithms.
The model of AHH is also a PWL representation which can also be seen as a linear combination of basis functions, just like (1) , and the basis function takes the form of
with s 1 , . . . , s kn = ±1, x υ1 , . . . , x υ kn be input variables, and β 1 , . . . , β kn ∈ [0, 1). It is proved in [35] that the equation (4) can be obtained by restricting ℓ k (x) in (3) to be univariate affine. Different from the model of HH and GHH, the model of AHH is trained using a recursive partitioning procedure, which is similar to the training of multivariate adaptive regression splines (MARS). The basis functions are added stepwisely using the greedy strategy, corresponding to the recursive splitting of the domain [0, 1] n . After the stepwise addition of basis functions is completed, a backward stepwise deletion is performed to avoid overfitting. The whole procedure requires much computational effort for problems with high dimension and large amount of data.
Efficient hinging hyperplanes neural network
Hence we propose the EHH neural network, the training of which is less computationally expensive than that of AHH, and can be applied to problems with higher dimension and more samples. The EHH neural network is basically a multi-layer PWL neural network and the network structure is described as follows.
Structure
We describe the structure via four parts, i.e., the input, the activation function, the hidden layers and the output.
The input layer
Assume that the dimension of the input variable is n, the input layer contains the input variables x 1 , . . . , x n which have been pre-processed to have zero location and unit scale, then each x i ∈ [0, 1]. This is done by normalizing each of the original input variables independently, i.e., substracting its mean value and dividing by its norm.
The activation function
The activation function used in EHH is "max{0, x i − β ki }" and "min{f 1 , f 2 }". The activation function "max{0, x i − β ki }" is used in the first hidden layer with the bias β ki ∈ S B , in which S B is the candidate set for the bias. In general, the element 0 should be contained in S B , meaning that the neurons x i = max{0, x i }, i = 1, . . . , n (as x i ∈ [0, 1]) are always included in the EHH neural network. The activation function min{f 1 , f 2 } is used in the subsequent hidden layers.
The hidden layers
The first hidden layer consists of neurons like max{0, x i − β ki }. The neurons in subsequent hidden layers are derived as the minimum of any 2 neurons in previous layers that contain distinct input variables. The layers are identified by the number of input variables involved in the neurons, which also coincides with the definition of the first hidden layer. Denote z (r,s) (x) as the output of the s-th neuron in the r-th layer, i.e., node (r, s), hence there are r distinct input variables contained in z (r,s) (x). Then the layer index can reflect the interactions among different input variables.
The output
The output can be seen as the weighted sum of all neurons (with a bias), i.e.,
in which α (r,s) ∈ R is the linear coefficient for the node (r, s), α 0 is the coefficient for the constant bias.
As mentioned before, z (r,s) (x) is the output of the node (r, s), and can receive inputs from earlier layers other than the previous layer ((r − 1)-th layer), which is different from the common multi-layer feedforward neural network.
A simple EHH network is depicted in Fig. 1 . For the neurons (4, 1), (4, n 4 ) and (5, 1), one of the 2 inputs is not plotted due to space limitations. The output is not depicted, which can be written as (5).
Fig. 1. The structure of a simple EHH network
For each neuron (r, s), denote J (r,s) as the input variables the neuron contains. Thus from Figure 1 , we have
An adjacency matrix Adja is introduced to describe the connections of neurons in the EHH network.
We arrange the nodes (r, s) in ascending order of r and s, i.e., we have the array
For each neuron (r, s), assume it is the h-th element in the array (7), then it lies in the h-th row and h-th column in the adjacency matrix Adja. For neurons (r 1 , s 1 ) and (r 2 , s 2 ) with r 1 < r 2 , assume their positions in the array (7) are h 1 and h 2 respectively. If there is a route from (r 1 , s 1 ) to (r 2 , s 2 ), we have Adja(h 1 , h 2 ) = 1. Hence the h-th column in Adja denotes the connections of previous neurons to the neuron (r, s) and the h-th row denotes the connections to preceding neurons from the node (r, s). Apparently, there should be only 2 "1"s in a column as each neuron has exactly 2 inputs, and there may be multiple "1"s in a row as each neuron may be inputs to more than 2 neurons. The last column is α (r,s) , i.e., the weight of each neuron in (5) . It denotes the contributions of each neuron to the output.
Remark 1 There are skip-layer connections in EHH networks, i.e., there may be routes from (r 1 , s 1 ) to (r 2 , s 2 ) with r 2 > r 1 + 1, thus making the networks more flexible and more compatible with experimental data about inferotemporal cortex cells [26] .
This idea can also be observed in the residual neural network [12] .
Remark 2 By restricting S B = {0}, and let the number of hidden layers to be 1, the EHH neural network becomes a linear representation,
Remark 3 The input variables involved in each neuron are set to be distinct, which guarantees that each term in the neuron can not be removed without changing the value of the output of the neuron, i.e., the parameters in the neuron are irredundant. For example, if we include in one neuron two identical input variables, i.e.,
thus the parameters in this neuron are redundant.
Remark 4 For an n-dimensional problem, the depth of EHH networks will not exceed n, since each neuron should contain distinct input variables. For large-scale problems, in which n and the number of samples N are large, EHH networks are deep networks with no more than n hidden layers.
EHH neural networks versus AHH trees
The EHH neural networks are also within the HH family, in particular, we will explain that the EHH neural networks can find equivalent AHH trees. It has been shown in [35] that the AHH model is a tree structure, which is obtained by recursively partitioning of the domain. Each partition of the domain (say x υi at β kυ i ) generates 2 new bases by taking the minimum of the current basis functions B 1 , . . . , B M and max{0,
Then the backward deletion procedure deletes redundant basis functions according to a greedy algorithm.
We start from a simple example. Fig. 2 (a) is a simple AHH tree structure, in which the circle denotes the root, and the squares denote the leaves, in which B 1 = max{0,
It can be seen in Fig. 2 (a) that the first generation of the AHH tree, i.e.,
are derived by splitting the domain at x 1 = β 1 , x 2 = β 2 , x 3 = β 3 , x 4 = β 4 , respectively. The second generation of the AHH tree is obtained by partitioning the regions in which the basis function B 3 and B 4 are active (x 3 ≥ β 3 and x 4 ≥ β 4 respectively) at x 1 = β 1 . Then for the third generation, the splitting occurs at x 2 = β 2 . Suppose in this case the leaves containing terms max{0, −(x i − β i )}, i = 1, 2, 3, 4 are all removed during the backward deletion process.
In the AHH tree structure, the relationships between the fathers and daughters are clear. However, different daughters may contain the genes from the same father, say the daughters min{B 3 , B 1 } and min{B 4 , B 1 }. And in the tree structure, no connections indicate this. Besides, this representation is not a distributed representation. For example, the calculation of min{B 3 , B 1 } does not use the information calculated for B 1 , hence for this simple tree structure, the information of B 1 has to be calculated for 3 times. An equivalent EHH network is shown in Fig. 2 (b). From Fig. 2 , we can see that the first generation of the AHH tree corresponds to the first hidden layer in the EHH network. In the equivalent EHH network, the interaction between B 1 and B 3 is shown clearly, thus the information of B 1 and B 3 can be reused. This is especially useful when the network outputs need to be calculated many times, hence EHH networks in Fig. 2 (b) is a distributed representation.
It is noted that in the AHH tree, the term max{0, −(x υ − β kυ )} exists in the bases, while in the EHH neural network, the sigh "-" does not appear. The following lemma explains the relationship of the 2 representations.
Lemma 1 Every EHH neural network can find an equivalent AHH tree.
PROOF. In EHH networks, for a node with the output z (k,m) in the k-th layer, assume it receives inputs z (k1,m1) , z (k2,m2) from the previous k 1 -th and k 2 -th layers, i.e., z (k,m) = min{z (k1,m1) , z (k2,m2) }. The same rule applies to z (k1,m1) and z (k2,m2) , thus finally we can rewrite z (k,m) as
where K m are the index sets of nodes in the first layer that constitute
Compared with the AHH basis function in [35] , which can be written as
with s km = ±1. By letting all the s km to be 1, we know that the outputs of the EHH nodes can be written as equivalent AHH basis functions. As each node can find an equivalent AHH basis, every EHH neural network can find an equivalent AHH tree.
However, for any AHH tree, as the possible existence of max{0, −(x i − β k,i )}, there may be no equivalent EHH network. As the model of AHH can approximate any continuous functions in a compact domain, attention is paid to the approximation ability of the EHH neural networks.
Approximation ability of EHH neural networks
For the case of simplicity, we consider the approximation on the compact set [0, 1] n .
PROOF. Assume the candidate bias set S B = {0, 1/N, . . . , (N − 1)/N }, in which N is a positive integer. Let the first layer of the EHH neural network be max{0,
, all the elements in S B are chosen as the bias for each coordinate.
For the next subsequent layers, the full connection strategy is employed, i.e., taking the minimum of any 2 existing neurons with different input variables to form a new neuron. The resulting EHH neural network can be written as (arranged according to the layer index)
The number of neurons (plus the constant neuron) is
It has been proved in [18] that the boundary configuration defined by (12) subdivides the hypercube [0, 1] n into the simplices with a scaling factor 1/N . Letting the equation (12) equal f (x) at the vertex of the simplicies yields unique coefficients a (k1...kr) j1...jr (r = 1, . . . , n). Moreover, the following holds,
, and ∆ denotes the simplices.
As for any given ε, due to the continuity of f on the compact set [0, 1] n , we can find δ such that
Choosing N to ensure
Therefore the conclusion (11) follows.
Training of the EHH neural network
For neural networks, suitable initial parameters of the model, like the number of layers and the number of neurons, are essential. To choose a good neural network structure, common methods are: constructive algorithms that starts from a small network and then increases its size; pruning algorithms which employ a large network and then remove some irrelevant neurons; hybrid methods combining both constructive and pruning methods; and regularization technique that searches for a good neural network structure by adding a penalty term to the error function and then optimize it [24] . In AHH tree identification algorithm, the hybrid method has been employed [35] . However, as was mentioned before, for problems with high dimension and large sample set, the hybrid method used in the model of AHH is slow. Hence here we determine the EHH neural network structure based on a regularization method (Lasso: least absolute shrinkage and selection operator). After that, a stacked procedure is used to aggregate different subnetworks to form a final large EHH neural network. The parameters are determined simultaneously once the structure has been fixed.
Single EHH neural network generation
For a single network, we can initialize a network larger than necessary and then remove redundant nodes of the network. For the first hidden layer, analog to the proof of Theorem 2, let the candidate bias set be S B = {0, 1/N, . . . , (N − 1)/N }, in which N is a tuning parameter. Let the first layer of the EHH neural network be max{0,
Set the number of layers to be L, for each layer l, l ∈ {2, . . . , L}, set the number of neurons to be K l . For the layer l, generate K l neurons randomly through 2 neurons (l 1 , k 1 ) and (l 2 , k 2 ) with
As is stated before, the selected 2 neurons should contain different input variables.
Once the initial network is fixed, the redundant neurons are deleted by solving a Lasso optimization problem, which is basically an ℓ-1 regularization optimization. Specifically, Lasso pruning is done through the optimization problem described below: min
where
The first all one column in Z represents the constant bias, {x(k), y(k)} N k=1 are training samples, and z (r,s) (x(k)) is the output of the neuron (r, s) for the k-th sample.
Remark 5 The shrinkage parameter λ controls the amount of sparsity, which should be selected according to specific problems. A common choice of λ is done through cross validation. Here we assume
where l α denotes the length of α.
The parameter ζ is chosen from a set of values (different for specific problems) as the one yielding the least generalized cross-validation criterion GCV [7] ,
in which M is the number of neurons and the complexity function takes the form of
according to [9] . The value of d is taken to be 3 in this paper and the term trace(Z(Z T Z) −1 Z T ) is actually the column rank of the matrix Z. When the columns of Z are independent, i.e., the outputs of all neurons are independent, we have C(M ) = M + 1.
By solving the problem (13), we have introduced sparsity in the entries of α, i.e., some elements in the last column of the adjacency matrix Adja become 0. Then there may be rows with all zero elements in Adja, i.e., there may be neurons that are neither connected to other neurons nor the output. We delete these neurons in the network and corresponding rows and columns in the adjacency matrix Adja until there are no all zero rows. After deleting all redundant neurons, the neural network is much more condensed.
Stacking of EHH neural networks
For the same data set, it is clear that the generation of the single EHH neural network is quite random. To find a good structure and also to alleviate the impact of randomness, we use a non-negative combination of several EHH neural networks, i.e.,
in which γ j ≥ 0. Given the training data set T (1) , . . . , T (J) and validation data set V, the EHH network f EHH,j (x, θ j ) is constructed, and then the coefficients γ j , j = 1, . . . , J are determined through the following optimization problem,
It is mentioned in [5] that stacking can produce predictors with substantially reduced prediction errors. And in order to make the reduction more obvious, the differences among different EHH subnetworks should be larger.
The objective to use stacked regression is that we want a single predictor, not a collection of predictors. Thanks to the structure of the EHH neural network, the stacked EHH neural network can still be characterized by the neurons in the first layer as well as the adjacency matrix, i.e., the stacked EHH neural network is a larger EHH network.
Algorithm 1 is used to stack multiple EHH networks into a large EHH network. The basic idea is to merge neurons in the same hidden layer for different subnetworks, i.e., if 2 neurons are the same, keep 1 neuron and the connection information of the 2; if 2 neurons are different, keep 2 neurons and the connection information of the 2. For the last column which indicating the contributions of each neuron to the output, the stacking yields a weighted contributions.
Algorithm 1 Stacking EHH networks.
Input: EHH subnetworks f EHH,1 , . . . , f EHH,K with adjacency matrices Adja 1 , . . . , Adja K and neurons in the first hidden layer z (1,1),1 , . . . , z (1,i1),1 , . . . , z (1,1),K , . . . , z (1,iK ),K . The optimal coefficients γ 1 , . . . , γ K obtained via solving (19) . Output: The stacked EHH network with adjacency matrix Adja and neurons in the first layer z (1,1) , . . . , z (1,N ) .
Arrange the rows and columns of the adjacency matrix Adja according to layer indices, denote the number of layer by num layer ; 3: for i = 1 : num layer do 4:
Find duplicate columns for layer i (duplicate neurons for layer 1), denote the corresponding column numbers by a set D.
6:
Merge columns with column number in D, i.e., Adja(:, D(2) : D(end)) is set to be empty set.
7:
Sum corresponding rows except the last column, i.e, Adja(D(1), 1 : end − 1) = j Adja(D(j), 1 : end − 1), and Adja(D(2) : D(end), 1 : end − 1) is set to be empty set.
8:
For the last column, let Adja(D(1), end) = j γ j Adja(D(j), end), and Adja(D(2) : D(end), end) is set to be empty set.
9:
until No duplicate columns (nodes) exist in layer i 10: end for Remark 6 The stacking strategy used here is different from the stacked autoencoder, for which each autoencoder is a 1-hidden layer neural network and several autoencoders form a deep network by taking the output of the autoencoder in the previous layer as the input of the current layer [2] . The parameters are then adjusted using a fine-tuning strategy. Here, the stacking strategy is more like a linear combination strategy and the information of the same layer of different EHH subnetworks are merged. The stacked EHH will not be deeper than the deepest EHH subnetwork. The weights for stacking is determined by solving a convex optimization problem.
Interpretatility of EHH

Interaction matrix
To describe the interpretability of EHH network, we introduce the interaction matrix Ir to depict the interactions among different input variables. As (9) indicates, for each neuron (r, s), we can find the univariate neurons that constitute it, i.e., find the neurons in the first hidden layer that have connections to the neuron (r, s) (may be not direct connection). Specifically, Algorithm 2 describes how to obtain the interaction matrix from the adjacency matrix.
Algorithm 2 Obtaining the interaction matrix for an EHH neural network.
Input: The EHH neural network f EHH with the adjacency matrix Adja. Output: The interaction matrix Ir for the EHH neural network. 1: Initialize Ir = Adja;
Let I = {j}.
4:
for i ∈ I do 5:
Find i 1 , i 2 such that Ir(i 1 , i) = 1, Ir(i 2 , i) = 1, add i 1 , i 2 to the set I.
7:
Let Ir(i, j) = 0.
8:
Let Ir(i, j) = 1. 
Remark 7 Both the adjacency matrix and interaction matrix are sparse, which is easy to be stored and applied to large-scale problems.
ANOVA decomposition
Similar to the ANOVA decomposition used in [9] , here we could easily get the ANOVA decomposition of EHH neural network through the interaction matrix Ir,
in which l denotes the layer index. The first sum is over all neurons in the first hidden layer, the second sum is over all neurons in the second hidden layer, representing (if present) two-variable interactions. Similarly, the third sum represents (if present) the contributions from three-variable interactions in the third hidden layer and so on. As (21) is similar to decompositions provided by the analysis of variance for contingency tables, analog to the definition, we refer to (21) as the ANOVA decomposition of the EHH neural network.
It is easy to derive (21) for an EHH neural network. The same as before, we use J (r,s) to denote the variable set associated with the neuron (r, s), then each function in the first sum of (21) can be expressed as
which is a sum over all neurons in the first hidden layer involving the particular variable x i .
Each bivariate function in the second sum of (21) can be expressed as
which is a sum over all neurons in the second hidden layer involving the particular pair of variables x i and x j . Adding this to the corresponding univariate contributions (22) (if present) indicates the joint bivariate contribution of x i and x j to the model. Similarly, each trivariate function in the third sum can be obtained by collecting together all neurons in the third hidden layer involving the particular variable triples, i.e.,
Adding this to the corresponding univariate and bivariate functions (22), (23) involving x i , x j and x k , provides the joint contribution of these three variables to the model. Terms involving more variables (if present) can be collected together and represented similarly.
The summation (22) is easy to get and the summations (23)- (24) can also be easily find through the interaction matrix. In the first hidden layer, use N 1 to denote the total number of neurons, assume the variables x i , x j and x k appear in rows r i1 , . . . , r iN 1 , r j1 , . . . , r jN 1 and r k1 , . . . , r kN 1 , respectively, with i N1 , j N1 , k N1 ≤ N 1 . Then the summation (23) Interpretation of the EHH neural network is greatly facilitated through its ANOVA decomposition (21) . From (21), we can know the input variables appeared in the EHH neural network as well as the interactions with other input variables. A simple example is incorporated to explain this.
Illustration using a simple example
Example 1. Consider an example used in [9] and also described in [4] . Generate the values of 10 attributes x 1 , x 2 , . . . , x 10 independently using N = 5000 points, each of which is uniformly distributed over [0, 1] . The value of the target variable y is obtained using the equation:
with ε being a standard normal deviate with a high signal-to-noise ratio (4.8/1). The performance of the EHH neural network is judged by the test RMSE, i.e.,
in which N = 1000 and the test data is randomly generated 1000 points with no noise added.
Input variable selection
The 5000 points are divided at random into 10 pieces L (1) , . . . , L (10) of size as nearly equal as possible. Let
, where L is the original data set. We use 1-hidden layer EHH neural network for variable selection, as in this step, the variable interaction does not need to be identified. 10 EHH neural networks with 1 hidden layer are generated using L (j) , j = 1, . . . , 10. The first hidden layer is taken as max{0, x i − β ki }, in which i ∈ {1, . . . , 10}, and β ki = {0, 0.25, 0.5, 0.75}. Let V = L, then we use stacking strategy (solving the optimization problem (19) ), the optimal coefficient containing 4 nonzero elements. Stacking these 4 EHH subnetworks results in a larger EHH network with 20 nodes. The test RMSE for the stacked EHH network is 1.3295, while the maximum and minimum test RMSE for the 10 EHH subnetworks are 1.3701 and 1.3249, respectively. Table 1 shows the summary of the resulting EHH neural network, in which \GCV denotes the GCV score when deleting corresponding neurons in the EHH neural network. According to [9] , the larger the standard variance σ and the removed GCV score \GCV are, the more important the corresponding variable is. From Table 1 , considering both σ and \GCV, the variables x 1 , x 2 , x 3 , x 4 , x 5 are selected, which coincide with the true underlying function.
Visualizing EHH
Now we use a training data with 5000 points, and restrict the EHH network to contain only x 1 , x 2 , x 3 , x 4 , x 5 . For the first hidden layer, S B = [0, 0.25, 0.5, 0.75]. For the second layer, the maximum number of nodes is set to be 20, also employing the stacking strategy for the 10-fold data, we obtain an EHH neural network with 44 neurons and a test RMSE of 0.6089. Analog to the visualizing of MARS [9] , we can give the visualization of EHH with respect to 1 variable, 2 variables by fixing the other input variables. The results are shown in Fig. 3 according to the following cases.
• Change one of x 1 , x 2 , x 3 , x 4 , x 5 from 0 to 1 while others are fixed to be 0.5.
• Change x 1 , x 2 from 0 to 1 while others are fixed to be 0.5.
In Fig. 3 , the green plot denotes the EHH output while the red plot denotes the original output. It can be seen that the EHH neural network can describe the impact and trend of the input variables quite well.
Nonlinear dynamic system identification using EHH
Given a nonlinear dynamic system
where y(k) denotes the output at time k, f is an unknown nonlinear relationship, and ε(k) is the additive noise. The nonlinear dynamic system identification problem can be described as,
whereŷ(k) denotes the predicted output at time k,f is the approximated nonlinear relationship to be determined, and ϕ(k) ∈ R n is the regression vector. Here we consider black-box NARX model [29, 31] , i.e., the regression vector ϕ(k) consists of past outputs y(k − 1), . . . , y(k − n b ) and past inputs u(k − 1), . . . , u(k − n a ),
Given the input u(k) and the observed output y(k) for t = 1, 2, . . . , N , our objective here is to find an optimal EHH neural network as the approximated nonlinear relationshipf . To test the model on the test set, different from the prediction error, in which the regression vector takes the form of (29), the simulation error is considered. To obtain the simulation error, only the input is used to generate the simulated output, that is
in which
To find a good EHH approximation, we have to choose an appropriate regression vector ϕ(k) or n a , n b . In practical use,
T is chosen by trying different values and selecting the one yielding the least validation error, which could be time-consuming [20] . In [21] , a structured ANOVA approach has been proposed for regressor and structure selection, which requires large number of data points in high dimension.
Here, thanks to the interpretability of the EHH neural network, together with the formulation of the NARX model, we propose a method for choosing appropriate n a and n b . The steps are as follows.
Step 1 Let n a and n b be larger than necessary, train an EHH neural network with 1-hidden layer.
Step 2 Arrange the ANOVA functions according to descent order of σ and \GCV.
Step 3 Consider continuously chosen, i.e., if y(k − n b ) is selected, then y(k − 1), . . . , y(k − n b + 1) are all chosen. Set a number K, determine n a and n b such that the ANOVA functions with the largest K σ as well as \GCV values are selected. PSfrag replacements
(e) PSfrag replacements Fig. 3 . Illustration of the EHH neural network.
Remark 8 It is noted that in Step 3, the variance σ and the removed \GCV are both used for regressor selection. In general, the trend for σ and \GCV are approximately the same. However, when they differ much, both factors should be carefully considered when choosing the ANOVA functions, which is different from the procedures in [21] .
Remark 9 It can be seen that the regressor selection depends largely on the training data set. Hence in real applications, the selection procedure may also need further tuning according to physical insights of the specific dynamic system.
The subsequent toy example and benchmark example will show the regressor selection procedure as well as effectiveness of EHH neural networks for the modeling of nonlinear systems.
Toy example
The toy example is a simple first order nonlinear system first proposed in [22] and later used in [8, 37] as a benchmark example,
where u(k) is a periodic input and takes the form of
For training data, A = B = 1, for test data, A = 0.9, B = 1.1. The length of the training data and test data are 1200 and 1000 respectively. For this example, no noise is added.
Regressor selection
According to
Step 1, we first choose n a = 5 and n b = 5. The first hidden layer is taken as max{0, x i − β ki } with i = 1, . . . , 10, β ki = {0, 0.1, . . . , 0.9}. The EHH neural network is set to contain 1 hidden layer. Set the number of trainings to be 10, to use stacking strategy mentioned in Section 4.2, considering the fact that data in system identification comes one after another, the training data sets are chosen as
The information of the resulting EHH neural network is listed in Table A. 1. From Table A .1, considering both the standard variance σ and removed GCV score \GCV, the regression vector
EHH approximation for the toy example
Let the regression vector be
T , the identification procedure is repeated for 10 times with training data described as (32) and a stacked EHH neural network results. The first hidden layer is taken as max{0, x i − β ki } with i = 1, . . . , 3, β ki = {0, 0.1, . . . , 0.9}. Each time the structure is randomly taken from 30, 30 − 40, which indicates the networks with 1 hidden layer (3 × 10 = 30 neurons), 2 hidden layers (30 and 40 neurons for each layer). The experiment repeats for 10 times with 10 stacked EHH neural networks, the mean and standard deviation of the test errors are shown in Table 2 . Again, the RMSE criterion (26) is used to judge the performance of the EHH neural network. The performance of the AHH tree (with 50 bases, the maximum number of interaction is set to be 2) and the convolutional neural network (CNN) are also listed for comparison. The performance of CNN listed in [37] is given by the squared error of the normalized output, here we take the square root of the original output in order to conform to the RMSE criterion used in this paper. The processing time for CNN is not listed here as it was not mentioned in [37] . All the computations are implemented through MATLAB 2016b on a 2.7 GHz Intel Core i7 computer. It can be seen from Table 2 that the EHH neural network gives a good approximation of the original dynamic system (31) and outperforms CNN in this example, which is mainly due to that relatively simple network structure is employed. Compared with AHH tree, the elapsed time is much shorter while the accuracy is much better. Fig. 4 shows the simulated output of one stacked EHH neural network (shown in blue solid) and the system output (shown in black dotted), from which we can see that the simulated output of the EHH neural network is very close to the system output, confirming the results shown in Table 2 . This EHH network contains 2 layers, 69 neurons, thus the number of parameters is 69 × 2 + 70 = 208 (69 integers for the indices of input variables, 69 for bias β ki , 70 for weights). 
Bouc-Wen system
The Bouc-Wen model has been intensively used to model hysteretic effects in mechanical engineering, especially in the case of random vibrations. An extensive literature review about Bouc-Wen modeling can be found in [17, 16] . The Bouc-Wen benchmark system has been described in detail in [23, 27] . The training signal consists of 5 periods of a multisine and has a total length of 40960 samples. There are 2 sets of test data, one with multisine input and the other with swept-sine input.
Regressor Selection
As the training data set is large, we first set n a = n b = 15 and choose regressors from the 30 regressors. Similar to previous examples, the number of trainings is set to be 10, the EHH neural networks contains 1-hidden layer with S B = {0, 0.1, 0.2, . . . , 0.9}. Considering that the training data are actually time series, in order to use the stacking strategy, the training data sets are chosen as
and the validation data is chosen as the whole training data [u(k), y(k)] 40960 k=1 . The ANOVA functions as well as corresponding regressors and σ, \GCV are listed in Table A .2 in the appendix. After carefully examining the variance σ and removed GCV score \GCV, the regression vector is chosen to be
T .
EHH approximation of Bouc-Wen system
The identification procedure is repeated for 10 times with training data described as (33) and a stacked EHH neural network results. The first hidden layer is taken as max{0, x i − β ki }, in which β ki = {0, 0.1, . . . , 0.9}. Each time the structure is randomly taken from 250, 250 − 100, 250 − 100 − 100, which indicates the networks with 1 hidden layer (25 × 10 = 250 neurons), 2 hiddebn layers (250 and 100 neurons for each layer, respectively), 3 hidden layers (250, 100, 100 neurons for each layer). The estimation procedure elapsed 28.2s and the number of parameters used is 3529.6, averagely. The test error (simulation error) is shown in Table 3 , which is in dB form, i.e., 20 log 10(RMSE).
The results for NARX model with tree-based local model networks [1] and decoupled polynomial NARX model [33] are also listed for comparison. It is noted that the application of the AHH model in this Bouc-Wen benchmark problem is prohibitive due to the high dimension and large data set.
It can be seen from Table 3 that the EHH neural network performs well, and outperforms the procedure in [1] , although compared with the decoupled NARX, the RMSE is a little larger. However, from the EHH NARX model, the contributions of each regressor as well as interactions of different regressors are clear. For example, from the ANOVA decomposition of this EHH neural network (22), we find the regressor y(k − 1) contributes to the output most. To further improve the accuracy of the EHH neural network, we can also employ a linear transformation before the input layer like that in [33] , which somewhat reflects the physical insights of the dynamic system. It can be also seen that the number of parameters is a little large for the current neural network, hence a state-space version for the EHH neural network would be better, like [30] . We will consider this in our future work. Fig. 4 shows the simulated output (shown in blue solid) as well as the system output (shown in blue dotted). It can be seen from Fig. 4 that the simulated output approaches the system output quite well. 6 Conclusions and Future work
Conclusions
In this work, the efficient hinging hyperplanes (EHH) neural network is proposed, which can be used for function approximation and dynamic system identification. The EHH neural network belongs to the HH family, for every EHH neural network, an equivalent AHH tree exists. Besides, the EHH neural network is a distributed representation, hence can be used for large-scale problems. The EHH neural network can be trained through a random structure generation and stacking of several subnetworks, in which convex optimization problems are solved and global optimal parameters can be found. The interpretability of the EHH neural network can be clearly obtained through the interaction matrix and the ANOVA decomposition. The EHH neural network is applied in dynamic system identification, which can be used as a suggestion for regressor selection and a tool for system approximation. Simulation results shows the effectiveness of the proposed procedure.
Future work
Although in theory, the EHH neural network is a distributed representation and can be applied to large-scale problem, the application to problems with hundreds of dimensions is limited due to the efficiency of the present algorithms for solving Lasso regression. Besides, large number of parameters are used for the current EHH neural network to get a high accuracy in system identification. Therefore, we are dedicated to improve the current EHH neural network on solving the above mentioned problems.
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A Detailed information of EHH neural network
A.1 Toy example
Summary of the 1-hidden layer EHH neural network for the toy example. 
