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einzelne Komponenten durch ein modernes System on Chip (SoC) ersetzt werden. Dazu soll
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bzw. A/D Wandler. Programmierbare Logik und Prozessoreinheit des SoC verwenden ein ge-
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Software-Kombination durchzuführen. 
Schwerpunkte
1. Durchführung von NQR Experimenten
2. Reverse Engineering der funktionalen Zusammenhänge innerhalb der NQR Konsole
3. Entwicklung eines System on Chip als programmierbarer Hardware/Software-Baustein
4. Entwicklung einer Treibersoftware in C/C++
5. Entwicklung einer Testanwendung für NQR-Experimente
Ausgabe der Aufgabenstellung:
Abgabe der Arbeit:
abzugebende Exemplare: vier + PDF-Datei
Prof. Dr.-Ing. Martin Staiger Prof. Dr. Uwe Heuert

















1 Einleitung ........................................................................................................................................................... 1 
1.1 Anwendungsgebiete der NQR-Spektroskopie ........................................................................... 1 
1.2 Entwicklung der NQR-Spektroskopie ........................................................................................... 1 
1.3 Zielstellung ............................................................................................................................................... 2 
2 Quadrupolwechselwirkung ........................................................................................................................ 4 
2.1 Voraussetzungrn ................................................................................................................................... 4 
2.2 Herleitung aus der klassischen Elektrostatik ............................................................................ 6 
2.3 Quadrupol-Hamiltonoperator und -Kopplungskonstante ................................................... 8 
2.4 Quantenmechanische Betrachtung ................................................................................................ 9 
2.4.1 Übergangsfrequenzen unter Quadrupolwechselwirkung .......................................... 9 
2.4.2 Bra-Ket-Notation ....................................................................................................................... 10 
2.4.3 Zustandsfunktion ....................................................................................................................... 11 
3 NQR-Spektroskopie ...................................................................................................................................... 12 
3.1 Kernquadrupolresonanz .................................................................................................................. 12 
3.2 Pulssequenzen ...................................................................................................................................... 13 
4 Spektrometer .................................................................................................................................................. 14 
4.1 Prinzipieller Aufbau ........................................................................................................................... 14 
4.2 Signalaufbereitung .............................................................................................................................. 15 
4.2.1 Analoge Signalaufbereitung .................................................................................................. 15 
4.2.2 Digitale Signalaufbereitung ................................................................................................... 15 
4.3 Kommerzielles System ...................................................................................................................... 16 
4.3.1 Pulssequenz ................................................................................................................................. 18 
4.3.2 Signale in der Konsole und ihre Spektren ....................................................................... 20 
4.3.3 Signalaufbereitung .................................................................................................................... 27 
4.4 Volldigitales, FPGA-basiertes Spektrometer. ........................................................................... 35 
4.4.1 Field programmable gate array ............................................................................................ 35 
4.4.2 System on chip ............................................................................................................................. 37 
4.4.3 ZedBoard ....................................................................................................................................... 38 
4.4.4 FMC150 .......................................................................................................................................... 41 
5 Software ............................................................................................................................................................ 42 
5.1 Vorbereitung der PL und des Betriebssystems ...................................................................... 42 
5.2 Linux Treiber ........................................................................................................................................ 43 
5.3 „Pulsprogrammer“ .............................................................................................................................. 45 
5.4 Datenaufnahme .................................................................................................................................... 47 
5.5 Datenverarbeitung ............................................................................................................................. 47 
5.6 Programm „finaltool“ ........................................................................................................................ 48 
6 Zusammenfassung ....................................................................................................................................... 49 
7 Ausblick ............................................................................................................................................................ 51 
7.1 Fertigstellung des Systems ............................................................................................................. 51 
7.2 Erweiterung der Software .............................................................................................................. 52 
7.3 Erweiterung der Hardware ............................................................................................................ 53 
8 Verzeichnisse ................................................................................................................................................. 54 
8.1 Abbildungsverzeichnis ..................................................................................................................... 54 
8.2 Abkürzungen ........................................................................................................................................ 55 
8.3 Formelzeichen ..................................................................................................................................... 56 
8.4 Literaturverzeichnis .......................................................................................................................... 57 
9 Anhang .............................................................................................................................................................. 59 
9.1 Beispiel für ein Potentialfeld von sechs Ladungen ............................................................... 59 
9.2 MatLab Skripte .................................................................................................................................... 61 
9.3 Anwendung ........................................................................................................................................... 62 
9.3.1 main.c ............................................................................................................................................. 62 
9.3.2 sequence.h ................................................................................................................................... 63 
9.3.3 seq2PL.h ....................................................................................................................................... 64 
9.3.4 DMA.h ............................................................................................................................................ 65 
9.3.5 getHWinfo.h ................................................................................................................................ 66 





Kern Quadrupol Resonanz (engl.: nuclear quadrupole resonance, NQR) Spektroskopie ist ein 
seit Jahren etabliertes analytisches Verfahren der chemischen Industrie und der 
Werkstoffwissenschaften. Sie beruht auf den Wechselwirkungen, die Atomkerne mit 
elektrischem Quadrupolmoment mit dem elektrischen Potentialgradienten (dem 
elektrischen Feld) ihrer atomaren Umgebung eingehen. 
1.1 Anwendungsgebiete der NQR-Spektroskopie 
Besondere Relevanz erlangt die Methode bei Untersuchungen, die „im Feld“ durchgeführt 
werden müssen oder sollen, da im Gegensatz zur Kern Magnet Resonanz (engl.: nuclear 
magnetic resonance, NMR) Spektroskopie kein statisches äußeres Magnetfeld benötigt wird. 
NQR Spektrometer lassen sich daher zumindest prinzipiell portabel gestalten. 
In der Montanindustrie werden NQR-Spektrometer eingesetzt, um beispielsweise den 
Gehalt an Kupfer in einem Kupfererz zu bestimmen. 
Aufgrund der Sensitivität des Verfahrens für Stickstoff [MAR78] und dessen gehäuftem 
Vorkommen in Sprengstoffen zielen neuere Entwicklungen im militärischen Bereich auch 
darauf ab. Zum Beispiel wurde eine Gepäcksicherheitsschleuse für Flughäfen entwickelt, 
welche auch Plastiksprengkörper ohne Metallanteile auffindbar machen soll oder ein 
Minenräumfahrzeug, welches ebenfalls auf Sprengkörper ohne Metallteile reagieren kann. 
[NOL05], [HIB06], [MIL05] 
Großes Marktpotential vermutet man auch in der Arzneimittelbranche, zum einen im 
Bereich Qualitätssicherung, vor allem jedoch zum Auffinden gefälschter Markenprodukte. 
Hierbei wird das produkteigene NQR-Spektrum, welches einem Fingerabdruck ähnlich 
einzigartig ist, mit dem vermuteten Piraterieprodukt verglichen. Dies kann im Idealfall sogar 
inklusive Verpackung und mit einem mobilen Gerät vor Ort durchgeführt werden. [BAR13] 
Eine große Einschränkung der reinen NQR-Methoden ist auf absehbare Zeit das geringe 
Signal zu Rausch Verhältnis, so dass Messungen oft wiederholt und akkumuliert werden 
müssen. 
Auch die Temperaturabhängigkeit der untersuchten Effekte stellt den Anwender vor allem 
im mobilen Einsatz vor größere Schwierigkeiten. [BRE02] 
1.2 Entwicklung der NQR-Spektroskopie 
Die Anfänge der NQR-Spektroskopie fallen zeitlich mit jenen der NMR-Spektroskopie 
zusammen, nämlich in die späten 40er Jahre des letzten Jahrhunderts [POU50]. Die ersten 
NQR-Experimente an Feststoffen fanden an 35Cl-Atomen statt [DEH50]. Einen guten 
Überblick über die theoretischen und praktischen Fortschritte der ersten Jahre der NQR-






In der vorliegenden Arbeit werden (analog arbeitende) Teile eines kommerziellen NQR-
Spektrometers zunächst funktional analysiert und anschließend durch ein modernes (digital 
arbeitendes) System on Chip (SoC) auf FPGA-Basis ersetzt.  
 
Abbildung 1: Blockschaltbild eines kommerziellen NQR-Spektrometers, (rot: analog arbeitende Bauteile, 
blau: digital arbeitende Bauteile) 
 
Abbildung 2: Ersetzung von Teilen des kommerziellen Systems durch ein FPGA-basiertes SoC 
In den beiden obigen Abbildungen erkennt man die angestrebten Veränderungen1. Es 
entfällt die aufwändige analoge Signalverarbeitung mit speziell zu fertigender Elektronik. 
Durch den Rückgriff auf handelsübliche Elektronik kann das System preisgünstiger werden. 
Es ist durch die Integration von Steuer-PC und eines Großteils der Hardware auf einer 
Platine (SoC, s. Kapitel 4.4.2) zudem leichter modifizierbar und wird insgesamt kleiner und 
leichter. Dies verdeutlicht die folgende Abbildung. 
                                                             





Abbildung 3: NQR-System (a - Probenkopf, b - Konsole, c - Konsolensteuerung, d - SoC mit DAC/ADC-
Tochterplatine) 
Die im Entstehen begriffene Plattform eignet sich aufgrund ihrer hohen Flexibilität nicht nur 
für NQR-Spektroskopie, sondern auch für viele andere Verfahren, bei denen hohe 
Frequenzen, hohe Anregungsamplituden, geringe Messsignale oder Vielkanaligkeit bedient 
werden müssen. Hier seien vor allem Ultraschallanalysen und (mit gewissen 
Einschränkungen bzgl. der erreichbaren Frequenzen) die NMR-Spektroskopie genannt. 
Im Rahmen dieser Arbeit wurden die anfallenden Aufgaben dreigeteilt, wobei jeweils ein 
Mitarbeiter die Bearbeitung eines Teils des Gesamtsystems übernahm. Auf den Autor 
entfielen dabei die Analyse des kommerziellen Spektrometers sowie die Programmierung 
einer Anwendersoftware mit Pulsprogrammer und Datenaufnahme. Je ein weiterer 
Mitarbeiter war für die Treiberprogrammierung und die FPGA-Konfiguration vorgesehen. 
Aus Gründen der Vollständigkeit sind auch die Fortschritte und Ergebnisse der Bearbeitung 
der beiden letztgenannten Aufgaben in der vorliegenden Arbeit beschrieben. Es ist hiermit 








Kern Quadrupol Resonanz Spektroskopie beruht, im Gegensatz zur Kern Magnet Resonanz 
Spektroskopie auf der elektrostatischen Wechselwirkung der Kerne mit ihrer Umgebung. 
Diese Wechselwirkung ist nur für Kerne messbar, die eine nichtsphärische 
Ladungsverteilung aufweisen, was für Kerne mit Spinquantenzahl   	½	 gilt (s. Kapitel 
2.2). Unterschiedliche Isotope des gleichen Elements müssen daher nicht zwangsläufig alle 
für Quadrupolresonanz-Spektroskopie geeignet sein. Je höher der natürliche Anteil des 
quadrupolaktiven Isotops ist, desto größer ist die detektierte Signalamplitude, da mehr 
Kerne zum Signal beitragen. In der folgenden Abbildung ist jeweils das Isotop mit der 
größten natürlichen Häufigkeit gemeint. 
 
Abbildung 4: Periodensystem der Elemente (gelb: Kerne mit Quadrupolwechselwirkung, rot umkreist: 
gängige Atome für NQR-Experimente) [GRE13] 
Reine Quadrupolresonanz Spektroskopie benötigt (da die Ausrichtung der Kernspins hier 
nicht auf Magnetismus beruht) kein externes Magnetfeld . Sie darf jedoch nicht mit 
Nullfeld-NMR (engl. Zero Field NMR) verwechselt werden 2 , bei der probeninterne 
Magnetfelder das   Feld ersetzen. 
Damit sich die Summe aller Felder aller Kernspins im vorliegenden System bei Betrachtung 
von außen nicht aufhebt, müssen die Kernspins in der Probe eine Vorzugsrichtung 
aufweisen. Das heißt, dass NQR-Spektroskopie nur an (teil-)kristallinen Festkörpern 
durchführbar ist. Flüssigkeiten und Gase sowie amorphe Materialien scheiden somit für 
dieses Verfahren aus. (s. nächstes Kapitel und Anhang 9.1) 
                                                             





Abbildung 5: Signalamplitude in Abhängigkeit von Frequenz für verschiedene Kristallinitätsgrade 
[GRE13] 
Quadrupolwechselwirkungen können auch im NMR-Experiment (mit B0-Feld) auftreten und 
führen zu einer magnetfeldunabhängigen Resonanzlinienaufspaltung im Spektrum. Der 
Betrag der Aufspaltung ist einzig abhängig vom Kern und dessen elektrischer Umgebung. 





2.2 Herleitung aus der klassischen Elektrostatik 
Die folgenden Kapitel fassen [SUT11], [KEE04] und [KEE10]3 unter Vereinheitlichung der 
verwendeten Formelzeichen zusammen. 
Die elektrostatische Energie   eines Kerns mit der Ladungsverteilung ()  in einem 
Potential () ist in der klassischen Elektrostatik gegeben durch 
 = ()(),         (F. 1) 
wobei 
() = (0) + ∑ (0) +  ∑ !(0)! +! … 4     (F. 2) 
die Taylorreihe des Potentials zu einem einfacheren Ausdruck führt, wenn man sich einige 
bekannte Eigenschaften des Kerns zu Nutze macht. Dazu gehört zunächst, dass die 
Taylorreihe um den Kernmittelpunkt entwickelt wird. Da die Ladung (der Atomkern) sich in 
einem elektrostatischen Kräftegleichgewicht befindet, muss das elektrische Feld, d.h. die 
erste Ableitung des Potentials in jeder Richtung5, an dieser Stelle Null ergeben. Geht man 
zusätzlich davon aus, dass die Reihe auf Grund des kubisch mit dem Abstand abfallenden 
Feldes hinreichend schnell konvergiert6, ergibt sich die Energie zu 
 = (0) () +  ∑ !(0) () !!      (F. 3) 
In obiger Gleichung beschreibt der erste Term die Energie einer elektrischen Punktladung, 
die nur von der Ladung und vom Potential in ebenjenem Punkt abhängt (0) () =(0) ∗ $	und daher nicht weiter von Belang ist. 
Der zweite Term ist ein Tensor, der, da in einem konservativen Potential7 die Reihenfolge 
der Ableitungen irrelevant ist (! = !), als symmetrisch bezeichnet wird. Die Spur des 
Tensors ist gleich der Divergenz des elektrischen Feldes und somit durch die 
eingeschlossene Ladung bestimmt. Da keine Ladung in dem infinitesimal kleinen 
Betrachtungsvolumen eingeschlossen ist, ist der Tensor spurlos (%% + && +'' = 0). 
Der orientierungsunabhängige Anteil des zweiten Terms ist gegeben durch die Summe der 
Diagonalelemente 8 
∑ ()  = ()( + ) + * )  = ()  .   (F. 4) 
Dieser Term verschiebt alle Energien um einen konstanten Betrag, weshalb man ihn 
eliminieren und den Integranden entsprechend korrigieren kann: 
                                                             
3Aufbauend auf [SCH06] (Elektrodynamik) und [ECK00] (Quantenmechanik). 
4 Hier ist  , ! = , ), *, sowie  = , ,-  und . = ,  ,,!/  die erste und zweite Ableitung 
5 Das elektrische Feld ist ein Vektor bzw. Vektorfeld und damit gerichtet. Es ist gegeben durch den 
Gradienten des (skalaren) Potentials: 0 = grad	() = ∇0(). 
6 Man beachte, dass es sich bei den folgenden Betrachtungen daher um eine Näherung handelt. 
7 Ein konservatives Potential ist wegunabhängig, d.h. längs eines geschlossenen Weges innerhalb des 
Potentials wird keine Arbeit verrichtet. Dies ist hier der Fall. 




() (!  6 7! )        (F. 5) 
Dieser Tensor stellt den asymmetrischen Teil der Ladungsverteilung des Kerns dar und 
wird als sein Quadrupolmoment bezeichnet. Seine Matrixelemente sind gegeben durch 
8! = () (3!  7! )       (F. 6) 
Für das Beispiel der d-Orbitale (: = 2,; = 2…2, gekennzeichnet durch den Index (2)) 
ergibt sich damit der quadratische Term der Energie 
( ) =  ∑ !! () <!  6 7! = = 	 >∑ !8!!    (F. 7) 
Dies ist die Wechselwirkung des Kernquadrupolmoments mit dem elektrischen 
Potentialgradienten, die oft vereinfachend als Quadrupolwechselwirkung bezeichnet wird. 
Wie sofort ersichtlich, verschwindet dieser Term, wenn der Gradient des Potentials null ist 
oder kein Quadrupolmoment vorliegt. Dies gilt insbesondere immer dann, wenn der Kern 
sich an einer Stelle im Potential mit kubischer Symmetrie befindet oder der Kern eine 
kugelsymmetrische Ladungsverteilung aufweist. 
Das Potential ()einer Ladung q an der allgemeinen Position ?0 = (@, A, B) ist gegeben 
durch 
() = CDEFG ∗ |IJIK| =	 CDEFG ∗ L(%JM)NO(&J.)NO('JP)²     (F. 8) 
Damit erhält man die zu der Ladung gehörenden Komponenten im Feldgradiententensor 
durch Ableiten: 
RR L(%JM)NO(&J.)NO('JP)² =	 IS000[]J%VL(%JM)NO(&J.)NO('JP)²W     (F. 9) 
RRR L(%JM)NO(&J.)NO('JP)² =	 6(IS000[]J%V)²L(%JM)NO(&J.)NO('JP)²X  L(%JM)NO(&J.)NO('JP)²W  (F. 10) 
Wobei Y[Z]die zu  gehörende Komponente im Ortsvektor der Ladung ist. Ein Beispiel zur 
Berechnung eines solchen Potentials findet sich in Anhang 9.1. 
Der von der Kernumgebung hervorgerufene Potentialgradient ist ein Maß für die 
Abweichungen von der Kugelsymmetrie der Ladungsverteilung in der Umgebung des Kerns. 
Das bedeutet, dass s-Elektronen und vollständig besetzte Elektronenschalen wegen der 
symmetrischen Ladungsverteilung nicht zur Quadrupolwechselwirkung beitragen. Des 
Weiteren ist der Beitrag von d- und f-Elektronen auf Grund ihres großen Abstands vom Kern 
und der 1/³ proportionalen Abnahme des Potentials sehr gering, so dass er in guter 
Näherung vernachlässigt werden kann. 
In analoger Weise ist das Quadrupolmoment ein Maß für die Abweichung der 
Ladungsverteilung im Kern. Umgekehrt bedeutet dies, dass nur Kerne mit einer 





2.3 Quadrupol-Hamiltonoperator und -Kopplungskonstante 
Wie in Abschnitt 2.1 gezeigt, lässt sich die Quadrupolwechselwirkung klassisch als 
( ) = >∑ !8!!          (s. F. 7) 
mit den Tensor-Matrixelementen 
8! = ()]3!  7! ^       (s. F. 6) 
beschreiben. 
Der Quadrupol-Hamiltonoperator, der als Operator die Energie des Systems aus der 
Zustandsfunktion liefert 9 , lautet demnach im Hauptachsensystem des elektrischen 
Feldgradiententensors 
_`a = > ]%%8%% + &&8&& + ''8''^.       (F. 11) 
Dies lässt sich durch Einführung eines Tensoroperators unter Verwendung des 
Drehimpulsoperators b10 (Herleitung s. [KEE10])  
8c! = daeb( ebJ) (6 (bb! + b!b  7!b ))      (F. 12) 
umschreiben zu 
_`a = da>e( eJ) ]%%(3b%   ) + &&(3b&   ) + ''(3b'   )^.   (F. 13) 
Des Weiteren wurde in [KEE10] gezeigt, dass der Tensor spurlos ist, so dass die Addition von 
da>e( eJ) ∗ fb'   ]b% + b& ^g ∗ ]%% + && + ''^								(= 0)    (F. 14) 
das Ergebnis nicht ändert. 
Nach Addition von F.13 zu F.14 und Vereinfachung ist damit11 
_`a = daDe( eJ) ]''(3b'   ) + (%%  &&)(b%  b& )^.    (F. 15) 
Durch Einführung zweier Parameter h$ = '' = 	elektrischer	Feldgradient  und p = qrrJqssqtt = Asymmetrie-Parameter wird der Quadrupol-Hamiltonoperator zu 
_`a = d²CaDe( eJ) <]3b'   ^ + p(b%  b& )=.      (F. 16) 
Diese Gleichung gibt die möglichen Kernspinorientierungen im Hauptachsensystem des 
Feldgradienten an.  
                                                             
9 _`Ψ = Ψ 
10 b = (b% , b& , b') mit der Kommutationsbeziehung |b , b!} = 	~ℏℇ!b 




Der Faktor h²$8  (in Energieeinheiten) oder dNCa  (in Frequenzeinheiten) wird als 
Quadrupol-Kopplungskonstante bezeichnet. 
Das Hauptachsensystem wird sinnvollerweise so gewählt, dass|%%| ≥ |&&| ≥ |''|. Der 
Asymmetrieparameter p kann somit Werte zwischen 0 und 1 annehmen. Er gibt die 
Abweichung von der Zylindersymmetrie des Feldgradienten an. 
 
2.4 Quantenmechanische Betrachtung 
2.4.1 Übergangsfrequenzen unter Quadrupolwechselwirkung 
In Kapitel 2.2 wurde die Energie eines Systems von Ladung erörtert. In der Spektroskopie – 
seien es NQR, NMR, ESR oder andere – betrachtet man den Energieunterschied Δ zwischen 
zwei solcher Zustände. Dabei gilt der allgemein bekannte Zusammenhang Δ = ℎ. 
Wie genannt, können für einen Kern mit Spin I insgesamt 2 + 1 Übergangsfrequenzen 
gefunden werden. 
Die Übergangsfrequenzen zwischen den Energieniveaus eines Atomkerns mit 
Quadrupolmoment in einem Feldgradienten, dessen Hauptachsen gemäß den Vorgaben in 
[KEE10] gewählt wurden, sind für ein Spin-1-System12 
 = d²CaD           (F. 17) 
und 
 = (6)d²CaD           (F. 18) 
Es existieren damit für p ≠ 0 drei verschiedene Übergangsfrequenzen, nämlich jene von m0 
zu m1, von m0 zu m2 und von m2 zu m1. 
Für p = 0 kann nur ein Übergang beobachtet werden, da die Energieniveaus  = 1 
entartet vorliegen. 
  
                                                             





An dieser Stelle sei zunächst die Bra-Ket-Schreibweise eingeführt, welche z.B. in [KEE04] 
näher erläutert ist. Dabei sei  ein Vektor in einem (ggf. komplexen), n-dimensionalen 
Vektorraum. Es ist 
| ⇒ 	NW⋮          (F. 19) 
ein sogenanntes Ket und  
∗| ⇒ (∗,  ∗, 6∗, … , ∗)        (F. 20) 
ein sogenanntes Bra.13 
Eine komplexe Wellenfunktion fq lässt sich analog einem Vektor darstellen. Man schreibt |C oder |$.          (F. 21) 
Die Anwendung eines Ket auf ein Bra entspricht im Falle gewöhnlicher Vektoren dem 
(reelen oder komplexen) Standardskalarprodukt14 selbiger. Des Weiteren gilt für einen 
Operator b die Vereinbarung 
b = b	.         (F. 22) 
Da sich die Zustandsfunktion Ψ() eines Kerns als gewichtete Summe ihrer komplexen 
Eigenfunktionen15 schreiben lässt, kann mit dieser Schreibweise eine deutliche (Schreib-) 
Vereinfachung herbeigeführt werden, da die Matrixelemente eines Operators c der Form 
ΨY∗cΨ = ~c         (F. 23) 
genügen. 
  
                                                             
13 Im Unterschied zu einem Vektor im Vektorraum sind Bra und Ket ohne Basis. 
14 〈|〉 =  +⋯+  
15 Die Eigenfunktion fe eines Operators c  genügt der Gleichungcd = Bd , wobei c eine Konstante ist, 





Die Spinquantenzahl I eines Kerns kann über den Gesamtdrehimpulsoperator I² erhalten 
werden. Die Komponente m in j-Richtung des Drehimpulses ist über den Operator b 
erhältlich, wobei m (die Magnetquantenzahl) die Werte –I, -I+1, … I-1, I annehmen kann. Mit 
den komplexen Eigenfunktionen Ψe,¢ergibt sich: I²Ψe,¢ = 	ℏ²( + 1)Ψe,¢        (F. 24) 
Ib'Ψe,¢ = 	ℏ²Ψe,¢         (F. 25) 
Somit gilt: 
Ψ(t) = 	∑ (B¢¢ () ∗ Ψe,¢)         (F. 26) 
oder in Bra-Ket-Notation 
|Ψ(t) = 	∑ B¢¢ ()|,        (F. 27) 
Die Gewichtungsfaktoren cm(t) sind normiert ( ∑ |B¢() |¢ = 1 ). 
Die Eigenfunktionen sind wie in [KEE04] beschrieben, orthonormal, d.h. 
Ψe,¢∗ Ψe,¢¤ = Ψe,¢∗ Ψe,¢¤ = ¥1	ü	 = ′0	ü	 ≠ ′     (F. 28) 
Der komplexe Vektor |Ψ()  der zugehörigen Funktion Ψ()  hat genau m=2I+1 
Komponenten, so dass ein Operator auf dieser „vektorisierten“ Funktion die Form einer m-
m-Matrix haben muss. Die Elemente dieser Operatormatrix Qi,j sind gegeben mit 
8cY, = ~8c.          (F. 29) 
           (s. F.6) 
Ein Spin-1/2-System (das nicht für NQR-Experimente, jedoch NMR-Spektroskopie geeignet 
ist) hat demnach die drei Operatoren 
b% = f 0 1/21/2 0 g, b& = f 0 ~/2~/2 0 g und b' = f1/2 00 1/2g.          (F. 29.1-3) 
                    (s. F.12 f.) 
Die 2I+1 Eigenfunktionen werden mit α, β, … bezeichnet. Für ein Spin-½-System sind z.B. die 
Eigenwerte des Operators Iz gegeben durch die Gleichungen 
b'|Z =  ℏ|Z und b'|¨ =   ℏ|¨.       (F. 30) 







Wie im vorangegangenen Kapitel gezeigt, besitzen einige Atomkerne, namentlich jene mit 
einem Spin  ≥   ein elektrisches Quadrupolmoment und diesem zugeordnet 
kernumgebungsabhängige Übergangsfrequenzen zwischen den Energieniveaus Y. Diese 
Energieniveaus werden durch die Eigenfunktionen und Eigenwerte des Hamiltonoperators 
beschrieben. 
Der Gesamthamiltonoperator für das Spinsystem ist 
_` = _`a + _`© + _`ª + _`« + _`I + _`¬       (F. 31) 
mit den Anteilen der Quadrupol-Wechselwirkung (Index Q), Kopplung mit dem anregenden 
Feld (p), magnetischer Dipol-Dipol-Wechselwirkung (D), Zeemann-WW (Z), chemischer 
Verschiebung (r) und indirekter Kopplung (J). 
Die zeitliche Entwicklung des Systems lässt sich also durch gezielte Beeinflussung des 
Hamiltonoperatoranteils _` p steuern. Die Anregung im NQR-Experiment entspricht jener im 
NMR-Experiment. Die Kernspins sind dabei aber, wie in obigen Kapiteln erläutert, am 
internen elektrischen Feld des Probenmaterials ausgerichtet und präzedieren um diese 
Achse. 
Bei der (freien, also ungehemmten) Rückkehr aus dem angeregten in den 
Gleichgewichtszustand lässt sich (auch dies analog zum NMR-Experiment) ein sich 
änderndes Magnetfeld detektieren, welches ebenfalls eine charakteristische Frequenz 
aufweist. Ein maximales Signal erhält man, wenn die Auslenkung der Präzessionsachse des 
Spins nach dem Puls 90° (­/2) beträgt16. 
Auf Grund der Analogien zwischen NMR- und NQR-Spektroskopie sei bezüglich Anregung 
des Systems und Signaldetektion an dieser Stelle ausdrücklich auf Literatur zum Thema 
NMR-Spektroskopie verwiesen (z.B. [FRI99]) 
Die zeitliche Entwicklung des Systems lässt sich mit den Operatoren b (vgl. F. 29.1-3) zum 
Dichteoperator 
®() = ∑ @()b         (F. 32) 
zusammenfassen. 
In der NMR-Spektroskopie stellt sich der Dichteoperator im Gleichgewichtszustand 
besonders einfach dar, da nur Magnetisierung in z-Richtung vorliegt. Die 
Proportionalitätskonstante wird gewöhnlich vernachlässigt, so dass ®(0) = b'  gilt. Der 
Hamiltonoperator bei freier Präzession ist _`¯ = °b'. Der Hamiltonoperator eines Pulses ist _`©, = °©b. Damit lässt sich die Entwicklung eines Spinsystems unter dem Einfluss 
externer Pulse und Pulspausen betrachten.  
                                                             
16 Um diese Auslenkung zu erreichen, ist eine bestimmte Energie nötig, so dass bei konstanter 





Der Dichteoperator ®() lässt sich aus dem Ausgangszustand ®(0)	mit folgender Formel 
ausdrücken 
®() = ®(0) ∗ hJY±`² ∗ hY±`².        (F. 33) 
Geht man beispielsweise von einem Puls in x-Richtung der Dauer ©	aus, so ergibt sich (in 
der NMR-Spektroskopie, s. Kapitel 3.1) 
®]©^ = b' ∗ hJY³´²´er ∗ hY³´²´ebr = b' cos]°©©^  b& sin]°©©^.   (F. 34) 
Ein Puls in x-Richtung „klappt“ die Spins also in Richtung –y und der „Kippwinkel“ ist 
abhängig von Frequenz und Dauer des Pulses ([KEE04]). Nach dem Puls kehrt das System 
mit _`¯ = °' in den Ausgangszustand zurück. Der Dichteoperator ergibt sich zu 
®]© + ^ = ]b' cos]°©©^  b& sin]°©©^^ ∗ hJY³G¶ebt ∗ hY³G¶ebt .   (F. 35) 
Bei der Rückkehr in den Ausgangszustand wird die bei der Anregung vom System 
aufgenommene Energie wieder abgegeben. Dies geschieht in Form magnetischer Felder, 
welche in der jetzt abgeschalteten Spule einen Strom induzieren. Dieser kann als Spannung 
verstärkt und gemessen werden. 
Da dieser Vorgang ohne äußere Einwirkung sozusagen „frei“ geschieht und das induzierte 
Signal mit der Zeit schwächer wird, wird das Signal FID (von engl.: free induction decay) 
genannt. 
Weil diese induzierten Ströme sehr klein sind, ist das gemessene Signal sehr klein – oft 
sogar so klein, dass es bei einer einmalig durchgeführten Messung nicht vom Rauschen zu 
unterscheiden ist. Daher werden Messungen oft wiederholt und die Messsignale 
akkumuliert, das heißt aufaddiert. Um auf diese Weise das Signal/Rausch-Verhältnis zu 
verdoppeln, benötigt man jedoch die vierfache Anzahl an Messungen. Dies erhöht natürlich 
die Gesamtmesszeit, zumal vor jeder erneuten Messung sicherzustellen ist, dass das 
Spinsystem sich möglichst weit dem Gleichgewichtszustand angenähert hat. Deshalb kommt 
es zu den in Kapitel 1.1 genannten Beschränkungen bei der Anwendung von NQR/NMR-
Verfahren. 
Durch geschickte Wahl der Puls- und Pausenzeiten, Pulsphasen und weiteren Parametern 
ist es möglich, sich bestimmte Spineffekte nutzbar zu machen, um beispielsweise Spin-Echos 
hervorzurufen oder Pulsartefakte im FID zu minimieren. Die Abfolge von Pulsen, Pausen 
und deren Parametern wird Pulssequenz genannt. 
Mit diesen Grundlagen sei hier auf [KEE10], [BLO55] und [SUI06] verwiesen. Dort wird 
genauer auf die Anregung und insbesondere auf die darauffolgende Signaldetektion (s. dazu 






4.1 Prinzipieller Aufbau 
In den vorigen Kapiteln wurde gezeigt, wie eine Probe durch einen elektrischen Puls bei 
ihrer Resonanzfrequenz angeregt werden kann und diese in der Folge ein Signal in der Nähe 
dieser Frequenz erzeugt. Das resultierende Signal ist der FID. Den zeitlichen Ablauf eines 
einfachen NQR-Experiments zeigt Abbildung 6. 
 
Abbildung 6: Beispielhafter Ablauf eines einfachen NQR-Experiments [GRE13] 
Ein NQR-Spektrometer muss in der Lage sein, solch einen Puls exakt zu erzeugen und das 
Probensignal aufzunehmen. Sinnvollerweise sollte zudem eine Signalweiterverarbeitung 
stattfinden, die das „Nutzsignal“ von möglichst allen anderen spektralen Anteilen zu trennen 
vermag. 
Da ein NQR-Experiment aus einer oft zu wiederholenden, meist sehr komplexen Sequenz 
von Anregungspulsen, Pausen und Signaldetektion besteht, wird diese Sequenz mit einer 
speziellen Software erstellt und an die Konsole weitergeleitet (engl.: pulse programmer, 
PPG).  
Die folgenden beiden Absätze beziehen sich auf die Abbildungen 1 und 2 in Kapitel 1.3. 
Zur Generierung eines geeigneten Anregungssignals wird im PPG zunächst ein Puls von 
geeigneter Dauer und Frequenz erzeugt, dieser anschließend verstärkt (engl.: pulse power 
amplifier) und schließlich über einen transcoupler17 auf den Probenkopf gegeben. Der 
Probenkopf enthält einen Schwingkreis aus einer Spule und zwei Kondensatoren 
veränderbarer Kapazität. Damit kann die Resonanzfrequenz und Impedanz des 
Probenkopfes an die Resonanzfrequenz der Probe (bzw. deren Spinübergängen) angepasst 
werden. Der Einstellungsvorgang wird mit tuning und matching bezeichnet. Die 
Kondensatoren entsprechend Tuning- und Matchingkondensator. Die Probe befindet sich im 
                                                             
17 Ein Bauteil mit spezieller Diodenanordnung, welche Signale mit großer Amplitude vom Eingang 





Inneren der Spule und ist somit für die Dauer des Pulses den elektrischen und magnetischen 
Feldern ausgesetzt. 
Die Spule dient im Anschluss auch zur Signaldetektion, wobei zunächst eine kurze 
Zeitspanne zum Abklingen der noch im Schwingkreis verbliebenen Energie benötigt wird, 
um die empfindliche Empfängerelektronik nicht zu gefährden (engl.: ring down delay, dead 
time). Das in der Spule induzierte Signal wird dann zurück über den transcoupler (und ggf. 
über Filter) auf einen Vorverstärker gegeben und kann im Anschluss entweder zunächst 
analog oder aber gleich digital weiterverarbeitet werden. 
4.2 Signalaufbereitung 
4.2.1 Analoge Signalaufbereitung 
Die Signalaufbereitung findet zumeist, und so teilweise auch bei der in den 
Voruntersuchungen verwendeten Hardware, analog statt. 
Das vorverstärkte Signal enthält Informationen über die elektrische Umgebung des Kerns in 
Form von Verschiebungen der Resonanzfrequenz I um wenige kHz (I + 7). Daher wird es  
zunächst mit einem reinen Sinussignal höherer Frequenz ¢ = I + · gemischt, d.h. im 
Zeitbereich multipliziert. Im Frequenzbereich bedeutet dies eine Spiegelung des Signals an 
der Mischfrequenz im Abstand I . Im Spektrum entstehen dadurch zwei neue 
Frequenzanteile bei ¢  I. Nun wird das so entstandene Signal erneut gemischt, und zwar 
mit der Frequenz ·18. Dadurch entstehen aus den zwei Frequenzen schließlich vier 
Frequenzen, nämlich (¢  I)  ·. Wie leicht ersichtlich ist, ist ¢  I  · = 0. Da aber 
das Signal um einige kHz verschoben vorliegt, bleibt genau diese Verschiebung δ als relativ 
niederfrequentes Signal übrig. Es lässt sich durch einen Tiefpassfilter von den drei 
hochfrequenten Frequenzen trennen und mit einem geeigneten19 Analog-Digital-Wandler 
(engl.: analog to digital converter, ADC) digitalisieren und am PC darstellen. 
4.2.2 Digitale Signalaufbereitung 
Bei der digitalen Signalaufbereitung wird bereits das vorverstärkte Signal digitalisiert. Ein 
großer Vorteil liegt dabei darin, dass man auf die Bauteile zum analogen Mischen 
(Multiplizierer, Tiefpassfilter usw.) verzichten kann. Insbesondere müssen keine analogen 
Mischsignale (¢und ·) bereitgestellt werden. Größter Nachteil dieses Verfahrens ist, dass 
der verwendet ADC zur korrekten Erfassung sämtlicher spektralen Anteile des Signals mit 
mindestens der doppelten Resonanzfrequenz des beobachteten Kernspinübergangs 
arbeiten muss. Im Falle von NQR-Experimenten mit meist deutlich unter 100 MHz sind 
solche Bauteile heutezutage bereits billiger als analoge Mischtechnik. Für NMR-Experimente 
mit mehreren 100 MHz Resonanzfrequenz stellt sich die Situation jedoch anders dar. Es ist 
jedoch davon auszugehen, dass auch in der NMR-Spektroskopie mittelfristig volldigitale 
Spektrometer erschwinglich werden. 
  
                                                             
18 In der LapNMR360 Konsole geschieht dies bereits digital, s. Anhang 4.3.2. 
19 Nach dem Theorem von Whittaker, Kotelnikow und Shannon muss die Abtastrate des ADC 




4.3 Kommerzielles System 
Das kommerzielle NQR-System basiert auf einer LapNMR360 Konsole (Datenblatt siehe 
[TEC1] von TecMag Inc., welche für NQR-Experimente mit Pulsverstärker, Transcoupler20 
und Signalvorverstärker21 modifiziert wurde. Die Pulserzeugung geschieht mittels direct 
digital synthesis (DDS). Die teilweise analoge Signalaufbereitung (s. Kapitel 4.3.3) passiert im 
RF-Receiver, von wo aus das gemischte Signal auf einen 14-Bit ADC mit 50 MHz 
Samplingfrequenz weitergeleitet wird. Die so erhaltenen Daten werden an die digitale 
Empfängereinheit (digital receiver) geleitet und dort weiterverarbeitet. 
 
Abbildung 7: TecMag LapNMR Hauptplatine [NMRS] 
Das LapNMR-Mainboard ist über USB mit dem Steuerrechner verbunden. Auf diesem läuft 
die Anwendung TNMR, welche der Erstellung der Pulssequenz, deren Darstellung und 
Weiterverarbeitung der empfangenen Daten dient. 
Der Probenkopf ist eine NQR Autotune Probe 1-40 MHz, ebenfalls von der NMR Service 
GmbH. Die experimentell relevanten Bauteile des Probenkopfes sind zwei Kondensatoren 
und eine Solenoid-Spule in deren Innenraum ein Reagenzglas mit der Probe eingeführt 
werden kann. Die drei Elemente bilden einen abstimmbaren Schwingkreis, dessen 
Resonanzfrequenz für das durchzuführende Experiment angepasst werden kann. 
                                                             
20 Beides von NMR Service GmbH, Erfurt. 




Die Probe selbst besteht aus Kupferoxid (CuO), welches (bei Raumtemperatur) eine NQR-
Resonanzfrequenz von 26,1 MHz besitzt. 
Neben den TX- und RX-Signalleitungen für Puls bzw. Probensignal sind zusätzliche 
Steuerleitungen (engl.: extra control lines) über einen 16-Pin Stecker verfügbar. Eine dieser 
Leitungen steuert den Pulsverstärker (unblanking), eine weitere steuert einen Schalter 
hinter dem Signalvorverstärker und schützt damit die empfindliche Empfängerelektronik 
vor Pulsanteilen, die den Transcoupler entgegen der vorgesehenen Richtung verlassen. 
 
Damit stellt sich das Gesamtsystem wie folgt dar: 
 






Für die Analyse des Signalwegs in der Konsole wurde in der TNMR Software eine für NQR-
Experimente übliche Pulssequenz22 erstellt. Die Pulssequenz stellt sich mit der Software 
folgender-maßen dar: 
 
Abbildung 9: Pulssequenz in TNMR Software 
Zunächst wird auf den relevanten Leitungen TX und RX (Sender und Empfänger, engl.: 
transmitter, receiver) ein Phasenreset durchgeführt (F1_PhRst, RX_PhRst). Die Leitung 
RX_Blank ist ein 3 V TTL (Transistor-Transistor Logik) Signal, welches bis zum Ende des 
Pulses die Empfängerleitung RX abschaltet (engl.: blanking). Die Leitung 1H_Unblank schaltet 
nach 15 µs mit einem TTL-Signal den Pulsverstärker an. Die eigentliche Pulssequenz beginnt 
nach 25 µs mit dem ersten 2 µs andauernden Puls, dessen Phasenlage in F1_Ph festgelegt ist. 
Die Leitung F1_TxGate schaltet das noch unverstärkte Signal auf die TX-Leitung. 
Anschließend wird für 20 µs die TX-Leitung geblankt, so dass kein Signal am Verstärker 
ankommt. Im Anschluss folgt ein zweiter Puls von 2 µs Dauer, der 90° phasenverschoben 
zum ersten Puls ist (Phasenverschiebung wieder in F1_Ph). Mit dem Ende des zweiten Pulses 
wird der Pulsverstärker über die 1H_UnBlank-Leitung abgestellt. 
Nach den Pulsen folgt eine 10 µs Pause, während der die RX-Leitung noch immer geblankt 
ist (s. Kapitel 4.1, ring down delay). Dann wird das RX-Blanking abgestellt und das Signal 
über einen mit AHOP getriggerten Schalter (3 V TTL) zum Empfänger durchgeleitet. Der ADC 
wird zur Datenaufnahme (engl.: acquisition) weitere 10µs später phasengenau angeschaltet 
(Acq, Acq_phase). Es wird mit 1 MS/s gesampelt, so dass die Aufnahmedauer (engl.: 
acquisition time) für 128 Datenpunkte 128 µs beträgt.  
Schließlich wird das gesamte System abgestellt und für eine last delay (zu Deutsch etwa: 
Abschließende Pause) genannte Dauer abgewartet, bis das Spinsystem in der Probe sich 
dem Gleichgewichtszustand wieder hinreichend angenähert hat. 
                                                             
22 Sequenz aus zwei 90° phasenversetzten Pulsen in zeitl. Abstand τ, Detektion nach τ nach dem 




Diese Pulssequenz wird ständig wiederholt, wobei die erhaltenen Messdaten zu den 
vorherigen addiert werden (Akkumulation). Damit lässt sich der Signal zu Rausch Abstand23 
(engl.: signal noise ratio, SNR) erhöhen, wobei (wie schon beschrieben) eine Verdoppelung 
der SNR eine Vervierfachung der Wiederholungszahl (und damit der Messzeit) benötigt. 
Da es bei häufiger Akkumulation bei diesem Experiment zu Artefakten kommen kann, die 
sich in einem nicht der Nulllinie annähernden Signal äußern, wurde bei jeder Wiederholung 
der Sequenz eine andere der vier möglichen Kombinationen von 90° phasenversetzten 
Pulsen (X/Y, X/-Y, -X/Y, -X/-Y) verwendet. Dieses Verfahren wird als phase cycling 
bezeichnet und ist über den Kanal F1_Ph realisiert. Da auch die Datenaufnahme 
phasengenau erfolgen kann, wiederholt sich die Sequenz erst nach acht Durchgängen in 
exakt der gleichen Weise. 
 
 
Abbildung 10: Phase cycling Pulse (Ausschnitte von Oszillosokop-Screenshots) 
  
                                                             




4.3.2 Signale in der Konsole und ihre Spektren 
Alle hier dargestellten Signale wurden am kommerziellen NQR-System mit einer reinen 
CuO-Probe aufgenommen. Gemessen wurde ein einzelner Sequenzdurchlauf (engl.: single 
shot, keine Akkumulation) mit 5 GS/s24 um möglichst viele Frequenzen zu erfassen. Das 
Spektrum ist jedoch nur bis 100 MHz dargestellt, um den relevanten Bereich um 26,1 MHz 
besser abzubilden. Die Amplitude der Spektren ist so normiert, dass die Gesamtfläche unter 
der Kurve stets 1 ergibt. 
Der erste zugängliche Punkt in der Signalkette ist das Eingangssignal des Pulsverstärkers. Es 
stellt sich wie folgt dar: 
 
Abbildung 11: Signal am Verstärkereingang 
Das unverstärkte HF-Signal hat eine Amplitude von 3 Vpp. Erwartungsgemäß sind die 
beiden Pulse 2 µs lang, in 20 µs Abstand und 90° phasenversetzt (s. Kapitel 4.3.1, 
Phasenverschiebung in dieser Darstellung nicht erkennbar). Im Spektrum zeigt sich eine 
zusätzliche Oberschwingung bei 52,2 MHz. Der vergrößerte Spektrumsausschnitt zeigt die 
für Pulse typische Form eines quadrierten Sinus cardinalis. 
Das nächste aufnehmbare Signal ist das Ausgangssignal des Verstärkers. Hier nicht gezeigt 
ist der konstante 3 V-Pegel zum Verstärker-unblanking. 
                                                             






Abbildung 12: Signal am Verstärkerausgang 
Am Ausgang des Verstärkers zeigt das Signal einen zusätzlichen Ausschlag genau 10 µs vor 
dem ersten Puls. Dies ist der Einschaltimpuls des Verstärkers (Unblanking), welcher 
Frequenzen <10 MHz enthält. Das verstärkte Signal zeigt zudem ein starkes Überschwingen 
(ca. 50 %) am Pulsbeginn und ein leichtes Nachschwingen am Ende des ersten Pulses. Das 
Ende des zweiten Pulses fällt zeitlich genau mit dem Abschalten des Verstärkers zusammen, 
so dass hier das Nachschwingen kürzer ausfällt und bei Frequenzen um 5 MHz stattfindet. 





Das Signal wird nun über den Transcoupler an den Probenkopf geleitet. Dieses Signal zeigt 
die folgende Abbildung: 
 
Abbildung 13: Signal am Probenkopf 
Am Probenkopf zeigt sich das Einschwingen des Schwingkreises durch ansteigende 
Pulsamplituden und auch der Ausschwingvorgang (ring down) ist erkennbar. Die maximale 
Pulsamplitude von 55 V wird jedoch nahezu erreicht. Zu Beginn jedes Pulses ist eine wenige 
Schwingungen andauernde Spitze erkennbar, welche vermutlich auf das Schalten des 
Transcouplers zurückführbar ist. 
Im Spektrum taucht eine weitere Oberschwingung der Anregungsfrequenz bei 78,3 MHz auf, 
wohingegen die Frequenzanteile bei 5 MHz verschwinden. Dafür entstehen neue Anteile bei 






Der zweite Ausgang des Transcouplers ist der Eingang des Messsignal-Vorverstärkers. Das 
Signal an dieser Leitung ist hier gezeigt: 
 
Abbildung 14: Signal nach Vorverstärkung 
Das Signal nach dem Vorverstärker zeigt, dass der Transcoupler die Pulse und den 
Einschaltimpuls vom Pulsverstärker nicht ausschließlich zum Probenkopf leitet. Dies erklärt 
den zusätzlich eingebauten Schalter (RX-blanking), der über ein TTL-Signal erst nach den 
Pulsen und ring down das Signal zur Empfängereinheit durchleitet. 
Im Spektrum dominieren weiterhin der Puls-Peak und seine Oberschwingungen. Erstmals 





Das durch den Schalter veränderte Signal ist das Eingangssignal in die analoge 
Empfängereinheit und damit das Signal, welches im volldigitalen System das Eingangssignal 
des ADC ist. 
 
Abbildung 15: Signal nach TTL-Schalter (Signal am Empfänger, RX-Leitung) 
Man erkennt im Zeitbereich, dass das RX-blanking (hellblauer Bereich) Signale mit hoher 
Amplitude noch durchlässt, wenn auch sehr stark gedämpft (ca. Faktor 5000, -73 dB). Die 
Notwendigkeit des ring down delays erschließt sich sofort, wenn man die Amplitude direkt 
nach dem RX-blanking betrachtet. Man erkennt ebenfalls, dass die Amplitude des 
„Nutzsignals“ während der Datenaufnahme (hellroter Bereich) nahezu der Rauschamplitude 
entspricht. Nichtsdestotrotz ist es möglich, bereits mit den hier akquirierten Daten die 
weitere Signalaufbereitung nachzuvollziehen. 
Das Frequenzspektrum enthält noch viele störende Signalanteile, welche nicht in jedem Fall 
einem Vorgang oder Effekt zuzuordnen sind. Man erkennt einen ausgeprägten Peak bei 25 
MHz und dessen Oberschwingungen bei 50, 75 und 100 MHz, welche vermutlich auf 
Signalreflektionen im Leitungssystem zurückführbar sind. Des Weiteren wird der Peak bei 
ca. 11 MHz im Vergleich zu Abbildung 14 nicht gedämpft. Daraus folgt, dass die zu Grunde 
liegende 11 MHz-Schwingung noch oder erst nach dem RX-blanking auftritt. Weitere 
kleinere Signalanteile liegen bei 0,4, 2,8, 19,6, 23,2 und 29,2 MHz, deren Ursachen jedoch 
noch ungeklärt sind. Der Signalanteil bei 52,2 MHz ist eine Oberschwingung des 
Anregungssignals und tritt erstmals am Verstärkereingang auf. Da jedoch alle diese Signale 





Das Nutzsignal (der FID) befindet sich bei 26,1 MHz + δ, ist jedoch vom 26,1 MHz Peak der 
Anregung in dieser Darstellung nicht unterscheidbar. 
 
Der Vollständigkeit halber ist hier das 38,6 MHz Signal, mit welchem das analoge Mischen 
stattfindet, gezeigt. Man sieht deutlich den Phasenreset, welcher für eine phasenexakte 
Wiedergabe des FID notwendig ist. 
 





Das Eingangssignal für die digitale Empfängereinheit (ADC-Eingang) ist das Ergebnis des 
analogen Mischens und Filterns in der analogen Empfängereinheit (s. dazu auch Kapitel 
4.3.3) 
 
Abbildung 17: Signal am Analog-Digital Wandler 
Das analog gemischte und gefilterte Signal hat eine maximale Amplitude von 0,3 Vpp. Es 
wurde hier bewusst übersteuert, da die Datenaufnahme in der Konsole erst zum Zeitpunkt 
t=1,2*10-4 s beginnt. 
Im Spektrum zeigt sich, dass das Signal, welches am – in der LapNMR-Dokumentation mit 
„ADC In“ bezeichneten – Eingang anliegt, nur mit 38,6 MHz gemischt und mit einem 
Tiefpass von vermutlich etwa 20 MHz Grenzfrequenz gefiltert wurde. Man vergleiche hierzu 
mit Abbildung 20 (Spektren beim digitalen Mischen). Dies erklärt sich damit, dass für die 
Quadraturdetektion der zweite Mischungsschritt mit zwei 90° phasenverschobenen 
Signalen geschehen muss, welche separat und zeitgleich zur Verfügung gestellt werden 
müssen. Da kein Eingang solcher Signale an der „RF-Receiver“-Einheit gefunden wurde, 
geschieht dies nicht dort, sondern an der in der Dokumentation „Digital Receiver“ 
genannten Stelle. Der interne ADC des Boards muss daher mit mehr als 1 MHz (min. 
doppelte Grenzfrequenz des vorgeschalteten Tiefpasses, also ca. 40 MHz) getaktet sein, um 
alle Frequenzanteile für das Mischen noch an korrekter Stelle zu erfassen. Da die in der 
TNMR angezeigten Daten jedoch 1 MHz Samplingrate aufweisen, wird das Signal 




Damit ist der Verlauf der analogen Signale in der kommerziellen Konsole LapNMR360 
komplett dargestellt. 
4.3.3 Signalaufbereitung 
Für die weitere Signalanalyse wurde nun aus den Gesamtdaten (0 bis 2*10-4 s) 
ausschließlich der Bereich der Datenaufnahme betrachtet (1,3 – 2*10-4 s, rosa Bereich in 
Abbildung 15). Dies reduziert zum einen die Anzahl und Amplituden der störenden 
Signalanteile und ist zum anderen mit den realen Messbedingungen konform, da der Beginn 
der Datenaufnahme in der Pulssequenz ebenfalls erst 20 µs nach dem Ende des zweiten 
Pulses liegt. 
Die gefundene Mischfrequenz ¢  in der Konsole betrug 38,6 MHz. Mit der 
Anregungsfrequenz I = 26,1 MHz ergibt sich · zu 12,5 MHz (s. Kapitel 4.2.1). Dies deckt 
sich mit den Angaben im Datenblatt zur Konsole. Damit wurde nun das in der Konsole 
teilweise analog stattfindende Mischen und Filtern vollständig digital im Zeitbereich Schritt 
für Schritt durchgeführt und die Spektren (Frequenzbereich) analysiert25. 
Abschließend wurde für ein besseres Verständnis der Vorgänge beim Mischen und 
insbesondere zur Auffindung des FIDs bereits im RX-Signal (also vor dem Mischen und 
Filtern), der Vorgang mit vollsynthetischen, jedoch dem realen Signal nachempfundenen 
Daten durchgeführt. 
                                                             






Abbildung 18: Digitales Mischen, Filtern und Downsampling 
In Abbildung 18 ist zunächst das Originalsignal von der RX-Leitung dargestellt. Es wurde 
ebenfalls mit 5 GS/s gemessen und mit einem synthetischen Sinussignal von 38,6 MHz 
multipliziert, anschließend mit einem ebenfalls synthetischen 12.5MHz Sinussignal 
multipliziert, danach mit einem Tiefpassfilter mit 500 kHz Grenzfrequenz gefiltert und 
abschließend auf 1 MS/s herunterskaliert, indem nur jeder fünftausendste Messwert 
ausgelesen wurde (engl.: digital downsizing). Das downsizing dient an dieser Stelle nur der 




gemischten Spektrum, da der ADC in der Konsole ebenfalls mit 1 MHz arbeitet. Für ein 
volldigitales Spektrometer ist es nur zur Datenreduktion und damit schnellerer 
Verarbeitung und Darstellung sinnhaft. Da diese beiden Schritte jedoch ohnehin nicht 
zeitkritisch sind, kann später hierauf verzichtet werden. 
Die beiden letztgezeigten Signale sind das Nutzsignal, also der FID. 
Das von TNMR angezeigte Signal sei hier zum Vergleich gezeigt: 
 
Abbildung 19: FID in TNMR-Software 
Das 12,8*10-7 s lange FID-Signal wurde zur besseren Vergleichbarkeit auf ca. 7*10-7 s 
gekürzt. Die Phasenabweichung des TNMR-FIDs vom Resultat des digitalen Mischens 
resultiert aus dem nicht phasengenauen Samplingbeginn des RX-Signals und der nicht 






Zur weiteren Analyse wurden die Signale fouriertransformiert und das Betragsspektrum 
dargestellt. Auf die Darstellung von Real- und Imaginärteil wurde verzichtet, da das 
Probensignal mit dem Oszilloskop nicht phasengenau aufgenommen werden konnte. 
Die zu den eben erörterten Signalen gehörenden Spektren stellen sich folgendermaßen dar: 
 




Man erkennt, dass auch im Bereich der Datenaufnahme noch die meisten der Störsignale 
auftreten. Einzig der Peak bei 11 MHz ist weniger ausgeprägt als in Abbildung 15 und die 
beiden Anteile bei 52 und 54 MHz sind in dieser Darstellung nicht mehr erkennbar. 
Die Auswirkungen des digitalen Mischens werden in Kapitel 4.3.3.3 besprochen. Man sieht 
jedoch, dass nach dem Mischen ein Signalanteil bei ca. 99 kHz verzeichnet werden kann, der 
von den restlichen Signalanteilen durch den Tiefpass getrennt wird (Nulllinie im Spektrum 
für f > 600 kHz, daher bei 1 MHz beschnitten). Das mit 1 MHz gesampelte Signal weist eine 
spektrale Breite von 500 kHz auf und hat als einzigen Anteil das Nutzsignal, da durch den 
digitalen Tiefpass alle Signalanteile über 500 kHz – die ansonsten durch undersampling in 
das Spektrum eingefaltet würden – eliminiert sind. 
Das von TNMR bereitgestellte Spektrum zum Vergleich: 
 
Abbildung 21: Spektrum in TNMR-Software 
Das Spektrum der TNMR Software hat eine spektrale Breite von 1 MHz (±500 kHz, hier 
beschnitten abgebildet) und kann neben dem Absolutwert (blau) auch Real- (rot) und 
Imaginärteil (hier nicht gezeigt) darstellen26. Für erste Untersuchungen zur prinzipiellen 
Machbarkeit des volldigitalen Spektrometers ist dies jedoch nicht notwendig. 
Der Peak bei 99 kHz ist auch hier erkennbar. Jedoch erscheint er, da ein zweiseitiges 
Spektrum dargestellt wird, auf der negativen Seite. 
  
                                                             
26 Diese erhält man über ein Quadraturdetektion genanntes Verfahren, bei dem das Signal mit zwei 




4.3.3.3 Synthetisiertes Spektrum 
Zum besseren Verständnis der Vorgänge beim Mischen – auch wenn mathematisch leicht 
verständlich – wurde nun ein Signal synthetisiert, das dem gemessenen RX-Signal spektral 
ähnlich ist. Dazu wurden die im Spektrum erkennbaren Signalanteile mit ihrer ungefähren 
Amplitude (±10% des Maximums) als einzelne Sinusschwingungen (±5 kHz) betrachtet und 
jeweils gemischt, gefiltert und herunterskaliert (gedownsampelt). Dadurch ist es möglich, 
im Spektrum jedem Signalanteil eine eigene Farbe zuzuweisen. 
Die so erhaltenen Spektren zeigen, welcher Signalanteil des Ursprungssignals beim Mischen 





Abbildung 22: Mischen, Filtern und Downsizing eines synthetisierten Spektrums 
Nach dem ersten Mischvorgang (signal + 38.6 MHz) wird deutlich, dass für alle Y Ä ¢ zwei 
neue Peaks bei ¢  Y entstanden sind. Für Y  ¢ werden zwei neue Peaks bei Y  ¢ 
sichtbar, wobei diese teilweise durch die begrenzte Darstellung des Spektrums bis 100 MHz 
nicht dargestellt werden können. 
Analog dazu hat sich nach dem zweiten Mischvorgang (signal + 38.6 MHz + 12.5 MHz)die 
Anzahl der Peaks erneut verdoppelt. Jedoch wurde der Peak bei ursprünglich 26,1 MHz nun 
erwartungsgemäß auf 0, 26,1, 52,2 und 78,3 MHz gefaltet. Der um δ = -95 kHz dazu 




Dies entspricht exakt den Erwartungen und hinreichend genau auch den Messwerten der 
TNMR Software (s. Abbildung 21). Auch die resultierende Amplitude des Nutzsignals liegt im 
erwarteten Bereich. Nicht betrachtet wurden hier bewusst die Phasenlagen aller Signale, da 
diese durch die Messung mit dem Oszilloskop nicht mit der Messung mit der TecMag-





4.4 Volldigitales, FPGA-basiertes Spektrometer. 
4.4.1 Field programmable gate array 
Ein field programmable gate array (FPGA, dt. etwa: „im Anwendungsfeld programmierbare 
Anordnung von Logikgattern“) ist ein Logikbaustein, in welchen über frei miteinander 
verknüpfbare Bausteine eine logische Schaltung eingebracht werden kann. Damit können, 
von einfachen Zählern bis hin zu komplexen Mikroprozessoren, anwenderspezifische 
Schaltungen realisiert werden. Man spricht daher auch allgemeiner von programmable logic 
(engl.: programmierbare Logik, PL). 
4.4.1.1 Grundlagen 
Ein FPGA ist im Wesentlichen ein Feld von Basisblöcken, die jeweils aus einer 
Umsetzungstabelle (engl. lookup table, LUT) und einem Flipflop (1-Bit Register) bestehen. 
Die gewünschte Funktionalität des Basisblocks kann über die Zustände der SRAM27-Zellen 
im LUT gesteuert werden. Die Verschaltung der Basisblöcke (und anderer Komponenten, s. 
nächster Absatz) untereinander ist durch Multiplexer-Strukturen nahezu frei 
konfigurierbar. 
Weitere Komponenten eines FPGA sind Eingangs-/Ausgangsblöcke (input/output blocks, IO-
Blocks, IOB), Taktgeber (z.B. in Form von phase locked loops, PLL), Speicher (Block RAM) 
sowie ggf. komplexe  Strukturen wie Mikrocontroller und standardisierte Schnittstellen. 
Erstmals vorgestellt wurde das Konzept Ende der siebziger Jahre unter dem Oberbegriff 
programmable array logic [CHM1]. Mitte der achtziger Jahre führten Firmen wie Xilinx, Actel 
und andere darauf basierend FPGAs auch unter diesem Namen ein. 
FPGAs bieten sich auf Grund der großen Zahl möglicher Ein- und Ausgänge sowie der hohen 
Parallelisierbarkeit von Operationen vor allem dort an, wo große Datenmengen in kurzer 
Zeit anfallen und verarbeitet werden müssen. 
Schaltungen für FPGAs werden ähnlich einer Software in einer höheren Sprache (register 
transfer level language) wie z.B. VHDL (very high speed integrated circuit hardware 
description language) entwickelt28. Eine Einführung hierzu findet sich bei [MOL04] oder 
[LEH94]. Ein Synthesewerkzeug erstellt aus dem VHDL-Quellcode eine Netzliste, welche das 
festgelegte Verhalten für die gegebene Hardware festlegt. Diese Netzliste wird in einem 
mapping sowie place and route genannten Schritt29 schließlich möglichst optimal auf dem 
Gatter angeordnet. Das Ergebnis wird in einer Binärdatei (bitfile) abgespeichert, die die 
Zustände aller verwendeten SRAM-Zellen beschreibt. Diese Datei wird beim Start eines 
FPGA-boards geladen und implementiert somit die gewünschte Funktionalität. 
Hervorzuheben ist, dass zur Laufzeit bitfiles ge- und entladen werden können. Dabei ist 
jedoch sicherzustellen, dass die vorhandenen Ressourcen nicht mehrfach belegt werden. 
                                                             
27 Static RAM, flüchtiger Speicher, der jedoch im Gegensatz zum DRAM kein Auffrischen benötigt. 
28 Alternativ auch VeriLog, welches aber immer weniger eingesetzt wird. 
29 Eigentlich handelt es sich dabei um drei separate Schritte, die jedoch ohne Eingreifen des FPGA-




4.4.1.2 Verwendete Werkzeuge 
Xilinx bietet eine Toolchain30 an, die alle für die Erstellung eines Systems notwendigen 
Schritte abbildet. Die Xilinx ISE Design Suite enthält einen Editor für VHDL und 
Verilog und weitere benötigte Dateien und Werkzeuge für das Erzeugen einer Netzliste. 
Diese werden im Project Explorer angezeigt. 
 
Abbildung 23: Baumansicht des Projektes im ISE Project Explorer. 
Bestandteil der ISE Design Suite ist das Xilinx Platform Studio, kurz XPS, mit welchem 
man zusätzliche IP-cores wie Prozessor und Schnittstellen einbinden kann. An dieser Stelle 
der Toolchain lassen sich zusätzlich „Randbedingungen“ wie geringer Stromverbrauch, 
Gleitkomma- oder Echtzeitfähigkeit des Systems festlegen ([XPS]). Das Xilinx Synthesis 
Technology Tool (kurz XST) erstellt aus dem so erstellten Design eine Netzliste. Nach der 
ebenfalls integrierten translation, mapping (map) und place and route (par) Phase liegt 
schließlich ein bitfile vor.  
 
                                                             
30 Eine Toolchain besteht aus einer Reihe aufeinander aufbauender bzw. voneinander abhängiger 
Softwarekomponenten, die notwendig sind, um ein Ziel zu erreichen (z.B. Texteditor, Compiler und 





Abbildung 24: Toolchain im ISE Project Explorer 
Im Xilinx Software Development Kit (SDK), einer Modifikation der Eclipse IDE,  
kann nun in der Programmiersprache C Software für das System geschrieben werden. 
Insbesondere kann hier ein first stage bootloader (FSBL, s. Kapitel 5.1) als Projekt 
automatisch generiert und kompiliert werden. 
4.4.2 System on chip 
Als system on chip (SoC) oder auch system on a chip wird die monolithische Integration 
unterschiedlicher Funktionalitäten auf einem Siliziumwafer genannt. Dies können zum 
Beispiel ein Mikroprozessor, Speicher und Sensoren sein31. 
Im Entwicklungsprozess werden die benötigten Schaltungsteile meist nicht vollständig neu 
entwickelt, sondern es wird auf vorgefertigte Module (sogenannte intellectual property 
cores, IP-cores) zurückgegriffen. Dies können vollständige CPU-Kerne oder Peripherieblöcke 
wie Netzwerk- oder Audioanschlüsse sein. Die cores lassen sich dann zumeist noch an die 
eigenen Bedürfnisse (z.B. Cachegröße oder Pipelinelänge) anpassen. 
Eine spezielle Form des SoC ist das system on a programmable chip, welches die cores in 
einer FPGA-Matrix realisiert. Man unterscheidet dabei zwischen hard cores, die fest in der 
Matrix eingebunden sind und nicht verändert werden können, und soft cores, welche dazu 
im Gegensatz jederzeit – insbesondere auch im Betrieb – geändert werden können. 
  
                                                             
31 In dieser Form z.B. in aktuellen Smartphones mit CPU und RAM, Peripherieanbindungen (SIM-
Karte, Display usw.) und verschiedenen Sensoren wie Beschleunigung und Kompass. Erstmals 





Das AVNet ZedBoard ist eine Entwicklungsplatine mit Xilinx Zynq-7000 SoC auf FPGA-Basis. 
Sie verfügt über gängige Anschlussmöglichkeiten für PC-Peripherie (s. Abbildung 25). 
Besonders hervorzuheben ist an dieser Stelle der FMC-connector, an den ein hinreichend 
schneller und genauer ADC 32  angebunden ist. Durch einen eingebrachten ARM-
Prozessorkern (Cortex A9, 2 x 667 MHz, „Processing System“ in Abb. 24) ist es möglich, das 
Board mit einer aktuellen 32-Bit Linux33-Distribution zu betreiben. Prozessor, RAM und PL 
verfügen über ein gemeinsames Bussystem (AMBA 34 -Bus, AXI 35 ). Dies ermöglicht 
wechselseitige Zugriffe und schnellen Datentransfer. 
 
Abbildung 25: ZedBoard Block Diagramm ([AVN12]) 
                                                             
32 FMC-150, 200 MS/S, 14 Bit/S (ca. 8-faches Oversampling des 26,1 MHz Signals), s. Kapitel 4.4.4. 
33 „Linux“ bezeichnet eigentlich nur einen Betriebssystem-Kern, wohingegen eine Linux-Distribution 
neben dem Kern auch ein vom Distributor zusammengestelltes Softwarepaket beinhaltet. Im 
Folgenden wird diese Trennung jedoch wie allgemein üblich nicht so scharf gehandhabt. 
34 advanced microcontroller bus architecture, ARM Inc. Busspezifikation  




Ziel dieser Arbeit ist es, alle notwendigen Funktionen für die Durchführung eines NQR-
Experiments an einer Kupferoxidprobe auf dem ZedBoard zu implementieren. Das bedeutet, 
es muss erstens hardwareseitig ein IP-Core entwickelt werden, der die Signalerzeugung und 
Datenaufnahme sowie die notwendigen Triggerleitungen realisiert. Zweitens ist 
softwareseitig ein Linux Treiber (s. Kapitel 5.2) zu entwickeln, der die gewünschte 
Pulssequenz an die FPGA vermitteln und die aufgenommenen Daten an die 
Anwendersoftware weitergeben kann. Drittens und abschließend muss eine 
Anwendersoftware geschrieben werden, mit deren Hilfe man eine Pulssequenz erstellen 
kann und die die Messdaten weiterzuverarbeiten vermag (Kapitel 5.3f.). Auf Grund der 
Komplexität der Einzelaufgaben und dem begrenzten Zeitrahmen wurde das Projekt daher 
in die soeben genannten drei Bereiche aufgeteilt. (s. Kapitel 1.3). 
An dieser Stelle sei erwähnt, dass es neben der Möglichkeit die Software einem 
Betriebssystem (engl.: operating system, OS) zu „unterstellen“ auch die Möglichkeit einer 
bare metal application (standalone Anwendung) besteht. Dies bedeutet, dass die Software 
ohne OS lauffähig ist. Damit einhergehend verzichtet man zunächst auf den Komfort vieler 
OS-Funktionen (wie z.B. Netzwerkunterstützung u.a.). Anderseits verbraucht ein 
Betriebssystem Ressourcen wie Prozessorzeit, flüchtigen und nicht flüchtigen Speicher etc. 
Zudem sind zeitliche Abläufe in einem Betriebssystem meist nicht deterministisch36. Es 
empfiehlt sich daher, für die zeitkritischen Funktionen der NQR-/NMR-Experimente 
Echtzeitfähigkeit in der PL zu implementieren. 
Zum Start eines Systems (bare metal oder OS) ist eine spezielle Startsequenz notwendig. 
Diese Sequenz zeigt Abbildung 26. Zunächst wird die Startdatei (Boot ROM, meist 
„BOOT.BIN“) geöffnet. Darin enthalten ist in jedem Fall ein kompilierter first stage 
bootloader (FSBL, hier: „fsbl.elf“). Dieser wird geladen und ausgeführt, sobald die 
Stromversorgung der Platine hergestellt wird. Im Anschluss wird (optional) der Bitstrom 
(hier: „pl.bit“) zur Konfiguration der PL geladen. Dieser kann ebenfalls Teil der BOOT.BIN-
Datei sein. Danach wird der restliche ausführbare Code geladen, im Fall einer standalone 
Anwendung die Anwendung selbst, im Falle eines Betriebssystems der bootloader des OS 
(hier: „u-boot.bin“). Der OS Kernel (hier: Linux Kernel „zImage“), die kompilierte device tree 
Datei (hier: „devicetree.dtb“) und die RAM Disk (hier: „ramdisk8M.image“) können als 
Bestandteil der Bootdatei BOOT.BIN vorliegen oder als separate Dateien auf die SD-Karte 
geschrieben werden. Die Unterschiede sind in Abbildung 26 gezeigt. 
                                                             
36 Eine Ausnahme bilden hier die Echtzeitbetriebssysteme (engl. real time operating systems, RTOS), 





Abbildung 26: Startsequenzen für "bare metal" Anwendungen und Linux OS ([XIL12]) 
 
Ist der Linux-Kernel geladen, kann jede unter Linux lauffähige Anwendung gestartet 






Die FMC150 Erweiterungskarte von 4DSP für das ZedBoard bietet je zwei AD- und DA-
Kanäle. Der ADC arbeitet mit 14-Bit und maximal 250 MS/s, der DAC mit 16-Bit bis zu 800 
MS/s. Sie ist elektrisch und mechanisch über einen FMC37-Connector mit dem ZedBoard 
verbunden (s. Abbildung 27). Somit ist die Tochterkarte Teil des AXI-Bussystems. 
 
Abbildung 27: FMC150 Block Diagramm ([4DSP]) 
Für die Ansteuerung der FMC150-Karte wurde ein hauseigener SPI IP-Core verwendet. Aus 
bislang ungeklärten Gründen gelingt momentan jedoch die Ansteuerung des DAC noch nicht 
bzw. gibt dieser die digital vorgegebenen Signale nicht in der erwarteten Weise aus. 
Dies könnte an der Kopplung und Filterung des Ausgangs des DAC-Blocks liegen, die 
zusammen wie ein Bandpass mit 3 MHz unterer und 82 MHz oberer Grenzfrequenz wirken 
[4DSP]. Dies wird im Moment noch genauer untersucht. 
Als Fehlerquelle weitestgehend ausgeschlossen werden kann die Übertragung der Daten aus 
dem DAC-FIFO-Speicher (s. Abbildung 23 und Abbildung 33) zum DAC-Baustein auf der 
Tochterplatine. Die falsche Interpretation der Werte aus dem FIFO-Speicher ist ebenfalls 
eine unwahrscheinliche Fehlerquelle, da der DAC-Block die Daten im Zweierkomplement 
und Exzesskodiert verstehen kann. 
  
                                                             






Im Rahmen dieser Arbeit wurden unterschiedliche Softwarebestandteile entwickelt, 
5.1 Vorbereitung der PL und des Betriebssystems 
Zum Zusammenfügen der Einzelbestandteile der BOOT.BIN (s. Kapitel 4.4.3) bietet Xilinx 
das Werkzeug „bootgen“ sowie einen Erstellungsdialog (Wizard) im SDK an. Da das System 
von einer SD-Karte starten soll, werden alle benötigten Dateien auf eine bootfähige SD-Karte 
geschrieben. 
Der FSBL wurde aus dem von Xilinx bereitgestellten Beispielprojekt übernommen, musste 
jedoch noch für ARM-Prozessoren kompiliert und um die in der Anleitung angegebenen 
Codezeilen ergänzt werden (siehe [AVN12]). Aus bisher ungeklärter Ursache bootet ein 
System mit einem FSBL aus ISE 14.7 nicht korrekt. Der Fehler konnte auf die in ISE 14.7 
geänderte Initialisierungsroutine der SD-Karte eingegrenzt, aber noch nicht behoben 
werden. Es wurde daher auf die letzte als lauffähig bekannte Version des FSBL aus ISE 14.4 
zurückgegriffen. 
Das verwendete bitfile „spektrometer.bit“ zur Konfiguration der PL ist eine hauseigene 
Entwicklung, welche DAC und ADC Funktionalität über die zusätzliche Platine FMC150 zur 
Verfügung stellt. Das bitfile muss im Erstellungsdialog zwingend hinter dem bootloader als 
Datendatei eingetragen werden. (s. 4.4.3, Abbildung 26) 
Das verwendete Betriebssystem ist LinaroOS (Kernel 3.0.6). Der zugehörige bootloader „u-
boot“ wurde wie in [AVN12] angegeben erstellt und in die BOOT.BIN aufgenommen. Der 
kompilierte Kernel „zImage“ wurde separat auf der SD-Karte abgelegt, um ggf. einen 
Wechsel des Kernels zu erleichtern. 
Der Kernel benötigt für den Start jedoch noch zusätzliche Informationen über die 
verwendete Hardware. Diese finden sich in einer device tree genannten Datei. Aus der vom 
Entwickler editierbaren Quelltextdatei devicetree.dts kompiliert der device tree compiler 
(dtc) eine Binärdatei, welche gemeinhin als device tree blob (dtb)bezeichnet wird. Der 
bootloader lädt auch das device tree blob und reicht dessen Adresse an den Kernel weiter. 
Der Kernel kann nun die dtb-Datei einlesen und „kennt“ somit alle vorhandenen Ressourcen. 
BOOT.BIN, Kernelabbild und kompiliertes device tree file müssen zwingend auf einer FAT38-
Partition der SD-Karte liegen. Aus Gründen der Übersichtlichkeit sind alle im Rahmen dieses 
Projektes entstandenen und für das System benötigten ausführbaren Dateien (s. Kapitel 
5.3f), Kernel Module (s. Kapitel 5.2) und Shell-Skript-Dateien ebenfalls auf dieser FAT-
Partition abgelegt. Der „Rest“ der Linux-Distribution LinaroOS wurde auf eine zweite, ext4-
formatierte Partition kopiert. 
Die Anwendersoftware, die den Pulsprogrammer und die Datenaufnahme enthält, wurde in 
C geschrieben und in der Eclipse IDE 3.8 mit CDT-Erweiterung verwaltet. Als Compiler 
kam die GNU compiler collection gcc 4.8.1 zum Einsatz. Als Debugger auf dem x86-
System wurde gdb 7.6.1 verwendet. Als Speicherleck-Testprogramm wurde valgrind 
3.8.1 eingesetzt. Der cross-compiler gcc 4.8.1 für ARM-Prozessoren stammte aus der 
Sourcery Codebench 2013.11. 
                                                             




5.2 Linux Treiber 
Ein Treiber ist ein Computerprogramm, das ein spezifisches, mit dem Computer 
verbundenes Gerät steuert. Ein Anwendungsprogramm kann Treiberroutinen aufrufen, die 
von dort an das Gerät weitergeleitet werden. Auch der umgekehrte Weg ist möglich, so dass 
Daten vom Gerät an das Anwendungsprogramm weitergeleitet werden können. Mit der 
Struktur und Programmierung von Treiber unter Linux befasst sich ausführlich [QUA11] und 
[COR05]. 
Ist ein benötigter Treiber in den Betriebsystemkern integriert, spricht man von einem 
monolithischen Kernel. Wird der Treiber zur Laufzeit geladen (und ggf. entladen) ist der 
Kernel modular und der Treiber wird als Kernelmodul bezeichnet. 
Unter Linux wird zwischen dem Kernel Space und dem User Space unterschieden, die strikt 
voneinander getrennt sind. Anwendungen laufen im User Space und greifen auf Funktionen 
des Kernels zu. Treiber laufen im Kernel Space und haben Zugriff auf Hardwareressourcen. 
Die Struktur von Hard- und Software eines Linuxsystems ist schematisch in der folgenden 
Abbildung gezeigt. 
 
Abbildung 28: Software/Hardware-Architektur eines Linux-Systems 
Ein Schreibvorgang im User Space lässt sich z.B. mit den C-Funktionen fopen(), 
fprintf() und fclose() realisieren. Diese rufen im Kernel die Funktionen open(), 
write() und close() auf. Der Kernel wiederum ruft dann die treiberspezifischen 
Funktionen dev_open(), dev_write() und dev_release() auf. Im Treiber sind die 
physikalischen Adressen für die Schnittstelle hinterlegt, so dass diese schließlich 
angesprochen werden kann. Um den Treiber beim Kernel „anzumelden“ wird die Funktion 
module_init(initf) beim Laden aufgerufen. Der Kernel kann ab dann über eine 
eindeutige Nummer mit dem Treiber kommunizieren. Beim Entladen meldet sich der 




Der Treiber muss dafür sorgen, dass kein gleichzeitiger Zugriff auf die Geräteressourcen des 
von ihm unterstützten Gerätes erfolgen kann. 
In der vorliegenden Arbeit wurde ein modifizierter AXI-DMA-Treiber von Texas 
Instruments verwendet, der Daten in einen, dem Betriebssystem vorenthaltenen, 32 MB 
großen Speicherbereich schreiben und auch daraus lesen kann. Dieser Speicherbereich wird 
von einem Kernelmodul cmem.ko verwaltet. Es werden daher zwei Kernelmodule, „axi-
dma-test.ko“ und „cmem.ko“, benötigt. Beide Module liegen als separate Dateien auf der 
SD-Karte. Sie können entweder manuell über den insmod-Befehl geladen werden oder 
werden automatisch über das shell-script „loadmodules.sh“ eingebunden. 
Für den Zugriff stellt der cmem-Treiber zwei memory pools (dt.: Speichervorräte), je einen 
für DAC- und ADC-Daten, zur Verfügung, die über eine Gerätedatei im „/dev“-Verzeichnis 
des Betriebssystems zugänglich gemacht werden39. 
Auf dieser Basis wurden DMA Lese- und Schreibzugriffe für die Spektrometerhardware 
implementiert (s. Anhang 10.3.5). Auf Seiten der PL greifen die FIFO40s für DAC und ADC 
bislang direkt auf diesen Speicher zu. Daher muss gewährleistet werden, dass die DAC-
Ausgabe erst beginnt, wenn der DMA-Schreibvorgang vollständig abgeschlossen wurde bzw. 
der DMA-Lesevorgang erst beginnt, wenn der ADC seine Arbeit eingestellt hat. Dazu wird 
nach erfolgreichem Schreiben eine GPIO-Leitung getoggelt, die somit den eigentlichen 
Beginn des Experiments signalisiert. Für die Gewährleistung eines korrekten zeitlichen 
Ablaufs der Sequenz kann zu gegebener Zeit eine Echtzeit-engine (engl.: real time engine, 
RTE) in der PL implementiert werden. [GÖT11] 
Im ersten Schritt prüft die Anwendersoftware die korrekte Funktion beider Treibermodule. 
  
                                                             
39 Der Genauigkeit halber sei hier erwähnt, dass das Gerät sich als character-device einbindet. 





Der Pulsprogrammer verwendet (zunächst nur intern41) das Universal Protocol (UP), ein in 
C# entwickeltes binäres Anwendungsprotokoll zur Übertragung von Informationen unter 
anderem für NMR- und Ultraschallexperimente. Mit Hilfe eines Cross-Code-Generators 
wurde das Protokoll in C übertragen. [PUN12] 
Die Daten werden beim UP in Frames (engl.: Rahmen) vorgehalten, wobei diese auch 
geschachtelt werden können. Es gibt zwei Haupttypen von Frames. Request-Frames fordern 
eine Aktion an, der zugehörige Response-Frame liefert dann eine dem Request genügende 
Antwort. 
 
Abbildung 29: Universal Protocol frames (request und response) 
Für erste Experimente wurden nur die unbedingt notwendigen Frames jeweils als Request 
und Response implementiert. Dazu gehören GetDeviceInfoFrames zur Überprüfung der 
Hardware und RunSequenceSynchronFrames zum Konfigurieren und Starten einer 
Pulssequenz. Letztere Implementierung enthält die in Kapitel 4.3.1 genannte Pulssequenz 
als zunächst unveränderlichen Codebestandteil (s. Anhang 9.3.2). 
UP-Frames werden in C über Strukturen angelegt und mit neuen Daten befüllt. Zur 
Übertragung werden diese Daten serialisiert, das heißt in definierter Weise binär abgelegt. 
Insbesondere kommt dabei der im Serialisat (Binärstrom oder Binärdatei) enthaltene 
Frametyp über eine Kennziffer stets an definierter Stelle hinter der Startadresse zu liegen. 
Damit kann der serialisierte UP-Frame wieder deserialisiert werden, da somit die Struktur 
bekannt ist. Beim Deserialisieren werden die Daten wieder in eine Struktur eingelesen. 
                                                             
41  Client- und serverseitig auszuführende Codeteile liegen jedoch für eine einfache, spätere 





Abbildung 30: Übertragung von UP-Frames 
Für jeden Frametyp wurde ein „frame handler“ (s. Anhang 10.3.6) implementiert, der die 
serialisierten Frames deserialisieren und entsprechende Maßnahmen (z.B. Erstellung einer 
Antwort auf eine Anfrage) einleiten kann.  
Zum Erstellen der Pulssequenz im UP-Format (als RequestRunSequence-
SynchronFrame) legt die Software zwei ausreichend große42 int32-Arrays an (im Code 
mit int waveform[] und int timing[] bezeichnet). Die PL erwartet je ein 32-bit Wort 
für Daten und Wiederholungszahl. Im ersten Array repräsentieren die ersten zwei Byte 
jedes Integer-Wertes die vom DAC auszugebende Spannung, die verbleibenden zwei Bytes 
stehen für Trigger- und Schaltleitungen zur Verfügung (flags). Zusammen ergeben diese 
genau ein Datenwort für die RTE. Das zweite Array gibt an, wie oft der Wert im ersten Array 
wiederholt werden soll. Damit reduziert sich die Anzahl der benötigten Daten für eine 
maximal Wiederholungszahl von 4,3 Milliarden Takten43 auf 8 Bytes. Für häufigere 
Wiederholungen muss ein weiteres Wertepaar angelegt werden, dies ist jedoch zunächst 
nicht vorgesehen.  
Die Werte aus den beiden Arrays werden nun sequenziell als Werte in einen 
RequestRunSequenceSynchonFrame abgelegt, der anschließend serialisiert wird. Die 
folgende Abbildung gibt die hier erläuterte Datenstruktur noch einmal wieder. 
 
Abbildung 31: Aufbau eines value/timing Paares 
  
                                                             
42 8 Byte je Pause, 8 Byte je Takt wenn pulsend, s. Anhang 9.3.3 




Der serialisierte Frame wird von einem frame handler entgegengenommen. Dort werden die 
Daten byteweise in den vom CMEM-Treiber bereitgestellten TX-Puffer geschrieben und 
schließlich über den DMA-Treiber in den von der PL erwarteten Speicherbereich 
übertragen. Die DMA-Transferfunktionen wurden in einem Test mit einer anderen PL 
(einem anderen bitfile) auf dem ZedBoard bereits getestet und beendeten ohne 
Fehlermeldung. 
Die Pulssequenz ist nach obigen Schritten bereit zum Start und wird abgearbeitet, sobald 
die Anwendung ein entsprechendes Signal über GPIO gibt. 
5.4 Datenaufnahme 
Über ein Bit im zweiten Byte des waveform[]-Arrays wird die Datenaufnahme getriggert. 
Der ADC legt die Messwerte dann in den zweiten CMEM-Speicherpool, von wo aus sie in den 
RX-Puffer des DMA-Treibers kopiert werden und somit dem Programm im User Space zur 
Verfügung stehen. Da mit jedem Takt genau ein zwei Byte großer Messwert aufgenommen 
wird, ist die benötigte Puffergröße durch die doppelte Anzahl der Wiederholungen im 
timing[]-Array gegeben. 
Für erste Experimente wurde jedoch vorgesehen, dass der ADC die Daten in einem FIFO-
Speicher vorhält und die Software über den DMA-Treiber direkt auf diesen zugreifen kann. 
Die Datenaufnahme ist in der „finaltool“-Anwendung integriert. Auf eine 
programminterne Datenverarbeitung wurde vorerst verzichtet. Die Rohdaten werden in 
einer Textdatei abgespeichert und können mit jedem geeigneten Programm, insbesondere 
auch mit den im Anhang gezeigten MatLab-Skripten, ausgewertet werden. 
Wie in Kapitel 4.4.4 beschrieben, funktioniert der DAC-Teil der neu entwickelten Hardware 
noch nicht. Aus diesem Grund konnte noch kein vollständiges Experiment durchgeführt 
werden. Es konnte aber gezeigt werden, dass es möglich ist, mit der „finaltool“-
Anwendung Daten bis zur Systemebene der FMC150-Karte „durchzureichen“ und von dieser 
wieder entgegenzunehmen. 
5.5 Datenverarbeitung 
Die externe Datenverarbeitung sollte wie in den Kapiteln 4.2 und 4.3.3 beschrieben 
zunächst mit MatLab erfolgen. Die erhaltenen Spektren sollten mit denen aus Kapitel 4.3.2 
verglichen werden. Dies war jedoch aus oben genannten Gründen nicht möglich. 
Anschließend sollte die Funktionalität der MatLab Skripte in die Hauptanwendung 
übernommen werden. Da zum Zeitpunkt der Schriftlegung dieser Arbeit jedoch noch keine 
Experimente durchgeführt werden konnten, sei an dieser Stelle auf spätere 
Veröffentlichungen verwiesen44. 
  
                                                             




5.6 Programm „finaltool“ 
Die Ausgabe eines Durchlaufs der „finaltool“-Anwendung, die den „Pulsprogrammer“, 
Datenaufnahme und Datenverarbeitung vereint, sieht folgendermaßen aus: 
 
Abbildung 32: Ausgabe der "finaltool"-Anwendung 
Zunächst wird ein RequestDeviceInformationFrame aufgebaut und serialisiert. Der 
serialisierte Frame wird vom frame handler behandelt und ein ResponseDevice-
InformationFrame wird kreiert und serialisiert. Dabei wird überprüft, ob die benötigten 
Treiber geladen wurden. Dieser Frame wird ebenfalls serialisiert und dem frame handler 
übergeben. Der Erhalt eines Antwort-Frames ist die Bestätigung für eine bestehende 
Verbindung bzw. für die Korrektheit der UP Implementierung. Sollten bei der Überprüfung 
der Hardware Fehler aufgetreten sein, gibt der Framehandler für ResponseGetDevice-
InfoFrames eine entsprechende Meldung aus. (Abbildung 32, Zeile 1-7) 
Anschließend wird eine Sequenz in die dafür vorgesehene Struktur geladen und in ein 
hardwarekompatibles Format transkribiert (seq2PL()-Funktion, s. Anhang 9.3.3). Diese 
Daten werden in einen RequestRunSequenceSynchron-Frame kopiert und dieser 
wieder serialisiert und abgehandelt. Dabei werden die Daten per DMA-Transfer in den 
reservierten Speicherbereich kopiert. In obigem Screenshot tritt dabei ein Fehler auf, der 
die Anwendung in den „Simulationsmodus“ schalten lässt. Falls der Transfer erfolgreich ist, 
soll die Sequenz durch das toggeln eines GPIO-Pins starten. Die Anwendung wartet im 
Simulationsmodus jedoch nicht auf die Abarbeitung der Sequenz und das anschließende 
Einlesen der Daten. Stattdessen wird der Datenpuffer mit „Platzhalter-Daten“ gefüllt. 
(Abbildung 32, Zeile 8-12) 
Mit diesen Daten wird nun ein ResponseRunSequenceSynchronFrame gefüllt und 
dieser wie gehabt serialisiert und abgehandelt. Der frame handler für diesen Frametyp liest 
die enthaltenen Daten aus und schreibt sie in eine Textdatei. Damit ist das Programm 
beendet. Die schlussendlich in der Ausgabedatei gespeicherten Daten entsprechen in diesem 






Zunächst wurde ein kommerziell erhältliches NQR-Spektrometer bezüglich seiner 
Funktionsweise untersucht. Es zeigte sich, dass eine volldigitale Signalverarbeitung bei 
ausreichend hohen Samplingraten und 8-Bit Sampling möglich ist. Die für ein Experiment 
verwendeten Funktionen zur Vorbereitung und Datenanalyse in der zum System 
gehörenden Software TNMR konnten vollständig nachvollzogen und in MatLab 
implementiert werden. Insbesondere konnten die meisten Signalanteile des rücklaufenden 
Signals bestimmten, in der Sequenz definierten Vorgängen, zugeordnet werden. Des 
Weiteren konnte gezeigt werden, dass es für die digitale Signalverarbeitung weitgehend 
unerheblich ist, wie viele Störanteile im Signal enthalten sind. Voraussetzung dafür ist 
allerdings, dass das Sampling auf eine Weise geschieht, die keine Störsignale, insbesondere 
solche mit Frequenzen weit oberhalb der Anregungsfrequenz, in den Bereich des 
Nutzsignals zurückfaltet (Aliasing). 
Es wurde zusätzlich untersucht, ob bewusstes Verletzen des Samplingtheorems und damit 
einhergehend geringere Samplingraten eine Möglichkeit für ein volldigitales Spektrometer 
darstellt. Aufgrund von Aliasingeffekten, die ohne eine vorhergehende, analoge 
Tiefpassfilterung des Signals auftreten, wurde davon jedoch Abstand genommen. 
Somit konnte gezeigt werden, dass moderne, SoC-basierte Hardware für ein volldigitales 
NQR-Spektrometer geeignet ist. Da hierbei viele analog arbeitende Komponenten im 
Vergleich zu herkömmlicher Spektrometerhardware eingespart werden können, ist das 
resultierende Gerät kleiner und weniger störanfällig. Insbesondere entfallen die analog 
arbeitenden Komponenten und der zusätzliche Steuer-PC. Zudem ist das neue System durch 
die Verwendung von in großer Stückzahl produzierter Elektronik preisgünstiger. 
Für die Kommunikation zwischen Anwendersoftware und Hardware wurde außerdem ein 
vorhandener Linux-Treiber für DMA-Zugriffe für das ZedBoard angepasst. Ein zweites 
Treibermodul verwaltet den für die NQR-Hardware dedizierten Speicher. Für noch 
einfachere DMA-Zugriffe innerhalb des Hauptprogramms wurden die Funktionen der 
Treibermodule noch weiter gekapselt, so dass diese nun über die Funktionsaufrufe 
dma_read() und dma_write() erfolgen können. 
Schließlich wurde eine Konsolenanwendung erstellt, die eine Pulssequenz für NQR-
Experimente als zunächst unveränderlichen Codebestandteil enthält. Diese Pulssequenz 
wird in ein für den FPGA-Core verständliches Format transkribiert und mittels Universal 
Protocol übertragen. Schließlich werden die Daten via DMA der PL zugänglich gemacht, die 
daraufhin mit der Abarbeitung der Sequenz beginnt. Insbesondere werden dabei Pulse zur 
Anregung der Probe ausgegeben und das Antwortsignal aufgenommen. Das Antwortsignal 
wird wiederum in einen UP-Frame kopiert und aus diesem heraus auf nichtflüchtigen 
Speicher kopiert. Die Funktionalität dieser Anwendung konnte aufgrund ungelöster 
Probleme bei der DAC-Datenausgabe auf der Plattform bisher nicht im Experiment getestet 
werden. Der DMA-Transfer funktionierte in einem Test, bei welchem die PL den Speicher 





Zum Zeitpunkt der Schriftlegung dieses Dokuments konnte aufgrund technischer 
Schwierigkeiten bei der Zusammenführung von synthetisierter Hardware, Treibern und 
Endanwendersoftware sowie fehlender peripherer Hardware (Verstärker und 
Vorverstärker) noch kein Experiment mit dem neuen System durchgeführt werden. 
Ein Blockbild des neuen Systems und seiner Hard- und Softwarebestandteile zeigt die 
folgende Abbildung. Rot markiert sind dabei jene Elemente, die neu erstellt oder modifiziert 
wurden. 
 






7.1 Fertigstellung des Systems 
In Anbetracht des engen Zeitrahmens dieser Arbeit konnten nicht alle Teile des 
Gesamtsystems fertiggestellt werden. Daher liegen keine bestätigenden Daten eines 
erfolgreich durchgeführten Experiments vor. 
Für die Durchführung eines Experimentes muss zunächst die FMC150 Tochterkarte 
vollständig unterstützt werden. Dies gilt insbesondere für den DAC zur Pulserzeugung. 
Des Weiteren müssen Schaltleitungen für den Pulsverstärker und den RX-Schalter 
angebracht werden, um sämtliche periphere Hardware vom ZedBoard aus ansteuern zu 
können. Dazu müssen die GPIO-Pins bei der Hardwaresynthese einbezogen werden und ein 
zusätzliches GPIO-Treibermodul dem Betriebssystem Kernel zugänglich gemacht werden. 
Im letzten Schritt muss nun noch die FinalTool-Anwendung an die geänderte 
Systemumgebung angepasst werden. Die entsprechenden Stellen sind, soweit zum 
Zeitpunkt der Abgabe bereits absehbar, im Quellcode markiert. 
Sobald diese Hard- und Softwarevoraussetzungen erfüllt sind, muss die Anwendungs-
software auf dem System getestet werden. Dabei ist zu empfehlen, zunächst die DAC-
Ausgabe extern z.B. mit einem Oszilloskop zu erfassen und zur Verifikation der ADC-
Funktionalität diesen mit einem definierten Signal z.B. eines waveform-Generators zu 
betreiben. Die Ausgänge für Verstärker-unblanking und Vorverstärkerschalter sollten dabei 
ebenfalls überprüft werden. 
Ist die korrekte Funktionalität aller Systembestandteile bestätigt, kann die periphere 
Spektrometerhardware (Verstärker, Transcoupler, Probenkopf usw.) an die Plattform 
angeschlossen werden. Dabei ist zu beachten, dass die Eingangsimpedanz des Verstärkers 
50 Ohm beträgt. Vermutlich muss daher noch ein Impedanzwandler und/oder 
Vorverstärker vor den Pulsverstärker geschaltet werden. 
Im letzten Schritt gilt es nun, die Gemeinsamkeiten und Unterschiede in den Signalen des 
kommerziellen Systems und der neuen Plattform zu bestimmen. Dabei können die, in 
Anhang 9.2 gezeigten und für die Signalanalyse in Kapitel 4.3.2 verwendeten, MatLab-





7.2 Erweiterung der Software 
Nach Abschluss der in Kapitel 7.1 genannten Schritte kann eine Erweiterung des Systems 
erfolgen. Aus Gründen der Wartbarkeit, Wiederverwendbarkeit und Erweiterbarkeit im 
Rahmen einer universellen Messplattform für NQR-, NMR- und Ultraschallexperimente, 
sollten die Erweiterungen modular aufgebaut werden. 
Als primäre Ergänzung der jetzigen Benutzeranwendung sollte die feste Einbindung der 
Pulssequenz entfernt und durch eine flexible Lösung ersetzt werden. Dazu muss die 
Funktion LoadSequence() in der Quelldatei sequence.h geändert werden (s. Anhang 
10.4.2). Nach Meinung des Autors geschieht dies sinnvollerweise, in dem die Sequenz aus 
einer Datei eingelesen  wird. Für die Erstellung der Sequenz -Datei könnte eine zweite 
Anwendung mit grafischer Oberfläche unter Verwendung der Qt-Bibliothek entwickelt 
werden. Diese wäre sowohl unter Linux als auch unter anderen Betriebssystemen wie 
Windows lauffähig. 
Die (zur Zeit ausschließlich interne) Verwendung des Universal Protocol in der FinalTool-
Anwendung ermöglicht es, die Konsole auch über eine Netzwerkverbindung zu bedienen. 
Dazu muss der Aufruf der HandleFrame()-Funktion in der Datei framehandlers.h 
durch einen Sendevorgang z.B. mittels Socket-API substituiert werden. Zusätzlich muss 
dafür Sorge getragen werden, dass Client und Server nur die jeweils für sich notwendigen 
frame handler implementieren. 
Als drittes anzustrebendes Erweiterungsmodul kann die Implementierung der 
Datenverarbeitung – also das digitale Mischen, Filtern, downsampling und die Spektrums-
erzeugung – als zusätzliche Konsolenanwendung erfolgen. Dazu müssen die MatLab-Skripte 
(s. Anhang 9.2) in C-Quellcode umgewandelt werden. Alternativ bietet MatLab auch die 
Möglichkeit, Skripte als DLL-Kompilat auszugeben 45 . Das Konsolenprogramm sollte 
automatisch gestartet werden, wenn Rohdaten vorliegen. Die Informationen aus der 
Datenverarbeitung sollten dann abgespeichert werden. 
In einem vorläufig letzten Schritt könnte schließlich ein weiteres Programm mit grafischer 
Benutzeroberfläche entwickelt werden, welches alle Module aufrufen kann. 
  
                                                             
45 Damit ließen sich auch komplexe Vorausberechnung des zu erwartenden Signals, wie z.B. in 




7.3 Erweiterung der Hardware 
Wie in der Einführung dieser Arbeit erwähnt, eignet sich die hier vorgestellte SoC/FPGA 
basierte Lösung nicht nur für NQR-Experimente, sondern wäre auch für Ultraschall- und 
NMR-Untersuchungen geeignet. 
Da das System in seiner jetzigen Form bereits Frequenzen bis zu 83 MHz sinnvoll 
beherrscht, wäre für die Umstellung auf Ultraschallexperimente mit Frequenzen deutlich 
unter 83 MHz nur die periphere Hardware (Verstärker und Probenkopf) anzupassen. Durch 
den in Kapitel 7.2 vorgeschlagenen modularen Aufbau der Software müssten nur die Module 
für die Sequenzerzeugung und ggf. Datenverarbeitung (Bilderzeugung) ergänzt werden. 
Für NMR-Experimente müsste zusätzlich zur sonstigen Peripherie eine schnellere DAC-
/ADC-Kombination an das ZedBoard angeschlossen werden, da bei der NMR-Spektroskopie 
die Frequenzen in den meisten Fällen über 100 MHz liegen. Das Modul zur 
Datenverarbeitung für NQR-Signale wäre uneingeschränkt auch für NMR-Signale nutzbar. 
Das Universal Protocol unterstützt bereits sowohl Ultraschall- als auch NMR-Systeme. Daher 
könnte auf dem ZedBoard eine einzige Implementierung des UP in Kombination mit den 
vorhandenen Treibern und Steuerroutinen das neue System zu einer universell 
einsetzbaren Lösung für verschiedenartige Messaufgaben machen. 
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AD  analog to digital 
ADC  analog to digital converter, Analog-Digital-Wandler 
AMBA  advanced microcontroller bus architecture, Bus-Spezifikation von ARM Ltd. 
API  application programming interface, Schnittstelle zur 
Anwendungsprogrammierung 
AXI advanced extensible interface, Teil der AMBA 3 Spezifikation 
CDT  C/C++ development tooling, C/C++ Erweiterung für Eclipse 
CuO  Kupferoxid 
DA  digital to analog 
DAC  digital to analog converter, Digital-Analog-Wandler 
DLL  dynamic link library, dynamische Programmbibliothek 
DMA  direct memory access, direkter Speicherzugriff 
FID  free induction decay 
FPGA  field programmable gate array 
FSBL  first stage boot loader 
GmbH  Gesellschaft mit beschränkter Haftung 
GPIO  general purpose input/output, Allzweckeingabe/-ausgabe 
Hz  Hertz, Frequenzeinheit 
IDE  integrated development environment, Entwicklungsumgebung 
Int  integer, Ganzzahl 
IOB  input/output block, Element eines FPGA 
IP -core intellectual property core, wiederverwendbarer Block eines Chipdesigns 
LUT  lookup table, Umsetzungstabelle 
NMR  nuclear magnetic resonance, Kern-Magnet-Resonanz 
NQR  nuclear quadrupole resonance, Kern-Quadrupol-Resonanz 
OS  operating system, Betriebssystem 
PC  personal computer 
PL  programmable logic 
PPG  pulse programmer 
RAM  random access memory, flüchtiger Speicher 
ROM  read only memory 
RX  receiver, Sender 
s  Sekunde, Zeiteinheit 
S  Sample, Mengeneinheit 
SD  secure digital, (Flash)-Speicherkartenformat 
SoC  system on (a) chip 
SRAM  static RAM, statischer RAM 
SNR  signal to noise ratio 
TTL  transistor-transistor-logic 
TX  transmitter, Sender 
UP  universal protocol, Protokoll für sequenziell arbeitende Laborgeräte 
VHDL  very high speed integrated circuit hardware description language 





8.3 Formelzeichen Z Raumrichtung, ebenso ¨ und Å 
B Magnetfeldstärke 
B0 Magnetfeldstärke, externes Magnetfeld 
c Konstante 7 Kronecker-Symbol (1 für identische Indizes, sonst 0) h Elementarladung, Ladung eines Elektrons  elektrostatische Energie ÆZ¨Å Levi-Civita-Symbol, „Epsilon-Tensor“ ÆI relative Permittivität, Dielektrizitätszahl Æ Permittivität, dielektrische Leitfähigkeit des Vakuums 
f Frequenz · Frequenzoffset I Resonanzfrequenz ¢ Mischfrequenz ℏ reduziertes Plancksches Wirkungsquantum, Diracsche Konstante 
HF Hochfrequenz _`  (gesamt) Hamiltonoperator _`¯  Hamiltonoperator bei freier Präzession _` p Hamiltonoperator eines elektromagnetischen Pulses _`a Hamiltonoperator der Quadrupolwechselwirkung 
I Spinquantenzahl b Drehimpulsoperator b Drehimpulsoperator-Komponente 
m Magnetquantenzahl p Asymmetrie-Parameter  Potential (allgemeines) () Potential (ortsabhängiges)  Ortsvektor mit den Raumrichtungen (x, y, z) c allgemeiner Operator Ψ() zeitabhängige Schrödingergleichung, Zustandsfunktion $ Ladungsmenge 8! Matrixelemente des Quadrupolmomententensors 
 () Ladungsverteilung 
s Sekunde, Einheit der Zeit 
S Samples ®() zeitabhängiger Dichteoperator  Übergangsfrequenz zwischen Anregungszuständen 
V Volt 
Vpp Volt peak-peak, Spitze zu Spitze Spannung °  Kreisfrequenz ° Eigenkreisfrequenz, Resonanzkreisfrequenz °© Kreisfrequenz eines elektromagnetischen Pulses 
x Raumrichtung senkrecht zu y und z 
y Raumrichtung senkrecht zu x und z 
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9.1 Beispiel für ein Potentialfeld von sechs Ladungen 
Für das nähere Verständnis obiger Erläuterungen (Kapitel 2.2) ist es zielführend, ein 
einfaches Modellsystem zu betrachten. Dazu sei ein System von sechs Punktladungen q auf 
den Koordinatenachsen gegeben. Der Abstand der Ladungen zum Ursprung auf der z-Achse 
sei ±a, der Abstand jener auf den anderen Achsen ±b. 
 
Die sechs Ortsvektoren ?0der Ladungen sind damit gegeben: , = (0,0, @) 6,D = (A, 0,0) Ç,> = (0,A, 0) 
Das Potential  ist in diesem kristallähnlichen System eine Funktion des Ortes : 
() = $4­ÆÉ 1|  ?0|Y  
Die Komponenten des elektrostatischen Feldgradiententensors erhält man durch Ableiten, 
z.B. für ~ = 3: ,, f 1|  (A, 0,0)|g =    AË](  A)^ + )² + *²)6 
,²,² f 1|  (A, 0,0)|g =  1Ë](  A)^ + )² + *²)6 +




Da des Weiteren nur das Potential im Ursprung interessiert, können für %%|0 die 
Koordinaten  = ) = * = 0 gesetzt werden. Es bleibt 
%%|0 = $2­Æ ∗ f 1@6 + 1A6g 
Da das Modell eine Rotationssymmetrie zur z-Achse aufweist, folgt sofort 
%%|0 = &&|0 
Wie im vorherigen Abschnitt gezeigt, muss die Spur des Tensors verschwinden. Somit gilt: 
%%0 + &&0 + ''|0 = 	2 ∗ %%|0 + ''|0 = 0 
Woraus folgt: 
''|0 =  $­Æ ∗ f 1@6 + 1A6g 
Die gemischten Komponenten !verschwinden in dem gewählten Koordinatensystem. 
Damit ergibt sich für den Spezialfall des oktaedrischen Systems mit @ = A 
%% = && = '' = 0, 





9.2 MatLab Skripte 
Zur Signalanalyse wurde in Matlab2012a eine Reihe von Scripts erstellt. Davon sollen einige 
hier in Auszügen wiedergegeben werden: 
%read csv file and prepare data for processing 
signal = importdata('file', ',');   %reads a csv-file 
L = length(signal);     %length of signal 
signal(1:L,1) = (s1(1:L,1) - signal(1,1)); %compensate time offset 
Fs = (1/signal(L,1))*(L-1);    %calculate sampling rate 
 
%calculate spectrum 
NFFT = 2^nextpow2(L);     %number of points for FFT 
spectrum = fft(signal(1:L, 2),NFFT)/L;   %COOLEY-TUCKEY algorithm 
f_axis = Fs1/2*linspace(0,1,NFFT/2+1);  %calculate frequency axis 
 
%plot signal and spectrum 
plot(signal(1:L, 1),signal(1:L,2));  %plot(x,y) 
plot(f_axis,2*abs(spectrum(1:NFFT/2+1))); 
 
%generate a signal from spectrum (not phase correct) 
for j=1:NFFT/2+1      %loop for points of FFT 
signal(1:L, 2) = signal(1:L, 2) +   %s += sin(2*pi*f*t)*A 




%generate a signal from frequency/amplitude vector 
signalcomponents(frequency, amplitude) = ([… …]);%component vector 
for j=1:length(signalcomponents)     %loop components 
signal(1:L, 2) = signal(1:L, 2) +       %s += sin(2*pi*f*t)*A 




%mix two signals 
mixedsignal = signaL(1:L, 2).*signal2(1:L, 2); % mix = s1 .* s2 
 
%low pass filtering 
d = fdesign.lowpass('N,F3dB',8,500000,Fs); %create a filter design 
         %order: 8, stopband: .5MHz 
Hd = design(d,'butter');     %filter type: BUTTERWORTH 
fvtool(Hd);        %filter visualization tool 
filteredsignal = filter(Hd, signal);   %apply filter to signal 
 
%reduce sampling rate 
factor = Fs/reducedFs;     %calculate frequency factor 
sampledsignal(1:L/factor, 1) = signal(1:factor:L, 1);%copy every 
 factor’th sample 







An dieser Stelle sind einige wichtige Codesegmente gezeigt, wie sie zum Zeitpunkt der 
Niederschrift vorliegen. Aus Gründen der Übersichtlichkeit wurde der Quelltext teilweise 
gekürzt. Die gekürzten Codeteile sind folgendermaßen markiert: {beschreibender text} 
 
9.3.1 main.c 
In dieser Datei findet sich die main-Funktion sowie eine Funktion zur Bestimmung des UP-
Frametyps in einem stream (getFrameTypeFromStream()) und eine Debug-
Ausgabe(OutputDebugString()). Der Umgang mit UP-Frames ist hier nur exemplarisch 
gezeigt und wird in allen weiteren Codeauszügen gekürzt. 
int main(int argc, char *argv[]) { 
 
  //initalize with Device Info frame 
  struct RequestGetDeviceInfoFrame *ReqGDIF =  
    (struct RequestGetDeviceInfoFrame *)calloc(1,sizeof 
    (struct RequestGetDeviceInfoFrame)); 
 
  //allocate memory for stream 
  struct MyStream *ReqGDIFstream = 
    (struct MyStream *)calloc(1,sizeof(struct MyStream)); 
 
  //generate a ReqestGetDeviceInfoFrame and fill w/ information 
  ReqGDIF->MainHeader = (struct MainHeader *)calloc(1,sizeof 
    (struct MainHeader)); 
  ReqGDIF->MainHeader->Type=FrameType__RequestGetDeviceInfoFrame; 
  ReqGDIF->MainHeader->Version=1; 
  ReqGDIF->MainHeader->Lenght=GetSize_RequestGetDevceInfoFrame(ReqGDIF); 
 
  //serialize ReqGDIF 
  ReqGDIFstream->stream = (char *)calloc 
    (ReqGDIF->MainHeader->Lenght,sizeof(char)); 
  SerializeStream_RequestGetDeviceInfoFrame(ReqGDIF, ReqGDIFstream); 
  Destroy_RequestGetDeviceInfoFrame(ReqGDIF); 
  ReqGDIFstream->position=0; 
 
  //do something with the stream (usually send to server via socket api,  
see client project) 
 
  OutputDebugString("Request Device Information Frame created and  
                     serialized.\n"); 
  HandleFrame(ReqGDIFstream); //this calls the framehandler. A response 
     will be created as soon as the hardware  
     appears responsive 
  free(ReqGDIFstream);  //neverever forget to free 
 
  //create a sequence and convert to array for use in programmable logic 
  unsigned int buffer_tx_length=0; 
  struct Sequence *s = (struct Sequence *)calloc(1, sizeof 
    (struct Sequence)); 
  LoadSequence(s); //loads a sequence 
  buffer_tx_length = Seq2PL_GetBufferTXSize(s); //calculates buffer size 
  unsigned char DaC[buffer_tx_length]; //Data and Control Values 
  Seq2PL(s, DaC, buffer_tx_length); //creates data in PL-readable format 






  //put data in RequestRunSequence-Frame 
  {allocate memory for ReqRSSF} 
  int buffer_tx_intlength = buffer_tx_length/sizeof(int); 
  {fill ReqRSSF with data} 
  ReqRSSF->SubFrames[0]->Values = (int *)calloc(buffer_tx_intlength,  
    sizeof(int)); 
  memcpy(ReqRSSF->SubFrames[0]->Values,DaC,buffer_tx_length); 
 
  {fill ReqRSSF->Mainheader with data} 
  {create stream and serialize ReqRSSF} 
  {destroy ReqRSSF and handle stream} 
  {free stream} 
 
  OutputDebugString("END OF PROGRAM"); 
 
  return 0; 
} 
9.3.2 sequence.h 
In dieser Datei ist die Pulssequenz für ein erstes Experiment festgelegt. Dafür wurden 
zunächst Strukturen definiert, welche eine solche Sequenz beschreiben. Die Funktion 
LoadSequence beschreibt das in Kapitel 4.3.1 beschriebene Experiment. 
struct Pulse{  //this struct defines a single "step" in a sequence 
  unsigned int start; 
  unsigned int stop; 
  double frequency; 
  double phase; 
  double amplitude; 
  double offset; 
  char flags[2]; 
  char name[16]; 
}; 
 
struct Sequence{ //a sequence is built of pulses (or pauses) 
  struct Pulse **pulses; 
  unsigned int numberofpulses; 
}; 
 
int LoadSequence(struct Sequence* sequence){ 
  int i, j; 
  sequence->numberofpulses = 7; //this sequence has 7 "steps" 
  sequence->pulses =  
    (struct Pulse **)calloc(sequence->numberofpulses, sizeof(void *)); 
  {error handling} 
  {zeroing sequence} 
 
  //this is the hard coded sequence for the first experiment 
  //AMP “warmup” 
  sequence->pulses[0]->stop=2500; 
  sequence->pulses[0]->flags[0] ^= 1 << AMP_unblank; 
  strncpy(sequence->pulses[0]->name, "WARMUP", 16); 
  //1st pulse 
  sequence->pulses[1]->start=2501; 
  sequence->pulses[1]->stop=3000; 
  sequence->pulses[1]->frequency=26100000; 
  sequence->pulses[1]->offset=0x7FFF; 
  sequence->pulses[1]->amplitude=0x7FFF; 




  strncpy(sequence->pulses[1]->name, "PULSE 1", 16); 
  {define sequence 2 (pause) to 5 (acquisition delay)} 
  //acquisition 
  sequence->pulses[6]->start=13501; 
  sequence->pulses[6]->stop=50000; 
  sequence->pulses[6]->flags[0] ^= 1 << PREAMP_switch; 
  sequence->pulses[6]->flags[0] ^= 1 << ADC_run; 
  strncpy(sequence->pulses[6]->name, "ACQUISITION", 16); 
 
  return 0; 
} 
9.3.3 seq2PL.h 
Die Funktion seq2PL generiert aus einer Sequenzstruktur die für die Hardwaresteuerung 
benötigten Daten.  
int Seq2PL(struct Sequence *sequence, unsigned char* buffer, unsigned 
int buf_size){ 
 
  unsigned int dcval; //Data and Control value (waveform and flags) 
  unsigned int time;  //Number of repetitions 
  unsigned char * dcval_ptr; // char-sized pointer to dcval 
  unsigned char * time_ptr; //same for time 
  unsigned int i,j, k; //better have some ints  ready 
  unsigned int basefrequency = 250000000;  //FPGA base frequency 
 
  //fill buffer with data! 
  int buf_pos=0; 
  for (i=0;i<sequence->numberofpulses;i++){ 
    dcval =0; 
    time =0; 
    if(sequence->pulses[i]->amplitude==0){ //this is a pause (no pulse) 
      dcval += sequence->pulses[i]->flags[1]; //copy flags to low byte 
      dcval <<= 8; //move byte 8bit upward 
      dcval += sequence->pulses[i]->flags[0]; //copy next flags 
      time = sequence->pulses[i]->stop-sequence->pulses[i]->start;  
      dcval_ptr = ((unsigned char *)&dcval); //make the pointer point to  
                                               first byte of dcval 
      for (j = 0; j < 4; ++j) {//copy the 4 bytes of dcval to DaC-Array 
        buffer[buf_pos+j]= *(dcval_ptr+3-j); //keep byteorder in mind! 
      } 
      buf_pos+=4; //4 more bytes are filled 
      time_ptr = ((unsigned char *)&time); //same for time 
      for (j = 0; j < 4; ++j) { 
        buffer[buf_pos+j]= *(time_ptr+3-j); 
      } 
      buf_pos+=4; 
    } 
    if(sequence->pulses[i]->amplitude!=0){ //this is a pulse 
      time = sequence->pulses[i]->stop-sequence->pulses[i]->start; 
      for (k = 0; k < time; ++k) { 
        dcval=0; 
        dcval+=(unsigned short){A*Sin(2*PI*f)+Offset};//calculate 2-byte 
sinus from sequence 
         dcval <<= 16;                          //move it up 2 byte 
         {copy flags as above} 
      } 
    } 






In der Datei DMA.h werden DMA-Speicherzugriffe weiter abstrahiert, so dass diese über 
einen einfachen Funktionsaufruf im Code geschehen. 
int dma_write(unsigned char * buffer, unsigned int buffer_length){ 
  AXI_DMA_params dma_params; //DMA parameters 
  CMEM_AllocParams params;  
  int fd, error; 
  char * buffer_tx; 
  //open device file (read/write access) 
  fd = open("/dev/axi_dma_test", O_RDWR); 
  {error handling} 
   
  //initialize cmem 
  error=CMEM_init(); 
  {error handling} 
 
  params.type = CMEM_POOL;            //we are using cmem pools 
  params.flags = CMEM_NONCACHED;      //no caching 
   
  //allocate buffer memory 
  buffer_tx = CMEM_alloc(buffer_length, &params); 
  {error handling} 
   
  //delete buffers (just to make sure! 
  memset(buffer_tx, 0, buffer_length); 
  // copy buffer to buffer_tx 
  memcpy(buffer_tx, buffer, buffer_length); 
 
  //get start address of tx and length of buffer 
  dma_params.source = CMEM_getPhys(buffer_tx); 
  {error handling} 
  dma_params.length = buffer_length; 
  {error handling} 
   
  //start transfer via AXI-DMA-Driver’s IO-Control 
  error = ioctl(fd, DMA_TX, &dma_params); 
  {error handling} 
   
  //free memory, close everything 
  error = CMEM_free(buffer_tx, &params); 
  {error handling} 
  error = CMEM_exit; 
  {error handling}  
  error = close(fd); 
  {error handling} 
 
   return 0; 
}; 
 
Analog wurde eine Funktion dma_read implementiert, die die aufgenommen Daten in 






In dieser Datei sind Funktionen zur definiert, welche Informationen über die Hardware für 
die Erzeugung des ResponseGetDeviceInfoFrames zurückgeben. 
9.3.6 framehandlers.h 
Die spezifischen Framehandlingroutinen werden aus einer “zentralen” Funktion 
HandleFrame heraus aufgerufen.  
void HandleFrame(struct MyStream *instream) 
{ 
  struct MyStream *outstream =  
    (struct MyStream *)calloc(1,sizeof(struct MyStream)); 
  switch(GetFrameTypeFromStream(instream)) 
  { 
    case FrameType__RequestGetDeviceInfoFrame: 
      HandleRequestGetDeviceInfoFrame(outstream); 
      break; 
    case FrameType__ResponseGetDeviceInfoFrame: 
      HandleResponseGetDeviceInfoFrame(instream); 
      break; 
    case FrameType__RequestRunSequenceSynchronFrame: 
      HandleRequestRunSequenceSynchronFrame(instream); 
      break; 
    case FrameType__ResponseRunSequenceSynchronFrame: 
      HandleResponseRunSequenceSynchronFrame(instream); 
      break; 
    {more cases for other frametypes} 
    default: 
        break; 
    } 
    if(outstream->stream!=NULL){ //to implement network functionality 
                                //send outstream and handle it on  
       //receiving device 
      HandleFrame(outstream); //recursive call, if a response is found 
      free(outstream->stream); 
    } 
    free(outstream); 
} 
 
int HandleRequestGetDeviceInfoFrame(struct MyStream *outstream){ 
  int i,j; 
 
  //generate a response frame 
  {allocate memory for response frame and header, handle errors} 
  retF->MainHeader->Type=FrameType__ResponseGetDeviceInfoFrame; 
  retF->MainHeader->Version=1; 
  retF->DeviceType=GetDeviceType(); 
  retF->Firmwareversion_Major=GetFirmwareVersion(0); 
  retF->Firmwareversion_Minor=GetFirmwareVersion(1); 
  retF->Firmwareversion_Release=GetFirmwareVersion(2); 
  retF->Firmwareversion_Build=GetFirmwareVersion(3); 
  retF->Status=GetStatus(); 
  retF->CountCh = GetNumberOfChannels(); 
  {fill frame with channel data data} 
  {serialize response frame} 
  {destroy response frame} 






int HandleResponseGetDeviceInfoFrame(struct MyStream *instream){ 
  {check if there is correct data in deserialized instream} 
  return 0; 
} 
 
int HandleRequestRunSequenceSynchronFrame(struct MyStream *instream){ 
  int err=0, i; 
  unsigned int buffer_rx_length=Sequence_GetLength(); 
  instream->position=0; 
 
  {deserialize stream to frame reqRSSF} 
  err = dma_write(reqRSSF->SubFrames[i]->Values,  
                  reqRSSF->SubFrames[0]->CountValues * sizeof(int));                  
                                  //*sizeof(int) because dma_write needs 
                                     chars and Values are ints 
  {error handling, destroy request frame} 
 
  //insert hardware specific code to actually start the sequence here 
  //most likely just toggle GPIO pin x, specs will follow 
 
  unsigned char DMA_buffer_rx[buffer_rx_length]; //ADC Data (RX buffer) 
  err = dma_read(DMA_buffer_rx, buffer_rx_length); //read data 
  {error handling} 
 
  {generate a ResponseRunSequenceSynchronFrame and copy data from 
   DMA_buffer_rx[] to the Values-field}    
  {serialize response frame} 
  {destroy response frame} 
  return err; 
} 
 
int HandleResponseRunSequenceSynchronFrame(struct MyStream *instream){ 
  {deserialize stream to frame ResponseRSSF} 
  {open a file} 
  {error handling}    
  {write data in ResponseRSSF to file} 
  {close file and destroy frame} 
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