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ABSTRACT

Exploring the Overlap, Saliency, and Consistency of Environmental Predictors in Crime Hot
Spots: A Remote Systematic Social Observation and Case-Control Examination

by

Nathan T. Connealy

Chair of Examining Committee: Eric L. Piza

Despite the common finding that crime is highly concentrated in space, the specific locations,
characteristics, and contexts of crime hot spots are not consistently the same or generalizable
across unique units of analysis and crime types. This dissertation will simultaneously integrate
different types of environmental criminology predictors, including crime generators and
attractors and environmental disorder indicators, to best identify the situational predictors of hot
spot street segments relative to empirical controls in Indianapolis for several different crime
types. Hot spot and control units will be compared based on the presence of spatially joined
crime generators and attractors and environmental disorder indicators recorded via remote
systematic social observation using Google Street View. In addition to uncovering the strongest
environmental predictors significantly more likely to predict hot spots, this dissertation will also
determine the level of spatial overlap of hot spots across different crime types and statistically
assess the consistency of the influence of environmental predictors across each of the separate
crime types. The findings will provide new information regarding the locations and composition
of different types of crime hot spots at highly localized spatial extents. Also, this dissertation
stands to make several methodological contributions by using remote systematic social
observation to measure disorder and an innovative case-control research design that empirically
matches hot spot and control units within a predefined spatial parameter while holding several
key covariates constant.
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Chapter 1: Introduction
Understanding the patterning, spatial distributions, and localized concentrations of crime
has become a popular area of study in criminal justice research. Seminal developments in this
line of research include the widely accepted notions that crime is not equally or universally
distributed across space and time (Andresen, Linning, & Malleson, 2017; Johnson, 2010), and
that crime continues to concentrate and reduce into observably definable areas from larger spatial
extents down to smaller ones (Weisburd, 2015). Some of the smallest spatial extents where crime
is demonstrably concentrated, including levels such as census block-groups (Boessen & Hipp,
2015), street segments (Weisburd, Groff & Yang, 2012), and even individual addresses
(Sherman, Gartin & Buerger, 1989), have been found to be responsible for the majority of all
crimes within the entirety of outlined study areas (Sherman et al., 1989). The phenomenon of
crime concentration has been consistently observed across multiple units of analysis and tested
jurisdictions (Andresen & Malleson, 2011; Pierce, Spaar & Briggs, 1988; Weisburd & Amram,
2014), suggesting that the composition of crime both within and across jurisdictions is nonrandom and highly clustered.
Recent research has resultantly prioritized these identified high crime places, or hot spots,
which refer to the individual places or units across a definable landscape that demonstrate an
elevated level of risk and/or crime occurrence relative to all the other units in the calculable area
(Sherman & Weisburd, 1995). A large and growing body of research and evidence now exists
focusing on crime hot spots (Braga, Turchan, Papachristos & Hureau, 2019), spatial distributions
of crime (Malleson, Steenbeek & Andresen, 2019), and the associated place-based intervention
tactics designed to reduce crime at the micro-places with the most disproportionate crime
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frequencies (Braga, Hureau, & Papachristos, 2012; Braga et al., 2019; Lum, Koper, & Telep,
2011; Weisburd & Eck, 2004).
Despite the field coming to a relatively universal understanding that the environment
influences crime, that crime is concentrated, and that individually tailored responses where crime
concentrates are highly effective in reducing crime (Lum, Koper, & Telep, 2011; Lum et al.,
2018), the specific locations, characteristics, and contexts of these high-crime places or hot spots
have not been found to consistently be the same across unique places and crime types. The nexus
that the environment influences crime outcomes at the micro-level is therefore well-established.
However, the situational and environmental factors that create settings conducive to crime and
exert the strongest influence on crime occurrence and hot spot presence often change across
unique units and jurisdictions (Barnum et al., 2017) and crime types (Connealy, 2019; Connealy
& Piza, 2019), or other variations in the study setting like temporality (Haberman, Sorg &
Ratcliffe, 2016) or seasonality (Skzola, Piza & Drawve, 2019).
Kennedy (1983) likened the ever-changing composition of an environment from microunit to micro-unit to the turning of a kaleidoscope, contending that each unique environment is
marked by its own collection and patterning of places and features that contribute to the
likelihood of crime occurrence. Building off of this assertion, a study by Haberman (2017)
uncovered differences in the respective locations for micro-level hot spots for different types of
crime in the same city, indicating that hot spots did not overlap much at all spatially. Andresen
and Linning (2012) also demonstrated that each unique crime type must be assessed on an
individual basis instead of in a collapsed, aggregated category due to the circumstantial,
situational, and locational nuance each crime type inherently possesses. And, as it pertains to the
environmental crime predictors that have been previously generalized to influence all
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environmentally prompted crime types, Connealy (2019) determined that the identified high-risk
places for different violent crime types (robbery, aggravated assault, rape, and homicide) were all
influenced by different sets of environmental factors, and that many of the high-risk places were
only high-risk for a singular crime type. These findings collectively suggest that the locations of,
and the features present in, hots spots may vary greatly. Resultantly, the contexts that facilitate
crime and hot spots are observably unique across different jurisdictions, crime types, and
individual units.
In addition to the important discrepancies observed across hot spot locations and
contexts, the types of environmental crime predictors commonly used in research efforts to
understand hot spots have varied substantially. Several theories have been developed that focus
on understanding the role of the environment in influencing crime at micro-level places where
crime observably concentrates and forms hot spots (Deryol et al., 2016). Such theories fall under
the umbrella of environmental criminology, which includes perspectives like crime pattern
theory (Brantingham & Brantingham, 1981; 1993a) and broken windows theory (Wilson &
Kelling, 1982) among many others. These place-specific theories emphasize the importance of
environmentally derived crime predictors like the types of businesses and establishments that are
immediately proximate to crime events and the potential linkage between crime and the visible
appearance and condition of the surrounding area. However, research and evidence specific to
the environmental impact on crime is often limited to the predictors associated with a singular
environmental criminology domain or theory, exclusively placing focus on the crime generators
and attractors or the presence of environmental disorder indicators. This limitation has prevented
conclusions from being drawn regarding the potential for multiple environmental perspectives to
collectively influence the occurrence of crime and the presence of hot spots.
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Although combining the perspectives of multiple environmental theories to explain crime
occurrence has been previously suggested (Eck et al., 2005; Taylor, 1998), few studies have tried
to jointly assess and empirically explain the collective influence of the environment on crime
(Wilcox & Eck, 2011), and more specifically hot spots (Connealy, 2020; Deryol et al., 2016). A
present gap in the research exists in that there is potential for different types of environmental
predictors to significantly influence the occurrence of crime and the presence of hot spots across
different crime types at the same time. Thus, it may be important to integrate different
environmental criminology perspectives and explanations of crime to best uncover the most
prominent predictors of crime and hot spots at micro places.
1.1 The Present Dissertation
Due to the previously demonstrated differences in hot spot locations, the marked nuances
across individual crime types, and the unique configurations of environmental crime predictors
affecting crime, this dissertation will attempt to draw more specific conclusions regarding the
contexts of micro-level crime hot spots in Indianapolis, Indiana. By examining multiple
environmentally prompted crime types including aggravated assault,1 burglary, homicide, and
non-fatal shootings2, and robbery this dissertation will provide specific insights to both the
locations and contexts of hot spots for each unique crime type.3 The present dissertation aims to
integrate different perspectives and predictors of environmental criminology to fill the current
gap in the literature by setting out to answer three unique research questions. 1) Do the locations

1

The aggravated assault classification includes all aggravated assault types not involving a firearm.
The homicide and non-fatal shooting category integrates all homicide events and all aggravated assaults involving
the discharge of a firearm. This approach falls in line with previous literature on gun violence, which suggests there
are similarities across homicidal shooting incidents and non-fatal shootings save the victims outcome (Hipple &
Magee, 2017; Hipple et al., 2017). The integrative approach also serves to increase the N of a rare crime event for
subsequent analyses.
3
Motor vehicle was also initially examined but did not meet the hot spot stability requirements required for the
analyses and was resultantly dropped, which will be discussed in greater detail later.
2
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of micro-level hot spots for different crime types significantly overlap or do they vary spatially
by crime type? 2) Which environmental crime predictors are the strongest and are significantly
associated with hot spots for different types of crime relative to empirical controls? And 3) are
the identified, significant, environmental crime predictors consistent in their influence, strength,
effect, and magnitude across the different crime types? These research questions are positioned
to provide important new insights on the locations and composition of hot spots, by identifying:
the degree of overlap, the most prominent environmental predictors that signal hot spot presence,
and the environmental predictors that exert a consistently strong effect on hot spot presence
across crime types.
1.2 Research Question 1 – Do Hot Spots for Different Crime Types Overlap or Vary?
It is important to first assess the degree of spatial overlap of micro-level hot spots for
different types of crime. Prior research examining the degree of overlap has determined that hot
spots for different crime types do not tend to demonstrate substantial spatial overlap (Haberman,
2017). However, prior research has tended to focus on shorter time intervals when it comes to
identifying and assessing the overlap of hot spots. The present dissertation cumulatively assesses
five-years of crime data to identify street segments that experienced the highest volume of crime
in Indianapolis over a longer period and therefore are more likely to be stably crime prone,
which corresponds with the notion of persisting hot spots (Boba-Santos, 2017). Further, this
dissertation expands upon prior research by using the information gleaned regarding the degree
of spatial overlap to inform later analyses. After identifying the hot spots for each of the four
unique crime types considered, a conjunctive analysis of case configurations (CACC) will be
conducted to determine the degree of spatial overlap of hot spots by indicating the number of hot
spot units that are “hot” for one or more crime types. Then, of the significant behavior settings
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that emerge, situational clustering analyses will be executed to determine the most dominant
behavior settings, which are the patterns and configurations that most frequently emerge in the
data (i.e. how many units fit every possible configuration of being a hot spot or not across four
different crime types). Additionally, statistical analyses will also be undertaken to numerically
quantify the degree to which hot spot units are the same or different for four unique crime types.
Such findings will indicate which, if any, crime hot spots tend to co-locate or if all they tend to
exist independent of one another. Based on the findings of relevant prior literature and the
analyses set to be conducted, the dissertation advances the following hypothesis:
Research Question 1: Do the locations of micro-level hot spots for different crime types
significantly overlap or do they vary spatially by crime type?
Hypothesis 1: the locations of hot spots will vary spatially (moderate to no overlap),
which suggests that the majority of crime hot spots are only “hot” for one type of crime
and that the environmental predictors significant to each crime type will also resultantly
vary in the subsequent analyses. Further, the situational clustering analyses quantifying
the degree of overlap will indicate that there is a significantly low degree of hot spot unit
overlap.
The findings pertaining to the spatial overlap of hot spots will help inform and situate the
results of later regression models examining the significance, salience, variance, and/or
consistency of individual environmental predictors. Such that, if the hypothesis is incorrect and
overlap is observed, it may indicate that hot spots for the tested crime types are influenced by the
same environmental predictors. Or alternatively, as the hypothesis suggests, if spatial variance is
observed across hot spot units it will likely indicate that the environmental predictors that
influence certain crime hot spots are different and are specific to individual crime types. This
proposition will be more explicitly and quantitatively tested through the tenets of research
question two.
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1.3 Research Question 2 – Which Predictors have the Strongest and Most Salient Influence?
By incorporating components of multiple environmental criminology perspectives,
different types of environmentally derived crime predictors will be tested to determine the level
of their presence in hot spot street segments relative to control segments. Analyses will
simultaneously test for the significant presence, and/or co-location, of crime generators and
attractors from crime pattern theory (Brantingham & Brantingham, 1993; 2008) including risky
businesses and facilities, and characteristics of environmental disorder including physical
disorder (Sampson & Raudenbush, 1999) and decay (Odgers et al., 2012). Both crime generators
and attractors (Bernasco & Block, 2011) and environmental disorder indicators (Boggess &
Maskaly, 2014) have a well-established relationship with crime. There is reason to explore the
possibility that both crime generators and attractors and environmental disorder indicators coexist within hot spots even at extremely localized spatial extents such as individual street
segments.
Most prior research has not concurrently explored the potential for different types of
environmental constructs to be present and jointly influence the level of crime, or more
specifically, influence the formation and presence of a hot spot. Although prior empirical works
have suggested the importance and potential linkages of both domains of environmental
criminology to crime and have advocated for the intersection of such propositions (Braga &
Clarke, 2014), the empirical sphere actually integrating unique domains of environmental
criminology predictors is far more limited. This dissertation will integrate two different
perspectives of environmental criminology and will effectively identify the environmental
predictor variables that are significantly present in hot spots for each crime type. Thereby,
contributing to our knowledge on the potential for different environmental crime predictors to
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mutually exist within, and influence, hot spots. In a preliminary analysis of the environmental
predictors of street robbery hot spots in Indianapolis, both crime generators and attractors and
environmental disorder indicators operationalized were found to have some degree of significant
presence within hot spots relative to empirically generated control units (Connealy, 2020). Thus,
it can be assumed that there may exist similar settings for other crime types where crime
generators and attractors and environmental disorder co-locate to form hot spots.
This dissertation will further contribute to the field by testing for the dual presence of
crime generators and attractors and environmental disorder elements across hot spots for several
additional unique crime types using multinomial logistic regression. Significant environmental
variables that emerge in the results will illuminate whether or not the same variables are
significant for each crime type, and which variable is the strongest predictor of each crime type
tested. This level of added nuance across crim types will inform situational crime prevention
efforts that focus on identifying the key causes and predictors of crime in order to introduce
measures that reduce, mitigate, or eliminate associated crime opportunities. Pertaining to
research question two, this study hypothesizes that both types of environmental predictors will
demonstrate a significant presence and influence on crime hot spots, suggesting that including
and integrating different environmental criminological theories is fundamental to crime and
place research as both perspectives need to be jointly examined even at micro-level spatial
extents. Further, related to research question one, because of the potential for spatial variance of
hot spots by crime type advanced in the first hypothesis, this dissertation hypothesizes that the
environmental predictor that is most salient to each crime type will also vary.
Research Question 2: which environmental crime predictors are noteworthily salient and
are significantly associated with hot spots for different types of crime relative to
empirical controls?
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Hypothesis 2: both crime generator and attractor predictors and environmental disorder
predictors will be significantly more present in hot spots compared to the controls and the
most salient environmental predictor of hot spots will vary by crime type.
1.4 Research Question 3 – Do Common Predictors have a Consistent Influence on Crime?
Beyond simply identifying the significant environmental predictors of hot spots in the
regression models, the statistical comparison of the identified, significant environmental crime
predictors across crime type models also adds to our understanding of hot spot contexts and
composition. Prior research has superficially compared significant risk factors across risk terrain
models (Caplan, Kennedy, & Miller, 2011) for different crime types (Connealy, 2019), but
research has yet to statistically assess the degree of consistency, strength, magnitude, and overall
effect size of individual predictors across different crime types. Using standardized coefficient
significance testing techniques such as seemingly unrelated estimation (Haberman & Ratcliffe,
2015), this dissertation will effectively provide insights on the environmental crime predictors
that maintain a consistent influence on hot spot presence across all four different crime types
included. The analysis will compare the coefficients for each individual predictor across all four
crime type regression models to determine if the strength of the coefficient is consistent or if it
significantly varies across one or more of the crime types. Global Wald tests will first indicate if
there are any significant differences in the magnitude of the coefficient, then if necessary, local
Wald pairwise comparisons will be made to isolate the crime types with significantly different
coefficient strengths and sizes.
Research Question 3: are individual environmental crime predictors consistent in the
strength of their effect across different crime types?
Hypothesis 3: individual environmental predictor coefficients will vary in their strength
and effect across crime types and therefore will not maintain their significance or
consistent strength across all four crime types.
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These results stand to make a practical contribution to situational crime prevention efforts
focused on understanding the influence of the environment on crime and identifying important
environmental crime predictors. The determination of the most consistent and noteworthy
environmental crime predictors can directly influence hot spot understanding and subsequent
intervention programming. For example, if convenience stores are found to be significant and
consistently strong in their effect across all crime types, it may be identifiable as a feature of
focus for reform efforts due to its multi-faceted crime impact. Generally, the intervention
standard for practitioners in the field is to attempt to actuate programming that focuses on
multiple problematic areas, in this case hot spots, at once.
However, if most hot spots are only singularly “hot” for one type of crime, and if each
hot spot is influenced by a different risk factor, individualized programming will be more
effective at reducing crime than attempts to institute a catch all fix. Further, the results will
contribute to the debate on the importance of incorporating multiple elements of environmental
criminology in research as opposed to focusing on singular theoretical domains when assessing
the locations of crime hot spots. If both crime generators and attractors and environmental
disorder indicators have predictors that display particularly strong and consistent effects, their
co-location and potentially mutually situated impact on hot spots mandates further consideration
for how we approach policing places in the field.
1.5 Dissertation Implications: Theoretical and Practical
The results of this dissertation will inform our understanding of high crime places by
determining and comparing the spatial locations, contexts, and characteristics of hot spots for
several unique crime types. This dissertation aims to provide new information about the
influence certain environmental crime predictors have on the presence of hot spots and how
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different predictors may vary in their effect on crime occurrence and hot spots across different
crime types. The knowledge gleaned from these analyses has the potential to collectively impact
situational crime prevention efforts, law enforcement practices, and our empirical understanding
of the spatial relationship between the environment and crime. Further, there may exist an
opportunity to expound upon crime and place theory regarding the present dissertation’s
inclusion of different environmental criminology perspectives through the examination of their
individual, and collective, influence on hot spots for several unique crime types at the microlevel.
The findings may invoke an important commentary about the capacity and
appropriateness of integrating different perspectives of crime and place theory. Although not
standing as competing explanations, the literature for crime generators and attractors and
environmental disorder indicators has yet to be collectively considered and tested. As it presently
stands, crime and place theories under the umbrella of environmental criminology can be
assumed to be complimentary but are still generally treated and operationalized as if they are
mutually exclusive. Many prior studies have singularly aligned with individual theoretical
frameworks and crime explanations based on the operationalization of a desired hypothesis or
spatial extent (Braga, Hureau & Papachristos, 2011; Hipp, 2010). This form of research agenda
has led to an explicit focus on a singular type of environmental predictor under the umbrella of
environmental criminology.
This dissertation deviates from that approach in that it draws from perspectives that
highlight both business and establishment-based crime generators and attractors as well as
environmental disorder and decay features to examine how they may individually and jointly
influence hot spot locations. This integration of theory has been proposed before (Braga &
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Clarke, 2014; Miethe & Meier, 1990; Piza et al., 2017; Rice & Smith, 2002; Weisburd, Groff &
Yang, 2012) but has played out far less in the research sphere. The findings of the present
dissertation may move the needle in the realm of future theory integration through the testing of
multiple types of environmentally derived predictors of crime at micro-level units of analysis.
The conclusions from each of the three research questions will collectively illuminate the
necessity of incorporating both crime generator and attractor and environmental disorder tenets
and variables in place-based research efforts as opposed to treating the different intra-theoretical
domains as siloed explanations for crime.
Determining the locations and environmental composition of hot spots across several
unique crime types also positions the dissertation to make several practical contributions. The
results can help improve situational crime prevention efforts by enhancing our understanding of
high crime places and what makes them high crime (what makes a hot spot “hot?”) by more
clearly defining and articulating the locations and composition of hot spots for individual types
of crime. Further, identifying environmental determinants that are more likely to make units a
hot spot relative to two different types of controls adds multiple levels to the conclusions
produced. The composition of hot spots will be compared to similar control units without crime
and with low crime levels. Situational crime prevention advocates that place-based intervention
programming yields more positive crime reduction benefits when applied to singular (and
relatively few) locations (Eck & Eck, 2012; Weisburd, 2012), singular types of crime (Andresen,
Curman & Linning, 2017; Andresen & Linning, 2012), and singular predictors of interest
(Connealy & Piza, 2019; Eck et al., 2010).
This dissertation aims to advance such conclusions, and, to the interest of crime and place
researchers, the results will also determine the utility, efficacy, and necessity of the types of
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environmental variables we commonly measure, include, and test in spatial research. The results
of the analyses will help inform upon which environmental variables are essential to include in
micro-level hot spot research and which types of variables have an observably consistent and/or
more pronounced impact. These variables may be classifiable as features of interest for
intervention efforts due to their potentially more universal impact on “crime” at-large.
1.6 Dissertation Implications: Methodological
The dissertation also stands to make several methodological advancements. First, the
study will examine hot spots at a frequently operationalized micro-level spatial extent by using
street segments as the unit of analysis (Weisburd, Groff & Yang, 2012). Hot spot street segments
will be identified for each individual crime type through a conservative technique that only
classifies street segments as a hot spot if they experienced the crime of interest at a level greater
than three standard deviations from the mean in three or more individual years over the
culmination of a five-year time period (Ratcliffe et al., 2011; see description, Haberman, 2017).
The methodology of selection thereby accounts for crime frequency and stability of
individual hot spots for each crime type over the course of the five-year timeframe. The use of
street segments not only corresponds with the increasingly common application of micro-level
units of analysis in crime and place research (Weisburd et al., 2004), but it also allows for the
generation of empirical controls for unit-to-unit comparison through an innovative probability
score matching specification that matches hot spot “cases” to control units based on the
underlying characteristics of the pre-identified hot spots (Connealy, 2020). This approach
provides the grounds for amenable comparison and allows for the potential differences in the
level of crime generators and attractors and environmental disorder variables between hot spot

13

cases and control units to be better isolated by controlling for the other characteristics that may
predict hot spot classification.
Following the framework outlined in Connealy (2020), a probability score matching casecontrol research design will be used in the present dissertation. The approach will attempt to
match hot spot “cases” to empirically determined “control” units across five covariates related to
the likelihood of an individual unit being a hot spot, while simultaneously ensuring paired cases
and controls are located within the same neighborhood. The city neighborhood defined spatial
parameter helps ensure that broader community-level characteristics are held relatively constant.
The matching approach provides an effective way to compare “cases” (hot spots) and “controls”
(non-hot spot units for a given crime type) prior to conducting a remote systematic social
observation (SSO) of the selected units. The present dissertation seeks to build upon this more
rigorous form of statistical, case-control empirical matching (Connealy, 2020) by using it to
explore micro-level hot spots for several additional different types of environmentally prompted
crime where the technique has not yet been applied. The use of a case-control design also serves
to advance the growing body of literature continuing to apply remote SSO to social science
research questions. Statistical matching is advantageous in that balance between case and control
samples can be assessed, more matching criteria can be specified and included to strengthen
conclusions, and the matching selection process can be more easily repeated across each of the
four crime types compared to other techniques like manual matching.
The matching approach also provides another novel advantage in that it includes
comparison to two different empirically derived control groups, thereby yielding more robust
findings and more nuanced conclusions (Connealy, 2020; Eck, 2017; Ratcliffe, 2019). Two sets
of controls will be generated from the pool of non-hot spot street segment units for each crime
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type. The first set of control units includes street segments that are characteristically similar to
the identified hot spot segments but did not experience the crime of interest at any point during
the five-year period, referred to as the zero-crime controls. The second, separate set of control
units also includes characteristically similar units to the hot spots, with the caveat that these
selected units experienced the crime of interest at some point during the five-year time period but
were not classified as a hot spot. These units are deemed the “low crime controls.” The use of
two control pools provides several strategic benefits, chiefly the ability to better determine the
criminogenic effect of individual predictors. The dual control approach allows for environmental
crime predictors to be classified as not being significantly unique to hot spots (predictor not
significant when comparing hot spots to zero or low crime controls) or exhibiting a significant
presence in hot spots (predictor significant when comparing hot spots to both zero and low crime
controls). The implementation of multiple control units helps to better identify the environmental
crime predictors that may transition a crime prone location into a hot spot. The present
dissertation will add important new evidence to the effectiveness of the new matching technique
and to the importance of applying case-control research designs to recently conceptualized
remote SSO research.
Second, following the framework of a case-control research design, both the hot spot and
control units will be evaluated and compared based on the presence of environmental disorder
indicators via a remote systematic social observation using Google Street View (GSV). Remote
SSO utilizes visual mediums like GSV to evaluate an environment through a rigorous, replicable,
and consistent approach to coding for predefined features or characteristics of interest. Despite
modern applications of remote SSO gaining traction as an affordable, effective way to evaluate
environments (Clarke et al., 2010; Rundle et al., 2011), most prior SSO studies have not utilized
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case-control designs with empirically derived control cases due to the infancy of the technique,
thereby limiting the present strength of their conclusions (Eck, 2006; Eck, 2017; Ratcliffe, 2019).
This dissertation would be one of the first studies to leverage the advantages of remote SSO by
using it to test highly localized hot spot environments, while also ensuring that the results are
robust relative to two empirically derived control groups. The dissertation will also address the
efficacy of using GSV as an SSO tool to measure characteristics of disorder and decay, which
often are represented in social science research by potentially aggregated proxy measures like
311 data (O’Brien, Gordon & Baldwin, 2014), non-expert dependent surveys (Brunton-Smith &
Sturgis, 2011), or by other informal constructs that may inherently possess less reliability and
validity (Gau & Pratt, 2008). The application of remote SSO in the present dissertation stands to
provide a more objective, replicable, and cost-effective way to capture environmental disorder
and decay at the micro-level.
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Chapter 2: Key Literature
2.1 Hot Spots
The development of hot spots literature and hot spots policing strategies has hit full stride
as researchers and practitioners have adopted the principles of the approach and have shifted
their focus and resources to the most highly crime prone locations. These hot spot locations have
come to be defined as the places that are at a disproportionately greater risk of experiencing
crime when compared to other places in the same study area (Block & Block, 1995; Sherman &
Weisburd, 1995). The crux or purpose of identifying hot spots and conducting hot spots related
intervention or enforcement strategies is the belief that focusing on the places with elevated
crime levels is the most appropriate allocation of often staunchly limited police resources (Lum,
Koper & Telep, 2011; National Research Council, 2004). According to an already dated 2007
study conducted by Law Enforcement Management and Administrative Statistics (LEMAS),
many United States police departments, especially those in larger metropolitan areas, have
readily implemented hot spot identification and policing strategies (Reaves, 2010) with an
upward trajectory that is assumedly much larger now. For example, a more recent study
conducted by The National Police Research Platform also concluded that 75% of the law
enforcement entities included in their survey indicated they used some form of hot spot policing
techniques and concepts (as seen in: Mastrofksi & Fridell, n.d., as seen in Weisburd &
Majimundar, 2018). These findings indicate that despite its recency, the adoption of hot spots
policing practices has been widespread across United States law enforcement agencies.
One of the reasons place oriented research efforts and subsequent interventions have
gained momentum in criminal justice is that operationally researchable units of analysis have
recently become much smaller (Weisburd, 2015), thereby also creating a backdrop for more
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actionable and implementable place-based solutions. This observable reduction in unit of
analysis size has been further exacerbated by the advent of modern computers, which allow for
robust data collection and highly scientific analyses of complex datasets. Resultantly, crime and
place research has started to prioritize micro-level units of analysis such as census block groups
(Boessen & Hipp, 2015), individual street segments (Schnell, Braga & Piza, 2017; Weisburd,
Groff & Yang, 2012), and intersections (Braga, Papachristos & Hureau, 2010; Piza, Wheeler,
Connealy & Feng, 2020) in studying crime (Weisburd, Bernasco & Bruinsma, 2009).
On an even smaller scale, these micro-level units are comprised of individual “places”
and entities that control and define the areas immediate climate and usage. Eck (1997: 7-1)
defines these individuals “places” as, “a very small area reserved for a narrow range of functions,
often controlled by a single owner, and separated from the surrounding area... examples of places
include stores, homes, apartment buildings, street corners, subway stations, and airports.” The
ongoing trend of examining life within micro-level units of analysis and the “places” that make
up each unit (Eck, 1997: 7-1; Weisburd, Bernasco & Bruinsma, 2009) insinuates that the
assessment of highly localized, individual locations allows for closer examination of criminal
events and more definitive inferences to be made. Thus, because we now have the data, statistical
techniques, and ability to seek out conclusions specific to individual units and places, it is
important we tailor our research, theory, and conclusions to these micro-level spatial extents
where the application is more accurate and relevant to problem-solving efforts (Groff, Weisburd
& Yang, 2010).
Whereas previous research and theory focused solely on the actors involved in crime and
their associated decision-making processes, modern theoretical perspectives have started to
incorporate aspects of the environment. The recency of environmental criminology compared to
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other person-centric theories results in the continual emergence of often entirely new angles of
inquiry concerning the situational reasons for crime occurrence. Initially, the environmental
perspective was limited to large spatial extents and the role of the macro-community on crime
(Kirk & Papachristos, 2011; Lowenkamp, Cullen & Pratt, 2003). Focusing on community-level
mechanisms and how crime opportunities were shaped by social forces impacting places (Block,
1979). However, the continued shift towards the role of location has now moved to the
individual “places” within a unit of analysis, and how the presence of select “places” can
increase or decrease the likelihood of crime (Eck & Weisburd, 1995).
Key evidence on the importance of place has demonstrated that crime clusters at
relatively few locations (Weisburd, Groff & Yang, 2012), crime clusters down to especially
micro-extents (Braga, Andresen & Lawton, 2017; Weisburd, 2015), and that this clustering
phenomenon exists across changes in settings, crime types, and jurisdictions (Weisburd, 2015).
Moreover, research has also begun to examine why crime occurs at these locations and tends to
cluster there, often citing the presence of notably criminogenic “places” or risky facilities that are
more likely to contribute to crime (Eck & Weisburd, 1995; Eck, 1997). These place-based
approaches to understanding crime have highlighted a transition to an environmental
interpretation of crime that underscores the role and backdrop of the location over the human
components, such as the thinking or decision-making of either the offender and victim.
Identifying crime hot spots is a highly actionable way to approach understanding and mitigating
crime opportunities through altering the environment, instead of through solely person-centric
deterrence efforts (Braga, Turchan, Papachristos, & Hureau, 2019; Weisburd, Braga, Groff &
Wooditch, 2017).
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Several seminal studies have shaped the way we regard hot spots and to the extent to
which crime clusters. Beginning with the Minneapolis calls for service study in 1989, Sherman
and colleagues found that over 50% of all calls for service to police could be attributed to about
3% of places in the entirety of the city. This revolutionary finding about the concentrated
distribution of crime occurrence immediately began to formulate our understanding of crime and
place. The same degree of crime clustering within cities has even been exhibited on smaller
spatial scales within high crime places. For example, within high crime neighborhoods (or
related, similarly sized community-level units of analysis) there is a disproportionate, uneven
distribution of crime that tends to concentrate at relatively few, more micro-sized units
(Weisburd, 2015). This phenomenon, termed the law of crime concentration (Weisburd, 2015) is
seen at all spatial extents, including the identification of select high crime neighborhoods within
a city, select high crime block-groups within a high-crime neighborhood, select high crime street
segments within a high-crime block group, all the way to individually high crime or repeat
individual addresses on a single street segment. The finding that crime concentrates to relatively
few select locations has also been found to hold true across unique crime types and jurisdictions
(Weisburd, 2015).
A second foundational study on the concentration of crime was Sherman and Weisburd’s
(1995) experimental study testing the crime reduction effects of motor vehicle patrol in hot spots.
This was the first experiment to examine the impact of focusing police efforts on identified hot
spots, and they concluded that increased police presence (or dosage) in high crime hot spots
reduced the level of both crime and disorder relative to the control sites (Sherman & Weisburd,
1995). The findings of this study refuted a widely held view that police personnel allocation and
presence had no direct influence on crime (Kelling et al., 1974). The results ushered in a new
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reformation of policing that shifted law enforcement focus from equally staffing larger areas like
beats and precincts to selectively allocating resources and manpower to the more microgeographic places where crime is demonstrably clustered. Thus, most hot spot policing strategies
are still predicated on appropriately allocating police resources as a function of where crime is
most likely to occur (Kennedy, Caplan & Piza, 2011; Leigh, Dunnett & Jackson, 2019).
This key finding brought in a new wave of research examining the specific role police
resource allocation played in hot spots (i.e. what should police do in hot spots?). Research has
since focused on the influence of foot patrol officers (Haberman & Stiver, 2018; Novak, Fox,
Carr & Spade, 2016; Piza & O’Hara, 2014; Ratcliffe et al., 2011), patrol cars (Sherman &
Rogan, 1995; Rosenfeld, Deckard & Blackburn, 2014), and enforcement tactics and
interventions under the umbrella of problem-oriented policing (Braga et al., 1999: Braga &
Bond, 2008), and their effectiveness in reducing disorder and crime in targeted hot spots. The
field has largely arrived at a consensus that identifying hot spots and implementing some
function of hot spots policing yields generally favorable crime reduction results (Skogan &
Frydll, 2004; Braga et al., 2019). Thus, hot spots policing has become somewhat of a buzzword
in modern policing and is a common fixture in law enforcement departments across the United
States and the world (Mastrofski & Fridell, n.d.; Weisburd & Majimundar, 2017).
Presently, there is an extensive body of evidence focusing on hot spot identification and
the related mechanisms applied to reduce crime. However, questions often remain regarding
what mechanism drives the observed crime reduction (Haberman & Link, 2020), especially when
the intervention applied to reduce crime is multi-faceted (Haberman et al., 2015). This
conundrum is generally referred to as the “black box,” or, the situations in which multiple
intervention tactics are applied and the catalyst for the crime reduction cannot be readily
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identified (Goldkamp, White, & Robinson, 2001; Sampson, Winship, & Knight, 2013). Part of
the reason interventions are often multi-faceted is that there may exist several reasons, both
known and unknown, that a hot spot is “hot” for crime.
Newer methodologies like Risk Terrain Modeling (Caplan, Kennedy & Miller, 2011) and
machine learning algorithms (Wheeler & Steenbeek, 2020), as well as recent research on
important spatial predictors of crime (Andresen & Kinney, 2012; Bernasco & Block, 2011), have
helped make some strides in uncovering what makes a hot spot “hot.” However, much of the
evidence base is still predicated on attempting to determine what activities and practices police
should implement in hot spots (Braga, 2007; Taylor, Koper & Woods, 2011; Telep & Weisburd,
2012) and evaluating the overall effectiveness of hot spot policing responses at a general level
(Braga et al., 2019). This focus has led to a potential oversight about disentangling the many
factors that contribute to the formation of a hot spot, including both the situational opportunities
and social characteristics of individual places (Weisburd, Groff & Yang, 2014). Continuing to
move toward answering questions about hot spot composition for individual, micro-level hot
spots may help open the intervention “black box” (Haberman & Link, 2020), providing
important insights about why and where hot spots tend to exist. Presently, several perspectives
exist that attempt to explain the occurrence of crime that can be effectively leveraged to consider
the potential characteristics of hot spots.
2.2 Environmental Criminology – Crime Generators and Attractors
Environmental criminology encompasses all attempts to understand the spatial dynamics
of crime and includes several theoretical perspectives predicated on the relationship between the
likelihood of crime occurrence and the influence of the surrounding environment (Brantingham
& Brantingham, 1991; Wortley & Mazerolle, 2008). One popular perspective, crime pattern
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theory, focuses on the types of establishments and facilities in the immediate area and their
characterization as a crime generator or crime attractor (Brantingham & Brantingham, 1993;
2008). According to crime pattern theory, crime generators refer to the establishments that are
not intended to be criminogenic but create opportunities for crime by bringing together scores of
people to a singular place. Individual businesses and establishments such as bars and night clubs,
restaurants and food stores, and gas stations and convenience stores have been regularly
operationalized as crime generators (Andresen & Kinney, 2012; Bernasco & Block, 2011).
Conversely, crime attractors refer to the individual establishments that are intrinsically
defined by criminogenic opportunities or purposes, such that the intended operations of the
institution may be designed to cater to crime. Local vice markets including drug markets,
prostitution rings, gambling circles, as well as police identified gang territories and anchor points
(Dabbaghian et al., 2011), have been previously examined as important crime attractors
(Bernasco & Block, 2011). Some unique establishments also possess a dual criminogenic effect,
by which they simultaneously generate and attract crime. For example, money issuing
establishments like banks, check cashing services, and pawn shops have been previously
categorized as both generators (Bernasco & Block, 2011) and attractors (Demeau & Parent,
2018). This is because their business operations bring together concentrations of people for
reasons unrelated to crime, but the exchange of money and the increased likelihood of money on
persons can draw offenders to such locations specifically with the intention of executing crimes
like robbery, for example. Crime has been found to be more likely to occur in the places where
one or more crime generators and attractors exist because they create activity spaces and settings
that facilitate opportunities for crime within the context of the environment (Brantingham &
Brantingham, 1995).
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The concepts of crime pattern theory stem from their origins in routine activities theory
(Cohen & Felson, 1979). Crime pattern theory is an environmentally focused expansion of
routine activities theory and posits that the presence of crime generators and attractors at places
where people frequent for their own daily activities increases the likelihood of crime. Thereby,
crime is a result of the interaction of motivated offenders, suitable targets, and desirable places
without guardianship (Cohen & Felson, 1979), but the intersections of these three routine
activities theory elements tend to most frequently transpire at places with rife with crime
generators and attractors. The locations where these elements intersect are often hubs for a
multitude of crime generators and attractors, with multiple risky places co-locating to
exponentially influencing the likelihood of crime occurrence (Kinney et al., 2008;) within and
beyond the places they are located (Groff & Lockwood, 2014; Ratcliffe, 2011). Crime generator
and attractor constructs are often referred to collectively as risk factors in environmental
criminology and have been widely studied on an individual and collective basis regarding their
relationship to crime (Bernasco & Block, 2011; Felson & Boba, 2010; Groff & Lockwood, 2014;
Kinney et al., 2008).
Several different crime generators and attractors have been demonstrated to be especially
influential to crime at the micro-level. As it pertains to generators, a multitude of places that are
publicly accessible and facilitate large concentrations of people have been found to increase the
likelihood of potential intersections between victims and offenders. These “activity spaces”
(Brantingham & Brantingham, 1993; 2008) are generally the places classified as crime
generators and have been found to be correlated with crime outcomes due to an increase in target
presence. Research has suggested that the simple concentration of people alone can increase the
risk of crime, regardless of the facility type or its intentions (Gerell, 2018).
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As locations that inherently bring together scores of people, bus stops, parks, and city
monuments and landmarks have been considered potential crime generators (Connealy & Piza,
2019). Many establishments such as large commercial retail stores, department stores, and
supercenters are also predicated on increasing consumer populations and the level of onsite
activity and have been operationalized as crime generators in past research (Bernasco & Block,
2011). Relatedly, highly mobile and transient establishments are also at an elevated risk of crime
due to short-term population turnover. Places marked by short-term population turnover may
also be marked with decreased levels of familiarity, awareness, and informal social control,
while simultaneously facilitating high population densities and victim pools. For example, hotels
and motels (LeBeau, 2012) represent short-term stay locations that may facilitate crime and/or
may provide low-rent or rent-free spaces where crime and disorder are more likely to take root
due to transiency and its inverse relationship with informal social control (Atkinson & Flint,
2004). These types of establishments, among others, all possess a potential risk for crime specific
to their business operations, the locations they tend to occupy, and/or their general concentration
of people.
There are some specific establishment types where the risk for crime is relatively
constant, and the opportunities to engage in crime are often a known function of the location.
Environmental criminology has referred to these specific crime generator and attractor
establishments as “risky facilities” (Eck, Clarke, & Guerette, 2007), where the risk for crime has
been previously ascertained, is known, and is generally accepted as a result of the designated
operations of the place and/or their location on major nodes. Nodes constitute anchor points that
are often connected to networkable travel paths that serve to simultaneously increase target
access, target availability, and offender mobility (Brantingham & Brantingham, 1993). For
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example, alcohol-based establishments such as liquor stores, bars, and nightclubs have all been
empirically linked to crime (Bernasco & Block, 2011; Gmel, Holmes, & Studer, 2016; Wheeler,
2019) and tend to operate in busy entertainment districts. Cash-based businesses that primarily
deal in hand-to-hand monetary transactions such as convenience stores and corner stores, or
establishments that directly facilitate the exchange of cash like banks and check cashing services,
are also at an increased risk for monetarily motivated crimes such as theft or robbery (Wright &
Decker, 1997) due to the known presence of the desired item at such places. In another vein,
researchers have also utilized police data to define illicit markets and other related crime
attractors including the locations of drug markets, gang territories, prostitution zones, and
gambling rings (Bernasco & Block, 2011). These crime attractors possess an inherent degree of
risk that is intrinsically criminogenic, as well as well-known and consistent in usage, which may
increase the locations likelihood of being targeted by offenders.
Several important studies have detailed the significance of understanding the
environmental influence of crime generators and attractors. In one of the most comprehensive
crime generator and attractor studies to date, Bernasco and Block (2011) examined the crime
generators and attractors that were statistically linked to robbery in Chicago. The findings
demonstrate the importance of proximity to certain crime generators and attractors, which were
found to significantly increase the likelihood of robbery in the immediate vicinity. Beyond
immediate proximity, the results also showed that the risk for crime extended beyond the fixed
location of the crime generator or attractor facility (Bernasco & Block, 2011). The “spatial
influence” of such crime generators and attractors, has since been articulated in Risk Terrain
Modeling (Caplan & Kennedy, 2016) literature, and refers to the measurable and quantifiable
distance by which a place impacts the usage of an area. McCord et al. (2007) also found that
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locations with crime generator and attractors influenced the likelihood of crime and disorder at
the neighborhood-level, and that the influence remained steady when controlling for
neighborhood demographics and other community-level characteristics. Recent research has
even determined that just the presence of certain crime generators and attractors alone is
associated with an elevated perception of risk and fear of crime (Houser, McCord & Sorg, 2019),
with higher densities of crime generators and attractors present equating to higher perceptions of
risk.
Across the well-developed body of research on crime generators and attractors, many
units of analysis have been applied to examine the criminogenic impact of being spatially
proximate to crime generators and attractors. Several studies have examined the impact of crime
generators and attractors in, and adjacent to, census block groups (Bernasco & Block, 2011;
Groff, Weisburd & Morris, 2010). Bernasco and Block (2011) incorporated several businessbased crime generators and utilized police data on illicit markets to account for multiple crime
attractors at the block group level. Then, they calculated the immediate influence of the
environmental risk factor constructs and their spatial effects. Other studies have employed
manually generated buffers and concentric zones to test the criminogenic effect and spatial
influence of crime generators and attractors locally (Boyd et al., 2007; Ratcliffe, 2011; Rengert
et al., 2005). These studies innovatively created boundaries of influence as opposed to
exclusively relying on pre-existing spatial delineations, thereby, allowing for the analyses to
determine the criminogenic effect of individual facilities more precisely.
Another approach many studies have advocated for is the micro-ecological influence of
crime generators and attractors at exceptionally small, definable spatial extents where the
features actually reside like street segments, finding important relationships between the places
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in the immediate environment and resultant crime levels (Curman, Andresen & Brantingham,
2015; Kim & Hipp, 2019). These studies have emphasized the locational nuance of each unit of
analysis (Groff, Weisburd & Yang, 2010), representative of the micro-community contexts that
vary from unit to unit (Sampson, 2012; 54-55; Weisburd, 2012) and place to place. Micro-level
units like street segments , in particular, have been found to be a highly effective unit of analysis
at minimizing attribution error due to possessing defined boundaries.
In addition to the variety of units of analysis used to examine the influence of crime
generators and attractors, a multitude of analytical techniques have also been applied to examine
the spatial relationship between environmentally derived risk factors and crime. Near repeat
analyses (Knox, 1964; Morgan, 2000), which focus on the cyclical nature of repeat victimization,
have been applied to study the persistent criminogenic qualities of places that make them
perpetually crime prone (Rice & Smith, 2002; Schweitzer, Kim & Mackin, 1999). A-theoretical
hot spot mapping techniques like kernel density estimation, cluster analysis, and local spatial
association tests have also been leveraged to identify and predict crime prone locations (Eck et
al., 2005). Most recently, the field has moved to advanced techniques incorporating machine
learning algorithms to predict and forecast crime locations (Wheeler & Steenbeek, 2020) and
Risk Terrain Modeling (Caplan, Kennedy & Miller, 2011), which has also been employed to
statistically assess the proximity or density of crime generators and attractors at identified high
crime places across a defined study area.
Risk terrain modeling has further evolved not only as a technical model to identify the
highest risk locations based on their environmental makeup and surrounding crime generators
and attractors, but also as a theoretical model for explaining the features and contexts that may
explain crime occurrence through risk narratives (Caplan & Kennedy, 2016). The crux of the
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theory of risky places is to first identify patterns of criminal behavior and then attribute those
patterns to the risk factors and features of the environment that are spatially proximate by
articulating their potential relationship and causal influence on the outcome event (Caplan &
Kennedy, 2016). Findings from RTM research indicate that many unique business types and
establishments have an observably consistent spatial relationship and influence on the risk for
crime (Caplan & Kennedy, 2016; Kennedy et al., 2016). RTM results can then be used as a
pathway to causally explain how individual risk factors are influencing crime events and other
spatially connected phenomena (The RTM Blog, 2018). The cumulative body of literature across
a wide array of units of analysis and methodologies has yielded consistent results suggesting the
positive association between crime generators and attractors and crime.
2.3 Environmental Criminology – Physical Disorder and Decay
Physical disorder and decay have also been operationalized under the umbrella of
environmental criminology as prominent characteristics that may influence the likelihood of
crime occurrence. Physical disorder has been previously distinguished as the short-term,
temporary forms of disorder that are easier to rectify: including elements like litter, graffiti, and
broken windows. Decay, on the other hand, is comprised of longer-term environmental ills such
as building dilapidation, deteriorated streets and sidewalks, or other more permanent deleterious
forms of disrepair (Taylor, 2001; Wheeler, 2018). The characteristics and condition of the
establishments, the physical layout of the immediate environment, and the level of visible
disorder and decay present may also vary from place to place or unit to unit at highly microscales. This potential variation across units may resultantly influence each individual
environment as it pertains to crime in unique ways. Capturing the level of disorder and decay
present within and across places is an important consideration when determining the location and
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development of high crime places or hot spots, as these “disorder” constructs are commonly
associated indicators of both crime and perpetual disorder (Steenbeek & Hipp, 2011). The
potential presence of physical disorder and decay, and the potential co-location and
interrelatedness of these elements with crime generators and attractors, may help explain the
location of a hot spot.
Early research on the influence of physical disorder on crime and the immediate
environment stems from sociology. In the early 20th century, the Chicago School conducted
pioneering research that started to place focus on the social and geographic conditions associated
with crime occurrence. Research by McKay and Shaw (1931; Shaw & McKay, 1942) found that,
like crime, disorganization was disproportionately clustered inside specific concentric zones
within Chicago. Later research on the development of cities suggested that city construction and
design decisions are key aspects that manipulate the likelihood of crime at places, such that the
physical space of certain places provides varying opportunities, levels of fear, and general
perceptions about crime (Jacobs, 1961; Jeffrey, 1971; Newman, 1972). These early avenues of
research were the first to begin drawing a connection between the design and condition of the
immediate environment, the level of disorganization and instability, and the consequent
likelihood of crime and disorder.
Arguably the most influential work on environmental disorder and its impacts was
Wilson and Kelling’s (1982) broken windows theory. The original tenets of broken windows
theory claimed that an irrationally high fear of violent street crime and a discomfort with visible
physical disorder greatly influenced the perceived and actual crime within an area (Wilson &
Kelling, 1982). According to the broken windows theory, the presence of physical disorder and
decay promote and encourage unruly behaviors that, if remain unchecked, ultimately produce
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places that are more attractive to crime (Wilson & Kelling, 1982). Thereby, broken windows
theory suggests that crime, particularly more serious forms of crime, can be reduced by focusing
on the seemingly smaller issues related to disorder within a place. The theory contends that
activities such as cleaning up litter, repairing broken windows, and painting over graffiti all serve
to uphold and reinforce the image of safety within an area that can simultaneously enhance
informal social control and deter crime. Focusing on identifying and rectifying disorder related
matters ensures that positive social control mechanisms are continually developed and preserved,
the feeling of security within the area is prioritized and reinforced, and resultantly crime will be
less likely to occur (Wilson & Kelling, 1982).
An additional tenet of broken windows theory has emerged called the incivilities thesis
(Taylor, 1999), which holds that the presence and perception of disorder does not just impact
perceptions and fear of crime, but also results in residents electing to withdraw from the
community. This withdrawal subsequently reduces the level of informal social control present
and increases the likelihood of disorder and crime occurring and going unchecked. The
theoretical basis and evaluation of broken windows theory has remained more focused on the
community-level mechanisms of control, collective efficacy, and social cohesion and their
relationship to fear, disorder, and crime (Gau, Corsaro & Brunson, 2014) as opposed to what
disorder-based characteristics in the environment are responsible for inducing such negative
perceptive responses and such strong influences on disorder and crime occurrence. However,
research has recently begun to study the concepts and mechanisms of environmental disorder
that facilitate the social backdrop of the location (Kubrin, 2008). A systematic review on broken
windows theory tracing the measurement and influence of disorder on crime found that
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characteristics of environmental disorder demonstrated both direct, and indirect, associations
with crime (Skogan, 2015).
Waves of research have since emerged under the framework of the broken windows
theory that have more explicitly examined the linkages between concepts of disorder, crime, and
their preventative mechanisms. To date, the research base on disorder has largely focused on the
perception of incivilities (Wyant, 2008), the formation of collective efficacy (Gibson, Zhao,
Lovrich, & Gaffney, 2002) and social cohesion, and their impacts on disorder levels (Markowitz,
Bellair, Liska, & Liu, 2001). Research has also used neighborhood conditions to assess
perceptions of fear and disorder, especially in urban settings (Barton, Weil, Jackson & Hickey,
2017; Sampson & Raudenbush, 2004; Skogan, 1990). Contentions holding that fear is stimulated
by perceived disorder and that the presence of disorder increases the likelihood of crime have
been widely applied to environmental criminology research. The level of perceived disorder is
commonly found to be a key indicator of fear of crime (Hardyns, 2012; Skogan, 2015), and a
positive relationship between disorder and crime has been previously observed in the literature
(Skogan, 1990; Skogan & Steiner, 2004).
In addition to important conclusions at the neighborhood level, components of physical
disorder have also been found to be strong predictors of chronic high crime, hot spot street
segments (Weisburd, Groff & Yang, 2012). Although, as it pertains to hot spots, the focus on
physical disorder has often been through targeted interventions to reduce its presence, which
have demonstrated a strong effectiveness (Braga & Bond, 2008; Koper, 1995; Sherman &
Weisburd, 1995). Thus, the research base remains rather limited regarding the types of disorder
and environmental conditions uniquely present in the most crime prone locations or hot spots.
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Another central component of environmental disorder that has demonstrated a connection
to crime is decay. Mechanisms of decay like deterioration, dilapidation, and vacant spaces are
differentiated from other more typical forms of physical disorder such as litter and graffiti in the
way that they are generally more time-stable and semi-permanent within environments. In an
important longitudinal analysis of the more long-standing characteristics of environmental
disorder associated with decay, Taylor (2001) found that minor forms of decay were linked to
social incivilities and higher levels of crime. Wheeler’s (2018) study exploring the relationship
between 311 disorder calls and crime also operationalized measures of decay in addition to
physical disorder. The study concluded that infrastructure related 311 calls within the decay
construct had a small, but significant, effect on recorded crime levels. Connealy (2020) also
found that characteristics of decay were significantly present in street robbery hot spots in
Indianapolis, suggesting that more permanent forms of decay may possess a stronger
criminogenic influence then the more fleeting characteristics associated with physical disorder.
The separation of physical disorder and decay is necessary due to the differences in the
more transient nature of physical disorder compared to the more permanent form of decay. This
distinction may cause the concepts to influence environments in a disparate way. Additionally,
the different types of disorder indicators may be confounded with different crime correlates
because of their varying presence and persistence (Wheeler, 2018). Infrastructure dilapidation,
deterioration, and general decay may be related to poverty in the area, whereas the amount of
litter and garbage is known to be more strongly associated with the presence of commercial
establishments and the volume of people (Steenbeek et al., 2012; Taylor et al., 1995). Since
decay is a relatively new empirical construct, the research base on decay is far more recent and is
much less extensive than the evidence-base for physical disorder. However, like physical
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disorder, mechanisms of decay have also been rarely incorporated and assessed regarding their
presence in high crime places, especially at more micro-levels, as a result of a lack of empirical
measurement.
Part of the reason environmental disorder has not been so readily studied in high crime
locations is related to data limitations. Measures of disorder in criminological literature have
often previously been ascertained through surveys focusing on physical disorder at the zip code
level (Scarborough et al., 2010) or neighborhood defined extents (Wyant, 2008; Swatt, Varano,
Uchida, & Solomon, 2013). Although it makes it easier to collect, obtain, and operationalize
data, the aggregation of disorder data into larger spatial units reduces the nuance across
individual places and microcommunities and presents issues related to the modifiable areal unit
problem (MAUP), which suggests aggregation decisions have an unmeasurable impact on the
results produced (Gehlke & Biehl, 1934; Openshaw, 1983).
Immediate, place-based considerations of disorder that do not rely on survey
measurement have been scarcely included in social science research and have only recently been
made possible to study through proxy measures of physical disorder like 311 calls (O’Brien,
Gordon & Baldwin, 2014; Wheeler, 2018). Operator run 311 call hotlines allow citizens to call in
to report non-emergency, city-related issues. However, the service is particularly new and is only
available in a select few North American cities. Data for 311 calls are also plagued by some
measurement shortcoming as it pertains to environmental disorder. Data is still generally
recorded and studied at zip code or census extents and often does not include coordinate or
address identifiers, which makes it difficult to attribute the report to the place (Yang, 2010;
Boggess & Maskaly, 2014; O’Brien & Sampson, 2015). Measures of disorder maintained by 311
datasets are also dependent on a formal complaint or call being filed by a citizen. Citizen driven
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measures such as the number of 311 calls may be less likely to occur within high crime places
that are known to have less informal social control (Hinkle, 2013). Contrarily, empirical
evidence also suggests that some particularly motivated residents known as “super callers” may
inflate citizen-generated 311 datasets by continually calling to report the same issue or misusing
the operator line to report unrelated matters (O’Brien, 2015). Additional research by Gau and
Pratt (2008) also indicates that citizens’ do not have the ability to effectively discern between
indicators of fear, disorder, and crime, and that respondents may be biased based on their own
characteristics (Hipp, 2010). This suggests that citizen-generated and recorded instances of
environmental disorder may not possess the necessary degree of reliability or construct validity
to draw accurate conclusions.
2.4 Chapter Summary
The focus on micro-level spatial extents in crime and place research has continued the
prioritization of hot spots. Such research has since focused on the reasons hot spots are more
crime prone, considering both crime generators and attractors and aspects of environmental
disorder. Despite the linkages both branches have demonstrated to crime, research has commonly
operationalized the two domains as separate explanations of crime. The growing crime and place
evidence base has continually found empirical grounds to advance conclusions about the
influence of both sets of environmental variables to crime and hot spot formation. However, the
field has yet to fully examine the potential co-location and mutual influence of both crime
generators and attractors and environmental disorder on crime and hot spots.
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Chapter 3: Measurement, Methods, and Matching
3.1 Measurement Issues in Environmental Criminology
Research focused on the occurrence of crime and the characteristics of hot spots has often
exclusively examined one set of risk factors, comprising either crime generators and attractors or
the elements of environmental disorder. Despite strong theoretical grounds existing for the
linkage between crime generators and attractors, environmental disorder, and their potentially
joint effect on crime (Miethe & Meier, 1990; Weisburd, Groff & Yang, 2012; Braga & Clarke,
2014), research incorporating both environmental perspectives and their associated constructs
has yet to be fully realized across the field. Braga and Clarke (2014) recently issued several
recommendations for the future direction of crime and place research, providing an explicit
commentary on the need to integrate different perspectives on the role of the environment. First,
they suggested that there is a need to improve and collect new data and measures specific to
social disorganization (including environmental disorder related mechanisms). One
recommendation they advocated for to capture disorder better is the application of Google Street
View or other virtual mediums to study micro-environments (Fujita, 2011). Disorder is not
formally recorded by an administrative dataset and is commonly reduced to proxy measures
when considered, using Google Street View allows for a potentially more objective data
collection effort that is more adequately designed to account for and assess the visible indicators
of environmental disorder.
Second, Braga and Clarke (2014) also reiterated the notion that crime and place
conclusions should be made at highly specific micro-units of analysis, in particular street
segments, and moreover, that research designs should more frequently draw upon the use of
matched, case control techniques comparing units of interest to empirically derived controls.
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They contend that juxtaposing an intervention, treatment, or identified set of units of interest
against empirically situated controls adds to the knowledge base and creates pathways to more
generalizable and actionable solutions. Third, they concluded that it is imperative we continue
research and testing efforts that are purposefully designed to examine the interactions of different
environmental criminology theories. This dissertation aims to answer the recommendations
proposed by Braga and Clarke (2014) through the use of remote SSO to better capture measures
of disorder, the application of micro-level units of analysis to more directly tailor conclusions, a
case-controlled research design to strengthen the integrity of the findings, and through the
proposed integration and simultaneous assessment of two disparate environmental criminology
perspectives.
The existing gaps in the research base mentioned by Braga and Clarke (2014) are
exacerbated by several limitations that routinely prevent the frequent examination of multiple
environmental variable types in spatial research. Matters such as researcher operationalization
and focus, data availability, and measurement issues have inhibited the ability to simultaneously
examine different environmental theories in research studies. For example, under the contention
of researcher operationalization, researchers studying crime generators and attractors tend to
focus exclusively on the presence of only those such establishments. A multitude of crime
generators and attractors have been previously linked to crime occurrence and crime pattern
theory research regularly employs a large number of independent variables as is (see: Connealy,
2019). Crime and place research questions commonly explored also generally include a singular
focus on the presence of one type of environmental variable, potentially to the neglect of other
prominent environmental influences (i.e., the prominent evidence-base focusing solely on the
criminogenic influence of “alcohol establishments”). Appropriately studying crime generators
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and attractors often entails the inclusion of an excessively high number of unique establishments
or places that may be related to the crime of interest, often times leaving less room to assess
other potentially relevant environmental factors.
Data availability and measurement also present several unique issues for studying crime
generators and attractors and environmental disorder simultaneously. For example, disorder and
decay data are not collected by official records or maintained at highly localized levels.
Researchers often use disorder and decay data that are captured through surveys (Scarborough et
al., 2010) 311 call logs (Wheeler, 2018), or other proxy measures that only partially or
subjectively reflect characteristics of environmental disorder. These datasets may not be the best
positioned to objectively reflect the level of disorder and decay present due to subjectivity biases,
higher-level aggregation, and not being designed for the purposes of measuring environmental
forms of disorder and decay. Instead, direct observation of environments through techniques like
remote systematic social observation (SSO), which involves the objective, consistent, and
replicable coding of an environment based on predefined characteristics of interest may be the
best way to measure factors like the level of disorder and decay.
Applications like Google Street View now provide users with an open-source, remote
interface to visually assess an environment in a consistent and replicable way, which has led to
virtual tools becoming more widely utilized in SSO research (He, Paez & Liu, 2016; Hoeben,
Steenbeek & Pauwels, 2018). SSO provides a novel way to capture the characteristics of a given
environment more systemically (Adang, 2018; Leonard et al., 2011; Shareck, Dassa & Frohlich,
2012), and it has proven similar effectiveness relative to more costly, resource intensive, and
time-consuming procedures like site visits (Clarke et al., 2010; Kelly et al., 2013).
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3.2 Systematic Social Observation
SSO was pioneered by Reiss (1968; 1971) as a means of understanding the nature of
people beyond, and in addition to, survey responses. Instead of exclusively soliciting answers
and insights through survey and interviewing tactics, Reiss found SSO to be a valid method for
social scientists to observe social phenomena as it existed naturally in the world. The technique
involves the visual observation of places using site visits or visual mediums. Early SSO’s
required researchers like Reiss to physically visit observation sites to record environments in real
time as the world around them unfolded. Initially focusing on studying aspects of police
behavior, on-site SSO’s were conducted evaluating police use of force (Terrill & Reisig, 2003),
police and citizen interactions (Gould & Mastrofski, 2004), and general police culture (Terrill,
Paoline & Manning, 2003). SSO has also been utilized to explore relevant police operations
within identified hot spots, suggestive of its applicability in understanding unique crime
environments. SSOs of hot spots have previously examined the impact of officer presence on
crime and communities (Sherman & Weisburd, 1995), the impact of proactive policing efforts
(Lum et al., 2020), and officer adherence to procedural justice (Todak & James, 2018). The
evidence of SSO’s effectiveness in capturing important phenomena and factors not recorded by
official databases has led to more frequent application and extension to other areas of social
science and has readily lent itself to the advent of more modern coding schema and techniques.
A seminal SSO conducted by Sampson and Raudenbush (1999) used drive by video
recordings of Chicago neighborhoods to evaluate the physical characteristics and level of
disorder present in the environment. This study helped usher in a new era of SSO, by which
observations could be made secondarily and could be meaningfully validated by testing the
reliability of the method across multiple coders. Video and remote SSO facilitated coding
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processes that are consistent, replicable, and rigorous in a way that onsite visits simply cannot
attain. Virtual SSO’s formalized approach to observation helps ensure that recordings are reliable
and valid from unit to unit, and the constructs and variables coded for can be predefined to better
reduce biases and subjectivity errors both during and after the coding process is carried out.
Several studies have since used video recordings to evaluate characteristics of environments of
interest. Braga and colleagues (1999) used video recordings to conduct an SSO of social and
physical disorder characteristics at crime hot spots, St. Jean (2007) conducted a video
ethnography of robbery and drug hot spots in Chicago, and more recently, Schnell, Grossman &
Braga (2019) utilized video recording of street segments to collect measures related to the
routine activities of individuals in high crime places.
In addition to generating a new wave of more modern SSO approaches, the Sampson and
Raudenbush (1999) study also had lasting implications for the measurement of physical disorder.
The measures they predefined and coded for as mechanisms of disorder became largely
implemented as a physical disorder index, which was later expanded in a collaborative study to
include measures of environmental decay in SSO research (Odgers et al., 2012). Continued
research using SSO has now more readily defined the constructs within the established disorder
indexes (see: physical disorder index - Skogan, 2015) and has more fully integrated the use of
virtual platforms to conduct coding efforts sans site visits altogether.
Modern data providers have also helped further the advancement and application of SSO
in social science research. Web-based platforms such as Google Earth and Google Street View
(GSV) have been commonly used in criminal justice research to perform visual assessments of
environments of interest, especially at micro-level extents (He, Páez, & Liu, 2017; Hsu & Miller,
2017; Langton & Steenbeek, 2017; Odgers et al., 2012; Vandeviver, 2014). These remote
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versions of SSO do not require on-site coding efforts or even site visits to obtain video
recordings. Video and remote SSO techniques have become popular due to the strategic
advantages they afford in addition to mitigating or reducing costly and time comprehensive site
visits (Edwards et al., 2013). The ability to re-watch or revisit the “virtual” form of the
environment has been found to help alleviate recall errors when compared to site visits
(Mastrofski, Parks & McClusky, 2010) and the electronic storing of observation records also
allows for the use of multiple coders and more meticulous reliability testing (Lindegaard &
Bernasco, 2018). Additionally, the continually accessible storing system of virtual observational
sources increases the ability to assess more constructs than in-person efforts alone and better
facilitate the continued exploration of the previously collected data (Sampson & Raudenbush,
1999).
Studies using remote SSO methods like GSV in the arena of environmental disorder have
innovatively examined stimulus responses to environmental cues (Hur & Nasar, 2014; Toet &
Van Schaik, 2012), have been used to characterize drug markets and related offender decisionmaking (Sytsma, Connealy & Piza, 2020), and have been used to classify land use settings and
perceptions of the built environment (Salesses, Schechtner & Hidalgo, 2013). Virtual SSO’s
have also been applied as a means to validate pre-existing indexes and scales associated with
prior methodological techniques (Marco et al., 2017). The results of such studies indicate that
remote SSOs have demonstrated consistent and accurate results in environmental research audits
when compared to both site visits (Clarke et al., 2010) and video recordings (Burr, Schaeg &
Hall, 2018). Across the realms of social science, GSV has been aptly utilized in public health
(Candido et al., 2018; Rundle et al., 2011), city planning (Goel et al., 2018; Li, Ratti &
Seiferling, 2018), and criminal justice research, and extant research has also conclusively
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determined virtual SSO techniques are a reliable, valid methodology for observing environments
especially at micro-level spatial scales (Ben-Joseph et al., 2013; Griew et al., 2013; Kelly et al.,
2013; Rundle et al., 2011).
3.3 Systematic Social Observation Research Designs
Although SSO has demonstrated empirical credibility and reliability and has become
more widely applied to social science research questions, the recency of the technique has
limited the scope of the conclusions. Many of the studies utilizing SSO to study an environment
of interest have not grounded their results in highly advanced research designs, meaning they did
not compare their environment of interest against an empirically derived counterfactual. Few
studies in the SSO research base have utilized matching designs, and of those that did, many
involved more simplistic approaches. Prior studies have included techniques like randomly
matching treated units with a control unit based on their spatial proximity alone (Eck, 1994).
This introductory matching technique represented an important step forward for the SSO realm,
but still remained remiss of other key covariates that could influence outcomes beyond
geographic parameter considerations.
Manual matching applications where researchers hand selected the best control unit for
each identified case based on a select few covariates of interest (Hsu & Miller, 2017) have also
been used to better account for those “other” potential covariates. For example, Hsu and Miller’s
(2017) hand-selected case and control approach for matching street segments prioritized
matching units within three-blocks of each other and had similar segment lengths. However,
hand selecting unit-to-unit matches is less feasible and replicable for studies examining a
multitude of cases and crime types and may introduce unmeasurable biases in the selection
process without a formal means of accounting for covariate balance. These novel studies and

42

applications of SSO have moved the evidence base in the right direction and have provided
meaningful conclusions, but the results are inherently less grounded in the absence of
comparison to empirical counterfactuals (Nagin & Sampson, 2019; Pearl & Mackenzie, 2018;
Ratcliffe, 2019). As the SSO base continues to grow it is important to continue to take the next
steps forward by applying more complex methods and research designs.
Case-control research has a long history of application and evidence in the social
sciences. The method has been found to be particularly useful when the outcome of interest is
both pre-defined and non-random. The design is predicated on comparing “cases” with a feature
of interest to characteristically similar “controls” absent the feature. Prior studies have used the
technique to evaluate offender propensity to commit property crimes (Kleck & Jackson, 2016),
to identify risk factors for crime events (Ridgeway, 2016), and to examine the variations in crime
opportunities (Schnell, Grossman & Braga, 2019) and locations (Hendricks et al., 1999). Casecontrol empirical matching is recognized for being widely utilized due to the ease of
implementation and the matching efficiency and flexibility it affords. One technique within the
case-control realm involves using empirically derived covariates to determine the probability or
risk score of each individual unit possessing the feature of interest or being classified into the
group of interest. This probability score can then be used to pair the selected “cases” to the
statistically most similar “controls.” For example, risk scores have been previously
operationalized to match on outcomes of interest like the probability of a police shooting incident
taking place (Ridgeway, 2016).
A recent SSO study by Schnell, Grossman, and Braga (2019) attempted to use risk scores
to match pre-determined areas of interest (high crime places) to statistically similar control
places (low crime places) on several covariates within the same geographic unit. Their attempt
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was the first to include an empirical matching approach leveraging probability scores with
multiple covariates. However, their attempts were unable to effectively match a high enough
percentage of cases and controls within the same geographic unit and were thus remiss of
important spatial considerations to their study. As a result, they elected to use theoretically
informed manual matching with consultation from the Newark Police Department (NPD) on the
pertinent geographic and socially relevant covariate conditions. Their final model included
manually matching “cases” and “control” units that were within the same census tract, and then
secondarily selecting pairs based on covariates including the length of the street, the road type,
and other considerations posed by the NPD on the social conditions of the immediate
surrounding area.4 In an important development in remote SSO matching techniques, they were
ultimately able to pair high violence street segments with low violence control street segments in
the same census tract or from the closest comparable tract prior to conducting the video SSO
(Schnell, Grossman & Braga, 2019). However, as a result of the selected manual matching
procedure, the covariates operationalized, and the matched samples generated, could not be
formally, statistically, or rigorously balance checked.
Following the important contributions to SSO research designs modeled by Schnell,
Grossman, and Braga (2019), Connealy (2020) built upon the approach of Schnell et al. by
utilizing a case-control design with probability scores prior to executing the remote SSO. To
rectify the spatial proximity concerns observed previously across matches at the block group and
tract-level extent, and to ensure that matches were kept within the same unit as opposed to
having to select from potentially nearby or adjacent units, Connealy (2020) elected to
operationalize matching “cases” and “controls” at the city-defined neighborhood level. The study
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If cases could not be paired within the same census tract, a nearby, similarly situated census tract was selected for
the match.
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utilized probability score matching to pair pre-identified hot spot “cases” to empirically similar
control locations across five covariates associated with an individual unit’s likelihood of being a
hot spot. The approach also included an exact matching measure to generate matched case and
control pairs from the same city-defined neighborhood. The use of neighborhoods as a matching
spatial extent in Connealy (2020) rectified the previous match rate issues experienced by Schnell,
Grossman, and Braga (2019) at both the census block group and tract level by increasing the
potential control unit matching pool within the defined spatial parameter.
The use of probability score matching techniques innovatively leverages the case-control
research design to match the identified hot spot cases more rigorously to similarly situated
control units across multiple theoretically and empirically derived covariates (Ferman, Pinto &
Possebom, 2020), while also ensuring that paired units are within the same spatial unit through
the specification of an exact match. This approach moves the body of literature forward in
several ways.
First, largely as a result of its newness, prior remote SSO research has yet to incorporate
more complex research designs. The next logical step in the application of this methodology is to
ground the results more rigorously through the application of empirically matched case-control
research designs. Thus, conducting statistically informed matching fits the trajectory of the
present state of the evidence base.
Second, utilizing an automated statistical approach allows for the consideration of more
important covariates than other more straightforward techniques like manual matching are
positioned to include. The automated matching process also allows the matching sequence to be
replicated across multiple crime types more efficiently and accurately without introducing
researcher bias in the case selection process in the way that manual matching efforts might.
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Relatedly, statistical matching ensures that each covariate introduced is appropriately balanced as
opposed to using other matching strategies that are more restrictive in the number and type of
covariates incorporated and are unable to assess the efficacy of the generated matches.
Third, the statistical matching process selected for the dissertation rectifies the spatial
proximity concerns for paired units observed in prior research efforts (Schnell, Grossman, &
Braga, 2019) by pairing cases and controls within the same neighborhood. Neighborhoods are a
larger spatial extent than other commonly operationalized meso-geographic spatial parameters
like census tracts but are still representative of the community-level in order to hold broader
demographic considerations relatively constant (Chamberlain & Hipp, 2015; Kim & Hipp,
2019). Within the case-control matching sequence, individual covariates can be set to “exact”
match, thereby ensuring paired cases and controls are within the same geographic parameter or a
match is not generated.
Fourth, the statistical matching approach allows for comprehensive post-hoc assessment
of the matched case and control samples to ensure balance is achieved across the full sample and
for each of the individual covariates incorporated. The probability scores used to match cases on
a nearest neighbor basis can be plotted to examine similarities between the two groups. Ensuring
balance is an essential component of matching because it adds strength and legitimacy to the
potential conclusions drawn.
Lastly, the probability score, case-control matching method proposed in the present
dissertation has previously demonstrated efficacy by successfully matching street robbery hot
spot street segment cases to control units across multiple empirical covariates of a unit being a
hot spot at the neighborhood level (Connealy, 2020). The present dissertation stands to build out
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this methodology through the testing of four additional environmentally prompted crime types
(aggravated assault, burglary, homicide and non-fatal shootings, and robbery).
3.4 Empirical Matching and Case-control Research Designs
Social science rarely affords the ability to conduct true experiments where the treatment
and control groups are randomly assigned because of ethical and/or practical reasons (Apel &
Sweeten, 2010). Without the ability to truly randomize unit assignment, alternative methods are
necessary that maintain validity and reliability while approximating the conditions of group
selection. With “case” groups commonly pre-defined at the outset, researchers are often tasked
with generating a control group that “looks like” the treatment group across a number of
important predictors and indicators (Apel & Sweeten, 2010: Heckman & Hotz, 1989). The
resultant “matching” of cases is then often best achieved in the framework of a case-control
research design. Thus, the present dissertation aims to incorporate a case-control design as it fits
the scope of the research and is representative of the highest level of matching design previously
achieved in the present SSO literature base.
One such case-control design involves the use of probability scores to match preidentified cases with a feature of interest to similar control units not classified as a case. The
technique can be used to match on characteristics of places or units of interest as opposed to the
general practice of matching on the characteristics that predict “treatment” classification.
Following the blueprint of Schnell, Grossman, and Braga (2019), Connealy (2020) utilized this
application of probability score matching within a case-control design to compare a preidentified unit type of interest (hot spot street segments) to an empirically similar control unit
(not classified as a hot spot) using the matching sequence generated probability score. In this
form, the application of matching is not used to balance the “treated” and control units across the
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predictors of being treated. Instead, with cases and controls, the probability score matching
technique is used to pair a case and control unit with similar background risk probability scores.
The background risk probability score was derived by holding several non-theoretical predictors
of a unit being a hot spot constant. Thus, control unit selection was predicated on unit similarity
to an identified hot spot based on the covariates operationalized. The initial iteration of this
technique successfully matched each individual hot spot to a set of empirical control units based
on the critically determined confounding qualities of the individual hot spot unit and the
neighborhood the hot spot unit was located in (Connealy, 2020).
3.5 Advantages of Case-control Designs
This dissertation intends to build off the proof of concept established in Connealy (2020)
through the use and efficacy of probability score matching. The first reason background crime
risk probability score matching can be appropriately leveraged in the present dissertation is that
the intention behind the matching procedure is not to generate a “treatment” effect statistic or
draw causal inferences, because the dissertation involves the classification of cases and controls
not treated and non-treated units. Thus, the purpose of matching in the present dissertation is to
match on the potentially confounding characteristics of the street segments identified as cases
(hot spots) to ensure that the case and control environments being compared are collectively
similar across a number of covariates that may influence the likelihood that a unit is a hot spot.
As opposed to matching on covariates associated with being classified as a pre-defined “treated”
unit, this approach matches on the non-theoretically defined covariates associated with being
classified as a pre-defined “hot spot.” This approach also serves to better isolate the influence of
the environmental predictors of interest between the hot spot cases and controls. By matching
only on the background risk of crime, the later regression analyses are positioned to examine the
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potential for differences in the presence and predictive capacity of theoretically criminogenic
environmental variables. The present dissertation aims to expand this matching concept through
replication efforts across additional crime types.
The second advantage of using background crime risk probability score matching in the
present dissertation is that it matches the identified case units to real, existing control units that
can be evaluated on an individual basis in the remote SSO. Singular, real, control units provide
inherent value when applied within an appropriate research design and are necessary within the
context of SSO research predicated on examining and comparing different environments. This
dissertation hinges on the evaluation of actual environments for hot spot and control units. Thus,
the control units the identified hot spot case units are compared to have to be singular units and
cannot be a combination of binned or weighted units that are not amenable to research coding.
Third, case-control designs that use background crime risk probability scores can be
checked to ensure balance and bias reduction is achieved following matching. The present
dissertation will aim to ensure successful matching is achieved individually across each of the six
covariates and across the grouped samples in the full matching model. Several post-hoc
diagnostic tests and statistics will be performed to (1) demonstrate the probability scores used to
match the cases and controls were similar and were inside the field specified caliper and standard
deviations, (2) that the matching model matched cases at a high rate (particularly with the exact
matching specification at the neighborhood level), and that (3) the individual covariates were
appropriately balanced across the samples. Through comparing standardized mean differences
across groups, percent balance reductions, and individual covariate assessments, the overall
effectiveness of matching can be determined for each of the individual crime type matching
models tested. Assessing the level of balance after matching helps to rectify concerns about bias
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and unbalanced samples advanced by King and Nielsen (2018) in their critique of score based
matching approaches. In the proof of concept, Connealy (2020) demonstrated balanced
covariates and models across the pre-identified hot spots for both the low crime and zero-crime
control units operationalized.
3.6 Chapter Summary
The present dissertation necessitates the use of probability score matching within the
framework of a case-control research design because of the need to generate singular unit to unit
matches, because the intention of matching and comparison is not to ascertain a treatment effect,
because balance statistics can be rigorously checked post matching, and because the
environments of interest can be effectively paired and compared for the purposes of remote SSO
within the predefined neighborhood level spatial extent. The present dissertation stands to
advance the proof of concept established by Connealy (2020) by applying the probability score
matching technique across multiple different types of crime hot spots that have been previously
unexplored in this capacity (aggravated assault, burglary, homicide/non-fatal shootings, and
robbery). This level of research design has not been readily incorporated in remote SSO research
specific to crime and place. It is important crime and place research, especially such research
advancing new methodological innovations like remote SSO, strives to involve rigorous
methods, and that the conclusions formed and advanced are appropriately situated based on their
research design. The research design in the present dissertation affords stronger conclusions than
prior SSO work in the field.
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Chapter 4: Dissertation Methodology and Design
4.1 Study Setting
The dissertation focuses on hot spot environments in Indianapolis, Indiana. According to
United States Census figures, Indianapolis was the 16th most populated city in the United States
in 2017. The population has increased by about 5.2% since 2010 with a present population of
863,002 living inside the city boundaries and over 2.2 million living in the greater Indianapolis
metropolitan area. Comprising 361.5 square miles, Indianapolis is geographically large, which
also makes it the 16th largest city in the United States by land area. As it pertains to crime
frequencies, the Indianapolis crime rate is generally on par with United States averages
according to the Federal Bureau of Investigations (FBI) Uniform Crime Report statistics. For
example, the Uniform Crime Report indicates that the 2017 Indianapolis violent crime rate was
only slightly higher than the United States average. As a larger metropolitan city relatively
mirroring United States crime rates, Indianapolis provides an ideal backdrop to explore hot spot
locations and contexts across different crime types using predictor variables from different
environmental criminology domains. Further, the decision was made to focus research efforts on
Indianapolis due to the breadth of publicly available spatial data provided by the city for the
crime generators and attractors, and due to the wide range of coverage by Google Street View
imagery across the city. To provide some degree of time stability to the dissertation, crime data
from the years 2013-2017 was be used to generate and evaluate hot spots in Indianapolis for each
of the four different types of crime understudy.
4.2 Unit of Analysis
The unit of analysis for the dissertation is individual street segments, which comprise
both block faces of a given street between a segments two end point intersections (Weisburd et
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al., 2004). As it pertains to hot spots, research suggests that most hot spots are often not larger
than the size of a singular street segment (Smith, Frazee, and Davison, 2000; Weisburd et al.,
2004). Street segments have since become a common unit of analysis in micro-level
environmental criminology research because they are small enough to effectively minimize
aggregation errors and large enough to effectively represent the spatial and community fabric of
the immediate area (Weisburd, Groff & Yang, 2012).
4.3 Crime Data
There is a total of 62,667 individual street segments in Indianapolis, which vary in road
type from sections of local road to segmented out fractions of major arterial roads and
expressways. For each crime of interest, crime data was spatially joined to the nearest street
segment using the Geographic Information System (GIS) ArcMap 10.7 spatial join tool. The
breakdown of crimes occurring in the study area over the five-year time period is depicted below
in Table 1. Despite the notable yearly decreases in burglary, the other crime types remained
relatively static, or increased incrementally, over the five-year period.
Table 1: Police Recorded Crime Incidents in Indianapolis 2013-2017

Assault
Burglary
Homicide/NFS
Motor Vehicle Theft
Robbery

2013
4452
13447
2390
5017
3804

2014
4594
12121
2384
5191
3808

2015
4582
11071
2461
5008
3803

2016
4915
10286
2578
5103
4013

2017
5042
8960
2651
4947
3510

The Indianapolis Police Department records crime events at the incident level in two
ways. The majority of crime events are attributed to individual addresses. In the present
dissertation, crimes recorded to an individual address were only scored once for the street
segment the address listed was located on. Though, some crime incidents were mapped to the
intersection the incident actually occurred on or the closest cross-streets for ease and
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convenience. The decision was made to score intersection recorded crimes for each street
segment touched, which resulted in some instances of multiplicative counting. It can reasonably
be assumed that crime events at intersections influence, and are influenced by, each street
segment they contact at such micro-level units of analysis. Therefore, it is important each street
segment touching an intersection reflects a crime event record for crimes occurring at mutually
shared locations like intersections. Despite considerations of unit overlap, the street segment
remains the most appropriate unit of analysis for the present dissertation due to the need to have
fixed, consistent, and administratively defined boundaries for the following remote SSO. Other
frequently operationalized micro-level units like intersections and Thiessen polygons are remiss
of distinguishably marked boundaries that differentiate between units, rendering them less
applicable to the later researcher coding efforts of the present dissertation.
Several maps were also constructed to examine the spatial concentration of crimes
occurring at intersections (see: Figure 1 below), as they may inflate the crime counts at
individual places or lead to other data recording implications. Some crimes are also inherently
more or less likely to be attributed to an intersection. Burglary, for example, requires an address
to be identified from where the property was taken and is naturally more static and transcribable
to individual addresses. Conversely, aggravated assault and homicide are more dynamic in nature
and can occur absent the fixed boundaries of an establishment or location. Although not a density
map, the point pattern maps below preliminarily indicate that there is some significant clustering
of incidents mapped to intersections towards the center of town, where the city runs more strictly
on a grid system and cross streets are likely more commonly referenced.
Most of the city of Indianapolis does not map a high volume of crime incidents to
intersections. However, at first glance it appears that many of the crimes occurring on
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intersections are specific to the “downtown” area, which has city blocks that run on a
standardized grid system. Simple point maps seemingly corroborate this notion, indicating that
the observable point patterns seem most densely concentrated in the center areas of the city,
though this area does not represent a large geography. However, spatial cluster analyses did not
indicate that a significant majority of intersection recorded crimes are attributed to the downtown
district or any other specific area in Indianapolis.5 This suggests that the crimes recorded to
intersections in Indianapolis do not demonstrate a consistent patterning spatially and more or less
mimic the distribution of all crime incidents across the city. Further, of the five crime types
included, only a small percentage of the crime incidents included in the dissertation were
recorded at intersections. The two maps below depict point level incidents for all crimes in
Indianapolis in 2017, and crimes specifically recorded to intersections in 2017.

5

Several micro-spatial clustering analyses were undertaken to consider the potential clustering of intersection
attributed incidents and their resultant impact on hot spot identification. Crimes recorded to intersections did not
demonstrate significant clustering patterns, nor were there a substantial volume of incidents that influenced the
process of selecting hot spots.
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Figure 1: Example Intersection Incidents Distribution Map - 2017
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Table 2 below also depicts a breakdown of the number of incidents attributed to
intersections across each of the four crime types during the five-year time period included in the
analysis (less than 10% for all crimes occurring in Indianapolis by year – and a maximum of
~8% of individual incidents: see homicide in 2017 in the table below). This indicates that the
implications of multiplicatively counting intersection crimes may have had less influence on hot
spot identification under the present methodological structure. The hot spot selection method
also does not account or weight the influence of spatial neighbors in hot spot selection, so the
multiplied counting approach associated with intersection recorded crimes being attributed to
multiple adjacent segments is not further exacerbated. Following the identification of hot spots
for each crime type, the intersections recording a crime event for each individual crime type were
revisited to further ensure they were not too strongly correlated with hot spot identification,
which would suggest that intersections egregiously inflate the likelihood of surrounding units
being classified as hot spots.6
Table 2: Crimes Attributed to Intersections

Aggravated Assault
Burglary
Homicide/Non-fatal
Shootings
Motor Vehicle Theft
Robbery

2013
186/4452
4.2%
12/13447
0.1%
146/2390
6.1%
149/5017
3.0%
270/3804
7.1%

2014
248/4594
5.4%
16/12121
0.1%
162/2384
6.8%
145/5191
2.8%
266/3808
7.0%

6

2015
292/4582
6.4%
24/11071
0.2%
184/2461
7.5%
184/5008
3.7%
291/3803
7.7%

2016
307/4915
6.2%
14/10286
0.1%
215/2578
8.3%
218/5103
4.3%
313/4103
7.6%

2017
311/5042
6.2%
16/8960
0.2 %
224/2651
8.4%
182/4947
3.7%
249/3510
7.1%

Hot spot locations were rarely) facilitated (if at all) by doubly counted intersection crime events. Intersection
crimes infrequently occurred and did not result in hot spot designation for individual units as the highest crime
intersections recorded between 7-10 total crime events a year. Further, the lack of highly correlated spatial lag
values adjacent to hot spots in the matching sequence indicated hot spots were not often clustered together as a result
of doubly counted intersection crime events. For these reasons, the decision was made to keep intersection crimes in
the analysis as opposed to dropping them altogether.
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4.4 Hot Spot Identification
The first step in the hot spot identification strategy was to separate out the street segments
that experienced at least one incident of the crime of interest in each of the five individual
calendar years included from 2013-2017 from the street segments that did not experience the
crime in the given year. Five, individually operationalized years of crime data were used to better
ensure that the locations identified as hot spots are more likely to be persistent hot spots, and are
less likely to be byproducts of short-term, influential, volatile crime spikes (Boba-Santos, 2017)
that could occur in an individual year. Using the sample of segments experiencing the crime in a
singular year, the mean and standard deviation were then calculated, and the segments three
standard deviations or greater from the mean (top 1% of all street segments in the study,
corresponding to 630 individual street segments) were identified. The final step involved rank
ordering the selected hot spot units by the total number of the given crime occurring that year.
Due to differences in frequencies across crime types influencing rates and percentages, using the
1% measure of crime-based frequencies would result in vastly different sample sizes for each
crime. For example, burglary is a much higher n crime than homicide and non-fatal shootings
and there are far more unique units experiencing burglary. Thus, leveraging the 1% metric of all
street segments included in the study on a year-to-year basis provides a more standardized
number for evaluation and comparison. For each crime type, the 1% of places first focused on
was comprised of the top 1% of all streets in Indianapolis experiencing the crime of interest (or,
the 630 units with the highest crime level in each study year).
Following the selection of the 630-rank ordered hot spot street segment units for each
individual year and crime type, the units selected were indexed to determine the total number of
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years out of the five possible that the unit was classified as a hot spot.7 Only units that were
identified as hot spots in three or more individual years for a given crime type were considered
as hot spot units for that crime. This approach helped to account for the temporal stability of
locations by identifying only the units that are “hot” in the majority of study years, not just the
units with the highest crime count in the five-year aggregate. Based on prior research, it is
generally assumed that the majority of the identified hot spots will be classified as a hot spot in
multiple individual years and will be stably high crime from year-to-year (Hunt, 2016; Weisburd,
Morris, & Groff, 2009).
The hot spot identification process first identified the 630 individual units (1% of all
street segments in the study) with the highest volume of a given crime per year (without breaking
ties). Each segment meeting the criteria was classified as a hot spot for that particular year and
associated crime type. Then, the number of a years an individual unit met the criteria for being a
hot spot was calculated, with specific focus paid to the number of units that were classified as a
hot spot for a given crime type in three or more years. A unit could only fit into one category
based on the number of years it was classified as a hot spot in the individual year calculations
(Scored as a hot spot in all 5 years or in only 4 years but not both).
Table 3 below depicts the breakdown of hot spot units by year. Few units met the criteria
for being a hot spot in each of the five years calculated individually, however, that is likely a
byproduct of the highly restrictive selection criteria (top 1% only)8 and the potential instability of
micro-level units with low event frequencies. Stretching out the stability criteria to units being a

7

At this point, ties in crime counts at the 630-unit mark have not been broken, as it is important to still include all
potentially classifiable hot spot units to determine which units achieve hot spot status in three or more years to
constitute study selection.
8
At such micro-spatial and temporal extents, relaxing the percentage of units selected to 3 or 5% resulted in almost
all units experiencing crime being marked for potential hot spot identification. In order to focus on places truly at an
elevated risk for crime, and to differentiate between high-crime and criminogenic unit environments, 1% remained
the appropriate metric for segment selection.
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hot spot in the majority of study years (3/5) increased the number of units to over 200 for four of
the crime types analyzed. These results fell in line with prior research that assumes most high
crime places are consistently, stably, crime prone over time (Levin et al., 2017). However, motor
vehicle theft did not meet the stability criteria imposed, with only 109 units achieving hot spot
status in three or more years. This suggests temporal stability, even at high crime locations,
cannot be assumed across all crime types as a universal standard. Motor vehicle theft may be
more opportunistic and random, with even the most crime prone hot spot locations experiencing
temporal instability. As a result of the observed instability, motor vehicle theft was dropped from
the dissertation and all subsequent analyses.
Table 3: Hot Spot Units Identified by Number of Individual Years as a Hot Spot
5 Years
Aggravated Assault
26
Burglary
33
Homicide/Non-fatal Shootings 15
Motor Vehicle Theft
5
Robbery
22

4 Years
57
67
50
30
108

3 Years
118
143
190
74
120

Total
201
243
255
109
250

The approach resulted in differing total hot spot counts meeting the dissertation selection
criteria. To account for the discrepancies observed across the total number of identified hot spots
unit by crime type and still correspond with the general 1% metric previously seen in the hot
spots’ literature (Haberman, 2017), the dissertation rank ordered the segments meeting the 3/5year hot spot criteria by total crime count. Then, the 150 units with the highest total crime counts
were selected for inclusion in the dissertation. The researcher introduced cap served to
standardize the number of units selected across crime types, while providing a plausible coding
sample and ensuring prioritization of the highest crime hot spots. Ties in the data at the 150-unit
cutoff were statistically broken using random selection techniques that picked the necessary
number of units to complete the sample when multiple available units were at the threshold
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number (Haberman, 2017).9 The final pool of identified hot spots was comprised of the 150
highest crime locations for a given crime type, or .25% of the city. It is important to determine if
these select locations (1) have unique composition (2) account for a disproportionate share of
crimes and further the law of crime concentration. Moreover, focusing on even less than 1% of
city units makes the potential conclusions and interventions more actionable and feasible.
Hot spot selection predicated on identifying the units that experienced the most elevated
level of crime has been utilized before (Ratcliffe et al., 2011; Haberman, 2017). Moreover, the
use of capping the sample pool has also been previously applied because of its ability to (1) hold
the number of hot spot units relatively constant across crime types, (2) because of its emphasis
on capturing the highest crime locations, and (3) because focusing on around 1% of the samples
units increases the ability to generate adequate matches and makes the subsequent coding efforts
more feasible.
The specific number of 150 was also arrived at by the researcher based on several
criteria. First, 150 units provides an adequate amount of hot spot units to examine (larger than
most hot spot studies and intervention strategies can handle: see Haberman, 2017 pg. 643), while
also ensuring the focus is on the places that truly experience disproportionately more crime. The
utilization of a cutoff number also ensures that the number of units coded for each crime type
remains relatively equal across the crime types included, as the top 1% of places experiencing
burglary will include more units than the top 1% for homicide and non-fatal shootings as the
former is a more frequently occurring event. This step better sets up the later coefficient

9

The last 6 hot spots for aggravated assault were added by randomly selecting from the pool of potential hot spot
units with a total count of 10 assaults to break the tie at the 150-unit mark. Burglary included 11 hot spots from the
150-unit tiebreaker at a count of 17 burglaries. Homicide/non-fatal shootings required 23 hot spot units to be
randomly selected at a total of 6 incidents, and robbery involved 7 hot spots to be randomly selected at a total of 13
incidents during the five-year time period.
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comparisons by creating similarly situated regression models for each crime type. Second, 150
units is similar to the number of units coded for in the dissertation’s pilot study (Connealy,
2020), which achieved sufficient sample size and power and allowed for effective one-to-one
statistical matching with a high-performance rate as a proof of concept (over 90% of hot spot
cases matched to both a zero-crime and low crime control unit). Third, 150 units is a feasible
amount of coding for the individual researcher to perform, with each hot spot case being matched
to two control units that also require remote SSO coding (four crime types and three different
unit types to code per crime type at approximately 3-5 minutes per unit to code).
The selection criteria posed for identifying hot spots is highly restrictive with only 150
hot spots per crime being selected across each individual year. That equates to a relatively low
selection probability when the crime frequencies are reduced by focusing on each individual year
instead of aggregating the five-year study period into a single measure of total crimes (2 events
on a segment may be enough one year but not the next). Further, operating at this micro of level
with street segments may also introduce volatility. The consideration for stability is not the
stability of a high crime neighborhood or larger area but at the most-micro scale. Thus, highly
localized individual units have to meet the criteria for being a hot spot without being leveled up
into a large spatial aggregation in the majority of individual study years to meet the criteria for
inclusion. With only 150 units selected as hot spots out of almost 63,000 possible segments, any
segment that is a hot spot in the majority of study years (3/5 years) demonstrates a relatively
strong degree of temporal stability. Additionally, with the final step for selection of hot spot units
involving rank ordering the units by total crime count for a given crime, both temporal stability
during the study period and overall crime count are included as measures for selection.
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Identifying just 150 segments for each crime type only constitutes about .25% of the
street segments in Indianapolis. Yet, these selected street segments were responsible for a
disproportionate amount of crime relative to the rest of the city. Calculations were conducted to
determine the number of crimes for each crime type occurring in the identified hot spots as a
percentage of the five-year citywide total. No crime type hot spot had less than 7% of all crimes
for the given time period. Suggesting that a substantial share of crime can be attributed to a select
few street segments. This extends the law of crime concentration proposed by Weisburd (2015)
which focuses on 5% of all places experiencing the majority of crime in a city. Less than a
quarter-percent of hot spots experience significantly high levels of crime across an entire city’s
landscape. Table 4 below includes the crime counts for all units in Indianapolis, and the
percentage of crimes occurring in the 150 identified hot spots for each crime type.
Table 4: Identified Hot Spot Crime Counts10
Crime
Aggravated Assault
Burglary
Homicide/Non-Fatal
Shootings
Robbery

5-Year Citywide
Total
24010
56199
10420

5-Year 150-Unit
Hot Spot Total
2463
3965
1364

Percent of Crime in
Hot Spot
10.3%
7.1%
13.1%

19379

4206

21.7%

4.5 Data and Sources: Crime Generators and Attractors
Individual crime generators and attractors were assessed by spatially joining the
individual vector features to the nearest street segment. The crime generators and attractors
selected for the present dissertation were informed by prior spatial literature, theory, and research
specific to Indianapolis. Predictors such as bars and liquor stores (Spicer et al., 2012; Toomey et

10

The hot spot crime counts were not counted for motor vehicle theft. Motor vehicle theft did not demonstrate
enough year-to-year stability to satisfy the conditions of hot spot selection, thus, units were not identified to conduct
calculations on. This will be discussed in greater detail in the subsequent sections.
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al., 2012), hotels and motels (LeBeau, 2012), and food providers like grocery stores and small
corner stores (Furr-Holden et al., 2016) are common to environmental research on the spatial
predictors of crime. Other predictors incorporated were derived from relevant theoretical
perspectives situating the influence of the environment on crime. Predictors of crime like public
spaces and city points of interest (Browning & Jackson, 2013; Ceccato, 2016) were derived from
crime pattern theory, while predictors like bus stops (Gerell, 2018) have been incorporated
extensively under the framework of routine activities theory research. Additional pertinent
environmental predictors were also drawn from prior micro-spatial research studies examining
the relationship between crime and the environment in Indianapolis (Carter, Mohler & Ray,
2018; Connealy, 2019; Piza & Carter, 2018; Stucky, Ottensmann & Payton, 2012).
The 27 relevant crime generators and attractors selected for the dissertation were
collectively drawn from multiple open-source data platforms to account for all relevant potential
predictors.11 These sources include the Indianapolis Open Data Portal, which provides a
repository of spatial data readily amenable for analysis in a Geographic Information System
(GIS). The spatial datasets available include local and community-level business data, land usage
and parcel information, and other geographically relevant city variables.12 In addition, InfoGroup
was used to collect data on germane businesses and their locations. InfoGroup rigorously
maintains a database of actively licensed businesses and their respective addresses that can be
classified and sorted by unique business types. Their up-to-date listing of businesses provides
accurate data that has been previously utilized in social science research focusing on micro-level,

11

The dissertation will iteratively spatially join each of the 27 identified crime generators and attractors to individual
street segments in Indianapolis. Several different vector formats were represented across the different environmental
predictors and all street segments in Indianapolis were included in the spatial joins with the crime generators and
attractors joined to the closest segment. The crime generators and attractors are address specific and will be
designated to a singular street segment.
12
Data from the Indianapolis Open Data Portal: foreclosures, art installations, points of interest, parks, public art
installations.

63

address contingent spatial relationships (Connealy & Piza, 2019; Miller, Caplan, & Ostermann,
2016; Piza, Caplan, & Kennedy, 2014).13
A third data source utilized to obtain crime generator and attractor data was ArcGIS
online, which is a user-maintained storehouse of individually posted shapefiles and layers
populated by ArcGIS users and professionals. Several datasets specific to Indianapolis that are
regulated and posted by city government officials within Indianapolis were downloaded from
ArcGIS Online and incorporated in the present dissertation.14 Lastly, unique spatial datasets were
created and developed by the author through Google MyMaps. Google MyMaps is a Google
Maps interface that allows users to search for, and ultimately download, places of interest by
dictating their own search terms.15 These data were individually spatially joined to the street
segment in Indianapolis they were nearest to (ultimately, the street segment the establishment
resides on). Table 5 below details the crime generators and attractors operationalized in the
dissertation.16

13

Data from InfoGroup: ATMs, banks, bars, check cashing, nightclubs, convenience stores, credit unions, dollar
stores, hotels, laundromats, liquor stores, motels, parking garages, pawnshops, pharmacies, restaurants, shopping
centers, small grocery outlets, supercenters, supermarkets.
14
Data from ArcGIS Online: bus stops, schools
15
Data from Google MyMaps: body art shops
16
Crime generator and attractor frequencies are detailed in later sections, and a full breakdown detailing the number
of features present on each of three distinct unit types tested (hot spots, zero-crime controls, low crime controls) can
be found in Appendix I.
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Table 5: Crime Generator and Attractors
ATMs
Banks
Bars
Body Art/Tattoo
Bus Stops
Check Cashing
Clubs
Convenience Stores
Credit Unions
Dollar Stores
Hotels
Laundromats
Liquor Stores
Motels

Parking Structures
Parks
Pawnshops
Pharmacies
Points of Interest
Public Art Installations
Restaurants
Schools
Shopping Centers
Small Grocers
Storage Units
Supercenters
Supermarkets

4.6 Crime Generator and Attractor Meta-constructs
Due to the use of a micro-level unit of analysis in the form of street segments, the spatial
joins of each unique predictor mapped with relatively low frequencies on each individual unit.
Further, because the conservative hot spot estimation technique focuses on an exceedingly small
pool of hot spot street segments and their corresponding controls, variable meta-constructs were
necessary to satisfy the conditions of the later regression models. After conducting the individual
spatial joins, the generator and attractor meta-constructs were created by merging like variables
based on several different criteria including the business or establishment type, the facility
operations and intended usage, and other theoretically situated justifications that provided an
explainable and empirical link between the condensed individual predictors forming the metaconstruct. Bivariate comparisons of variables set to be condensed into meta-constructs and
exploratory factor analysis were used to guide the decision-making processes of placing
individual crime generator and attractor variables within a larger meta-construct. Additionally,
descriptive statistics and frequency tables were also considered when forming the metaconstructs as some predictor types possessed larger “n” values than others by default.
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The conceptual meta-constructs were developed by the author thematically to create
seven unique, descriptive meta-constructs (Collier, Laporte, & Seawright 2008), with groupings
formed around themes such as providing a common service (ex: money issuers – banks, check
cashing services, ATMs, etc.), a common product (ex: alcohol – bars, liquor stores, nightclubs),
or a common purpose (ex: short-term stays – hotels, motels). Similar aggregation of
environmental predictors has been previously demonstrated through concepts like land use
designations (Kinney et al., 2008), or through the classification of individual establishments and
places as crime radiators or crime absorbers based on the level of internal and external risk they
facilitate (Bowers, 2014). The proposed meta-constructs were also effectively used in the
dissertation’s pilot study on street robbery hot spots as a proof of concept (Connealy, 2020).
Condensing the predictors into meta-constructs ensures that the sample has adequate
power for the later statistical tests. Correlations, bivariate comparisons, and tetrachoric factor
analysis were all examined through the lens of confirmatory factor analysis to ensure that the
created meta-constructs adequately load together without issues of multicollinearity. Tetrachoric
factor analyses are particularly effective in that they test dichotomous variables under the
assumption that the variables merged together to represent the larger construct are imperfect,
non-proxy measures of the construct they represent. Each meta-construct operationalized was
dichotomously recorded as present (if any of the variables in the merged meta-construct are
present on a street segment just one time) or absent (none of the variables merged into the metaconstruct are present on the street segment). These comparative tests were carried out on the
unique measures comprising an individual meta-construct to ensure appropriate aggregation into
the researcher developed category.
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Table 6 below details the crime generators and attractors included in the present
dissertation, and the meta-construct each individual variable fits within. The subsequent pages
and tables also illustrate the results of the correlation and factor analyses conducted for each
crime type to confirm appropriate meta-constructs were created for the crime generators and
attractors. Traditional factor analysis was also carried out on the construct level variables tested
to ensure there was a lack of commonality among the final meta-constructs and that each of the
tested constructs was contributing something meaningful to the later regression analyses. After
obtaining the regression results, the individual variable that may have driven a meta-construct’s
significance or insignificance can still be identified by revisiting the descriptive statistics and
frequencies to see how an individual variable mapped across the hot spot, zero-crime, and low
crime control units.
Table 6: Crime Generator and Attractor Meta-constructs
Meta-construct
Alcohol
Short-term Stays
Generators
Large Retail
Money Issuers
Single Service and Stay
Small Retail / Variety

Individual Crime Generator and Attractor Measures
Bars, nightclubs/lounges, liquor stores
Hotels, motels
Bus stops, parks, points of interest, schools
Shopping centers, supercenters, supermarkets, dollar stores
ATMs, banks, credit unions, check cashing/payday loans
Body art shops, laundromats, restaurants, storage centers
Convenience stores, small grocery stores, pharmacies, pawnshops
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Table 7: Correlational and Factor Analysis – Assault
Pairwise Correlations
Variables
Assault Hot Spot Short-term Stays
Short-term Stays -0.167*
1.000
Single Service
-0.064
0.206*
Small Retail
-0.059
0.024
Alcohol
-0.059
0.051
Generators
0.017
0.068
Large Retail
-0.047
0.030
Money Issuers
-0.035
-0.035
* shows significance at the .05 level

Single Service Small Retail Alcohol Generators Large Retail Money Issuers
1.000
0.163*
0.317*
0.137*
0.258*
0.261*
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Factor Analysis
Factor
Eigenvalue
Difference
Proportion
Factor1
1.209
0.946
1.263
Factor2
0.264
0.273
0.276
Factor3
-0.009
0.026
-0.009
Factor4
-0.035
0.011
-0.036
Factor5
-0.046
0.114
-0.048
Factor6
-0.160
0.105
-0.168
Factor7
-0.266
.
-0.277
Observations
396
Average Interitem Covariance
Retained Factors
2
Items in Scale
Number of Parameters 13
Scale Reliability Coefficient
Chi-Square (21)
21-33.43
Prob>Chi2

1.000
0.171*
0.039
0.263*
0.164*

Cumulative
1.263
1.538
1.529
1.493
1.445
1.277
1.000

1.000
0.066
0.287*
0.166*

1.000
0.017
-0.001

Variable
Short-term Stays
Single Service
Small Retail
Alcohol
Generators
Large Retail
Money Issuers
.009
7
0.515
0.000

1.000
0.394*

Factor1
0.127
0.521
0.359
0.460
0.113
0.577
0.485

Factor2
0.305
0.220
-0.061
0.078
0.212
-0.162
-0.202

Tetrachoric Factor Analysis
Variables
Assault Hot Spot Short-term Stays Single Service Small Retail Alcohol Generators Large Retail
Short-term Stays
1.000
Single Service
0.504
1.000
Small Retail
0.106
0.403
1.000
Alcohol
0.182
0.605
0.435
1.000
Generators
0.206
0.281
0.118
0.166
1.000
Large Retail
0.133
0.578
0.599
0.617
0.057
1.000
Money Issuers
-1.000
0.606
0.460
0.446
-0.005
0.755
1.000

1.000

Uniqueness
0.890
0.680
0.867
0.782
0.942
0.641
0.724

Table 8: Correlational and Factor Analysis – Burglary
Pairwise Correlations
Variables
Burglary Hot Spot Short-term
Stays
Short-term Stays -0.097
1.000
Single Service
-0.111*
0.261*
Small Retail
-0.118*
-0.019
Alcohol
0.000
0.116*
Generators
0.046
0.055
Large Retail
-0.122*
-0.015
Money Issuers
-0.086
0.153*
* shows significance at the .05 level
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Factor Analysis
Factor
Eigenvalue
Factor1
1.475
Factor2
0.471
Factor3
0.218
Factor4
-0.035
Factor5
-0.159
Factor6
-0.221
Factor7
-0.240
Observations
Retained Factors
Number of Parameters
Chi-Square (21)

Difference
1.004
0.252
0.254
0.124
0.062
0.019
.
366
3
18
356.30

Single
Service

Small
Retail

Alcohol Generators Large
Retail

Money
Issuers

1.000
0.304*
0.152*
0.042
0.328*
0.476*

1.000
0.215*
0.052
0.560*
0.179*

1.000
0.129*
0.180*
-0.032

1.000

Proportion
Cumulative
0.978
0.978
0.312
1.290
0.145
1.435
-0.024
1.412
-0.106
1.306
-0.147
1.159
-0.159
1.000
Average Interitem Covariance
Items in Scale
Scale Reliability Coefficient
Prob>Chi2

Variable
Short-term Stays
Single Service
Small Retail
Alcohol
Generators
Large Retail
Money Issuers
.006
7
0.535
0.000

Factor1
0.181
0.620
0.603
0.260
0.111
0.630
0.467

1.000
0.090
0.008

Factor2
0.313
0.288
-0.302
-0.133
-0.054
-0.264
0.330

1.000
0.235*

Factor3
0.221
0.009
-0.046
0.302
0.212
-0.072
-0.160

Uniqueness
0.821
0.533
0.543
0.823
0.940
0.529
0.648

Tetrachoric Factor Analysis
Variables
Burglary Hot Spot Short-term Stays Single Service Small Retail Alcohol Generators Large Retail
Short-term Stays
1.000
Single Service
0.722
1.000
Small Retail
-1.000
0.663
1.000
Alcohol
0.440
0.409
0.554
1.000
Generators
0.247
0.120
0.182
0.356
1.000
Large Retail
-1.000
0.745
0.898
0.526
0.315
1.000
Money Issuers
0.525
0.884
0.517
-1.000
0.037
0.620
1.000

Table 9: Correlational and Factor Analysis – Homicide/Non-Fatal Shootings
Pairwise Correlations
Variables
Homicide/NF Hot
Short-term
Single
Small
Spot
Stays
Service
Retail
Short-term Stays -0.102*
1.000
Single Service
-0.022
0.085
1.000
Small Retail
-0.104*
-0.011
0.361*
1.000
Alcohol
-0.154*
0.325*
0.445*
0.395*
Generators
-0.044
0.231*
0.125*
0.058
Large Retail
-0.089
-0.013
0.411*
0.414*
Money Issuers
-0.020
-0.012
0.337*
0.100*
* shows significance at the .05 level
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Factor Analysis
Factor
Eigenvalue
Factor1
1.816
Factor2
0.481
Factor3
0.165
Factor4
-0.023
Factor5
-0.115
Factor6
-0.209
Factor7
-0.281
Observations
Retained Factors
Number of Parameters
Chi-Square (21)

Difference
1.335
0.315
0.189
0.092
0.094
0.072
.
438
3
18
548.59

Proportion
Cumulative
0.991
0.991
0.262
1.253
0.090
1.343
-0.013
1.330
-0.063
1.268
-0.114
1.153
-0.153
1.000
Average Interitem Covariance
Items in Scale
Scale Reliability Coefficient
Prob>Chi2

Alcohol Generators

1.000
0.160*
0.420*
0.271*

Variable
Short-term Stays
Single Service
Small Retail
Alcohol
Generators
Large Retail
Money Issuers
.007
7
0.604
0.000

1.000
-0.012
0.100*

Factor1
0.181
0.628
0.530
0.683
0.171
0.642
0.447

Large
Retail

Money
Issuers

1.000
0.388*

1.000

Factor2
0.493
-0.030
-0.121
0.215
0.322
-0.241
-0.120

Factor3
-0.007
0.040
-0.253
-0.069
0.086
0.015
0.296

Uniqueness
0.724
0.603
0.641
0.483
0.859
0.530
0.698

Tetrachoric Factor Analysis
Variables
Homicide/NFS Hot Spot Short-term Stays Single Service Small Retail Alcohol Generators Large Retail
Short-term Stays
1.000
Single Service
0.383
1.000
Small Retail
-1.000
0.785
1.000
Alcohol
0.791
0.825
0.786
1.000
Generators
1.000
0.304
0.222
0.440
1.000
Large Retail
-1.000
0.801
0.802
0.794
-0.055
1.000
Money Issuers
-1.000
0.740
0.398
0.658
0.330
0.777
1.000

Table 10: Correlational and Factor Analysis – Robbery
Pairwise Correlations
Variables
Robbery Hot Spot Short-term Stays
Short-term Stays -0.096
1.000
Single Service
-0.085
0.118*
Small Retail
-0.176*
0.114*
Alcohol
-0.097
0.133*
Generators
-0.069
0.145*
Large Retail
-0.122*
0.061
Money Issuers
-0.167*
0.061
* shows significance at the .05 level
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Factor Analysis
Factor
Eigenvalue
Factor1
1.077
Factor2
0.318
Factor3
0.029
Factor4
-0.065
Factor5
-0.112
Factor6
-0.196
Factor7
-0.214
Observations
Retained Factors
Number of Parameters
Chi-Square (21)

Difference
0.759
0.289
0.094
0.047
0.084
0.018
.
378
3
18
189.79

Single Service Small Retail Alcohol Generators Large Retail Money Issuers
1.000
0.221*
0.266*
0.087
0.275*
0.275*

Proportion
Cumulative
1.287
1.287
0.380
1.667
0.034
1.702
-0.078
1.624
-0.134
1.490
-0.234
1.256
-0.256
1.000
Average Interitem Covariance
Items in Scale
Scale Reliability Coefficient
Prob>Chi2

1.000
0.063
0.064
0.324*
0.227*

Variable
Short-term Stays
Single Service
Small Retail
Alcohol
Generators
Large Retail
Money Issuers
.009
7
0.512
0.000

1.000
0.186*
0.104*
0.051

Factor1
0.229
0.533
0.458
0.311
0.160
0.485
0.417

1.000
-0.003
-0.003

Factor2
0.206
0.051
-0.134
0.304
0.317
-0.181
-0.170

1.000
0.242*

Factor3
0.084
-0.080
0.086
-0.066
0.052
0.013
-0.024

1.000

Uniqueness
0.898
0.707
0.765
0.806
0.871
0.732
0.797

Tetrachoric Factor Analysis
Variables
Robbery Hot Spot Short-term Stays Single Service Small Retail Alcohol Generators Large Retail
Short-term Stays
1.000
Single Service
0.382
1.000
Small Retail
0.383
0.468
1.000
Alcohol
0.430
0.554
0.193
1.000
Generators
0.453
0.184
0.161
0.422
1.000
Large Retail
0.258
0.587
0.653
0.309
-0.010
1.000
Money Issuers
0.258
0.587
0.524
0.176
-0.010
0.561
1.000

4.7 Data and Sources: Environmental Disorder
The environmental disorder data coded for in the remote SSO were gleaned from several
indices previously utilized in this line of research. The physical disorder constructs were derived
from Sampson and Raudenbush (1999) seminal study of neighborhood disorder in Chicago (also
seen in: Skogan, 2015 physical disorder index). The mechanisms of physical disorder included in
their study were readily transferable to the present dissertation. Examples include the presence of
unwanted or undesirable qualities like garbage and graffiti (Austin & Sanders, 2007; Shobe &
Banis, 2014), abandoned cars (Braga & Bond, 2008), and non-functioning, broken, or ineffective
equipment like fences or signage. Furthering the work of Sampson and Raudenbush (1999),
Odgers and colleagues (2012) took the original physical disorder index and expanded it to
include characteristics of decay.
Based on this development, other important constructs under the framework of decay
such as the deterioration of streets and sidewalks (Wilson & Kelling, 1982), abandonment and
dilapidation of buildings (Hannon, 2005; Perkins et al., 1992), and the general conditions of the
built environment were coded for in the present dissertation. Other relevant remote SSO studies
exploring environmental disorder-based correlates of crime (He, Paez & Liu, 2017) and the
situational predictors of drug markets (Hsu & Miller, 2017) were also used to inform the coding
of the present dissertation. All of the above-described constructs are readily observable and
codable in Google Street View and have been previously measured or audited using remote
techniques (He, Paez & Liu, 2017). Thus, the data source for all the environmental disorder
records incorporated in the present dissertation comes from the remote observations of identified
units using Google Street View imagery.17

17

https://www.google.com/streetview/
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Following the distinction between physical disorder and decay detailed previously in the
literature, the environmental disorder variables were also mapped into two unique metaconstructs. All 12 individual environmental disorder variables were independently coded for on a
given unit by dichotomously assessing the presence or absence of the construct. However, the 12
variables were then classified into two overarching meta-constructs: physical disorder and decay.
Then, the meta-constructs were scored dichotomously as present or absent on a street segment,
such that the presence of one unique construct within a meta-construct resulted in the metaconstruct being listed as “present” for the entire unit. Traditional factor analyses and correlations
were performed to ensure that the meta-constructs formed by the collection of grouped
individual measures loaded appropriately. Traditional factor analyses were an appropriate test for
the environmental disorder meta-constructs as the individual variables aggregated each serve as
proxy measures reflecting a larger, previously theoretically defined construct (Taylor, 2001).
Chi-square analyses were also conducted to ensure that each meta-construct (physical disorder
and decay) was statistically independent of one another. Table 11 below includes the
environmental disorder variables that were collected, and their meta-construct grouping formed
for the later regression analyses. The following pages include tables depicting the results of chisquare tests showing meta-construct independence for the environmental disorder
operationalizations.
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Table 11: Environmental Disorder Variables and Meta-constructs
Individual Disorder Measures
Meta-constructs
Garbage/Litter
Phy. Disorder
Graffiti/Painted Over
Phy. Disorder
Abandoned/Burned/Vandalized Car Phy. Disorder
Vandalized/Unrepaired Signage
Phy. Disorder
Broken/Boarded Windows
Phy. Disorder
Broken/Ineffective Fences
Phy. Disorder
Abandoned Building
Decay
Sidewalk Deterioration
Decay
Street Deterioration
Decay
Lawn/Garden Deterioration
Decay
Vacant/Undeveloped Spaces
Decay
Building/Structure Dilapidation
Decay
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Table 12: Environmental Disorder Chi-Square Results
Aggravated Assault
Pearson Chi2 (1) = 92.6285 - p = 0.000
Decay
Physical Disorder
0
0
184
1
47
Total
231
Burglary
Pearson Chi2 (1) = 62.1090 - p = 0.000
Decay
Physical Disorder
0
0
200
1
38
Total
238

1
52
113
165

Total
236
160
396

1
57
71
128

Total
257
109
366

1
59
146
205

Total
235
203
438

1
35
113
148

Total
192
186
378

Homicide/Non-Fatal Shootings
Pearson Chi2 (1) = 95.8726 - p = 0.000
Decay
Physical Disorder
0
1
Total

0
176
57
233

Robbery
Pearson Chi2 (1) = 71.7092 - p = 0.000
Decay
Physical Disorder
0
1
Total

0
157
73
230
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4.8 Case-control Design
The present dissertation replicates the case-control method used in Connealy (2020) by
utilizing the same probability matching technique across multiple new crime types. Connealy
(2020) first implemented the case-control matched pairs research design comparing a “case”
environment of interest to a researcher defined pool of “controls.” Although initially conceived
by Schnell, Grossman, and Braga (2019), their study attempting to compare high crime segments
to similar low crime segments using a risk score was unable to successfully account for the
spatial proximity of cases and controls. Their study was predicated on pairing units within the
same census defined geography, which required them to operationalize fewer covariates and
manually match cases and controls. Connealy (2020) was able to conduct statistical, probability
score matching by matching hot spot units to control units at a slightly larger spatial parameter
using city-defined neighborhoods. This specification increased the number of potential units to
match on within the defined geographic parameter and rectified the issues of spatial proximity
observed in previous attempts. Matching at the neighborhood level still ensures that many
important community-level considerations are held relatively constant across matched unit and
city-defined neighborhoods have been widely used in prior social science research as a proxy
measure of communities (Skogan, 1989; Chamberlain & Hipp, 2015).
After identifying the 150 hot spots for each crime type, the matching approach in the
present dissertation matched and balanced on the characteristics of being a hot spot by
incorporating covariates that may influence a unit being a hot spot and/or may confound the
relationships between hot spots and the independent variables of interest (environmental
predictors). Although the matching technique has yet to be more broadly applied across the field,
the consistencies-maintained pertaining to the covariates operationalized, the study setting, and
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the use of the neighborhood specification that has been shown to rectify spatial proximity
concerns and high match rates (Connealy, 2020), are likely to yield similarly successful control
matches across each of the new crime types introduced as an extension in the present
dissertation. The replication of the matching approach across additional crime types, and the
exploration of hot spot overlap and predictor saliency and consistency in the context of a remote
SSO, are important contributions advanced by the present dissertation.
4.9 Matching Covariates
To match cases based on the probability of an individual unit being a hot spot, several
different covariates were operationalized within the matching sequence. The covariates
introduced were predicated on unit size, the activity-level and commercial setting of the area, the
characteristics of the street, and the proximate crime level of the surrounding area. In addition,
the exact match specification was made to ensure that each paired set of hotspot and control units
were matched within the same neighborhood. Requiring matches to be made within this
geographic perimeter helps to hold many community level and sociodemographic matching
considerations largely constant (Grannis, 1998; Sampson et al., 2002). The covariates selected
and used in the matching sequence are detailed below.
1. Street Segment Length: the length of each segment was controlled for as a measure of
unit size. With length measured and feet and a wide range of values, all 63,000 individual
street segments were classified as quartiles to categorically match case records on.
2. Road Type: segments were designated by the type of road classification the city of
Indianapolis City Planning Department enlists. Matching on the road type serves as a
proxy measure for general commercial activity and traffic-levels. Six road types were
operationalized in the matching sequence including expressways, freeways, primary
arterials, secondary arterials, two-lane arterials, and local roadways.
3. Land Usage Classification: using city parcel data, commercial, residential, or mixed land
use settings were determined for each street segment to ensure appropriate contextual
settings are matched across the hot spot and control pools.
4. Ambient Population: the approximate number of persons on the street in a 24-hour period
was included to determine the level of potential on-street, pedestrian activity. Oak Ridge
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National Laboratory’s LandScan databased provides satellite estimates of the on-street
population in 1km grids, which has been applied before in criminal justice research
(Andresen, 2011).
5. Spatial Lag: street segments adjacent to hot spots were identified using a queen’s
contiguity matrix (Wheeler, 2018) to account for hot spot street segment concentrations,
which may create an additive effect on the outcome of interest. Thus, this measure
accounts for hot spot proximity and density of each individual street segment.
6. Neighborhood Location: this specification ensured that each hot spot and control unit
were located within the same Indianapolis neighborhood to ensure broader community
level matching considerations were held constant.18
The probability scores of being a hot spot were generated in a logistic regression model
to determine the predictive capacity of the covariates operationalized in classifying hot spots.
Thus, the probability score distributions could be compared across hot spot and control units to
indicate if the covariates used were reliable variables for predicting hot spots. The distribution of
probability scores generated in the logistic regression suggested that the covariates successfully
mirror hot spot units in prediction and covariate balance. The appendices further detail several
analyses examining probability score distributions across treatment and control units.19
4.10 Probability Score Matching Package
Through the “MatchIt” package in R (Ho, Imai, King & Stuart, 2011), one-to-one
matches were generated for every hot spot case. The matching parameters within the package
allow for (1) cases and controls to be matched on a generated probability score of a unit being a
hot spot based on the covariates included, (2) for a “nearest” specification that matches the case
and control with the most similar score, (3) allows for units that fall outside the area of common
support to be discarded prior to matching, and (4) allows for conservative calipers to be set to

18

There are 99 unique neighborhoods in Indianapolis.
Appendix A3, B3, C3… H3 include jitter plots of hot spot, unmatched controls, and matched control probability
scores of being a hot spot based on the covariates tested. The jitter plots for every matching analysis (zero-crime and
low crime) and every crime type (assault, burglary, homicide/non-fatal shootings, robbery) indicate that the
covariates used are effective predictors of hot spot units based on the distribution of probability scores.
19
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ensure that matched cases are statistically similar. The matching sequence was run two times to
generate two separate control pools for each crime type.
The utilization of two control pools provides several analytic advantages. First, the use of
a dual approach situates the hotspots against two different types of environments. This provides
the ability to compare the hotspot units to both controls that experienced no crime and to controls
that experienced some levels of crime. Thus, conclusions can be drawn regarding the
environmental features that are significantly present in hotspots, present in places that experience
crime but are not hotspots or are present in places that did not experience any crime over an
entire five-year period. The application of two empirically derived control pools, specifically a
low crime control pool (Hsu & Miller, 2017; Schnell, Grossman & Braga, 2019), has also been
used before to compare hotspots to characteristically similar environments with differing crime
levels and to produce more robust results (Connealy, 2020). Second, most crime and place
studies employ a control group that is comprised of the entire non-treated or non-case landscape
of the study area. A recent study by Wheeler and Steenbeek (2020) indicates that the influence of
features of interest in “treatment” areas may be washed out when positioned against the entirety
of a study area. This dissertation selects control units on a one-to-one basis for comparison, as
opposed to comparing the hot spots to the entirety of the city for the purposes of relative
comparison.
Using the “MatchIt” package, each of the two different control pools can be separately
generated. The first control pool consisted of only non-case, control units that never experienced
the crime of interest over the entire five-year study period. This control pool is referred to as the
zero-crime control units. Using this control group, the hotspots can be effectively compared to
empirically similar units that did not experience any level of crime for a particular crime type.
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The use of a zero-crime control group better isolates the relationship between crime and the
environment to determine if there are environmental features significantly present in hot spots
that are not present in places that are entirely devoid of crime. This comparison provides a
glaring difference between cases and controls as it pertains to corresponding crime activity.
Zero-crime control units have been previously operationalized in the research base to examine
the differences between high crime places and places absent crime or places absent a key feature
of interest (see: methodological approach of RTM comparisons in Caplan, Kennedy & Miller,
2011).
The second control group consisted of only the street segments that experienced incidents
of crime over the five-year study period but were not classified as hotspots. This control group is
referred to as the low crime control units.20 Low crime control units have been used to compare
against high crime or hot spot units in past examinations of routine activities and violence at
micro-levels (Schnell, Grossman & Braga, 2019). The application of this control group allows
for the independent comparison of hotspots to empirically and characteristically similar units that
experienced crime, but not to the degree of hotspot classification. If an environmental predictor
is found to have a significant presence in hot spots compared to the low crime units, it suggests
that the feature is important in distinguishing hot spots from places that experience crime and are
criminogenic. This distinction provides important nuance pertaining to situational crime
prevention efforts and conclusions about the most strong and significant features in hot spots.
The causal process for unit selection is modeled in Figure 2 below.

20

Units that were tied at the 150 mark for hot spot thresholds but were not randomly selected into the hot spot group
were not reintroduced into this control pool. No units that were classified as a hot spot in 3/5 years but were not
selected as a hot spot were included in the low crime control pool.
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Figure 2: Case-control Identification Strategy

4.11 Post-Matching Balance Assessments
Following the matching output results, a series of iterative balance checks was completed
to ensure that paired cases were sufficiently similar. Balance checking is an essential follow up
to probability score matching analyses in case-control designs that pair cases using a probability
or risk score metric because the scores used to pair cases and controls must be within a defined
limit of standard deviations and meet the researcher delineated caliper of .2 (Austin, 2010).
Comparing levels of balance in the entire control pool (for both the zero-crime control and low
crime control units individually) to the hotspot units prior to matching, and then examining the
levels of balance for the selected controls compared to the hotspots post matching, allows for a
comprehensive review of the effectiveness of the matching sequence.
Using the “cobalt” package in R (Griefer, 2019), pre- and post-imbalance levels can be
checked across each covariate and within the full matching model. Successful unit matching will
be achieved if the selected hot spot and control cases have balanced covariates across several
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measures. These measures include mean and raw differences for the categorical variables
incorporated, variance ratios for the continuous variables operationalized, and percent bias
reductions between the raw data and the selected control data. Further, the effectiveness of the
matching model will be determined by plotting techniques that demonstrate the similarities
between the selected hot spot and control cases and the number of hot spot cases successfully
matched to a control unit.21
Over 80% of hot spot cases were matched across each of the crime types, with both a
zero and low crime control unit required for a hot spot unit to be retained in the final sample. In
addition, sample balance was successfully achieved in all 8 of the matching iterations, with
covariates demonstrating balance on an individual basis as well. The low crime control units may
have reflected more similarities to the hot spot units across the covariates, with the matching
models producing higher match rates despite much smaller control pool sizes. Achieving over an
80% match rate with a highly restrictive matching procedure and requiring both control types per
unit is indicative of a successful matching output. The results of the matching output are detailed
below in Table 13. The matched sample results and total percent matched for each crime type are
listed in their own respective columns.

21

The final matching output and subsequent SSO will only involve hot spot street segments that achieved a match to
both a zero-crime control and low crime control unit. Hot spot units that do not achieve a match for one, or both, of
the specified controls will not be coded for and will be dropped from the later analyses.
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Table 13: Case-control Matching Results
Unit Type

Untreated Treated Unit Type

Assault Zerocrime Controls
All
Matched
Unmatched
Final

Assault Low
Crime
Controls
52521
138
52383
138

150
138
12
138

All
Matched
Unmatched
Final

9996
141
9855
141

150
141
9
141

150
122
28
122

Burglary Low
Crime
Controls
All
Matched
Unmatched
Final

20911
141
20770
141

150
141
9
141

150
148
2
148

Homicide Low
Crime
Controls
All
Matched
Unmatched
Final

5571
148
5423
148

150
148
2
148

150
129
21
129

Robbery Low
Crime
Controls
All
Matched
Unmatched
Final

7817
137
7680
137

150
137
13
137

Burglary Zerocrime Controls
All
Matched
Unmatched
Final

41606
122
41484
122

Homicide
Zero-crime
Controls
All
Matched
Unmatched
Final

56946
148
56798
148

Robbery Zerocrime Controls
All
Matched
Unmatched
Final

Untreated Treated Final

54700
129
54571
129
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132
(88%)

122
(81%)

146
(97%)

126
(84%)

Individual matching model results and covariate specific balance checking details are
included in the appendices at the end of the dissertation. Over 70 additional analyses were run to
ensure that the covariates introduced, and the final matching samples were rigorously assessed
regarding their efficacy. As an indicator of sample balance, the following figures demonstrate the
successful matching sequence administered across each of the four crime types. The following
graphs and figures depict the case and control samples before and after matching, demonstrating
that the selected controls closely mirror the probability score distributions of the hot spot cases.
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Figure 3: Probability Score Distribution Pre/Post Matching
Aggravated Assault – Zero-crime Controls

Aggravated Assault – Low Crime Controls
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Figure 4: Probability Score Distribution Pre/Post Matching
Burglary – Zero-crime Controls

Burglary – Low Crime Controls
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Figure 5: Probability Score Distribution Pre/Post Matching
Homicide/NF – Zero-crime Controls

Homicide/NF – Low Crime Controls
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Figure 6: Probability Score Distribution Pre/Post Matching
Robbery – Zero-crime Controls

Robbery – Low Crime Controls
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4.12 Remote Systematic Social Observation of Disorder and Decay
The SSO component of the dissertation was conducted after the matching sequence in
order to only involve virtually observing the successfully matched hot spots, zero-crime controls,
and low crime control units for each individual crime type. The remote SSO involved coding for
the 12 individual environmental disorder related variables that were ultimately reduced into two
collapsed meta-constructs (physical disorder and decay). Using Google Street View, the remote
SSO procedure required the author to start at one end of the segment at the beginning point of the
intersection and begin coding on both block faces of the segment until reaching the next
intersection (end of the segment). Then, the author reversed course and resumed the coding
process going down the street segment in the other direction to code the features of the
environment again with the opposite viewpoint. Coding was performed for all hot spot and
control units following the removal of all case identifiers to reduce any potential coding biases.
Google Street View allows the coder to pan the street with 360-degree functionality and the
zoom tools allow for features of the environment to be more closely examined at the user’s
discretion.
The years images were taken at each location are also recorded in GSV, and the coder
made attempts to ensure that whenever possible the unit environments evaluated were within the
2013-2017 timeframe, therefore falling in-line with prior research that has applied the static
nature of a singular GSV image over the course of longer study time-periods (Langton &
Steenbeek, 2017; Sytsma, Connealy & Piza, 2020). The mid-point of the study timeframe, 2015,
was used when multiple years of imagery were available. When years within the study timeframe
were not available on GSV, years prior to the study were selected, with years following the study
timeframe only resorted to when necessary. Based on the evidentiarily static nature of many
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disorder variables and environments (Skogan, 2012; Skogan, 2015), it can be assumed that the
coding schema employed in the dissertation is accurate across differing years. The potential for
temporal instability was recorded by capturing the month, year, and interface used to code each
corresponding unit.
The table below indicates the yearly breakdowns for when individual units were coded.
Also, several units without GSV imagery (29 total) were assessed using Bing’s publicly
available, GSV equivalent “StreetSide” Map interface and/or were supplemented with the aerial
and street imagery provided by Google Earth’s satellite servers. Additionally, 28 other units did
not have associated imagery in GSV or StreetSide and were only assessed using Google Earth’s
satellite imagery. Google Earth has been previously used to audit environments for mechanisms
of land use and disorder at micro-locations (Crawford et al., 2019), finding reliability relative to
site visits when the year the imagery was recorded was close to the year of the site visit (Google
Earth imagery for the present study was recorded in 2016).
Table 14: Unit Years Coded and Sources
Pre2013
321

2013

2014

2015

2016

2017

Post2017
92

Google Street
86
206
317
201
161
View
Note: the modal, pre-study time-period years were 2011 and 2012 (317 of the 321 pre-2013
units).

An ArcGIS plugin for ArcMap 10.7 that connects to GSV22 was utilized to complete the
coding efforts for the units with associated Google Street View imagery. The plugin allows for
the user to select any on-map location (i.e., the start of a segment) in the GIS and the tool will
automatically open an internet browser to GSV to that precise location. Using this plugin
application confirms that the crime generator and attractor spatial joins were consistent on the
22

https://www.arcgis.com/home/item.html?id=cb1bd2804d0f42d2b903952c2d781170
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same boundaries as the remote SSO by ensuring that the coding starting point and ending point
for each segment are the same on both the GIS and GSV. Further, with a singular dataset housed
in ArcGIS, hot spot and control units that are selected for multiple crime types only had to be
coded one time despite assessing them randomly without unit classification being known to the
coder. This method of replication will ensure that the results are consistent from crime type to
crime type if, and when, the same units are operationalized in different crime models.
4.13 Tests of Reliability
Since the SSO Techniques applied in the study were carried out by a single coder,
important questions are raised about reliability. Specifically, it is important to examine intra-rater
reliability, which focuses on consistent construct interpretation and validity across the measures
tested for a single coder. Despite being less utilized in coder-based studies that often require
comprehensive resource dedication, single coder approaches have recently been carried out in
remote SSO research in the social sciences (Connealy, 2020; Sytsma, Connealy & Piza, 2020).
Single coder approaches have been deemed appropriate when the coding schema is less
subjective than other commonly coded measures such as text-based narratives and interview
responses (Potter & Levine-Donnerstein, 1999). The present dissertation meets these criteria as it
involves the coding of binary measures that are evaluated simply based on their visible presence
or absence. The measures included and coded for are also more readily interpretable, are not
highly subjective or discretionary, and involve relatively small coding samples plausible for an
individual coder to accurately complete. The coding effort simply involves determining if a
disorder measure is present or absent at least once on the unit. Thus, the scope and application of
a single-coder analysis fits the present dissertation.

91

Test-retest analyses were conducted three months after the initial coding effort to ensure
that the individual coder demonstrated consistent construct interpretation through an explicit
examination of intra-rater reliability. This amount of elapsed time is much longer than minimal
retest thresholds, which suggest retests should not be done until at least three weeks after coding
(Arendasy & Sommer, 2017). The delay in retesting following the completion of the original
coding is to ensure the recorded results are not influenced by recency effects or memory biases
(Porter et al., 2018). Test-retest analyses have been previously used to compare coder
observations (Ashton, 2000) and the consistency of self-report measures (Edwards et al., 2007).
In this case, the analyses compared the coded remote SSO results of individual units at two
separate time periods (Rousson, Gasser & Seifert, 2002). Following the completion of the initial
coding of all hotspot and control locations, 10% of all units were randomly selected and recoded
without coder knowledge of the units prior coding or status as a hotspot or control. Irrespective
of their crime type or delineation as a hot spot or control unit, 141 units were re-coded by the
researcher. Meta-data such as the year and month of Google Street View imagery the unit was
coded in were used to ensure the retest was executed on the same time parameter. The
percentage and volume of units were an adequate number to retest and fall in line with prior
research testing the reliability of coding efforts (Connealy, 2020; Sytsma, Connealy, & Piza,
2020).
The results of the original SSO were then compared to the retest recoded SSO results to
determine the consistency of coder decision making and the coder’s ability to navigate Google
Street View for each unit tested effectively. Previous test-retest analyses have utilized percent
agreement scores and Kappa coefficients for binary variables to assess similarities and
differences across the two time periods of coded results (McHugh, 2012; Sytsma, Connealy &
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Piza, 2020). High levels of single coder reliability are generally achieved when percent
agreement scores are at or above 80 to 90% (Crocker & Algina, 1986; Hartmann, 2019; Stemler,
2004) and when kappa coefficients demonstrate substantial agreement at levels of .6 and higher
(Fisher et al., 2019; Landis & Koch, 1977).
The results of the test-retest analyses indicate that substantial, strong agreement was
achieved across the two-time measures.23 Each of the individual disorder measures coded for
demonstrated percent agreement scores above 90%, suggestive of a high level of reliability.
Further, the kappa scores produced for each measure from time 1 to time 2 demonstrated
substantial strength of agreement, with each value above the threshold of 0.6. Most of the
agreements were closer to 0.75, providing more evidence of excellent agreement across the two
time periods. The variance in some of the individual measures may be attributable to individual
feature differences. Noticing and coding for a faded sign or broken window for example, may be
harder to catch and locate than a larger feature like a broken fence or dilapidated building.
Relatedly, features with higher n’s may provide more opportunities to be scored as present on a
singular feature. Often, higher percentage agreements were observed when there was a higher
expected agreement. Table 15 depicts the results of the test-retest analysis, showing percentage
agreement, expected agreement, and kappa values.24

23

It is important to reiterate the coding approach used in the dissertation. Operationalizing disorder measures as
dichotomously present or absent across the entirety of an individual unit helps minimize coding error and avoids
attempting to disentangle the magnitude of disorder (ex: where one instance of garbage or graffiti becomes two).
Thus, the reliability analysis is predicated on successful identification of just one instance of a recorded disorder
measure on a unit. Disorder features with higher n’s may therefore reflect higher reliability scores because only one
instance of a disorder measure needs to be effectively identified per unit to ensure coding reliability. This may
inform the high reliability results observed.
24
Some of the kappa values are lower than the observed percent agreements due to low frequencies of the coded
measure.
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Table 15: Remote SSO Intra-rater Reliability Percentage Agreement and Kappa Values
Disorder Measure
Garbage/litter
Graffiti/painted over
Abandoned/burned/vandalized car
Vandalized/unrepaired signage
Broken/boarded windows
Broken/ineffective fences
Abandoned buildings
Sidewalk deterioration
Street deterioration
Lawn/garden deterioration
Vacant/undeveloped spaces
Building/structure dilapidation

Percentage
Agreement
93.62%
92.91%
97.87%
96.45%
92.91%
96.45%
93.62%
97.16%
97.16%
95.74%
94.33%
97.16%
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Expected
Agreement
70.17%
75.4%
92.48%
88.67%
59.20%
85.02%
79.21%
78.78%
72.66%
74.64%
78.63%
80.95%

Kappa
Value
0.79
0.71
0.72
0.69
0.83
0.76
0.69
0.87
0.89
0.83
0.73
0.85

4.14 Chapter Summary
This dissertation examines crime hot spots in Indianapolis, Indiana to determine the
environmental composition of the most at-risk places in the city relative to empirical controls.
Using street segments as the unit of analysis, localized and specific conclusions about the unique
composition of high crime hot spots for different crime types can be made regarding the degree
of spatial overlap of hot spots, the number of multi-crime hot spots, the types of environmental
predictors that influence hot spots, and the strongest predictors of hot spots. Including both crime
generators and attractors through spatial join processes and aspects of environmental disorder
through remote systematic social observation, the dissertation is positioned to comprehensively
study hot spot settings and contexts. The use of empirical case-control matching across several
covariates and neighborhood-level geographic parameters and the implementation of remote
SSO using Google Street View serve to advance the body of literature by applying innovative
methods to the study of high crime environments.
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Chapter 5: Statistical Analyses
5.1 Research Question One – Hot Spot Locations and Spatial Overlap
To answer research question one, Conjunctive Analysis of Case Configurations (Miethe,
Hart & Regoeczi, 2008) was used to determine the number of street segments that are hot spots
for more than one crime type. The goal of CACC is explore categorical data through a
multivariate analysis of all possible combinations of the attributes in the data. CACC then lists
out all possible combinations, or behavior settings, in a matrix. Patterns emerging in the data can
be observed by disentangling the relationships that emerge when sets of variables are present or
absent in conjunction with one another. CACC has been widely used to identify dominant case
configuration patterns and case diversity (Hart, Rennison & Miethe, 2017). Dominant case
profiles are the behavior settings ascribing ten or more unique cases, and often are measured by
their associated relative frequency count, which is a measure of the total number of crimes
relative to the number of cases in the setting.
More recently, CACC has been used in crime and place research to classify places by
behavior settings (Connealy & Piza, 2019), which are the unique micro-spatial contexts that
define each unit of analysis (in this case: individual street segments). The identified hot spot
units for each crime type will be aggregated into a single CACC to determine the number of hot
spot units that are “hot” for one or more crime types. The application of CACC in the present
dissertation helped to determine the number of hot spot behavior settings conducive to each
crime type. The descriptive results of the CACC will produce a dichotomous matrix of the
number of street segments that reflect each observed behavior setting. A behavior setting in the
present dissertation refers to the composition of hot spot units that are “hot” or “not” across all of
the hot spot units included in the dissertation.
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By first determining the degree of spatial overlap in light of research question one, the
present dissertation was able to determine if hot spots for crime are significantly clustered at the
same locations or if they vary spatially. Determining the level of variance across high crime units
by crime type improves our understanding of high crime environments. The results will help
better situate conclusions in the later environmental predictor analyses. If significant spatial
overlap of hot spots is not observed, as the dissertation hypothesizes, it is more likely that
different environmental predictors will influence different crime types because the hot spots for
different crime types occur at different places. The dissertation will also provide important
conclusions about which, if any, hot spot crime types co-locate together more frequently, and
which behavior settings occur the most within the data (referred to as dominant profiles in
CACC literature). The dissertation also incorporates several new methods to quantify the
magnitude of situational clustering by conducting significance tests across identified behavior
settings to determine the level of clustering (Hart, 2020). The CACC results will be further
contextualized in two ways.
First, by running chi-square goodness of fit tests to determine if the observed behavior
settings differ significantly from the expected behavior settings. This measure will help highlight
the potential of situational clustering in the data, which would indicate if the individual hot spots
overlap or cluster to specific dominant profiles at a significantly greater level than expected.
Second, the magnitude of the clustering will be determined by calculating the situational
clustering index (SCI). Using a modified GINI coefficient and Lorenz curve, the SCI expresses
the magnitude of clustering in the data in percentage form to show the distribution of
configurations. It is important to determine the significance of the modal behavior settings to
indicate if hot spots are most often only “hot” for one crime type or if they tend to cluster
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together in other patterned configurations (like multi-crime hot spot locations) at a quantifiably
significant level.
The ability to identify potentially co-located hot spots will help situate the later predictive
meta-construct analyses by informing upon the crime types that may be influenced by the same
predictors. This information will greatly improve law enforcement and researcher understanding
of hot spots, and their potential to vary across locations, predictors, and crime types. Instead of
knowing solely which variables influence hot spots, and then separately if hot spots overlap, this
dissertation will combine knowledge gleaned from both analyses when evaluating hot spot
locations and composition in Indianapolis. However, the hypothesis of the dissertation posits that
hot spots for different crime types will not significantly overlap spatially, and most often will
only be “hot” for one type of crime.
5.2 Research Question Two – Significant and Salient Environmental Predictors
The analytical framework for testing the meta-construct predictors that are significantly
more likely to predict a unit to be a hot spot involved the use of multinomial logistic regression
for each crime type. Each individual regression analyses tested the classification of hot spots and
controls across all the environmental predictor meta-constructs, serving to determine which types
of environmental variables are significantly more likely to make a unit a hot spot relative to both
of the control types. Since the matching extent was set at a geographic parameter
(neighborhoods) that is larger than some of the other commonly operationalized spatial extents
for “community,” such as census tracts or block-groups, it is important to include key
sociodemographic variables that have also demonstrated an influence on the likelihood of crime
occurrence.
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Prior to conducting the logistic regression models, several sociodemographic variables
were gleaned from the Census at the block-group level to account for community-level
considerations nested within neighborhoods that may impact the relationship between the
environmental predictors and the likelihood of being a hotspot. The block-group measures taken
from the Census Bureau‘s American Community Survey include the percent of mobile residents,
the percent of residents who are foreign born, and several other variables that collectively
constitute a concentrated disadvantage index.25 These variables reflect previous findings related
to social disorganization theory that suggest sociodemographic variables may mediate the
relationship between disorder, crime, and the environment (Harcourt & Ludwig, 2006; Sampson
& Raudenbush, 2004). In addition, to ensure the covariates of being a hot spot are accounted for
at each stage of the analysis, all of the regression models re-introduced the covariates used to
match and the community-level variables identified as influential to ensure doubly robust
estimates were produced (Funk et al., 2011).
The application of including matching covariates in the regression model is consistent
with the use of doubly robust estimators, which are commonly specified in analytical models
following a matching sequence. The specification of covariates in the matching sequence, or the
specification of covariates in the regression model, are only considered unbiased if the statistical
model is correctly specified in that singular test. The doubly robust estimator combines these two
approaches such that only one of the two covariate specifications needs to be correctly specified
to obtain an unbiased estimator. The matching sequence indicated balance was achieved for each
covariate across the selected cases and controls for each crime type. This suggests that the full

25

The concentrated disadvantage index is a standardized metric frequently operationalized to capture block-level
demographics that includes the percentage of; residents on public assistance, Black and Latino residents, femaleheaded households, families living below poverty, and unemployed residents (Morenoff, Sampson, & Raudenbush,
2001; Sampson, Raudenbush, & Earls, 1997).

99

pool was similarly reflective when collectively assessed. The covariates were used to hold
similar background, non-theoretically interesting potential confounders of being a hot spot
constant to indicate if the environmental criminology predictors varied in hot spot environments
relative to controls. Therefore, it did not make sense to match on the criminological predictors.
However, it was necessary to assess the covariates relationship to being a hot spot at both critical
stages (matching and regression).
Following matching specification, the use of covariates in the regression model is a
secondary test for matching effectiveness. In the instances where a covariate does emerge as
significant, it may indicate that the balance achieved in the matching sequence was largely
contingent on the balance of (1) all the other covariates considered, (2) balance across the full
sample, (3) and/or the balance of some of the categorical distinctions for a given covariate. This
may highlight a potential shortcoming in the specified matching sequence, which as the literature
suggests, relies on dichotomous and categorical covariates.
The regression analyses were conducted separately for each crime type, operationalizing
a singular multinomial logistic regression with hot spots set as the reference category. This
allowed for the results to highlight the environmental predictors that are significantly more likely
to make a unit a hot spot than either type of control across the crime types. In addition, it allowed
for the determination of the most “salient” predictors by crime type, which were determined by
identifying the predictor that had the most influential relative risk ratio (RRR), the most
discrepant frequency statistics, and dominance analysis statistics. Multinomial logistic regression
analyses were specified due to operationalization of three environments of interest (zero-crime
controls, low crime controls, hot spots). Coefficients (as well as relative risk ratios) were
produced for each model in order to answer research question two, which is concerned with the
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significance and saliency of environmental crime predictors, by identifying the meta-constructs
that attain significance and demonstrate strong coefficients across the models. Thus, inter-model
coefficient comparison, frequency statistics, and dominance analyses were also used to identify
the most significant, salient, and influential environmental predictors in each crime type model.
The dissertation hypothesizes that the meta-constructs emerging as significant will change based
on the crime type tested and that the most salient predictor of each crime type will also vary
across the models.
Using multinomial logistic regression also serves to ensure that the assumptions and
expected conditions of regression analyses are met. The sample size is increased by comparing
the zero-crime control units, the low crime control units, and the hot spot units within the same
model, which means that the number of predictors operationalized relative to the sample size is
more appropriately proportioned. Moreover, conducting one, multinomial logistic regression
model with all three-unit types for each of the tested crime types reduces the likelihood of
making a type II error relative to comparing the three-unit types in different logistic regressions.
As a rule of thumb, 10 unique observations are required per predictor operationalized in a
regression model and the variable meta-constructs created for the dissertation help satisfy this
condition of regression. This rule of thumb has also been tested and validated as a metric for
events per predictor variable incorporated in logistic regression models (Peduzzi et al., 1996).
Then, following the regression models, post-hoc analyses will also be conducted as a measure of
coefficient effect size through dominance analysis (Azen & Traxel, 2009), which involves
methods to situate the relative importance of each of the predictors operationalized in the model
when low n variables are included and may influence standard errors in regression models with
small sample sizes.
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The results of the multinomial logistic regression model provide two vital pieces of
information. If a predictor meta-construct is found to be significant in the comparison of hot
spots and zero-crime controls, it is suggestible that the predictor is criminogenic because it
distinguishes a hot spot environment from a place absent any crime. However, if a predictor is
also found to be significant in the comparison of hot spots to low crime controls, it suggests that
the predictor is not only criminogenic, but that it uniquely marks hot spot environments from
places that experience crime and are crime prone. Contrarily, though, conclusions can also be
deduced pertaining to the environmental features that demonstrate no influence on crime or hot
spots by identifying the meta-constructs that do not achieve significance in either comparison.
The application of multiple control groups adds important nuance to the identification of
significant environmental predictors.
All regression analyses were run in Stata 15 to produce coefficients and relative risk
ratios for each predictor tested. Multinomial logistic regression analyses are an effective testing
method for determining the classification of outcomes, in this case, which predictors are
significantly associated with predicting hot spots, zero-crime controls, or low crime controls.
Figure 7 below depicts the multinomial logistic regression process that will be used to test for a
predictor’s significance, and also the “saliency,” by identifying the predictor with the strongest
influence on hot spots across each crime type.
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Figure 7: Multinomial Logistic Regression as a Test for Predictor Saliency

5.3 Research Question Three – Environmental Predictor Meta-construct Consistency
Research question three is concerned with the consistency of environmental crime
predictors across unique crime types. The results of the regression analyses will first identify the
predictor meta-constructs that are significantly more likely to make a unit a hot spot than either
type of control unit, providing information on predictor significance and saliency. Identifying
predictors that are more likely to make a unit a hot spot is an important step in uncovering hot
spot composition, and additionally, accounting for predictor saliency informs upon the predictor
that has the largest influence on a given crime type. However, it is also important to consider if
individual meta-constructs yield a consistently strong influence on one or more of the crime
types tested. Such information would illuminate the potential for certain predictors, potentially
different than those with the strongest influence on a crime type, to have a more universal effect
across crime types. Thus, providing two pathways of focus for situational crime prevention as
practitioners could focus on (1) the strongest predictors for a crime type and/or (2) the predictors
that demonstrate a measurably strong effect on multiple crime types. The consistency of
significant predictors across the regression models was assessed by uncovering the predictors
that are significantly more likely to make a unit a hot spot in more than one regression model.
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This superficial, diagrammatic comparison of results will preliminarily inform upon which
predictors potentially remain consistent in their influence across several, or up to all, crime types.
However, more rigorous analysis is also necessary to determine the consistency of the
environmental crime predictors. This can be accomplished through the comparison of significant
meta-construct coefficients across different crime type models. Moving beyond simply
examining changes in the predictors that are significant or not significant across models by
eyeballing coefficient sizes, this dissertation employed the use of standardized coefficients to
facilitate the empirical comparison of predictors across each of the multinomial logistic
regression models. Using standardized coefficients allows for the magnitude of incremental
changes in the standard deviation of predictors to be calculated, thereby comparing their
influence on the outcome variable for each model (predicting if the unit is a hot spot for a
particular crime type). The use of confidence intervals across the estimates can also be situated to
indicate if the differences in magnitude across incremental changes in the standard deviation are
statistically significant. These quantifiable measures provide crucial insight into the potential for
predictors to possess and maintain a consistent strength and effect size across all four crime types
included.
Originally conceived for ordinary least squares regression, the comparison of
standardized coefficients across models has recently been extended to logistic regression
analyses. Seemingly unrelated estimation (see: “suest” in Stata 15) can be used as a generalized
Hausman-test for cross model coefficient comparison in logistic regression analyses. Although
there are few empirical examples of comparing coefficients in non-nested models in the social
sciences (Haberman & Ratcliffe, 2015), the application of this technique is well suited for the
present dissertation. Concerns pertaining to non-nested coefficient comparison often arise based
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on differing variables incorporated in each model, differentiated “experiences” across
groups/categories within a construct, and drastically varying sample sizes. The present
dissertation is well positioned to rectify each of these concerns and appropriately apply the
technique to test the potential consistency of predictor influence on different crime types.
First, the regression models across each crime type consist of the same predictor metaconstructs, with the only variable difference being the operationalization of different crime type
hot spots as the dependent variable. The same independent variable constructs, which were all
measured the same way for each crime type, will be tested in each logistic regression model.
Second, although some differences exist in the likelihood of each unique crime event taking
place, potential crime occurrence operationalized binarily is more definable and measurable then
say, for example, differentiated experiences across the categories in a construct like the “race” of
a respondent as a variable, for example. Lastly, the technique used to identify hot spots ensure
that a consistently similar number of units are selected as hot spots across each crime type. The
individual logistic regression models for each crime type did not have vastly different sample
sizes, which will make their resultant coefficients and effect sizes more amenable for
comparison.
The process for executing seemingly unrelated estimation involves conducting
multinomial logistic regression analyses for each crime type with the same meta-constructs in the
model and the hot spots always set as the reference category. Next, using Stata 15, the “suest”
command was used to conduct seemingly unrelated estimation by first storing the results and
coefficients for each of the previous crime type MLR models. After storing the results, the
subcommand “test” can be executed for each individual predictor meta-construct variable to
stack all of the model results for every predictor in a singular reference. In order to determine if

105

the coefficients for each singular meta-construct are equal across all models, the next step was to
utilize a function within “suest” to conduct a global Wald test. The results of the global Wald
indicate if any of the four meta-construct coefficients for each crime type is significantly
different from the others. If no significant differences are observed in the global Wald test
between any of the crime type models for a given meta-construct, it suggests that the metaconstruct exerts a consistent effect and similar influence across each of the crime types.
Identifying environmental predictors that have a static, potentially more generalizable and
articulable relationship with hot spots and crime may help situational crime prevention efforts.
Alternatively, if significant differences are observed in the global Wald between one or
more predictor meta-constructs, it suggests that the meta-construct has a heterogeneous effect
across one or more of the crime types. Lastly, to determine which coefficients resulted in the
significant difference observed in the meta-construct for the global Wald test, pairwise
comparisons via local Wald analyses were made across sets of two coefficients at a time to locate
the coefficients and crime types with non-consistent strength (or significantly different
coefficients). Uncovering non-consistent predictors sheds light on the highly situational and
setting driven conductivity of the environment and hot spots for crime.
5.4 Chapter Summary
The research questions are positioned to increase our understanding of hot spots and their
associated environments in three ways. The first research question focuses on identifying the
degree of hot spot overlap at micro-level street segments. Prior research indicates that most hot
spots are singularly hot, and therefore, the dissertation hypothesizes that the majority of hot spot
units will not overlap across crime types and will be singularly hot. Although, the identification
of multi-crime hot spots may also yield important crime control benefits. The dissertation will
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test for hot spot overlap using conjunctive analysis, GINI coefficients and Lorenz curves, and
chi-square analyses.
The dissertation is also attempting to identify the significant, and most salient (i.e.
strongest / highest relative risk ratios / most dominant) environmental predictors for each crime
type. Research question two is concerned with identifying the types of environmental predictors
with the greatest influence on hot spots. Using multinomial logistic regression, the dissertation
will simultaneously assess the predictive capacity of crime generators and attractors and
environmental disorder variables in classifying hot spot units relative to two empirical controls.
Identifying significant predictors, and the strongest predictor for each crime type, will help focus
situational crime prevention efforts with crime specific conclusions.
The final research question aims to identify the environmental predictors that possess and
maintain consistent strength in their influence on crime. Beyond simply interpreting significant
coefficients, the dissertation undertakes analyses to quantify the effect size and consistency of
environmental predictors across each crime type examined. Determining the consistency of
predictors helps inform situational crime prevention efforts based on the potential crime
reduction benefits of focusing efforts and resources on universally influential environmental
variables. The dissertation uses dominance analysis and seemingly unrelated estimation
techniques to situate the strength and consistency of environmental predictors of hot spots.
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Chapter 6: Conjunctive Analysis Results
6.1 Conjunctive Analysis Results - Hot Spot Spatial Overlap: All 3/5 of Year Hot Spots
The first research question was tested via conjunctive analysis of case configurations
(CACC) and was designed to examine the degree of spatial overlap of the first wave of identified
hot spot units. Three conjunctive analyses were conducted to assess hot spot overlap in order to
ensure results-maintained consistency following a series of researcher specified decisions
regarding the hot spot units to be included. First, a CACC was conducted with all units that
achieved the initial hot spot selection criteria of being a hot spot in three of five individual years
by crime type. This test helps to account for the potential spatial overlap of hot spots that were
dropped from the later analyses using randomization methods to meet the author-specified
coding limits. CACC was effectively used to determine the number of multi-crime type hot
spots, which equate to spatial overlap.
The results of the first CACC including all identified crime hot spots are detailed in Table
16. The table includes all observed behavior settings across hot spots, indicating the number of
individual units that were hot spots for multiple crime types. The results are depicted in
descending order of cases, thereby demonstrating the modal case configurations. The results of
the CACC for all units identified as being a hot spot in three or more study years indicates that
the majority of units (cases) were attributable to hot spot environments that were only “hot” for a
single crime type (see: CC 1, 2, & 3). This finding suggests that most hot spot units do not
overlap with other crime types, and these places account for high totals of the overall crime
count. This indicates that when identifying the hot spots within a larger jurisdiction like a city,
even less than the top 1% of crime environments are often only criminogenic for a singular type
of crime.
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Table 16: Conjunctive Analysis of Case Configurations – All Hot Spot Units
CC Assault Burglary Homicide/
Non-Fatal
1
no
no
2
no
yes
3
no
no
4
yes
no
5
yes
no
6
no
yes
7
yes
yes
8
no
yes
9
yes
no
10 yes
yes
11 yes
no
12 no
no
13 yes
yes
14 no
yes
15 yes
yes
CC: Case configuration

no
no
yes
no
yes
yes
no
no
no
yes
yes
yes
yes
yes
no

Robbery Cases Crime
Count
yes
no
no
no
no
no
no
yes
yes
no
yes
yes
yes
yes
yes

167
153
153
99
21
19
18
16
16
15
15
14
13
5
4

3158
3772
2297
2105
784
715
678
731
478
1035
640
481
1129
184
213

Percent
of
Crimes
17.163
20.500
12.484
11.440
4.261
3.886
3.685
3.973
2.598
5.625
3.478
2.614
6.136
1.000
1.158

Relative
Frequency
Count
1891.018
2465.359
1501.307
2126.263
3733.333
3763.158
3766.667
4568.75
2987.5
6900
4266.667
3435.714
8684.615
3680
5325

Conjunctive analysis defines dominant profiles as the case configurations with greater
than 10 observations per behavior setting. In this instance, 13 of 15 settings met the criteria for
dominant classification. A second stipulation for dominant case selection relies on identifying
settings that have higher than average relative frequency counts. Relative frequency counts are
determined based on the number of crimes occurring in a behavior setting relative to the number
of cases comprising the setting. Focusing on the dominant profiles above the field threshold of
10 cases, and with particularly high relative frequency counts, helps sift through more peripheral
behavior settings to indicate the case configurations with the most influence in the analysis.
The below table (17) shows the identified dominant profiles sorted in descending order
based on the relative frequency count attributed to each behavior setting. Singularly examining
the dominant profiles helps indicate if the observations are significantly clustered in any of the
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dominant behavior settings when the other, non-dominant configurations are dropped. The
results indicate that despite low case counts, multi-hot spot behavior settings are responsible for
large crime counts and disproportionately elevated percentages of the total crime observed.
Although not representative of the composition of most hot spots, which tend to be singularly
hot, these locations may provide more comprehensive crime control benefits. All four behavior
settings with relative frequency counts (RFC) higher than the mean RFC value involved some
form of a multi-crime hot spot (CC13, 10, 8, 11). The highest RFC value was comprised of units
that were considered hot spots for all four tested crime types (CC13).
Table 17: Dominant Profile Matrix and Chi-Square Results – All 3/5 Year Hot Spots
CC Assault Burglary Homicide/
Non-Fatal

Robbery Cases Crime
Count

13 yes
yes
yes
yes
13
10 yes
yes
yes
no
15
8
no
yes
no
yes
16
11 yes
no
yes
yes
15
7
yes
yes
no
no
18
6
no
yes
yes
no
19
5
yes
no
yes
no
21
12 no
no
yes
yes
14
9
yes
no
no
yes
16
2
no
yes
no
no
153
4
yes
no
no
no
99
1
no
no
no
yes
167
3
no
no
yes
no
153
CC: Case configuration
RFCs in bold are greater than the mean average of 3939.69

1129
1035
731
640
678
715
784
481
478
3772
2105
3158
2297

Percent
of
Crimes
6.136
5.625
3.973
3.478
3.685
3.886
4.261
2.614
2.598
20.500
11.440
17.163
12.484

Relative
Frequency
Count
8684.615
6900
4568.75
4266.667
3766.667
3763.158
3733.333
3435.714
2987.5
2465.359
2126.263
1891.018
1501.307

A chi-square was also done to test the 13 dominant profiles to determine if significant
clustering of units into behavior settings was observable in these select profiles. The results of
the chi-square indicate that the dominant profile observations remaining are significantly
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clustered into a select few behavior settings. This means that hot spot units are not equally
disseminated across each behavior setting (even across identified dominant behavior settings),
and that the units comprising certain behavior settings have a significantly greater share of cases
than the expected output. This is likely a byproduct of the high case counts for the single crime
type hot spots observed back in Table 16. This finding indicates that a significant majority of
crime hot spots are only hot spot for a single crime type, providing further evidence for a lack of
spatial overlap. Table 18 below indicates the significant chi-square results, which show that
certain behavior settings have significantly more cases than expected frequencies.
Table 18: Dominant Profile Chi-Square Results – All 3/5 Year Hot Spots
N
Cases
728

Threshold N Dominant
CC’s
10
13

Dominant CC
Observations
719

X2

DF P

853.57

12

SCI

.00 .40

The chi-square results suggest cases are clustered into single crime hot spots. To further
examine and quantify the degree to which hot spot units were clustered into single crime
behavior settings, the level of situational clustering of dominant profiles was tested using a
Lorenz curve calculation. The Lorenz curve is calculated using a composite GINI coefficient,
which determines the corresponding degree of clustering by producing a value ranging from 0
(no clustering) to 1 (complete clustering). The situational clustering index (SCI) was tested to
assess the degree of clustering across all behavior settings. The results of the analysis indicate if
individual units are significantly concentrated in to one or a select few behavior settings, which
in this instance would provide even greater evidence of the lack of spatial overlap and multicrime hot spot locations. The SCI results indicate a score of .40, which suggests weak to
moderate clustering across all dominant profile units. This means that the units were not
concentrated and significantly clustered into a single behavior setting. However, the drastically
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elevated case counts for single crime hot spots are likely responsible for the moderate degree of
clustering observed. Interpreting this result implies that the majority of hot spot units are not
spatially overlapped, and are therefore, not multi-crime hot spots. Moreover, examining
frequencies indicates that although units were not clustered into exclusively one setting (by
design), there are very few multi-crime hot spots. Figure 8 below illustrates the level of
situational clustering is below the 45-degree level of perfect equality.
Figure 8: Lorenz Curve Situational Clustering Index: All Hot Spot Units

Despite the lack of overlap and low case counts for behavior settings with more than one
hot spot type, there are still insights to be gleaned when examining crime counts and co-located
hot spot settings. In fact, several multi-crime hot spots still emerged as particularly prominent
locations. Examining the relative frequency counts as shown in Table 17 illuminates this, as
multi-crime hot spots accounted for high percentages of crimes and high rates when computing
statistics based on the number of cases. For example, in this hot spot selection delineation, the
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highest relative frequency count (RFC) was observed in the 13 cases where the unit was
classified as a hot spot for all four crime types. Although *most* hot spots are only a hot spot for
a single crime type, there may be important crime reduction benefits to identifying and focusing
on the especially few places where multiple crime types are co-located.
6.2 Conjunctive Analysis Results - Hot Spot Spatial Overlap: All 150 Selected Hot Spots
The second CACC for spatial overlap was executed on the 150-researcher identified hot
spot units for each crime type. To differentiate from the first CACC, though, the units that were
dropped to pare the sample down to the 150-unit researcher selected cap threshold were not
included. However, it ensures that any of the hot spot units that were dropped in the matching
sequence (and later regression models) as a result of not achieving both a zero and low crime
control match were still considered. The results for the CACC of all 150-researcher identified hot
spots across the four crime types are listed in Table 19 below.

113

Table 19: Conjunctive Analysis of Case Configurations – All 150 Identified Hot Spot Units
CC Assault Burglary Homicide/
Non-Fatal
1
no
no
2
no
yes
3
no
no
4
yes
no
5
yes
no
6
yes
yes
7
no
yes
8
yes
yes
9
yes
yes
10 no
no
11 yes
yes
12 yes
no
13 yes
no
14 no
yes
15 no
yes
CC: Case configuration

no
no
yes
no
yes
yes
yes
no
yes
yes
no
no
yes
no
yes

Robbery Cases Crime
Count
yes
no
no
no
no
no
no
no
yes
yes
yes
yes
yes
yes
yes

111
100
93
90
14
10
10
10
9
8
6
6
5
4
1

3818
3246
1650
2342
594
806
524
466
816
381
466
270
290
315
56

Percent
of
Crimes
23.803
20.237
10.287
14.601
3.703
5.025
3.267
2.905
5.087
2.375
2.905
1.683
1.808
1.964
0.349

Relative
Frequency
Count
3440
3246
1774
2602
4243
8060
5240
4660
9067
4763
7767
4500
5800
7875
5600

Specifically pertaining to research question one, the results of the second CACC model
also indicate that there is extraordinarily little spatial overlap of the hot spot units. The vast
majority of units included are only a hot spot for a singular type of crime, with each of the four
highest case counts reflecting the configurations where a unit was only a hot spot for one type of
crime. Similar to the prior CACC model, robbery had the most hot spot units that were singularly
hot (111), followed by burglary (100), homicide/non-fatal shootings (93), and assault (90). These
unit types accounted for the highest crime counts and percentages of the total. The observable
lack of spatial overlap suggests that most hot spots are isolated and are only highly criminogenic
for one type of crime. This impacts situational crime prevention efforts that must tailor responses
to the majority of identified crime hot spots on a highly individualized level both spatially and in
approach to identifying reduction mechanisms.
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Dominant profiles were also identified as a first step to later consider the degree of
situational clustering among only the dominant case configurations (the field standard is
configurations with 10 or more observations see: Miethe, Hart & Regoeczi, 2008). This approach
provides a way to help indicate if there was an unequal dispersion of observations specifically
clustered in the dominant profiles that emerged. At a threshold of 10 cases, only 8 of the 15
behavior settings met the criteria for dominant profile inclusion. The 8 behavior settings that met
the criteria are detailed again in the table below and are sorted in descending order in the table
based on their relative frequency count. Only one behavior setting with a greater than average
relative frequency count remained, and all but one of the three or more multi-crime type hot
spots were dropped (many multi-crime hot spots did not achieve the dominant profile threshold
of 10 cases). This indicates that a significant majority of the units were likely clustered into
configurations that were only a hot spot for one crime type. The matrix of dominant case profiles
is included in Table 20.
Table 20: Dominant Profile Matrix– All 150 Selected Hot Spots
CC Assault Burglary Homicide/
Non-Fatal

Robbery Cases Crime
Count

6
yes
yes
yes
no
10
7
no
yes
yes
no
10
8
yes
yes
no
no
10
5
yes
no
yes
no
14
1
no
no
no
yes
111
2
no
yes
no
no
100
4
yes
no
no
no
90
3
no
no
yes
no
93
RFCs in bold are greater than the mean average of 5242.38

806
524
466
594
3818
3246
2342
1650

Percent
of
Crimes
5.025
3.267
2.905
3.703
23.803
20.237
14.601
10.287

Relative
Frequency
Count
8060
5240
4660
4243
3440
3246
2602
1774

Chi-square was then used to examine if cases were evenly dispersed or significantly
clustered across the identified dominant profiles. The chi-square results suggest that the hot spot
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units were significantly clustered into a select few dominant behavior settings (single crime hot
spots) and were not evenly distributed across each of the 8 identified dominant behavior settings.
This finding suggests that a greater than expected degree of hot spot units filled behavior settings
that were not multi-crime hot spots (three or more types of crime) and were disproportionately
hot spots for singular crime types. Thus, spatial overlap was not observed across hot spot units
and a significantly greater than expected number of units clustered into configurations that were
not multi-crime hot spots (three or more). The chi-square results are listed in Table 21.
Table 21: Dominant Profile Chi-Square Results – All 150 Selected Hot Spots
N
Cases
477

Threshold N Dominant
CC’s
10
8

Dominant CC
Observations
438

X2

DF P

284.67 7

SCI

.00 .31

Based on the significant chi-square results, it was necessary to also quantify the degree of
situational clustering observed. To further examine the degree to which units were clustered into
single crime hot spots, situational clustering analyses were again undertaken to quantify the level
of units comprising single crime type hot spots relative to the other dominant profile multi-crime
hot spots. Values for the situational clustering index, which is a composite measure of the GINI
coefficient and corresponding Lorenz Curve, range from 0 to 1. Values closer to zero indicate a
lack of situational clustering, whereas values at or approaching a value of one indicate
significantly high or complete clustering. The results of the situational clustering index indicate
that the 150-researcher identified hot spot units for each crime demonstrated a low, weak degree
of clustering (SCI = .31).26 This means that although the majority share of hot spot units are

26

The researcher introduced hot spot unit cap at 150-units required dropping 51 aggravated assault hot spots, 83
burglary hot spots, 105 homicide/non-fatal shooting hot spots, and 100 robbery hot spots. The units dropped
comprised all types of behavior settings but seemingly were most often singular crime type hot spots based on the
reduction in case counts in singular crime type hot spots from the prior models and the lower degree of clustering
observed in the SCI value.
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allocated into dominant behavior settings that are only singularly hot for one crime type, units
were not significantly clustered into one specific setting (again, this is largely by design as an
equal number of hot spots were selected to begin with, and it appears a relatively high number of
hot spots for each crime type are singularly high). In many ways, the lack of clustering into just
one single crime hot spot provides more evidence of a lack of overlap. Every crime type has
substantially high levels of single crime hot spots. So, despite the lack of significant clustering
into a specific setting, it is easy to see that the hot spot units demonstrate significantly less spatial
overlap than expected based on the case frequencies. The situational clustering curve for all 150
hot spot units selected for each crime type is depicted against the expected level of perfect
clustering in Figure 9 below.
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Figure 9: Lorenz Curve Situational Clustering Index – All 150 Hot Spots

However, in contrast to the prior quantitative findings demonstrating a minimal degree of
spatial overlap and a lack of multi-crime hot spot units, the behavior settings for multi-crime hot
spots still remain notably important. The results of the second CACC including all 150researcher identified and selected hot spot units can be interpreted in a different light when
examining the relative frequency counts in shown in Tables 19 and 20. The relative frequency
counts are a measure of the rate of total crime occurrence relative to the number of cases that
meet the case configurations criteria. For example, the first case configuration in the matrix
above in Table 19 indicates that nine street segments were classified as hot spots for all four
crime types. With only 9 units, this configuration did not achieve dominant profile status.
However, just those nine street segment locations were responsible for 5% of all crimes
occurring in hot spots and had the highest rate of crime occurrence according to the RFC values
compared to all other case configurations.
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Relatedly, despite the low case counts preventing the units from being identified as
dominant based on field thresholds, several other multi-crime hot spot units accounted for the
highest RFC values. Each of the 3-type hot spot configurations represented a high crime count
and RFC despite not including many unique, individual units. For example, the behavior setting
indicating units that were hot spots for burglary, homicide/non-fatal shootings, and robbery (not
aggravated assault) only included one unique unit. Though, just that unit alone accounted for 56
recorded crime events in a five-year time period. The low number of unique units constituting
multi-crime hot spots, and their disproportionately high rates of crime, may mark them as
important units of focus for situational crime prevention efforts. Locations that are hot spots for
several different types of crime and have inflated crime counts can serve as priority locations for
law enforcement. Focusing efforts at such places my help facilitate more comprehensive crime
reductions.
The important findings surrounding the crime rate for multi-crime hot spots are all the
more interesting when examining how few units comprise these locations. Only 31/477 (6.4%)
of hot spot units were “hot” for three or more crime types, yet each configuration represented a
notably important behavior setting based on the relative frequency count. These findings
underscore support for the widely heralded crime and place finding that the majority of crime is
attributable to few locations (Eck et al., 2007; Weisburd, 2015). However, efforts to understand
and mitigate crime at the “other” identified high-risk locations requires more precise, specific,
and tailored insight. There may exist a need to develop two-way approaches by identifying both
multi-crime hot spot sites where comprehensive reform can be applied, and site-specific
individualized reform at other locations.
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6.3 Conjunctive Analysis Results - Hot Spot Spatial Overlap: Matched/Coded Hot Spots
The third CACC to assess spatial overlap was conducted on only the remaining hot spot
units that achieved successful unit matches, were coded in the remote SSO, and were included in
the forthcoming regression samples. This involved 132 assault hot spots, 122 burglary, 146
homicide/non-fatal shootings, and 126 robbery hot spot units. The results of the CACC detailing
the degree of spatial overlap for these units are detailed in Table 22 below and fall in line with
the prior CACC models testing the other, larger hot spot unit pools. The records in Table 22 are
sorted based on case counts per configuration. The results again indicate that there are minimal
multi-crime hot spot units in the data and disproportionately high case counts for single crime
hot spots.
Table 22: Conjunctive Analysis of Case Configurations – Matched/Coded Hot Spots
CC Assault Burglary Homicide/
Non-Fatal

Robbery Cases Crime
Count

1
no
no
yes
no
105
2
no
no
no
yes
102
3
yes
no
no
no
88
4
no
yes
no
no
86
5
yes
no
yes
no
11
6
yes
yes
no
no
10
7
yes
yes
yes
no
8
8
no
yes
yes
no
7
9
yes
no
yes
yes
5
10 no
no
yes
yes
5
11 yes
yes
yes
yes
4
12 yes
yes
no
yes
3
13 no
yes
no
yes
3
14 yes
no
no
yes
3
15 no
yes
yes
yes
1
CC: Case configuration
RFCs in bold are greater than the mean average of 5415.25
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2404
3576
2495
2813
479
486
642
372
285
257
360
260
253
127
56

Percent
of
Crimes
16.233
28.698
18.068
18.924
3.469
3.594
4.839
4.187
1.925
9.839
2.541
2.087
12.843
3.550
3.504

Relative
Frequency
Count
2289.524
3505.882
2835.227
3270.93
4354.545
4860
8025
5314.286
5700
5140
9000
8666.667
8433.333
4233.333
5600

As it pertains to the research question regarding spatial overlap and multi-crime hot spot
identification, the CACC matrix results indicate that the majority of cases are only hot spots for a
single crime type (CC 1, 2, 3 & 4). Across all operationalizations of hot spots, the units selected
as hot spots do not demonstrate a high degree of spatial overlap with only about 5% of all hot
spot cases being recorded into configurations that are hot spots for three or more crime types. On
an individual crime level, robbery had the most units that were singularly hot based on crime
type unit counts, with 102 of the 126 robbery hot spots included only being classified as hot
spots for robbery. Contrarily, only four units were classified as a hot spot for all four tested crime
types.
Examining the dominant profiles again serves to provide some important insight about
the configurations with the highest frequencies. Only six of the 15 behavior settings recorded ten
or more observations and met the threshold criteria for being a dominant profile. Four of the six
dominant profiles are hot spots for a single crime type, with the last two dominant profiles only
including two crime types and far fewer observations. Additionally, none of the identified
dominant profiles had relative frequency counts greater than the average. Thus, these dominant
settings account for large percentages of the total crime, but not significantly more than expected
relative to the number of cases within the setting. Many of the multi-crime type behavior settings
had too few units to meet the threshold criteria for inclusion. With several units from the prior
CACC’s not included in the final matched/coded samples, the number of multi-crime hot spot
units was especially low. The table below depicts the dominant profiles observed.
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Table 23: Dominant Profile Matrix– Matched/Coded Hot Spots
CC Assault Burglary Homicide/
Non-Fatal

Robbery Cases Crime
Count

6
yes
yes
no
no
10
5
yes
no
yes
no
11
2
no
no
no
yes
102
4
no
yes
no
no
86
3
yes
no
no
no
88
1
no
no
yes
no
105
RFCs in bold are greater than the mean average of 5415.25

486
479
3576
2813
2495
2404

Percent
of
Crimes
3.594
3.469
28.698
18.924
18.068
16.233

Relative
Frequency
Count
4860
4354.545
3505.882
3270.93
2835.227
2289.524

Conducting a chi-square on the dominant profiles provides even more evidence that a
significantly greater than expected number of cases are clustered into a select few behavior
settings (again: single crime hot spots). Such that, the settings that are hot spots for only one
crime type contain a significant majority of all hot spot units, even when juxtaposed only against
the other dominant profiles. In fact, only 39 cases (across 9 different behavior settings) were not
included in the dominant profiles, further suggestive of the low frequency of cases that were hot
spots for multiple crime types. The results of the Chi-square analysis are detailed in the Table
below and indicate that cases were not evenly dispersed across each dominant profile.
Table 24: Dominant Profile Chi-Square Results – Matched/Coded Hot Spots
N
Cases
441

Threshold N Dominant
CC’s
10
6

Dominant CC
Observations
402

X2

DF P

147.16 5

SCI

.00 .28

To statistically quantify the lack of even dispersion and the degree of clustering in
dominant profiles, a situational clustering index curve was generated in Figure 10 below. The
SCI of .28 indicates a weak degree of clustering in the dominant profile units, indicating that
there was not significant clustering into a single behavior setting. Because four of the six
behavior settings identified were single crime type hot spots, the lack of clustering into a single
setting actually provides more support for the lack of spatial overlap and multi-crime hot spots.
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Across each of the tested crime types, a significant and disproportionate number of the identified
hot spot units are only hot for that crime type. The dominant profile frequencies indicate a stark
contrast between the single crime type and multi-crime type hot spots identified. Thus, despite
situational clustering into a single behavior setting, it can be reasonably concluded that the
majority of hot spot units are singularly hot. The results confirm the first hypothesis and prior
research (Haberman, 2017), hot spots for different types of crime do not demonstrate significant
degrees of spatial overlap and often are only highly plagued by one crime type. The Lorenz
curve below shows the level of clustering across dominant behavior settings. The SCI of .28 is
the lowest of the CACC models operationalized and is likely a result of its over representation of
single crime type hot spots for each of the different crimes examined.27

27

With the dominant profile threshold of ten invoked, the settings identified were almost exclusively single crime
hot spots. However, with each crime type emerging as having a significant number of single crime hot spots, the
evidence for a lack of spatial overlap and multi-crime hot spots is robust.
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Figure 10: Lorenz Curve Situational Clustering Index – Coded Hot Spots

However, despite the low case counts and the inability to achieve dominant profile status,
looking at the relative frequency counts of multi-crime hot spots once again tells an interesting
counter story. Despite low case frequencies, the multi-crime hot spots account for significant
crime counts, percentages of total crime, and rates of crime relative to their case counts. All six
behavior settings with greater than average relative frequency counts were configurations of
units classified as hot spots for three or more crime types. The highest RFC value was achieved
by the four units that were hot spots for every crime type. Despite the varied locations of hot
spots for different crimes collectively, the few places where crime hot spots converge may
provide pathways to possible crime reduction benefits. The above average RFC’s are also listed
again and sorted in descending order for review in the following table.
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Table 25: Conjunctive Analysis of Case Configurations – Matched/Coded Hot Spots
CC Assault Burglary Homicide/
Non-Fatal

Robbery Cases Crime
Count

11
12
13
7
9
15

yes
yes
yes
no
yes
yes

yes
yes
no
yes
yes
no

yes
yes
yes
yes
no
yes

yes
no
no
yes
yes
yes

4
3
3
8
5
1

360
260
253
642
285
56

Percent
of
Crimes
2.541
2.087
12.843
4.839
1.925
3.504

Relative
Frequency
Count
9000
8666.667
8433.333
8025
5700
5600

6.4 Conjunctive Analysis – Environmental Predictors
Consistent with prior research (Hart & Miethe, 2014), the potential co-location and
overlap of different environmental predictors on hot spot units was also examined. The analysis
involved analyzing all of the coded hot spots (441 individual street segments) to determine what
the composition of environmental meta-constructs was at each of the identified hot spots. Each
crime generator and attractor and environmental disorder meta-construct was dichotomously
operationalized as present or absent within a given case configuration, totaling 9 individual
predictors with a possible 512 event profiles for the resultant CACC matrix.
The results indicate that 80 of a possible 512 unique event profiles were observed in the
truth table. Of those 80, only 6 were considered dominant profiles by including more than 10
observations. The results yield several interesting findings about the contexts of micro-level hot
spots. First, there were 80 different observable environmental compositions that formulated a hot
spot environment. This suggests that the contexts for hot spot locations are highly unique, even
at extremely micro-levels where the number of possible features on an individual street segment,
for example, is exceptionally low. To further demonstrate the uniqueness of individual hot spot
environments, there were only six case configurations including ten or more units that emerged
as dominant profiles. It appears that only decay, physical disorder, generators, and single service
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meta-constructs were present on 10 or more hot spot units with a corresponding configuration at
any point. These are all higher frequency feature types, which further underscores how the
composition of micro-level hot spot environments are frequently altered by the presence of other
low count risk features and how the nuances from micro unit-to-unit are so finely attenuated.
Though, the micro-spatial units of analysis may have minimized the potential level of observable
co-location of predictors, and the number of tested predictors present in hot spots altogether.
There were 86 hot spot units (15%) that did not record any of the environmental predictors
tested, which may indicate that the units of analysis are extremely small, the frequencies of the
tested variables are not markedly high, and that there may be presently unmeasured variables
contributing to hot spot likelihood.28 The results of the CACC for the potential co-location of
environmental predictor meta-constructs are detailed below in Table 26 and provide further
evidence for the notion that hot spots of different crime do not overlap significantly and that the
compositions of hot spot environments are also widely variant across crime types.

28

Future tests could extend the size of the units of analysis to correspond with the spatial influence of the predictors
tested. The literature suggests that the impact of a facility like a bar, for example, may extend beyond its immediate
block. Relatedly, there are always unmeasured variables at play. The present dissertation was unable to include
social disorder considerations or other variables that require dynamic measurement. Such factors may contribute the
likelihood of a unit being a hot spot.
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Table 26: Conjunctive Analysis of Case Configurations - Coded Hot Spots and Meta-constructs
CC
1
2
3
4
5
6

Short-term Stays
0
0
0
0
0
0

Small Retail
0
0
0
0
0
0

Single Service
0
0
0
0
0
1

Generators
0
0
0
0
1
0

Large Retail
0
0
0
0
0
0

Money Institutions
0
0
0
0
0
0

Alcohol
0
0
0
0
0
0

Physical Disorder
1
0
0
1
1
0

Decay
1
0
1
0
1
0

Cases
109
86
68
34
17
10

**80 configurations were observed in the dataset, but only case configurations with 5 or greater cases are shown.
Note: expanding the configuration profiles to settings with five or more cases only adds one more additional setting to the list of dominant profiles.
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6.5 Chapter Summary
The first research question was predicated on identifying the degree of spatial overlap, or
the number of multi-crime hot spot units, across the four crime types examined. Based on the
conclusions of prior research, the dissertation hypothesized that there would not be strong
evidence of spatial overlap. Meaning that hot spot locations would vary spatially by crime and
that the majority of identified hot spot units would only be hot spots for a singular type of crime.
The results of the dissertation corroborate the hypothesis. The conjunctive analyses indicated that
the majority of hot spots for each crime type were singularly “hot” for only one crime type. The
Lorenz curve, GINI coefficients, situational clustering indices, and chi-square analyses all
provided additional quantifiable evidence that the majority of hot spot units were “clustered” into
settings that were hot spots for only one crime type. This may have important implications for
the type of environmental predictors that influence each crime type, as the locations and settings
conducive to hot spots vary by crime type. A preliminary examination of this was completed
using conjunctive analysis to identify behavior settings with co-located environmental predictor
meta-constructs. The results determined that the composition of hot spot units is highly unique,
with only six profiles ascertaining more than ten observations. This suggests that hot spots
significantly vary spatially and that the multinomial logistic regression models for each crime
type will likely be influenced by different environmental predictors.
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Chapter 7: Multinomial Logistic Regression Results
7.1 Multinomial Logistic Regression Results: Aggravated Assault
The second research question was concerned with identifying the environmental
predictors that exerted the strongest, most salient, significant relationship with hot spots. Using a
multinomial logistic regression, hot spot units were set as the reference category and were
compared to both the zero and low crime control units within the same model. With hot spots set
as the reference category, environmental predictor constructs with significant relative risk ratios
(RRR) less than one were predictive of the unit being a hot spot. The analysis involved clustering
the standard errors around census block-groups, as a smaller, more sub-divided spatial unit
comprising the larger spatial parameter invoked in the matching sequence (neighborhoods) to
account for potential spatial autocorrelation. The results for the aggravated assault model are
depicted in Table 27, with individual sections for each control comparison type. The results table
shows the relative risk ratio for each predictor meta-construct tested, each covariate reintroduced
to the model, and all of the community-level demographic confounders. Statistics used to
determine model fit and significance are also included in Table 27. As a result of relatively low
frequencies and sample sizes, robust standard errors are also included in the table to situate RRR
values. In some instances, high RRR values do not equate to “significance” when accounting for
standard error size. Contrarily, instances also exist where exponentiated RRR values achieve
“significance” and remaining meaningful to interpret despite inflated standard errors often
attributable to low frequencies for the given meta-construct. The results are discussed in detail
below.
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Table 27: Multinomial Logistic Regression Results - Aggravated Assault
RRR St.
pError
value
[95% Interval]
Zero-crime Controls
Matching Covariates
Ambient Population
1.01
0.02
0.620
0.970
1.040
Local Road
Baseline
Secondary Art. Road
1.03
0.70
0.960
0.270
3.930
Primary Arterial Road
2.11
0.89
0.080
0.920
4.830
Freeway Road
3.64
7.49
0.530
0.060
206.130
Segment Length Q1
Baseline
Segment Length Q2
0.67
0.48
0.580
0.170
2.690
Segment Length Q3
1.00
0.72
1.000
0.240
4.120
Segment Length Q4
0.78
0.54
0.720
0.200
3.020
Spatial Lag
1.09
0.10
0.330
0.920
1.300
Residential Land Use
Baseline
Commercial Land Use*
2.35
0.96
0.036
1.056
5.236
Mixed Land Use
1.35
0.86
0.638
0.386
4.731
Environmental Predictors
Short-term Stays***
1.34e
1.23e
0.000
2.22e
8.06e
Small Retail
0.41
0.32
0.260
0.090
1.910
Single Service***
0.07
0.05
0.000
0.020
0.260
Generators
0.89
0.41
0.800
0.360
2.210
Large Retail
0.78
0.83
0.820
0.100
6.290
Money Issuers
0.91
0.99
0.930
0.110
7.740
Alcohol
0.19
0.17
0.060
0.030
1.060
Physical Disorder
0.57
0.21
0.120
0.280
1.160
Decay***
0.32
0.12
0.000
0.160
0.650
Disadvantage Index
0.99
0.04
0.820
0.920
1.070
Foreign Born
1.00
0.02
0.950
0.960
1.040
Mobile Residencies***
0.96
0.01
0.000
0.940
0.990
Apartment***
0.13
0.05
0.000
0.050
0.290
Constant
2.68
4.53
0.560
0.100
73.740

RRR St.
Err

pvalue

[95%

Interval]

Low Crime Controls
Matching Covariates
Ambient Population
1.01 0.02
0.400 0.980
Local Road
Baseline
Secondary Art. Road
1.71 1.04
0.380 0.520
Primary Art. Road*
2.49 1.00
0.020 1.130
Freeway Road
3.17 6.29
0.560 0.060
Segment Length Q1
Baseline
Segment Length Q2
3.71 3.41
0.150 0.610
Segment Length Q3
4.21 3.90
0.120 0.690
Segment Length Q4
4.76 4.30
0.080 0.810
Spatial Lag
1.05 0.09
0.580 0.880
Residential Land Use
Baseline
Commercial Land Use
0.55 0.22
0.137 0.250
Mixed Land Use
0.79 0.47
0.688 0.248
Environmental Predictors
Short-term Stays*
0.14 0.12
0.020 0.030
Small Retail
0.53 0.35
0.350 0.150
Single Service
0.54 0.25
0.170 0.220
Generators
1.20 0.47
0.650 0.550
Large Retail
0.66 0.49
0.580 0.160
Money Issuers
0.67 0.53
0.610 0.140
Alcohol
0.79 0.41
0.660 0.290
Physical Disorder
1.12 0.38
0.730 0.580
Decay***
0.37 0.13
0.000 0.200
Disadvantage Index
1.01 0.04
0.790 0.940
Foreign Born
1.03 0.02
0.130 0.990
Mobile Residencies
0.98 0.01
0.050 0.950
Apartment***
0.20 0.07
0.000 0.100
Constant
0.17 0.27
0.270 0.010

1.050
5.620
5.490
155.560
22.480
25.810
27.910
1.250
1.209
2.513
0.760
1.960
1.310
2.600
2.830
3.190
2.190
2.180
0.720
1.090
1.070
1.000
0.400
4.150

Mean Dependent Variable
2.00
SD Dependent Variable
0.82
Pseudo R-squared
0.19
Number of Observations
396
Chi-Square
165.36
Prob > Chi2
0.00
Akaike (AIC)
808.74
Bayesian (BIC)
1015.77
Note: significant results depicted in gray shadowing *** p<0.001, ** p<0.01, *p<0.01
(Standard errors adjusted for 187 clusters across census block groups)
Q1 = Quartile 1, Q2 = Quartile 2…
The street type category “expressways” were omitted in both comparisons due to low frequencies

131

The results of the aggravated assault regression analysis in Table 27 demonstrate some
interesting relationships between the environmental predictors tested and the hot spot units. First,
examining the zero-crime control and hot spot comparison, several predictors significantly
increase the likelihood of a unit being classified as a hot spot. With hot spots set as the reference
category, lower Relative Risk Ratios (RRR) indicate a higher likelihood of making the unit a hot
spot. Thus, counter interpretations can use the percentage form of the RRR to indicate the
relationship to hot spots. Focusing on the predictor meta-constructs classifiable as crime
generators and attractors, short-term stays (1.34e)29 and single service establishments (.07 –
93%) were significantly more likely to make a unit a hot spot. Thereby, the results suggest that
the presence of several different crime generators and attractor-based constructs influence the
likelihood of a unit being a hot spot relative to a place absent crime.
Of the two environmental disorder meta-constructs, decay (.32) also demonstrated
significance and made a unit 68% more likely to be a hot spot. This indicates that the longstanding, more deleterious conditions associated with decay are significantly more present in hot
spots than places that did not experience any instances of aggravated assault during the study
period. Lastly, several sociodemographic, community-level variables and covariates that were reintroduced to the model attained significance. Higher levels of the percent of residents who had
moved in the last year (.96 – 4%) significantly predicted that a unit was more likely to be hot
spot, while the presence of apartments (.13) on a unit also predicted that a unit was about 87%
more likely to be a hot spot. In addition, commercial land use settings, as compared to residential

29

The RRR and standard error for short-term stays is especially volatile in the present model. Due to the low sample
sizes and frequencies, there were no zero-crime control units that recorded a short-term stay, while there were
multiple hot spot units with a hotel or motel. This discrepancy effects the interpretation of the standard error but
highlights an important distinction between the two different unit types. Thus, the decision was made to report on
the variable meta-construct as “significant.”
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land use settings, were also significantly more likely to make a unit a hot spot compared to a
zero-crime control unit.
Moving on to the low crime control and hot spot comparisons, several predictor metaconstructs emerged as significant, serving to distinguish the hot spot units from criminogenic,
low crime units. Examining the crime generators and attractors, short-term stays were (.14) 86%
more likely to predict a hot spot unit than a low crime control unit. With short-term stays
significantly more likely to be predict hot spots relative to both the zero and low crime controls,
the features in this meta-construct (hotels and motels) may be especially pertinent to the
occurrence of aggravated assault. Similar to the zero-crime control comparison, the presence of
decay (.37) was also 63% more likely to predict a unit being a hot spot relative to a criminogenic,
low crime place. The significance of decay indicates that environmental composition of hot spots
is markedly different than that of both zero and low crime units, with the presence of more
dilapidation, deterioration, and destruction in hot spots units. As for the control variable
considerations, primary arterial streets (2.49) were significantly more likely to make a unit a low
crime unit rather than a hot spot. However, the presence of apartments was again significantly
more likely to predict a unit being a hot spot (80%) relative to a low crime unit. The unique
living environment of apartments, with potentially high population density, population turnover,
and less informal social control, may facilitate the occurrence of aggravated assault.
In addition to determining predictors with significant influence, it is also important to
examine the frequencies and descriptive statistics across individual meta-constructs to better
understand the observed relationships. The following table depicts the frequencies of each
environmental meta-construct across each of the three distinct unit types. The counts highlight
and underscore the meta-constructs that emerged as significant in the regression comparisons.

133

For example, the variation across single service establishments between hot spots and zero-crime
controls, and the discrepancy between short-term stays in hot spots relative to both control unit
types.
Table 28: Meta-construct Frequencies by Unit Type - Aggravated Assault
Meta-construct ZC LC HS N
Alcohol
2
11 16 29
Generators
16 24 22 62
Large Retail
3
5
8
16
Money Issuers
3
4
6
13
Short-term Stays 0
2
12 14
Single Service
4
21 28 53
Small Retail
4
5
9
18
Decay
35 50 80 165
Physical Disorder 39 58 63 160
Apartments
11 19 52 82
Note: Counts reflect the number of unique segments with a meta-construct feature
dichotomously present, not the count of features present on the segment. 30
However, it is also necessary to parse out the individual variables within the significant
meta-constructs to better discern the reason the relationship emerged. This is particularly
necessary for the meta-constructs that achieved significance in the model, as singular, individual
measures may have driven the significance of the relationship, or it may have been a result of
variation across all of the measures in the collective meta-construct. The meta-constructs to
examine for the zero-crime control comparison are short-term stays, single service
establishments and decay, as they each achieved significance in the model. Although, only shortterm stays and decay remained significant for the low crime control comparison. Alternatively, it
may also prove worthwhile to examine the frequencies of non-significant meta-constructs, to

30

Example: if a bar and a liquor store are present on the same street segment, the alcohol meta-construct will still be
recorded as “1” for presence as opposed to “2” for the count of inter-meta-construct features. For this reason, the
meta-construct’s total counts may not reflect the sum of their individual measures.
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determine if any individual variables masked the influence of the larger construct. These
examinations can be made in greater depth in the appendices, though.31
Looking at the results in Table 29 below, both measures constituting short-term stays
(hotels and motels) were quantifiably more present in hot spots than either control unit type.
Interestingly, there were 5x as many hotels in hot spots than low crime controls, and there were
no hotels or motels in zero-crime controls at all. This demonstrates the potential importance of
short-term stay locations and their potential influence on aggravated assault, as the frequencies
indicate they are highly concentrated in hot spot units. The single service establishments metaconstruct was significant in the zero-crime control comparison, however, it dropped off in the
comparison of hot spots and low crime controls. The initial significance may have been due to
restaurants, with only 4 in zero-crime control locations relative to 25 such establishments in hot
spots. This discrepancy was more muted in the low crime comparison, with 21 restaurants
recorded in low crime control units.
Further, both body art shops and storage centers were not present in any of the units
tested for assault, which demonstrates an example of an instance where an environmental
variable (body art shops see: Drawve, 2016) that has been previously linked to crime may not
have significance for a specific crime type or in a different jurisdiction. Lastly, the significance
of the presence of decay making a unit more likely to be a hot spot in both unit comparisons may
be generally attributable to the entirety of the meta-construct. Each individual decay construct
was numerically more present in hot spots than either type of control. Although the variance
between unit types was most glaring between street deterioration, which was also the most

31

The full breakdown of non-significant meta-construct frequencies by unit and crime type can be viewed in
Appendix I for crime generators and attractors and Appendix J for environmental disorder.
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frequently recorded decay feature in hot spots. This finding provides strong support for the
influence of decay in characterizing hot spot location composition relative to control units.
Table 29: Significant Meta-construct Variables by Unit Type – Aggravated Assault
CGA Meta-construct
Short-term Stays

ZC
LC
HS
N
0
2
12
14
Hotels 0
2
10
12
Motels 0
0
2
2
Single-Service
4
21
28
53
Body Art 0
0
0
0
Laundromats 0
1
4
5
Restaurants 4
21
25
50
Storage Units 0
0
0
0
Decay
35
50
80
165
Abandoned buildings 8
16
17
41
Sidewalk deterioration 5
7
15
27
Street deterioration 13
18
30
61
Lawn/garden deterioration 9
12
20
41
Vacant/undeveloped spaces 16
13
24
53
Building/structure dilapidation 6
14
18
38
Note: The counts reflect the number of unique segments with a meta-construct feature
dichotomously, not the count of inter-meta-construct features on the segment.
The final step was to conduct conditional dominance analysis (Budescu, 1993) to situate
the relative importance of the predictor meta-constructs that emerged as significant. Following
the results of the regression output, general dominance statistics can be calculated through
weighting techniques to determine each significant predictor’s relative importance in reducing
prediction error across the dependent variable outcomes. Dominance analysis provides insight
into the most important, salient, significant predictor as an application of effect size. The results
in Table 30 indicate that the assault model was best informed by the presence of decay, as decay
achieved complete, predictive dominance over both single service establishments and short-term
stays. Thus, the data suggest decay may be the most salient environmental predictor of
aggravated assault hot spots.
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Table 30: Significant Predictor Dominance Analysis – Aggravated Assault
Assault Unit Type
Single Service Establishments
Short-term Stays
Decay

Dominance Stat
0.027
0.018
0.038

Standardized Dominance Stat
0.320
0.220
0.461

Ranking
2
3
1

7.2 Multinomial Logistic Regression Results: Burglary
The results for the multinomial logistic regression model testing burglary hot spots as the
dependent variable are included in Table 31 below. Several significant variables emerged, with
crime generator and attractor constructs, environmental disorder, and multiple control variables
achieving significance across hot spot and control unit comparisons. Large retail stores (zerocrime control comparisons) and short-term stays (low crime control comparison) achieved
significance, though, their RRR’s and standard errors were not interpretable. In many of these
instances, there were no recorded observations in the respective control group. The variables are
still being reported on as achieving “significance” due to their important concentration in hot
spot units exclusively. Discussion and interpretation of significant variables, illuminated in gray,
follows the table.
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Table 31: Multinomial Logistic Regression Results - Burglary
RRR St. Err p-value [95% Interval]
Zero-crime Controls
Matching Covariates
Ambient Population
0.94
0.08
0.480
0.800
1.110
Local Road
Baseline
Secondary Art Road***
0.02
0.03
0.000
0.000
0.300
Primary Arterial Road
0.77
0.51
0.690
0.210
2.830
Freeway Road
0.08
0.10
0.050
0.010
1.040
Segment Length Q1
Baseline
Segment Length Q2
0.52
0.44
0.440
0.100
2.710
Segment Length Q3
0.38
0.30
0.220
0.080
1.770
Segment Length Q4
0.29
0.20
0.080
0.070
1.160
Spatial Lag***
1.41
0.16
0.000
1.140
1.750
Residential Land Use
Baseline
Commercial Land Use
1.96 1.001
0.19
0.724
5.331
Mixed Land Use
0.75
0.95
0.82
0.062
9.027
Environmental Predictors
Short-term Stays
1.33
3.09
0.900
0.010
124.510
Small Retail
2.09
2.44
0.530
0.210
20.700
Single Service***
0.03
0.03
0.000
0.010
0.190
Generators
2.32
1.57
0.220
0.610
8.750
Large Retail***
1.40e 1.59e
0.000
1.51e
1.30e
Money Issuers
0.60
0.85
0.720
0.040
9.570
Alcohol
1.61
1.70
0.650
0.200
12.700
Physical Disorder
0.53
0.23
0.140
0.230
1.230
Decay***
0.16
0.06
0.000
0.070
0.350
Disadvantage Index
0.94
0.04
0.190
0.850
1.030
Foreign Born
0.99
0.02
0.530
0.950
1.030
Mobile Residents
1.01
0.02
0.530
0.980
1.050
Apartment***
0.05
0.02
0.000
0.020
0.120
Constant***
148.32 229.08 0.000
7.190 3060.990

RRR St. Err p-value

[95% Interval]

Low Crime Controls
Matching Covariates
Ambient Population
1.05
0.08
0.480
0.910
1.210
Local Road
Baseline
Secondary Art. Road
0.08
0.11
0.060
0.010
1.070
Primary Arterial Road
1.21
0.81
0.780
0.320
4.510
Freeway Road
0.00
0.00
0.990
0.000
.
Segment Length Q1
Baseline
Segment Length Q2
1.49
1.37
0.670
0.240
9.040
Segment Length Q3
0.79
0.68
0.780
0.140
4.310
Segment Length Q4
0.85
0.68
0.840
0.180
4.120
Spatial Lag***
1.45
0.16
0.000
1.160
1.800
Residential Land Use
Baseline
Commercial Land Use 0.60
0.32
0.33
0.210
1.690
Mixed Land Use
0.25
0.36
0.33
0.015
4.079
Environmental Predictors
Short-term Stays
1.33
3.09
0.901
0.014
1.882
Small Retail
0.29
0.41
0.380
0.020
4.750
Single Service*
0.10
0.09
0.010
0.020
0.530
Generators
3.45
2.23
0.060
0.970
12.260
Large Retail
0.72
1.11
0.830
0.040
14.570
Money Issuers
0.52
0.60
0.570
0.060
4.990
Alcohol
3.36
3.37
0.230
0.470
23.920
Physical Disorder
0.46
0.20
0.070
0.200
1.060
Decay***
0.16
0.06
0.000
0.070
0.350
Disadvantage Index
0.96
0.04
0.360
0.870
1.050
Foreign Born
1.01
0.02
0.430
0.980
1.050
Mobile Residents
0.98
0.02
0.210
0.940
1.010
Apartment***
0.04
0.02
0.000
0.020
0.100
Constant***
95.63 147.74 0.000 0.4630 1975.100

Burglary Model Fit Statistics
Mean Dependent Variable
2.00
SD Dependent Variable
0.82
Pseudo R-squared
0.27
Number of Observations
366
Chi-Square
216.74
Prob > Chi2
0.00
Akaike (AIC)
687.44
Bayesian (BIC)
882.57
Note: significant results depicted in gray shadowing *** p<0.001, ** p<0.01, *p<0.01
(Standard errors adjusted for 195 clusters across census block groups)
Q1 = Quartile 1, Q2 = Quartile 2…
Note: the street type categories “two-lane tertiary arterial” and “expressways” were omitted in both comparisons
due to low frequencies
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The zero-crime control and hot spot comparisons demonstrates that single service
establishments (body art shops, laundromats, restaurants, and storage centers) made a unit
significantly more likely to be a hot spot (97%). Large retail stores also significantly predicted
the presence of hot spot units, with six large retail stores in hot spots compared to zero in the
zero-crime control units and only one in the low crime control units. Decay was also significant,
making a unit 84% more likely to be a hot spot unit compared to a control. As for the additional
variables, secondary arterial streets (.02) and apartments (.05) both made a unit more likely to be
a hot spot, whereas the spatial lag variable indicated that units adjacent to hot spots were more
likely to be controls.
The low crime control comparisons yielded similar results. Single service establishments
remained significant, indicating that the presence of single service establishments made a unit
about 90% more likely to be a hot spot than a low crime control. Decay demonstrated a strong
influence as well, as units with decay were again about 84% more likely to be a hot spot than a
low crime control. Other covariates with meaningful relationships included adjacency to hot
spots predicting an increased likelihood that the unit would be a low crime control unit (spatial
lag = 1.45), and the presence of apartments making units more likely to be a hot spot (96%). In
order to better understand the relationships observed, descriptive frequencies for each metaconstruct analyzed are included in the following table.
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Table 32: Meta-construct Frequencies by Unit Type - Burglary
Meta-construct ZC LC HS N
Alcohol
4
5
5
14
Generators
11 14 10 35
Large Retail
0
1
6
7
Money Issuers
1
2
6
9
Short-term Stays 1
0
3
4
Single Service
4
8
17 29
Small Retail
3
1
7
11
Decay
28 28 72 128
Physical Disorder 29 29 51 109
Apartments
25 28 78 131
Note: Counts reflect the number of unique segments with a meta-construct feature
dichotomously present, not the count of features present on the segment.
There are a couple of meta-constructs that warrant further breakdown in the burglary
comparisons. In both the zero-crime and low crime control comparisons, the presence of single
service establishments and decay were significantly more likely to make a unit a hot spot. Table
33 below provides the descriptive frequencies for the individual variable constructs representing
the larger meta-constructs. The single service establishments meta-construct was most driven by
the presence of restaurants in hot spots, with almost twice as many restaurants on hot spot units
relative to the controls. Despite a low frequency, storage centers were only found in hot spots,
and are commonly burglarized establishments (Blevins et al., 2012; Kuhns, 2020). For the decay
meta-construct, every individual variable recorded the highest number of records for hot spot
units. Though, street deterioration, vacant spaces, and structural dilapidation in particular
displayed large differences in quantities across hot spots and controls. Large retail stores and
short-term stays demonstrated exponentiated RRR values and were also further examined due to
their highly variant frequencies across unit types. As mentioned previously, there were no large
retail stores in zero-crime control units and no short-term stay businesses in low crime control
units. These stark frequency distinctions across unit types are especially noteworthy.
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Table 33: Significant Meta-construct Variables by Unit Type – Burglary32
CGA Meta-construct
Single-Service

ZC
LC
HS
N
4
8
17
29
Body Art 0
0
0
0
Laundromats 1
0
0
1
Restaurants 3
8
15
26
Storage Units 0
0
2
2
Large Retail Stores
0
1
6
7
Shopping Centers 0
1
4
5
Supercenters 0
0
2
2
Supermarkets 0
0
2
2
Dollar Stores 0
0
2
2
Short-Term Stays
1
0
3
4
Hotels 1
0
2
3
Motels 0
0
1
1
Decay
28
28
72
128
Abandoned buildings 5
6
12
23
Sidewalk deterioration 8
5
11
24
Street deterioration 14
15
37
66
Lawn/garden deterioration 8
11
20
39
Vacant/undeveloped spaces 8
3
18
29
Building/structure dilapidation 4
4
15
23
Note: The counts reflect the number of unique segments with a meta-construct feature
dichotomously, not the count of inter-meta-construct features on the segment.
In order to identify individual predictor meta-construct contributions and error margins,
dominance analysis was again carried out on the significant burglary meta-constructs. The
analysis included significant meta-constructs from both the zero-crime and low crime control
comparisons to determine the environmental predictor with the most salient influence on
burglary. Single service establishments, large retail stores, short-term stays, and decay were all
included in the analysis. Decay emerged as the strongest and most accurate predictor of hot spot
unit classification, achieving “complete dominance” over each of the other meta-constructs.

32

To see the frequencies of the non-significant variables, please refer to Appendices I and J.
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Similar to aggravated assault, decay may be the most prominent environmental feature in
predicting burglary hot spot locations relative to controls.
Table 34: Significant Predictor Dominance Analysis - Burglary
Assault Unit Type
Single Service Establishments
Large Retail Stores
Short-term Stays
Decay

Dominance Stat
0.010
0.008
0.004
0.054

Standardized Dominance Stat
0.134
0.099
0.049
0.718

Ranking
2
3
4
1

7.3 Multinomial Logistic Regression Results: Homicide/Non-Fatal Shootings
The results of the multinomial logistic regression model for homicide and non-fatal
shootings are outlined in Table 35. Interestingly, the only crime generator and attractor metaconstruct that significantly distinguished hot spot units from zero-crime controls with an
interpretable RRR was alcohol outlets. Units with an alcohol establishment were about 94%
more likely to be a homicide and non-fatal shootings hot spot unit. However, it is important to
also highlight the short-term stays meta-construct within this crime type. The RRR’s and
standard errors produced across the unit types are incalculable, as the features comprising the
meta-construct were only present in hot spots (3x) and were not recorded in the control units.
Albeit with presumably low frequencies, there may exist an important relationship between
short-term stays and homicide that is presently unaccounted for in the model. The significance of
the spatial lag variable also corroborates evidence from the CACC models finding minimal
levels of spatial overlap across hot spots of different crime types. The significance and direction
of the spatial lag variable indicates that hot spot units are not highly clustered together, as units
adjacent to hot spots were significantly more likely to be zero-crime controls as opposed to hot
spots. Alternatively, though, decay and the presence of apartments maintained a significant
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relationship with being a hot spot, with units experiencing decay being about 87% and
apartments about 88% more likely to be a hot spot than a zero-crime control.
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Table 35: Multinomial Logistic Regression Results – Homicide/Non-Fatal Shootings
RRR St.
pRRR St.
p[95% Interval]
Err
value
[95% Interval]
Err
value
Zero-crime Controls
Low Crime Controls
Matching Covariates
Matching Covariates
Ambient Population
0.98 0.03
0.440
0.910
1.040 Ambient Population
0.99 0.03
0.800 0.930
1.060
Local Road
Baseline
Local Road
Baseline
Secondary Arterial Road
0.41 0.33
0.270
0.090
1.960 Secondary Arterial Road
0.71 0.50
0.630 0.180
2.840
Primary Arterial Road
0.75 0.34
0.530
0.310
1.840 Primary Arterial Road
0.88 0.40
0.780 0.370
2.130
Segment Length Q1
1.00
Segment Length Q1
Baseline
Segment Length Q2
2.30 1.58
0.230
0.600
8.840 Segment Length Q2
1.06 0.69
0.930 0.300
3.800
Segment Length Q3
2.07 1.36
0.270
0.570
7.520 Segment Length Q3
1.60 0.98
0.440 0.480
5.330
Segment Length Q4
1.80 1.16
0.360
0.510
6.350 Segment Length Q4
1.63 0.97
0.410 0.510
5.250
Spatial Lag*
1.27 0.13
0.020
1.030
1.550 Spatial Lag
1.19 0.12
0.090 0.980
1.440
Residential Land Use
Baseline
Residential Land Use
Baseline
Commercial Land Use
1.84 0.68
0.10
0.891
3.785 Commercial Land Use
1.12 0.41
0.75
0.550
2.286
Mixed Land Use
0.50 0.80
0.66
0.021
11.51 Mixed Land Use
2.20e 0.000
0.990 0.000
0.000
Environmental Predictors
Environmental Predictors
Short-term Stays***
3.4e 4.36e
0.000
2.99e
4.05e Short-term Stays***
4.6e 5.30e
0.000 4.70e
4.44e
Small Retail
0.78 1.13
0.860
0.050
13.470 Small Retail
0.32 0.44
0.410 0.020
4.680
Single Service
0.76 0.58
0.720
0.170
3.430 Single Service
2.26 1.51
0.220 0.610
8.400
Generators
1.12 0.53
0.820
0.440
2.850 Generators
1.01 0.46
0.990 0.410
2.450
Large Retail
0.23 0.29
0.240
0.020
2.640 Large Retail
0.36 0.38
0.340 0.040
2.910
Money Issuers
7.76 9.56
0.100
0.690
86.810 Money Issuers
1.42 1.89
0.790 0.110
19.110
Alcohol*
0.06 0.09
0.050
0.000
1.150 Alcohol*
0.06 0.07
0.030 0.000
0.730
Physical Disorder
0.76 0.26
0.420
0.390
1.480 Physical Disorder
0.75 0.23
0.350 0.400
1.380
Decay***
0.13 0.04
0.000
0.070
0.250 Decay***
0.27 0.08
0.000 0.150
0.490
Disadvantage Index
0.97 0.04
0.390
0.890
1.040 Disadvantage Index
1.00 0.04
0.940 0.930
1.070
Foreign Born
1.01 0.02
0.520
0.980
1.050 Foreign Born
1.02 0.02
0.150 0.990
1.060
Mobile Residents
1.00 0.02
0.760
0.960
1.030 Mobile Residents
0.97 0.02
0.080 0.940
1.000
Apartment***
0.12 0.05
0.000
0.060
0.250 Apartment***
0.22 0.07
0.000 0.110
0.420
Constant
4.96 6.38
0.210
0.400
61.540 Constant
8.86 0.01
0.991 0.000
0.000

Homicide/Non-Fatal Shootings Model Fit Statistics
Mean Dependent Variable
2.00
SD Dependent Variable
082
Pseudo R-squared
0.16
Number of Observations
438
Chi-Square
154.40
Prob > Chi2
0.00
Akaike (AIC)
903.98
Bayesian (BIC)
1099.93
Note: significant results depicted in gray shadowing *** p<0.001, ** p<0.01, *p<0.01
(Standard errors adjusted for 203 clusters across census block groups)
Q1 = Quartile 1, Q2 = Quartile 2…
Note: the street type categories “two-lane tertiary arterial,” “expressways,” and “freeways” were omitted in both
comparisons due to low frequencies
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The results of the low crime control comparison also indicate that units with alcohol
establishments are significantly more likely to be a hot spot (94%) than a low crime control unit.
Again, the short-term stay meta-construct was exponentiated, but indicated an important
relationship between hotels and motels and homicide and non-fatal shootings hot spots. In
addition, units with decay (.27 – 73%) were also significantly more likely to be hot spots. The
only significant control variable was the presence of apartments, with apartments resulting in a
unit being about 78% more likely to be a hot spot. The meta-constructs frequencies for homicide
and non-fatal shooting units are further detailed below in Table 36. The discrepancies across the
crime generator and attractors like alcohol establishments, large retail stores, short-term stays,
and small retail stores are interesting, as they all demonstrate much more frequent occurrence in
hot spot units.
Table 36: Meta-construct Frequencies by Unit Type - Homicide/Non-Fatal Shooting
Meta-construct ZC LC HS N
Alcohol
1
1
10 12
Generators
15 15 20 50
Large Retail
2
2
7
11
Money Issuers
4
2
3
9
Short-term Stays 0
0
3
3
Single Service
7
11 13 31
Small Retail
1
1
6
8
Decay
39 62 104 205
Physical Disorder 55 65 83 203
Apartments
19 29 60 108
Note: Counts reflect the number of unique segments with a meta-construct feature
dichotomously present, not the count of features present on the segment.
Examining the inter-meta-constructs breakdowns necessitates taking a closer look at
alcohol outlets and decay in particular to see if a certain, individual measure drove the observed
significance of either meta-construct. Both alcohol establishments and decay were significant in
both comparisons, and the short-term stay meta-construct also demonstrated RRR values
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suggestive of the construct being highly concentrated in hot spot units. Table 37 below shows the
counts for each significant predictor meta-construct, parsed out by individual variables.
Table 37: Significant Meta-construct Measures by Unit - Homicide/Non-Fatal Shootings33
CGA Meta-construct
Alcohol Outlets

ZC
LC
HS
N
1
1
10
12
Bars 0
1
3
4
Nightclubs/Lounges 1
0
2
3
Liquor Stores 0
1
7
8
Short-term Stays
0
0
3
3
Hotels 0
0
1
1
Motels 0
0
2
2
Decay
39
62
104
205
Abandoned buildings 13
20
29
62
Sidewalk deterioration 10
11
20
41
Street deterioration 18
26
41
85
Lawn/garden deterioration 10
30
37
77
Vacant/undeveloped spaces 9
20
31
60
Building/structure dilapidation 14
27
28
69
*The counts reflect the number of unique segments with a meta-construct feature dichotomously,
not the count of inter-meta-construct features on the segment.
Coupling dominance analysis with the inter-meta-constructs variable breakdowns serves
to highlight the potential importance of meta-constructs like short-term stays, where the
frequencies are singularly concentrated in hot spots. Dominance analysis is able to situate the
contributions of each predictor, which will provide insight of the meta-constructs influence,
especially with low frequencies. The results of the dominance analysis again indicate that decay
has complete, predictive dominance relative to the other significant predictors. Further, the shortterm stays variable is less influential than alcohol outlets, so despite the highly concentrated
nature of the meta-construct in hot spots, the low frequencies mute out its overall influence and
effect. The dominance analysis results are included in Table 38. Decay has been found to be the

33

To see the frequencies of the non-significant variables, please refer to Appendices I and J.
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most salient predictor for aggravated assault, burglary and homicide and non-fatal shooting hot
spots.
Table 38: Significant Predictor Dominance Analysis – Homicide/Non-Fatal Shootings
Assault Unit Type
Alcohol Outlets
Short-term Stays
Decay

Dominance Stat
0.011
0.005
0.063

Standardized Dominance Stat
0.141
0.066
0.793

Ranking
2
3
1

7.4 Multinomial Logistic Regression Results: Robbery
The multinomial logistic regression results for robbery are recorded in Table 39. Several
variables emerged as significant in predicting the likelihood of a unit being a hot spot. First, the
spatial lag variable for robbery was significant, indicating that units adjacent to hot spots are
more likely be zero-crime control units as opposed to hot spots. This finding provides further
evidence for the lack of spatial clustering associated with hot spots observed in the CACC
results. Three crime generator and attractor meta-constructs exhibited significant, interpretable
relationships. The presence of a single service establishment made a unit about 80% more likely
to be a hot spot than a zero-crime control. Also, the presence of alcohol establishments on a unit
made it about 91% more likely to be a hot spot.34 Large retail stores also demonstrated an
important relationship with robbery, with no large retail stores located in zero crim control units.
The results for decay (.18 – 82%) were also significant and suggested that units with decay were
more likely to be hot spots relative to zero-crime control units. Other community-level
considerations like the presence of apartment units and the number of mobile residencies made a
unit significantly more likely to be a hot spot than a zero-crime control.

34

Both small retail and money issuers were approaching significance in the hot spots vs. zero-crime control model
comparisons. This is worth noting as both meta-constructs emerge as significant in the hot spots vs. low crime
control comparisons.
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Table 39: Multinomial Logistic Regression Results - Robbery
RRR
St.
pErr value [95% Interval]
Zero-crime Controls
Matching Covariates
Ambient Population
0.97
0.04
0.560 0.890
1.060
Local Road
Baseline
Two-lane Road
1.91
2.87
0.668 0.099
36.41
Secondary Arterial Road 1.22
1.04
0.810 0.230
6.440
Primary Arterial Road
1.30
0.50
0.500 0.610
2.750
Freeway Road
0.48
0.31
0.250 0.130
1.700
Segment Length Q1
Baseline
Segment Length Q2
0.80
0.80
0.830 0.110
5.620
Segment Length Q3
0.86
0.76
0.870 0.150
4.870
Segment Length Q4
0.76
0.67
0.760 0.140
4.210
Spatial Lag***
1.45
0.17
0.000 1.150
1.820
Residential Land Use
Baseline
Commercial Land Use
1.83
0.63
0.081 0.928
3.596
Mixed Land Use
0.24
0.19
0.07 0.050
1.129
Environmental Predictors
Short-term Stays
2.40
3.04
0.490 0.200
28.670
Small Retail
0.24
0.19
0.070 0.050
1.120
Single Service**
0.20
0.13
0.010 0.060
0.690
Generators
1.42
0.62
0.430 0.600
3.340
Large Retail***
4.8e 3.55e 0.000 1.14e
2.04e
Money Issuers
0.11
0.14
0.070 0.010
1.220
Alcohol*
0.09
0.10
0.030 0.010
0.840
Physical Disorder
0.82
0.29
0.570 0.410
1.630
Decay***
0.18
0.07
0.000 0.090
0.380
Disadvantage Index
1.00
0.04
0.970 0.920
1.080
Foreign Born*
1.04
0.02
0.050 1.000
1.090
Mobile Residencies
0.99
0.02
0.680 0.960
1.030
Apartment***
0.09
0.06
0.000 0.030
0.320
Constant
1.60
2.04
0.710 0.130
19.440

RRR St.
Err

pvalue

[95%

Interval]

Low Crime Controls
Matching Covariates
Ambient Population
1.00 0.04
0.980 0.920
Local Road
Baseline
Two-Lane Road
4.58e 0.00
0.99
0.000
Secondary Arterial Road*
4.37 2.92
0.030 1.180
Primary Arterial Road
1.89 0.67
0.070 0.950
Freeway Road
0.39 0.28
0.190 0.100
Segment Length Q1
Baseline
Segment Length Q2
0.67 0.65
0.680 0.100
Segment Length Q3
0.80 0.69
0.790 0.150
Segment Length Q4
1.07 0.90
0.940 0.200
Spatial Lag
1.11 0.12
0.320 0.900
Residential Land Use
Baseline
Commercial Land Use
1.66 0.55
0.120 0.875
Mixed Land Use
0.52 0.32
0.289 0.156
Environmental Predictors
Short-term Stays
0.42 0.50
0.470 0.040
Small Retail*
0.20 0.13
0.010 0.060
Single Service
0.88 0.37
0.760 0.380
Generators
0.64 0.25
0.260 0.290
Large Retail
0.60 0.38
0.420 0.170
Money Issuers*
0.20 0.15
0.030 0.050
Alcohol
0.46 0.26
0.170 0.150
Physical Disorder
1.18 0.38
0.610 0.630
Decay**
0.43 0.14
0.010 0.230
Disadvantage Index
1.01 0.04
0.850 0.930
Foreign Born
1.03 0.02
0.060 1.000
Mobile Residencies
0.98 0.01
0.150 0.950
Apartment
0.92 0.38
0.840 0.410
Constant
0.85 1.02
0.890 0.080

1.090
0.000
16.190
3.790
1.590
4.510
4.320
5.600
1.380
3.165
1.738
4.380
0.710
2.020
1.390
2.100
0.840
1.410
2.220
0.800
1.090
1.070
1.010
2.060
8.990

Robbery Model Fit Statistics
Mean Dependent Variable
2.00
SD Dependent Variable
0.82
Pseudo R-squared
0.19
Number of Observations
378
Chi-Square
154.40
Prob > Chi2
0.00
Akaike (AIC)
780.16
Bayesian (BIC)
984.77
Note: significant results depicted in gray shadowing *** p<0.001, ** p<0.01, *p<0.01
(Standard errors adjusted for 202 clusters across census block groups)
Q1 = Quartile 1, Q2 = Quartile 2… - The street type category “expressways” were omitted in both comparisons
due to low frequencies
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The results for the low crime control comparisons show that the presence of small retail
establishments (.20 – 80%) and money issuers (.20 – 80%) both make a unit more likely to be a
hot spot than a low crime unit. Units with the environmental disorder meta-construct decay (.43
– 57%) were also significantly more likely to be a hot spot than a low crime control. Contrarily,
secondary arterial roads (4.37) were significantly more likely to make a unit a low crime unit,35
and the presence of apartments did not differentiate between low crime and hot spot units for
robbery.
The robbery unit comparisons indicated that several different meta-constructs influenced
the likelihood of a unit being a hot spot based on the control unit tested against. The zero-crime
control comparison highlighted single service establishments and alcohol outlets as features that
made a unit more likely to be a hot spot. Comparing the hot spot units to low crime controls,
though, indicated that the presence of a small retail store or money issuer made a unit more likely
to be a hot spot. Interestingly, there were different meta-constructs that emerged as significant
when comparing hot spots to the two control environments. Decay maintained a consistent
relationship, again demonstrating that units with decay were more likely to be a hot spot than
either a zero-crime or low crime unit. The frequencies are included for each of the metaconstructs and their relationship to robbery in Table 40 below. Money issuers are substantially
more prevalent tin hot spots than either control, as well as small retail stores. Also note the near
equal numbers for the apartments in low crime and hot spot units, as this was the first

35

Multi-category covariate variables may be harder to achieve a fully balanced match on, and thus should also be
considered in the regression model as this dissertation specifies through doubly robust estimation. For example,
secondary arterial roads significantly predicted low crime control units despite being successfully balanced as a
background variable in the matching sequence. Thus, the multi-category road variable as a whole can be effectively
balanced on, but potentially meaningful and unbiased inter relationships with, in this case: hot spots, can be teased
out in the regression model. The two-stage consideration of covariates helps articulate important meaning for the
background variables associated with a unit being a hot spot.
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comparison where apartments did not emerge as a significant predictor of hot spots relative to
low crime units.
Table 40: Meta-construct Frequencies by Unit Type - Robbery
Meta-construct ZC LC HS N
Alcohol
1
7
14 22
Generators
21 18 26 65
Large Retail
0
5
13 18
Money Issuers
1
3
14 18
Short-term Stays 1
1
5
7
Single Service
4
19 28 51
Small Retail
3
5
19 27
Decay
27 50 71 148
Physical Disorder 42 67 77 186
Apartments
4
24 21 49
Note: Counts reflect the number of unique segments with a meta-construct feature
dichotomously present, not the count of features present on the segment.
The breakdowns of each individual measure included for the significant meta-construct
predictors in the robbery regression are detailed in Table 41. Interestingly, the meta-constructs
that significantly distinguished hot spots from the zero-crime controls and the low crime controls
varied. This suggests that places without robbery, places with low levels of robbery, and the most
crime prone hot spots of robbery all are comprised of different environmental features. Alcohol
outlets and single service establishments were significantly more likely to make a unit a hot spot
compared to a zero-crime control. Closer examination of the alcohol meta-construct suggests that
liquor stores were substantially more prevalent in hot spot units, while both bars and nightclubs
were actually more present in the control types. Liquor stores may have an important relationship
with the risk for robbery in hot spots due to their widely discrepant frequencies across the
operationalized units. The single service establishments are less distinguishable. Laundromats
are more likely in hot spots, but with much lower frequencies. Similarly, there are markedly
more restaurants in hot spots than in zero-crime control units. However, that comparison is
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significantly diminished between low crime and hot spot units, which may have resulted in
single service establishments not retaining their significance in that comparison.
Despite not emerging as significant in the zero-crime control model (though both were
approaching significance), small retail stores and money issuers both attained significance in the
low crime control comparison. Small retail variety stores like corner grocers and pharmacies
demonstrated a prominent relationship with hot spot units, with such establishments being far
more frequent in hot spots than either control type. These outlets have long demonstrated a risk
for robbery, potentially due to their cash-based, immediate transactions, coupled with smaller
resourced settings with fewer people. Inherently, money is a common motive for robbery, and it
follows that money issuing establishments also emerged as significant. Banks, in particular, were
far more frequent in hot spot units than in either type of control. Large retail establishments are
also included in the meta-construct breakdowns as the discrepancy between such businesses
between hot spots and zero-crime control units was illuminated in the model results. There were
13 large retail stores in hot spots, zero in the zero-crime controls, and five in the low crime
controls. Lastly, the significance of decay was likely attributable to the entire construct rather
than a specifically identifiable individual variable, although vacant and undeveloped spaces
demonstrated the widest frequency variations.
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Table 41: Significant Crime Generators and Attractor Meta-constructs – Robbery36
CGA Meta-construct
Alcohol Outlets

ZC
LC
HS
N
1
7
14
22
Bars 0
5
4
9
Nightclubs/Lounges 1
1
0
2
Liquor Stores 0
2
13
15
Single Service
4
19
28
51
Body Art 0
0
0
0
Laundromats 1
0
3
4
Restaurants 3
19
27
49
Storage Centers 1
0
0
1
Small Retail
3
5
19
27
Convenience Stores 0
2
2
4
Small Grocers 3
1
9
13
Pharmacies 1
1
12
14
Pawnshops 0
1
2
3
Money Issuers
1
3
14
18
ATMs 0
0
3
3
Banks 1
0
11
12
Credit Unions 0
1
2
3
Check Cashing/Payday Loans 0
2
2
4
Large Retail Stores
0
5
13
18
Shopping Centers 0
4
9
13
Supercenters 0
1
3
4
Supermarkets 0
0
4
4
Dollar Stores 0
3
7
10
Decay
27
50
71
148
Abandoned Buildings 10
17
21
48
Sidewalk Deterioration 6
14
13
33
Street Deterioration 8
16
20
44
Lawn/Garden Deterioration 5
17
24
46
Vacant/Undeveloped Spaces 14
19
28
61
Building/Structure Dilapidation 3
11
12
26
*The counts reflect the number of unique segments with a meta-construct feature dichotomously,
not the count of inter-meta-construct features on the segment.
Dominance analysis was also run to situate the importance of the significant robbery
predictors. This model is of particular interest since the significant meta-constructs diverged

36

To see the frequencies of the non-significant variables, please refer to Appendices I and J.
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greatly in the zero-crime control and low crime control unit comparisons. The dominance
analysis included comparing five crime generator and attractor-based meta-constructs: alcohol
outlets, single service establishments, small retail stores, money issuers and large retail stores,
and the environmental disorder meta-construct: decay. In accordance with all of the other crime
types considered, decay emerged as the most complete predictor. Decay was the most salient,
environmental predictor of hot spots across all four crime types tested. The results of the robbery
dominance analysis are outlined in Table 42.
Table 42: Significant Predictor Dominance Analysis – Robbery
Assault Unit Type
Alcohol Outlets
Single Service Establishments
Small Retail Stores
Large Retail Stores
Money Issuers
Decay

Dominance Stat
0.012
0.018
0.012
0.014
0.013
0.036

Standardized Dominance Stat
0.113
0.169
0.116
0.133
0.126
0.334

Ranking
6
2
5
3
4
1

7.5 Chapter Summary
The second research question was designed to identify which environmental predictors
demonstrated a significant relationship with each crime and which predictor had the strongest
(i.e., most salient) relationship. The dissertation hypothesized different crime generator and
attractor and environmental disorder meta-constructs would demonstrate a significant
relationship to crime based on the crime being tested, but that both CGA’s and environmental
disorder would be relevant in significantly predicting hot spots. The results of the regression
models indicated that several different crime generator and attractor meta-constructs had a
significant relationship to crime. However, most of the observed relationships were contingent
on the crime. Robbery, for example, had six different meta-constructs that were significantly
more likely to predict hot spot units. Across each of the crime types and unit comparisons, CGA
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predictor meta-constructs dropped in and out of significance. This finding suggests that crime
occurrence and hot spots are situationally specific and vary across location and crime type. Thus,
confirming the first part of the hypothesis positing that the environmental predictors
demonstrating a significant relationship to crime will vary by crime type.
The second aspect of the research question and hypothesis was concerned with
identifying the strongest, most substantial, or salient predictor of a given crime type. The
dissertation hypothesized that the strongest most influential predictor meta-construct would also
vary by crime type, given all of the evidence in the crime and place literature base suggesting
crime was contextually dependent. Although different crime generators and attractors dropped in
and out of significance across the tested crime types, the environmental disorder decay metaconstruct was significant in every model. Moreover, the results of the dominance analysis
indicated decay was the most salient and influential predictor in every crime model tested. These
results highlight the importance of considering all aspects of the environment when studying the
relationship between crime and place. Elements of decay may uniquely influence hot spots for
different types of crime relative to both places absent and places with lower levels of crime.
Decay may provide an important pathway to achieve more comprehensive crime reduction
benefits due to its observable influence, and the strength of its influence, across all crime types.
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Chapter 8: Seemingly Unrelated Estimation Coefficient Comparison Results
8.1 Intra-crime Unit Comparisons
Prior to examining the relative strength and consistency of the meta-construct coefficients
across crime types, it is first practical to determine if the meta-constructs yielded similar intracrime results. This can be effectively accomplished by examining if the predictor metaconstructs that significantly predicted hot spots for each crime type were the same relative to
each control type. It is necessary to disentangle the meta-constructs that significantly predicted
hot spot units relative to zero-crime units, low crime units, or both. This two-level comparison
provides more nuanced insight into the influence of predictors on hot spots. For example, some
meta-constructs may distinguish hot spots from places without crime but may not uniquely mark
hot spots when compared to criminogenic places. Such conclusions better inform our
understanding of hot spots and resultant approaches to situational crime prevention.
For aggravated assault hot spots, two crime generator and attractor meta-constructs
emerged as influential, as well as the environmental disorder meta-construct decay. Single
service establishments were found to significantly predict hot spots compared to zero-crime
units. However, single service establishments did not significantly predict hot spot units
compared to low crime places. This suggests that single service establishments may be an
important criminogenic feature as it pertains to assault, but their presence is not uniquely
associated with hot spots. Alternatively, short-term stays were found to significantly predict hot
spots when compared to both zero and low crime units. This indicates that short-term stays may
be especially important when understanding the relationship between the environment and
assault. Short-term stays were the only crime generator and attractor meta-construct found to
significantly predict assault hot spot environments relative to the controls. Decay was also found
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to be significantly more likely to predict hot spots than either type of control. The presence of
Decay may uniquely characterize assault hot spot environments from both places’ absent crime
and assault prone places.
Burglary hot spots were found to be significantly related to two crime generator and
attractor meta-constructs, and decay again emerged as significantly more likely to predict hot
spots. Large retail stores were significantly more likely to predict burglary hot spots compared to
zero burglary units, but the influence of large retail stores did not uniquely distinguish burglary
hot spots compared to low crime units. Large retail stores may be criminogenic in their risk for
burglary, but they may not be a CGA feature that is inherently specific to setting apart hot spot
locations from other places experiencing burglary. However, single service establishments did
emerge as crime generator and attractor meta-construct with an important relationship to
burglary. Single service establishments were found to significantly predict a unit being a
burglary hot spot compared to both zero-crime and low crime units. Single service
establishments like body art shops, laundromats, restaurants, and storage centers may possess a
disproportionate risk for burglary that uniquely marks hot spots from other criminogenic places.
In the environmental disorder realm, decay was found to also classify burglary hot spots from
controls. The presence of decay may be an important element in identifying burglary hot spots.
Homicide and non-fatal shootings were interestingly marked by two crime generator and
attractor meta-constructs that significantly differentiated hot spots from the controls. Short-term
stays and alcohol outlets were both significantly more likely to predict hot spot units compared
to the control units. This finding suggests that both CGA features may be pertinent to
understanding hot spot environments at an elevated risk of homicide or non-fatal shootings. The
presence of these such facilities is presumably beyond criminogenic and may actually induce the
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formation of hot spot locations for homicide and shootings. Decay was also found to be a unique
determinant of hot spot locations. The results indicate that decay is significantly more likely in
hot spots than controls. The visual stimuli and conditions of an environment may be associated
with places at the highest level of risk for homicide and non-fatal shootings.
The robbery models produced some fascinating results, as several crime generator and
attractor meta-constructs significantly influenced the likelihood of predicting hot spots but varied
by control type. Single service establishments, large retail stores, and alcohol outlets all
significantly predicted hot spot units relative to zero-crime units. However, none of these metaconstructs were significant in the hot spot versus low crime unit comparison. This indicates that
these features are important to robbery, demonstrating criminogenic relationships where their
presence elevates the likelihood of being a hot spot relative to places entirely absent crime. When
situated against other criminogenic places, though, these facility types are not significantly more
associated with hot spots. Also, the meta-constructs that significantly predicted robbery hot spots
relative to low crime units, were entirely different than the zero-crime comparison. Small retail
stores and money issuers were significantly more likely to predict hot spot units than low crime
units. These facility types may be unique to hot spots, although their presence was not
significantly influential relative to zero-crime locations. This may imply that the risk for robbery
is very situationally specific, contextually driven, and variant by locational setting. The only
meta-construct that significantly predicted robbery hot spots compared to both controls was
decay.
8.2 Hot Spots vs. Zero-crime Control Inter-crime Coefficient Comparisons
Research question three was concentrated on identifying and quantifying the potential
consistency of environmental crime predictors. In addition to the intra-crime comparisons
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examining the meta-constructs that significantly distinguished hot spots from both control types,
it is also important to conduct inter-crime comparisons to identify meta-constructs with variant
or consistent influences on different types of crime. Thereby determining not just if an
environmental predictor operationalized influenced crime through its significance in a regression
model, but if its influence was statistically consistent across each of the four crime types tested.
The first step in determining the potential consistency of predictors across crime types is to
diagrammatically assess which, if any, predictors demonstrated a significant influence on one or
more of the tested crime types. Diagrams were created to account for the number of times a
predictor meta-construct achieved significance in a regression model, and which specific crime
models. Predictors that achieved significance as a result of incalculable RRR’s and widely
variant frequencies were also included in the consistency diagrams as “significant” due to the
observable relationship they had with the given crime type despite low frequencies.
The diagram below uses a four-way Venn diagram to depict the environmental predictors
that demonstrated a significant likelihood of making a unit a hot spot in the zero-crime control
comparisons. Interestingly, none of the crime generator and attractor-based constructs achieved
significance in every model, although alcohol outlets (2x), large retail stores (2x), and single
service establishments (3x) had multi-crime type significance. Short-term stays also emerged as
important in two models with substantially more concentration in hot spots than zero-crime
control units. Four different crime generator and attractor-based meta-constructs achieved
significance in at least one model. The significance of the CGA meta-constructs in several
different crime models suggests crime pattern theory dimensions like the establishments and
facilities in an area have an important influence on crime and hot spot formation. However, the
variation in which crime generator and attractor meta-construct influenced hot spot likelihood
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across the different crime types indicates that each meta-construct does not possess a universal
influence and that different crimes are influenced by different CGA features. Contrarily, the
superficial model comparisons of significant predictors in the diagram demonstrate that decay
remained a constant predictor of hot spot units relative to zero-crime control units for every
crime type tested. This may suggest that the presence of decay and other environmentally
situated conditions and considerations more generally, may have more of a generalized influence
on all crime types. The diagrammatic comparisons are detailed below in Figure 11.
Figure 11: Hot Spot vs. Zero-crime Control Comparison – Significant Predictors

* = significance ascribed to frequency discrepant meta-construct
In addition to the diagram, formal statistical analyses were also run on the environmental
predictor meta-constructs to determine if their coefficients maintained a similar or significantly
different magnitude in their strength and effect size across each crime type model. The use of
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standardized coefficients made each predictor amenable for comparison despite their associated
standard errors and frequencies. The scope of the consistency analyses is to determine if an
individual environmental predictor meta-construct demonstrates a similarly sized coefficient and
corresponding effect size, suggestive of a consistent influence, on each of the crime types tested.
If the coefficient size is statistically similar, the predictors effect on crime may be more general
and may provide a comprehensive net crime reduction effect. Targeting a consistent feature may
yield crime reduction benefits across multiple different crime types. However, if the predictor
meta-construct demonstrates a significantly different influence across crime types, its
relationship to crime may be more contextually driven and situationally specific.
The first step in testing for predictor consistency is to conduct a global Wald analysis.
The test determines if a meta-construct coefficient from any of the four crime type models
significantly varies relative to the other coefficients, or if the coefficients are not significantly
different in size. The results of the Global Wald test for each predictor meta-construct in the hot
spots versus zero-crime control comparisons are included in Table 43. Short-term stays, single
service establishments, and large retail stores were the only meta-constructs that demonstrated
significant differences across coefficients. This means that at least one, though possibly two or
more, of the coefficients for the identified predictors is significantly variant. Local Wald,
pairwise comparisons were then executed across crime types to determine the crime comparisons
where the influence of the predictor was not consistently similar or universal. Short-term stays
had four significantly differentiated coefficient comparisons, single service establishments had
two, and large retails stores also had four. This suggests that these meta-constructs may have an
especially variant, context and situationally specific, influence on their relationship to crime.
This also underscores the reason that crime generator and attractor meta-constructs dropped in
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and out of significance in the crime specific regression models. Table 43 includes the results of
the Global and local Wald analyses.
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Table 43: Hot Spot vs. Zero-crime Control Inter-crime Coefficient Comparisons
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Equality of Coefficients: Global Wald and Local Pairwise Wald Significance Testing
Variable
Global
Assault vs.
Assault vs.
Assault vs.
Burglary vs.
Burglary
Homicide/NonBurglary
Homicide/NonRobbery
Homicide/Nonvs.
Fatal vs. Robbery
Fatal
Fatal
Robbery
Short-term Stays
161.56***
7.33**
131.77***
8.07**
109.37***
Single Service
7.97*
5.88*
5.20*
Small Retail
Alcohol
Generators
Large Retail
291.98***
140.68***
212.01***
69.19***
75.33***
Money Issuers
Physical Disorder Decay
Note: All Global tests had 3 degrees of freedom and each local test had 1. Local tests were only conducted on variables with a statistically significant
Global test.
- “Not Significant”
*** p<0.001, ** p<0.01, * p<0.05

Three meta-constructs demonstrated coefficients with significantly divergent values in
the Global Wald analysis (short-term stays, single service establishments, and large retail stores).
The short-term stay meta-construct had four significantly different coefficient comparisons. The
influence of short-term stays on assault hot spots was significantly larger than its influence on
burglary hot spots. Moreover, the influence of short-term stays on homicide and non-fatal
shootings was also significantly larger than its impact on burglary. Thus, it can be inferred that
short-term stay locations have a more minimal impact on the formation of burglary hot spots.
The influence of short-term stays was also significantly greater in predicting assault and
homicide/non-fatal shooting hot spots relative to its influence on robbery hot spots. The results
indicate that short-term stays have a highly situational and differentiated influence on crimes.
Hotels and motels seemingly have a strong and significant influence on the presence of assault
and homicide/non-fatal shooting hot spots but have markedly little influence on burglary and
robbery. Based on the local Wald statistics produced the variation in influence is particularly
powerful when compared to robbery, where short-term stays ostensibly have little impact.
The global Wald results also highlight some significant differences in the single service
establishments coefficients. Single service establishments were found to have three significant
coefficients in the hot spot versus zero-crime regression comparisons, all associated with an
increased likelihood of making a unit a hot spot (assault, burglary, and robbery). In accordance
with the homicide and non-fatal shooting model results, where single service establishments
were not found to be a significantly influential predictor of hot spots, two of the other three crime
types demonstrated significantly stronger coefficient sizes and influences relative to
homicide/non-fatal shootings. Though not demonstrating exceptionally large local Wald
statistics, the strength and influence of single service establishments was significantly greater for
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assault and burglary compared to homicide and non-fatal shootings. This suggests that single
service establishments may be an important hot spot determinant for assault and burglary but
have less of an impact on homicide and non-fatal shootings, and even robbery as the coefficient
was not found to significantly vary. These results provide evidence that crime generator and
attractor constructs may have a contextual and crime specific impact on hot spots.
The comparison of large retail store coefficients also yielded some significant variation
across crime types. Large retail stores demonstrated a significantly higher likelihood of making a
unit a hot spot compared to zero-crime controls in the burglary and robbery models. When
examining coefficients, the influence of large retail stores on burglary was significantly greater
than its influence on assault and homicide/non-fatal shootings. Relatedly, the influence of large
retail stores on robbery hot spots was also significantly greater than assault and homicide/nonfatal shootings. The local Wald output includes some noteworthy statistics, further suggestive of
the difference in magnitude of large retail stores on unique crime types. It follows that large
retail stores would have a more pronounced impact on burglary and robbery, as each crime type
involves the seizure of desired goods, be it from the locations themselves or the patrons.
However, the scope of influence is substantially more impactful on these crime types than the
other environmentally prompted crime types tested.
Contrarily, important information can also be gleaned from the non-significant global
Wald results. Small retail stores, alcohol outlets, population generators, money issuers, and both
physical disorder and decay included similarly sized coefficient influences across the models.
This may indicate that the relationship and influence of these meta-constructs on crime is more
static and fixed, such that the presence of such facilities creates similar dynamics and
opportunities regardless of the crime type. Though, it is also pertinent to note, that decay was the

167

only predictor that was significant in every model. Decay may have more of a universally, strong
influence on crime, whereas the other crime generator and attractor-based meta-constructs went
in and out of significance despite yielding similar coefficient metrics. Even when identified as
“significant,” the actual magnitude and influence of certain crime generators and attractors on
crime may be more capped. For example, alcohol outlets were found to be “significant” in two
crime models (homicide and robbery), but the coefficient size and potential influence did not
significantly vary from the other crime types. Alternatively, the consistent, significant influence
of decay provides further evidence for the potential importance of understanding its presence and
relationship to high crime hot spots.
8.3 Hot Spots vs Low Crime Control Inter-crime Coefficient Comparisons
The hot spot versus low crime control coefficients were also juxtaposed to examine the
predictor meta-constructs that achieved cross-model significance in a four-way Venn diagram.
Similar to the zero-crime comparison, decay was the only predictor type that achieved
significance in every crime type model. The presence of decay was consistently found to be
significantly more likely to predict hot spot units relative to both control types in every model. A
second interesting finding was that different crime generator and attractor meta-constructs again
emerged as significant in each of the individual crime type models. This suggests that certain
crime generators and attractors affect and influence certain crime types. There was not a single
incidence where a crime generator and attractor meta-construct significantly predicted more than
one crime type absent frequency discrepant considerations. Short-term stays were the only multicrime predictor, however, its “significance” was ascribed through frequency discrepancies.
Alcohol outlets (homicide/non-fatal shootings), single service establishments (burglary), and
small retail stores and money issuers (robbery) only possessed a significant influence in one
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crime model. Collectively, these findings provide further support for the non-overlap of hot
spots, by demonstrating that such spatially variant hot spot locations are influenced by different
sets of predictors. It also indicates that the differences between hot spots and low crime control
locations may be more nuanced and subtle than zero-crime locations, requiring the direct
influence and presence of highly specific environmental predictors. The diagrammatic
comparisons of the significant coefficients are illustrated in Figure 12.
Figure 12: Hot Spot vs. Low Crime Control Comparison – Significant Predictors

* = significance ascribed to frequency discrepant meta-construct
To statistically examine the potential for consistent coefficient influence, global and local
Wald analyses were conducted. Only two meta-constructs had significant Global Wald results.
Short-term stays and single service establishments had coefficients that significantly varied
across the different crime type models. Both short-term stays and single service establishments
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had four out of six pairwise comparisons that achieved significance. This indicates that the
influence of these meta-constructs on crime is highly context specific, and that the constructs
have significantly differentiated relationships with each environmentally prompted crime type.
Alternatively, despite attaining significance in a few models, the other crime generator and
attractor meta-constructs maintained similarly sized coefficients throughout. Decay, again,
possessed a significantly influential and consistent relationship on every crime type tested. The
global and local Wald results are included in Table 44.
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Table 44: Hot Spot vs. Low Crime Control Inter-crime Coefficient Comparisons
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Equality of Coefficients: Global Wald and Local Pairwise Wald Significance Testing
Variable
Global
Assault vs. Assault vs.
Assault vs. Burglary vs.
Burglary
Homicide/NonBurglary
Homicide/NonRobbery
Homicide/Nonvs.
Fatal vs. Robbery
Fatal
Fatal
Robbery
Short-term Stays
152.66*** 5.88*
110.49***
6.45**
107.08***
Single Service
12.80**
4.63*
4.91*
11.81***
8.10**
Small Retail
Alcohol
Generators
Large Retail
Money Issuers
Physical Disorder
Decay
Note: All Global tests had 3 degrees of freedom and each local test had 1. Local tests were only conducted on variables with a statistically significant
Global test.
- “Not Significant”
*** p<0.001, ** p<0.01, * p<0.05

The results of the coefficient comparisons illuminate differences in the influence of shortterm stays and single service establishments across crime types. The local Wald analysis
indicates that short-term stays demonstrated a significantly greater influence on assault hot spots
than burglary, which follows the regression model results produced. However, despite attaining
significance in the homicide and non-fatal shootings model, the influence of short-term stays on
assault hot spots is significantly greater than homicide and non-fatal shootings hot spots. This
indicates that the influence of short-term stays on assault is particularly poignant, even when
comparing to other criminogenic (low crime unit) places. The descriptive frequencies also
corroborate this notion. Short-term stays are only comprised of hotels and motels and is a lower
n category. Assault hot spots included 12 short-term stay facilities while zero-crime locations
had zero, and low crime units only had two. The influence of short-term stays on burglary was
also found to be especially minimal. There were very few short-term stay facilities across each
unit type for burglary, and the coefficients for each of the other three crime types was
significantly greater than that of burglary. Thereby indicating that short-term stays may be less
relevant to burglary.
Single service establishments also demonstrated significantly different coefficient sizes in
the global Wald analysis. The influence of single service establishments was significantly greater
in predicting hot spots for assault than homicide and non-fatal shootings relative to other low
crime units. Despite not attaining significance in the assault model comparison, the single service
establishments coefficient demonstrated an increased likelihood of predicting hot spots. Whereas
the influence (and frequency variations) of single service establishments in homicide and nonfatal shooting hot spots relative to low crime units was much more muted. Contrarily, the
influence of single service establishments on burglary was found to be highly substantial. Single
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service establishments demonstrated a significantly greater influence on predicting burglary hot
spots relative to all other crime types. In the regression model, single service establishments were
about 90% more likely to predict a unit being a hot spot compared to a low crime unit. These
facilities are strongly related to burglary, and their influence on burglary hot spots is far greater
than on any other unit or crime type.
Several predictor meta-constructs that demonstrated a significant likelihood of predicting
hot spots relative to low crime units did not possess a coefficient that was markedly variant.
Alcohol, small retail stores, and money issuers were all found to be significant in at least one
crime type model but were not found to have measurably different influences on any crime type.
Decay was not found to significantly vary either, though, this result is especially meaningful
because decay was significant in every crime model. This indicates decay may have a consistent,
strong, and universal influence on the formation of crime hot spots irrespective of the crime.
8.4 Chapter Summary
The third research question aimed to determine if the environmental crime predictors
tested exerted a similar or statistically significant effect across each unique crime type. The
dissertation hypothesized that based on spatially variant hot spot locations, and situationally
variant relationships between environmental predictors and crime across units and crime types,
that predictor meta-constructs would not have consistent influences on different types of crime.
Such that, the coefficients produced for individual meta-constructs would not emerge as
significant in every crime type model and may significantly vary in the consistency of their
strength and size between certain crime types. The dissertation hypothesized that environmental
predictors would vary in their strength and effect and will not be consistently strong in their
influence across all crime types. Identifying meta-constructs with variant influences helps better
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understand the crime types where certain predictors and settings play a more prominent role.
Identifying the predictor meta-constructs that exert a consistent effect on all crime types, though,
has important situational crime prevention benefits because the predictor may have a more
universal, generalized influence on crime that can be more comprehensively intervened upon to
yield wider net crime reduction benefits.
The results of the coefficient consistency comparisons indicate that the crime generator
and attractor meta-constructs tested maintain a measurable degree of variance. Certain crime
generators and attractors have a significantly greater influence on a given crime type than others.
This was remarkably true for the impact of single service establishments in predicting burglary
hot spot units, for example. Thus, crime generators and attractors play an important role in
linking and understanding the role of the environment in facilitating crime opportunities and the
presence of hot spots. But the strength of the influence of CGA features on crime may be
especially contingent on the crime type.
Decay, on the other hand, was significant in every crime model comparison and produced
coefficients with statistically similar strengths and sizes. This important finding suggests that
decay may be an important fixture in predicting high crime environments regardless of the crime
type. Decay may have a more consistent influence on crime than the crime generators and
attractors. This may be a byproduct of the unique relationship each environmental criminology
branch has with crime. Crime generators and attractors may be more responsible for facilitating
crime opportunities, by either providing suitable targets and/or creating frameworks for crime as
a result of the business operations and intended uses. Thus, the relationship between CGA’s and
crime may fit the applicability of certain CGA’s better based on the crime in question. Robbery
for example, demonstrated a relationship to small retail stores and money issuers not seen in the
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other crime types. This may be a function of both establishments possessing a highly desirable
product like money. Aspect of environmental disorder like decay may condition crime
environments in a different way than CGA’s. Decay may be less linkable to opportunities and
may be more associated with perceptions of risk and informal social control. Environments
plagued by decay may uniquely mark hot spots because crime is more likely to occur there due
to the noticeable ills within the environment. Thereby, decay is less predicated on creating
specific opportunities for specific types of crime and is more influential as it pertains to the
perception of being caught, which is an element of all crimes regardless of opportunity structure.
Focusing on aspects of the environment like decay in situational crime prevention efforts may be
more apt to alter and manipulate all crime opportunities by increasing perceptions of risk and the
presence of informal social control.
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Chapter 9: Importance and Implications
9.1 Importance of Identifying Hot Spot Locations and Spatial Overlap
The first research question aimed to determine the level of spatial overlap across different
crime hot spots. Prior research has emphasized the importance of examining individual crime
types as opposed to looking at crime categories due to the nuance and unique situational nature
of each crime (Andresen & Linning, 2012), and as a result of different crimes being associated
with different sets of risk factors within the same jurisdiction (Barnum et al., 2017). Research has
also previously examined the extent to which hot spots (Haberman, 2017) and high-risk places
overlap spatially (Connealy, 2019; Connealy & Piza, 2019). Haberman (2017) published a
critical work on hot spot overlap, finding that micro-level hot spots for 11 different crime types
did not significantly overlap across Philadelphia. However, the work did not go on to further
examine the potential variance in the environmental predictors that influenced the spatially
independent crime type hot spots. Going beyond just identifying the spatial locations of hot spots
and generating conclusions regarding the composition of hot spot locations by crime type
provides actionable intelligence.
Much of the crime pattern theory evidence base and literature has focused on advancing
conclusions related to the crime generators and attractors that are spatially proximate to highcrime places. Prior Risk Terrain Modeling research has also conducted post-hoc tests to
determine the spatial overlap of different high-crime places across crime types (Connealy, 2019;
Connealy & Piza, 2019). However, the measures of spatial proximity and co-location in Risk
Terrain Modeling are more generalized due to the application of high-risk places (not necessarily
hot spots) and involve comparison of high-risk places to the entirety of the study landscapes and
jurisdictions. Those such works are limited in that they do not compare the spatial overlap of the
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most active hot spots, but instead examine the overlap and co-location of a multitude of at-risk
places more generally. Moreover, comparing high-risk places to all other units may limit the
ability to draw effective, meaningful, and actionable conclusions. This dissertation comparison
of hot spot units to empirically derived zero-crime and low crime locations provides more
articulable results situating the importance of environmental predictors.
Determining the spatial overlap of the most active crime hot spots is an important
precursor to the later testing of environmental predictors, and the combination of tests used in
this dissertation moves beyond prior research that has singularly tested for the potential spatial
overlap of hot spots or attempted to identify the salient environmental predictors present in hot
spot locations by jointly examining both. This dissertation is well positioned to provide specific
insights to law enforcement officials and practitioners looking to address crime hot spots more
efficiently. The present dissertation adds to the evidence base by first testing for the degree to
which different crime type hot spots may be co-located with one another.
The results of the conjunctive analyses examining the spatial overlap of hot spots provide
support for the first research hypothesis, stating that hot spots for different crime types would not
significantly overlap spatially. A significant majority of the hot spot units for each crime type
tested were found to be singularly “hot” for only one crime type. The results of the situational
clustering indices across the four crime types further supported this finding, indicating that a
disproportionately significant number of cases were clustered in behavior settings that were only
hot spots for one type of crime relative to all other possible configurations. The CACC results
indicate that there are exceptionally minimal amounts of hot spot overlap across a city, even
when focusing on less than the top 1% of places experiencing a given crime (.25%).
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Focusing on the results of the CACC model in section 6.3 (matched and coded hot spots)
sheds some important light on the spatial variance of micro-level hot spots. Of the 441 hot spot
units operationalized in the model, 381 (86.4%) were classifiable as singularly hot. This indicates
that the places where crime occurs most across a city landscape are still highly crime specific.
Although the law of crime concentration (Weisburd, 2015), and the backbone of crime and place
research is predicated on the notion that crime concentrates to relatively few areas, these areas
are still widely dispersed and contingent on the type of crime being examined. Even just the 1%
of high crime places across a city show evidence of spatial dispersion by crime type, placing
potential strain on law enforcement ability to effectively identify and intervene at such a high
number of unique places. The evidence suggests that place-based policing strategies, even at the
highest crime locations, cannot be comprehensively and universally applied to achieve successful
crime reduction. Instead, consistent with prior research (Lum, Koper, & Telep, 2011; Lum et al.,
2018), crime reduction benefits will likely be best achieved by focusing on each hot spot location
as its own entity. This is a sound recommendation in theory, although much more difficult to
execute with law enforcements limited resources.
Despite the CACC findings signaling minimal spatial overlap of hot spots, the places
where multiple crime hot spots converge may provide law enforcement with a starting point to
reduce crime. Prior research has largely focused on how high crime places do not significantly
overlap, and how this creates difficulties for place-based policing efforts across the collective of
high crime locations. Although this finding was underscored in this dissertation, shifting the
focus to the select few locations where multiple crime types converge may be an effective
strategy in policing places. In the matched and coded hot spots CACC model (section 6.3) the
results indicate that all six behavior settings with greater than average relative frequency counts
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were multi-crime hot spots. Accounting for only 5% of the identified hot spots (24/441), these
multi-crime hot spots totaled about 27.5% of all crime occurring at hot spots. The majority of
identified hot spot units are singularly hot and isolated across a city, but important crime control
benefits may be produced by focusing on the 5% of multi-crime hot spots. This approach also
provides an actionable number of units to specifically focus intelligence and intervention efforts
on.
One important caveat to this recommendation, though, is the results from the conjunctive
analysis on the potential overlap and co-location of environmental predictors in hot spots
(Section 6.4). With each crime type including a significant majority of singularly “hot” units,
most hot spot environments and compositions are likely to be unique, especially at highly microlevels. The environmental predictor conjunctive analysis indicated that most hot spots fall into
unique behavior settings, with low case counts across most all of the 80 different settings
identified. Research question two is designed to more explicitly focus on the potential
differences in hot spot environments across crime types, however, preliminary evidence from
research question one suggests that the lack of spatial overlap of hot spots and the high number
of unique hot spot behavior settings means that hot spots both within and across different crime
types may be highly individualized. This may plague multi-crime hot spot intervention efforts, if
the key causes and environmental features influencing aspects of individual crimes at hot spots
are not effectively teased out.
9.2 Importance of Identifying Significant and Salient Environmental Predictors
This dissertation made headway in answering several important questions about the
environmental composition of hot spots. By testing for the environmental predictors that
uniquely distinguish hot spots across several different crime and unit types, new information was
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uncovered about the characteristics and contexts that make different crime hot spots “hot.”
Testing for the variables present in each of the three unique unit environments (hot spots and two
types of controls) provided an opportunity to better understand if commonly employed
environmental variables just influence the level of crime, or if they distinctively and significantly
predict the location of crime hot spots. This level of specificity in hot spot assessment has not
been previously examined across multiple unique crime types. The findings from research
question two are important in that the identification of the predictor variables that are
significantly more present in hot spots informs our knowledge of hot spot composition and
assists situational crime prevention efforts at a more highly detailed, articulable, and actionable
level.
The results of the regression models highlighted the importance of several different crime
generator and attractor-based meta-constructs and the environmental disorder construct decay. In
each of the different crime type models, variables from both environmental criminology domains
significantly influenced the likelihood of predicting hot spots relative to controls. Determining
the types of variables pertinent to the environmental composition of hot spots provides several
important contributions to environmental criminology and situational crime prevention efforts.
The implications of the results are discussed in the following paragraphs.
First, focusing on the crime generator and attractor-based meta-constructs, a multitude of
crime pattern theory motivated variables emerged as influential in predicting hot spots. In fact,
only one meta-construct did not attain significance in at least one comparison predicting hot spot
likelihood.37 The crime pattern theory meta-constructs found to be significant varied by each

The “generators” meta-construct did not attain significance in any of the hot spot versus control comparisons. The
generator construct was comprised of bus stops, parks, points of interest, and schools. It may be such that these
features have higher frequencies and are less intrinsically connected to hot spot environments. Thus, it may not be
such that they are not influential (prior research has determined they are, Gerell, 2018), though, it may be that their
37
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crime type and model comparison, though. In some instances, the environmental features
distinguishing hot spots from places absent crime (zero-crime controls) and places experiencing
some degree of crime (low crime controls) varied within a singular crime type. For example, the
presence of single service establishments, large retail stores, and alcohol outlets makes a unit
more likely to be a hot spot than a zero-crime control unit for robbery. However, also for
robbery, small retail stores and money issuers were the only CGA meta-constructs more likely to
make a unit a hot spot than a low crime control unit. The most salient crime generator and
attractor predictor in each model also tended to vary by crime type. This evidence suggests that
crime generator and attractor-based constructs are especially relevant to understanding hot spot
composition, though, their influence on different environmentally prompted crime types is not
universal. It may be such that certain CGA’s are particularly influential in creating crime
opportunities and hot spot environments for highly specific types of crime. It is important to
examine crime specific hot spot contexts to best identify problems and generate solutions.
An interesting trend emerged for the environmental disorder meta-constructs tested as
well. Commonly discussed and tested characteristics of “physical disorder,” including broken
and boarded windows, graffiti, and litter were not found to significantly predict hot spot unit
locations relative to the control units for any crime type. Aspects of physical disorder have long
been characterized as negative stimuli in environments that may solicit perceptions of fear and
increased crime. However, the findings suggest that these elements may be normalized fixtures
in places without crime, places with some degree of crime, and in hot spots. Physical disorder,
although much more widely popularized in the narrative of fear and crime and the research base

influence is more muted because each of the aforementioned generator variable types is naturally designed to be
dispersed across a city landscape. They may be present in all environments, but only criminogenic or hot spot
inducing when coupled with other features or in an already established high crime area. Relative to the other
variables examined, they did not stand out as highly predictive in identifying hot spots compared to control units.
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on environmental disorder than decay, does not seem to uniquely concentrate in or mark
criminogenic or hot spot locations. Physical disorder may not inherently possess criminogenic
qualities that facilitate crime opportunities or connect to the causes and consequences of crime.
Alternatively, the presence of decay made units significantly more likely to be a hot spot
across all crime types. Decay was the only feature that emerged as significant in every
comparison and model, indicative that decay is substantially more present in hot spots than in
places absent crime or places with some degree of crime. The presence of characteristics
comprising decay, including deteriorated streets and sidewalks, dilapidated and abandoned
buildings, and overgrown, unkempt lawns and yards possesses an especially important predictive
ability in determining a hot spot location. These longstanding, negative ills in an environment
have the capacity to remain time-stable and permanent, as they are much more difficult to rectify
with limited resources. It may be such that decay contributes heavily to hot spot classification
because it correlates and signals the neglect of an environment, which may cause and encourage
crime occurrence as it simultaneously breaks down informal social controls. This is different
from the influence of CGA’s, which may possess a crime relationship more predicated on
creating specific opportunities. Decay may be related to crime through its influence on riskreward assessments and perceptions of informal social control. The dominance analysis results
for each of the crime type models also provided further evidence of the saliency of decay, as it
was found to be the most significant predictor of hot spots across every crime type model. The
frequency discrepancies across decay features in zero-crime control, low crime control, and hot
spot units were also disproportionately concentrated in hot spots. The prominence of decay in
classifying hot spots warrants further attention in both literature and practice.
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The multinomial logistic regression models and findings have several important
implications for environmental criminological research and the potential for theoretical
integration of perspectives and explanations of crime. First, both crime generators and attractors
and environmental disorder both demonstrated a significant relationship with crime. The crime
generator and attractor-based meta-constructs may be more conditional on the crime type in their
influence, but the crime pattern theory perspective focusing on the types of businesses and
establishments in the nearby vicinity to high crime locations is an important explanation of crime
occurrence and the formation of hot spots. It is important to examine crime specific contexts to
best identify the most pertinent crime generators and attractors. At times, researchers have
implied that crime generators and attractors maintain a universal influence across crime types,
however, the results suggest their influence and prominence varies by crime type. These
contextual differences are important to uncover, particularly at high crime places.
The cross-model significance of decay provides support for environmental criminology’s
perspective on the explanatory power of disorder in understanding crime. Decay proved to be a
significant marker of hot spot locations, regardless of crime type, and emerged as the most
salient predictor of hot spots for each crime type. Based on the co-significance and influence of
both crime generator and attractor-based constructs and environmental disorder in predicting hot
spots, there seemingly exists space, reason, and justification to further examine the potential joint
capacity of both environmental perspectives more explicitly to collectively explain crime.
Instead of treating each perspective as a disparate, unique, explanation for crime, the field should
move to simultaneously examine aspects of both domains to better understand the relationship
between the environment and crime. Singularly focused studies examining only one element of
the environment may be remiss in fully unearthing how different facets of the environment co-
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locate and interact to facilitate crime. This dissertation provided evidence that both crime pattern
theory-oriented businesses and establishments and environmental disorder components matter in
classifying hot spots. Prior discussions of environmental criminology have often characterized
the relationship between the environment and crime as an umbrella, with separate categories
underneath it. However, the separation between facets of the environment and their relationship
to crime may be more intertwined. Future research should strive to incorporate the composition
of the environment more holistically in ascertaining conclusions about why crime occurs and
clusters where it does.
Although crime generators and attractors are important components in understanding the
composition of an environment, they tend to vary dramatically by crime type. Despite this, the
focus of environmentally derived place-based policing efforts and the nexus of situational crime
prevention efforts have long recommended focusing on identified crime generators and attractors
in crime prone locations (Guerette & Bowers, 2009). This may be a result of the robust body of
literature highlighting the importance of such environmental variables, and the number of
methodologies and techniques specifically designed for the purpose of identifying features that
are spatially proximate to crime events (see: Risk Terrain Modeling (Caplan & Kennedy, 2011;
see: Random Forests (Wheeler & Steenbeek, 2020)). Although our understanding of high crime
places has improved and crime reduction benefits have been achieved by focusing on crime
pattern theory derived generators and attractors, shifting the emphasis to features of
environmental disorder (primarily: decay) may also provide a pathway to crime reduction.
Decay may be a feature of focus for law enforcement problem identification and
solutions because it has a more generalized and universal relationship with all of the
environmentally prompted crime types examined. Situational crime prevention efforts may be
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able to be more comprehensively applied across high crime settings without explicit regard to the
type of crime or location based on the consistent presence and influence of decay on crime. Thus,
prioritizing issues of decay may yield multi-crime and diffusive benefits due to its significant
influence across crime types. Where prior efforts have focused on potentially more difficult
measures involving multiple stakeholders with different interests like regulating business
operations to rectify crime problems for example, creating solutions related to aspects of decay
may be easier to implement and agree upon. Moreover, focusing on an aspect of the environment
to reduce crime naturally involves more stakeholders than relying on approaches that
fundamentally hinge on police responses alone, which more readily lead to enforcement tactics
like increasing stops and arrests. Environmentally specific crime reduction initiatives can draw
upon community residents, local place managers, and government leaders, all in partnership with
the police, to effectuate change at places. In the realm of rectifying issues of decay, police
officers and crime analysts can identify and record issues of decay at local places, community
residents and place managers can work on cleaning up lawns and gardens, and policymakers can
aim to direct city resources to fix damaged streets and sidewalks or remove blighted housing.
Leveraging an understanding of the role of the environment, especially decay, in facilitating
crime may lead to some previously untapped pathways to reducing crime at places.
9.3 Importance of Determining Predictor Consistency
The third research question is concerned with identifying the environmental predictor
meta-constructs that yield a consistent influence on each of the types of crime understudy. Such
that, the coefficients observed in the regression models across each of the operationalized crime
types are consistent in the scope of their effect size and magnitude. Consistent meta-constructs
were identified as those that have a potentially generalized relationship to crime, whereas highly
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variant coefficients indicate that the predictor may have a situationally contingent influence
based on the crime type tested. The consistency of environmental predictors was first assessed
superficially through diagrammatic model comparisons by identifying the variables that were
significantly more likely to make a unit a hot spot in one or more crime types in a four-way Venn
Diagram. Then, statistical analyses were run using seemingly unrelated estimation to quantify the
similarities and differences of the individual predictor meta-constructs across the crime type
models.
The first diagrammatic comparison examined the predictor meta-constructs that emerged
as significant in one or more hot spots versus the zero-crime control units. The results indicated
that a number of features distinguished hot spots from zero-crime units. However, single service
establishments (3x) and decay (4x) were the only predictor types to ascribe significance in more
than half of the hot spot and zero-crime control model comparisons. Relatedly, most of the
significant meta-constructs in the hot spots versus low crime control comparisons were only
influential on one type of crime. In this comparison, decay (4x) was the only meta-construct that
was significant in more than half the models. This was the first indication that individual
predictors did not maintain a universal influence on all of the crime types tested. It is important
to identify consistent and non-consistent predictor influences, as that serves to (1) help identify
the predictors that influence the most crime types (2) situate the level of influence a given
predictor has on different types of crime.
The next step was to test statistically quantify the degree of consistency across
environmental crime predictors through cross-model significance testing designed to identify the
most universally influential and consistent environmental predictors in crime hot spots.
Determining both the saliency (strongest impact) and consistency (universal/generalizable
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impact) of environmental predictors is an important contribution to understanding hot spot
composition and appropriately tailoring situational crime prevention efforts. Situational crime
prevention efforts have been found to work best when applied to an individual risk factor, crime
type, and location. The conclusions derived will allow researchers and practitioners to better
understand if certain environmental predictors only influence singular crime types or if certain
predictors are influential to multiple crime types, and if the influence of the predictor is
consistently equal in its effect size and magnitude. Universally influential and strong predictors
may serve as important features of focus for crime reduction efforts at places.
The statistical results from the seemingly unrelated estimation analyses provide sufficient
evidence that most crime predictors are not both significant and consistently influential across
different crime types. Although the test is only designed to examine coefficient size and
magnitude, it is not well positioned to account for the significance or influence of the predictor.
Many of the predictors did not achieve significance in more than one model, which is an
important result regardless of the consistency and stability of their influence. Even if consistency
is observed in such predictors, it may indicate that the consistency of their influence is relatively
weak as it did not ascribe to model significance. The global Wald test only illuminates if one or
more of the coefficients tested is significantly variant from the others.
The results from the hot spots and zero-crime control coefficient comparisons indicate
that the influence of short-term stays, single service establishments, and large retail stores
significantly varied by crime type. Contrarily, several of the other meta-constructs that did not
attain significance in any of the regression model comparison were found to be consistent (nonsignificant, though) across all of the regression models. This was also similarly true for the hot
spots and low crime control comparisons. The coefficients for short-term stays and single service
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establishments were the only ones found to significantly vary by crime type. The uniformity and
consistency of the coefficients for the other predictors suggests that even when they achieved
significance (most in just one model), their influence may be less remarkable and did not
distinguish the effect size of the meta-construct on that crime type from the other crime types.
The results of the consistency analyses indicate that crime generator and attractor metaconstructs, when significant in multiple comparisons, are highly variant in their influence on
crime types. Moreover, meta-constructs that only achieved singular significance in a model
comparison may not be that pronounced in their influence on that crime type, as they were often
consistent in coefficient size, indicating that their significance may have been a one-off. This
places a further mandate on ensuring that crime and place research, and associated place-based
intervention programming, tailor conclusions based on the location and crime type as evidence
exists that the features comprising high crime places are exceedingly variant in their influence.
However, once again, decay emerged as a meta-construct of interest. Decay achieved
significance in every model comparison across both control types, yet the global Wald results
indicate that none of the coefficients significantly varied across the models. The significance of
decay in every model, and the observable consistency of its influence across crime types,
uniquely mark decay as hot spot inducing regardless of crime type. As prior sections have
mentioned, increasing our understanding of decay in crime environments may provide important
pathways to crime reduction due to its generalizable applicability to crime.
Most analyses aim to uncover the significance, or saliency, of predictors in classifying
crime or hot spots. The dissertation’s inclusion of a measure of consistency adds important depth
to the findings about the potential generalized influence and applicability of predictors across
crime types. The results indicate that many predictor types cannot achieve both significance and
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consistent influence, either by not attaining significance at all or in very few models, or by
having widely variant effect sizes. The introduced measures underscoring both the significance
and consistent influence of decay highlight the importance of incorporating the measure into
future research efforts and our understanding of place.
9.4 Methodological Contributions – Case-control Design
In addition to the contributions of the research findings, this dissertation made several
novel methodological contributions. The first methodological contribution was the
implementation of a case-control research design. The findings produced in the present
dissertation were more robust as a result of empirically matching the hot spot street segments to
two different types of control segments. Statistical matching is an advantageous development
over manual matching efforts because of the ability to check for balance across covariates and
samples, to replicate the process across unique crime type models without researcher bias, and
because the automated process allows for more covariates to be considered (Stuart, 2010). This
level of methodological design has been rarely achieved in prior research using SSO, and the
present dissertation expands upon past research designs by utilizing multiple covariates and
effectively matching within a fixed geographic parameter.
The matching approach also innovatively conceptualizes the background crime risk
probability score of being a hot spot to match hot spot “case” street segments to “control”
segments based on the non-theoretical, empirically determined characteristics of the predefined
hot spot units. Thus, in the present dissertation, the pre-identified characteristics of hot spots
were successfully leveraged to comprise control groups consisting of similar units that were not
classified as hot spots, which wipes out the “noise” certain street segments have that may mark
them as hot spots. These measures serve to better isolate the influence and predictive capacity of
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the features of interest (crime generators and attractors and environmental disorder). Future
research can use probability scores and covariate matching in this capacity to generate control
groups for predefined environments of interest. This technique may prove especially useful when
“real” control units are required for comparison (as in the case of SSO), as opposed to the fields
general shift towards synthetic, mock, or binned units for the purposes of evaluation research.
The effectiveness of the matching technique applied in the study is also visible in the
matches produced. Despite highly restrictive matching protocols, over 80% of hot spot units
were matched to both a zero-crime and low crime control unit across all four crime types. The
matching samples were also appropriately balanced across covariates and samples, lending
strength to the integrity of the conclusion. The dissertation provides crucial evidence of
effectiveness in replication across crime types from the initial matching iteration seen in
Connealy (2020).
9.5 Methodological Contributions – Remote Systematic Social Observation
The second methodological development involves the use of remote SSO to examine hot
spot and control environments, particularly at highly localized units of analysis (street segments).
Prior disorder research has used citizen derived measures that may lack validity, datasets that are
too highly aggregated to accurately comment on individual places or has relied on proxy
measures that are not effectively designed to measure disorder. SSO enables the researcher to
examine characteristics of interest that are specific to disorder and its validated indexes, while
also providing interfaces such as GSV that allow for coding at highly micro-levels. Using microlevel units of analysis has been found to be the most appropriate scale for hot spot research
(Reignhart & Nagin, 2017; Weisburd & White, 2019), and SSO provides the means to capture
disorder variables at this spatial extent. Remote SSO affords researchers a quick, cost-effective
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way to evaluate environments of interest more accurately at their desired scale without having to
undertake the comprehensive costs and resource requirements associated with site visits.
Evidence suggest remote SSO can be appropriately used to capture environmental disorder in an
objective, replicable, and credible way (Mooney et al., 2017). This dissertation found the
technique to provide meaningful data and conclusions.
One of the suggested drawbacks of using remote SSO is that coverage of identified
environments of interest may be more limited. The dissertation found that over 96% of units had
associated Google Street View imagery and could be assessed visually to determine the level of
physical disorder and decay present.38 Further, of those units, over 70% had imagery available
during the years of the study period (another 29% were within two-years before or after 20132017). As remote services like Google Street View become more developed, the amount of city
coverage and the frequency of imagery will continue to improve. The high definition, 360-degree
imagery available in Google Street View provides researchers with a useful, readily accessible
means to examine environments.
9.6 Methodological Contributions – Open-Source Data
The third methodological advancement proposed by the present dissertation is the
exclusive use of open-source data. In the age of big data, the data sources needed to test microlevel and data inclusive research questions are more readily available than ever before. Spatial
datasets, crime data, and virtual mediums like Google Street View all freely and publicly exist
online. The present dissertation only used data gleaned from online sources, which makes the

38

Ultimately, no units were dropped in the dissertation as a result of imagery coverage. Of the non-GSV covered
units, 29 units were evaluated using Bing Map’s and 28 were evaluated using Google Earth. Unfortunately, Bing
does not document meta-data for imagery like the year recorded and the interface is less navigable relative to GSV.
Similarly, although Google Earth has been used for environmental disorder and land use research before, Google
Earth does not as easily allow for characteristics of the environment to be discerned compared to GSV.
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study more replicable across other jurisdictions. Leveraging publicly available datasets to answer
research questions adds more evidence to the field, while simultaneously creating processes and
results that are more accessible and germane to wider audiences.
For example, the tools available in Google Street View may provide important data
capacities to researchers and practitioners. Researchers can continue to leverage the technology
to capture characteristics of environments, like disorder, without having to accrue the resources
and time necessary to visit locations. Alternatively, practitioners can leverage the technology to
better understand the environments of the communities they serve. Police agencies using crime
analysts to identify crime hot spots may have a break in the communication from office positions
identifying high crime locations to police actually policing them. Google Street View imagery
can be utilized to examine environments and create strategies and plans specific to the
environmental components of hot spots.
9.7 Proposed Impact on Theory
In addition to the immediate contributions specific to our understanding of hot spots and
the methodological advancements of innovatively studying micro-level environments, this
dissertation also makes several theoretical propositions. As it pertains to theory, the findings of
this dissertation add to recent research that aims to integrate place-based theoretical approaches
in micro-level research (Braga & Clarke, 2014). Each of the research questions provided
important insights on a line of inquiry specific to the potential for multiple forms of
environmental predictors to co-locate within hot spots. Previous studies have hinted at the
importance of using multiple theoretical perspectives to understand the relationship between the
environment and crime (Braga & Clarke, 2014), however, that assertion has yet to be fully
realized in the research sphere. Through the incorporation of different environmental
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criminology variables, the present dissertation informed upon the need for researchers to
consider the joint application of theory. Above just simply increasing explanatory capacity, it
may be time to reconsider our ability to include more theoretical perspectives and variables in
spatial research. The present dissertation’s simultaneous testing of environmental predictors from
two different domains highlighted the necessity of incorporating the full breath of potential
environmental predictors in future crime and place studies.
The dissertation found that the presence of both environmental criminology domains
significantly influences the likelihood a unit will be classified as a hot spot. This phenomenon
was observed across all four crime types included in the study. The conclusions suggest that
siloed, one-dimensional approaches to explaining the relationship between the environment and
crime are incomplete. As we continue to improve our understanding of high crime places and
improve our ability to measure and collect important variables, we need to improve the scope of
our research efforts. Different environmental perspectives are not just non-competitive in the
way they explain crime, they may be co-located and connected.
With modern computing, highly localized micro-level data, and new techniques to
collect, measure and analyze spatial phenomena, previously established conclusions regarding
the relationship between crime and place may need to be revisited. Singularly focused
explanations about crime and the environment may not sufficiently explain the full scope of the
relationship and may not provide the actionable intel necessary to inform research, law
enforcement decision-making, or related policy. The present dissertation provides theoretically
situated insights about the joint influence of crime pattern theory and disorder motivated
variables across individual crime types. For example, new abilities to measure disorder at the
micro-level may influence our approach to understanding micro-level crime, disorder, and hot
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spot risk. Alternatively, the joint examination of crime generators and attractors with disorder
indicators may further underscore the already salient research base describing the relationship
between crime generators and attractors and crime.
9.8 Proposed Impact on Practice
The present dissertation affords practitioners, particularly law enforcement agencies, new
and actionable insights regarding both their understanding and their approach to policing high
crime places. Most hot spot specific research conducted to inform upon law enforcement practice
involves post-hoc evaluations of intervention tactics applied at previously identified hot spots.
Although incredibly important, it is also imperative that front end, first-order questions about
problem identification and hot spot composition are not neglected in favor of an overly explicit
emphasis on solutions. The present dissertation provided a breakdown of the characteristics and
contexts of hot spots, parsed out the relationships and influential features within hot spots, and
commented on the unique composition of hot spots for multiple crime types. These highly
tailored insights can provide specific, actionable intel to law enforcement agencies about hot spot
features of interest, variances across crime types, and the potential locational and characteristic
overlap of hot spots. The determination of this information, in addition to hot spot location and
comprehensive efforts to research what works in hot spots, advances practitioner ability to more
effectively prevent and police crime within high crime areas.
The present climate and landscape, particularly in the United States, requires the
institution of policing to be re-imagined. The history of policing has long advocated for and
relied on heavy-handed, person-centric, enforcement techniques that attempt to achieve crime
reduction through increased levels of citizen stops and arrests. As the public has become more
involved in the institution of policing, both as a contemporary and a critic, the performance
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measures of policing have also resultantly shifted. Measures like citizen perceptions and
satisfaction with police are now treated equally to police ability to reduce crime and clear cases.
Present views have advocated for police to be less hands on in the communities they serve,
allowing other social agencies and stakeholders to rectify issues within communities, or at the
very least collaborate with police in their responses to crime.
Based on an increased understanding of hot spot locations and compositions, police are
now better positioned to identify root causes of crime and intervene accordingly. This is an
alternative approach to just sending police and resources to high crime locations without explicit
direction. The conclusions of the present dissertation may help bridge the observed rift between
many police agencies and their respective communities in the present climate, by providing
police with different place-centric and environmentally focused approaches to reduce crime that
do not rely exclusively on traditional enforcement tactics. By generating solutions to crime
problems that are specific to aspects of the environment, the police are better equipped to reduce
and eliminate crime at the most crime problematic locations, while maintaining higher levels of
community satisfaction by focusing their efforts on the “places” where crime occurs not the
“people” present there. These solutions and recommendations can include fostering relationships
with police and place managers (ex: working with owners of crime prone establishments like
bars), incorporating other relevant social agencies (ex: conducting litter and graffiti cleanup
efforts with local community organizations), and calling on governmental policies to institute
change (ex: fixing infrastructure issues or removing blighted housing). Studying the
environment, particularly high crime places, may be a strategy police can implement to involve
community players and achieve crime reduction without increasing the number of citizen
contacts.
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9.9 Proposed Impact on Research and Policy
Beyond the immediate applications of the research findings, the present dissertation
hopes to contribute to larger policy efforts including bridging the gap to incorporate Google
Street View and related technologies across social science fields, the building out of data
collection efforts and applications at local law enforcement municipalities, and the facilitation of
data sharing through the demonstrated value of leveraging open-source data. Since the remote
SSO using GSV proved fruitful in fostering meaningful results while preserving validity and
reliability, important evidence is added to the growing body of research suggesting the value of
virtual tools in studying environments. Now that disorder can be effectively observed, other
micro-level measures without formalized data collection efforts can also presumably be
evaluated using remote SSO techniques. Other identified areas that could be influenced by the
results and remote SSO approach of the present dissertation include amenity design and pollution
evaluation (Rzotkiewicz et al., 2018). Relatedly, another worthwhile endeavor involving similar
techniques to the present dissertation could aspire to conduct longitudinal research remotely as
GSV and other virtual tools continue to build out their data repositories (Schootman et al., 2016).
GSV now carries out annual, and even bi-annual, imagery collection efforts in many
metropolitan centers of the United States. This data could be used to assess environments over
time, opening a new window into the usage of virtual tools in social science research.
As GSV and other virtual tools continue to build out their data collection efforts, this
dissertation hopes to spur a similar response in law enforcement agencies. As policing further
shifts towards more data driven and intelligence led protocols (Ratcliffe, 2008; 2016), the need
for data has never been greater. Even at the smallest and most local levels of policing, data
collection efforts have been augmented and brought to the forefront by the advent of modern
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computing capabilities. Law enforcement entities now possess the ability to collect data more
readily, and then subsequently utilize that data to inform processes and action through concepts
and strategies like data-driven policing (Hardyns & Rummens, 2017). This shift in practice could
be further progressed by the results of the present dissertation, which include insightful
conclusions on hot spot location and composition, and replicable techniques like using remote
SSO to examine high crime places. With existing police data and open-source tools like GSV,
crime analysts or law enforcement practitioners could replicate the tenets of this dissertation to
study their own high crime locations and draw more meaningful conclusions.
Lastly, this dissertation hopes to facilitate and continue the trend toward robust data
sharing between researchers, law enforcement, and city government. The emergence of open
data portals across the country has allowed for enhanced, quicker, and more complete research
efforts, especially at more micro-levels of analysis. This has fundamentally changed the scope
and extent of environmental criminology research, which is now more readily able to focus on
smaller units of analysis and generate more specific conclusions. If entities continue to share data
freely and publicly, research efforts like the present dissertation, which was entirely predicated
on the use of open-source data, will be more frequently conducted. Thus, offering important
insights without the common barriers associated with obtaining data access.
9.10 Chapter Summary
Collectively, the results and methodological approach of the dissertation provide several
important contributions to the field. Consistent with prior literature, the dissertation concluded
that hot spots for crime do not significantly overlap spatially (Haberman, 2017) and that a select
few micro-level hot spot locations are multi-crime hot spots. This finding underscores the need
for situational crime prevention efforts that are tailored to individualized locations and
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individualized crime types. The majority of hot spots were identified as single crime type hot
spots across all four crime types examined. Although, the dissertation highlighted that crime
reduction benefits can also be achieved by focusing resources on the multi-crime hot spots.
These locations are disproportionately responsible for a large sub-share of crime and may
facilitate more comprehensive crime reduction possibilities.
Relatedly, though, just as hot spot locations tended to vary spatially, the environmental
predictors responsible for significantly influencing hot spots also tended to vary by crime type. A
number of different crime generator and attractor meta-constructs went in and out of significance
across the different crime models, and the distinction between hot spots and zero-crime places
was often different than the difference between hot spots and low crime locations. Both crime
generators and attractors and aspects of environmental disorder (namely decay) were co-located
and significantly influenced the likelihood of a unit being a hot spot relative to the selected
controls. This indicates that several environmental influences are predictive of hot spots and may
require more inclusive and simultaneous examination to better understand crime, rather than the
previously relied on siloed approaches. In addition to determining that both crime generators and
attractors and environmental disorder matter in hot spots, and that the influence of certain
predictors changes based on the type of crime, this dissertation also examined the strongest or
most salient predictor of crime. According to the regression results and dominance analyses,
decay was found to be the strongest predictor of hot spot environments relative to all controls
across every crime model operationalized. This suggests that decay may exert a unique influence
on hot spots that can be understood and realized across different types of crime, thereby
providing important pathways to promoting effective crime interventions at places.
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Lastly, the dissertation also made conclusions about the consistency of environmental
predictors by highlighting the predictors that demonstrated a more universal, generalizable
influence on all the crime types tested. Again, decay emerged as having a consistent influence on
each crime type by ascertaining similarly sized coefficients and effect sizes across each crime
type. Alternatively, the strength and influence of several crime generator and attractor metaconstructs significantly differed based on the crime type tested. For example, the influence of
short-term stays on hot spots (relative to both zero and low crime controls) significantly varied
based on the type of crime tested. This provides insight into the relationship between crime
generators and attractors and crime, which may be more predicated on the opportunity structure
of the establishment. CGA meta-constructs may ascribe a higher degree of influence on crime
when the facilities create opportunities for specific crimes. Whereas decay, on the other hand,
may be related to crime through the nexus of risk and reward calculations.
The dissertation also made some important methodological contributions through the use
of an empirical case-control design with multiple covariates and remote systematic social
observation via Google Street View. The case-control design follows the framework of several
recent SSO studies in criminal justice that attempted to situate findings of environments of
interest against a control group. The approach of the present dissertation utilized a more rigorous
design, including control groups for comparison that were empirically arrived at based on several
covariates. The technique also allowed for rigorous examinations of balance across covariates
and model samples. This method can be applied to future SSO research as the method becomes
more engrained into current research practices and becomes less limited by its infancy. The use
of remote SSO to capture characteristics of disorder at micro-places also serves to rectify
previous barriers that have prevented the wider study of disorder. In the absence of a formalized
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dataset to capture disorder, new techniques are required to study its influence on the
environment. A mandate further emphasized by the empirical relationship disorder has
demonstrated with crime. Remote SSO using GSV provides a replicable, low-resource, accurate
and reliable way to analyze the level of disorder at places. This technique can be used to consider
the influence of environmental disorder in crime and place research that has previously
concentrated more heavily on crime generators and attractors.
Important commentary on theory, practice and policy can also be invoked based on the
scope and results of the present dissertation. Environmental criminological theory, which has
often been operationalized as a large tree with many branches, may need to be reconceptualized.
The branches have often been treated as separate, not necessarily competing, explanations of
crime that are not examined simultaneously to determine the collective influence on crime.
Instead of viewing environmental criminology as a tree with many separate branches, it may
need to be reimagined as a set of interconnected rings. The co-location of both crime generators
and attractors and environmental disorder in crime hot spots suggests that the entire picture of
environments needs to be considered in crime and place research.
The findings regarding the importance of decay in hot spots also contribute greatly to
practice and policy. Law enforcement efforts have long used “hot spot” techniques to allocate
resources to the places experiencing the highest levels ofc rime and need. However, sending
more officers and resources to such locations is often not enough. Following hot spot
identification, the reasons a location is experiencing crime need to be teased out, with such
reasons often attributable to aspects of the environment. Where many problem-oriented and
situational crime prevention interventions have placed their emphasis is on the identification of
crime generators and attractors, and how place managers can be relied on in partnership to
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effectuate crime reductions. This dissertation suggests a second, and potentially more effective
angle, is to focus resources and interventions on rectifying the long-standing aspects of decay at
hot spots. Crime generator and attractor businesses may be more limited in total crime reduction
because of varying stakeholder interests. For example, business owners will not want to limit
hours, consumerism, or customer volume, and the means and goals of achieving crime reduction
may vary between police, business owners, area residents and government agencies. However,
unifying behind the concept of ridding an area of decay may be more universally agreeable, and
actionable across both means and goals. Focusing on an environmentally specific crime
determinant also provides police and community players with a non-person centric touchpoint to
reduce crime. Mitigating and eliminating decay does not rely on traditionally heavy-handed
enforcement techniques that increase police contacts with citizens, and alternatively may forge
important police and community relationships. As we re-imagine and re-consider policing in
light of modern times, environmentally focused crime reduction interventions may be a new tool
for police to implement to reduce crime and bridge barriers of citizen satisfaction and
perceptions.
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Chapter 10: Limitations
10.1 Hot Spot Selection Strategy
The selection of hot spots in the present dissertation required several author-specified
decisions. First, five years of crime data were individually assessed to constitute a measure of
stability for hot spot identification. Accounting for yearly stability of crime occurrence was an
important caveat to unit selection, although, measuring crime totals by yearly increments may
introduce issues of arbitrary frequency discrepancy for low n events (example: five crimes may
constitute a segment as a hot spot for a given year but not four crimes). The framework may
overly prioritize the total number of crime events in the absence of accounting for other criteria.
However, hot spots are commonly identified as a function of crime volume in prior research
(Braga et al., 1999: Telep, Mitchell & Weisburd, 2014), and the dissertation also effectively
leverages year-to-year total measures to better account for the potential volatility of year-to-year
crime levels in order to select time-persistent hot spots.
Second, the selection strategy involved rank-ordering the 1% of street segments identified
in the majority of the study years as hot spots. Sorting through the 1%, and ultimately .25%
though, required that units meeting the criteria for being in a hot spot in 3/5 study years had to be
capped at 150 units for the purposes of researcher coding and the potential for actionable results
at select locations. Important nuance and insight may have been lost as a result of the decision to
drop excess units with tied crime counts at the 150-unit threshold using random selection
procedures. The decision to invoke a 150-unit cap made the matching and coding of the
identified environments more plausible, and the potential for more actionable results across
individual places. It also allowed for the law of crime concentration to be extended from
criminogenic places in the top 5%, to the most crime prone .25% of places in a city.
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Interestingly, the phenomenon of crime concentration is observable even beyond the often
invoked 5% threshold, with a substantial share of study period crime occurring at just 150 select
hot spots for each crime type.
10.2 Conservative Matching Technique
The matching approach used in the present dissertation was an advancement of the
evidence base relative to prior remote SSO research. Using probability scores to empirically
match cases and controls on pre-identified confounding characteristics represents a novel
development in this area of literature. Probability score, case-control research designs afford
researchers several strategic advantages over manual matching efforts that limit the number of
covariates, introduce selection bias, are not positioned to account for balance checking, and
provide no tools for replication. However, in light of the present advancements, the conservative
and rigorous technique applied in the present dissertation has several drawbacks.
First, some of the hot spot units in each of the crime types tested did not achieve both a
zero and low crime control match and were subsequently dropped. The dissertation included the
highly stringent requirement that a hot spot unit had to generate matches to both control types as
a criterion for inclusion. This resulted in about 15% of hot spot cases being dropped in each of
the individual crime types. Although a relatively small percentage of the total sample, and not
exclusively comprised of the highest crime units, the unmeasured hot spot locations may have
had a unique influence on the conclusions.
Second, in order to rectify spatial proximity issues observed in attempts to match case
and control units within the same census geography, the dissertation operationalized city defined
neighborhood-level matching. Although census boundaries like block groups and tracts are more
established in crime and place literature, the potential pool of control units is quite minimal at
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these spatial extents. Neighborhoods have been commonly used in social science research to
represent communities, which is what the spatial parameter is attempting to control for in the
matching sequence. In addition to the matching spatial parameter, other demographic
considerations that had a previously established connection to crime were included in the
regression models at the block-group level to ensure the measures were accounted for at a
smaller spatial extent within neighborhoods.
10.3 Variable Meta-constructs
Despite collecting a comprehensive number of environmental variables related to crime,
some of the nuance across each data component was lost as a result of the development of metaconstructs. Due to the low frequencies observed across many individual measures, low model
sample sizes, and the conditions of regression, converting the variables into larger metaconstructs was necessary for the dissertation’s analytical efforts. Although, the number of
predictors tested relative to the sample size was within the parameters of multinomial logistic
regression. Further, the use of dominance analysis also allowed for meta-construct significance
and influence to be better articulated and situated, especially in instances of volatile standard
errors resulting from low frequencies.
Although the results may change if the meta-constructs were organized differently, there
presently exists a common thread that can unify or tie the concepts together. This allows for the
conclusions generated in the analyses to be situated based on a definable, linking factor. Further,
if and when necessary, the original frequencies of individual predictors on hot spot and control
segments can continually be referred back to in order to determine which specific measure within
a construct may drive the meta-constructs significance/insignificance for the hot spots relative to
the control units. For example, the significance of alcohol outlets in predicting hot spots relative
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to low crime control units was driven by the number of liquor stores present in hot spots. This is
also of particular importance when considering that one or more of the individual measures
aggregated into a larger construct could have had opposite effects on hot spots. There were more
nightclubs in both control types than burglary hot spots, though, there were more liquor stores in
burglary hot spots than either control type. Evidence for bi-directional influence on hot spots
within the same meta-construct requires further consideration. However, organizing the variables
more generally around theoretical conventions like generators, attractors, and facilitators may not
have yielded appropriate power, and additionally may not reflect the intention and design of the
measures as a grouped collective. Also, the present data collection efforts are particularly
“generator” heavy as these predictor types are easier to obtain than police data-based crime
attractors.
However, even with the summated variable counts, some of the meta-constructs
demonstrated low frequencies across the unit types. This led to a decision to dichotomously
operationalize all of the individual measures into dichotomous crime generator and attractorbased and environmental disorder meta-constructs as a function of presence or absence, instead
of relying on total counts. Thus, the conclusions drawn speak to the presence, not the quantity, of
a given predictor. This was done for (1) ease of interpretation in the later models and (2)
consistency of measures, as several of the disorder measures are harder to distinguish as separate
occurrences (ex: where/when does one instance of graffiti become two?) Additive indices are
also harder to develop and justify as they make require weighting considerations, such as is
one/two liquor stores the same as one or two bars? Similarly, what about features that are lower n
altogether (supercenters, storage facilities) relative to high n features like bus stops? The decision
to examine predictors as present, as opposed to quantifying their magnitude, may have resulted
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in some loss of nuance in the conclusions but may have provided a more articulable meaning to
the results. Several of the meta-constructs were formulated with variables that are criminogenic
but are not designed or intended to have many locations (ex: supercenters in large retail stores).
The low frequencies across some of the meta-constructs, for example short-term stays (only
hotels and motels comprised this measure), led to some volatile RRR’s and standard errors.
When necessary, though, frequencies and directional effects on hot spots could be re-examined
to determine the variables breakdown across hot spots and controls to better interpret the
regression model results.
10.4 Data Limitations
Several limitations pertain to the data collected for the present dissertation’s study
initiatives. First, the crime data obtained from the Indianapolis open data portal is not classifiable
by crime sub-type in such a way that would allow for the potential heterogeneity present within
crime types like aggravated assault, for example (ex: domestic vs other) to be examined.
However, this limitation falls outside the scope of the dissertation and is less plausible within the
selected methodological approach. This dissertation is focused on the potential inter-crime
differences in hot spots across crime types and is intended to explore a number of
environmentally prompted crime types at generally measured levels (example: “robbery” as
opposed to classifying the individual types of robbery). Although breaking down and analyzing
sub-crime types may yield some important and measurable variation in results, future studies are
better positioned to examine intra-crime type differences. The coding efforts required to make
such distinctions like analyzing crime sub-types fits better within the scope of subsequent
examinations.
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A second limitation associated with the data is that several important crime-attractor
variables were not made available for the present dissertation. Crime attractors are usually
derived from police data, which requires information regarding the spatial locations of drug
markets, prostitution rings, gambling rings or other illicit markets and police-specific boundaries
such as gang territories. These measures have been found to demonstrate an important
relationship to crime (Bernasco & Block, 2011), but they require formal police datasets. Such
data was not accessible for the dissertation but represents an important unmeasured set of
important environmental considerations. However, some of the constructs may be captured
through other environmental measures that are highly correlated with or linked to illicit markets.
For example, certain crime generators such as retail facilities and alcohol establishments like
bars and liquor stores significantly influenced drug-selling crime scripts and may be associated
with the locations of drug markets (Sytsma, Connealy, & Piza, 2020), thereby these crime
generators may serve as proxy measures of other crime attractor constructs.
10.5 Google Street View Limitations
Despite its more frequent usage, and a multitude of studies demonstrating its credibility
as a research tool, remote SSO using GSV suffers from several inherent limitations that are
pertinent to note. GSV is predicated on capturing cross-sectional imagery at a fixed time point,
which means that the time stamped footage only represents a single moment in time. Some
characteristics of environmental disorder (physical disorder mechanisms like garbage/litter in
particular) have the potential to exist temporarily or move in and out of environments with
regularity. The recording of phenomenon such as this is highly dependent on when the GSV
imagery was taken. Important alterations to environment like business changes, construction
efforts, or other introduced measures may not be captured by GSV’s cross-sectional imagery.
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The cross-sectional imagery of GSV may not fully reflect the accurate corresponding level of
physical disorder and decay over five-year time periods.
This limitation may call into question the reliability of some of the disorder measures
presently operationalized, and it generally inhibits the practice of recording social disorder-based
variables like loitering that are not adequately captured by singular, static images.39 The remote
nature of SSO using GSV is fundamentally less apt to capture the presence and movement of the
more dynamic constructs of social disorder, social control, and social cohesion and interaction.
This is a fundamental limitation of remote SSO research, but the necessary resources to conduct
in-person site visits, especially for extended observation across multiple time-periods, were not
available. However, using SSO to measure environmental disorder may still represent a
substantial improvement over prior techniques, which have relied heavily on proxy measures or
citizen derived metrics.
A second set of limitations inherent to all remote SSO research utilizing GSV is that the
year the image was recorded in for each street segment varies across the study area. Although
concessions can be put in place to ensure that the imagery evaluated falls within the five-year
study timeframe or prioritizes the years before the study time-period when necessary, the
individual year each segment will be observed on will be different across most units. This may
create an undefinable amount of error within the study if certain coded environments drastically
change across multiple years (construction projects, rezoning, etc.). Issues with time of day also
arise with GSV imagery since photos are only taken during daylight hours and crime can occur at
either the day or night. Although, many of the environmental disorder indicators coded for are

39

As a result of this limitation, social disorder-based variables will not be collected for the present dissertation.
Variables previously associated with social disorder that may be related to crime including persons or youth
loitering, panhandling, or other person-centric behaviors are not as readily captured by static GSV images.
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relatively time-stable and are not likely to vary greatly by the day or night, or in quickly fleeting
moments. Research has found the causes and consequences of disorder to be relatively timestable, and in many cases perpetual, by which the functions of disorder often remain and exist in
a loop that leads to continued disorder and crime (Steenbeek & Hipp, 2011).
In order to attempt to account for the potential error or heterogeneity of coding street
segments in different years, the present dissertation recorded meta-data for each street segment
coded including the year the imagery was taken in. A decision tree was also be followed for
selecting the year the location was coded in if multiple years of data were archived. First, 2015
was the prioritized, optimal year for coding as it falls in the center of the study time period.
Second, if 2015 was not available in the location’s imagery, the coding prioritized earlier years
in the study period (2013-2014) first as they may better reflect the past exposures of the location
than more recent years if changes did occur. Third, if the location did not have imagery data for a
year within the study-period, the closest available year to the start of the study period will be
selected (in 317/321 instances, 2011 or 2012 was used to code). If imagery was not available
during or prior to the study years, years following the end of the study (2017) timeframe were
used. As GSV becomes more robust, the recording of imagery is more frequently occurring and
there was a robust repository of imagery from 2019 and beyond. Lastly, if GSV imagery was not
available at all, Bing Map’s and Google Earth satellite imagery were utilized to code. The
dissertation determined that over 96% of units had GSV imagery, and 70% of those units had
imagery within the study time-period. These measures provide evidence of the efficacy of the
approach.
In the same way the coder is limited to the GSV yearly archives, the coding efforts may
also be potentially inhibited by visibility obstructions. Large obstructions such as semis parked
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on the street or large trees with foliage may require the coder to change the initially selected
archive year to improve image and coding quality. Although, despite being tied to only the static
imagery provided, Google Street View has demonstrated efficacy in comparison to site visits
(Edwards et al., 2010). When necessary to obtain an appropriate viewshed of an area, a different
GSV year was used to augment the effective coding of the location and a note was included in
the coding meta-data for later reference. Test-retest analyses were also utilized to ensure intrarater reliability was achieved and the coding schema was simple in nature, only requiring
presence of a disorder measure to be accounted for once on a segment to minimize coding error.
10.6 Chapter Summary
Several limitations caution the dissemination of the findings, though the limitations of the
research are largely offset by the design of the dissertation and the conclusions posed. The
selection method of hot spots varies in most police agencies and hot spot focused research
studies. The technique utilized can impact the places identified, the interventions and solutions
posed, and the benefits and consequences later experienced at such locations. It is important to
consider as many aspects as possible when selecting hot spots, and the present dissertation
incorporated temporal considerations, crime levels, potential confounders of hot spot units, and
demographic and neighborhood conditions. The conservative matching technique used to match
hot spots also included several measures to increase the efficacy of matching. Pre-processing the
data, invoking calipers, and requiring both match types for inclusion represent just a few of the
criteria of the matching technique. The case-control design takes several steps forward in pairing
“cases” and “controls” across more covariates and geographic parameters than previously seen in
the literature.
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There are several data limitations inherent to the research that required researcher
operationalization decisions. First, crime sub-types were not able to be parsed out and further
explored. For example, the dissertation focused on the environmental composition of robbery hot
spots. Though, the “robbery” conclusions may vary if the same approach was used to identify
street robbery, bank robbery, commercial robbery, carjacking, etc. separately (Connealy & Piza,
2019). The conclusions produced were intended to highlight the differences in spatial location
and environmental composition as a preliminary exploration of hot spots. Future research should
continue to take up such study for individualized crime sub-types. Also related to data, the use of
meta-constructs was required to meet the conditions of low n and small sample size regression.
However, the consideration of individual variable frequencies in generating meta-constructs and
after determining significant/non-significant results sheds light into both the influencing and
preventative effect of certain individual variables on hot spots.
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Chapter 11: Continued Research
11.1 Hot Spot Selection and Temporal Stability
The hot spot selection techniques used in the present dissertation focused on street
segments and conservative estimation. The methods utilized to select hot spots may have
important implications, such as the unit environments examined, where police resources are
allocated, and the types of interventions and labels associated with high crime identification. The
environmental criminology literature base has extensively researched aspects of place and its
relationship to crime. However, less has been done to examine the temporal considerations of
high crime places, especially over extended periods of time. The present dissertation illuminated
that high crime locations cannot be inherently assumed to be high crime over longer periods of
time, which may violate a widely held assumption in the field. Motor vehicle theft, for example,
did not meet the threshold number of identified hot spot locations that were classified as “hot” in
three or more of the five years. Further, a select few locations were found to be hot spots for each
type of crime in all five years. The selection methods for identifying hot spots have important
implications for where studies are conducted, resources and interventions are executed, and the
contact and labels for people who inhabit such spaces. Considering the temporal parameters of
hot spots over time, and integrating such aspects, may help more aptly and appropriately drive
hot spot selection methods.
11.2 Mediation and Moderation
The approach and results of the dissertation provide several future research avenues and
important areas of inquiry. Another area of continued research is to take the next step in
understanding the co-located influence of crime generator and attractors and environmental
disorder in hot spots. The results of the present dissertation indicated that across all four crime
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types, certain predictors from both domains emerged increasing the likelihood that a unit was a
hot spot. However, the potential relationship and joint influence between environmental
predictors has yet to be teased a part, as this dissertation was exclusively focused on the colocated presence of such predictors. Future research could implement micro-level approaches to
understanding places by considering the level of physical disorder and decay present on crime
generators and attractors.
At levels smaller than co-location on street segments, determining the potential of
physical disorder and decay to be occurring at crime generators and attractor establishments
would be a meaningful conclusion. Mediation analyses could examine this potential relationship
by identifying, for example, if a corner store becomes criminogenic due to the presence of
broken or boarded windows at the corner store. Then, it moves beyond prior research proving
corner stores and broken windows are co-located on the same street segment, by actually
identifying if the problematic generator and attractor types are also coupled with the
characteristics of disorder in a meaningful way that impacts their influence on crime.
Alternatively, moderation could also be tested to examine if the significant influence of corner
stores on crime becomes exacerbated by the presence of broken or boarded windows there.
Remote SSO strategies could be used to undertake these research efforts by first identifying the
locations of problematic crime generators and attractors, and then coding for elements of
physical disorder and decay using mediums like GSV. Such conclusions would continue to
advance our understanding of the co-location and mutual influence of different environmental
criminology domains.
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11.3 Environmental Disorder and Machine Learning
Based on the proven reliability of remote SSO research in capturing disorder, avenues
can be explored regarding the ability to automate the data collection process. Prior research has
exclusively relied on human efforts to code environments of interest, whether the coding design
took place in-person, on video, or through cloud-based imagery. The next development in such
research is to incorporate machine learning and automated coding processes that speed up coding
processes and ensure consistency and reliable. GSV, for example, has introduced a new tool
called the “Google Vision API” that is designed to read and code associated imagery for certain
qualities. The present API allows for users to input select images into the tool, and then it will
produce previously “learned” labels. The tool has been utilized to examine crime environments
of interest for highly static qualities (Hipp et al., 2021; Khorshidi et al., 2021), but if researchers
were able to accurately teach the system to code for elements of environmental disorder,
formalized datasets accounting for disorder at micro-levels could be developed. The possibilities
of future research connected to disorder and machine learning are vast.
11.4 Environmental Disorder Temporal Stability
One of the common critiques levied against remote SSO measurements of environmental
disorder is the limitations of the cross-sectional imagery of mediums like GSV. Images are only
captured at a single moment in time, and the nature of disorder could be more dynamic and timeinstable from year-to-year or between image time stamps. As the application of GSV continues
to be built out, images are becoming more frequently collected, often times, annually or biannually in major metropolitan areas. Further, Google is now calling upon users to augment
imagery efforts by allowing for verified users to record and upload additional imagery, adding to
the repository. As images are added more frequently, researchers should set out to examine the
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potential time-stability of elements of disorder at places. Efforts could use remote SSO to record
instances of disorder overtime chronologically and examine the potential permanency of
characteristics. If disorder were found to be time-stable, it would lend support to the use of crosssectionally imagery like GSV in environmental studies.
11.4 Chapter Summary
The dissertation provides several avenues for future research. Environmental criminology
and crime and place research should continue to examine the environmental composition of
micro-level hot spots. In this domain, future research should consider the co-location and
potential mediating or moderating relationship between crime generators and attractors and
environmental disorder, as both domains were found to be present in hot spots. Second,
considerations of temporal stability for hot spot identification and environmental disorder need to
be assessed. Aspects of time have often been neglected in crime and place research, such as
considerations of how long a hot spot is hot, if disorder exists as a cause or consequence of
crime, if disorder is permanent or temporary.
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Appendix I: Crime Generator and Attractor Frequencies by Unit and Crime Type
Table IA: Crime Generator and Attractor Frequencies
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Aggravated Assault
CGA
ZC LC HS N
ATMs
0
0
2
2
Banks
2
3
5
10
Bars
1
3
7
11
Body Art/Tattoo
0
0
0
0
Bus Stops
11 19 20 50
Check Cashing
0
0
1
1
Clubs
1
6
4
11
Convenience Stores
0
2
2
4
Credit Unions
1
1
1
3
Dollar Stores
0
2
4
6
Hotels
0
2
10 12
Laundromats
0
1
4
5
Liquor Stores
0
5
8
13
Motels
0
0
2
2
Parking Structures
0
1
1
2
Parks
0
2
0
2
Pawnshops
0
1
0
1
Pharmacies
1
1
5
7
Points of Interest
2
5
2
9
Public Art Installations 0
0
1
1
Restaurants
4
21 25 50
Schools
1
1
2
4
Shopping Centers
1
2
6
9
Small Grocers
3
2
2
7
Storage Units
0
0
0
0
Supercenters
1
1
2
4
Supermarkets
1
2
2
5

Burglary
ZC LC HS
0
0
1
1
1
6
1
3
3
0
0
0
10 12 9
0
1
0
3
2
0
1
0
1
0
0
1
0
0
2
1
0
2
1
0
0
0
1
4
0
0
1
0
0
0
0
0
0
0
0
1
1
0
1
1
0
2
0
1
0
3
8
15
0
2
0
0
1
4
1
1
5
0
0
2
0
0
2
0
0
2

Homicide/Non-Fatal Shootings
N ZC
LC
HS
N
1 0
0
0
0
8 4
2
3
9
7 0
1
3
4
0 0
0
1
1
31 13
13
20
46
1 0
0
1
1
5 1
0
2
3
2 0
0
0
0
1 0
0
1
1
2 0
0
5
5
3 0
0
1
1
1 0
1
3
4
5 0
1
7
8
1 0
0
2
2
0 0
1
1
2
0 0
0
0
0
1 0
1
2
3
2 0
1
3
4
3 1
1
1
3
1 0
0
0
0
26 7
10
10
27
2 1
1
0
2
5 0
1
7
8
7 1
1
2
4
2 0
0
0
0
2 0
0
0
0
2 2
1
2
5

*counts reflect the number of individual units with the feature of interest, not the count of the feature.

Robbery
ZC LC HS
0
0
3
1
0
11
0
5
4
0
0
0
20 15 23
0
2
2
1
1
0
0
2
2
0
1
2
0
3
7
1
1
3
1
0
3
0
2
13
0
0
2
0
0
0
0
1
0
0
1
2
1
1
12
1
0
4
0
0
0
3
19 27
0
3
1
0
4
9
3
1
9
1
0
0
0
1
3
0
0
4

N
3
12
9
0
58
4
2
4
3
10
5
4
15
2
0
1
3
14
5
0
49
4
13
13
1
4
4

Appendix J: Environmental Disorder Frequencies by Unit and Crime Type
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Table JA: Environmental Disorder Variable Frequencies
Aggravated Assault Burglary
Disorder Measures
ZC LC HS N ZC LC
Garbage/litter
20 32 34 86 19 16
Graffiti/painted over
9
16 14 39 5
5
Abandoned/burned/vandalized car 2
5
5
12 3
3
Vandalized/unrepaired signage
7
14 7
28 4
5
Broken/boarded windows
11 34 37 82 11 17
Broken/ineffective fences
6
10 12 28 2
4
Abandoned buildings
8
16 17 41 5
6
Sidewalk deterioration
5
7
15 27 8
5
Street deterioration
13 18 30 61 14 15
Lawn/garden deterioration
9
12 20 41 8
11
Vacant/undeveloped spaces
16 13 24 53 8
3
Building/structure dilapidation
6
14 18 38 4
4

HS
24
11
6
9
27
18
12
11
37
20
18
15

N
59
21
12
18
55
24
23
24
66
39
29
23

Homicide/NF
ZC LC HS
24 38 46
9
20 19
4
9
11
9
4
9
31 45 51
13 13 28
13 20 29
10 11 20
18 26 41
10 30 37
9
20 31
14 27 28

*counts reflect the number of unique units with the feature dichotomously, not a total count of the feature.

Robbery
N
ZC LC
108 26 44
48 7
12
24 3
1
22 4
15
127 17 23
54 8
9
62 10 17
41 6
14
85 8
16
77 5
17
60 14 19
69 3
11

HS
47
18
6
22
23
15
21
13
20
24
28
12

N
117
37
10
41
63
32
48
33
44
46
61
26
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