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Abstract
The Hilbert–Kunz multiplicity, in characteristic p, of the homogeneous co-ordinate ring of the
plane curve x4 + y4 + z4 is known to be 3 + 1
p2
if p ≡ ±3(8) and 3 if p ≡ ±1(8). We derive similar
results for arbitrary irreducible trinomial plane curves, using the fact that these curves have Fermat
curves as branched coverings.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
The results of this note are most conveniently expressed using a function δ∗ studied
by Han [1]. Let L be an algebraically closed field of characteristic p > 0 and i, j, k in-
tegers  0. The module of L[R,S]-linear relations between Ri,Sj and (R + S)k is free
on 2 homogeneous generators of degrees α and β with α  β and α + β = i + j + k,
and we set δHan(i, j, k) = α − β . If D(i, j, k) is the colength in L[R,S] of the ideal
J = (Ri, Sj , (R + S)k), (this colength is denoted by degJ ), then 4D(i, j, k) = 4ij −
(i + j − k)2 + (δHan(i, j, k))2.
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prolonging δHan with δ∗(pt) = pδ∗(t). If t1  t2 + t3, then δ∗(t) = t1 − t2 − t3. See
[2, Lemmas 1 and 2], for a brief exposition of the above results.
To describe δ∗(t) explicitly when t1, t2, t3 satisfy the triangle inequality, we let Lodd ⊂
Z3 consist of all u = (u1, u2, u3) with ∑ui odd. Recall that the taxicab distance between
t = (t1, t2, t3) and u = (u1, u2, u3) is∑ |ti − ui |.
Han’s Theorem. Let t = (t1, t2, t3) be as above. If there is a pair s, u with s in Z and u in
Lodd, such that the taxi-cab distance d between pst and u is < 1, then there is such a pair
with smallest s. (Such a u, if it exists, is evidently unique.) For this choice of s, u, and d ,
δ∗(t) = p−s(1 − d). If there are no such pairs, then δ∗(t) = 0.
For a proof of the above see [1, Theorems 2.25 and 2.29], or [2, Corollary 1.23].
Example 1.1. Suppose each ti is 27 . If p ≡ ±3(7), 2p ≡ ±6(14), and so the nearest inte-
ger m to 2p7 is odd, and the taxi-cab distance from (
2p
7 ,
2p
7 ,
2p
7 ) to u = (m,m,m) is 37 .
So the s of Han’s Theorem is 1 and δ∗(t) = 47p . Similarly if p ≡ ±2(7), s = 2 and
δ∗(t) = 47p2 ,while in all other cases δ∗(t) = 0.
We will use Han’s Theorem to calculate various Hilbert–Kunz multiplicities, with the
following example being prototypical. Suppose A is the ring L[r, s, t]/(r7 + s7 + t7).
Let R,S,T , x, y, z be the elements r7, s7, t7, rs3, st3, tr3 of A. Then x3y + y3z + z3x =
r3s3t3(R + S + T ) = 0. So B = L[x, y, z] is the homogeneous co-ordinate ring of the
Klein quartic. Let μ(i) be the Hilbert–Kunz multiplicity of B with respect to the ideal
(xi, yi, zi). Evidently μ(pi) = p2μ(i), and it is not hard to show that μ extends to a con-
tinuous μ∗ : [0,∞) → [0,∞),also satisfying this functional equation. We will prove the
following—in conjunction with Han’s Theorem it describes μ∗ completely.
Theorem 1.2. μ∗(t) = 3t2 + 4916 (δ∗( 2t7 , 2t7 , 2t7 ))2.
Remark 1.3. Taking t = 1 and using Example 1.1 we find that the Hilbert–Kunz multi-
plicity of B with respect to (x, y, z) is 3 + 1
p2
if p ≡ ±3(7), 3 + 1
p4
if p ≡ ±2(7), and 3
otherwise.
We sketch the proof of Theorem 1.2. Since both sides multiply by p2 when t is replaced
by pt , and since rationals of the form 7j
pm
are dense in [0,∞), it suffices to prove the result
when t = 7j . Let B ′ and C be the domains L[R,S,T ] = L[R,S] and L[x7, y7, z7] =
L[RS3, S(R + S)3, (R + S)R3].
Lemma 1.4. B ′ is finite over C of rank 4.
Proof. RS3, S(R + S)3, and (R + S)R3 have no common zero other than (0,0) in L2,
so the ideal they generate in B ′ contains all monomials of some degree m. An induction
shows that every homogeneous element of B ′ is a C-linear combination of monomials of
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degree with f (RS3, S(R + S)3, (R + S)R3) = 0. To show that B ′ has rank 4 over C it
suffices to show that degf = 4, or alternatively that the map ϕ :P1(L) → P2(L), (u, v) →
(uv3, v(u+ v)3, (u+ v)u3) maps P1(L) birationally to its image. Now if (1, v) and (1,w)
have the same image under this map, then w
v
is a 7th root of unity, η. If η = 1, then (1, v)
and (1, ηv) have different images in P2(L) for generic v. This shows that ϕ is generically
1 − 1; it is evidently separable. 
Lemma 1.5. B = L[x, y, z] has rank 49 over C = L[x7, y7, z7].
Proof. The rank of B over C is just the degree of the field of fractions extension. B is
obtained from C by adjoining the 7th roots of x7, y7 and z7. Also, x2y
z3
= S
R
, and the
birationality of the map ϕ of Lemma 1.4 shows that S
R
is in the field of fractions of C.
So the field of fractions of B is obtained from that of C by adjoining the 7th roots of x7
and z7, giving the lemma. 
If A ⊂ A′ are domains with A′ finite over A of rank m, and I is an ideal of A, then the
Hilbert–Kunz multiplicity of A′ with respect to IA′ is m · (the Hilbert–Kunz multiplicity
of A with respect to I ). This is immediate from Theorem 1.8 of [5] since a product
of m copies of A imbeds in A′ with A-torsion quotient. This well-known observation
combined with Lemmas 1.4 and 1.5 show that μ(7j), the Hilbert–Kunz multiplicity
of B with respect to JB , where J is the ideal (x7j , y7j , z7j ) = ((RS3)j , ((R + S)3S)j ,
(R3(R + S))j ) of C is 494 · (the Hilbert–Kunz multiplicity of B ′ with respect to JB ′).
Since B ′ = L[R,S] we conclude that μ(7j) = 494 deg(JB ′). To evaluate this, it is con-
venient to use a generalization of the first paragraph of this note. If F1,F2,F3 are
non-zero homogeneous elements of L[R,S] with no common factor, then the mod-
ule of L[R,S]-linear relations between the Fi has generators of degrees α and β with
α  β and α + β = ∑degFi , and we set δ(F1,F2,F3) = α − β . If (U,F3) = 1,
then δ(UF1,UF2,UF3) = δ(F1,F2,F3). Furthermore, if degF1 = degF2 = degF3, then
4 deg(F1,F2,F3) = 3(degF1)2 + (δ(F1,F2,F3))2. The easy proofs of these results may
be found in [2, Lemmas 1 and 2].
The above shows that 4 deg(JB ′) = 48j2 + (δ(S2j , (R + S)2j ,R2j ))2. Multiplying
by 4916 we find that μ(7j) = 147j2 + 4916 (δHan(2j,2j,2j))2. This is Theorem 1.2 in the
case t = 7j , and as we have seen it suffices to handle this case. In the rest of this note we
generalize Theorem 1.2, replacing the Klein quartic by an arbitrary irreducible trinomial
projective plane curve.
2.
We deal with degree d irreducible homogeneous trinomials, h, in L[x, y, z], L alge-
braically closed of characteristic p > 0. Two such h are “equivalent” if some permutation
of x, y, z takes one to the other.
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has multiplicity  d2 on the plane curve defined by h, and is “regular” otherwise.
Lemma 2.2. A regular h is equivalent to M1 + M2 + M3, where Mi are monomials and
the exponents of x in M1, y in M2 and z in M3 are all > d2 .
Proof. If xd , yd or zd appear in h, we may assume h = xd + xa1ya2za3 + ybzc with
a1 + a2 + a3 = b + c = d . If b = c = d2 , regularity tells us that a1 + a2 and a1 + a3 are
< d2 ; since a1 +a2 +a3 = d this is impossible. If c > d2 , regularity tells us that a1 +a3 < d2 .
So a2 > d2 , giving the result. If b >
d
2 we interchange y and z, reducing to the case c >
d
2 .
Suppose next that none of xd , yd , zd appear in h. Then each monomial in h involves 2
of the variables. Since h is irreducible we may assume M1 = xa1ya2 , M2 = yb1zb2 and
M3 = zc1xc2 . Interchanging x and y if necessary we arrange a1  d2 . The multiplic-
ity of (0,1,0) is min(a1, b2). So b2 < d2 and b1 >
d
2 . The multiplicity of (0,0,1) is
min(b1, c2). So c2 < d2 and c1 >
d
2 . The multiplicity of (1,0,0) is min(a2, c1). So a2 <
d
2
and a1 > d2 . 
Let B be the domain L[x, y, z]/h and μ(i) be the Hilbert–Kunz multiplicity of B with
respect to the ideal (xi, yi, zi). We shall calculate μ(1). When h is irregular the plane curve
it defines has a point of multiplicity r  d2 , and Trivedi [3] tells us that μ(i) = 3d4 + (2r−d)
2
4d .
From now on we assume that h is regular. Lemma 2.2 allows us to assume that h =
M1 + M2 + M3, where the exponents e1, e2 and e3 of x in M1, y in M2 and z in M3 are
all > d2 . There are 2 cases to consider:
(I) h = xa1ya2 + yb1zb2 + zc1xc2 , a1, b1, c1 > d2 ,
(II) h = xd + xa1ya2za3 + ybzc , a2, c > d2 .
It is not hard to show that μ extends to a continuous function μ∗ : [0,∞) → [0,∞)
which satisfies the functional equation μ∗(pt) = p2μ∗(t). Let α,β, γ be the integers e1 +
e2 − d , e1 + e3 − d , e2 + e3 − d ; note that they satisfy the triangle inequality. Consider
the determinant of the 3 by 3 matrix formed from the exponents of x, y and z in M1, M2
and M3. This determinant is > 0. Since each column sum is d , the determinant is dλ for
some integer λ > 0. Our goal is:
Theorem 2.3. In each of cases (I) and (II), μ∗(t) = ( 3d4 )t2 + λ
2
4d (δ
∗(αt
λ
,
βt
λ
,
γ t
λ
))2. In par-
ticular, μ(1), the Hilbert–Kunz multiplicity of h, is 3d4 + λ
2
4d (δ
∗(α
λ
,
β
λ
,
γ
λ
))2.
The argument given in Section 1 shows that it suffices to prove this when t = λj . So we
only need show:
(∗) In each of cases (I) and (II), μ∗(λj) = λ24d (3d2j2 + (δHan(αj,βj, γj))2).
Assume first that we are in case (I).
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rλ, sλ, tλ, rb2sb1 , sc2 tc1, ta2ra1 of A.
Remark 2.5.
λ = d−1 det
(
a1 0 c2
a2 b1 0
0 b2 c1
)
.
Replacing the last row of the matrix by the sum vector (d, d, d) and expanding the deter-
minant we find that λ = a1b1 + a2c2 − b1c2. Using other rows we get similar formulas
for λ.
A calculation using Remark 2.5 shows that xa1ya2 +yb1zb2 +zc1xc2 = ra1b2sb1c2 tc1a2 ×
(rλ+sλ+ tλ) = 0. Since h is irreducible, the subring L[x, y, z] of A is a domain; the homo-
geneous co-ordinate ring, B , of the plane curve defined by h. Let B ′ and C be the domains
L[R,S,T ] = L[R,S] and L[xλ, yλ, zλ] = L[Rb2Sb1 , Sc2(R + S)c1, (R + S)a2Ra1 ].
Lemma 2.6. B ′ is finite of rank d over C.
Proof. Arguing as in Lemma 1.4 we find that B ′ is finite over C, and that it suffices
to show that ϕ :P1(L) → P2(L), (u, v) → (ub2vb1, vc2(u + v)c1, (u + v)a2ua1) maps P1
birationally to its image.
The irreducibility of h shows that p does not divide all the exponents above, and it
follows that ϕ is separable. The map (u, v) → (uλ, vλ),P1 → P1 is easily seen to factor
through ϕ. So if ϕ(1, v) = ϕ(1,w), then w = ηv with ηλ = 1. If ηλ = 1 but η = 1, then for
generic v, ϕ(1, v) and ϕ(1,w) are distinct points of P2. So ϕ is generically 1–1, giving the
lemma. 
Definition 2.7. L(B) and L(C) are the fields of fractions of B and C. U , V and W are
R
R+S ,
S
R+S and (R + S)d .
Since the map ϕ of Lemma 2.6 maps P1(L) birationally, U , V and W are in L(C), and
consequently L(C) = L(U,W). Note that xλ, yλ and zλ are Ub2V b1W , V c2W and Ua1W .
Definition 2.8. H ⊂ L(C) is the rank 3 free abelian multiplicative group generated by U ,
V and W . G is the subgroup of H generated by xλ, yλ and zλ.
Lemma 2.9. If p does not divide λ then B = L[x, y, z] has rank λ2 over C = L[xλ, yλ, zλ].
Proof. This amounts to showing that [L(B) : L(C)] = λ2. L(B) is obtained from L(C)
by adjoining the λth roots of the elements of G. By Kummer theory, [L(B) : L(C)] is the
index of G ∩ (L(C)∗)λ in G. Since
λ = d−1 det
(
b2 0 a1
b1 c2 0
)
,1 1 1
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that G ⊃ Hλ and that |G/Hλ| = λ2. Using the fact that L(C) = L(U,W) we see that
G ∩ (L(C)∗)λ = Hλ, completing the proof. 
Proof. We can now prove Theorem 2.3 in case (I). Suppose first that p does not di-
vide λ. Let J be the ideal (xλj , yλj , zλj ) = ((Rb2Sb1)j , (Sc2(R+S)c1)j , ((R+S)a2Ra1)j )
of C. Lemmas 2.6 and 2.9 show that μ(λj), the Hilbert–Kunz multiplicity of B with
respect to JB , is λ2
d
· (the Hilbert–Kunz multiplicity of B ′ with respect to JB ′). In other
words, μ(λj) = λ2
d
deg(JB ′). We now make use, as in Section 1, of simple facts from [2];
Lemma 1, (2) with d1 = d2 = d3 = jd and Lemma 2, (2). These show that 4 deg(JB ′) =
3d2j2 + δ2 where δ = δHan(j (a1 − b2), j (b1 − c2), j (c1 − a2)) = δHan(αj, γj,βj). Mul-
tiplying by λ24d we get (∗), and Theorem 2.3 follows.
When p divides λ, the conclusion of Lemma 2.9, used in the argument above, is less
clear. But we may reason as follows. It is still true that L(B) is obtained from L(C) by
adjoining the λth roots of the elements of G, and that the index of G ∩ (L(C)∗)λ in G
is λ2, and it follows that [L(B) : L(C)] = p−mλ2 for some m  0. Combining this with
Lemma 2.6 and arguing as in the paragraph above we find that μ∗(t) = p−m( 3d4 t2 +
λ2
4d (δ
∗(αt
λ
,
βt
λ
,
γ t
λ
))2). It remains to show that m = 0. Without loss of generality we may
assume α  β  γ . Then δ∗(αt
λ
,
βt
λ
,
γ t
λ
) δ∗(αt
λ
,
βt
λ
,0) + γ t
λ
= αt
λ
− βt
λ
+ γ t
λ
 αt
λ
 dt
λ
.
So μ∗(t) p−mdt2. Taking t = 1, and noting that the Hilbert–Kunz multiplicity of a de-
gree d form is  3d4 , we find that m = 0.
Case (II) is treated in similar fashion. Once again A = L[r, s, t]/(rλ + sλ + tλ), but
now R,S,T , x, y, z are the elements rλ, sλ, tλ, rc−a3sbta3 , sd and ra1 td−a1 of A. Now
xd + xa1ya2za3 + ybzc = ra1csbd ta3d(rλ + sλ + tλ) = 0. So L[x, y, z] ⊂ A is a do-
main; the homogeneous co-ordinate ring of the plane curve defined by h. B ′ and C
are the domains L[R,S,T ] = L[R,S] and L[xλ, yλ, zλ]. ϕ :P1(L) → P2(L) is the map
(u, v) → (uc−a3vb(u + v)a3 , vd, ua1(u + v)d−a1). An argument like that of Lemma 2.6
shows that ϕ maps P1 birationally to its image, and that B ′ is finite of rank d over C.
Let U , V , W , G and H be as in Definitions 2.7 and 2.8. Now xλ, yλ and zλ are Uc−a3V bW ,
V dW and Ua1W , and we see that the index of G in H is λ. When p does not divide λ,
it follows as in Lemma 2.9 that B has rank λ2 over C. The rest of the argument goes
through as in case (I) when we take J = ((Rc−a3Sb(R + S)a3)j , Sdj , (Ra1(R + S)d−a1)j )
and δ = δHan((c−a3 −a1)j, (d −b)j, a2j) = δHan(βj, γj,αj). Once again the assumption
that p does not divide λ may be dispensed with. 
We conclude with a few examples. Suppose that h = x4 + y3z + z3x, so that λ = 9.
The α, β and γ are 3, 3, and 2, and so μ(1) = 3 + 8116 (δ∗( 13 , 13 , 29 ))2. It follows from Han’s
Theorem that μ(1) = 3 + 14p2 if p ≡ ±4(9), 3 + 14p4 if p ≡ ±2(9), and 3 if p ≡ ±1(9).
(And 134 if p = 3—h has a point of multiplicity 3 in this case.)
Trivedi [4, Theorem 5.3], shows that for any irreducible form h of degree d one of the
following occurs:
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(b) μ(1) = 3d4 + l
2
4d , 0 < l  d , l ≡ d(2),
(c) μ(1) = 3d4 + l
2
4dp2s , 0 < l  d
2 − 3d , l ≡ pd(2).
Now let h = xd−1y + yd−1z+ zd−1x, d  4, so that λ = d2 − 3d + 3 and α = β = γ =
d − 2. Suppose first that d is even. Then d − 1 is prime to 2λ and there are infinitely many
primes p ≡ ±(d − 1) mod 2λ. For any such p, αp = (d − 2)p ≡ ±(λ− 1) mod 2λ, and it
follows from Han’s Theorem that λδ∗(α
λ
,
β
λ
,
γ
λ
) = p−1(λ − 3). So μ(1) = 3d4 + l
2
4dp2 with
l = λ−3 = d2 −3d , and we are in the situation (c) above with l taking its maximal possible
value. (One gets the same result when h = xd +yd +zd , d is even, and p ≡ d ±1 mod 2d .)
Suppose however that d is odd. If p = 2 and we are in situation (c) then l  d2 −3d −1.
Whether this value of l can be attained, even when d = 5, is unclear, but we can come
close. Again we take h = xd−1y + yd−1z + zd−1x, but now we choose the prime p ≡
λ± (2d − 2) mod 2λ. Then, mod 2λ, αp = (d − 2)p ≡ λ± 2, and Han’s Theorem tells us
that λδ∗(α
λ
,
β
λ
,
γ
λ
) = p−1(λ − 6). So μ(1) = 3d4 + l
2
4dp2 , with l = λ − 6 = d2 − 3d − 3.
References
[1] C. Han, The Hilbert–Kunz function of a diagonal hypersurface, PhD thesis, Brandeis University, 1991.
[2] P. Monsky, Mason’s theorem and syzygy gaps, J. Algebra, in press (available online since 11/10/2005).
[3] V. Trivedi, Strong semistability and Hilbert–Kunz multiplicity for singular plane curves, in: Contemp. Math.,
vol. 390, Amer. Math. Soc., 2005, pp. 165–173.
[4] V. Trivedi, Semistability and Hilbert–Kunz multiplicities for curves, J. Algebra 284 (2005) 627–644.
[5] P. Monsky, The Hilbert–Kunz function, Math. Ann. 263 (1983) 43–49.
