Interactions between brain signals are often measured in terms of information flow. However, when solving the inverse problem-characterizing the structure behind a specific functional link-there are many possibilities with very different consequences. Excitation and inhibition, for instance, may each produce a causal dependence by coordinating neuronal populations, but inhibitory connections do not transmit information packages. Here, we introduce the concept of synaptic Granger causality (sGC), an extension of the well-known Granger causality approach that quantifies the ratio of excitatory/inhibitory projections involved in a functional link on the basis of the analysis of time series constructed using autoregressive models. The method is validated by using the membrane potential obtained from numerical simulations of neuronal motifs that mimic extracellular brain activity, similar to the experimentally measured local field potential. When excitatory and inhibitory synapses are not mixed, the method correctly predicts the type of synapses that participate in the signaling. Moreover, when both inputs project on the same neuron or population, the sGC estimates the proportion of both types of interaction. Our results suggest that sGC allows for a better inference on the anatomical structure underlying effective connectivity and its role in the information process.
between neurons to the connections between large-scale structures via white matter fiber tracts. However, even if we know every detail of the brain's physiognomy, it remains unclear how the brain processes all the information it receives and its responses to external stimuli [1] , [2] . This is the realm of functional connectivity, which studies the statistical relationship between the activities of different areas. Techniques such as electroencephalography and local field potential analysis measure the postsynaptic potential of hundreds of neurons, reflecting the average of their electrical activity. The synchronized spiking of cell assemblies gives rise to oscillations in extracellular recordings [3] [4] [5] (for example, theta and gamma rhythms in the hippocampus [6] , [7] ), which have distinct roles. Understanding the rhythms' properties, couplings, and the mechanisms that generate them can have direct clinical benefits, such as in the diagnosis and treatment of patients with epilepsy and other neurological disorders [8] , [9] .
As an extension of the functionality of brain rhythms, the directionality in their interactions, known as effective connectivity, seems to reflect the pathway of information flow. Studies of causal relationships were initiated by Wiener [10] who hypothesized that if the forecasting of a time-varying signal can be improved by incorporating information from the past values of another signal, then there is a causal influence of the latter on the former. This idea was later implemented by Granger through the use of autoregressive (AR) models, and the method bears his name: Granger causality (GC) [11] , [12] . Several methods have been developed since then, based on the same principles, to improve the detection of causal relationships. With partial directed coherence [13] , directionality can be computed for each frequency, differentiating between direct and indirect links. The limitations on the detection of only linear relationships were solved using information theory instead of AR models [14] . New tools have also been developed for situations in which the coupling occurs between two different frequencies of the same signal [15] .
While it is relatively easy to study statistical relationships between time series of separated regions, it is more difficult to determine information transmission. Analysis of directionality in the connectivity between different physiological structures provides additional information, which helps improve the interpretation of the underlying processes [16] . In the brain, long-range projections are largely based on excitatory synapses, where implications of the information flow can be extrapolated straightforwardly. However, long-range inhibitory projections are also found in many areas [17] , quite commonly establishing connections with other inhibitory neurons in the projection fields. While inhibition of postsynaptic targets is probably not a mechanism suitable for information transmission, these inhibitory projections are likely fundamental in coordinating distant cell populations and facilitating information propagation. Currently, a meaningful characterization of the statistical interdependencies between recorded physiological signals is only possible with detailed knowledge of the anatomical connectivity supporting the system. This is seldom the case in neuroscience. Therefore, we instead propose an extension of the classic GC approach, which we have termed synaptic Granger causality (sGC), aimed at inferring the properties of the excitatory/inhibitory ratio in the projections underlying a functional link. This method constitutes a step forward in characterizing the properties of information flow, by taking into account effective connectivity properties (such as directionality) and anatomical constraints (such as excitatory and inhibitory synapses).
In the first section of this paper, we review the concept of GC and present the theory behind the proposed method. We then test and validate our method with time series generated numerically from neuronal models of anatomical motifs in which the structural connectivity is known. Finally, we discuss the advantages and limitations of the sGC and suggest future lines of research in this framework.
II. METHODS
The procedure for calculating the sGC can be divided into two main parts: the estimation of effective connectivity through GC and the measurement of the ratio between positive and negative coefficients of the AR model for those significant networks. As we will show, a positive sGC characterizes an excitatory link, whereas a negative one indicates an inhibitory projection.
A. Granger causality
Given two time series, X(t) and Y (t), it is possible to construct an AR model for each signal in which each time point is the linear combination of their p past samples plus a residual:
The coefficients in the A matrix represent the weights of the contributions of past values X and Y in the prediction, and and µ are the residuals (prediction errors). The model order p can be estimated following different criteria, with the Akaike Information Criterion (AIC) [18] and the Bayesian Information Criterion (BIC) [19] being two of the most common choices:
where T is the sample size, n is the number of variables and Σ is the covariance noise matrix defined as:
If we add to (1)) the information one of the variables has on the prediction of the other, we obtain a bivariate AR model:
If the variance of the error of the bivariate model var(µ 2 ) is smaller than that of the univariate one var(µ 1 ), then the past of Y (t) improves the prediction of X(t); in other words, Y (t) Granger-causes (G-causes) X(t). The model (1) can be extended to the multivariate case by including a set of additional variables Z 1 (t), . . . , Z k (t) whose possible influence on X(t) is also taken into account and eliminated as a confound in var( 2 ).
Several algorithms and methods can be used to compute GC, including different statistical analyses to check both the AR model and the analysis result [20] [21] [22] [23] . In this paper, we used the Matlab toolbox proposed by Barnett and Seth [20] , where the statistical significance of each value is measured against the null hypothesis of independence using a Wald test [24] .
B. Synaptic Granger causality
The second step in determining sGC consists of identifying whether the GCs are due to an excitatory or inhibitory connection between the neural populations represented by X(t) and Y (t). To do that, we have assumed that there is an excitatory link from Y (t) to X(t). This means that an increase in the amplitude of Y (t) leads to an increase in the future values of X(t). In turn, in the case of an inhibitory connection, if there is an increase in Y (t) we can expect a concomitant decrease in the activity of X(t). The idea behind sGC is that this information can be extracted from the coefficients A ij . In fact, we selected those A components that assess the influence of Y (t) to X(t) (A 12k , k = 1, . . . , p in (6)). If the average of all k values is positive, we can regard the input from Y (t) as excitatory. If the average of all k values is negative, then the input from Y (t) is regarded as inhibitory.
However, estimating these coefficients is usually not that simple. This is because the data are not clean enough to extract all the correct information, and the time series are too short compared to the optimal model order. Moreover, the algorithms used to solve the equations of (M)AR models tend to assign a value to every A ijk coefficient-even those not improving the forecasting. Here, we propose to estimate which components of the A matrix do not significantly contribute to the AR model, by performing multiple versions of the AR model in (6), deleting all possible combinations of coefficients from the A matrix. The optimum zero constraints are those belonging to the AR model that minimizes a modified version of the information criteria. One of them is the previous AIC, defined by [25] :
where σ 2 is the sum of the squared estimation residuals (i.e.
2 , µ 2 ) divided by the sample size T , and m is the number of estimated parameters. For the original model, the number of parameters for each equation is the model order p multiplied by the number of variables in the model. The total number of matrices with possible zero constraints to test is
where K is the number of variables in the model. As this value is usually too high, we applied two strategies to reduce it: bottom-up followed by top-down [25] : 1) Bottom-Up Strategy: Generally, the model order selected is long enough to capture the slowest relationship between the variables considered. However, not all lags provide useful information, for example, when analyzing unconnected nodes. In this case, some type of regularization, which does not include more coefficients than necessary, would be useful. The idea behind this method is to compute the minimum order for the contribution of one time series to the other. Instead of using the whole model, the equation of each variable is analyzed separately. That is, in order to determine the constraints of (6), we will consider the model:
where p xx is the optimal model, which minimizes the selection criterion. In the next step, p xx is fixed and a new variable is added into the equation, fitting a new order:
Following these steps, a new model order is computed for the participation of one variable to each equation separately, and the coefficients beyond these values are set to zero.
2) Top-Down Strategy: Again, we use each variable separately for this method. After setting the excess of coefficients to zero with the previous strategy, the contribution of each remaining value is tested. Initially, we compute the new information criterion value. Then, starting from the furthest nonzero lag, each coefficient is set to zero and the model is estimated again. If the new information criterion is smaller, we update it and keep the zero constraint. If not, both values remain unchanged. For more clarity, considering (6), the first coefficient to test is A 11p , then A 11p−1 and so on.
These strategies allow us to test every single value, considerably reducing the computational cost. Alternative methods can also be applied to determine the constraints of the A coefficients, each with specific advantages and disadvantages (see [25] for details).
Once the linear constraints have been established and the corresponding A coefficients eliminated, we estimate the sGC as the following ratio: 
where the denominator:
is defined to normalize the index so that sGC ij ∈ [−1, 1], where sGC ≈ −1 (sGC ≈ 1) indicates a dominant inhibitory (excitatory) connection in the link, whereas sGC = 0 on a significant link (as assessed by the traditional GC) suggests a balance between excitation and inhibition.
C. Statistical significance
To assess the statistical significance of the method, we tested the null hypothesis that sGC = 0. To estimate the sGC distribution, N surrogates (N = 100 in this work) were computed by dividing the whole signal into time windows of the same length and selecting a different time reference (i.e. time window) for each channel. In this way, each channel had the same properties as the original signal, but their temporal relation was broken. Next, the normality of the distribution was tested via a Jarque-Bera test and, if it was Gaussian, the associated p-value was established by measuring the distance (in standard deviations) from the sGC value to the mean of the distribution.
D. Neural motifs
To test the validity of our approach, we simulated several neuronal motifs with different structural connectivities. The motifs were composed of three to four nodes connected by chemical synapses, which were either excitatory or inhibitory (see Fig. 2 ). Each node was a neuronal population composed of 400 excitatory and 100 inhibitory neurons described by the Izhikevich model [26] , which receives 50 synapses (sparse connectivity 10%) from randomly selected (excitatory or inhibitory) neighbors in the same population. For the coupling between the different nodes, we assumed that each postsynaptic neuron receives 20 synapses from presynaptic neurons in the sender population. The analyzed time series correspond to the mean membrane potential of each population, which is calculated as the average value of the membrane potential v for all neurons within the population. The membrane potential v and the recovery variable u, of each neuron are described by [26] :
The summation I x is over all the synaptic currents. The model establishes that when v ≥ 30 mV, its value is reset to c and u is reset to u + d. The parameters a, b, c and d determine the firing pattern of the neuron. We employ The synaptic current I x , which can be excitatory, mediated by AMPA (A), or and inhibitory, mediated by GABA A (G) is described by the following equations:
where x = A, G and E A = 0 mV and E G = −65 mV are the reversal potentials. Unless otherwise stated all excitatory (inhibitory) weights are set to g A = 0.5 nS (g G = 2 nS).
The dynamics of the fraction of bound synaptic receptors r x is given by:
The summation over k stands for pre-synaptic neurons. D is taken, without loss of generality, equal to 0.05. The time decays are taken as τ A = 5.26 ms and τ G = 5.6 ms. Each neuron is subject to an independent Poisson input, representing n pre-synaptic neurons, with a spiking rate R/n, where R = 600 Hz. The Poissonian synapses are assumed as excitatory (AMPA) connections. For each set of parameters we run the simulation for 24 seconds long time series with a sample rate of F s = 20 kHz. For the causality analysis we down sampled the data at 250 Hz. We discard the first 4 seconds to eliminate transient states, until the signal has a covariance stationary, i.e. with constant mean and variance.
III. RESULTS

A. Identifying excitatory/inhibitory connections
The first step to validate our approach entailed testing the main assumption underlying sGC, namely, the relationship between the A coefficients of the AR model and the type of projection (excitatory or inhibitory). To do that, we tested 30 motifs composed of three populations (Fig. 1) . Maintaining a constant population structure, each motif presented a different connectivity network, where for each link we selected one of three options: only excitatory, only inhibitory or no direct link. Therefore, we expected a positive sGC for those links with excitatory projections and a negative one for those with inhibitory projections. The connectivity of all motifs was set to encompass many different possibilities (Fig. 2) , from the simplest case with only one link, to the most complex, with excitatory and inhibitory connectivity among all populations.
When we applied the sGC, the classic effective connectivity was measured by GC analysis (Fig. 1 ; 100% of hits; excitatory GC: 0.0864 ± 0.0176; inhibitory GC: 0.0244 ± 0.0076; mean ± sd), computing the synaptic ratio only in those networks with a significant causality. In summary, 88 links were analyzed (48 excitatory, 40 inhibitory). The results show that sGC differentiates both conditions in all cases (excitatory sGC: 0.926 ± 0.026; inhibitory sGC: −0.746 ± 0.145; mean ± sd; p < 0.05), which confirms its ability to identify the type of synapses (excitatory or inhibitory) in each of the connections.
B. Determining the excitation/inhibition ratio
We also studied a second type of motif, with four nodes. The results of the sGC again identified the correct causality matrix (Fig. 3) , by also identifying the sign of the links in those cases where all the projections are only excitatory or inhibitory. The input from population 2 to population 4 had both types of synapses and, although this link was found, the sCG showed a high positive ratio, suggesting a prevalence of excitation over inhibition.
We then created a modified version of this model by increasing the inhibition in the 2→4 connection to characterize the ratio of synapses when both types of projection were present in the same connection. As the main activity in the original motif was excitatory, the weight of the inhibition was progressively increased while keeping the rest of the parameters constant.
The results show a negative trend in sGC in the variable link when the inhibition overcomes the excitation, with the other connectivities remaining stable (Fig. 4) . The correlation between the sGC and the inhibitory conductance followed a sigmoidal function, reaching values near the maximum and minimum of the sGC when the inhibition was lower than 2 nS and higher than 4.5 nS, respectively (Fig. 5 ). The intermediate window can be approximated to a linear regression of both factors (ρ 2 = 0.92; p < 0.0001; slope b = −0.75). In our case, the balance was found for an inhibition weight g G ≈ 3.25 nS and g A = 0.5 nS. Thus, as the inhibition increased, the sGC rate became more negative. The projections were identified as predominantly inhibitory for g G > = 5 nS (sGC = −0.91).
IV. DISCUSSION
We have presented a new GC-based method, sGC, aimed at unraveling further details on the excitatory/inhibitory nature of a functional connection. We successfully tested the sGC for several neuronal motifs, differentiating links based on excitatory and inhibitory projections. sGC allowed us to estimate the existence of the connectivity and provided further insight into the information flow in the system. While the study of functional and effective connectivity reveals how different brain areas connect with each other, what remains unclear is what information is actually transmitted. When determining the type of projections (excitatory or inhibitory) participating in a causal link, positive sGC values indicate successful transmission of information packages, as the activity in the receiver
Inhibitory conductance 2  4 (nS) Fig. 4 . Evolution of sGC ratio in each link of the motif, as a function of the inhibition weight from population 2 to 4. Changes in the value of this projection only affect the sGC results in that link, while the other links remain the same. An increase in the inhibition weight, involving a change in the excitatory/inhibitory ratio, is captured by our method, showing opposite ratios for inhibition weights of 2 nS and 8 nS (where the excitation is kept constant) mimics the previous behavior of the transmitter. Conversely, negative values represent the coordination of the different nodes. The number of inputs and outputs of each type to and from a certain region leads to a description of its role in each population.
Furthermore, analysis of a link containing both excitatory and inhibitory synapses revealed differences in their contribution to the measured effective connectivity. For this analysis we balanced the projections to facilitate comparisons, making the inhibitory weights four times greater than the excitatory ones, and the number of inhibitory neurons in each population four times smaller. Under these conditions, however, the causal influence of the excitatory links is still higher (Fig.  1) . Also, the interpretation of this result follows the idea of causality as information flow. It is easier to detect than other interpretations of effective connectivity, which could be due to the communication being facilitated by the synchronization of distributed neuronal populations in opportunity time windows.
When both types of projections are present in a link, they compete to control the target population. Our analysis suggests that, in balanced conditions, and for the neuronal dynamic and composition of neural networks used in our models, excitatory activity tends to mask inhibitory activity, as the sGC ratio does not change significantly compared to when only excitatory projections are present (Fig. 3) . These results These results show a correlation between the degree of GC and the type of synapse. However, an increase in the weight of the inhibitory projections changes the sign of the sGC. In fact, as the influence of the inhibition increases to outweigh that of the excitation, there is a progressive decrease in the sGC ratio, until the inhibition dominates in the signal (Fig. 4 ). This trend also indicates the reliability of the proposed method, as different proportions of projections lead to proportionally smaller values of sGC.
Notwithstanding the promising results obtained with the sGC, there are some limitations. First, to directly interpret sGC in terms of inhibitory or excitatory synapses, there should be a direct anatomical pathway joining the populations. When the connectivity between two points occurs through several areas, we were not able to determine the types of synapses; however, sGC could be used to improve the characterization of that communication. Second, as with any other method used to quantify connectivity, its results are time-dependent, as they are based on the neural activity of the network. The sGC in one link composed of both excitatory and inhibitory projections could change its ratio dynamically as a function of the behavior, showing different processes on the same communication channel. Third, in cases with excitatory and inhibitory projections, it could be possible to separate both conditions as a function of the time delay of their neurotransmitters, so their contribution should be different at different time scales. Nevertheless, the actual spectral variants of GC are not based on the A coefficients of the AR model, so they cannot be characterized following the methodology proposed. Further study of the features of AR models would help overcome these limitations.
