Using a feed-forward network to incorporate the relation between attractees and attractors in a generalized discrete Hopfield network.
This paper demonstrates how a feedforward network with constant connection matrices may be used to train a Hopfield style network for pattern recognition. The connection matrix of the Hopfield style network is asymmetric and its diagonal is non-zero. The Hopfield style network referred to as a GDHN is trained to incorporate a relation between attractees and attractors. The attractees represent class samples and the attractors represent class prototypes. The feedforward network is trained using a gradient descent method. Gradients are fed forward in the network to obtain a gradient for a cost function.