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Abstract
This paper describes a prototype system for managing a collection of letters. The collection of letters is precious resources
as historical material, and the collection is analyzed for finding historical information. To construct a database of letters and
to build a management system for the database are meaningful. Moreover, to develop a system is required for supporting to
analyze the collection. A prototype system has been developing to meet these requirements. This prototype system provides
some functions to manage letters, and to analyze letters and words in them. Moreover, this system deals with letters which are
contents of the part of the Avery Brundage collection. Furthermore, several types of relationships among letters and words are
visualized using graphs.
c© 2014 The Authors. Published by Elsevier B.V.
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1. Introduction
A large number of letters are usually written for public and for private purposes, some decades ago. These
letters would be precious historical material often. Moreover, such letters are kept as printed documents, and they
are collected one after another. For managing them more eﬀectively, it is necessary to digitalize them as archives
or digital libraries[7]. A set of printed documents is needed to be arranged into a database. Furthermore, if letters
are organized as a database, such a database becomes a useful tool for analyzing contents of the letters from several
viewpoints. Therefore, it is necessary to develop a system which provides mechanisms for database management,
information retrieval, and analysis of them. In order to support analysis, the system provides mechanisms to
analysis of sentences in letters, and to make relationships between letters.
We have been developing a system for letter management, named LMBC (Letter Management system for
the Avery Brundage Collection). This system is developed as a management system of a collection of letters.
Moreover, this system intends to work as a part of a system which manages a collection of documents kept in
∗Corresponding author. Tel.: +81-565-46-1211, Fax.: +81-565-46-1299.
E-mail address: itoh@sist.chukyo-u.ac.jp.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of KES International.
1683 Hideaki Ito et al. /  Procedia Computer Science  35 ( 2014 )  1682 – 1691 
Avery Brundage Collection 
University of Illinois Archives
IOC
string/schema/XML
JOC
sports
AOC Olympicfriends
committee
Amateurism
letters meeting journals, articles
classification
time line
social graph
...
Fig. 1. A conceptual structure of a document management system for the Avery Brundage collection.
the Avery Brundage1 collection[1]. LMBC consists of several modules for managing and analyzing the letters.
For example, a management module realizes a database management function and a retrieval function, moreover,
an analysis module realizes mechanisms for visualizing letter passing, for obtaining relationships between letters,
and for showing relationships between words and letters, etc. For analysis of letters, nouns and noun phrases
become key items. The system provides a mechanism for dealing with them.
To digitalize historical material for archives and digital libraries, which are documents and letters, is mean-
ingful, since such archives are useful for systematic and eﬀective usages of documents[2, 14]. On the other hand,
letters in the past are similar to emails at the present. It is required to manage emails systematically. And they
are analyzed from some viewpoints. Several types of email management systems and retrieval systems are de-
veloped. Email management is seemed as one application of personal information management[18]. Threading
emails is required for making clear relationships between emails[9]. Some systems for summarizing, visualizing
and classifying emails are developed[10, 17]. Moreover, a collection of emails becomes archives. Email archives
are treated as life logs[5]. Operations for manipulating archives are proposed through development of browsing,
searching and visualizing mechanisms[6]. Furthermore, to find a social community in archives is tried[3, 13, 15].
This paper is organized as follows. Section 2 describes purposes and requirements of LMBC. Section 3 shows
an architecture of the system. A management mechanism of letters is described in Section 4. A visualizing
mechanism of letters is described in Section 5. Finally, some concluding remarks are described in Section 6.
2. Purposes and requirements
In the existing system of the Avery Brundage collection[1], browsing facilities based on index terms are
realized over the Web. Index terms are defined, which are arranged into a hierarchical structure. Moreover, a
collection of index terms is presented in a webpage, and links from an index term to a box number. The box
number indicates the number of a box which holds documents assigned such an index term. However, original
documents are not included in the existing system.
Now, we plan to develop a system for dealing with a part of the Avery Brundage collection. Fig. 1 shows a
conceptual overview of the system for manipulating documents in the Avery Brundage collection, as Brundage
collection management system. There are two major purposes for developing the system. One is to construct a
1Avery Brundage is 5th President of the International Olympic Committee. A catalog of the Avery Brundage collection is published as “An
inventory of the Avery Brundage Collection at the University of Illinois Archives”[1].
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Fig. 2. An architectural overview of LMBC.
database of documents. Although the Avery Brundage collection consists of several types of material, this system
deals with documents only. Its database consists of letters, meeting transcripts, articles in journals, news articles,
etc. Since these documents are recorded using microfilms, these documents are required to be transformed into
computer readable text. On the other hand, the other is to construct facilities for managing and for analyzing
documents. To develop facilities for analyzing relationships between materials is included. Unfortunately, it is
hard to say that many documents are kept systematically. In order to relate documents each other, the system
provides the facilities for visualizing relationships between documents, for classifying a collection of documents,
and for organizing documents based on the order of dates when they are written on or issued on, etc.
The purposes for developing LMBC are as follows:
1. A document management system which deals with letters is developed.
2. A collection of letters is organized, and the collection is managed, systematically.
3. Named entities are made clear for analyzing letters, then letters are processed as traditional documents.
4. Several types of relationships among objects, such as letters, words, and named entities are visualized.
As one subsystem of Brundage collection management system, letters are treated in LMBC. The reasons
why letters are treated are that letters include new information that diﬀer from formal or well-known facts, and
that unexpected personal relationships are depicted, really. Letters are frequently written for informing personal
information, and for introducing persons and groups, for contacting other persons, etc. Such letters become
precious historical material. Since they are unpublished documents, there is a case that many unoﬃcial facts
and/or things are written. If the letter is written to a close person, rarely a sender writes unoﬃcial facts, personal
ideas, and sentiment, etc., since a sender considers that the letter is unpublished and unrecorded. Moreover, social
positions and situations are made clear by people concerned matters written in the letter. Therefore, there is a
case that unexpected human relationships are found. On the other hand, letters and emails are similar as you
know, since not only they are used for communication in text, but also personal situations and opinions would
be described. So far, many email archiving systems are developed[18]. Such systems provide mechanisms for
task management, personal archiving, and contact management, etc. Personal archiving and contact management
facilities are required in LMBC, also.
3. Architecture of LMBC
3.1. Components of LMBC
Fig. 2 shows an architectural overview of LMBC. This system consists of three main modules. They are a
management module, a query processing module, and an analysis module. The management module consists of
a definition module and an editor module. The definition module is used for defining letters in a letter database.
An original letter image is stored using microfilms. Sentences in the original letter image are captured from a
microfilm. Such sentences are arranged into a data structure for representing a letter. Moreover, the editor is used
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<letter id="L-7"> 
<collection-box box-no="0000"/> 
<sender id="Mr. Brundage"> 
<name>Avery Brundage</name> 
<organization>United States Olympic Association</organization> 
<address>10 N. La Salle Street Chicago 2, Ill.</address> 
</sender> 
<receiver id="Dr. M. Nagai"> 
<name>Matsuzo Nagai</name> 
<organization>The Organizing Committee of the XIIth Olypiad</organization> 
<address>10 N. La Salle Street Chicago 2, Ill.</address> 
</receiver> 
<date year="1938" standard="1938-01-31" month="January" day="31"/> 
<subject>N/A</subject> 
<text> 
<p>Thank you for your recent letter enclosing ...</p> 
... 
<p>As I have indicated to my colleague, Count Soyeshima, however, ...</p> 
             ... 
</text> 
<body> 
<p> 
Thank you for your recent letter enclosing ...<LocationName> Tokyo,Tokyo </LocationName> ...</p> 
<p> 
While I have never visited 
<LocationName> Japan,Japan </LocationName> ... 
<p> 
As I have indicated to my colleague, Count <PersonalName> Michimasa Soyeshima,Soyeshima </PersonalName>
             ...       
</body> 
<copy-receiver><carbon-copy>N/A</carbon-copy><blind-carbon-copy/></copy-receiver> 
      <original><image>"L-7.jpg"</image><pdf>"L-7.pdf"</pdf><text>"L-7correct.txt"</text></original> 
</letter>
Fig. 3. A part of an example of description of a letter in XML.
for editing a letter database and definition of named entities. A database is a collection of letters, while definition
of named entities is a collection of nouns and noun phrases.
The query processing module is used for query processing. A query is specified in terms of conditions that
letters are satisfied with. There are two types of conditions. One is an element of a letters, and another is words.
The elements correspond to a date, a sender, and a receiver, which are key items for retrieving letters. When
words are specified as a query, pattern matching between the query and the sentences in letters is applied. After
evaluating queries, retrieval results are analyzed by an analysis module. The analysis module provides the function
to show several types of relationships using retrieval results and a database, see Section 5.
A letter database is a collection of letters. Each letter is described in XML format. Elements and attributes in
XML representation are defined. This database includes not only text of letters, but also original letter images. On
the other hand, a set of definition of named entities is stored in a named entity base, as shown in Fig. 2. A named
entity is specified in terms of a pair of a representative word of a named entity, and a set of its synonyms.
LMBC is implemented in Java. TreeTagger[16] and graphviz[4] are used for morphological analysis of docu-
ments and for drawing graphs, respectively.
3.2. Data structure of letters
Many letters in the Avery Brundage collection follow traditional manner for writing a letter. A letter consists
of an address of a sender, an address of a receiver, a date, a salutation, a body, a complimentary close, a signature,
a name of a sender, and so on. They are traditional components of a letter.
A letter is represented in XML, whose major elements are presented in this section. Fig. 3 shows the part of the
data structure of a letter. A collection of letters is defined using element <letters>. One letter is defined using
element <letter>. The sender and the receiver of a letter are indicated by elements <sender> and <receiver>,
respectively. Three child elements of each element, <name>, <organization>, and <address> are filled with
a name, an organization, and an address of the sender or the receiver, respectively. In general, a personal name
is written in diﬀerent ways, e.g., a full name is used, an initial of the first name is used, and a title of a person
is added, etc. Then, to prevent confusing representations of a personal name, a unique representation of the
name is needed. Attribute <id> shows a unique name of a sender and/or a receiver among a set of personal names.
Element <date> specifies a date that a letter is written on. This element includes three attributes year, month, and
day, whose values are a year, a month, and a day, respectively. Attribute standard is defined in <date>, which
specifies a uniform representation of the date. Value of <standard> is represented in the form of yyyy-mm-dd.
yyyy, mm, and dd are a year, a month, and a day, respectively. A body of a letter is set using element <text>.
Paragraphs in the body are indicated using <p>. Sentences indicating named entities are shown using element
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Table 1. Examples of definitions of named entities.
representative representation                           synonyms 
personal name 
Dr. Ohno Seishichi Ohno, Dr. S. Ohno,  Ohno 
Mr. Brundage  Avery Brundage,  A.Brundage 
Dr. M. Nagai Dr. Nagai, Matsuzo Nagai, M. Nagai 
conference name 
Cairo meeting The Olympic Congress at Cairo, the Cairo Session 
organization name 
5th Olympic Winter Games Committee Vth Olympic Winter Games Committee Sapporo 5th Olympic Winter Games Committee 
the International Olympic Committee the I.O.C. I.O.C. International Olympic Committee 
<body> 
It gives me great pleasure and honor to introduce to you Prof. 
<PersonalName> Dr. Ohno,Seishichi Ohno </PersonalName> , sub-chairman of the 
<OrganizationName> 5th Olympic Winter Games Committee,Vth Olympic Winter Games Committee Sapporo
</OrganizationName> 
1940. Prof. 
<PersonalName> Dr. Ohno,Ohno </PersonalName> 
is the Vice-President of 
<OrganizationName> the National Ski Association,the National Ski Association </OrganizationName>
.... 
Athletes who will participate in 
<Game> the World Ski Championships,the World Ski Championships </Game> 
. May I kindly ask that you will please render the necessary assistance and thanking you in 
advance. 
</body>
Fig. 4. An example of sentences which include named entities.
<body>. Receivers of copies of a letter are indicated by element <copy-receiver>. Moreover, an original letter
is kept in three formats, which are images, pdf, and text.
4. Management of letters
4.1. Initializing the description of a letter
Components of a letter are set into an individual element using an editor, which are a sender, a receiver, a
body, etc. First, the value of attribute standard in element date is computed from a written date. Next, a form
of a letter is arranged. And, words in the letter are selected, which are objects to be analyzed. For achieving this
and for counting frequencies of words, the following procedures are applied:
1. A morphological analysis system TreeTagger[16] is applied to sentences. A part-of-speech of each word is
obtained. If a part-of-speech of a word is a noun, a verb, an adjective, and a foreign word, such a word is
selected as an object for consequent procedures. Moreover, the original form of a selected word is obtained.
2. If a word is a stop word, such a word is removed from the objects at Step 1. An existing stop list[8] is used.
3. Nouns and noun phrases which are defined as named entities are sought from sentences. Such nouns and
noun phrases are replaced by tags for representing named entities, see Section 4.2. Then, there is a case
that diﬀerent named entities begin from the same word or the same characters. Longest match is applied to
select only one named entity. The longest match is a method for selecting the longest sequence of words or
characters corresponding to a named entity.
4. The number of a word and a named entity in the objects are counted as their word frequencies.
As the result at Step 3., named entities in sentences are replaced by representations in a form of tags. Element
<body> in the structure of a letter is filled with the result of this replacement.
4.2. Processing of named entities
In processing of letters, named entities are valuable information items[12], since they are treated as keywords
in many cases. Named entities are corresponding to names of persons, names of organizations, locations, and so
on. For example, a sender and a receiver are used for retrieving letters frequently. Moreover, letters including
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(a) the screen for retrieving letters.
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Fig. 5. Examples of screens for retrieving letters and for showing a letter.
the same named entities are seemed that these letters describe about the same topics. Many of named entities are
represented in nouns and noun phrases, and they are proper nouns.
Many proper nouns are appeared in letters. Then, there is the problem that the proper nouns are written in
diﬀerent ways, even if they are the same. For example, “Avery Brundage” is written as “A. Brundage”, and
“Mr. Brundage”, etc. “The International Olympic Committee” is written as “The I.O.C.”, “IOC”, etc. Moreover,
LMBC deals with many letters which describe sports as their topics. For analyzing the letters, sports become
keywords. Although a name of sports is not a proper noun, a sport is treated as a named entity. A sport is written
as diﬀerent representations, like personal names. For example, “foot-ball” is written as “football”, “basket-ball”
as “basketball”, etc.
LMBC provides a function to define synonyms of nouns and noun phrases corresponding to named entities.
Types of named entities in this system are as follows: personal name, game, organization name, conference name,
location, and sport. Besides definition of named entities, it is able to define keywords and key phrases, like named
entities. Because many named entities are treated as keywords and key phrases. Such keywords and key phrases
are defined in a named entity base, also.
Table 1 shows some examples of named entities. At first, a named entity is selected from letters. At the
same time, some synonyms of such a named entity are found. One noun or one noun phrase is selected among
a set of found synonyms, as a representative word. Table 1 shows some examples of named entities, in which a
representative word and their synonyms are shown. If a named entity does not have any synonyms, the named
entity is treated as a representative word, also.
A named entity in sentences is replaced using an element in a sense of XML. An example of sentences includ-
ing named entities is shown in Fig. 4. Each named entity is represented using a tag. The form for representing one
named entity is expressed as <tag> representative word,appeared word</tag>. tag is corresponding to
a sort of named entities, e.g., PersonalName, OrganizationName, Location, etc. The value of this element is
a pair of a representative word, and an appeared representation of a named entity in a sentence. For example, the
following element is appeared in Fig. 4:
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(a)  a graph for letter passing. 
(b) a graph for letter passing 
along by a time-line. 
; Dr. M. Nagai
; Sawada
; General MacArthur 
;Mr. Brundage
; indicates comment, it is not output on a screen.  
Fig. 6. Examples for visualizing letter passing.
<OrganizationName>5th Olympic Winter Games Committee,Vth Olympic Winter Games
Committee Sapporo</OrganizationName>.
In this case, named entity “Vth Olympic Winter Games Committee Sapporo” appears in a sentence. This
named entity is defined as OrganizationName, and its representative word is “5th Olympic Winter Games
Committee”.
As another example, a sender and a receiver of a letter are indicated by representative words of their names
for showing some graphs in many cases, see Section 5.
4.3. Retrieval of letters
Fig. 5(a) shows an example of a screen for specifying retrieval conditions. In this figure, retrieval conditions
are specified using the upper part of this window. Retrieval results are shown in the lower part of this window.
As retrieval conditions, some words, a sender, a receiver and a period indicated by dates are specified. A sender,
a receiver and a date are metadata of a letter. The date is specified by using time periods. On the top field
of window (a), some words and Boolean operators are able to be specified, as a Boolean expression. Pattern
matching between the Boolean expression and the value of element <text> which stores a body of a letter is
applied. Boolean operator, “and”, “or”, and “not” are usable. When a sender, a receiver and words are specified,
case-sensitive processing and processing of synonyms with respect to names and words are able to be specified.
When processing of synonyms is specified, synonyms defined as named entities are used for pattern matching.
For specifying a time period, duration of dates is specified. When the written date of a letter is included in the
specified duration, such letters are retrieved as retrieval results.
When one letter is selected among retrieval results, the selected letter is shown. Fig. 5(b) is an example of a
screen for showing one letter. Then, its pdf file is able to be shown, also.
5. Visualizing relationships among letters and words
Some graphs for visualizing relationships among letters and words are drawn. Most of graphs are drawn using
graphviz[4] which is a graph drawing tool.
1. An exchange of letters.
In a collection of letters, many correspondence of letters between two persons are found. Moreover, correspon-
dence in a short term are done for exchanging opinions between two persons. Exchanges of letters are made clear
by visualizing them. The system provides two types of graphs for representing letter passing, which are a letter
passing graph, and a letter passing graph along by a time-line. A letter passing graph is a directed labeled graph
which consists of a set of nodes, and a set of labeled links. The nodes are corresponding to a set of persons which
are senders and receivers. Such personal names are used as nodes. Then, a representative word of a personal name
defined as a named entity is used for showing a personal name. A directed link is set from a sender to a receiver.
A label is a letter identifier assigned to a letter. An example of this letter passing graph is shown in Fig. 6(a).
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(b) word occurrence graph reflecting an inverse 
word frequency.
(a)word occurrence graph of named entities
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Fig. 7. Examples of word occurrence graphs.
On the other hand, a letter passing graph along by a time-line is constructed by reflecting the order of written
dates of letters. At first, letters are sorted according to their written dates. And, personal names which are a
sender and a receiver are collected from letters. The vertical axis of this graph is a time-line, and sorted letters are
positioned along by the time-line. The label is set, which is a letter identifier. Each personal name is located along
by the horizontal axis. When a letter is shown in this graph, an arrow is drawn from a sender to a receiver. An
example of a letter passing graph along by a time-line is shown in Fig. 6(b). This graph is implemented in Java3D.
2. Letter-word relationships.
If letters describe about the same topics, they contain many same words. One way to show relationships
between letters and words is to draw a graph which consists of letters and words included in letters. This graph is
called a word occurrence graph. This graph consists of a set of nodes and a set of links. A set of nodes is a set of
letters and words. A link is set between a letter and a word, when the word appears in the letter.
There are two types of graphs. One is a graph whose nodes are only named entities, and letters. The other is
a graph whose nodes are specific words and letters. Then, drawn words satisfy a threshold with respect to a word
frequency. The ratio of the number of letters which contain a word to the number of all letters is computed. This
ratio is computed as (the number of letters which contain a word) / (the number of all letters), which is called a
document frequency ratio of a word.
Fig. 7(a) shows an example of the graph which is drawn using only named entities. In this graph, letters and
named entities are depicted by rectangles and ellipses, respectively. When some letters include many common
named entities, it seems that these letters describe about the same specific topics using the named entities. On the
other hand, Fig. 7(b) shows an example of a word occurrence graph. In this graph, only words are shown, which
satisfy a specified document frequency ratio of the word given by a user in advance. At the same time, named
entities are shown, even if they do not satisfy the document frequency ratio.
3. Word co-occurrence.
There is a case that a pair of two words occurs frequently in letters. These two words are included in several
letters at the same time. For example, “XIIth Olympiad” co-occurs with “Tokyo”, “Olympic” with “committee”,
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(a) An example of a word-word graph.
(b)An example of a given-word graph.
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Fig. 8. Examples of three word co-occurrence graphs.
etc. In order to evaluate whether specific two words co-occur, or not, the number of letters which include one of
the two words or both of them, and the number of letters which include both of them are computed. If a ratio
of the letters which include both of two words in each letter is high, it is seemed that these two words co-occur
frequently. The words which occur at the same time are collected together. A collection of such two words will
constitute a certain concept. Such concepts are useful for analyzing letters. Moreover, relationships of concepts
are made clear, since a collection of words appeared in letters are divided into some constituted concepts. Here,
a ratio of the co-occurrence of a pair of two words is measured by a Jaccard coeﬃcient [11]. This coeﬃcient of
words A and B is computed as (the number of letters which include both A and B) / (the number of letters which
include either of A or B, or both of them). When this ratio is high, a pair of A and B co-occur frequently, also.
A word co-occurrence graph consists of a set of words and a set of links connecting two words. Then, a
document frequency ratio of a word and a Jaccard coeﬃcient are specified as thresholds. Words and links are
drawn, when they satisfy these two thresholds.
The system provides four types of word co-occurrence graphs. They are as follows:
1. A word-word graph. This graph shows that pairs of two words occur frequently. An example of a word-word
graph is shown in Fig. 8(a).
2. A given word graph. This graph is drawn for showing connections of some words given by users. Fig. 8(b)
shows an example of a given word graph. The given words are indicated by duplicated ellipses.
3. A word-“named-entity” graph. This graph consists of named entities and other words as nodes, in which
the words except for named entities and related links satisfy the given thresholds. On the other hand, named
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entities and their related links are drawn, even if they do not satisfy the given two thresholds.
4. A “named-entity”-“named-entity” graph. Nodes are named entities only. All of named entities and related
links are drawn. Fig. 8(c) shows an example of a graph.
6. Concluding remarks
LMBC is a letter management system for supporting analysis of letters. This system has been developing as
a first step toward realizing the system which manages historical material, in particular, documents with respects
to sports. LMBC provides some mechanisms for managing letters, and for visualizing relationships among letters
and words. To implement these mechanisms, the structure for describing letters is defined, also.
Now, an original letter in the Avery Brundage collection is transformed into a description using a data structure
of a letter. Since many letters are written in a formal manner, a sender, a receiver, and a body are well formed.
A function is needed to transform an original letter into a form of the letter in a database semi-automatically.
Moreover, historical things, such as facts and persons, etc., are written in many letters. Several letters described
about the same historical things are found. Then, to develop two mechanisms are required. One is to summarize
related letters which describe about the same historic things. The other is to relate letters to webpages which
describe historic things described in the letters. The historical things are described in many webpages, in many
cases. These two mechanisms make easy to understand contents of letters.
References
[1] Avery Brundage : An Inventory of the Avery Brundage Collection at the University of Illinois Archives. http://archives.library.
illinois.edu/ead/ua/2620037/2620037f.html.
[2] Case, D.W., Conceptual Organization and Retrieval of Texts by Historians: The Role of Memory and Metaphor, Journal of the American
Society for Information Science, 1991, Vol.42, No.9, pp.657-668.
[3] Easley, D. and Kleinberg, J., Networks, Crowds and Markets, Reasoning about a Highly Connected World, Cambridge: Cambridge
University Press; 2010.
[4] Graphviz - Graph Visualization Software, Envisioning connections, http://www.graphviz.org/.
[5] Hangal, S., Lam, M., and Heer,J., MUSE:Retreiving Memories Using Email Archives, Proceedings of the 24th Symposium on User
Interface Software and Technology, 2011, pp.75-84.
[6] Kang, H., Plaisant, C., Elsayed, T., and Oard, D.W., Making Sense of Archived E-mail : Exploring the Enron Collection with NetLens,
Journal of the American Society for Information Science and Technology, 2010, Vol.61, No.4, pp.723-744.
[7] Lesk, M.Understanding Digital Libraries, 2nd edition, Sun Francisco: Morgan Kaufman; 2005.
[8] Lewis, D.D. CV1-v2/LYRL2004: The LYRL2004 Distribution of the RCV1-v2 Text Categorization Test Collection, http://jmlr.org/
papers/volume5/lewis04a/lyrl2004_rcv1v2_README.htm.
[9] Lewis, D.D. and Knowles, K., Threading Electronic Mail: A Preliminary Study, Information Processing and Management, Vol.33, No.2,
1997, pp. 209-217.
[10] Lie, S., Zhou, M., and Pan, S., Interactive, Topic-based Visual Text Summarization and Analysis, Proceedings of the 18th ACM CIKM,
2009, pp.543-552.
[11] Manning, C.D., Raghavan, P., and Schu¨tze, H. Introduction to Information Retrieval, Cambridge: Cambridge University Press; 2008.
[12] Nadeau, D. and Sekine, S., A Survey of Named Entity Recognition and Classification, Linguistic and Investigations, 2007, Vol.30, No.1,
pp.3-26.
[13] Safer, M., Farahat, H., and Mahdi, K., Analysis of Dynamic Social Network: Email Messages Exchange Network, Proceedings of the
11th iiWAS, 2009, pp.41-48.
[14] Sinn, D., Impact of Digital Archival Collections on Historical Research, Journal of the American Society for Information Science and
Technology, 2012, Vol.63, No.8, pp.1521-1537.
[15] Tyler, J.R., Wilkinson, D.M., and Huberman, B.A., Email as Spectroscopy: Automated Discovery of Community Structure within
Organization, The Information Society: An International Journal, 2005, Vol.21, No.2, pp.143-153.
[16] TreeTagger - a language independent part-of-speech tagger http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/.
[17] Vie´gas, F.B., Golder, S., and Donath, J., Visualizing Email Content: Portraying Relationships from Conversational Histories, Proceedings
of the SIGCHI 2006 Conference on Human Factors in Computing Systems, 2006, pp.979-988.
[18] Whittaker, S., Bellotti, V., and Gwizdka, J. Email in Personal Information Management, Communications of the ACM, 2006, Vol.49,
No.1, pp.68-73.
