Abstract. All positive harmonic functions in an arbitrary domain E of a Euclidean space can be decomposed in a unique way into extreme functions. The latter can be obtained by a passage to the limit from k y (x) = g(x,y) g (a,y) where g(x, y) is the Green function of the Laplacian and a is a fixed point of E. Our goal is to get similar results for a class of positive functions on a space of measures. These functions are associated with a superdiffusion X and we call them X-harmonic. Denote M c (E) the set of all finite measures µ supported by compact subsets of E. X-harmonic functions are functions on M c (E) characterized by a mean value property formulated in terms of exit measures of a superdiffusion. Extreme Xharmonic functions play the same role as their classical counterpart. We describe a limit process for getting these functions. Instead of the ratio
Introduction

X-harmonic functions. Suppose that L is a second order uniformly elliptic operator in a domain E of R
d . An L-diffusion is a continuous strong Markov process ξ = (ξ t , Π x ) in E with the generator L. A function h in a domain E is called ξ-harmonic (or L-harmonic) if, for every domain D E,
Here τ D is the first exit time of ξ from D. This condition is satisfied if and only if Lh = 0 in E.
Let ψ be a function from E × R + to R + where R + = [0, ∞). An (L, ψ)-superdiffusion is a model of an evolution of a random cloud. It is described by a family of random measures (X D , P µ ) where D ⊂ E and µ is a finite measure on E.
2 If µ is concentrated on D, then X D is concentrated on ∂D. We call X D the exit measure from D. Heuristically, it describes the mass distribution on an absorbing barrier placed on ∂D.
We put µ ∈ M c (D) if µ is a finite measure concentrated on a compact subset of D. We say that a function H : M c (E) → R + is X-harmonic and we write H ∈ H(X) if, for every D E and every µ ∈ M c (D),
P µ H(X D ) = H(µ).
(1.1)
For every domain D ⊂ E we have an inclusion M c (D) ⊂ M c (E). We say that H is X-harmonic in D if
P µ H(X O ) = H(µ) for all O D, µ ∈ M c (O). (1.2)
An element H of H(X) is called extreme if the conditionsH ≤ H,H ∈ H(X) imply thatH = const. H.
Fix a ∈ E and denote by H(X, a) the class of all positive X-harmonic functions H such that H(δ a ) = 1 [δ a is the unit mass concentrated at a]. Let H e (X, a) stand for the set of all extreme elements that belong to H(X, a). According to Theorem 3.1 in [Dyn04a] , the formula
establishes a 1-1 correspondence between H ∈ H(X, a) and probability measures ν on H e (X, a). Suppose that to every open set D ⊂ E and every µ ∈ M(E) there corresponds a random measure (X D , P µ ) on R d 4 such that, for every f ∈ B(E),
where u = V D (f ) satisfies the equation
(1.6) are the Green operator and the Poisson operator of ξ in D. We call the family X = (X D , P µ ) an (L, ψ)-superdiffusion if, besides (1.4)-(1.5) it satisfies the following condition.
1.2.A. [Markov property] For every µ ∈ M c (E) and every D E,
if Y ≥ 0 is measurable with respect to the σ-algebra F ⊂D generated by X O , O ⊂ D and Z ≥ 0 is measurable with respect to the σ-algebra F ⊃D generated by
3 In Section 4.1 we deduce the representation (1.3) from a result in [Dyn78] . 4 A random measure on a measurable space (S, B S ) is a pair (X, P ) where X(ω, B) is a kernel from an auxiliary measurable space (Ω, F ) to (S, B S ) and P is a probability measure on F . [We say that p(x, B), x ∈ E, B ∈ B is a kernel from a measurable space (E, B) to a measurable space (E , B ) if it is a B-measurable function in x and a finite measure in B.] 5 ψ(u) is a short writing for ψ (x, u(x) ).
The existence of a (L, ψ)-superdiffusion is proved for a convex class of functions ψ which contains functions ψ(x, u) = b(x)u α with bounded positive Borel b and 1 < α ≤ 2. [See, e. g., Chapter 4 in [Dyn02] .] It follows from (1.6)-(1.4) that
Let F stand for the σ-algebra in Ω generated by X D (B) where D E and B ∈ B(E). Denote by M the σ-algebra in M c (E) generated by the functions
We have:
A proof of this property can be found in [Dyn04b] ,Theorem 5.3.2.
H-transform. Let
The space (M, M) is a measurable Luzin space. 6 Therefore Kolmogorov's extension theorem is applicable to M O k . Fix a ∈ E and H ∈ H(X, a). Put P a = P δ a and consider a family
This implies
for all k and all Y ∈ F ⊂U k . Indeed, by (1.9), formula (1.10) holds for
The measure P H a is called the H-transform of P a . 8
Main results. We denote by
Fix a reference point a ∈ E and put We say that a sequence 
There exists a sequence ν n ∈ ∂D n such that, for every µ ∈ M c (E) and for every k,
(1.13)
Comparison with the Martin boundary theory. In 1941 Martin studied positive harmonic functions in an arbitrary domain
Denote by H(a) the set of all such functions equal to 1 at a ∈ E. Martin proved that every h ∈ H(a) has a unique integral representation
where µ is a probability measure on the set H e (a) of all exreme points of H(a). Formula (1.3) provides a counterpart of this result for X-harmonic functions.
A central role in the Martin theory is played by the function k
g(a,y) (g is the Green function of the Laplacian in E). In terms of the Brownian motion (ξ t , Π x ) it can be expressed by the formula
where
Note an obvious similarity between (1.14) and (1. 
We would like to prove that, if H ∈ H e (X, a), then there exist ν n ∈ M(∂D n ) such that
(1.15) Theorem 1.3 is a weaker statement. It implies only that (1.15) holds if, for some k, the functions
By (1.13) and (1.16),
However we do not know, if the condition of the uniform integrability of H n is satisfied.
The set H e (a) can be interpreted as the exit space for ξ. Proposition 1.5.B is applicable to a wide class of Markov processes ξ and it allows to describe the exit spaces for a number of interesting processes. [See, for instance, [Dyn64] and [Dyn66] .] To apply, in a similar way, Theorem 1.3, it is necessary to learn more about the functions H ν D (µ).
Proof of Theorem 1.1
The σ-algebra M is countably generated. First we prove that, if
Therefore, by 1.2.A,
for all A ∈ M which implies (2.1).
To prove Theorem 1.1, we consider any M × M measurable versionH ν D of the Radon-Nikodym derivative (1.6) and we put
This function is M × M-measurable. By (2.1) it coincides, for P D -almost all ν withH ν D (µ). By the Markov property 1.2.A,
To prove Theorem 1.2 we need some preparations.
Exit laws for Markov chains
3.1. Markov chains. Suppose (E n , B n ), n = 0, 1, 2, . . . is a sequence of measurable spaces. A Markov transition function is a family of kernels p(r, x; n, B),
for all r < k < n and all
. . } where x n ∈ E n is called a path. Consider the space Ω of all paths and denote by F ≤r [F ≥r ] the σ-algebra in Ω generated by {X n (ω) ∈ B n } with B n ∈ B n and n ≤ r [n ≥ r]. By Kolmogorov's theorem, to every x ∈ E 0 there corresponds a probability measure P x on F ≥0 such that
for all n > 0 and all B 1 ∈ B 1 , . . . , B n ∈ B n . The family (X n , P x ) is a Markov chain with the transition function p.
Exit laws. A sequence of positive measurable functions
We denote E(p) the set of all p-exit laws and we put F ∈ E(p, a) if F ∈ E(p) and F 0 (a) = 1. Suppose that p satisfies the condition:
3.2.A. If p(0, a; n, B) = 0, then p(m, x; n, B) = 0 for all x and all m < n.
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Let E e (p, a) stand for the set of all extreme elements of E(p, a). The formula
establishes a 1-1 correspondence between F ∈ E(p, a) and probability measures µ on F e (p, a) . This was proved in [Dyn78] , Section 10.2. Put 0, a; n, A) .
The Radon-Nikodym derivative ρ(m, x; n, y) = p(m, x; n, dy) ν n (dy) can be chosen to satisfy equation
for all r < k < n and all x ∈ E r , z ∈ E n .
F -transform. Suppose that F ∈ E(p, c)
. By Kolmogorov's theorem, there exists a probability measure P F x on the path space Ω such that
for every Y ∈ F ≥n . It is proved in [Dyn78] , Section 10 that, if F is an extreme element of E(p, a) and if F r (x) < ∞, then 
The Markov property 1.2.A of a superdiffusion implies that (X n , P µ ) is a Markov chain with the transition function
We call it the chain associated with the superdiffusion (X D , P µ ).
If H is X-harmonic and if F n is the restriction of H to M n , then F is a P-exit law. If H ∈ H(X, a) and if a ∈ D 0 , then F ∈ E(P, δ a ). This way we define a mapping j : H(X, a) → E(P, δ a ). On the other hand, if r < n and if µ ∈ M c (D n ), then, by the Markov property 1.2.A,
r (X r ) and therefore P µ F n (X n ) does not depend on n ≥ r. We define H = i(F ) by the formula
Every D E is contained in D n for sufficiently large n, and, by 1.2.A,
Hence, H ∈ H(X, a) and we have a map i : E(P, δ a ) → H(X, a). Clearly, i is the inverse for j and both mappings preserve the convex structure. It follows from the Absolute continuity property 1.2.B that P satisfies the condition 3.2.A and therefore the integral representation (3.1) of exit laws implies the integral representation (1.3) of X-harmonic functions.
Proof of Theorem 1.2. If
and therefore P(r, µ; n, dν)
On the other hand, by comparing (1.9) and (3.2), we get
. . exhausting E. By applying (4.2) and (4.3), we get (1.12) from (3.3).
Proof of Theorem 1.3. Every function H
and P = P H a . By Theorem 1.2, P (Ω γ ) = 1 and, by Fubini's theorem,
Hence the measure P is concentrated on each of sets {M µ k (M ω ) = 1} and therefore it is concentrated on their intersection. Since P (Ω) = 1, this intersection is not empty.
We need the following result , then the conditional mathematical expectation ρ n = P {ρ|A n } is equal to Q n (dx) P n (dx) where P n and Q n are the restrictions of P and Q to A n . Indeed, for every A ∈ A n , A ρdP = Q(A) = A ρ n dP . Therefore ρ n → ρ off a set C ∈ A such that P (C) = 0. A version of Q(dx) P (dx) can be defined as lim ρ n off C and a constant on C. 
