ABSTRACT: We evaluated daily and monthly statistics of maximum and minimum temperatures and precipitation in an ensemble of 16 regional climate models (RCMs) forced by boundary conditions from reanalysis data for . A high-resolution gridded observational data set for land areas in Europe was used. Skill scores were calculated based on the match of simulated and observed empirical probability density functions. The evaluation for different variables, seasons and regions showed that some models were better/worse than others in an overall sense. It also showed that no model that was best/worst in all variables, seasons or regions. Biases in daily precipitation were most pronounced in the wettest part of the probability distribution where the RCMs tended to overestimate precipitation compared to observations. We also applied the skill scores as weights used to calculate weighted ensemble means of the variables. We found that weighted ensemble means were slightly better in comparison to observations than corresponding unweighted ensemble means for most seasons, regions and variables. A number of sensitivity tests showed that the weights were highly sensitive to the choice of skill score metric and data sets involved in the comparison.
INTRODUCTION
Regional climate models (RCMs) are powerful tools that have the potential to provide high-resolution information both in space and time on the properties of a range of climate variables. On some occasions, data from a range of different RCM simulations are considered. A question in this context is how individual regional climate change scenarios can be converted into probabilistic climate change signals. This is relatively straightforward if models are used as they are without acknowledging the fact that different models are more or less good at representing today's climate. However, if model performance is to be considered, the situation becomes more complicated. To take this larger complexity into account, one idea, pursued in the ENSEMBLES project (Hewitt & Griggs 2005 , van der Linden & Mitchell 2009 , is the weighting of RCMs according to how adequately they simulate the recent past climate of the last decades. In this context, a number of different weights measuring various aspects of RCM realism have been considered (Christensen et al. 2010, this Special) . Here, as part of the ENSEMBLES effort, we investigated the match of RCM-simulated probability density distributions for maximum and minimum temperature and precipitation to those based on observational data.
Forced with boundary data from reanalysis products such as ERA40 (Uppala et al. 2005) , RCMs have been shown to adequately simulate important aspects of the climate of the recent past decades, including not just long-term seasonal means but also extreme events of e.g. temperature and precipitation ). When forced by global climate models (GCMs), RCMs have been found to sometimes produce large biases in the mean climate (e.g. Räisänen et al. 2004 ) and even more so in terms of extreme conditions (e.g. Moberg & Jones 2004 , Beniston et al. 2007 , Kjellström et al. 2007 , Rockel & Woth 2007 , Nikulin et al. 2010 . Kjellström et al. (2007) showed that there is a considerably larger spread between RCMs at the tails of the temperature probability distributions than in simulated means both in today's climate and in the simulated climate change signals. This spread in the climate change signal was large even when the forcing conditions were taken from the same GCM following the same emissions scenario. Such a large spread indicates a sensitivity of the results to the formulation of the RCM. Kjellström et al. (2007) investigated the daily maximum and minimum temperature by studying fixed percentiles from the empirical probability distributions. This approach gave a first indication of some of the quantiles of the probability distributions which had the largest biases, but did not give information on the whole distribution. Here we evaluated the models' ability to represent the whole probability distributions simultaneously by using the skill score (SS) metric presented by Perkins et al. (2007) . Earlier, Boberg et al. (2009a,b) used this method to compare the daily precipitation in the PRUDENCE and ENSEMBLES simulations by comparison with the European Climate Assessment (ECA; Klein Tank et al. 2002) observational data set. In addition to evaluating daily data of precipitation and minimum and maximum temperatures, we also performed a comparison of probability distributions of monthly precipitation data. By looking at those 2 data sets simultaneously, we obtained a broader picture of how RCMs reproduce the observed climate. Examples are given of model behaviour in different regions of Europe and in different seasons. Results from 16 downscaling experiments of the ERA40 reanalysis data to 25 km horizontal resolution were evaluated against observations. Further, we calculated combined weights based on the evaluation for each model. The resulting weights (SSs) are dimensionless numbers ranging between 0 and 1 that are suitable for weighting model results in order to construct probabilistic climate change scenarios based on a given experimental setup as in the EN-SEMBLES project (Christensen et al. 2010 , Déqué & Somoto 2010 . Finally, we investigated whether a weighted mean outperforms an unweighted mean when evaluated against observations.
DATA AND METHODS

RCM data
We used data from 16 climate simulations with RCMs run at approximately 25 km grid spacing (Table 1 ). All models that operated on a rotated latitude-longitude grid had the majority of their model domain in common (Fig. 1) , i.e. they worked on an identical grid (see Table 1 ). The other models operated on Lambertconformal grids that were not internally identical and not identical to the rotated ones. Data from these other models were interpolated to the common rotated latitude-longitude grid shared by the others. All models were forced by lateral boundary conditions and sea surface temperatures from the European Centre for Medium Range Weather Forecasts (ECMWF) reanalysis product ERA40 (Uppala et al. 2005) .
From the models, we used time series of daily minimum and maximum temperatures at the 2 m level and daily precipitation as well as monthly precipitation for The first number (left) represents the RCM time step; the second number (right) is the sampling interval used for maximum and minimum temperatures Table 1 . Regional climate models from which data were analysed. RPN: Recherche en Prévision Numérique. Full forms of other institutes in Table 1 of Christensen et al. (2010, this Special) the time period . Data were downloaded from the ENSEMBLES regional data distribution centre at DMI (http://ensemblesrt3.dmi.dk). The time steps used in the different RCMs for calculating daily maximum and minimum temperatures varied between 2 and 15 min, except for the ETH and CNRM models, for which they were estimated based on instantaneous 3-or 6-hourly data (Table 1) .
Daily and monthly observational data
Model results were compared to daily minimum and maximum temperature and precipitation from a gridded observational data set (E-OBS) that is based on the largest existing pan-European data set with daily data extending back to 1950 (Haylock et al. 2008 , Klok & Klein Tank 2009 . A benefit from using this particular data set is that it is constructed on the same rotated latitude/longitude grid that was used by most of the RCMs, implying that no further interpolation was needed for most of the RCMs. In a comparison with other existing data sets from more dense networks in smaller regions, Hofstra et al. (2009) found that E-OBS correlated well with these other data sets. However, they also found that relative differences in precipitation could be large, and that they were usually biased toward lower values in E-OBS. Monthly precipitation was calculated as the sum of all precipitation on each day of a month.
Metrics used for daily data
A description of the metric we used for comparing daily minimum and maximum temperatures and precipitation to E-OBS is given by Perkins et al. (2007) . Empirical probability distribution functions (PDFs) were first constructed by binning data in N number of bins according to temperature or precipitation amount, and then generating a dimensionless 'match metric' or SS based on the overlap of the RCM and observation PDFs. A perfect overlap results in an SS of 1, whereas the score is close to 0 for a low degree of overlap:
(1)
Metrics used for monthly precipitation data
For the monthly precipitation data, we used the same SS as defined in Eq. (1) but for the discussion also an additional metric to test the sensitivity of the resulting weights to the choice of scoring metric. This second metric was taken from Sánchez et al. (2009) and consisted of a collection of 5 functions measuring different aspects of model probability distribution characteristics. These are: the distribution as a whole in terms of mean (Eq. 5) and total area (Eq. 2), the precipitation amounts for more intense precipitation in the upper (Eq. 3) and moderate precipitation in the lower (Eq. 4) half of the distribution divided by the median and the width of the distribution through the variance (Eq. 6). These 5 measures are all constructed so that a value close to 1 indicates that the RCM is close to observations while a value close to 0 indicates that the RCM is far from the observations. Finally, the 5 numbers are multiplied by each other giving a final dimensionless SS that also is between 0 and 1.
Data handling including area averaging
SSs were calculated for 8 European regions ( Fig. 1 ) as well as for the entire continental land area between 36°and 70°N and 10.5°W and 30°E (EU) for each nominal season (winter: DJF, spring: MAM, summer: JJA, autumn: SON) and as an annual mean calculated as the average of the SSs for the 4 seasons (annual: ANN).
Daily maximum and minimum temperatures were binned into 0.5°C intervals for all grid boxes for which observational data were available, i.e. land areas. Different methods of averaging over different regions were tested for all models: (1) by pooling data from all grid points within each region into 1 common probability distribution before calculating the SSs, and (2) by first averaging temperatures for each day in a region and then calculating the SSs. We note here that the first method keeps all fine details but mixes spatial and temporal variability. The second method smoothes local, fine details. We also used a third method (3), in which SSs were first calculated for each grid box, and thereafter averaged over the area. In this case, data from models operating on other grids were first interpolated to the common rotated latitude-longitude grid before SSs are calculated. The first method was our reference, while the 2 others were only used to test the sensitivity of the score to the aggregation procedure.
For the daily precipitation analyses, we defined dry days as days with precipitation <1 mm and removed these from the precipitation data. PDFs were then calculated from the remaining daily data for each region and model by first binning the data into bins of 1 mm width starting at 1 mm. The impact of using a threshold is discussed in Section 4.3.
For the monthly precipitation analysis, data were aggregated in the regions according to the first method outlined above (this section) for daily data. This pooling of data provided a large sample for deriving the empirical percentiles. We note here that these monthly data also included dry days, which were excluded from the daily precipitation analyses.
Comparing RCM results to observations at different parts of the PDFs
To obtain a more detailed picture of why some RCMs achieved high and others low SSs, we calculated biases for each RCM with regard to the observations at a number of percentiles (1, 5, 10, 25, 50, 75, 90, 95 and 99) based on all data in a region. These biases in different parts of the PDFs allowed us to identify where different RCMs had problems and may help explain why SSs differed between models.
Combination of SSs into one weight per RCM
A combined weight (w irs ) for each model (i), region (r) and season (s) based on our model evaluation was calculated according to: (8) with SS as in Eq. (1). Indices PRD, PRM, TXD and TMD denote daily and monthly precipitation and daily maximum and minimum temperatures, respectively. It can be seen from Eq. (8) that the influence of monthly data was downgraded, as we took the square root of the resulting weight (SS PRM ) when combining it with the others. The rationale for this downgrading is that while the daily data are seen as largely representing regional information and hence form a relevant RCM metric, the monthly precipitation fields are much more strongly controlled by the driving GCM but are still worthwhile to evaluate as discussed in Section 4.1 below. The dimensionless weight (w irs ) was normalised and takes a number between 0 and 1.
A final overall weight for each model (w i ) was calculated by averaging all individual weights (w irs ) over the 4 seasons and the 8 European regions. This final weight (w i ) was intended to be used in the weighting system described by Christensen et al. (2010) . Fig. 2 shows the geographical distribution of the SSs for daily minimum temperatures in winter. The SSs were generally highest in an area in western central Europe and lower in the north and in the south. In par-
RESULTS
Daily maximum and minimum temperatures
· · · · ticular, many models had problems in northern Scandinavia. A few RCMs stand out in that they achieved lower SSs compared to most others in much of Europe. One of these is REMO, which had excessive problems particularly in southern Europe. This is related to an unrealistically high occurrence of temperature values around 0°C that was caused by the representation of freezing and thawing processes in the soil. In REMO, as used for this study, the soil temperature was kept at 0°C until the entire soil water within a grid box was either frozen or liquid. This is unrealistic for such a subgrid process and has been modified for newer REMO versions (D. Jacob pers. comm.). REMO also achieved a low SS for daily maximum temperature (Fig. 3) , which led to an overly extensive snow cover in this region, further exacerbating the cold bias (not shown). Most other models gave higher temperatures, and differed relatively substantially from E-OBS, in northern Scandinavia (Fig. 3) . A more detailed look into the biases in that region at different temperature intervals revealed that all models except REMO and MRCC4.2.3 showed the largest positive biases during the coldest days (e.g. 1st or 5th percentiles), while biases were smaller in situations with relatively warmer conditions. As the horizontal and vertical grid spacings in the RCMs were fairly coarse (25 × 25 km in the horizontal, and typically the lowest model level was some 50 to 100 m above ground) they did not allow for a fair representation of strong inversions or local conditions. Strong near-surface inversions are common in winter in this area. Furthermore, many of the observational stations in the area are located in valleys that may be much colder than the surrounding terrain when these strong inversions prevail. Alternatively, biases may reflect the fact that the station density is low in this area (Haylock et al. 2008) , or that the stations are representative of open land conditions while model results represented a mixture of different vegetation types dominated by forests in this region (Nikulin et al. 2010) . Taken together, these potential problems with RCMs and observational data indicate that the biases are more a consequence of the fact that the 2 data sets represent different features than an indication of a systematic model error. We also note that the problem was less pronounced for maximum temperatures in winter (not shown), further indicating that this is a problem mostly concerning the coldest situations. Fig. 4 shows the geographical distribution of the SSs for daily maximum temperatures in summer. Some features that could be observed in many models included a generally relatively poor agreement in Scandinavia and in parts of the Mediterranean area and a 'lake problem' evident for the large lakes in northern Europe. Many RCMs that included lake models showed low SSs over the large lakes in northern Europe. The RCMs with lake models are probably more representative of the real temperatures above the lakes than the observational data set that was derived based mainly on land stations (see Kjellström et al. 2005 for a comparison of simulated and observed temperatures over Lake Ladoga and Lake Vänern). Fig. 5 reveals that the match between observations and model simulations was different in different parts of the probability distributions. A group of models including RCA3, ALADIN, RM4.5, HIRHAM5, GEMLAM and RCA3.0 exhibited increasingly large cold biases towards the high end of the probability distribution. The other RCMs showed increasingly warmer biases (or smaller cold biases in the case of HIRHAM and-PROMES) towards the high end of the probability distribution. Notably, HadRM3Q3 showed very low SSs in large parts of southern Europe. These were associated with a large overestimation of daily maximum temperatures, in particular for warm occasions in this region (not shown), that also influenced the area average over Europe (Fig. 5) .
Daily precipitation
Skill scores for daily precipitation were high in large parts of Europe in winter (Fig. 6 ). Relatively poor agreement was seen in the Mediterranean area and in the northernmost part of the model domain, including parts of Scandinavia, Finland, Russia and Iceland in most models. Compared to maximum and minimum temperatures as discussed above, the SSs for precipitation were generally higher. The relatively high SSs for precipitation were a result of good agreement in the low and central parts of the probability distributions (Fig. 7) . Contrastingly, Fig. 7 reveals poor agreement to observations and a large spread among the RCMs for the wettest quartile. It also shows that the overestima- Temperature bias (°C) Percentile Fig. 3 . For each model, the area-averaged bias over Scandinavia (SC in Fig. 1 ) in winter (DJF) daily minimum temperature compared to E-OBS at different percentiles. Model names given in Table 1 . Dashed black line: median of the 16 models tion in precipitation became worse with increasing precipitation in most models. One exception was MRC4.2.3, which simulated drier conditions than indicated by the observations. This overestimated heavy precipitation is in agreement with the findings of van Meijgard et al. (2008) , who investigated precipitation extremes in a majority of the RCMs used here as compared to the E-OBS data. Here we note that this may be related to precipitation associated with extreme events in E-OBS being too low (Hofstra et al. 2009 ).
In summer the SSs were slightly lower than in winter in a majority of the models and in large parts of the domain (not shown). This may be related to the fact that the distribution of daily precipitation is wider in summer than in winter, which makes it more difficult to achieve an equally good match, as we used the same bin width in both seasons. Alternatively, it may be an indication of the fact that the RCMs are more free to develop their own climate, as the influence of the large-scale circulation is weaker in summer than in winter. However, it should also be noted that some models were equally as good in summer as in winter. This holds for 2 of the 3 members of the Hadley Centre perturbed physics ensemble (HadRM3Q0 and HadRM 3Q16), while the third member (HadRM3Q3) showed considerably lower SSs. As in winter, there was a tendency for many models to simulate too much heavy precipitation (Fig. 7) . Again this was most pronounced for the upper-end percentiles. In low and central parts of the probability distribution, the agreement was better, but with a systematic dry bias in all models at the lower quartile.
Monthly precipitation
Monthly statistics for wintertime precipitation showed that the models generally had the most problems in representing precipitation in the Mediterranean region, while SSs were relatively high in the British Isles (Fig. 8 ). The figure shows that different models were best in different regions; there was no clear overall 'winner' that outperformed the others. The same was true also for summer. Skill scores were about equal in summer and winter in most regions apart from the Mediterranean area, where the agreement between models and observations on average was better in summer.
Biases, relative to E-OBS, of monthly precipitation at different percentiles are shown in Fig. 9 . The spread between different RCMs was large, and for some models the biases were large, in particular at low percentiles. All models but CNRM gave too much precipitation in winter. In summer, large biases were seen at low percentiles, while biases were smaller than in winter at mid-and high percentiles. There was no clear dry or wet bias in summer as in winter, but there was a tendency for increasingly wet biases (or decreasingly small dry biases) at higher percentiles.
DISCUSSION
The methods used to calculate the SS metrics presented above are straightforward, and the SSs are seemingly objective. However, as there is a range of choices made in selecting data, calculating SSs and combining them into final weights, the exercise is of course associated with a large degree of subjectivity. In this section, we investigate how the results may change by using different data sets or other methods for area averaging in a region, for calculating the individual SS metrics and for combining the weights.
Sensitivity to the choice of bin width and threshold for precipitation data
For daily precipitation, we note that the results were sensitive to the choice of threshold that we set at 1 mm d -1 as our reference. By instead choosing a threshold of 0 mm d -1 , we obtained very high SSs, while lowering the threshold to a small number like 0.1 mm d -1 led to much lower SSs (not shown). This is related to the fact that many RCMs had too many days with drizzling rain with small (i.e. < 1 mm d , these simulated drizzle events tended to fall in the same bin as the observations did, as no precipitation was registered by the collectors on dry days. If, however, we used a slightly higher threshold (e.g. 0.1 mm d -1 ), the agreement was no longer there as the models simulated too many precipitation events in the first bin. With increasingly larger thresholds, approaching 1 mm d -1 , the SSs improved. Also, the bin width was important, but only if we used thresholds < 1 mm d research, appears to be a good threshold in that it removes drizzle discrepancies between observations and models. Finally, we note that low intensity precipitation does not contribute significantly to the total amount of precipitation (Dai 2001) , further justifying a threshold of 1 mm d -1 for daily data.
Sensitivity to the choice of daily or monthly precipitation data
When comparing daily and monthly frequency distributions, it is important to notice that monthly values are the average of all days in a month including both Table 1 . Dashed black line: median of the 16 models dry days with no precipitation and days with light, moderate and/or extreme precipitation. This implies, on one hand, that monthly data include data from days not included in daily PDFs (as days with no precipitation fall below our chosen threshold, see Section 4.1). On the other hand, extreme daily precipitation amounts can be smoothed in accumulated monthly totals that also include a large number of days with little or no precipitation. In fact, it can be seen that the more the average is made towards annual values, the more Gaussian the distribution is (Lettenmaier 1995 ). An additional complication when comparing daily and monthly data is that the distribution of monthly data depends on the autocorrelation structure of the daily data. Thus, even if a model got the distribution of the daily data exactly right, this will not necessarily result in a correct monthly distribution. Comparing Figs. 7 and 9 reveals large differences in the biases of monthly and daily data. While daily data, only including data above the threshold, showed relatively good agreement to observations at the low end of the PDF, monthly data including dry days disagreed the most at this part of the PDF. Differences in agreement with observations between daily and monthly data were also manifested in the calculated SSs. Fig. 8 shows the SSs based on both monthly and daily precipitation data calculated with the same metric (Eq. 1). As can be seen, the daily based SSs were higher than those based on monthly data. The reason for this may be related to the low threshold for the daily data removing the dry days -for which models and observations tended to disagree (see Section 4.1) -from the statistics. We note that the ranking of the models differed significantly depending on which data set was used here. It was not the case that a 'good' model in representing daily data was necessarily 'good' in terms of representing monthly statistics. This can be seen by comparing the ranking of the models by looking at individual bars or by noting the low degree of correlation between the 2 data sets for each region. The correlation coefficient (0.51) was statistically significant at the 95% significance level only for the British Isles in summer. The differences in these 2 data sets clearly illustrate that monthly and daily precipitation statistics behave differently, such that both should be considered for model evaluation purposes.
Sensitivity to the sampling models for daily maximum/minimum
In addition to the choice of data sets, different ways of calculating maximum and minimum temperatures in the RCMs also introduces a source of uncertainty. The longer time steps for storing data in CLM and RM4.5 (Table 1) imply that those models may underestimate 
9 9 9 9 9 9 9 10 10 10 10 10 10 10 10 10 11 Table 1 . Dashed black line: median of the 16 models extremes as they may not coincide with the fixed time steps every 3 or 6 h. Judging from the calculated SSs, it appears that CLM did not perform worse than the other models for minimum temperatures in winter (Fig. 2) . RM4.5, on the other hand, showed relatively low SSs. A closer look at biases in different parts of the PDFs revealed that RM4.5 had exceedingly large warm biases closer toward the cold side of the PDF, both in Scandinavia (Fig. 3) , but also in other areas (not shown). However, it is difficult to judge if this is indeed a problem with sampling, as RM4.5 and ALADIN behaved very similarly, both in terms of SSs and bias structure. The situation in summer showed that SSs for maximum temperatures were a bit lower in CLM than in some of the other models, including RM4.5 (Fig. 4) . This may indicate that the absolute maximum was not captured by the 8 instantaneous numbers available for each day in CLM. However, we also note that CLM was warm biased in the warm part of the PDFs (above the 75th percentile, reaching about 2°C at the 95th and 99th percentiles, cf. Fig. 5 ), implying that even higher temperatures would not necessarily lead to a higher SS. RM4.5, which achieved a relatively high SS in summer, showed an increasingly cold bias at higher percentiles in summer, possibly indicating that sampling was too infrequent to record the highest temperatures in the course of the day. For the other RCMs, differences in time steps for calculating maximum and minimum temperatures were between 2 and 15 min, which may also have had some impact on the results. However, we assume that these differences were relatively small compared to other differences between the different RCMs in terms of how they represent sub-grid scale processes in their parameterisation schemes and also in terms of the relatively coarse horizontal resolution considered.
Sensitivity to the choice of area averaging
Area-averaged SSs for all RCMs for the 8 different sub-regions as calculated by Methods (1) and (3) outlined in Section 2.5 were similar as exemplified for daily minimum winter temperatures in Fig. 10 . The 2 methods differ, as particularly (1) is 'forgiving' in a sense that it mixes spatial and temporal variability. Consequently, SSs were generally higher in (1) compared to (3), which retains more of the geographical information from the RCM. The 2 methods showed that the ranking between the different models did not change significantly depending on which method was used. This can be seen from the correlation coefficients that correlated the 2 sets of SSs with each other. Method (2) is somewhere in between (1) and (3) in terms of how much of the geographical information is kept. Skill scores calculated by method (2) were very similar to those shown in Fig. 10 , also in terms of ordering of models (not shown). The implication is that a model that is 'good' in the comparison to observational data is also 'good' if area averaging is done in another way.
Sensitivity to the choice of SS metric
For monthly precipitation, we present SSs for winter (DJF) based on the 2 methods outlined above (Eqs. 1 & 7) in Fig. 11 . The difference in absolute numbers was very large, with the Perkins et al. (2007) method (Eq. 1) giving much higher numbers compared to that used by Sánchez et al. (2009) (Eq. 7) . The difference in absolute numbers calculated by the 2 methods was much larger than when comparing SSs based on monthly and daily data calculated with the same SS (Eq. 1) as presented in Fig. 8 . In addition to the inclusion of more days with little or no precipitation, as discussed above, the differ- Table 1 . The SS is dimensionless and takes a number between 0 and 1 ent formulations of SSs also contributed to the larger differences. Specifically, the Sánchez et al. (2009) method, in which 5 scores between 0 and 1 are multiplied, leads to overall lower SSs. We note here that the SSs calculated by the 2 methods did not agree on which models were the best (or worst) in all regions, and the degree of correlation between the methods was always much lower compared to that for different methods of area averaging as described above. On the other hand, the degree of correlation between the 2 methods was statistically significant and higher in more areas than in the case of monthly and daily data as discussed above. A similar picture was also seen for other seasons (not shown).
Combined weights
The results for the different seasons, variables and areas generally showed that there are areas/seasons for which some models were better than others for the different variables (Table 2 ). In the individual seasons, it was not possible to pick a 'winner' in all areas, but taken as an average over the whole year, RACMO2 stands out with the highest ranking in 6 of the areas investigated as well as for the whole continent. This is also the model that ranked as the best in terms of overall performance. The second best in an overall sense was the high-sensitivity HadRM3Q16, which showed a good ranking in winter and summer while it was intermediate among the other models during the transition seasons. A few models that performed less well than the others in most areas and seasons can be identified from Table 2 . Many of the other models showed good performance during part of the year, or in part of the domain, and worse agreement in others. An example of such behaviour is REMO, which was the overall best model in summer, while its performance during spring ranked among the poorest models. The latter may be related to the temperature biases close to 0°C, as discussed above. Other similar examples include the RCA3.0 and ALADIN, whose performance was among the best in some areas, while in others those particular models ranked among the worst. These results clearly show that depending on area and season of interest, different models have different skills in representing the observed climate. An implication of this is that a general measure of overall skill in the whole model domain, and/or for all seasons, is not necessarily the best measure of skill in individual regions and seasons.
Evaluation of the weighting
As a test of the use of the weights in order to improve an RCM ensemble, we tested whether a weighted model mean outperforms an unweighted arithmetic mean. The weighted ensemble mean (WEM j ) was calculated as (9) where w irs is the model specific weight (Eq. 8) and VAR j is the variable in question. Weighted ensemble mean seasonal averages showed very small differences with regard to the unweighted averages (not shown). For daily maximum and minimum temperature, this means generally < 0.1°C for most grid boxes and correspondingly <± 30% for precipitation, although larger relative biases do occur in mountainous areas and in the dry Mediterranean area in summer. These small differences are a result of the small spread in the overall weights (Table 2 ).
An additional test was done in which we constructed more discriminating weights based on the overall ranking of the models (Table 2) . This was achieved simply by assigning each model a number from 1 (the poorest model) to 16 (the best model) and then normalising so that their sum was 1. In this way, the spread between good and poor models was more pronounced than with the original weights, and the results showed slightly larger differences between the weighted and unweighted ensemble means. For daily maximum and minimum temperature, differences between the 2 means were up to 0.3 to 0.4°C for some parts of the domain (not shown). Even if these differences between the 2 ensemble means were relatively small, the 2 did differ significantly in a statistical sense in a relatively large fraction of the model domain. This is presented in Table 3 , which also shows to what extent the weighting leads to an overall improvement or worsening of the agreement between the ensemble mean and the observations. It can be seen that the weighting leads to a statistically significant improvement in a larger fraction of the domain than where it leads to a deterioration. This holds true for all variables and seasons with the exceptions of maximum temperature and precipitation in summer and minimum temperature in winter. Similarly, for the weighted ensemble mean calculated by Eq. (9), there were improvements in larger fractions of the area compared to where the results get worse (not shown). These results show that weighting mostly leads to small, but statistically significant, improvements compared to unweighted ensemble means. However, the results also underline the fact that the weights are based on the overall ranking that takes into account several variables and seasons implying that weighting may lead to a worse agreement with observations. WEM 
SUMMARY AND CONCLUSIONS
• Biases in daily minimum temperature were large in northern Europe during winter, most notably for low end percentiles, when most models tended to simulate too warm conditions. These differences between models and observations tended to be largest in northern Scandinavia. Possibly, this discrepancy is more a consequence of the fact that observations and models represent different features than an indication of a systematic model error in this area.
• The highest SSs for daily maximum temperature in summer were seen in parts of central Europe in many models. Worse agreement was obtained in Scandinavia and also in southern Europe in some models. Biases in different regions were different, both in sign and amplitude, in different parts of the probability distributions among the RCMs.
• Biases in daily precipitation were most pronounced in the wettest part of the probability distribution where the RCMs tended to overestimate precipitation compared to the E-OBS data set. The overestimation grew with increasing amounts of precipitation. Skill scores were higher for precipitation than for temperature due to a good correspondence between models and observations for moderate precipitation.
• The calculated SSs and the evaluation performed here indicated that some models performed poorly for some variables and seasons. The underlying reasons for this were not revealed by our analysis, although results of this type may assist in identifying potential problems in different models.
• Applied on the present data set, the Perkins et al. (2007) method (Eq. 1) for calculating SSs gave a relatively small spread among the models. This is not surprising, as the method, by definition, integrates over the entire probability distributions. Further, positive and negative biases gave similar SSs, and biases in different parts of the probability distribution had equal influence on the resulting SS.
• The evaluation performed here over different variables, seasons and regions showed that some models can be better/worse than the others in an overall sense but that no model is best/worst in all aspects. The evaluation showed that some models performed well in some regions and seasons and poorly in others. An implication of this is that preferably the whole ensemble should be used in studies of climate change and impact studies. Another implication is that weighting of a model ensemble possibly should not be based on overall performance measures of the models, but instead should be based on different weights for different regions, seasons, variables, etc., depending on individual applications.
• The sensitivity to area averaging over the regions in Europe was small as the resulting SSs and ranking of models were similar regardless of whether area averaging was done before or after calculating SSs.
• The sensitivity to choice of SS metric was very large. The 2 different methods used for calculating SSs for monthly precipitation gave substantially different numbers and also different rankings of the models.
• The sensitivity to choice of input data was large. The same SS metric based on daily data excluding dry events, or monthly data including both wet and dry events, gave very different results in terms of model ranking. This was most likely a result of the fact that the underlying PDFs differed, and that dry days were excluded from the daily data.
• We found that weighted ensemble means were closer to observations than corresponding unweighted ensemble means for most, but not all, variables and seasons. This is the result of there being statistically significant improvements in a larger fraction of the domain than where the agreement deteriorated. This held true both for the original weights calculated from the SSs presented here and for more discriminating weights based on a ranking of the models. The differences, however, were small: for daily minimum and maximum temperatures, generally below 0.1°C for most grid boxes for the original weights, and most often below 0.3 to 0.4°C for the more discriminating weights.
