Abstract-This paper develops adaptive step-size blind LMS algorithms and adaptive forgetting factor blind RLS algorithms for code-aided suppression of multiple access interference (MAI) and narrowband interference (NBI) in DS/CDMA systems. These algorithms optimally adapt both the step size (forgetting factor) and the weight vector of the blind linear multiuser detector using the received measurements. Simulations are provided to compare the proposed algorithms with previously studied blind RLS and blind LMS algorithms. They show that the adaptive step-size blind LMS algorithm and adaptive forgetting factor blind RLS algorithm yield significant improvements over the standard blind LMS algorithm and blind RLS algorithm in dynamic environments where the number of interferers are time-varying.
I. INTRODUCTION
C ODE-DIVISION multiple-access (CDMA) implemented with direct-sequence (DS) spread-spectrum signalling is among the most promising multiplexing technologies for cellular telecommunications services such as personal communications, mobile telephony, and indoor wireless networks. The advantages of DS/CDMA include superior operation in multipath environments, flexibility in the allocation of channels, the ability to operate asynchronously, increased capacity in bursty or fading networks, and the ability to share bandwidth with narrowband communication systems without undue degradation of either system's performance [7] .
Demodulating a given user in a DS/CDMA network requires processing the received signal to minimize two types of interference, namely, narrowband interference (NBI) and wideband multiple access interference (MAI) caused by other spread-spectrum users in the channel, as well as ambient channel noise [7] . NBI is caused by the coexistence of spread spectrum signals with conventional communications; see [7] and [9] for a recent review of active NBI suppression methods that have resulted in substantial gains in DS/CDMA systems.
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MAI arises in DS/CDMA systems due to the fact that all users communicate through the same physical channel using nonorthogonal multiplexing. The use of nonorthogonal signature waveforms (which results in MAI) has many advantages in wireless CDMA systems such as greater bandwidth utilization under conditions of channel fading and bursty traffic.
The conventional (single-user) detector, which suppresses the MAI using code-matched filtering, is very sensitive to the near-far problem, i.e., differences between the received energies from the desired user and interfering users. The optimal multiuser detector [18] , despite excellent performance for suppressing MAI, is disadvantaged by exponential computational complexity and the requirement of knowledge of all delays, amplitudes, and modulation waveforms.
Recently, blind multiuser detection techniques [6] , [14] , [15] have been developed that allow one to use a linear multiuser detector for a given user with no knowledge beyond that required for implementation of the conventional detector for that user. Blind multiuser detection is useful in mobile wireless channels when the desired user can experience a deep fade or if a strong interferer suddenly appears. The advantage of these methods is that they demand no knowledge of system parameters (the only knowledge required is the signature-sequence of the user of interest and that the channel general properties fits that of the model). In [6] , a blind least mean square (LMS) algorithm is given for linear minimum mean square error (MMSE) detection. In [15] , a code-aided blind recursive least squares algorithm for jointly suppressing MAI and NBI is given, together with convergence analysis.
Although the performance of the blind interference suppression algorithms in [6] and [15] are heavily dependent on the choice of step size and forgetting factor, the question of how to choose an appropriate step size has not been studied in detail. The main contribution of this paper is to derive a blind LMS algorithm that adaptively varies the step size to minimize the mean output error and, thus, achieve joint MAI and NBI suppression. For convenience, we call this adaptive step size blind LMS algorithm the AS-LMS algorithm. We also present a blind RLS algorithm that adapts the forgetting factor to minimize the mean output error. We call this adaptive forgetting factor blind RLS algorithm the AF-RLS algorithm.
The AS-LMS algorithm involves cross coupling two LMS algorithms-one LMS algorithm adapts the tap coefficients of the linear multiuser detector, and the other LMS algorithm adaptively computes the optimal step size for the first LMS algorithm. The motivation for the AS-LMS algorithm comes from Benvenisteet al. [1] and consequently exploited in [2] , where a general class of such algorithms was proposed. More recently, Kushner and Yang [11] have proved convergence of these algorithms (see also [12, Sec. 3.2, ). Similarly, the AF-RLS algorithm involves cross coupling a RLS algorithm for adapting the tap coefficients of the linear multiuser detector together with a LMS algorithm that adaptively computes the optimal forgetting factor for the RLS algorithm.
The idea of using variable step-size algorithms have appeared in the literature with emphasis on different aspects. In [16] , Sethares and Bucklew studied the local stability of median LMS filters by relating the behavior of the algorithm to an associated ordinary differential equation. Diniz et al. [3] considered variable-step-size RLS algorithms (LMS Newton algorithms) and treated both stationary and nonstationary problems. Their method depends on the computation of a matrix-valued estimate similar to the gradient algorithm. It is thus computational more intensive compared with the adaptive step-size LMS methods studied in our paper. Stochastic gradient adaptive filtering algorithms using variable step sizes are investigated by Evans et al. [5] , where the step size is a sequence of diagonal matrices. One then either decreases the step size or increases the step size, depending on whether two threshold levels for the number of consecutive sign changes a reach certain value. Unlike the somewhat heuristic analysis in [3] and [5] , which requires independence assumptions on the noise and regression vector, vanishingly small step sizes, and which is based on minimizing the steady state misadjustment error, we will prove that for a DS/CDMA signal model, the AS-LMS and AF-RLS algorithms converge weakly to the optimal step size and forgetting factor, respectively.
Below, we summarize the main contributions and organization of the paper:
• The DS/CDMA signal model and blind linear mean output error (MOE) receiver are summarized in Section II.
• In Section III, we give a detailed discussion that motivates the development of adaptive step-size algorithms for the blind interference suppression problem in DS/CDMA systems. Then, the AS-LMS algorithm for adaptive interference suppression is presented. The blind interference suppression problem involves adaptively solving a linearly constrained optimization problem. To cope with this linear constraint, we present the AS-LMS algorithms in terms of canonical coordinates. Canonical coordinates for DS/CDMA were proposed by Honig et al. [6] , and a blind LMS algorithm was derived by them in terms of these coordinates. The AS-LMS algorithm can be viewed as an adaptive step-size version of the blind LMS algorithm. The AS-LMS algorithms has a computational cost of order at each time instant (where denotes the spreading factor)-just like the blind LMS algorithm. In comparison, the blind RLS algorithm of [15] has a computational cost of order .
• In Section IV, we prove the convergence of the AS-LMS algorithm. In particular, we prove that the step-size estimate converges weakly to a local minimum of the mean output energy.
• In Section V, we present the adaptive forgetting factor blind RLS algorithm (AF-RLS). Its computational complexity is of order , just like the standard blind RLS algorithm (with fixed forgetting factor).
• In computer simulations (see Section VI), we compare the MAI-and NBI-suppression capability of the AS-LMS and AF-RLS with the blind RLS [15] and blind LMS algorithm [6] . The simulations show that the AS-LMS and AF-RLS algorithms provide a significant improvement over blind LMS and blind RLS (with fixed forgetting factor) in terms of average signal-to-interference ratio (SIR). These simulations also test the ability of the algorithms to track DS/CDMA systems where the number of users and their statistics randomly evolve according to a Markov chain.
II. DS/CDMA SIGNAL MODEL AND OPTIMAL LINEAR DETECTOR

DS/CDMA Signal Model:
The signal model we use is identical to that in [6] , [14] , and [15] . Consider a synchronous -user binary DS/CDMA communication system. Assume that this system transmits through an additive white Gaussian noise channel. The received baseband signal during one symbol interval in such a channel can be modeled as [15, Eq. (1)] (1) Here continuous time; narrowband interference signal; ambient channel noise; number of users; symbol interval; received amplitude of the th user; data bit of the th user; normalized signaling waveform of the th user. We assume that is supported on the interval and has unit energy. In addition, is assumed to be a collection of independent equi-probable random variables. The received signal is passed through a chip-matched filter followed by a chip-rate sampler. As a result, is converted to an vector of samples of chip-matched filter outputs within a symbol interval , where denotes the processing gain (spreading factor) [15, eq. (2)]. At the th received bit, we have (2) Here normalized signature sequence of the th user, i.e., ; received power of the th user; NBI signal sample vector, which is assumed to be wide sense stationary auto-regressive process with mean zero and covariance matrix ; standard deviation of the noise samples; white Gaussian vector with mean zero and covariance matrix (where denotes the identity matrix).
It is assumed that the discrete time stochastic processes , , and are mutually independent. Note that denotes the transpose of the matrix or vector .
As in [14] and [15] , we consider only the synchronous DS/CDMA model here. It can be shown [14] that an asynchronous system of users can be represented as a synchronous system of users when the ISI is negligible. Blind Linear MOE Detector: In the rest of this paper, we assume that user 1 is the user of interest. Recall that denotes the normalized signature sequence of user 1.
The code-aided blind linear mean output error (MOE) detector chooses the "weight vector" to minimize the MOE cost function subject to the constraint (3) The constraint ensures that the received energy from the user of interest is equal to 1 (see [6] for further insights and motivation). Thus, the above is a minimization of the energy from the interferers. Furthermore, as shown in [6] , the MOE cost function has a unique global minimum (with respect to ). The blind MOE detector yields the following estimate of the transmitted signal (see [15] for details): sgn where (4) Here, denotes the autocorrelation matrix of the received signal . In the above equation, is the optimal linear MOE "weight vector." The above detector is "blind" since it does not assume any knowledge of the data symbols and signature sequences of other users.
The output signal-to-interference ratio (SIR) of is given by
The MOE of , which is defined as the mean square output value, is [15, eq. (7)]
III. ADAPTIVE STEP SIZE BLIND LMS (AS-LMS) ALGORITHM
In this section, we present the AS-LMS algorithm that recursively adapt the weight vector in such a way as to minimize the MOE in (3). In [6] and [15] , respectively, a blind LMS and blind recursive least squares (RLS) algorithm are given for recursively adapting for the constrained optimization (3). The AS-LMS algorithm presented below is an adaptive step-size blind LMS algorithm for recursively adapting .
To cope with the constraint (3), Honig et al. [6] proposed the following canonical coordinate system. Define the canonical coordinates . The constraint then becomes . Further details and motivation for the canonical coordinates are given in [6] .
We now present the AS-LMS algorithm using these canonical coordinates. We use a similar motivation to [1] .
The unconstrained gradient of the MOE in (3) is , resulting in the unconstrained LMS algorithm
To ensure that is orthogonal to after the update, is replaced by its component orthogonal to , namely, . Using this projection of and adding to both sides of (7) yields the blind LMS adaptation rule presented in [6] ( 8) where denotes the step size. As shown in [6] , must be small enough for stability of the LMS algorithm. (See also Section VI-F1.)
A. Rationale
The important issue we consider in this paper is how to pick appropriate values for the step size in the blind LMS algorithm (8) . If the MAI users and NBI have time invariant statistics, then one may choose the step size as , and the weight vector estimate converges to almost surely. In the tracking case we consider in this paper, the statistics of the MAI and NBI change with time due to users appearing and leaving at different time instants. One can use a constant step-size tracking blind LMS algorithm (which was proposed in [6] ) of the form (9) with the initial condition to be independent of . For DS/CDMA systems with time-varying number of users, the optimal value of depends on a priori knowledge of the statistics of the rate at which interferers and users enter and leave their signature sequences and powers, all of which are clearly unknown to our blind linear detector. On the other hand, computer simulations (see Section VI) show that the above blind LMS algorithm is extremely sensitive to choice of step size . Thus, one has two estimation problems to contend with. The first is the estimation of the tap coefficients, and the second is the estimation of the optimal step size. There is strong motivation to develop a recursive algorithm that solves both problems.
In general, a priori computation of the optimal step size is a very difficult problem as it depends on the properties and rate of variation of the statistics of and . In the unrealistic scenario where the optimal weight MMSE vector defined in (4) evolves according to a random walk, i.e., (10) where the regression vector is some function of , then it is well known (see, for example, [1, p. 159] or [17, p. 131] ) that optimal step size to minimize the misadjustment error of the LMS algorithm is tr tr However, for the DS/CDMA signal model (2), the above random walk model for the optimal weight vector is unrealistic for two reasons.
• Users do not appear and leave at each time instant according to a zero mean process, as the random walk model would suggest. Typically, the users appear and leave at random time instants according to some point process (e.g., Poisson process), implying that the time variation of the MAI statistics can be better approximated as a finite state Markov chain. In such a case, there is no known method for analytically computing the optimal tracking step size.
• For the DS/CDMA model (2) , it is very difficult if not impossible to express as a linear function of , as required in (10) . The main contribution of our paper is to present an adaptive step size algorithm that makes no inherent assumptions on the time variation of the underlying model. That is, the adaptive algorithm is not only "blind" in the multiuser detection sense (i.e., unknown signature sequences, powers, etc.) but also to the statistics that govern the appearance and disappearance of the MAI and NBI interferers. The approach we consider here (which was originally suggested in [1, p. 160] and analyzed in [11] ) is to adaptively compute the step size using a second superimposed LMS algorithm that is designed to minimize the MOE subject to the constraint (3). Here, the timevarying parameter is assumed to be some unknown function of the true step size . Thus, there are two LMS algorithms working together.
It is worthwhile to mention two main differences in this approach compared with the classical blind LMS parameter tracking framework of [6] (see [1] and [11] and for further details).
i) In the classical framework, e.g., [3] or [5] , one tries to get asymptotic tracking results as the rate of variation of the true parameter and step size both decrease to zero. The step sizes are then chosen to minimize the steady-state misadjustment error. In contrast, the framework considered here is more realistic in that the time variation of parameter does not go to zero. As a consequence, the step size will be small but not going to zero. ii) Our framework does not explicitly model the time variations of because they are unknown. Instead, we simply bury the variations of in .
B. AS-LMS Algorithm
Here is a formal description of the AS-LMS algorithm. Let with denote the unknown true step size. Suppose that there is a unique stationary process for each . Note that we make no assumption of stationarity for the physical processes. The aim is to track the unknown time varying tap coefficient by adaptively minimizing the MOE . The tap coefficient update of the AS-LMS algorithm is according to the LMS algorithm (8). The step-size adaptation of AS-LMS is obtained by applying a second LMS algorithm to adaptively minimize w.r.t. . This yields the following estimate of the step size: (11) Here, denotes the derivative , and denotes the learning rate (step size) of the second LMS algorithm. In fact, this derivative is understood to be in the mean squares sense, i.e., with given by (9) and (see [11, p. 1406] ). The bracket with denotes truncation, i.e., the step-size estimate is projected onto the region if the estimate lies outside this region. Note that unlike the tap coefficient update (8), the above equation is scalar valued, and hence, it is not necessary to consider the projection of that is orthogonal to . Finally, consider the update of . Taking the unconstrained derivative of (7) with respect to yields Note that the constraint implies that should satisfy the constraint To ensure that the constraint holds, replace by the projection of orthogonal to as above. This yields (12) In summary, the AS-LMS algorithm in canonical coordinates is given by cross coupling the two LMS algorithms (8) and (11) along with the derivative update (12) . For a fixed step-size (i.e., learning rate ), (8) becomes the blind LMS algorithm given in [6] .
The above AS-LMS algorithm will (under certain regularity conditions given in what follows) adapt toward the solution minimizing the MOE. Furthermore, the step-size will converge weakly to the local minimum of . Computational Complexity: The AS-LMS algorithm involve two LMS algorithms: one for adapting the step size and the other for adapting the tap vector. Each of these LMS algorithms have computational complexity . Thus, the complexity of the adaptive step-size algorithm is . This is identical to the blind LMS algorithm in [6] . Recall that the complexity of the blind RLS algorithm in [15] is . The complexity may also be examined by incorporating the budget in the computation [13] .
C. Decision-Directed Adaptive Step-Size Algorithm
It has been shown in [6] that a decision directed (nonblind) LMS algorithm, which knows the data symbols , performs significantly better than the blind LMS algorithm. Indeed, it is suggested in [6] and [15] that it is best to switch to the decision-directed adaptation mode as soon as the blind algorithm converges.
We now present a decision-directed version of the AS-LMS algorithm. In this case, the tap coefficients are chosen to minimize the cost function (13) where the data symbols are known to the receiver. The decision-directed adaptive step-size algorithm, which can be derived using a similar approach to the AS-LMS above, is (14) (15) (16) As described in [15] , decision-directed adaptation is subject to catastrophic error propagation in case of sudden change in the environment. Whenever such a situation occurs, the receiver should immediately switch back to the blind adaptation mode (AS-LMS) and stay in the blind mode until it converges before it switches to the decision-directed mode again.
IV. CONVERGENCE ANALYSIS OF ADAPTIVE STEP SIZE ALGORITHM
We will treat both the AS-LMS and the decision-directed adaptive step-size algorithms. We first convert the constrained optimization problem (3) into the following equivalent unconstrained problem. Then, the main convergence results are given.
A. Reformulation as Unconstrained Optimization
Let denote the elements of . The constrained optimization problem (3) may be transformed into an unconstrained optimization problem by solving for any one of the elements using the constraint (3). With no loss of generality, we solve for the first element 
(25)
Remark: Note that (23)-(25) together with the notation (21) is another AS-LMS algorithm that is equivalent to the AS-LMS algorithm given in Section III.
B. Convergence Theorems
Rewrite the recursion (24) as (26) where the "reflection term" is the scalar having shortest distance required to bring back to the constraint set . To study the convergence of the adaptive step-size , we use the ODE approach and weak convergence methods detailed in [12] . Take a continuous-time interpolation for for Define the interpolation for the reflection term as for for
We proceed to prove the convergence of . As in [11] , we assume that henceforth, there is a unique stationary process . The desired convergence will be proved by means of weak convergence methods. Recall that weak convergence is a generalization of convergence in distribution. Suppose that and are vector-valued random variables. We say that converges weakly to iff for any bounded and continuous function . is said to be tight iff for each , there is a compact set such that for all . These definitions have extensions for random variables living in a more general metric space.
Theorem 4.1 (Theorem 5.1 in [11]):
Assume that is bounded with probability one (w.p. 1) that there is a symmetric positive definite matrix such that in mean (27) and that there is a continuous function such that for each , as , for each in probability
Then, is tight in , and any weakly convergent subsequence has the limit , which is a solution of
Note that with the Gaussian noise in the DS/CDMA signal model (2), the boundedness assumption of (27) is not satisfied. However, if the channel noise and NBI are truncated to some finite value, then the above theorem applies. A sufficient condition for (28) to hold is that the process is -mixing (see [4, Sec. 7 .2] for a definition). In particular, note that is an independent process and is therefore obviously mixing. Similarly, is independent and, hence, mixing. Finally, is a stable AR process. White [19, p. 45] proves that stable AR processes are mixing. Thus, is mixing. In view of Theorem 4.1, the estimated step-size of the AS-LMS algorithm will spend nearly all of the time in an arbitrarily small neighborhood of the local minima of the MOE . The simulations of the AS-LMS algorithm presented in Section VI seem to indicate that there is a unique global minimum (with respect to ) when the number of users and their powers are fixed.
The above theorem deals with large but still bounded . A related result concerns the case when and .
Theorem 4.2:
Assume the conditions in Theorem 4.1. Let denote a sequence of integers such that as and . Suppose that there is a unique local minimum of such that . Then, converges weakly to .
Remark: Note that the conclusions of both theorems hold even if is an irreducible aperiodic finite state Markov chain. Thus, the requirement that is a bit sequence of independent random variables can be relaxed.
We indicate below how the theorems can proved. The proof of the second theorem is quite similar to the first one together with certain stability argument (see [12, [12, p. 201] ) and the tightness of , we can extract a weakly convergent subsequence with limit such that the weak limit has continuous sample paths w.p. 1. Furthermore, the Lipschitz continuity implies that is absolutely continuous; therefore, it can be written as for some . 3) We proceed to characterize the limit process. In view of (24) where is a sequence of positive integers such that as and . Using the techniques of weak convergence [12, chs. 7 and 8] , it then can be shown that the weak limit satisfies as desired. Finally, for the decision directed algorithm of Section III-C, we paraphrase the result in what follows.
Theorem 4.3:
Assume the conditions of the above two theorems with and replaced by and , respectively. Then, the conclusions of the theorems continue to hold.
Remark: In the numerical examples to follow, where the number of users and their statistics vary according to a finite state Markov chain, the local minimum is unique for both the AS-LMS and AF-RLS algorithms. This strongly suggests that indeed, the desired local minimum is unique. Nevertheless, a proof is not entirely trivial. Although the function is quadratic in , the dependence on is not simple, and neither is the functional form of .
V. ADAPTIVE FORGETTING FACTOR RLS (AF-RLS) ALGORITHM
Similarly to the AS-LMS algorithm, we can derive an adaptive forgetting factor RLS (AF-RLS) algorithm. In terms of the generic notation of (21) for the DS/CDMA model, the AF-RLS algorithm computes where denotes the exponential forgetting factor. Defining , we have the following AF-RLS algorithm for minimizing the above cost function with respect to the forgetting factor (29) (30) (31) (32) (33) (34) where is the learning rate for adapting the forgetting factor . The bracket with denotes the truncation, i.e., the forgetting factor is projected within the region if the estimate lies outside. The above AF-RLS algorithm has computational complexity of , just like the standard blind RLS algorithm. (For this to be the case, one has to propagate using the matrix inversion lemma.) Note that here, our objective is to adaptively obtain the best forgetting factor. Similar to that of the AS-LMS algorithm, replacing by and letting , weak convergence of the adaptive forgetting factor sequence to a local minimum can be obtained; the details are omitted.
VI. NUMERICAL EXAMPLES
In this section, computer simulations that illustrate the performance of the AS-LMS and AF-RLS algorithms are presented. We compare AS-LMS and AF-RLS with the blind LMS algorithm (fixed step size) of [6] and blind RLS algorithm (fixed forgetting factor) of [15] . Both deterministic and Markovian time-varying interference statistics are considered. The Markovian time-varying case is of interest in mobile wireless systems where the number of users arrive according to a Poisson process, and hence, the interference statistics switch rapidly with time.
To make a fair comparison with the blind RLS algorithms in [15] , the following are identical to that of [15] . 1) We use the SIR as the figure of merit for assessing the NBI and MAI suppression capability of the various algorithms. As defined in [6] , the SIR at time is given by
2) The simulations below assume a synchronous DS/CDMA-system with processing gain . For such , AS-LMS computational complexity of is far cheaper than the blind RLS complexity of . 3) In all the simulations below, the desired user's signature is an sequence. The signature sequences of the other MAIs are generated randomly. The NBI signal is a second-order AR signal with both poles at 0.99. 4) The initial tap coefficients of all algorithms were chosen as the code-matched filter, i.e., .
A. Dynamic Environment: Deterministic Time-Varying Statistics
We compare the tracking capabilities of the different blind algorithms in a dynamic environment with time-varying users. The setup is identical to Example 1 in Poor and Wang [15] .
The simulation starts with one desired user's signal and six MAI signals each of 20 dB relative to the background noise. At time 500, a 20-dB NBI interferer is added to the system. At time 1000, a strong MAI signal of 40 dB is added. At time 1500, three of the original 20 dB MAI signals are removed from the system. Fig. 1 shows the performance of the three algorithms averaged over 50 simulations:
1) AS-LMS with step size initialized at three different initial step sizes: and ; 2) Blind LMS with fixed step sizes and .
3) Blind RLS with fixed forgetting factor .
It is seen from the SIR plots that AS-LMS performs significantly better than blind LMS. In addition, AS-LMS performs better than blind RLS with a fixed forgetting factor. The figures show that AS-LMS is relatively insensitive to the initial choice of step-size and can adapt rapidly to the changing environment, which makes it suitable for practical use in a mobile environment.
B. Dynamic Environment: Markovian Time-Varying Statistics
Here, we consider performance of the AS-LMS and AF-RLS in a dynamic environment where the MAI sources statistics vary randomly according to a Markov chain. In particular, the simulations were performed with the MAI interference switching between three distinct user groups according to a homogeneous Markov chain.
The parameters of the simulation are as below. The desired user power was set at 20 dB (relative to the background noise, i.e., ; see (36). The three distinct MAI user groups were the following:
• User group 1: 19 MAI's in total, 17 transmitting at 20 dB and two transmitting at 40 dB (all transmit levels are relative to the background noise); • User group 2: 29 MAI's in total, all transmitting at 20 dB; • User group 3: 9 MAI's in total, seven transmitting at 20 dB and one transmitting at 30 dB. The MAI switched between the above three user groups according to a Markov chain with transition probability matrix and state space . denotes which user group is affecting the desired user during the reception of its th bit. With the transition probability matrix so defined, the MAI switches between the three user groups once every 500 bits, on average. The resultant received baseband signal for this Markovian scenario, as in (2), is given by (36) where and are the transmit power, transmit bit, and signature sequence of the th MAI of user group . Narrowband interference is ignored. See (2) for any remaining undefined quantities.
The four algorithms were run on 200 000 point sequences of observations. The simulations results were obtained by averaging over 50 independent replications.
1) Blind LMS:
Regarding the blind LMS algorithm (with fixed step size), it is shown in [6, eq. (70) ] that for convergence of the mean-excess error, the algorithm should satisfy Therefore, for the parameters in our simulations, we need for convergence of the mean-excess error. For this reason, we examine the performance of the blind LMS for 12 different fixed step sizes ranging from to . The performance of the fixed step-size blind LMS algorithm for the above 12 step sizes is shown in Fig. 2(a) . [Each point in Fig. 2(a) was obtained by 50 independent repetitions of running the blind LMS algorithm and averaging the resulting SIR over the last 15 000 points.] It is seen from Fig. 2(a) that the performance of blind LMS (in terms of SIR improvement) is highly dependent on the fixed step-size . In addition, Fig. 2 (a) suggests that the SIR improvement is a concave function of the fixed step size with a unique maximizing step size of . That is, blind LMS yields the best SIR improvement for the step-size .
2) AS-LMS:
The AS-LMS was initialized as follows:
. The AS-LMS was run initialized at five different initial step sizes and . The performance of the AS-LMS is depicted by the square boxes in Fig. 2(a) . The -axis coordinates of each square box denotes the initial step-size estimate of AS-LMS. The -axis coordinates of each square denote the time-averaged SIR improvement (averaged over the last 15 000 points) of AS-LMS when the step size is initialized at . It is clearly seen from Fig. 2(a) that although initialized over a wide range of step sizes (even close to the instability point), the AS-LMS adaptively learns the step size and yields a significant SIR improvement compared with the fixed step-size blind LMS algorithm. Indeed, Fig. 2(a) shows that the average SIR improvement of AS-LMS is insensitive to the choice of initial step-size . Moreover, the averaged SIR improvement is similar to the SIR improvement of the blind LMS algorithm when run with the best fixed step-size . The step size of the AS-LMS algorithm converges to the vicinity of optimal step size (see below). Insensitivity to Learning Rate : The above experiments show that the performance of the standard blind LMS algorithm depends critically on the step-size [see Fig. 2(a) ]. An important property that the AS-LMS algorithm should possess in order to be useful for adaptive interference suppression is that its performance must be relatively insensitive with respect to the choice of learning rate . We verified this in the following numerical examples. Fig. 2(b) shows the AS-LMS step-size estimates from time 0 to 80 000 averaged over the 100 independent simulations for initial step-size and three different learning rates and . Although the learning rate is varied 25-fold, it is clearly seen from Fig. 2(b) that the estimated step size converges to the vicinity of the optimal step size . This in contrast to the fixed step-size blind LMS where even a tenfold change in step size can degrade the performance significantly [see Fig. 2(a) ]. It is this property of AS-LMS that makes it useful in mobile systems where the optimal step-size can vary significantly over time.
The simulations seem to indicate that has a unique global minimum in the vicinity of when the MAI users switch according to a Markov chain with the transition probability matrix specified above. However, we have yet to prove this result.
Role of and : Recall that in AS-LMS, the step-size estimate [see (11) ] is kept in the bounded interval . The lower level truncation does not play an important role, and in simulations, we set it to zero. The upper level is quite important, especially in strong interference. For example, for strong MAI interference greater than 40 dB, it is important to chose sufficiently small so that the tap estimates do not grow unbounded. 3) Blind RLS: We ran the fixed forgetting factor blind RLS algorithm of [15] for ten different fixed forgetting factors in the range to . Fig. 3(a) shows the SIR improvement obtained. Again, it is seen that the performance highly depends on the forgetting factor. In addition, Fig. 3(a) suggests that there is a unique forgetting factor that maximizes the SIR improvement.
4) AF-RLS:
The AF-RLS was initialized as follows: and . The AF-RLS was run initialized at five different initial forgetting factors and . The performance of the AS-RLS is depicted in Fig. 3 . It is seen from Fig. 3 that although initialized over a wide range of forgetting factors, the AF-RLS adaptively learns the forgetting factor and yields a significant SIR improvement compared with the fixed forgetting factor blind RLS algorithm. Fig. 3 shows that the average SIR improvement (averaged over the last 15 000 points) of AF-RLS is insensitive to the choice of initial forget- ting factor . The forgetting factor of the AF-RLS algorithm converges to the vicinity of "optimal" forgetting factor . Fig. 3(b) shows that the AF-RLS is relatively insensitive to the learning rate . Three different learning rates and were used, yet AF-RLS converged to the vicinity of the optimal forgetting factor.
5) Adaptive LMS Newton (A-LMSN):
Here, we compare the performance of the AS-LMS and AF-RLS with the adaptive LMS Newton (A-LMSN) algorithm proposed in [3] . For convenience, we present Algorithm 2 in [3] adapted to our blind multiuser detection problem:
The above A-LMSN algorithm adapts the learning rate so that the a posteriori error is identically zero by construction. This implies that the SIR improvement defined in (35) is always 0 dB and not meaningful as a figure of merit. Hence, we modify the SIR figure of merit in (35) to reflect the a priori error by replacing with (see [17, p. 128] ). The A-LMSN was initialized with . Fig. 3(b) shows the performance of A-LMSN for four different forgetting factors . It can be seen that the AF-RLS does substantially better. As discussed in [17, p. 128] , although the a posteriori error estimates can be made identically zero, it does not imply that the weight estimates are optimal.
VII. CONCLUSIONS AND EXTENSIONS
The main contribution of the paper was to propose, to develop, and to assess the performance of an adaptive step-size blind LMS algorithm (called AS-LMS) for interference suppression in DS/CDMA systems. In addition, an adaptive forgetting-factor RLS (AF-RLS) algorithm was presented. Unlike several heuristic adaptive step-size schemes, the AS-LMS algorithm weakly converges to the optimal step size. From the simulation studies, we can conclude that the algorithms perform significantly better than the fixed step-size LMS or fixed forgetting-factor RLS algorithm for blind interference suppression. Simulations seem to indicate that there is a unique global minimum for the MOE with respect to the step-size when the MAI statistics switch according to a Markov chain. However, we have yet to prove this. This is a subject for further research. It is also of interest to investigate the effect of averaging on the convergence rate of the step size [8] , [12] .
