Background: The motor potentials evoked by transcranial magnetic stimulation (TMS) over
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Introduction
Cortical oscillations play an important role in information processing in brain networks [1] [2] [3] . The occipital alpha rhythm (8) (9) (10) (11) (12) Hz) is a prominent oscillatory signature, and regional variations in posterior alpha power have been proposed to gate visual processing by active inhibition of task-unrelated areas [4] [5] [6] [7] . The pulsedinhibition hypothesis postulates that the occipital alpha rhythm creates periods of inhibition depending on the oscillation phase. The peak of the alpha oscillation is characterized by a high level of inhibition, while there is a low level of inhibition during the trough of the alpha oscillation, providing a preferred window for visual information processing [8, 9] . Studies using single-pulse transcranial magnetic stimulation (TMS) have also provided evidence in favor of inhibitory modulation and have shown that a single TMS pulse over the occipital cortex has a stronger likelihood of eliciting an illusionary percept (i.e. phosphenes) when given during periods of low alpha power [10, 11] . Accordingly, psychophysiological experiments showed powerand phase-dependent modulation of visual perception [12, 13] .
The pericentral Rolandic cortex also expresses prominent oscillatory activity in the alpha range, commonly referred to as the mu-rhythm [14] . The pericentral murhythm has been shown to modulate the perception of somatosensory stimuli in a manner similar to the modulation of visual perception by occipital alpha [15] [16] [17] [18] .
Cortical in vivo recordings in monkeys revealed that pericentral alpha activity modulates the normalized firing rate in the sensorimotor regions. In agreement with the pulsed inhibition hypothesis, these data revealed higher firing rates at the trough and lower firing rates at the peak of the alpha oscillations. Cortical firing rates were also modulated by fluctuations in alpha power. Firing rate was reduced when alpha M A N U S C R I P T
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activity was weak (low alpha power) relative to epochs with prominent alpha activity (high alpha power), indicating an inverse relationship between alpha power and cortical neural activity [19] .
Single-pulse TMS of the motor hand area (M1-HAND) has been combined with electroencephalography (EEG) to test how ongoing pericentral oscillatory activity impacts corticomotor excitability as reflected by the amplitude of the motor evoked potential (MEP) [20, 21] . Most studies have adopted a "offline approach", using posthoc trial sorting to test whether EEG power or phase of the Rolandic mu-rhythm scales with the MEP amplitude [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . The results of these studies were largely negative and are summarized in table 1.Two early studies found a negative linear relationship between pre-stimulus mu-power and the MEP amplitude at rest [22, 23] as predicted by the invasive recordings in monkeys and the pulsed inhibition hypothesis [19] . The same relationship was also reported by a study in the context of eventrelated desynchronization [26] . All later post-hoc sorting studies consistently failed to replicate a modulatory impact of pre-stimulus mu-power on MEP amplitude (Table 1). A single study reported a relationship between pre-stimulus variability in alpha power (but not magnitude of power) and variability in MEP amplitude [30] .
Some studies rather observed associations of MEP amplitude with the pericentral cortical or cortico-muscular expression of beta band activity (Table 1) .
Evidence for a modulatory impact of phase on the MEP amplitude is even scarcer; only one study reported a relationship between the alpha oscillation phase 30-40ms before the TMS pulse and the MEP size [27] , others did not find mu-phasedependent MEP modulations [25, [27] [28] [29] 31] . Using a mixed-model analysis, a recent study reported a flip in the relationship between mu-phase and MEP amplitude de-M A N U S C R I P T
pending on the level of mu-power at the time of TMS [31] : When alpha power was low, MEP amplitudes were lower during the trough of the mu-oscillation, whereas MEP amplitudes were higher during the trough of the mu-rhythm when power was high. No clear relationship between mu-phase and MEP amplitude was present at medium levels of alpha power [31] .
In recent years, an online strategy has been successfully established which delivers the TMS pulse based on the real-time EEG expression of the target oscillation. EEGinformed phase-dependent TMS was first applied during non-REM sleep [32] and recently applied during resting wakefulness. In highly pre-selected groups of healthy individuals with strong pericentral mu-activity, single-pulse TMS was applied to M1-HAND dependent on mu-phase [33] [34] [35] or mu-power [36] of the locally expressed mu-activity. These studies found higher MEP amplitudes at the trough relative to the peak of the mu-phase [33, 34] as well as higher MEP amplitude in epochs with high relative to low mu-power [36] , while no interaction between the two was reported.
While the phase dependent modulation is in line with the invasive recordings in monkeys [19] , the power modulation is opposite in sign, suggesting a "pulsed facilitation" rather than a "pulsed inhibition" mechanism.
In this study, we re-assessed the influence of mu-phase and mu-power on corticospinal excitability. We applied a brain-state informed EEG-TMS method for real-time phase estimation of the mu-rhythm that does not require any pre-selection of subjects based on the magnitude of their endogenous mu activity [37] . We targeted not only the peak (0°) and trough (180°), but also the time points of steepest increase (90°) and steepest decrease (270°) of the mu-oscillations. In addition to mu-phase, M A N U S C R I P T
we tested whether mu-power and the time that elapsed between two consecutive TMS pulses influenced MEP amplitude and its modulation by mu-phase.
Methods
Subjects
14 healthy volunteers were recruited to take part in the study (5 female, average age: 22.9 y ± 2.3). Participants were not pre-selected based on individual TMS or EEG characteristics such as motor resting threshold (RMT) or the presence of a clear alpha peak in the power spectrum over the sensorimotor cortex at rest. All subjects gave written consent and the study was approved by the Regional Committee on Health Research Ethics of the Capitol Region in Denmark in accordance with the declaration of Helsinki (Protocol H-16017716). Sample size was based on previous studies investigating instantaneous mu-phase modulations of corticospinal excitability [34] .
Experimental set-up
Throughout the experiment, participants were sitting in a relaxed position in a commercially available TMS-chair (MagVenture, Farum, Denmark). Additional cushioning provided additional arm and neck support and the participant was instructed to keep the hands and arms relaxed and the eyes open throughout the experiment.
We used a real-time EEG-TMS setup for online analysis of the endogenously expressed EEG-signal and triggered single TMS pulses at a specific phase of the intrinsically expressed pericentral mu-rhythm (see Figure 1 ). Single-pulse TMS was performed with a figure-of-eight shaped MC-B70 coil connected to a MagPro 100 stimu- Resting motor threshold (MEP ≥ 50uV) and test intensity (MEP ≥ 1mV) were determined using an adaptive threshold-hunting algorithm (Groppa S et al. 2012 ). Threshold hunting was initiated at 47% of maximum stimulator output (MSO) and the relative standard deviation of the true threshold was assumed to be 7% during threshold hunting.
Electrophysiological recordings
Scalp EEG was recorded from a 63-channel TMS compatible, equidistant ring electrode cap (Easycap M10 sintered Ag/AgCl multitrodes EasyCap, WoerthseeEtterschlag, Germany). EEG and MEP were recorded using a Bittium NeurOne Tesla EEG amplifier utilizing 5 kHz sampling rate and a 2. 
Real Time Digital Signal Processing
During the experiment, the instantaneous phase of the mu-rhythm was continuously estimated to enable phase targeting using in-house developed analysis software.
This software was implemented in Python 2.7 and consisted of two parts, each running as independent processes on a standard computer. 1) A data receive process collecting the data from the amplifier via UDP, and continuously updating a ringbuffer with the last 500 ms of data. 2) A phase estimation and stimulation loop. The division into separate processes ensured that no packets were dropped in the data collection and that phase estimated could be performed with minimal latency. The phase estimation process was running asynchronously at a best effort update rate, where each loop started by requesting the latest data window for all channels from the data receive process. The data from the 63-EEG channels was then projected to source space (see Section on Experimental Session for details), linearly detrended, and the phase was estimated using a continuous wavelet transform within the 500 ms window.
[ Figure 1 here] M A N U S C R I P T
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Continuous phase estimates are in principle possible for all time points within the time windows, but the estimates become severely distorted near the edges of the window. Therefore, we used the estimated phase and frequency at 140 ms prior to the end of the window to project the phase to the current time point. We choose that time point based on simulated data, indicating that this position within the time window provided a reasonable trade-off between immediate online targeting and estimation accuracy [37] . The wavelet transform was based on the continuous Morlet mother wavelet within 51 frequency scales uniformly distributed across the desired frequency range. To improve the computational efficiency of the estimation, the Fourier transformed wavelet basis functions were pre-calculated and the inverse fast Fourier transform using the FFTW library (version 3.3.5) [38] considered only frequencies up to 500 Hz. A stimulation trigger was generated and sent via a standard parallel port interface if the following three criteria were met. 1) Estimated phase was within ±10˚ of the intended stimulation phase.
2) The power within the considered mu frequency band was above the 75th percentile, as estimated from a separate rest EEG recording immediately prior to the main experiment.
3) The phases within the latest 100 ms did not differ from the previous estimates by more than 90°. The last criterion served to ensure that stimulation did not occur when the phase estimation was unstable, for instance in the presence of artefacts caused by eye blinks or other muscle movement. Due to the efforts to improve the computational efficiency of the phase estimation loop the update loop was able to run at an average update frequency of approximately 1kHz, adding only a negligible amount of additional latency to the setup.
M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT Experimental sessions
Structural scans: To be able to record the individual position of EEG electrodes and to monitor coil placement throughout the experiment each participant underwent a structural T1-weighted MRI scan using a magnetization prepared rapid gradient echo (MPRAGE) sequence with TR = 6 ms, TE = 2.70 ms; flip-angle = 8˚, 0.85 mm isotropic voxel size) on a Philips 3T Achieva scanner, (Philips, Best, Netherlands) prior to the main experiment. The field-of-view was 245x245x208 mm, covering the whole brain.
Pre-measurements and source projections: Each experiment started with a set of pre-measurements required to determine the subject-specific stimulation criteria for phase-triggered TMS. First, the electrode positions of the EEG were marked on the individual MPRAGE image using neuronavigation. After that, the individual position within the left M1-HAND eliciting the highest MEP response for the right FDI muscle M1-HAND hot-spot was functionally determined [21] and marked on the individual MRI using neuronavigation. After that, the individual motor resting threshold and intensity to elicit MEPs of approximately 1 mV were determined using an in-house threshold-hunting algorithm based on parameter estimation by sequential testing, implemented in Python. The individual mu-rhythm was identified by recording EEG during alternating blocks of rest and continuous isometric abduction (right FDI muscle). Each condition lasted 30s and was repeated six times, during both conditions, the participants were instructed to keep their eyes open. Prior to further processing, the individual peak frequency of the mu-rhythm was determined by the peak of the mu-power spectral density (PSD) during the rest conditions within 7-13 Hz. The isometric abduction blocks were added to allow for the possibility to investigate other M A N U S C R I P T
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EEG markers such as mu-desynchronization but this is not considered in the current study. The mu-band was the defined as the interval from 2Hz below the peak and 2
Hz above the peak. In cases where the lower frequency limit (peak-2Hz) was below 7
Hz the limit was set at 7 Hz resulting in a narrower frequency band in these cases.
The individual PSD maps were used to determine the individual mu-rhythm power and the stimulation threshold of the phase-algorithm was set to stimulate only when the power within the individual mu-band exceeded the 75 th percentile during the rest condition. In order to project the EEG data to source space we formed a lead field matrix informed by the participants structural MRI scan using the "dipoli" boundary element method implemented in Fieldtrip (version date: 2016-01-26), the source considered was a single dipole with radial orientation at the position of the functionally determined FDI muscle M1-HAND hot-spot in all participants. In order to better compare our results with previous studies using other methods of mu extraction [34] we also an calculated instantaneous phase post-hoc using two alternative signal derivations resembling the Hjorth filter [39] . Details on the alternative signal derivations can be found in the supplementary material (Supplementary 3.1 and
3.2).
Main experiment: Figure 2 illustrates the experimental design. Using the online readout of endogenous EEG activity, we targeted four phases (0°, 90°, 180°, 270°) in a frequency band covering a frequency range of 2Hz above and below individual peak mu frequency. Since the TMS pulse heavily disrupts EEG samples at the time immediately following stimulation, a trigger was set in 50% of all trials without deliv- 
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p=0.37, d=-0.08), where d denotes Cohen's d using an average variance estimate and using the logarithm of the MEP as a dependent variable. Figure 4A shows the mean individual as well as the mean group data for each target phase.
A more comprehensive linear mixed-effects model treated mu-phase, mu-power, and ISI as fixed effects and participants as random effect also showed no significant main effect for mu-phase (χ 2 (3)= 3.21, p= 0.360), but main effects for mu-power [ Figure 4 here]
We found no significant relationship between the magnitude of individual murhythm expression during resting EEG epochs in the in preparatory EEG session and phase-related differences in mean MEP amplitude in the main experiment ( Figure 5 ).
The individual prominence of intrinsic mu-activity at rest did neither scale with the individual difference in MEP amplitude at mu-phase 0° vs. mu-phase 180° (t 13 =1.50, p=0.16) nor with the individual difference in MEP amplitude at mu-phase 90° vs. muphase 270° (t 13 =-1.00, p=0.34).
[ Figure 5 here]
Discussion
We demonstrate that phase-triggered TMS at four distinct phases of the ongoing mu-oscillations is technically feasible in non-preselected young volunteers. Contrary to our hypothesis, brain-state informed TMS targeting the peak and trough as well as the ascending and descending phase of ongoing mu-activity did not reveal any consistent modulatory effect of mu-phase on corticospinal excitability. Analysis of mean MEP amplitudes across subjects failed to reveal phase-related effects. A mixed effects analysis which also considers within subject variability also showed no effect of mu-phase on MEP amplitudes and yielded no interactions of mu-phase with mupower or ISI. This was further confirmed by Bayesian analysis of covariance indicating extreme evidence against the inclusion of phase in our data.
Instead, we were able to observe a weak but statistically significant effect of prestimulus mu-power and ISI, when including these factors as continuous variables in our mixed-model analysis. Mixed effects analysis revealed that higher mu-power M A N U S C R I P T
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resulted in slightly decreased MEP amplitudes while longer ISI intervals lead to slight increases in the MEP amplitude. Neither mu-power nor ISI interacted with oscillatory phase, and the size of these effects was small when considering the large variability of MEP amplitudes.
Our main finding that the phase of local ongoing mu-oscillations does not modulate MEP size is consistent with previous studies using post-hoc binning of single trials according to ongoing mu-phase at the time of stimulation. These studies found no or only very weak effects of mu-phase on MEP amplitude [24, 25, 27, 28, 31] . However, the most recent of these studies reported an interaction between pre-stimulus power and pre-stimulus phase when using a linear mixed-effects model [31] : TMS given at the trough of mu-oscillations elicited larger MEP amplitudes compared to TMS at the mu-peak when the pre-TMS power was high. The effect of phase was reversed during low-power trials during which MEP amplitudes evoked at the mu-peak were larger than MEP amplitudes evoked at mu-trough. No relationship between muphase and MEP amplitudes were present at medium levels of mu-power [31] and the authors do not offer any speculations on the physiological mechanism that the shifting effect of phase in high and low power context may be dependent on. In our study the mixed-effect analysis confirmed the lack of a main effect of phase reported by Hussein et al., but did not replicate phase-power interactions in the mu-band. It is however important to point out that we only stimulated when individual mu-power was in the 25th highest percentiles and hence tested the effect of phase in brain states characterized by the maximal possible mu-expression in our participants. We did so, because we expected that a restriction of phase-triggered TMS to epochs M A N U S C R I P T
with relatively strong mu-expression would yield the largest possible phase modulation, yet we did not detect a significant phase effect. Despite the relatively narrow power range, we also explored the possibility of a phase-power interaction in our data set, but did not find a significant phase-power interaction. Our negative finding is in agreement with intracranial recordings in humans, reporting no mu-phasedependent modulations in neuronal firing in human somatosensory cortex [40] .
Three recent studies, all performed by the same group also used a brain-state triggered EEG-TMS setup to investigate the influence of mu-phase on MEP amplitude [33] [34] [35] . These studies showed significantly larger MEP amplitudes when TMS was given in the trough compared to the peak of the mu-oscillation. Despite a significant phase modulation, state-triggered stimulations did not seem to result in a strong "state standardization" as the general MEP variability across the experiment remained high. Several differences in the experimental approach may account for the discrepancy between our negative findings and the significant phase modulation reported by the above-mentioned studies. In contrast with our negative findings, these studies showed significantly larger MEP amplitudes when TMS was given in the trough compared to the peak of the mu-oscillation. Several differences in the experimental approach may account for this discrepancy. In contrast to our study, participants were strongly pre-selected based on the magnitude of mu-power expressed in the resting-state EEG and more than 60% of all screened individuals were excluded because they did not meet the pre-set power criterion. The strict pre-selection of participants may impact the generalizability of their findings especially as the same group has demonstrated in subsequent work that the individual response to mu-M A N U S C R I P T
phase triggered TMS is variable [33] . Using a bootstrapping approach to test the intra-individual phase-dependent modulation the authors showed that only one-third of the already preselected high-mu power participants demonstrated reliable intraindividual phase modulation. It may be possible that the reported modulation of MEP amplitude by mu-phase may be driven by a relatively limited subgroup of people. Hence, applying phase-dependent TMS to the general population, irrespective of baseline power, may further dilute the number of 'responders' and hence not result in significant effects at the group level. Of note, is that a post-hoc analysis of our data did not indicate that individuals with relative strong mu-power at baseline differed from those with relative weak mu-power. This observation argues against the notion that we might have found a phase relationship by applying a pre-selection based on baseline mu-power in the present study.
Additionally, the work by Schaworonkow et al. suggested that large numbers of trials (> 100 per condition) were needed to detect reliable phase modulation at the individual level. Due to the number of conditions and the relatively long ISI used in this study we did not have that many trial per conditions. While this may have limited our ability to detect very weak relationships between the MEP amplitude and muphase, we would argue that a modulatory effect only detectable by averaging more than 100 trials, might only marginally contribute to the inter-trial variability of the MEP.
Another potentially relevant difference between the present work and previous brain-state informed EEG-TMS studies is the inter-stimulus interval (ISI). In our study, the ISI between consecutive TMS stimuli lasted on average 11.9 seconds based on M A N U S C R I P T
the power and stability criteria implemented in the phase-dependent triggering. The ISI was both significantly shorter and less variable in the work by Zrenner and coworkers, resulting in a quasi-repetitive stimulation at 0.5Hz (i.e. ISI of approximately 2 s) [33, 34] . To explore if the temporal duration of the ISI effected the phasemodulation, we included the ISI as a variable in our statistical analysis. We were not able to detect any interactions between oscillatory phase and ISI, but found that shorter ISIs lead to lower MEP amplitudes, an effect that has been previously reported [41] and that is likely caused by a relatively long-lasting effect a single TMS pulse has on the stimulated cortex: Near Infrared Spectroscopy (NIRS) data can show a dip in oxy-hemoglobin following a TMS pulse that takes > 10 seconds to recover [42] , while EEG has demonstrated that single TMS pulses can induce oscillatory activity in the 10-12 Hz range lasting several cycles [6] . This implies that if ISI between TMS pulses is shorter than the time required for the cortex to return to baseline, the successive TMS pulse will arrive at different "recovery stages" depending on ISI. In fact, several studies have showed that continuous quasi-repetitive, or jittered application of supra-threshold TMS in the 0.5 -0.3 Hz range can induce changes in the excitatory-inhibitory balance in M1 causing decrease in intracortical facilitation [43] as well as increased intracortical inhibition [44] . While some of these studies reported changes in the inhibitory/excitatory balance without changes of general MEP amplitude, newer studies suggest that also the MEP amplitude may be systematically modified by the inter-stimulus interval [45] . Taken together, this suggests that the stimulus interval has an effect on corticospinal excitability. We hypothesize that short ISIs above 0.2 HZ induced an "inhibitory brain state" in the targeted M1-HAND and its corticospinal output areas. This active state modulation introduced by a large M A N U S C R I P T
number of repetitive suprathreshold TMS pulses might have triggered a mu-phase dependent [33, 34] and mu-power dependent modulation [36] . The mu-dependent effects that present in a TMS-induced inhibitory state might not be representative for the physiological mu-effects that can be detected in normal non-inhibited resting state by very low frequency TMS at highly variable ISIs -as used in the present study.
Future studies are required to systematically assess the influence of ISI on mudependent fluctuations in corticospinal excitability.
While we found no effect of mu-phase, mixed-effect analysis showed that the level of mu-power expressed just before TMS had an effect on MEP amplitude. The negative correlation between high pre-stimulus mu-power and MEP amplitude in our data is consistent with previous work investigating interactions between oscillatory mu-power and corticospinal excitability, showing that higher levels of pre-stimulus mu-power are associated with lower MEP amplitudes [16, 22, 23] . Yet, the effect of mu-power was weak relative to overall variability of MEP amplitudes and showed a relatively flat regression slope. Further, the results cannot be generalized beyond the studied group of participants, as the detected effect was dependent on the inclusion of a random factor, modeling all data points of each participants. Interestingly, a recent state-informed EEG-TMS study, which used the mu-power as a criterion to trigger TMS, reported the reversed relationship. In that study, MEP amplitudes were larger, the higher pre-stimulus power [36] . A similar positive correlation between MEP amplitude and pre-stimulus mu-power is also evident in the supplementary material of a recent study in which TMS was triggered according to mu-phase [34] .
Of note, a positive power-MEP relationship is not in line with the pulsed-inhibition M A N U S C R I P T
hypothesis that would predict higher MEPs when triggered in low power conditions.
It is likely that the relative short ISI in these studies may have impacted the general excitability level of M1-HAND and thereby introduced a paradoxical facilitation of corticospinal excitability by the intrinsically expressed mu power.
When considering all published data, it becomes obvious that the relationship between corticospinal excitability as probed with single-pulse MEP and the intrinsically expressed pericentral mu-rhythm is more complex than predicted by the pulsed inhibition hypothesis. Cortico-spinal excitability does neither show a strong negative correlation with power nor does phase reliably modulate excitability during periods of high power as predicted by the hypothesis. Considering the consistent phasedependent modulation of perceptual thresholds [9, 11, [48] [49] [50] , it is possible that both, occipital alpha and Rolandic mu-rhythms, are primarily implicated in attentional gating rather than in causing a generalized modulation of cortical excitability.
The investigation of mu-rhythm based excitability modulations using TMS-EEG is complicated by the fact that TMS is not only a passive probe but may actively change the intrinsic cortical state. Extrinsic TMS-related factors such as stimulation intensity, pulse configuration or ISI may result in complex interactions with intrinsic neuronal motives in the stimulated cortex, such as mu-phase or mu-power. TMS-induced acute modulations of the cortical state might thus result in divergent findings regarding the impact of phase or power of cortical oscillations on the neural response evoked by TMS. To complicate things further, cortical oscillations in the beta and gamma range have also been suggested to modulate corticospinal excitability [24, 29, [51] [52] [53] . In fact the influence of the sensorimotor beta rhythm has been suggested to be dominant within the Rolandic cortex [40, 54] and several studies have found M A N U S C R I P T
associations between MEP amplitude and the pericentral beta rhythm [24, 29] . Future investigations on the role the pericentral beta rhythms and the role of crossfrequency coupling in modulating Rolandic excitability are warranted. As the MEP amplitude is a compound measure of cortical and spinal excitability, also the fluctuations on coupling between cortical and spinal oscillations may be a potential modulator of MEP amplitudes and it has been suggested that cortico-spinal coupling in the beta range may have a greater influence on MEP amplitudes than intrinsic cortical oscillations [25, 28, 53] .
From a methodological perspective, EEG-informed phase targeting poses an inherent challenge regarding the ability to optimally detect the relevant phase information.
EEG is sensitive to electrical fields generated by radially or tangentially oriented dipoles. In this study, we have confined our source detection algorithm to radial dipoles as this allowed comparable phase weighting across participants which should
give comparable sensitivity with the Hjorth montage used by Zrenner et al. (2018) .
Considering also tangential sources would complicate across-subject averaging, because differences in the algebraic sign of electrode weighting make averaging across participants difficult. However a tangential source might better represent the individual mu-source that displays mu-related fluctuations in MEP amplitude, because TMS induces a tangentially oriented electrical field in the cortex. These issues remain to be addressed in order to identify the best way of extracting the oscillatory EEG signal for phase-dependent TMS targeting of cortical oscillations.
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To test if differences between a source localization and a Hjorth montage may have led to systematic phase shifts we also calculated the instantaneous phase post-hoc using signal derivations resembling the Hjorth montage (details supplementary material 3.1 and 3.2). These data confirmed that changing the montage did not induce systematic phase shifts and that the analysis of phase determination according to
Hjorth is consistent with the phase determination based on a radial source as applied in the present study.
In conclusion, phase-depended state-informed EEG-TMS is an interesting and promis- 
