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Abstract 
Bessel-type functions {J,U,“(X>}~ ,, with two parameters LY > - i and M > 0, which include the classical normal- 
ized Bessel function for M= 0, are introduced as a certain confluent limit of Koornwinder’s Laguerre-type 
polynomials { L>N(~ )I, E No. For any (Y E N,, they arise as solutions of a spectral A-dependent differential equation of 
order 2a +4. A necessary and sufficient condition to transform the differential equation into symmetric form is 
given in terms of an overdetermined system of linear equations. It is shown that for (Y = 0, 1,2, a solution of this 
problem exists and leads to a (symmetric) fourth-, sixth- and eighth-order differential equation, respectively. For any 
(Y > -i, we also derive a second-order differential equation, but with coefficients depending nonlinearly on the 
eigenvalue parameter A. Finally, two differential expressions of order 2a + 2, (Y E N,, are constructed which map the 
classical Bessel functions onto their nonclassical counterparts, and vice versa. This result may be used to establish an 
orthogonal&y relation for the Bessel-type functions (in a distributional sense) with respect to the distributional 
weight function (2/r(cu + l))xzrr+’ + MS(x), 6 denoting the point mass centered at the origin. 
1. Introduction 
It is a characteristic feature of the classical orthogonal polynomials named after Jacobi, 
Laguerre and Hermite that they arise as eigenfunctions of a (second-order) Sturm-Liouville 
boundary value problem. The orthogonality of the eigenfunctions belonging to different 
eigenvalues then follows immediately from the symmetry of the differential equation, via 
Lagrange’s identity, and appropriate boundary conditions. But while the Jacobi, Laguerre and 
Hermite polynomials are known to be the only positive definite orthogonal polynomial systems 
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(OPS) with this property, see [2], a number of further OPS have been found which satisfy 
higher-order differential equations. In his pioneering work of 1938-1940, H.L. Krall [15,161 
characterized all such equations of fourth-order and showed that they generate three new OPS 
called the Legendre-type, Jacobi-type and Laguerre-type polynomials. Further significant 
contributions were made by A.M. Krall and Littlejohn (see [13,14,17] and the references cited 
there) who, among others, gave further examples of sixth and eighth order. For a general 
account, see the survey paper [6], in particular [6, Sections 5 and 61. 
In these new cases it is known that the differential equation can be transformed into a 
formally symmetric form; also that the polynomials are orthogonal with respect to a distribu- 
tional weight function which is either a linear combination of the Jacobi weight (1 - x)“(l + xjp, 
x E (- 1, 11, for some LY, p > - 1, and of delta distributions at f 1, or a linear combination of 
6(x) and the Laguerre weight e-“x”, x E (0, co>, for some (Y > - 1. Moreover, the new 
polynomials can always be derived from the corresponding classical orthogonal polynomials by 
applying to the latter a certain first-order differential expression depending on the degree II of 
the polynomials. 
These observations led Koornwinder [12] to derive an explicit dF,-hypergeometric represen- 
tation of the polynomials which are orthogonal with respect to 
44 = YQ,M,N(X) := 
r(a +p + 2)(1 -x)a(l +x)P 
2ol+P+lr(CX + l)r(p + 1) 
+ M6(x + 1) + N6(x - l), 
for any CX, p > - 1 and M, N 2 0. (For definition and properties of the generalized hypergeo- 
metric functions pFq, used throughout this paper, see [1,3,4].) Denoting these polynomials by 
pajP,“‘,M(~), for x E (- 1, 1) and it E N,, he then defined, by means of a confluent limit 
rllation, the “Laguerre-type” polynomials L”,,N(~), n E N,, x E (0, co), cy > - 1, N 2 0, which 
are orthogonal with respect to 
1 
W(X) = W&X) := 
r((Y + 1) 
epxxa + N6(x). 
In detail, 
LE,N(x) := lim P,“Tp 
p-w 
,“,“jl-;)=[l+“jn:u)(-&+&)]GXx) 
= [l .N( “,+;‘)]L”,(x) -N( Iz ;“)L;I;(x), (14 
where L”, denotes the classical Laguerre polynomial. Since 
L",(x)=(";") ,F,( --n; a + 1; x), 
L:N has a 2 F,-hypergeometric representation. Moreover, the orthonormalization constant 
reads, see [ll, (3.1.811, 
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The natural question whether Koornwinder’s Laguerre-type polynomials are generated by a 
differential equation has been answered only recently [lo] in the affirmative. On the basis of 
known results for cx = 0, 1, 2 [14], they constructed for any (Y > - 1 such an equation which is of 
infinite order unless cy E N, (see (2.4) below). In the latter cases, the order reduces to 2a + 4. 
Besides the classical orthogonal polynomials, there are also well-known nondiscrete systems 
of special functions such as the Bessel, Whittaker and Jacobi functions on the positive half-axis, 
which satisfy a (second-order) Sturm-Liouville equation. The simplest equation among them is 
the Bessel equation 
d 
--Y(X) 1 +A2x2N+1y(~)=0, x~(O,m) and (~2 -i; 
see [18,20], and in particular [19]. In equivalent form this becomes 
2a+l 
y”(x) + x -y’( ) + A2y(x) = 0, 
(1.2) 
(1.2a) 
and this equation has a regular singular point at the origin for any cx > - i. Under the 
boundary conditions 
Y(0) = 1, Y’(O) = 0, y uniformly bounded on [ 0, m), (1.3) 
there is a solution of (1.21, for any A E (0, a~>, given by 
y(x) =Jh”(x) := &(-; (Y + 1; -$x)2) = 2”r(a + l)(Ax)_V&x), 0 <x < w. (1.4) 
Here J, denotes the Bessel function of the first kind of order (Y. 
These Bessel functions generalize the trigonometric functions since 
sin Ax 
J;“2(x) = cos Ax, J;‘“(x) = Ax. (l-5) 
Furthermore, they are related to the ultraspherical polynomials as well as to the Laguerre 
polynomials via the limit formulas 
O<A, x<a, (1.6) 
where R,“,“(z) = P,“,“< z>/P,ol,“( l), R,*(z) = L~(z)/L~(O). In view of the (distributional) orthogo- 
nality relation, see [22, Chapter 131, 
1 
2V2(a + 1) 
“‘““jb;p(x)‘,“(x)x:“” dx=6(A -p), O<A, P <w, (1.7) 
the functions JF give rise to the definition of the Hankel integral transform which is known to 
be self-dual; see [5, Section 11 and [21, Chapter 81. Finally, they are closely related to the 
Fourier-Bessel functions which form an important (discrete) orthogonal system on the interval 
[0, 11; see [20] and [22, Chapter 181. 
From these and other properties of the Bessel functions, and in the spirit of the extensions of 
the classical orthogonal polynomials mentioned above, it is natural to ask for similar generaliza- 
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tions of the Bessel functions which satisfy a higher-order differential equation and which give 
rise to a “generalized” Hankel transform and its inverse. The purpose of this paper is to 
introduce such “Bessel-type functions” and to discuss some of their features. 
These generalizations are realized by definitions which utilise either linear combinations 
and/or linear-differential combinations of known special functions, or by confluent limit 
processes. We can best illustrate the paths we follow in this paper by presenting the following 
diagram: 
Jacobi polynomials > 
[12, (2.1)1 
Jacobi-type polynomials 
k(cr, pN1 -x)“(l +xY k(cr, p)(1 -x>“(l +x)P + M6(x + 1) + N(x - 1) 
112, (1.6)1 
Laguerre polynomials , t12, (4.8)1 
k(a)xae-’ 
(1.6) 
Bessel functions 
K(C&X2a+1 
> 
(1.8a) 
[12, (4.811, (1.1) 
Laguerre-type polynomials 
k(a)xae-x + AWx) 
I (2.2) 
Bessel-type functions 
K(&X21y+1 + M6(X) 
The function entry under each special function name indicates the nonnegative weight, on 
the interval ( - 1, 1) or (0, m), involved in the orthogonality property or the associated linear 
differential equation. It is important to note in the diagram that: 
(i) a horizontal arrow indicates a definition process either by a linear combination of special 
functions of the same type but of different orders, or by a linear-differential combination of 
special functions of the same type and order; 
(ii) a vertical arrow indicates a confluent limit process of one special function to give another 
special function; 
(iii) one seeks a Bessel-type function of the form K((Y)x~~‘+ ’ + M6(x) (bottom right) which is 
consistent with the two definitions obtained by both the horizontal-arrow and vertical-arrow 
processes. 
For (Y 2 - i and M 2 0, our Bessel-type functions are defined 
pyx) = 1+ M/+x, A) +Mh(cy - 1, A)& -& fhu(x) 
[ 1 
= [l +Mh(a, A)]J,“(x) -Mh(a, A)J,“+‘(x), 
whereO<A,x<mand 
(1.8a) 
(1.8b) h(a, A) = +l+ 2) (N2a+2* 
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Clearly one has 
JF’O(X) =Jf(x), J,“JQ) =J,“(x) = 1, J;,“(o) = 1 
and, in view of (1.51, the properties 
(1.&z) 
J,-l’2yX)=COS AX+qCOS Ax-y), 
sin Ax h3M 
W2+Yx) = Ax + z 
i 
3 
-cos*x+[&-----&]sin*x). (*x)2 
In the subsequent section we first obtain the new functions (1.8) as a certain confluent limit 
of the Laguerre-type polynomials (1.1). Thus, Jfp”(x> can be represented in terms of a 
,F,-hypergeometric function being analytic in the complex x-plane. Our first main result is to 
establish, for any (Y E No, a differential equation of order 2a + 4 which has the Bessel-type 
functions as its solutions and in which the coefficients of all derivatives are independent of the 
eigenvalue parameter A; see Theorem 2.4 below. For M = 0, this equation reduces to the 
classical Bessel equation (1.2a). 
Furthermore we give a necessary and sufficient condition in terms of 2a + 4 linear equations 
with cr + 2 unknowns so that the new equation (2.10) can be made formally symmetric; see [6, 
Section 31 and Theorem 2.7 below. For the first three cases LY = 0, 1, 2, this leads to a 
differential equation of the form 
L”,JV,“T”(X) +Aa,MXza+lJ;~M(X) = 0, 0 <x < 00, M> 0, (1.9) 
where 
A n,M =Mh2”+4 + 22a+2 ((-Y + 2)! A2 
and where the differential expression L”,lM is respectively given by 
L”“y=M( -(xy”r’+ (;yj] +*(xy’)‘, yaY, (l.lOa) 
(X3yry - (33_$‘)” + + 96( x3y’), y E Cc@, (l.lOb) 
L2;My = M( - ( x5yiq + (7Sx3y”‘)nr - (1809xy”Y + + 28 4! (x5y’)l, y E G8). 
(l.lOc) 
In these differential equations we note that the weight function is x~~+‘, for (Y = 0, 1, 2, 
respectively. 
In Section 3, we provide for any (Y E No a pair of h-independent differential expressions both 
of order 2a + 2, Az,N and BT’N, which satisfy 
A”:?I,“(x) =J,n,“(~), 0 ,( A, x < 03, (1.11) 
Bz,“J;‘M(~) = [l + M&r, A)12J,,(x), 0 G A, x < a, (1.12) 
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(with h(a, A) as in (1.8b)); see Theorem 3.2 below. A combination of both operations then 
yields a differential equation of order 4c~ + 4 for the Bessel-type functions, which coincides 
with (2.10), (2.11) only for (Y = 0. It remains an open question whether for any other parameter 
(Y E N the order of the equation can be reduced to 2a + 4 in a canonical way to give a new 
proof of Theorem 2.4. 
It is of particular interest that the “inverse” expression B,*,M is related to the expression 
A $” via the identity 
B,“,“y(~) =~-‘~-~[x~~+~A;~~]+y(x), y E C(2a+2)(0, 03). (1.13) 
As usual, the notation + denotes the Lagrange adjoint differential expression. This is carried 
out in Section 4. 
These results can be used to extend the orthogonality relation of the classical Bessel 
functions (1.7) to one for the Bessel-type functions. In fact it may be shown that for (Y E N,, 
r(,2+ 1> fJ;,“(x)J,“,“(x)~~~+~ dx +MJ:,“(0)J;,M(O) 
= r(a2+ 1) [l +Mh(a, A)][1 +Mh((r, ~)]~‘;(~)J;(x)x~~+~ dx +@‘( ;), b + 03. 
(1.14) 
In view of (1.71, this implies that 
l.(al+ 1) ($/\)2u+1[l +Mh((Y, A)] -2 
i 
2 cc 
x T((Y+ 1) 0 / 
J;,“(x)J;,M(~)~2’+1 dx +MJ;,“(0)J;~M(O) 
=6(h -/_&). (1.15) 
The proof of formula (1.14) is carried out below for (Y = 0. The general case (Y E N, is left to a 
subsequent paper, where we also intend to present further proofs and interpretations of the 
orthogonal&y (1.15) and to discuss its impact on a “generalized” Hankel (inverse) transform. 
At this place it may be remarked that in 1959, the first-named author [5] investigated the 
differential equation 
( -l)k yQQ(x) + 
i 
2k(a + +> yW-n x x 
( )i 
= AY(X), x E (0, co)> (1.16) 
for k E N and cr 2 - i. Obviously this equation generalizes the classical Bessel equation (1.2a) 
(case k = 1) to higher-order equations in a way that is different from the case presented here. 
Integral representations for the solution of (1.16) were given in [5, Section 41 which involve 
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certain symmetric Fourier kernels introduced in [8]. For k = 2, for instance, the solution reads 
21-2a 
y(x) =x-va,2(x) := j’[sin(xt) + cos(xt) - ePx’](l - t4)uP1’2 dt. 
r(a + 3)r(+) 0 
The paper [5] is mainly interested in those generalizations of the Hankel transform which 
preserve its symmetry as an integral operator; see [21, Chapter 81. The results in [5] show that 
unless k = 1, it is essentially only the case cx = 0 in which the solution of (1.16) gives rise to a 
symmetric orthogonal transform; in this case the differential equation (1.16) can be trans- 
formed into the symmetric form 
(-l)k(xy(k)(X))(k)=Axy(X), x E (0, m). 
2. The Bessel-type functions and a higher-order differential equation 
With the new normalization 
L;q x) 
R,“‘N( x) = L”,,N(0) , n E N,, a’ > - 1, N > 0, 
Koornwinder’s Laguerre-type polynomials (1.1) are given by 
R,ajN(x) = 
( 
[l+~(“,fj;)lR”(x)-N(“,+~)R”_:(x), IIE~+J, 
1, II =o. 
This is used to derive the following relationship to the Bessel-type functions 
Lemma2.1. Let a> -i, Ma0 and OGA, x<w. 
(i) The Bessel-type functions satisfy the limit relation 
(W2 
lim R,“TN’“’ 4n 
i I =J;J+), n+m 
where 
(2.1) 
defined in (1.8). 
n! 
N(n) =N(n, (Y, A, M):= 
(a + %I 
h(cx, h)M, h((~, A) = 4+ 2) (tA)2u+2. 
(ii) Jf,” is an entire function possessing the hypergeometric representation 
J,“,“(~) =,F2(c + 1; c, cy + 2; -am), 
ff+l 
‘= 1 +h(a, A)M’ 
(2.2) 
(2.3) 
In particular, Jf,M is an even function with value 1 at the origin, and J,“,“(~) = 1. 
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Proof. (9 It is appropriate to choose the parameter N of the Laguerre-type polynomial on the 
left of (2.2) as a function of it in such a way that 
i i 
“,‘--; N(n)=~+~+Ih(a,h)M~h(a,h)M, Iz -+ co. 
The relation (2.2) is thus an immediate consequence of the classical imit formula (1.6) and of 
the defining identities (2.1) and (1.8). The first line of (Ma) follows from the second one in 
view of a well-known differentiation formula for Bessel functions, namely (2.6a) below. 
(ii) Employing the representation (1.4) of J;(x), we have 
Jp%+) = g l++, *w _ h(a, A)M ( -+(hX)2)k 
k=O b + l>k (Qf + 2)/c I k! * 
Since the coefficients in brackets can be rewritten as 
1 
I 
k+a+l + kh(a, A)M 
I 
1 c+k 
= 
(CY+2)k a+1 ff+1 
-7 kE%,, 
@+2)/C c 
with c as in (2.31, the required ,F,-hypergeometric representation of the Bessel-type function 
follows. 0 
AS it was shown in [lo] (cf. also [ll, 93.5]), the Laguerre-type polynomial R;T~(x), (Y > - 1, 
N > 0, y1 E N, satisfies the differential equation 
N{ f q(x)~“‘(x) + (’ ;” f ‘)Y(x)i 
i=l 
+xy”(x) + (a + 1 -x)y’(x) + ny(x) = 0, 0 <X < 03, (2.4a) 
where 
&(,q = ; k (- qi+j+l 
. j=l 
(S’:)(~~~)(~+3)i_jX’, iEN- 
For fractional values of cy, the coefficients a,(x) are polynomials of exact degree i, but, if 
(Y E No, those terms on the right of (2.4b) vanish for which j - 1 > (Y + 1 or i -j > (Y + 2; hence, 
ai = 0 if i > 2a + 4, and thus the equation (2.4a) is of order 2a + 4 for this choice of the 
parameter (Y. 
Unless otherwise stated, we restrict ourselves to the cases cr E N, in the remaining sections 
of the paper. Our next aim is to derive from (2.4a) a similar differential equation for the 
Bessel-type functions and to give also a direct proof of this result. To this end we need some 
preliminary facts concerning derivatives of Laguerre polynomials and of Bessel functions. 
Let D = d/dx and 6 = (l/x)(d/dx) stand for ordinary and “Bessel” differentiation, respec- 
tively. While the Laguerre polynomials satisfy the differentiation formulas [4, Section 10.12, 
(15) and (2811 
D[ R,“(x)] = - &,“I:(+ R”;‘(x) = 0, (2.5a) 
D[e-“x”R,“(x)] = ue-xxa-lR~;:(x), (2.5b) 
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which are dual to each other in a certain sense, natural counterparts of (2.5) for the Bessel 
functions are given by, see [22, Section 3.21, 
S[_qx)] = - 2(aA; 1) Jf+Yx)Y (2.6a) 
6[ Pqx)] = 2Cxx2”-2Jh”-‘(x). 
The (iterated) operations D and 6 are related to each other in the following way. 
(2.6b) 
Lemma 2.2. Let j E N. For sufficiently 
D’y(x) = i aj,kx2k-j@y(x), 
k=l 
#y(x) = i Z+k~~-~jDky(x), 
k=l 
where 
2k-j j! 
smooth functions y(x), we have 
(-2)k-i(2j-k- l)! I_ , ~ 
aj,k= (j-k)!(2k-j)!’ ‘j,k= (j-k)!(k-l)! ’ K=l,L ,..., J, 
and where by convention l/(-n)! = 0 if n E N. 
Proof. Both identities (2.7) and (2.8) can be verified by induction with respect to j. While the 
case j = 1 is clear, the step from j to j + 1 is based on the fact that the coefficients aj,k and bj,k 
satisfy the recurrence relations 
aj,k-1+(2k-j)aj,k=aj+,,k, bj,k-l+(k-2j)bj,k=bj+l,k. 0 
For the derivatives of the Laguerre-type polynomials and of the Bessel-type functions, a limit 
relation similar to (2.2) holds. 
Lemma 2.3. Let j E N. Under the assumptions of Lemma 2.1, 
= D’J,“,“( x), 
n-m (2.9) 
uniformly on any compact subset of 0 <x, A < ~0. 
Pi-oof. In view of Lemma 2.2, (2.71, it suffices to prove (2.9) with D being replaced by 6. 
Applying a j-fold iteration of the identities (2.5a) and (2.6a) as well as an obvious modification 
of (2.21, we obtain for r = 0, 1, 
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uniformly on a compact subset of (0, ~1. Hence, termwise differentiation of the sequence on 
the left of (2.2) is justified. Since the Laguerre-type polynomials as well as the Bessel-type 
functions are given as linear combinations of their classical counterparts with parameters cr and 
(Y + 1, an argument similar to the one used in the proof of Lemma 2.1 yields the required limit 
relation, for j E N, i.e., 
= Sj.y”( x). 0 
n+m 
Now we are in a position to establish a diffential equation of order 2a + 4 satisfied by the 
Bessel-type functions. 
Theorem 2.4. Let cx E N,, M 2 0. For any 0 < A < 00, y(x) = J,“,“(x> satisfies the differential 
equation 
i 
2a+4 
M c @-*“-4y(‘)(X) + /pf‘+y(x) 
i=l I 
+22~+*(a+2)!{Y”(x)+~Y’(x)+A*Y(x)) =o, o<x<m, 
where A:, 1 f i G 2a + 4, are real numbers defined by 
(2a + 4)! a+1 
Aq= (i-l)! 
c (_l)i+k(a:l) (2k-i+2~~+5)!2’-*~-* 
k,:-=,o-3 
(k+cr+3)!(k-i+cr+3)!’ 
For A4 = 0, the differential equation (2.10) reduces to the Bessel equation (1.2). 
(2.10) 
(2.11) 
First proof. For A = 0, J,“,“(~) = 1 clearly satisfies (2.101, so we can assume that A > 0. Our 
starting point is the Laguerre-type equation (2.41, where we replace N by 
Lemma 2.1 and change i and x into k and t, respectively. Now substitute 
N(n) as given in 
X2 4n 
t=-, 
0 
o=w(A,n)=~, nEN, 
and set y(t) = y(x*/w) = Y,(x). In view of Lemma 2.2, (2.8), it follows that 
y(k)(t) = (&@YJx) = ($$ 6 bk,ixi-2kYw(i’(x). 
i=l 
As w + m, n tends to ~0. Hence, by Lemma 2.1(i) and Lemma 2.3, we have, for any i E N,, the 
result (note we now write Y(x) := J,“,“(~)) 
hmmY,ci)(x) = JkDiR;~N(") = DiJ;TM(x) =: y(i)(,). 
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Furthermore, cf. [3, 1.18(4)], 
M=Mw-“-‘[1+0(l)], w+m, 
Hence, by dividing (2.4) through by o and letting w tend to 03, we obtain 
0 = lim McP-~ 
W’m 
+$ Y”(X) + 
[ 
2a!+l 
-Y’(X) + PY(x) . x I 
A combination of all powers of o under the limit sign on the right-hand side gives ~-~-~-j+~, 
where j denotes the summation index in the representation (2.4b) of uk. But since k - j G (Y + 2, 
the only nonvanishing contributions to the limit (as w + ~0) are those terms where j = k - (Y - 2, 
j > 1. Hence, after a short calculation, the double sum on the right becomes 
M (+)2a+4 2F4AyXi-2a-4y’ij(X), 
(cr + 2)! i=l 
where 
A; = 22n+4 ‘fa_+ly! ‘2’ ( (Y + 1 
i ! k=l k-a-3 
k>a+3 
) (-“:ll’+;‘:-;,- ‘>! . 
.( 1. 
Finally, by an index transformation k --+ k + cr + 3, the representation (2.11) of A: follows. This 
yields the required result (2.10) but with y replaced by Y. q 
Once knowing the differential equation (2.10), (2.11) of the Bessel-type functions, it can also 
be verified directly. To this end we require the following identities. 
Lemma 2.5. Let A$, 1 < i < 2~r + 4, be giuen as in (2.11). For 0 < A, x < CO and r = 0, 1, 
2a+4 
C Aqxi-2”-4(~~+,)(i)(.) + ~2ol+4~:++) = ,2*+4~;+2(+ 
i=l 
(2.12) 
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Proof. By definition of AT, one obtains, for r = 0, 1, 
2cx+4 
S’ 201+4 := c ,,,i-y,+y(x) 
i=l 
z1 ,_,,i+kjakfl) (2k-i+2~~+5)!2’-~~-* 
(k+a+3)!(k+a+3-i)! 
I 
i=l 
(k+a+ 3 _i)!(i_ 1)! 
Now invoke Lemma 2.2, (2.81, and the iterated formula (2.6a), to replace the inner sum over i 
by 
Hence, Sia+4 is equal to 
(2cu + 4)!((Y + T-)! a+1 
h2ru+4 (2a + 3 + r)!(a + 3)! kzO 
c (“:‘) (-1)” 2 (-l)j-k(;(AX))2j+2 
((Y +4)k j=k (2a +4+ r)j( j-k)! 
- r2n+4 
-/I 
j (-a-l)k(-j)k (-l)'(i(hx))*'+* 
(2a + 3 + Y)!((Y - 1 (2a + 4 + r)jj! 
(2a + 4)!((.y +r)! 
=h2a+4 (2a + 3 + T)!(cY + 3)! j=O (2cY + 4 + T)j 
C (2a + 5)j (- l)j(+(AX))*ji2 
(fl+4)jj! ’ 
where we used the Chu-Vandermonde summation formula to evaluate the inner sum. 
For r = 0, this yields 
~20,+~= ~*a+4 e 2a+4+j (;;)'(;~~)~j+~ 
j=O (a+1)j+3 . 
m (2a+3+j)j (-1)’ 
= -pa+4 c 
j=l ((y + l)j+* 
7(tAx)‘j 
= -Pa+4[ J,“(x) -J;+‘(x)], 
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since 
(2a + 3 +j)j 1 1 
= 
(a + l)j+* ((Y+l)j - (CX++)j’ jENo* 
Similarly, for r = 1, one has 
= -h2a+4[J;+l(x) -Jf+2(x)]. 0 
Second (direct) proof of Theorem 2.4. We insert 
y(x) =J;T”(X) = [l +h(a, A)M]Jf(x) -h(a, h)MJ;+l(x) 
into the differential equation (2.10) and employ the identities (2.12) of Lemma 2.5. Now 
observe that in view of the Bessel equation (1.2a), the expression 
2cY + 1 
y”(x) + ~ x Y’(X) + h2Y(X) 
vanishes identically if y = .I:, while for y = _I:,1 it becomes 
Hence, the left-hand side of (2.10) is equal to 
[l +&TX, A)M]MA2”+4J,“+2(~) - h(a, A)M{MA2”+4J,“+2(~) + 22”+2(a + 1)!A2Jff2(x)} 
=M{A2a+4 --~(cY, A)22”+2(~ + 1)!A2)Jrf2(x). 
Since the factor in braces vanishes by definition (Mb) of h(cr, A), the assertion now follows. 
0 
Unfortunately, the numbers A: in (2.11) cannot be given in closed form, in general. But they 
possess hypergeometric representations which may be used to calculate them for particular 
values of (Y and i. 
Lemma 2.6. (i) For 1 G i G (Y + 3, 
i (20~ + 4)!(2~~ +5 - i)!2’-2 
&=(-l) (&l)!((y+3)!((y+3_i)!3F2 
-cX-l,CX+3-+i,c-w+~-$ 
cr+4,(Y+4-i 
;l 
(2a + 5 - i)!2’-2 
= (-‘)’ (i _ l)!(a + 3 _ i>! (‘>a+1 3F2 
i 
-a - 1, 1 - ii, $ (1-i) 
+, a+4-i 
; 1 
I 
(2.13) 
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(ii) For (Y + 3 < i < 2a + 4, 
a+l (2a + 4)!(a + 1)!22”+4-’ 
“=(-‘) (2a+4-i)!(i-cu-3)!i13FZ 
i - 2a - 4, ;i, ;<i + 1) 
i-a-2,i+1 
(2.14) 
(iii> In particular, we have 
(2.15) 
A;a+4=(-l)a+1, A;,+,=(-l)“+‘(n+2)(2ru+l). 
Proof. (i> For 1 G i G cr + 3, one has, by definition, 
(2.16) 
A?=(-1)’ . 
(2a + 4)!(2a + 5 - i)!2’-2 ail ( --LY - l)k(2a + 6 - i)2,2-2k 
(I-1)!((~+3)!(a+3-i)! k=O k!(a + 4)k(~ + 4 - i)k ’ 
Since (2a), = 22k(a>,(a + $>,, the first line of (2.13) follows. Concerning the second line, we 
apply the Kummer-Thomae-Whipple transformation formula [l, Example 7, p.981, [7, (3.2.8)1 
(c+d-a -b)n -n,c-a,c-b 
(d)n c,c+d-a-b 
with n=a+l and c=a+4-i, d=a+4. 
(ii) If (Y + 3 < i < 2ar + 4, we first apply the index transformation k =j + i - (Y - 3 on the 
right of 
(2a + 4)! a+1 
A’= (i - l)! k=iFU_3(-1) 
i+k (a + l)! (2k -i + 2a + 5)!2i-2k-2 
k!(cu+l-k)! (k+cr+3)!(k++a+3)! 
to get 
Aq=(-l) (2 
ol+l (2a + 4)!(cX + 1)!22”+4-i 2az-’ (i - 2Ct - 4)j (i)2j2-2j 
(~+4-i)!(i-cr-3)!i! j=o j! (i -Cl - 2)j(i + 1)j ’ 
Then we proceed as above in (i). 
(iii) The second line of (2.13) is particularly useful for small values of i, because the 
hypergeometric series terminates after i<i + 1) terms. For i = 6, for example, this yields 
- A* (2a 1)!24 - (-a 1)k(-2)k(-;)k (2a - I)! 16-ICY-4a2 
6 
= (2) t 
2 ‘y+lkCo 
= 
5!((r -3)! (;),(a - 2),k! 2(cx 
(z)0-1 7 
- 3)! 3(a - 2)((y - 1) * 
Similarly we obtain the other values of A: stated in (2.15). 
As to (2.16), the values of A&+4 and AO;01+3 follow readily from the representation (2.14). 
0 
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In general, a real differential expression of order greater than two cannot be made formally 
symmetric unless the order is even and the integrating factor satisfies a certain overdetermined 
system of “symmetry equations”, see the results of Littlejohn and Race reported on in [6, 
Section 4, Theorem 4.11. Supposing that in our situation the differential equation (2.10) can be 
so transformed into symmetric form, the integrating factor is necessarily given by w(x) = x*~+‘. 
Then there are real constants B,“, n = 1, 2,. . . , a + 2, such that the resulting equation is of the 
form (1.9) where the differential expression L”,,M can be written in the form 
a+2 
L;,“y(x) =A4 c (-l)n+1Bna(X*“-3y(n)(x))(“)+ 2*“+*((Y + 2)!(X*“+ly’(x))‘. (2.17) 
n=l 
Theorem 2.7. (a> Let (Y E N, and let A:, i = 1, 2,. . . ,2a + 4, be as in (2.11). When multiplied by 
o(x) =x2U+1, the differential equation (2.10) is of symmetric form (1.9) or (2.171, if and only if 
the numbers B,“, n = 1, 2,. . . , a + 2, simultaneously satisfy the two systems of equations 
m”‘~~2k~1)(-l)“(2n_~k+1)(3-2n)2,-2k+~B~=A~k_,, k=l,...,a+2, (2.18) 
n=k 
m1”‘~~~‘2k’~-l)~+1(2n~2~)~~-2~~~~-~k~~=~~k, k=1,...,a+2. (2.19) 
In this case, the first and last numbers are 
(2.20) 
(b) For cy = 0, 1, 2, the systems (2.18) and (2.19) are consistent and lead to the same set of 
coefficients given in the explicit representations (1.10) of the differential expression L”,,“. In all 
three cases, the numbers B,” turn out to be positive; this result is significant for the spectral theory 
of differential operators generated by the differential expression L”,3M, a subject which we hope to 
consider in a subsequent contribution. 
Proof. (a) We are searching for real numbers B,“, n = 1,. . . , a + 2, such that 
2ai4 cl+2 
X2a+l c ~-*a-4~(‘)(~) = c (_ l)n+l~na(~*~-3~(n)(~))(~). 
i=l II=1 
By Leibniz’s rule, the right-hand side is equal to 
a+2 
c (-l)“+‘B; (- I)“-‘(3 - 2n),_iX”fj-3y(n+i)(X) 
n=l 
a+2 
= c (-l)“+lB,” F /. n )(-1)‘(3-2n)2n_ixi-3y(‘)(w) ,_M 
n=l i=n \C ‘6 / 
2a+4 Lx+* 
= iFl nFl (-I)“+‘+‘( i nn)(3 - 2n)2n_iB,” niP3yCi)(x). 
i/ZGnGi 1 
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Equating coefficients of x i-3y(i)(~) on both sides, separately for odd and even indices i, we 
arrive at (2.18) and (2.19). 
For k = 1 and k = a + 2, each of the two sums on the left-hand sides of (2.18) and (2.19) 
reduces to one single term. In view of (2.15), (2.16), this yields 
and 
Bs+2= (-l),+l 
1 
((y + 2>(2a + l)J,,, = (- l)“+‘A;,+4 = 1. 
(b) For (Y = 0, we use (2.20) to obtain BF = 9 and B: = 1. Concerning the other two cases, 
notice that either system (2.18) and (2.19) determines the unknowns B,” uniquely, since the 
coefficient matrix is upper triangular with nonvanishing diagonal elements. For (Y = 1, (2.18), 
(2.19) give 
while for (Y = 2 we obtain 
I \ 
‘1 0 0 OiB1 ‘9.25.49\ 
0 -1 18 -5! B2 = -25.21 
0 0 1 -5! B, -42 ’ 
\o 0 0 -1 / B 
4/ \ 
-11 
I \ 
‘-1 00 0’ B1 i -9.25.49\ 
0 -2 6 0 B2 -9.25.14 
0 0 9 -240 B, = 42.11 - 
\ 0 0 0 -20, B 
\ 4, \ 
-201 
In both situations, the two systems lead to the same result, namely 
B; = 225, B;=33, Bi=l, 
Bf = 9 * 25.49, B; = 27 * 67, B; = 78, Bf= 1. 
Inserting these values into (2.17) then proves (l.lOa)-(l.lOc). •I 
Remark. Following these results, it is natural to conjecture that the differential expression 
LX (Y,M, for any cy E N,, can be written in the formally symmetric form given in (2.17), i.e., that the 
systems of linear equations (2.18) and (2.19) are always consistent. This remark should be seen 
in the light of a recent personal communication from Littlejohn concerning the symmetric form 
of Koekoek’s Laguerre-type equation (2.4) provided that (Y E N,, . details of this result will be 
published in due course. 
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Following a device given in [12], we conclude this section by deriving a A-dependent, 
second-order differential equation for the Bessel-type functions, but now for any (Y z= - i. 
Theorem 2.8. Let (Y 2 - i, M > 0, and define for A > 0 and x E (0, co), 
F,(x) = [l +h(a, A)@- (a + 1)+x - 1, A)$, 
G, =h(cr, A)M[l + h(cx, A)M], H,(x) = h(a - 1, A);. 
Additionally it is conuenient to set u,(x) =.l,ol,“(~>, y (x) =J,“(x). Then, 
(a> as a linear combination of uh and ui, the Bessel function yh is given by 
F,(x)Y,(x) = [F,(x) - G&,(x) -H&+:(x); 
(b) the Bessel-type function uh satisfies the differential equation 
(2.21) 
2a+l 4a+4 
WMX) + -F*(x) - 
X 
A*F,(x) - -+T, 
(2.22) 
Proof. (a) Concerning the identity (2.211, recall that Us is defined as a linear combination of yh 
and yi, and that yh satisfies a second-order differential equation, i.e., 
2a + 1 
uh = [1 +h(a, A)M]y, +H,(x)Y:,, yh” + ---y; + A*y, = 0. 
X 
(2.23) 
Differentiating the first equation and eliminating yi by the second one, it follows that 
Hhu; = [l + h(cx, A)M] HAy; - ;H:y; -H; 
2a+l 
-YI\ + A2Y, 
X I 
1 +h(u, A)M- - [l + h(cx, A)M] yJ - A2H,2yA. 
But this proves (2.211, because 
[ 
2cY+2 
1 +h(cx, A)M- -HA 
X I 
[l + h(a, A)M] +A2H,2 = Fh 
and 
2cY+2 cy+1 
1 +h(m, A)M- pHHA = 1 + h(a, A)M - - 
X 
x2 h(cx - 1, A)M= Fh - G,. 
(b) In view of (2.21), the first equation in (2.23) can be rewritten as 
FAuA = [l + h(a, A)M]KY, - F;%Y,, + H,[ F,Y,]’ 
= [l+h(a,A)M]-;H, ([Fh-G&-H&) 
A 1 
+HA([Fh-GA]u;+F;uA-H&-H;u;). 
342 
This is equivalent to FAu: +phui + qhuA = 0, where 
HApA = -F,[ FA - Gh] + F,H; + F,[l + h(~, h)M] - F;H,, 
H;q, =F,2-FAF;HA - (F,[l +h(cx, A)M] -F;H,)(F, -GA). 
Since Fi = (4a + 4)Hh/x2, Hi = -HA/.x, and Fh - G, = [l + h(a, A)M] - (2a + 2)H,/x, a 
straightforward calculation gives 
2a + 1 4a+4 
PA = pFh-p 
X 
X2 HA 
and 
2ff + 2 Fh 
qA = -h(a, h)MK - 
X A 
?[I +h(a, A)M]h(a, A)M. 
Observing that 
2Cx+2 
ph(a, A)M = A2H,, 
X 
one finally arrives at (2.22). 0 
3. Differential relations 
The aim of this section is to derive the two A-independent differential expressions A:‘M and 
B,“,M, given in the Introduction as (l.ll), (1.121, which link the Bessel and Bessel-type functions 
to each other for any A E [0, 031. To this end, some commutation relations involving the 
differential expressions D = d/dx and F = d/(x dx) will be useful. 
Lemma 3.1. Let cx, m, n E N, and a, b E R. For sufficiently smooth functions y(x), 0 <x < ~0, 
_ the following results hold: 
[ 
a+1 b-l 
D2+ -D D2+ 
I[ 
-D 
X X 
and, more generally, 
b+l I[ a-l D2 + xD D2 + xD y(x) 1 
a+1 m I[ b-l n D2+ -D D2+ -D Y(X) x X 1 
a+l-2n m 
D Y(X). 
X 1 
(3-l) 
(34 
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Furthermore, 
b-1+2m n 
x D Smy(x>, 1 
4cy+3 2cx+1 (y 2~+3 a+1 
D2+ -----D D2+--- 
I[ 
D 
x X 1 [ y(x) = D2+ xD 1 Y(X), 
P-3) 
(3.4) 
1 D2+ 2a+1 (y -----D 1 
1 X 1 
Proof. A combination 
of (3.1) in the form 
y(x) = 62"(x2"y(x)). P-5) 
of the two second-order differential expressions gives the left-hand side 
D4+ 
a+b 
-D3 + 
(a - l)(b - 1) 
X2 
D2- 
(a - l)(b - 1) D y(x) 
X X3 1 . 
Since this expression is symmetric in a and b, identity (3.1) follows. 
Concerning (3.2), a j-fold iteration of (3.1) leads to 
b-l n 
D2+ -D Y(X) 
X 1 
b+l ’ 
-D D2+ 
X I[ a-2j+l b-l -D X X 
n-j 
Thus choosing j = n, one obtains (3.2) for m = 1. Iterating now this last formula m times gives 
the general result. 
Identity (3.3) follows from (3.2) by dividing both sides by am and letting a tend to infinity. 
Choosing m = 1, II = (Y, a = 4a + 2, and b = 2a + 2 in (3.2), yields (3.4). 
Finally, identity (3.5) is proved by induction with respect to CL In fact, the case cr = 0 is clear, 
and for (Y = 1 one readily checks that 
62[x2Y(x)1 = [ D2 + ;D y(x). ] (3 4 
Assuming now that (3.5) is true for some (Y E N,,, an application of (3.6), (3.3), and then (3.4) 
gives 
a2n+2 
(X 2a+2Y(q 
3 
= ?j2a D2 + ;D (x2”y(x)) = 
[ 1 D2 + 4a+3 -D s2”(x2”y(x)) X 1 
4a+3 
----D D2+ 
X I[ 2cy+1 (y -----D X 1 [ y(x)= D2- 2a+3 -----D X 1 
at1 
Y(X). 0 
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Remark. For y(x) =J,“(x), 0 <A < 03, identity (3.5) is a simple consequence 
differentiation formulae (2.6) and of the iteration of the Bessel equation (1.2a): 
of the two 
20!+1 a 
iP( PJ+)) = 2” a! SVj(x) = (-h’)?;(x) = D2 + -----D J&x). 
X I 
Theorem 3.2. For (Y E N,, M > 0 and 0 <x < 03 define two differential expressions of order 
20!+2 by 
2a,+l a 
A $M := 1 + (_ I)“+1 -------II , 
X I 
4a+3 
B,“>M := 1+(-l)“+’ h(cr, l)M D2+ -----D D2+ 
X IL 2a+l ------D X 
=1+(-l)“+’ h(a, l)M 
i 
D2+ 
2a+3 
----D . 
X I 
at1 
Then for any 0 < A < 03, thisgives (1.111, (1.12), i.e., 
A;?l;( x) = JAa”( x), 
B,“,“J,“,M(~) = [l + h(a, h)M]2J,“(x). 
(3.7) 
(3.8) 
(1.11) 
(1.12) 
Proof. Formula (1.11) follows from the A-dependent first-order differential equation (Ma) and 
the Bessel equation. In fact, 
J,“p”(x) =Jf(x) + h(cr, 1)M (A2)a+1J,“(x) + F -& 
2a + 1 I 
LX+1 
h(cq l)M D2+ -----D 
X 
Concerning (1.12), we first note that the two lines of (3.8) are equal in view of (3.4). While 
the second line readily implies that 
B;?/;+‘(X) = [l + (-l)“+‘h(a, 1)M(-A2)a+1]J,*+1(x) = [l +h(cq A)M]J,“+‘(x), 
the first line of (3.8) gives 
I[ 2cY + 1 I 
ail 
1 + (- l)rr+lh(a!, l)M D2 + xD 
2a+2 
+--- 
X 
JW 
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2a+2 
=JF(x) +h(LY, A)M J;(x) -hP2---- 
x D J,W I 
= [l + h(cx, A)M] J;(x) + h(cx, h)MJ,+‘(x). 
Now combine the two identities to obtain 
B,a,“J;,M(~) = [l +!~(a, A)M]B,“,“J,“(x) -h(cx, A)IVIUI,“%~J,“+~(X) 
= [l +h(cx, A)M]2J,“(x). q 
Corollary 3.3. The two differential expressions (3.7) and (3.8) are related to each other by, for all 
x E (0, m>, 
A;+2y(x)) =X2B,“,My(X), y E C201+2(0, w). (3.9) 
proof. To see this, we employ (3.3) for m = 2, 12 = LY, and (3.61, (3.2) for m = a, ~2 = 1, to obtain 
=x2 D2+ 
[ 
2a+5 a 
xD a2(x2~(x)) 1 
=x2 D2+ 
[ 
yDla[D2 + fD]Y(x) 
2a + 3 I 
a+1 
PD 
X 
Y(X). 0 
The two identities (1.111, (1.12) can be combined into a differential equation of order 4a + 4 
for JF,“(~), namely 
/4;,“[B;,“Jf,“(x)] = [l + h(cx, A)IM]*J,“,~(x). (3.10) 
Corollary 3.4. The differential equation (3.10) is equivalent to 
ir a+1 afl 2at3 +(-1) 2 (a+ l)! D2+ 2a + 1 PD X I _ ( -A’)a+l J;q”(x) = 0. (3.11) 
In particular for a = 0, (3.11) reduces to (2.10) in Theorem 2.4, i.e., 
D”+!D3-&+:D__h4 JOM 
X X2 X3 
) A’ 
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4. An integral formula 
Besides (3.9) there is another relationship between LI$~ and B,“,M which proves to be 
particularly useful in the following context. In fact, the aim of this section is to identify the 
differential expression B,“aM as the “weighted” formal adjoint of A;,“. 
Theorem 4.1. For (Y E N,, M > 0, the two operators given by (3.71, (3.8), Az,M and B,“,“, are 
related to each other by 
B,aj”y(x) =x-*~-~[ x *,,‘A;,,] +y(x), y E C’*“+*‘(O, co). (1.13) 
Proof. By definition of A$M and by formula (3.51, we obtain 
X 2a+1A;,My(~) =~*~+ly(x) + ( -l)a+lh(a, l)Mx*“+* 6*“(x**y(x)). 
Hence, see [9, Section 5.31, 
Lx 2U+,;,M] +y(x) =~*~+ly(x) + ( -l)a+lh(a, l)Mx*” 2a+1D(~2”t2y(~)). 
Reordering the brackets, it follows again by (3.51, with (Y replaced by (Y + 1, that 
X-2a-i 
LX 
2a+‘A;,M] +y(x) =y(x) + (-l)“+‘h(cy, 1)M 82a+2(~2n+2y(~)) 
i 
2cx+3 
= 1 + ( -l)a+lh(cq l)M D2 + PD 
X 
y(x) 
= B;,“y(x). 0 
As an application of Theorem 4.1 in the simplest case Q = 0 we shall carry over the 
orthogonality relation (1.7) of the Bessel functions to a corresponding result for the Bessel-type 
functions, in the following sense. For simplity we suppress the parameter (Y = 0, i.e., J2M =Jf’, 
etc. 
Theorem 4.2. For A, p > 0 and 0 < b, M < CQ there holds 
2/obJJr(x)J,f7x)x dx +MJ,M(O)J,M(O) 
= 2[1 + ;MA*][l+ ;M/~*]j~J~(x)J,(x)x dx +R(b; A, P, M), 
0 
where 
R(b; A, /_L, M) =MJ,(b)J,(b) - +M*J;(b)J;(b) 
W/b), ifh, P>O, 
= fY(l/\iF;), ifh +p >O, 
b + ~0. 
(4-l) 
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Proof. In view of (l.ll)-(1.13), for (Y = 0, we obtain 
A:.&(x) := { 1 - :M[D2 - iD])J&) =JY(x), 
; [ XAy] ‘J,“(x) := { 1 - +A4 D2 + ;D [ ii J,“(x) = [l + ~Mp*]2Jp(x). 
Hence, the left-hand side of (4.1) is equal to (recall (1.8~)) 
2~b(A~JA(x))J~(x)x dx +M 
0 
=2/u41,(x)( $~~]+J~(x))x dx 
-;M(J;(x)J,M(x)x -J,(x)[J,M(x)x]‘-J,(x)J,M(x)) lb0 +M 
= 2[1 + ~Mp2]2~b.JA(n)J,(x)x dx 
-$klI?(J;(b)J,M(b) -J,(b)(J,Mp)) +MJ*(b)J,M(b). 
Since 
J/p(b) = [l+ $kQL2]5,(b) + &b) 
and in view of the Bessel equation (1.2a), the integrated terms on the right become 
-$I4~[1+ $$L’]{J;(b)J,(b) -J,(h)J;(h)} 
- fM” J@)J$?) -J*(b) J;(b) - $J;(h) 
i [ II 
+M[l + +Mp*]J*(b)J,(b) + fM2J,(b&;(h) 
= +4[1+ $14pZ]b{J;(b)Jp(b) -J*(h),l:(h)) 
- $PJ;(b)J;(b) +kU*(b).T,(b). 
Observing finally that 
(A” - P~)/o41J*(~)JJ+ dx = ~b(JA(+J~(~)]’ -J,(4[4(41’) dx 
= -~{-w)J,W -J*WJ~(~)} 
and that 
2[1+~~~*]2+~~[1+a~~2][h2-~2]=2[1+~~~2][1+$~A2], 
the required identity (4.1) follows. 
348 W.N. Eueritt, C. Markett /Journal of Computational and Applied Mathematics 54 (1994) 325-349 
The behavior of the remainder term R(b; A, p, M) as b + CO is ruled by the leading terms in 
the asymptotic expansions of the Bessel function and its derivative (cf., e.g., [22, Chapter 7.1]), 
cos(hb - &T) + d(b-3’2), b + a, 
J;(b) = - $bh2J,(b) = -A sin(Ab - $r) +8(bp312), b + co. 0 
In the light and in the interpretation of (1.7) for (Y = 0 we state the following. 
Corollary 4.3. For A4 > 0 and A, p > 0, 
A m 
[l + +MA212 
J,“(x).J,“(x)x dx + $4JAM(0)J/(O) = 6(A - ,u). 
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