Abstract-We consider the problem of reconstructing a deterministic data field from binary quantized noisy observations of sensors randomly deployed over the field domain. Our focus is on the extremes of lack of control in the sensor deployment, arbitrariness and lack of knowledge of the noise distribution, and low-precision and unreliability in the sensors. These adverse conditions are motivated by possible real-world scenarios where a large collection of low-cost, crudely manufactured sensors are mass-deployed in an environment where little can be assumed about the ambient noise. We propose a simple estimator that reconstructs the entire data field from these unreliable, binary quantized, noisy observations. Under the assumption of a bounded amplitude field, we prove almost sure and mean-square convergence of the estimator to the actual field as the number of sensors tends to infinity. For fields with bounded-variation, Sobolev differentiable, or finite-dimensionality properties, we derive specific mean squared error (MSE) decay rates. The analysis techniques used herein expose the effects of field "smoothness" properties, location randomness, and noise on the MSE scaling behavior.
I. INTRODUCTION We consider the problem of reconstructing a deterministic data field from binary quantized noisy observations of sensors randomly deployed over the field domain. Our focus is on the extremes of lack of control in the sensor deployment, arbitrariness and lack of knowledge of the noise distribution, and low-precision and unreliability in the sensors. These adverse conditions are motivated by possible real-world scenarios where a large collection of low-cost, crudely manufactured sensors are mass-deployed in an environment where little can be assumed about the ambient noise.
We assume that n sensors are independently and identically distributed (iid) uniformly over the field domain2 [0, 1]d.
The uniform distribution model captures the complete lack of control in sensor deployment. Each sensor measures a noisy sample of the field at its location under iid zero-mean, bounded amplitude, additive noise. The statistical distribution of the noise is unknown to the sensors and the fusion center, and the results in this paper hold for arbitrary distributions satisfying these assumptions. Each noisy sensor sample is 1This material is based upon work supported by the US National Science Foundation (NSF) under award (CAREER) CCF-0546598. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the NSF.
2In this paper, we use the domain [0, 1] d, the d-dimensional unit hypercube, for clarity and ease of exposition. However, the results in this paper can be generalized to compact subsets of Rd, the d-dimensional Euclidean space. binary quantized by a comparison with a random threshold. The binary quantization captures the extreme of low-precision quantization. We assume that the random thresholds across the sensors are iid uniformly distributed over the sample dynamic range, modeling the extreme unreliability in the quantization across sensors due to manufacturing process variations and environmental conditions at different sensor locations.
We abstract away communication channel issues by assuming that the underlying sensor communication network is able to handle the modest payload of transmitting one bit (the binary quantized observation) per sensor to the fusion center. The reconstruction of multiple time snapshots of the field with time-sharing sensors, vanishing per-sensor rate and sensor location "overheads" can also be accommodated within our framework as in [1] but is omitted for clarity. We also assume that the fusion center is able to determine the corresponding locations of the sensors, justified by possible models for the underlying wireless transmission where triangulation of sensors is inherently performed.
We consider such extremes in order to demonstrate what is still achievable under such adverse conditions. We propose a simple estimator that reconstructs the entire data field from these unreliable, binary quantized, noisy observations. Under the assumption of a bounded amplitude field, we prove almost sure and mean-square convergence of the estimator to the actual field as the number of sensors noc. Under additional assumptions on the field "smoothness" properties, we derive upper bounds on the decay rate (with n) of the MSE of our estimator. For fields of bounded-variation, the MSE decays as3 O(I/' n). For fields that are s-Sobolev -2 smooth (see Section IV-C), the MSE decays as 0(n2 +1).
For fields that belongs to a finite-dimensional function space, the MSE decays as 0(1/n). These results constitute the main contributions of this paper.
To does not consider random sensor deployment and requires local field continuity for MSE convergence. The present work considers random sensor deployment and treats normconvergence for three rich function classes including boundedvariation, Sobolev differentiable, and finite-dimensional. Our results expose the effects of field "smoothness", deployment randomness, and observation/sensing noise on the MSE scaling behavior.
For field estimation problems that are not restricted by lowprecision, unreliable sensors, there is extensive literature in uncoded analog joint sampling-transmission approaches (e.g., see [5] , [6] and references therein) and the CEO problem, which is related to field estimation with distortion averaged over multiple snapshots (e.g., see [7] , [8] and references therein). There is also a large body of work on oversampled A-D conversion (e.g., see [9] and references therein), which is related to our results concerning finite-dimensional fields. However, these are different problem formulations and are not the focus of this work. for arbitrary noise distributions satisfying these conditions. Note that since both the field and the noise are bounded, the noisy samples are bounded by Y Yi c A a + b. We assume that the value of c is known. Unreliable, Binary Quantization: We assume that in the sensor hardware frontend, the noisy sample is quantized by an unreliable, low-precision analog-to-digital converter. Specifically, we consider binary quantization performed as a comparison to a random threshold that is uniformly distributed over the sample dynamic range [-c, +c] . The binary quantized observations are given by
where Ti -iid Unif [-c, +c] 
which converges to 0 [10, Chapter 9].
A. Proposed estimator Our proposed estimator first estimates the first m coefficients aj of (1) The value m is a design parameter which will be optimized with respect to n as described in Section III-B.
B. MSE convergence results
In the following theorem, the MSE upper bound has two terms. The first term is due to variance in the coefficient estimates. The second term is due to bias caused by the finiteterm approximation. The value of m(n) will be optimized in order to balance this bias-variance tradeoff. It should be noted that the order of the limits is important.
IV. ACHIEVABLE MSE DECAY RATES
In this section, we make use of the MSE upper bound of (6) in order to provide achievable upper bounds on the decay rate of the MSE for three specific function classes, namely, finite-dimensional 13k, bounded-variation FTBV, and s-Sobolev differentiable .F. [f k,B k3] 0kO, iVf e ¶FBk (7) where /3 > 0 is a constant [10, Chapter 9]. Combining (6) with (8) n Therefore the achievable MSE decay rate for fields in a finitedimensional subspace is D =0 Note that for this function class, the problem is essentially a finite-dimensional parameter estimation problem. The Cramer-Rao lower bound on the MSE decay rate of finitedimensional parameter estimation from iid noisy observations is given by Q(1 /n) [11] . Hence the MSE decay rate is order optimal for FBk, that is, D = 9(1/n). A function in .TBV has a derivative (at points for which it exists) which is uniformly bounded and the sum of the amplitudes of its discontinuous jumps is finite. The boundedvariation condition represents a minimal "smoothness" assumption since a restriction is placed on the amount of total discontinuous jumps.
It is well known that when B is the Fourier basis6, 
V. ONGOING WORK
We are currently conducting a sensitivity analysis on the effects of sensor location uncertainty to understand how location knowledge imprecision affects achievable MSE decay rates. We also working on relaxing the bounded amplitude assumption on the noise and signal, extensions to non-uniform threshold and deployment distributions, and deriving MSE lower bounds to establish order optimality results for all the function classes. Also, the extensions to reconstructing multiple time snapshots of the field with time-sharing sensors, vanishing per-sensor rate and sensor location "overheads" will be presented in a journal version of this article.
VI. PROOFS
We first establish some results regarding the estimated coefficients of (3).
Lemma 6.1: The expected value of an approximated coefficient is given by E[aj] = cvj = (f, gj) and the MSE of the coefficient estimates satisfies
(1 1) gj* (X)sgn(f (X) + Z -T) < g and thus its variance must be bounded by g2. Combining (16) and (17) (12) where we assume that the orthogonal basis used for the estimator satisfies (5). The approximated coefficients also have the following convergence property -A .j 12n -CC. 
using the coefficient expect squared error bound given in (12).
Combining (2) and (18), we have (6). i [4 Thus, combining (14) and (15) 
