Abstract. A de ation procedure is introduced that is designed to improve the convergence of an implicitly restarted Arnoldi iteration for computing a few eigenvalues of a large matrix. As the iteration progresses the Ritz value approximations of the eigenvalues of A converge at di erent rates. A numerically stable scheme is introduced that implicitly de ates the converged approximations from the iteration. We present two forms of implicit de ation. The rst, a locking operation, decouples converged Ritz values and associated vectors from the active part of the iteration. The second, a purging operation, removes unwanted but converged Ritz pairs. Convergence of the iteration is improved and a reduction in computational e ort is also achieved. The de ation strategies make it possible to compute multiple or clustered eigenvalues with a single vector restart method. A Block method is not required. These schemes are analyzed with respect to numerical stability and computational results are presented.
1. Introduction. The Arnoldi method is an e cient procedure for approximating a subset of the eigensystem of a large sparse n n matrix A. The Arnoldi method is a generalization of the Lanczos process and reduces to that method when the matrix A is symmetric. After k steps the algorithm produces an upper Hessenberg matrix H k of order k. The eigenvalues of this small matrix H k are used to approximate a subset of the eigenvalues of the large matrix A. The matrix H k is an orthogonal projection of A onto a particular Krylov subspace and the eigenvalues of H k are usually called Ritz values or Ritz approximations. There are a number of numerical di culties with Arnoldi/Lanczos methods. In 34] a variant of this method was developed to overcome these di culties. This technique, the Implicitly Restarted Arnoldi iteration (ira-iteration) may be viewed as a truncation of the standard implicitly shifted qr-iteration. This connection will be reviewed during the course of the paper. Because of this connection, an ira-iteration shares a number of the qr-iteration's desirable properties. These include the well understood de ation rules of the qr-iteration. These de ation techniques are extremely important with respect to the convergence and stability of the qr-iteration. De ation rules have contributed greatly to the emergence of the practical qr algorithm as the method of choice for computing the eigen-system of dense matrices. In particular, the de ation rules allow the qr-iteration to compute multiple and clustered eigenvalues. This paper introduces de ation schemes that may be used within an ira-iteration.
set of wanted eigenvalues has been computed. These converged Ritz values may be part of the wanted or the unwanted portion of the spectrum. In either case, it is desirable to de ate the converged Ritz values and corresponding Ritz vectors from the unconverged portion of the factorization. If the converged Ritz value is wanted, it is necessary to keep it in the subsequent Arnoldi factorizations. This is called locking. If the converged Ritz value is unwanted then it must be removed from the current and subsequent Arnoldi factorizations. This is called purging. These notions will be made precise during the course of the paper. For the moment we note that the advantages of a numerically stable de ation strategy include: Reduction of the working size of the desired invariant subspace.
Preventing the e ects of the forward instability of the Lanczos and qr algorithms 27, 39] . The ability to determine clusters of nearby eigenvalues without need for a block Arnoldi method 18, 32, 33] .
The fundamentals of the Arnoldi algorithm are introduced in x 2 as well as the determination of Ritz value convergence. The ira-iteration is reviewed in x 3. De ating within the ira-iteration is examined in x 4. The de ation scheme for converged Ritz values is presented in x 5. The practical issues associated with our de ation scheme are examined in x 6 . These include block generalizations of the ideas examined in x 5 for dealing with a number of Ritz values simultaneously, and avoiding the use of complex arithmetic when a complex conjugate pair of Ritz values converges.
An error analysis of the de ated process in presented in x 7 . A brief survey of and comparisons with other de ation strategies is given in x 8. An interesting connection with the various algorithms used to re-order a Schur form of matrix is presented in x 9 . Numerical results are presented in x 10 .
Capital and lower case letters denote matrices and vectors while lower case Greek letters denote scalars. The j-th canonical basis vector is denoted by e j . The norms used are the Euclidean and Frobenius ones denoted by k k and k k F , respectively. The range of a matrix A is denoted by R(A).
2. The Arnoldi Factorization. Arnoldi's method 1] is an orthogonal projection method for approximating a subset of the eigensystem of a general square matrix. The method builds, step by step, an orthogonal basis for the Krylov for A generated by the vector v 1 . The original algorithm in 1] was designed to reduce a dense matrix to upper Hessenberg form. However, the method only requires knowledge of A through matrix vector products, and its ultimate value as a technique for approximating a few eigenvalues of a large sparse matrix was soon realized. When the matrix A is symmetric the procedure reduces to the Lanczos method 22]. Over a decade of research was devoted to understanding and overcoming the numerical di culties of the Lanczos method 26]. Development of the Arnoldi method lagged behind due to the inordinate computational and storage requirements associated with the original method when a large number of steps are required for convergence. Not only is more storage required for V k and H k when A is nonsymmetric, but in general more steps are required to compute the desired Ritz value approximations. An explicitly restarted Arnoldi iteration (era-iteration) was introduced by Saad 30 ] to overcome these di culties. The idea is based on similar ones developed for the Lanczos process by Paige 25 The following procedure shows how the factorization is extended from length k to k + p. If k = 0 then V 1 = v 1 represents the initial vector. In order to ensure that V T k f k 0 in nite precision arithmetic, the above algorithm requires some form of re-orthogonalization at step 7; see Chapter 7 of 23] .
In exact arithmetic, the algorithm continues until f k = 0 for some k n. All of the intermediate Hessenberg matrices H j are unreduced for j k. A Hessenberg matrix is said to be unreduced if all of its main sub-diagonal elements are nonzero. The residual vanishes at the rst step k such that dimK k+1 (A; v 1 ) = k and hence is guaranteed to vanish for some k n . The following result indicates when an exact truncated factorization occurs. This is desirable since the columns of V k form a basis for an invariant subspace and the eigenvalues of H k are a subset of those of A. In Theorem 2.2, the span of the k columns of Q k represent an invariant subspace for A. The matrix equation AQ k = Q k R k is a partial real Schur decomposition of order k for A. The diagonal blocks of R k contain the eigenvalues of A. The complex conjugate pairs are in blocks of order two and the real eigenvalues are on the diagonal of R k , respectively. In particular, the theorem gives that if the initial vector is a linear combination of k linearly independent eigenvectors then the k-th residual vector vanishes. It is therefore desirable to to devise a method that forces the starting vector v 1 to lie in the invariant subspace associated with the the wanted eigenvalues.
The algorithms of this paper are appropriate when the order of A is so large that storage and computational requirements prohibit completion of the algorithm that produces V n and H n . We also remark that working in nite precision arithmetic generally removes the possibility of the computed residual ever vanishing exactly.
As the norm of f k decreases, the eigenvalues of H k become better approximations to those of A. Experience indicates that kf k k rarely becomes small let alone zero. 3. The Implicitly Restarted Arnoldi Iteration. Theorem 2.2 motivates the selection of a starting vector that will lead to the construction of an approximate basis for the desired invariant subspace of A. The best possible starting vector would be a linear combination of a Schur-basis for the desired invariant subspace. The ira-iteration iteratively restarts the Arnoldi factorization with the goal of forcing the starting vector closer and closer to the desired invariant subspace. The scheme is called implicit because the updating of the starting vector is accomplished with an implicitly shifted qr mechanism on H k . This will allow us to update the starting vector by working with orthogonal matrices that live in R k k rather than in R n n .
The iteration starts by extending a length k Arnoldi factorization by p steps. Next, p shifted qr steps are performed on H k+p . The last p columns of the factorization are discarded resulting in a length k factorization. The iteration is de ned by repeating the above process until convergence.
As an example, suppose that p = 1 and that k represents the dimension of the desired invariant subspace. Let be a real shift and let H k+1 ? I = QR with Q orthogonal and R upper triangular matrices, respectively. Then from (2. We now show that the ira-iteration is equivalent to forming the leading portion of an implicitly shifted qr-iteration. Note that equations (3.1){(3.2) are valid for 1 k n. In particular, extending the factorization of equation (3.1) by n ? k steps gives f n = 0 and AV n ? V n H n = 0 de nes a decomposition of A into upper Hessenberg form. Let Q n R n = H n ? I where Q n and R n are orthogonal and upper triangular matrices of order n, respectively. Since Q and R are the leading principal sub-matrices of order k + 1 for Q n and R n , respectively, V n Q n R n e 1 = V k+1 QRe 1 and e T 1 R n e 1 = e T 1 Re 1 follow. Post multiplication of equation (3.2) The number of shifts to apply at each cycle of the above iteration is problem dependent. At present there is no a-priori analysis to guide the selection of p relative to k. The only formal requirement is that 1 p n ? k. However, computational experience suggests that p k is preferable. If many problems of the same type are to be solved, experimentation with p for a xed k should be undertaken. This usually decreases the required number of matrix{vector operations but increases the work and storage required to maintain the orthogonal basis vectors. The optimal cross-over with respect to CPU time varies and must be determined empirically. Lehoucq makes a connection with subspace iteration in Chapter 8 of 23]. There has been considerable experience with subspace iteration and this connection may eventually shed light on how to select p relative to k. For example, it is well known that performing subspace iteration on a subspace of dimension larger than the number of eigenvalues required typically leads to improved convergence rates; see the paper of Du and Scott 12] for a discussion and further references.
Among the several advantages an implicit updating scheme possess are: xed storage requirements. The ability to maintain a prescribed level of orthogonality for the columns of V since k is of modest size. Application of the matrix polynomial v + 1 (A)v 1 without need to apply matrix vector products with A. The incorporation of the well understood numerical and theoretical behavior of the qr algorithm. This last two points warrant further discussion. Quite often, the dominant cost during Arnoldi iterations are the matrix vector products with A. Thus, the ira-iteration may result in a substantial reduction in time when building a length k + p Arnoldi factorization. The last point is important since it allows the possibility of constructing general purpose and reliable software for the large scale eigenvalue problem. 4 . De ation within an IRA-iteration. As the iteration progresses the Ritz estimates (2.2) decrease at di erent rates. When a Ritz estimate is small enough, the corresponding Ritz value is said to have converged. The converged Ritz value may be wanted or unwanted. In either case, a mechanism to de ate the converged Ritz value from the current factorization is desired. Depending on whether the converged Ritz value is wanted or not, it is useful to de ne two types of de ation. Before we do this, it will prove helpful to illustrate how de ation is achieved. Suppose that after m steps of the Arnoldi algorithm we have 4.1. Locking. If de ation has taken place, the column vectors in V 1 are considered locked. This means that subsequent implicit restarting is done on the basis V 2 . The sub-matrices e ected during implicit restarting are G, H 2 and V 2 . However, during the phase of the iteration that extends the Arnoldi factorization from k to k + p steps, all of the columns of V 1 V 2 participate just as if no de ation had occurred. This assures that all of the new Arnoldi basis vectors are orthogonalized against converged Ritz vectors and prevents the introduction of spurious eigenvalues into the subsequent iteration.
After de ation, equating the last m?j columns of (4. Complications. An immediate question is: Do any sub-diagonal elements in the Hessenberg matrix of the factorization (4.1) become negligible as an iraiteration progresses ? Since a cycle of the Arnoldi iteration involves performing a sequence of qr steps, the question is answered by considering the behavior of the qriteration upon upper Hessenberg matrices. In exact arithmetic, under the assumption that the Hessenberg matrix is unreduced, only the last sub-diagonal element may become zero when shifting. But the other sub-diagonal elements may become arbitrarily small. In addition, in exact arithmetic, the purging technique would not be necessary as the implicit shift technique would accomplish the removal of the unwanted Ritz pairs from the leading portion of the iteration. For example, using the unwanted Ritz values as shifts accomplishes this removal.
Computing in nite precision arithmetic complicates the situation. A robust implementation of the qr algorithm sets a sub-diagonal element to zero if it is in magnitude less than some prescribed threshold and this technique is also adopted for de ation. This de ation overcomes the technical di culty associated with tiny subdiagonals and improves the convergence of the ira-iteration. In addition, it may be impossible to accomplish the removal of the unwanted Ritz values from the leading portion of the iteration due to the forward instability 27, 39] of the qr algorithm.
The phenomena of the forward instability of the tridiagonal qr-iteration 27] was initially explored by Parlett and Le. They observe that while the implicitly shifted qriteration is always backward stable, there are cases where severe forward instability can occur. It is possible for a qr-iteration to result in a computed Hessenberg matrix with entries that have no signi cant digits in common with the corresponding entries of the Hessenberg matrix that would have been determined in exact arithmetic. The implication is that the computed sub-diagonal entries may not be reliable indicators for decoupling the Arnoldi factorization. Le and Parlett's analysis formally implies that the computed Hessenberg matrix may lose signi cant digits when the shift used is nearly an eigenvalue of H, and the last component of the normalized eigenvector is small. We also mention the work of Watkins 39] that investigates the transmission of the shift during a qr step through H.
Since convergence of a Ritz value is predicated upon the associated Ritz estimate being small, using shifts that are near these converged values may force the ira iteration to undergo forward instability. This indicates that it may be impossible to lter out unwanted eigenvalues with the implicit restarting technique and this is the motivation for developing both the locking and purging techniques. Further details may be found in Chapter 5 of 23].
De ating Converged Ritz Values. During an Arnoldi iteration, a Ritz
value may be near an eigenvalue of A with no small elements appearing on the subdiagonal of H k . However, when a Ritz value converges, it is always possible to make an orthogonal change of basis in which the appropriate sub-diagonal of H k is zero. The following result indicates how to exploit the convergence information available in the last row of the eigenvector matrix for H k . For notational convenience, all subscripts are dropped on the Arnoldi matrices, V , H and f, for the remainder of this section. The following theorem shows that the de ated Arnoldi factorization resulting from this scheme is an exact k-step factorization of a nearby matrix. Once a converged Ritz value is de ated, the Arnoldi vector corresponding to is locked or purged as described in the previous section. The only di culty that remains is purging when A is nonsymmetric. .12) is discarded by the de ation scheme and this relation shows that the discarded term is not magni ed in norm by the purging procedure. The matrix R HR ?1 remains upper Hessenberg since R is upper triangular.
Partitioning Q conformally with the right side of equation (5. In order to de ate the complex conjugate pair of eigenvalues from the factorization in an implicit manner, we require that e T k U = e T k + u T where kuk = O( ).
We now show that the magnitudes of the last components of y and z are not su cient to guarantee the required form for U. Suppose that z = y cos + r sin where r is a unit vector orthogonal to y and measures the positive angle between y and z. Lemma 5.1 implies that a Householder W matrix may be constructed such that W T y z = 1 e 1 1 e 1 cos + W T r sin follows since W is orthogonal and r is a unit vector. Rewriting equation (6.3), we obtain sin < j e T k z + w T z e T k z j; = j1 + w T z e T k z j; = j1 + ( 1 e T 1 z ? y T z) e T k y e T k z j; (6.4) as our computable bound.
Suppose that HX = XD where X 2 R k j and D is a quasi-diagonal matrix.
The eigenvalues of H are on the diagonal of D if they have zero imaginary component and in blocks of two for the complex conjugate pairs. The columns of X span the eigenspace corresponding to diagonal values of D. For the blocks of order two on the diagonal the corresponding complex eigenvector is stored in two consecutive columns of X, the rst holding the real part, and the second the imaginary part. If we want to block de ate X, where the last row is small, from H, we could proceed as follows.
Compute the orthogonal factorization X = Q R 0 via Householder re ectors where Q T Q = I k and R 2 R k k is upper triangular. Then the last row and column of Q di er from that of I k with terms on the same order of the entries in the last row of X if the condition number of R is modest. Thus, if the columns of X are not almost linearly dependent, an appropriate Q may be determined. Finally, we note that when H is a symmetric tridiagonal matrix, an appropriate Q may always be determined. If A is symmetric the two de ation procedures simplify considerably. In fact, purging is only used when A is nonsymmetric for otherwise G j = 0 j (m?j) and both H j and H m?j are symmetric tridiagonal matrices. Both algorithms are followed by remarks concerning some of the speci c details. with kqk small is guaranteed if the condition number of R i is modest. Since i is typically a small number, we compute the condition number of R i . The number of vectors to be locked is assumed to be such that the condition number of R i is small. In particular, if H m is a symmetric tridiagonal matrix, Q always has the required form. Lines 3{4 return the updated H m?j to upper Hessenberg form.
Before entering Purge, the unwanted converged Ritz pairs are placed at the front of the factorization. A prior call to Lock places the unwanted values and vectors to the beginning of the factorization. Unlike Lock, the procedure Purge requires accessing and updating the entire factorization when A is nonsymmetric. Thus, for large scale nonsymmetric eigenvalue computations, the amount of purging performed should be kept to a minimum. 21 is small in norm. The largest source of error is from computing an orthogonal factorization from the approximate eigenvector matrix containing the vectors to be locked.
The matrix pair (X; D) represents an approximate quasi-diagonal form for H. The computed eigenvalues of H are on the diagonal of D if they have zero imaginary component and in blocks of two for the complex conjugate pairs. The computed columns of X span the right eigenspace corresponding to diagonal values of D. For the blocks of order two on the diagonal the corresponding complex eigenvector is stored in two consecutive columns of X, the rst holding the real part, and the second the imaginary part. We assume that X is a non-singular matrix and that each column is a unit vector. Since each column of X is a unit vector, kXk p m. If (X) = kXkkX ?1 k is the condition number for the matrix of approximate eigenvectors, kEk 1 (X)kHk. If X is a well conditioned matrix then the approximate quasi-diagonal form for H is exact for a nearby matrix. In particular, if H is symmetric then E is always a small perturbation. As the columns of X become linearly dependent, m (X) decreases and E may represent a large perturbation.
The following result informs us that locking is a conditionally stable process. 2. If only one column is locked, then = 1 + O( ) and kCk is small relative to (X)kHk. 3. If (R 1 ) is large, the columns of X 1 are nearly dependent. In this case, (X) will also be large and locking will likely introduce no more error into the computation than already present from computing the quasi-diagonal pair (X; D). The factor of may be minimized by decreasing j the number of columns locked. 4. A conservative strategy locks only one vector at a time. The only real concern is when locking two vectors corresponding to a complex conjugate pair. If the real and imaginary part of the complex eigenvector are nearly aligned,
will be large and locking may be unstable. But as x 6.1 explains, the complex conjugate pair may be numerically regarded as a double eigenvalue with zero imaginary part. Only one copy is de ated and 1. The last relation implies that R ?1 = Q T 2 . In actual computation, this equality obviates the need to solve linear systems with R necessary for the similarity transformation. For the error analysis, that follows R ?1 is used in a formal sense. LetẐ be the computed solution to the Sylvester set of equations. In a similar analysis, Bai and Demmel 2] assume that the QR factorization of S is performed exactly and we do also. The major source of error is that arising from computingẐ. The previous discussion is summarized in the following result. where S j 2 R j j and j represents the dimension of the approximate invariant subspace already computed. The idea is to choose S j so that A j will converge to the remainder of the invariant subspace desired. For example, S j is selected to be a diagonal matrix of shifts 1 ; : : :; j so that A j has eigenvalues f 1 ? 1 ; : : :; j ? j ; j+1 ; : : :; n g.
Both forms of de ation di er in the choice of U j . The Wielandt variant uses converged Ritz vectors while the Schur{Wielandt uses an approximate Schur basis set vectors. With either form of de ation, the eigenvalues of A j are i ? i for i j and i otherwise and both forms leave the Schur vectors unchanged. This motivates Saad to suggest that an approximate Schur basis should be incrementally built as Ritz vectors of A j converge. Braconnier 6] employs the Wielandt variant and discusses the details of de ating a converged Ritz value that has nonzero imaginary part in real arithmetic.
We now compare our locking scheme to the Schur{Wielandt de ation techniques. We shall assume that AU j = U j R j is a real partial Schur form of order j for A and we will put S j = R j in the Schur{Wielandt de ation scheme. Suppose that In contrast to locking, consider the consequences of applying the Schur{Wielandt de ation scheme to construct a new Arnoldi factorization using V m e 1 as a starting vector. In the symmetric case with exact arithmetic, the two schemes would be mathematically equivalent. Without these assumptions, there may be considerable di erences. This helps to explain why Saad suggests that Wielandt and Schur{Wielandt deation techniques should not be used \to compute more than a few eigenvalues and eigenvectors." 1 We note that if M j 0, then the Wielandt forms of de ation may safely be used within an Arnoldi iteration. This will always be true when A is symmetric.
The cost of matrix vector products with A j increases due to the rank j modi cations of A required. Moreover, every time an approximate Schur vector or a Ritz vector converges, the iteration needs to be explicitly restarted with A j . The two de ation techniques introduced in this paper allow the iteration to be implicitly restarted|avoiding the need to build a new factorization from scratch.
Finally, we mention that the idea of de ating a converged Ritz value from a Lanczos iteration is also discussed by Parlett and Nour-Omid 28]. They present an explicit de ation technique by using the qr algorithm with converged Ritz values as shifts. Parlett indicates that this was a primary reason for undertaking the study concerning the forward instability of the qr algorithm 27].
9. Reordering the Schur Form of a Matrix. We now establish a connection between the ira-iteration with locking and the algorithms used to re-order the Schur form of a matrix. Suppose a matrix A is reduced to upper quasi-triangular form by the qr algorithm :
where Q is the orthogonal matrix computed by the algorithm. Equation (9.1) is a Schur form for A of order p + q where the sub-matrices T 11 and T 22 are of order p and q, respectively. Assume that the spectrums of T 11 and T 22 are distinct. In practice, the order in which the computed eigenvalues of A appear on the diagonal of T is somewhat random. The rst p columns of Q are an orthogonal basis for the unique invariant subspace associated with the eigenvalues of T 11 . If the eigenvalues of interest are located in T 22 and an orthonormal basis for them is wanted, we must either increase the number of columns of Q used or somehow place them at the top of T. Algorithms for re-ordering a Schur form accomplish this task by using orthogonal matrices that move the wanted eigenvalues to the top of T. The recent work of Bai and Demmel 2] attempts to correct the occasional numerical problems encountered by Stewart's algorithm 35] EXCHNG. Their work was motivated by that of Ruhe 29] and that of Dongarra, Hammarling, and Wilkinson 11] . Both algorithms swap consecutive 1 1 and 2 2 blocks of a quasi-triangular matrix to attain the desired ordering.
Let both T 11 and T 22 of equation (9.1) be matrices of at most order two. When swapping adjacent blocks of order one, p = 1 = q, EXCHNG constructs a plane rotation that zeros the second component of the eigenvector corresponding to the eigenvalue 2 = T 22 . A similarity transformation is performed on T with the plane rotation and the diagonal blocks are interchanged. We refer to a strategy that constructs an orthogonal matrix and performs a similarity transformation to interchange the eigenvalues as a direct swapping algorithm. Consider the following alternate iterative swapping algorithm: Perform a similarity transformation on T with an arbitrary orthogonal matrix followed by one step of the qr-iteration with shift equal to 2 . The arbitrary orthogonal similarity transformation introduces a non-zero o -diagonal element in the 2; 1 entry so that the transformed T is an unreduced upper Hessenberg matrix with the diagonal blocks now coupled. The standard convergence theory of the qr algorithm dictates that 1 and 2 are switched and the 2; 1 entry is zero. If the order of T 22 is equal to two, EXCHNG uses the iterative swapping strategy using a standard double shift to re-order the diagonal blocks. The direct swapping algorithm, instead, computes an appropriate orthogonal matrix by computing the QR factorization of a basis of two vectors that span the desired invariant subspace. For example the factorization used in equation (6.1) in x 6.1 may be used. The reader is referred to 2, 11] for further details.
The iterative swapping algorithm is equivalent to the implicit restarting technique used by the ira-iteration since both depend upon an implicitly shifted qr step applied to an unreduced upper Hessenberg matrix to interchange T 11 and T 22 . The direct swapping algorithm is equivalent to the locking technique. An orthogonal matrix is constructed from a basis for the invariant subspace corresponding to T 22 . When this is applied as a similarity transformation the diagonal blocks of T are swapped. In exact arithmetic, both swapping variants result in a matrix that is upper quasi-triangular with the blocks interchanged. Unfortunately, these existing reording techniques do not preserve the leading portion of the Arnoldi factorization and thus explicit restarting would have to be used.
The following example demonstrates that the two variants may produce drastically di erent output matrices when computed in oating point arithmetic. so that U is orthogonal up to a small multiple of machine precision. The matrix U acts as the arbitrary orthogonal transformation required by the iterative algorithm.
LetT denote the matrix computed by performing one step of the qr-iteration to the matrix U T TU with shift equal to 1 = 1 + 10 M . We remark that for matrices of order two, the explicit and implicit formulations of the qr-iteration are equivalent. The two computed matrices are: The computed eigenvalues ofT are 1:000000033320011 and 9:999999666799921 10 ?1 which both lost eight digits of accuracy. If we perform another qr-step on the matrixT with the same shift, 1:000000000000003 1:000000000000001 1:09 10 ?15 1 is computed. Note that the o -diagonal element is slightly larger than machine precision so that a standard qr algorithm does not set it to zero. Moreover, even if the o -diagonal element is set to zero, the iterative swapping algorithm fails to interchange the eigenvalues. Continuing to apply qr-steps with the shift equal to 1 does not result in a properly interchanged matrix.
The explanation why the iterative algorithm fails to work is simple enough. The matrix T constructed is poorly conditioned with respect to the eigenvalue problem since the eigenvectors are nearly aligned. The eigenvalues of U T TU are 1:000000033320011 and 9:999999666799921 10 ?1 :
Thus the small relative errors on the order of machine precision that occur when computing U T TU produce a nearby matrix in which both the eigenvalues di er by eight digits of accuracy. Performing a shifted qr step with 1 incurs forward instability since the last components of the eigenvectors for U T TU are on the order of p M . This is the necessary and su cient condition of Parlett and Le 27] . Another qr step with the same shift onT almost zeros out the sub-diagonal element since the last components of the eigenvectors forT are order 10 ?1 and the shift is almost the average of the eigenvalues ofT and quite close to both. We emphasize that the loss of accuracy of the computed eigenvalues is one of the deleterious e ects of forward instability. When = 10, ten iterations qr-iterations are required to interchange the two blocks. As before, the eigenvalues undergo a loss of accuracy. The iterative swapping algorithm fails for the matrix A(100). No explanation is given for the failure of Stewart's algorithm. The explanation for the failure is the same as for the previous example. Using a direct algorithm, the eigenvalues of A(10) and A(100) are correctly swapped and the eigenvalues lose only a tiny amount of accuracy.
Bai and Demmel present a rigorous analysis of their direct swapping algorithm. Although backward stability is not guaranteed, it appears that only when both T 11 and T 22 are both of order two and have almost indistinguishable eigenvalues 5] is stability lost. In this case, the interchange is not performed. Bojanczyk and Van Dooren 5] present an alternate swapping algorithm that appears to be backward stable.
10. Numerical Results. An ira-iteration using the two de ation procedures of section 6.2 was written in MATLAB, Version 4.2a. An informal description given parameters k and p is given in Table 10 .1. The codes are available from the rst author upon request. A high-quality and robust implementation of the de ation procedures is planned for the Fortran software package ARPACK 24] .
In the examples that follow Q k and R k denote the approximate Schur factors for an invariant subspace of order k computed by an ira-iteration. All the experiments used the starting vector equal to randn(n, 1) where the seed is set with randn('seed', 0) and n is the order of the matrix. Convergence history for Example one example also demonstrates how the iteration locks and purges blocks of Ritz values in real arithmetic. A block diagonal matrix C was generated having n blocks of order two. Each block was of the form the eigenvalues of a quasi-diagonal matrix are invariant under orthogonal similarity transformations, using an ira-iteration on C with a randomly generated starting vector is general. An ira-iteration was used to compute the k = 12 eigenvalues of C 450 with smallest real part. The number of shifts used was p = 16 and the convergence tolerance was set equal to 10 ?10 . With these choices of k and p, the iteration stores at most twenty eight Arnoldi vectors. There are four eigenvalues with multiplicity two. 6 . Figure 10 .1 gives a graphical interpretation of the expense of an ira-iteration in terms of matrix vector products when the value of p is increased. For all values of p shown, the results of the iteration were similar to those of Table 10 .3. The results presented in Table 10 .3 correspond to the value of p that gave the minimum number matrix vector products. For the value of p = 1, the iteration converged to the ve smallest eigenvalues after nine hundred ninety nine matrix vector products. But the iteration was not able to converge to the second copy of 5 . For p = 2, the only form of de ation employed was locking. All others values of p shown demonstrated similar behavior to that of Table 10 .3.
In order to determine the bene t of the two de ation techniques, experiments were repeated without the use of locking or purging. In addition, all the unwanted Ritz values were used as shifts, converged or not. The rst run used the same parameters as given in Table 10 .3. After 210 matrix vector products, the iteration converged to six Ritz values. But the second copy of the fth smallest eigenvalue was not among the nal six. The value of p was increased to twenty three with the same results. The eigenvalues are n; n ? 2; ; 1 and zero if n is even. We note that B n+1 = S n+1 A n+1 S ?1 n+1 where S 2 n+1 = diag(1; n 1 ; n 1 n?1 2 ; ; n! n! ) is a diagonal matrix. Thus the condition number of the basis of eigenvectors for B n+1 is kS n+1 k kS ?1 n+1 k which implies that the eigenvalue problem for B n+1 is quite ill conditioned. An ira-iteration was used to compute the k = 4 largest in magnitude eigenvalues of B 1000 . The number of shifts used was p = 16 and the convergence tolerance was set equal to 10 ?6 . With these choices of k and p, the iteration stores at most twenty Arnoldi vectors. Convergence history for Example four order ten had the values 1 = 10 ?6 ; i=2:8 = i 10 ?3 ; 9:10 = 1; on the diagonal. Since the eigenvalues of a matrix are invariant under orthogonal similarity transformations, using an ira-iteration on T with a randomly generated starting vector is general. An ira-iteration was used to compute an approximation to the smallest eigenvalue. The number of shifts used was p = 3 and the convergence tolerance was set equal to 10 ?3 . Table 10 .5 shows the results attained. Another experiment was run with the locking and purging mechanisms turned o . Additionally, all unwanted Ritz values were used as shifts. The same parameters were used as in Table 10 .5 but the iteration now consumed forty one matrix vector products. As in the results for Table 10 .5, the modi ed iteration converged to one of the dominant eigenvalues after one iteration. After six iterations, the leading block of H 4 split o , having converged to the invariant subspace corresponding to 9:10 . But since purging was turned o , the modi ed iteration had to continue attempting to converge to 1 using only the lower block of order two in H 4 . Incidently, if the iteration instead simply discarded the leading portion of the factorization corresponding to 9:10 after the sixth iteration, convergence to 1 never occurred. Crucial to the success of an ira-iteration is the ability to de ate converged Ritz values in a stable manner. Both purging and locking allow faster convergence.
11. Conclusions. In the paper, we developed de ation techniques for an implicitly restarted Arnoldi iteration. The rst technique, Locking, allows an orthogonal change of basis for an Arnoldi factorization which results in a partial Schur decomposition containing the converged Ritz values. The corresponding Ritz value is de ated in an implicit but direct manner. The second technique, Purging, allows implicit removal of unwanted converged Ritz values from the Arnoldi iteration. Both de ation techniques are accomplished by working with matrices in the projected Krylov space which for large eigenvalue problems is a fraction of the order of the matrix from which estimates are sought. Since both de ation techniques are implicitly applied to the Arnoldi factorization the need for explicit restarting associated with all other de ation strategies is avoided. Both techniques were carefully examined with respect to numerical stability and computational results were presented. Convergence of the Arnoldi iteration is improved and a reduction in computational e ort is realized. Although a direct comparison with block Arnoldi/Lanczos methods was not given, computational experience shows that if an ira-iteration builds the same size factorization used by the block methods, and the convergence tolerance is small enough, multiple or clustered eigenvalues are correctly computed. The connection between an ira-and qr-iteration explains the reason for the size of the convergence tolerance used. 
