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KULLBACK-LEIBLER-QUADRATIC OPTIMAL CONTROL∗
NEIL CAMMARDELLA† , ANA BUSˇIC´‡ , AND SEAN MEYN§
Abstract. This paper presents advances in Kullback-Leibler-Quadratic (KLQ) optimal control:
a stochastic control framework for Markovian models. The motivation is distributed control of
large networks. As in prior work, the objective function is composed of a state cost in the form of
Kullback-Leibler divergence plus a quadratic control cost. With this choice of objective function, the
optimal probability distribution of a population of agents over a finite time horizon is shown to be
an exponential tilting of the nominal probability distribution. The same is true for the controlled
transition matrices that induce the optimal probability distribution. However, one limitation of
the previous work is that randomness can only be introduced via the control policy; all uncontrolled
(natural) processes must be modeled as deterministic to render them immutable under an exponential
tilting. In this work, only the controlled dynamics are subject to tilting, allowing for more general
probabilistic models.
Another advancement is a reduction in complexity based on lossy compression using transform
techniques. This is motivated by the need to consider time horizons that are much longer than the
inter-sampling times required for reliable control. Numerical experiments are performed in a power
network setting. The results show that the KLQ method enables the aggregate power consumption
of a collection of flexible loads to track a time-varying reference signal, while simultaneously ensuring
each individual load satisfies its own quality of service constraints.
Key words. Distributed control, Markov decision processes, Smart Grid
AMS subject classifications. 90C40, 93E20, 90C46 93E35, 60J20,
1. Introduction.
1.1. MDPs and mean-field control. The optimal control problems posed in
this paper are generalizations of the standard finite-horizon optimal control problem
for a Markov Decision Process (MDP). To avoid a long detour on notation it is
assumed that the state space S and input space U are finite. As in the classical
control setting, the statistics of the state process S with input process U are defined
by a controlled transition matrix {Tu : u ∈ U}. To allow for randomized policies, we
introduce a filtration {Fk : k ≥ 0}. It is assumed that (Sk, Uk) is Fk-measurable for
each k, and
P{Sk+1 = s′ | Si , Ui , 0 ≤ i ≤ k; Sk = s , Uk = u} = Tu(s, s′)
The time-horizon for optimization is denoted K ≥ 1, and the optimization cri-
terion is based on the sequence of marginals for the joint state-input process Xk =
(Sk, Uk), with state space X = S× U:
(1.1) νk(x) = P{Sk = s, Uk = u} , x = (s, u) ∈ X , k ≥ 0
The set of all probability mass functions (pmfs) on X is denoted X . Associated with
any sequence {νk} ⊂ X is a randomized policy, defined as the sequence of conditional
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pmfs:
(1.2) φk(u | s) := νk(s, u)
(∑
u′
νk(s, u
′)
)−1
= P{Uk = u | Xi , i ≤ k; Sk = s}
A sequence {Ck} of real-valued cost functions on the marginals is given, and the
control objective is to obtain the solution to the optimization problem
(1.3) J∗(ν0) = min
U
K∑
k=1
Ck(νk)
There are two classes of constraints: first is that the initial pmf ν0 for X0 is not
modified. Second are the dynamics, which can be expressed as a sequence of linear
constraints on the marginals:
(1.4)
∑
u′
νk(s
′, u′) =
∑
s,u
νk−1(s, u)Tu(s, s′) , s′ ∈ S , 1 ≤ k ≤ K
The most basic example is obtained with Ct linear: given a cost function c : X→ R,
denote Ck(νk) = 〈νk, c〉 =
∑
x∈X νk(x)c(x). The optimization of (1.3) subject to (1.4)
is a linear program, of the form introduced by Manne [24, 5]. This is also a standard
stochastic control problem, so it is known that an optimal input is realized by state
feedback U∗k = φ
∗
k(S
∗
k) [4].
Another special case of (1.3) is variance-penalized optimal control, for which
Ck(νk) = 〈νk, c〉+ r
[〈νk, c2〉 − 〈νk, c〉2]
with r > 0 a penalty parameter. The optimal control problem (1.3) can be cast as a
constrained MDP:
(1.5)
min
νk,γk
K∑
k=1
[〈νk, c+ rc2〉 − rγ2k]
s.t. γk = 〈νk, c〉 , 1 ≤ k ≤ K
Its solution can be expressed using a randomized state feedback policy of the form
(1.2) [2].
1.2. Kullback-Leibler-Quadratic control. The focus of this paper is a cost
criterion suitable for tracking problems, designed to balance two objectives, for each
1 ≤ k ≤ K:
(i) νk ∼ ν0k , where {ν0k} models “nominal behavior”.
(ii) 〈νk,Y〉 ≈ rk, where {rk} is a reference signal, and Y : X→ R.
The nominal model is defined by a pmf p0 on XK+1:
(1.6) p0(~x) = ν00(x0)P
0
0 (x0, x1)P
0
1 (x1, x2) · · ·P 0K−1(xK−1, xK)
where ~x denotes the elements of XK+1 and P 0k (x, x
′) are Markov transition matrices.
The set of pmfs on XK+1 is denoted by XK+1. The nominal marginal pmfs will also
be distinguished with a super-script:
ν0k(xk) =
∑
xi:i 6=k
p0(~x)
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It is assumed that the transition matrices are consistent with a randomized policy,
denoted {φ0k}:
P 0k (x, x
′) = Tu(s, s′)φ0k+1(u
′ | s′) , x, x′ ∈ X
For any randomized policy {φk}, the resulting Markov chain X has transition
matrix
(1.7) Pk(x, x
′) := P{Xk+1 = x′ | Xk = x} = Tu(s, s′)φk+1(u′ | s′) , x = (s, u) ∈ X
The marginals evolve according to linear dynamics, similar to (1.4):
(1.8) νk = νk−1Pk−1 , 1 ≤ k ≤ K
in which the kth marginal νk is interpreted as a d-dimensional row vector.
The two control objectives motivate the cost function considered in this paper:
Ck(ν) = D(ν, ν0k) +
κ
2
[〈 ν,Y 〉 − rk]2
in which κ > 0 is a penalty parameter, and D penalizes deviation from nominal
behavior. The finite-horizon optimal control problem is thus
(1.9) J∗(ν00) = min
K∑
k=1
[
D(νk, ν0k) +
κ
2
[〈 νk,Y 〉 − rk]2]
where the initial pmf ν00 ∈ X is given.
The relative entropy rate will be adopted as the cost of deviation:
(1.10) D(νk, ν0k) :=
∑
s,u
νk(s, u) log
(φk(u | s)
φ0k(u | s)
)
The terminology is justified through the following steps. First, we have seen that any
randomized policy gives rise to a pmf p ∈ XK+1 that is Markovian:
p(~x) = ν00(x0)P0(x0, x1)P1(x1, x2) · · ·PK−1(xK−1, xK)
where Pk is defined in (1.7), and the initialization ν
0
0 is specified. The relative entropy
is the mean log-likelihood:
(1.11) D(p‖p0) =
∑
L(~x) p(~x)
where L = log(p/p0) is an extended-real-valued function on XK+1. The expression
for Pk in (1.7) and the analogous formula for P
0
k using φ
0
k+1 gives
(1.12) L(~x) = log
( p(~x)
p0(~x)
)
=
K−1∑
k=0
log
(Pk(xk, xk+1)
P 0k (xk, xk+1)
)
=
K∑
k=1
log
(φk(uk | sk)
φ0k(uk | sk)
)
Consequently, D(p‖p0) = ∑Kk=1D(νk, ν0k).
The optimal control problem (1.9), subject to the constraint (1.8), can be ex-
pressed
J∗(ν00):= min
ν,γ
K∑
k=1
D(νk, ν0k) +
κ
2
K∑
k=1
γ2k(1.13a)
s.t. γk = 〈 νk,Y 〉 − rk , 1 ≤ k ≤ K(1.13b) ∑
u′
νk(s
′, u′) =
∑
s,u
νk−1(s, u)Tu(s, s′) , 1 ≤ k ≤ K(1.13c)
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Proposition 1.1 asserts that the objective function is convex. It is also evident that
the constraints (1.13b) and (1.13c) are linear in νk; hence, the optimization problem
(1.13) is convex.
Proposition 1.1. The optimization problem (1.13) is convex in {νk, γk : 1 ≤
k ≤ K}. Furthermore, the constraint (1.13c) is equivalent to (1.8).
Proof. We show that D(νk, ν0k) is convex in νk. First, observe that it can be
expressed as the difference of two relative entropies:
(1.14)
D(νk, ν0k) =
∑
s,u
νk(s, u) log
(φk(u | s)
φ0k(u | s)
)
=
∑
s,u
νk(s, u) log
[(
νk(s, u)
ν0k(s, u)
)(∑
u′ ν
0
k(s, u
′)∑
u′ νk(s, u
′)
)]
=
∑
s,u
νk(s, u) log
(νk(s, u)
ν0k(s, u)
)
−
∑
s
νˆk(s) log
( νˆk(s)
νˆ0k(s)
)
= D(νk‖ν0k)−D(νˆk‖νˆ0k)
where νˆk(s) =
∑
u′ νk(s, u
′). Second, it is non-negative:
(1.15)
D(νk, ν0k) =
∑
s,u
νˆk(s)φk(u | s) log
(φk(u | s)
φ0k(u | s)
)
=
∑
s
νˆk(s)D(φk(·|s)‖φ0k(·|s)) ≥ 0
where the inequality holds because relative entropy is non-negative.
We now have the bounds needed to establish convexity. We proceed by fixing
µ ∈ X , and obtain a sub-gradient gµ,k, satisfying
(1.16) D(νk, ν0k) ≥ D(µ, ν0k) + 〈 νk − µ, gµ,k 〉 , νk ∈ X
The sub-gradient is unique on the support of µ, and can be expressed
(1.17) gµ,k(s, u) = log
( µ(s, u)
ν0k(s, u)
)
− log
( µˆ(s)
νˆ0k(s)
)
= log
(φµ(u | s)
φ0(u | s)
)
where φµ(u | s) = µ(s, u)/µˆ(s), and the hat denotes the marginal: µˆ(s) =
∑
u′ µ(s, u
′).
It will follow that D( · , ν0k) is convex in its first argument for each ν0k .
The following identities follow from the definitions:
D(νk‖ν0k) = D(νk‖µ) +D(µ‖ν0k) + 〈 νk − µ, log
(
µ
ν0k
)
〉
D(νˆk‖νˆ0k) = D(νˆk‖µˆ) +D(µˆ‖νˆ0k) + 〈 νˆk − µˆ, log
(
µˆ
νˆ0k
)
〉
On subtracting, we obtain
D(νk, ν0k) = D(νk‖ν0k)−D(νˆk‖νˆ0k)
= D(νk‖µ) +D(µ‖ν0k) + 〈 νk − µ, log
(
µ
ν0k
)
〉
− [D(νˆk‖µˆ) +D(µˆ‖νˆ0k) + 〈 νˆk − µˆ, log( µˆνˆ0k) 〉]
= D(νk, µ) +D(µ, ν0k) + 〈 νk − µ, log
(
µ
ν0k
)
〉 − 〈 νˆk − µˆ, log
(
µˆ
νˆ0k
)
〉
≥ D(µ, ν0k) + 〈 νk − µ, gµ,k 〉
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where the inequality follows from non-negativity of D(µ, ν0k). This establishes (1.16).
Hence (1.13) is convex is convex in νk, and in fact jointly convex in {νk, γk : 1 ≤
k ≤ K} since it is the sum of convex functions.
It is shown next that the constraint (1.13c) characterizes the dynamics (1.8). By
definition, the constraint (1.13c) can be expressed as
P{Sk = s′} =
∑
s,u
P{Sk−1 = s, Uk−1 = u}P{Sk = s′ | Sk−1 = s, Uk−1 = u}
Multiplication by φk(u
′ | s′) yields
(1.18)
P{Sk = s′, Uk = u′}
=
∑
s,u
P{Sk−1 = s, Uk−1 = u}P{Sk = s′, Uk = u′ | Sk−1 = s, Uk−1 = u}
which is identical to (1.8). The proof of the implication (1.8) =⇒ (1.13c) is similar.
1.3. Main Results. The optimal policy {φ∗k} is found by considering the dual
of the convex optimization problem (1.13), which leads to these conclusions:
Theorem 1.2. Consider the convex program (1.13), with given initial marginal
ν00 . An optimizer {φ∗k : 1 ≤ k ≤ K} exists, is unique, and is of the form:
φ∗k(u | s) = φ0k(u | s) exp
(∑
s′
Tu(s, s
′)g∗k+1(s
′) + λ∗kY(s, u)− g∗k(s)
)
,(1.19)
where g∗k(s) = log
(∑
u
φ0k(u | s) exp
(∑
s′
Tu(s, s
′)g∗k+1(s
′) + λ∗kY(s, u)
))
(1.20)
and {λ∗k : 1 ≤ k ≤ K} and {g∗k(s) : 1 ≤ k ≤ K} are the Lagrange multipliers for the
constraints (1.13b) and (1.13c), respectively, with gK+1 ≡ 0.
Proof. These conclusions follow directly from Theorem 2.1 upon consideration of
the degenerate case described in (2.1).
In previous work, [11, 10] the solution space is the space of pmfs XK+1, which
requires that the transition kernel Tu be deterministic. Theorem 1.2 allows for general
Markovian dynamics, and the optimal solution is easily obtained: The Lagrange mul-
tiplier λ∗ is obtained as the solution to a convex program described in Proposition 2.2.
Expressions for the derivatives of the dual functional are obtained in Section 2.3,
which lead to algorithms for computing the optimal randomized feedback laws {φ∗k}.
They involve means and variances of Yk, which invites the application of Monte-Carlo
techniques when the state space is large or even uncountable.
1.4. Distributed control. The general optimization problem (1.3) falls outside
of textbook stochastic control problems. It is inspired by mean-field game theory
[22, 20, 21, 9, 18, 30] (see [13, 14] for recent surveys), and motivated in particular by
applications to distributed control [16].
The control objective (1.3) emerges from the approximation of a particular dis-
tributed control problem: a central authority wishes to shape the aggregate behavior
of N  1 homogeneous agents, each modeled by the transition kernel Tu, with state-
input denoted {Xik = (Sik, U ik) : 1 ≤ i ≤ N}. The sequence of empirical distributions
is denoted
ν Nk (x) =
1
N
N∑
i=1
I{Sik = s , U ik = u} , x = (s, u) ∈ X , k ≥ 0
6 N. CAMMARDELLA, A. BUSˇIC´, AND S. MEYN
Ti
m
e
Initial condition: On, 2 deg On, 5 deg On, 8 deg O, 2 deg O, 5 deg O, 8 deg
On O On O On O On O On O On O
deg C
15 mins
1 hour
2 hours
3 hours
6 hours
2 5 8 2 5 8 2 5 8 2 5 8 2 5 8 2 5 8 2 5 8 2 5 8 2 5 8 2 5 8 2 5 8 2 5 8
Fig. 1. Evolution of the marginals {ν∗k} for the refrigerator model with κ = 150, from
six different initial conditions. The histograms nearly coincide after about three hours.
The optimization criterion of interest is (1.3), but with νk replaced by ν
N
k .
A mean-field control approximation is justified by applying the law of large num-
bers: fix a sequence of randomized policies {φk : 0 ≤ k ≤ K}, and consider N as a
variable. The empirical distribution {ν Nk } converges as N → ∞ for each k, and the
limit satisfies the linear constraints (1.4).
Section 3 focuses on a homogenous population of residential refrigerators for the
creation of “virtual energy storage” for power grid applications. The goal is to shape
the power usage of the population of loads. Let Y : X→ R+ denote power consumption
as a function of state, so that the average power consumption of the population tracks
the reference signal r, with acceptable error. The temperature of the ith load at time
k is denoted Θik, and the power mode (0 or 1) is denoted M
i
k. A typical linear model
is given by
(1.21) Θik+1 = Θ
i
k + α[Θ
a −Θik]− %M ik
where α > 0, % > 0 and Θa ∈ R denotes ambient temperature. This is a (determin-
istic) MDP model with state-input given by Xik = (Θ
i
k,M
i
k). One interesting theme
discovered in numerical experiments is that the histograms that define the state in
the mean-field model rapidly “forget” their initial condition – an example is shown
in Figure 1, showing the evolution of the histograms over time from six different de-
generate initial conditions. If this phenomenon holds under general conditions, then
it has important implications for control design — further discussion is contained in
Section 3.4.
1.5. Literature Review. Our primary motivation is application to distributed
control of power systems, specifically Demand Dispatch. The term was introduced
in the conceptual article [7] to describe the possibility of distributed intelligence in
electric loads, designed so that the population would help provide supply-demand
balance in the power grid. Contributing to this science has been a focus of the authors
for the past decade [19, 27, 16], and many others (see [16] for a recent bibliography).
The goal in much of this prior work is to modify the behavior of loads so that
their aggregate power consumption tracks the reference signal r that is broadcast by a
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Balancing authority (BA), based on distributed control, with local randomized deci-
sion rules. Randomized control techniques for Demand Dispatch have been proposed
in [25, 28, 1, 3] based on entirely different control architectures.
The following control strategy is common to all of the approaches described in
[27, 16]. It is assumed that a family of transition matrices {Pζ : ζ ∈ R} is available at
each load. A sequence {ζ0, ζ1, . . . } is broadcast from the BA, based on measurements
of the grid, and at time k an individual load transitions according to this law:
P{Xk+1 = x′ | Xk = x, ζk = ζ} = Pζ(x, x′)
The paper [26] re-interprets the control solution of [29] as a technique to create
the family {Pζ} through the solution to the nonlinear program:
(1.22) Pζ := max
pi,P
{
ζ〈pi,Y 〉 − K(P‖P 0)} , ζ ∈ R ,
where K denotes the infinite-horizon relative entropy rate for two Markov chains:
K(P‖P 0) :=
∑
x,x′
pi(x)P (x, x′) log
( P (x, x′)
P 0(x, x′)
)
in which pi is the invariant pmf for P . The maximum in (1.22) is over all (pi, P )
subject to the invariance constraint piP = pi [26, 8, 16].
The finite-horizon version of (1.22) is also considered in [27, 8], similar to the
KLQ formulation:
(1.23) pζ := arg max
p
{
ζEp
[ K∑
k=1
Yk
]
−D(p‖p0)
}
.
This and (1.22) are versions of the Individual Perspective Design (IPD) [8]. Relative
entropy is a useful measure of cost of deviation from nominal behavior because the
optimizer has a simple form: a “tilting” (or “twisting”) of the nominal model:
pζ(~x) = p0(~x) exp
(
ζ
K∑
k=1
Y(xk)− Λ(ζ)
)
where Λ(ζ) is a normalizing constant.
The IPD design (1.23) has the following alternative interpretation. For a scalar
r0 ∈ R, consider the constrained optimization problem
(1.24)
max
p
{−D(p‖p0)}
subject to Ep
[ K∑
k=1
Yk
]
= Kr0 , 1 ≤ k ≤ K
The dual functional ϕ∗ : R→ R is defined by
ϕ∗(λ) = max
p
{
λEp
[ K∑
k=1
Yk
]
−D(p‖p0)
}
− λKr0
where λ ∈ R is a Lagrange multiplier. It is evident that the optimizer p∗λ is an IPD
solution for each λ. Consequently, for each ζ, the IPD solution (1.23) also solves
(1.24) for some scalar r0(ζ).
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In Section 5 of the book chapter [17] a similar optimization problem is proposed
for a time-varying reference signal:
(1.25)
min
p
D(p‖p0)
subject to Ep
[
Y(Xk)
]
= rk , 1 ≤ k ≤ K
As in [27], the solution to (1.25) is given by
p∗(~x) = p0(~x) exp
( K∑
k=1
βkY(xk)− Λ(β)
)
in which β ∈ RK are again Lagrange multipliers corresponding to the average power
constraints, and Λ(β) a normalizing constant. The optimization criterion (1.25) is a
form of dead-beat control.
For the KLQ formulation described in this paper, the tracking constraint in (1.25)
is replaced by a quadratic loss function. As κ → ∞ we recover the solution to the
dead-beat control problem (1.25) (note that this is different than the solution in [17]
wherein ν0 is not constrained).
The convex program formulation (1.13) has many advantages. First, (1.13) is
always feasible, while feasibility of (1.25) requires conditions on p0 and r. Theorem 1.2
requires no assumptions on the model or reference signal. Second is the value of
flexibility in choice of κ, so that we can learn what is an “expensive” reference signal.
It is anticipated that the penalty parameter κ can be used to make tradeoffs between
tracking performance and robustness to modeling error: robustness and sensitivity
analysis will be a topic of future research.
The remainder of this paper is organized as follows: Section 2 describes a relax-
ation technique motivated by the desire to reduce computational complexity, along
with a full analysis of the convex program (1.13) and its relaxation. It is shown that
computation of the optimal policy {φ∗k} reduces to maximization of a convex function
ϕ∗ : RN → R, where the integer N is a parameter in the relaxation. Contained in Sec-
tion 2.3 are formulae for the derivatives of ϕ∗, and results from numerical experiments
are collected together in Section 3. Conclusions and directions for future research are
contained in Section 4.
2. Kullback-Leibler-Quadratic Optimal Control.
2.1. Subspace relaxation. A relaxation of the convex program (1.13) is de-
scribed here. Motivation is most clear from consideration of distributed control of a
collection of residential water heaters. These loads are valuable as sources of virtual
energy storage since they in fact are energy storage devices (in the form of heat rather
than electricity), and are also highly flexible. Flexibility comes in part from their ex-
tremely non-symmetric behavior: a typical unit may be on for just five minutes, and
off continuously for more than six hours. The inter-sampling time at the load should
be far less than five minutes to obtain a reliable model for control.
On the other hand, it is valuable for the time horizon to be on the order of
several hours. For example, peak-shaving is more effective when water heaters have
advance warning to pre-heat the water tanks. To obtain a useful control solution will
thus require a very large value of K in (1.13). To reduce complexity, an approach is
proposed here based on lossy compression of r using transform techniques.
The transformations are based on a collection of functions {wn : 1 ≤ n ≤ N},
with wn : {0, 1, . . . ,K} → R for each n, and N  K. The transformed signal is
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the N -dimensional vector rˆ with rˆn =
∑
k wn(k)rk for each n, and the transformed
function on XK+1 is denoted
Ŷn(~x) =
K∑
k=1
wn(k)Y(xk) , 1 ≤ n ≤ N
The goal is to achieve the approximation 〈 p, Ŷn 〉 ≈ rˆn for each n, while main-
taining p ≈ p0. For example, a Fourier series can be used, with frequency ω > 0, and
N is necessarily odd:
{wn(k) : 1 ≤ n ≤ N} = {1, sin(ωmk), cos(ωmk) : 1 ≤ m ≤ (N − 1)/2}
The degenerate family is defined by
(2.1) wn(k) = w
•
n(k) := I{n = k} , 1 ≤ n, k ≤ K
so that N = K in this case.
The optimal control problem with subspace relaxation is defined as the optimal
control problem
J∗(ν00) := min
ν,γ
K∑
k=1
D(νk, ν0k) +
κ
2
N∑
n=1
γ2n(2.2a)
s.t. γn = 〈 p, Ŷn 〉 − rˆn , 1 ≤ n ≤ N(2.2b) ∑
u′
νk(s
′, u′) =
∑
s,u
νk−1(s, u)Tu(s, s′) , 1 ≤ k ≤ K , s′ ∈ S(2.2c)
This reduces to (1.13) in the degenerate case (2.1).
2.2. Duality. Structure for the solution of (2.2) will be obtained by consider-
ation of a dual. Each dual is an elaboration of the following, in which λ ∈ RN and
g ∈ RK×|S| denote the vectors of Lagrange multipliers for the first and second set of
constraints, respectively. The Lagrangian is thus
(2.3)
L(ν, γ, λ, g) =
K∑
k=1
D(νk, ν0k) +
κ
2
N∑
n=1
γ2n +
N∑
n=1
λn
(
γn +
K∑
k=1
wn(k)
[
rk − 〈νk,Y〉
])
+
K∑
k=1
∑
s′
(∑
u′
νk(s
′, u′)−
∑
s,u
νk−1(s, u)Tu(s, s′)
)
gk(s
′)
and the dual functional its minimum:
ϕ∗(λ, g) := min
ν,γ
L(ν, γ, λ, g)
The dual of the optimization problem (2.2) is defined as the maximum of the dual
functional ϕ∗ over λ and g. We will see that there is no duality gap, so that for a
quadruple (ν∗, γ∗, λ∗, g∗),
J∗(ν00) = L(ν∗, γ∗, λ∗, g∗) = ϕ∗(λ∗, g∗) .
In the following subsections we obtain a representation of the dual functional that
is suitable for optimization, and in doing so we obtain a representation for the optimal
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policy. Properties of the dual functional are contained in Theorem 2.1 and Propo-
sition 2.2 that follow. The statement of these results requires additional notation:
define a function T λk : R|S| → R|S|, for f : S → R and λ ∈ RN , via
T λk (f ; s) = log
(∑
u
φ0k(u | s) exp
(∑
s′
Tu(s, s
′)f(s′) + λˇkY(s, u)
))
, s ∈ S ,
where
(2.4) λˇk =
N∑
n=1
λnwn(k)
The maximum of the dual functional over g is denoted
ϕ∗(λ) := max
g
φ∗(λ, g) = ϕ∗(λ, gλ)
where gλ is a maximizer:
gλ ∈ arg max
g
φ∗(λ, g)
We will show that the sequence of functions gλ is given by the recursion
(2.5) gλk = T λk (gλk+1) , 1 ≤ k ≤ K , where gλK+1 ≡ 0
and denote:
(2.6) Gλk(xk−1) =
∑
s
Tuk−1(sk−1, s)g
λ
k (s)
The proof of the following is contained in Appendix B:
Theorem 2.1. There exists a maximizer {λ∗n, g∗k : 1 ≤ n ≤ N, 1 ≤ k ≤ K} for
ϕ∗, and there is no duality gap:
ϕ∗(λ∗, g∗) = J∗(ν00)
The optimal policy is obtained from {g∗k} via:
(2.7)
φ∗k(u | s) = φ0k(u | s) exp
(∑
s′
Tu(s, s
′)g∗k+1(s
′) + λˇ∗kY(s, u)− g∗k(s)
)
where g∗k(s) = T λk (g∗k+1; s) for 1 ≤ k ≤ K, and g∗K+1 ≡ 0 ,
and {λˇ∗k} are obtained from {λ∗n} via (2.4). uunionsq
The proof of the following is contained in Appendix B:
Proposition 2.2. The following hold for the dual of (2.2): for each λ ∈ RN ,
(i) A maximizer gλ is given by (2.5)
(ii) The maximum of the dual functional over g is the concave function
(2.8) ϕ∗(λ) = λT rˆ − 1
2κ
‖λ‖2 − 〈 ν0, Gλ1 〉
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(iii) The function (2.8) is continuously differentiable, and
(2.9)
∂
∂λn
ϕ∗(λ) = rˆn − 1
κ
λn −
K∑
k=1
wn(k)〈 νλk ,Y 〉 , 1 ≤ n ≤ N
where {νλk } is the sequence of marginals obtained from the randomized policy
defined in (2.7), substituting {g∗k} by {gλk} defined in (i). uunionsq
To conclude this section, we provide representations of the log-likelihood ratio,
L(~x), relative entropy D(pλ‖p0), and primal objective function,
(2.10) J(pλ, ν00) :=D(p
λ‖p0) + κ
2
K∑
k=1
(〈 νλk ,Y 〉 − rk)2
where pλ ∈ XK+1 is the pmf obtained from the randomized policy defined in (2.7),
substituting {g∗k} by {gλk} defined in Proposition 2.2, part (i). The proof of the
following is contained in Appendix B:
Corollary 2.3. The following hold for all {λn, gλk : 1 ≤ n ≤ N, 1 ≤ k ≤ K}:
(i) The log-likelihood ratio can be expressed:
(2.11) L(~x) =
K∑
k=1
{∆k(xk−1, sk) + λˇkY(xk)} −Gλ1 (x0)
where for each k (recalling xk = (sk, uk)),
(2.12) ∆k(xk−1, sk) = Gλk(xk−1)− gλk (sk)
(ii) The relative entropy is given by
(2.13) D(pλ‖p0) =
K∑
k=1
λˇk〈 νλk ,Y 〉 − 〈 ν0, Gλ1 〉
(iii) The value of the primal is given by
(2.14) J(pλ, ν00) = −〈 ν0, Gλ1 〉+
K∑
k=1
(
λˇk〈 νλk ,Y 〉+
κ
2
(〈 νλk ,Y 〉 − rk)2)
uunionsq
r r∗
ϕ∗(λn + rv)
Fig. 2. A plot of the dual func-
tional along a line-segment
2.3. Algorithms. Given the simple form of
the derivative (2.9), it is tempting to apply gra-
dient ascent to obtain λ∗. The difficulty with
standard first-order methods is illustrated in Fig-
ure 2. This is a plot of a typical example in which
λn ∈ RN is given, v = ∇ϕ∗ (λn), and the plot
shows ϕ∗ (λn + rv) for a range of positive r. We
have found in examples that using gradient as-
cent on this cone-shaped curve may be slow to
converge, likely due to a large “overshoot” when
applying standard first-order methods.
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In the numerical results that follow we opt
for line-search using the Golden section method
[6, 23]. Based on the figure, this method results
in λn+1 = λn + r∗n∇ϕ∗ (λn). We have also suc-
cessfully used proximal gradient methods.
Monte Carlo methods could potentially be used to estimate λ∗. This motivates
the representation of the gradient in terms of the first-order statistics of the random
variables {Ŷn( ~X) : 1 ≤ n ≤ N} when ~X ∼ pλ:
(2.15)
E[Ŷn( ~X)] =
∑
~x
pλ(~x)
K∑
k=1
wn(k)Y(xk)
=
K∑
k=1
wn(k)
∑
xk
∑
xi,i6=k
pλ(~x)Y(xk)
=
K∑
k=1
wn(k)〈 νλk ,Y 〉
Lemma 2.4 follows from (2.9) combined with (2.15):
Lemma 2.4. For any λ ∈ RN and 1 ≤ n ≤ N ,
(2.16)
∂
∂λn
ϕ∗(λ) = rˆn − 1
κ
λn − E[Ŷn( ~X)] , in which ~X ∼ pλ.
uunionsq
3. Applications to Demand Dispatch. The theoretical results of this paper
are applied to Demand Dispatch: an emerging science for automatically controlling
flexible loads to help maintain supply-demand balance in the power grid. The goal of
demand dispatch (DD) is to modify the behavior of flexible loads such that aggregate
power deviation, with respect to nominal, tracks a reference signal r = {rk} that is
broadcast by a balancing authority (BA). Although these techniques can be applied to
any flexible load, the following results demonstrate distributed control of residential
refrigerators.
In summary, tracking is nearly perfect for feasible reference signals. Also, the
marginal distributions of refrigerators with different initial conditions become almost
identical within a few hours, which has interesting implications for control design. In
the following numerical experiments, the reference signal undergoes a finite Fourier
transform to reduce computational complexity as described in Section 2.1.
3.1. A ‘Virtual Battery’ Model. Time-flexible loads can be automatically
and continuously dispatched to mimic bulk energy storage. For this reason, an aggre-
gation of demand dispatchable loads is sometimes referred to as a ‘virtual battery’.
Consider a standard linear model for Θik, the temperature of the ith load at time k,
Θik+1 = Θ
i
k + α[Θ
a −Θik]− %M ik
where α > 0, % > 0, Θa ∈ R denotes ambient temperature, and the power mode
M ik ∈ {0, 1}. This is a (deterministic) MDP model with state-input given by Xik =
(Θik,M
i
k) evolving on X ⊆ {0, 1} × R.
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Fig. 3. Lower κ permits compromise Fig. 4. Cranking up κ
The power mode as a function of the state is denoted
Y(x) = m, x = (m, θ) ∈ X .
The output process is defined to be power deviation with respect to nominal,
Yk := 〈 ν0k ,Y 〉 − 〈 νk,Y 〉 ,
where 〈 ν0k ,Y 〉 is mean nominal power consumption and 〈 νk,Y 〉 is mean controlled
power consumption, all at time k. A refrigerator consuming less power than nominal
results in a positive Yk; from the perspective of the BA, this is equivalent to a battery
discharging power to the grid.
3.2. Tracking. The first tracking experiment is motivated by the resource al-
location problem [12], whose aim is to calculate optimal power schedules for flexible
loads. The reference signal shown in Figure 3 and Figure 4 is an optimal power sched-
ule for refrigerators during a typical sunny day in California with high solar output.
It is feasible by design, so near-perfect tracking is realizable with a high enough κ.
The next set of experiments were designed to assess tracking when the reference
signal is infeasible. Figure 5 demonstrates near-perfect tracking because the reference
signal respects the power and energy constraints of the refrigerator. The reference
signal in Figure 6 has the same frequency, but the amplitude has been increased
beyond the power limit of the refrigerator. We observe a graceful truncation of the
power signal.
Figure 7 also demonstrates near-perfect tracking of a feasible signal. The reference
signal in Figure 8 has the same amplitude, but the period has been increased so that
the energy limit of the refrigerator is violated; accurate tracking of this signal would
require temperature deviations to exceed the deadband. Once again we observe a
graceful truncation of the power signal.
3.3. Coupling. Figure 9 displays the results of a tracking experiment compar-
ing six different initial conditions. The power deviation trajectories rapidly coincide,
especially with high κ. Additionally, their marginal distributions become nearly iden-
tical within a few hours, as shown in Figure 1. Recall that this control problem
requires knowledge of the initial distribution ν0. These results suggest that an accu-
rate estimate of the global marginal distribution can be readily available at each load.
This has interesting implications for control design and provides motivation for the
following discussion.
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Fig. 5. Tracking a feasible signal Fig. 6. This signal is asking for too much power
Fig. 7. Tracking a feasible signal Fig. 8. This signal is asking for too much energy
3.4. Control architecture. In practice, this Demand Dispatch formulation will
be implemented using model predictive control (MPC): fix two time periods t and T ,
where t T . At the initial time t0, the marginal pmf ν0 is estimated, and a solution
is computed over the time window [t0, t0 + T ]. Then, the solution is implemented,
but restricted to the smaller time window [t0, t0 + t]. At time t0 + t, the marginal
pmf is estimated, a solution is computed over [t0 + t, t0 + t + T ], and the process
continues. This notation is introduced to highlight an important distinction: the
marginal pmf at time t0 describes nominal behavior, whereas the marginal pmfs at
times {t0 + zt : z = 1, 2, 3, ...} describe controlled behavior.
The reference signal can be calculated using a separate optimization problem, as
in [12]. Within this context, there are still many design choices to be made, taking
into account diversity of the population in terms of load-type and usage. For example,
consider these three distinct control architectures:
(i) Smart BA: The BA uses the reference signal r and its estimate of ν00 to compute
β∗ and broadcast it to the loads.
(ii) Smart Load : The BA broadcasts r to the loads. Each load computes β∗ based
on its internal model and ν00 = δx0 , with x0 ∈ X its current state.
(iii) Genius Load : The BA broadcasts r to the loads. Each load computes β∗ based
on its internal model and its estimate of ν00 .
Each approach has its strengths and weaknesses. Approaches (i) and (iii) require
knowledge of the initial marginal pmf of the population, ν00 . If a perfect estimate is
assumed, then the total cost in cases (i) and (iii) is equal to J∗(ν00). But, how can
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Fig. 9. Tracking for the refrigerator model from six different initial conditions, with two
different values of κ. The power deviation trajectories nearly coincide after about three hours
with κ = 150, and coupling occurs much faster when κ is increased.
a load estimate the marginal pmf of the population? Recall the coupling shown in
Figure 1; the histograms are nearly identical after about three hours, regardless of
the initial condition. If enough time has passed since the latest MPC iteration, the
local histogram can be normalized and used to approximate the marginal pmf of the
population.
Additional standard techniques for state estimation/smoothing can also be ap-
plied.
In contrast, the total cost for case (ii) is the sum,
d∑
i=1
ν0(x
i)J∗(δxi)
since each load optimizes according to its own initial state, xi. However, even when
the aggregate can easily track r, the cost J∗(δxi) may be very large for individuals that
are at odds with the reference signal. For example, an increase in power consumption
could be requested while a fridge is near its lower temperature limit and must turn
off. So, optimizing with respect to an individual’s state may create more stress on
the loads as compared to optimizing with respect to the population.
4. Conclusion. A Lagrangian decomposition separates the finite-horizon opti-
mal control problem into K separate convex programs, one for each time step. By
applying a few well-known concepts from information theory, the optimal policy at
each time step is found to be an exponential tilting of the nominal policy. In addition,
the advancements in this work allow for more general Markovian models. Numeri-
cal experiments demonstrate the usefulness of this distributed control technique in a
power system setting: a collection of flexible loads can be controlled such that their ag-
gregate power consumption tracks a reference signal. The computational complexity
of the numerical experiments is reduced with the use of a subspace relaxation.
Plans for future research include:
(i) Evaluate robustness and sensitivity
(ii) Extend KLQ into a continuous-time setting and search for more effective relax-
ation techniques.
(iii) Consider other cost functions, e.g., the Wasserstein distance.
(iv) Investigate the relationship between optimality and coupling of the pmfs, and
the implications to control design.
(v) Careful design of a terminal cost function may result in better performance for
smaller time horizons [15].
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Appendix
Appendix A. Relative entropy and duality.
The proofs of Theorem 2.1 and Proposition 2.2 make use of the following four
lemmas. The first is based on a well known result regarding relative entropy. For any
function h : XK+1 → R denote
(A.1) Λ0(h) := sup
p
{〈p, h〉 −D(p‖p0)}
Lemma A.1 (Convex dual of relative entropy). For each p0 ∈ XK+1 and function
h : XK+1 → R, the (possibly infinite) value of (A.1) coincides with the log moment
generating function:
Λ0(h) = log〈 p0, eh 〉
Moreover, provided Λ0(h) < ∞, the supremum in (A.1) is uniquely attained with
p∗ = p0 exp(h− Λ0(h)). That is, the log-likelihood L∗ = log(dp∗/dp0) is given by
L∗(~x) = h(~x)− Λ0(h)
uunionsq
Lemma A.2. The dual functional can be expressed
(A.2)
ϕ∗(λ, g) = λT rˆ − 1
2κ
‖λ‖2 − 〈 ν0, Gλ1 〉
+
K∑
k=1
min
s
[
gk(s)− T λk (gk+1; s)
]
where gK+1 ≡ 0. uunionsq
Proof of Lemma A.2. First, make the substitution
(A.3) νk(s, u) = νˆk(s)φk(u | s)
so that the Lagrangian (2.3) can be written
(A.4)
L(ν, γ, λ, g) =
N∑
n=1
(κ
2
γ2n + λnγn + λnrˆn
)
−
∑
s,u
ν00(s, u)
∑
s′
Tu(s, s
′)g1(s′)
+
K∑
k=1
∑
s
νˆk(s)
∑
u
φk(u | s)
(
log
φk(u | s)
φ0k(u | s)
−
∑
s′
Tu(s, s
′)gk+1(s′)− λˇkY(s, u)
)
+
K∑
k=1
∑
s
νˆk(s)gk(s)
where gK+1 ≡ 0. This amounts to a Lagrangian decomposition since the minimization
of the Lagrangian is equivalent to solving K separate convex programs to obtain each
of the minimizers {νλ,gk : νλ,gk (s, u) = νˆλ,gk (s)φλ,gk (u | s), (s, u) ∈ X, 1 ≤ k ≤ K}. That
is, arg minφ L =
(A.5)
{
arg min
φk:1≤k≤K
∑
u
φk(u | s)
[
log
(φk(u | s)
φ0k(u | s)
)
−
∑
s′
Tu(s, s
′)gk+1(s′)− λˇkY(s, u)
]}
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It follows from Lemma A.1 that the minimizer is given by
(A.6)
φλ,gk (u | s) = φ0k(u | s) exp
(∑
s′
Tu(s, s
′)gk+1(s′) + λˇkY(s, u)− Λk(s)
)
with Λk(s) = T λk (gk+1; s)
Lemma A.1 also gives the value:
(A.7)
min
φk
∑
u
φk(u | s)
[
log
(φk(u | s)
φ0k(u | s)
)
−
∑
s′
Tu(s, s
′)gk+1(s′)− λˇkY(s, u)
]
= −T λk (gk+1; s)
resulting in
(A.8)
min
ν
L(ν, γ, λ, g) =
N∑
n=1
(κ
2
γ2n + λnγn + λnrˆn
)
−
∑
s,u
ν00(s, u)
∑
s′
Tu(s, s
′)g1(s′)
+
K∑
k=1
min
νˆk
〈 νˆk, gk − T λk (gk+1) 〉
Next, observe that the minimizer νˆλ,gk is obtained when the support of each νˆk satisfies
supp
(
νˆk(s)
) ⊆ arg min
s
[
gk(s)− T λk (gk+1; s)
]
so that
min
s
[
gk(s)− T λk (gk+1; s)
]
= 〈 νˆλ,gk , gk − T λk (gk+1) 〉
Also, the minimizer γλn is
(A.9) γλn = −
1
κ
λn
Substituting the minimizers {νλ,gk , γλn} into (A.8), and applying (2.6), results in
(A.2).
Appendix B. Duality.
Lemma B.1. The maximum of the dual functional over g is
(B.1) ϕ∗(λ) := max
g
ϕ∗(λ, g) = λT rˆ − 1
2κ
‖λ‖2 − 〈 ν0, Gλ1 〉
with Gλ1 (s, u) =
∑
s′ Tu(s, s
′)gλ1 (s
′). A maximizer gλ is given by the recursive formula:
(B.2) gλk = T λk (gλk+1) , 1 ≤ k ≤ K , where gλK+1 ≡ 0 ,
uunionsq
18 N. CAMMARDELLA, A. BUSˇIC´, AND S. MEYN
Proof of Lemma B.1. Adding a constant to any of the (g1, g2, . . . , gK) does not
change the value of L or ϕ∗ (this follows from (2.3)), so without loss of generality we
assume, for each k,
(B.3) min
s
[
gk(s)− T λk (gk+1; s)
]
= 0
and consequently
(B.4) gk ≥ T λk (gk+1) for each k .
Thus, in view of (A.2),
(B.5) ϕ∗(λ) = λT rˆ − 1
2κ
‖λ‖2 −min
g1
∑
s,u
ν00(s, u)
∑
s′
Tu(s, s
′)g1(s′) ,
where the minimum is subject to the constraint (B.4). Next, observe that T λk is a
monotone operator, so that for each k ≤ K,
gk ≥ T λk ◦ T λk+1 ◦ · · · ◦ T λK(gK+1) .= gλk , where gK+1 ≡ 0
Based on the expression (B.5), we now show that the maximum arg maxg φ
∗(λ, g) is
obtained by choosing each gk to reach this lower bound, giving (B.2). Indeed, g
λ
1
achieves the minimum in (B.5), since gλ1 ≤ g1 for any g1 for which (B.4) holds. This
result along with (B.3) yields (B.1).
Lemma B.2. The maximizers {gλk} have at most linear growth in ‖λ‖:
(B.6) |gλk (s)| ≤ Ck‖λ‖ , 1 ≤ k ≤ K
where Ck = ‖Y‖∞
∑K
i=k ‖w(i)‖ and w(i) is the vector {w1(i), w2(i), . . . , wN (i)}. uunionsq
Proof of Lemma B.2. The proof is by induction, starting with the base case k =
K:
(B.7)
gλK(s) = T λK(gK+1; s)
= log
(∑
u
φ0K(u | s) exp
(
λˇKY(s, u)
))
≤ log
(∑
u
φ0K(u | s) exp
(|λˇK |‖Y‖∞))
= log
(
exp
(|λˇK |‖Y‖∞))
≤ ‖λ‖‖w(K)‖‖Y‖∞
Similarly,
gλK(s) ≥ − log
(∑
u
φ0K(u | s) exp
(|λˇK |‖Y‖∞))
= −|λˇK |‖Y‖∞
≥ −‖λ‖‖w(K)‖‖Y‖∞
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Therefore, |gλK(s)| ≤ CK‖λ‖, which establishes the induction hypothesis for K. Now,
assume the hypothesis is true for k ≤ K. Then,
gλk−1(s) = T λk−1(gk; s)
= log
(∑
u
φ0k−1(u | s) exp
(∑
s′
Tu(s, s
′)gk(s′) + λˇk−1Y(s, u)
))
≤ log
(∑
u
φ0k−1(u | s) exp
(∑
s′
Tu(s, s
′)Ck‖λ‖+ |λˇk−1|‖Y‖∞
))
≤ Ck‖λ‖+ ‖λ‖‖w(k − 1)‖‖Y‖∞
= Ck−1‖λ‖
Similarly,
gλk−1(s) ≥ − log
(∑
u
φ0k−1(u | s) exp
(∑
s′
Tu(s, s
′)Ck‖λ‖+ |λˇk−1|‖Y‖∞
))
≥ −(Ck‖λ‖+ ‖λ‖‖w(k − 1)‖‖Y‖∞)
= −Ck−1‖λ‖
Therefore, |gλk−1(s)| ≤ Ck−1‖λ‖, which establishes (B.6) by induction.
Proof of Theorem 2.1. We prove the existence of a maximizer λ∗ by showing that
φ∗(λ) is an anti-coercive function, i.e., φ∗(λ) → −∞ as ‖λ‖ → ∞. By Lemma B.2,
there exists C1 <∞ such that
ϕ∗(λ) = λT rˆ − 1
2κ
‖λ‖2 −
∑
s,u
ν00(s, u)
∑
s′
Tu(s, s
′)gλ1 (s
′)
≤ ‖λ‖‖rˆ‖ − 1
2κ
‖λ‖2 + max
s′
|gλ1 (s′)|
≤ ‖λ‖‖rˆ‖ − 1
2κ
‖λ‖2 + C1‖λ‖
Since φ∗(λ) is upper-bounded by an anti-coercive function, φ∗(λ) itself is an anti-
coercive function. Thus a maximizer λ∗ exists, and (λ∗, g∗) = (λ∗, gλ
∗
) by (B.2).
The primal is a convex program, as established in Proposition 1.1. To show that
there is no duality gap it is sufficient that Slater’s condition holds [6, Section 5.3.2].
This condition holds: the relative interior of the constraint-set for the primal is non-
empty since it contains {ν0k}. Optimality of (2.7) is established by substituting g∗k+1
into (A.6) and by making the substitution g∗k = T λk (g∗k+1) implied by (B.2).
Proof of Proposition 2.2. This proof has three parts:
(i) Equation (2.5) is proven by Lemma B.1.
(ii) Equation (2.8) is proven by Lemma B.1.
(iii) The representation of the derivative in part (iii) is standard (e.g., Section 5.6
of [6]), but we provide the proof for completeness. The representation (2.3)
implies that ϕ∗ is concave in (λ, g), since it is the infimum of linear functions.
This representation also gives a formula for a derivative:
∂
∂λn
ϕ∗(λ, g) = rˆn − 1
κ
λn −
K∑
k=1
wn(k)〈 νλ,gk ,Y 〉 , 1 ≤ n ≤ N
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where νλ,gk is any optimizer in (A.8). Using ϕ
∗(λ) = ϕ∗(λ, gλ) then gives
∂
∂λn
ϕ∗(λ) = rˆn − 1
κ
λn −
K∑
k=1
wn(k)〈 νλk ,Y 〉+
∂
∂g
ϕ∗ (λ, gλ) · ∂
∂λn
gλ
The first order condition for optimality gives ∂∂gϕ
∗ (λ, gλ) = 0, which completes
the proof of the representation. It is evident that ϕ∗ is continuously differentiable
since νλk is continuously differentiable for each k by construction.
Proof of Corollary 2.3. This proof has three parts:
(i) Application of (1.12) and (2.7) results in the log-likelihood ratio:
L(~x) =
K∑
k=1
(∑
s
Tuk(sk, s)g
λ
k+1(s) + λˇkY(xk)− gλk (sk)
)
=
K∑
k=1
(
Gλk+1(xk) + λˇkY(xk)− gλk (sk)
)
where the second identity follows from the definition (2.6). We have from the
definitions, GλK+1 ≡ 0, which results in
L(~x) = −Gλ1 (x0) +
K∑
k=1
(
Gλk(xk−1) + λˇkY(xk)− gλk (sk)
)
This combined with (2.12) yields (2.11).
(ii) Applying the definition of relative entropy as the mean log-likelihood, and
noticing that Epλ
[
∆k(Xk−1, Sk)
]
= 0 for 1 ≤ k ≤ K, results in
∑
~x
pλ(~x)L(~x) =
∑
~x
pλ(~x)
(
K∑
k=1
λˇkY(xk)−Gλ1 (x0)
)
=
K∑
k=1
∑
xk
∑
xi,i6=k
pλ(~x)λˇkY(xk)−
∑
x0
∑
xi,i6=0
pλ(~x)Gλ1 (x0)
=
K∑
k=1
λˇk〈 νλk ,Y 〉 − 〈 ν0, Gλ1 〉
(iii) Substitution of (2.13) into (2.10) results in (2.14).
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