In this paper we introduce a general method of establishing tight linear inequalities between di erent types of predictive complexity. Predictive complexity is a generalisation of Kolmogorov complexity and it bounds the ability of an algorithm to predict elements of a sequence. Our method relies upon probabilistic considerations and allows us to describe explicitly the sets of coe cients which correspond to true inequalities. We apply this method to two particular types of predictive complexity, namely, logarithmic complexity, which coincides with a variant of Kolmogorov complexity, and square-loss complexity, which is interesting for applications.
Introduction
The concept of predictive complexity was introduced in [11, 13] . It is a natural development of the theory of prediction with expert advice (see [1, 5, 7] ). Predictive complexity bounds the ability of any algorithm which tries to predict elements of a sequence. In other words, it is a quantitative measure of "learnability" as an inherent property of an object and it clariÿes the limits of machine learning.
The algorithms we consider work within the on-line learning model. In this model, a learning algorithm makes a prediction of a future event, then observes the actual event, and possibly su ers loss due to the discrepancy between the prediction and the actual outcome. Predictive complexity imposes a lower bound on the total loss su ered by an algorithm over several trials. This bound holds up to an additive constant in the same manner as in the theory of Kolmogorov complexity.
In Section 2.1 we give the precise deÿnition of the environment our learning algorithms work in. A particular kind of environment is called a game. The description of a game includes a loss function, which measures discrepancies between predictions and actual outcomes. Di erent loss functions correspond to di erent measures of complexity; some loss functions deÿne no measures of complexity at all. However there is a vast class of games, called mixable, which are proved to specify their variants of predictive complexity. The proof relies on methods similar to the Aggregating Algorithm (introduced in [10] ) and it was ÿrst given in [13] . In Section 2.2 the deÿnition of mixability is given and the proof of the existence of predictive complexity is outlined. It is still an open problem whether mixability is necessary for the existence of predictive complexity, but in this paper we restrict ourselves to mixable games.
One of the mixable games is the logarithmic game, which has the logarithmic loss function. It speciÿes logarithmic complexity, which coincides with a variant of Kolmogorov complexity, namely, the negative logarithm of Levin's a priori semimeasure. Therefore one may regard predictive complexity as a generalisation of Kolmogorov complexity. The exact statements are given in Section 2.3.
All deÿnitions and results of Section 2 were borrowed from preceding papers whereas the rest of the paper is original contribution. Our goal is to compare the types of predictive complexity speciÿed by di erent games. We are interested in linear inequalities between two types of predictive complexity, say K 1 and K 2 , deÿned on the set of ÿnite binary strings. In Section 3 we formulate a criterion for the inequality K 1 (x)¿ + K 2 (x) to hold. Then we proceed to linear inequalities with extra terms. We show that no terms of order smaller than |x| are worth considering (|x| stands for the length of x) and describe the set of pairs (a; b) such that the inequality aK 1 (x) + b|x|¿ + K 2 (x) holds. The same technique is used to investigate the inequality a 1 K 1 (x) + a 2 K 2 (x)6 + b|x|. The criteria we establish allow us to reduce the investigation of inequalities between predictive complexities to relatively simple problems of calculus (see e.g. Lemma 7).
In Section 5 we apply our results to logarithmic and square-loss complexities. The former was mentioned above and the latter is of interest for applications. Square-loss complexity corresponds to the square-loss function which equals the squared di erence between a prediction and an outcome. This measure of discrepancy is widely used in mathematical statistics. Surprisingly, the behaviour of square-loss complexity is quite di erent from that of logarithmic and, more generally, Kolmogorov complexity. In Section 4 we give an example which emphasises the di erence.
The paper [9] proposes the Complexity Approximation Principle. It employs upper estimates of predictive complexity to suggest a way to deal with the hypothesis selection problem. In the case of logarithmic complexity the Complexity Evaluation Principle reduces to well-known Minimum Description Length and Minimum Message Length principles (see [8, 15] ). The study of the Complexity Approximation Principle in the case of the square-loss complexity is of particular interest now (see [9] ) and the bounds we obtain in this paper may be applied to it.
Preliminaries

Games and complexities
We denote the binary alphabet {0; 1} by B and ÿnite binary strings by bold lowercase letters, e.g. x; y. The expression |x| denotes the length of x and B * denotes the set of all ÿnite binary strings.
The following more or less standard notation will be used. We will write f(x)6 + g(x) for real-valued functions f and g if there is a constant C¿0 such that f(x)6g(x) + C for all x from the domain of these functions (which coincides with the set B * throughout this paper). We consider mostly logarithms to the base 2 and we denote log 2 by log.
We begin with the deÿnition of a game. A game G is a triple ( ; ; ), where is called an outcome space, stands for a prediction space, and : × → R ∪ {+∞} is a loss function. We suppose that a deÿnition of computability over and is given and is computable according to this deÿnition.
Admitting the possibility of (!; ) = +∞ is essential (cf. [12] ). We need this assumption to take the fundamentally important logarithmic game into consideration. We treat +∞ according to the following natural rules. For any a ∈ R, the inequality a ¡ +∞ and the equality a + (+∞) = +∞ hold. If a ∈ R and a¿0, then a · (+∞) = + ∞ and
We also need the following less natural assumption. We let 0 · (+∞) = 0. This convention will be used to calculate the expectation of f : X → (−∞; +∞], where |X |¡+∞. If f takes the value +∞ at a point x ∈ X but the probability assigned to x equals 0, then x does not contribute to the expectation. We also need some topological properties of [−∞; +∞]. The extended topology will be employed. and the logarithmic game with
A prediction algorithm A works according to the following protocol: 2 | ∃ ∈ : p 0 = (0; ) and p 1 = (1; )} (cf. the canonical form of a game in [10] ), the set S of all superpredictions is the set of points that lie "north-east" of P. We will loosely call P the set of predictions. The set of predictions P = {( 2 ; (1− ) 2 ) | ∈ [0; 1]} and the set of superpredictions S for the square-loss game are shown in Fig. 1 .
A function L : * → R ∪ {+∞} is called a superloss process w.r.t. G (see [13] ) if the following conditions hold:
) is a superprediction w.r.t. G, and • L is semicomputable from above.
We will say that a superloss process K is universal if it is minimal to within an additive constant in the class of all superloss processes. In other words, a superloss process K is universal if for any other superloss process L there exists a constant C such that
The di erence between two universal superloss processes w.r.t. G is bounded by a constant. If universal superloss processes w.r.t. G exist we may pick one and denote it by K G . It follows from the deÿnition that, for every L which is a superloss process w.r.t. G and every prediction algorithm A, we have
where Loss G denotes the loss w.r.t. G. One may call K G complexity w.r.t. G. Note that universal processes are deÿned only for concrete games. Two games G 1 = ( ; ; 1 ) and G 2 = ( ; ; 2 ) with the same outcome and prediction spaces but di erent loss functions may have di erent sets of universal superloss processes (e.g. G 1 may have universal processes and G 2 may have not).
Mixability
We now proceed to the deÿnition of a mixable game. This concept is relatively new so we will make a detour and discuss it in some detail. The material has been taken from [10, 12, 13] , so a reader familiar with these papers may take only a cursory look at this subsection.
We say that a pair (ÿ; c) ∈ (0; 1) × [1; +∞) is allowable for a game G = ( ; ; ) if, for every ÿnite array of predictions (1) ; (2) ; : : : ; (n) ∈ and weights w 1 ; w 2 ; : : : ; w n ∈ [0; 1] such that w 1 + w 2 + · · · + w n = 1, there exists * ∈ [0; 1] such that, for every ! ∈ , the inequality
holds or, in other words,
is a superprediction.
Deÿnition 1 (Vovk [10; 12] ). A game G is mixable if there exists ÿ ∈ (0; 1) such that the pair (ÿ; 1) is allowable for G.
Clearly, predictions may be replaced by superpredictions on the left-hand side of (7). This leads to a geometric interpretation of mixability valid for the case = {0; 1}; = [0; 1] in which we are interested. For every ÿ ∈ (0; 1), let the homeomorphism
The following statement is based on an observation from [10] (see the proof of Theorem 1 in [10] ). Proposition 1. A pair (ÿ; 1) is allowable for G with the set of superpredictions S if and only if B ÿ (S) is convex.
We may now proceed to the following fundamental statement.
Proposition 2 (Vovk and Watkins [13] , Vovk [11] ). For every mixable game; there exists a universal superloss process.
Proof (Sketch): Consider a mixable game G. The proof is in two stages. First, there is an e ective enumeration L 1 ; L 2 ; : : : of all superloss processes w.r.t. G. Second, the sum
where (ÿ; 1) is allowable, is itself a superprocess w.r.t. G and it is optimal. To show
) is a superprediction, where
we employ the fact that a convergent convex mixture of a countable number of points from a convex set in R 2 belongs to the set.
Proposition 3 (Desantis et al. [3] and Vovk [11] ). The logarithmic game and the square-loss game are mixable and therefore complexities K log and K sq exist.
Remark 1. The deÿnition of mixability (and of the pairs we call allowable) emerged from the theory of prediction with expert advice. We will now point out at connections with this theory by giving a brief outline of the Aggregating Algorithm.
Consider n experts E 1 ; E 2 ; : : : ; E n which work in the same environment as prediction algorithms described above but which are not necessarily computable. Suppose that on trial t, before outputting a prediction t , a prediction strategy A observes predictions (1) t ; (2) t ; : : : ; (n) t output by the experts. If a pair (ÿ; c) is allowable for G, then A may merge experts' predictions in such a way as to assure Loss A (! 1 ; ! 2 ; : : : ; ! T )6c Loss Ei (! 1 ; ! 2 ; : : : ; ! T ) + c ln 1=ÿ ln n
for every 16i6n, every positive integer T , and every ! 1 ; ! 2 ; : : : ; ! T ∈ . To do this, A maintains an array of weights w 1 ; w 2 ; : : : ; w n for respective experts. Initially, all w i are set to 1=n. After the tth trial, A updates the weights by multiplying w i by ÿ
(i = 1; 2; : : : ; n) and normalising the whole array to satisfy w 1 + w 2 + · · · + w n = 1. The modiÿed weights are substituted into (7) to construct the prediction of A. This technique is called the Aggregating Algorithm and it was introduced in [10] . The paper [12] proves that it is optimal, i.e. if any other technique achieves Loss A (! 1 ; ! 2 ; : : : ; ! T )6c Loss Ei (! 1 ; ! 2 ; : : : ; ! T ) + a ln n
with some constants c; a, for every 16i6n, every positive integer T , and every ! 1 ; ! 2 ; : : : ; ! T ∈ , so does the Aggregating Algorithm. Note that [12] imposes some extra restrictions on loss functions.
Predictive complexity versus Kolmogorov complexity
The next proposition follows immediately from the deÿnition of K log .
Proposition 4 (Vovk and Watkins [13] ).
The expression KM stands for the negative logarithm of Levin's a priori semimeasure. The deÿnition of KM may be found in either of the articles [14, 16] or in the most recent and exhaustive survey [6] (Section 4:5:4). We will mention the following property which links KM with the plain Kolmogorov complexity K.
Proposition 5 (Zvonkin and Levin [16] ).
|K(x) − KM(x)| = O(log |x|):
General linear inequalities
In this section, we prove some general results on linear inequalities. Throughout this section G 1 and G 2 are any games with loss functions 1 and 2 , sets of predictions P 1 and P 2 , and sets of superpredictions S 1 and S 2 , respectively. The closure and the boundary of M ∈ [−∞; +∞] 2 w.r.t. the extended topology are denoted by M and @M , respectively.
The case of aK
The following theorem is the main result of the paper.
Theorem 1.
Suppose that the games G 1 and G 2 are mixable and specify complexities K 1 and K 2 ; suppose that the loss function 1 (!; ) is continuous in the second argument; then the following statements are equivalent:
1 ; : : : ;
are results of n independent Bernoulli trials with the probability of 1 being equal to p.
Loosely speaking, the inequality K 1 (x)¿ + K 2 (x) holds if and only if the graph
lies "north-east" of the graph
Proof. Implication (i) ⇒ (iii) is trivial. Let us prove that (ii) ⇒ (i). Suppose that P 1 ⊆ S 2 and therefore S 1 ⊆ S 2 . Let L be a superloss process w.r.t. G 1 . It follows from the deÿnition, that, for every
|x| ) is a superloss process w.r.t. G 2 . If we take L = K 1 and apply (5), we will obtain (i).
It remains to prove that (iii) ⇒ (ii). Let us assume that condition (ii) is violated, i.e. there exists (0) ∈ [0; 1] such that
Since 1 is continuous, without loss of generality, we may assume that (0) is a computable number. We will now ÿnd p 0 ∈ [0; 1] such that
We need the following lemmas.
Lemma 1. Let G be a mixable game with the set of superpredictions S. Then the set S ∩ R 2 is convex.
Proof. Let a pair (ÿ; 1) be allowable for G. Suppose that S ∩ R 2 = ∅ and consider a point A ∈ (@S) ∩ R 2 . Clearly, B ÿ (A) ∈ @B ÿ (S). It follows from Proposition 1 that B ÿ (S) is convex. Hence, there is a support hyperplane, i.e. a straight line l, passing through B ÿ (A) (see [4] ). Some slopes of l are not possible, namely, if l is described by the equation ax + by + c = 0, where a; b; c are constants, then the inequality ab¿0 should hold. It implies that there is a curve , which is one of the following:
, where c 1 ; c 2 ∈ R are some constants, such that A ∈ and does not cut S ∩ R 2 . The curve ÿ x+c1 + ÿ y+c2 = 1 is the graph of a convex function and it lies above its tangent drawn through A. Consequently S ∩ R 2 has a support hyperplane at A. The set S ∩ R 2 is closed and has a nonempty interior; thus it is convex [4] . Lemma 2. Let G be a mixable game with the set of superpredictions S and (u 0 ; v 0 ) = ∈ S. Then there exists p 0 ∈ [0; 1] and m 2 ∈ R such that; for every (u; v) ∈ S; we have
Proof. The case (u 0 ; v 0 ) = ∈ R 2 is trivial. If, say, v 0 = + ∞, then there exists ¿0 such that, for every (u; v) ∈ S, we have u¿u 0 + ¿u 0 and we may let p 0 = 0. Now suppose (u 0 ; v 0 ) ∈ R 2 . The proof can be derived from the Separation Theorem for convex sets (see e.g. [4] ) but we will give a self-contained proof. Let us denote (u 0 ; v 0 ) by D. Suppose S ∩ R 2 = ∅ (the opposite case is trivial). Since S ∩ R 2 is closed in the standard topology of R 2 , there exists a point E ∈ S ∩ R 2 which is closest to D. The convexity of S ∩ R 2 yields that all the points of S ∩ R 2 lie on one side of the straight line l which is perpendicular to DE and passes through E, and D lies on the other side (see Fig. 2 ).The straight line l should come from the "north-west" to the "south-east" and therefore by normalising its equation one may reduce it to the form 
then EL(
Note that (17) means that S lies "north-east" of the straight line pv
where (p) is a result of one Bernoulli trial with the probability of 1 being equal to p. On the other hand,
n+1 ) = !1;:::; !n; !n+1∈B
where Pr{(! 1 · · · ! k )} stands for the probability of the event {( 
where p 0 ∈ [0; 1]; then there exists C¿0 such that EK(
Proof. The proof is by considering the prediction algorithm which makes the prediction (0) on each trial and applying (6) .
The theorem follows by combining the lemmas. (i) ∃C¿0 ∀x ∈ B * : aK For every p ∈ [0; 1]; there exists a function p : N → R such that p (n) = o(n) (n → + ∞) and; for every n ∈ N; the inequality
holds; where a; b ∈ R; a¿0; and are results of n independent Bernoulli trials with the probability of 1 being equal to p.
Then the inequality
holds.
Proof. The corollary follows from (15).
Corollary 3.
If under the conditions of Theorem 1 there exists a function f : N → R such that f(n) = o(n) (n → + ∞) and; for every x ∈ B * ; the inequality
where a; b ∈ R and a¿0; holds; then the inequality
The next statement shows a property of the set of all pairs (a; b) such that a¿0 and the inequality aK Condition (24) cannot be omitted as long as our assumption 0 · (+∞) = 0 holds; consider e.g. the case 1 ≡ +∞ and 2 ≡ 1.
Proof. Consider a point (â;b) ∈ (0; +∞) × R such thatâK 1 (x) +b|x|¿ + K 2 (x) does not hold. By Theorem 1, there exists a pair (s 0 ; s 1 ) which is a superprediction w.r.t. G 1 such that (âs 0 +b;âs 1 +b) = ∈ P 2 . Since P 2 is closed, (as 0 + b; as 1 + b) = ∈ P 2 will still hold for every (a; b) from a su ciently small vicinity of (â;b).
Considerb ∈ R such thatb|x|¿ + K 2 (x) does not hold. We have (b;b) = ∈ P 2 . If there exists ∈ [0; 1] such that 1 (0; ); 1 (1; )¡ + ∞, then (a 1 (0; ) + b; a 1 (1; ) + b) = ∈ P 2 will hold for every su ciently small non-negative a and every b from a small vicinity ofb.
The case of a
In the previous subsection we considered non-negative values of a. In this subsection we study the inequality aK 1 (x) + b|x|¿ + K 2 (x) with negative a or, in other words, the inequality a 1 K 1 (x) + a 2 K 2 (x)6 + b|x| with a 1 ; a 2 ¿0. 
where 1 and 2 are the loss functions; suppose that 1 (0; ) and 2 (0; ) increase in the second argument. Then; for every a 1 ; a 2 ¿0; the following statements are equivalent:
; : : : ;
are results of n independent Bernoulli trials with the probability of 1 being equal to 1=2.
Proof. The proof is similar to the one of Theorem 1 but a little simpler. We need the following lemmas. holds. Then
where S is the set of superpredictions for G.
Note that (5) means that S lies "north-east" of the straight line x=2+y=2 = (0; 1=2). On the other hand, [A; A ] must intersect Q (see Fig. 3 ).The contradiction proves the lemma.
Lemma 6. Suppose that a game G is mixable; is its loss function; and K is complexity w.r.t. G. If (0; 1=2) = (1; 1=2); then; for every x ∈ B * ; we have
Proof. The proof is by considering the strategy which makes the prediction 1=2 on each trial and applying (6) .
It follows from Lemma 3 that, for every n ∈ N, the inequalities
hold. The theorem follows.
4. Some properties of K sq and K log In this section we point out a signiÿcant di erence in the behaviour of logarithmic and square-loss complexities.
It follows from Propositions 4 and 5 that logarithmic complexity inherits some properties of plain Kolmogorov complexity K. The following property of K is one of the most important (see any of the sources mentioned in Section 2.3).
Proposition 6. For every ÿnite set A ⊆ B * ; there exists a string x ∈ A such that
To adjust this proposition to logarithmic complexity, we need to introduce an extra term of logarithmic order. Namely, (30) may be replaced by
where c¿0 is a constant. One may wonder if there are constants c 1 ; c 2 ¿0 such that Proposition 6 with
substituted for (30) holds. The following theorem provides a counterexample and thus the answer is negative.
Theorem 3. For every m ∈ N; there exists a sequence of sets A 1 ; A 2 ; : : : ; where A n ⊆ B n ; and a constant C¿0 such that log|A n | ∼ m log n (n → ∞) but K sq (x)6C for every x ∈ ∞ n=1 A n .
Proof. Let us ÿx some m ∈ N and put
n | x has exactly m 1s}:
Applying the Stirling formula (see, e.g. [2] )
one may show that
The bound on square-loss complexity of the elements of the set ∞ n=1 A n follows from (6) . One should consider the strategy which always predicts 0.
Relations between the square-loss and logarithmic complexity
One can see from Section 4 that the functions K log and K sq behave di erently. In this section we apply our general results to the square-loss and logarithmic games and establish the linear inequalities between K log and K sq .
Expectations
Our proofs rely upon the probabilistic criterion from Corollary 1. We need the values
and
It follows from Lemmas 3 and 4 that there exist C 1 ; C 2 ¿0 such that, for every p ∈ [0; 1] and for every n ∈ N, we have 
To describe the boundary of the set M = {(a; b) | a¿0 and ∃C ¿ 0 ∀x ∈ B * : aK sq (x) + b|x| + C¿K log (x)}; (42)
we introduce '(a) = inf {b | (a; b) ∈ M }, where a¿0. By Corollary 4, the points (a; '(a)) belong to M . Let 
Since max p∈[0;1] p(1−p) = 1=4, the function f(a; p) is concave in the second argument for every a ∈ [0; 2=ln 2]. On the other hand, the derivative @f(a; p)=@p vanishes at p = 1=2. Hence the maximum in (44) is attained at the point p = 1=2. The substitution of p = 1=2 into the deÿnition of f completes the proof.
The behaviour of ' on the interval (2=ln 2; +∞) is more complicated because the maximum is no longer attained at p = 1=2. We do not know any explicit formula for ' on this interval. The following lemmas describe some properties of '. 
It is equivalent to the equation p = r(a; p), where
For every a¿0, the function r(a; p) is concave in the second argument in the interval 
On the other hand, for every a¿0, we have r(a; 0)¿0, r(a; 1=2) = 1=2, and r(a; 1)¡1. For any a¿2=ln 2 @r(a; p) @p Thus, for every ÿxed a¿2=ln 2, Eq. (47) has 3 roots (see Fig. 4 ).If we denote the smallest one by (a), the roots are (a), 1=2 and 1 − (a). Since
and lim p→0+ @f=@p = −lim p→1−0 @f=@p =+∞, the point p = 1=2 is the point of a local minimum of f and both p = (a) and p = 1 − (a) are points where the maximum from (44) is attained. The function r(a; p) is strictly increasing in p for every a¿0. Obviously, for every p ∈ [0; 1=2), this function is strictly decreasing in a and lim a→+∞ r(a; p) = 0. These observations imply that (a) is strictly decreasing and lim a→+∞ (a) = 0.
The function (a) maps the half-line (2=ln 2; +∞) onto the interval (0; 1=2). One may consider the inverse function a( ) which maps the interval (0; 1=2) onto (2=ln 2; +∞). Eq. 
Let us now substitute for p and a( ) for a in the deÿnition of f(a; p). One may check by direct calculation that '(a( )) = f(a( ); ) = ln 2 + o( )
as → 0. Eq. (53) implies that = 2 −a + o(2 −a ). Substituting this into (54) completes the proof. 
holds. The function h is concave in the second argument and its derivative @h(a; p)=@p vanishes at p = 1=(1 + 2 a ). Substituting this value of p into (56) completes the proof. The theorem follows.
5.4
The case of a 1 K sq (x) + a 2 K log (x)6 + b|x|:
This case is trivial. The next theorem follows immediately from Lemma 7.
Theorem 6. For every real a 1 ; a 2 ¿0 and every real b; the inequality a 1 K sq (x) + a 2 K log (x)6 + b|x| holds for every x ∈ B * if and only if a 1 =4 + a 2 6b.
Conclusion
Here we summarise the results of this section. In Fig. 5 the set of all pairs (a; b) such that aK sq (x) + b|x|¿ + K log (x) is coloured grey. The curve b = 1 − a=4 is denoted by (1) and the curve b = log(1 + 2 −a ) is denoted by (2) . The curve b = '(a) was plotted by means of a simple numerical evaluation (cf. Lemma 7). In Fig. 6 the set of all the pairs (a; b) such that aK log (x) + b|x|¿ + K sq (x) is coloured grey. 
