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A WEIGHTED INEQUALITY FOR POTENTIAL TYPE
OPERATORS
AI¨SSATA ADAMA, JUSTIN FEUTO, AND IBRAHIM FOFANA
Abstract. We establish a weighted inequality for fractional maximal and
convolution type operators, between weak Lebesgue spaces and Wiener
amalgam type spaces on R endowed with a measure which needs not to
be doubling.
1. Introduction
Let d be a positive integer and µ a nonegative Radon measure on Rd satis-
fying
µ(∂Q) = 0, Q cube.
By a cube, we always mean a bounded cube in Rd with sides parallel to the
coordinate axes.
Let 1 ≤ q < β ≤ ∞. The fractional maximal operator mµq,β and the centered
one mµ,cq,β are defined as follows: for any element f of L
1
loc(µ) and any point
x ∈ Rd
(1.1) mµq,βf(x) = sup
Q∋x
µ(Q)
1
β
− 1
q

∫
Q
|f(x)|q dµ(x)


1
q
,
where the supremum is taken over all cubes Q containing x.
(1.2) mµ,cq,βf(x) = sup
Q∈Q(x)
µ(Q)
1
β
− 1
q

∫
Q
|f(x)|q dµ(x)


1
q
where Q(x) = {Q cube centered at x}.
These operators plays an important role in harmonic analysis and partial
differential equations theory. Their boundedness between weighted and non-
weighted Lebesgue spaces have been studied in depth (see [9],[10],[11],[13] and
the references therein). The results are mostly expressed in terms of weights
belonging to the so-called Muckenhoupt classes Aα(µ) defined as follows.
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2Definition 1.1. Let 1 ≤ α < ∞ and w a weight (a nonnegative locally µ-
integrable function) on Rd.
a) When 1 < α < ∞, we says that w ∈ Aα if there exists a constant
C > 0 such that for every cube Q,
 1
µ(Q)
∫
Q
w(x)dµ(x)



 1
µ(Q)
∫
Q
w(x)1−p
′
dµ(x)


p−1
≤ C
where p′ is the conjugate exponent of p.
b) We say that w ∈ A1(µ) if there exists a constant C > 0 such that for
every cube Q,
1
µ(Q)
∫
Q
w(x)dµ(x) ≤ Cess inf
x∈Q
w(x).
A well known result of Muckenhoupt and Wheeden reads as.
Theorem 1.2 (Theorem 2 [9]). Let 1 ≤ α < β, 1
s
= 1
α
− 1
β
. If µ is the
Lebesgue measure on Rd and w a weight belonging to Aα(µ), then mµ,c1,β maps
Lα(w
α
s dµ) into weak Ls(wdµ), i.e., there exists a constant C > 0 such that for
any element f in Lα(wdµ) and any real a > 0,

∫
Ea
w(x)dµ(x)


1
s
≤ C
a

∫
Rd
|f(x)|αw(x)αs dµ(x)


1
α
,
where Ea =
{
x ∈ Rd/mµ,c1,βf(x) > a
}
.
In the case where β =∞, Orobitg and Pe´rez have shown (see Theorem 3.1
in [10]) that Theorem 1.2 remains true without the hypothesis that µ is the
Lebesgue measure on Rd.
It is clear that mµ,cq,β ≤ mµq,β. Notice that when µ is doubling, there exists a
constant C > 0 such that mµq,β ≤ Cmµ,cq,β and therefore Theorem 1.2 remains
true with mµ1,β in place of m
µ,c
1,β.
We recall that µ is said to be doubling if there exists a constant C > 0 such
that for any cube Q
µ(2Q) ≤ Cµ(Q),
where 2Q is the cube with same center as Q but with side length twice that
of Q.
However in the case where µ is nondoubling the picture is quite different.
Actually we have the following result which is an extension to fractional
maximal function of the theorem of Sjo¨gren in [12].
3Theorem 1.3. a) Let d = 1, 1 ≤ α < β, 1
s
= 1
α
− 1
β
. If w is a weight
belonging to Aα(µ), then mµ1,β maps Lα(w
α
s dµ) into weak Ls(wdµ).
b) For d = 2 there is a measure µ for which mµ1,β does not map L
1(µ) into
weak Lβ
′
(µ)
The Gaussian measure dµ(x) = e−
|x|2
2 dx satifies the requirement of point b).
The proof is essentially the same as that of Theorem 3.2.6 of [1]. To see it,
just take f = χB((0,a+1),δ) where a > 0 large and 0 < δ <
1
a
. There exist two
positives absolutes constants C1 and C2 such that
‖f‖1 ≤ C1δ2e−
(a+1)2
2
and
µ(B((s, a+ 1), 1))
1
β
−1
∫
B((s,a+1),1)
fdµ > (
e−
a2
2
a
√
a
)
1
β
−1C2δ2e−
(a+1)2
2
for all |s| < 1. Thus, mµ1,βf is at least α := ( e
− a
2
2
a
√
a
)
1
β
−1C2δ2e−
(a+1)2
2 in the set
{(x, y) : |x| < 1, a < y < a+ 2}, whose µ-measure is at least C3
a
e−
a2
2 . Hence
‖f‖1
α
≤ C1
C2
(
1√
a
)1−
1
βC
1
β
−1
3 µ
({
(x, y) ∈ R2 : mµ1,βf(x, y) > α
})1− 1
β ,
which allows us to conclude. Notice that point a) can not be obtained by the
classical method developed by Sjo¨gren if w 6= 1. In fact, the maximal operator
is defined with the measure µ, while the weak estimate is stated between two
weighted spaces. Examples of such weights after Theorem 1.3, other than
w = 1, can be found in [10].
Point a) is a particular case of one of our main result (Theorem 3.1). This
result gives weighted norm inequalities for mµq,βf when f belongs to a family of
Banach spaces Xq,p,α (1 ≤ q ≤ α ≤ p) (see Section 2 for the definition) larger
than that of Lebesgue spaces.
As a consequence, we obtain similar weighted norm inequalities for a class
of convolution type operators defined by
Kf(x) =
∫
R
k(x− y)f(y)dµ(y).
The class of convolution operators under consideration, contains the classical
Riesz potential Iγ (0 < γ < 1) defined by
Iγf(x) =
∫
R
f(x− y)dy
|y|1−γ ,
whenever the integral exists.
4The remaining of the paper is organized as follows: In the 2nd Section,
we give prerequisites for the spaces Xq,p,α. In Section 3, using an adapted
Besicovitch covering lemma we prove the continuity of the fractional maximal
operator mµq,β between X
q,p,α spaces and weak Lebesgue spaces. In Section
4, we show that the weak-norm of the operator K is controlled by the one
of the fractional maximal operator mµq,β, a result which allows us to deduce
from the continuity of the fractional maximal operator, a weighted inequality
for some convolution type operators. In Section 5 we apply our results to
an absolute continuous measure with respect to the Lebesgue measure, and
we show that some classical results of harmonic analysis are special cases of
ours. Throughout the whole paper, C denotes a positive constant which is
independent of the main parameters, but may change from line to line. The
value of constants with subscript as C0 does not change in different occurrences.
Whenever no precision is given, p, q and α will always stand for elements of
[1,+∞] such that q ≤ α ≤ p.
2. Prerequisites on Xq,p,α spaces
In all what follows, we denote by µ a positive and non-atomic Radon measure
on R satisfying
(2.1) µ ((−∞, a)) = µ ([a,+∞)) =∞, a ∈ R.
We denote by L0 := L0(R, µ) the complex vector space of equivalence classes
(modulo equality µ- almost everywhere) of µ measurable complex valued func-
tions on R.
We fix x0 ∈ R. It is possible to associate to any real number r > 0, a
partition of R into intervals I ir =
[
ari , a
r
i+1
)
, i ∈ Z such that ar0 = x0 and
µ (Iri ) = r for all i ∈ Z. For 1 ≤ p, q, α ≤ ∞, put
‖f‖q,p,α = sup
r>0
r
1
α
− 1
q
r‖f‖q,p.
where for r > 0,
r‖f‖q,p =


[∑
i∈Z
(‖fχIri ‖q)p
] 1
p
if p <∞
sup
i∈Z
‖fχIri ‖q if p =∞
.
‖·‖p stands for the usual Lebesgue norm in Lp := Lp(R, µ) and χIri is the
characteristic function of the interval Iri . We consider in this paper, the spaces
Xq,p =
{
f ∈ L0/1‖f‖q,p <∞
}
and
Xq,p,α = {f ∈ L0/‖f‖q,p,α <∞},
which are respectively the analogue of the Wiener amalgam space (Lq, ℓp)
(see [8, 15]), and the space of integrable fractional mean functions (Lq, ℓp)α
5introduced by Fofana in [4]. Notice that the space Xq,p,α does not depend on
the choice of x0 ∈ R. The basic properties of these spaces are recapitulated in
the following proposition.
Proposition 2.1 ([2]). Let 1 ≤ p, q, α ≤ ∞. Then
(1)
(
Xq,p, ‖·‖q,p
)
is a complex Banach space and
(
Xq,p,α, ‖·‖q,p,α
)
is a com-
plete normed subspace of Xq,p.
(2) The space Xq,p,α is nontrivial if and only if q ≤ α ≤ p.
(3) If α ∈ {p, q} then Xq,p,α = Lα.
(4) If q < α < p then there exists C > 0 depending only on p, q and α such
that for all f ∈ L0
‖f‖q,p,α ≤ C‖f‖∗α,∞,
where
‖f‖∗α,∞ = sup
λ>0
λµ ({x ∈ R : |f(x)| > λ}) 1α .
Recall that the subspace of L0 consisting of elements f satisfying ‖f‖∗α,∞ <
∞ is the weak Lebesgue space denoted by Lα,∞.
Weighted norm inequalities have been established between weak Lebesgue
spaces and (Lq, ℓp)α spaces for fractional maximal operator and Riesz potential
in the context of Euclidean space [5]. The following theorem has been proved
in [5] in the Euclidean space, and generalized in [6] in the context of spaces of
homogeneous type.
Theorem 2.2. Let 1 ≤ q ≤ α ≤ p with 0 < 1
s
= 1
α
− 1
β
, q ≤ q1 ≤ α1 ≤ p1 with
0 < 1
t
= 1
q1
− 1
β
≤ 1
p1
, and a weight v, satisfying
sup
R⊃I interval
|I| 1β− 1q ‖vχI‖t
∥∥v−1χI∥∥1/( 1
q
− 1
q1
)
<∞.
Then there exists a constant C > 0 such that

∫
{x∈R:mdx1,βf(x)>λ}
v(y)tdy


1
t
≤ Cλ−1 ‖fv‖q1,p1,α1
(
λ−1 ‖f‖q,∞,α
)s( 1
q1
− 1
α1
)
for any real λ > 0 and any Lebesgue measurable function f on R.
This result, coupled with a weighted weak norm inequality between a frac-
tional integral Iγ and an appropriate fractional maximal operator allows us to
obtain a similar result for Iγ.
63. Continuity of the maximal operator mµq,β
Let 1 ≤ q ≤ β ≤ ∞. For f ∈ Lqloc, the fractional maximal function mµq,βf is
defined on the real line R as in (1.1), with the cubes replaced by intervals in R
containing x and of finite measure. The first main result of this paper, which
is the analogue of Theorem 2.2, can be stated as follows.
Theorem 3.1. Let 1 ≤ q ≤ α ≤ β and q ≤ q1 ≤ α1 ≤ p1 such that 0 <
1
q1
− 1
β
= 1
θ
≤ 1
p1
. Let v be a weight on R for which there exists C0 > 0 such
that we have{
( 1
µ(I)
∫
I
vθdµ)
1
θ ( 1
µ(I)
∫
I
v
− q1q
q1−q dµ)
q1−q
q1q ≤ C0 if q < q1
( 1
µ(I)
∫
I
vθdµ)
1
θ (‖v−1χI‖∞) ≤ C0 if q = q1
for any bounded interval I ⊂ R. Then there exists C1 > 0 such that for any
f ∈ L0 and λ > 0 we have :
(1)
(∫
Eλ
vθdµ
) 1
θ ≤ C1λ−1
(∫
R
|fv|q1 dµ) 1q1 ,
(2) if α < β then
(3.1)

∫
Eλ
vθdµ


1
θ
≤ C1
(
λ−1‖fv‖q1,p1,α1
)
(λ−1 ‖f‖q,∞,α)s(
1
q1
− 1
α1
)
,
where Eλ =
{
x ∈ R : mµq,βf(x) > λ
}
and 1
s
= 1
α
− 1
β
.
For the proof of this theorem, we will need the following covering lemma
proved in [2]. A similar result to Theorem 3.1 is also given there in the context
of measure.
Lemma 3.2. Assume that :
• F is a family of left-closed intervals in R, such that
sup {µ(F ) : F ∈ F} <∞,
• for any F = [a, b) ∈ F , cF is a point of the open interval (a, b) satis-
fying µ ([a, cF )) = µ ([cF , b)) =
1
2
µ(F ),
• C = {cF : F ∈ F}.
If [A,B) is an interval of R such that µ ([A,B)) < ∞, then there exists a
sequence (Fi)i∈I of elements of F satisfying
C ∩ [A,B) ⊂ ∪i∈IFi and
∑
i∈I
χFi ≤ 5.
Proof of Theorem 3.1. Let f ∈ L0 and λ > 0. For any x ∈ Eλ, there exists an
interval Gx ⊂ R which contain x and satisfies
(3.2) µ(Gx)
1
β
− 1
q ‖fχGx‖q > λ,
7and two reals ax and bx satisfying
(3.3) ax < x < bx and µ([ax, x)) = µ([x, bx)) = µ(Gx).
We pose Ix = [ax, bx).
Fix x′ ∈ Eλ and R > µ(Gx′) > 0. There exist two reals A and B such that
µ([A, x′)) = µ([x′, B)) = R. Let Eλ,R = {x ∈ Eλ : Gx ⊂ [A,B)}. We have
sup {µ(Ix) : x ∈ Eλ,R} <∞
since µ([A,B)) = 2R. Thus there exists a sub-family (Ii)i≥1 of {Ix : x ∈ Eλ}
such that ∑
i≥1
χIi ≤ 5 and Eλ,R ⊂ ∪i≥1Ii,
according to Lemma 3.2. It follows that
∫
Eλ,R
vθdµ ≤
∫
∪i≥1Ii
vθdµ ≤
∑
i≥1
∫
Ii
vθdµ ≤

∑
i≥1
(
∫
Ii
vθdµ)
p1
θ


θ
p1
,
where we use for the last inequality, the fact that p1
θ
≤ 1. Hence,

 ∫
Eλ,R
vθdµ


p1
θ
≤
∑
i≥1

∫
Ii
vθdµ


p1
θ
.
The choice of Gx for x ∈ Eλ and the construction of the Ix’s ensure that
µ(Ix)
1
β
− 1
q ‖fχIx‖q = 2
1
β
− 1
qµ(Gx)
1
β
− 1
q ‖fχIx‖q > 2
1
β
− 1
qµ(Gx)
1
β
− 1
q ‖fχGx‖q > 2
1
β
− 1
qλ.
Thus 2
1
q
− 1
β λ−1µ(Ii)
1
β
− 1
q ‖fχIi‖q > 1 for all i ≥ 1, so that
 ∫
Eλ,R
vθdµ


p1
θ
≤
∑
i≥1

∫
Ii
vθdµ


p1
θ [
2
1
q
− 1
β λ−1µ(Ii)
1
β
− 1
q ‖fχIi‖q
]p1
.
The above relation becomes
(3.4)
 ∫
Eλ,R
vθdµ


p1
θ
≤
∑
i≥1
[
‖vχIi‖θλ−1‖fχIiv‖q1‖v−1χIi‖ q1q
q1−q
2
1
q
− 1
βµ(Ii)
1
β
− 1
q
]p1
,
8according to Ho¨lder inequality. Consequently, given the assumption on v, there
exists a real number C not depending on f and λ such that
(3.5)

 ∫
Eλ,R
vθdµ


p1
θ
≤ (Cλ−1)p1
∑
i≥1
[‖fvχIi‖q1]p1 .
(1) Since q1 ≤ p1, we have
∑
i≥1
[‖fvχIi‖q1]p1 ≤
(∑
i≥1
‖fvχIi‖q1q1
) p1
q1
≤ 5
p1
q1 ‖fv‖p1q1 .
Taking the above relation in Estimate (3.5) yields,
(3.6)

 ∫
Eλ,R
vθdµ


1
θ
≤ Cλ−1 ‖fv‖q1 .
(2) We suppose that α < β. If ‖f‖q,∞,α = ∞, then there is nothing to
prove. We assume that ‖f‖q,∞,α <∞. For all x ∈ Eλ, we have
µ(Gx)
1
q
− 1
β ≤ λ−1‖fχGx‖q ≤ λ−1
∑
k∈Z
∥∥∥fχGx∩Iµ(Gx)k
∥∥∥
q
≤ 2λ−1 µ(Gx)‖f‖q,∞
≤ 2λ−1µ(Gx)
1
q
− 1
α‖f‖q,∞,α.
Therefore
µ(Ix) = 2µ(Gx) ≤ 2
(
2λ−1‖f‖q,∞,α
)s
,
where 1
s
= 1
α
− 1
β
. It follows that r = sup {µ(Ix) : x ∈ Eλ} ≤ 2 (2λ−1‖f‖q,∞,α)s .
For any integer j, we put
Mj =
{
i ≥ 1 : µ(Ii ∩ Irj ) > 0
}
and M0j =
{
i ≥ 1 : µ(Ii ∩ Irj ) = µ(Ii)
}
.
We have
∑
i∈Mj

 ∫
Ii∩Irj
|fv|q1 dµ


p1
q1
≤

∫
R
|fv|q1
∑
Mj
χIi∩Irj


p1
q1
≤ 5
p1
q1
∥∥∥fvχIrj
∥∥∥p1
q1
,
for all j ∈ Z, so that
(3.7)
∑
j∈Z
∥∥∥fvχIrj
∥∥∥p1
q1
≥ 5−
p1
q1
∑
j∈Z
∑
i∈Mj

 ∫
Ii∩Irj
|fv|q1 dµ


p1
q1
.
9The right hand side of (3.7) is greater than or equal to
5
− p1
q1

 ∑
i∈∪j∈ZM0j

∫
Ii
|fv|q1 dµ


p1
q1
+
∑
j∈Z
∑
i∈Mj\M0j

 ∫
Ii∩Irj
|fv|q1 dµ


p1
q1

 ,
since
∫
Ii∩Irj |fv|
q1 dµ =
∫
Ii
|fv|q1 dµ for all i ∈M0j . Hence
∑
j∈Z
∥∥∥fvχIrj
∥∥∥p1
q1
≥ C
∑
i≥1
‖fvχIi‖p1q1 ,
since for i /∈ ∪j∈ZM0j (which implies that i ∈ ∪j(Mj \ M0j )), there
exists a unique integer ji such that Ii = (Ii ∩ Irji) ∪ (Ii ∩ Irji+1). It
follows therefore that
(3.8)
∑
i≥1
(‖fvχIi‖q1)p1 ≤ C
∑
j∈Z
(∥∥∥fvχIrj
∥∥∥
q1
)p1
≤ C ‖fv‖p1q1,p1,α1 r
p1
α1
− p1
q1 .
Taking (3.5) in (3.8) with the control on r, we obtain

 ∫
Eλ,R
vθdµ


1
θ
≤ Cλ−1 ‖fv‖q1,p1,α1 (λ−1 ‖f‖q,∞,α)
s( 1
q1
− 1
α1
)
.
The result follows by letting R goes to infinity, since v is positive.
✷
Corollary 3.3. Let 1 ≤ q ≤ α < β with 0 < 1
q
− 1
β
≤ 1
p
≤ 1
α
. Then there exists
C > 0 such that ∥∥mµq,βf∥∥∗s ≤ C ‖f‖q,p,α, f ∈ L0
with 1
s
= 1
α
− 1
β
> 0.
Proof. We just have to take in Theorem 3.1 v ≡ 1, α1 = α and q1 = q ✷
The next result is obtained by interpolation and the continuously embedding
of Lα into Xq,p,α.
Corollary 3.4. Let 1 ≤ q < α < β with 1
s
= 1
α
− 1
β
. Then there exists C > 0
which depends only on q, β and α such that∥∥mµq,βf∥∥s ≤ C ‖f‖α , f ∈ Lα.
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4. A control of some class of convolution type operators
In this section, we fix 1 ≤ q ≤ β ≤ ∞ and a positive even function k on R,
which is non increasing on R+ and satisfies
sup
x∈R
‖k(x− ·)‖∗η,∞ <∞ and sup
y∈R
‖k(· − y)‖∗η,∞ <∞,
where k(· − y) : x 7→ k(x − y), k(x − ·) : y 7→ k(x − y) and 1
η
= 1 − 1
β
. We
define the operator K by
(4.1) Kf(x) =
∫
R
k(x− y)f(y)dµ(y),
whenever the expression on the right hand side has a sense. Our first result in
this section is the proof of a weak-norm inequality between Kf and a suitable
maximal function mµq,βf for f ∈ Xq,p,α. This result generalizes the analogue in
the Euclidean space (see Theorem 1 in [9]).
Theorem 4.1. We suppose that:
(1) there exists C0 such that
(4.2) lim
r→∞
(
sup
t∈R
µ([t, t+ r])
µ([0, r])
)
≤ C0,
and
(4.3) lim
r→∞
(
sup
t∈R
µ([t− r, t])
µ([−r, 0])
)
≤ C0,
(2) k is lower semi-continuous function.
(3) ρ is a positive Borel measure on R satisfying an A∞ condition, i.e., for
all ε > 0 there exists δ > 0 such that for any interval I ⊂ R we have
µ(E) ≤ δµ(I) ⇒ ρ(E) ≤ ε ρ(I), E ⊂ I.
Then there exists C > 0 such that
sup
λ>0
λκ ρ ({x ∈ R : |Kf(x)| > λ}) ≤ C sup
λ>0
λκ ρ
({x ∈ R : mµq,βf(x) > λ}) ,
for all κ > 0 and f ∈ Xq,p,α, where 1
p
= 1
q
− 1
β
.
For the proof of this result, we need the following lemmas.
Lemma 4.2. Let p, q and β be as in Theorem 4.1. There exist two constants
B > 0 and D1 > 0 such that if:
(i) a, b and c are real numbers satisfying a > 0, b ≥ B, c > 0,
(ii) f is a positive element of Xq,p,α,
(iii) I = (x1, x2) is an interval of R satisfying µ(I) <∞ and Kf(xj) ≤ a for
j = 1, 2,
11
then
µ({x ∈ I : Kf(x) > ab and mµq,βf(x) ≤ ac}) ≤ D1(
c
b
)pµ(I).
Proof. We consider a positive element f of Xq,p,α, real numbers a > 0, b > 0
and c > 0, and an interval I ⊂ R as in the statement. We assume that the set
{x ∈ I : mµq,βf(x) ≤ ac} 6= ∅, since otherwise there is nothing to prove. Let
g = fχI and h = f − g.
(1) We have g ∈ Lq, since µ(I) < ∞ and f ∈ Xq,p,α. Besides that, since
1
η
+ 1
q
− 1 = 1
p
, it comes from Lemma 15.3 of [7] that Kg ∈ Lp,∞ and
(4.4) ‖Kg‖∗p,∞ ≤ C ‖k‖∗η,∞ ‖g‖q .
Putting together the definition of Lp,∞ and Estimate (4.4), we obtain
µ({x ∈ R : |Kg| > ab
2
}) ≤
[
2C
ab
‖k‖∗η,∞ ‖g‖q
]p
= D1(
1
ab
‖g‖q)p,
with D1 = (2C‖k‖∗η,∞)p.
However, for all t ∈ {x ∈ I : mµq,βf(x) ≤ ac}, we have
‖g‖q = ‖fχI‖q ≤ µ(I)
1
pm
µ
q,βf(t) ≤ acµ(I)
1
p .
Therefore
µ({x ∈ R : |Kg| > ab
2
}) ≤ D1(c
b
)pµ(I).
(2) Let x ∈ I. We have
Kh(x) =
x1∫
−∞
k(x− y)f(y)dµ(y) +
+∞∫
x2
k(x− y)f(y)dµ(y).
For the first term on the right hand side, we have
x1∫
−∞
k(x− y)f(y)dµ(y) ≤
x1∫
−∞
k(x1 − y)f(y)dµ(y) ≤ Kf(x1) ≤ a,
thanks to the non-increasing property of k on R+. Similarly,
+∞∫
x2
k(x− y)f(y)dµ(y) ≤ a.
Hence,
Kh(x) ≤ 2a , x ∈ I.
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(3) Let B > 4. If b ≥ B then we have Kh(x) < ab
2
for all x ∈ I, and
consequently,
µ({x ∈ I : Kf(x) > ab and mµq,βf(x) ≤ ac})
≤ µ({x ∈ I : Kg(x) > ab
2
}) + µ({x ∈ I : Kh(x) > ab
2
}) ≤ D1(c
b
)p µ(I)
Which achieves the proof of the lemma. ✷
Lemma 4.3. Let q, β and η be as in Theorem 4.1. There exists a constant
D2 > 0 such that if:
(1) x1, x2, y1 and y2 are real numbers satisfying y1 < x1 < x2 < y2 and
µ([y1, x1]) = µ([x2, y2]) ≥ µ([x1, x2]),
(2) f is a positive element of L0 supported in the closed interval [x1, x2] ,
then 

Kf(x) ≤ D2
(
µ([x2,x])
µ([0,x−x2])
) 1
η
m
µ
q,βf(x) if x > y2,
Kf(x) ≤ D2
(
µ([x, x1])
µ([x− x1, 0])
) 1
η
m
µ
q,βf(x) if x < y1.
Proof. Let x1, x2, y1, y2 ∈ R, and f ∈ L0 be as in the statements of the lemma.
Fix x ∈ (y2,∞]. We have
Kf(x) =
x2∫
x1
k(x−y)f(y)dµ(y) ≤
x2∫
x1
k(x−x2)f(y)dµ(y) ≤ k(x−x2)‖f‖qµ([x1, x2])
1
q′ ,
thanks to Ho¨lder inequality. It follows that
(4.5) Kf(x) ≤ k(x− x2)µ([x1, x2])
1
q′ (µ([x1, x]))
1
q
− 1
β m
µ
q,βf(x),
since suppf ⊂ [x1, x2] ⊂ [x1, x]. Put s = µ([x2,y2])µ([x1,x2]) . We have
µ([x1, x2]) =
1
s
µ([x2, y2]) ≤ 1
s
µ([x2, x]),
which implies that
µ([x1, x]) = µ([x1, x2]) + µ([x2, x]) ≤ (1 + 1
s
)µ([x2, x]).
So,
(4.6) µ([x1, x2])
1
q′ (µ([x1, x]))
1
q
− 1
β ≤ 2 1q− 1βµ([x2, x])
1
η .
Since k ∈ Lη,∞ and it is non-increasing on R+, we have
µ([0, r]) ≤ µ({x ∈ R : k(x) > k(r)
2
}) ≤
(
2‖k‖∗η,∞
k(r)
)η
, r > 0,
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so that k(r) ≤ 2‖k‖∗η,∞
(µ([0,r]))
1
η
. If we take r = (x − x2) and consider Relation (4.6),
then Inequality (4.5) becomes
Kf(x) ≤ D2
[
µ([x2, x])
µ([0, x− x2])
] 1
η
m
µ
q,βf(x).
An analogue argument allows us to show that for x ∈ (−∞, y1), we have
Kf(x) ≤ D2
[
µ([x,x1])
µ([x−x1,0])
] 1
η
m
µ
q,βf(x) ✷
Proof of Theorem 4.1. (1) Let f be a positive element of Xq,p,α.
1rst case: we suppose that f has compact support embedded in an
interval J = [x1, x2] of R. For λ > 0, put
Fλ = {x ∈ R : |Kf(x)| > λ}.
We have µ(Fλ) < ∞, since Kf ∈ Lp,∞. We also have that Kf is
lower semi-continuous according to Proposition 2.3.2 of [3], since by
hypothesis k is lower semi-continuous. It follows that Fλ is open in
R, and therefore can be wrote as disjoint union of open intervals; i.e.,
Fλ = ∪m∈MIm, where the Im’s are disjoint open intervals of R and M
is a countable set. Let m ∈M and c > 0 a real number. We have
µ
({x ∈ Im : Kf(x) > λB and mµq,βf(x) ≤ λc}) ≤ D1( cB )pµ(Im)
according to Lemma 4.2, where the constants B and D1 are those ap-
pearing in the statement of the lemma. It follows from the assumptions
on the measure ρ that there exists δ > 0 such that for all m ∈M
ρ
({x ∈ Im : Kf(x) > λB and mµq,βf(x) ≤ λc}) ≤ B−κ2 ρ (Im) ,
whenever 0 < c ≤ δ. By the fact that Im’s are disjoint, we deduce that
ρ
({x ∈ R : Kf(x) > λB and mµq,βf(x) ≤ λc}) ≤ B−κ2 ρ (Fλ) .
But it is easy to see that
{x ∈ R : Kf(x) > λB} ⊂ {x ∈ R : mµq,βf > λc}∪{x ∈ R : Kf(x) > λB and mµq,βf(x) ≤ λc} .
Therefore
ρ ({x ∈ R : Kf(x) > λB})
≤ ρ ({x ∈ R : mµq,βf(x) > λc})+ ρ ({x ∈ R : Kf(x) > λB and mµq,βf(x) ≤ λc}) ,
and consequently,
(4.7)
ρ ({x ∈ R : Kf(x) > λB}) ≤ ρ ({x ∈ R : mµq,βf(x) > λc})+ B−κ2 ρ (Fλ) .
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We put L = [y1, y2] with y1 < x1 < x2 < y2 and µ([y1, x1]) = µ([x2, y2]) =
µ([x1, x2]). For all x ∈ R \ L, we have

Kf(x) ≤ D2
(
µ([x2,x])
µ([0,x−x2])
) 1
η
m
µ
q,βf(f)(x) if x > y2
Kf(x) ≤ D2
(
µ([x,x1])
µ([x−x1,0])
) 1
η
m
µ
q,βf(x) if x < y1.
,
according to Lemma 4.3. Thus, by choosing the interval [x1, x2] large
enough, we have
Kf(x) ≤ D2(C0)
1
ηm
µ
q,βf(x),
for all x ∈ R\L, thanks to Relation (4.2). We choose c = inf{δ, 1
D2(C0)
1
η
}.
For all x ∈ R \ L such that Kf(x) > λ, we have
D2(C0)
1
ηm
µ
q,βf(x) > λ,
that is,
m
µ
q,βf(x) >
1
D2(C0)
1
η
λ ≥ λc.
Thus
{x ∈ R \ L : Kf(x) > λ} ⊂ {x ∈ R : mµq,βf(x) > λc}.
Therefore, we have
ρ ({x ∈ R : Kf(x) > λB}) ≤ ρ ({x ∈ R : mµq,βf(x) > λc})
+
B−κ
2
[ρ ({x ∈ R \ L : Kf(x) > λ}) + ρ ({x ∈ L : Kf(x) > λ})]
≤ 2ρ ({x ∈ R : mµq,βf(x) > λc})+ B−κ2 ρ ({x ∈ L : Kf(x) > λ}) ,
according to Relation (4.7). Multiplying both sides of the above in-
equality by λκ and taking the sup for all 0 < λ < N , we obtain
sup
0<λ<N
λκ ρ ({x ∈ R : Kf(x) > λB}) ≤ 2 sup
0<λ<N
λκ ρ
({x ∈ R : mµq,βf(x) > λc})
+
1
2
sup
0<λ<N
B−κλκ ρ ({x ∈ L : Kf(x) > λ}) .
The above relation can also be written as
B−κ sup
0<λ<NB
λκ ρ ({x ∈ R : Kf(x) > λ}) ≤ 2 sup
0<λ<Nc
c−κλκ ρ
({x ∈ R : mµq,βf(x) > λ})
+
B−κ
2
sup
0<λ<N
λκ ρ ({x ∈ L : Kf(x) > λ}) ,
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that is
B−κ
2
sup
0<λ<NB
λκ ρ ({x ∈ R : Kf(x) > λ}) ≤ 2 sup
0<λ<Nc
c−κλκ ρ
({x ∈ R : mµq,βf(x) > λ}) .
Letting N goes to infinity, we have
sup
λ>0
λκ ρ ({x ∈ R : Kf(x) > λ}) ≤ C sup
λ>0
λκ ρ
({x ∈ R : mµq,βf(x) > λ})
2nd case : we suppose that the support of f is not necessarily com-
pact.
For all integers n ≥ 1, we put fn = fχ[−n,n]. We have that for all
positive integers n, fn ∈ Xq,p,α and has compact support. It follows
from the first case that
(4.8)
sup
λ>0
λκ ρ ({x ∈ R : Kfn(x) > λ}) ≤ C sup
λ>0
λκ ρ
({x ∈ R : mµq,βfn(x) > λ}) .
Since the sequence (Kfn)n≥1 is an increasing sequence which converges
to Kf and the sequence (mµq,βfn)n≥1 is bounded above by m
µ
q,βf , the
monotone convergence theorem leads to the expected result.
(2) For an arbitrary element f of Xq,p,α, let f1 = sup(f, 0) and f2 =
sup(−f, 0). Both f1 and f2 are positive elements of Xq,p,α with f =
f1 − f2. We also have
{x ∈ R : |Kf(x)| > λ} ⊂ {x ∈ R : Kf1(x) > λ
2
} ∪ {x ∈ R : Kf2(x) > λ
2
},
so that the result follows from part 1 and the facts that mµq,βf1 ≤ mµq,βf
and mµq,βf2 ≤ mµq,βf .
✷
Before the next result, we recall the definition of condition Ap(µ). Let
1 < p <∞. A weight w satisfies the condition (or belongs to the class) Ap(µ)
if
sup
R⊃I: interval

 1
µ(I)
∫
I
w(x)−
1
p−1dµ(x)


p−1
 1
µ(I)
∫
I
w(x)dµ(x)

 < +∞.
We put A∞(µ) = ∪p>1Ap(µ).
Proposition 4.4. We suppose that
• there exists C0 > 0 such that
(4.9) lim
r→∞
(
sup
t∈R
µ([t, t+ r])
µ([0, r])
)
≤ C0 and lim
r→∞
(
sup
t∈R
µ([t− r, t])
µ([−r, 0])
)
≤ C0,
• k is lower semi-continuous,
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• 1 ≤ q, α, β, q1, α1, p1 ≤ ∞ satisfy{
0 ≤ 1
β
≤ 1
α
≤ 1
q
≤ 1
q ≤ q1 ≤ α1 ≤ p1 with 0 < 1θ = 1q1 − 1β
• v is a positive measurable function on R and there exists a real constant
M > 0 such that for all intervals I of R we have
(4.10)


(
1
µ(I)
∫
I
vθdµ
) 1
θ
(
1
µ(I)
∫
I
v
− q1q
q1−q dµ
) q1−q
q1q ≤M if q < q1,(
1
µ(I)
∫
I
vθdµ
) 1
θ ‖v−1χI‖∞ ≤M if q = q1.
Then there exists C > 0 such that for any positive element f of L0 and 0 <
λ <∞
(1)
(∫
Fλ
vθdµ
) 1
θ ≤ C (λ−1 ∫
R
|fv|q1 dµ) 1q1 , where Fλ = {x ∈ R : Kf(x) >
λ}.
(2) If 1
β
< 1
α
, then we have
(4.11)

∫
Fλ
vθdµ


1
θ
≤ cλ−1‖fv‖q1,p1,α1
(
λ−1‖f‖q,∞,α
)s( 1
q1
− 1
α1
)
where 1
s
= 1
α
− 1
β
.
Proof. Put w = vθ. We have w ∈ Ar(µ), with r = 1 + θ(1q − 1q1 ). Therefore,
the measure ρ such that dρ(x) = w(x)dµ(x) satisfies Condition 3) of Theorem
4.1, according to Lemma 2.3 of [10]. It follows that
(4.12)
sup
λ>0
λκ ρ ({x ∈ R : |Kf(x)| > λ}) ≤ C sup
λ>0
λκ ρ
({x ∈ R : mµq,βf(x) > λ}) , κ > 0.
Since Fλ = {x ∈ R : Kf(x) > λ} and Eλ = {x ∈ R : mµq,βf(x) > λ}, it comes
that
(4.13) sup
λ>0
λκ
∫
Fλ
vθdµ(x) ≤ C1 sup
λ>0
λκ
∫
Eλ
vθdµ(x), κ > 0.
The required result follows from (4.13) and Theorem 3.1. ✷
The next result is an immediate consequence of Proposition 4.4.
Corollary 4.5. We suppose that
max
{
lim
r→∞
(
sup
t∈R
µ([t, t+ r])
µ([0, r])
)
, lim
r→∞
(
sup
t∈R
µ([t− r, t])
µ([−r, 0])
)}
<∞.
(1) If 1 ≤ q, α, β, q1, α1, p1 ≤ ∞ satisfy
• 1 ≤ q ≤ α ≤ β with 0 < 1
s
= 1
α
− 1
β
,
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• q ≤ q1 ≤ α1 ≤ p1 with 0 < 1θ = 1q1 − 1β ≤ 1p1
then there exists C > 0 such that for all positive elements f of L0 and
all λ > 0 we have
(4.14) µ(Fλ)
1
θ ≤ Cλ−[1+s( 1q1− 1α1 )] ‖f‖q1,p1,α1 ‖f‖
s( 1
q1
− 1
α1
)
q,∞,α ,
where Fλ = {x ∈ R : Kf(x) > λ} .
(2) In particular if 1 ≤ q ≤ α < β, 1
s
= 1
α
− 1
β
and 1
θ
= 1
q
− 1
β
≤ 1
p
≤ 1
α
then
there exists C > 0 such that for all positive elements f of L0 we have
‖Kf‖∗s,∞ ≤ C
(
‖f‖ 1sq,p,α ‖f‖
1
θ
− 1
s
q,∞,α
)θ
≤ C ‖f‖q,p,α .
Proof. (1) It is clear that v ≡ 1 satisfy the hypotheses of Proposition 4.4.
Consequently, the assertion follows from it.
(2) Consider positive elements f ∈ L0 and λ > 0. Taking q1 = q, α1 = α
and p1 = p in (1), we obtain
µ(Fλ)
1
θ ≤ Cλ−s/θ ‖f‖q,p,α ‖f‖
s( 1
q
− 1
α
)
q,∞,α ,
that is
λµ(Fλ)
1
s ≤ C
(
‖f‖ 1sq,p,α ‖f‖
1
q
− 1
α
q,∞,α
)θ
.
It follows that for every positive element f of L0, we have
‖Kf‖∗s,∞ ≤ C
(
‖f‖ 1sq,p,α ‖f‖
1
θ
− 1
s
q,∞,α
)θ
≤ C ‖f‖q,p,α .
The last inequality comes from the fact that ‖f‖q,∞,α ≤ ‖f‖q,p,α.
✷
A consequence of the above result is the following corollary.
Corollary 4.6. Suppose that:
max
(
lim
r→∞
(
sup
t∈R
µ([t, t+ r])
µ([0, r])
)
, lim
r→∞
(
sup
t∈R
µ([t− r, t])
µ([−r, 0])
))
<∞.
If 1 < α < β < ∞ then there exists C > 0 such that for all positive elements
f of L0 we have
‖Kf‖∗s,∞ ≤ C ‖f‖∗α,∞ ,
where 1
s
= 1
α
− 1
β
.
Proof. Since 0 < 1
β
< 1
α
< 1 and 1
α
− 1
β
< 1
α
, we can fine p, q > 1 satisfying
1
α
− 1
β
< 1
q
− 1
β
≤ 1
p
< 1
α
. Note that 1 ≤ q < α < p. Thus, thanks to Proposition
4.4, there exists C1 > 0 such that for all positive elements f of L
0 we have
‖f‖q,∞,α ≤ ‖f‖q,p,α ≤ C1 ‖f‖∗α,∞ .
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Moreover, by Corollary 4.5, there exists C2 > 0 such that for all positive
elements f of L0 we have
‖Kf‖∗s,∞ ≤ C2 ‖f‖
θ
s
q,p,α ‖f‖1−
θ
s
q,∞,α .
The combination of these two inequalities completes the proof. ✷
5. Application
We assume that 0 < a < γ < 1 ≤ α < 1−a
γ−a and let
1
s
= 1
α
− γ−a
1−a .
(1) Denote by µ the measure defined on R by dµ(x) = |x|−a dx. We have
sup
t∈R
µ([t, t+ r])
µ([0, r])
≤ 2, r > 0
and
sup
t∈R
µ([t− r, t])
µ([−r, 0]) ≤ 2, r > 0.
(2) Define k on R by k(x) = |x|γ−1. We remark that k is positive, lower
semi-continuous, even, decreasing on R+ and satisfies
sup
y∈R
‖k(· − y)‖∗η,∞ ≤ 21−γ(
2
1− a)
1
η ,
where 1
η
= 1−γ
1−a = 1− γ−a1−a .
(3) Consider the Riesz potential Iγ defined by
Iγf(x) =
∫
R
|x− y|γ−1 f(y)dy.
It is clear that for every positive element f of L0, we have
Iγf(x) =
∫
R
k(x− y)F (y)dµ(y) ≡ KF (x), x ∈ R
where F (y) = f(y)|y|a . Therefore, applying Corollaries 4.5 and 4.6,
we obtain the following result.
Proposition 5.1. (a) If 1 ≤ q ≤ α and 1
θ
= 1
q
− γ−a
1−a ≤ 1p ≤ 1α then
there exists C > 0 such that
‖Iγf‖∗s,∞ ≤ C ‖F‖
θ
s
q,p,α ‖F‖1−
θ
s
q,∞,α .
with 1
s
= 1
α
− γ−a
1−a , F (x) = |x|a f(x), x ∈ R and f being a positive
element of L0.
(b) If 1 < α, then there exists C > 0 such that
(5.1) ‖Iγf‖∗s,∞ ≤ C ‖F‖∗α,∞ ,
for all positive elements f of L0.
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Suppose that 1 < α. Taking into consideration Marcinkiewicz interpolation
theorem, Relation (5.1) of Proposition 5.1 allows us to obtain the following
classical result (see [14]). There exists C > 0 such that
‖Iγf‖s ≤ C ‖F‖α , f ∈ Lα(R, µ);
that is
∫
R
(
|x|− as Iγf(x)
)s
dx


1
s
≤ C

∫
R
|f(x)|α |x|a αα′ dx


1
α
, f ∈ Lα(R, |x|a αα′ dx).
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