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a b s t r a c t
Let Wn be n × n Hermitian whose entries on and above the diagonal are independent
complex random variables satisfying the Lindeberg type condition. Let Tn be n × n
nonnegative definitive and be independent ofWn. Assume that almost surely, as n→∞,
the empirical distribution of the eigenvalues of Tn converges weakly to a non-random
probability distribution.
Let An = n−1/2T 1/2n WnT 1/2n . Then with the aid of the Stieltjes transforms, we show that
almost surely, as n→∞, the empirical distribution of the eigenvalues of An also converges
weakly to a non-random probability distribution, a system of two equations determining
the Stieltjes transform of the limiting distribution. Important analytic properties of this
limiting spectral distribution are then derived by means of those equations. It is shown
that the limiting spectral distribution is continuously differentiable everywhere on the real
line except only at the origin and that a necessary and sufficient condition is available
for determining its support. At the end, the density function of the limiting spectral
distribution is calculated for two important cases of Tn, when Tn is a sample covariance
matrix and when Tn is the inverse of a sample covariance matrix.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The central problem considered in this paper is that of finding and characterizing the limiting spectral distribution of
a certain class of large dimensional random matrices. By limiting spectral distribution, we are referring to the limiting
distribution to which the empirical distribution of the eigenvalues of the matrices converges weakly as the dimension of
the matrices goes to infinity. The notion of empirical distribution of the eigenvalues applies to any matrix having only real
eigenvalues and is often called the empirical spectral distribution of the matrix. In precise sense, if Bn is n×n having only real
eigenvalues, say denoted by λ1(Bn), . . . , λn(Bn), then the empirical spectral distribution of Bn is F Bn(x) = (1/n)#{1 ≤ i ≤
n : λi(Bn) ≤ x}, where #{·} denotes the number of elements included in the set {·}.
Treatment of the problem of finding the limiting spectral distribution for various classes of random matrices has
constituted a basic part of Spectral Analysis of Large Dimensional Random Matrices (SALDRM). The earliest work on this
aspect dates back to the 1950s, when Wigner proved the semicircle law for a particular class of real symmetric random
matrices [17,18]. Wigner’s result was motivated by an attempt to model the statistical distribution of the energy levels of
complex nuclei and has attracted considerable interest from statisticians ever since. Many researchers have contributed
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to its subsequent development, see the references in [1]. Nowadays, one of the most well known forms of the result is as
follows.
Suppose {Wn; n = 1, 2, . . .} is a sequence of such random matrices that: (1) for each n ≥ 1,Wn = [w(n)ij ] is n × n
symmetric, i.e. w(n)ij = w(n)ji , and {w(n)ij ; 1 ≤ i ≤ j ≤ n} are independent and identically distributed real-valued random
variables; (2) for all n ≥ 1, 1 ≤ i ≤ j ≤ n, E(w(n)ij ) = 0, E(w(n)ij )2 = σ 2. Then the semicircle law says that almost surely,
as n→∞, the empirical spectral distribution of n−1/2Wn converges weakly to the semicircular distribution, whose density
function is
p(x) =

1
2piσ 2
√
4σ 2 − x2, if |x| ≤ 2σ ,
0, otherwise.
Note that there are two conditions in [18] have been removed, namely, the condition that each w(n)ij has symmetric
distribution so that all its odd moments vanishes and the condition that sup{E(w(n)ij )2k; 1 ≤ i ≤ j ≤ n, n ≥ 1} <∞, k ≥ 1.
Thus, the semicircle law is in fact the limiting spectral distribution of a very general class of matrices. These matrices or
some particular cases of theirs have been frequently referred to as Wigner matrices in the literature.
TheWignermatrices have held a basic position in SALDRMever since the semicircle lawwas established for the first time.
Many times are developments and breakthroughs in the theory linked to thesematrices and the so called sample covariance
matrices. Interestingly, even between these two classes of matrices has a connection been set up by the semicircle law. In
fact, as is shown in [5], if the ratio of the dimension and sample size tends to 0, the empirical spectral distribution of the
sample covariance matrices (suitably normalized) also converges to the semicircle law. Meanwhile, we should not forget
to mention that in the nowadays rapidly developing theory of noncommutative probability and free independence, the
semicircle law is widely recognized as playing the same role as the Gaussian distribution in classical probability.
In viewof the value of research on theWignermatrices to SALDRM, in this paperwe consider an enlarged class ofmatrices
which include the Wigner matrices as a subclass. The idea is mainly inspired by the observation that the Wigner matrices
are indeed characterized by the assumption that its entries (on and above the diagonal, of course) are independent of each
other in that it has played a key role in the establishment of the semicircle law. This independency assumption, however,
implies the assumption that the covariance matrix of the vector composed of the diagonal and above-diagonal entries of
the Wigner matrices, say denoted by Σ , is equal to σ 2I`n , where I`n is the `n × `n identity matrix with `n = n(n + 1)/2.
The idea one naturally comes up with is thus to extend the range of Σ to allow not only the identity but also many other
nonnegative definite matrices.
One such generalization has been proposed in the literature by Monvel and Kohrunzhy in [11]. Specifically, using our
notations, if An denotes the enlarged class of matrices (after divided by the square root of its dimension), then they consider
the case when there is nonnegative definite Tn (whose empirical spectral distribution converges as n goes to infinity) such
that
Cov(An[i, j], An[k, l]) = n−1 (Tn[i, k]Tn[j, l] + Tn[i, l]Tn[j, k]) . (1.1)
Here i, j, k and l are natural numbers and for any rectangular matrix C and positive integer pair, say (i, j), C[i, j] denotes the
(i, j)-th element of C . Note that this assumption defines implicitly the covariance matrix Σ , which can be seen no longer
the identity matrix in many cases. As is shown by their results, this particular structure of variances and covariances of
the matrix entries works well in the sense that under its framework, theories concerning limiting spectral behaviors of the
matrices can be established in parallel with those for the Wigner matrices. Note that this should not be taken as granted
since an arbitrary nonnegative definite matrixΣ may not guarantee any spectral theory hold.
We have followed a direct way to generalize theWigner matrices, that is, by employing more sophisticated matrix form.
Specifically, suppose Wn is a Wigner matrix satisfying conditions (1) and (2) and Tn as above. Then we directly consider
matrices of the form An = n−1/2T 1/2n WnT 1/2n , where T 1/2n is any nonnegative definite square root of Tn; see Definition 1.2
below for precise meaning of T 1/2n . Then, since Tn can be taken from a large set of nonnegative definite matrices, namely
those whose empirical spectral distributions converge as n goes to infinity, the resulting An form a large class of matrices.
The Wigner matrices are included in the class obviously, corresponding to the case Tn = In.
The variances and covariances of the entries of An = n−1/2T 1/2n WnT 1/2n can be calculated straightforwardly. Specifically,
if we suppose the diagonal entries ofWn have variances 2 and off-diagonal entries have variances 1, then we obtain (1.1).
However, it cannot be thought that the matrices we considered are the same class of matrices discussed in [11]. In fact, our
matrices are required to possess the form of An = n−1/2T 1/2n WnT 1/2n whereas those in [11] are not required. This form puts
a somewhat degree of restriction on the matrices but is essential to our study as we hope to allow the entries of matrices
to have general distributions other than the Gaussian one; it permits us to take advantage of the independency assumption
onWn. The matrices studied in [11] are not required to possess a such form necessarily but are required to be consisting of
Gaussian random variables and the Gaussian assumption plays a key role in their derivations. Interested readers may find
that the two classes of matrices considered in [11] and this paper have an intersection which happens when Tn is invertible
andWn is consisting of Gaussian random variables.
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For thematriceswe proposed to use, ourmain goal in the present paper is to show first the convergence of their empirical
spectral distributions and then study fundamental analytic properties of the limiting spectral distribution, such as where it
is differentiable, where it has positive derivative, and what explicit expression that derivative has when Tn is particularly
chosen. The former part ofwork is also carried out byMonvel and Kohrunzhy in [11] in their setting.Wehave used a different
method to accomplish this part of work for our matrices.
The method is just the method of Stieltjes transforms well known in the field. The application of this method to studying
the same type of spectral analysis problems as ours was started in [10,12,13]. Important related work can be found in [15,
14,16]. These papers are mainly devoted to the study of the so called sample covariance type matrices. There are some
advantages of adopting the method of Stieltjes transform. For instance, it is widely accepted that in many cases the method
provides more transparent derivations and arguments compared with the moment method. More important, the works
of [2–4] on the sample covariance type matrices show that this method has demonstrated some priority in dealing with
other type large dimensional spectral analysis problems. We thus need to give a brief introduction on basic concepts and
facts related with the method.
Suppose F is a probability distribution. Then its Stieltjes transform is defined as
s(z) =
∫
1
x− z dF(x), (z ∈ D ≡ {z ∈ C : =z > 0}),
where C denotes the complex numbers and =z the imaginary part of z. The following basic properties of the Stieltjes
transform will be useful to us. First, there holds the inversion formula:
F(b)− F(a) = lim
v↓0
1
pi
∫ b
a
=s(u+ iv)du, (1.2)
for any continuity points a, b of F . Also, Theorem 2.1 of [16] proves that for any real number x0, F(x) is differentiable at x0
with derivative F ′(x0) = s0/pi if =s(z) converges to s0 as z tends to x0 through only the upper (or lower) complex plane.
Concerning weak convergence of probability distributions, we recall first a result deduced from the Helly theorem.
Let {Fn} and F be probability distributions. Then, if {Fn} is tight and each subsequence that convergesweakly all converges
weakly to F , then Fn converges weakly to F , see the Corollary to Theorem 25.10 on p. 337 of [7].
Second, there holds a continuity theorem of Stieltjes transforms in parallel to that of the characteristic function.
Suppose {Fn} are probability distributions and {sn(z)} their Stieltjes transforms. Then, if {Fn} is tight and sn(z) converges
to s(z) for any z ∈ D , then there exists a probability distribution F taking s(z) as its Stieltjes transform such that Fn converges
weakly to F .
Combining these two results,weobtain the following lemma,which forms the theoretical foundation of using the Stieltjes
transform method to show convergence of empirical spectral distribution of randommatrices.
Lemma 1.1. For any random matrices, for example the An considered in this paper, let FAn denote the empirical spectral
distribution of An and sn(z) its Stieltjes transform. Then, if FAn is tight with probability one and for each z ∈ D, sn(z) converges
almost surely to a non-random limit s(z) as n→∞, then there exists a non-random probability distribution F taking s(z) as its
Stieltjes transform such that with probability one, as n→∞, FAn converges weakly to F .
The word ‘‘non-random’’ is put here and there in the lemma in order to highlight the random nature of the empirical
spectral distributions and their Stieltjes transforms. Obviously, those probability distributions discussed in the paragraph
preceding the lemma are all non-random.
The proof of Lemma 1.1 is given in the Appendix, where a detailed interpretation on the randomness involved in its
conclusion can also be found. We just note here the main reason why the lemma cannot follow as a direct consequence of
the continuity theorem of the Stieltjes transforms is because the almost sure convergence of sn(z) holds only in a point-by-
point manner. It does not straightly imply a subspace with probability one such that for eachω in it, the observation of sn(z)
at ω tends to s(z) for all z ∈ D .
Lemma 1.1 ensures that the convergence of empirical spectral distribution can be proved through investigating the
asymptotic behavior of their Stieltjes transforms, in particular, by showing the convergence and finding the limit of their
Stieltjes transforms. This is the main rationale of using the Stieltjes transformmethod to show the convergence of empirical
spectral distributions.
However, the sufficient condition given in Lemma 1.1 provides only a starting point, arguments that follow may differ
significantly for matrices with different structural complexity. Implementation procedure of us for thematrices An are given
in Section 2. Our main theorem and assumptions are as follows.
Definition 1.1 (Wigner Matrices). SupposeWn = [w(n)ij ] is an n× n Hermitian matrix whose entries are all complex-valued
random variables. ThenWn is said to be a Wigner matrix if the following conditions are satisfied:
(1) {w(n)ij ; 1 ≤ i ≤ j ≤ n} are independent random variables;
(2) E(w(n)ij ) = 0, E|w(n)ij |2 = 1, 1 ≤ i ≤ j ≤ n;
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(3) for any δ > 0,
lim
n→∞
1
δ2n2
∑
ij
E
[
|w(n)ij |2I(|w(n)ij |>δ√n)
]
= 0. (1.3)
Definition 1.2 (Wigner Type Matrices). For each n = 1, 2, . . . , letWn be a Wigner matrix as defined above and let Tn be a
Hermitian nonnegative definite matrix, i.e. there exists unitary matrix Un such that Tn = U∗ndiag(µn(1), . . . , µn(n))Un, where
µn(1) ≥ · · ·µn(n) ≥ 0 are the eigenvalues of Tn. Suppose that almost surely, as n→ ∞, the empirical spectral distribution
of Tn converges weakly to a non-random probability distribution H . Let An = n−1/2T 1/2n WnT 1/2n , where
T 1/2n = U∗ndiag([µn(1)]1/2, . . . , [µn(n)]1/2)Un. (1.4)
Then {An; n = 1, 2, . . .} is called consisting of Wigner type matrices.
Theorem 1.1 (Convergence of the Empirical Spectral Distribution). Let {An; n = 1, 2, . . .} be as defined in Definition 1.2.
Then with probability one, as n → ∞, the empirical spectral distribution of An converges weakly to a non-random probability
distribution F , whose Stieltjes transform s(z) uniquely solves the following equation system
s(z) = −z−1 − z−1{g(z)}2,
g(z) =
∫
t
−z − tg(z)dH(t),
(1.5)
for any z ∈ D , where g(z) ∈ C with =g(z) ≥ 0.
Remark 1.1. Note that the Wigner matrices defined here are more general than those introduced at the beginning of this
paper. The condition in (1.3) is a Lindeberg-type condition. Such conditions have been well known in classical probability
since the 1920s, but its first use in SALDRM was in 1970s, due to Pastur [10,12].
Remark 1.2. The limiting spectral distribution F(x) is characterized by an equation system that determines its Stieltjes
transform. (1.5) has also been established in [11]. Thus our results are consistent with theirs. In their paper, it is proved the
moments of F(x) satisfy a recursive relation, fromwhich (1.5) follows by noting the relationship between moments and the
Stieltjes transform of a probability distribution. As shown in Section 2, our method is different.
As stated earlier, in the latter part of this paper we derive fundamental analytic properties of the limiting spectral
distribution of the Wigner type matrices. Questions have arisen in this way. Since the Wigner type matrices include the
Wignermatrices as special cases, their limiting spectral distribution covers the semicircle law as a special case, thenwhether
and when the limiting spectral distribution of the Wigner type matrices has a density function and if it does have, what
expression that density has? To answer these questions, we start from investigating where the limiting spectral distribution
is differentiable.
By the inversion formula (1.2), fundamental analytic properties such as whether a probability distribution function is
differentiable can be derived from its Stieltjes transform. This is the result Theorem 2.1 of [16] shows, see p. 4 for its details.
By that theorem, the question reduces to whether =s(z) converges when z approaches an arbitrarily chosen point x0 on the
real axis through only the upper (or lower) complex plane. As the Stieltjes transform of the limiting spectral distribution
shown in Theorem 1.1 is only known to be the solution to an equation system, how to deduce the convergence of =s(z)
requires some technical treatment.
In the literature, the work of [16] demonstrates a way to handle similar questions on the sample covariance type random
matrices, see also [10]. We draw on the idea of their arguments and find that the limiting spectral distribution F of the
Wigner type matrices places equal mass at the origin as the limiting distribution H of the matrices Tn and is differentiable
elsewhere on the real axis.
Detailed illustration of the result is presented in the next theorem, in which some further notation has been used. Recall
that for any probability distribution function G(x), there exists on the measurable space composed of the real line and the
Borel sets a unique measureµ such thatµ((a, b]) = G(b)− G(a) for any a < b. For simplicity, in the following we shall not
differentiate the use of notation for G(x) andµ. In particular, for any Borel set B, we shall use G(B) instead ofµ(B) to refer to
the measure. Also, for any complex number z, in addition to the previous use of =z indicating its imaginary part,<z is used
to indicate its real part.
Theorem 1.2 (Basic Properties of the Limiting Spectral Distribution).
(1) F({0}) = H({0}), which implies that F(x) = I[0,∞)(x) if and only if H(t) = I[0,∞)(t).
(2) Suppose H(t) 6= I[0,∞)(t). Then for any real x 6= 0,
s(x) ≡ lim
z∈D→x s(z), g(x) ≡ limz∈D→x g(z)
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exist and are such that s(x) = −x−1 − x−1{g(x)}2, g(x) uniquely solves
g(x) =
∫
t/{−x− tg(x)}dH(t) (1.6)
while satisfying =g(x) ≥ 0, x<g(x) < 0 and∫
t2/|x+ tg(x)|2dH(t) ≤ 1. (1.7)
Furthermore, g(x) and s(x) are continuous on the real line except only at the origin.
Consequently, F(x) is continuously differentiable on the real line except only at the origin and its derivative is just F ′(x) =
− 2<g(x)=g(x)
pix .
(3) F is a symmetric distribution and, for the nontrivial case of H(t) 6= I[0,∞)(t), its support, say denoted by S, can be determined
as follows. For any x0 6= 0, x0 ∈ Sc (the complement of S) if and only if there exists some δ > 0 such that∫
t2/|x+ tg(x)|2dH(t) < 1, for any x ∈ (x0 − δ, x0 + δ).
Remark 1.3. The result in part (2) of Theorem 1.2 has the following implication. Denote the point mass of H at 0 by m0.
Then F(x) has the Lebesgue decomposition:
F(x) = Fac(x)+ Fd(x),
where the discrete part is given by
Fd(x) = m0I[0,∞)(x),
while the absolute part given by
Fac(x) = F(x)I(−∞,0)(x)+ {F(x)−m0}I[0,∞)(x).
Note that the absolute part Fac(x) possesses density. In view that
F ′ac(x) = F ′(x) = −
2<g(x)=g(x)
x
for any x 6= 0 and the singleton set {0} is of Lebesgue measure 0, we obtain
f (x) =
{
−2<g(x)=g(x)
x
, x 6= 0
c, x = 0
(1.8)
is a density function of Fac(x), where c can be an arbitrary nonnegative number. For the proof of the Lebesgue decomposition,
see the Appendix.
Remark 1.4. As a consequence of Remark 1.3, when m0 = 0 and thus Fd(x) = 0, F(x) = Fac(x), the above expression
gives the density function of the limiting spectral distribution F . Moreover, the density function given in (1.8) can be
calculated directly by solving g = ∫ t/(−x − tg)dH(t) for the solution with nonnegative imaginary part and inputting
its real and imaginary parts into the expression of (1.8). This solution exists and is unique according to the result of part (2)
of Theorem 1.2.
Remark 1.4 has indicated the way to calculate the density function given in (1.8) for any particularly chosen H . With
the aid of computers, realization of the calculation is possible for any arbitrarily chosen H . However, we have shown in this
paper for two particularly chosen examples ofH , the density function can be calculated by handswith the aid of the Cardano
method for solving cubic equations.
The two examples of H have been chosen to be the limiting spectral distributions of the sample covariance matrices and
the inverse matrices of the sample covariance matrices. This choice is mainly stimulated by the importance of the sample
covariance matrices in various multivariate statistical methods. Also, it is noteworthy that sinceWn is only Hermitian, even
when Tn is chosen to be a sample covariance matrix the result in [10,14] for the products of a sample covariance matrix and
a nonnegative definite matrix does not apply.
The sample covariance matrices are defined as follows. Suppose Xn = [xij] is n × N consisting of independent and
identically distributed complex random variables with mean 0 and variance 1. Then Sn = (1/N)XnX∗n is called a sample
covariancematrix. Note that, for simplicity, we have assumed the entries of Xn have unity variance. According to results in [1,
11,10,12], if it is assumed that n/N → y > 0 as n→∞, then almost surely as n→∞, the empirical spectral distribution
of Sn converges weakly to a non-random probability distribution. This limiting spectral distribution is commonly called
the Marcěnko–pastur distribution with ratio index y and its Stieltjes transform has known form. Furthermore, from [6], as
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E|x11|4 <∞ and y ∈ (0, 1), almost surely Sn is invertible for all n large and, through the relation between the eigenvalues of
two mutual invertible matrices, the limiting spectral distribution of S−1n can be derived from that of Sn and thus its Stieltjes
transform also has known form. Details on the Stieltjes transforms of the two limiting spectral distributions can be found in
Section 4.
We have obtained exact expressions of the density function for the two examples of H , from which one can see the
difference between F(x) and the semicircle law.
Theorem 1.3. (1) If Tn is the sample covariance matrix defined above with ratio index y > 0, then when 0 < y ≤ 1, F has a
density function
f1(x) =

2
pi
√
g21
x2
√√√√g21 + (12 + 12y
)
− 1
4y
√
x2
g21
, 0 < x2 < a1,
1
pi |1− y|
√
1
2y
(1+ y− |1− y|), x = 0,
0, o.w.,
(1.9)
where
a1 = −2(1+ y)
3 + 72y(1+ y)+ 2(1+ y2 + 14y)3/2
27y
, (1.10)
g21 = −
1+ y
6y
+
√
1+ y2 + 14y
6y
cos
ϕ
3
, (1.11)
cosϕ = 2(1+ y)
3 − 72y(1+ y)+ 27x2y
2(1+ y2 + 14y)3/2 , (1.12)
with ϕ ∈ (0, pi); when y > 1, F ′(x) = f1(x) for any x 6= 0 and F has a point mass 1− 1/y at the origin.
(2) If Tn is the inverse matrix of the sample covariance matrix defined above whose ratio index y′ ∈ (0, 1), then F has a density
function
f2(x) =

−2g1
pix
√
3g21 −
2g1
xy′
+
(
1− 1
y′
)
, 0 < x2 < a2,
1
pi
, x = 0,
0, o.w.,
(1.13)
where
a2 =
(
2y′2 + 5y′ − 14
)
+
√
32y′3 + 12y′2 + 32y′ + 116
2y′(1− y′)3 , (1.14)
g1 = 13xy′ +
(
−t +√∆
2
) 1
3
+
(
−t −√∆
2
) 1
3
, (1.15)
with
t = 1
36x3y′3
(
1
3
+ 3x2y′
(
y′ + 1
2
))
, (1.16)
∆ = 1
432x4y′4
[
1+
(
2y′2 + 5y′ − 1
4
)
x2 − y′(1− y′)3x4
]
. (1.17)
The organization of the paper is as follows. In Section 2, we prove Theorem 1.1. The proof of Theorem 1.2 is given in
Section 3 and that of Theorem 1.3 in Section 4. Proof of preliminary results has been deferred to the Appendix.
2. Proof of Theorem 1.1
In this section, the proof of Theorem 1.1 is presented. To begin with, we indicate a set of simplified conditions in
Lemma 2.1 under which to show the theorem does not entail any loss of generality.
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Lemma 2.1. Without loss of generality, we may prove Theorem 1.1 under the following simplified conditions:
(i) There exists some constant τ such that supn ‖Tn‖ ≤ τ ;
(ii) |w(n)ij | ≤ δn
√
n, 0 ≤ (1/n2)∑ij(1− E|w(n)ij |2) = o(δ2n), where δn tends to 0 as n→∞ and is such that condition (1.3) still
holds when the δ there is replaced by δn;
(iii) The matrix Tn is non-random.
Note that in what follows, we will omit the upper right index ‘‘(n)’’ of thew(n)ij for simplicity.
Recall that An denotes the Wigner type matrix in Theorem 1.1, FAn the empirical spectral distribution of An and sn(z) the
Stieltjes transform of FAn .
By Lemma 1.1, to show Theorem 1.1 it is enough to show that {FAn} is tight with probability 1 and for each z ∈ D, sn(z)
converges almost surely to some non-random limit s(z). The limiting spectral distribution F takes s(z) as its Stieltjes
transform and thus can be identified from s(z) using the inversion formula.
Therefore, in the next place, we conclude first the almost sure tightness of {FAn} in Lemma 2.2 and then the almost sure
convergence of sn(z) in Theorem 2.1.
Lemma 2.2. Almost surely, {FAn} is tight.
Theorem 2.1. Let Gn(z) = (An − zI)−1 and gn(z) = (1/n)tr{Gn(z)Tn}, for any z ∈ D . Then under the assumptions of
Theorem 1.1 and Lemma 2.1, as n → ∞, (sn(z), gn(z)) converges almost surely to a non-random limit (s(z), g(z)) which
uniquely solves equation system (1.5).
Remark 2.1. For each z ∈ D , equation system (1.5) has at most one solution (s(z), g(z)) satisfying =g(z) ≥ 0 according to
the next lemma.
Lemma 2.3. For each z ∈ D , the equation g = ∫ t/(−z− tg)dH(t) has at most one solution in the set B ≡ {g ∈ C : =g ≥ 0}.
The proof of Lemmas 2.1–2.3 is to be given in the Appendix in order to keep the presentation of the main proof concise.
The remainder of this section is devoted to the proof of Theorem 2.1.
We now introduce the notation and basic tools used in the following. Throughout this section, for any matrix A, tr (A)
denotes its trace if applicable, A∗ denotes its complex conjugate transpose and ‖A‖ denotes its spectral norm defined to be
the square root of the largest eigenvalue of A∗A. For any matrix B and vectors a and b such that a∗Bb is well defined, we have
|a∗Bb| ≤ ‖B‖(a∗a)1/2(b∗b)1/2. (2.1)
For any invertible matrices A and B of the same size, we have
A−1 − B−1 = A−1(B− A)B−1 = B−1(B− A)A−1, (2.2)
which is sometimes referred to as the resolvent identity in the remainder. For any Hermitian matrix C and any z ∈ D , we
have
‖(C − zI)−1‖ ≤ 1/=z (2.3)
and for any square matrix D, we have
|tr (D)| ≤ n‖D‖. (2.4)
We also need the following notation. Throughout this section, z denotes a complex number arbitrarily chosen from D
and v = =z; ξi denotes the i-th column of T 1/2n , i = 1, . . . , n; T 1/2n = [ξ1, . . . , ξn]. We will frequently use this expression for
An:
An =
∑
i,j
n−1/2wijξiξ ∗j . (2.5)
We will also need to use matrices that are nearly equal to An as follows. For any i 6= j, we use matrix A(i,j) defined by
An = A(i,j) + n−1/2wijξiξ ∗j + n−1/2wijξjξ ∗i ; (2.6)
for any 1 ≤ i ≤ n, we use matrix A(i,i) defined by
An = A(i,i) + n−1/2wiiξiξ ∗i . (2.7)
Then A(i,j) is independent of wij and wij and A(i,i) is independent of wii since they are the resulting matrices of taking out
from An the components depending onwij, wij andwii respectively. Since An, A(i,j) and A(i,i) are all Hermitian, for any z ∈ D ,
Gn(z) = (An − zI)−1, G(i,j)(z) = (A(i,j) − zI)−1, G(i,i)(z) = (A(i,i) − zI)−1 (2.8)
are well defined. Recall that Gn(z) has been defined earlier in Theorem 2.1.
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We are now ready to present the proof of Theorem 2.1. We have followed this conventional way. Note that, roughly
speaking, Theorem 2.1 asserts that (sn(z), gn(z)) converges almost surely to the unique solution (s(z), g(z)) of (1.5) for any
z ∈ D .We thus first show sn(z)−Esn(z) and gn(z)−Egn(z) converge to 0 almost surely in Corollary 2.1. Then, in Corollary 2.2
as well as Lemmas 2.4 and 2.5, we show (Esn(z), Egn(z)) converges to (s(z), g(z)).
Corollary 2.1. Under the conditions of Theorem 1.1 and Lemma 2.1, almost surely, as n→∞,
sn(z)− Esn(z)→ 0 and gn(z)− Egn(z)→ 0. (2.9)
Proof. The main tool used is the Burholder inequality for the martingale difference sequence, see Lemma A.4 for the
inequality. We thus need to define the increasing σ -fields generated by {wij : i ≤ j} as follows. For any 1 ≤ i ≤ j ≤ n, write
k =∑i−1l=1(n− l+ 1)+ (j− i+ 1) and define
Fk = σ {w11, . . . , w1n, w22, . . . , w2n, . . . , wii, . . . , wij}.
Define F0 = {∅,Ω}. Then {Fk : 0 ≤ k ≤ m} is a sequence of increasing σ -fields, wherem = n(n+ 1)/2.
Note that since An is Hermitian, sn(z) = n−1trGn(z). We now express sn(z)− Esn(z) into a sum of martingale difference
sequence. Let Ek(·) denote the conditional expectation of (·)with respect to the σ -field Fk. Then
sn(z)− Esn(z) =
m∑
k=1
(Ek − Ek−1)sn(z) = −
m∑
k=1
(Ek − Ek−1)Yk,
where the second equality uses the independency ofwij upon Fk and G(i,j)(z), and
Yk = (1/n)tr {G(i,j)(z)− Gn(z)}.
Using (2.2), we obtain, when i = j,
Yk = n−3/2wiiξ ∗i G(i,i)(z)Gn(z)ξi;
and when i 6= j,
Yk = n−3/2wijξ ∗j G(i,j)(z)Gn(z)ξi + n−3/2w¯ijξ ∗i G(i,j)(z)Gn(z)ξj.
In order to find a suitable bound for |Yk|, let us observe that by (2.3),
‖Gn(z)‖ ≤ 1/v, ‖G(i,j)(z)‖ ≤ v−1, ‖G(i,i)(z)‖ ≤ v−1 (2.10)
and, by condition (i) of Lemma 2.1,
ξ ∗i ξi = Tn[i, i] ≤ ‖Tn‖ ≤ τ . (2.11)
Applying (2.1) to the expression of Yk, then with the aid of (2.10) and (2.11), we can find in either case
|Yk| ≤ Kn−3/2|wij|,
where the constant K ≤ 2τ/v2. In the following, K will always denote positive constant whose value may vary from line to
line.
It follows that E[|(Ek − Ek−1)Yk|2|Fk−1] ≤ Ek−1|Yk|2 ≤ Kn−3 and E|(Ek − Ek−1)Yk|p ≤ 2pE|Yk|p ≤ Kn−p−1 for any p ≥ 2.
By Burkholder’s inequality, we then obtain
E|sn(z)− Esn(z)|p ≤ K
E
(
m∑
k=1
E[|(Ek − Ek−1)Yk|2|Fk−1]
)p/2
+
m∑
k=1
E|(Ek − Ek−1)Yk|p

≤ Kn−p/2,
the case p ≥ 4 of which then yields sn(z)− Esn(z)→ 0 almost surely, by the Borel–Cantelli lemma.
Finally, we note that, for the case of gn(z), we can similarly prove for p ≥ 2
E|gn(z)− Egn(z)|p ≤ Kn−p/2.  (2.12)
Lemma 2.4. Under the conditions of Theorem 1.1 and Lemma 2.3,
lim
n→∞
(
Esn(z)+ z−1 + z−1E{gn(z)}2
) = 0. (2.13)
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Proof. Note that, by applying (2.2) with A being An − zI and B being −zI , we have sn(z) = −z−1 + z−1n−1tr{AnGn(z)}.
Substituting into it the expression of An in (2.5), we obtain
sn(z) = −z−1 + z−1n− 32
∑
i
wiipii + z−1n− 32
∑
i6=j
wijpji, (2.14)
where pkl = ξ ∗k Gn(z)ξl for any 1 ≤ k, l ≤ n. Note that, by (2.1), |pkl| ≤ τ/v. Further noting the assumption |wii| ≤ δn
√
n, we
get |z−1n− 32 ∑iwiipii| ≤ (τ/v2)δn, which implies that E (z−1n− 32 ∑iwiipii) → 0. Therefore, comparing (2.13) and (2.14),
we can see that to show the lemma, it suffices to show further that
n−
3
2 E
∑
i6=j
wijpji + E{gn(z)}2 → 0. (2.15)
We first expand the pji’s in the first term of (2.15). For that purpose, we denote for any i 6= j, p˜kl = ξ ∗k G(i,j)(z)ξl, 1 ≤ k, l ≤
n. Then by (2.2) and (2.6),
pkl = p˜kl − n− 12wijp˜kipjl − n− 12 w¯ijp˜kjpil. (2.16)
Substituting this expansion into the first term of (2.15), we obtain
n−
3
2
∑
i6=j
wijpji = n− 32
∑
i6=j
wijp˜ji − n−2
∑
i6=j
w2ij p˜jipji − n−2
∑
i6=j
|wij|2p˜jjpii. (2.17)
To analyze asymptotic behavior of the terms on the right side of (2.17), we need to show some basic results concerning
pkl and p˜kl. First, using (2.1), (2.3) and (2.11),
|pkl| ≤ τ/v, |p˜kl| ≤ τ/v. (2.18)
Using these bounds and the condition |wij| ≤ δn√n, from (2.16), we obtain
|p˜kl − pkl| ≤ 2(τ/v)2δn. (2.19)
They further imply |p˜2kl − p2kl| ≤ 4(τ/v)3δn. Noting that pkl is the (k, l)-th element of T
1
2
n Gn(z)T
1
2
n , using (2.4) and (2.10) and
condition (i) of Lemma 2.1, we get∑
ij
|pij|2 = tr {T 1/2n Gn(z)TnGn(z¯)T 1/2n } ≤ (τ/v)2n
and so from the Schwarz inequality,
n−2
∑
i6=j
|pji| ≤ n−1
(∑
i6=j
|pji|2
)1/2
≤ (τ/v)n− 12 .
It therefore follows
n−2
∑
i6=j
|p˜ji| ≤ n−2
[∑
i6=j
|p˜ji − pji| +
∑
i6=j
|pji|
]
≤ 2(τ/v)2δn + (τ/v)n−1/2. (2.20)
We now deduce (2.15) using (2.17). Since wij is independent of A(i,j) and so independent of p˜ji, we have the expectation
of the first term on the right side of (2.17) is 0. For the second term therein, we further use (2.18) and get∣∣∣∣∣En−2∑
i6=j
w2ij p˜jipji
∣∣∣∣∣ ≤ (τ/v)n−2∑
i6=j
E|wij|2E|p˜ji| ≤ (τ/v)n−2
∑
i6=j
E|p˜ji| → 0, (2.21)
by (2.20), where the second inequality uses condition E|wij|2 ≤ 1 of Lemma 2.1.
For the last term on the right side of (2.17), write
En−2
∑
i6=j
|wij|2p˜jjpii = En−2
∑
i6=j
|wij|2p˜jj[pii − p˜ii] − En−2
∑
i6=j
[1− |wij|2]p˜jjp˜ii
+ En−2
∑
i6=j
[p˜jjp˜ii − pjjpii] + En−2
∑
i6=j
pjjpii. (2.22)
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Denote the four terms on the right side by r1n, r2n, r3n and d1n respectively. Then, using condition (ii) of Lemma 2.1, (2.18)–
(2.20) and the Schwarz inequality, we have
|r1n| ≤ 2(τ/v)3δnn−2
∑
i6=j
E|wij|2 ≤ 2(τ/v)3δn → 0,
|r2n| ≤ (τ/v)2n−2
∑
ij
(1− E|wij|2) = o(δ2n)→ 0,
|r3n| ≤ En−2
∑
i6=j
[|p˜jj − pjj| |p˜ii| + |pjj| |p˜ii − pii|] ≤ 4(τ/v)3δn → 0.
Finally, using again the fact that pkl is the (k, l)-th element of T
1
2
n Gn(z)T
1
2
n , we get gn(z) = n−1∑i pii and so
|d1n − E{gn(z)}2| =
∣∣∣∣∣En−2∑
i
p2ii
∣∣∣∣∣ ≤ (τ/v)2n−1 → 0.
They together imply that
En−2
∑
i6=j
|wij|2p˜jjpii − E{gn(z)}2 → 0.
Combining the results above for the three terms on the right side of (2.17), we obtain (2.15). This completes the proof. 
Lemma 2.5. Let Rn(z) = (−zI − E[gn(z)]Tn)−1. Then under the conditions of Theorem 1.1 and Lemma 2.1
lim
n→∞
(
Egn(z)− n−1tr {Rn(z)Tn}
) = 0. (2.23)
Remark 2.2. Eq. (2.23) in this lemma has been discovered in this way. Note that Lemma 2.4 suggests that we continue to
study the asymptotic behavior of gn(z). It is during this study that we have found the following generality. That is, letting
g(k)n (z) = n−1tr {Gn(z)T kn }, for any k ≥ 1, then by following exactly the same argument method as we prove Lemma 2.4, it
can be shown
Eg(k)n (z)+ z−1(1/n)tr (T kn )+ z−1E[gn(z)g(k+1)n (z)] → 0.
This recursive relation then leads us to (2.23).
Remark 2.3. Note that Rn(z) is non-random. Also, since Tn is nonnegative definite, we have =gn(z) ≥ 0 and so
‖Rn(z)‖ = max
1≤i≤n
|z + µiEgn(z)|−1 ≤ (v + µi=gn(z))−1 ≤ (1/v), (2.24)
where the µi’s are the eigenvalues of Tn.
Proof of Lemma 2.5. The key point in the proof is the observation that by (2.2),
Egn(z)− n−1tr {Rn(z)Tn} = En−1tr {[Gn(z)− Rn(z)]Tn}
= − (En−1tr {AnGn(z)TnRn(z)} + Egn(z)Ean(z)) , (2.25)
where an(z) = n−1tr {TnGn(z)TnRn(z)}. This means it suffices to show the terms on the right hand side of (2.25) tends to 0
as n→∞.
The proof is indeed similar to that of Lemma 2.4. We first get an expansion of the target term n−1tr {AnGn(z)TnRn(z)} by
using the expression of An in (2.5):
n−1tr {AnGn(z)TnRn(z)} = n−3/2
∑
i
wiiqii + n−3/2
∑
i6=j
wijqji, (2.26)
where qkl = ξ ∗k Gn(z)TnRn(z)ξl for any 1 ≤ k, l ≤ n. Using (2.1) with the norm bounds given in (2.10), (2.24) and condition (i)
of Lemma 2.1, it is easy to find |qkl| ≤ (τ/v)2. It follows |n−3/2∑iwiiqii| ≤ (τ/v)2δn and so En−3/2∑iwiiqii → 0. Comparing
(2.25) and (2.26), we see to show the lemma, it suffices to show
En−3/2
∑
i6=j
wijqji + Egn(z)Ean(z)→ 0. (2.27)
The following arguments are in parallel with those in the proof of Lemma 2.4. We first get an expansion of the first term
of (2.27). By (2.2), if it is denoted q˜kl = ξ ∗k G(i,j)(z)TnRn(z)ξl, for 1 ≤ k, l ≤ n, then we have
qkl = q˜kl − n− 12wijqjlp˜ki − n− 12 w¯ijqilp˜kj. (2.28)
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Then the first term of (2.27) expands as
n−3/2
∑
i6=j
wijqji = n−3/2
∑
i6=j
wijq˜ji − n−2
∑
i6=j
w2ijqjip˜ji − n−2
∑
i6=j
|wij|2p˜jjqii. (2.29)
Note that (2.27) and (2.29) are respectively playing the same role as (2.15) and (2.17) in Lemma 2.4. Thus our next step
of work is still to show asymptotic results for the three terms on the right side of (2.29). For that purpose, we indicate that
similar arguments can be used to obtain
|qkl| ≤ (τ/v)2, |q˜kl| ≤ (τ/v)2, |qkl − q˜kl| ≤ 2(τ/v)3δn, (2.30)
the first of which has been used above.
The first term on the right side of (2.29) has expectation 0, due to independency betweenwij and q˜ji. For the second term,
we use (2.20) and (2.30) and obtain∣∣∣∣∣En−2∑
i6=j
w2ijqjip˜ji
∣∣∣∣∣ ≤ (τ/v)2n−2∑
i6=j
E|p˜ji| → 0.
The last term on the right side of (2.29) has an expression in parallel with (2.22):
En−2
∑
i6=j
|wij|2p˜jjqii = En−2
∑
i6=j
|wij|2p˜jj[qii − q˜ii] − En−2
∑
i6=j
[1− |wij|2]p˜jjq˜ii
+ En−2
∑
i6=j
[p˜jjq˜ii − pjjqii] + En−2
∑
i6=j
pjjqii.
Denote the four terms on the right side by r4n, r5n, r6n and d2n respectively. Then we similarly have r4n, r5n, r6n tend to 0 and,
noting an(z) = n−1∑i qii and gn(z) = n−1∑j pjj,
|d2n − E{gn(z)an(z)}| =
∣∣∣∣∣En−2∑
i
piiqii
∣∣∣∣∣ ≤ (τ/v)3n−1 → 0.
It follows En−2
∑
i6=j |wij|2p˜jjqii − E{gn(z)an(z)} → 0.
Combining the results for the three terms on the right side of (2.29), we obtain
En−3/2
∑
i6=j
wijqji + E{gn(z)an(z)} → 0.
To get (2.27), we note that by (2.4), (2.10) and (2.24) and condition (i) of Lemma 2.1,
|an(z)| ≤ (τ/v)2.
Thus, applying the Schwarz inequality, by (2.12), we get
|E{gn(z)an(z)} − Egn(z)Ean(z)| ≤ K(τ/v)2n1/2 → 0.
This completes the proof. 
Corollary 2.2. Under the conditions of Theorem 1.1 and Lemma 2.1, for each z ∈ D , as n→∞, (Esn(z), Egn(z)) converges to
a limit (s(z), g(z)) which satisfies equation system (1.5) of Theorem 1.1.
Proof. We first note that |gn(z)| ≤ τ/v by the norm bounds given in (2.10) and condition (i) of Lemma 2.1. Also, by (2.12),
|E{gn(z)}2 − {Egn(z)}2| ≤ E|gn(z)− Egn(z)|2 ≤ Kn−1. (2.31)
By Lemma 2.4, (2.31) implies, to show the corollary, it suffices to show Egn(z) converges as n→∞ and its limit satisfies
the second equation of (1.5).
However, since {Egn(z)} is bounded and, by Lemma 2.3, the equation has at most one solution inB ≡ {g ∈ C : =g ≥ 0},
it further suffices to show supposing
Egni(z)→ g(z),
then =g(z) ≥ 0 and g(z) satisfies the second equation of (1.5). But =g(z) ≥ 0 is obvious since =gni(z) ≥ 0. It is therefore
only left to show g(z) satisfies the equation.
By Lemma 2.5, to show g(z) satisfies the equation, it suffices to show
n−1i tr {Rni(z)Tni} →
∫
t{−z − tg(z)}−1dH(t). (2.32)
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To use the standard theorem concerning weak convergence (see, for example, [7], Theorem 25.8), we define bounded
continuous functions
fni(t) = −t/{z + tEgni(z)}I[0,τ ](t)− τ/{z + τEgni(z)}I(τ ,∞)(t)
and f (t) the parallel of fni(t)with the Egni(z) replaced by g(z). Then∫
f (t)dH(t) =
∫
t{−z − tg(z)}−1dH(t)
and, letting F Tni (t) denotes the empirical spectral distribution of Tni ,
n−1i tr {Rni(z)Tni} =
∫
fni(t)dF
Tni (t)
=
∫
{fni(t)− f (t)}dF Tni (t)+
∫
f (t)dF Tni (t). (2.33)
Since f (t) is bounded continuous function and FTni converges weakly to H by the assumption of Theorem 1.1, we have∫
f (t)dF Tni (t)→
∫
f (t)dH(t).
Further noting that
|fni(t)− f (t)| ≤ (τ/v)2|Egni(z)− g(z)| → 0,
we obtain (2.32) from (2.33). This completes the proof. 
3. Proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. Throughout the section, F denotes the limiting spectral distribution
given in Theorem 1.1 and s(z) its Stieljes transform. Also, g(z)with =g(z) ≥ 0 for z ∈ D denotes the analytic function such
that for any z ∈ D, (s(z), g(z)) uniquely solves (1.5) in the sense that if (s˜(z), g˜(z)) also satisfies the equation system and
it also holds =g˜(z) ≥ 0 for z ∈ D , then s˜(z) = s(z) and g˜(z) = g(z), for z ∈ D .
The following facts will be used in subsequent proof. First, we note that since Tn is Hermitian nonnegative definite
H((−∞, 0)) = 0. (3.1)
Also, for any probability distribution function G(x), B is called the support of G(x) if B is the smallest closed subset of the real
numbersR such that G(B) = 1. One can see directly that if G(x) is differentiable on an open interval (a, b)with G′(x) = 0 for
each x ∈ (a, b), then (a, b) ⊂ Bc , where Bc denotes the complement of the support B of G. Also, if sG(z) denotes the Stieltjes
transform of G(x), then by the bounded dominated convergence theorem,
G({0}) = lim
a↓0{−iasG(ia)}. (3.2)
Proof of Theorem 1.2 (1). Our goal is to show F({0}) = H({0}). By (3.2) and the first equation of (1.5), we have
F({0}) = lim
a↓0{−ias(ia)} = 1+ lima↓0{g(ia)}
2. (3.3)
Note that, by Theorem 1.1, g(ia) satisfies the second equation of (1.5) for the case z = ia and =g(ia) ≥ 0. Thus,
g(ia) =
∫
t/{−ia− tg(ia)}dH(t). (3.4)
Write<g(ia) = g1(ia),=g(ia) = g2(ia). Then g2(ia) ≥ 0 and, calculating the real part of both sides of (3.4), we get
g1(ia) = −g1(ia)
∫
t2/|ia+ tg(ia)|2dH(t)
and hence g1(ia) = 0. It follows g(ia) = ig2(ia) and so from (3.3) and (3.4),
F({0}) = 1− lim
a↓0{g2(ia)}
2 (3.5)
and
g2(ia) =
∫
t/{a+ tg2(ia)}dH(t). (3.6)
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We next show F({0}) = H({0}). Consider first the case of F({0}) = 1. Then (3.5) yields lima↓0 g2(ia) = 0. From (3.6),
since t ≥ 0, a > 0 and g2(ia) ≥ 0, we have g2(ia) ≥
∫
[0<t≤M] t/{a + Mg2(ia)}dH(t). Then as a ↓ 0,
∫
[0<t≤M] tdH(t) ≤
g2(ia){a + Mg2(ia)} → 0. This implies H((0,M]) = 0 for any M > 0, and so H((0,∞)) = 0. By (3.1), we get H({0}) = 1
and hence F({0}) = H({0}). For the other case of F({0}) < 1, we have lima↓0 g2(ia) > 0. From (3.6), using the bounded
dominated convergence theorem, we get
lim
a↓0{g2(ia)}
2 =
∫
t>0
lim
a↓0 t/{t + a/g2(ia)}dH(t) = 1− H({0}).
Thus F({0}) = H({0}) also holds in this case. 
Proof of Theorem 1.2 (2). By the first equation of (1.5), for any x 6= 0, once it is shown g(x) = limz∈D→x g(z) exists, it
follows naturally that s(x) = limz∈D→x s(z) exists and satisfies s(x) = −x−1 − x−1{g(x)}2. Whereas if this relation is true,
the last assertion in this part that F ′(x) = −2<g(x)=g(x)/(pix) follows immediately, by Theorem 2.1 of [16]. Thus we need
only prove the existence of g(x) = limz∈D→x g(z) and examine that it satisfies (1.6) and (1.7) and =g(x) ≥ 0, x<g(x) < 0.
The proof of this part is finished in the following two lemmas and two corollaries.
Note that in this part, besides (3.1), we further have
H(t) 6= I[0,∞)(t). (3.7)
Lemma 3.1. For any x 6= 0, there is at most one solution g(x) satisfying both (1.6) and (1.7).
Proof. Suppose g(x) and g˜(x) both satisfy simultaneously (1.6) and (1.7). Then
g(x)− g˜(x) = {g(x)− g˜(x)}
∫
t2/[{x+ tg(x)}{x+ tg˜(x)}]dH(t). (3.8)
From Schwarz’s inequality and (1.7), whenever g(x) 6= g˜(x), the coefficient of g(x)− g˜(x) on the right side is strictly smaller
than 1 in which case the equation does not hold. Therefore, g(x) = g˜(x) and the proof is completed. 
Lemma 3.2. supz∈D |g(z)| ≤ 1, i.e. {g(z) : z ∈ D} are bounded.
Proof. For any z ∈ D , write<z = z1,=z = z2,<g(z) = g1(z),=g(z) = g2(z),
ζ (z) =
∫
t/|z + tg(z)|2dH(t), η(z) =
∫
t2/|z + tg(z)|2dH(t). (3.9)
Calculating the real and imaginary parts of the second equation of (1.5) yields{−z1ζ (z) = g1(z)[1+ η(z)]
z2ζ (z) = g2(z)[1− η(z)]. (3.10)
Fix any z ∈ D . Note that by (3.1) and (3.7),
ζ (z) > 0, η(z) > 0. (3.11)
Further noting that z2 > 0 and g2(z) ≥ 0, from the second equation of (3.10), we get
g2(z) > 0, η(z) < 1, (3.12)
and so, by applying the Schwarz inequality to the second equation of (1.5), |g(z)| ≤ η(z)1/2 < 1. This completes the
proof. 
Remark 3.1. From the first equation of (3.10), it follows z1g1(z) < 0 and ζ (z) < −2g1(z)/z1, for any z ∈ D with z1 6= 0.
This will be of use in subsequent proof.
Corollary 3.1. For any x 6= 0, g(x) = limz∈D→x g(z) exists and satisfies (1.6) and (1.7) with =g(x) ≥ 0, x<g(x) < 0.
Proof. The main results needed have been outlined in the preceding lemmas. In fact, by Lemma 3.2, to show the existence
of limz∈D→x g(z), it suffices to show that for any two subsequences {z∗n } ⊂ D and {z∗∗n } ⊂ D convergent to x, if {g(z∗n )} and{g(z∗∗n )} converge, they will converge to the same limit.
However, by Lemma3.1, thiswill followas a subsequence once it is shown that for any subsequence {zn} ⊂ D , convergent
to x such that {g(zn)} converges, if the limit is denoted by g(x), then g(x) satisfies both of (1.6) and (1.7).
Write <zn = z1n,<g(x) = g1(x) and =g(x) = g2(x). Also, define ζ (x) and η(x) as in (3.9) with the z therein replaced by
x. Then g2(z) ≥ 0 is obvious, since =g(zn) > 0 by (3.12). Also, ζ (x) > 0 and η(x) > 0 hold similarly.
Note that here x 6= 0 is a real number. Then, since z1n tends to x, without loss of generality, wemay assume z1n 6= 0. Then
Remark 3.1 applies. We have ζ (zn) < −2g1(zn)/z1n, and by (3.12), η(zn) < 1. Apply Fatou’s lemma. It follows
ζ (x) ≤ lim inf
n→∞ ζ (zn) ≤ −2g1(x)/x
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and
η(x) ≤ lim inf
n→∞ η(zn) ≤ 1.
The first result implies xg1(x) < 0, since ζ (x) > 0, while the second result implies g(x) satisfies (1.7).
It only remains to show g(x) satisfies (1.6). Since g(zn)→ g(x) and g(zn) satisfies the second equation of (1.5), it suffices
to show θ(zn)→ θ(x), where
θ(zn) =
∫
t/{−zn − tg(zn)}dH(t)
and θ(x) the parallel with zn replaced by x.
Straight calculation gives
θ(zn)− θ(x) = K1(zn − x)+ K2(g(zn)− g(x)),
where Ki =
∫
t i/[{zn + tg(zn)}{x+ tg(x)}]dH(t), i = 1, 2. By Schwarz’s inequality, K2 ≤ η(zn)1/2η(x)1/2 ≤ 1 and
lim sup
n→∞
K1 ≤ lim sup
n→∞
ζ (zn)1/2ζ (x)1/2 ≤ 4(g1(x)/x)2.
Since zn → x and g(zn)→ g(x), it follows θ(zn)− θ(x)→ 0 and so g(x) satisfies (1.6). This completes the proof. 
Corollary 3.2. s(x) and g(x) are continuous on the domain of all nonzero real numbers, i.e.R0 = {x ∈ R : x 6= 0}.
Proof. Noting the relation that s(x) = −x−1 − x−1{g(x)}2, it is sufficient to show g(x) is continuous on R0. Consider any
x0 ∈ R0. For any given ε > 0, from g(x0) = limz∈D→x0 g(z), there exists δ > 0 such that when z ∈ D and |z − x0| ≤ δ,|g(z)− g(x0)| < ε/2. Obviously, we can choose δ such that 0 6∈ (x0 − δ, x0 + δ). Then for any x ∈ (x0 − δ, x0 + δ), g(x) =
limz∈D→x g(z). For the given ε, there exists δx such that when z ∈ D and |z − x| ≤ δx, |g(z)− g(x)| < ε/2. Choose z ∈ D
satisfying |z − x0| ≤ δ and |z − x| ≤ δx simultaneously. Then we get |g(x) − g(x0)| < ε, for all x ∈ (x0 − δ, x0 + δ). Thus
g(x) is continuous at the arbitrarily chosen x0 and so is continuous onR0. 
Proof of Theorem 1.2 (3). In this part, we prove first the symmetry of F(x) in Corollary 3.1 and then prove the necessary
and sufficient condition that characterizes the support of F(x) in Lemmas 3.3 and 3.4 and Corollaries 3.3 and 3.4.
Corollary 3.3. F(x) is a symmetric distribution.
Proof. From the inversion formula (1.2), to show F is symmetric, it suffices to show s(−z¯) = −s(z), for any z ∈ D . Thus,
by the first equation of (1.5), it suffices to show g(−z¯) = −g(z). Note that by Lemma 2.3, with respect to−z¯, g(−z¯) is the
unique solution to the second equation of (1.5) in the setB. However, from g(z) = ∫ t/{−z − tg(z)}dH(t), by multiplying
the equation by −1 after taking its complex conjugate, we obtain −g(z) also satisfies the second equation of (1.5) with
respect to−z¯. Since−g(z) also lies in the setB, it follows g(−z¯) = −g(z). 
Remark 3.2. For latter use, we note here the definition of (s(z), g(z)) can be extended straightly ontoD ∪ D¯ ∪R0. Specif-
ically, when z ∈ D¯ , the result of Theorem 1.1 remains unchanged except only that =g(z) ≤ 0. From now on, we then let
(s(z), g(z)) take this extended definition.
Lemma 3.3. Suppose that H(t) 6= I[0,∞)(t) and that (x0 − δ, x0 + δ) ⊂ Sc (the complement of the support of F(x)) with
0 6∈ (x0 − δ, x0 + δ). Then s(z) and g(z) are analytic onD ∪ D¯ ∪ (x0 − δ, x0 + δ).
Proof. As a basic property of a Stieltjes transform, s(z) is analytic onD ∪ D¯ . Also, since (x0 − δ, x0 + δ) ⊂ Sc , it is trivial to
show
s(x) =
∫
λ/(λ− x)dF(λ)
and
s′(x) =
∫
1/(λ− x)2dF(λ)
for x ∈ (x0 − δ, x0 + δ) ⊂ Sc . Thus s(x) is real and analytic on (x0 − δ, x0 + δ). Thus, the part of assertion on s(z) of the
lemma is proved.
Furthermore, by standard argument, one can prove g(z) is analytic onD ∪ D¯ from the second equation of (1.5). In the
next, we derive the analyticity of g(z) on (x0 − δ, x0 + δ) from that of s(z) on (x0 − δ, x0 + δ).
We first prove g(z) is continuous on (x0 − δ, x0 + δ). For any x ∈ (x0 − δ, x0 + δ), by Corollary 3.2 and the fact
g(x) = limz∈D→x g(z), it suffices to show
lim
z∈D¯→x
g(z) = g(x). (3.13)
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This needs us to explore the relationship between the values of g(z) onD and those on D¯ . Fix any z ∈ D¯ . Since g(z) satisfies
the second equation of (1.5) as well, we obtain
g(z) =
∫
t/{−z¯ − tg(z)}dH(t).
However, by Lemma 2.3, since z¯ ∈ D and =g(z) ≥ 0, this means g(z¯) = g(z) and so g(z) = g(z¯) for z ∈ D¯ . It follows
directly that
lim
z∈D¯→x
g(z) = g(x),
for any x ∈ R0. However, when x ∈ (x0 − δ, x0 + δ), since s(x) is real, so is g(x). It therefore follows (3.13). Thus g(z) is
continuous on (x0 − δ, x0 + δ).
Fix any x ∈ (x0− δ, x0+ δ), we only need to prove g(z) is analytic at x. Note that, by the first equation of (1.5), since s(z)
is differentiable on (x0 − δ, x0 + δ), {g(z)}2 is also. But
{g(z)}2 − {g(x)}2
z − x = [g(z)+ g(x)]
g(z)− g(x)
z − x .
By the continuity of g(z) at x, we see that to show that g(z) is differentiable at x, it suffices to show g(x) 6= 0. However, since
g(x) satisfies (1.6), one always has g(x) 6= 0, since otherwise it will follow ∫ tdH(t) = 0, which contradicts the conditions
in (3.1) and (3.7). Thus g(z) is analytic at x. The proof is completed. 
Lemma 3.4. Suppose H(t) 6= I[0,∞)(t) and (x0 − δ, x0 + δ) is an open interval in Sc that does not contain 0. Then for any
x ∈ (x0 − δ, x0 + δ),
s(x)+ xs′(x) =
∫ ∞
0
4λ2x
(λ2 − x2)2 dF(λ) (3.14)
having the same sign as x, and g ′(x) > 0.
Proof. Let X be distributed according to F(x). Then the fact that F(x) is symmetric is equivalent with the fact that X and−X
have the same distribution. Let h(X) = X
(X−x)2 . Then
s(x)+ xs′(x) = E [h(X)I(X>0)]+ E [h(X)I(X<0)]
= E [h(X)I(X>0)]+ E [h(−X)I(−X<0)]
= E [{h(X)+ h(−X)}I(X>0)]
= E
[
4X2x
(X2 − x2)2 I(X>0)
]
,
from which (3.14) follows. Thus s(x) + xs′(x) has the same sign with x. It follows, from the relation s(x) = −x−1 − x−1
{g(x)}2, g ′(x) = − s(x)+xs′(x)2g(x) > 0, due to the fact that g(x) is real by the proof of Lemma 3.3 and so xg(x) < 0 by
Corollary 3.1. 
Corollary 3.4. Suppose H(t) 6= I[0,∞)(t). Let U and Uc be respectively the support of H and its complement. Then if x0 6= 0
and x0 ∈ Sc ,− x0g(x0) ∈ Uc .
Proof. Define the Stieltjes transform of H as sH(φ) =
∫
1/(t − φ)dH(t), for any φ ∈ D ∪ D¯ . Note that the assumption
H(t) 6= I[0,∞)(t) implies g(z) 6= 0 for any z ∈ D ∪ D¯ ∪ R0. Then (1.5) implies that sH(−z/g(z)) = −s(z)g(z) for any
z ∈ D ∪ D¯ ∪R0. This provides us the possibility of deducing some property of H from properties of s(z) and g(z).
Now we consider the assertion in the present corollary. Since x0 6= 0 and x0 ∈ Sc , it can be chosen δ > 0 such that
0 6∈ (x0 − δ, x0 + δ) ⊂ Sc . Let B(x0, δ) = {z ∈ C : |z − x0| < δ} and φ(z) = −z/g(z). Then for any x ∈ (x0 − δ, x0 + δ),
since s(x) and g(x) are both real, it follows
lim
z→x sH(φ(z)) = limz→x sH(−z/g(z)) = −s(x)g(x)
is also real so that limz→x =sH(φ(z)) = 0. Recall that by Theorem 2.1 of [16] (see Section 1), H ′(t) = pi−1 limφ∈D→t =sH(φ)
if the limit on the right exists. Thus one possible implication of limz→x =sH(φ(z)) = 0 can be conceived is thatH ′(φ(x)) = 0.
A rigorous proof of this needs us to show in the next that limz→x sH(φ(z)) = limφ∈D→φ(x) sH(φ), for any x ∈ (x0− δ, x0+ δ).
We first prove some basic properties of φ(x) on (x0 − δ, x0 + δ). Note that φ(z) is analytic on B(x0, δ) and
φ′(x) = x
g2(x)
[
g ′(x)− g(x)
x
]
1942 Z.D. Bai, L.X. Zhang / Journal of Multivariate Analysis 101 (2010) 1927–1949
having the same sign as x by Lemma 3.4 and Corollary 3.1. Further noting that φ(x) is continuous on (x0− δ, x0+ δ), we get
{φ(x) : (x0 − δ, x0 + δ)} is an open interval, which is either (φ(x0 − δ), φ(x0 + δ)) or (φ(x0 + δ), φ(x0 − δ)) in accordance
with x0 > 0 or x0 < 0.
By standard argument using the ε−δ language, to show limφ∈D→φ(x) sH(φ) exists and is equal to limz→x sH(φ(z)) for any
x ∈ (x0 − δ, x0 + δ), it suffices to show for any r > 0 sufficiently small, there exists ρ > 0 such that
B(φ(x), ρ) ⊂ φ(B(x, r)) = {φ(z) : z ∈ B(x, r)}.
However, by the well known open mapping theorem in complex analysis, this is true due to the fact that φ(z) is analytic on
B(x0, δ) and φ′(x) 6= 0. Therefore, it holds limφ∈D→φ(x) =sH(φ) = 0 and soH ′(φ(x)) = 0, for any x ∈ (x0−δ, x0+δ). Further
noting that {φ(x) : (x0− δ, x0+ δ)} form an open interval around φ(x0) = −x0/g(x0), we get {φ(x) : (x0− δ, x0+ δ)} ⊂ Uc
and in particular,−x0/g(x0) ∈ Uc . This completes the proof. 
Corollary 3.5. Suppose H(t) 6= I[0,∞)(t) and x0 6= 0. Then x0 ∈ Sc if and only if there exists δ > 0 such that
∫
t2/|x +
tg(x)|2dH(t) < 1, for any x ∈ (x0 − δ, x0 + δ).
Proof. Let ζ (x) and η(x) be as defined in the proof of Corollary 3.1. Then the equation in the present corollary is just that
η(x) < 1.
We first prove the sufficiency part. For any given x0 6= 0, suppose there exists δ > 0 such that η(x) < 1, for any
x ∈ (x0− δ, x0+ δ). Without loss of generality, we can assume 0 6∈ (x0− δ, x0+ δ). From (1.6), we have =g(x) = =g(x)η(x).
It thus follows =g(x) = 0 and then F ′(x) = 0, for any x ∈ (x0− δ, x0+ δ). This means (x0− δ, x0+ δ) ⊂ Sc and in particular
x0 ∈ Sc .
Now we prove the necessity part. Suppose x0 6= 0, x0 ∈ Sc . Since Sc is open, it can be found δ > 0 such that
0 6∈ (x0 − δ, x0 + δ) ⊂ Sc . Then we need only prove in the remainder that η(x) < 1, for any x ∈ (x0 − δ, x0 + δ). For
that purpose, we recall that by Lemma 3.4 and Corollary 3.4, g ′(x) > 0 and−x/g(x) ∈ Uc .
From (1.6), for any x, y in (x0 − δ, x0 + δ) unequal, we have
g(y)− g(x)
y− x (1− κ2(x, y)) = κ1(x, y), (3.15)
where κi(x, y) =
∫
t i/[{x+tg(x)}{y+tg(y)}]dH(t), i = 1, 2. Then the fact that−x/g(x) ∈ Uc implies that limy→x κ1(x, y) =
ζ (x) and limy→x κ2(x, y) = η(x). It thus follows from (3.15) that g ′(x)(1−η(x)) = ζ (x). Noting that g ′(x) > 0 and ζ (x) > 0,
we then get η(x) < 1. The proof is completed. 
4. Proof of Theorem 1.3.
In this section, our main task is to calculate F ′(x) for each x 6= 0. By Theorem 1.2(2), F ′(x) = − 2<g(x)=g(x)
pix > 0 if and only
if x falls into the set
S = {x 6= 0 : =g(x) > 0, x<g(x) < 0}. (4.1)
By calculating the imaginary part of (1.6), one can see that the condition =g(x) > 0 implies (1.7). Thus by Lemma 3.1, for
any x ∈ S, g(x) is the unique solution to (1.6). Furthermore, denoting by sH(·) the Stieltjes transform ofH , we can write (1.6)
into the following equivalent form
− g2 − 1 = − x
g
sH
(
− x
g
)
. (4.2)
Therefore, in the remainder of this section, in order to get F ′(x), we are focused on solving (4.2) for any x ∈ S for the two
specific H ’s in Theorem 1.3.
We first introduce the Stieltjes transform ofH for either case of Theorem 1.3. Hereafter, for any complex number z, let
√
z
always denote the square root of z having nonnegative imaginary part. Then the Stieltjes transform of H in Theorem 1.3(1)
and (2) is respectively (see [11,10,12])
sy(z) = −z + 1− y+
√
(1+ y− z)2 − 4y
2yz
, for z ∈ D, (4.3)
and
sy′(z) = 1− z − zy
′ +√(1+ z − zy′)2 − 4z
2y′z2
, for z ∈ D. (4.4)
When the domain of z becomes D¯ , the sign ‘‘+’’ before the square root in the denominator of (4.3) and (4.4) changes into
‘‘−’’. Inputting (4.3) and (4.4) into (4.2), it follows
yg4 + (1+ y)g2 + xg + 1 = 0 (4.5)
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and
y′xg3 − g2 + (y′ − 1)xg − 1 = 0. (4.6)
Therefore, the central problem in this section is to solve (4.5) and (4.6) for any x ∈ S.
Remark 4.1. It may be of interest to know what will happen if H denotes the limiting spectral distribution of multivariate
F-matrices. In this case, (4.2) becomes
y2g5 − 2yy′xg4 + [y′2x2 + y(1+ y)]g3 + x[y− y′ − 2yy′]g2 + [y+ y′(y′ − 1)x2]g − y′x = 0.
Thus in this case one gets a quintic equation (degree 5 polynomial equation), which is known not solvable by hand.
Theorem 1.3 is attainable because the involved equations are only quartic and cubic ones. In fact, one will see below, we
proved Theorem1.3 by discussing the solutions to only two cubic equationswith real coefficients, which is thus even simpler
than one’s perspective.
We now introduce the Cardano method for solving cubic equations. Let x3 + px2 + qx + r = 0 be a cubic equation for
x, where p, q, and r are real. Replace x by y − p/3. We get y3 + sy + t = 0, where s = q − p2/3, t = r − pq/3 + 2p3/27.
Further replace y by u+ v. We get: 3uv = −s; u3+ v3 = −t . Solve it for (u3, v3). We get, letting∆ = t2+ 4s3/27, u3, v3 =(
−t ±√∆
)
/2, when∆ ≥ 0; and u3, v3 = (−t ± i√−∆) /2, when∆ ≤ 0.
When∆ ≥ 0, the values of u3, v3 are real. Let [·]1/3 always denote the real cubic root of a real number [·] in the following.
Then it follows all possible values of u, v are given by γ1,2, γ1,2ei
2pi
3 , or γ1,2ei
4pi
3 , where γ1,2 =
[(
−t ±√∆
)
/2
]1/3
. Note that
s is real and so is uv. Thus if u takes the value of γ1
(
or γ1ei
2pi
3 , γ1ei
4pi
3
)
, then vmust take the value of γ2
(
or γ2ei
4pi
3 , γ2ei
2pi
3
)
and vice versa. Therefore, in this case, we have the three cubic roots to the original cubic equation are
x1 = −p/3+ γ1 + γ2,
x2 = −p/3− 12 [γ1 + γ2] + i
√
3
2
[γ1 − γ2],
x3 = −p/3− 12 [γ1 + γ2] − i
√
3
2
[γ1 − γ2]. (4.7)
Note that in this case, only the first solution is real.
When ∆ ≤ 0, the values of u3, v3 can be written as u3, v3 = ρ(cosϕ ± i sinϕ), where ρ = √t2 −∆/2 = √−s3/27,
cosϕ = −t/(2ρ) and sinϕ = √∆/(2ρ). Note here ϕ can also be characterized as ϕ ∈ [0, pi] and cosϕ = −t/(2ρ). Then
all possible values of u, v are given by ρ
1
3 e±i
ϕ
3 , ρ
1
3 ei
(
± ϕ3+ 2pi3
)
, ρ
1
3 ei
(
± ϕ3+ 4pi3
)
. Therefore, in this case,
xk = −p/3+ 2ρ1/3 cos(αk), k = 1, 2, 3, (4.8)
where α1 = ϕ3 , α2 = ϕ3 + 2pi3 and α3 = ϕ3 + 4pi3 . Note that in this case all three roots are real. One can examine that (4.7) and
(4.8) coincide in the case of∆ = 0.
Proof of Theorem 1.3 (1). In this case, F({0}) is 1 − 1/y when y > 1 and 0 when 0 < y ≤ 1. Thus, F({0}) < 1. Note that
this implies the set S in (4.1) cannot be empty, since otherwise it will follow F ′(x) = 0 for any x 6= 0 and so F({0}) = 1, a
contradiction. Let us start by determining whichever x’s fall into S.
Write<g = g1,=g = g2 in (4.5). Then we get
y([g21 − g22 ]2 − 4g21g22 )+ (1+ y)[g21 − g22 ] + xg1 + 1 = 0,
4yg1g2[g21 − g22 ] + 2(1+ y)g1g2 + xg2 = 0.
It further follows
g2 =
√
g21 +
(
1
2
+ 1
2y
)
+ x
4yg1
, (4.9)
g61 +
1+ y
2y
g41 +
(1− y)2
16y2
g21 −
x2
64y2
= 0. (4.10)
Noting g2 > 0 and x/g1 < 0, from (4.9), it follows
[
g21 +
(
1
2 + 12y
)]2
> x
2
16y2g21
, i.e.
g61 +
(
1+ 1
y
)
g41 +
1
4
(
1+ 1
y
)2
g21 −
x2
16y2
> 0. (4.11)
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Subtract (4.11) from 4 times (4.10) and divide the resulting equation by g21 . It follows
0 < g21 <
−(1+ y)+√1+ y2 + 14y
6y
. (4.12)
We therefore obtain for any x 6= 0, x ∈ S if and only if (4.10) (viewed as a cubic equation for g21 ) has a solution satisfying
(4.12).
Using the Cardano method to solve (4.10), we get p = 1+y2y , s = − 1+y
2+14y
48y2
, t = 1
(12y)3
[−2(1+ y)3+ 72y(1+ y)− 27x2y]
and t2 − ∆ = − 4s327 = 427
(
1+y2+14y
48y2
)3
> 0. We next show for any x 6= 0, x ∈ S if and only if x is such that ∆ < 0. By the
above argument, this is equivalent to show (4.10) has a solution satisfying (4.12) if and only if x is such that∆ < 0.
We first show that when x is such that ∆ ≥ 0, (4.10) does not have a solution satisfying (4.12). By (4.7), in this case,
−(1 + y)/(6y) + γ1 + γ2 is the only real solution to Eq. (4.10). Note that |t| >
√
∆, since t2 − ∆ > 0. Therefore, when
t > 0, γ1 and γ2 are both negative, in which case the solution does not satisfy (4.12); and when t < 0, γ1 and γ2 are both
positive and so by Hölder’s inequality,
γ1 + γ2 ≥ 2√γ1γ2 = 2
√−s/3 = √1+ y2 + 14y/(6y),
in which case the solution does not satisfy (4.12) either. Since (4.10) has no solution satisfying (4.12), we obtain x 6∈ S.
We next show that when x is such that ∆ < 0, (4.10) has a unique solution satisfying (4.12) and hence x ∈ S. By
(4.8), there are three real solutions to (4.10), namely, −p/3 + 2ρ1/3 cos(αk), k = 1, 2, 3, where α1 = ϕ3 , α2 = ϕ3 + 2pi3 ,
α3 = ϕ3 + 4pi3 , p = 1+y2y , ρ1/3 =
(√
t2 −∆
)1/3 = √1+y2+14y12y , ϕ ∈ (0, pi) (noting sinϕ = √|∆|2ρ > 0)with
cosϕ = −t
2ρ
= −t
2
√−s3/27 = 2(1+ y)
3 − 72y(1+ y)+ 27x2y
2(1+ y2 + 14y)3/2 . (4.13)
To show whichever of the three solutions satisfies (4.12) is equivalent to show whichever of the three αk’s is such that
c(y) < cos(αk) < 1, where c(y) = (1+ y)/
√
1+ y2 + 14y > 0. Because of the domain of ϕ, however, cos(αk) < 1 is true
for k = 1, 2, 3. Also, α2 ∈
( 2pi
3 , pi
)
so that cosα2 < 0. Thus in the next we only need to see whichever of α1 and α2 satisfies
cos(αk) > c(y).
Consider the function c(y) for y ∈ (0,∞). Note that 0 < c(y) < 1. Further, c ′(y) = 6(y − 1)
{√
1+ y2 + 14y
}−3/2
implies c(y) achieves a minimum of 1/2 at y = 1. We obtain c(y) ∈ [1/2, 1) = {cos ( θ3 ) : θ ∈ (0, pi]}, which implies
there is a unique θ ∈ (0, pi] such that cos(θ/3) = c(y). Let us obtain the relation between θ and ϕ. Calculate that
cos θ = 4 cos3(θ/3) − 3 cos(θ/3) = (1 + y)(1 + y2 − 34y)/(1 + y2 + 14y)3/2. Then from (4.13), since x2 > 0, we
have cos(ϕ) > cos(θ). Since ϕ, θ ∈ (0, pi] and cos(·) is decreasing on (0, pi], we then get ϕ < θ . It follows
0 < α1 < θ/3 < pi, pi < α3 < θ/3+ 4pi/3 < 2pi.
Thus, we obtain cos(α1) > cos(θ/3) = c(y) and cos(α3) < cos(θ/3+4pi/3). Further noting that cos(θ/3) = cos(2pi−θ/3)
and pi < θ/3+ 4pi/3 ≤ 2pi − θ/3 < 2pi , we have cos(θ/3+ 4pi/3) < cos(θ/3) and thus cos(α3) < c(y).
It therefore follows the only solution satisfying (4.12) is g21 = −p/3 + 2ρ1/3 cos(α1), i.e. (1.11) in Theorem 1.3(1).
Substituting it into (4.9), we get g2. Writing−x/g1 =
√
x2/g21 , the expression at the upper left corner of (1.9) is obtained.
The above argument also says that S is consisting exactly of those x’s such that∆ < 0. Let us now acquire S. For simplicity,
denote a = −2(1+ y)3 + 72y(1+ y) and b = 2(1+ y2 + 14y)3/2. It can be computed that a2 = b2 − 27× 16y(1− y)4 and
so a < b. Further, 2
√−s3/27 = b(12y)−3. Note that∆ = t2+ 4s3/27 and so∆ < 0 means−2√−s3/27 < t < 2√−s3/27.
Inputting into it the expression of t we obtained at the ending paragraph of the preceding page, it follows (a− b)/(27y) <
x2 < (a+ b)/(27y). But x2 > 0, we thus get S = {x : 0 < x2 < a1}, where a1 is as given in (1.10) of Theorem 1.3(1).
We now calculate limx→0 F ′(x). For notational convenience, let us denote ρ ′ =
√
1+ y2 + 14y/(6y), ϕ′ = ϕ/3 and
θ ′ = θ/3. Then since as x → 0, cosϕ → cos θ , we have cosϕ′ → cos θ ′ and 4(cos2 ϕ′ + cosϕ′ cos θ ′ + cos2 θ ′) − 3 →
9(1− y)2/(1+ y2 + 14y). Further note that (cosϕ − cos θ)/x2 = 27y/[2(1+ y2 + 14y)3/2]. It follows
g21
x2
= ρ
′(cosϕ′ − cos θ ′)
x2
= ρ
′(cosϕ − cos θ)/x2
4(cos2 ϕ′ + cosϕ′ cos θ ′ + cos2 θ ′)− 3 →
1
4(1− y)2 ,
which implies g1 → 0, g1/x → −1/(2|1 − y|) and so g2 → √(1+ y− |1− y|)/(2y). We obtain the expression at the
middle left corner of (1.9) of Theorem 1.3(1). 
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Proof of Theorem 1.3 (2). The proof of this part resembles that of part (1), so we omitted most of the details. In this case,
one can get g2 =
√
3g21 − 2xy′ g1 +
(
1− 1y′
)
and for any x 6= 0, x ∈ S if and only if
g31 −
1
xy′
g21 +
(
y′ − 1
4y′
+ 1
4x2y′2
)
g1 + 1
8xy′2
= 0 (4.14)
has a solution such that
xg1 <
1
3y′
[
1−
√
1+ 3x2y′(1− y′)
]
. (4.15)
By using the Cardano method, one can show easily that (4.14) has a solution satisfying (4.15) if and only if x is such that
∆ > 0, in which case the solution is just the one given in (1.15). We just mention that in checking (1.15) satisfies (4.15), we
first argue thatγ1 =
(
−t +√∆
)
/2 andγ2 =
(
−t −√∆
)
/2 are of the same sign and their common sign is opposite to that
of x (noting |t| > √∆ and tx > 0). Then by Hölder’s inequality, we get x(γ1+γ2) < −2|x|
√
− s3 = − 13y′
√
1+ 3x2y′(1− y′)
and so (1.15) satisfies (4.15).
Also, in calculating limx→0 F ′(x), we use the Taylor expansion, for i = 1, 2, γi = − 16xy′ [1+ 3βi]
1
3 = − 16xy′ [1+ βi − β2i +
o(x2)], where β1,2 = 3x2y′(y′+ (1/2))∓
√
3xy′
√
1+ O(x2). It follows γ1+γ2x = − 13x2y′ − 12 + o(1). Then, from (1.15), we get
limx→0 g1/x = −1/2. The left calculation is routine and is omitted. This completes the proof. 
Appendix
This Appendix contains the proof of Lemmas 1.1, 2.1 and 2.2 and Remark 1.3. Note that the proof of Lemma 2.3 is omitted
since it is similar to that of Lemma 3.1. We first introduce some useful inequalities. The first one is a direct extension of
Lemma 2.1 of [15].
Lemma A.1. Let x1, x2, x3 be arbitrary non-negative numbers. For A, B, C square matrices of the same size,
F
√
(ABC)(ABC)∗((x1x2x3,∞)) ≤ F
√
AA∗((x1,∞))+ F
√
BB∗((x2,∞))+ F
√
CC∗((x3,∞)),
where
√
AA∗ denotes the resulting matrix of replacing the eigenvalues in the spectral decomposition of AA∗ by their square roots
and
√
BB∗ and
√
CC∗ similar.
Lemma A.2 (Rank Inequality). Let A and B be two n × n Hermitian matrix and let FA and F B be their empirical spectral
distributions. Then
‖FA − F B‖ ≤ (1/n)rank(A− B), (A.1)
L3(FA, F B) ≤ (1/n)tr(A− B)2, (A.2)
where, for any function f , ‖f ‖ = supx |f (x)|, and for any two distribution functions F andG, L(F ,G) = inf{ε > 0 : F(x−ε)−ε <
G(x) < F(x+ ε)+ ε,∀x ∈ R}.
Lemma A.3 (Bernstein’s Inequality). Suppose {Xn} is an independent sequence of random variables of mean 0 and bounded by
M. Then
P(|Sn| > ε) ≤ 2 exp
{
− ε
2
2(Mε + ηn)
}
,
where Sn =∑ni=1 Xi and ηn = ES2n .
Lemma A.4 (Burkholder’s Inequality). Let {Xk} be a complexmartingale difference sequencewith respect to the increasing σ -field
{Fk}. Then, for p ≥ 2,
E
∣∣∣∑ Xk∣∣∣p ≤ K (E {∑ E[|Xk|2|Fk−1]}p/2 + E∑ |Xk|p) ,
where K is a constant depending on p.
The proof of Lemmas A.2–A.4 can be found in [1,9,8] respectively. The next lemma is to be used in the proof of Lemma 2.1.
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Lemma A.5. For each k ≥ 1, let Hk be a probability distribution function such that for any z ∈ D , there is a unique point gk(z) in
the set B of Lemma 2.3 such that gk(z) =
∫
t/{−z − tgk(z)}dHk(t). Suppose for each k,Hk((−∞, 0)) = 0 and as k→∞,Hk
converges weakly to a probability distribution function H. Then H satisfies (3.1) and for any z ∈ D, g(z) = limk→∞ gk(z) exists
and is the unique solution inB to the second equation of (1.5).
Proof. The proof of H satisfies (3.1) is simple. By the definition of weak convergence, we first have for any t < 0, if t is a
continuity point of H , then
H(t) = lim
k
Hk(t) = 0. (A.3)
Then, using the basic property of a monotone function of having at most countablymany discontinuity point, we can choose
a sequence of continuity points {tm} of H such that tm increasingly approaches 0 asm→∞. It follows, by (A.3), H(tm) = 0
and thus by the monotone property of H,H(t) = 0 for every t < 0; (3.1) holds.
The left thing is to show for any z ∈ D, {gk(z)} converges to the unique solution to the second equation of (1.5) in the
setB. Note that by the conditions on Hk and gk(z) in the lemma, Lemma 3.2 applies. Then {gk(z)} is a bounded sequence for
any z ∈ D . It thus suffices to show any two convergent subsequences of {gk(z)} will converge to the same limit. However,
since H satisfies (3.1), by Lemma 2.3, the second equation of (1.5) has at most one solution in the setB. It therefore suffices
to show for any subsequence of {gk(z)}, if it converges to g(z), then g(z) falls inB and g(z) satisfies that equation. Without
loss of generality, suppose now
gk(z)→ g(z). (A.4)
Then since gk(z) ∈ B by hypothesis, g(z) ∈ B obviously. It remains to show g(z) satisfies the second equation of (1.5).
In case of H(t) = I[0,∞)(t), it is equivalent to show g(z) = 0. By the way of contradiction, suppose g(z) 6= 0. Then there
existsM > 0 such that |z/gk(z)| ≤ M/2 for all large k. Let v = =z and fM(t) = (t/v)I[0,M](t)+ (M/v)I(M,∞)(t). It follows∣∣∣∣ t{z + tgk(z)}
∣∣∣∣ ≤ tv I(0,M](t)+
∣∣∣∣1z
∣∣∣∣ · ∣∣∣∣ zgk(z)
∣∣∣∣ · tt − |z/gk(z)| I(M,∞)(t) ≤ fM(t), (A.5)
for any t ≥ 0. Since Hk → H and fM(t) is bounded continuous, we obtain
|gk(z)| ≤
∫
|t/{z + tgk(z)}|dHk(t) ≤
∫
fM(t)dHk(t)→
∫
fM(t)dH(t) = 0,
a contradiction. Thus g(z) = 0.
In case of H(t) 6= I[0,∞)(t), it is equivalent to show
∫
mk(t)dHk(t)→
∫
m(t)dH(t), wheremk(t) = t/{−z − tgk(z)} and
m(t) = t/{−z − tg(z)}. For that purpose, we prove first g(z) 6= 0. By the way of contradiction, suppose g(z) = 0. Then,
from gk(z) =
∫
t/{−z − tgk(z)}dHk(t) and (A.4)∫
t/|z + tgk(z)|2dHk(t) = v−1=gk(z)
(
1−
∫
t2/|z + tgk(z)|2dHk(t)
)
→ 0.
For notational convenience, denote hk(t) = t/|z + tgk(z)|2 and h(t) = t/|z + tg(z)|2. Then the foregoing result implies∫
(0,M] hk(t)dHk(t)→ 0 for anyM > 0. But byHk → H , it is not hard to show
∫
(0,M] hk(t)dHk(t)→
∫
(0,M] h(t)dH(t). We thus
obtain
∫
(0,M] h(t)dH(t) = 0 and so H{(0,M]} = 0, for any M > 0. This yields H(t) = I[0,∞)(t), a contradiction. Therefore,
g(z) 6= 0. This result guarantees that there exists M > 0 such that |mk(t)| ≤ fM(t) (for all large k) and |m(t)| ≤ fM(t),
as shown in (A.5). Note that fM(t) is bounded continuous and that |mk(t) − m(t)| ≤ [fM(t)]2|gk(z) − g(z)|. By standard
argument, we obtain
∫
mk(t)dHk(t)→
∫
m(t)dH(t). The proof is completed. 
Proof of Lemma 1.1. Since An is random, so are FAn and sn(z). For each element ω of the underlying probability space, let
An(ω) denote the observation of An at ω and FAn(ω) the empirical spectral distribution of An(ω). Then the observation of FAn
at ω is FAn(ω), whereas that of sn(z) is the Stieltjes transform of FAn(ω).
In the sequel, for simplicity, let us write Fωn for F
An(ω) and sωn (z) the Stieltjes transform of F
An(ω).
The saying that with probability one, as n → ∞, FAn converges weakly to F just means there exists a subspace with
probability 1 such that for each ω in this subspace, Fωn converges weakly to F .
The condition that sn(z) converges almost surely to s(z)means there exists a subspaceΩz with P(Ωz) = 1 such that for
each ω ∈ Ωz, sωn (z) tends to s(z).
Assume the condition in Lemma 1.1 is true. Using the trivial fact that the intersection of countably many events still has
probability 1 if each of them has, we are able to get a subspaceΩ0 with P(Ω0) = 1 such that for each ω ∈ Ω0Fωn is tight and
sωn (zm)→ s(zm) (A.6)
as n → ∞ for each zm in a countable set. Note the fact that two analytic functions f (z) and g(z) on D will be equal
everywhere if they take common values for a countable set of z that possesses a limit point in D . We thus suppose the
zm are chosen forming a such countable set.
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The remaining proof is separated into three steps. In the first step, we show for ω ∈ Ω0Fωn converges weakly. Note
that the limiting distribution of Fωn will in general depend on ω. However, in the second step, we indicate that the limiting
distribution of Fωn is the same for allω ∈ Ω0. Thus, we are able to express the common limiting distribution of Fωn forω ∈ Ω0
by F . Combining the results of these two steps, it is shown for any ω ∈ Ω0Fωn converges weakly to a common probability
distribution F . Then, in the last step, we show that F takes s(z) as its Stieltjes transform.
The first step proof uses the corollary to Helly’s theorem. Since by definition ofΩ0, {Fωn } is tight for any ω ∈ Ω0, we only
need to prove any two subsequences of Fωn that converge weakly will converge weakly to the same limiting distribution.
For that purpose, suppose subsequences Fωni and F
ω
n′i
converge weakly to probability distributions Gω1 and G
ω
2 respectively. It
follows
sωni(z)→ sGω1 (z), sωn′i (z)→ sGω2 (z)
for any z ∈ D , where sGω1 (z) and sGω2 (z) are respectively the Stieltjes transforms of Gω1 and Gω2 . However, by the definition of
Ω0, (A.6) holds, which implies
sωni(zm)→ s(zm), sωn′i (zm)→ s(zm)
for each zm, since sωni(zm) and s
ω
n′i
(zm) are both subsequences of sωn (zm), and hence
sGω1 (zm) = sGω2 (zm) = s(zm) (A.7)
for each zm. Note that as the Stieltjes transforms of probability distributions, sGω1 (z) and sGω2 (z) are analytic onD (Also note
that s(z) is not known whether analytic onD by the condition of the lemma). By the particular choice of the {zm}, we get
sGω1 (z) = sGω2 (z) (A.8)
for every z ∈ D . Thus, by the inversion formula, we obtain
Gω1 = Gω2 .
For the second step proof, let us denote for themoment by Fω the limiting distribution of Fωn , for eachω ∈ Ω0. Then (A.7)
shows for any ω ∈ Ω0
sFω (zm) = s(zm)
for each zm. For any ω1, ω2 ∈ Ω0, running the arguments above with Gω1 and Gω2 replaced by Fω1 and Fω2 , we then obtain
Fω1 = Fω2 . Thus, the limiting distribution does not depend on ω and can now be denoted by F .
For the last step proof, let us denote for themoment the Stieltjes transform of F by sF (z). Our aim is to show sF (z) = s(z).
For each ω ∈ Ω0, since Fωn converges weakly to F , we have sωn (z)→ sF (z) for any z ∈ D . In view that P(Ω0) = 1, it follows,
for any z ∈ D, sn(z) converges almost surely to sF (z). However, by hypothesis of the lemma, sn(z) converges almost surely
to s(z). Since the two quantities are non-random, we get sF (z) = s(z). This completes the proof. 
Proof of Remark 1.3. We just examine whether Fac(x) satisfies the definition of absolute continuity. Fix any ε > 0. We
first chooseM > 0 such that max{F(−M), 1− F(M)} < ε/6. Then we obtain max{Fac(−M), supx Fac(x)− Fac(M)} < ε/6.
Further, noting that Fac(x) is continuous at 0, we choose r > 0 such that Fac(r)− Fac(−r) < ε/3. By the monotone property
of Fac(x), it follows that
∑k
i=1[Fac(bi)− Fac(ai)] < 2ε/3, for any finite collection [ai, bi], i = 1, 2, . . . , k, of non-overlapping
subintervals of (−∞,−M), (M,∞) and [−r, r]. It thus suffices to show Fac(x) is absolutely continuous on [−M,−r] and
on [r,M]. However, by the definition Fac(x) and part (1) of Theorem 1.2, Fac(x) is continuously differentiable on these two
intervals. The desired result is thus obtained by the fundamental theorem of calculus (see [7], Theorems 31.1 and 31.8). 
Proof of Lemma 2.2. From Lemma A.1, we obtain for any x1, x2 > 0,
FAn({λ : |λ| > x1x2}) ≤ F Bn((−∞,−x1) ∪ (x1,∞))+ 2F Tn((x2,∞)), (A.9)
where Bn = n−1/2Wn. By Theorem 2.4 of [1], under the assumptions of Definition 1.1, with probability one F Bn converges
weakly to the semicircular distribution, hence {F Bn} is tight almost surely. The assumptions of Definition 1.2 guarantees
{F Tn} is tight almost surely. From (A.9), it thus follows almost surely, {FAn} is tight. 
Proof of Lemma 2.1. The proof of this lemma will be finished in three steps. The result in each step is formulated into a
corollary.
Corollary A.1. Suppose Theorem 1.1 holds for matrices which are known to satisfy both the assumptions in Theorem 1.1 and
condition (i) of Lemma 2.1. Then it must hold for matrices which are only known to satisfy the assumptions in Theorem 1.1.
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Proof. Let An and Tn be as assumed in Theorem 1.1. Let µn(i) be the i-th largest eigenvalue of Tn. Define µ˜n(i) = µn(i)
I(µn(i)≤τ), i = 1, . . . , n,
T˜ 1/2n = U∗ndiag([µ˜n(1)]1/2, . . . , [µ˜n(n)]1/2)Un
and
A˜n = n−1/2T˜ 1/2n WnT˜ 1/2n .
Then ‖T˜n‖ ≤ τ and almost surely as n→∞F T˜n(t) converges weakly to
Hτ (t) = {H(t)+ 1− H(τ )}I[0,τ ](t)+ I(τ ,∞)(t), (A.10)
supposing τ is chosen to be a continuity point of H . Then {A˜n} satisfy both the assumptions in Theorem 1.1 and condition (i)
of Lemma 2.1.
We now suppose Theorem 1.1 holds for {A˜n} and prove it then must hold for {An}. Then by Theorem 1.1, with probability
one F A˜n(x) converges weakly to a probability distribution function Fτ (x), whose Stieltjes transform sτ (z) together with
another function gτ (z) are such that for each z ∈ D,=gτ (z) ≥ 0 and
sτ (z) = −z−1 − z−1{gτ (z)}2,
gτ (z) =
∫
t/{−z − tgτ (z)}dHτ (t). (A.11)
As can be conceived, we investigate the asymptotic properties of (sτ (z), gτ (z)) as τ → ∞. Fix any z ∈ D . Then we let
τ →∞ through a sequence of continuity points of H . By (A.10), we have
Hτ → H.
By Lemma A.5, we obtain gτ (z) converges to the unique solution g(z) to the second equation of (1.5) in the setB. Thus, by
the first equation of (A.11), we get
(sτ (z), gτ (z))→ (s(z), g(z))
with (s(z), g(z)) satisfying (1.5). Note that =g(z) ≥ 0 is obvious.
By Lemma 1.1, to show Theorem 1.1 holds for An, it remains to show sn(z)→ s(z), where sn(z) is the Stieltjes transform
of FAn . Further denote the Stieltjes transform of F A˜n by s˜n(z). We will use the triangular formula to get the result:
|sn(z)− s(z)| ≤ |sn(z)− s˜n(z)| + |s˜n(z)− sτ (z)| + |sτ (z)− s(z)|.
Since with probability one, F A˜n converges weakly to Fτ (x), almost surely,
s˜n(z)→ sτ (z).
Further, by integration by parts, letting v = =z and QM = (−∞,−M] ∪ (M,∞),
|sn(z)− s˜n(z)| ≤
(
2
v
+ 2M
v2
)
‖FAn − F A˜n‖ + 1
v
[FAn(QM)+ F A˜n(QM)],
where, by (A.1) of Lemma A.2, ‖FAn − F A˜n‖ ≤ 2(1− F Tn(τ ))→ 1− H(τ ) (for continuity point τ of H), and by Lemma A.1,
writing Bn = n−1/2Wn,
max{FAn(QM), F A˜n(QM)} ≤ 2F Tn
((
M
2
3 ,∞
))
+ F Bn
(
Q
M
1
3
)
.
Note that 1− H(τ )→ 0 as τ →∞. Recall that {F Tn} and {F Bn} are tight almost surely. It therefore follows, almost surely,
lim sup
τ
lim sup
n
|sn(z)− s˜n(z)| = 0.
By the triangular formula, we then obtain, almost surely, sn(z)→ s(z). The proof is completed. 
Corollary A.2. Suppose Theorem 1.1 holds for matrices which are known to satisfy, besides the assumptions in Theorem 1.1 and
condition (i) of Lemma 2.1, also condition (ii) of Lemma 2.1. Then it must hold for matrices which are only known to satisfy the
assumptions in Theorem 1.1 and condition (i) of Lemma 2.1.
Proof. Suppose An and Tn are as assumed in Theorem 1.1 and condition (i) of Lemma 2.1. By (1.3), there can be found
sequence δn ↓ 0 so that condition (1.3) still holds when the δ therein is replaced by δn. Let, for i, j = 1, . . . , n,
wˆij = wijI[|wij| ≤ δn
√
n], w˜ij = wˆij − Ewˆij
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let Wˆn and W˜n are respectively the matrices with (i, j)-th element wˆij and w˜ij, and
Aˆn = n−1/2T 1/2n WˆnT 1/2n , A˜n = n−1/2T 1/2n W˜nT 1/2n .
Then it is straightforward to show A˜n satisfies the assumptions in Theorem 1.1 and conditions (i) and (ii) of Lemma 2.1.
We now suppose Theorem 1.1 holds for {A˜n} and prove it thenmust hold for {An}. By Lemmas A.2 and A.3 and the lemma
of Borel–Cantelli, we have, almost surely
‖FAn − F Aˆn‖ ≤ (1/n)
∑
ij
I[|wij| > δn
√
n] → 0.
Further, by (A.2) of Lemma A.2,
L3(F Aˆn , F A˜n) ≤ (τ 2/n2)
∑
ij
E|wij|2I[|wij| > δn
√
n] → 0.
They imply FAn and F A˜n must converge simultaneously to the same limiting distribution. The desired result is obtained. 
Corollary A.3. Suppose Theorem 1.1 holds for matrices which are known to satisfy all the assumptions in Theorem 1.1 and
conditions in Lemma 2.1. Then it must hold for matrices which are only known to satisfy the assumptions in Theorem 1.1 and
conditions (i) and (ii) of Lemma 2.1.
Proof. Suppose An and Tn are as assumed in Theorem 1.1 and conditions (i), (ii) of Lemma 2.1. Then there exist Ω0 with
P(Ω0) = 1 such that for every ω ∈ Ω0, F Tn(ω) converges weakly to H . Define
Aωn = n−1/2T 1/2n (ω)WnT 1/2n (ω).
Then Aωn satisfies all the assumptions in Theorem 1.1 and Lemma 2.1. Thus, Corollaries 2.1 and 2.2 apply to A
ω
n .
Suppose now Theorem 1.1 holds for {An(ω)}, ω ∈ Ω0. We next prove Theorem 1.1 must hold for An. Note that, since the
limiting distribution of F Tn(ω) isH for allω ∈ Ω0, the limiting distribution of FAωn does not depend onω and so can be denoted
by F . Further denote the Stieltjes transform of FAn , FA
ω
n and F by sn(z), sωn (z) and s(z) respectively. Then by Corollaries 2.1
and 2.2, we have
Esωn (z)→ s(z)
and
E|sωn (z)− Esωn (z)|4 ≤ Kn−2,
where K is a constant depending only on τ and v = =z. Noting that the independency between Wn and Tn implies
Esωn (z) = E(sn(z)|Tn = Tn(ω)), by Fubini’s theorem, it follows
E|sn(z)− Esωn (z)|4 =
∫
Ω0
E|sωn (z)− Esωn (z)|4dP(ω) ≤ Kn−2.
By the Bore–Catelli lemma, we thus get sn(z) − Esωn (z) → 0 and hence sn(z) → s(z) almost surely. The proof is
completed. 
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