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ABSTRAKT
Diplomova´ pra´ce na te´ma
”
Prˇ´ıprava cvicˇen´ı pro dolova´n´ı znalost´ı z ba´ze dat - klasifikace
a predikce“ pojedna´va´ o nejcˇasteˇji pouzˇ´ıvany´ch metoda´ch klasifikace a predikce. Mezi
metody klasifikace byly zahrnuty asociacˇn´ı pravidla, Bayesovske´ klasifikace, geneticke´
algoritmy, metoda nejblizˇsˇ´ıho souseda, neuronove´ s´ıteˇ a rozhodovac´ı stromy. Metody
predikce obsahuj´ı linea´rn´ı a nelinea´rn´ı regresi. V pra´ci je podrobneˇ shrnuta problematika
rozhodovac´ıch stromu˚ a je zde detailneˇ popsa´n algoritmus pro tvorbu rozhodovac´ıho
stromu vcˇetneˇ jednotlivy´ch vy´vojovy´ch diagramu˚. Navrzˇeny´ algoritmus pro tvorbu roz-
hodovac´ıho stromu je testova´n dveˇma testy prostˇrednictv´ım dat stazˇeny´ch z interne-
tovy´ch stra´nek. Vy´sledky jsou vza´jemneˇ porovna´ny a jsou popsa´ny rozd´ıly mezi obeˇma
implementacemi. Pra´ce je napsana´ tak, aby cˇtena´ˇr po jej´ım pˇrecˇten´ı z´ıskal pˇredstavu
o jednotlivy´ch metoda´ch a postupech pˇri dolova´n´ı znalost´ı z ba´ze dat, jejich vy´hoda´ch,
nevy´hoda´ch a problematice, ktera´ je s nimi u´zce spjata´.
KL´ICˇOVA´ SLOVA
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ABSTRACT
My master’s thesis on the topic of
”
Design of exercises for data mining - Classification
and prediction“ deals with the most frequently used methods classification and prediction.
There are association rules, Bayesian classification, genetic algorithms, the nearest me-
thod neighbor, neural networks and decision trees on the classification. There are linear
and non-linear prediction on the prediction. This work also contains a summary of detail
the issue of decision trees and a detailed algorithm for creating the decision tree, including
development of individual diagrams. The proposed algorithm for creating the decision
tree is tested through two tests of data downloaded from Internet. The results are mu-
tually compared and described differences between the two implementations. The work
is written in a way that would provide the reader with a notion of the individual methods
and techniques for data mining, their advantages, disadvantages and some of the issues
that directly relate to this topic.
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U´VOD
V dnesˇtn´ı dobeˇ se ve vsˇech odveˇtv´ıch produkuje sta´le veˇtsˇ´ı mnozˇstv´ı dat a jednotlive´
organizace si zacˇ´ınaj´ı uveˇdomovat, zˇe jejich zpracova´n´ı spolu s hlubsˇ´ı analy´zou mu˚zˇe
ve´st k dalˇs´ımu u´cˇelne´mu mnohdy i c´ılene´mu vyuzˇit´ı.
Pr˚ukopn´ıky dolova´n´ı znalost´ı z ba´ze dat byly v minulosti hlavneˇ univerzity
a r˚uzne´ veˇdecke´ kruhy, ale postupem cˇasu, kdy jeho vliv zacˇ´ınal sta´le v´ıce s´ılit a sla-
vit u´speˇch, se toto te´ma zacˇalo dosta´vat i do ziskove´ho sektoru. Nejcˇasteˇji se dnes
vyuzˇ´ıva´ dolova´n´ı znalost´ı z ba´ze dat v marketingovy´ch strategi´ıch, vy´robn´ıch pro-
gramech, kapita´lovy´ch investic´ıch a obecneˇ vsˇude tam, kde poma´ha´ v zostrˇene´m
konkurencˇn´ım boji a t´ım udrzˇuje schopnost konkurence a adaptace dane´ho sub-
jektu. Spra´vna´ analy´za dat totizˇ odkry´va´ informacˇn´ı proces vedouc´ı k z´ıska´n´ı velmi
cenny´ch informac´ı, ktere´ lze v konecˇne´ fa´zi efektivneˇ vyuzˇ´ıt k navy´sˇen´ı zisk˚u.
Mezi obory, ve ktery´ch se dolova´n´ı informac´ı z ba´ze dat sta´le v´ıce uplatnˇuje patrˇ´ı
pojiˇst’ovnictv´ı, bankovnictv´ı, telekomunikace, energetika, verˇejne´ sluzˇby, za´silkove´
sluzˇby, maloobchod, farmaceuticky´ pr˚umysl, veˇdn´ı discipl´ıny a mnohe´ dalˇs´ı.
Dolova´n´ı znalost´ı z ba´ze dat je ze za´kladu postaveno na dvou forma´ch datove´
analy´zy - klasifikaci a predikci.
V obecne´m meˇrˇ´ıtku vyuzˇ´ıva´ dolova´n´ı znalost´ı z ba´ze dat propojen´ı poznatk˚u
ze statistiky, databa´zovy´ch syste´mu˚ a strojove´ho ucˇen´ı. Pr˚unik teˇchto trˇ´ı oblast´ı
nen´ı zdaleka snadny´ a jednoduchy´, ale protozˇe v budoucnu bude sta´le v´ıce r˚ust
objem produkovany´ch dat, bude dolova´n´ı znalost´ı z ba´ze dat, i za teˇchto podmı´nek,
nab´ırat sta´le veˇtsˇ´ıho vy´znamu.
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1 KLASIFIKACE A PREDIKCE
Z´ıska´va´n´ı informac´ı z ba´ze dat je opakuj´ıc´ı se proces zkouma´n´ı a analy´zy velke´ho
mnozˇstv´ı dat (naprˇ. analy´za databa´ze), prˇi ktere´m jde o to, aby byly v datech
objeveny na prvn´ı pohled skryte´ informace, vedouc´ı ke stanoven´ı smysluplny´ch vzor˚u
a pravidel, ktere´ na´sledneˇ vedou k aplikaci inteligentn´ıch rozhodnut´ı. Vı´ce o te´to
problematice se lze docˇ´ıst v [20], [12]. Cela´ metodika by meˇla zahrnovat pokud mozˇno
co nejlepsˇ´ı instrukce, ktere´ by meˇly prˇedcha´zet ucˇen´ı veˇc´ı, ktere´ nejsou pravdive´,
nebo ucˇen´ı veˇc´ı, ktere´ jsou pravdive´, ale nejsou uzˇitecˇne´.
Klasifikace a predikce jsou dveˇ formy z datove´ analy´zy, ktere´ mohou by´t pouzˇity
pro z´ıska´n´ı popisuj´ıc´ıho modelu d˚ulezˇity´ch datovy´ch trˇ´ıd nebo predikce budouc´ıch
datovy´ch trend˚u. Takova´ analy´za mu˚zˇe pomoci le´pe porozumeˇt rozsa´hly´m sou-
bor˚um dat. Zat´ımco klasifikace prˇedpov´ıda´ a urcˇuje kategorie, druhy a trˇ´ıdy, predikce
vytva´rˇ´ı spojite´ hodnoty funkc´ı. Mnoho klasifikacˇn´ıch a predikcˇn´ıch metod je zalozˇeno
na poznatc´ıch z oblast´ı strojove´ho ucˇen´ı, statistiky a hleda´n´ı vzor˚u.
1.1 Klasifikacˇn´ı proces
Cˇa´sti klasifikacˇn´ıho procesu:
• ucˇen´ı - tre´novac´ı data jsou analyzova´na klasifikacˇn´ım algoritmem, naucˇeny´
model je reprezentova´n klasifikacˇn´ımi pravidly;
• klasifikace – u testovac´ıch dat je prˇesnost ohodnocova´na klasifikacˇn´ımi pravidly
a jestlizˇe je prˇijatelna´, mohou by´t pravidla aplikova´na ke kvalifikaci novy´ch
dat.
Prvn´ı krok klasifikacˇn´ıho procesu prˇedstavuje ucˇen´ı se charakteristiky nebo
funkce y = f(X), ktera´ prˇedstavuje atribut asociacˇn´ı trˇ´ıdy y za´visle´ na X. Jde
tedy o separaci dat do prˇ´ıslusˇny´ch trˇ´ıd. Tuto funkci zasta´vaj´ı klasifikacˇn´ı pravidla,
rozhodovac´ı stromy nebo matematicke´ rovnice. V druhe´m kroku je model pouzˇity´
pro klasifikaci.
Zjednodusˇeneˇ se da´ rˇ´ıci, zˇe ve fa´zi ucˇen´ı jde o to, aby se z tre´novac´ıch dat
vytvorˇily za pomoc´ı klasifikacˇn´ıho algoritmu klasifikacˇn´ı pravidla. Ve fa´zi klasifikace
se s vyuzˇit´ım testovac´ıch dat a klasifikacˇn´ıch pravidel z´ıska´ rozhodnut´ı o prˇ´ıslusˇny´ch
novy´ch datech. Klasifikacˇn´ı proces je zobrazen n´ızˇe (viz. obr. 1.1).
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Klasifikaèníalgoritmus
Trénovací data
Klasifikaèní pravidla
Testovací data Nová data
Klasifikaèní pravidla
Rozhodnutí
Uèení
Klasifikace
Obra´zek 1.1: Klasifikacˇn´ı proces: ucˇen´ı, klasifikace
1.2 Prˇ´ıprava dat pro klasifikaci a predikci
Pro lepsˇ´ı prˇesnost, vy´konnost a rozsˇ´ıˇritelnost klasifikacˇn´ıho nebo predikcˇn´ıho procesu
se pouzˇ´ıva´ na´sleduj´ıc´ıch prˇedzpracova´n´ı dat:
• ocˇiˇsteˇn´ı dat - jde o prˇedzpracova´n´ı dat u´pravou odstraneˇn´ı nebo redu-
kova´n´ı sˇumu a osˇetrˇen´ı chybeˇj´ıc´ıch hodnot (nahrazen´ı chybeˇj´ıc´ıch hodnot
nejcˇasteˇjˇs´ımi hodnotami atribut˚u nebo nejv´ıce pravdeˇpodobny´mi statisticky´mi
hodnotami); zat´ımco mnoho klasifikacˇn´ıch algoritmu˚ ma´ neˇjake´ mechanismy
pro zacha´zen´ı s sˇumem nebo chybeˇj´ıc´ımi daty, tento krok ma´ pomoci redukovat
neporˇa´dek beˇhem ucˇen´ı;
• relevancˇn´ı analy´za - mnoho atribut˚u v datech mu˚zˇe by´t nadbytecˇny´ch; ko-
relacˇn´ı analy´za vycha´z´ı z toho, jestli neˇjake´ dva dane´ atributy jsou statisticky
prˇ´ıbuzne´;
• transformace a redukce dat - data mohou by´t transformova´na pomoc´ı normali-
zace, zvla´sˇteˇ kdyzˇ jsou k jednotlivy´m ucˇebn´ım krok˚um pouzˇity neuronove´ s´ıteˇ
nebo metody zahrnuj´ıc´ı vzda´lenostn´ı meˇrˇen´ı; normalizace zahrnuje normova´n´ı
vsˇech hodnot pro dane´ atributy, ktere´ spadaj´ı do male´ho specificke´ho rozsahu.
Data mohou by´t take´ redukova´na pouzˇit´ım mnoha jiny´ch metod vycha´zej´ıc´ıch
naprˇ. z waveletove´ transformace nebo princip˚u analy´zy komponent diskretizacˇn´ıch
technik, jako jsou analy´za histogramu a shlukova´n´ı.
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2 METODY KLASIFIKACE A PREDIKCE
Mezi za´kladn´ı techniky klasifikace dat patrˇ´ı asociacˇn´ı pravidla, Bayesovske´ klasifi-
kace, geneticke´ algoritmy, metoda nejblizˇsˇ´ıho souseda, neuronove´ s´ıteˇ a rozhodovac´ı
stromy. Metody predikce zahrnuj´ı linea´rn´ı regresi, nelinea´rn´ı regresi a dalˇs´ı me´neˇ
vy´znamne´ regresneˇ orientovane´ metody. Konkre´tn´ı popisy jednotlivy´ch metod lze
nale´zt v [6] nebo [8].
V jednotlivy´ch aplikac´ıch klasifikace a predikce u dolova´n´ı informac´ı z ba´ze
dat neexistuje zˇa´dny´ jednoduchy´ prˇ´ıstup, ale veˇtsˇinou se vyuzˇ´ıva´ sad metod, ktere´
se pouzˇ´ıvaj´ı samostatneˇ nebo se navza´jem kombinuj´ı.
2.1 Vlastnosti klasifikacˇn´ıch a predikcˇn´ıch metod
Klasifikacˇn´ı a predikcˇn´ı metody mohou by´t porovna´va´ny a ohodnocova´ny podle
na´sleduj´ıc´ıch krite´ri´ı:
• prˇesnost - prˇesnost klasifika´toru prˇedstavuje schopnost dane´ho klasifika´toru
spra´vneˇ urcˇovat trˇ´ıdy; prˇesnost prediktoru odkazuje na to, jak dobrˇe dany´
prediktor odhaduje hodnoty prˇedpoveˇzeny´ch atribut˚u; vlastnosti a pocˇetn´ı
operace ty´kaj´ıc´ı se prˇesnosti lze nale´zt v [8];
• rychlost - oznacˇuje vy´pocˇetn´ı na´roky prˇi generova´n´ı a pouzˇ´ıva´n´ı dany´ch kla-
sifika´tor˚u a prediktor˚u;
• odolnost - je schopnost klasifika´toru nebo prediktoru vytva´rˇet spra´vne´ predikce
i prˇes vy´skyt sˇumovy´ch dat nebo chybeˇj´ıc´ıch hodnot;
• rozsˇ´ıˇritelnost - vlastnost klasifika´toru nebo prediktoru zacha´zet efektivneˇ
s velky´m mnozˇstv´ım dat;
• vylozˇitelnost - schopnost porozumeˇn´ı a celkove´ho pohledu poskytnuty´ch kla-
sifika´torem nebo prediktorem; vylozˇitelnost je hodneˇ subjektivn´ı.
2.2 Prˇ´ıklady pouzˇit´ı metod klasifikace a predikce
Metody klasifikace a predikce se v dnesˇtn´ı dobeˇ prˇi dolova´n´ı informac´ı z ba´ze dat
nejcˇasteˇji vyskytuj´ı v ekonomice (predikce a analy´za u´veˇrove´ho rizika, vyda´va´n´ı kre-
ditn´ıch karet), bankovnictv´ı (bankovn´ı prˇevody – detekce podezrˇely´ch financˇn´ıch
transakc´ı), telekomunikaci (monitoring a analy´za informac´ı o jednotlivy´ch hovo-
rech, geograficke´ poloze), sluzˇba´ch (supermarkety a velkoprodejny – jaka´ zbozˇ´ı
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jsou proda´va´na soucˇasneˇ a s jaky´m vy´skytem), kriminalistice (za´znamy zlocˇinc˚u),
le´karˇstv´ı apod.
2.3 Asociacˇn´ı pravidla
Asociacˇn´ı pravidla jsou techniky dolova´n´ı informac´ı z ba´ze dat, ktere´ jsou nejv´ıce
spojene´ s tzv. analy´zou na´kupn´ıho kosˇ´ıku. Prˇi analy´ze na´kupn´ıho kosˇ´ıku se zjiˇst’uje,
ktere´ polozˇky si za´kazn´ıci kupuj´ı soucˇasneˇ, cozˇ v oblasti datovy´ch sad za´znamu˚ od-
pov´ıda´ hleda´n´ı vza´jemny´ch vazeb (asociac´ı) mezi jednotlivy´mi daty. Jde o pravidla,
ktera´ se vyskytuj´ı ve vsˇech programovac´ıch jazyc´ıch (konstrukce IF-THEN) a take´
v beˇzˇne´ mluveˇ. Spolecˇneˇ s rozhodovac´ımi stromy patrˇ´ı k nejcˇasteˇji pouzˇ´ıvany´m
prostrˇedk˚um k reprezentaci znalost´ı, protozˇe oba tyto prostrˇedky jsou oproti
ostatn´ım hodneˇ intuitivn´ı. Vı´ce o asociacˇn´ıch pravidlech lze nale´zt v [6].
2.3.1 Druhy asociacˇn´ıch pravidel
U asociacˇn´ıch pravidel existuj´ı tyto pravidla:
• vypov´ıdaj´ıc´ı pravidlo – obsahuje vysoce kvalitn´ı a vypov´ıdaj´ıc´ı informace;
• bana´ln´ı pravidlo – informace, ktera´ je dobrˇe zna´ma´ lidem obezna´meny´m s da-
nou problematikou;
• nevysveˇtlitelne´ pravidlo – neexistuje vysveˇtlen´ı, pro jeho pochopen´ı se podnika´
urcˇita´ na´vrhova´ akce.
Bana´ln´ı a nevysveˇtlitelna´ pravidla se vyskytuj´ı nejcˇasteˇji.
2.3.2 Charakteristiky a vlastnosti asociacˇn´ıch pravidel
Vlastnosti asociacˇn´ıch pravidel:
• spolehlivost (d˚uveˇra) – procento pocˇtu vsˇech objekt˚u ku pocˇtu objekt˚u vy-
hovuj´ıc´ım dane´ podmı´nce; jinak rˇecˇeno jde o podmı´neˇnou pravdeˇpodobnost
za´veˇru, pokud plat´ı prˇedpoklad; pokud je prˇedpoklad platny´, je podmı´neˇn;
• podpora – pocˇet objekt˚u, ktere´ splnˇuj´ı prˇedpoklad i za´veˇr.
Asociacˇn´ı pravidla maj´ı za u´kol hledat vsˇechny mozˇne´ asociace (ekvivalence
apod.) mezi hodnotami jednotlivy´ch atribut˚u, cozˇ je doc´ıleno pomoc´ı asociacˇn´ıch
algoritmu˚. Tyto algoritmy generuj´ı prˇ´ıslusˇne´ kombinace (poprˇ. konjunkce). Prˇi gene-
rova´n´ı prohleda´va´me prostor vsˇech prˇ´ıpustny´ch konjunkc´ı do sˇ´ıˇrky nebo do hloubky.
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Prohleda´va´n´ı do sˇ´ıˇrky pracuje tak, zˇe se generuj´ı nejprve vsˇechny kombinace
de´lky jedna, potom kombinace de´lky dveˇ, atd.
Prohleda´va´n´ı do hloubky je zalozˇeno na vygenerova´n´ı kombinace de´lky jedna
a ta se prodluzˇuje (o prvn´ı kategorii dalˇs´ıho atributu). Pokud to jizˇ nelze prove´st,
znamena´ to, zˇe se vycˇerpaly kategorie posledn´ıho atributu, kombinace se zkra´t´ı
a zmeˇn´ı se posledn´ı kategorie.
2.3.3 Automaticke´ generova´n´ı asociacˇn´ıch pravidel
Asociacˇn´ı pravidla mohou by´t automaticky generova´na pokud:
• prˇedstavuj´ı vzory v datech bez specifikovane´ c´ılove´ promeˇnne´;
• jde o nerˇ´ızene´ (automaticke´) dolova´n´ı informac´ı;
• je roboticky rozhodnuto, zˇe vzory da´vaj´ı smysl.
Cˇasto se opakuj´ıc´ı polozˇky a jejich odpov´ıdaj´ıc´ı asociace nebo korelacˇn´ı pravidla
charakterizuj´ı zaj´ımave´ vztahy mezi atributy a trˇ´ıdami. Z tohoto d˚uvodu mohou
by´t pouzˇity pro efektivn´ı klasifikaci. Asociacˇn´ı pravidla ukazuj´ı silne´ asociace mezi
hodnotami atribut˚u, ktere´ se cˇasto vyskytuj´ı v sada´ch dat. Nejcˇasteˇji pouzˇ´ıvane´
algoritmy u asociacˇn´ıch pravidel jsou CBA a CMAR.
Algoritmus CBA
Tento algoritmus patrˇ´ı mezi nejjednodusˇsˇ´ı algoritmy asociacˇn´ı klasifikace. Data jsou
v´ıcena´sobneˇ procha´zeny, odvozene´ cˇaste´ mnozˇiny polozˇek jsou pouzˇ´ıva´ny ke gene-
rova´n´ı a testova´n´ı delˇs´ıch mnozˇin polozˇek. Cˇ´ısla pr˚uchod˚u se rovnaj´ı de´lce nejdelˇs´ıch
nalezeny´ch pravidel. Algoritmus CBA [10] pouzˇ´ıva´ heuristicky´ch metod ke kon-
struova´n´ı klasifika´toru, kdy jsou pravidla organizova´na podle klesaj´ıc´ı priority
na d˚uveˇryhodna´ a u´nosna´. Pokud ma´ sada pravidel neˇjake´ho prˇedch˚udce, je pra-
vidlo s nejvysˇsˇ´ı d˚uveˇryhodnost´ı vybra´no k reprezentova´n´ı te´to sady.
Algoritmus CMAR
Algoritmus CMAR [15] od algoritmu CBA odliˇsuje strategie dolova´n´ı cˇetnosti
mnozˇiny polozˇek a konstrukce klasifika´toru. Pouzˇ´ıva´ stromovou strukturu k efek-
tivn´ımu z´ıska´n´ı a ulozˇen´ı pravidel a nav´ıc i prorˇeza´vac´ı pravidla.
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2.3.4 Vy´hody a nevy´hody
Vy´hody asociacˇn´ıch pravidel:
• v mnoha prˇ´ıpadech nacha´zej´ı lepsˇ´ı vy´sledky nezˇ tradicˇn´ı klasifikacˇn´ı metody
(naprˇ. C4.5 u rozhodovac´ıch stromu˚).
2.4 Bayesovske´ klasifikace
Bayesovske´ klasifikace patrˇ´ı mezi statisticke´ klasifikace [13]. Maj´ı za u´kol
prˇedpov´ıdat pravdeˇpodobnosti cˇlen˚u trˇ´ıd. Prˇi mnoha studi´ıch byl nalezen jedno-
duchy´ Bayes˚uv klasifika´tor nazy´vany´ prosty´ Bayes˚uv klasifika´tor, ktery´ je vy´konoveˇ
srovnatelny´ s rozhodovac´ımi stromy a s vybrany´mi klasifika´tory neuronovy´ch
s´ıt´ı. Bayesovy klasifika´tory take´ vykazuj´ı vysokou prˇesnost a rychlost prˇi pouzˇit´ı
ve velky´ch databa´z´ıch. Bayesovske´ klasifikace jsou zalozˇeny na Bayesoveˇ veˇteˇ [21].
2.4.1 Bayesova veˇta
P (H | X) = P (X | H)× P (H)
P (X)
Kde H je hypote´za a X je evidence, P (H) a P (X) jsou jejich pravdeˇpodobnosti.
2.4.2 Proste´ Bayesovske´ klasifikace
Proste´ Bayesovy klasifika´tory prˇedpokla´daj´ı, zˇe efekt, ktery´ maj´ı hodnoty jednoho
atributu na dane´ trˇ´ıdeˇ jsou neza´visle´ na hodnota´ch ostatn´ıch atribut˚u. Jinak rˇecˇeno
jde o podmı´neˇnou pravdeˇpodobnost, ktera´ vycha´z´ı z definice Bayesovy veˇty a kterou
lze zapsat vztahem:
P (Ci | X) = P (X | Ci)× P (Ci)
P (X)
Kde Ci prˇedstavuje r˚uzne´ trˇ´ıdy.
2.4.3 Bayesovske´ s´ıteˇ
Bayesovske´ s´ıteˇ specifikuj´ı propojen´ı distribuc´ı podmı´neˇny´ch pravdeˇpodobnost´ı. Po-
skytuj´ı graficky´ model kauza´ln´ıch vztah˚u, na ktere´m mu˚zˇe by´t vykona´no ucˇen´ı.
Tre´novane´ Bayesovske´ s´ıteˇ mohou by´t pouzˇity ke klasifikaci. Bayesovske´ s´ıteˇ jsou
take´ zna´my pod pojmem pravdeˇpodobnostn´ı s´ıteˇ.
U Bayesovsky´ch s´ıt´ı jsou definova´ny dveˇ komponenty - rˇ´ızeny´ neperiodicky´ dia-
gram a tabulka podmı´neˇny´ch pravdeˇpodobnost´ı. Kazˇdy´ uzel je rˇ´ızeny´ neperiodicky´m
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diagramem reprezentuj´ıc´ım na´hodnou promeˇnnou. Promeˇnne´ mus´ı by´t diskre´tn´ı
nebo spojite´ a odpov´ıdaj´ı aktua´ln´ım atribut˚um dany´m v datech nebo skryty´ch
promeˇnny´ch. Kazˇda´ promeˇnna´ je podmı´neˇneˇ pravdeˇpodobna´ bez potomk˚u v dia-
gramu, ma´ pouze rodicˇe.
Uzel uvnitrˇ s´ıteˇ mu˚zˇe by´t vybra´n jako vy´stupn´ı uzel reprezentuj´ıc´ı atribut
trˇ´ıdy. Lze vybrat v´ıce nezˇ jeden vy´stupn´ı uzel. Na s´ıt’ mohou by´t aplikova´ny
r˚uzne´ algoritmy ucˇen´ı. Prˇi na´vratu jme´na jedne´ trˇ´ıdy vrac´ı klasifikacˇn´ı proces
pravdeˇpodobnostn´ı rozdeˇlen´ı dane´ praveˇpodobnost´ı kazˇde´ trˇ´ıdy.
Tre´nova´n´ı Bayesovsky´ch s´ıt´ı
Prˇi tre´nova´n´ı Bayesovske´ s´ıteˇ se pocˇ´ıta´, ktery´ ze sce´na´rˇ˚u je vhodny´. Topologie s´ıteˇ
(vrstvy uzl˚u) mus´ı by´t da´na prˇedem nebo mus´ı by´t odvozena´ z dat. Promeˇnne´ s´ıteˇ
mus´ı by´t vsˇechny viditelne´ nebo skryte´. Souhrn skryty´ch dat by zahrnoval chybeˇj´ıc´ı
hodnoty nebo nekompletn´ı data.
Neˇktere´ existuj´ıc´ı algoritmy pro ucˇen´ı topologie s´ıteˇ z tre´novac´ıch dat da´vaj´ı vi-
ditelne´ promeˇnne´, proble´m je ale veˇtsˇinou s diskre´tn´ı optimalizac´ı. Kdyzˇ je zna´ma
topologie s´ıteˇ a viditelne´ promeˇnne´, tak je tre´novac´ı s´ıt’ zrˇetelna´. Pocˇ´ıta´n´ı prob´ıha´
na polozˇka´ch tabulky podmı´neˇny´ch pravdeˇpodobnost´ı, podobneˇ jako pocˇ´ıta´n´ı
pravdeˇpodobnost´ı v proste´ Bayesovske´ klasifikaci. Kdyzˇ je ale da´na topologie s´ıteˇ
a neˇktere´ promeˇnne´ jsou skryte´, vyb´ıra´ se z r˚uzny´ch metod pro tre´nova´n´ı s´ıteˇ.
2.4.4 Vy´hody a nevy´hody
Vy´hody Bayesovsky´ch klasifikac´ı:
• maj´ı minima´ln´ı vy´skyt chyb v porovna´n´ı s ostatn´ımi klasifika´tory;
• poskytuj´ı teoreticke´ ospravedlneˇn´ı ostatn´ım klasifika´tor˚um, ktere´ nejsou
vy´lucˇneˇ Bayesovske´ho typu (zalozˇeny na Bayesoveˇ veˇteˇ).
Nevy´hody Bayesovsky´ch klasifikac´ı:
• prˇi pouzˇit´ı mohou vznikat neprˇesnosti v prˇedpokladech;
• neˇkdy docha´z´ı k nedostatku dostupnosti pravdeˇpodobny´ch dat.
2.5 Geneticke´ algoritmy
Geneticke´ algoritmy jsou heuristicke´ postupy patrˇ´ıc´ı mezi metody strojove´ho ucˇen´ı,
ktere´ stejneˇ jako naprˇ´ıklad neuronove´ s´ıteˇ nevyuzˇ´ıva´ statisticke´ho rozdeˇlen´ı. Jsou
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to algoritmy zalozˇeny na evolucˇn´ım procesu prˇezˇit´ı nejprˇizp˚usobiveˇjˇs´ıho – urcˇity´
druh se beˇhem sve´ho vy´voje zdokonaluje t´ım zp˚usobem, zˇe se z generace na generaci
prˇena´sˇ´ı geneticka´ informace jen nejsilneˇjˇs´ıch jedinc˚u a to tak, zˇe informace mu˚zˇe
prˇecha´zet prˇ´ımo, s urcˇitou modifikac´ı nebo prostrˇednictv´ım potomk˚u.
Pocˇa´tecˇn´ı populace je vytva´rˇena skla´da´n´ım na´hodneˇ generovany´ch pravidel.
Kazˇde´ pravidlo mu˚zˇe by´t reprezentova´no rˇeteˇzci bit˚u.
2.5.1 Principy evolucˇn´ıch proces˚u
Existuj´ı na´sleduj´ıc´ı principy evolucˇn´ıch proces˚u:
• deˇdicˇnost – je proces, kdy se z rodicˇovske´ho objektu z´ıska´vaj´ı vlastnosti nebo
predispozice pro potomka;
• mutace - je deˇdicˇna´ zmeˇna geneticke´ informace vznikla´ chybou vyvolanou
urcˇity´m mutagenem;
• prˇirozeny´ vy´beˇr - je proces vy´beˇru jedince z r˚uznorode´ skupiny jedinc˚u pomoc´ı
urcˇite´ho krite´ria, ktere´ dane´ho jedince bud’ potlacˇuje nebo zvy´hodnˇuje;
• krˇ´ızˇen´ı - je proces rozmnozˇova´n´ı urcˇite´ho druhu, kdy se vycha´z´ı z r˚uzny´ch
vlastnost´ı a predispozic´ı.
Krite´riem hodnocen´ı jedinc˚u v populaci je kvalita toho dane´ho rˇesˇen´ı, ktera´ se vy-
jadrˇuje pomoc´ı fitness funkce. Prˇepis fitness funkce mu˚zˇe by´t nemeˇnny´ po celou dobu
evoluce, nebo se naopak mu˚zˇe meˇnit pro kazˇdou novou generaci. U dolova´n´ı infor-
mac´ı jde o prˇesnost hypote´zy prˇi kvalifikaci. Vı´ce informac´ı lze nale´zt v [7].
2.5.2 Vy´hody a nevy´hody
Vy´hody geneticky´ch algoritmu˚:
• jsou idea´ln´ı pro pouzˇit´ı v kombinaci s ostatn´ımi technikami dolova´n´ı dat.
Nevy´hody geneticky´ch algoritmu˚:
• vyzˇaduj´ı vy´konoveˇ na´rocˇne´ pocˇ´ıtacˇove´ zpracova´n´ı.
2.6 Linea´rn´ı regrese
Linea´rn´ı regrese prova´d´ı aproximaci hodnot prˇ´ımkou (polynomem 1. rˇa´du) metodou
nejmensˇ´ıch cˇtverc˚u.
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Prˇ´ımocˇara´ regresn´ı analy´za zahrnuje odpoveˇdi promeˇnne´ y a jednotlive´ promeˇnne´
prediktoru x. Je to nejjednodusˇsˇ´ı forma regrese a modely y prˇedstavuj´ı linea´rn´ı
za´vislost x. Plat´ı vzorec:
y = b+ wx
Kde se prˇedpokla´da´, zˇe y mu˚zˇe by´t konstanta, b a w jsou regresn´ı koeficienty,
ktere´ mohou by´t reprezentova´ny va´hami. Vztah pak lze prˇepsat na:
y = w0 + w1x
Tyto koeficienty se rˇesˇ´ı pro metodu nejmensˇ´ıch cˇtverc˚u, ktera´ umozˇnˇuje nale´zt
vhodnou aproximacˇn´ı funkci pro dane´ hodnoty. Kdyzˇ bude D tre´novac´ı sada
skla´daj´ıc´ı se z hodnot promeˇnny´ch prediktoru x obsahovat referencˇn´ı body formy
(x1, y1), (x2, y2), . . . , (x|D|, y|D|), mohou by´t regresn´ı koeficienty odhadnuty pouzˇit´ım:
w1 =
∑i=1
|D| (xi − x¯)(yi − y¯)∑i=1
|D| (xi − x¯)2
Kde x¯ oznacˇuje hodnoty x1, x2, . . . , xD a y¯ hodnoty y1, y2, . . . , yD. Koeficienty w0
a w1 cˇasto poskytuj´ı aproximaci komplikovany´ch regresn´ıch rovnic.
2.6.1 Vı´cena´sobna´ linea´rn´ı regrese
Vı´cena´sobna´ linea´rn´ı regrese prˇedstavuje rozsˇ´ıˇren´ı linea´rn´ı regrese tak, zˇe zahrnuje
v´ıce nezˇ jednu promeˇnnou prediktoru. To dovoluje odpoveˇd´ım promeˇnne´ y by´t
formova´ny prostrˇednictv´ım linea´rn´ı funkce. Promeˇnne´ nebo atributy n prediktor˚u
A1, A2, . . . , An lze popsat jako X = (x1, x2, . . . , xn). Tre´novac´ı sada dat D obsa-
huje data ve tvaru (X1, y1), (X2, y2), . . . , (X|D|, y|D|). Vı´cena´sobnou linea´rn´ı regresi
se dveˇmi promeˇnny´mi nebo atributy A1 a A2 jde napsat vztahem:
y = w0 + w1x1 + w2x2
Kde x1 a x2 jsou hodnoty atribut˚u A1 a A2. Metoda nejmensˇ´ıch cˇtverc˚u ukazuje
jak azˇ mu˚zˇe by´t rozsˇ´ıˇreno rˇesˇen´ı.
2.7 Metoda nejblizˇsˇ´ıho souseda
Metoda nejblizˇsˇ´ıho souseda patrˇ´ı mezi neparametricke´ metody klasifikace, u nichzˇ
neprˇedpokla´da´me znalost tvaru pravdeˇpodobnostn´ı charakteristiky. U metody nej-
blizˇsˇ´ıho souseda jsou trˇ´ıdy reprezentova´ny svy´mi typicky´mi prˇedstaviteli. Tato me-
toda vycha´z´ı ze shlukove´ analy´zy.
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2.7.1 Definice metody nejblizˇsˇ´ıho souseda
Nezna´my´ prvek a zarˇad´ıme do stejne´ trˇ´ıdy jako aR pokud plat´ı:
baR − ac = minbai − aci=1..n
kde (ai, ci)i=1..n je tre´novac´ı mnozˇina, n je velikost te´to tre´novac´ı mnozˇiny a ai
je vzorek, ktere´mu je prˇiˇrazena trˇ´ıda ci.
Algoritmus nejblizˇsˇ´ıho souseda je hodneˇ jednoduchy´, prakticky jde o porovna´n´ı
prvk˚u tre´novac´ı a testovac´ı mnozˇiny. V procesu klasifikace je tedy novy´ reprezentant
zarˇazen do trˇ´ıdy na za´kladeˇ podobnosti, kterou uda´va´ nejmensˇ´ı vzda´lenost tohoto
reprezentanta a dane´ trˇ´ıdy. Pameˇt’ova´ na´rocˇnost je u´meˇrna´ celkove´mu pocˇtu prvk˚u
v mnozˇineˇ a jej´ı zmensˇen´ı lze prove´st vhodnou minimalizac´ı tre´novac´ı mnozˇiny.
2.7.2 Vy´hody a nevy´hody
Vy´hody metody nejblizˇsˇ´ıho souseda:
• nen´ı trˇeba zna´t rozlozˇen´ı pravdeˇpodobnosti testovany´ch dat;
• metoda je chyboveˇ srovnatelna´ se slozˇiteˇjˇs´ımi metodami;
• jednoduchy´ na´vrh a implementace.
Nevy´hody metody nejblizˇsˇ´ıho souseda:
• pomale´ rozhodova´n´ı (za´vis´ı na pouzˇite´m algoritmu);
• vysoka´ pameˇt’ova´ na´rocˇnost (pokud se neminimalizuje tre´novac´ı mnozˇina).
2.8 Nelinea´rn´ı regrese
Nelinea´rn´ı regrese se neˇkdy oznacˇuje jako polynomia´ln´ı regrese. Cˇasto se j´ı vyuzˇ´ıva´
prˇi tom, kdyzˇ je trˇeba pra´veˇ jedna promeˇnna´ prediktoru. Mu˚zˇe se modelovat
prˇida´n´ım polynomia´ln´ı podmı´nky do jednoduche´ho linea´rn´ıho modelu. Pouzˇit´ım
transformac´ı na promeˇnny´ch lze meˇnit nelinea´rn´ı model na linea´rn´ı, ktery´ se da´
lehce vypocˇ´ıtat pomoc´ı metody nejmensˇ´ıch cˇtverc˚u.
Transformace polynomia´ln´ıho regresn´ıho modelu na linea´rn´ı regresn´ı model
prˇedpokla´da´ kubicky´ polynomia´ln´ı vztah dany´:
y = w0 + w1x+ w2x
2 + w3x
3
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Pro prˇeveden´ı tohoto vztahu na linea´rn´ı formu mu˚zˇeme definovat nove´ promeˇnne´:
x1 = x
x2 = x
2
x3 = x
3
Pote´ mu˚zˇe by´t vztah prˇeveden na linea´rn´ı formu a zapsa´n ve tvaru:
y = w0 + w1x1 + w2x2 + w3x3
Vy´sledny´ vztah je jednodusˇe rˇesˇeny´ metodou nejmensˇ´ıch cˇtverc˚u za pomoc´ı soft-
waru urcˇene´ho pro regresn´ı analy´zu. Polynomia´ln´ı regrese se da´ shrnout jako zvla´sˇtn´ı
prˇ´ıpad v´ıcena´sobne´ regrese. Vy´razy vysˇsˇ´ıho rˇa´du x2, x3 a tak da´le, jednoduchy´ch
funkc´ı jednoduche´ promeˇnne´ x, mohou by´t povazˇova´ny jako ekvivalenty k prˇida´va´n´ı
novy´ch neza´visly´ch promeˇnny´ch. Porˇa´d ale existuj´ı neˇktere´ nelinea´rn´ı modely, ktere´
nemohou by´t jednodusˇe prˇevedeny na linea´rn´ı model.
2.9 Neuronove´ s´ıteˇ
Umeˇle´ neuronove´ s´ıteˇ [5] jsou paraleln´ı distribuovane´ syste´my vy´konny´ch prvk˚u mo-
deluj´ıc´ı biologicke´ neurony, ktere´ jsou u´cˇelneˇ usporˇa´da´ny tak, aby byl syste´m schopen
pozˇadovane´ho zpracova´n´ı informac´ı. Nevycha´z´ı z zˇa´dne´ho statisticke´ho rozdeˇlen´ı.
Zjednodusˇeneˇ jde o neuronovy´ch s´ıt´ıch rˇ´ıci, zˇe je to trˇ´ıda silny´ch a univerza´ln´ıch
na´stroj˚u slouzˇ´ıc´ıch k prˇedpoveˇdi, trˇ´ıdeˇn´ı a shlukova´n´ı.
Umeˇle´ neuronove´ s´ıteˇ vycha´zej´ı z nejdokonalejˇs´ı biologicke´ neuronove´ s´ıteˇ –
lidske´ho mozku (ma´ schopnost zevsˇeobecnit zkusˇenost). Podobneˇ jako mozek je tvorˇ´ı
mnozˇstv´ı navza´jem propojeny´ch element˚u, tzv. neuron˚u. V umeˇly´ch neuronovy´ch
s´ıt´ıch cha´peme neuron jako bunˇku, ktera´ prˇij´ıma´ zvencˇ´ı od jiny´ch neuron˚u poprˇ´ıpadeˇ
vneˇjˇs´ıho vstupu s´ıteˇ podneˇty a pokud tyto podneˇty prˇekrocˇ´ı urcˇity´ pra´h, neuron
se aktivuje a sa´m zacˇne prostrˇednictv´ım sve´ho vy´stupu p˚usobit na ostatn´ı neurony.
Tento proces je podobny´ rozpozna´va´n´ı vzor˚u a minimalizaci chyby.
Neuronove´ s´ıteˇ byly kritizova´ny za sˇpatnou interpretaci. Tyto vlastnosti inici-
alizovaly vytvorˇen´ı mensˇ´ıch neuronovy´ch s´ıt´ı, ktere´ jizˇ byly vhodneˇjˇs´ı k pouzˇ´ıva´n´ı
v dolova´n´ı informac´ı z ba´z´ı dat. Mohou by´t take´ pouzˇity kdyzˇ je k dispozici mala´ zna-
lost vztah˚u mezi atributy a trˇ´ıdami. Algoritmy neuronovy´ch s´ıt´ı jsou paraleln´ı. Pa-
raleln´ı techniky zrychluj´ı vy´pocˇetn´ı proces. V soucˇastnosti existuj´ı techniky pro ex-
trakci pravidel z tre´novany´ch neuronovy´ch s´ıt´ı. Tyto faktory prˇisp´ıvaj´ı k veˇtsˇ´ımu
zuzˇitkova´n´ı neuronovy´ch s´ıt´ı prˇi klasifikaci a predikci v dolova´n´ı informac´ı z ba´ze
dat.
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2.9.1 Charakteristika neuronove´ s´ıteˇ
Neuronovou s´ıt’ mu˚zˇeme charakterizovat teˇmito prvky:
• pouzˇity´ model neuronu;
• topologie neuronove´ s´ıteˇ;
• zp˚usob tre´nova´n´ı (ucˇen´ı) neuronove´ s´ıteˇ;
• zp˚usob vybavova´n´ı.
Zˇivotn´ı cyklus neuronove´ s´ıteˇ se skla´da´ z organizacˇn´ı etapy (model neuronu,
topologie s´ıteˇ), adaptivn´ı etapy (ucˇen´ı, tre´nova´n´ı) a aktivacˇn´ı etapy (vybavova´n´ı,
odezva).
2.9.2 Model neuronu
Jednotka neuronove´ s´ıteˇ prˇedstavuje model biologicke´ho neuronu (viz. obr. 2.1).
F(z)
Z
x1
x2
x3
x4
xn
.
.
.
Vstupy
VýstupPøenosováfunkce
S
Váhy Pr há
w1
w2
w3
w4
wn
0
Obra´zek 2.1: Sche´ma neuronu
Plat´ı zde vztah:
ω = S(
n∑
i=1
wixi + θ)
Kde ω je vy´stup neuronu, θ je pra´h neuronu, x = [x1, x2, . . . , xn]
T jsou vstupy
neuronu, w = [w1, w2, . . . , wn]
T jsou va´hy neuronu a S je prˇenosova´ funkce neuronu
definovana´:
S(t) = 0; t ∈ (−∞, 0)
S(t) = 1; t ∈ 〈0,∞)
Podrobneˇjˇs´ı popis neuronovy´ch s´ıt´ı je k dispozici v [14], [2] a [11].
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2.9.3 Topologie neuronove´ s´ıteˇ
Mezi nejzna´meˇjˇs´ı topologie umeˇly´ch neuronovy´ch s´ıt´ı patrˇ´ı v´ıcevrstva´ s´ıt’ slozˇena´
z vrstev neuron˚u (vstupn´ı vrstva, jedna nebo v´ıce skryty´ch vrstev, vy´stupn´ı vrstva).
V ra´mci jedne´ vrstvy neexistuj´ı mezi neurony zˇa´dne´ vazby, ale neurony z jedne´
vrstvy jsou propojeny se vsˇemi neurony sousedn´ı vrstvy (viz. obr. 2.2).
Prˇedt´ım nezˇ zacˇne tre´nova´n´ı neuronove´ s´ıteˇ, je trˇeba rozhodnout kolik bude mı´t
struktura jednotek ve vstupn´ı vrstveˇ, kolik jich bude ve skryty´ch vrstva´ch a kolik
bude jednotek ve vy´stupn´ı vrstveˇ. Normalizace vstupn´ıch hodnot kazˇde´ho atributu
by meˇla pomoci zvy´sˇit rychlost fa´ze ucˇen´ı. Typicky jsou vstupn´ı hodnoty normali-
zova´ny tak, aby spadaly do intervalu 0 azˇ 1. Diskre´tn´ı hodnoty atribut˚u mus´ı by´t
zako´dova´ny tak, aby byla jedna vstupn´ı jednotka na jednu oblast hodnot. Neexistuje
ale zˇa´dne´ prˇedepsane´ pravidlo na pocˇet jednotek ve skryty´ch vrstva´ch.
Na´vrh s´ıteˇ je postupneˇ se aproximuj´ıc´ı proces a mu˚zˇe ovlivnˇovat prˇesnost
vy´sledne´ tre´novane´ s´ıteˇ. Inicializacˇn´ı hodnoty vah mohou ovlivnit vy´slednou
prˇesnost.
Výstupnívrstva
Vstupní vrstva
Skryté
vrstvy
Obra´zek 2.2: Vı´cevrstva´ topologie
2.9.4 Tre´nova´n´ı neuronove´ s´ıteˇ
U tre´novac´ıho procesu jde o co nejlepsˇ´ı nastaven´ı vah. C´ılem je pouzˇ´ıt takove´
tre´novac´ı soubory, aby se va´hy na vy´stupu s´ıteˇ bl´ızˇily pozˇadovane´mu vy´stupu. K na-
stavova´n´ı jednotlivy´ch vah se pouzˇ´ıva´ algoritmus back propagation [1], ale i jine´
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dostupne´ techniky. Proces koncˇ´ı ve chv´ıli, kdy se dosa´hne prˇedem urcˇene´ minima´ln´ı
chyby.
Back propagation
Back propagation [22], [4] je iterativn´ı gradientn´ı algoritmus ucˇen´ı neuronove´ s´ıteˇ,
ktery´ minimalizuje cˇtverce chybove´ funkce a ktery´ vykona´va´ ucˇen´ı skrz v´ıcevrstvou
neuronovou s´ıt’. Je to opakovane´ ucˇen´ı prostrˇednictv´ım nastavova´n´ı vah. Beˇhem fa´ze
ucˇen´ı se s´ıt’ ucˇ´ı nastavovat va´hy tak, aby byly schopny prˇedpov´ıdat spra´vne´ trˇ´ıdy.
Algoritmus back propagation se skla´da´ ze cˇtyrˇ hlavn´ıch krok˚u: inicializace vah -
va´hy v s´ıti jsou inicializova´ny maly´mi na´hodny´mi cˇ´ısly (v rozsaz´ıch −1 azˇ 1 nebo
−0, 5 azˇ 0, 5), vytvorˇen´ı tre´novac´ı mnozˇiny - dvojice vstup a zˇa´dany´ vy´stup, vy´pocˇtu
aktua´ln´ıho vy´stupu a adaptace vah - ucˇen´ı. Prahy jsou take´ podobneˇ jako va´hy
inicializova´ny maly´mi na´hodny´mi cˇ´ısly.
Vy´pocˇet chyby
Pocˇ´ıta´n´ı chyby zabranˇuje rozd´ılu mezi aktua´ln´ım a noveˇ vypocˇteny´m vy´sledkem.
Chyba se zpa´tky pos´ıla´ skrz neuronovou s´ıt’ a va´hy se t´ım prˇizp˚usobuj´ı k minimalizaci
dalˇs´ı chyby.
2.9.5 Omezen´ı neuronovy´ch s´ıt´ı
Neuronove´ s´ıteˇ jsou dobre´ pro prˇedpoveˇdi a odhady kdyzˇ:
• jsou vstupy dobrˇe srozumitelne´;
• je vy´stup dobrˇe srozumitelny´;
• jsou k dispozici zkusˇenosti – aplikace pro tre´nova´n´ı neuronovy´ch s´ıt´ı (expertn´ı
syste´my).
Neuronove´ s´ıteˇ jsou dobre´ pouze tak, jak jsou kvalitn´ı tre´novac´ı algoritmy, ktere´
je ucˇ´ı (generuj´ı). Model neuronove´ s´ıteˇ je staticky´, ale je trˇeba jej beˇhem cˇasu aktu-
alizovat co nejv´ıce vy´znamny´mi prˇ´ıklady.
2.9.6 Vy´hody a nevy´hody
Vy´hody neuronovy´ch s´ıt´ı:
• schopnost vystihnout v datech nelinea´rn´ı vztahy;
• vysoka´ tolerance v˚ucˇi sˇumovy´m dat˚um;
• schopnost klasifikovat vzory, na ktere´ nebyly tre´nova´ny.
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Nevy´hody neuronovy´ch s´ıt´ı:
• tendence prˇ´ıliˇs si prˇizp˚usobovat data;
• nen´ı prˇ´ıliˇs zrˇejme´, co se uvnitrˇ neuronove´ s´ıteˇ deˇje – jednotlive´ operace jsou
hodneˇ komplexn´ı a teˇzˇko srozumitelne´;
• cˇasto teˇzˇka´ interpretace vy´sledk˚u.
2.10 Rozhodovac´ı stromy
Rozhodovac´ı stromy jsou jednoduche´, rychle´ a obl´ıbene´ metody pro trˇ´ıdeˇn´ı
a prˇedpoveˇdi. Hlavn´ım d˚uvodem jejich obl´ıbenosti je, zˇe hledaj´ı korelace ve velky´ch
objemech dat novy´m, ale uzˇ oveˇrˇeny´m zp˚usobem (oveˇrˇeno pomoc´ı statistiky, inteli-
gentn´ıch syste´mu˚ apod.) a daj´ı se jednodusˇe prˇeve´st na klasifikacˇn´ı pravidla.
Model rozhodovac´ıho stromu se skla´da´ ze souboru norem pro deˇlen´ı velky´ch
r˚uznorody´ch uskupen´ı na mensˇ´ı, v´ıce homogenn´ı skupiny. T´ım je mysˇleno, zˇe se velke´
sb´ırky za´znamu˚ pomoc´ı jednoduchy´ch sekvenc´ı rozhodova´n´ı rozdeˇluj´ı do mensˇ´ıch
posloupny´ch sad za´znamu˚. Zmı´neˇne´ sekvence roztrˇ´ıd´ı za´znamy do odliˇsny´ch skupin
a veˇtv´ı prostrˇednictv´ım nejsilneˇjˇs´ı separace.
Vztahy, ktere´ rozhodovac´ı stromy objev´ı v datech se pouzˇ´ıvaj´ı pro odvozen´ı roz-
hodovac´ıch pravidel, ktera´ jsou za´kladem prediktivn´ıch model˚u. Pomoc´ı rozhodo-
vac´ıch stromu˚ lze zjistit, ktere´ neza´visle´ promeˇnne´ maj´ı nejveˇtsˇ´ı vliv na c´ılovou
promeˇnnou a pote´ je naprˇ´ıklad aplikovat jako vstupn´ı promeˇnne´ pro neurono-
vou s´ıt’. Prˇi na´vrhu neuronove´ s´ıteˇ se tedy pouzˇije jen minima´ln´ı pocˇet vstupn´ıch
promeˇnny´ch, cozˇ vede k minimalizaci typicke´ vlastnosti neuronovy´ch s´ıt´ı, kdy
prˇi velke´m pocˇtu vstupn´ıch promeˇnny´ch nepoda´vaj´ı pozˇadovane´ vy´kony.
2.10.1 Deˇlen´ı rozhodovac´ıch stromu˚
Rozhodovac´ı stromy se deˇl´ı podle pocˇtu cest vedouc´ıch z uzlu a podle funkce, ke ktere´
byly vytvorˇeny.
Deˇlen´ı podle pocˇtu cest vedouc´ıch z uzlu:
• bina´rn´ı stromy – maj´ı dveˇ cesty v kazˇde´m deˇlen´ı;
• trojite´ a v´ıcecestne´ stromy – alesponˇ v jednom ze svy´ch deˇlen´ı maj´ı trˇi a v´ıce
cest.
Deˇlen´ı podle funkce:
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• klasifikacˇn´ı stromy – klasifikuj´ı objekty do trˇ´ıd (v listovy´ch uzlech maj´ı na´zev
trˇ´ıdy);
• regresn´ı stromy – umozˇnˇuj´ı odhadnout hodnotu urcˇite´ho numericke´ho atri-
budu (v listovy´ch uzlech maj´ı konkre´tn´ı cˇ´ıselnou hodnotu).
2.10.2 Popis modelu rozhodovac´ıho stromu
Uzly struktury rozhodovac´ıho stromu deˇl´ıme na:
• korˇenove´ uzly (root node) – vrchol nebo levy´ krajn´ı uzel;
• potomky (child);
• koncove´ uzly (leaf node) – spodn´ı nebo krajn´ı pravy´ uzel.
Modely rozhodovac´ıch stromu˚ se kresl´ı zhora dol˚u (viz. obr. 2.3) nebo zleva
doprava (viz obr. 2.4). Pravidlo rozhodovac´ıho stromu je cesta z korˇenove´ho uzlu
prˇes kazˇdy´ list.
Root
Child
LeafLeaf
Leaf Child
Leaf
Obra´zek 2.3: Model rozhodovac´ıho stromu kresleny´ zhora dol˚u
2.10.3 Algoritmus rozhodovac´ıho stromu
Prˇi tvorbeˇ rozhodovac´ıho stromu se vyuzˇ´ıva´ rodina algoritmu˚ TDIDT (Top Down
Induction of Decision Trees), kdy se vstupn´ı data rozdeˇluj´ı na mensˇ´ı a mensˇ´ı
podmnozˇiny [9]. Do te´to rodiny algoritmu˚ patrˇ´ı algoritmy ID3 [17], C4.5 [18], CART
[23] a mnohe´ dalˇs´ı. Postup algoritmu TDIDT:
1. volba jednoho atributu vstupn´ı tabulky jako korˇenu d´ılcˇ´ıho stromu;
2. rozdeˇlen´ı dat na patrˇicˇne´ podmnozˇiny a prˇida´n´ı uzlu pro kazˇdou z nich, vycha´z´ı
se prˇitom z hodnot vybrane´ho atributu;
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Child Leaf
Leaf
Leaf
Child
Leaf
Obra´zek 2.4: Model rozhodovac´ıho stromu kresleny´ zleva doprava
3. pokud existuje uzel, jehozˇ data nepatrˇ´ı do te´zˇe trˇ´ıdy, opakuje se u neˇj cely´
postup od bodu 1., pokud neexistuje, tak skoncˇ´ı.
Z toho lze usoudit, zˇe r˚ust stromu prˇestane, kdyzˇ vsˇechny prˇ´ıklady uvazˇovane´ho
uzlu spadaj´ı do te´zˇe trˇ´ıdy.
Prˇi volbeˇ atributu u jednotlivy´ch uzl˚u se vycha´z´ı z toho, zˇe dany´ atribut mus´ı
od sebe rozdeˇlit co nejv´ıce prˇ´ıklad˚u r˚uzny´ch trˇ´ıd. Jestlizˇe budeme deˇlit data na mensˇ´ı
cˇa´sti podle vy´sledk˚u rozdeˇlovac´ıch krite´ri´ı, v idea´ln´ım prˇ´ıpadeˇ bude kazˇda´ cˇa´st
bez chyb (vsˇechny data budou spadat pod danou cˇa´st a budou na´lezˇet do stejne´
trˇ´ıdy). Mezi nejcˇasteˇji pouzˇ´ıvana´ rozdeˇlovac´ı krite´ria patrˇ´ı: entropie, informacˇn´ı zisk,
pomeˇrny´ informacˇn´ı zisk a gini index.
Entropie
Entropie uda´va´ mı´ru neusporˇa´danosti syste´mu nebo mı´ru neurcˇitosti procesu. Cˇasto
se oznacˇuje jako Shannonova entropie a je definova´na:
H(A) =
n∑
i=1
(p(ai) log2 p(ai))
H(ai) = −
n∑
i=1
(p(ci | ai) log2 (p(ci | ai)))
Kde A je atribut, ai jsou hodnoty atributu, ci jsou klasifikacˇn´ı trˇ´ıdy a n je pocˇet
trˇ´ıd, do ktery´ch je klasifikova´no.
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Informacˇn´ı zisk
Informacˇn´ı zisk je mı´ra odvozena´ z entropie a pouzˇ´ıva´ se v algoritmu ID3. Lo-
garitmicka´ fukce o za´kladu 2 je pouzˇita, protozˇe je informace zako´dova´na v bi-
tech. Informacˇn´ı zisk je definova´n jako rozd´ıl mezi pozˇadavky origina´ln´ı informace
a novy´mi pozˇadavky (z´ıskany´mi po rozdeˇlen´ı). Jako rozdeˇlovac´ı atribut je bra´n atri-
but s nejveˇtsˇ´ım informacˇn´ım ziskem.
Zisk(A) = H(C)−H(A)
H(C) = −
n∑
i=1
(p(ci)log2(p(ci)))
Pomeˇrny´ informacˇn´ı zisk
Pomeˇrny´ informacˇn´ı zisk je procento informacˇn´ıho zisku. Pouzˇ´ıva´ se proto, zˇe en-
tropie a informacˇn´ı zisk neberou v u´vahu pocˇet hodnot atributu. Informacˇn´ı zisk
take´ preferuje vy´beˇr atribut˚u, ktere´ maj´ı velke´ cˇ´ıselne´ hodnoty, cozˇ nen´ı zrovna
nejlepsˇ´ı rˇesˇen´ı. Nevy´hodou pomeˇrne´ho informacˇn´ıho zisku je, zˇe se sta´va´ nestabiln´ı
prˇi informacˇn´ım rozdeˇlen´ı bl´ızˇ´ıc´ım se 0. Atribut s nejvysˇsˇ´ım pomeˇrny´m informacˇn´ım
ziskem se vyb´ıra´ jako rozdeˇlovac´ı atribut.
PIZ(A) =
Zisk(A)
V eˇtven´ı(A)
V eˇtven´ı(A) = −
n∑
i=1
(p(ai) log2 (p(ai)))
Gini index
Gini index se pouzˇ´ıva´ u algoritmu CART a vyjadrˇuje cˇ´ıselny´ odklon Lorenzovy
krˇivky od krˇivky dokonale´ho rozdeˇlen´ı. Bere v u´vahu bina´rn´ı rozdeˇlen´ı vsˇech atri-
but˚u. Jestlizˇe existuje v mozˇny´ch hodnot, pak existuje 2v mozˇny´ch podmnozˇin. Atri-
but, ktery´ nejv´ıce redukuje sˇpatna´ data, je vybra´n jako rozdeˇlovac´ı atribut. Tento
atribut prˇedstavuje bud’ rozdeˇluj´ıc´ı podmnozˇinu (pro diskre´tn´ı hodnoty rozdeˇluj´ıc´ıho
atributu) nebo bod rozdeˇlen´ı (pro spojite´ hodnoty rozdeˇlovac´ıho atributu).
Gini = 1−
n∑
i=1
(p(ai)
2)
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2.10.4 Prorˇeza´va´n´ı rozhodovac´ıho stromu
Prˇorˇeza´va´n´ı rozhodovac´ıch stromu˚ ma´ za u´kol prorˇeza´vany´ strom zmensˇit a zjed-
nodusˇit.
Pokud skoncˇ´ı veˇtven´ı t´ım, zˇe vsˇechny prˇ´ıklady odpov´ıdaj´ıc´ı jednotlivy´m listovy´m
uzl˚um patrˇ´ı do te´zˇe trˇ´ıdy (provede se algoritmus TDIDT), mu˚zˇe doj´ıt k prˇ´ıpadu,
zˇe se pozˇadavek na bezchybnou klasifikaci tre´novac´ıch dat prˇeucˇ´ı. Jinak rˇecˇeno,
ve strukturˇe se zohledn´ı i za´vislosti, ktere´ jsou ve skutecˇnosti sˇumem a ktere´ souvisej´ı
se samotny´mi tre´novac´ımi daty a nikoliv s analyzovanou problematikou.
Mimoto se take´ veˇtsˇinou stane, zˇe je strom prˇ´ıliˇs rozveˇtveny´ (= mala´ srozumi-
telnost) a bezchybna´ klasifikace tre´novac´ıch dat nen´ı korektn´ı (korekce u klasifikace
je zp˚usobena veˇtsˇinou sˇumem). Aby se prˇedesˇlo teˇmto negativn´ım vliv˚um, mus´ı
se zajistit, aby v listove´m uzlu byly pokud mozˇno prˇ´ıklady jedne´ trˇ´ıdy. Dı´ky tomu
se vy´sledny´ strom zmensˇ´ı, zjednodusˇ´ı a stane se srozumitelneˇjˇs´ım, ale za cenu, zˇe
se u neˇj zhorsˇ´ı chova´n´ı prˇi klasifikaci tre´novac´ıch dat. Pokud je potrˇeba rozhodovac´ı
strom orˇezat, lze to prove´st teˇmito zp˚usoby:
1. modifikac´ı p˚uvodn´ıho algoritmu – nevytva´rˇ´ı se p˚uvodneˇ mysˇleny´, ale jizˇ
orˇezany´ strom;
2. pozdeˇjˇs´ım prorˇeza´n´ım vznikle´ho u´plne´ho stromu.
V druhe´m prˇ´ıpadeˇ se u jednotlivy´ch nelistovy´ch uzl˚u posuzuje, jake´ dopady bude
mı´t odstraneˇn´ı dane´ho uzlu na u´plny´ strom.
Obecneˇ pro oba prˇ´ıpady plat´ı, zˇe schopnost prorˇezat strom znamena´ poznat,
kdy se da´ nelistovy´ uzel nahradit listem. K te´to operaci se pouzˇ´ıvaj´ı bud’ nova´
data (testuje se jimi jen pozˇadovane´ prorˇeza´n´ı) nebo se provede statisticky´ test
z tre´novac´ıch dat, tzv. cross-validation [13]. Vyja´drˇen´ı algoritmu prorˇeza´n´ı:
1. strom se prˇevede na pravidla;
2. jednotliva´ pravidla se odstran´ı z podmı´nky prˇekladu a kdyzˇ dojde ke zlepsˇen´ı
odhadovane´ spra´vnosti, generalizuje se;
3. prorˇezana´ pravidla se usporˇa´daj´ı podle odhadovane´ spra´vnosti a v te´to po-
sloupnosti se pouzˇij´ı pro klasifikaci.
Vı´ce o te´to problematice lze nale´zt v [9].
2.10.5 Vy´hody a nevy´hody
Vy´hody rozhodovac´ıch stromu˚:
• jsou snadno pochopitelne´;
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• maj´ı schopnost sna´ze vysveˇtlit vy´sledek – snadne´ porozumeˇn´ı jejich vy´stupu
(oproti ostatn´ım algoritmu˚m);
• jsou schopny zpracova´vat jak cˇ´ıslicova´ tak i kategoricka´ data;
• maj´ı schopnost detekovat nelinea´rn´ı za´vislosti;
• dobra´ intuitivnost jejich pouzˇit´ı;
• dobrˇe mapuj´ı sadu pravidel obchodova´n´ı;
• daj´ı se aplikovat na skutecˇne´ proble´my.
Nevy´hody rozhodovac´ıch stromu˚:
• jsou omezene´ na jeden atribut vy´stupu (mus´ı by´t nav´ıc kategoricky´);
• algoritmy rozhodovac´ıch stromu˚ jsou nestabiln´ı;
• stromy vytvorˇene´ z cˇ´ıselny´ch dataset˚u mohou by´t slozˇite´.
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3 NA´VRH ALGORITMU
Algoritmus pro tvorbu rozhodovac´ıho stromu byl implementova´n na platformeˇ
Java(TM) SE Development Kit. Jako vy´vojove´ prostrˇed´ı byl pouzˇit program Ec-
lipse.
3.1 Konstrukce algoritmu
Pro spra´vne´ fungova´n´ı rozhodovac´ıho stromu je trˇeba mimo vytvorˇen´ı spra´vne´ho
algoritmu osˇetrˇit vhodny´ vy´beˇr dat a jejich forma´t pro zpracova´n´ı. Jde o to, zˇe jesˇteˇ
prˇedt´ım, nezˇ dojde k z´ıska´n´ı pozˇadovany´ch informac´ı pro vytvorˇen´ı rozhodovac´ıho
stromu, je d˚ulezˇite´ pochopit a vhodneˇ prˇipravit (forma´tovat) vstupn´ı data. Pokud
se vycha´z´ı z toho, zˇe data prˇed vstupem do dolovac´ıho procesu vzesˇla z urcˇite´ho
dlouhodobe´ho deˇje (sledovane´ situace), veˇtsˇinou stacˇ´ı mı´t spra´vneˇ popsa´ny vstupn´ı
atributy (jednotlive´ vlastnosti deˇje) a spra´vneˇ klasifikova´n a zarˇazen vy´stupn´ı atri-
but.
Pokud se bude vycha´zet z toho, zˇe data budou implementova´na prostrˇednictv´ım
tabulky vstupn´ıch dat (viz. obr. 3.1), kdy budou atributy (sloupce tabulky) od atri-
butu 1 po atribut n−1 prˇedstavovat neza´visle´ promeˇnne´ a atribut n na nich za´vislou
promeˇnnou (za´visla´, tzv. vy´stupn´ı promeˇnna´ mu˚zˇe by´t i v jine´m sloupci, je to ale
na u´kor prˇehlednosti), je trˇeba bra´t ohled hlavneˇ na to, aby atributy obsahovaly
skutecˇnou vlastnost informace a stavy v jejich sloupc´ıch jen neˇktery´ z mozˇny´ch
stav˚u. Prˇi jake´koliv jine´ formeˇ dojde prˇi extrakci pozˇadovany´ch informac´ı z teˇchto
dat k chybeˇ nebo zkreslen´ı.
Prˇ´ıklady vstupn´ıch dat se nacha´zej´ı v tabulka´ch v sekci testova´n´ı algoritmu (viz.
tab. 3.1, tab. 3.2).
Atribut1 Atribut 2 Atribut n
Prvek atributu 1
Prvek atributu 1
Prvek atributu 2
Prvek atributu 2
Prvek atributu 2
Prvek atributu n
Prvek atributu n - 1
Prvek atributu n
Prvek atributu 1
Atribut n - 1
Prvek atributu n - 1
Prvek atributu n - 1
Prvek atributu n
Obra´zek 3.1: Tabulka vstupn´ıch dat
Princip fungova´n´ı algoritmu je zobrazen na obra´zku (viz. obr. 3.2). Nejprve
se mus´ı do rozhodovac´ıho stromu vlozˇit korˇenovy´ uzel, a pote´, kdyzˇ je splneˇna
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podmı´nka, zˇe pra´veˇ testovany´ uzel nen´ı korˇenovy´ a za´rovenˇ nejsou vsˇechny jeho
veˇtve uzavrˇene´, se provedou tyto cˇa´sti:
1. osˇetrˇen´ı hladiny;
2. osˇetrˇen´ı otevrˇeny´ch uzl˚u;
3. vyhodnocen´ı dalˇs´ıho postupu veˇtven´ı.
V opacˇne´m prˇ´ıpadeˇ jsou vsˇechna vstupn´ı data ohodnocena, rozdeˇlena
do patrˇicˇny´ch trˇ´ıd (rozhodovac´ı strom je vytvorˇeny´) a algoritmus se ukoncˇ´ı.
Popis jednotlivy´ch d´ılcˇ´ıch cˇa´st´ı algoritmu rozhodovac´ıho stromu je uveden n´ızˇe.
vloeníkoøenového uzlu
(u & (vzel != koøenový uzel) ìtve uzlu != uzavøené)
p &øeèti druh uzlu stav vìtví uzlu
ANO
NE
ošetøení hladiny
ošetøení otevøených uzlù
vyhodnocení dalšího postupu vìtvení
uzel = koøenový
uzavrene = false
Obra´zek 3.2: Vy´vojovy´ diagram algoritmu pro tvorbu rozhodovac´ıho stromu
3.1.1 Vlastnosti typ˚u uzl˚u
V pr˚ubeˇhu algoritmu se do stromu vkla´daj´ı r˚uzne´ typy uzl˚u, ktere´ maj´ı r˚uzne´ vlast-
nosti plynouc´ı z prova´deˇne´ho vy´pocˇtu. Uzly se rozdeˇluj´ı na trˇi hlavn´ı kategorie:
korˇenovy´ uzel, konecˇne´ uzly a otevrˇene´ uzly. Funkce, ktera´ tyto uzly do rozhodo-
vac´ıho stromu vkla´da´, je pro vsˇechny kategorie uzl˚u stejna´, rozd´ıl je pouze v mnozˇstv´ı
informace, ktera´ je pro danou kategorii nezbytna´.
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Souhrn informac´ı o uzlu:
• veˇtve uzlu - ADT seznam rˇeteˇzc˚u vetve uzlu obsahuj´ıc´ı veˇtve uzlu;
• cesta uzl˚u - ADT seznam rˇeteˇzc˚u cesta uzlu obsahuj´ıc´ı prosˇle´ uzly
od korˇenove´ho uzlu k pocˇ´ıtane´mu uzlu;
• cesta stav˚u - ADT seznam rˇeteˇzc˚u cesta stavu obsahuj´ıc´ı prosˇle´ stavy uzl˚u
od korˇenove´ho uzlu k pocˇ´ıtane´mu uzlu;
• prosˇle´ veˇtve - ADT seznam prosle vetve zahrnuje stavy true a false (stav
true oznacˇuje, zˇe je poduzel prosˇly´ neboli uzavrˇeny´ a stav false, zˇe uzel jesˇteˇ
nebyl procha´zen a zrˇejmeˇ take´ veˇtven), beˇhem prova´deˇn´ı algoritmu docha´z´ı
u kazˇde´ho z uzl˚u k postupne´ zmeˇneˇ stavu z false na true;
• vybrany´ index - celocˇ´ıselny´ indika´tor vybrany index, ktery´ slouzˇ´ı k zazna-
mena´n´ı, ve ktere´ veˇtvi (poprˇ. ve ktere´m poduzlu) se pra´veˇ ohodnocen´ı uzlu
zastavilo.
Pro korˇenovy´ uzel se nastavuje na´zev uzlu, veˇtve uzlu, prosˇle´ veˇtve a vybrany´
index. Informace o cesteˇ uzl˚u a cesteˇ stav˚u mus´ı z˚ustat pra´zdna´, nebot’ korˇenovy´ uzel
nema´ zˇa´dne´ho prˇedch˚udce a v prˇ´ıpadeˇ jejich nastaven´ı by hrozilo sˇpatne´ rozdeˇlen´ı
dat do trˇ´ıd.
Konecˇne´ uzly obsahuj´ı pouze informaci o na´zvu uzlu. Tato informace ale narozd´ıl
od ostatn´ıch dvou kategori´ı prˇedstavuje za´visle promeˇnnou ze vstupn´ıch dat algo-
ritmu neboli jeden ze stav˚u, ktery´ obsahuje vy´sledny´ atribut (sloupec) ze vstupn´ıch
dat.
U otevrˇene´ho uzlu se vyuzˇ´ıva´ vsˇech vy´sˇe uvedeny´ch informac´ı. Jediny´m rozd´ılem
je pouze r˚uzna´ doba jejich vkla´da´n´ı do uzlu zaprˇicˇineˇna´ postupem cele´ho algoritmu.
3.1.2 Typy navigac´ı
Navigace ve vytvorˇene´ stromove´ strukturˇe je realizovana´ dveˇma typy krok˚u:
• next - slouzˇ´ı pro skok z aktua´ln´ıho uzlu na na´sleduj´ıc´ı uzel; pokud je aktua´ln´ı
uzel otevrˇeny´, ska´cˇe se na jeho prvn´ı veˇtev zleva a pokud je konecˇny´ nebo
uzavrˇeny´, skocˇ´ı se na dalˇs´ı veˇtev te´hozˇ rodicˇe jako je aktua´ln´ı uzel;
• top - prˇi prˇ´ıkazu top se provede skok z aktua´ln´ıho uzlu na jeho rodicˇovsky´
uzel.
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3.2 Dı´lcˇ´ı cˇa´sti algoritmu
3.2.1 Vlozˇen´ı korˇenove´ho uzlu stromu
Parametry korˇenove´ho uzlu stromu se generuj´ı z extrahovane´ tabulky extr table
(viz. obr. 3.3) pro jej´ızˇ sestaven´ı se vyuzˇije vsˇech vstupn´ıch dat. U korˇenove´ho uzlu
je nutne´ nastavit indika´tor prosˇly´ch veˇtv´ı prosle vetve, ktery´ poskytuje dvoustavovou
informaci, jestli byla dana´ veˇtev uzlu uzavrˇena´ nebo ne, a to na hodnotu false.
Algoritmus je zobrazen na obra´zku (viz. obr. 3.4).
Atribut
Stavatributu
Poèet stavù výstupního atributu
Souèetvšech
stavù
atributù
m
im
o
stavù
výstupního atributu
1
1
2
n
2
1
2
1
2
m
X
X= èetnost výskytu stavu daného atributu
X X
X X X
X X X
X X X
X X
X
X
XXn m - 1
E
E
E
E
E
E
Entropie daného stavu atributu
E
E
E
E
E
E
Entropie atributu
Obra´zek 3.3: Extrahovana´ tabulka - tabulka pro n atribut˚u (atributy mimo
vy´stupn´ıho atributu) a jejich m stav˚u
3.2.2 Osˇetrˇen´ı hladiny
V cˇa´sti osˇetrˇen´ı hladiny (viz. obr. 3.5) se nejdrˇ´ıve zjiˇst’uje, jestli hodnoty veˇtv´ı uzlu
vetve uzlu a konecˇne´ veˇtve konec vetve generovane´ extrahovanou tabulkou jsou stejne´.
Pokud stejne´ jsou, znamena´ to, zˇe vsˇechny veˇtve uzlu budou ukoncˇene´ a budeme
vkla´dat pouze konecˇne´ uzly. Jesˇteˇ je trˇeba ale zjistit, jestli se algoritmus nacha´z´ı
v korˇenove´m uzlu nebo ne. V prˇ´ıpadeˇ, zˇe v korˇenove´m uzlu bude, provede se vlozˇen´ı
vsˇech konecˇny´ch uzl˚u a nastav´ı se hodnoty jejich index˚u v prosle vetve (v nadrˇazene´m
uzlu) na hodnotu true. Kdyby algoritmus v korˇenove´m uzlu nebyl, provedou se stejne´
operace, ale pote´ je trˇeba jesˇteˇ skocˇit na prˇedcha´zej´ıc´ı uzel a porovnat, jestli ma´ take´
vsˇechny prosle vetve v porˇa´dku.
Kdyzˇ generovane´ hodnoty vetve uzlu a konec vetve nejsou stejne´, znamena´ to,
zˇe vsˇechny veˇtve uzlu nejsou konecˇne´ a je trˇeba vkla´dat uzly jeden po druhe´m. Proto
se u jednotlivy´ch veˇtv´ı urcˇuje jestli jsou jejich uzly konecˇne´ nebo otevrˇene´, vkla´da´
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generujextrahovanou tabulku
vlo koøenový uzel
pøeèti index
index < velikost vetve_uzlu
ANO
NE
pøidej prosle_vetve(false)
inkrementuj index
index = 0
Obra´zek 3.4: Vy´vojovy´ diagram vlozˇen´ı korˇenove´ho uzlu stromu
se prˇ´ıslusˇny´ uzel a prˇ´ıslusˇna´ hodnota na prˇ´ıslusˇny´ index ADT stromu prosle vetve
prˇedch˚udce. Rod´ıl mezi vlozˇen´ım ukoncˇene´ho uzlu a otevrˇene´ho uzlu je v tom,
zˇe uzavrˇeny´ uzel ponese jen sv˚uj na´zev, zat´ımco u otevrˇene´ho uzlu lze vlozˇit pouze
jeho cestu uzlu a cestu stavu, ktere´ mus´ı by´t spra´vneˇ nastaveny. Je to z toho d˚uvodu,
zˇe otevrˇeny´ uzel se mu˚zˇe da´le veˇtvit (generuje se u neˇj nova´ extrahovana´ tabulka,
urcˇuje se na´zev uzlu a vsˇechny ostatn´ı souna´lezˇitosti jako u vkla´da´n´ı korˇenove´ho
uzlu).
Graficka´ podoba hladin u rozhodovac´ıho stromu je zobrazena na obra´zku (viz.
obr. 3.6).
3.2.3 Osˇetrˇen´ı otevrˇeny´ch uzl˚u
Osˇetrˇen´ı otevrˇeny´ch uzl˚u spocˇ´ıva´ v tom, zˇe se nejdrˇ´ıve v cyklu porovna´vaj´ı stavy
ADT seznamu prosle vetve s velikost´ı tohoto seznamu. Porovna´vat se zacˇ´ına´ vzˇdy
od hodnoty uzlu vybrany index (oznacˇuje, na ktere´m indexu ADT seznamu pro-
sle vetve se algoritmus nacha´z´ı, aby nedosˇlo k tomu, zˇe se zacˇne porovna´vat pokazˇde´
od stejne´ hodnoty, ale zacˇne se od prˇedchoz´ı hodnoty a zjist´ı se patrˇicˇny´ prˇ´ır˚ustek).
Vyuzˇ´ıva´ se prˇitom take´ identifika´toru falses, ktery´ ma´ na zacˇa´tku cyklu nastave-
nou hodnotu true a prˇi kazˇde´m kladne´m porovna´n´ı, jestli je index ADT seznamu
roven true, z˚ustane jeho hodnota na true a prˇ´ır˚ustek poc do se inkrementuje. Po-
kud porovnan´ı nen´ı kladne´ (tj. dojde se na prvn´ı otevrˇeny´ uzel), zmeˇn´ı se hod-
nota identifika´toru na false a zˇa´dne´ dalˇs´ı navysˇova´n´ı prˇ´ır˚ustku poc do uzˇ nenastane.
T´ımto zp˚usobem se nalezne hodnota kolikra´t je trˇeba zavolat navigaci na dalˇs´ı uzel,
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velikosttable.vetve_uzlu ==
velikost table.konec_uzlu
ANO
NE
uzel == koøenový
ANO
NE
inkrementuj index
vlo všechny konec_uzly
navigace “top”
index = 0
nastav prosle_vetve(true)
vlo všechny konec_uzly
nastav prosle_vetve(true)
pøeèti index
prosle_vetve(index)
== true
ANO
NE
poc = 0
index = 0
pøeèti index
index < velikost
table.vetve_uzlu
ANO
NE
ind < velikost
table.konec_vetve
poc = 0
ind = 0
pøeèti ind
ANO
NE
inkrementuj index
table.vetve_uzlu(index)
== table.konec_vetve(ind)
NE
vlo konec_uzel
prosle_vetve(index) = true
inkrementuj ind
ANO
inkrementuj poc
poc == velikost
table.konec_vetve
NE
nastav cesta_uzlu
nastav cesta_stavu
vlo uzel
prosle_vetve(index) = false
inkrementuj ind
ANO
Obra´zek 3.5: Vy´vojovy´ diagram osˇetrˇen´ı hladiny
35
RK
K K
K O
O
KK
hladina
hladina
hladina
Obra´zek 3.6: Graficke´ zobrazen´ı hladin u rozhodovac´ıho stromu (R - korˇenovy´ uzel,
K - konecˇny´ uzel, O - otevrˇeny´ uzel)
aby se doc´ılilo prvn´ıho otevrˇene´ho uzlu a nebyl prˇekona´n rozsah navigace na dalˇs´ı
uzel.
Hodnota prˇ´ır˚ustku se nastav´ı jako vybrany index uzlu a provede se prˇeskocˇen´ı
na prvn´ı otevrˇeny´ uzel, cˇ´ımzˇ se stane aktua´ln´ım uzlem pro dalˇs´ı pra´ci algoritmu.
Ta spocˇ´ıva´ ve vygenerova´n´ı extrahovane´ tabulky, ktera´ poskytne pro aktua´ln´ı uzel
jeho na´zev a veˇtve. Pro veˇtve uzlu je pak potrˇeba v cyklu nastavit prosle vetve
na hodnotu false. Vsˇe je zobrazeno na obra´zku (viz. obr. 3.7) Graficke´ zobra-
zen´ı, jaky´m zp˚usobem se procha´z´ı a vytva´rˇ´ı cely´ rozhodovac´ı strom je zobrazeno
na obra´zku (viz. obr. 3.8).
3.2.4 Vyhodnocen´ı postupu veˇtven´ı
Prvn´ım u´kolem te´to cˇa´sti je ”prˇene´st”aktua´ln´ı uzel na co nejvysˇsˇ´ı hladinu.
T´ım je mysˇleno, zˇe pokud jsou vsˇechny prosle vetve uzlu nastaveny na hodnotu true
(uzel je uzavrˇen), skocˇ´ı se pomoc´ı navigace na uzel o hladinu vy´sˇe (tj. na rodicˇovsky´
uzel) a to se deˇje tak dlouho, dokud bud’ nen´ı algoritmus na korˇenove´m uzlu nebo
pokud nen´ı tato podmı´nka vyvra´cena.
Druhy´m u´kolem je nastavit hodnotu identifika´toru uzavrene na hodnotu, ktera´
umozˇn´ı proveden´ı dalˇs´ıho cyklu cele´ho algoritmu (hodnota false), poprˇ´ıpadeˇ algo-
ritmus ukoncˇ´ı (prˇi hodnoteˇ true). Ukoncˇen´ı algoritmu je ale podmı´neˇno nav´ıc t´ım,
zˇe se aktua´ln´ı uzel bude nacha´zet v korˇenove´m uzlu. Realizace nastaven´ı identi-
fika´toru uzavrene spocˇ´ıva´ v tom, zˇe se u uzlu projede ADT seznam prosle vetve
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NE
poc_do= 1
falses = true
index = vybrany_index
pøeèti index
index < velikost
prosle_vetve
NE
ANO
falses = true
ANO
NE
poc_do = 0
vybrany_index = poc_do
poc_do != 0
ANO
NE
skok = 0
pøeèti skok
skok < poc_do
NE
ANO navigace “next”
inkrementuj skok
generuj extrahovanou tabulku
nazev_uzlu = table.nazev_uzlu
vetve_uzlu = table.vetve_uzlu
index = 0
pøeèti index
index < velikost
vetve_uzlu
nastav prosle_vetve(false)
inkrementuj index
ANO
prosle_vetve(index)
==true
falses = false
inkrementuj index inkrementuj poc_do
falses == true
ANO
NE
ANO
NE
Obra´zek 3.7: Vy´vojovy´ diagram osˇetrˇen´ı otevrˇeny´ch uzl˚u
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RK
K K
K O
O
KK
hladina
hladina
hladina
postupalgoritmu
Obra´zek 3.8: Graficke´ zobrazen´ı vytva´rˇen´ı rozhodovac´ıho stromu (R - korˇenovy´ uzel,
K - koncovy´ uzel, O - otevrˇeny´ uzel)
a pokud ma´ jednu hodnotu rovnu false, nastav´ı se identifikator uzavrene na hodnotu
false.
Oba u´koly jsou zachyceny na obra´zku (viz. obr. 3.9).
3.2.5 Generova´n´ı extrahovane´ tabulky
Velikost extrahovane´ tabulky (viz. obr. 3.3) definuj´ı jej´ı sloupce a rˇa´dky. Pocˇet
sloupc˚u je urcˇen dveˇma vstupn´ımi sloupci (atribut, stav atributu), pocˇtem prvk˚u
vy´stupn´ıho atributu a libovolny´m mnozˇstv´ım sloupc˚u pro vy´pocˇet vy´znamnosti
atribut˚u (prˇi pouzˇit´ı entropie bylo vyuzˇito dvou sloupc˚u - entropie dane´ho stavu
atributu, entropie atributu). Pocˇet rˇa´dk˚u extrahovane´ tabulky uda´va´ soucˇet stav˚u
atribut˚u mimo stav˚u vy´stupn´ıho atributu.
Pro vygenerova´n´ı extrahovane´ tabulky je potrˇeba dodrzˇet na´sleduj´ıc´ı postup:
1. prˇevod na´zv˚u atribut˚u na cˇ´ısla;
2. nalezen´ı potrˇebny´ch rˇa´dk˚u;
3. zjiˇsteˇn´ı hodnot prvn´ıch dvou sloupc˚u a pocˇtu hodnot´ıc´ıch stav˚u;
4. vytvorˇen´ı extrahovane´ tabulky;
5. doplneˇn´ı statisticky´ch hodnot;
6. vy´pocˇet entropie stav˚u atribut˚u;
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NE
ind_pv= 0
ind_pv < velikost
prosle_vetve
pocet = 0
ind = 0
pøeèti ind
ind < velikost cesta_stavu
ANO
NE pøeèti ind_pv
ANO
NE
prosle_vetve(ind_pv)
== true
pocet = velikost
prosle_vetve
ANO
NE
inkrementuj pocet
inkrementuj ind_pv
NE
uzavrene = true
index = 0
pøeèti index
navigace “top”
index < velikost
prosle_vetve
NE
ANO prosle_vetve(index)
== false
pocet = 0
inkrementuj ind
inkrementuj ind_pv
inkrementuj index
uzavrene = false
ANO
Obra´zek 3.9: Vy´vojovy´ diagram vyhodnocen´ı postupu veˇtven´ı
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7. vy´pocˇet entropie atribut˚u;
8. stanoven´ı nejvy´znamneˇjˇs´ıho atributu a jeho vyhodnocen´ı.
Podrobneˇjˇs´ı rozebra´n´ı bod˚u tohoto postupu je uvedeno n´ızˇe.
Prˇevod na´zv˚u atribut˚u na cˇ´ısla
Prˇevod na´zv˚u atribut˚u na cˇ´ısla (viz. obr. 3.10) slouzˇ´ı k z´ıska´n´ı ADT seznamu
cisla atributu a ADT seznamu sloupce. Vstupn´ımi parametry pro vy´pocˇet jsou jedno-
rozmeˇrne´ pole atributy, ktere´ obsahuje na´zvy atribut˚u vstupn´ıch dat a ADT seznam
cesta uzlu, ve ktere´m jsou ulozˇeny na´zvy uzl˚u vedouc´ı k pocˇ´ıtane´mu uzlu.
ADT seznam cisla atributu v sobeˇ nese ulozˇena´ jednotliva´ cˇ´ısla pouzˇity´ch
vstupn´ıch atribut˚u (jde o prˇevedene´ na´zvy ze seznamu cesta uzlu do celocˇ´ıselny´ch
hodnot). V algoritmu se porovna´vaj´ı polozˇky seznamu cesta uzlu s polozˇkami se-
znamu atributy a v prˇ´ıpadeˇ jejich shody se ulozˇ´ı cˇ´ıselna´ hodnota do seznamu
cisla atributu.
ADT seznam sloupce obsahuje celocˇ´ıselne´ hodnoty atribut˚u vstupn´ıch dat
(sloupc˚u vstupn´ıch dat) mimo teˇch atribut˚u, ktere´ jsou obsazˇeny v seznamu
cesta uzlu (teˇch uzˇ prˇi vytva´rˇen´ı extrahovane´ tabulky nen´ı potrˇeba - vyply´va´
to z deˇlen´ı dat do patrˇicˇny´ch trˇ´ıd). Nejprve se napln´ı ADT seznam sloupce hodno-
tami ADT seznamu atributy a pote´, kdyzˇ se rovnaj´ı polozˇky ADT seznamu sloupce
polozˇka´m ADT seznamu cisla atributu, se provede v ADT seznamu sloupce jejich
vymaza´n´ı.
Nalezen´ı potrˇebny´ch rˇa´dk˚u
Funkce pro nalezen´ı potrˇebny´ch rˇa´dk˚u ma´ za u´kol nale´zt a zapsat rˇa´dky vstupn´ıch
dat, ktere´ jsou nutne´ pro deˇlen´ı do dane´ trˇ´ıdy podle entropie. Vy´vojovy´ diagram
te´to funkce je zobrazen na obra´zku (viz. obr. 3.11) Vstupem jsou dvourozmeˇrne´ pole
vstupn´ıch dat vstup data, ADT seznam cisla atributu a ADT seznam cesta stavu,
ktery´ obsahuje na´zvy stav˚u (veˇtv´ı) vedouc´ıch k pocˇ´ıtane´mu uzlu. Vy´pocˇet se prova´d´ı
tak, zˇe se u jednotlivy´ch rˇa´dk˚u vstupn´ıch dat procha´z´ı sloupce a porovna´vaj´ı se jejich
hodnoty s hodnotami v seznamu cesta stavu. Pokud se tyto hodnoty rovnaj´ı a rovnaj´ı
se za´rovenˇ ve vsˇech sloupc´ıch soucˇasneˇ, pokla´da´ se rˇa´dek jako vyhovuj´ıc´ı a jeho cˇ´ıslo
je vlozˇeno do ADT seznamu cisla radku, ktery´ prˇedstavuje vy´stup.
Zjiˇsteˇn´ı hodnot prvn´ıch dvou sloupc˚u a pocˇtu hodnot´ıc´ıch stav˚u
Zjiˇsteˇn´ı hodnot prvn´ıch dvou sloupc˚u u extrahovane´ tabulky prob´ıha´ tak,
zˇe se procha´z´ı rˇa´dky u jednotlivy´ch sloupc˚u a porovna´va´j´ı se jejich hodnoty s hod-
notami ADT seznamu zasobnik (slouzˇ´ı pro zjiˇsteˇn´ı, jestli byl dany´ stav atributu
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NENE
uzel_cesty= 0
pøeèti uzel_cesty
uzel_cesty <
velikost cesta_uzlu
atribut <
velikost atributy
atribut = 0
pøeèti atribut
ANO
NE
ANO
sloupce(sloupec) ==
cisla_atributu(cis_atr)
atributy[atribut] ==
cesta_uzlu(uzel_cesty)
vlo cisla_atributu(atribut)
inkrementuj atribut
ANO
atribut = 0
pøeèti atribut
atribut <
velikost atributy
vlo sloupce(atribut)
inkrementuj atribut
sloupec = 0
pøeèti sloupec
sloupec <
velikost sloupce cis_atr = 0
pøeèti cis_atr
cis_atr < velikost
cisla_atributu
inkrementuj sloupec
odstraò sloupce(sloupec)
inkrementuj cis_atr
ANO
NE
NE
ANO
ANO
NE NE
ANO
Obra´zek 3.10: Vy´vojovy´ diagram prˇevodu na´zv˚u atribut˚u na cˇ´ısla
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pøeètiradek
max = velikost cisla_atributu
pocet = 0
radek = 0
inkrementuj radek
radek < poèet øádkù vstup_data
sloupec = 0
pøeèti sloupec
sloupec < velikost cisla_atributu
pocet == max
pocet = 0
vlo cisla_radku(radek)
vstup_data
[cisla_atributu(sloupec)][radek] ==
cesta_stavu(sloupec)
inkrementuj pocet
inkrementuj sloupec
inkrementuj sloupec
NE
ANO
ANO
NE
ANO
NE
NE
ANO
Obra´zek 3.11: Vy´vojovy´ diagram nalezen´ı potrˇebny´ch rˇa´dk˚u
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jizˇ vlozˇen). Pokud jsou jejich hodnoty stejne´, inkrementuje se celocˇ´ıselna´ promeˇnna´
vyskyt. V dalˇs´ım kroku se algoritmus pta´, jestli je promeˇnna´ vyskyt rovna nule.
V prˇ´ıpadeˇ zˇe ano (to znamena´, zˇe dany´ stav atributu (praveˇ vybrane´ho sloupce) jesˇteˇ
nebyl vlozˇen do ADT seznamu zasobnik), je aktua´ln´ı stav atributu prˇida´n do ADT
seznamu zasobnik a index atributu se prˇida´ do ADT seznamu atribut, kde se ukla´daj´ı
atributy pro prvn´ı sloupec extrahovane´ tabulky. V prˇ´ıpadeˇ, zˇe je promeˇnna´ vy-
skyt r˚uzna´ od nuly, vynuluje se a nic se neprˇida´va´. Da´le se pak zaznamena´vaj´ı
pocˇty stav˚u u jednotlivy´ch atribut˚u, a to do celocˇ´ıselne´ho ADT seznamu po-
cty stavu a vsˇechny stavy dane´ho atributu se prˇidaj´ı z ADT seznamu zasobnik
do ADT seznamu stavy atributu. To se prova´d´ı pro kazˇdy´ sloupec vstupn´ıch dat.
V ADT seznamu stavy atributu se nahromad´ı postupneˇ vsˇechny stavy. Na konci
cyklu se pro kazˇdy´ sloupec zap´ıˇse do promeˇnne´ poc hodn stavu pocˇet hodnot´ıc´ıch
stav˚u pro dany´ sloupec (tato promeˇnna´ se vzˇdy pro kazˇdy´ atribut prˇep´ıˇse, a proto
v n´ı z˚ustane jen pocˇet hodnot´ıc´ıch stav˚u pro posledn´ı atribut, ktery´ obsahuje hod-
not´ıc´ı stavy) a vynuluje se ADT seznam zasobnik. Graficky je cely´ pr˚ubeˇh zobrazen
na obra´zku (viz. obr. 3.12).
Definova´n´ı extrahovane´ tabulky
Blok vytvorˇen´ı extrahovane´ tabulky v sobeˇ obsahuje kromeˇ nadefinova´n´ı veli-
kosti extrahovane´ tabulky take´ naplneˇn´ı jejich prvn´ıch dvou sloupc˚u, zaznamena´n´ı
vy´stupn´ıch stav˚u a vymaza´n´ı ADT seznamu˚, ktery´ch jizˇ nebude potrˇeba (ADT
seznam stavy atributu a ADT seznam atribut). Vsˇe je zachyceno na obra´zku
(viz. obr. 3.13).
K naplneˇn´ı prvn´ıch dvou sloupc˚u stacˇ´ı zna´t pocˇet rˇa´dk˚u extrahovane´ tabulky.
Pro kazˇdy´ rˇa´dek se vkla´daj´ı do prvn´ıho sloupce extrahovane´ tabulky hodnoty z ADT
seznamu atribut a do druhe´ho sloupce hodnoty z ADT seznamu stavy atributu.
T´ım jsou osˇetrˇeny prvn´ı dva sloupce. K zaznamena´n´ı vy´stupn´ıch stav˚u je pouzˇito
ADT seznamu vyst stavy, do ktere´ho se vlozˇ´ı patrˇicˇna´ data z ADT seznamu stavy
atributu (vlozˇ´ı se jen ty stavy, ktere´ odpov´ıdaj´ı posledn´ımu sloupci ve vstupn´ıch
datech). Tyto hodnoty se posle´ze pouzˇij´ı v bloku doplneˇn´ı statisticky´ch hodnot.
Doplneˇn´ı statisticky´ch hodnot
Jesˇteˇ nezˇ se zacˇnou do extrahovane´ tabulky doplnˇovat statisticke´ hodnoty, vlozˇ´ı
se do jejich pol´ı nuly. Je to z toho d˚uvodu, zˇe se jednotlive´ dane´ bunˇky extrahovane´
tabulky postupneˇ inkrementuj´ı. Nav´ıc kdyby se neinkrementovaly, z˚ustane v nich
hodnota nula mı´sto pra´zdne´ hodnoty, kterou nen´ı trˇeba pozdeˇji osˇetrˇovat.
Prˇi samotne´m doplnˇova´n´ı statisticky´ch hodnot jde o to, aby se hodnoty
prˇedem urcˇeny´ch sloupc˚u a rˇa´dk˚u porovna´valy s patrˇicˇny´mi stavy atribut˚u
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ANO
poc_hodn_stavu= 0
vyskyt = 0
sloupec = 0
pøeèti sloupec
sloupec <
velikost sloupce
NE
radek = 0
pøeèti radek
radek <velikost
cisla_radku
NE
ANO
pøidej pocty_stavu(velikost zasobnik)
dex = 0
ind = 0
pøeèti ind
ind < velikost
zasobnik
ANO
NEdex = 0
pøeèti dex
dex < velikost
zasobnik
ANO
NE
poc_hodn_stavu = velikost zasobnik
vymaz zasobnik
inkrementuj sloupec
pøidej stavy_atributu(zasobnik(dex))
vyskyt == 0
vyskyt = 0
inkrementuj radek
ANO
NE
pøidej zasobnik(vstup_data
pøidej
[sloupce
(sloupec)][cisla_radku(radek)]
atribut(atributy[sloupce(sloupec)])
zasobnik(ind) == vstup_data
[sloupce(sloupec)][cisla_radku(radek)]
ANO
NE inkrementuj vyskyt
inkrementuj ind
Obra´zek 3.12: Vy´vojovy´ diagram zjiˇsteˇn´ı hodnot prvn´ıch dvou sloupc˚u a pocˇtu hod-
not´ıc´ıch stav˚u
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vytvoøextr_tabulka
radek = 0
pøeèti radek
radek < poèet øádkù
extr_tabulka
ANO
NE
extr_tabulka[0][radek] = atribut(radek)
extr_tabulka[1][radek] = stavy_atributu(radek)
inkrementuj radek
radek = poèet øádkù
extr_tabulka
pøeèti radek
radek < velikost
stavy_atributu
ANO
NE
vyma stavy_atributu
vyma atribut
pøidej vyst_stavy(stavy_atributu(radek))
inkrementuj radek
Obra´zek 3.13: Vy´vojovy´ diagram definova´n´ı extrahovane´ tabulky
v za´vislosti na vy´stupn´ıch stavech a v prˇ´ıpadeˇ jejich shody se v extrahovane´ tabulce
pod spra´vnou bunˇkou inkrementovala jej´ı hodnota. Nejle´pe je tento postup videˇt
na obra´zku vy´vojove´ho diagramu doplneˇn´ı statisticky´ch hodnot (viz. obr. 3.14).
Funguje to tak, zˇe se ve vstupn´ıch datech vstup data a jednorozmeˇrne´m poli
jejich atribut˚u atributy procha´z´ı jednotlive´ sloupce urcˇene´ho rˇa´dku, zaznamena´vaj´ı
se na´zev sloupce (do promeˇnne´ atributs), stav sloupce (do promeˇnne´ stav) a vy´stupn´ı
stav (do promeˇnne´ hodnota). Pote´ se pro urcˇeny´ rˇa´dek extrahovane´ tabulky po-
rovna´va´, jestli je shodny´ jeho na´zev atributu s na´zvem atributu v promeˇnne´ atributs,
a soucˇasneˇ jestli je shodny´ na´zev stavu atributu s na´zvem stavu atributu v promeˇnne´
stav, t´ım se nalezne rˇa´dek v extrahovane´ tabulce s odpov´ıdaj´ıc´ım atributem a stavem
atributu. Pokud tomu tak je, projdou se jednotlive´ indexy ADT seznamu vyst stavy,
porovnaj´ı se z promeˇnnou hodnota a jsou-li stejne´, ulozˇ´ı se cˇ´ıslo sloupce vy´stupn´ıho
stavu do promeˇnne´ cislo. T´ım jsou urcˇeny vsˇechny parametry bunˇky v extrahovane´
tabulce a vybrana´ bunˇka se inkrementuje.
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NE
ANO
sloupec= 2
pøeèti soupec
sloupec < poèet
sloupcù extr_tabulka
NE
cislo = 0
radek = 0
pøeèti radek
pøeèti radek
radek < velikost
cisla_radku
ANO
NE
radek = 0
radek < poèet øádku
extr_tabulka
NE
ANO
inkrementuj sloupec
extr_tabulka[sloupec][radek] = 0
inkrementuj radek
pøeèti soupec
atributs = atributy[sloupce(sloupec)]
stav = vstup_data[sloupce(sloupec)]
[cisla_radku(radek)]
hodnota = vstup_data[velikost sloupce +
(velikost cesta_uzlu - 1)][cisla_radku(radek)]
rad = 0
sloupec = 0
sloupec < velikost
sloupce - 1
ANO
NE
inkrementuj radek
pøeèti rad
ind < velikost
vyst_stavy
rad < poèet øádkù
extr_tabulka
ANO
cislo == ind
inkrementuj sloupec
(extr_tabulka[0][rad] == atributs)
&& extr_tabulka[1][rad] == stav)
NE
ANO
NE
inkrementuj rad
ind = 0
pøeèti ind
ANO hodnota ==
vyst_stavy(ind)
ANO
inkrementuj ind
NE
extr_tabulka[2 + cislo][rad] ++
inkrementuj rad
Obra´zek 3.14: Vy´vojovy´ diagram doplneˇn´ı statisticky´ch hodnot
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Vy´pocˇet entropie stav˚u atribut˚u
Blok doplneˇn´ı entropie stav˚u atribut˚u prˇedstavuje jaky´si mezivy´pocˇet pro urcˇen´ı
entropie atribut˚u a pocˇ´ıta´ se jen ze statisticky´ch hodnot extrahovane´ tabulky. Dvou-
rozmeˇrne´ pole vstupn´ıch dat vstup data a jednorozmeˇrne´ pole jejich na´zv˚u atribut˚u
atributy nejsou zapotrˇeb´ı.
Pro urcˇen´ı hodnot entropie stav˚u atribut˚u se pro kazˇdy´ rˇa´dek extrahovane´ ta-
bulky projdou sloupce obsahuj´ıc´ı statisticke´ hodnoty extrahovane´ tabulky (sloupce
od indexu dva po pocˇet sloupc˚u extrahovane´ tabulky bez dvou posledn´ıch.
Ty prˇedstavuj´ı pra´veˇ entropii stav˚u atribut˚u a entropii atributu). V prvn´ım kroku
se vlozˇ´ı hodnoty sloupc˚u do ADT seznamu hodnoty a v druhe´m kroku se z nich
vypocˇte suma. Trˇet´ı krok pro vsˇechny hodnoty ADT seznamu hodnoty vypocˇ´ıta´
do promeˇnne´ part entropy entropii. Vzorec vy´pocˇtu lze nale´zt v teoreticke´ cˇa´sti
i v obra´zku vy´vojove´ho diagramu vy´pocˇtu entropie stav˚u atribut˚u (viz. obr. 3.15).
V posledn´ı cˇtvrte´ cˇa´sti se hodnota promeˇnne´ part entropy vlozˇ´ı do prˇ´ıslusˇne´ho rˇa´dku
a sloupce extrahovane´ tabulky, promeˇnne´ part entropy a suma se nastav´ı na nulu
a vymazˇe se ADT seznam hodnoty.
Vy´pocˇet entropie atribut˚u
Vy´pocˇet entropie atribut˚u se prova´d´ı pro stejne´ rˇa´dky a sloupce extrahovane´ tabulky
jako vy´pocˇet entropie stav˚u atribut˚u. Pouzˇ´ıva´ se i stejny´ ADT seznam hodnoty, ktery´
obsahuje stejne´ hodnoty dane´ho rˇa´dku a opeˇt se u neˇj provede vy´pocˇet sumy, ktera´
se ulozˇ´ı do promeˇnne´ suma. Rozd´ıl je v tom, zˇe v dalˇs´ım kroku se podle vzorce
(viz. obr. 3.16 nebo teoreticka´ cˇa´st) vypocˇte entropie, ktera´ se da´le prˇida´ do ADT
seznamu entr. Pote´ se vymazˇe ADT seznam hodnoty a promeˇnne´ suma a entropie
se nastav´ı na nulu.
Protozˇe hodnoty z´ıskane´ entropie prˇedstavuj´ı jen d´ılcˇ´ı hodnoty entropie atribut˚u,
ktere´ se pro jednotlive´ atributy mus´ı secˇ´ıst, je trˇeba v dalˇs´ım kroku zajistit, aby
se scˇ´ıtaly vzˇdy jen spra´vne´ d´ılcˇ´ı hodnoty entropie. To se provede pomoc´ı celocˇ´ıselne´
promeˇnne´ atrib, ktera´ prˇedstavuje dany´ atribut a celocˇ´ıselne´ promeˇnne´ indikator,
ktera´ indikuje, kolik polozˇek z ADT seznamu entr uzˇ bylo prˇicˇteno do promeˇnne´ sum.
Cely´ cyklus pracuje tak, zˇe se pro pocˇet polozˇek ADT seznamu entr prˇicˇte urcˇena´
polozˇka do promeˇnne´ sum, zvy´sˇ´ı se promeˇnna´ indikator a pak se porovna´va´, jestli
je promeˇnna´ indikator rovna polozˇce ADT seznamu pocty stavu odpov´ıdaj´ıc´ı zvo-
lene´mu atributu. Pokud ano, prˇida´ se sum do ADT seznamu soucet (ten shromazˇd’uje
entropie dany´ch atribut˚u), promeˇnna´ sum se nastav´ı na nulu, zvy´sˇ´ı se promeˇnna´ atrib
a promeˇnna´ indikator se nastav´ı na nulu.
Kdyzˇ jsou entropie atributu ulozˇeny v ADT seznamu soucet, je jen zapotrˇeb´ı
je spra´vneˇ vlozˇit do patrˇicˇny´ch rˇa´dk˚u. Pro tento krok se pouzˇije celocˇ´ıselne´ promeˇnne´
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NE
sloupec= 2
suma = 0.0
part_entropy = 0.0
radek = 0
pøeèti radek
radek < poèet øádkù
extr_tabulka
ANO
NE
pøeèti sloupec
sloupec < poèet sloupcù
extr_tabulka - 2
NE
pøidej hodnoty(extr_tabulka
[sloupec][radek])
inkrementuj sloupec
index = 0
pøeèti index
index <
velikost hodnoty
ANO
NE
suma += hodnoty(index)
inkrementuj index
ind = 0
pøeèti ind
ind < velikost
hodnoty
part_entropy +=
- (hodnoty(ind) / suma)
* (log(hodnoty(ind) / suma) / log(2))
hodnoty(ind) != 0
inkrementuj indextr_tabulka[
]
[radek] = part_entropy
part_entropy = 0.0
suma = 0.0
vyma hodnoty
inkrementuj radek
poèet
sloupcù extr_tabulka - 2

ANO
NE
ANO
ANO
Obra´zek 3.15: Vy´vojovy´ diagram vy´pocˇtu entropie stav˚u atribut˚u
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skok, ktera´ napov´ı, do kolika rˇa´dk˚u se ma´ dana´ hodnota z ADT seznamu soucet
vlozˇit. Pro kazˇdou polozˇku mimo posledn´ı (jde o polozˇku vy´stupn´ıho stavu) v ADT
seznamu pocty stavu se porovna´, jestli uzˇ bylo dosazˇeno hodnoty v te´to polozˇce a po-
kud ne, provede se vlozˇen´ı aktua´ln´ı polozˇky z ADT seznamu soucet (obsahuje hod-
noty entropi´ı atribut˚u) do cˇ´ısla rˇa´dku, kterou oznacˇuje promeˇnna´ skok, posledn´ıho
sloupce extrahovane´ tabulky. Pak se zvy´sˇ´ı promeˇnna´ skok a prˇejde se na dalˇs´ı atri-
but. Nakonec, kdyzˇ je cela´ extrahovana´ tabulka hotova´, se vymazˇe ADT seznam
pocty stavu.
Stanoven´ı nejvy´znamneˇjˇs´ıho atributu a jeho vyhodnocen´ı
Tato cˇa´st se skla´da´ ze zjiˇsteˇn´ı nejmensˇ´ı hodnoty entropie (jej´ı atribut bude podle
definice entropie bra´n za nejvy´znamneˇjˇs´ı) a urcˇen´ı dat pro tvorbu uzlu. Vy´vojovy´
diagram je zobrazen na obra´zku (viz. obr. 3.17).
Prˇi zjiˇst’ova´n´ı nejmensˇ´ı hodnoty entropie se vyuzˇ´ıva´ promeˇnne´ min entropie,
jej´ızˇ hodnota se nastav´ı na jedna a pote´ se procha´z´ı posledn´ı sloupec extrahovane´
tabulky a hleda´ se entropie, ktera´ je mensˇ´ı nezˇ hodnota v promeˇnne´ min entropie.
Kdyzˇ je mensˇ´ı hodnota nalezena, vlozˇ´ı se do promeˇnne´ min entropie a soucˇasneˇ
se do promeˇnne´ nazev uzlu ulozˇ´ı z prvn´ıho sloupce extrahovane´ tabulky na´zev uzlu.
Ten se take´ ulozˇ´ı do promeˇnne´ atr pro dalˇs´ı vy´pocˇet. T´ımto postupem se vyhledala
nejmensˇ´ı hodnota entropie a atribut, ktery´ j´ı odpov´ıda´.
Pro nalezen´ı veˇtv´ı uzlu stacˇ´ı proj´ıt u prvn´ıho sloupce vsˇechny rˇa´dky extrahovane´
tabulky, a kdyzˇ se rovnaj´ı promeˇnne´ atr, tak se hodnoty z druhe´ho sloupce dane´ho
rˇa´dku prˇidaj´ı do ADT seznamu vetve uzlu. Nav´ıc se pro urcˇen´ı prˇ´ıpadny´ch konecˇny´ch
veˇtv´ı a konecˇny´ch uzl˚u vlozˇ´ı cˇ´ıslo rˇa´dku do celocˇ´ıselne´ho ADT seznamu indexy.
Kdyzˇ je tato cˇa´st hotova´, skocˇ´ı se na cˇa´st, ktera´ zjiˇst’uje, jestli bude mı´t vkla´dany´
uzel neˇjake´ konecˇne´ veˇtve a konecˇne´ uzly. V te´to cˇa´sti se pro kazˇdy´ rˇa´dek (kazˇdou
polozˇku ADT seznamu indexy) procha´z´ı sloupce extrahovane´ tabulky od druhe´ho
po pocˇet sloupc˚u - 2 a oveˇrˇuje se, jestli nen´ı neˇktera´ z hodnot rovna nule. Pokud
ano, inkrementuje se celocˇ´ıselna´ promeˇnna´ poc nul a pokud ne, nastav´ı se celocˇ´ıselna´
promeˇnna´ index kon uzlu na hodnotu aktua´ln´ıho sloupce. Pak se porovna´va´, jestli
je hodnota promeˇnne´ poc nul rovna hodnoteˇ promeˇnne´ poc hodn stavu - 1. Kdyzˇ tomu
tak je, vlozˇ´ı se do ADT seznamu konec vetve hodnota extrahovane´ tabulky z druhe´ho
sloupce a rˇa´dku odpov´ıdaj´ıc´ı hodnoteˇ z promeˇnne´ index. Mimoto se vlozˇ´ı i hodnota
polozˇky index kon uzlu - 2 z ADT seznamu vyst stavy do ADT seznamu konec uzel,
promeˇnna´ poc nul a promeˇnna´ index kon uzlu se nastav´ı na nulu.
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NE
entropie= 0.0
radek = 0
pøeèti radek
radek < poèet øádkù
extr_tabulka
ANO
NE
sloupec = 2
pøeèti sloupec
sloupec < poèet sloupcù
extr_tabulka - 2
ANO
NE
pøidej hodnoty(extr_tabulka
[sloupec][radek]
inkrementuj sloupec
index = 0
pøeèti index
index < velikost
hodnoty
ANO
NE
suma += hodnoty(index)
inkrementuj index
entropie = suma / (velikost cisla_radku)
* extr_tabulka[(po ][radek]èet sloupcù extr_tabulka - 2)
pøidej entr(entropie)
vyma hodnoty
suma = 0.0
entropie = 0.0
inkrementuj radeksum = 0.0indikator = 0
atrib = 0
index = 0
pøeèti index
index <
velikost entr
sum += entr(index)
inkrementuj indikator
indikator ==
pocty_stavu(atrib)
pøidej soucet(sum)
sum = 0.0
inkrementuj atrib
indikator = 0
inkrementuj index
ANO
NE
ANO
vyma pocty_stavu
skok = 0
ind = 0
pøeèti ind
ind < velikost
pocty_stavu - 1
ANO
NE
poc = 0 pøeèti poc
poc <
pocty_stavu(ind)
ANO
NE
inkrementuj ind
extr_tabulka[
extr_tabulka - 1][skok] = soucet(ind)
inkrementuj ind
inkrementuj poc
poèet sloupcù
Obra´zek 3.16: Vy´vojovy´ diagram vy´pocˇtu entropie atribut˚u
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NE
ANO
NE
ANO
pøeètiradek
atr = “”
min_entropie = 1.0
sloupec_entropie = poèet sloupcù extr_tabulka - 1
radek = 0
radek < poèet øádkù
extr_tabulka
ANO
NE
min_entropie(extr_tabulka[sloupec_entropie][radek])
atr = extr_tabulka[0][radek]
nazev_uzlu = extr_tabulka[0][radek]
extr_tabulka[sloupec_entropie]
[radek] < min_entropie
radek = 0
inkrementuj radek
ANO
NE
pøeèti radek
radek < poèet øádkù
extr_tabulka
NE
extr_tabulka[0]
[radek] == atr
ANO p
[1][radek])
øidej indexy(radek)
pøidej vetve_uzlu(extr_tabulka
inkrementuj radek
poc_nul = 0
index_kon_uzlu = 0
index = 0
pøeèti index
index <
velikost indexy
ANO
NE
sloupec = 2
inkrementuj sloupec
pøeèti sloupec
inkrementuj poc_nul
inkrementuj index
extr_tabulka[sloupec]
[indexy(index)] == 0
index_ukon_uzlu = sloupec
p [1][indexy(index)]øidej konec_vetve(extr_tabulka
pøidej konec_uzel(vyst_stavy(index_kon_uzlu - 2))
poc_nul = 0
index_kon_uzlu = 0
sloupec < poèet sloupcù
extr_tabulka - 2
poc_nul ==
poc_hodn_stavu - 1
NE
ANO
ANO
NE
Obra´zek 3.17: Vy´vojovy´ diagram stanoven´ı nejvy´znamneˇjˇs´ıho atributu a jeho vy-
hodnocen´ı
51
3.3 Testova´n´ı algoritmu
Funkcˇnost algoritmu pro vytvorˇen´ı rozhodovac´ıho stromu byla testova´na na testo-
vac´ıch datech stazˇeny´ch z internetovy´ch stra´nek, ktere´ nav´ıc disponovaly grafickou
podobou rozhodovac´ıho stromu z dany´ch dat. Dı´ky tomu jde vy´sledek vy´stupu al-
goritmu lehce porovnat s vy´sledkem na dany´ch internetovy´ch stra´nka´ch.
3.3.1 Test cˇ´ıslo 1
Z internetovy´ch stra´nek [16] pod polozˇkou Chapter 6: Decision trees byla stazˇena
prezentace se surovy´mi daty (viz. tab. 3.1) pro vytvorˇen´ı rozhodovac´ıho stromu
rˇesˇ´ıc´ı oklasifikova´n´ı chova´n´ı pocˇas´ı. Vy´sledna´ graficka´ podoba rozhodovac´ıho stromu
shodna´ s podobou v prezentaci je uvedena na obra´zku (viz. obr. 3.18).
Outlook Temperature Humidity Windy Class
sunny hot high false N
sunny hot high true N
overcast hot high false P
rain mild high false P
rain cool normal false P
rain cool normal true N
overcast cool normal true P
sunny mild high false N
synny cool normal false P
rain mild normal false P
sunny mild normal true P
overcast mild high true P
overcast hot normal false P
rain mild high true N
Tabulka 3.1: Tabulka surovy´ch dat (test cˇ´ıslo 1)
Vytvorˇena´ struktura
Algoritmus z poskytnuty´ch surovy´ch dat vytvorˇil tuto strukturu:
Krok 1: root uzel: Outlook | vetve uzlu: [sunny, overcast, rain]
Krok 2: uzel pro vetveni: | cesta: [Outlook] [sunny]
Krok 3: konecny uzel: P
Krok 4: uzel pro vetveni: | cesta: [Outlook] [rain]
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Krok 5: * Humidity | vetve uzlu: [high, normal] cesta: [Outlook]
[sunny]
Krok 6: konecny uzel: N
Krok 7: konecny uzel: P
Krok 8: * Windy | vetve uzlu: [false, true] cesta: [Outlook]
[rain]
Krok 9: konecny uzel: P
Krok 10: konecny uzel: N
Popis vytvorˇene´ struktury
Krok 1 vytva´rˇ´ı korˇenovy´ uzel Outlook, ktery´ ma´ veˇtve sunny, overcast a rain.
V kroku 2 se vytvorˇ´ı uzel, ke ktere´mu vede cesta prˇes Outlook = sunny. Protozˇe
tento uzel je otevrˇeny´ a bude se da´le veˇtvit, nen´ı jesˇteˇ zna´my´ jeho na´zev. Ve 3. kroku
se vytva´rˇ´ı konecˇny´ uzel (cestu k neˇmu lze odvodit z korˇenove´ho uzlu - cesta
je Outlook = overcast) a ve 4. kroku se opeˇt vytva´rˇ´ı otevrˇeny´ uzel, ktery´ se bude
da´le veˇtvit s cestou Outlook = rain. Kroky 2 azˇ 4 tedy popisuj´ı osˇetrˇen´ı hladiny
(graficky viz. obr. 3.6) u korˇenove´ho uzlu.
Po zaveden´ı korˇenove´ho uzlu a vytvorˇen´ı uzl˚u jeho veˇtv´ı se skocˇ´ı na uzel prvn´ı
veˇtve korˇenove´ho uzlu. Extrahovana´ tabulka urcˇ´ı, zˇe jeho na´zev bude Humidity, bude
mı´t veˇtve high a normal a cesta k neˇmu bude Outlook = sunny. Tuto proceduru
zobrazuje 5. krok. V 6. a 7. kroku se prˇiˇrad´ı veˇtv´ım uzlu Humidity dva konecˇne´ uzly
(pro veˇtev high uzel N a pro veˇtev normal uzel P), t´ım je uzel Humidity u prvn´ı
veˇtve korˇenove´ho uzlu Outlook hotovy´ a nebot’ je druha´ veˇtev korˇenove´ho uzlu
ukoncˇena konecˇny´m uzlem (ten byl vlozˇen v kroku 3) prˇejde se na posledn´ı trˇet´ı
veˇtev korˇenove´ho uzlu.
Krok 8 urcˇil na´zev uzlu trˇet´ı veˇtve korˇenove´ho uzlu. Jde o atribut Windy,
u ktere´ho jsou veˇtve uzlu false a true. Cesta pro identifikaci tohoto uzlu ve stromu
je Outlook = rain. V 9. a 10. kroku se pro uzel Windy vlozˇ´ı dva konecˇne´ uzly
(pro levou veˇtev false to bude uzel P a pro pravou veˇtev true to bude uzel N).
Teˇmito deseti kroky je rozhodovac´ı strom z poskytnuty´ch dat vytvorˇen a algo-
ritmus se ukoncˇ´ı. Kdyzˇ se vytvorˇena´ struktura porovna´ s grafickou podobou roz-
hodovac´ıho stromu nalezenou v prezentaci z internetovy´ch stra´nek (viz. obr. 3.18),
je videˇt, zˇe vygenerovany´ rozhodovac´ı strom je stejny´, rozd´ıl je pouze v prˇehozen´ı
veˇtv´ı u uzlu Windy (ve vygenerovane´m rozhodovac´ım stromu je vlevo veˇtev false
a vpravo veˇtev true). Tento rozd´ıl je zp˚usoben prˇi vytva´rˇen´ı extrahovane´ tabulky,
kdy se z poskytnuty´ch dat (viz. tab. 3.1) u kazˇde´ho atributu ukla´daj´ı stavy jak jdou
po sobeˇ (v dane´m sloupci zhora dol˚u). V tabulce tedy lze videˇt, zˇe u atributu Windy
bude nejdrˇ´ıve stav false a azˇ po neˇm stav true.
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overcast
rainsunny
true falsehigh normal
Humidity Windy
Outlook
N P
P
N P
Obra´zek 3.18: Rozhodovac´ı strom (test cˇ´ıslo 1)
3.3.2 Test cˇ´ıslo 2
Test cˇ´ıslo 2 vyuzˇ´ıva´ dat z internetove´ stra´nky [19]. Data jsou zobrazena v tabulce
(viz. tab. 3.2) a vy´sledna´ graficka´ podoba rozhodovac´ıho stromu shodna´ s podobou
na internetove´ stra´nce je zobrazena na obra´zku (viz. obr. 3.19). Jde o rozhodovac´ı
strom rˇesˇ´ıc´ı, zda si cˇloveˇk v urcˇite´m veˇku, s urcˇity´m vzdeˇla´n´ım a prˇ´ıjmem a v r˚uzne´m
rodinne´m stavu koup´ı dany´ produkt.
won´t
buy
won´t
buy
won´t
buy
will
buy
will
buy
will
buy
Income
Age
Marital
Status
<18
18 - 35 36 - 55
> 55
high low married single
Obra´zek 3.19: Rozhodovac´ı strom (test cˇ´ıslo 2)
Vytvorˇena´ struktura
Algoritmus z poskytnuty´ch surovy´ch dat vytvorˇil tuto strukturu:
Krok 1: root uzel: Age | vetve uzlu: [36-55, 18-35, < 18, > 55]
Krok 2: uzel pro vetveni: | cesta: [Age] [36-55]
Krok 3: konecny uzel: won’t buy
Krok 4: uzel pro vetveni: | cesta: [Age] [< 18]
Krok 5: konecny uzel: will buy
Krok 6: * Marital Status | vetve uzlu: [single, married] cesta:
[Age] [36-55]
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Age Education Income Marital Status Purchase?
36− 55 master’s high single will buy
18− 35 high school low single won’t buy
36− 55 master’s low single will buy
18− 35 bachelor’s high single won’t buy
< 18 high school low single will buy
18− 35 bachelor’s high married won’t buy
36− 55 bachelor’s low married won’t buy
> 55 bachelor’s high single will buy
36− 55 master’s low married won’t buy
> 55 master’s low married will buy
36− 55 master’s high single will buy
> 55 master’s high single will buy
< 18 high school high single won’t buy
36− 55 master’s low single will buy
36− 55 high school low single will buy
< 18 high school low married will buy
18− 35 bachelor’s high married won’t buy
> 55 high school high married will buy
> 55 bachelor’s low single will buy
36− 55 high school high married won’t buy
Tabulka 3.2: Tabulka surovy´ch dat (test cˇ´ıslo 2)
Krok 7: konecny uzel: will buy
Krok 8: konecny uzel: won’t buy
Krok 9: * Income | vetve uzlu: [low, high] cesta: [Age] [< 18]
Krok 10: konecny uzel: will buy
Krok 11: konecny uzel: won’t buy
Popis vytvorˇene´ struktury
Popis testu cˇ´ıslo 2 je obdobny´ jako u testu cˇ´ıslo 1. Ve vy´sˇe uvedeny´ch 11 kroc´ıch
se vygeneruje struktura rozhodovac´ıho stromu, ktera´ je shodna´ s rozhodovac´ım stro-
mem zdroje. Jak je patrne´ ze vstupn´ıch dat (viz. tab. 3.2), ma´ vygenerovany´ roz-
hodovac´ı strom u uzl˚u Age, Marital Status a Income pouze prˇehozene´ porˇad´ı veˇtv´ı,
ktere´ je zp˚usobene´ opeˇt ukla´da´n´ım stav˚u atribut˚u prˇi tvorbeˇ extrahovane´ tabulky.
Nejde tedy o chybu, ale o rozd´ılny´ postup a pohled prˇi vytva´rˇen´ı algoritmu.
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4 SYSTE´M PRO DOLOVA´NI´ INFORMACI´ Z
BA´ZE DAT NA ZA´KLADEˇ GRID TECHNO-
LOGI´I
Grid technologie je veˇtsˇinou hardwarova´ a softwarova´ infrastruktura poskytuj´ıc´ı
standardizovany´ a levny´ prˇ´ıstup k vy´pocˇetn´ım sluzˇba´m. Je definova´na teˇmito body:
• koordinova´n´ı zdroj˚u, ktere´ nepodle´haj´ı centralizovane´ spra´veˇ;
• pouzˇ´ıva´ standardn´ı protokoly a rozhran´ı;
• poskytuje netrivia´ln´ı kvalitu sluzˇeb.
Jednodusˇe lze rˇ´ıci, zˇe vy´hodou grid technologie je poskytnut´ı prostrˇedk˚u
(vy´pocˇetn´ı vy´kon, diskovy´ prostor, prˇenosova´ kapacita s´ıteˇ, specia´ln´ı hardware
apod.) subjekt˚um, ktere´ je zrovna potrˇebuj´ı.
Jednoduchy´ syste´m pro dolova´n´ı informac´ı z ba´ze dat, ktery´ byl zprovozneˇn
na sˇkoln´ım serveru, se skla´da´ z upravene´ho algoritmu pro tvorbu rozhodovac´ıho
stromu a byl vytvorˇen na frameworku pro Javu GridGain [3].
4.1 Instalace
Instalace se rozdeˇluje na cˇa´st pro Javu a cˇa´st pro GridGain.
4.1.1 Instalace Javy
Zprovozneˇn´ı Java aplikace pro dolova´n´ı informac´ı z ba´ze dat vyzˇaduje na ser-
veru a pracovn´ı stanici instalaci Javy. V tomto prˇ´ıpadeˇ sˇlo o Sun Java(TM) De-
velopment Kit (JDK) 6 (bal´ıcˇek sun-java6-jdk). Instalace byla spusˇteˇna prˇ´ıkazem
sudo apt-get install sun-java6-jdk. Implicitneˇ se tato verze Javy nainstaluje
do /usr/lib/jvm/java-6-sun-1.6.0.07.
Mozˇny´ proble´m prˇi instalaci
Neˇktere´ verze bal´ıcˇk˚u pro instalaci vyzˇaduj´ı beˇhem instalace jeden z dodatecˇny´ch
bal´ıcˇk˚u jdk-6-doc.zip nebo jdk-6-doc-ja.zip. Mus´ı mı´t vlastn´ıka root.root a mus´ı
se umı´stit do /tmp. Pote´ by s instalac´ı Javy nemeˇl by´t proble´m. Bal´ıcˇek jdk-6-
doc.zip je prˇilozˇen u elektronicke´ verze pra´ce.
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4.1.2 Instalace GridGain
Z domovske´ stra´nky projektu GridGain byla stazˇena nejnoveˇjˇs´ı verze produktu
(gridgain-unix-2.1.1.sh) a umı´steˇna na server a pracovn´ı stanici. Pote´ byla insta-
lace na serveru spusˇteˇna prˇ´ıkazem sudo ./gridgain-unix-2.1.1.sh -c. V prˇ´ıpadeˇ
stanice lze GridGain nainstalovat i v graficke´m mo´du bez pouzˇit´ı parametru -c. Im-
plicitneˇ se GridGain nainstaluje do /usr/local/gridgain 2.1.1.
4.2 Spusˇteˇn´ı syste´mu
Prˇed spusˇteˇn´ım GridGain je nutne´ nastavit domovske´ cesty jak GridGain, tak i Javy.
GridGain domovska´ cesta se nastav´ı na /usr/local/gridgain 2.1.1 a domovska´
cesta Javy na /usr/lib/jvm/java-6-sun-1.6.0.07. Pouzˇije se prˇitom prˇ´ıkazu export
JAVA HOME=/usr/lib/jvm/java-1.5.0-sun-1.5.0.16. Pro GridGain pak export
GRIDGAIN HOME=/usr/local/gridgain 2.1.1.
Idea´ln´ı je tyto dva prˇ´ıkazy umı´stit do skupiny prˇ´ıkaz˚u, ktere´ se spousˇteˇj´ı
prˇi prˇihla´sˇen´ı dane´ho uzˇivatele. Prˇedejde se t´ım opeˇtovne´mu definova´n´ı obou do-
movsky´ch cest.
4.2.1 Spusˇteˇn´ı node
Jednotlive´ node se na serveru poprˇ´ıpadeˇ stanici spousˇteˇj´ı v adresa´rˇi
/usr/local/gridgain-2.1.1/bin prˇ´ıkazem ./gridgain.sh.
4.2.2 Spusˇteˇn´ı aplikace pro dolova´n´ı informac´ı z ba´ze dat
Aplikace pro dolova´n´ı informac´ı z ba´ze dat jsou na serveru umı´steˇny v adresa´rˇi
/home/condor/save/GridGain/data mining algorithms. Jsou zde umı´steˇny dveˇ verze
te´zˇe aplikace, a to v podslozˇka´ch 01 a 02. Obeˇ maj´ı shodny´ na´zev dt.jar a byly
vytvorˇeny z drˇ´ıve uvedene´ho algoritmu pro tvorbu rozhodovac´ıho stromu s pouzˇit´ım
na´vodu k u´praveˇ aplikace pracuj´ıc´ı na framework GridGain. Na´vod je mozˇne´ nale´zt
na [3].
Spusˇteˇn´ı aplikace se provede prˇ´ıkazem java -jar dt.jar. Po zada´n´ı to-
hoto prˇ´ıkazu se spust´ı aplikace dolova´n´ı informac´ı z ba´ze dat. Data, ktera´
se prostrˇednictv´ım GridGain zpracova´vaj´ı v aplikaci, pocha´z´ı z algoritmu pro tvorbu
rozhodovac´ıho stromu - opeˇt byla pouzˇita data pro vytvorˇen´ı rozhodovac´ıho stromu,
zda si cˇloveˇk v urcˇite´m veˇku, s urcˇity´m vzdeˇla´n´ım a prˇ´ıjmem a v r˚uzne´m rodinne´m
stavu koup´ı dany´ produkt.
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4.2.3 Rˇesˇene´ proble´my
GridGain beˇzˇ´ı implicitneˇ pomoc´ı multicastu. Jeho spusˇteˇn´ı na sˇkoln´ım ser-
veru ale doprova´zel proble´m neidentifikovatelny´ch multicast adres. Multicast ad-
resy by se prˇiˇradily pomoc´ı prˇ´ıkazu sudo route add -net IPadresa netmask
maskasite dev eth1.
Dalˇs´ı krok vedl k na´vsˇteˇveˇ spra´vce s´ıteˇ na U´stavu telekomunikac´ı
FEKT VUT v Brneˇ a zjiˇsteˇn´ı patrˇicˇny´ch multicast adres. Po poradeˇ se spra´vcem s´ıteˇ
vysˇlo najevo, zˇe zprovozneˇn´ı multicastu je vzhledem k vysˇsˇ´ı politice jeho prˇideˇlen´ı
v ra´mci VUT v Brneˇ cˇasoveˇ na´rocˇneˇjˇs´ı a mus´ı proj´ıt schvalovac´ım procesem. Proto
bylo nutne´ naj´ıt na´hradn´ı rˇesˇen´ı.
Na´hradn´ı rˇesˇen´ı prˇedstavovalo zprovozneˇn´ı GridGain pomoc´ı JGroups TCP,
kdy se multicast nahrad´ı TCP spojen´ım mezi dany´mi uzly.
Dalˇs´ım d˚ulezˇity´m bodem pro spusˇteˇn´ı GridGain bylo vypnut´ı IPv6 a nastaven´ı
pouzˇity´ch IP adres do souboru /etc/hosts.
Po vsˇech teˇchto kroc´ıch jizˇ sˇel GridGain na serveru spustit a byla na neˇm zpro-
vozneˇna aplikace pro dolova´n´ı informac´ı z ba´ze dat (viz. vy´sˇe). Vytvorˇeny´ rozhodo-
vac´ı strom odpov´ıdal vytvorˇene´mu rozhodovac´ımu stromu ze sekce testova´n´ı algo-
ritmu. Jedine´ co nesˇlo, bylo vza´jemne´ prova´za´n´ı serveru a pracovn´ı stanice a jejich
soucˇasny´ pod´ıl na vy´pocˇtu, vy´pocˇet prova´deˇl pouze server.
Konfigurace JGroups TCP a pomocna´ nastaven´ı
JGroups TCP jsou soucˇa´st´ı GridGain a jeho konfiguracˇn´ı soubory se nacha´zej´ı
v /usr/local/gridgain-2.1.1/config/jgroups v podadresa´rˇ´ıch multicast (pro konfigu-
raci multicastu) a tcp (pro konfiguraci TCP). Prˇi zprovoznˇova´n´ı JGroups TCP byl
d˚ulezˇity´ podadresa´rˇ tcp s konfiguracˇn´ım souborem spring-jgroups.xml.
V souboru spring-jgroups.xml je d˚ulezˇite´ nastavit cestu k hlavn´ımu konfi-
guracˇn´ımu souboru JGroups TCP s na´zvem jgroups.xml. Umı´steˇn´ı jgroups.xml
bylo zvoleno do /home/condor/config a byl nastaven jak podle na´vodu na [3],
tak i z dalˇs´ıch r˚uznorody´ch zdroj˚u nalezeny´ch na internetu.
Vypnut´ı IPv6
Verze Ubuntu serveru na sˇkoln´ım serveru nema´ narozd´ıl od noveˇjˇs´ıch verz´ı Ubuntu
serveru integrovany´ protokol IPv6 prˇ´ımo v ja´drˇe. Proto je jeho vypnut´ı o dost
jednodusˇsˇ´ı. Spocˇ´ıva´ v konfiguraci souboru /etc/modprobe.d/aliases, kde je nutne´
nastavit polozˇku alias net-pf-10 off. Dalˇs´ı polozˇkou, ktera´ mus´ı by´t zmeˇneˇna
je alias ipv6 off. T´ım se zaka´zˇe IPv6 v ja´drˇe a je trˇeba prove´st update mo-
dul˚u prˇ´ıkazem update-modules. V prˇ´ıpadeˇ, zˇe tento prˇ´ıkaz vyhod´ı chybovou hla´sˇku,
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lze pouzˇ´ıt prˇ´ıkazu sudo dpkg --configure -a. Pote´ jizˇ jen stacˇ´ı syste´m restartovat
(rebootovat).
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ZA´VEˇR
C´ılem te´to pra´ce bylo sezna´mit se s technikami pro klasifikaci a predikci dat a jejich
mozˇnostmi. Pra´ce se snazˇ´ı poskytnout uceleny´ pohled na tyto techniky se zameˇrˇen´ım
na nejcˇasteˇji pouzˇ´ıvane´ metody.
Prvn´ı cˇa´st pra´ce prˇina´sˇ´ı obecny´ popis klasifikace a predikce, prˇiblizˇuje klasifikacˇn´ı
proces a prˇ´ıpravu dat pro jeho vstup. Mezi vybrane´ metody klasifikace byly zahrnuty
asociacˇn´ı pravidla, Bayesovske´ klasifikace, geneticke´ algoritmy, metoda nejblizˇsˇ´ıho
souseda, neuronove´ s´ıteˇ a rozhodovac´ı stromy, ktere´ byly do nejmensˇ´ıho detailu
popsa´ny. Da´le byly v pra´ci popsa´ny metody predikce, kde patrˇ´ı linea´rn´ı a nelinea´rn´ı
regrese.
V druhe´ cˇa´sti byl podrobneˇ vysveˇtlen algoritmus pro tvorbu rozhodovac´ıho
stromu. Jednotlive´ d´ılcˇ´ı cˇa´sti algoritmu jsou co nejv´ıce rozebra´ny a jsou k nim
prˇipojeny dane´ vy´vojove´ diagramy. Ke konci druhe´ cˇa´sti je u algoritmu pro tvorbu
rozhodovac´ıho stromu provedeno testova´n´ı. Funkcˇnost byla testova´na na vzorku dat,
ktere´ meˇly nav´ıc v prˇ´ıloze uvedenou grafickou podobu rozhodovac´ıho stromu, t´ım
bylo zarucˇeno snadne´ porovna´n´ı. V obou dvou testech byly vygenerovane´ struktury
rozhodovac´ıch stromu˚ totozˇne´ s graficky´mi podobami rozhodovac´ıch stromu˚ z inter-
netovy´ch stra´nek a lze rˇ´ıci, zˇe algoritmus pro tvorbu rozhodovac´ıho stromu pracuje
spra´vneˇ.
Trˇet´ı cˇa´st pra´ce popisuje vytvorˇen´ı a zprovozneˇn´ı vy´pocˇetn´ıho gridu, ktery´ lze
da´le rozsˇiˇrovat a lze s jeho pomoc´ı realizovat i vysoce na´rocˇne´ vy´pocˇty v kra´tke´m
cˇase. Je zde uvedena jak instalace grid technologie GridGain, tak i jej´ı spusˇteˇn´ı
a rˇesˇen´ı vznikly´ch proble´mu˚. U rˇesˇen´ı vznikly´ch proble´mu˚ je uveden kra´tky obecny´
postup k nalezen´ı rˇesˇen´ı. Samotna´ aplikace, ktera´ byla na frameworku GridGain
zprovozneˇna, vycha´z´ı z upravene´ho algoritmu popsane´ho v druhe´ cˇa´sti pra´ce. Vyge-
nerovana´ struktura po spusˇteˇn´ı GridGain odpov´ıda´ strukturˇe z poskytnuty´ch dat.
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