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Abstract 
Mental models can explain how end users perceive their interactions with information systems, and inform 
cybersecurity awareness training. In this study, we used text analytic techniques to extract mental models 
representing cybersecurity concepts in learners at different levels of expertise. We applied these analytic 
techniques to text data collected from open-ended questions designed to capture learners’ understanding 
of cybersecurity concepts. We analyzed similarities and differences between learner groups using frequency, 
entropy and cosine similarity measures applied to n-gram features of their written responses. Our analysis 
showed that there is a difference in mental models between learners with informal exposure to cybersecurity 
topics and those with formal exposure. Furthermore, as a proof to demonstrate the predictive power of 
mental models, we correlated end users mental models with their perceived security.  Finally, this study 
validated text analytics as a tool for capturing the mental models of end users without influencing the 
models. 
Keywords 
Mental models, perceived security, content analysis, declarative and procedural knowledge. 
Introduction 
Cyber-attacks on information systems highlight the importance of cybersecurity awareness within 
organizations. As part of their strategy to address the threat of cybersecurity incidents, organizations deploy 
cybersecurity awareness training and campaigns. However, it is difficult for companies to determine what 
knowledge end users acquire as a result of these campaigns and training, and whether such knowledge has 
an impact on their attitude and behavior towards information security. In this context, it is important to 
learn what end users know about cybersecurity both before and after training, in particular, whether such 
knowledge impacts their mental models and perceived security.  
Mental models are internal representations of external reality (Craik 1967), and as such denote how 
individuals perceive the world. When individuals understand a description of the world, they can construct 
a similar, although less rich, mental representation of it based on that description and on their knowledge 
(Johnson-Laird 1983). Mental models underlie the way people understand a specific concept or knowledge 
domain (Gentner and Stevens 1983). For example, a mental model of cyber hygiene underlies end users’ 
ideas about how information security should be maintained, such as by having strong passwords.  
Mental models are of interest in cybersecurity because they may influence how individuals behave (Furman 
et al. 2017). While researchers do not yet have a way to predict how individuals will deploy a mental model 
in a particular situation or in solving a particular problem, studying such models can contribute to our 
understanding of individuals’ knowledge about cybersecurity and consequently predict some behavior. A 
key predictor of human security behavior is the level and structure of an individual's knowledge of 
cybersecurity (Blythe and Camp 2012). 
Studying mental models is challenging because of the likelihood of interfering with the models in the 
process of measuring them. The process of eliciting and analyzing mental models should be designed to 
reduce the impact of the researcher on the model as much as possible so that the model is not altered 
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(Volkamer and Renaud 2013). In this context, applying text analytics provides a suitable approach to 
generating mental models in that it limits the researcher’s impact on the model and on the process.   
Written text captures the author’s mental model at the time it was written. There is a series of techniques 
used in text analytics including content analysis, cognitive mapping, procedural mapping, protocol task 
analysis, and protocol analysis (Carley 1997). This study analyzes end users’ lexicons as a form of content 
analysis. In the standard content analysis approach, the researcher assumes that the end users’ mental 
models can be adequately represented by keeping track of the presence, absence, or frequency of certain 
words (representing concepts) in the text. We ran an empirical lexical study using cybersecurity novice 
learners to examine their mental models represented through simple concepts (single words or unigrams) 
and pairings of concepts (two words that are adjacent, or bigrams). A cybersecurity novice is an individual 
with limited or no experience in the field of cybersecurity. 
To distinguish between different levels of novice learners, we initially identified their domain knowledge 
based on their academic course experience. Domain knowledge typically reflects the learners’ current 
knowledge state. In this study, we had learners with either informal or formal (i.e. classroom) exposure to 
cybersecurity topics. We applied text analytic techniques to their written responses to measure 
cybersecurity knowledge, confirm the impact of knowledge on mental models, and validate text analytics as 
a way of capturing domain knowledge.  
The purpose of this study is to investigate the use of text analytics as a tool for capturing the cybersecurity 
mental models of learners, as representative of end users, without influencing the models. We are interested 
in how text analytics can be used to compare the knowledge level of end users in cybersecurity topics by 
extracting the mental model of the learners. In addition, we are interested in using text analytics to examine 
whether there is a correlation between the learners’ knowledge and their perceived security.  Our work will 
contribute to both the cybersecurity and knowledge representation fields by providing a new method for 
understanding end users’ mental models in cybersecurity, and by making connections between the above-
named two fields. The next sections will discuss previous works, methodology, experiment design and data 
collection, results, implications, and conclusions. 
Literature Review  
Mental models have been studied and applied to various domains including decision-making (Yen et al. 
2006), organizational behavior (Levesque et al. 2001), intelligent tutoring systems (Lintean et al. 2008), 
technology training (Coulson et al. 2003), and education (Ramalingam et al. 2004). Cybersecurity specific 
applications include but are not limited to human centered-security (Bravo-Lillo et al. 2011; Volkamer and 
Renaud, 2013) as well as cybersecurity training (Furman et al. 2017). Mental models have been explored in 
an effort to predict user behavior and improve security-related communication, to design better systems 
and interfaces, and to improve education and training.  
Various factors affecting end user behavior in cybersecurity, including culture, personality and 
demographics, have been studied (Halevi et al. 2017; Kajzer et al. 2014; Chen and Farkas 2009). One such 
factor is end user knowledge. Asgharpour et al. (2007) were the first to investigate mental models in the 
security space when they examined the knowledge factor by comparing security experts and non-experts 
on risk communication. They took a quantitative approach, using the closed card sort technique, to evaluate 
five mental models identified in the security literature: physical security, medical infections, criminal 
behavior, warfare, and economic failure. In this study they showed that there is a strong correlation between 
mental models of security risk and level of security expertise. Their experimental results show that experts 
and non-experts have different mental models when it comes to security risk, and that the gap between the 
mental models of experts and non-experts could lead to ineffective risk communication to end users.  
Mental models were summarized as “complicated multi-faceted mental entities” that are “dynamic” and 
“based on individual experiences,” and therefore different among distinct groups, in particular among 
novices and experts (Volkamer and Renaud 2013).  These mental model characteristics make them difficult 
to capture and analyze in a dynamic fashion. In the area of cybersecurity, Volkamer and Renaud (2013) 
provided a comprehensive discussion of mental models and their application to human-centered security. 
The literature describes various methods to elicit mental models including cognitive interviewing, verbal 
protocol analysis, observation of task, visual card sorting, casual mapping, pairwise rating, ordered tree, 
and content analysis. All these methods have advantages and disadvantages; however, regardless of the 
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method used, the main goal is to minimize the impact of the researcher on the mental models in the process 
of eliciting and representing them (Langan-Fox et al. 2004; Langan-Fox et al. 2007). Content analysis, 
including text analytics, especially when automated, has the potential to reach this goal.   
Content analysis is defined as a systematic method for analyzing written statements that involves the use of 
“coding rules” to analyze the text and identify important words and concepts and the relationships among 
these concepts (Langan-Fox et al. 2004). Carley (1997) introduced the idea of extracting information from 
a body of text automatically, and of modeling that information into cognitive maps for individuals and 
teams. The idea was first applied to cybersecurity by Diesner et al. (2005), who proposed a method for 
extracting, analyzing and comparing mental models of end users’ perceived data privacy and security based 
on text elicited through interviews and transcribed. Blythe and Camp (2012) also explored the automation 
of mental models using software agents. Camp (2009) then investigated mental models of privacy and 
security and their relationship to risk communication. Camp asserts that the use of mental models could 
improve risk communication in computer security and lead to more effective communication within 
organizations. 
Methodology 
Extract Mental Models from Raw Text 
As in Carley (1997), we represent mental models as a collection of adjacent concepts present in the written 
text. We represent a concept by means of a word or word pairing. Previous works in textual analysis (Carley, 
1997) have applied concepts, relationships (e.g. proximity) and statements to represent text as maps. 
Computational linguistics methods apply n-grams, a sequence of n-items in a given text, to generate text 
representations, using “unigram” for one item and “bigram” for a pair (Weiss, S. M., Indurkhya, N., Zhang, 
T., & Damerau 2010). In this study we will refer to single words as “unigrams” and to pairs of adjacent 
words as “bigrams.” We represent mental models as a collection of bigrams present in the written text.  
We start by processing raw text using the Natural Language Toolkit with Python (Bird et al. 2009). We 
remove punctuation and stop words, convert all letters to lowercase, and then stem and lemmatize the 
remaining words. Stop words are frequent words such as “at”, “the”, “and”, which have little to no impact 
on this analysis. Stemming and lemmatization are standard text normalization techniques meant to reduce 
inflectional or derivational forms of a word to a common base form (Weiss et al. 2010). We take the 
processed text and extract concepts as represented by single words or unigrams. We then extract pairs of 
concepts that are connected (adjacent) to each other, or bigrams. Table 1 shows an example of how mental 
models emerge from raw text as a result of text processing.   
1. Raw Text:   Cybersecurity is the protection of data and information on computer systems.  
2. Processed Text:  cybersecur protect data inform comput system  
3. Mental Model:  cybersecur-protect protect-data data-inform inform-comput comput-system  
Table 1. From Raw Text to a Mental Model as a Representation of Bigrams 
Individual Mental Model  
We represent the mental model of a learner s as a matrix Ak*k,s where k represents the unique words used 
by all learners. The intersection of a row and a column represents the frequency of adjacent terms (bigrams) 
in an individual’s response; n and m represent the index for unique words in the two-dimensional matrix. 
 
𝐴𝑘∗ 𝑘,𝑠 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑐𝑒𝑙𝑙 𝑎𝑛,𝑚 ∈ 𝐴 𝑎𝑛𝑑 𝑛,𝑚 = {1, 2, 3, … 𝑘} 
𝑎𝑛,𝑚 =
{
 
 
 
 1 𝑖𝑓 𝑡ℎ𝑒 𝑛
𝑡ℎ 𝑡𝑜𝑘𝑒𝑛 
𝑖𝑠 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡 𝑡𝑜 𝑡ℎ𝑒 𝑚𝑡ℎ  𝑡𝑜𝑘𝑒𝑛
0 𝑖𝑓 𝑡ℎ𝑒 𝑛𝑡ℎ 𝑡𝑜𝑘𝑒𝑛 
𝑖𝑠 𝑛𝑜𝑡 𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡 𝑡𝑜 𝑡ℎ𝑒 𝑚𝑡ℎ 𝑡𝑜𝑘𝑒𝑛   
 
         
(1) 
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Group Mental Model  
We combine individual mental models to generate a group mental model for the cybersecurity novice 
learner. Let 𝑇𝑘∗𝑘  be a matrix of unique tokens. For all x and y in T where k represents unique words, s 
represents an individual learner. Rows and columns correspond to all the unique words or unigrams used 
by all learners, and the intersection of a row and a column represents the frequency of adjacent terms across 
all responses, and t represents the level of consensus for the group mental model. 
 
∀𝑇𝑥,𝑦 ∈ 𝑇 𝑎𝑛𝑑 𝑥, 𝑦 = {1.2.3, … 𝑘} 
𝑇𝑥,𝑦 =
{
 
 
 
 1 𝑖𝑓 ∑𝐴𝑥,𝑦,𝑠
𝑛
𝑠=1
≥ 𝑡  
0 𝑖𝑓 ∑𝐴𝑥,𝑦,𝑠
𝑛
𝑠=1
< 𝑡   
 
(2) 
Perceived Security 
Perceived security is a construct that captures an individual’s belief regarding the security of product, 
service or situation. Similarly to Salisbury et al. (2001), we measure an individual’s perception of security 
as it relates to transactions in an online store.  We use the following working definition for the perceived 
security of online transactions: the extent to which one believes that transactions in an online store are 
secure (e.g. keeping the transaction data secure). Chellappa & Pavlou (2002) define perceived information 
security as the “subjective probability with which consumers believe that their personal information will 
not be viewed, stored, or manipulated during transit or storage by inappropriate parties, in a manner 
consistent with their confident expectations.” In this study, we examine whether an individual’s perceived 
security is a reflection of their knowledge of cybersecurity.  
Similarity and Entropy Measures 
We apply cosine similarity to measure the similarity between two groups of learners who have different 
levels of exposure to cybersecurity. We generate vector A, representing the group mental model of the 
learners with informal exposure, and vector B, representing the group mental model of learners with formal 
exposure. The cosine similarity measure computes the cosine of the angle between vectors a and b  (Han et 
al. 2012). 
We apply Shannon entropy to estimate the average number of bits needed to encode the mental model as a 
string of symbols based on the size of the dictionary and the frequency of the words. We calculate the 
entropy of the learner (s)’ mental model, based on bigrams, in accordance with Shannon (1948).  
Use of Text Analytics to Compare Mental Models of Different Learner Groups 
We believe that learners with formal exposure to cybersecurity topics may have a more elaborate context 
for the terminology related to the questions being asked, in this case, on cybersecurity concepts. Therefore, 
we formulate the following hypothesis (H1), which we then break down into two sub-hypotheses based on 
the textual analytics measure applied for comparison: lexical frequency and lexical entropy.  
H1 Measuring bigrams will show that learners with informal exposure to cybersecurity have statistically 
significantly different mental models from those with formal exposure to the topic. 
H1.1 Learners with informal exposure to cybersecurity have statistically significantly different 
frequencies of lexical bigrams from those with formal exposure to the topic. 
H1.2 The mental model of learners with informal exposure to cybersecurity has statistically 
significantly different entropy from those with formal exposure to the topic. 
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Use of Text Analytics to Determine Impact of Mental Models on Perceived Security 
Trust and risk perception have been identified as factors influencing end users’ behavior on the web, 
including transacting with online stores. Such understanding could contribute to developing models of 
individual web security behavior based on human factors as investigated by Chen and Bansal (2010), and 
expanded to include mental models. Research shows that individual computer security risk perception, 
cultural environment and security skills have an impact on decision-making (Chen and Farkas 2009). 
Further, “knowledge and skills” are one of the three components of the “information security competence” 
model (Lin and Kunnathur, 2018). In our study, we are interested in investigating whether text analytics 
can be used to determine the existence of a correlation between knowledge, as represented by mental 
models, and the perceived security of end users. Therefore, we formulate the following hypothesis (H2), 
which we then break down into two sub-hypotheses based on the two textual analytics measures applied to 
determine impact: lexical frequency and lexical entropy.  
H2 Knowledge has an inverse correlation with perceived security. The more knowledge of cybersecurity a 
learner can articulate the lower their perceived security. 
H2.1 Knowledge, as evidenced by lexical-based mental models (frequency), has an inverse 
relationship with perceived security. 
H2.2 Knowledge, as evidenced by lexical-based mental models (entropy), has an inverse 
relationship with perceived security. 
Experiment Design and Data Collection 
Survey Design 
For our empirical study of mental models, an electronic survey was designed to collect data. The survey was 
administered from September 2017 to December 2018. The survey included seven items: four were 
cybersecurity-related questions and three were demographic questions. Three of the four cybersecurity 
questions were open-ended (Q1, Q2 and Q3), and one was a Likert scale item soliciting the learner to rate 
their belief in three statements (S1, S2 and S3) related to the security of transactions in an online store.  
Similarly to Carley (1997), we used two knowledge models in the design of the open-ended questions: 
declarative and procedural knowledge. Ryle (1945) describes these knowledge models as “knowing that” 
and “knowing how.” Survey questions Q1 and Q2 capture declarative knowledge. Survey question Q3 
captures procedural knowledge. We generate a perceived security score based on three five-point Likert 
scale statements. An individual-based score is obtained by averaging the individual selections for the three 
statements. The statements (S1-S3) have been designed as an extension to Q3, and aim to explore whether 
the individual leaners’ knowledge correlates to their perceived security. 
Participants and Participant Groups 
Respondents were 136 undergraduate students enrolled at a private university in the Northeast.  
For this exploratory study, we identify two distinct groups within the respondents in order to study the 
effect on mental models of formal exposure to cybersecurity topics. Learners in the first group were either 
new or had no experience in the discipline or topic, while learners in the second group had some experience 
in the discipline or topic. The demographic information for these two groups is discussed below.  
The first group (group A, N=66) consists of students enrolled in an undergraduate “Introduction to 
Computing” course.  This course is a university core requirement for non-computing majors, covering 
primarily analytics and web development. Students from this course may or may not have been exposed to 
cybersecurity topics prior to taking the survey, but even if introduced to the topic, exposure has been 
minimal in this case. The second group (group B, N=70) consists of students enrolled in an undergraduate 
“Overview of Computer Security” course. This course covers introductory topics in cybersecurity including 
but not limited to networking basics, attack methods, cryptography fundamentals, cryptographic systems, 
access control, secure web transactions, privacy, ethics and compliance. The course enrolls primarily 
computer science and information technology majors, as well as some business and criminal justice majors.  
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The two groups, A and B, show significant demographic differences. While students are clearly a convenient 
sample, we believe that the demographic differences are reflective of the discipline. The academic major 
differences support our empirical effort to distinguish between levels of expertise. The number of female 
respondents in group A (n=50) is significantly higher than the number of male respondents (n=16), while 
the number of female respondents in group B (n=13) is significantly lower than the number of male 
respondents (n=56). This matches the gender disparity in enrollment in computing programs nationally. 
The correlation between gender and major is moderately positive (= 0.55). The number of computing 
majors in group A (n=2) is significantly lower that the number of computing majors in group B (n=56). 
Most respondents (77%) in group A are first (43) and second (8) year students, while most respondents 
(71%) in group B are juniors (28) and seniors (22).  
Analysis of Results  
To validate our hypotheses, we used text analytics to compare the results from the two groups of 
participants. To examine hypothesis H1, we extract and compare their mental models using text analytic 
measures including lexicon-based frequency, entropy and similarity. To examine hypothesis H2, we 
correlate mental models of individual learners to their perceived security.  
Comparison of Mental Models 
Using lexical frequency i.e. counting unique bigrams used by individuals and the total frequency of bigrams 
for the group, we measure lexical richness as an indicator of levels of complexity and elaboration in 
understanding of the topic. For each of the three questions, a simple measure of bigram frequency (Table 
2) shows that learners with formal exposure to cybersecurity topics (group B) used more bigrams than 
learners with informal exposure (group A), reflecting a difference in mental models (H1.1).  
 
Q1-def Q2-hyg Q3-pro 
Total Mean SD Total Mean SD Total Mean SD 
group A 384 5.82 4.77 448 6.89 4.04 371 5.62 5.43 
group B 504 7.2 5.45 670 9.57 6.07 566 8.09 6.82 
Table 2. Mental Model as a representation of bigram frequency 
A Mann-Whitney two-tailed U-test was calculated to compare the mental models of the two learner groups, 
A and B, using bigram frequencies as a measure. The results are summarize in Table 3. Our null hypothesis 
asserts that the mean of the two groups are not identical. For Q1, the lexical frequency was lower for group 
A (mean of rank 63.25) than for group B (mean of rank 74.3), U=1904, and p=.077, which is statistically 
significant at 90% confidence interval (p<1.0). For Q2, the lexical frequency was lower for group A (mean 
of rank 58.55) than for group B (mean of rank 77.89), U=1653, and p=.004, which is statistically significant 
at 99% confidence interval (p<.01). Similarly, for Q3, the lexical frequency was lower for group A (mean of 
rank 59.67) than for group B (mean of rank 76.83), U=1727, and p=.011, which is also statistically significant 
at 95% confidence interval (p<.05). 
 
Frequency Entropy 
Q1-def Q2-hyg Q3-pro Q1-def Q2-hyg Q3-pro 
u-statistic 1904 1653 1727 1903 1659 1720 
z-score  1.766 2.859 2.536 1.770 2.835 2.569 
p-value  .077* .004*** .011** .077* .005*** .010** 
confirm/reject 
hypothesis 
confirm 
H1.1 
confirm 
H1.1 
confirm  
H1.1 
confirm 
H1.2 
confirm 
H1.2 
confirm 
H1.2  
*indicates significance at p<.10; **indicates significance at p<.05; ***indicates significance at p<.01; 
Table 3. Hypothesis H1.1 and H1.2 Results Summary 
Entropy is another measure we can use in text analytics to represent the learners’ mental models through 
lexical richness. A high entropy measure denotes more lexical variation and indicates a more complex and 
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elaborate understanding of the topic.  H1.2 expects a difference in lexical entropy between learners with 
formal exposure to the topic and those with informal exposure. As with lexical frequency, the statistical 
analysis confirms this hypothesis for all three questions (Table 3). A Mann-Whitney two-tailed U-test was 
calculated to compare the mental models of the two learner groups, A and B using entropy as a measure; 
the results (Table 3) are very similar to the frequency measure. 
We applied cosine similarity to compare mental models for groups A and B. Cosine similarity measures the 
cosine of the angle between two vectors. Here, the two vectors are the group mental models of the two 
groups, A and B, respectively. A similarity score of 1 means that the two vectors are identical. Given the 
similarity scores across the three questions (Table 4), we show that groups A and B have a low similarity 
based on answers to Q1 and Q3. Therefore, when asked about definition and procedure, learners with formal 
exposure to cybersecurity have a different mental model when compared to learners with informal 
exposure.   
  Q1-def Q2-hyg Q3-pro 
cosine similarity .219 .499 .214 
Table 4. Cosine Similarity of the Mental Model of Groups A and B to examine Hypothesis 1 
However, for Q2, what learners in groups A and B write tends to be similar. Q2 measures declarative 
knowledge of cyber hygiene. We attribute this result to the fact that most college students possess basic 
knowledge of cyber hygiene, which includes knowledge of how to set strong passwords. Therefore, the 
presence of concepts that describe strong passwords, such as length and special characters, is expected to 
be similar among learners.  
For Q2, while learners in groups A and B are different, in that those with formal exposure to the topic tend 
to write more than learners with no exposure to the topic, as shown by bigram frequency (Table 2), what 
they write tends to be similar (Table 4). For example, in looking at a selection from the top-20 bigrams and 
their corresponding frequency within groups A and B, the following bigrams show for both groups: number-
symbol; character-number; upper-case; lower-case. Therefore, we can conclude that this type of 
declarative question may not accurately capture differences between mental models of groups with different 
expertise levels. 
In contrast, Q1 measures declarative knowledge of an abstract concept, cybersecurity, which we show is 
very differently conceived by those with formal exposure. Learners in group A define cybersecurity using 
words like hack and person while learners in group B use the corresponding words attack and user. In 
addition, we observe that learners in group B use words such as system, network and access more 
frequently, all of which is evidence of their learning the vocabulary of the discipline.  
We also observe low similarity on Q3, which measures procedural knowledge. We assumed that learners in 
group B would describe the process of achieving security in an online store differently from learners in 
group A. We observe that learners in group B have an understanding of the process as evidenced by the use 
of concepts like digital certificates, SSL (secure socket layer), TLS (transport layer security) and HTTPS 
(hypertext transfer protocol secure), which are included in the top-20 bigrams for the group. Therefore, 
we can conclude that this type of procedural question may accurately capture differences between mental 
models of groups with different expertise levels. 
In developing a measure to identify end users’ mental models, lexical frequency and lexical entropy can 
correspond to knowledge as they indicate more complexity and elaboration. Thus, these measures can be 
used to identify end users with more knowledge, and, further, to analyze the relation between knowledge 
and perceived security. 
The Impact of Knowledge on Perceived Security 
As a proof to demonstrate the predictive power of mental models, captured using our method, we correlated 
end users mental models with their perceived security. For this analysis, we correlated lexical frequency 
and lexical entropy separately to perceived security using responses from all 136 learners without separating 
them into groups. We wanted to test if using lexical frequency and lexical entropy as measures of knowledge 
confirms that knowledge affects perceived security as hypothesized (H2.1) and (H2.2). A linear regression 
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was calculated to predict the learners’ perceived security score (dependent variable) based on their mental 
models, as represented by lexical frequency and lexical entropy, as independent variables, for questions Q1, 
Q2, and Q3 respectively. The regression tests confirm the hypotheses for both Q1 and Q3 (Table 5). 
Question 
Type 
Question 
Measure 
Coefficient P-value R2 F 
(95%) 
Reject/Confirm 
Hypothesis 
Q1-def frequency -.028 .031** .034 4.73 confirm H2.1 
Q2-hyg frequency -.007 .561 .002 .339 reject H2.1 
Q3-pro frequency -.042 .007*** .052 7.46 confirm H2.1 
Q1-def entropy -.193 .019** .041 5.657 confirm H2.2 
Q2-hyg entropy .031 .746 .001 .105 reject H2.2 
Q3-pro entropy -.199 .061* .026 3.557 confirm H2.2 
*indicates significance at p<.10; **indicates significance at p<.05; ***indicates significance at p<.01; 
Table 5. Hypothesis H2.1 and H2.2: Linear Regression Results to Predict Perceived 
Security based on Mental Model (Lexical Frequency and Lexical Entropy) 
In addition, we found that the correlations between perceived security and the three control variables, 
gender (0.22), major (0.28), and class standing (-0.18) are low and within the range of -0.3 ~ 0.3. However, 
there is a high correlation (0.88) between lexical frequency and lexical entropy. This correlation explains 
why the linear regression results (Table 5) to predict perceived security are similar for lexical frequency and 
lexical entropy. This result implies that only one of the two measures is needed for future study. 
Discussion and Implications 
Mental models are valuable concepts in modeling end user knowledge in a domain or topic. In this study, 
by using text analytic techniques, we reduced the researcher’s impact on eliciting and analyzing the models, 
which has been a key limitation of the process in earlier research. We applied text analytic techniques to 
explore mental models of cybersecurity among end users and successfully measured the differences in end 
user knowledge and correlated them with perceived security. A validation study that applies textual analytic 
measures of frequency, entropy and similarity, with a sample size similar to ours, has not, to our knowledge, 
been explored.  
Automatic methods for detecting (Rus et al. 2009) and analyzing (Carley, 1997) mental models in general 
have been explored. Furthermore, a study by Diesner et al. (2009) captures mental models of privacy and 
security through transcribed interviews using network text analysis.  Our study contributes to this field by 
integrating text analytics with quantitative statistical analysis and applying methods to understanding 
differences in knowledge among groups of end users, as well as to understanding the predictive power of 
this knowledge on end users’ perceived security. 
We discussed statistically significant differences between the mental models of learners with formal and 
informal exposure to cybersecurity using two measures: lexical frequency and lexical entropy. We observed 
that text analytics can show that there are statistically significant differences in the mental models of 
learners based on responses to the cyber hygiene and procedure questions, although there is a weak 
significant difference in the mental models based on the responses to the cybersecurity definition question.  
From these analyses, our study showed that text analytics can indeed be used to capture mental models for 
later comparison and analysis. Our findings showed that learners with formal exposure to cybersecurity 
topics tend to write more than those with informal exposure, as measured by frequency. Furthermore, the 
former tend to use more words from the domain specific vocabulary and therefore produce richer content, 
as measured by entropy. We also compared learner groups with different levels of expertise using the cosine 
similarity measure. Thus, text analytics shows that the group mental models of learners with formal and 
informal exposure to cybersecurity are similar based on text responses to the cyber hygiene question. 
However, their group mental models are less similar based on responses to definition or procedure 
questions.  
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To show the predictive power of the mental models, we demonstrated that there is a correlation between 
knowledge, as represented by the mental model of an individual end user, and the end user’s perceived 
security. We applied two measures: lexical frequency and lexical entropy. For both measures, we obtained 
statistically significant results for the correlation between perceived security and mental models generated 
from text responses on both the definition question and the procedure question. This empirical study shows 
that automatically generated mental models capturing either definition or procedural knowledge could 
assist with predicting how individual end users perceive security, which is a key aspect in human-centered 
security.  
Gaining a deeper understanding of the mental models of cybersecurity novice learners has potential to 
inform how we present information and structure the education and training to support the learners’ 
cybersecurity cognitive functions.  In applying text analytics, our study showed that end users feel less 
secure when they can elaborate more on cybersecurity topics. This understanding can contribute to 
corporations prioritizing their efforts to design cybersecurity awareness training. The long-term vision of 
this work is to design a scalable system for the automated elicitation and processing of mental models using 
end user written text and text analytic techniques. While automation brings an improvement over data 
collection and preprocessing by the researcher, it does present a limitation in that it does not provide insight 
into the accuracy of the end users’ mental models. For example, using our measures of frequency, entropy 
and similarity, we cannot tell whether end users’ mental models are correct for a specific topic based on 
what they write. Therefore, as part of future studies, we should consider integrating qualitative text features, 
such as semantic-based measures.  
Conclusion 
We conducted an empirical study to investigate the use of text analytic techniques for capturing the 
cybersecurity mental models of end users, without influencing the models. We show that text analytics 
measures can show the impact of knowledge of cybersecurity topics on the mental model of the end users. 
In addition, text analytics measures show that in instances where we model declarative and procedural 
knowledge, end users’ knowledge can predict their perceived security; the richer the end users’ mental 
models, the less secure they feel. Our results validate that the use of text analytic measures can assist with 
modeling and comparing mental models of end users with different levels of expertise and with predicting 
their perceived security. Further research should be conducted to observe the full power of these text 
analytic techniques using a larger data set that captures different end user populations. 
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Appendix 
The following open-ended questions capture knowledge of cybersecurity concepts: Knowledge Type 
Q1 definition: What is cybersecurity? [Q1-def] Declarative 
Q2 cyber hygiene: What makes a strong password? [Q2-hyg] Declarative 
Q3 procedure: How is security achieved when shopping in an online store, 
such as Amazon.com? [Q3-pro] 
Procedural 
The following five-point Likert-scale survey statements capture perceived security:                Scale 
S1: Shopping on Amazon.com is secure.                                                                               1 SD - 5 SA 
S2: Amazon.com keeps its website secure. 1 SD - 5 SA 
S3: My information on Amazon.com cannot be compromised. 1 SD - 5 SA 
 
