Abstract. In this paper we study perturbed Ornstein-Uhlenbeck operators
Introduction
In this paper we study L p -dissipativity of differential operators of the form
for simultaneously diagonalizable matrices A, B ∈ C N,N with Re σ(A) > 0 and a skew-symmetric matrix S ∈ R d,d .
Introducing the complex Ornstein-Uhlenbeck operator, [29] , we observe that the operator L ∞ = L 0 − B is a constant coefficient perturbation of L 0 . Our interest is in skew-symmetric matrices S = −S T , in which case the drift term is rotational containing angular derivatives
Such differential operators arise when investigating exponential decay of rotating waves in reaction diffusion systems, see [1, 19] . The operator L ∞ appears as a far-field linearization at the solution of the nonlinear problem L 0 v = f (v). The results of this paper are crucial for dealing with the nonlinear case, see [19] . An essential ingredient to treat the nonlinear case is to prove for some γ A > 0. In general, it is not easy to characterize the class of matrices A which satisfy this algebraic condition. Only in a few special cases, e.g. in the scalar case N = 1 or for general N and p = 2, one can check the validity directly. The aim of this paper is to prove that the L p -dissipativity condition is equivalent to a new L p -antieigenvalue condition, namely
A invertible and µ 1 (A) > |p − 2| p , 1 < p < ∞, µ 1 (A) first antieigenvalue of A, which is a lower p-dependent bound of the first antieigenvalue of the diffusion matrix A. This criterion implies an upper p-dependent bound for the maximal (real) angle of A Φ R (A) := cos −1 (µ 1 (A)) < cos
The relation between the L p -dissipativity and the L p -antieigenvalue condition seems to be new in the literature and is proved in Theorem 3.1. It provides a complete algebraic characterization and a nice geometric meaning of L p -dissipativity for complex-valued Ornstein-Uhlenbeck operators in terms of the antieigenvalues of A. The proof is based on the method of Lagrange multipliers and requires to destinguish between the cases A ∈ R N,N and A ∈ C N,N . We also discuss several special cases in which the first antieigenvalue can be given explicitly.
L p -dissipativity of second order differential operators in the scalar but more general case has been analyzed by Cialdea and Maz'ya in [3, 5, 2, 4] . General theory of antieigenvalues has been developed by Gustafson in [7, 9] and independently by Kreȋn in [17] . Explicit representations of antieigenvalues have been established for Hermitian positive definite operators by Mirman in [18] and by Horn and Johnson in [16] , and for (strictly) accretive normal operators by Seddighin and Gustafson in [28, 26, 14, 13] , by Davis in [6] and by Mirman in [18] . Approximation results and the computation of antieigenvalues have been analyzed by Seddighin in [27] and [25, 24] , respectively. For general theory of antieigenvalues and its application to operator theory, numerical analysis, wavelets, statistics, quantum mechanics, finance and optimization we refer to the book by Gustafson, [12] . Further applications are treated in [7, 8, 15, 11] . There are some extensions of the antieigenvalue theory to higher antieigenvalues, see [14, 28] , to joint antieigenvalues, see [26] , to symmetric antieigenvalues, see [22] , and to θ-antieigenvalues, see [23] . Historical background material can be found in [12, 10] . The method of Lagrange multipliers, that is necessary to prove our main result, is also used in [13] . The L p -dissipativity condition can be found in [19, 21] and is used to prove resolvent estimates for complex Ornstein-Uhlenbeck systems.
The results from Section 3 and 4 are directly based on the PhD thesis [19] .
Assumptions and outline of results
Consider the differential operator
for some matrices A, B ∈ C N,N and S ∈ R d,d . The following conditions will be needed in this paper and relations among them will be discussed below.
There exists some β A > 0 such that (A3)
There exists some γ A > 0 such that (A4)
Assumption (A1) is a system condition and ensures that some results for scalar equations can be extended to system cases. This condition was used in [19, 20] to derive an explicit formula for the heat kernel of L ∞ . It is motivated by the fact that a transformation of a scalar complexvalued equation into a 2-dimensional real-valued system always implies two (real) matrices A and B that are simultaneously diagonalizable (over C). The positivity condition (A2) guarantees that the diffusion part A△ is an elliptic operator. It requires that all eigenvalues λ of A are contained in the open right half-plane C + := {λ ∈ C | Re λ > 0}, where σ(A) denotes the spectrum of A. Condition (A2) guarantees that A −1 exists and states that −A is a stable matrix. To discuss the strict accretivity condition (A3), we recall the following definition, from [7, 12] . Re w, Aw < 0).
For Hermitian matrices A, replace accretive (strictly accretive, dissipative and strictly dissipative) by positive semi-definite (positive definite, negative semi-definite and negative definite).
Condition (A3) states that the matrix A is strictly accretive, which is more restrictive than (A2). In (A3), u, v := u T v denotes the standard inner product on K N . Note that condition (A2) is satisfied if and only if
. The L p -dissipativity condition (A4) seems to be new in the literature and is used to prove L p -resolvent estimates for L ∞ in [19, 21] . Condition (A4) is more restrictive than (A3) and imposes additional requirements on the spectrum of A. L p -dissipativity results for scalar differential operators of the form
has been established in [4] for constant coefficients
open, and for variable coefficients
In the scalar complex case with A = α ∈ C and B = δ ∈ C, the choice
implies L ∞ = L and leads to a differential operator with variable coefficients but on an unbounded domain. Thus, the L p -dissipativity of L ∞ has not been treated in [4] , neither for the system nor for the scalar case. Therefore, the L p -dissipativity condition (A4), which has been established in [19, 21] , can not be deduced from [4] . Recall the following definition from [7, 12] . Definition 2.3. Let A ∈ K N,N with K ∈ {R, C} and N ∈ N. Then we define by
Re w, Aw |Aw| (2.1) the first antieigenvalue of A. A vector 0 = w ∈ K N with Aw = 0 for which the infimum is attained, is called an antieigenvector of A. Moreover, we define the (real) angle of A by
The expression for µ 1 (A) is also sometimes denoted by cos A (and by cos(Φ R (A))) and is called the cosine of A. It was introduced simultaneously by Gustafson in [7] and by Kreȋn in [17] , where the expression for µ 1 (A) is denoted by dev A and is called the deviation of A. Note that the definition of the first antieigenvalue is not consistent in the literature, in the sense that sometimes the matrix A is additionally assumed to be accretive or strictly accretive. Let us briefly motivate the geometric idea behind eigenvalues and antieigenvalues: Eigenvectors are those vectors that are stretched (or dilated) by a matrix (without any rotation). Their corresponding eigenvalues are the factors by which they are stretched. The eigenvalues may be ordered as a spectrum from smallest to largest eigenvalue. Antieigenvectors are those vectors that are rotated (or turned) by a matrix (without any stretching). Their corresponding antieigenvalues are the cosines of their associated turning angle. The antieigenvalues may be orderd from largest to smallest turning angle. Therefore, the first antieigenvalue µ 1 (A) can be considered as the cosine of the maximal turning angle of the matrix A. The L p -antieigenvalue condition (A5) postulates that µ 1 (A) is bounded from below by a non-negative p-dependent constant. This is equivalent to the following p-dependent upper bound for the (real) angle of A,
In the scalar complex case A = α ∈ C, assumption (A5) leads to a cone condition which requires α to lie in a p-dependent sector in the right half-plane, see Section 4.2. The cone condition coincides with the L p -dissipativity condition from [4, Theorem 2] for differential operators with constant coefficients on unbounded domains and with the L p -quasi-dissipativity condition from [4, Theorem 4] for differential operators with variable coefficients on bounded domains. Our main result in Theorem 3.1 shows that assumptions (A4) and (A5) are equivalent. Therefore, (A5) can be considered as a more intuitive description of assumption (A4). For some classes of matrices, the constant µ 1 (A) can be given explicitly in terms of the eigenvalues of A, which facilitates to check condition (A4). We summarize the following relation of assumptions (A2)-(A5):
The rotational condition (A6) implies that the drift term contains only angular derivatives, which is crucial for use our results from [20] .
Moreover, let β B ∈ R be such that
If β B 0, (2.2) can be considered as a dissipativity condition for −B, compare Definition 2.2.
We introduce Lebesgue and Sobolev spaces via
with norms
0 . Before we give a detailed outline we briefly review and collect some results from [19, 20, 21] to motivate the origin of the
is a heat kernel of the perturbed Ornstein-Uhlenbeck operator
Under the same assumptions it is proved in [20, Theorem 5.3] that the family of mappings
The semigroup (T (t)) t 0 is called the Ornstein-Uhlenbeck semigroup if B = 0. The strong continuity of the semigroup justifies to introduce the infinitesimal generator A p :
, where the domain (or maximal domain) of A p is given by
An application of abstract semigroup theory yields the unique solvability of the resolvent equation [19, Corollary 6.7] . But so far, we neither have any explicit representation for the maximal domain D(A p ) nor do we know anything about the relation between the generator A p and the differential operator L ∞ . For this purpose, one has to solve the identification problem, which has been done in [21] . Assuming (A1), (A2) and
Under the assumption (A3) for
which justifies to introduce and analyze its resolvent. The L p -dissipativity condition (A4) is the key assumption which allows an energy estimate with respect to the L p -norm and leads to the following result, see [21, Theorem 4.4] .
Let the assumptions (A4) and (A6) be satisfied for 1 < p < ∞ and K = C. Moreover, let λ ∈ C with Re λ > β B , where β B ∈ R is from (2.2), and let
In addition, for 1 < p 2 the following gradient estimate holds Maximal domain, local version) . Let the assumptions (A1), (A4) and (A6) be satisfied for 1 < p < ∞ and K = C, then In Section 4 we discuss several special cases in which the first antieigenvalue can be given explicitly. For Hermitian positive definite matrices A and for normal accretive matrices A we specify well known explicit expressions for µ 1 (A) in terms of the eigenvalues of A. These representations are proved in [16, 7.4 .P4] for Hermitian positive definite matrices and in [13, Theorem 5.1] for normal accretive matrices.
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L
In this section we derive an algebraic characterization of the L p -dissipativity condition (A4) for
More precisely, the next theorem shows that the L p -dissipativity condition (A4) is equivalent to a lower bound for the first antieigenvalue of the diffusion matrix A. The proof is based on an application of the method of Lagrange multipliers. An application of Theorem 3.1 to b := p − 2 for 1 < p < ∞ shows that (A4) and (A5) are equivalent. The equivalence allows us to require either (A4) or (A5) in Theorem 2.4 and Theorem 2.5. We now prove the equivalence of (3.5) and (3.2). The case b = 0 is trivial, so assume w.l.o.g. b = 0. We distinguish between the cases K = R and K = C. Case 1: (K = R). Let N 2. In this case we show the equivalence of
for some γ A > 0 by minimizing (3.6) with respect to z subject to |z| 2 = 1. Note that the minimum exists due to the boundedness of | z, Aw w, z | |z| 2 |Aw||w| = |Aw|.
Subcase 1: (w, Aw linearly dependent). Let w and Aw be linearly dependent, then there exists λ ∈ R such that Aw = λw. Since |w| = 1, we conclude w = 0 and therefore, λ ∈ σ(A). Applying (3.6) with z := w 0 < γ A w, Aw + b w, w w, Aw = (1 + b)λ we deduce λ > 0, since b > −1. In this case (3.6) and (3.7) reads as
The aim follows by minimization of λb w, z 2 with respect to z subject to |z| 2 = 1. If b > 0 then λb > 0 and therefore, λb w, z 2 is minimal iff w, z 2 is minimal. Choose z ∈ w ⊥ with |z| = 1 then the minimum is
If b < 0 then λb < 0 and therefore, λb w, z 2 is minimal iff w, z 2 is maximal. Choose z ∈ {w, −w} then the minimum is
Subcase 2: (w, Aw linearly independent). For this purpose we use the method of Lagrange multipliers for finding the local minima of (3.6) w.r.t. z. Consider the functions f (w, z) := w, Aw + b w, z z, Aw − γ A , g(z) :=|z| 2 − 1 = 0 for every fixed w ∈ R N with |w| = 1. The optimization problem is to minimize f (w, z) w.r.t. z ∈ R N subject to the constraint g(z) = 0. 1. We introduce a new variable µ ∈ R, called the Lagrange multiplier, and define the Lagrange function (Lagrangian)
The solution of the minimization problem corresponds to a critical point of the Lagrange function. A necessary condition for critical points of Λ is that the Jacobian vanishes, i.e. J Λ (z, µ) = 0. This leads to the equations b z, Aw w + b w, z Aw + 2µz = 0, (3.10) .11) i.e. every local minimizer z satisfies (3.10) and (3.11). 2. Multiplying (3.10) from the left by z T and using (3.11) we obtain 0 = 2b z, Aw w, z + 2µ|z| 2 = 2bαβ + 2µ, and thus µ = −bαβ, where α := z, Aw and β := w, z are still to be determined. Now, inserting µ = −bαβ into (3.10) and dividing both sides by b = 0 we obtain
From (3.12) we deduce that if α = 0 then β = 0 and vice versa. If α = β = 0 then z ∈ {w, Aw} ⊥ and the minimum of f (w, z) in z subject to g(z) = 0 is w, Aw − γ A . In the following we consider the case α = 0 and β = 0 and we show that in this case the minimum of f (w, z) in z subject to g(z) = 0 is even smaller. Note that, assuming α = 0 and β = 0, (3.12) yields the following representation for z z = 1 2αβ
(αw + βAw) = 1 2β w + 1 2α Aw, (3.13)
We now look for possible solutions for α and β. 3. Multiplying (3.12) from the left by w T and using |w| = 1 we obtain 0 = α|w| 2 + β w, Aw − 2αβ w, z = α + βq − 2αβ 2 , (3.14)
where q := w, Aw . Multiplying (3.12) from the left by (Aw)
T we obtain 0 = αβ Aw, w + β Aw, Aw − 2αβ Aw, z = αq + βr 2 − 2α 2 β, (3.15) where r := |Aw|. From (3.6) with z := w we deduce that q > 0 since b > −1 and γ A > 0. Moreover, we have r > 0: Assuming r = |Aw| = 0 yields Aw = 0 for some |w| = 1 which contradicts γ A > 0, compare (3.6). Since r > 0, q > 0 and by assumption α = 0 and β = 0, there exist four solutions of (3.14), (3.15) given by
Note, that r ± q > 0 and therefore (α, β) = (0, 0). This follows from the Cauchy-Schwarz inequality and |w| = 1 ±q |q| = | w, Aw | < |w||Aw| = r.
Note that we have indeed a strict inequality since w and Aw are linearly independent by our subcase. 4. Instead of investigating whether the Hessian of f at these points is positive definite or not, we evaluate the function f at the points (3.13) with (α, β) from (3.16) directly. First we observe that
We now distinguish between the two cases b > 0 and b < 0. If b > 0 then the function f (w, z) is minimal if sgn α = −sgn β and if b < 0 then f (w, z) is minimal if sgn α = sgn β. Therefore, for the choice of
the term bαβ is negative and we have found the global minimum. Thus, for b > 0 we obtain
and similarly for b < 0 we obtain
Therefore, using (3.17), (3.19) and (3.20) , the global minimum of f (w, z) in z subject to the constraint g(z) = 0 is given by
for every fixed w ∈ R N with |w| = 1. In particular, defining
Aw, −bαβ with α, β from (3.18). (3.21) the above minimum is attained at z ⋆ from (3.21) since
for every fixed w ∈ R N with |w| = 1. Taking (3.5) into account, (3.22) must be nonnegative for every w ∈ R N with |w| = 1. This corresponds exactly (3.2). Case 2: (K = C). In this case we apply Case 1 (with K = R). For this purpose, we write
we deduce
Therefore, (3.5) translates into
Due to Case 1 this is equivalent to
which proves the case K = C.
(b): We prove that (3.3) is equivalent to
A is invertible and ∃ δ A > 1 :
Then, by Definition 2.3 of the first antieigenvalue (3.23) is equivalent to A is invertible and ∃ δ A > 1 :
and, obviously, (3.24) is equivalent to (3.4) . This completes the proof. 
for every w ∈ K N with |w| = 1, where γ A := 
thus Re σ(A) > 0 and hence, A is invertible. Multiplying (3.3) by 2 |b||Aw| we obtain
Now, let w ∈ K N with w = 0 and Aw = 0, then w |w| = 1 and we further obtain
where we used |Aw| |A||w|.
Special cases and explicit representations of the first antieigenvalue
An application of Theorem 3.1 with b := p − 2 and 1 < p < ∞ implies that the L p -dissipativity condition (A4) is equivalent to our new L p -antieigenvalue condition (A5) which states that the diffusion matrix A is invertible and satisfies the L p -antieigenvalue bound
This lower p-dependent bound for the first antieigenvalue of A is equivalent to an upper pdependent bound for the (real) angle of A
In this section we discuss several special cases in which the first antieigenvalue of the matrix A can be given explicitly. In addition, we analyze the geometric meaning of the L p -antieigenvalue bound and investigate its behavior for 1 < p < ∞. Note that for general matrices A one cannot expect that there is an explicit expression for the first antieigenvalue µ 1 (A) of a matrix A. However, for certain classes of matrices it is possible to derive a closed formula for µ 1 (A) as it is shown in the following. These explicit representations facilitate to check the validity of the L p -antieigenvalue bound.
4.1. The scalar real case: (Positivity). In the scalar real case A = a ∈ R (with K = R and N = 1) the statements (3.1) and (3.5) are equivalent, but they are in general not equivalent with (3.2). In particular, there exists a constant γ a with (3.5) if and only if (p − 1)a = (1 + b)a > 0. Since b = p − 2 with 1 < p < ∞, this is equivalent to a > 0, compare assumption (A5). Note that the scalar real case has not been treated in Theorem 3.1 and therefore, it has been analyzed here. We point out that in this case the first antieigenvalue bound does not appear.
4.2.
The scalar complex case: (A cone condition). In the scalar complex case A = α ∈ C (with K = C and N = 1) there exists a constant γ α with (3.2), b := p − 2 and 1 < p < ∞, if and only if one of the following cone conditions hold
This conditions will be discussed below for normal matrices in more details. Condition (4.1) has also been established in [4, Theorem 2] for differential operators with constant coefficients and in [4, Theorem 4] for differential operators with variable coefficients but on bounded domains. Therefore, this result can be considered as an extension of [4] . 4.3. µ 1 (A) for Hermitian positive definite matrices. If A is a Hermitian positive definite matrix, then µ 1 (A) is given by, [16, 7.4 .P4],
where 0 < λ Note that for 1 < p < ∞ the L p -antieigenvalue condition (A5) and (4.3) imply
The latter inequality also appears in [2, Theorem 7] , where the authors analyzed L p -dissipativity of the differential operator ∇ T (Q∇v) for symmetric, positive definite matrices
Using the definition of q, this inequality implies
for 1 < p < ∞ and p = 2. These are lower and upper bounds for the spectral condition number of A. Of course, since 0 < λ
The behavior of the constants C L (p) and C R (p) is depicted in Figure 4.1(a) . In particular, to satisfy this condition for arbitrary large p, i.e. p near ∞, the matrix A must be of the form A = aI N for some 0 < a ∈ R. is based on an application of the Lagrange multiplier method in order to solve a minimization problem. Furthermore, in [6] it was proved that the expression on the right hand side of (4.5) is an upper bound for µ 1 (A). In [6] one can also find a geometric interpretation of this equality by a semi-ellipse.
If µ p . This is equivalent to (4.1) and also to (4.2).
4.5. µ 1 (A) for arbitrary matrices. If A is an arbitrary matrix, there are only approximation results for µ 1 (A). Such results are rather new in the literature and can be found in [27, Theorem 2] . However, for an arbitrary given matrix A it is also possible to compute the first antieigenvalue and its corresponding antieigenvector directly. The computation of antieigenvalues and antieigenvectors has been analyzed in [25, 24] .
