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Abstract.
The destruction of a chaotic attractor leading to rough changes in the dynamics of a dynamical
system is studied. Local bifurcations are known to be characterised by a single or a pair of
characteristic exponents crossing the imaginary axis. As a result, the approach of such bifurcations
in the presence of noise can be inferred from the slowing down of the decay of correlations [1].
On the other hand, little is known about global bifurcations involving high-dimensional attractors
with several positive Lyapunov exponents.
It is known that the global stability of chaotic attractors may be characterised by the spectral
properties of the Koopman [2] or the transfer operators governing the evolution of statistical
ensembles. Accordingly, it has recently been shown [3] that a boundary crisis in the Lorenz flow
coincides with the approach to the unit circle of the eigenvalues of these operators associated with
motions about the attractor, the stable resonances. A second type of resonances, the unstable
resonances, is responsible for the decay of correlations and mixing on the attractor. In the
deterministic case, those cannot be expected to be affected by general boundary crises.
Here, however, we give an example of chaotic system in which slowing down of the decay of
correlations of some observables does occur at the approach of a boundary crisis. The system
considered is a high-dimensional, chaotic climate model of physical relevance. Moreover, coarse-
grained approximations of the transfer operators on a reduced space, constructed from a long
time series of the system, give evidence that this behaviour is due to the approach of unstable
resonances to the unit circle. That the unstable resonances are affected by the crisis can be
physically understood from the fact that the process responsible for the instability, the ice-albedo
feedback, is also active on the attractor. Implications regarding response theory and the design
of early-warning signals are finally discussed.
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1. Introduction
Much progress has been achieved during the last decades regarding bifurcation theory
of low-dimensional dynamical systems and the emergence of aperiodic behaviour and
sensitive dependence to initial conditions, or chaos, when a parameter of the system is
changed. Examples include changes in the Rayleigh number in hydrodynamics [4] or in
the baroclinic forcing responsible for midlatitude atmospheric variability [5, 6]. Much
less is known, however, on the sudden appearance or destruction of chaotic attractors
during global bifurcations. In particular, a boundary crisis involves the destruction of
the basin of attraction of an invariant set due to the collision of this set with a saddle.
The review by [7] provides a good starting point regarding the topological description of
chaotic attractor crises and the statistics of chaotic transients. However, little is known
regarding the changes in the statistical properties of high-dimensional chaotic systems
undergoing a boundary crisis.
While it is a classical result that local bifurcations involving stationary points or
periodic orbits are respectively associated with eigenvalues of the Jacobian and Floquet
multipliers crossing the imaginary axis and with the critical slowing down of trajectories
[8, 9], what happens before a boundary crisis during which a chaotic invariant set ceases
to be attracting is less understood. For example, Lyapunov exponents describing the
divergence of nearby trajectories on the attractor do not allow, in general, for the study
of the global stability of chaotic invariant sets (see [3], for a discussion). On the other
hand, at the approach of a boundary crisis, trajectories are expected to take more and
more time to recover from exogenous perturbations. It is, however, unclear whether
such a slowing down can be inferred from the behaviour of unperturbed trajectories on
the attractor alone.
For high-dimensional chaotic systems, statistical physics methods developed for
nonequilibrium systems are very fruitful [10, 11]. Following the ground-breaking ideas
of Boltzmann, a statistical steady-state is described by a time invariant probability
measure, say µ. While the most intuitive microscopic manifestation of chaos is the
sensitive dependence on initial conditions associated with positive Lyapunov exponents
[12, 13], a macroscopic manifestation of chaos is the decay with time of correlations
between observables, associated with the loss of memory to initial conditions of
statistical ensembles (as they mix). The evolution of statistical ensembles or probability
densities with respect to the invariant measure µ is governed by linear operators, the
transfer or Perron-Frobenius operators Pµ. It is a classical result from ergodic theory
[14, 15] that correlations between observables vanish for time lags going to infinity only
if there are no eigenvalues of the transfer operator Pµ in the complex unit circle other
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than the eigenvalue 1. A more difficult problem, which is still a matter of investigation
[16, 17], is to characterise the rate at which correlations decay with time [18, 19]. This
rate depends on the position inside the unit disk of the complex plane of the eigenvalues
of transfer operators acting on anisotropic Banach spaces adapted to the dynamics of
contraction and expansion of chaotic systems [20, 21, 22, 23, 24, 25]. We will refer to
these eigenvalues as the unstable resonances [26, 27].
It is a fundamental property of nonequilibrium systems that physically relevant
invariant measures [28] are supported by strange attractors of zero volume [13].
Information about ensembles initialised away from the attractor thus cannot be expected
to be carried by the transfer operator Pµ acting on densities with respect to the invariant
measure µ (even if more general anisotropic spaces of distributions are considered).
Instead, one is led to study the spectral properties of transfer operators Pm acting
on densities with respect to the Lebesgue measure (i.e. possibly giving weight to any
region in state space, not only in the attractor, see [3]). This has allowed for new
characterisations of the global stability of dynamical systems in terms of Lyapunov
functions [29] and in terms of the spectral properties of the Koopman operator [2],
adjoint to the transfer operator Pm. Loosely speaking, while the unstable resonances
describe the rate of mixing on the attractor, eigenvalues of the transfer or Koopman
operators acting everywhere in the state space also describe the rate at which Lebesgue
densities converge to the invariant measure. Those eigenvalues which are not in the set
of unstable resonances will be referred to as the stable resonances (see [3]).
Since the stable resonances characterise the rate at which distributions are
contracted towards the invariant measure, the slowing down of this contraction -
expected to be observed at the nearing of a boundary crisis - should be associated
to the approach of the stable resonances to the unit circle. In fact, exactly at the crisis,
some resonances should have reached the unit circle and prevent the response of the
invariant measure to perturbations to be smooth [26, 30]. The approach of the stable
resonances to the unit circle has been found during a boundary crisis in the Lorenz
flow [3], while the unstable resonances, and thus the decay of correlations, were not
affected by the crisis. Unfortunately, however, the stable resonances tend to be more
difficult to study than the unstable resonances and the associated decay of correlations,
as only information about the dynamics on the attractor (e.g. from a long time series)
is necessary to study the latter.
The purpose of the present study is two-fold. Using a high-dimensional dynamical
system relevant for climate science, we give numerical evidence that slowing down of
the decay of correlations may occur during a boundary crisis (as opposed to the case
of the Lorenz flow studied in [3]). Under the assumption of the existence of a physical
measure, the latter can be calculated from correlation functions estimated from long
time series. Second, we show that information on the unstable resonances responsible
for this slowing down of the decay of correlations may be obtained from projections of the
transfer operator Pµ (with respect to the invariant measure µ) onto coarse-grained spaces
[31, 32] and their estimation from long time series [33]. These projections allow one to
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go beyond the sole study of correlation functions and to bring some of the operator
techniques to high-dimensional systems. The quality of these reductions depends of
course on the coarse-grained spaces onto which the operators are projected. Note,
moreover, that, as projections of the transfer operator Pµ rather than Pm, these reduced
transfer operators yield in general no information about the stable resonances. No
analysis of the stable resonances is thus performed in this study.
The climate is a forced and dissipative nonequilibrium system featuring variability
on a vast range of spatial and temporal time scales [34]. The climate model considered is
the Planet Simulator (PlaSim) [35, 36]. This model displays chaotic behaviour [37] and is
complex enough to represent the main physical mechanisms of climate multistability, yet
sufficiently fast to perform extensive numerical simulations [38, 39]. This multistability
is due to the coexistence of two chaotic attractors associated with a warm and a snow-
covered state for a large range of values of the solar constant. Moreover, a transition
from the warm state to the snow-covered state occurs in this model, as the solar constant
is decreased, which is due to the collision of a repeller (the edge state) with the attractor
[40] (see also [41] for a simplified treatment of the problem). Such a metastability is
found for climate models across a hierarchical ladder of complexity, ranging from simple
energy balance models [42, 43, 44] to fully coupled global circulation models [45, 46].
Moreover, the importance of such nonlinear processes to understand the response of the
climate system to anthropogenic forcing, namely the climate sensitivity, has been studied
in [47] using one such energy balance model. The robustness of such features is tied to
the presence of a powerful positive feedback which controls the transitions between the
two competing states, the so-called ice-albedo feedback. Moreover, paleoclimatological
studies support the fact that in the distant past (about 700 Mya) the Earth was in
such a Snowball state, and it is still a matter of debate which mechanisms brought the
planet in the present warm state. Note that the issue of multistability is relevant for
the present ongoing investigations of habitability of exoplanets [48].
In the present study, we first demonstrate that slowing down of the decay of
correlations between physically relevant observables occurs in PlaSim before the loss
of stability of the chaotic attractor corresponding to a warm climate. The decay of
correlations is investigated from robust sample estimates of the correlation functions
using long time series and do not require information about the dynamics away from
the attractor. Moreover, we show that this slowing down of the decay of correlations is
described by the approach to the unit circle of the leading eigenvalues of coarse-grained
approximations of the transfer operator Pµ also constructed from time series.
These results suggest that, while the approach of the unstable resonances to the
imaginary axis at a boundary crisis cannot be expected to be generic (a counter-
example being investigated in [3], for which only the stable resonances approach the
imaginary axis), it may, however, typically occur in high-dimensional systems for which
the instability mechanism responsible for the crisis is already affecting the unperturbed
dynamics on the attractor. Such a statement should be taken as a motivation for further
investigations rather than as a rigorous result.
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The paper is structured as follows. Section 2 below briefly describes the climate
model as well as the set up of different simulations for varying values of the control
parameter. The spectral theory of transfer operators and the link with slowing down
of the decay of correlations as well as of the convergence of probability densities to the
invariant measure is formally described in section 3. There, we take care to distinguish
between the different role played by the stable and the unstable resonances. A reduction
method used to extract information on the unstable resonances of transfer operator Pµ
(with respect to the invariant measure µ) from time series is presented in section 4.
The results are presented in section 5, where slowing down in the decay of correlations
is shown to occur in the model as the attractor crisis is approached. It is also shown
that this slowing down of the decay of correlations is associated with the eigenvalues
of the reduced transfer operators getting closer to the imaginary axis. The results are
summarised in section 6 where we discuss why the unstable resonances are affected by
this crisis, but not in general boundary crises. Implications to response theory and
the design of early-warning indicators of the crisis are also discussed. A final appendix
discusses the robustness of the numerical estimates of the spectrum of the reduced
transition matrices.
2. Model and simulations
As mentioned above, the attractor crises corresponding to transitions between warm
states and snowball climate states have been replicated with qualitatively similar feature
in a variety of models of various degrees of complexity. Given the goals of this study, we
need a climate model that is simple enough to allow for an exploration of parameters in
the vicinity of the attractor crisis and complex enough to feature essential characteristics
of high-dimensional, dissipative, and chaotic systems, as the existence of a limited
horizon of predictability due to the presence of instabilities in the flow. We have opted
for using PlaSim, a climate model of so-called intermediate complexity. This model
has already been used for several theoretical climate studies and provides an efficient
platform for investigating climate transitions when changing boundary conditions and
parameters.
2.1. The Planet Simulator (PlaSim)
The dynamical core of PlaSim is based on the Portable University Model of the
Atmosphere PUMA [49]. The atmospheric dynamics is modelled using the multi-
layer primitive equations formulated for vorticity, divergence, temperature and the
logarithm of surface pressure. Moisture is included by transport of water vapour (specific
humidity). The governing equations are solved using the spectral transform method
[50, 51] on a T21 grid (resulting in a horizontal resolution of about 5 to 6 degrees in
the midlatitudes) and with a semi-implicit time integration [52]. In the vertical, 5 non-
equally spaced sigma (pressure divided by surface pressure) levels are used. Counting
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for each prognostic variable of each layer a total of 21 × 22 + 22 real and imaginary
coefficients adds up to about 104 degrees of freedom for the atmospheric component
alone.
The parametrisation of unresolved processes consists of long- [53] and short- [54]
wave radiation, interactive clouds [55, 56, 57], moist [58, 59] and dry convection, large-
scale precipitation, boundary layer fluxes of latent and sensible heat and vertical and
horizontal diffusion [60, 61, 62, 63]. The land surface scheme uses five diffusive layers
for the temperature and a bucket model for the soil hydrology. The oceanic part is a
50 m mixed-layer (swamp) ocean, which includes a thermodynamic sea ice model [64].
Loosely speaking, this means that only the energy balance within a vertically diffusive
water/ice/land column is modelled but not the actual nonlinear dynamics of advection.
In addition, the horizontal transport of heat in the ocean can either be prescribed
or parametrised by horizontal diffusion. In this case, we consider the simplified
setting where the ocean gives no contribution to the large-scale heat transport through
advection. While such a simplified setting is somewhat less realistic, the climate
simulated by the model is definitely Earth-like, featuring qualitatively correct large
scale features and turbulent atmospheric dynamics. Finally, the model is forced by
the orbital annual cycle and has atmospheric CO2 concentrations fixed at the value of
360ppmv observed at the end of the twentieth century.
Beside standard output, PlaSim provides comprehensive diagnostics for the
nonequilibrium thermodynamical properties of the climate system and in particular
for local and global energy and entropy budgets. PlaSim is freely available including a
graphical user interface facilitating its use. PUMA and PlaSim have been applied to a
variety of problems in climate response theory [65, 66], entropy production [67, 68], and
in the dynamics of exoplanets [48].
In summary, rich chaotic dynamics is only possible in the atmospheric component of
the model, while the land surfaces, the oceanic mixed-layer and the sea ice, interacting
with the atmosphere at their interface and adding up to about 104 degrees of freedom,
contribute to the energy balance of the model.
2.2. Attractor crisis and instability mechanism
In [38] and [39], a parameter sweep in PlaSim is performed by changing the solar
constant. The resulting changes in the Global Mean Surface Temperature (GMST)
are represented in figure 1, taken from [39]. For a large range of values of the solar
constant there are two distinct statistical steady states, which can be characterised by
a large difference — of the order of 40-50 K — in the value of the GMST. The upper
branch in figure 1 corresponds to warm (W) climate conditions (akin to present-day
state) and the lower cold branch represents snowball (SB) states. The W branch is
depicted with a thin line, whereas the SB branch is depicted with a thick line. In the
SB states, the planet is characterised by a greatly enhanced albedo due to a massive
ice-cover.
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The actual integration of the model is performed by starting from present-day
climate conditions and decreasing the value of S, until a sharp W → SB transition is
observed, corresponding to the attractor crisis, occurring at S ≈ 1265 Wm−2. The
critical value of the solar constant needed to induce the onset of snowball conditions
basically agrees with that found in [69] and in [46] (see also [70], Fig. 5). The SB state
is realised for values of the solar constant up to S ≈ 1433 Wm−2, where the reverse
SB → W transition occurs. Hence, in the model there are two rather distinct climatic
states for the present day solar irradiance [46].
Figure 1: Hysteresis plot of the GMST (in Kelvin) for a varying solar constant S (in
Wm−2) in PlaSim. Figure from [39].
These W↔SB transitions are induced by the ice-albedo positive feedback [42, 43]
which is strong enough to destabilise both W and SB states. The main ingredient
of this feedback is the increase in the albedo (i.e. the fraction of incoming solar
radiation reflected by a surface) due to the presence of ice. When a negative (positive)
perturbation in surface temperature results in temperatures below (above) the freezing
point (Tf ≈ 271.8K, for sea ice), ice is formed (melts). Because of the larger albedo
of the ice compared to ocean or land surfaces, this increase (decrease) in the ice-cover
extent leads to a decrease (increase) of the surface temperature, further favouring the
formation (melting) of ice. The dominant damping processes of this growth mechanism
include the local decrease of emitted long-wave radiation with decreasing temperatures
and the meridional heat transport from the equator to the poles, which tends to reduce
the meridional temperature gradient. However, as the solar constant is decreased to
criticality, these negative feedbacks are not sufficient to damp the ice-albedo feedback
and the transition occurs.
In more idealised models [71] or, in general, in non-chaotic models [72], bistability
is typically associated with the presence of two stable fixed points separated by a saddle-
node, and the loss of a fixed point is related to a bifurcation determining the change in
the sign of one eigenvalue of the system linearised around the fixed point. In the present
case, instead, the two branches define the presence of two parametrically modulated (by
the changes in the value of the solar constant) families of disjoint strange attractors, as
in each climate state the dynamics of the system is definitely chaotic. This is suggested
by the fact that, for example, the system features variability on all time-scales [37]. The
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loss of stability occurring through the W → SB and SB → W transitions is related
to the loss of the attracting character of one of the two strange attractors, as will be
described in greater details in section 3.4.
2.3. Set-up of long simulations for varying solar constant
While the studies in [38, 39] were focused on the thermodynamic properties of the model
solutions along the two branches of statistical steady-state, we here focus on the changes
in the characteristic evolution of statistics (cf. section 3.1) along the warm branch as
the solar constant S is decreased to its critical value Sc ≈ 1265 Wm−2. The method
presented in section 4 requires very long time series of observables. Hence, the model
is ran for 10,000 years in the configuration presented section 2.1 and for 10 different
fixed values of the solar constant, ranging from the critical value Sc to 1360 Wm
−2
(approximately the present day value).
The initial state of each simulation is taken in the basin of attraction of the warm
state. While this is difficult to guarantee, taking as initial state the annual mean of the
100th year of a simulation for a solar constant as high as 1450 Wm−2 (i.e for which
only the warm state exists) resulted in the convergence to the warm state for each of
the 10 values of S. A spin-up of 200 years was more than enough for the simulations
to converge to the statistical steady-state (facilitated by the fact that the ocean has
no dynamics). Preparing for the analysis of section 5, the spin-up period was removed
from the time series. These time series are thus guarantied to only carry information
about the attractor dynamics. The time series for each observable is subsequently sub-
sampled from daily to annual averages, in order to focus on interannual-to-multidecadal
variability and to avoid having to deal with the seasonal cycle. In the following, we will
consider these time series as trajectories of a time-one-year map of a dynamical system.
3. Transfer operators and correlations
In this section, we start by shortly reviewing the spectral theory of transfer operators for
maps and, in particular, the characterisation of important statistical properties, such as
the decay of correlations and the convergence to a statistical steady-state. We analyse
the climate model in the framework of discrete-time autonomous dynamical system.
The presence of a seasonal forcing in the model is, in fact not problematic as only one
year time steps will be considered in all subsequent applications.
3.1. Transfer operator and ensemble propagation
We consider a diffeomorphism Φ : X → X on a state space X in Rd generating a
discrete-time trajectory
xn = Φ
nx0, n ≥ 0, (1)
for some initial state x0 in X.
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When the system is chaotic, it is fruitful to follow the evolution of probability
densities and observables rather than that of solutions of (1) †. For that purpose, we
endow the state space X with its Borel σ-algebra B and some probability measure η (to
be specified) on (X,B). The transformation Φ ‡ induces a linear operator, the Koopman
operator,
Uη : g → g ◦ Φ, (2)
acting on any observable g § in the space bounded measurable functions Lqη(X), 1 ≤
q < ∞. On the other hand, there exists a linear operator Pη, the transfer operator or
Perron-Frobenius operator on Lpη(X), with 1/p + 1/q = 1, and such that the duality
relation∫
X
g(x) Pηf(x) η(dx) =
∫
X
Uηg(x) f(x) η(dx) (3)
holds for any observable f in Lpη(X) and g in L
q
η(X). It follows that Uη is the adjoint of
Pη. Moreover, taking g in (3) as the indicator function 1A of some set A ∈ B, one has
that ∫
A
Pηf(x) η(dx) =
∫
Φ−1A
f(x) η(dx). (4)
For a probability density f , i.e. f ≥ 0 and ∫
X
f(x)η(dx) = 1, (4) expresses the fact that
the probability to find a member x sampled from an initial ensemble f in a set A after
one application of the map Φ is none-other than the probability of this member to be
initially in the preimage of this set by the flow.
The relationship between the nonlinear transformation Φ and these operators
provides the connection between the ergodic properties of dynamical systems and the
functional analysis of linear operators [74, 75, 76], as was first recognised in [77] and
[78].
3.2. Ergodicity, mixing and correlations
A key concept in ergodic theory is that of an invariant measure for the transformation
Φ, that is, a probability measure µ such that
µ(Φ−1A) = µ(A), for any A ∈ B.
In other words, a measure is invariant if, according to this measure, the probability of
a state to be in some set does not change as this state is propagated by the flow. It
follows then that the average with respect to the invariant measure µ of any integrable
observable g is also invariant with time, i.e.∫
X
g(Φnx)µ(dx) =
∫
X
g(x)µ(dx) := 〈g〉µ , n ≥ 0, (5)
† This is a common practice in climate modelling where ensemble simulations are ran for which members
differ only in their slightly different initial conditions [73].
‡ The map Φ will be assumed to be nonsingular for η, so that it maps sets of null measure into sets
of null measure.
§ Observables are real-valued functions of the state space which give partial information on the state
of the system, such as an index of surface temperature or sea-ice cover in some region.
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so that the invariant measure gives a statistical steady-state.
A transformation Φ with an invariant measure µ has interesting statistical
properties when µ is ergodic, that is, when the sets A which are invariant, i.e. such
that Φ−1A = A, are either of measure 0 or 1. Then, by the celebrated pointwise ergodic
theorem of Birkhoff [79, Chap. 7.3], the average of any µ-integrable observable g is such
that
〈g〉µ = limN→∞
1
N
N∑
n=0
g(Φnx) := g¯, for µ−almost every x. (6)
Thus, when µ is ergodic, the time mean is independent of the initial state x except for
a set of null measure.
Remark 1 There may exist many ergodic measures. This is the case for PlaSim in
the configuration considered in section 2 with the solar constant S ranging from 1265
to 1430 Wm−2, for which two attractors coexist. Each attractor supports at least one
invariant measure ([80], Chap. 4), here associated with the W and the SB steady-states,
respectively. In this case, the equality (6) between ensemble averages and time averages
may hold only for initial states belonging to the attractor supporting the measure, while
time averages for two initial conditions in different basins of attraction will not coincide
in general. More useful for experiments is then the eventual physical property of the
measure. The latter ensures that the equality (6) between ensemble averages and time
averages holds not only for initial states in a set of positive measure µ, but also for states
in any set of positive Lebesgue measure m in the basin of attraction of a given attractor
[28].
A particularly important quantity in ergodic theory and climate science is the
correlation function,
Cf,g(n) :=
∫
X
f(x)g(Φnx)µ(dx)− 〈f〉µ 〈g〉µ , n ≥ 0, (7)
between any observables f, g ∈ L2µ(X). It gives a measure of the relationship between
two observables as one evolves with time. A possible macroscopic manifestation of chaos
is the decay of correlation functions with time, i.e. when
lim
n→∞
Cf,g(n) = 0 for any f, g ∈ L2µ(X).
This decay is indeed equivalent to the mixing property (see e.g. [79, Chap. 4] and [80,
Chap. 4]),
lim
n→∞
µ(A ∩ Φ−nB) = µ(A)µ(B), for any A,B ∈ B, (8)
In other words, the probability for some state to be in any set B after some n iterations is
independent of the probability of this state to be in any set A initially. Any information
about the initial state of an ensemble is thus gradually forgotten. Systems which are
mixing are necessarily ergodic.
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Remark 2 For a physical measure µ supported by an attractor Λ, the correlation
function can be estimated by the time mean
Cf,g(n) = lim
N→∞
1
N
N∑
p=0
(f(Φpx)− f¯)(g(Φp+nx)− g¯), (9)
from a single trajectory initialised in the basin of attraction of Λ. For this reason, we will
see in section 4 that complete information on the transfer operator Pµ with respect to
the invariant measure can be obtained from observations on the corresponding attractor
alone. Unfortunately, for the forced and dissipative systems considered here, volumes
contract on average [81, Chap. 2.8] so that the invariant measure µ is supported by
an attractor with zero Lebesgue measure m. It follows that, as opposed to the transfer
operator Pm with respect to the Lebesgue measure, no information on the dynamics away
from the attractor is carried by Pµ.
3.3. Spectral theory of ergodicity and mixing
One can see from the definition (7) that the correlation function is fully determined by
the transfer (Koopman) operator Pµ (Uµ) on L2µ(X), i.e. with respect to the invariant
measure µ. In fact, classical results relate the ergodic properties of measure-preserving
dynamical systems to the behaviour of these operators [14, 15, 79]. Note first, that the
invariance of the measure µ together with the invertibility of the transformation Φ ensure
that the Koopman and transfer operators are unitary in L2µ(X). As a consequence, when
considering this functional space, the spectrum of the operators is contained in the unit
circle |z| = 1, z ∈ C and Pµ and Uµ have the same eigenvalues and eigenfunctions.
Moreover, the following results hold.
Theorem 1 If the measure-preserving dynamical system (X,B,Φ, µ) is
(i) ergodic, then 1 is a simple eigenvalue of Pµ, and conversely.
(ii) mixing, then the only one eigenvalue is one.
The first item of this theorem can be understood from the fact that ergodic systems
have only one stationary density with respect to the invariant measure. The second is
due to the fact that eigenfunctions associated with eigenvalues on the unit circle do not
decay and thus prevent mixing for general observables.
The rate of decay of correlations, or mixing, has been the subject of intense research
these past decades. Once again, the latter can be studied from the spectral properties of
the transfer operator Pµ [20]. However, the eigenvalues responsible for such decay, the
unstable resonances, lie inside the unit disk and are thus not accessible from operators
on regular functional spaces such as Lpµ. Anisotropic Banach spaces of distributions
capturing the dynamics of contraction and expansion of the system and on which the
operators are contracting should instead be considered [20, 21, 22, 23, 24, 25] †.
† Contraction by operators can be interpreted in physical systems as determining entropy production.
Recognising this has been essential to understand how reversible microscopic evolutions can lead to
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Nonetheless, the coarse-graining induced by numerical algorithms such as used
in section 4 gives access to the unstable resonances, although a certain degree of
hyperbolicity may be necessary for these resonances to be stable to perturbations (see
[85, 22] and [86, 87], respectively, for results in this direction).
The spectral properties of the operators with respect to an invariant measure µ
thus allow for the study of the ergodic properties of this measure. On the other hand,
for the study of the global stability of this set, operators acting on a neighbourhood of
positive Lebesgue measure of a chaotic set should be considered.
3.4. Resonances and boundary crisis
In the introduction, we have advocated on heuristic grounds that the global stability of
invariant sets could be studied from the evolution of densities. In this case, however, the
transfer (Koopman) operators Pm (Um) with respect to the Lebesgue measure m should
be considered. Indeed, this should allow one not only to study the mixing dynamics of
an invariant measure, but also the contraction to/escape from such a measure. This has
allowed for new developments in the theory of the global stability of dynamical systems
from Lyapunov functions related to the transfer operator Pm [29] and from the stable
resonances calculated from the Koopman operator Um [2]. In [2], the Koopman operator
is defined on continuous functions. Along the (contracting) direction of the leaves of
the stable manifold, continuous functions are smoothed under the (pullback) action of
the Koopman operator. In principle, the spectral properties of the transfer operators
could allow to study the global stability of an attractor, although appropriate spaces of
distributions should be considered (see section 3.3 and [3], Appendix A).
It follows that the stables resonances, given by the eigenvalues of the transfer
operator Pm with respect to the Lebesgue measure which do not belong to the spectrum
of the transfer operator Pµ with respect to the invariant measure, are expected to
approach the unit circle during the nearing of a boundary crisis whereby the attractor
loses stability (although exceptions may occur, see [88], Sect. 6). This has recently been
shown to be the case during a boundary crisis in the Lorenz flow [3]. In this case, the
unstable resonances were not affected by the crisis, so that no changes could be observed
in the decay of correlations.
There are situations, however, where the instability mechanism responsible for the
crisis is already affecting the dynamics of the system on the attractor. This is the
case in PlaSim, for which the ice-albedo feedback responsible for the warm to snowball
transition can be triggered by atmospheric variability before the crisis. Heuristically,
this might be related to the fact that near the crisis the edge state and the nearby
climate state are dynamically extremely similar [40]. In such case, one would expect
slowing down in the decay of correlations to be visible without having to perturb the
system away from the attractor. In section 5.2, we will show that this is indeed what
irreversible macroscopic properties of systems out of thermal equilibrium (see the pioneering work [82]
and [83, 84] for reviews).
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happens in PlaSim. In order to show that this slowing down of the decay of correlations
is indeed due to the approach of unstable resonances to the unit circle, a reduction
method allowing to give coarse-grained approximations of the unstable resonances will
first be presented in the following section 4.
4. Approximation of the unstable resonances on reduced spaces
The resonances are given by the eigenvalues of the transfer operator (and its adjoint)
governing the evolution of densities. Analytical results on the properties of this operator
for chaotic systems are difficult to obtain (see e.g. [89, 90, 91, 92]). For high-dimensional
systems, to our knowledge, only qualitative results limited to uniformly hyperbolic
systems have been obtained regarding the distribution of the resonances in the complex
plane [22, 23, 24]. Numerical methods are thus required to approximate the resonances
and associated eigenvectors. Here, we explain how these operators can be approximated
from transition matrices estimated from time series.
For still relatively low-dimensional systems, but with chaotic dynamics, one
approach is to calculate the spectrum of transition matrices resulting from the projection
of the transfer operator on a finite family of basis functions. The transition probabilities
can then be estimated from many short time series sampling the state space in order to
approximate the transfer operator Pm acting on densities with respect to the Lebesgue
measure (see section 3). This Galerkin truncation with estimation is referred to as
Ulam’s method [93, 94] in the literature. The method is not limited to the use of
characteristic functions (see [95] and references therein) and has also been referred to as
the Extended Dynamical Mode Decomposition [96] and convergence results have recently
been obtained [97]. An alternative is to apply the ergodic theorem to estimate the
transition matrix from a single long time series converged to the attractor, in which case
only the transfer operator Pµ with respect to some physical measure µ is approximated.
These two methods have been applied to the Lorenz flow in [30] and [3] to respectively
calculate the linear response to forcing from transition matrices approximating the
transfer operators and the resonances across a boundary crisis.
High-dimensional systems, say of more than three dimensions, are not easily
amenable to Ulam’s method, since the number of basis functions required to resolve
properly a given scale increases exponentially with the dimension [30] as well as the
number of time series needed to sample the state space. One is thus led to study the
evolution of densities in a reduced space and to estimate the projection of the transfer
operator Pµ on this space.
Remark 3 Whether performed analytically or numerically, one may wonder whether
the approximations of the eigenvectors on a finite number of basis functions carry
relevant information on the decay of correlations described by eigendistributions. Indeed,
these basis functions usually being regular, their linear combinations should not decay
under the action of transfer operators associated with invertible maps (see section 3).
However, the projection of the image of densities by the transfer operator back to the
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finite dimensional space spanned by the basis functions introduces some irreversibility.
As a consequence the eigenvalues and eigenvectors obtained from these truncations may
actually converge to the unstable resonances and their associated eigendistributions. This
is explained in detail in [89] and [98] with simple yet highly illustrative examples.
4.1. Reduced transfer operators
The reduction method followed in this study consists in three main steps: (i) the
projection of the transfer operator to a lower dimensional space through the conditional
expectation of the invariant measure with respect to this space ; (ii) the discretisation of
the resulting reduced operator on a finite family of basis functions ; (iii) the estimation
of the transition probabilities from a long time series.
Such a reduction has been introduced by [31] to the climate field, building up on
the work of [99] in molecular dynamics. For this purpose, a continuous mapping h from
the state space X to the lower dimensional space Y is defined. For a given measure µ
on B, this mapping induces a Borel σ-algebra C of Y and a marginal measure ρ such
that for any integrable function f on the reduced space Y ,∫
f(h(x))µ(dx) =
∫
f(y)ρ(dy).
Thus, the marginal measure ρ allows one to calculate averages on the reduced space Y
according to µ. In addition, from the disintegration theorem ([100], Chap. 10), there
exists a unique conditional measure y 7→ µy such that, for any f in L1µ(X),∫
X
f(x)µ(dx) =
∫
Y
∫
h−1(y)
f(x)µy(dx)ρ(dy).
The conditional expectation E[·|C] associated with the conditional measure y 7→ µy
defines an orthogonal projection from L1µ(X) to L
1
ρ(Y ) ([101], Chap. 5). This allows one
to define a family of reduced transfer operators P(n)ρ , n ≥ 0, on L1ρ(Y ), which is as close
as possible to the transfer operators Pnµ in the sense of the L1-norm. This operator is
explicitly given by
(P(n)ρ f)(y) := E
[Pnµ (f ◦ h)|y] = ∫
h−1(y)
Pnµ (f ◦ h)(x)µy(dx), f ∈ L1ρ(Y ). (10)
In other words, the action of P(n)ρ consists in lifting the function f from the reduced
function space L1ρ(Y ) to L
1
µ(Y ), next in applying the true transfer operator Pµ n-times
to this lift and then in projecting back to the reduced space by applying the conditional
expectation. This is summarised in the following diagram, with Pρ := P(1)ρ ,
f ◦ h Pµ // Pµ(f ◦ h)
E[·|C]

f Pρ
//
◦h
OO
Pρf
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As was shown in [31], Theorem A, each operator Pρ is a contraction on L1µ(X) such
that, for any two sets B and C in the reduced space Y ,
〈Pρ1B,1C〉ρ
ρ(B)
=
µ (h−1(B) ∩ Φ−1h−1(C))
µ(h−1(B))
(11)
where
〈Pρf, g〉ρ =
∫
Y
Pρf(y) g(y)ρ(dy)
denotes the scalar product between functions f and g in L1ρ(Y ) and L
∞
ρ (Y ), respectively.
In other words, according to (11), the reduced transfer operators allow to calculate
transition probabilities between coarse grained sets in the full state space X as long as
the latter can be obtained from the preimage by h of any two sets in the reduced space
Y . In fact, it follows from the definition (10) that the correlation function between two
arbitrary functions f and g in the reduced function space L1ρ(Y ) (assumed with zero
mean for convenience) can be directly calculated from the family of reduced transfer
operators, i.e.〈P(n)ρ f, g〉ρ = 〈Pnµ (f ◦ h), g ◦ h〉µ = Cf◦h,g◦h(n).
It is then possible to extract information about the unstable resonances, i.e. the
eigenvalues ζk of Pµ (on some appropriate space of distributions) describing the decay
of correlations, from the eigenvalues ζ¯k of the reduced transfer operator Pρ, referred to
as the reduced unstable resonances†.
However, it is not in general true that
〈Pnρ f, g〉ρ = Cf◦h,g◦h(n), so that it is not
possible to calculate the correlation function between observables on the reduced space
at a given time n by iterating the reduced transfer operator for n = 1. Indeed, the non-
commutativity of the diagram associated with the loss of information when going from
the state space to the reduced space introduces memory effects [102]. The dynamics in
the reduced space is thus non-Markovian, as can be understood from the Mori-Zwanzig
formalism [103, 104, 105]. As a consequence, the family of reduced transfer operators
P(n)ρ for n ≥ 0, do not in general constitute a semigroup and their eigenvalues ζ¯k(n) are
not related by a spectral mapping formula. Indeed, due to the semigroup property of
the family of transfer operators Pnµ , n ≥ 0, the eigenvalues ζk(n) of the nth powers of
the transfer operator Pµ are related by the spectral mapping formula [75]
λk :=
1
n
log ζk(n), n ≥ 0, (12)
where log denotes the complex logarithm (assuming that we can take the principal part)
and λk is a complex number independent of n. The eigenvalues ζ¯k(n) of the reduction
of the nth powers of the transfer operator Pµ do not in general satisfy such a relation.
Depending on the reduced space defined by h, the eigenvalues of Pρ will thus contain
mixed information about different eigenvalues of Pµ.
† Let us stress that no information about the stable resonances can be extracted from the reduced
transfer operator Pρ as they are given as a projection of the transfer operator Pµ with respect to the
invariant measure µ rather than with respect to the Lebesgue measure m.
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However, in some cases, it may still be that the leading reduced resonances satisfy
the spectral mapping formula (12) and appropriately describe the decay of correlations
in the reduced space. For example, in the limit of a strong time-scale separation between
the dynamics in the reduced space and its complement, it can be rigorously shown [106]
thanks to homogenisation techniques [107] that the reduced unstable resonances actually
converge to some of the eigenvalues of the true transfer operator, so that they do not
depend on n. Moreover, even if no time-scale separation exists, the slowest decay rates
λ¯k(n) :=
1
n
log ζ¯k(n) may happen to depend only weakly on number of iterations of the
time n, thus behaving ”as Markovian” [102]. Testing the dependence of the reduced
unstable resonances on time thus provides an important test of their robustness to
memory effects in the reduced space (see Appendix A.3). Note that when presenting
the numerical results in section 5, the formula (12) will always be applied to represent the
rates λk. Thus the approach of the unstable resonances to the unit circle will correspond
to the approach of these rates to the imaginary axis.
Remark 4 In theory, the observation operator h defining the reduced state space should
be chosen so as for the eigenvectors associated with the leading unstable resonances
to project significantly on the reduced space and leaving other eigenvectors in its
complement. However, we do not know of any systematic method to choose the
observation operator h, without the full knowledge of the true transfer operators. One
approach would be to select observables such that their correlation functions, including
the cross-correlations, decay slowly. Another approach, based on physical grounds, is to
choose observables which are known to be involved in the physical processes of interest,
such as the ice-albedo feedback. In this study, both techniques have been applied to choose
the observables used in section 5.
4.2. Estimation of the reduced transfer operators from time series
Once the reduced transfer operator has been defined, their discrete approximation
follows easily. The reduced transfer operator is thus projected on a truncated family
G = {χ1, ..., χn} of orthogonal basis functions, i.e. such that 〈χi, χj〉ρ = 0 when i 6= j.
This can be seen as a further reduction from L1ρ(Y ) to L
1
ρ(span G), as in the previous
section 4.1. Any vector of components f = (f1, ..., fm) in Rm, defines an observable
f =
m∑
i=1
fi
χi
ρ(χi)
such that fi = 〈f, χi〉ρ and
∫
X
fdρ =
m∑
i=1
fi.
For any such f , the component of Pρf on the basis function χj is then given by
(Pρf)j = 〈Pρf, χj〉ρ =
m∑
i=1
fi
〈Pρχi, χj〉ρ
ρ(χi)
= (fP )j ,
where we have defined the transition matrix P with elements the normalised correlations
P ij :=
〈Pρχi, χj〉ρ
ρ(χi)
. (13)
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In this study, we have chosen to only consider families of indicator functions
G = {1B1 , ...,1Bn} on a grid of disjoint boxes {B1, ..., Bn} such that ∪mi=1Bi ⊆ C (this
choice providing us with sufficiently robust results, see Appendix A). In this case, the
transition probabilities are simply given by
P ij =
〈Pρ1Bi ,1Bj〉ρ
ρ(Bj)
=
µ (h−1(Bi) ∩ Φ−1h−1(Bj))
µ(h−1(Bj))
, (14)
where the second equality follows from (11) and relates the transition probabilities in
the reduced space to the transition probabilities between coarse grained sets in the full
state space ([31], Theorem A).
Once the analysis of the reduced transfer operator Pρ has been reduced to a discrete
problem on a transition matrix P , it remains to calculate the transition probabilities of
this matrix. While in the original version of Ulam’s method (see e.g. [94]) this is done
by an estimation from an ensemble of many short simulations sampling a given volume
in state space, this cannot be done in the high-dimensional case considered here.
This is why, in practice, the reduction method presented in the previous section 4.1
only allows for the reduction of the transfer operator Pµ with respect to the invariant
measure, and thus for the approximation of the unstable resonances only. On the other
hand, assuming that the invariant measure µ is physical (see remark 1), the transition
probabilities in (14) can be estimated from a single long time series {xs}1≤s≤T converged
to the attractor, according to the time means
P ij =
1
T
∑T
s=0 χi(h(xs))χj(h(xs+t))
1
T
∑T
0 χi(h(xs))
=
#{h(xs) ∈ Bi, h(xs+t) ∈ Bj}
#{h(xs) ∈ Bi} , (15)
where h(xs) is the measurement taking a sample xs at time s of the full state to the
reduced space. The second equality is valid only for the case of indicator functions and
the right-hand side is just the normalised count of the number of times the time series
transits from one box to another after one application of the map Φ. In practice, the
time series is sampled at a finite rate for a finite time, so that the time means yield the
Maximum Likelihood Estimator (MLE, see e.g [108]) of the transition probabilities.
Once the transition matrices have been estimated, the eigenvalues and the right
and left eigenvectors of the transition matrix P can be calculated numerically (with an
eigensolver such as ARPACK [109]) to get discrete approximations of the eigenvalues,
eigenvectors and adjoint eigenvectors of the reduced transfer operator Pρ †. To
summarise, the following numerically tractable problem is solved:
(i) Integrate a long time series {xs}1≤s≤T from a numerical model.
(ii) Define an observation operator h : X → Y to a reduced space Y of low dimension
(typically one to three-dimensional, depending on the length of the available time
series) inducing a family of reduced transfer operators Pρ, according to (10).
† See [110] for useful estimates of the convergence of the eigenvalues and eigenvectors of the transition
matrices.
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(iii) Select a finite number m of basis function {χ1, ..., χn} on which to discretise the
reduced operators (once again, the number of basis functions is limited by the
length of the time series).
(iv) Estimate the transition probabilities (15) of the coarse grained reduced transfer
operators Pρ.
(v) Calculate the eigenvalues ζ¯k of the transition matrix P .
(vi) Convert the ζ¯k to the complex rates λ¯k, according to (12).
(vii) Check the robustness of the λ¯k to the number of iterations n of the original transfer
operator, the discretisation and the sampling (see Appendix A).
5. Results
This section presents the main results of this article, namely that (i) slowing down of
the decay of correlations occurs before the boundary crisis in PlaSim ; and (ii) such a
slowing down is explained by the approach of the reduced unstable resonances to the
unit circle.
5.1. Changes in the statistical steady-state
The long simulations described in section 2.3 are now used to study the statistical
changes occurring along the warm branch of statistical steady-states as the solar constant
is decreased towards its critical value Sc. We start by discussing the statistics of a few
observables to stress their key role in the ice-albedo feedback, the instability mechanism
responsible for the attractor crisis (see section 2.2). Based on physical grounds (see
remark 4), the following observables will be used †:
• the fraction of Sea Ice Cover (SIC) in the Northern Hemisphere (NH),
• the Mean Surface Temperature (MST) averaged around the Equator (Eq, i.e. from
15◦S to 15◦N),
The SIC is the primary variable involved in the ice-albedo feedback as an ice-covered
ocean has a much bigger albedo than an ice-free ocean. Sea ice forms when the surface
temperature is below the freezing point (Tf ≈ 271.8K) motivating the choice of a
surface temperature indicator. Furthermore, the MST at the equator is an indicator
of the amount of heat stored in the ocean at low-latitudes and that can potentially be
transported to high latitudes through horizontal diffusion in the Ocean or, indirectly,
through the general circulation of the Atmosphere.
The sample mean (calculated from the long simulations presented in section 2.3,
according to (6)) of these observables are represented in figure 2(a-b), allowing us to
recap the changes in the climate steady-state [38, 39]. As the solar constant is decreased,
less thermal Outgoing Longwave Radiation (OLR) is necessary to balance the Incoming
† These observables play the role of the function g in section 3).
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(a)
(c)
(e)
(b) (d) (f)
Figure 2: Sample mean (a-b), variance (c-d) and skewness (e-f) of yearly averages of the
NH SIC fraction (top) and the Eq MST in Kelvin (bottom), versus the solar constant
S (Wm−2).
Shortwave Radiation (ISR) from the sun, so that, as predicted by the Stefan-Boltzmann
law of black bodies, the temperature of the Earth cools down, explaining the decrease
in the Eq MST (fig. 2(b)). The cooling of the surface of the Earth induces an increase
of the extent of the sea ice towards low latitudes, further weakening the amount of
absorbed solar radiation and strengthening the cooling. These changes in the mean
of these observables are smooth, almost linear. Only for a value of the solar constant
smaller than 1280 Wm−2 does the increase in NH SIC strengthen.
However, the sample variance (fig. 2(c-d)) and skewness (fig. 2(e-f)) experience
rougher changes with the solar constant. Indeed, the variance of the NH SIC and Eq
MST increases dramatically for S < 1300 W/m2. This increase indicates that the
ice-albedo feedback is less and less damped as the criticality is approached. Thus, an
anomaly in, for instance, the surface temperature can lead to an increase in the SIC
which will be less easily damped by heat transport from a cooler equator.
To stress the statistical relationship between the NH SIC and the Eq MST, their
joint Probability Density Function (PDF) † is plotted figure 3, for decreasing values of
the solar constant. Note that the offset of the Eq MST is reported (in K) on the upper
right side of each panel. Apart from the changes in the mean and the increase in the
† Similarly as for the transition probabilities (15), the PDF is estimated from the number of realisations
falling in each box of the grid defined in section 5.3. In other words, it is a binned histogram which gives
a discrete approximation of the density of the marginal measure ρ (see section 4) for an observation
operator h with components the NH SIC and the Eq MST.
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variance (the axis of each panel have the same scaling), these plots show that while
for S = 1300 Wm−2 (panel (a)) the NH SIC and Eq MST are only weakly correlated
and approximately normally distributed, their distribution becomes more and more
tilted and skewed as the solar constant is decreased (panel (b-d)). This increase in the
skewness of the NH SIC and Eq MST is also visible in figure 2(e-f) from which one
can verify that positive values of the NH SIC and negative values of the Eq MST are
favoured as the criticality is approached. This shape is in agreement with the fact that,
as the ice-albedo feedback is less and less damped, larger excursions of the SIC to low
latitudes and concomitant cooler temperatures are permitted.
(a) (b)
(c) (d)
Figure 3: Joint PDFs of the NH SIC and Eq MST for (a) S = 1300 Wm−2, (b)
S = 1275 Wm−2, (c) S = 1270 Wm−2 and (d) S = 1265 Wm−2, estimated from
histograms on the same grid as used for the transition matrices of section 5.3. While
the axes are translated to follow the mean of the PDFs, their scaling is the same for
each panel and is taken so as to span -3 to +3 standard deviations of the NH SIC and
the Eq MST for S = 1265 Wm−2. Note that the offset of the Eq MST is reported (in
K) on the upper right side of each panel.
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5.2. Slowing down of the decay of correlations
Section 5.1 revealed the changes in the moments of the steady-state along the warm
branch, which could be linked to the physical mechanism of ice-albedo feedback. We
now show that, consistent with the increase in variance and skewness of the NH SIC
and Eq MST, the decay of their correlation functions also slows down. For this purpose,
the sample Auto-Correlation Function (ACF) and Cross-Correlation Function (CCF) of
these observables are calculated from the simulations presented in section 2.3, according
to (9). The results are shown in figure 4 with a logarithmic scale for the y-axis to check
for an eventual exponential decay of correlations. Note that, because the NH SIC and
Eq MST are mostly anti-correlated, the absolute value of the CCF between the NH SIC
and the Eq MST is plotted in figure 4(c).
Let us first note that the fact that the correlation functions in figure 4.a-c show
different decay rates depending on the choice of the observables is indicating that these
observables project differently on the eigenvectors of the transfer operator. For example,
the fact that the auto-correlation functions for the NH SIC (fig. 4.a) decay more slowly
that the auto-correlation functions for the Eq MST (fig. 4.b) suggests that the NH SIC
projects more strongly on the eigenvectors associated with unstable resonances close to
the imaginary axis than the Eq MST. Furthermore, no oscillatory behaviour is found in
the correlation functions, indicative that the leading reduced unstable resonances must
be real. Note also the strong correlations between the NH SIC and the Eq MST figure
4(c), in agreement with the PDFs of figure 3.
Most importantly, the correlation functions decay more and more slowly as the
solar constant is decreased towards its critical value, although not in a regular fashion.
Slowing down of the decay of correlations is thus apparent before the boundary crisis
in this model, even when the unperturbed evolution of the system alone is observed
(i.e. from time series converged to the attractor). This result can be explained in
physical terms by the fact that, as the criticality is approached, an initial ensemble
may experience more and more persistent fluctuations associated with the strengthened
ice-albedo feedback and thus take a longer time to converge to the statistical steady-
state. From a dynamical point of view, this effect is associated to the nearby presence
of the edge state [40]. From a macroscopic physical point of view, one can see the
slowing down of the decay of correlations as resulting from the decreased efficiency
of the large scale macroscopic thermodynamic fluxes in damping anomalies across the
physical extent of the system [34, 67].
5.3. Changes in the eigenvalues of the reduced transfer operator
The theory presented in section 3 suggests that the slowing down of the decay of
correlations observed before the attractor crisis can be explained by the approach of
some unstable resonances to the imaginary axis. To test this theory here, we apply the
numerical method presented in section 4 and estimate transition matrices from the time
series of the NH SIC and the Eq MST, observables selected for being most sensitive to
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(a)
(b)
(c)
Figure 4: (a) ACF of the NH SIC, (b) ACF of the Eq MST and (c) CCF (in absolute
value) of the NH SIC and Eq MST, for different values of the solar constant; note that
the ordinate has a logarithmic scale.
the slowing down of the decay of correlations (see remark 4) and for being most relevant
in terms of ice-albedo feedback (see section 5.1).
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Note first that the theory presented in section 3 has been worked out for autonomous
maps. In the application considered here, the time series have been sub-sampled to one
year time steps, by taking yearly averages. The transfer operators considered in this
application are thus induced by the time-one-year map corresponding to these yearly
averaged time series.
Several observation operators h will be considered. Let us first take a one
dimensional reduced state space with h having only one component, either defined
as the NH SIC or as the Eq MST alone. A grid of 50 boxes spanning the interval
[−5σ, 5σ], where σ is the standard deviations of each observable, is taken. The width of
the domain is chosen so as to avoid boundary effects which tend to result in a spectrum
spuriously far from the imaginary axis. The choice of the number of boxes is a trade-
off between the resolution of short spatial and temporal scales and the quality in the
estimates of the transition probabilities. A lag of one year was chosen (i.e. at the
sampling frequency of the time series). It is shown in Appendix A that our results
are fairly robust to changes in the grid, the lag and to the sampling. This does not
mean that the true unstable resonances are being approximated but rather that the
eigenvalues of the reduced transfer operators have converged and that memory effects
in the reduced space are weak.
The leading reduced unstable resonances, calculated from the eigenvalues of the
transition matrices, are estimated for different values of the solar constant and the
corresponding rates calculated from (12) are represented in figure 5 for the NH SIC.
The rate of the first reduced unstable resonance, represented in red, is always 0 and is
associated with the unit vector, which is by construction a fixed point for the transition
matrices. Next, the rates of the first five secondary eigenvalues are represented in blue
to help following their evolution. In addition, the time scale given by minus the inverse
of the real part of the rate of the leading reduced unstable resonance is also given in the
upper-right corner of figure 5.
The main result here is that, in agreement with the slower decay of correlations of
the NH SIC observed in figure 4(a), the leading (secondary) reduced unstable resonances
get closer and closer to the unit circle, as the solar constant nears its critical value.
Furthermore, that the leading eigenvalues have vanishing imaginary part agrees with
the fact that no oscillations are found in the correlation functions represented figure
4(a).
For a more detailed analysis, the real part of the rates (12) of the four leading
reduced unstable resonances for the NH SIC and for the Eq MST are plotted in figure
6(a) and (b), respectively. Furthermore, the corresponding plot for the transition
matrices estimated using the two dimensional space composed of both the NH SIC
and the Eq MST is also shown in figure 6(c). For this two dimensional observation
operator h, a coarser grid of 25×25 boxes was used, because of the higher dimension of
the reduced state space compared to the one dimensional case. To these plots are added
the sample decorrelation rates γi,j of the ACFs and CCFs to give an indication of what
would be the real part of the unstable resonance if only one of them would dominate.
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(e) (f)
Figure 5: Rates (12) corresponding to the reduced unstable resonances estimated from
the NH SIC for a solar constant of (a) 1360, (b) 1290, (c) 1280, (d) 1275, (e) 1270 and
(f) 1265 Wm−2. The first rate, which is zero, is represented in red, while the first 5
secondary rates are represented in blue. The relaxation time associated with the leading
secondary rate and given by minus the inverse of the real part of the rate is also given
in the upper-right corner of the panels.
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They are defined here as γi,j = log(|Cfi,fj(1)|), where Cfi,fj(1) is the sample ACF or
CCF with observable fi leading observable fj by one year. Here the lag of one year is
chosen to be the same as for the estimation of the transition matrices. For example,
γ1,2 in figure 6(c) shows the sample decorrelation rate with the NH SIC leading the Eq
MST by one year.
The plots in figure 6 confirm the approach of the unit circle by the leading reduced
unstable resonances for the NH SIC, the Eq MST and the (NH SIC, Eq MST), as the
solar constant is decreased to its critical value. In particular, the time scale associated
with the second eigenvalue for the (NH SIC, Eq MST) transition matrices increases
from about 2 years to more than 17 years right before the crisis, yielding a quantitative
measure of the slowing down of the decay of correlations associated with the loss of
stability of the attractor. Moreover, for S < 1290 Wm−2, the increase of the real
parts is almost linear and is reminiscent of the results found for bifurcations of low-
dimensional systems [91, 92]. Overall, these changes are in agreement with the slower
decay of the ACFs and CCFs shown in figure 4. In particular, one can see that the
maximum sample decorrelation rates coincide very well with the real part of the second
leading rate. Different observables (e.g highly nonlinear ones) acting on the reduced
space may however project differently on the eigenvectors of the transition matrices, so
that different reduced unstable resonances may dominate their decay of correlations.
Remark 5 Let us note that, while showing results only for the NH SIC and the Eq MST
for definiteness, other observables exhibit a slowing down of the decay of correlations
at the approach of the crisis. This is not true, however, for every observables as the
temporal fluctuations of some are not affected by the crisis or are experience too fast a
decay of correlations to be accessible by the reduction method and the sampling strategy
used here.
Remark 6 Note that some reduced unstable resonances for some other values of the
solar constant than those presented here have been found to be associated with an even
slower decay of correlations than for values of the solar constant closer to the critical
point of 1265 Wm−2. This may happen when meta-stability arises when the sea-ice cover
(giving the number of grid boxes covered by sea ice) intermittently switches between states
with slightly different latitudinal extents. Thus, the appearance of these eigenvalues is
due to the coarse representation of this integer valued observable rather than to the
approach to some critical point.
To conclude, it is found that the slowing down of the decay of correlations observed
in section 5.2 is explained by the approach of the reduced eigenvalues to the imaginary
axis. While one cannot prove that the actual unstable resonances approach the
imaginary axis before the boundary crisis in PlaSim, the results show that important
changes in the unstable resonances do occur before the crisis which are responsible for
the approach of the imaginary axis by the reduced eigenvalues.
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(a)
(b)
(c)
Figure 6: Real part of the rates for the four four leading reduced unstable resonances
for (a) the NH SIC and (b) the Eq MST and (c) the (NH SIC, Eq MST), versus the
solar constant. The sample decorrelation rates γi,j between the observables are also
represented as black and red crosses.
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6. Summary and Discussion
Motivated by the question of whether critical slowing down of the decay of correrlations
can be observed in a high-dimensional chaotic system undergoing an attractor crisis and
whether such a slowing down of the decay of correlations can be explained in terms of
spectrum of operators governing the dynamics of statistics, we have taken as test bed
a high-dimensional chaotic climate model undergoing a change of attractor as a control
parameter is varied.
Correlation functions estimated from long simulations of the model have revealed
that a slowing down indeed occurs as the critical value of the control parameter is
approached. Importantly, the slowing down of the decay of correlations could be seen
from the evolution of observables in steady-state, without having to perturb the system
away from the attractor. The second step of this study was to verify that the slowing
down of the decay of correlations can in this case be explained by the approach of
unstable resonances of transfer operators to the unit circle in the complex plane (i.e.
the approach of the corresponding rates to the imaginary axis).
The behaviour of the resonances of transfer operators has recently been studied for
a boundary crisis in the Lorenz flow [3]. It was shown that only the stable resonances
associated with contraction towards the attractor were affected to the crisis, as opposed
to the unstable resonances associated with the mixing or decay of correlations of
observables on the attractor. This result is supported by the fact that these stable
resonances may be used to characterise the global stability of invariant sets [2].
Moreover, it has recently been shown for a simplified climate model incorporating
the dynamical core of PlaSim and a simplified representation of the oceanic transport
and of the ice-albedo feedback that the crisis occurring in PlaSim is indeed a boundary
crisis during which a strange saddle (the so-called ”edge state”) collides with the
attractor [40]. We are therefore led to think that the edge state exists also in the
PlaSim configuration adopted here.
We are thus led to ask what mechanism is responsible for the fact that the unstable
resonances and the decay of correlations are affected by the boundary crisis in PlaSim,
while this cannot be expected to be the case in general. This could be explained in
physical terms by the fact that the primary mechanism of instability leading to the
destruction of the attractor, the ice-albedo feedback, is not only activated by exogenous
perturbations but also by spontaneous fluctuations along the attractor (i.e. internal
variability, in climatic jargon). This aspect, related to the presence of positive Lyapunov
exponents associated with unstable processes, makes the treatment of deterministic
chaotic systems intrinsically more interesting than that of simpler systems featuring
fixed points or periodic orbits as attractors.
A more mathematical explanation can be suggested in terms of stochastic model
reduction. While in the model considered here the sea ice and the ocean are fully
coupled with the atmosphere, there exists a relatively strong time-scale separation
between the dominant variability in the atmosphere, due to baroclinic instability, and
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the thermodynamic evolution of the sea-ice and of the ocean. One is then tempted
to take advantage of this time-scale separation to apply homogenisation methods (see
[107] and references therein, in particular [111]) to derive a reduced model of the sea-ice
and the ocean where the dynamics of the atmosphere are, loosely speaking, replaced by
noise. In this reduced model, the stochastic forcing representing the atmosphere could
be considered to drive the ocean-sea-ice system away from its unperturbed statistical
steady-state and thus to excite the stable resonances of this ocean-sea-ice system. In this
case, it has rigorously been shown in [106] that the eigenvalues of the reduced transfer
operator actually converge to the leading unstable resonances, in the limit of infinite
time-scale separation. This explanation is supported by the fact that the projection of
the transfer operator on the space spanned by the NH SIC and the Eq MST is robust to
changes in the lag (see Appendix A). While in the presence of a strong-time separation,
homogenisation methods allow to give an approximation of the high-dimensional system,
it is not yet clear, however, whether such approximation is able to reflect global stability
properties of the original system.
In the case when memory effects are strong in the state space, the family of
reduced transfer operators (for varying number of iterations of the original operator)
cannot be considered as a semigroup and several operators at different times need
to be considered (section 4). The choice of the observation operator defining the
reduced space is not straightforward and should eventually be guided by the behaviour
of correlation functions (looking for observables with the slowest decay rate) and by
an understanding of the fundamental physical mechanisms responsible for the slow
dynamics. Approximating this spectrum for systems with competing time-scales can
reveal much richer dynamics than by the estimation of the decorrelation rates alone
[102, 112].
Let us now put these results in perspective with Ruelle’s response theory [26] which
has recently been extended to deal with the response of correlations to perturbations
[113]. The approach of the resonances, both stable and unstable, to the unit circle is
an indicator that the radius of convergence of the series expansion of the perturbed
invariant measure shrinks [114, 30, 31]. In other words, the size of the perturbation
for which response theory applies [26] vanishes at the criticality, accordingly to the fact
that a dramatic change in the statistics occurs during the attractor crisis. Assessing
the sensitivity to perturbation of the invariant measure is particularly relevant to the
problem of the climate response to anthropogenic forcing [115, 65]. In particular, the
current efforts to calculate the linear concept of climate sensitivity [116, 117, 118] may
be of little help if higher order nonlinear terms are important [47, 119] or if this response
has a strong dependence on the steady-state itself [120, 121, 122].
Finally, more than just to show that slowing down of the decay of correlations can
be observed from long time series of a high-dimensional chaotic system (as anticipated
by [123], also in a geophysical context), this study gathers existing results from the
ergodic theory of dynamical systems to give the theoretical foundations necessary to
better understand the behaviour of statistics near a chaotic attractor crisis and in
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particular the potential of early warning indicators such as the lag-1 autocorrelation
[1] or more advanced ones, able to capture non-Markovian effects [124]. For example,
PlaSim provides an example of a chaotic system undergoing a boundary crisis for which
the correlation functions can provide an indicator of the crisis. However, such an
indicator would not work for any boundary crisis [3], since the unstable resonances are
not always affected by the crisis. Even in the former case, the rather smooth changes
in the reduced unstable resonances observed in section 5.3 before the crisis (and, a
fortiori, in the decorrelation rates) suggest that autocorrelation-based indicators may
not give a strong signal at the approach of an attractor crisis. This is in agreement with
the analytical results obtained by [91, 92, 112] for low-dimensional systems. Moreover,
invoking the chaotic hypothesis [125], such numerical results could be explained by the
differentiability of the unstable resonances of Anosov systems, proved in [22]. We do not
know, however, if such stability of the mixing spectrum is common in high-dimensional
systems and possibly nonuniformly hyperbolic systems such as found in geophysical fluid
dynamics.
This analysis thus shows, that even though the methodology presented section 4 is
too demanding in terms of data to apply it to observations and use the spectral gap as
an early-warning indicator of a crisis, it is very well suited to understand and design such
indicators in the more general context of high-dimensional chaotic (and also stochastic)
systems than the one of auto-regressive processes for which the lag-1 auto-correlation
indicator was originally developed in [1]. However, whether the numerical method
presented in section 4 is amenable to state-of-the-art climate models with thiner grids
and for which obtaining long time series is computationally costly can be questioned.
The answer to this question will, however, depend on the strength of the resonances
associated with the physical processes of interest.
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Appendix A. Robustness of the numerical estimates of the spectrum of the
reduced transition matrices
In this section, we test the robustness of the eigenvalues of the reduced transition
matrices represented figure 6 to the sampling length, the grid size and the lag. For
convenience, all the tests are presented for the NH SIC only. However, the corresponding
tests done for the Eq MST and (NH SIC, Eq MST) do not challenge the conclusions
taken in this study. Unless specified, all the parameters used in the following to estimate
the transition matrices, such as the length of the times series, the grid, or the lag, are
taken the same as for the ones used section 5.3 to produce figure 6.
Appendix A.1. Robustness to the sampling length
To test the robustness of the approximated spectra to the length of the time series
used to estimate the transition probabilities, one could calculate confidence intervals
from a version of the non-parametric bootstrap [126, 127], adapted to the estimation
of transition matrices [128] as was done in [31, 102]. Instead, we simply look at the
changes in the leading eigenvalues of the transition matrices when only the first half
(4850 years) or quarter (2425 years) of the time series is used. The thus obtained real
parts of the rates of the reduced unstable resonances calculated for the NH SIC, with
a lag of 1 year and on a grid of 50 boxes, are represented figure A1. Furthermore, the
inverse of the real part of the rate of the second eigenvalue is catalogued in the third
and fourth column of table A1.
(a) (b)
Figure A1: Real part of rates (12) for the four leading reduced unstable resonances for
the NH SIC, versus the solar constant, using only (a) half and (b) a quarter of the time
series used to produce the corresponding figure 6.
It is sufficient for this analysis to see, by comparing figure 6 to figure A1 and from
table A1, that using time series of NH SIC twice or even four times as short as the
original one to estimate the transition probabilities results in errors of less than 10%
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in the inverse of the real part of the eigenvalues. This shows the convergence of the
estimates with the length of the time series, and that the qualitative picture, of the
approach of the eigenvalues to the imaginary axis as the attractor crisis is neared, is not
affected by the sampling length.
Appendix A.2. Robustness to the grid size
The robustness of our results to the size of the grid is now addressed. Figure A2(a) to
(c) represents the real part of the rates (12) of the leading reduced unstable resonances
estimated from transition matrices on a grid of 25, 75 or a 100 boxes, respectively,
instead of the original grid of 50 boxes used to produce figure 6. Figure A2(a-c) and
figure 6 are qualitatively similar, with the approach to 0 of the real part of the leading
eigenvalues as the solar constant is decreased. The inverse of the real part of the rate of
the second eigenvalue is also given in the fifth to the seventh column of table A1 from
which one can see that increasing the resolution results in differences in the inverse of
the real part of the rate of the second eigenvalue of less than 5%. This suggests that
the grid of 50 boxes used for the NH SIC is sufficiently thin to obtain good estimates of,
at least, the second eigenvalue, allowing one to conclude that the outcome of this study
is not challenged by the coarse resolution of the grid used to estimate the transition
matrices.
(a) (b) (c)
Figure A2: Real part of the rate (12) of the four leading reduced unstable resonances
for the NH SIC, versus the solar constant, using a grid of (a) 25 boxes, (b) 75 boxes and
(c) a 100 boxes, compared to the 50 boxes grid used to produce figure 6.
Appendix A.3. Robustness to the lag
All the transition matrices in section 5.3 were calculated for a lag of 1 year, in order
to have access to time scales as short as possible. However, due to the fact that the
transition matrices are calculated on a reduced state space, the family of operators
P(n)ρ , n ≥ 0 reduced from n iterates of the transfer operator does not constitute a
semigroup, so that the spectral formula (12) does not apply in general and the rates
(12) computed from the eigenvalues of the P(n)ρ , n ≥ 0 depend on n (see section 4). To
verify that the conclusions of the analysis presented section 5.3 are not questioned by a
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different choice of the lag n, we represent, in figure A3(a) and (b), the real part of rates
corresponding to the leading reduced unstable resonances calculated, as for figure 6, for
the NH SIC and on a grid of 50 boxes but for a longer lag of 3 and 5 years, respectively.
Again, the inverse of the real part of the rate of the first secondary eigenvalue thus
obtained is catalogued in table A1.
It is obvious from figure A3, that rates far away from the imaginary axis are not
well estimated for long lags. This effect if known [33] and due to the fact that the
eigenvectors associated with rates far from the imaginary axis decay fast and quickly
become overwhelmed by the different sources of numerical imprecisions. However, even
when a lag of 5 years is taken, the approach of the second leading rate to the imaginary
axis as the control parameter is decreased towards its critical value can still be observed
figure A3(b), since the real part of this rate corresponds to a time scale larger than 5
years for S < 1280 Wm−2.
(a) (b)
Figure A3: Real part rates corresponding to the four leading reduced unstable
resonances for the NH SIC, versus the solar constant, using a lag of (a) 3 years and
(b) 5 years, compared to the lag of 1 year used to produce figure 6.
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Table A1: Inverse of the real part of the rates corresponding to the second reduced
unstable resonance (in years) of transition matrices estimated for the NH SIC using
different parameters, for different values of the solar constant. For the second column,
the whole time series was used as well as a grid of 50 boxes and a 1 year lag, as for
figure 6. For the third and the fourth columns, only half or a quarter (cf. fig. A1.a and
b, respectively) of the time series was used, respectively. For the fifth to the seventh
column, a grid of 25 boxes, 75 boxes and a 100 boxes (cf. fig. A2.a to c, respectively) was
used. Finally, for the last two columns, a lag of 3 and 5 (cf. fig. A3.a to b, respectively)
years was used.
S(Wm−2) Fig. 6 1/2 length 1/4 length 25 boxes 75 boxes 100 boxes 3 years 5 years
1265 16.36 14.48 15.63 14.12 16.69 16.95 15.84 15.95
1270 7.65 8.22 7.45 7.02 7.77 7.81 7.70 7.85
1275 5.69 5.49 5.29 5.33 5.73 5.77 6.02 6.52
1280 3.31 3.28 3.26 3.16 3.34 3.36 3.40 3.49
1290 1.90 1.89 1.94 1.89 1.90 1.92 1.99 2.25
1300 2.04 2.09 1.96 1.99 2.06 2.06 2.00 2.15
1315 1.89 1.94 1.84 1.85 1.92 1.91 1.82 2.09
1330 1.83 1.78 1.75 1.80 1.85 1.84 2.04 2.28
1345 1.59 1.52 1.50 1.55 1.59 1.59 1.51 1.80
1360 1.72 1.72 1.70 1.68 1.73 1.71 1.75 1.99
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