Abstract. For soliton cellular automata, we give a uniform description and proofs of the solitons, the scattering rule of two solitons, and the phase shift using rigged configurations in a number of special cases. In particular, we prove the soliton cellular automata using B r,1 when r is adjacent to 0 in the Dynkin diagram or there is a Dynkin diagram automorphism sending r to 0.
Introduction
A soliton cellular automaton (SCA) is a dynamical system on a one-dimensional lattice that evolves according to a particular deterministic rule. Some of the key properties of SCAs are that they possess stable configurations called solitons, isolated solitons move proportional to their length, and the number of solitons and their lengths do not change after collisions. A classic and, despite its simplicity, surprisingly rich example is the box-ball system of Takahashi and Satsuma [TS90] .
The box-ball system is an integrable non-linear dynamical system and is related to the difference analog of the Lotka-Volterra equation under tropicalization [TNS99, TTMS96] . It is also an ultradiscrete version of the Korteweg-de Vries (KdV) equation [Bou77, KdV95] : a non-linear partial differential equation that models shallow water waves in 1D (such as a thin channel). Solutions of the KdV equation were shown to separate in solitary waves, where they retained their shape after interaction, by Kruskal and Zabusky [KZ64] . These solitary waves are called solitons, and solitons in the box-ball system are the ultradiscrete analog. The inverse scattering transform was constructed in [GGKM74] and applied to the KdV equation, showing m-soliton solutions exists and that the KdV equation is an exactly solvable model.
The next breakthrough in studying SCA came from using the theory of Kashiwara's crystal bases [Kas90, Kas91] KMOY07, OS08, Yam98] . SCAs were reformulated using tensor products of KR crystals (B r,1 ) ⊗∞ , where the time evolution was given using the combinatorial R-matrix with a carrier B r,s for s ≫ 1 and the invariants were described using the local energy function [bM12, FOY00, HHI + 01, HKT00, HKO + 02a, MOW12, TNS99, Yam04, Yam07] . Based on these results, it is conjectured that solitons are parameterized by "decoupled" KR crystals (removing nodes 0 and r from the Dynkin diagram and taking the appropriate affinization), the scattering rule is determined by the "decoupled" combinatorial R-matrix, and the phase shift is given by the local energy function for all SCA. We note that the phase shift corresponds to the change in the coefficient of the null root δ if we consider the affinization crystal (we refer the reader to [HK02, Ch. 10] for details) of "decoupled" KR crystals. Additionally, the time evolution can also be described using the row-to-row transfer matrix of integrable 2D lattice models at q = 0. In particular, the box-ball system is given using the KR crystal B 1,1 in type A
1 . SCAs are also intimately connected to the the Bethe ansatz [Bet31] of Heisenberg spin chains. The connection comes from the fact that the Hamiltonian of the Heisenberg spin chain commutes with the row-to-row transfer matrix of the 2D lattice model and can be simultaneously diagonalized [KKM + 92a]. The analysis of the 2D lattice model and the Bethe ansatz led to the X = M conjecture [HKO + 99, HKO + 02b], but there is a more direct combinatorial interpretation. Baxter's corner transfer matrix [Bax89] can be to solve the 2D lattice model, which naturally corresponds to classically highest weight elements in a tensor product of KR crystals. In [KKR86, KR86] , Kerov, Kirillov, and Reshetikhin introduced combinatorial objects called rigged configurations to parameterize solutions to the Bethe ansatz and developed a bijection Φ between rigged configurations and classically highest weight elements in
n . The bijection Φ was later extended to an affine crystal isomorphism with the full tensor product in general (i.e., for
ri,si ) in type A (1) n [DS06, KSS02, SW10] . The SCA for type A (1) n has similar dynamics to the box-ball system, but now there are n colored balls. In the bijection Φ, the addition of vacuum states to the end of the tensor product does not change the rigged configuration, thus we can extend Φ to be a bijection between rigged configurations and states of the SCA. Moreover, the combinatorial R-matrix intertwines with the identity map on rigged configurations under Φ, thus time evolution acts by increasing the riggings J by i. Hence, the corresponding rigged configuration under Φ −1 encodes the action-angle variables of the SCA, and in particular, the partition ν (1) of the rigged configuration encodes the sizes of the solitons (with no interactions) [KOS + 06, Tak05]. In [KSY07] , it was shown that Φ can be described by a tropicalization of the τ function from the Kadomtsev-Petviashvili (KP) hierarchy (we refer the reader to [JM83] for details). Additionally, time evolution is a tropicalization of the non-autonomous discrete KP equation [HHI + 01] .
In type A (1) n , there is an intermediate geometric (or rational) model between the KdV equation and the box-ball system introduced by Hirota [Hir81] called the discrete KdV equation. For the discrete KdV equation, Kashiwara's crystals are replaced by geometric crystals [BK00, BK07] ; more specifically, with the affine geometric crystals of [KNO08, LP12] . The geometric R-matrix was described by Yamada [Yam01] , where the ring of geometric R-matrix invariants were studied in [LP13] . This led to a conjectural description of a geometric version of Φ in [LPS16, Scr17a] using these invariants, where it is known that it tropicalizes to describe ν (1) [LPS16] . Moving back to the more general setting, SCA haven been studied through explicit determination of the action of the combinatorial R-matrix and have not been connected with rigged configurations. However, there exists an analogous (conjectural) bijection Φ for all types [DS06, JS10, KSS02, OS12, OSS03a, OSS03b, OSS03c, OSS17, OSSS17, SS06, SS15, Scr16, Scr17c, SW10]. Thus, the main goal of this paper is to use the (conjectural) bijection Φ and rigged configurations to show properties about SCA. In particular, our results give an interpretation of [ One important aspect of our results is that they are largely type-independent, typically relying on the properties of the KR crystals. Moreover, our proofs are typically short and straightforward, relying on (expected) properties of Φ and utilizing the natural information of rigged configurations. A key advantage to our approach is that we do not require an understanding of the often intricate combinatorial R-matrix as it (conjecturally) becomes the identity map on rigged configurations under Φ. In contrast, traditional techniques require detailed descriptions of the combinatorial R-matrix or the evolution rules of [HKT01] , as well as doing multiple applications, in order to prove properties about the SCA, leading to complicated (and type-dependent) proofs.
We note that in order to give a uniform description and proofs of SCA, we require a formal, uniform definition of solitons and their length. As far as the authors are aware, no such definition has been given in the literature. Provided the conjectured properties of Φ are true, we mostly achieve this, but our description of length is somewhat ad-hoc. Our description of length requires a special considerations for elements not in the maximal component B(Λ r ) ⊆ B r,1 despite being entirely determined by the crystal. It based upon the (conjectural) algorithm for Φ and that ν (r) should describe the lengths of the solitions (which naturally shows their speed corresponds to their length). Hence, we are not certain our definition of length will fully generalize.
Our approach also allows us to give a simple description of the phase shift, the shift to the left of the larger soliton after scattering compared to its movement without scattering, in terms of the vacancy numbers of the rigged configuration. In particular, the phase shift is measuring the change in the vacancy numbers, where we discard any contribution from the tensor factors (B r,1 ) ⊗∞ , of ν (r) after adding a smaller soliton. Furthermore, the larger class of SCA that we can examine from our results allows us to construct a number of examples where the phase shift is negative, a phenomenon only previously observed in types D (3) 4 [Yam07] and G (1) 2 [MOW12] . We construct such examples not just in non-exceptional types, but the simply-laced type D (1) 4 . Moreover, our results suggest that a large class of SCA can exhibit negative phase shifts. In addition, our results also connect the phase shift to the local energy function of the decoupled in certain special cases, recovering previous known results.
Rigged configurations and the bijection Φ are known to be well-behaved under the virtualization map [OSS03b, OSS03c, OSS17, SS15, Scr16, Scr17c] , an embedding of a crystal of non-simply-laced type into one of simply-laced type. Furthermore, it is known that an SCA constructed using B 1,1 in every non-exceptional type can be embedded in a type D (1) n SCA [KTT04] . Therefore, we expect that our results could be applied to obtain analogous results for other SCA and other types.
We note that some of the KR crystals we consider in this paper have not been shown to exist (more specifically, in the exceptional types). Yet, this is implicit in our assumption that the combinatorial R-matrix corresponds to the identity map on rigged configurations under Φ. Thus, our results give further evidence that these KR crystals should exist and some of their (conjectural) properties. This paper is organized as follows. In Section 2, we give the necessary background on crystals, KR crystals, SCA, and rigged configurations. In Section 3, we describe solitions in a number of cases using the properties of the KR crystals. In Section 4, we give our main results under some natural conjectures, where we show rigged configurations encode the sizes of the solitons and give simple uniform proofs of scattering and the phase shift. In Section 5, we summarize the cases when our results are not based on any conjectures. Remark 2.1. The definition of an abstract crystal given in this paper is sometimes called a regular or seminormal abstract crystal in the literature.
We call an abstract U q (g)-crystal B a U q (g)-crystal if B is the crystal basis of some U q (g)-module. Kashiwara has shown that the irreducible highest weight module V (λ) admits a crystal basis [Kas91] . We denote this crystal basis by B(λ), and let u λ ∈ B(λ) denote the unique highest weight element, which is the unique element of weight λ. Since the crystal graph of B(λ) is acyclic, we regard B(Λ r ) as a poset with b ≤ b ′ if there exists a path f iL · · · f i1 b = b ′ . In particular, the crystal graph is the Hasse diagram of this poset.
We define the tensor product of abstract U q (g)-crystals B 1 and B 2 as the crystal B 2 ⊗ B 1 that is the Cartesian product B 2 × B 1 with the crystal structure
Remark 2.2. Our tensor product convention is opposite of Kashiwara [Kas91] .
Consider U q (g)-crystals B 1 , . . . , B L . The action of the crystal operators on the tensor product B = B L ⊗ · · · ⊗ B 2 ⊗ B 1 can be computed by the signature rule.
and for i ∈ I, we write
Then by successively deleting any +−-pairs (in that order) in the above sequence, we obtain a sequence
called the reduced signature. Suppose 1 ≤ j − , j + ≤ L are such that b j− contributes the rightmost − in sgn i (b) and b j+ contributes the leftmost + in sgn i (b). Then, we have
Let B 1 and B 2 be two abstract U q (g)-crystals. A crystal morphism ψ : B 1 → B 2 is a map B 1 ⊔ {0} → B 2 ⊔ {0} with ψ(0) = 0 such that the following properties hold for all b ∈ B 1 and i ∈ I:
An embedding (resp. isomorphism) is a crystal morphism such that the induced map B 1 ⊔ {0} → B 2 ⊔ {0} is an embedding (resp. bijection).
Let r be a minuscule node. Following [JS10, Scr17c] , we first note that b ∈ B(Λ r ) is determined by the subset
where i ∈ I. To ease notation, we will write this simply as a word, which we call the minuscule word of b. See Figure 2 for two examples. For r ∼ 0, we decompose the crystal B(Λ r ) = {x α } ⊔ {y i }, where
• x α is the unique element weight α, which is a root of the root system of g;
We will also represent elements of B(Λ 1 ) in non-exceptional types by the common 1, . 
We will write the elements of B(sΛ r ) as the single row tableaux
This was also used to describe the elements of B(sΛ 1 ) for types A n , B n , C n , and D n in [KN94] 
, and we note that the weight lattice is given by P ′ = P/Zδ, where δ = a∈I c a α a is the null root. In particular, the simple roots in P ′ have a linear dependence. We will not be considering U q (g)-crystals in this paper, and so we abuse notation and denote the U 
2 [Yam98] are also known to exist and have a combinatorial model. The KR crystal B r,1 in all types was constructed uniformly using projected level-zero LS paths by the work of Naito and Sagaki [NS08a, NS08b] .
We will also describe the elements of B r,1 when r ∼ 0 following [BFKL06] .
Specifically for g not of type A 
, which is the unique element of classical weight
denote the minimal element of B, which is the unique element
It is conjectured that tensor products of KR crystals are connected, which is known in non-exceptional types [Oka13] and when the KR crystals are perfect of the same level [FSS07, ST12] . Since tensor products of KR crystals are (conjecturally) connected, there exists a unique U 
We denote the combinatorial
We now describe an important statistic that arises from mathematical physics called the local energy function. Let
, and define the following conditions: For r ∼ 0, the local energy has the following form.
The local energy function
Then the local energy of B r,1 ⊗ B r,1 is given by Table 1 . Table 1 is renormalized to our convention. Let u = u(B r,1 ). We note that there are two minor errors in [BFKL06] , where it is stated H(x ⊗ u) = 1 and H(f r u ⊗ u) = 1 (the only difference is for types D (2) n+1 and A
,s } and c is the canonical central element. For example, when r is a special node, we have b
where R j and H j are the combinatorial R-matrix and local energy function, respectively, acting on the j-th and (j + 1)-th factors and D B r j ,s j acts on the rightmost factor. Note that D is constant on classical components since H is and R is a U ′ q (g)-crystal isomorphism.
If we restrict ourselves to the case when B = (B r,s ) ⊗N for r a minuscule node, then we can simplify the energy function to
of type g is a discrete dynamical system, where a state is an element in
of the form
Note that this is well-defined because eventually we have R(u 1 ⊗ u ℓ ) = u ℓ ⊗ u 1 . We depict this by
The state energy is defined as
When ℓ = 1, the state energy may be simplified as
where
r,s is the identity map.
Definition 2.7. Consider an SCA using B r,1 of type g. A soliton is a tensor
Example 2.8. Consider r = 1 in type C (1) 3 . Then 2 ⊗ 1 is a soliton of length 3 as e 1 e 2 e 3 e 2 e 1 1 = 1 = u 1 and E 1 (2 ⊗ 1) = H(2 ⊗ 1) = 1. Therefore, ℓ is not necessarily equal L. In particular, we apply T 5 (· · · ⊗ 1 ⊗ 1 ⊗ 2 ⊗ 1):
Note that the solition moved 3 steps to the left, which agrees with its length.
Let S (r) (ℓ 1 , ℓ 2 , . . . , ℓ m ) denote the set of states consisting of a solitons of length ℓ 1 , . . . , ℓ m , in that order from right to left, in the SCA using B r,1 of type g that are "far apart;" i.e., the solitons (pairwise) will not be interacting after applying T ∞ . Note that the set of solitons of length ℓ is equivalent to S (r) (ℓ) up to removing vacuum states.
Example 2.9. Let g be of type D (2) 5 . In this example and all subsequent examples, unless otherwise stated, we will evolve the SCA by T ∞ (or T ℓ for ℓ ≫ 1) and we omit the tensor products. We give the evolution of the SCA starting with a state in S
(1) (2, 3, 4):
Next, we recall some conjectures about solitons. First, we define g 0,r as follows. Let S ⊂ I be the set of special nodes, and suppose g is of type X (t) R(n) . If r ∈ I \ S and g is of non-exceptional type, then g 0,r is of type A
6,7,8 , we consider the untwisted affine version of g 0,r (see Table 2 ). Otherwise, g 0,r for the r we consider is given by Table 3 . Let (γ a ) a∈I be given by Table 4 anď
2n and a = n, 2 if g = A (2) † 2n and a = n, γ a otherwise.
The following conjecture corresponds to the fundamental questions about SCA. This has not been explicitly stated in the literature as far as the authors are aware, but it is likely known to experts. 1 We consider D 
n , where we disregard any A Table 3 . The restrictions given by removing node r in type g considered.
Conjecture 2.10. Consider an SCA using B r,1 of type g, and fix some integers ℓ 1 < ℓ 2 .
(1) There exists a bijection Ψ between solitons of length ℓ and elements in
ifγ r /γ r ′ = 1/3, of type g r,0 , where σ = 1 (resp. τ = 1) if the remainder of ℓ/3 at least 1 (resp. equals 2) and 0 otherwise. (2) The scattering rule of two volitions, a state in S (r) (ℓ 1 , ℓ 2 ) transforming to S (r) (ℓ 2 , ℓ 1 ) under sufficiently many time evolutions, is given by the combinatorial R-matrix
of type g 0,r . (3) The phase shift, the shift of the soliton positions after scattering compared to if there was no interaction, is given by
where x ∈ B (r) (ℓ 1 ) and y ∈ B (r) (ℓ 2 ) correspond to the solitons given by Part (1) and C r ∈ Z.
Remark 2.11. Conjecture 2.10(1) can be considered an interpretation of the formulas given in [HKO + 02b, App. B].
We make some remarks about Conjecture 2.10. First, the ordering of the tensor factors in Part (1) does not matter by the combinatorial R-matrix. Additionally, we can extend Part (1) to a more general case. Definition 2.12 (Decoupling rule). Define
We construct a bijection between S (r) (ℓ 1 , . . . , ℓ k ) and B (r) (ℓ 1 , . . . , ℓ k ) by applying the bijection Ψ from Part (1) on each soliton of a state p ∈ S (r) (ℓ 1 , . . . , ℓ k ). We call the resulting bijection the decoupling rule.
By slight abuse of notation, we also denote the decoupling rule by Ψ. More explicitly, consider solitons b 1 , . . . , b k (in that order), then
We also note that we haveγ r /γ r ′ = 1 only if g 0,r = A (1) n−1 . Furthermore, the phase shift of one soliton is the negative phase shift of the other in two body scattering.
Example 2.13. Consider an SCA starting with a state in S (1) (2, 3) of type A
We underline the positions how the solitons propagate under no interaction. We note that the phase shift is ±2. Under Conjecture 2.10(1), the two solitons correspond to 23
2 . We have R(23 ⊗ 123) = 233 ⊗ 12 and H(23 ⊗ 123) = 2, which agrees with Part (2) and Part (3).
Rigged configurations. Denote
is a sequence of partitions. Let m
ℓ denote the multiplicity of ℓ in ν (i) . Define the vacancy numbers
where L (r) s equals the number of factors B r,s that occur in B. When there is no danger of confusion, we will simply write p
A B-rigged configuration is the pair (ν, J), where ν is a configuration and J = (J
† 2n and i = n and i odd, then we take
(1, ℓ | ℓ ∈ Z >0 }; i.e., the smallest rigging in ν (i) .
e i : If x = 0, then define e i (ν, J) = 0. Otherwise, remove a box from the smallest row with rigging x, replace that label with x + 1, and change all other riggings so that the coriggings remain fixed. The result is e i (ν, J). f i : If the smallest corigging of ν (i) is 0, then define f i (ν, J) = 0. Otherwise, add a box from the largest row with rigging x, replace that label with x − 1, and change all other riggings so that the coriggings remain fixed. The result is f i (ν, J). We finish the U q (g 0 )-crystal structure on RC(B) by defining
Theorem 2.14 ( [Sch06, SS15] ). Let B be a tensor product of KR crystals. Fix some (ν, J) ∈ RC ∇ (B). Let X (ν,J) denote the closure of (ν, J) under e i and f i for all a ∈ I 0 . Then, we have X (ν,J) ∼ = B(λ), where λ = wt(ν, J).
Rigged configurations also come with a natural statistics from mathematical physics called cocharge given by cc(ν, J) = 1 2
Cocharge is invariant under the classical crystal operators.
Proposition 2.15 ([Sch06, SS15])
. Fix a classical component X (ν,J) as given in Theorem 2.14. Cocharge is constant on X (ν,J) .
Next, fix B = (B r,1 ) ⊗N , where r is a minuscule node. We define a bijection Φ : RC(B)
We sketch the inverse bijection Φ −1 when r is a minuscule node. This is given by adding factors right to left by starting at b and finding a path to u Λ r by selecting the largest singular rows that were at most as large as the previously selected row. We terminate when we reach u Λr .
When r ∼ 0, the bijection Φ is similar to when r is minuscule except we are allowed to select a row twice when at a negative root and we can select a quasisingular row, a row such that the rigging equals p
ℓ − 1, when going into y i for some i ∈ I 0 . For the remaining nodes, we need the box-splitting map, which we do not describe here. Instead, for a precise description of Φ, we refer the reader to [KSS02, OSS17, OSSS17, Scr17c].
We now recall some conjectural properties of the bijection Φ (see, e.g., [SS15] ). We will need the map θ : RC(B) → RC(B) on highest weight rigged configurations that sends every rigging to its corresponding corigging and extended as a classical crystal isomorphism. 
It is known that Conjecture 2.16 and Conjecture 2.17 holds in general for nonexceptional types A 
Solitons
In this section, we describe the solitons of length ℓ by using tensor products of KR crystals in a number of special cases. Two particular cases we cover in general is when r is minuscule and r ∼ 0.
We adopt the following notation. Let (̟ r ) r∈I0,r denote the fundamental weights of type g 0,r . Let ̟ = r ′ ∼r ̟ r ′ and u ̟ = f r u Λ r . Note that this is a slight abuse of notation, but u ̟ is the unique I 0,r -highest weight element of the unique U q (g 0,r )-crystal B(̟) ⊆ B(Λ r ). Let v ̟ denote the I 0,r -lowest weight element of B(̟) ⊆ B(Λ r ). Let u = u(B r,1 ) and v = v(B r,1 ).
Proposition 3.1. Let r be a special node or r = 1 for g of type B
(1) 
Recall that H is constant on classical components. Thus, it remains to show the claim on all I 0,r -highest weight elements, and we show this case by case. For special nodes, the claim follows from Theorem 2.4. For type B
(1)
4 , this is a finite computation. Note that b 0 = u by the definition of soliton. We have H(u ̟ ⊗ u) = 1 in all cases, thus we require E 1 (p) = 1. Since the local energy is non-negative and E 1 (p) is the sum of local energy, if H(b 0 ⊗ u) ≥ 2, we will have E 1 (p) ≥ 2, so p is not a soliton. Therefore, in order to have E 1 (p) = 1, we need H(b 0 ⊗ u) = 1. Next, we must have H(b −1 ⊗ b 0 ) = 0 in order to have E 1 (p) = 1. Recall that this implies b −1 ⊗ b 0 is in the I 0 -connected component of u ⊗ u, which is isomorphic to B(2Λ r ). From Proposition 2.3, we have b −1 ≤ b 0 . Similarly, we must have
From the definition of the length of a soliton, we have ℓ = L + N v + 1.
Example 3.2. Consider an SCA starting with a state in S (1) (1, 2, 3) of type D
4 :
Proposition 3.3. Let r = 1 and g of type D
where y 1 (and ∅) appears at most once and we consider v < ∅. Moreover, we have ℓ = L + N v + 1.
Proof. In both of these cases, we have 1 ∼ 0, and so the local energy is given by Theorem 2.5. In particular, we have H(u ̟ ⊗ u) = 2. Note that H(∅ ⊗ ∅) = 2 and
The remainder of the proof is similar to the proof of Proposition 3.1.
Example 3.4. Consider an SCA starting with a state in S (1) (1, 2, 4) of type D
Proposition 3.5. Let g be of affine type except type A (1)
where ℓ = L + 1 and
n , there is at most one
2 , there is at most one x α1+α2 or x 2α1+α2 . Proof. We have H(u ̟ ⊗ u) = 1.
We note that any r ′ ∼ r is a special node in g 0,r . Therefore, we have B (r) (s) ∼ = B(s̟) as U q (g 0,r )-crystals. Next, we note that if H(b 0 ⊗ u) = 1 then either b 0 ∈ B(̟) or b 0 = ∅. The proof of this is similar to the proof given in Proposition 3.1, and the lowest weight element is v ̟ ⊗ u. We note that we cannot have ∅ ⊗ u as H(x ⊗ ∅) = 1 for all x ∈ B(Λ r ), which would give a state energy of at least 2. 
We give an example of the computation of Proposition 3.5. We note that B(Λ 3 ) in type C 3 , which comes from F Note that in this example, the phase shift is 0.
Our next result shows that Conjecture 2.10(1) holds for some special cases, which we show by direct computation.
Proposition 3.7. Let r be a special node or g is not of type A (1) n and r ∼ 0. There exists a U q (g 0,r )-crystal isomorphism
Proof. We first need to take care of the special case of type C
2 , where we define Ψ by u
, where ℓ = m + 2m, and extended as a U q (g 0,r )-crystal morphism. It is straightforward to see that this is a U q (g 0,r )-crystal isomorphism as I 0,r = {1}.
We note that v and ∅ both have weight 0 as U q (g 0,r )-crystals and contribute 2 and 1, respectively, to the length of the soliton. These are also the only elements that appear in the solitons that are not in B(̟). Therefore, we define Ψ by
where m + 2m + m * = ℓ (and m * ∈ {0, 1}), and extend as a U q (g 0,r )-crystal morphism.
Note that the defining condition of the solitons from Proposition 3.1, Proposition 3.3, or Proposition 3.5 and elements in B(k̟) from Proposition 2.3 agree with the description of single row tableaux are given pairwise by x ≤ y for x ⊗ y with y r appearing at most once. Therefore Ψ is a bijection by considering the classical decompositions of B (r) (ℓ). It is clear that the U q (g 0,r )-weights agree and Ψ(f i p) = f i Ψ(p) for all i ∈ I 0,r . Hence, the map Ψ is a U q (g 0,r )-crystal isomorphism as desired.
We can describe the map Ψ given by Proposition 3.7 explicitly using KashiwaraNakashima (KN) tableaux [FOS09, KN94] for r = 2, which is adjacent to 0, in types A (2) 2n−1 , B (1) n , and D (1) n .
3 We consider type D
, but the other types are similar. We have
where B
1,ℓ
A is a KR crystal of type A A similar description of Ψ exists for r = 1 in types C
2n , and A (2) † 2n using KN tableaux. In this case, it is a single row tableaux mapping to a single row tableaux, removing all 1 and ∅ entries, and decreasing all (barred) entries by 1. In [MOW12, Prop. 8], the map Ψ was described explicitly for r = 2 in type G
2 . Proposition 3.9. Fix r such that B (r) (ℓ) ∼ = B(ℓ̟) as U q (g 0,r )-crystals. Let p ∈ S (r) (ℓ). Then we have E k (p) = t ∨ r min(k, ℓ) and T k (p) moves the soliton min(k, ℓ) steps to the left.
Proof. Since B (r) (ℓ) ∼ = B(ℓ̟), there exist a unique I 0,r -highest weight element. Therefore, we can apply e i , where i ∈ I 0,r , as many times as possible to obtain the I 0,r -highest weight element
Note that H does not change and e i commutes with the combinatorial R-matrix. Therefore, we have E k (p ′ ) = E k (p). Next, we note that our time evolution and local energy correspond to those for the box-ball system under identifying u Λr and u ̟ with an empty box and a ball, respectively. Hence, the claim follows from [FOY00, Lemma 4.1].
3 For type B (1) 3 , the map is slightly more complicated because the right factor should instead be B for r = 1 case, and we leave the details to the reader.
Now we consider the case when g is of type B
(1) n and r = n. We recall that B n,1 ∼ = B(Λ n ) as U q (g 0 )-crystals and B(Λ n ) is a minuscule representation.
Proposition 3.10. Let r = n and g of type B
n . Let v * denote the lowest weight vector in the U q (g 0,r )-subcrystal B * generated by u * := f n f n−1 f n u. For a soliton
Moreover, we have ℓ = L + N * + 1, where N * are the number of elements in B * in the soliton.
Proof. All classically highest weight elements in B n,1 ⊗ B n,1 are of the form
where the element on the left written as a minuscule word. A straightforward computation shows that
is given by the elements x ⊗ y such that x ≤ y. Thus, the remainder of the proof is similar to the proof of Proposition 3.1.
Proposition 3.11. Let g be of type B (1) n and r = n. Define u * := f 3 f 2 f 3 u. There exists a U q (g 0,r )-crystal isomorphism
where we remove the left factor if ℓ = 1, defined by
Proof. Since each u * contributes 2 to the length of the soliton, we have m * ≤ ℓ/2. It is straightforward to see that Ψ is an U q (g 0,r )-crystal morphism. From [Ste01] , the highest weight elements of B(⌊ℓ/2⌋̟ n−1 ) ⊗ B(⌈ℓ/2⌉̟ n−1 ) are given by
Hence, the map Ψ is a U q (g 0,r )-crystal isomorphism.
Example 3.12. We begin with the spin representation of [KN94] to represent elements of B(Λ n ), and then consider this to be the binary representation of an integer with + → 0 and − → 1. For example, we have 0 = u Λn and 2 n−1 = f n u Λ n = u ̟ and 2 n−1 + 2 n−2 = u * . Thus, consider an SCA starting with an initial state in S (3) (1, 3) in type B (1) Note that the right soliton after scattering u ̟ ⊗ u * is not connected to u ̟ ⊗ u ̟ by e 1 and e 2 operators. Furthermore, we have
which demonstrates the necessity of the two tensor factors.
Example 3.13. Keeping the same conventions as Example 3.12, we give an SCA with an initial state in S (3) (1, 3) in type B
3 :
Also, we have Ψ(421) = 1 2 ⊗ 1 2 3 3 .
Next, we consider r = 1 for type G
2 . The local energy on highest weight elements is given by
We Proposition 3.14. Let r = 1 and g of type G
where 0 appears at most once. Moreover, we have ℓ = L + N 0 + 2N 3,2 + 1.
Proof. This reduces to a computation of local energy on B 1,1 ⊗ B 1,1 , which is a finite computation. 
where σ = 1 (resp. τ = 1) if the remainder of ℓ/3 at least 1 (resp. equals 2) and 0 otherwise (we remove factors of B r ′ ,0 ), by
Then Ψ is a U q (g 0,r )-crystal isomorphism.
Proof. We first consider I 0,r -highest weight elements, where m 3 = m 2 = 0. It is clear that Ψ is a weight preserving bijection. For the general case, it is straightforward to see that Ψ commutes with the crystal operators.
SCA using rigged configurations
In this section, we give a proof of Conjecture 2.10 using rigged configurations under various assumptions. Throughout this section, we assume Conjecture 2.16 and Conjecture 2.17 hold. We start with our first main result, where the partition ν (r) encodes the sizes of the solitions under Φ. Proof. We first consider the case r is a minuscule node. We note that when we add every box of a soliton, we add exactly one box to ν (r) as there is only one r arrow in the path from any entry of the soliton to u Λr or for ∅. Because the solitons are sufficiently far apart, we can make the difference between the riggings J as large as we want. Therefore, we have precisely one singular row in ν (r) for each soliton and the length corresponds to the number of elements of the currently soliton we have added.
Next, when r ∼ 0, we have x ⊗ y in a solition if and only if x ≤ y by Proposition 3.1, Proposition 3.3, and Proposition 3.5. Thus, when we add b 0 , we add a row of length equal to the number of r-arrows in the path from b 0 → u to ν (r) as there are no singular rows in ν (r) , where we add the first box under Φ −1 . Thus, the newly added row is the only singular row in ν (r) as the solitons are far apart. Therefore, for each subsequent b i , we can select at most the same rows that were previously selected by b i+1 . Hence, all boxes added to ν (r) are in the same row and the claim follows.
For r = 1 in type B
(1) n , the proof is similar to the minuscule case. For r = n in type C
(1) n , we note that the only box in the column (x 1 , . . . , x n ) that would change ν (n) is n < x n < 1 as x k < n for all k < n. Moreover, the addition of x n only adds a single box to ν (n) , and hence the proof is similar to the minuscule case. We can now give a description of time evolution on rigged configurations. Let A s denote the map on rigged configurations given by adding min(i, s) to all riggings J (r) i for all i ∈ Z ≥0 . Proposition 4.3. We have
Proof. Let u s = u(B r,s ). Consider a state b and (ν,
, where J ′ is formed by adding min(i, s) to all riggings in
for all i. This follows from the fact that Φ is only based upon the coriggings, and that after adding u s , we still have the empty rigged configuration. Thus, every subsequent step is the same as for Φ −1 applied to b except p
has increased by i for all i ∈ Z ≥0 , and the claim follows from the fact that we make every changed row singular. Next, we have Φ
Furthermore, from the definition of Φ −1 , we have Φ
, and the claim follows from Theorem 4.1.
We use rigged configurations to give an alternative (and uniform) proof of Proposition 3.9 and the conservation laws. Next, we note that cc
We consider the state p truncated to K ≫ 1 factors, which we denote by p K . From the definition of energy, we have 
by Proposition 4.4. Therefore, we have E s • T s ′ = E s .
We now prove the desired decoupling rules using rigged configurations.
B r,si of type g. Let µ = { s 1 , . . . , s N } be a partition and
ifγ r /γ r ′ = 1/3, of type g r,0 , where σ i = 1 (resp. τ i = 1) if the remainder of s i /3 at least 1 (resp. equals 2) and 0 otherwise. Then, the map
Proof. For I 0,r -highest weight rigged configurations, this follows from the definition of the vacancy numbers. The remaining cases follow from the definition of the crystal operators on rigged configurations.
We note that Proposition 3.7 follows immediately from Theorem 4.1 and Proposition 4.6. Moreover, Equation (4.1) is the decoupling rule on rigged configurations. Thus, we have a proof of Proposition 3.7 using rigged configurations.
Lemma 4.7. We have B (r) (ℓ) ∼ = B(ℓ̟) as U q (g 0,r )-crystals if and only if for all r ′ ∼ r, we must have r ′ a special node andγ r /γ r ′ ∈ Z.
Proof. This is a straightforward check.
Proof. For k = 1, this follows from Proposition 4.6. Next, assume it holds for k − 1. We note that Φ −1 , B (r) , and Ψ are U q (g 0,r )-crystal isomorphisms, so it is sufficient to consider the case when we have a I 0,rhighest weight element. Additionally, note that there is a unique I 0,r -highest weight element u ℓ1 ∈ B (r) (ℓ 1 ). Consider a state p ∈ S (r) (ℓ 1 , . . . , ℓ k ; K). Therefore, the rightmost soliton of p is u ⊗ℓ k ̟ , which maps to u ℓ1 under Ψ.
We obtain ( ν, J) from ( ν, J) by adding min(i, ℓ k ) to each rigging of J (r ′ ) i for all r ′ ∼ r as adding u B (r) (ℓ k ) does not change the rigged configuration. Next we consider how (ν, J) differs from (ν, J). We note that adding u ⊗ℓ k ̟ only adds a single row of length ℓ k to ν (r) similar to the proof of Proposition 3.7. Since the solitons are far apart, we never change this row, so it does not affect the remaining steps of Φ −1 other than the final riggings. Hence, the riggings J We expect a similar proof to work in general, but describing the difference between (ν, J) and (ν, J) is more complicated.
Next, we give our second main result, a proof of scattering using rigged configurations. 
(r) (ℓ 2 , ℓ 1 ). Let RC(S) denote the image of the states S under Φ −1 , which is well-defined since adding the left factors of u 1 does not change the rigged configuration under Φ −1 . Consider the cube
We first show the back face commutes. Considering the path of B (r) • A k ∞ , we first change the riggings associated to the partition ν (r) , and then B deletes the partition ν (r) . Therefore, we have the new rigged configurations RC B (r) (ℓ 2 , ℓ 1 ) without the partition ν (r) . Next, if we begin with the path of B (r) and id, we will delete the partition ν (r) first by B (r) and then change nothing by id, so we will also get the rigged configurations RC B (r) (ℓ 2 , ℓ 1 ) . Hence, we have
as desired. Finally, we give our last main result: a description of the phase shift and a proof using rigged configurations. Theorem 4.11. Fix an r such that B (r) (ℓ) ∼ = B(ℓ̟) as U q (g 0,r )-crystals. Consider a two soliton state with solitons s 1 and s 2 of lengths ℓ 1 < ℓ 2 . The phase shift is
where r ′ ∼ r.
Proof. Note that for B (r) (ℓ) ∼ = B(ℓ̟) as U q (g 0,r )-crystals, for all r ′ , r ′′ ∼ r, we have A rr ′ = A rr ′′ , so the statement is well-defined. Moreover, out assumptions satisfy the assumptions of Proposition 4.8 (and hence, Conjecture 4.9 holds).
Consider a state b ∈ S (r) (ℓ 1 , ℓ 2 ) with ℓ 1 < ℓ 2 and is I 0,r -highest weight, and let (ν, J) = Φ −1 (b). Let s 1 and s 2 denote the solitions of length ℓ 1 and ℓ 2 respectively. Without loss of generality, assume there are no vacuums to the right of s 2 . By Proposition 3.7/Proposition 4.6, it is sufficient to consider p to be a I 0,r -highest weight states.
We modify the vacancy numbers by
and note that for B = (B r,1 ) ⊗κ , we have p ℓ2 . By our assumptions, we have Ψ(s 2 ) = u B (r) (ℓ 2 ) ; in particular, the only non-empty partition of Φ(s 2 ) is ν (r) = (ℓ 2 ) with rigging j = −ζ = −ℓ 2 . Let
which is the rigging of J (r) ℓ2 after k time evolutions. We choose k ≫ 1 such that Φ(ν, J) ∈ S (r) (ℓ 2 , ℓ 1 ): we have two solitons of length ℓ 2 > ℓ 1 that are not interacting. Let ξ be such that  = ξ + P (r) ℓ2 , and so
is the position of the left soliton s 2 . Note that 
for some r ′ ∼ r as desired.
From the proof above, observe that the phase shift is determined by the change in the vacancy number P with an initial sate in S (1) (1, 2), where we separate tensor factors with '|': 
2 (ν) = 1, which agrees with the phase shift.
Summary
In this section, we summarize the cases that are proven by our results. We continue assuming that Conjecture 2.16 and Conjecture 2.17 hold.
We note that Conjecture 4.2 is equivalent to Conjecture 2.10(1) by Proposition 4.6 and Proposition 4.8. Conjecture 4.2/Theorem 4.1 holds for all special nodes and r ∼ 0 in all affine types. Proposition 4.8 and Theorem 4.11 holds
• for all I 0 in every simply-laced type, A
2n−1 , and D
4 ; • r = n in type B (1) n ;
• r = 1, 2, 3 in type E (2) 6 ; and • r = 2 in type G (1) 2 . Therefore, Conjecture 2.10(2, 3) holds in these cases for those nodes which are adjoint or special in the above list. If we additionally assume Conjecture 4.2, then Conjecture 2.10(2, 3) holds for all cases in the above list.
Next, we discuss some aspects of the phase shift. As mentioned above, the phase shift is precisely how the vacancy number P (r) ℓ2 changes when adding the second soliton. Furthermore, using the results of this paper, we can construct SCA where the phase shift is negative: the larger soliton is shifted to the right (equivalently, the smaller soliton is shifted to the left ) by 1 step after scattering. This is a phenomenon that had only been previously observed in types D Appendix A. Examples with SageMath
We give some examples using SageMath [Dev17] , which has been implemented by the second author (the examples given here are using [Scr17b] ). We begin with the code used to construct Example 3.4. The following code is used to construct Example 3.12. Continuing with the same variables as above, we construct Example 3.13. Next, by the tensor product rule, any highest element in B 1,s ⊗ B
1,s
′ must be of the form b ⊗ u s ′ Λ1 . Note that ε i (u sΛ1 ) = 0 for all i ∈ {2, 3, 4, 5, 6}, so b must be a {2, 3, 4, 5, 6}-highest weight element. Therefore, we have described all classically highest weight elements above. ′ and that ϕ 1 (u s ′ Λ7 ) = s. By the tensor product rule, e 7 (b ⊗ u s ′ Λ7 ) = 0 if and only if k 2 + k 3 + k 4 ≤ s ′ . Similarly, we have e i (b ⊗ u sΛ7 ) = 0 for all i ∈ {1, 2, 3, 4, 5, 6}.
Next, by the tensor product rule, any highest element in B 7,s ⊗ B 7,s ′ must be of the form b ⊗ u s ′ Λ7 . Note that ε i (u sΛ7 ) = 0 for all i ∈ {1, 2, 3, 4, 5, 6}, so b must be a {1, 2, 3, 4, 5, 6}-highest weight element. Therefore, we have described all classically highest weight elements above.
