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ABSTRACT 
• A n11merical investigation bu been perf 01 med to dete111,ine the Oow pat-
terns and heat-transfer characteristics of the flow through a conf med array of 
rectangular cylinders. The flow sys~ has been studied by numerically in-
tegrating the governing partial differential equations for constant property 
fluid, fully-developed flow and periodic boundary conditions in the streamwise 
direction. A spectral element method has been used for spatial discretization 
while the integration in time has been carried out by conventional finite dif-
ference techniques. For low Reynolds n11mbers the solution of the N avier-Stokes 
equation reaches a steady (time-independent) state while for values of Reynolds 
number slightly above the critical Reynolds number a self-sustained, time-
periodic flow is obtained. The possibility of obtaining enhanced rates of heat 
transfer by imposing an oscillat;ory pertubation on the stable separated steady 
flow is examined. It is shown that the natural frequency of the flow system can 
be excited for values of Reynolds number lower than the critical Reynolds n11m-
ber. This is in agreement with the behavior observed in other separated inter-
nal :flows, e.g., flow in grooved channel, and flow in slotted channel. 
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NOMENCLA TURF: 
De1crlptlon 
Half-slot height 
Computational domain 
Channel half-width 
Coetlicientofconvection 
Lagrangian interpolants 
Thermal conductivity 
Slot width 
Periodicity length 
• 
N11mber of waves per periodicity length 
Nusselt n11rober based on temperature 
difference ll T,averaged in space and time 
Pressure 
Prandtl n11mber 
Volume flow rate 
Total heat transfer rate into 
the computational domain 
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Symbol 
• 
Re 
r(s) 
t 
T 
u 
V 
V 
( X ' 
y 
w 
• 
Reynolds number 
Critical Reynolds n11mber 
The local elemental coordinate to which the 
physical coordinate x(y) is mapped 
Time 
Chebys!iev polynomials of the first kind 
Temperature 
Steady state temperature 
Wall temperature 
Streamwise velocity component 
Spanwise velocity component 
Velocity vector 
Steady state velocity vector 
Streamwise direction 
Direction normal to the channel walls 
See Eq. 2.1 
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Greek Symbol 
an 
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wall boundary 
Bottom wall boundary 
Top wall boundary 
• 
Periodic boundary of the domain D 
Non-dimensional pressure gradient 
Modulatory amplitude (refer to Eq.4.5) 
Modulatory amplitude (refer to Eq.4.4) 
Kinematic viscosity 
Linear pressure gradient 
Dynamic pressure 
Frequency of oscillation 
Frequency of pressure gradient (forced 
system) 
Natural frequency 
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Chapter 1 
Introduction 
The need for small-size and light weight heat ezcbangers in all varieties of 
powered vehicles from automobiles to spacecrafts, as well as in multitude of 
other applications, has resulted in the development of many types of compact 
heat exchangers characterized by heat transfer surfaces that are much smaller 
than the ones encountered in traditional designs. 
In addition tio the obvious advantages of reduced size and light weight, 
compactness itself leads to high performance. A compact surface has small flow 
-
passage, and the convection coefficient h varies as a negative power of 
hydraulic diameter of the passage. Therefore compact surfaces tend to have 
high conductance . This lead tio high performance curve on the heat transfer-
friction plot1. A better way to increase the effectiveness of heat exchangers is to 
make use of secondary surfaces, or fins, on both wetted sides of the surface. 
These fins, or heat transfer surfaces, are usually added to a structure to in-
crease the rate of heat transfer removal. Another way to improve the perfor-
mance of heat exchangers is by having the heat transfer surfaces periodically 
interrupted along the direction of the flow. The reason behind this technique is 
to interrupt the thermal boundary layers, where the highest resistance to the 
heat flux occurs, so that it can never be thick1, 2. The relatively thin boundary 
layers obtained by this technique is the key factor of high he.at transfer effec-
tiveness of such surfaces. 
·' 
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'ffie objective or th.ii atudy ia to inVNtipt. and ,,ncter1tand the Ouid Oow 
and heat tranafer phenomena that are encountered in typical heat exchangers. 
\ 
specifically, the Oow past a confined array of rectangular cylinders placed 
periodically along a channel. The geometry to be considered is shown in Figure 
1-1. The emphasis is on determining the optimal flow conditions for maximum 
enhancement of heat transfer in such periodic domains. The periodic channel
 
configuration is justified under the ass11mption that usually there is a large 
tion of that "infinite" array of rectang,1lar cylinders and assume periodic con-
figuration to reduce the size of the computational domain, Figure 1-2. Periodi
c 
boundary conditioD.B and bounded computational domain also allow minimal 
ambiguity in the specification of boundary conditions. It is noted that another 
way to view this type of geometry is as three communicating channels with peri-
odic comm11nication ports. Attention is focused on the study of hydrodynamic 
instability of the flow as the Reynolds n11mber increases, and on the effect of 
oscillations in the velocity field on the enhancement of heat transfer rate of the 
system. \ 
1.2 Related Work 
To the author's knowledge, there is no detailed study of the flow patterns 
and heat transfer for the geometry shown in Figure.1.1. Sparrow and Cu
r 
.. 
studied the heat transfer and pressure drop for a pair of collinear plates
3
• They 
investigated experimentally the influence of geometric parameters on the hea
t 
exchangers performance. Although their work did not . involve periodi
c 
geometries, it certainly contributed a great deal to the subsequent interest in
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Figure 1-1: Array · of rectangular cylinders inside a 
channel 
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Figure 1-2: Computational domain (shaded area). 
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Sobey, Bellhouae, and Stephanofl"• a ezamined by numerical airnulation 
and flow visualization the two-dimensional laminar oscillatory flow in smoothly 
furrowed channels. 1n their work, they defin~ the critical Reynolds number aa 
the Reynolds ntimber when the flow began to separate. They observed that in a 
sy1,,metricaJ cha.nnel, there is a critical Reynolds number that must be exceeded 
in order for separation to occur. They proposed that the vortez formation and 
subse·quent behavior of the vortex reverses result in enhanced transport in 
Bellhouse's high efficiency membrane oxygenerator'. The formation and growth 
of vortex in the furrow results in good romng of fluid within the furrow and in 
higher mass transfer rate compared with the case when diffusion is the only 
active process6. The flow develops in a quasi-steady manner during the accelera
-
tion phase and vortices are observed only if the peak Reynolds n11mber is 
greater than a certain critical value, the critical value being the Reynolds n11m-
ber that would cause a steady flow to separate5. It should be noted that their 
work was done at relatively low Reynolds n11mber. There is clear experimenta
l 
evidence that the low speed oscillations observed in their experiments are the 
result of hydrodynamic instability, and not an acoustic phenomenon. This 
result is also in agreement with the numerical; work reported by Ghaddar 
7
. For 
the case of periodic grooved channel ,Ghaddar, Korczak, Miltie, and Patera
, 
found that self-sustained oscillations are the result of Hopf bifurcation, and sug
-
gested that the fmal transition process in this grooved-channel flow may be 
quite similar to the three dimensional secondary instability phenomenon seen in 
the plane Poiseville flow8, 9. In a related work, Amon, Miltie, and Patera, studie
d 
the flow in two communicating channels with periodic gaps in between. They. 
found that the induced counter-rotating vortices produce strong mixing betwee
n 
., 
9 
i 
\!... ____ ,..--,., • 
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' ' 
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~ 
the flow in the groove and in the cbauueJa. The laminar eelf. 
OICi). 
latory flows require le88 pumping power than transitional and turbulent flow1 
to achieve the same transport rat.es. The strong mixing produced by self-
lUStai.ned oscillations, the flow interaction between channels, and the decrease 
of theroaal resistance are the key factors in the heat transfer effectiveness of 
this system. 
1.3 Organization of Thesis 
In this thesis, the fluid flow and heat transfer in three comm11nicating 
channels, are analyzed using a spectral element method
10
, 
11
. Problem formula-
tion and governing equations are presented in chapter 2. A brief desription of 
the spectral element method is presented in chapter 3. This includes a discus-
sion of the importance of temporal and spatial discretizations for solving the 
Navier-Stokes equation and also a brief discussion of problem set up and the 
fluid dynamics package NEKTON. In chapter 4 the results of the n11merical 
simulations are presented with emphasis on the hydrodynamic stability and 
heat transfer enhancement aspects. Overall features of the flow in communicat-
ing channels are presented through detailed computer visualization of the flow, 
pressure, and temperature fields for different values of Reynolds number. The 
behavior of the flow at different Reynolds numbers is analyzed. It is 
demonstrated that the excitation of the flow system at its natural frequency 
produces considerable heat transfer enhancement for the specific geometric 
parameters considered. Finally, conclusions of the study are presented in chap-
ter 5, together with an outline of future work. 
10 
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Chapter2 
Mathematical Model 
2.1 Gove1·11inr Eq1,atious 
We consider incompressible flow and heat transfer in the geometry shown 
in Fig. 2.1 The channel is assumed to be infinite inx -direction, and in the span-
wise: -direction. The flow is assumed to be fully developed inx -direction, and in-
dependent of the span wise z- coordinate. 
We begin by non-dimensionalizing the governing equations by scaling all 
velocity components by 3/2 V, where Vis the cross-channel average velocity,· 
J
w JiJD V= lim (6hw)-1 T u*(x*=O,y* ,z• ,r*) dy*dz*, 
w-+oo -w iJDB 
(2.1) 
and all lengths by the half channel width h (See Figure 2.1). The dimensionless 
temperature is defined as T = (T* - r 1)/(T* 2 - T* 1) , where T* 1 is the tempera-
ture on the top and bottom walls of ,the channel and T* 2 is the temperature on 
the cy~gers. Variables with asterisks denote dimensional quantities, while 
~ 
t 
I 
II 
variables without asterisk denote dimensionless.quantities. 
The governing equations, i.e. the Navier-Stokes equation, mass conser-
~ 
vation and energy equation for incompressible flow can be written in non-
• 
dimensional form as 
11 
., 
v 
' .. 
' 
' , 
2a 
• 
y 
t 
2h 
t _____ ....,. 
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2h L-.......... ·I
f 
2h 
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Figure 2-1: Three communicating-channels. The chan-
nels are assumed infinite m the stream-
wise and spanwise directions. 
12 
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X 
I 
.,,,, • v x CD - v n + Re-• Vlv in D, 
V•v•O in D. 
T, + (V .v)T • (RtPr)-1 Vlr inD, 
(2.2) 
(2.3) 
(2.4) 
~ ~ 1 
where v(x.r)= (u; + v j > is the velocity, n • p + 2v•v , CD= V xv is the 
vorticity, Rt=~~ is the Reynolds number, Pr= v/a is the Prandtl number, 
v is the kinematic viscosity and a is the thermal diffusivity of the fluid. In 
addition to Re, the fl.ow depends on Uh , 1/h, and a/h , which denote the dimension-
less periodicity length, distance between cylinders in x-direction, and half width 
of the rectangular cylinders in the y-direction respectively. The effects of viscous 
dissipation in the energy equation and buoyancy in the momentum. equation are 
neglected. Therefore, the coupling between the momentum and energy equation 
is due to the convective term in the energy equation. 
In order to make the numerical simulation efficient, the size of the com-
putational domain is reduced by exploiting the periodic nature of the problem, 
(Figure 1.2.). The boundary conditions for the velocity v(x,t) are: 
v(x,t) = 0 on dD, 
v(x+mL,y,t)=v(x,y,t) ondDQ, 
(2.5) 
(2.6) 
corresponding to no-slip and periodicity respectively. He::."e d D corresponds to " 
the boundary made up of the top and bottom walls of the channels, and m is a 
periodicity index. Spatial periodicity also implies periodicity of the derivatives. 
In this work, we only consider the case m = 1. The pressure takes the form : 
13 
-
( ' 
n ex1>. - n x <1>.r + n '<x1>. 
n I (.r + mlJ'J) C n I (X ,y 1 f). 
(2.7) 
{2.8) 
The te, m n x (t) can be viewed 88 the driving force for the flow, and is deter1nined 
by the imposed flow rate condition, 
Q1 = f u(x= O.y,r)dy = 3 x; = 4, (2.9) 
since for three comm11nicating channels, the vol11me flow rate is three times 
that of the plane-Poiseuille flow. Without this driving force the only steady 
solution to the equation is v = 0, i.e no flow. It should be noted that for steady-
state time-periodic solutions, the volume flow rate Q(t) can be expressed 88 
Q(t) = Q s 1 + 11 sin (2 1t O t) (2.10) 
' 
where 11Q
1 
is the amplitude of the modulatory component of the flow, 0 is the 
Stro11bal number, n = fh/U, f is the dimensional frequency of oscillation. 
For temperature boundary conditions, we prescribe constant or zero tem-
perature distribution on the solid surfaces. The top and bottom walls are as-
sumed to have uniform temperature T* 1, and the rectangular cylinders to have 
uniform temperature T* 2. The thermal boundary conditions in non-dimensional . 
variables take the form 
T= 0 on dD Band dDr, 
T = 1 on the cylinders. 
... ~,----· --
14 
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(2.11) 
. (2.12) 
•• 
• 
• 
• 
~ 
•• 
For periodic geometries, the thernialJy developed temperature domain can 
be decomposed into a linear part and a periodic contribution. 
rcr .r> = yr + ec.t ,1), 
8 (X + ml.y,t) = 8 (Xt)'J). 
(2.13) 
(2.14) 
The linear part conesponds to the rise in the mixed-mean temperature along 
the strearowise direction due to the heat input. To determine the coefficient y, 
we integrate the energy equation over the domain, apply Gauss theorem to 
satisfy the boundary conditions, and obtain 
q y =-- (2.15) 
-RePrQL 
where q is the total heat transfer rate into the domain and Q is the time-
averaged flow rate. To obtain the appropriate periodic condition for 8, we sub-
stract the linear term to compensate for the rise in mixed temperature due to 
the net heat flux input. For the temperature boundary conditions considered in 
this study, there is no net heat flux transfered to the computational domain and 
the ref ore, "(= 0. 
Computation of the time-evolving fields defined by the governing equa-
tions (2.2)-(2.4) requires the specification of initial conditions for the dependent 
variables. For low values of ·Reynolds number, the integration in time starts 
with zero velocity and temperature fields. For large values of Reynolds n11mber, 
long transients have to be computed before reaching the asymptotic state of the 
• 
• 
15 · 
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• 
flow ayatem. To decrease the required coc,,putat.ional 6rt. the Reynola n•amber 
' ii gradually increased so that the aolution.e are deternained for a monotonically 
increasing sequence of Reynolds numbers ReJ, j•l, ... ,N12. The velocity and tem-
perature fields calculated for Re a: Rej.t aerve aa initial conditions for the com-
puter run with Re= Rej . 
• 
.. 
16 
- 0 
3.1 Introduction 
Chapters 
Method of Solution 
• 
All numerical simulations of fluid flows and heat transfer in this work are 
performed using a spectral element method. Spectral element method is a high 
order n11mericaJ technique that combines the geometric flexibility of finite ele-
ment method with the accuracy and good resolution of spectral schemes. 
The spectral element method was proposed by Patera in 1984
10
. It is in-
tended to overcome the difficulties encountered when ordinary spectral tech-
niques are used to compute flows in complex geometries. These difficulties oc-
cur mainly because a single, global expansion cannot represent such flows. 
Moreover, global spectral schemes are not advisable to use when the resolution 
requirement vary widely over the domain 1°. The technique requires the break 
up of computational domain into a series of elements or subdomains. In each 
element, a local cartesian mesh is constructed. The dependent variables of the 
governing equations are then represented as a tensor product of high order 
Lagrangian interpolants through the Gauss-Lobatto collocation points. 
As in ordinary spectral methods, the key elements are rested on the choice 
of trial functions and test functions. Trial functions, also known as expansion or 
approximating functions, are used as the basis for truncated series expansions 
of the 11nknowns. The test function are used to ensure that the differential equa-
tion is satisfied as closely as possible by the approximating functions. This can 
17 
be achieved by minimian1 the relidual which ia the error in the differential 
equation produced by uaing the approximating functions instead of the ezac:t 
aolution. Unlike ordinary 1px,ctral methods, the spectral element method re-
quires the computational domain u, be d.ivided into a number of elements and a 
trial function is specified in each element. Thus , the trial functions are local in 
character and suitable to hand.le complex geometries such as the one considered 
in this thesis. The trial functions used in th.is work are N-th order polynomials. 
In this study, the collocation version of the Method of Weighted Residual (MWR) 
is adopted. ln this approach the test functions are traslated Dirac delta func-
tions centered at the collocation points. This approach requires the differential 
equation to be satisfied exactly at the collocation points. The collocation points 
for both the differential equations and the boundary conditions are usualy the 
same as the physical grid points. More details concerning the collocation tech-
nique are given in section 3.3. 
Suppose that a two-dimensional, time-dependent partial differential equa-
tion, can be written in the following form, 
du=M() ~ U, 
at · 
(3.1) 
where, u (x,t) is the unkriown function and M (u) is an operator which contains 
only spatial derivatives of u, i.e. u x ,u Y'" xx ,u yy , ... 
Suppose (!> k (x,y) are our trial functions. Then, the approximate solution has the 
• 
representation of 
N 
uN (x,y,t) = I', ak(t)cf, k(x,y). 
k=O 
(3.2) 
18 ,, 
' . ,. 
In the collocation version of the Method of Weighted Residual (MWR), tbe teat 
fuctions are shifted Dirac delta-functiona, 
(3.3) 
where J:_j, and Yj are the distinct collocation points. The collocation approach re-
quires the differential equations to be satisfied at each collocation point that ia 
Jl JI aJ' ( d - M(J')) 'I' /x.y)dxdy = 0, j• l, ... .N-1 
-1 -1 t 
(3.4) 
In effect, the residual function is forced to be zero at each point ( x =xp y = Yj). 
•' . 
In this chapter we will first describe the time-splitting, semi-discrete 
scheme for the integration of the governing equations. Then, we will present 
the spatial discretization schellle. Lastly, a brief description of the software 
package Nekton will be presented along with a discussion on techniques that 
can be used to reduce the required computation ti.me. 
3.2 Teniporal Discretization 
' . 
The non-linear hyperbolic part of the Navier-Stokes eq~ation is treated 
.. 
explicitly, while the linear elliptic contribution is handled implicitly using the 
·, 
Crank-Nichols~n scheme. The scheme used in this study is described below. 
I 
19 
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.... . 
Three upect. of the Navier-Stokee equationa are important for t;ime-
lt;epping conaideration8. First, the non-linear terms in the Navier-Stokee equa• 
tiona are treated explicitly, i.e. the convective ter111a are calculated from the 
values of the velocities that are already known. Using the third-ord,!r Adam-
Basforth schemell, 
v" + 1 - v" 2 
flt = ~ (3.j) 
The second step is the pressure step, where the dynamic pressure must be cal-
culated so that the velocities satisfy the incompressibility condition. We have 
that 
-
-
V •v"+l = 0' 
-
-
v•n = 0. 
=-VIl inD, (3.6) 
(3.7) 
(3.8) 
By taking the divergence of (3.6) and imposing (3.7), the following equation for 
V-n+l v2n = V• inD 
at (3.9) 
This elliptic equation is then solved implicitly subject tp 
(3.10) 
20 
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The third step involvea the viacoua term in the equation. It ia treated im-
plicitly using the second order Crank-Nicholson scheme to avoid the unreason-
able time step restriction due to the high resolution of apetral approximation 
near the boundary of the element. The no-slip and periodic boundary conditions 
are imposed, as follows : 
v2 - 2 v"+l +v" 
v6r 
subject to 
v"+1 = 0 on iJD 
--
-
-
v"+1 + v" 2 
vAr 
inD (3.11) 
(3.12) 
(3.13) 
Because the pressure and viscous operators do not commute when rigid 
boundary conditions are imposed and due to splitting errors, this fractional step 
method is found to be O(~ t) accurate in tiroe10 in the interior of the domain, 
although in each step O(A t2) or higher order schemes are used 13. The stability 
restriction, in this case the Courant condition, depends on the distance between 
the spatial collocation points~ x, and fly. The Courant number is defined as C = 
maxn( Atu/Ax,Atv/Ay), where maxn refers to the maximum over the entire flow 
field, and u and v are the components of velocity. In this splitting technique the 
Courant number has to be less than 0. 71. If this condition is not honored, the 
numerical procedure will not be stable14. 
3.3 Spatial Discretization 
• 
The" computational domain, in the spectral element method, is broken up 
21 
. . 
• 
l • 
into quadrangles, which are ref ered t.o 88 macro-element.a. W'Jt.hin each element. 
a local cartesian mesh is constructed by mapping the physical (x,y) apace t.o the 
local (r,s) cooordinate system. The geometry, preasure, and velocity in each ele-
ment are represent.eel 88 a tensor product of high order Lagrangian interpolanta 
through Gauss-Lobatto collocation points defined aa 
N N· 
(.x,v.nf ,.(r,s) = ~# (x,v.Il);/ h;(r) hj(s) (3.14) 
where h;(r),h /s) are N-th order int.erpolants, that satisfy h;(~j) = 6;j at the lo-
cal (r,s) coordinates. 
In order t.o make sure a rapid convergence of the resulting expansion, the 
local and physical collocation points are chosen to be the Gauss-Lobatto points 
for a well known family of orthogonal polynomials. If Chebyshev polynomials of 
the first kind are used then, 
. 1t1· 
xJ = cos-
' Ni 
j = 0,1,2, ... (3.15) 
The interpolants are then written as, 
h;(r) (3.16) 
where are Chebyshev polynomials 
.. 
T,.(cos(8))=cosn8 andC;=l fori*OJv , and C;=2 for i=O.JV. Figure 
3-1 shows the computational domain considered in this study. 
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Figure 3-1: Computation domain 
municating channel. 
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8.4 Nekton 
• 
Most of the numerical work in this study ia performed on VA
X 8530 
mainframe computer using the computer package NEKTON. NEK
TON is a 
computer code for the simulation of steady and unsteady fluid fl
ow and heat 
transfer, as well as convective-diffusive passive scalar fields. 
NEKTON is based 
on the spectral element method, which is already discussed in th
e earlier part of 
this chapter. 
All computations performed in this study are time-dependen
t and tirne-
accurate. The governing equations are solved in the time dep
endent evolution 
form. The integration in time of the governing equations is no
t forced to reach a 
time-independent steady state. ff a steady solution to a problem
 exists, it is ach-
ieved as the asymptotic state of a time-dependent calculation fo
r large values of 
time. 
Convergence to the exact solution in this study is achieved by 
increasing 
the order of interpolants in spectral elements of fixed identity
14
. In other words 
by increasing the number of collocation points in each element
. In this case the 
error will decrease exponentially for smooth solutioiS. It is v
ery important to 
verify that the numerical solution is mesh independent. This
 can also be ach-
ieved , of course, by increasing the number of elements in th
e computational 
domain. In this technique, the error.will decrease like some p
ower of the mesh 
size fl x, e.g. (a x2 )14. 
Integration of the full N avier-Stokes equation requires a large
 amount of 
time to converge to an accurate large-time solution. In order 
to reduce the re-
24 
1 
q11ired or CPU time, we start with low-order appro1imatin, polynomials for 
each element. The aolution computed with tbi1 mesh can be read in aa initial 
conditions for a final simulation with higher-order approximating polynomials . 
This strategy can be used effectively to give quick convergence to the problem 
with high Reynolds number. In this technique, part of the expensive and slow 
transient associated with high Reynolds number flow can be avoided .. 
-
,, . 
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Chapter4 
Nu1nerical Results 
tigat.ed by direct solution of the non-linear Navier-Stokes equations using a 
spectral element method. The flow is assumed incompressible and two-
dimensional. The base line geometry considered in this study corresponds to 
ratio of periodicity length to half channel width ,Uh = 5, ratio of separation be-
tween the cylinders to half channel width, 1/h = 3, and ratio of slot width to half 
. 
channel width, 2a/h = 1.68. The Reynolds numbers considered are Re= 80, 120, 
150, 200, 250, and 325. 
The integration in time is performed until a steady state solution is ob-
tained. The steady state solution represents either a steady (time-independent) 
flow or oscillatory flow. 
In the following sections we will discuss the fluid flow characteristics of 
unmodulated (11 = 0) flow for different Reynolds numbers. First, the fluid flow 
characteristics for subcritical Reynolds number will be discussed. In section 4.2, 
the fluid flow for Reynolds number above critical is discussed and compared to 
the subcritical flow. The corresponding results for heat transfer will be 
,. 
presented in sections 4.3 and 4.4. Results on the forced system response at a 
subcritical Reynolds number are presented in section 4.5. 
·' , . 
.. 
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4.1 Steady.State Tbne Independent Flow• 
In this section we consider flows that start from abritra.ry initial con• 
ditions and converge to a stable time-independent steady state. The computa-
tional domain and the choice of spectral element mesh are shown in Figurea 1-2 
and 3-1 respectively. 
The calculated velocity field, streamfunction and pressure contours for Re 
= 80, are shown in Figures 4-1,4-2, and 4-3 respectively. The flow is marked by 
for11,ation of counter-rotating vortices at each slot, characteristic high pressure 
at impingement and low pressure at separation. The observed vortices are sta-
ti9nary and symmetric. Apparently the of vortices have minimal interaction 
with the channel flow, i.e. for the values of L/h, 1/h, and a/h used in the simula-
tion the presence of the slots has insignificant effects on the flow field inside the 
channels, which is very close to a parabolic plane Poiseuille-flow profile. 
The above calculation is repeated for larger Reynolds nt1mber but still 
below the critical flow, Re = 120. Again, the asymptotic state of the flow system 
is time independent. In general, for these subcritical (steady flows) Reynolds 
numbers, it is found that for a specified flow rate (Qs = 4) the pressure drop it;J 
less than the corresponding quantity for plane Poiseuille flow. We define r as 
the ratio of the time mean pressure gradient ~ to the pressure gradient of the 
plane Poiseuille-flow, 2 I Re. For this subcritical Reynolds number, r is very close 
to the value of 0.88, compared to the value ofr = 1 for a plane Poiseuille-flow. 
This result suggests that the effect of rectangular cylinders reduces the drag 
force and decreases dissipation which results in les~ force required to move the 
fluid. This effect is dµe . to stress relaxation and lack of significant momentum 
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Figure 4-1: Velocity field at Re= 80 
28 
• 
Figure 4-2: Streamfunction plot at Re = 80 
29 
1. 000 
0.929 
0.857 
0.786 
0.710 
0.642 
0.571 
0.500 
0.429 
0.357 
0.286 
0.214 
0 .143 
EJ.071 
0.000 
• 
Figure 4-3: Isobars, Re = 80 
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fluz at the alot lipe13. The elope of the velocity profile inside the alot 
ia amaJJer 
than the slope of the velocity profile of the plane Poiaaeuille f
low. Thia suggeeta 
that the shear stress is smaller therefore the value of presaur
e gradient is aJeo 
smaller. therefore, less pumping power. Similar results were
 reported for the 
case of grooved and two communicating channel flows
8
• 
13
. The fluid pumping 
power is directly proportional to the pressure drop in the direc
t.ion of the fluid 
flow. The pressure drop in a fully developed flow is caused b
y wall shear and 
also the change in momentu.m flow rate as the velocity profile d
evelops. 16 
4.2 Tune Periodic Flow 
The critical Reynolds n,imber Rec, in this study, is defined as t
he value of 
Reynolds number at which the first instability occurs in the f
low. At Re = Rec 
the flow becomes unsteady, i.e. time dependent. The critical R
eynolds n11mber, 
Rec, for the baseline geometry is between Re = 120 and Re = 15
0. This value is 
much smaller than the Rec = 5772 for plane-Poiseuille flow 
obtained by the 
linear stability analysis, or Rec = 2900 for plane-Poiseuille f
low obtained by 
direct simulation. For Reynolds number slightly above the criti
cal, as t~ oo the 
unsteady flow reaches a time· periodic state. The flow is 
characterized by 
laminar self-sustained oscillations. At Re = Rec the solution 
of the system of 
equations (2.2)-(2.4) undergoes a bifurcation from time independent to a tim
e 
periodic state. Oscillation in the streamwise velocity is shown 
in Figure 4-4. In 
th~t, one can see that the velocity is oscillating and yet still m
aintaining its 
laminar behavior. The flow is time periodic as shown in Figure
 4-5 of the phase 
plane plot of x-velocity versus y-velocity. In this pl@t we can s
ee that at an ar-
bitrary point in the flow field (in our case, x = 0.750 and y = 3.31) the ve
locity 
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Figure 4-4: Stream.wise velocity versus time for a 
point in the flow field (x = 0. 750, y = 3.31) 
at Re= 150. 
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then the solution at any arbitrary point ia repreaent:ed in the pbaae-plane by a 
single point. The 'caJa,Iat:ed frequencies for this Reynolds n11mber are 
°'1,1=<>.09229, which ia the dominant frequency, and °'1.,2-0.18459, which is the 
first harmonic, Figure 4-6. 
• 
The counter-rotating vortices in each slot are no longer stationary as in 
the subcritical Reynolds numbers. The symmetrical pair of vortices which ar
e 
formed in each slot at subcritical Reynolds n,irobers are now oscillating bac
k 
and forth in their confmement. The instantenous velocity field at Re = 150 is 
presented in Figures 4-7 and 4-8. This is similar to the case of vortex pairing 
found in the free shear layers16, which indicates that the repulsive force ex
-
perienced by the rotating vortices has the same origin to the attraction forc
e 
existing between vortices rotating in the same direction. The vortices appear to
 
be deformed in the direction of the flow. The deformation indicates that the pair-
ing is more than a simple solid body rotation of vortices around each other
13
. 
The induced velocities caused by the rotation of the vortices must generat
e 
strains which deform the vorticity distribution16. In each slot, one vortex be-
comes stronger and moves toward the direction of the flow, dissipating rota
-
tional kinetic energy, while the weaker vortex moves in the upstream direction
. 
This weaker vortex then becomes the stronger an« moves downstream. 
l_n order to ana]yze the self-sustained oscillations at Re = 150, we plot 8 
instantenous velocity fields during one cycle (O<t<T), Figures 4-7 and 4-8. As 
we can see ''at O<t<lnT in the upper slot of the channel, the stronger vortex, 
which is at the bottom half of the slot, moves in the direction of the flow and
 
reaches the wall and is expected to move in the other direction. The upper vor-
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Figure 4-7: Instaneous velocity vectors at 8 times 
during one cycle of self-sustained osscil-
lations at Re= 150. Shown in this figure is 
the cycle from t = 0 to t = 3/7T. 
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ta movea in the oppoaite direct.ion or the 1tronpr vortex. Thia ia due to the fact 
that the stronger vortez tries to get out from it.a confinement, and in the 1ame 
time moves the fluid around it in order to have more room to itself. This motion 
forces the upper vortex to move to the other direction. At the lower slot of the 
channel, the stronger vortex, which is located at the bottom half of the slot, has 
already reached the wall and "prepares" to move in the opposite direction. At 
217T<t<317T, in the upper slot, the stronger vortex at the bottom half of the slot 
has reached its maximum vorticity and "prepares" to move in the downstream 
direction as the upper vortex gets stronger. In the lower part of the channel the 
upper vortex, which is now stronger, is moving in the direction of the flow. The 
weaker vortex gets thinner as the intensity of the stronger vortex grows. At 
4/7T<t<517T, in the upper slot of the channel, the upper vortex grows stronger 
and pushes the lower vortex down. The forces from the stronger vortex and from 
the flow in the middle channel make the lower vortex thinner. The upper vortex 
continues to move along the direction of the flow, therefore, moving the center of 
its vortices along. The motion of the stronger vortex along the direction of the 
flow causes the lower vortex to grow stronger in the opposite direction. This mo-
tion becomes clearer if we observe the vortex motion at 6nT<t<T, in the upper 
slot, as the upper vortex grows stronger in the downstream direction of the flow 
, the lower vortex also grows stronger in the opposite direction of the flow. An 
observation that can be made from these plots is that in one slot as a vortex 
moves in one direction the other vortex moves in the opposite direction. In 
general, the upper and lower slots behave similar to one another. ff we pick two 
points in the flow field, one in the upper slot and the other in the lower slot, and 
compare the x-velocity vs time plots between the two points, one can see that 
-~ there is phase difference between the two of them. As the upper vortex in the 
upper slot moves in one direction the upper vortex at the lower slot also moves 
38 · 
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in the same direct.ion at a later t·ime. 
13 in the two communicating channela. The deviation of the channel flow from 
the parallel velocity shape leads to generation of forces caused by the preuure 
field interaction between the channels, that drives the flow up or down the slot. 
For the case of Re = 150, since it is just slightly above the critical Reynolds num-
ber, we hardly see significant interaction between the slot and the channel 
(Figures 4-7 and 4-8). It can be seen that the velocit., profile is close to plane-
Poiseu.ille flow. 
We repeated the above numerical experiment with Re = 200, and Re = 
250. For Re= 200, the flow has the same characteristics as for Re= 150, Figure 
4-9a. Figure 4-10 shows a plot of streamwise velocity versus time. Note that the 
amplitude of oscillation is higher than the corresponding amplitude for Re = 
150. More frequencies are found for Re = 250 (Figure 4-9a). The dominant fre-
quency is nn,1=0.0917. The higher harmonics are nn,2=0.1834, and nn,3::0.275. 
From the instanenous velocity field (Figure 4-12 and 4-13) during one cycle of 
oscillation (O<t<T), we can see the increasing growth of the counter-rotating vor-
tices in both slots. This suggests that interactions between the channels and the 
slots become more significant as Reynolds n11mber increases. Despite of the 
wavy characteristics of the flow in the channel, the vortices are still confined in 
their slots., This merely suggests that the viscous force which is a function of 
Reynolds number, is getting smaller as Reynolds number increases. Despite of 
that, they are still strong enough to hold the vortices inside their confinement. 
The plot of :x-velocity versus time shows that the characteristics of the oscil-
' 
lations are similar to that of lower supercritical Reynolds number, only the 
amplitude of oscillation is higher. 
r 
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. Figure 4-10: x-velocity vs time plot for flow at Re = 
200 
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Figure 4-11: Plot of x-velocity versus time for flow at 
Re= 250 
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At Re == 325, t.he interaction of the Ouid Oow between the cbaanel and the 
alot increases. The viscous forces that bold tJie vorticee ioaide their confinement 
are getting smaller and tbia will allow the ejection of the vorticea from the slot if 
the Reynolds number is high enough 13. The plot of z-velocity versus time shows 
that the characteristics of the flow have changed from Re = 250 to Re = 325, 
Figure 4-14. . This change suggests that there must be additional higher fre-
quencies, or the higher frequency found at Re = 250 becomes the more dominant 
factor in the flow field. When the Fast Fourier Transform is used to analyze the 
signals, it is found that the third frequency indeed is the dominant factor. The 
fundamental frequency for Re = 325 is found to be nn,l =0.08456, while 
'1.i,2=0.1691 and nn,3=0.2537 are found as higher harmonics, Figure 4-9b. 
These are actualy smaller than the corresponding values for Re = 150 and Re = 
250. Plot of the fundamental frequencies versus Reynolds n\1mber, Figure 4-15, 
shows that as we increase the Reynolds number the fundamental frequency 
decreases, but higher harmonics are present. The solution at any abritrary 
point presented in the phase-plane (in this case x::0. 75, y=3.06), at this 
Reynolds n11mber, will no longer follow the same orbit for n periods of oscil-
lation, rather, it will be shifted until it finally reaches its limit cycle, Figure 
4-16. In Figures 4-17 - 4-18, one can see that despite the increased interaction, 
the flow in the lower and upper channel is not affected considerabelly. 
In the sequential velocity field plots during one cycle of oscillation (O<t<T), 
one can see that indeed the interaction between slot and the channel increases. 
It is shown in Figure 4-17 and 4-18 that the counter-rotating vortices grow in 
. 
size. As a vortex approaches the impinging wall, it reduces its size and therefore 
increases its intensity. As one vortex grows larger in size inside the slot, the 
other vortex inside that slot is suppressed. This will result in the separation of 
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that vortex into two smaller vortice1. Altbougb the Oow ii more ualtable, only 
minor effect of the oacillating flow field can be aeen in the upper and lower chan-
nel, Figures 4·17 and 4.18. The upper and lower channel, maintain, ita 
parabolic plane•Poiaeuille flow du,ring one cycle of oscillations. the profile in the 
middle channel is deformed due to the motion of the counter-rotating vortices. 
We defined r as the ratio of pressure gradient for this geometry u, the 
corresponding pressure gradient for straight channel flow. We plot r as a func-
tion of Reynolds numbers, Figure 4-19. The value of r, for our range of Reynolds 
number (80<Re<325), is less than 11nity (compare this to unity for plane-
Poiseuille flow). This means that the force required to move this fluid in one 
channel is always less than that of a plane-Poiseuille flow. This result is consis-
tent with observation made for grooved channel flow 7. This due to stress relaxa-
tion and negligilbe momentum flux at the slot lips. Slightly above Re= Rec the 
Reynolds stress due to the flow oscillations overtakes the strees relaxation ef-
fect, and r increases 7. This phenomenon is not trivial since the cylinders, in 
this case, are acting as turbulence promoters. The fact that the critical 
Reynolds n11mber is much less than for plane-Poiseuille flow is due to the distur-
bance created by the cylinders as the flow approaches the impinging wall. 
4.3 Heat Transfer Results 
One of the primary objectives in this study is· to investigate whether the 
destablization of the flow, can increase the rate of heat transfer in the geometry 
considered. The basic idea is to generate strong mixing between the low tem-
perature fluid and the high temperature fluid. 
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01ciJlatory forced-convection flow iD a cbaonel bu been the topic of 
various investigations, including now in a furrowed cbaooeJ6, 6, grooved channel 
8
, 
7
, and mo.i recently, flow in two comm11nicating channels2. In all of these 
studies the destabilization of the flow is proved to be a promising approach for 
heat transfer enhancement. 
In this section we present the results of heat transfer for the three com-
m11nicating channel geometry. We prescribe constant temperature to the rectan-
gular cylinders. The top and bottom walls of the channel are at uniform tem-
cylinders. Instead of 
having only the N avier Stokes equations and continuity in the problem, we now 
have to solve the energy equation as well. The computations were performed in 
the same way as before, i.e , by marching in time until a steady-state solution 
for temperature is obtained. We repeat the n11merical experiments for each 
Reynolds number with the addition of the energy equation. Since the fluid is 
ass11med incompressible and of constant viscosity , i.e the viscosity of the fluid 
does not change with temperature, the governing equations (2.2 - 2.4) are 
coupled only in one direction. That is, the temperature field depends on the 
velocities computed from the N avier-Stokes equations, but the velocity does not 
depend on the temperature. Therefore, we can use the results from fluid flow 
1 
calculation as the base for our fluid flow and heat transfer computation. 
The energy equation is implemented to the problem only after the steady-
state solution of the fluid flow is achieved. The reason behind this is only to 
speed up the computation. lmplemention of the e~ergy equation to the problem 
actually lengthens the computation time for as much as 15%. 
' 
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'nie Nu11elt number u11d in thi1 work ia deftnecl u 
-hL 
Nu • r,f 
k 
(4.1) 
where : L,.- is th reference length, in this caae half single channel width h, k ia 
-
the heat-conduction coefficient, h is the convection coefficient def'med as, 
- k Jl./2 dT 
h = 2Lt1T -l/2 - °ay 
where !:,. T = T cyliNkr - fl T wall . 
+JL/1. dT 
-Lil dy 
4.3.1 Heat Transfer Results · Steady flow 
(4.2) 
We begin by solving the heat transfer and fluid flow problem for Re= 80. 
We assume that the fluid is air, therefore, Prandtl number (Pr) is equal to 0.71. 
From the temperature plot, Figure 4-20, we can see the existing hot region in 
the middle portion of the computational domain. This hot reqion is consistent 
with the boundary conditions prescribed. The Nusselt number obtained at Re= 
80 is 0.454. We repeated the above experiment using higher Reynolds n11mber. 
In this case we use Re = 120. The solution of the governing equations reaches a 
' 
time-independent asymptotic state. The temperature field in the computational 
' 
domain did not change very much. The hot region still occurs in the middle. 
( 
For Reynolds number below critical, the flow reaches a steady(time-
independent) state. The formation of stationary counter-rotating vortices in each 
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Figure 4-20: Isotherm, Re = 80 
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• 
alot does not affect the now in the middle portion o( the channel, and b1ca•11e of 
this phenomenon the hot fluid is in the middle channel. Thie means that the 
ci.rculation of the fluid inside the slot doea not produce enough miring between 
the low and high temperature fluid. 
4.3.2 Heat Transfer Results Time-Periodic Flow 
Oscillatory flow for Reynolds number above critical has been proven to 
significantly enhance the rate of beat transfer2, 8. From the fluid flow results 
(Sections 4.1-4.2) we know that for Reynolds numbers slightly above critical self-
sustained oscillations are observed in the flow field. Flow oscillations result in 
temperature oscillations as the solution reaches its asymptotic time-periodic 
state . This behavior is shown in the temperature versus time plot at a typical 
fixed point in the flow field for Re = 150, Figure 4-21. The fact that the tem-
perature at a fixed point in the flow field is periodic in time is also shown in the 
phase plane plots of temperature versus velocity components, Figure 4-22. 
From the instantenous isotherixas plot at Re = 150, Figures 4-24 and 4-25, 
we can see the reqion of high temperature fluid concentrated in the middle of 
the channel. This is due to the boundary conditions we have prescribed to the 
problem. Generally, the middle channel is bordered with high temperature 
cylinders at the top and bottom, and the destabilization of the flow is not enough I 
to flush the hot fluid from that region. Despite of that, mixing of hot fluid and 
cold fluid occurs in the region close to the slot lip. The forn1ation of moving 
counter-rotating vortices in the slots produces mixing between low temperature 
fluid and high temperature fluid in the upper and lower channels. The cor-
responding Nusselt number is Nu=0.468. It is 8.3% higher than Nu::0.432 for 
the conduction problem. Instatenous isotherms during one cycle (O<t<T) of os-
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Figure 4-24: Isotherms, Re =150, O<t<3/7T 
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Figure 4-26: Instantenous isotherm plots in o e cycle 
of oscillation at Re = 250. Shown here 
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t= T · 
ciJJationa are abown in the Figurea '924 and 4-25. • 
A. we increase the Reynolds number, the amplitude of temperature oacil-
latione also increaaea. Despite of the increase of waveneaa in the temperature 
field, the region of hot fluid still dominates in the middle channel. In the case of 
Re = 250, although the hot fluid still dominates the middle channel, we can see 
that mixing between the low and high temperature fluid takes place further int.o 
the slot. 'The Nusselt number calculated for this Reynolds number is Nu=0.487, 
which is 12.8% higher than the Nusselt n11mber for the conduction problem. 
lnstantenous isotherxxas for one period of oscillation (O<t<T) are presented 
in Figures 4-26 and 4-27 for Re= 250. At t=O, we can see the formation of a low 
• 
temperature region inside the high temperature region in the lower slot. This 
low temperature region is apparently the remains of the mixing inside the slot 
before it becomes engulfed by the high temperature region. At t = 1/7 T, the low 
temperature region in the lower channel has already gone, while at this instant 
the mixing occurs in the upper channel. At t = 2nT, the mixing goes further 
inside the slot. One thing that should be observed is the necking of the low tem-
perature region inside the slot. This indicates that it is about to be separated. 
At t = 3/7T, the low temperature region inside the slot has already been 
separated. The low temperature region gets smaller at t= 4/7T, and now the 
mixing is about to happen in the lower channel. At t=5/7T the injection of low 
temperature region in the lower channel occurs and mixing in the upper channel 
is completely gone. The necking of the low temperature region inside the lower 
slot occurs at t=6/7T. The region is almost separated at t=T. ( 
The isotherms for Re= 325 are very much the same as for Re= 250, that 
is, the hot region of the fluid is still concentrated in the middle portion of the 
64 
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channel. The interaetiona of the Ouid between the alota and the cbannela are not 
. .. 
atrong enough to produce con1iderable mixing between the high and low tem-
perature fluid in the middle portion of the channel. The circulation in the slot 
does not extend to the channel part of the flow where the thermal solution ia 
like in the laminar fully-developed flow. The corresponding Nusselt n,imber is 
Nu=0.484 which represents 12% enhancement from the corresponding Nuaaelt 
number for conduction problem. The more interesting features are shown in the 
phase-plane plots of temperature versus x-velocity and y-velocity, Figures 4-28 
and 4-29. ln these figures one can see clearly that the temperature is indeed 
oscillatory, and instead of following the same path like the flow with Reynolds 
n11mber smaller than Re::325, its path is shifted until it reaches the limit cycle. 
Figure 4-30 shows the variation of the Nusselt number of the unforced 
system for different Reynolds numbers. As the Reynolds number is increased, 
the corresponding Nusselt number also increases. This suggest that the rate of 
heat transfer increases as the flow is destabilized. Oscillations of the flow is 
indeed the primary factor for the heat trasnfer enhancement. 
4.4 Forced System Response for Subcritical Reynolds Num· 
her 
In previous sections, we studied the response of the unforced system, i.e, 
the response of the flow to a constant (time invariant) pressure gradient r. In 
this section, we address the question whether we can excite the fl.ow system un-
der study at its natural frequency and enhance the rate of heat transfer. The 
excitation of the system is obtained by forcing the subcritical flow with an exter-
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nal modulatory dJ·ivinr force of the Corm 
(4.3) 
.. 
Ghaddar et al.8, 17, found that the resonant oscillatory forcing at modulatory 
amplitudes of rt=0.2 (refer to Eq.2.10) resulted in doubling of the heat transfer 
coefficient at subcritical Reynolds n11mber Re = 525 in the particular grooved-
channel geometry they studied17. In their work, the driving force of the flow 
was deter1,ained indirectly by the imposed flow rate 
(4.4) 
where nF denotes the frequency of the forced oscillation. In this thesis, the im-
posed driving force is of the form 
(4.5) 
which is a special case of (4.3) with r2=ra=···= 0. The constants r0 and 1e are 
selected in such a way that the excitation of the flow does not affect the time-
average flow rate, i.e. the volume flow rate satisfies the condition 
(4.6) 
As it is pointed out by Ghaddar17 and Amon 13, resonant excitation cannot 
be observed in all internal geometries. For example, no resonant excitation oc-
curs in the straight channel flow. This is due to the fact that there is no vertical 
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velocity generated in 1baight-cbannel flow , and hence, no tranaport enhance• 
m8Dt ia observed. In our work, the cylinders provide the required inhomogeneity 
in the geometry of the system, trigger the flow separation even at relatively low 
r 
Reynolds number and therefore create the strong mixing environment for the 
heat transfer enhancement. 
As it was previously pointed out, the numerical simulation of the forced 
system response can be carried out by either specifying the external modulat.ory 
driving force r (Eq. 4.3) or indirectly by specifying the volume fiow rate (Eq. 
2.10)17, 13. Both approaches should yield the same results. In equation 2.10, 
riQ, is the amplitude of oscillation of the volume flow rate. This amplitude 
should be equal with the amplitude of oscillation of the volume flow rate ob-
tained by forcing the flow with r given by Eq 4.3. 
Figure 4-31 shows an instant potrait of isotherms at Re = 80 and forcing 
,· 
frequency nF = 0.09229. Figures 4-32 and 4-33 depict the isotherms during one 
o/cle of oscillation for QF = nn = 0.09229. Mixing between high and low tem-
perature fluid takes place significantly inside the flow field compared t.o the un-
forced system. It is also observed that these interactions occur symmetrically in 
the upper and lower channels, in contrast t.o the unforced system where the 
mixing occurs alteranately in the upper and then in the lower channel. 
Figure 4-34a shows the variation of Nusselt number as a function of the 
forcing frequency. Maximum heat transfer enhancement in the geometry 
studied occurs at n,.tnn = 0.25 and n,.tnn = 1. The result is in good agreement 
with our expectations, that is we can enhance the heat transfer at subcritical 
flow conditions by perturbing the· system at its natural frequency . In this study 
nn = 0.09229, which is the natural frequency corresponding t.o Re = 150. 
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Figure 4-34b ahowa the variation of the amplitude o( 01ciJJation U I ftmc. 
tion of forcing frequenciu. The amplitude of oaciJJation at low forcing frequenc
y 
ii higher than for higher forcing frequencies. It is found that forcing at low f.re. 
quency acitee more higher harmonics in the oscillation of temperature 
at an 
abritrary point in the flow field. Figures 4-35,4-36,4-37 show the frequency
 
plots at different forcing frequencies. One can see that at Or = 0.25 nn m
ore 
higher harmonics can be found. As the forcing frequency increases, less h
igher 
harmonics can be detected. This phenomenon suggests that the application 
of 
low forcing frequency in the pressure gradient of subcritical flow results in th
e 
occurrence of higher harmonics in the system's response. 
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Figure 4-37: Frequency plots for forced system at dif. 
ferent forcing frequencies. 
i I 
78 
0.3 
-. JJ' 
• 
-
0/'2=1.5 
F n 
•·t,·-
. . ·, 
' 
,;.• 
• 
., 
r 
. ' ' 
·· Chapter 5 
Conclusions 
At Reynolds n11mbera below critical the flow is steady, laminar, and weak 
counter-rotating vortices are found in each slot. The vortices appear symmetri-
cal and stationary in the upper and lower slot, and the interactions between the 
slot and the channel are very weak resulting in low intensity mixing between 
the low and high temperature fluid. Because of this phenomena and the 
prescribed boundary conditions, the fluid in the middle portion of the channel 
remains at high temperature. 
At Reynolds number equal to critical, the first instability of the flow is 
observed. In our case, we have shown that the critical Reynolds n11mber is 
120<Re<150. At Reynolds n11mber above critical, the flow becomes time-
dependent with characteristic self-sustained oscillations. The countier rotating 
vortices observed to be symmetrical in subcritical flow are no longer stationary 
and begin to move back and forth in their confmement. This movement of vor-
tices induces mixing between the high temperature fluid near the cylinders with 
the low temperature fluid near the top and bottom walls of the channel. Nusselt 
number increases as the Reynolds n11mber increases until it reaches a peak 
where it then begins to level off (Figure 4-30). It is observed that, in the range 
of Reynolds number studied, the maximum enhancement that can be· achieved is 
12.8% compared to the conduction problem.· 
As it was mentioned in cha~ter ;, the ln1y driving force of the flow is the 
/j I 
pressure gradient. The ·non-dimensional pressure gradient r was found to be a 
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function of Reyno)da number. I.a CID be IIID in Fipre 4-19, for the ranp of 
Reynalda number considered in our numerical ezperimenta, the value of r ia le11 
than unity. This result is in ag,eement with the work done in grooved channel 
geometry7. For a range of Reynolds numbers, the value of the non-dimensional 
pressure gradient is less than unity due to stress relaxation and momentum flu 
at the slot lip. 
Modulatory pressure gradient has been imposed to the aubcritical flow at 
Re = 80. It was proved that at this subcritical Reynolds number we can destabil-
ize the steady laminar fl.ow, introduce strong miring between the low and high 
temperature fluid, and therefore enhance the heat transfer. It was found that 
the Nusselt n11mber varies with the forcing frequencies. There are two peaks in 
the heat-transfer enhancement (Figure 4-34a). The first occurs at forcing fre-
quecy O.F = ~ which is expected due to resonance effects in the flow system. 
The second occurs at forcing frequency OF = 0.25 ~ due to the contribution of 
higher harmonics. 
N11merical investigation of fluid flow in complex geometries using spectral 
element methods show promising future. This is due to the fact these methods 
combine the geometric flexibility of finite element tecniques with the accuracy 
and good resolution of spectral schemes 1°. The author realizes that the research 
in this area is not complete without the acq11isition of experimental data. The 
present study may be the first step necessary to describe the fluid flow and heat 
, 
transfer phenomena in this geometry, and will be very useful as a comparison to 
the experimental results. 
,. 
The numerieal investigation can be extended by investigating the changes 
' , 
". 
m the""flow behavior· as the geometric para~eters , LI h, l I h, 2a I h vary.· This can 
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' be done by modifying one geometric pararneterl at a time and calc,,Jatin, the 
flow for a range of Reynolds numbers to find the critical Reynola number and 
flow characteristics. It is also desirable to carry out the linear stability analysis 
of the flow. This can be done by considering the linear problem in which the flow 
is pertubed in an oscillatory f asbion about a known steady state. Linear 
stability analysis to the flow may become an important companion to the 
present study . 
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