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I. INTRODUCTION 
People in this age use many kinds of materials to 
build machines, structures, transportation tools, etc. to 
improve their living environment and extend their ability. 
But no material is totally perfect, especially from the 
microscopic point of view. Due to fatigue and 
environment, after a period of time, a material used might 
not be in the same condition as before. Acceptable but 
unavoidable discontinuities or defects of a material may 
become unacceptable and thereby usually reduce the life of 
a material as veil as cause disasters. 
To solve this problem, fracture mechanics and 
non—destructive testing are being studied to assure the 
reliablity of materials and the safety of structures. 
Non-destructive testing methods should tell us where 
the defects are and how large they are. Frequently used 
methods are: x radiography, ultrasonics, eddy currents, 
leak testing, magnetic particles, liquid penetrants, and 
neutron radiography. The most common defect is "crack 
like" and for an inspection method to be really effective, 
it should not only identify where such a defect is, but 
also predict its size. The latter aspect is no less 
important than the former, because it is related directly 
to the life of a material. To solve these problems. 
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common ultrasonic methods have been applied. Most 
commonly used are body waves like P waves (also called 
primary waves, longitudinal waves, compressional waves, 
dilatational waves, or pressure waves) and S waves (also 
called secondary waves, shear waves, transverse waves, or 
distortional waves). Less commonly used are surface 
waves, such as Rayleigh wave. Lamb and Stoneley wave. 
(The Love wave is another surface wave used in seismology 
and acoustoelectronics.) Among these surface waves, 
Rayleigh wave is widely used because it is a useful tool 
for investigating surface defects. This thesis 
concentrates on the Rayleigh wave and considers its 
interactions with surface discontinuities for the purpose 
of predicting the depth of surface cracks. 
Since the Rayleigh wave is a surface.wave, most of 
its energy is concentrated near the free surface of a 
solid medium. Its attenuation with distance travelled is 
low compared to body waves. For these reasons, it has 
been used to investigate surface discontinuities through 
reflection and/or transmission coefficients. Many 
theoretical and experimental researches have been done in 
this area. Some people used the theory of resonance and 
others the time of flight method to estimate the depths of 
surface cracks by ultrasonic Rayleigh waves. More 
recently, a few researchers have started to use the 
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property of a Rayleigh wave 
is related to its frequency 
cracks. 
whereby its penetration depth 
content to examine surface 
A. Statement of Problem 
When an ultrasonic Rayleigh wave encounters a surface 
discontinuity, the interactions are not simple. In 
addition to transmitted and reflected Rayleigh waves, body 
waves like P waves and S waves are also generated and 
they, in turn, reflect and mode convert at subsequent 
reflection surface and scatter sources. These body waves 
do not consist of just one P and one S waves. On the 
contrary, every discontinuity near the surface becomes a 
source that generates body and/or surface waves. 
Complicated surface shapes can cause many waves which 
makes the analysis more difficult. 
The transmitted waves can be used to predict the size 
of shallow surface cracks. The basic principle is that an 
incident Rayleigh wave can be chopped into two parts by a 
surface discontinuity. Because the penetrating depth of a 
Rayleigh wave is proportional to its wavelength, the deep 
or low frequency part of an incident Rayleigh wave may be 
deeper than the crack and will be affected differently 
than the shallower or higher frequency components. If 
this deeper part of the incident Rayleigh wave is chopped 
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and separated from the near surface portion of the 
incident wave and the two parts can be separated, then 
their frequency contents hold information on the depth. 
Actually, it is not easy to identify the lower part of the 
incident wave from the transmitted wave train. 
Diffraction, scattering and mode conversion generate too 
many waves that become mixed together. 
The purpose of this research work is to develop ways 
for separating the various components of the transmitted 
Rayleigh waves, to find their properties and then to use 
them to predict the depth of a defect. 
Three types of transducers were used for this 
purpose: Broadband Rayleigh wave transducers, body wave 
transducers and a narrow wafer type P wave transducer. 
Heavy reliance was put on time of flight information to 
help recognize the different waves received by a second 
transducer placed on the opposite side of a surface crack 
from the incident transducer. Changing widely the 
positions of emitter (or transmitter) and receiver also 
helped to understand these transmitted waves. Absolute 
time measurements associated with different positions of 
the two transducers were important. A broadband Rayleigh 
wave is helpful, but not crucial. Adjustment of the 
damping and energy of the puiser can change the bandwidth 
of the incident Rayleigh waves and thus help us understand 
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the properties of the received waves. 
In order to understand the formation of the different 
transmitted waves, many surface discontinuities of 
different shapes were studied. From these studies, the 
phenomena of interactions of Rayleigh waves with surface 
discontinuities could be deciphered. After the mechanism 
of waves formation was understood, the process of 
automated pattern recognition were studied. This will 
help operators who are not familiar with the details of 
the theoretical background to use this method in real 
testing work. 
The most difficult part of this research work is the 
separation of the waves. Many digital data processing 
methods have been tried to separate the waves. This 
separation is strongly related to the transducers used and 
the working range of the specimens. 
In the following chapters, we will discuss the 
experiments and show how we arrived at the results. 
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II. LITERATURE REVIEW 
Rayleigh waves were first discovered by John William 
Strutt-Lord Rayleigh [1] in 1885. He found this wave as 
one whose amplitude decayed rapidly with depth and which 
could propagate along a free plane boundary of an 
isotropic elastic halfspace. So the Rayleigh wave is a 
surface wave. In addition to Rayleigh waves, there are 
many other surface waves [2], such as Love waves, Lamb 
waves and Stoneley waves. But since the Rayleigh wave can 
propagate along a free boundary and its energy decays much 
more slowly than in body waves, it is widely used. 
Viktorov [3] has given a very detailed description of this 
wave. 
Use of ultrasound on non-destructive testing started 
early this century. According to Krautkramer and 
Krautkramer [4], Sokolov [5] was the first person to find 
a flaw in a material by measuring the transmitted 
intensity of ultrasound. Finding where a defect is gives 
no information about the safety of a structure that 
contains that defect. From fracture mechanics, we know 
that not all defects are dangerous. We need to know much 
more about a defect, the material and the loads before we 
can decide whether a defect is tolerable or not. So 
quantitative ultrasonics becomes the main feature of 
7 
ultrasonic non-destructive testing. 
Hitt [6] was the first to introduce standard 
flat-bottomed holes as calibrations in test block. By 
comparing the signals of reflected P waves (longitudinal 
waves) from real structures with signals from the test 
block, the internal defects can be sized. Krautkramer [7] 
used the same idea to make "AVG diagrams" for sizing flat 
reflectors, (A is reduced defect distance, also known as 
aN, where N is the near field length of probe N=d2/4 , D 
is the diameter of probe, a is the axial distance from 
probe; V is the amplification of received signal in 
decibels; G is reduced defect size=D^/D, Dj is the 
diameter of defect (or reflector)). 
Others [8-10] used different types of standard 
defects to predict unknown cracks, but the accuracy 
depends upon how great the difference is between the 
standard and the real crack. 
Bottcher et al. [11] used two angle probes at 
opposite sides of a slit. The incident wave was scattered 
by the slit and received by receiver. From the amplitude 
of the received wave, the depth of slits or surface cracks 
can be estimated. Silk and Lidington [12] used the same 
method and found that it was not good for small cracks 
(depth less than 4 mm) and also that its reliability 
depended upon the coupling between the transducers and the 
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tested material, crack shape and near crack inclusions 
from non-homogeneous material. 
In addition to experimental work, people tried 
approximation methods to solve scattering problems. The 
Born approximation [13, 14], which derives from quantum 
mechanics, presents the scattering problem of elastic 
waves as an integral equation and then finds an 
approximate solution. The results were compared with 
experiments by Lewis and Adler [15] for scattering of an 
incident P wave from ellipsoidal cavities in aluminum. 
None of these were inverse solutions. 
Keller's geometrical theory [16] was originally used 
on light transmission. Adler and Lewis [17] used this 
theory to study the scattering problem from disc-shaped 
flaws. Its guiding principle is that when an incident 
elastic wave encounters a discontinuous edge, the 
diffracted waves propagate like a cone. This is shown in 
Fig. 2.1. They used this method to obtain analytical 
expressions for scattering of both P and S waves from 
circular holes and spheres. The theoretical results of 
the spectra of scattered waves agreed well with their 
experimental results. Achenbach and Gautesen [18] also 
used this theory to study the diffraction of P wave by a 
crack and a semi-infinite crack. The detail of the 
diffracted waves is shown in Fig. 2.2. By using integral 
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transform techniques, they got canonical solutions of 
diffraction and reflection coefficients of body and 
Rayleigh waves. 
The Kirchoff approximation [191 assumes that the 
acoustic field at a point immediately adjacent to a rough 
boundary is the same as obtained for a flat surface (of 
infinite extent) drawn tangent to the rough boundary at 
the point of interest. The scheme is shown in Fig. 2.3. 
The acoustic field near point A is the reflection field of 
elastic waves as if there was a flat plate boundary t-t 
which is tangent to the rough boundary. Liszka and McCoy 
[20] used this method with Helmholtz integral formulation 
to study the reflection problem of elastic waves from a 
rough boundary. 
These methods used the intensity or amplitude of 
received signals to size cracks. Time measurement to 
investigate the sizes of cracks is another field. Di-
Giacomo et al. [21] used an angular S wave probe to send an 
S wave to the opposite surface of a component. The 
reflected wave then interacted with any crack that existed 
in a steel weldment and the wave reflected from the crack 
could be detected by the same probe. This method is shown 
in Fig. 2.4. They shifted the probe to check the minimum 
reflection from one end of a crack to the other end, the 
time lag between these two points could be used to 
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calculate the length of a crack. 
Silk and Lidington [22] used transducers with a short 
longitudinal pulse and a beam entry angle 20° and 10° in 
pitch-catch mode to measure the time of flight of incident 
wave and the P wave diffracted from the tip of a crack. 
From the separation between probes and the measured time 
of flight, the depths of slits and open cracks were 
calculated. This method is shown in Fig. 2.5, the 
diffracted P wave was detected and the time of flight 
could be measured. Silk and Lidington used this method 
successfully on fatigue cracks [23]. Silk [24] also used 
this method together with the reflected wave from the 
opposite surface of the specimen to examine internal 
cracks and open cracks in weldments. This is shown in 
Fig. 2.6. 
Silk and Lidington [25] used a single body wave probe 
to get back reflected waves from a crack tip. The method 
is shown in Fig. 2.7. The time of flight and the 
associated travelling distance of waves were used to 
calculate the depth of a crack. Lloyd [26] sized cracks 
by the same method but used a short pulse S wave probe-
Date et al. [27] used Silk and Lidington's method 
[22] and found that the amplitude of the diffracted P wave 
•is little affected by the orientations of slits. The 
setups and the results of the amplitudes of diffracted 
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waves are shown in Fig. 2.8. Thus, both time and amplitude 
can be used to estimate the depth of a slit. They also 
used short pulse S wave probe to check crack depth. This 
is shown in Fig. 2.9. From the time difference of 
reflections from crack tip and crack root, the depth and 
inclined length of an inclined slit can be calculated. 
In a different area, people tried to use visualization 
methods to understand the propagations and interactions of 
elastic waves in solid medium. Riley and Dally [28] used 
dynamic photoelasticity and Cranz-Schardin spark camera to 
study the stress wave propagation in a layered CR-39 model 
and stress wave propagation in a half-plane [29]. 
Wyatt [30] introduced a stroboscopic photoelasticity 
technique to study the transducer design [31]. Hanstead 
[32, 33] used the Schlieren method to achieve a 
stereoscopic binocular visualization that permitted the 
study of three dimensional forms of defects. This method 
used graticules in place of the slit and knife-edge of the 
Schlieren method. By using this, precise placing of the 
eye is not necessary and the system can be designed to 
produce an output image large enough to embrace both eyes 
of an observer. 
Baborovsky et al. [34] used Schlieren visualization to 
study the interactions of an ultrasonic shear wave with a 
12 
surface slit and compared the result with computer 
simulations. The result showed that a very complicated 
group of waves was generated. 
Hall [35] used glass models and stroboscopic 
photoelasticity to study the generations of body waves as 
well as their interactions and mode conversions at a notch 
and at defects in rails. He also used this skill to study 
variable-angle transducers [36], edge waves, beam 
steering, mode conversions and the interactions of P wave 
with internal defects and slits [37]. 
During this same period, Rossmanith and Irwin [38] 
and Rossmanith and Shukla [39] used Cranz-Schardin cameras 
and dynamic photoelasticity to study crack-tip stress 
patterns and the interactions of stress waves with buried 
crack tips . 
However, body waves are not the only waves available 
for use in ultrasonic testing. After ultrasonic Rayleigh 
waves were first generated in the 1950s, they started to 
play an important role in NDT. 
Viktorov [2], in his book, presented a complete study 
of Rayleigh waves (R waves). He also started to use R 
waves in NDT. In 1954, Cook and Valkenburg [40] studied 
the propagation of ultrasonic Rayleigh waves in different 
metals, their reflections in different shaped specimens 
(like curved and flat surfaces, sharp and smooth corners) 
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and their potential in NDT. 
Visualization of Rayleigh waves in solid media is 
important and can help people to use them in NDT. Thau 
and Dally [41] used dynamic photoelasticity to study the 
behavior of a Rayleigh wave propagating in a solid medium 
and compare the result with theoretical data of the 
properties of Rayleigh waves. Sorge [42] also got 
experimentally the displacement fields which matched the 
fields predicted by theory. 
Henzi and Dally [43] studied the interactions of 
Rayleigh waves with a quarter plane while Lewis and Dally 
[44] investegated their propagation in wedges. They both 
used dynamic photoelasticity. Hall [37, 45] studied the 
Rayleigh wave generation from wedge shaped transducers by 
stroboscopic photoelasticity. 
Most of the analytical work on R wave sizing of 
surface discontinuity looks at the energy of the 
transmitted and/or the reflected Rayleigh waves. Mai and 
Knopoff [46] used the two dimensional Green's function for 
the surface wave from Serrera and the idea of virtual 
sources from Huygen's principal to study the interactions 
of a Rayleigh wave with free surface steps. To simplify 
the problem, they just considered two extreme 
approximations, a step height much larger than the 
wavelength of the incident R wave, and a step height much 
14 
smaller than the wavelength. The transmission 
coefficients, phases of the transmitted wave and the 
reflection coefficients versus step height were solved. 
An important conclusion from their work is that the 
transmission coefficient of the incident R wave from the 
lower surface to the higher surface of a step is the same 
as the transmission coefficient from higher surface to the 
lower surface. This is verified by ultrasonic test in 
this thesis. 
McGarr and Alsop [47] used a variational technique 
and Munasinghe and Farnell [48] used finite differences to 
solve the same problem. The transmission coefficients of 
Munasinghe and Farnell^s were close to those of Mai and 
Knoptof f . 
McGarr and Alsop's experimental result-of the 
transmission coefficient was scattered compared with those 
by Mai and Knopoff. 
Dally and Lewis [49] used dynamic photoelasticity to 
study this problem. They used six different height to 
wavelength ratio models to study the relationship between 
transmission coefficients, reflection coefficients and 
step depths. They noted the complex nature of the 
transmitted waves but failed to explain it, so the result 
of their transmission coefficient was too simplified to 
study the depth of a step discontinuity. They just 
considered the maximum amplitude of the whole transmitted 
wave. It will be proved later in this dissertation that 
there are three significant transmitted waves. 
From the above discussion, we know that the 
interactions of Rayleigh waves with corners, wedges and 
step discontinuities are not simple. In theoretical 
research, many simplifications are necessary and sometimes 
diffraction problems are avoided. This is the reason why 
there is discrepancy between theoretical and experimental 
results. Experimentally, simple geometrical 
discontinuities like corners yield clear results, but even 
the slightly more complicated surface step causes 
complexities in the transmitted waves which clouds the 
interpretation of the wave patterns. From this situation, 
we can expect that the problem of a Rayleigh wave 
interacting with slits and surface cracks will be more 
complicated. 
Viktorov [50] studied the interactions of a Rayleigh 
wave with slits in aluminum specimens by ultrasonics. Re 
got the reflection and transmission coefficients in the 
range of slit depth to wavelength ratio from one quarter 
to two. 
Reinhardt and Dally [51] used dynamic photoelasticity 
to study the interaction problem between Rayleigh waves 
and slits. The range of slit depth to wavelength ratio 
was from 1/32 to 1/2. Their result of reflection 
coefficients matched well with the result obtained through 
ultrasonics by Viktorov [50]. For transmission 
coefficients, the comparison was not good. This is 
expected, because of the complexity of the transmitted 
waves. These transmitted waves include the diffraction of 
incident Rayleigh and body waves and mode conversions of 
these waves. 
Theo-retical studies of Rayleigh wave interactions 
with surface cracks started with Freund [52] who used a 
method of approximate dispersion of surface wave guides to 
study the oblique reflection of a Rayleigh wave from the 
tip of a finite width and infinite length crack in three 
dimensional space. This comparison of total reflected 
energy with total incident energy is interesting. When 
the incident angle is less than 23.2°, all energy is 
reflected back from both edges of this open mouth surface 
crack. When the incident angle is between 23.2° to 57.9° 
there is energy loss due to mode conversion to shear wave 
and when the incident angle is beyond 57.9°, there is mor 
energy loss due to mode conversions to shear as well as 
longitudinal waves. From these results, we know that the 
mode conversions play an important role during the 
interaction of a Rayleigh wave with a crack. Freund also 
studied the dispersion of a Rayleigh wave by a finite 
width and infinite length crack [53]. The normal 
displacements of waves on the two edges of the crack with 
different incident angles has been studied theoretically. 
The larger the crack width to wave length ratio, the less 
the dispersion of Rayleigh waves. The components of 
dispersed body waves were also calculated with different 
width to wave length ratios. 
Munasinghe [54] started from a Rayleigh wave 
displacement field, computed by Ricker [55], and used a 
finite difference scheme to study the interactions of 
Rayleigh waves with steps [48] and with anisotropic 
layered media [54]. He performed numerical visualization 
which gave people a quick understanding of the propagation 
of a Rayleigh wave and its interactions in a solid medium. 
Bond [56, 57] also used finite differences together with 
the Rayleigh wave displacement pattern from Ricker [55] to 
obtain computed diagrams of the interactions between R 
waves and surface discontinuities. Mode conversions of 
incident Rayleigh waves with surface discontinuities were 
roughly seen by numerical visualization. The important 
details of these interactions could not be shown in his 
results . 
Fuyuki and Matsumoto [58] used the finite difference 
analysis to study the Rayleigh wave scattering at a 
trench. 
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Auld et al. [59] used the reciprocity relation of 
acoustic fields to study the scattering problem of 
Rayleigh wave interacting with surface breaking cracks. 
The basic principle is that the scattering field of waves 
which is sent by one transducer and received by another is 
the same as the scattering field obtained by interchanging 
the transmitter and receiver; this reciprocity relation is 
a volume integral and they used Bern's approximation to 
solve this integral. They also approached this problem by 
using the induction theorem and their so called "Kirchoff" 
method to treat a scattering problem as a radiation 
problem. This means the edges of a crack can be treated 
as many sources of an acoustic field, so the edges of a 
crack can be replaced by many radiation sources of 
acoustic waves. For these two methods, the results for 
the reflection from semi-elliptic cracks with different 
incident angles agreed well, but the predicted frequency 
response could not be verified with an experiment. They 
did not succeeded in sizing a crack. This is because it 
is not possible to find a suitable surface Green's 
function for the theoretical model. 
Âchenbach et al. [60] used a different approach to 
study this problem. They used Keller's geometrical theory 
[16], mentioned before, to study the diffraction of 
surface wave rays by edge cracks. In order to simplify 
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the problem, the diffracted body waves were neglected. A 
single Rayleigh wave was considered as a combination of 
symmetric and antisymmetric Rayleigh waves. The result of 
transmission and reflection coefficients from a 90® wedge 
corner was close to the numerical and experimental results 
of Bond [56, 57]. The result of transmitted and reflected 
displacement fields only agreed with the integral solution 
of Mendelsohn et al. [61] for d/C& > 6, here d is the 
depth of slit, is the velocity of Rayleigh wave. 
Tittmann et al. [62] used a simple model with a penny 
shaped crack of radius a (a > X, where a is crack radius; X 
is wavelength of Rayleigh wave) to estimate the sizes of 
the crack. This model was based upon optical diffraction 
and considered the back scattered radiation as the Fourier 
transform of the complex amplitude distribution across a 
thin aperture of length 2a. The amplitude of the back 
scattered wave related to the back scattered angle as a 
function of the radius of the semi-circular shaped crack. 
From this relationship a small semi circular shaped crack 
of radius a=100 ina. can be detected and sized in silicon 
nitride. With a modification of this method, the depth of 
a slot can be detected from the interference of back 
scattered waves from a crack tip and its two edges. From 
the high scattering amplitude and its associated 
frequency, the depth of the slot can be found. The 
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experimental result matched well to the theoretical 
estimation. 
Domarkas et al. [63] approached this problem by using 
a simple vibration model. The result of depth estimation 
was the same as the interference result of Tittmann et al. 
[62]. The error of length estimation was around 18% and 
the error of depth estimation was around 15%. 
In addition to these approaches, Ayter and Auld [64, 
55] used the wave guide principal from Freund [52, 53] to 
study the resonance of surface breaking cracks due to 
incident Rayleigh waves. The theoretical result had the 
same estimation formula as the results of Tittmann et al. 
[62] and Domorkas et al. [63]. 
Singh and Singh [66] tried this resonance method and 
a deconvolution procedure to size slits in medium carbon 
steel. 
In addition to these approaches, timing of 
transmitted waves and reflected waves also can give us 
information of the depth of a surface discontinuity. The 
basic principle was using the property of Rayleigh wave 
propagating along a surface profile. In this way, Cook 
[67] found the crack length by measuring the difference in 
the time of flight between two transducers. One time was 
taken without a crack between transducers, the other was 
with a crack. Fig. 2.10 shows this method. The twice 
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length was calculated as half the Rayleigh wave velocity 
times the difference of the time flight between length L 
and PL. Hudgell et al. [68] took a different approach. 
They used the shear wave mode converted from Rayleigh wave 
at the crack tip to study the sizing problem in a 
parallel-sided specimen. This is illustrated in Fig. 
2.11. One simple Rayleigh wave probe can do this job. 
The reflected Rayleigh wave from the open mouth edge of a 
crack is first detected by the probe. The incident 
Rayleigh wave passes along the crack and mode converts to 
shear wave at the crack tip, this shear wave travels 
through the plate and reflects back from opposite face. 
It retraces its path and reconverts back to Rayleigh wave 
at the crack tip and then propagates back up the crack and 
along free surface back to the transducer; The time 
difference between the arrival of the first reflected 
Rayleigh wave and the re-converted Rayleigh wave can be 
used to calculate the depth of a crack provided that the 
thickness of the plate is known. Hall [45] studied 
various timing methods with photoelastic visualization and 
from the received transmitted waves he found a way to size 
a crack. The principle is similar to the one of Hudgell 
et al. [68]. The mode converted shear wave from the 
incident Rayleigh wave at the crack tip can be detected 
directly by the receiving Rayleigh wave transducer. This 
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setup can be found in the Fig. 2.12. From the difference 
between the time of arrival of this shear wave and the 
Rayleigh wave that continued to propagate around the 
profile of the crack, the depth of a crack can be found. 
All these methods were concerned only with cracks 
normal to the surface. For inclined crack, the result we 
got from these methods was crack length not crack depth. 
To specifically find crack depth. Silk [69] suggested a 
way for calculating the time of flight of the mode 
converted shear wave at the crack tip to find crack depth. 
Two measurements were needed, one was the incident 
Rayleigh wave from the left side of the crack to the right 
side, this is shown in Fig. 2.13. The other measurement 
was from reverse direction. The shape of inclined crack, 
the complexity of diffracted waves and the probes are the 
factors that limit accuracy and versatility of this 
method. Silk used this method in the depth range from 22 
to 3 0 mm. 
Date et al. [27] used the same method as Hudgell et 
al. [68] but extended it to find the depth of an inclined 
crack. They used the pitch-catch method instead of the 
pulse-echo method. The depth of an inclined crack can be 
estimated by shear wave travelling from the crack tip to 
the opposite face of the specimen. This is shown in Fig. 
2.14, the depth of an inclined slit can be calculated as 
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d=T-Cgt/2, where Cg is the shear wave velocity, t is the 
time lag between the first arrived R wave and the second 
arrived R wave which is Rayleigh wave mode converted at 
crack tip from the back wall reflected shear wave. 
The accuracy of these timing methods is very 
dependent on the characteristics of the probe and on 
internal residual stress or material variations. Poor 
separation and the complexity of the received waves 
further restrict their use to a narrow working range of 
crack depth. 
Spectral analysis is also a strong tool used on NDT. 
The Fast Fourier Transform (FFT) [70, 71] makes the 
spectral analysis easy to do. Its simplicity, precision, 
reciprocity and potential to reveal about material defects 
have led to its popularity in NDE. 
Other transform schemes, like cepstrum [72, 73], 
homomorphic deconvolution [70, 71], etc., are also good 
tool for signal analysis. These methods were first 
developed to solve the complicated problem of seismic 
waves. By using the idea of cepstrum, homomorphic was 
derived to solve the problem of wave recovery. Ulrych 
[74] used this method very successfully to recover the 
main seismic wavelet and found the time delays of its 
echoes. 
In the area of non-destructive testing, Gericke 
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[75-77] introduced the idea that the reflection of 
ultrasonic energy from a defect depended on the ratio of 
the defect size to the ultrasonic wavelength. This led 
him to use a broadband ultrasonic pulse and to analyze the 
changes in the spectra of the reflected echoes from defect 
to find the size and orientation of a defect. This was 
very important for the effective analysis of ultrasonic 
echoes in NDT, especially when Rayleigh waves are used to 
size surface flaws. 
In order to understand ultrasonic frequency analysis 
as applied to NDT, Whaley and Cook [78] did a basic study 
of the frequency effects of transducers, ultrasonic 
instruments, transducer position, and tuning devices on 
NDT. They did another basic study of the application qf 
frequency analysis to ultrasonic testing [79] in which 
they used spectral analysis to study the problem of 
identifying and sizing flaws and to improve resolution 
both for thickness measurements and surface flaw 
detection. Rose and Meyer [80] also studied the influence 
of flaw type, shape, size and orientation on the amplitude 
and spectra of the waves received from an artificial 
crack. They also discussed transducer selection and some 
theoretical studies concerning signal processing in NDT. 
Adler and Whaley [81, 82] used the spectral 
variations of reflected broadband ultrasonic pulses to 
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determine the size and orientation of a flaw. The 
principle used was interference between waves reflected 
back from the edges of a flaw. The location of the 
transmitter was fixed and the location of receiver 
changed, i.e. the orientation of receiver relative to the 
transmitter changed. The interference between the spectra 
of the waves reflected for these different orientations 
was used to calculate the size and orientation of a flaw. 
Âdler et al. [83] tried to measure the flaw size in a 
weldment by this same principle. 
A beautiful example of surface topography 
determination was performed by Morgan [84]. He used a so 
called "time reconstitution method" and an incident 
Rayleigh wave to recover the surface topography of a 
surface flaw from reflected waves. This was a cepstral 
method [73] that used the concept of convolution. He sent 
Rayleigh wave into a specimen with a surface flaw. 
Deconvolution separated the first wave reflected back from 
the flaw from the latter reflected waves. Then, the waves 
that represent the topography of the surface flaw were 
recovered from the cepstrum. This method can check the 
surface topography of artificial surface flaws reasonably 
well. It can also be used on surface flaws of simple 
shapes, but for complicated surface flaws or defects with 
rough surfaces, the interpretation to obtain the 
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topography becomes difficult. 
Nabel and Mundry [85] evaluated the use of ultrasonic 
spectroscopy and deconvolution for ultrasonic echo 
analysis. They discussed some basic problems such as 
phase, types of response and their improvements. General 
discussions of ultrasonic spectroscopy can be found in tvo 
articles by Brown [86] and Haines [87]. 
leva State University has been active in studies 
using ultrasonic spectroscopy since 1979 [88-95]. The 
research work started with a dynamic photoelasticity study 
of the interactions of Rayleigh waves with a quarter plane 
and progressed to studies with slits and cracks. 
This dissertation continues this work by paying 
particular attention to the basic interactions of 
ultrasonic Rayleigh waves with surface discontinuities in 
steel. The waves generated in the transmitted wave train 
after the interaction of a Rayleigh wave with steps and 
slits were carefully studied and their use for depth 
prediction was examined. Timing methods as well as 
spectrum analysis were used in depth prediction and we 
attempted to use Fourier analysis to separate the waves in 
the transmitted wave train. All these studies are 
discussed in the following chapters. 
During the writing of this dissertation, there 
appeared an interesting paper by Jungerman et al. [96] . 
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They used a very new technique to detect the vertical 
displacement on a free surface. The probe they used was 
all-single-mode fiber sensor which did not contact the 
surface. This single mode fiber was less than 10 tim and 
it could detect free surface displacement as small as 
A ® 
3x10"^ A. The principle was using interference of two 
laser beams which were phase different in the fiber. By 
using this technique, the vertical displacement near a 
crack can be detected. They tried to find the reflection 
coefficient of a Rayleigh wave interacting with a slot by 
measuring the vertical displacements of incident and 
reflected Rayleigh waves. The results agreed well with 
the theoretical resuts of Hirao and Fukuoka [971. They 
also compared the measured displacements to the 
theoretical upper and lower bound near field acoustic 
displacements of a slot. Near the slot, the measured 
displacements just dropped into the range of upper and 
lower bound. This techique will be very useful in the 
future to study the interactions of Rayleigh wave with 
surface discontinuities, because the vertical 
displacements can be found easily and correctly. 
28 
Figure 2.1. Keller's geometrical theory of 
diffraction used on acoustics [17] 
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Figure 2.2. The interaction of a P wave «ith an 
infinite crack edge by Keller's 
geometrical theory of diffraction [18] 
Figure 2.3. Kirchoff approximation [20] 
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Figure 2.7. Crack tip reflection method [25] 
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Figure 2.11. Crack depth measured by reflected and 
mode converted R waves [68] 
Figure 2.12, Depth prediction by transmitted R wave 
and mode converted S wave [45] 
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Figure 2.13. Depth estimation of inclined cracks 
by R wave and diffracted S wave [69] 
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Figure 2.14. Depth estimation of inclined slits 
by R wave and mode converted R wave [27] 
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III. THEORETICAL BACKGROUND 
Waves in a solid are the propagations of 
displacements of the mass particles in a solid medium and 
they are displacement waves [98]. if ve just consider 
static equilibrium, then the equation of equilibrium is 
is the stress components, 
B is the body force components, 
indicial notation is used here. 
If ve consider the motion of a particle of unit mass 
in a solid, then the equation of motion can be written as: 
P is the density of the solid medium. 
For an isotropic elastic body, the stress strain 
relationships can be represented by Hooke's law as: 
(3.1) 
Oij,j + Bi = Piii (3.2) 
ui is the displacement of particle of unit mass 
iii is the acceleration of particle of unit mass 
(Tij = +  k O Ô i j  (3.3) 
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where jx, X are Lame's constants, 
€ij is the strain, 
$ is the summation of the normal strains 
j) , 
6^ j is the Kronecker delta tensor. 
Combining equations (3.2) and (3.3), the equation of 
motion can be written in terms of displacement components 
as follows 
pûi = {X+fx)6,i +/zui,jj + Si (3.4) 
If body forces are neglected, equation (3.4) can be 
written in the following vector form: 
pi = (.X.+M^ VV'n • (3.5) 
where u is the displacement vector. 
Using Helmholtz decomposition [99], the displacement 
vector can be written as: 
n = V<l> + (3.6) 
where V is gradient, 
0 is the scalar potential function of the 
displacement vector. 
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xlf is the vector potential function of the 
displacement vector, 
and one condition 0, this is from 
Helmholtz resolution of a vector [99]. 
For analysis, consider a plane harmonic Rayleigh wave 
propagating in a solid, isotropic and perfectly elastic 
half space shown in Fig. 3.1 is considered. The 
propagation is in the positive x direction. The 
displacement components in the medium are only u^ and Ug 
in X and z directions. 
The displacement in the y direction is zero. and 
Ug are only function of x and z. 
From the assumption of a 2-dimensional plane wave, 
». only the y component, if/y of the vector potential ^  is 
considered. (From now on, (//y is written a s ' l p . )  This can 
be proved by expanding equation (3.6) into its three 
components. 
Substituting equation (3.6) into equation (3.5) to 
get 
P [V<f>+V^ ]^ = ik+^ )VV'[V<f>+V^^ + w2[î70+7Xi/r] 
at 2 
Because V'V^ - and = 0, this can be 
rearranged to be 
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+ 7X[//Ç72^ -pi!'] = 0 (3 .7) 
From equation (3.7), two uncoupled wave equations of 
scalar potential <f) and vector potential ijj of the 
displacement vector can be found. They are written as 
follows : 
^<f> !?<f) 
+ + ^ = 0 (3.8a) 
— + — + ksV = 0 (3.8b) 
6:2 6z2 
where k^ = ZTr/^L is the wave number of P wave, 
kg = 2/r/Xs is the wave number of S wave, 
f is the Rayleigh wave frequency, 
Xl and As are the wavelengths of P wave 
and S wave. 
The wave number is defined as how many wavelengths in 
value 27T. 
To solve the potential functions, we need to start 
from the properties of Rayleigh waves. A plane harmonic 
Rayleigh wave propagating in the positive x direction 
(Fig. 3.1) keeps constant velocity, no propagating 
velocity in the z direction and the displacement 
amplitudes decay with increasing z. From these properties 
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of Rayleigh waves, the potential functions can be assumed 
to be : 
4> - F( z) exp [ i(kx-wt ) ] (3.9a) 
= G(z)exp[i(kz-wt)] (3.9b) 
where k is the wave number of the Rayleigh wave, 
k=w/CR, 
Cj^  is R wave velocity in solid medium, 
w is the angular frequency. 
Substitute equation (3.9) back into (3.8) to get two 
linearly independent differential equations of F(z) and 
G(z) 
d2F(z) 
- (k2-kL^)F(z) = 0 (3.10a) 
dz2 
d2G(z) 
- (k2-kg2)G(z) = 0 (3.10b) 
dz^ 
Here, we assume k^ > kg^ > k^^. This means in a 
solid medium the velocity of Rayleigh waves are less than 
the velocity of shear waves and the velocity of shear 
waves less than the velocity of longitudinal waves. 
Because the displacements decay with z, F(z) and G(z) 
can be assumed as the following forms 
40 
F(z) = Ae-Pz (3.11a) 
G(z) = Be-qz (3.11b) 
where A and B are arbitrary constants. 
p and q can be found by substituting equations (3.11) 
into equations (3.10), so that 
p 2  =  
q2 = k2-kg2 
Then the potential functions can be written in terms 
of A, B, p, and q as 
<f) = Aexp(-pz)exp[ i(kx-Ct>t) ] 
= Aexp [-(k^-kL^) 1/Zg] exp [ i(kx-£jt ) ] (3.12a) 
^ = Bexp(-qz)exp[ i(kx-<x>t) ] 
= Bexpi-(k^-kg^)^/^z]exp[i(kx-wt)] (3.12b) 
To solve A and B, two boundary conditions are needed, 
these two boundary conditions are 
B.C. (1): 
B.C. (2): 
#22=0 at z=0, 
<Tx2=0 at z=0. 
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From equation (3.6), the displacement components of a 
Rayleigh wave can be written as 
u^, Ug are the displacements in the x and z 
directions . 
Substituting equations (3.13) into equations (3.3) 
gives the stress components in a solid medium in terms of 
the potential functions as 
d<i> 50 
dx dz 
(3.13a) 
d<t> 60 
Ô2 
 (3.13b) 
(3.14a) 
(3.14b) 
(3.14c) 
Substitute equation (3.13b) into the boundary 
condition (1), equation (3.13c) into the boundary 
condition (2) and use equation (3.12), to get 
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[2/ik2-(>c+2Ai)kL2]A + i2^'k(k2-ks2)l/2B = 0 (3.15a) 
iZkCk^-k^^)^^+ (2k2-kg2)B = 0 (3.15b) 
These equations can be rearranged as 
[k2+q2]A + ikqB = 0 
ikpA + [k2+q2]B = 0 
where p is (k^-kL^)^/^, q is (k^-kg^)^^^. 
If the solution for A and B is non-trivial, the 
determinant of coefficient matrix should be zero, i.e. 
(k2+q2)2-4k2pq=0 - (3.16) 
This is the characteristic equation which can be 
solved for k 
If we let 
n = kg/k = C^/Cg (3.17a) 
^ = k^/kg = Cg/CL (3.17b) 
then equation (3.16) can be simplified to 
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%6-8%4+8(3-2f2)%2-16(l-f2)=0 (3.18) 
Equation (3.18) is the famous Rayleigh equation. 
From equations (3.17) and (3.18), we find that the 
solution for the Rayleigh wave velocity is not a function 
of frequency. This means that Rayleigh waves propagating 
along the free surface of an elastic half-space in a solid 
medium are non-dispersive. This is a very important 
property of Rayleigh waves. 
To solve equation (3.18) is very complicated, because 
there are six roots. But because the velocity of the 
Rayleigh wave is less than the velocity of shear wave, we 
know that the value of *7 is between 0 and 1. Also, since 
Poisson's ratio is in the range 0 < v < 0.5 and 0 < ^ < 1, 
so there is only one solution. The approximate estimation 
of this root is 
0.87+1.12% 
77 = 
1  +  V  
or 
0 .87+1.121/ 
Cr = Cg (3.19a) 
1  +  V  
Achenb'ach [98] used the principle of argument to get 
an approximation of Cj. It is 
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0.862+1.14y 
Cr = Cg (3.19b) 
1 + 1 /  
these two values of Cr are very close. For steel u = 0 , 3  ,  
Cr of (3.19a) is 0.928Cg and Cr of (3.19b) is 0.926Cs. The 
ratio of these two numbers is 1.002 which is a small 
error. 
The two displacements of a plane Rayleigh wave can be 
found from equations (3.12), (3.13) and (3.15). Combine 
these equations and take the real part (because the 
displacements are real quantities), to find 
ZqRSR 
Ux = AkR[exp(-qRz) - exp(-SRz) ] sin(kRX-a;t) 
kR2+SR2 
(3.20a) 
2kR2 
Ug = AqR[exp(-qRz) - exp(-SRz)]co8(kRX-wt) 
kR2+SR2 
(3.20b) 
here qR2 = kR2-kL2, 
SR2 = kR2-kg2. 
From these two equations, the displacements of a 
Rayleigh wave as a function of z can be drawn as in Fig. 
3.2. The phase difference of these two displacements is 
also shown in the figure. Shear component (ug) is one 
quarter wavelength ahead of longitudinal component (u^). 
In the propagation direction (positive x direction), this 
means Ug is 90 degrees advanced in phase. This phase 
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difference can be checked with equations (3.20), the 
vertical displacement (i.e. the shear component) is 90 
degrees ahead of the horizontal displacement (the 
longitudinal component). 
Figure 3.3 shows the Rayleigh wave displacements of 
the mass particle near the free surface. This is drawn 
from the magnitudes and phases of the displacements in 
Fig. 3.2. From this information, the motion of a mass 
particle near the free surface, when a Rayleigh wave 
passes by, can be found as illustrated in Fig. 3.4. 
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IV. EQUIPMENT 
In order to study the interactions of ultrasonic 
Rayleigh waves with surface discontinuities, equipment is 
needed that will generate, receive, and display the 
signals and also digitize, record, plot and process them. 
To accomplish this purpose, a simple system controlled by 
an LSI-11 microprocessor was used. This system was 
developed by Iowa State University from standard 
components and the block diagram is shown in Fig. 4.1. 
The specimens were AISI 1018 low carbon steels. The 
average velocities of the 3 major elastic waves as 
measured with the equipment in Fig. 4.1 are given in Table 
4.1 . 
Table 4.1 Velocities of solid waves in AISI 1018 steel. 
Waves Velocities in AISI 1018 steel 
? waves (compressional) 5.9 mm/#s 19,400 ft/s 
S waves (distortional) 3.23 m m / u s  10,600 ft/s 
R waves (surface waves) 3.0 mm/ps 9,840 ft/s 
Four different types of transducer were used in the 
ultrasonic tests reported in this dissertation. Most of 
the work was performed with Rayleigh wave transducers. 
Some studies required regular P wave or S wave 
transducers, and for work near edges, or corners a 
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specially produced narrow wafer type ? wave transducer was 
used. 
The Rayleigh wave transducer is actually a 
combination of a broaband F wave transducer mounted on a 
Lucxte wedge. This transducer is shown in Fig. 4.2. 
The broadband P wave transducers are commercial Alpha 
type from KB-AEROTECH TRANSDUCER TECHNOLOGY CENTER. There 
are four different central frequencies, i.e. 0.5, 2.25, 
3.5 and 5.0 MHz. The Lucite wedge is designed to get 
maximum efficiency for generating Rayleigh waves in steel 
specimens. 
The angle B between the center line of the wedge 
(i.e. the beam direction in the wedge) and the vertical 
line to the bottom of wedge is chosen according to Snell's 
law. It should be larger than the critical incident angle 
which lets a shear wave refract 90 degrees in a steel 
specimen. This means the refracted shear wave is grazing 
along the boundary between wedge and the specimen. 
From our experimental result, the ? wave velocity in 
Lucite wedge is 2.73 mm/^s (this is the same as the 
velocity quoted by Krautkramer and Krautkramer [4]). From 
Snell's law the critical incident angle g ^  should satisfy 
the following equation (see Fig. 4.3) 
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ClW CgS 
= (4.1) 
sin6c sin90° 
is the P wave velocity in wedge, 
CgS is the S wave velocity in steel. 
Using the shear wave velocity in steel from Table 
4.1, we find the angle gg is 57.7°. The angle checked 
from KB-AEROTECE Rayleigh wave transducer is about 64°. 
This angle is larger than the critical angle BQ,* It is 
smaller than but close to the angle (66°) to let Rayleigh 
wave refract 90 degrees in the steel specimen. It is hard 
to define the refraction angle of a Rayleigh wave in steel 
specimen. Because Rayleigh wave is a surface wave, it 
always propagates along the free surface of a solid 
specimen, and beneath the wedge a free surface does not 
exist. The boundary between the wedge and the steel 
specimen is very complicated, especially with a coupling 
fluid in between. The real mechanism of the 
transformation of the incident body waves to Rayleigh 
waves through the wedge and coupling fluid is not known. 
Bertoni [101] and Bertoni and Tamir [102] tried to use the 
concept of a leaky wave to explain this generation of a 
Rayleigh wave. This is depicted in Fig. 4.4 for the 
process of receiving a Rayleigh wave. When a Rayleigh 
wave exp(-jkQx) is coming to the wedge, it propagates 
beneath the wedge and the coupling fluid. The wave number 
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of the Rayleigh wave is kg. Once it propagates into this 
region, it is no longer a Rayleigh wave, because the 
boundary conditions change. In this region, the energy in 
the wave attenuates along the x direction. It can be 
represented by exp(-j^x-ax) and it is called a leaky wave. 
Here, is the wave number of the leaky wave which is a 
little different from kg. The difference depends on the 
coupling between the wedge and steel specimen. The energy 
of the incident Rayleigh wave which attenuates beneath the 
wedge radiates or leaks into the wedge as the leaky wave 
propagates forward along x axis. The forms of the energy 
leaks into the wedge are P and/or S waves. This depends 
upon the velocity of the leaky wave beneath the wedge and 
the velocities of P and S in wedge. By Snell's law, if 
both P and S wave velocities in the wedge.are less than 
the velocity of this leaky wave, then both P and S waves 
radiate into the wedge. These body waves can be picked up 
by the body wave transducer attached to the wedge. By 
reciprocity, the generation of a Rayleigh wave from a 
wedge type transducer occurs by reversing the procedures 
of receiving a Rayleigh wave. 
The wedge type Rayleigh wave transducer used in the 
experiments for this dissertation is a P wave transducer 
attached to a Lucite wedge. In Lucite wedge, the velocity 
of P wave is 2.73 mm/ps, the velocity of S wave is 1.43 
n m / t i s ,  and the Rayleigh wave in AISl 1018 steel is 
3 mm/fis. From these velocities, we know that both P and S 
waves leak into the wedge and contribute to the generation 
of the Rayleigh wave. 
Hall [37] demonstrated by photoelastic visualization 
(Fig, 4.5) that a wedge type Rayleigh wave transducer 
could generate a shear wave. Hence, the angle chosen for 
the wedge of Rayleigh wave transducer is usually the angle 
of maximum generating efficiency of Rayleigh wave in a 
specimen. 
The P and S body wave transducers used in this 
research were smaller in size than the R wave transducer 
and were produced by Panametrics Inc. These transducers 
were used to check the body waves generated by the 
interactions between Rayleigh waves and various classes of 
surface discontinuities. They were also used to find the 
velocities of the body waves, 
A narrow wafer P wave transducer was the fourth type 
of transducer used. We call this transducer a "Harnik 
type", since it was first used by Harnik [103] . Because 
of its narrow width, it can pick up the vertical 
components of waves in a very small region on a free 
surface of a specimen. It can be used very close to a 90° 
edge but since its case is large, it still can not collect 
data close to a wall, i.e, from a 270 corner. Figure 4,6 
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shows the details of this transducer. 
The response of this transducer is very sensitive to 
the mounting condition, i.e. the coupling. This Harnik 
type transducer was built at Iowa State University from a 
X cut PZT plate. The x direction is the central axis of 
the cylindrical case, and is perpendicular to the plane on 
which the transducer sits. Since it can pick up only 
vertical displacements of a free surface, the transducer 
has a low efficiency in picking up Rayleigh waves. It is 
not as efficient as the wedge type Rayleigh wave 
transducers, but it can be used to help detect waves in a 
very small region. 
In order to generate a broadband P wave into the 
Lucite wedge, we need a puiser to pulse the broadband 
transducer. Figure 4.7 shows this puiser. 
The puiser used here is the model 5052 RH broadband 
pulser/receiver from Panametrics Inc. This puiser 
generates short, large amplitude electric pulses to a 
transducer (transmitter) and it can pick up reflected 
signals from the same transducer or from another 
transducer (receiver). The former way is the so called 
echo (or pulse-echo) mode, the latter one is called 
pitch-catch (or transmit-receive) mode. In this thesis, 
most of the work used the pitch-catch mode. The puiser 
can generate a selective pulse with a width from 30 ns to 
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400 ns and an amplitude from 200 volts to 380 volts by 
adjusting the four energy settings and the continuously 
variable damping resistance. The damping levels marked on 
the puiser compared to damping resistances are as shown in 
Table 4.2. 
Table 4.2 The relationship between damping level and 
the damping resistance 
damping level damping resistance (ohm) 
0 250 
2 233 
4 193 
6 140 
8 75 
8.5 58 
9 40 
The gate is an optional unit. It is usually used 
with the puiser. The gate used is the model 5052 GPD-2 
Gated Peak Detector from Panametrics. Figure 4.8 shows 
this gate. This step.less gate can be used to select part 
of a signal train to be analyzed for spectral content, the 
range can be adjusted from 50 us to 200 /is . 
The oscilloscope and the sampler unit is used to 
display signals. The oscillscope is a Tektronix 7603 
main-frame with a Dual Trace Delayed Sweep Sampler (7S14 
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plug-in) and a differential amplifier (7A22 plug-in). 
Together these three components constitute the display and 
sampling system. Figure 4.9 shows the system. 
The Tektronix 7603 main-frame can be controlled by a 
trigger signal from the puiser or a command from the 
microprocessor. If the system in Fig. 4.9 is used, the 
signal showed on the CRT is not a real time signal. Since 
the Tektronix -7S14 Dual Trace Delayed Sweep Sampler uses 
a basic sequential sampling principle (equivalent time 
sampling) to pick up a signal, a total sampling cycle (or 
one scanning cycle) constitutes many signal cycles. Every 
sample needs a signal cycle as depicted in Fig. 4.10 where 
2 signal cycles are used to get 2 samples. If the sample 
points for one scanning cycle are 512 points, then 512 
signal cycles are needed to accomplish the 512 samples. 
The amplitude of each sample is remembered and displayed 
on the CRT. 
The trigger signal from the puiser is the time 
reference, each trigger signal starts a new signal cycle. 
If the sampler and oscilloscope are under control of the 
LSI-11 microprocessor, then these sampled and remembered 
values can be stored in memory on hard disk as a data 
file. Because the pulses from the transducer are not all 
exactly the same, the equivalent time sequential sampling 
used by the sampler will not collect the same data from 
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one scanning cycle to the next scanning cycle. To 
overcome this, several scanning cycles are collected and 
averaged to represent the received signal. All these can 
be controlled by the computer to have a signal data file 
stored in memory. 
The 7S14 sampler used here is dual trace delayed 
sampler. Two channel inputs can be shown on the CRT and 
these two channel inputs can be stored on hard disk. The 
time period of the signal displayed on the CRT, started 
from trigger signal, can be adjusted from 10 ns to 100 ^s. 
This period is first set to look for the waves wanted on 
the CRT. Once we find the waves, we can use a delay time 
control to move a cursor to the front of the desired waves 
and display them on the CRT to any time scale which is 
less than or equal to the time scale set before. 
The heart of the test system is an ADAC-1000 from 
ADAC corporation. The CPTJ is an LSI-ll microprocessor 
from Digital Equipment Company. The peripheral devices 
are floppy and hard disk drivers, a plotter, and a 
Decwriter. The sampler and oscilloscope are also 
controlled by the CPU. The ADAC further includes A/D and 
D/A converters, a 32 K memory bank, a real time clock and 
a bus terminator. The floppy and hard disks are used to 
store data files and created programs. Plotter is a X-Y 
Hewlett Packard plotter which is used to plot the sampled 
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and stored data. One can use the Decwriter to communicate 
with the computer and get the result printed out. A/D and 
D/â converters are used to take digital data from analog 
signal and transform digital data to analog output on the 
X-Y plotter. 
Figure 4.11 shows the detail of the system. 
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Figure 4.1. Block diagram of ultrasonic testing 
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V. RESULT AND DISCUSSION 
A. Basic Study 
1. Transducer 
From Chapter IV, we know that the wedge type Rayleigh 
wave transducers (Fig. 4.2) are not pure Rayleigh wave 
transducers. Hall [37] in his experiments of photoelastic 
visualization already found that a wedge type Rayleigh 
wave transducer not only generated Rayleigh waves, but 
also emitted shear waves. In many other attempts at 
dynamic photoelastic visualization [28, 29, 88-91], small 
lead azide explosions were used to generate Rayleigh 
waves. In these cases, body waves like P waves and strong 
shear waves are also generated in addition to the Rayleigh 
».  
waves. Because the mechanism of Rayleigh wave generation 
through lead azide explosion is different from that in the 
wedge type transducer, we do not want to discuss and 
compare it with the wedge type Rayleigh wave transducers 
here. In Chapter IV, we mentioned that Bertoni [101] and 
Bertoni and Tamir [102] tried to use the theory of leaky 
wave to explain this phenomenon, but the real mechanism of 
Rayleigh wave generation from wedge type transducer is not 
clear. We therefore designed an ultrasonic experiment to 
study the waves emitted from a wedge type transducer. 
Figure 5.1 shows the setup. For convenience, if the unit 
of length is not mentioned, all the lengths used in this 
thesis are in millimeter (mm). 
The specimen in Fig. 5.1 was the corner of a 25.4 mm 
(1 inch) wide steel block. A Rayleigh wave transducer 
(transmitter) was placed on the top surface and a shear 
wave transducer (receiver) was used to search for 
transmitted S waves on the vertical plane of the specimen. 
The couplant used for the shear wave transducer was SWC 
shear wave couplant from Panametrics. As the shear wave 
transducer was moved downward from the 90° corner, we 
first found out that when the transducer was on the 
corner, there was no shear wave, only the Rayleigh wave 
was picked up. When S wave transducer was moved away from 
the corner, two waves were received. The one was a shear 
wave and the other a Rayleigh wave. They separated 
progressively, due to the path length of the Rayleigh wave 
increasing faster than the path length of the shear wave. 
This is shown in Fig. 5.2. In this figure, the time used 
is relative time with no absolute reference. The 
advantage of this is that the wave train can be shown 
adequately in the figure so that comparisons can be made 
with other wave trains . When a time related to a 
reference is needed, it will be marked on the time axis. 
In Fig. 5.2 (a), the position x of shear wave transducer 
(its center to the corner, see Fig. 5.1) is 4.4 mm, at 
this position the shear wave (S^) is very small compared 
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with the incident Rayleigh wave (R^). When x increases 
from 4.4 to 6.8 mm (Fig. 5.2 (b)), the incident Rayleigh 
wave is weak and the passing around Rayleigh wave (R) can 
be detected. The shear wave (S^) is also shown in the 
figure. When x increases from 6.8 to 9.8 mm, the 
separation of the shear wave (S^) and the passing around 
Rayleigh wave (R) is significant. 
Furthermore, as we shifted the shear wave transducer 
along the vertical surface, the amplitude of the received 
shear wave (Sj^) varied with x. Figure 5.3 shows the 
normalized amplitudes of received S^ with respect to the 
maximum amplitude of received S^ versus the coordinate x 
of the shear wave transducer. From the variation of the 
amplitude of with x, we know that the shear wave beam 
is divergent with a beam center (maximum amplitude) at 
x=11.2 mm for an incident angle of 8 . Thus, the emitting 
angle for the S^ wave w.r.t. to the top free surface and 
O 
the center of the wedge type R wave transducer is 8 . The 
angle from the line between the centers of Rayleigh and 
shear wave transducers to the vertical surface of the 
corner was not always kept perpendicular. So the angle of 
maximum amplitude of is just a rough estimation. 
To find the correct angle of the center of the shear 
wave beam, a semi-circular specimen was made, as shown in 
Fig. 5.4. The result of normalized amplitudes versus 
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angle from the top surface is shown in Fig. 5.5. The 
angle of the center of the shear wave beam from wedge type 
Rayleigh wave transducer is found to be 10°, 
This confirms that the wedge transducer does not 
produce pure R wave. This fact affects the analysis of 
the signals in future work, because, if a surface defect 
is deep enough so that its tip will scatter the S wave, 
these waves will interfere with the signal from the R 
wave . 
2. Wave forms of Rayleigh waves 
A Rayleigh wave propagates along the free surface of 
a" specimen. So, if the free boundary path length between 
two transducers is known, it is not hard to identify the 
Rayleigh wave on the CRT of an oscilloscope from its time 
of arrival. The problem is that the shape of the Rayleigh 
wave changes when it propagates over different surface 
discontinuities. So, it is worth discussing which feature 
of the wave should be taken as a reference point for 
getting the time of flight of R waves. 
There are many factors that influence the change of 
shape of a Rayleigh wave. Before we talk about the form 
changes in solid media, let us first look at the different 
wave forms generated from the puiser. The initial wave 
form is controlled by the presetting of the puiser. For 
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different combinations of electronic damping and impulse 
energy, the wave form of the resulting Rayleigh wave is 
different. In order to get clear waves, we usually used 
the highest energy level. Figure 5.6 shows the wave forms 
(left hand side) and their associated spectra (right hand 
side) for the generated Rayleigh waves of settings on the 
pulser/receiver from damping 0 (250 £2) to damping 8 
(75 fl). All the information of damping can be found in 
Chapter IV. 
From Fig. 5.6, we see that, if the electronic damping 
level increases (resistance decreases), the wave form of 
incident Rayleigh wave becomes narrower and the low 
frequency and high frequency components are more evenly 
distributed. The energy level does not affect the wave 
form and spectrum of the incident Rayleigh wave very much. 
The attenuation setting at the receiving side also 
modifies the recorded and displayed wave form and spectrum 
of the received R wave. In Fig. 5.6, the attenuation A 
used is 20 dB. Figure 5.7 shows the effect of attenuation 
on the wave form and spectrum of the received incident R 
wave, the attenuation A used in Fig. 5.7 is 10 dB. All 
the main tests in this thesis were with A=20 dB and D from 
8 to 9 so that the signal had a nice broadband spectrum. 
a. The influence of path length The attenuation 
of a Rayleigh wave with path length is proportional to the 
inverse of the square root of the path length [3]. For 
body vaves, the decay is proportional to the inverse of 
the path length. So the attenuation of a Rayleigh wave is 
small compared with that of body waves. Figure 5.8 (a) 
shows the setup of a test of the path length influence of 
a Rayleigh wave which is sent and received by a wedge type 
Rayleigh transducer pair. Figure 5.8 (b) shows the 
received Rayleigh wave for a transducer separation of 38.4 
mm. For different path lengths, the wave shape of 
received wave does not appear to change much. From the 
spectra of the received Rayleigh waves for different path 
lengths, we do see some small influence due to path 
length. Figures 5.8 (c) to (e) show the spectra of 
received Rayleigh waves of three different path lengths, 
i.e. 38.4, 63.8 and 89.2 mm. From these spectra, we found 
that the low frequency components of the incident Rayleigh 
wave lost more energy than the higher frequency components 
with increase path length when the path is short. For the 
longer paths, the spectra of 63.8 mm path length and 89.2 
mm path length are very close. 
b. The influence of a 90° corner When an 
incident Rayleigh wave travels around a 90 corner, the 
shape of the received Rayleigh wave is changed. The new 
wave shape is close to the time derivative of the incident 
Rayleigh wave. The setup and the received wave are shown 
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in Fig. 5.9 (a) and (b). The separation of transducers is 
38.4 mm. The theoretical time derivative of the received 
Rayleigh wave in Fig. 5.8 (b) is shown in Fig. 5.9 (c). 
The resemblance of the received Rayleigh wave after 
passage around a 90° corner with the time derivative of 
incident Rayleigh wave is evident. 
c. The influence of a 270° corner When a 
Rayleigh wave travels around a 270° corner, its wave shape 
is also changed, the setup and received Rayleigh wave are 
shown in Fig, 5.10. The separation of transducers is 38.4 
mm. This received Rayleigh wave is almost the inverse of 
the incident Rayleigh wave, if we compare this wave in 
Fig. 5.10 to the wave in Fig. 5.8 (b). 
d. The influence of a step When a Rayleigh wave 
interacts with a step, the incident Rayleigh wave travels 
around the step. Its wave shape is close to the Rayleigh 
wave passed around a 270° corner and also similar to the 
inverse of the Rayleigh wave passed around a 90° corner. 
The setup and the received Rayleigh wave are shown in Fig. 
5.11. The path length between transducers is 38.4 mm, and 
the depth of step is 3.5 mm. 
e. The influence of a slit The setup and wave 
shape of a Rayleigh wave passed around a 3.5 mm slit are 
shown in Fig. 5.12. If we compare this wave with the 
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received Rayieigh wave passed around a step in Fig. 5.11, 
we find that they are very similar, we can say step and 
slit have the same influence to the wave shape of an 
incident Rayieigh wave. 
B. Steps 
In section A, we discussed the form of the R wave 
generated from wedge type R wave transducer and the change 
of wave form due to different propagating paths. Right 
now, let us find out what are the interactions of Rayieigh 
waves with steps. 
1. Background 
The interactions of a Rayieigh wave with steps were 
studied theoretically long ago. These studies are basic 
to an understanding of the interactions between Rayieigh 
waves and complicated surface discontinuities. Mai and 
Knopoff [46] used the concept of virtual sources from 
Huygen's principle and the two dimensional Greens function 
derived from Fredricks' electrodynamics theorem [104] and 
Herrera's technique [105] to solve the interaction 
problem. They solved for the transmitted and reflected 
displacement fields and the coefficients of transmission 
and reflection of plane harmonic Rayieigh waves at surface 
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steps. Because of the difficulties of exact solutions, 
approximation approaches were used to simplify the 
problem. One such simplification is to limit the analysis 
to step depths that are either much larger or much smaller 
than the wavelength of the incident Rayleigh wave. They 
found that, no matter which direction the incident 
Rayleigh wave propagated, the transmission coefficients 
were the same. This means that in Fig. 5.13 the received 
(transmitted or reflected) signals were the same for 
propagation "step-down" and "step-up".' 
McGarr and Alsop [47] used an approximate variational 
method to find the transmission and reflection 
coefficients. They neglected the body waves. The 
theoretical result was compared with their step 
experimental result by using Polystyrene as-modeling 
material. For long wavelengths, the results of the theory 
matched the results of experiments, but for medium and 
short wavelengths, the comparison was not good. They 
obtained different theoretical transmission coefficients 
for step-down and step-up cases. But from their 
experimental data for the medium and short wavelengths, 
the differences between two directions were not so large. 
Because there was no exact solution, both Mai and Knopoff 
and McGarr and Alsop used approximation methods. For the 
step-down case, both results were very close. If we 
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compare the theoretical result of step-down from Mai and 
Knopoff with the experimental result of step-up from 
McGarr and Alsop, the deviation is also not great. 
Munasinghe and Farnell [48] used a finite difference 
method to find the transmitted and reflected displacement 
fields of a Rayleigh wave propagating through a step-down 
step. The result was very close to the result of Mai and 
Knopoff. Bond [56, 57] also used a finite difference 
analysis to study the step-up and step-down problem. His 
result for the transmission coefficients of aluminum for 
step-down was higher than for step-up. 
All of these studies assumed that the mode converted 
body waves could be neglected or that they did not have 
much influence on the transmitted Rayleigh waves. Also, 
the transmitted Rayleigh wave was considered to consist 
only of the incident Rayleigh wave travelling around the 
step . 
From a dynamic photoelastic study. Dally and Lewis 
[49] found that the problem was not so simple. They 
studied the step-down problem by using Homalite 100 as the 
modeling material and found that the transmitted Rayleigh 
waves were not as simple as just a single transmitted 
Rayleigh wave. Actually, they found that there were two 
transmitted Rayleigh waves. One is the Rayleigh wave 
which comes from the lower part of the incident Rayleigh 
wave (we call this wave the cut-off R wave. Re), the other 
one is the incident R wave which travels along the free 
surface of the step to the other side of the step (here we 
call it the main transmitted R wave, R^). Figure 5.14 
shows one of their photographs of the two transmitted 
Rayleigh waves. From this picture, we find that the so 
called cut-off R wave (Rg) is ahead of the main 
transmitted R wave (R^) which travelled around the step. 
Testa [95] by using the hypothesis of a cut-off R 
wave tried to find the depth of a step. This hypothesis 
of cut-off R wave is from the property of R wave. If we 
go back to Chapter III, eqs. (3.19) and Fig. 3.2, we will 
find that, for mono-chromatic R waves, the penetration 
depth is propotional to wavelength. An R wave with a 
longer wavelength penetrates deeper. From Fig. 3.2, we 
can find that the penetrating depth is about twice the 
wavelength. Thus, if an incident R-wave has a broadband 
frequency range, then the components of different 
frequencies penetrate to different depths. From the 
non-dispersion property of an R wave and its penetration 
property, we can postulate that if there is a step-down 
step whose depth is in the range of the penetrating depth 
of an incident R wave, the lower part of the R wave can 
separate from the incident R wave and interact in a 
different way with the lower corner of the step. We may 
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further assume that this lower R wave (R^) retains its 
energy and keeps going as if there was no step. 
Consequently, the incident R wave loses some part of its 
low frequency components to . Thus, as it continues to 
travel around the step, its frequency spectrum will have 
changed. We call this the Rj- wave. Testa in his thesis 
[95] called the R^ wave LFR (low frequency Rayleigh wave) 
and the Rj; wave APR (all frequency Rayleigh wave). 
Figure 5.15 is an attempt to illustrate this cut-off 
hypothesis. Figure 5.15 (a) shows a broadband incident R 
wave approaching a step-down. In Fig. 5.15 (b), this R 
wave just encounters the step; in Fig. 5.15 (c), Rg is 
generated because the depth of step is shallower than the 
penetrating depth of the lower frequency components of the 
incident R wave. A portion of the energy in R^ is 
reflected as Rj. (the reflection wave from the step). 
Figure 5.15 (d) shows the three R waves after the 
interactions. The mode converted body waves are not shown 
in this figure. 
Because Rg is from the lower part of the incident R 
wave, we would expect that its spectrum will not have much 
short wavelength (or high frequency) components. If the 
step depth is shallower, then there is more short 
wavelength components in R^. Figure 5.16 shows the 
spectra of an incident broadband R wave and the Rg waves 
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from a series of Rg waves from progressively deeper steps. 
It is clear from Fig. 5.16 that the deeper the step, 
the less the high frequency components of the Rg wave. 
Also, defined in this figure is a point, f^, which is 
chosen as the separation point between the low frequency 
and high frequency components in Rg. We can see that it 
is related to the depth of the step. For the deeper step, 
the cut-off R wave Rg is from the lower part of the 
incident R wave, R^. So, the frequency spectrum of the Rg 
wave for the 4 mm deep step contains fewer high frequency 
components than the frequency spectrum for the 2 mm deep 
step. The step therefore acts as a "low-pass filter", 
i.e. the deeper the step, the lower the cut-off frequency. 
Ideally, the cut-off frequency would be the frequency 
beyond which there is no high frequency components. 
Actually, it is not true. There are still some high 
frequency components, but from Figs. 5.16 (b) and (c), the 
cut-off frequency f^ is still very significant. It is not 
influenced by the background high frequency components. 
This is also in accordance with the filter analogy, since 
no filter has a sharp cut-off but rather a roll-off. 
Testa [95] used this hypothesis and the spectroscopy 
method to find the depths of steps in the range from 1.93 
to 7.96 mm. His results, which are shown in Fig. 5.17, 
were rather random. There was no sure relationship 
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between cut-off frequency and step depth. He was not very 
concerned with steps, so he did not pursue this problem. 
Due to this random relationship, we have some questions: 
Is the wave ahead of the main transmitted R wave an 
wave? Does the cut-off R^ wave give us information about 
the depth of step? 
To answer these questions, we conducted the following 
studies. 
2. Interactions of Rayleigh wave with step 
a. Step-down From Chapter IV and section 1, we 
know that the wedge type Rayleigh wave transducer does not 
produce a pure Rayleigh wave. In addition to the Rayleigh 
». wave, there is also a strong shear wave emitted from the 
transducer. 
Figure 5.18 shows the transmitted waves received 
after a "step-down"' step of 4.4 mm. The incident R wave 
had a typical bandwidth between 3 dB down points of 0.9 to 
4.4 MHz which corresponds to effective wavelengths from 
0.68 to 3.33 mm in the steel specimen. The 3 amplitude 
versus time records are for 3 different positions of the 
transmitter. If any pair of waves retain their relative 
position in the "time domain", i.e. on the amplitude/time 
plots as shown, regardless of transducer positions and 
spacings, then the two waves are of the same type, the 
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total time of flight from transmitter to receiver 
identifies the type of wave as P, S, or R. In this case, 
R^ is a Rayleigh wave that has travelled the distance 
(x+d+y). If y is varied, with x fixed, the total package 
of transmitted waves remain unchanged. The three waves 
identified in Fig. 5.18 do not change their relative 
positions. They are, therefore, three Rayleigh waves, but 
they have travelled different paths, because they have 
different arrival times. When x is changed, with y 
constant, the two waves Rj- and Rg retain their relative 
positions while the gap (in time) between them and the 
wave RS^^ gets larger, as x gets larger. This tells us 
that Rj- and Rj. both derive from the incident R^ wave, but 
that RS^ derives from a different incident wave. 
Arrival time indicates that Rg has travelled a 
distance (x+y), i.e. the time lag between the arrival of 
Rg and of R^ is equivalent to the time in which an R wave 
travels distance d. Rj. is the "cut-off" wave and R^ the 
"transmit" wave. Further calculation shows that the first 
arrival wave is coming from the S wave which is generated 
by the wedge transducer. This wave is referred to as the 
incident shear wave (Sj^). It mode converts to a Rayleigh 
wave (called RS^) at the lower corner of the step. For 
example in Fig. 5.18 (c) and (d), the shear wave (S^) 
travels length L while the Rayleigh wave (R^) travels 
length (x+d). The time that the RS^ is ahead of should 
increase when x increases from 44.6 mm to 70 mm. This 
time, t, can be calculated as follows, 
t = [(70+d) / C Cip] - [ ( 44.6 +d ) /Cg—1^/0%] 
where is the L in Fig. 5.18 (d) , it is (TO^+d^)^/^, 
Lg is the L in Fig. 5.18 (c), it is (44.6^+d2)1/2^ 
d is the depth of step. 
From this calculation, t is found to be 0.63 s ; and 
fr o m  F i g .  5 . 1 8  ( c )  a n d  ( d ) ,  t h i s  t  i s  m e a s u r e d  a s  0 . 6 6  u s .  
These two values are very close to each other and this 
wave is proved to be an RS^ wave. 
That the lower corner of the step is a source of mode 
conversion can be illustrated with the tests depicted in 
Fig. 5.19. Here, two specimens with differently curved 
steps are shown. These two specimens can show us which 
corner of the step is the source of the RS^ wave. 
Figure 5.19 (a) shows the upper corner of the step 
smoothed. The transmitted waves in Fig. 5.19 (b) show 
there is a strong RS^ wave. Figure 5.19 (c) shows a step 
with smoothed lower corner. The transmitted waves have 
almost no RS£ wave and Rj. is also small. This test shows 
that the lower corner of a step is a strong source for 
mode conversion. 
From the experimental result of Dally and Lewis [49], 
we see that there is a cut-off Rayleigh wave which 
transmits as if there was no step, i.e. it is not blocked 
by the step. If we use steps of different depths and the 
same separation of transducers, arrival times confirm that 
the Rg waves do not change their arrival time for 
different steps as does. Figure 5.20 shows the 
transmitted waves for different deep steps. All these 
waves are under the same time coordinate, i.e. the 
separation of transducers is the same. The time scale is 
the same, 1 us per division, and the beginning time of 
recording is the same, i.e. 38.4 //s from the trigger 
signal. So we are able to compare these waves directly 
from the figures. 
For these different steps, we find that the Rf. wave 
arrives later for deeper step. This is what we expect, 
because the path length for Rj- increases. We also find 
that the Rg waves do not change their flight times. If 
the minimum valley point A (see Fig. 5.20) is taken as a 
reference point, then in Fig. 5.20, under 89.2 mm 
separation of transducers, the flight time of R^ for 1.93 
mm step is 43.31 //s, for 2.55 mm it is 43 .33 us, and for 
3.68 mm it is 43 .33 fis. Compare these flight times, we 
find that the difference is only 0.02 us between 1.93 and 
3.68 mm steps. This 0.02 us is associated with a distance 
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of 0.06 mm by using the R wave velocity 3 mm///s. This is 
a very small error and it proves that the cut-off Rg wave 
just passes the step as if there was no step. 
Figure 5.21 shows the spectra of the three 
transmitted waves of a 3.81 mm step, and the spectrum of 
the incident Rayleigh wave. Most energy of the Rg wave is 
low frequency components compared with the R^ wave, this 
supports the hypothesis of cut-off Rayleigh wave. 
From Fig. 5.21 (e), we find that the RS^ wave has 
both low and high frequency components. 
In order to build a complete picture of the 
interaction of a Rayleigh wave with a step, we first 
define a notation system to represent the waves in the 
interaction. This is: ». 
(1) Single letter represents a single wave (as used 
before), for instance: 
R- Rayleigh wave, 
S- shear wave, 
?- longitudinal wave. 
(2) Two or more letters represent the sequential 
evaluation of a wave, the first letter denotes the present 
mode of the wave, for instance: 
PR- an P wave mode converted from Rayleigh wave, 
RPR- an R wave converted from an PR wave. 
(3) Subscripts, 
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1- incident wave, 
t- transmitted wave, 
c- cut-off wave, 
2- number represents the point at which the wave 
mode converted from another wave. 
Some examples are described below to show how the 
system works. 
is an P wave mode converted from R£ at point 2. 
Rc2&i is the cut-off wave from R^ at the corner 2. 
Because it occurs so often in the dissertation, this wave 
is simplified to be just . 
RtlRi is the transmitted R wave of R^ which passed 
over point 1. For convenience, this wave is simplified to 
be Rt. 
By using this symbolic system, we know there are 
three main transmitted Rayleigh waves picked up by the 
receiver. They are R2Si, R(. (or Rc2&i) and R^ (or 
Rtl2^i^* In addition to these three significant waves, 
there is one small R wave found by ultrasonic testing. It 
can be observed as a small signal "a" between Rg and R^ in 
Fig. 5.22. 
This wave does not change its position relative to Rj-
when either the transmitter or receiver changes position 
relative to any particular step. From this, we are sure 
that it is an R wave both before and after the step. 
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Figure 5.22 shows this wave for three different steps. We 
use relative time lag difference between different steps 
to prove this wave is a R^Pl&i wave (corners 1 and 2 are 
from Fig. 5.22 (a)). We use points a and b (see Fig. 5.22 
(b) to (d)) as reference points in the time domain. In 
Fig. 5.22 (b), for 3.07 mm step the measured time lag 
between &2PiRi and is 0.47 us. In Fig. 5.22 (b), for a 
4.01 mm step the measured time lag is 0.64 us. The 
relative time lag difference between-these two steps is 
0.17 fis (=0.64 /iS-0.47 us). The time required for a P 
wave (0^=5.9 mm/us) to travel a distance equal to the 
d i f f e r e n c e  i n  s t e p  d e p t h  ( 4 . 0 1 - 3 . 0 7 = 0 . 9 4  m m )  i s  0 . 1 6  u s .  
This is very close to the measured value. 
We further use the calculated relative time lag 
difference to confirm that other possibilities of this 
wave, for instance, wave and reflected wave from 
the opposite side of the specimen, are wrong. The 
calculated relative time lag difference for R^Sl&i between 
3.07 mm and 4.01 mm is 0.022 us. Such a wave has to be 
located close to the Rj- wave where it would be hard to 
recognize. So, wave "a" is not a R^SiRi wave. If the 
thickness of the specimen changes, the relative position 
of this wave to R^ wave does not change. This proves that 
the waves reflected back from the opposite side of the 
specimen are not this wave. Since there are no other 
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waves with relative time lags near the required magnitude, 
we conclude that wave "a" has travelled from the 
transmitter as an R wave (R^), mode converted to a P wave 
(PlRi) at point 1, travelled down the step as a P wave, 
mode converted back to a R wave (R^PiRi) at point 2 and 
then travelled as an R wave along the bottom plateau of 
the step to the receiver. 
This conclusion is confirmed by the relative time lag 
difference between the 4 and 5 mm steps. The measured 
value of relative time lag difference (Fig. 5.22 (c) and 
(d)) is 0.15 U8 and the calculated value is 0.162 iis. All 
these results tell us that this wave is RlPl^i wave. 
Other possible body waves can not readily be 
recognized in the transmitted wave train, because their 
energy is too low, they decay too rapidly with path length 
or they have a low efficiency of being picked up by the R 
wave transducer. 
A possible picture of R waves and body waves spawned 
from the output of a wedge type transducer interacting 
with a step-down are given in Fig. 5.23. Figure 5.23 (a) 
shows the incident waves, and Figure 5.23 (b) shows the 
interactions of these incident waves with the two 
discontinuous corners 1 and 2 of the step. These corners 
are sources of mode conversion. Such sources have been 
confirmed by several experimental [68, 35-37, 45, 90] and 
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numerical studies [55, 58]. 
b. Step-up The "cut-off Rayleigh wave" 
hypothesis is good to explain the interaction of a 
Rayleigh wave with a step-down step. However, it fails 
when used on a step-up step. When we simply interchange 
the connectors from the puiser and receiver to the two 
transducers, we transform a step-down to step-up, yet the 
transmitted wave train as picked up by the new "receiver" 
looks exactly like the signals from the step-down. There 
are again three significant waves which have almost the 
same wave shapes and arrival times as the three waves 
(RSi, Rg and R^) in step-down case, yet there can be no R^ 
or RS^. Figure 5.24 shows the transmitted wave trains 
picked up by a wedge type R wave transducer, for a 
step-down (Fig. 5.24 (a)) and for a step-up.(Fig. 5.24 
(b)). It is almost impossible to discern any difference 
between them by eye. 
The reciprocity theory predicts this behavior: Two 
transducers in the pitch-catch mode will record the same 
waves for waves propagating from one transducer to the 
other, no matter in what direction. The general 
reciprocity theory of elastic wave scattering has been 
studied by Auld [106] and Varatharajulu [107]. Mai and 
Knopoff [46] also noticed this by theory. 
Our ultrasonic results for steps verify this theory. 
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Here, we are not so much interested in the phenomenon 
itself, but how to explain it. 
It is obvious that the wave for step-up should be 
similar to the R|. wave for step-down, because they 
traverse the same path and same geometric step shape 
albeit in opposite directions. 
For the step-up case, there can be no "cut-off" 
Rayleigh wave. Yet, from the waves received, there is an 
R wave which looks like the same wave as the Rg wave in 
step-down. This wave does not change its time of flight 
when the depth of step changes and, just like Rg wave, it 
travels as if there is no step. The change of position of 
either transmitter or receiver does not affect the 
separation between this wave and the R^ wave. This tells 
us that it is a R wave. Some possibilities to explain 
this wave are: 
(1) the incident shear wave from the wedge type R 
wave transducer interacts with the step to get RS^, 
(2) the incident R wave R^ interacts with the step 
and mode converts to body waves, these body waves interact 
with the upper free surface of the step and mode convert 
back to R wave, 
(3) from photoelastic pictures of Rayleigh wave [49, 
51, 90], we know that the R wave has three lobes, the 
front lobe of the R^ wave touches the upper surface and 
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separates from the wave, when wave propagates from 
lower corner of the step to the upper corner of the step. 
The first case is impossible, because the position of 
transmitter does not affect the separation between this 
wave and the R^ wave. 
The third case is also impossible. We know the 
separation between Rg wave and Rj. wave changes with the 
depth of step for step-down, this is also true for 
step-up. If the third case is right, the separation 
between this wave and the R^^ wave should be the same. 
If the second case is right, then the total traveling 
time of this wave shoud not be affected by the depth of 
the step. The travel of this wave from the lower surface 
to the upper surface can be separated into three sections 
(Fig. 5.25). 
The first section is the R^ wave travelling from 1 to 
2. The second section is the body waves mode converted 
from the wave at 2 and travelling from 2 to 3 or 3', 
depending on whether it is a S or P wave. The third 
section is the R wave mode converted from those body waves 
in the second section and travelling from 3 (or 3') to 4. 
Because the velocities of the body waves are faster than 
the velocity of the R wave, it is possible to find a path 
2 to 3 (3') to make the travelling time of body wave from 
2 to 3 (3') equal to the travelling time of an R wave from 
90 
the upper corner of the step to 3 (3'). If we can find 
this path, then the case 2 is acceptable. 
We use RPR^ as an example to find the path 2 to 3'. 
From 1 to 2, the travelling time t^2 of wave is 
ti2 = a/CR 
from 2 to 3", the time of flight t23' for I^Ri is 
t23' = (d/cose)/CL 
if this PR^ mode converted back to an R wave at critical 
angle Q , then the time of flight t3'4 from 3' to 4 is 
t34 = (b-dtane)/C% 
so the total time of travelling from 1 to 4 is 
t = ti2+t23+t34 
This t should be equal to the travelling time of R 
wave from 1 to 2 plus the travelling time from the upper 
corner to 4. This means 
t = (a+b)/C%, or 
a/Cg^+d/( C^co s e)+( b-dtane )/Cr = (a+b)/CR 
this equation can be simplified to 
d[l/(C^cos@)-tan#/C&] = 0 
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d is the depth of step which is not equal to 0, so we have 
l/(CLCOse) = tan8/C& 
rearrange this equation and get 
sine = C^/Cl 
This critical angle ( ô =s in~^ ( Cr/Cj^) ) is called ^cp. 
By the same procedure, the critical angle @ gg for 
RSRi wave is 
@cs = sin-l(Ca/Cg). 
For AISI 1018 steel, C^=3.0 m m / u s ,  Cg=3.23 m r a / u s  and 
Cl=5.90 mm/fts, so we have 
0cp=30.56° 
ecg=6 8.24° 
This result is the same as the result of Nakano 
[108]. He studied the seismic waves and predicted that an 
R wave will show up on the earth surface at some 
epicentral distance from an underground buried P or S wave 
line source. This is shown in Fig. 5.26. 
He used complex variable analysis and the steepest 
descent method to study this problem and found that the 
epicentral distance dp (or dg) at which a R wave will 
appear from buried P (or S) source is 
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dp = C j^h/( Cp2-C) 1 / 2 
or dg = CBh/(Cg2-CR2)l/2 
if we write 
Bc-p - taa"l(dp/h) and ecs ~ tan"l(dg/h) 
we find 
@cp = sin"^(CR/Cp) and = sin~^(CR/Cs) 
These are the same as the source critical angles as 
we derived for the steps. It appears that the lower 
corner of a step actually is a buried line source of body 
waves when the incident R wave interacts with a step-up. 
Ewing et al. [109] in their book also mentioned this 
phenomenon from Nakano's result, and pointed out that this 
Rayleigh wave propagates as if it derived from the top 
free surface point (point A in Fig. 5.26) which is 
immediately above the buried source. The travelling time 
does not relate to the depth of the buried source. The 
RPR^ and RSR^ waves from a step-up similarly do not change 
travelling time when the depth of step changes. The 
experimental results and theoretical analysis agree in a 
way which explains the "mysterious wave" in a step-up 
which are identical to the Rg wave in step-down. So, we 
can say that these waves are the RPR^ and the RSR^ waves. 
It does not, as yet, explain the loss of high frequencies 
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in these waves. 
The third transmitted wave which we want to discuss 
here is the one that would be equivalent to the RS£ wave 
of the step-down. We have shown that this wave of the 
transmitted wave train is an R wave in step-down case. In 
a step-up, however, we find that this wave changes its 
relative position to R^- when the receiver is moved along 
the upper free surface of the step, but not when the 
transmitter is moved along the lower plateau of the step. 
Calculation of the travelling time of this wave 
confirms that at the time when it is received by the 
transducer, it is a shear wave in the case of a step-up. 
The calculation is just the same as we did before for RS^ 
wave in step-down. Since a shift of the transmitter on 
the lower surface of the step does not change the relative 
position of this wave with respect to the R^ wave, it can 
be concluded that this wave is derived from the R^ wave 
and not from S^ or some other body waves. So, we can 
conclude that this wave is the S^R^ wave (1 is related to 
the lower corner of the step, see Fig. 5.13 (b)). It is 
the shear wave mode converted from the R^ wave at the 
lower corner 1. 
By using a different transducer, this wave also can 
be confirmed. In Chapter IV, we mentioned the Harnik type 
transducer [103]. It is a wafer-thin P wave transducer 
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which may be used in conjunction with a standard wedge 
type Rayleigh wave transducer as a pair in the pitch-catch 
mode. Figure 5.27 shows the setups and the transmitted 
wave trains for this experiment. 
Remember that when we used two transducers of the 
same type as a pitch-catch pair, we almost could not tell 
the difference between RS^ and SR£ waves (Fig. 5.24). 
Because the reciprocity tells us there is no difference 
between the two transmitted wave trains, if we only 
interchange the connectors. Furthermore, for the same 
transducer pair, there is also no difference between the 
RSj^ and SR^ waves if we interchange the transducers. 
From Fig. 5.27, we find, however, that when we 
combine a Harnik and an R wave transducers as a pair, the 
result is different: If we only interchange the 
connectors to the puiser and receiver and do not 
interchange the transducers, there is no change in the 
received signal. This is reciprocity. But, if the 
transducers are interchanged, i.e. if the Harnik type 
transducer is moved from the lower surface to the upper 
surface, as in Fig. 5.27 (b) the result is greatly 
different. If the Harnik transducer is located on the 
l o w e r  s u r f a c e  o f  a  s t e p ,  i t  r e c e i v e s  a n  R S w a v e  i n  
step-down. If Harnik transducer is on the upper surface 
of a step, it receives SRj^ wave in step-up. This wave 
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decays with the separation length between the Harnik 
transducer and the step. When the transducers in a 
pitch-catch pair are different, we can distinguish between 
these two waves (the RS^ and SR^ waves). If these two 
waves were identical, we would not expect different waves 
when the transducers are interchanged. So this confirms 
the RS£ wave is different from the SR^ wave, one is 
Rayleigh wave and the other is shear wave. The change of 
shear wave SR^ with x in the setup of Fig. 5.27 (b) is 
shown in Figs. 5.27 (e) to (g), this change of shear wave 
strongly makes us believe that the first wave in the 
transmitted wave train of a step-up is SR^ wave. 
Now we can draw the picture of how an R wave from 
wedge type transducer interacts with a step-up in Fig. 
5.28. Figure 5.28 (a) shows the incident -waves, Figure 
5.28 (b) shows the interactions of these waves with a 
step-up. 
3. Step depth prediction 
From the transmitted Rg wave, the depth of a step can 
be estimated. After the separation of RS^ and Rg waves, 
picking up only the Rg wave is not difficult. A versatile 
program has been studied to pick up the R^ wave 
automatically. The documentation of this program, flow 
chart and source listing are in the Appendix. Figure 
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5.29 shows the Rj. wave is recognized and picked up by 
computer . 
In Fig. 5.29 (a), the transmitted waves RS^, Rg » RPR^ 
and Rj. are shown. Figure 5.29 (b) shows the received Rg 
and RPR^ waves only. This portion of the transmitted wave 
train is from "b" to "B" of the wave train. The detail of 
this wave recognition and wave picking up are described in 
the Appendix. In order to keep the complete R^ wave, the 
small RPRi wave is included. 
From the hypothesis of cut-off Rayleigh wave 
mentioned in this chapter, part B, section 1 "background", 
we know that the frequency components of the Rg wave are 
related to the depth of a step: The deeper the step, the 
lower frequency components of the Rg wave. The cut-off 
frequency f^ was also introduced in that section to be 
used as a parameter which will be able to reveal the size 
information of a step. Figure 5.30 (a) shows the cut-off 
frequency f^ of the R^ wave in a transmitted wave train of 
a 2.64 mm deep step. In Fig. 5.30 (b), the spectra and 
the cut-off frequency f^ of Rj. waves for different steps 
are shown, black dot is used to mark the cut-off frequency 
f c • 
The relationship between step depth (d) and the 
cut-off wavelength for different setting and 
transducer position is shown in Fig. 5.31. The cut-off 
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wavelength is defined as the wavelength associated with 
the cut-off frequency fg of a Rayleigh wave, i.e. 
Ac=CR/fc. 
By using least-squares method of the straight line 
regression, the formulae of these relationship for 
different dampings are shown in the following Table 5.1. 
Table 5.1. Step depth prediction formulae of different 
damping 
Damping 
Level& 
; Xc=Bo+Bld d=Ao+AiXc Correlation 
Coefficient r 
8.5 Xc=-4.425+0.679d d =-0.625+1.473Ac r=0.9946 
8 Xc=-0.321+0.638d d =-0.503+1.567Xc r=0.9872 
1 
o
 
1 1 
»
>
 
1 1 1 1 
Xc=0"004+0.554d d =0.007+1.804Ac r=0.9890 
^Damping level 8.5 is 57 2 , 8 is 7 5 2, 4 is 1942, 
0 is 250 Q . 
4. Discussion 
Wedge type R wave transducer is very convenient to 
generate R wave. But the companying shear wave usually 
produces RS^ wave in step-down which mises with the 
wave if the transmitter is close to a step. When we used 
these kind of transducers to estimate the depth of a step, 
shifting of the transmitter away from a step on the upper 
surface of the step is needed to separate the RS^ from the 
Rc. 
From the basic principle of the cut-off R wave 
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hypothesis, we know this hypothesis only can be used on 
step-down. For step-up, there is no wave, but the 
transmitted wave train is similar to the wave train for 
step-down. The reason is the mode conversion playing an 
important role to have the RPR£ and RSR^ waves in step-up 
which are almost the same wave as the Rg wave in 
step-down. This confirms that the lower corner of a step 
is a buried source of body waves and these waves mode 
convert back to R wave on the upper free surface. This 
helps us later to solve the interaction problem of R waves 
with slits. 
Separation of Rg and R^ waves usually is a problem 
for shallow steps (less than 2 mm). This depends on the 
width and the frequency components of the incident R wave. 
By using very narrow and broadband incident.wave, the 
result can be improved. Brown and Weight [110] discussed 
how to generate and receive broadband ultrasound of a 
narrow width in time domain and some people are studying 
how to generate narrow width and broadband surface wave by 
using PVF2 thin film [111]. 
From the relationship between cut-off wavelength Xc 
and step depth d, we know that for different damping 
levels of the puiser, the results are different, but the 
deviation is not much and there is still good linear 
relationship between Xg and d. If we check the spectra of 
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incident R waves under different damping levels in Fig. 
5.7, we will find that the influence of the different 
frequency density distributions from different damping 
levels on the Eg wave is small. 
C. Slits 
From the previous study of the interactions of R 
waves with steps, we acquired an understanding of the 
formation of waves and their roles in depth prediction. 
This will help us to study the interactions of R waves 
with slits and cracks. From the geometry point of view, a 
slit is a combination of a step-down and a step-up. The 
experimental result shows that when an incident R wave 
encounters a step-down, there are three significant 
transmitted R waves generated, i.e. the RS; wave, the Rj. 
wave and the R^ wave. If these waves now encounter a 
step-up, then each one should act as an incident Rayleigh 
wave interacting with a step-up. The result for a step-up 
shows that there are two significant transmitted R waves, 
one is the RSR^ wave and the other is the R^. wave. If a 
slit can be treated as a combination of a step-down and a 
step-up, then there are at least 6 transmitted R waves 
which will be picked up by the receiver. These waves are 
RSRSi and Rj-RS^ from RS^, RSR^ and R^Rc from R^ and 
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RSRt and Rt^t from » if the P waves are weak. We will 
examine these waves first by ultrasonic test and then use 
them to study slit depth prediction. 
1. Interactions of Rayleigh wave with slit 
In case of a step, there is a cut-off R wave R^. in 
step-down and RPR^ and RSR^ waves in step-up. If we 
consider a slit as a combination of step-down and step-up, 
there should be an Rg wave in the transmitted wave train 
and the separation of this Rg from the Rj; wave should be 
the same as the separation in either of the step cases, 
because R waves propagate along free surface. This is not 
true in a real ultrasonic test. Figure 5.32 shows a 
comparison of the transmitted wave trains for a 4 mm step 
and a 4 mm slit. From this figure, we find, that for a 4 
mm step, the Rg wave is ahead of the main transmitted R 
wave (R^) in the transmitted wave train, but for a 4 mm 
slit at the same position in the transmitted wave train, 
there is no Rg wave. For other different deep slits, the 
results are the same, that is no Rg wave can be found or 
recognized in the transmitted wave train. 
To check the existence of Rg wave after interaction 
with a slit, a special specimen was used as shown in Fig. 
5.33 . 
In this setup, the body waves radiate into the 
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material from points 1, 2 and 3. They will not be picked 
up by the receiving transducer B. The only waves picked 
up will be the Rayleigh waves that transmitted around the 
slit. Figure 5.34 shows the waves picked up by receiver 
for slits with different depths. 
The wave marked as Rg, which arrives immediately 
ahead of the R^ wave, does not change its position 
relative to R^. when either the receiver or the transmitter 
shifts relative to the slit. This tells us that.this wave 
is an R wave. If we compare the Rg and R^ pairs of a 3 mm 
step in Fig. 5.22 (b) with the 2.95 mm slit in Fig. 5.34 
(c) and of the 4 mm step in Fig. 5.22 (c) with the 4.04 mm 
slit in Fig. 5.34 (e), we find that for the almost same 
depth step and slit the Rg and R^ waves are almost in the 
same relative positions. This makes us believe this wave 
is the Rg wave. 
It is clear from Fig. 5.34 that the Rg wave is hard 
to recognize when the slit depth is over 4 mm. The 
cut-off R wave (R^) for slit can be separated from the 
transmitted wave train, if the signal is strong and clear. 
But from Fig. 5.34, we found that the signal to noise 
ratio is low. In order to get better result, we picked up 
by eye the Rg wave as shown in the Fig. 5.34 by 
parentheses. The cut-off wavelength of this R^ wave for 
different deep slits are shown in Table 5.2. 
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Table 5.2. The cut-off wavelength Xc the Rj. wave 
from slits 
depth of slit Xc 
2 mm 0.96 mm 
2 .44 mm 1.54 mm 
2.95 mm 1.84 mm 
3.48 mm 2.07 mm 
4.04 mm 2.22 mm 
4.50 mm hard to find 
For slit depth over 4 mm, it is very hard to 
recognize the Rj, wave, so there is no data recorded. The 
wavelength of the low frequency end of the incident wave 
R^' is 5 mm (0.6 MHz). This suggests that this experiment 
can be used for slits up to about O.SxX. 
If we compare these cut-off wavelengths (Xc) for 
different slits to the results for steps, they are in 
close agreement. However, the cut-off wavelength Xc of a 
slit is higher than the Xc of same depth step. This is 
shown in Fig, 5.35. 
This result is expected. Since the boundary 
conditions for a slit tip are different from a step 
corner, and also the energy loss for R wave over a slit 
seems higher than over a step, because a slit has 2 
corners at the tip and a step has only one corner, the R^, 
wave for a slit loses more energy. If the generation of 
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Rg wave is under the same mode, no matter it is a slit or 
a step, then the frequency density of the R^ from a slit 
tip should be lower than the Rg from a step corner, and 
the relative cut-off frequency fg should be lower too. 
This explains why the line of cut-off wavelength versus 
depth for step is lower than for slit. 
From the discussion above, we know that the wave 
for a slit loses more energy than in a step-down. The Rj. 
wave from a real slit loses even more energy, because the 
slit has one more source point than the specimen in Fig. 
5.33 has. This is why for a real slit there is no 
significant Rg wave which can be found. So, the cut-off R 
wave does not play directly a very important role in the 
interaction of R wave with slits and cracks and their 
depth prediction. 
If the slit is a combination of step-up and step-down 
steps, then under the same transducer separation the RPRg 
and RSRg waves for slits should be at the same position of 
the RPRi and RSR^ waves for step-up. Because the Rg wave 
for a slit is from the interaction of the lower part of 
the incident R wave with a slit tip, it mode converts to 
body waves just like an incident R wave interacts with the 
lower corner in a step-up. So, the mode converted waves 
RPR£, RSR£, RPRg and RSRg should arrive at the same time 
under same transducer separation and time scale. Figure 
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5.36 shows the comparison of received wave trains for 
steps and slits. All specimens are l"xl" square and about 
10" long. The width of slits is 0.25 mm (0.01"). 
The separation of transducers is 89.2 mm from center 
to center for both steps and slits. The time delay is set 
at 38.4 fis for each test. From the result (Fig. 5.36), 
the arrival time t^g of minimum amplitude (point A in Fig. 
5.36) of 
found in 
the RPR 
Table 5 
and RSR waves 
.3 . 
for each step and slit are 
Table 5. 3 . The 
and 
comparison of 
RSR waves for 
the arrival times 
steps and slits 
of RPR 
step slit 
depth 
(mm) 
sampled 
points^ ( . u s )  
depth 
(mm) 
sampled 
points (*§) 
1.93 252 43 .31 2.5 254 43 .3 5 
2.55 253 43.33 3.0 251 43 .29 
3.68 253 43.33 3.5 251 43 .29 
&The total sampled points are 512 points in 10 u s  
period, point 1 is 0 us, point 512 is 10 fis, so point 252 
is associated w i t h  a  time o f  (252-1)/(512-1)xl0=4.91 u s  
relative to the point 1. 
^^ma the time calculated from sampled point (see 
^) plus the time 38.4 ^ s which is the time associated with 
the point 1. 
From Table 5.3, we find that the arrival times for 
steps are very close to the arrival times for slits. This 
proves that the waves RPR^ and RSR^ in slit are coming 
from the same process as the RPR^ and RSR^ waves in 
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step-up. The only difference is that the RPR^ and RSR^ 
waves are from the whole incident R wave, but the RPR^ and 
RSRg waves are from the Rq wave. This also confirms that 
a slit is a combination of step-up and step-down. Later, 
we will see that the frequency content of these two wave 
packages are different and the RPR^ and RSR^ wave package 
has higher frequency content than the RPRg and RSR^ wave 
package. 
The change of damping and attenuation levels does not 
change the reference point A of the RPRg and RSR^ waves. 
The damping level used in Fig. 5.36 is 0 (250 û) and the 
attenuation is 10 dB. The reason for this choice is to 
increase the signal to noise ratio in order that the point 
A of the RPRj. and RSR^ waves can be found easily. 
Figure 5.37 shows the transmitted wave trains for 
different slit depth under damping level 8.5 (57 fl) and 
attenuation 20 dB. If we compare the RPR^ and RSR^ waves 
in Fig. 5.37 for different slits, we will find that there 
is a wave marked by "A" overlapping with the RPR^ and RSR^ 
waves. In Fig. 5.37, the RPR^ and RSR^ wave package is 
only marked by RSR^. Since theoretically the RPRq exists, 
but actually it is very weak compared with RSR^. This 
will be confirmed later. 
The wave "A" is not clearly shown in Fig. 5.37 (a), 
but if we compare it with Figs, 5.37 (b) to (e), we will 
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find that the RPRg and RSRg waves always arrive at the 
same time, and there are waves from mixing with the RPRg 
and RSRg waves when slit depth is 2.5 mm to separating 
from the RPR^. and RSR^ waves when depth is 5 mm. These 
waves are believed to be RPR^ and RSR^ wave package and 
will be proved in the following. 
First, it is very hard to check these waves by time, 
because the wave shape of RPR^ and RSR^ wave package is 
different from the wave shape of RPR^ and RSR^ wave 
package and the wave shape of Rj- wave. So, it is unable 
to choose the reference points from the RPR^ and RSR^ wave 
package and the RPR^ and RSR^ wave package to measure the 
time lags betwBen these wave package and compare them with 
the theoretical values. But we find that there is an 
interesting relationship between RSR^ and 'RS|. wave package 
and the SRg and SR^ wave package. The latter package 
comes from the mode conversions of the Rg and R^ waves at 
the slit tip. From this interesting result, we may be 
able to solve the problem. In Figs. 5.36 and 5.37, the 
receiver is positioned more than 70 mm from the slit in 
order to separate the PR (PR^ and PR^) and SR (SR^ and 
SRj.) waves from the RPR (PRP^ and PRP^) and RSR (SRS^ and 
SRSj.) waves and to weaken these body waves to reduce their 
influence on the RPR and RSR waves. So, when we use the 
SRg and SRj. waves, the receiver should not be too far away 
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from the slit and we also hope there is no interference 
from the RPR and RSR waves to the SRg and SR^ waves. To 
accomplish this, we should do some special specimens. 
We know from previous sections that the RPR^ and 
RSR^ waves in steps are weak when the step depth increases 
and these waves are hardly recognized when the depth is 
beyond 6 mm. By using this property, we can prove that 
the waves RPRg and RSR^ are always accompanied by the RPRj-
and RSRj. waves. The way to prove this is to make a 
step-slit specimen shown in Fig. 5.38. 
In Fig. 5.3 8, d is chosen between the normal working 
range from 2 mm to 6 mm, H is chosen out of the range 
which RSRg can be detected, that is beyond 6 mm. Then, 
the group waves RPR and RSR are not shown in the received 
wave train and the PR and SR waves can be -found in the 
wave train by shifting the receiver close to the slit. 
Figure 5.39 shows the waves picked up by receiver of 
a step-slit specimen. The H and d of this specimen is 
9.15 mm and 3.55 mm respectively. The position of 
transmitter is 12.9 mm from the slit side, the position of 
receiver changes from 25.6 mm to 44.6 mm from the step 
side. In Fig. 5.39, we use (A, B) to represent the 
positions of transducers from the slit, Â means the 
distance of receiver to the slit and B means the distance 
of transmitter to the slit, the units are mm. The rest of 
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this thesis will use this method to express the positions 
of transducers to a slit or a step. 
From Fig. 5.39 (a) to (c), we find that the PR and SR 
waves move relative to the R^. wave as the receiver changes 
its position. From this relative movement, we know they 
are not R waves. They are not PR waves either, this will 
be proved in what follows. The relative movement of the 
SR waves to Rj- from receiver position 25.6 mm (Fig. 5.39 
(a)) to 31.9 mm (Fig. 5.39 (b-)) is 0.24 /is by calculation. 
The measured relative movement is 0.26 /is. The calculated 
relative movement from receiver position 31.9 mm to 44.6 
mm (Fig. 5.39 (c)) is 0.41 /is and the measured relative 
movement is 0.33 /js. If these waves are not SR waves, 
they may be the PR waves, but the calculated relative 
movement between PR waves and R^ wave from receiver 
position 25.6 mm to 31.9 mm is 1.1 fis, this compared with 
the measured 0.26 /is makes us believe these waves are not 
PR waves. If we change the thickness of the specimen, we 
get the same relative separation between this wave package 
and the R^. From all these studies, they must be SR 
waves. The errors between calculated and measured 
relative movement come from the measurement and the 
assumption of receiving position of receiver. Because the 
receiving position of a wedge type R wave transducer is 
assumed at the intersection of center line of the emitting 
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P wave in the wedge with the bottom plane of the Incite 
wedge (see point A in Fig 4.2). But the bottom plane of 
the lucite wedge is not a small area, waves can be picked 
up by the transducer at any contact point between lucite 
wedge and the steel specimen. Due to this reason, the 
relative time measurement method is used frequently. 
If we compare these SR waves with the RPR and RSR 
waves in Figs. 5.36 and 5.37, we will find that the wave 
shapes of these SR waves are very similar to the RPR and 
RSR waves. From this similarity and no significant PR 
waves in the wave train of Fig. 5.39 mentioned before, we 
can say that the RPR and RSR wave package is dominated by 
RSR waves, or the RPR waves must be very weak if they 
really exist. 
The separation of RSRg and RSR^ with the increase of 
slit depth is shown in Fig. 5.37, but it is not so clear. 
If we use step-slit specimen to check the separation of 
SRg and SRj-, we find the result is a little better. 
Figure 5.40 shows the separation of SR^ and SR^ with the 
change of slit depth by comparing the time change between 
the point "a" in SRg and point "b" in SR^. 
If we compare the separation of SRg and SR^ to the 
separation of RSR^ and RSR^, we will find they are very 
close to each other. In Fig. 5.41, it shows the 
comparison of the separations of SR^, SR^ pair and RSR^ 
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and RSR^ pair. This makes us believe the RSR^ and RSR^ 
are from the SRg and SR^. 
When an R wave interacts with a slit, the result from 
pitch-catch experiments shows that the R^, RSR^ and RSRj. 
waves are significant. If the receiver is close to the 
slit (about 2.5 times of slit depth), the RSR (RSR^ and 
RSR^) waves should disappear. Because the incident angle 
of the SR (SRj. and SRj.) waves from the slit tip to the 
receiver is smaller than the critical angle of the 
appearance of an R wave. Unfortunately, because of the 
overlap from SR waves, the disappearance of the RSR waves 
is not easy to show. 
Besides these waves, there are some other waves like 
&2Pl&i and R2Si waves which should be found in the wave 
train. Figure 5.42 shows theoretically the.waves 
generated from the interactions of waves emitted from 
wedge type R wave transducer with a slit. Figure 5.42 (a) 
shows the incident waves which will interact with a slit. 
Points 1 and 3 are the upper corners of the slit, point 2 
is the tip. Point 4 is related to the point on the free 
surface at which the P2R (P2^c P2Rc) waves mode 
convert to R4P2RC ^4^2^t waves. Point 5 is the point 
at which the S2R (S^Rg and S2Rt) waves mode convert to 
R5S2RC and R5S2Rt waves. For simplification, R^P^Rq, 
R4P2Rt> R5S2RC and R5S2Rt can be represented by RPR^, 
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RPRt, RSRj. and RSRf 
The notation is, as before, that the R4P2RC wave is 
an R wave mode converted from the P^Rg wave at free 
surface point 4, and the I^Rg wave is the P wave mode 
converted from the cut-off Rg wave at corner 2. 
The R^Fl&i wave can be found in both step and slit 
cases, but it is clearer in step case. Figure 5.43 shows 
the R^Pl^i wave in the transmitted wave trains of 5 mm 
step and slit. The theoretical positions of all other 
waves relative to the peak "P" of Rj. are shown by vertical 
line segments. The time from the minimum peak of the 
RzPiRi to the peak "P" of R^ for a 5 mm step is 0,81 fis 
and for a 5 mm slit is 0.8 ^  s. This means the R^PiRi 
waves in both step and slit are from the same way and 
related only to the depth of a step or a slit. 
Figure 5.44 shows that the &2PiRi wave moves away 
from the Rj- wave when the slit depth increases. But this 
wave overlaps with other waves, it is not so clear as the 
^2^1^i wave in step. The time from the minimum peak of 
RzPiRi to the peak "P" of R^ is also shown in the figure. 
The theoretical difference of time between R2^1^i and R^-
from 3 mm to 4 mm slits is 0.164 fis (=1/0^^-1/0^). The 
measured value is 0.16 fis from 3 to 4 mm slits and from 4 
to 5 mm slits. This confirms the presence of R2Pl&i waves 
in both step and slits. 
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The R2Si wave, if it can be detected, usually mixes 
with the &4S2RC» &4S2RC and R^Pi&i waves when transmitter 
is close to the slit. No clear changing of this wave is 
evident in the transmitted wave train with the change of 
transmitter position. So it can not be identified. 
If an attempt is made to identify only the 
transmitted waves close to the wave, we are unable to 
recognize every wave shown in Fig. 5.42. With the R wave 
transducers we used, only RS&g, RSR^, R^^lRi and R^ waves 
are identified in the transmitted wave train. These waves 
are shown in Fig. 5.43. 
^2^c» ®2®-c» ^2^t S2Rt are supposed to be found 
when the receiver is close to a slit, but for the wedge 
type R wave transducers we used, it is hard to recognize 
these waves in the transmitted wave train, but we know 
they are there. From the step-slit specimen, we know that 
the shear waves S2Rq and S2Rt which mode converted from R,. 
and Rj. have higher energy than the P2&C ^2^t waves. 
All other waves like Rg and other body waves are not 
recognizable in the transmitted wave train, they just show 
in the transmitted wave train as a noise. From cut-off 
hypothesis, the cut-off Rg wave should give us information 
about the depth of a slit, for step-down this hypothesis 
works; but for step-up and slit it doesn't work, because 
the Rg wave can not be recognized. But now there are 
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R4S2&C R4S2RC waves derived from and R^ waves, 
these waves mixed with other waves were used by people 
[88-95] as the cut-off R wave and the low frequency R 
waves to predict the depth of slit. Actually, they are 
neither Rg nor only low frequency R waves. Like RSRj-
wave, it is not low frequency R wave, because R^ has many 
high frequency components. 
2. Slit depth prediction 
The original "cut-off hypothesis" chose the cut-off 
wave, Rg, and used its frequency spectrum to establish a 
cut-off frequency, fg, which can be related to the slit 
depth. The wavelength, Xc (=CR/fc)' associated with this 
cut-off frequency was used to estimate a slit depth. 
However, as we have shown, the Rg wave itself is not 
always recognizable from the transmitted wave package. 
The transmitted R waves include the R|- wave, the RSRg and 
RSR^ wave package which is overlapped by other hard 
recognizable noise waves. 
From previous sections, we know that the RSRg wave is 
strong and it changes its position relative to R^. Since 
the origin of this wave is Rg, i.e. the deeper or lower 
frequency components of the incident wave, R^, the FFT 
and time of arrival of this RSRg should contain the 
information that is needed to predict the depth of a slit. 
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a. Time method From time method, it is obvious 
that we can find the slit depth by the time difference of 
flight of R waves. Because the RSRg wave does not change 
its time of flight with change of slit depth only (this 
means all other conditions are fixed, like transducer 
separation, settings of puiser, etc.). The wave 
changes its time of flight with slit depth. It should 
therefore be possible to use the relative positions, in 
time domain, between the RSRg and R^ waves to estimate 
slit depth. These two waves are more significant than the 
other waves in the transmitted wave train, but we need to 
choose reference points on them before we can do depth 
estimation. Unfortunately, these two waves are not 
similar to each other, so the reference points may pot 
represent their real separation. But, since each wave 
retains its individual shape, any chosen reference does 
not change its relative position to other points in that 
wave. Thus, a correlation can be established between the 
separation of waves and slit depth. Choose as the 
reference point on the RSRg wave the minimum peak A (shown 
in Fig. 5.45), just as before in Fig. 5.36. The reference 
point on the Rj. wave is the maximum peak B (also shown in 
Fig. 5.45). To confirm that point B is a good choice, the 
minimum peak C on R^ is also chosen to make a comparison. 
The point A on RSR^ does change its absolute time of 
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flight when the transducer position changes, but the 
relative time of flight between this wave and the R^. wave 
should be fixed for a certain depth of slit, that is the 
time for a R wave to travel twice the depth of a slit. 
When the receiver is close to the slit, because of 
the mixing of body waves, the reference point A of the 
RSRj, is hard to recognize. Figure 5.46 shows the 
transmitted wave train of a receiver 19.2 mm from a 4 mm 
slit, the theoretical positions of SRg and RSR^ relative 
to the peak "P" of are also shown by vertical line 
segment, the reference point A is not easy to define in 
this diagram. 
So, when we use the time method with the RSR^ and Rj-
waves, the position of receiver is important, especially 
for deep slits. Because the RSR^ wave is .wider and its 
amplitude is lower (this can be seen in Fig. 5.37). In 
order to get rid of the interference of body waves to 
RSRj. , it is better to place both transducers far away from 
the slit. We know that the phantom wave will come out and 
interfere with the RSR^. So, we try to put the 
transmitter close to a slit and the receiver away from a 
slit to reduce the interference of body waves to the RSR^. 
Usually, the transmitter is 19 mm from the slit and the 
receiver is about 70 mm or more from the slit. The 
working range for slit depth is then from 0.8 mm to 6 mm. 
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When the depth is less than 0.8 mm, it is very hard to 
have a clear separation between RSR^ and Rt waves. Figure 
5.47 shows the transmitted wave train of a 0.64 mm slit. 
Because of mixing, it is hard to identify the R^ wave. 
The theoretical position of RSR^ by the line segment 2, 
and the supposed position of the maximum peak for the R^^ 
is shown by the line segment 1. 
The relationship between step depth and the times t^B 
and t^c of point A on RSR^ and B or C on R^, as identified, 
in Fig. 5.45, is shown in Table 5.4 and Fig. 5.48. 
Table 5.4. Time delay t^B and t^C of different deep slits 
slit depth (mm) ^AB (ps) tAC (ps) 
o
 
00
 
00
 
0.476 . 0.5 82 
1 .38 0.688 0.847 
1 .67 0 .952 1 .111 
2.0 1 .217 1.376 
2.5 1.481 1.672 
3 .0 1.852 2.01 
3.5 2.116 2.275 
4.0 2.433 2.561 
5.0 3.153 3.28 
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The relationship between 
using least squares method of 
the correlation coefficient r 
5.4 and is found to be in the 
slit depth d and t^g by 
straight line regression and 
are calculated from Table 
following 
t^g=-0.1216+0.645 2d, r=0.990. 
The relationship between slit depth d and t^c and r 
are found as 
tAC=0.0177+0.65d, r=0.998. 
From these two formulae, we find that both points B 
and C are good to represent the wave R^j because the slope 
of these two lines (Fig. 5.48) are very close. Points A 
and C are better to represent the real separation of these 
two waves, because the time lag t^Q from Fig. 5.48 is 
almost zero for zero depth slit. 
Thus, the time method appears to be good if two 
reference points are recognizable. However, wave 
velocities, and hence times of flight, are influenced by 
many variables unrelated to slit depth. These include 
non-homogeneous inclusions near slit, residual stress and 
yield zone around a slit. Since the material for the 
specimens in this research was uniform and the tips of the 
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slits were free of residual stress, the time data are 
expected to be good. In many practical applications, 
especially when the depth is a fatigue crack, these 
conditions of homogeneity are not met. The next section 
considers spectroscopy as an alternative technique that 
may be more independent of material and stress variables. 
b. Spectroscopy For slits, the Rg wave is not 
found, but we know that there is a RSRg wave mode 
converted from Rg. In the step section (part B) of this 
chapter, we found that the cut-off wavelength of step-down 
Rg wave was related to step depth. We expect that the 
cut-off wavelength of the RSR^ wave from a slit may give 
us similar result. This is found to be the case. In what 
follows, we use the same spectroscopy method as before, 
but now apply it to slits. We use the program of the 
Appendix to pick the RSR^ wave and then perform an FFT to 
find the cut-off frequency f^ .. 
Singh [90] and Testa [95] found a relationship 
between cut-off wavelength and slit depth. The waves they 
used were the mixed wave package of PR^, PR^, SR^, SR^, 
RSRj., RSR^, RSS^ and RS ^ waves. Testa called this wave 
package the low frequency Rayleigh that was generated from 
the incident R wave. 
Although the RSR^ wave is significant in the 
transmitted wave train, it is hard to be separated it from 
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the other waves. If the receiver is moved further away 
from the slit, the SRg and SR^ waves will be separated 
from the mixed wave package. Theoretically, moving the 
transmitter close to the slit (about 30mm) makes the RSS^ 
and RS^ waves mix with the RSR^ and RSRj. waves. If it is 
closer (less than 20 mm) to the slit, the influence of the 
group RSS£ and RS^ wave package on the RSR^ and RSR^ waves 
will diminish, because they will be so close to the Rj-
wave that there will be little overlap between them and 
the RSRc and RSR^ waves. 
Control of the transducer spacings is the only way to 
reduce the influence of other waves on RSR^ and RSRj-. If 
the complete RSR^ wave is collected, the RSR^ wave is 
always included, because it is unable to separate these 
two waves, especially for shallow slits. 
The influence of SRg and SRj- waves, i.e. the body 
waves mode converted from the Rg or R^. waves at the tip 
may be important, if the receiving transducer is too close 
to the slit. To illustrate this, two receiver positions 
were arranged in the experiment. In one, the receiver was 
only 19.2 mm from the slit, the other was 108 mm from the 
slit. But the transmitter was kept 19.2 mm from the slit 
in both cases. 
Table 5.5. Cut-off wavelength Ac of different slit depths, 
transducer placing and instrument 
slit (19.2, 19.2) (108, 19.2) 
depth A=10 dB A=20 dB A=10 dB A=20 dB 
( mm) D = 0 D=4 D«8 .5 D «0 
1 
1 
1 
1 
i 
U 
1 
1 Q
 1 
D=8 .5 
I 
O
 1
 
II 
1 
O
 1
 1 
D =4 D=8 .5 D =0 D«=4 D =8.5 
1 .09 0.97 0.68 0.94 0 .83 0.79 0.92 0.92 0 .94 0.94 0 .87 0.83 0 .95 
1 .63 1 .36 1 .36 1 .33 1 .36 1 .33 1 .30 1 .22 1 .36 1 .28 1 .36 1.30 1 .30 
2.10 1 .71 1.71 1 .67 1 .71 1.71 1.71 1 .67 1 .67 1 .62 1 .71 1.71 1 .67 
O
 
1 
m
 j 
•
 1 
<N 
! 
2.07 2.07 2.0 2 .07 2.07 2.0 2 .0 2 .14 2.0 2 .14 2.14 2 .0 
3 .0 2.31 2.22 — — — 2 .31 2.31 2.4 2 .5 2.22 2 .5 . 2.4 2 .31 
3.5 2 .60 2.60 2.60 2 .5 2.60 2.60 2.5 2 .5 2.61 2 .5 2.5 2 .61 
O
 
1 
•
 1 1 
3.0 3 .0 3.0 3 .0 3 .0 3.0 2.73 2 .73 2.86 2 .73 2.73 2 .86 
5 .0 3 .53 3 .53 3 .33 3 .75 3.75 3.16 3.16 3 .53 3.16 3 .53 3.75 3 .53 
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Table 5.5 shows the cut-off wavelength Xc of 
different slit depths, receiver positions, energy levels 
and damping levels. The data are plotted in Fig. 5.49 and 
the prediction formulae from a least squares straight line 
fit through the data are presented in Table 5.6. 
We find from Table 5.5 that the cut-off wavelengths 
for low damping levels (0 or 4) and same attenuation and 
transducer separation are almost the same. In Fig. 5.49, 
we use the average of these two damping levels as the low 
damping level to compare its result with the data of high 
damping level D=8.5 (57 C). 
From these data, we find that the damping, 
attenuation and receiver position do influence the result. 
For shallow slit (about depth less than 2.5 mm), the data 
do not scatter much, and the influences are small. For 
deeper slits, especially if the depth is over 4 mm, the 
influence of damping, attenuation, and receiver position 
is great. From Table 5.5 and Fig. 5.49, we find that the 
discrepancy due to different damping and receiver position 
for 5 mm slit is large. 
Testa [95] used a 1.9 mm slit to check the influence 
of receiver position, he found that the cut-off wavelength 
was not affected by the receiver position. This is 
because the slit is shallow, so the RSRg wave is very 
strong and the influence of other waves seems very small. 
122 
For deeper slits, say 5 mm, the result is not good. So 
the position of transducer does influence the result. 
Later we will find that the problem is more serious when a 
new wave comes into play. 
Among these data of different conditions, the best 
linear relationship between the Xg and slit depth d is the 
data under damping level 8.5, attenuation 20 dB, and 
receiver position 108 mm away from the slit. The 
correlation coefficient r of a straight line regression i 
0.998. The prediction formula for this condition is 
d=0.423+1.521Xc from Table 5.6. This relationship is 
shown in Fig. 5.49 as a solid line. 
If we consider the overall linear regression of all 
data, the overall result of the prediction formula is 
d=0 .3 87+1. 536X(. from Table 5.6. Testa's result of 
prediction formula is d=0.746+1.587Xg» this is the dashed 
line shown in Fig. 5.49. He included almost every wave 
ahead of the wave and both transmitter and receiver 
were fixed at 20 mm from the slit. His result is close t 
the prediction formula in Table 5.6 under low damping 
level, attenuation 20 dB, and receiver position 19.2 mm 
from the slit. 
Table 5.6. Prediction formulae of slit depth 
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8(a,b) a is the distance of receiver to the slit, b is the distance 
of transmitter to the slit. 
b r is the correlation coefficient. 
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Sometime the cut-off frequency f^ of the RSR^. and 
RSR^ wave package is hard to define. This is shown in 
Fig. 5.50 which is the spectrum of the RSR^ and RSRj. wave 
package for a 3 mm deep slit. It is hard to say in Fig. 
5.50 where the f^ is. One way tried to solve this problem 
is to use the half power point from the maximum amplitude 
of the spectrum. Figure 5.51 illustrates this scheme. 
is the maximum amplitude of the spectrum of the RSR wave 
package and fj^  is the frequency associated with this A^ . 
The half power frequency f^p is defined as the 
frequency at which the energy is one half of the maximum 
energy at fjjj or its amplitude is 0 .707 times of the 
maximum amplitude The-purpose of this scheme is to 
define more precisely the cut-off frequency fg of the RSR 
wave package. While the "3dB down" or half power point is 
used to define the cut-off wavelength, , the results in 
Table 5.7 and on Fig. 5.52 are obtained. The scatter in 
the data is much worse than in Fig. 5.49. 
3. The influence of transducer position 
From previous sections, we know that the receiver 
position influences the result for depth estimation. This 
is especially evident when the slits are deeper and the 
receiver is shifted close to the slit. 
Table 5.7. Half power wavelength Xhp different slit depths and settings 
slit (19.2, 19.2) (108, 19.2) 
depth A=10 dB A=20 dB A=10 dB A=20 dB 
( mm) D=0 D=4 D==8.5 D=0 D=4 a
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II 
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03
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•
 
1 1 1 
D=0 D=4 D = 8.5 D=0 D =4 D = 8.5 
^
 
1 
*
 
1 
O
 
1 
vo
 
1 1 
1.94 1 .88 1.62 1 .88 1 . 88 1.58 1 .94 1.88 1.71 1 .94 1.88 1.71 
1 .63 2.22 2.22 2.0 2.22 2.22 2.0 2.0 2.22 2 .07 2.22 2.22 2.0 
2.10 2.86 2.86 2.73 2.86 2.86 2.73 2.86 2.86 2.61 2.86 2.86 2.61 
2 .50 3.33 3.33 3.16 3 .33 3 .33 3.16 3.33 3 .33 3 .16 3 .33 3 .33 3.16 
3 .0 3 .53 3 .53 3.53 3 .53 3.53 3.53 3 .53 3.53 3 .33 3.53 3 .53 3.33 
3.5 3.75 3.75 3.53 3.75 3.75 3.53 4.0 4.0 3 .33 3.75 4.0 3 .33 
4.0 3.75 3.75 3.75 3.75 3.75 3.75 4.29 4.29 3.75 4.29 4.29 3.53 
5.0 4.62 4.29 4.29 4.62 4.62 4.0 4.29 4.62 4.0 4.29 4.62 4.29 
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If we want a clear RSR wave package, it is better to 
shift both transducers away from the slit. Under this 
situation, the influence due to the incident shear wave 
and the mode converted body waves will be small to the RSR 
wave package, because they are separated from the RSR 
waves. 
When this is done, i.e. when both transducers are far 
away from the slit, a strange wave appears between RSR^ 
and R{. waves. Figure 5.53 shows the received wave trains 
for a 4 mm slit when the transmitter is 82.7 mm from the 
slit and the receiver changes position from 19.2 mm to 
10 8.1 mm. 
In the first figure, the receiver is 19.2 mm from the 
slit and only the RSR and SR wave packages are evident in 
the transmitted wave train. When the rece-iver is 31.9 mm 
from the slit, an intermediate wave (wave Ph shown in Fig. 
5.53) is just recognizable. When the receiver is 57.3 mm 
from the slit, this wave is much clearer. When receiver 
is at 82.7 mm and beyond, this wave dominates the 
transmitted wave train. 
From Fig. 5.53, we notice that this wave overlaps the 
RSRg wave. It is hard to define this wave and, due to its 
strange properties, we call this wave "phantom" wave (Ph). 
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4. The properties of phantom wave 
The appearance of phantom wave is strongly related to 
transducer position. It does not appear or disappear 
suddenly, but if we consider it to be absent either when 
it does not keep its shape any more and/or when it is not 
possible to isolate it from other waves, then we can say 
that the phantom wave disappears. This happens when 
either the transmitter or receiver is less than about 60 
to 70 mm from the slit. 
Figure 5.54 shows the phantom wave, Ph, in the 
transmitted wave trains of slits with varying depth. Its 
shape is similar to a one period sine wave and remains 
similar for different depth slits. This property helps us 
to identify the phantom waves in wave trains. The 
following sections discuss the nature and .behavior of this 
wave in steel specimens. 
a. Phantom wave is a Rayleigh wave This is 
confirmed by observing that the relative position of 
phantom and the R^- waves do not change when either one or 
both the pitch-catch pair of transducers shifts relative 
to the slit. In Fig 5.55, waves Ph and R^. are identified 
for different receiver positions at a 5.26 mm slit. The 
transmitter is kept at 82.7 mm from the slit, while the 
receiver changes position from 184.3 to 108.1 mm. 
We find that the time between the first minimum point 
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"a" of the phantom wave and the minimum valley of the Rj-
wave remains 3.3 #/s for all four transmitter positions. 
This proves this wave is a Rayleigh wave. 
b. The influence of slit width In Fig. 5.56, the 
phantom wave is obtained when a 4.39 mm deep slit has 
different widths. The elapsed time between the first 
minimum point, a, on the Ph wave and the minimum point, b, 
on the Rj. wave remains constant at 2.63 AIS, even though 
the width changes from 6.6 mm to 17,8 mm. This result 
tells us that, no matter what the slit width is, if the 
depth and geometric shape does not change (normal slit or 
normal trench), the phantom wave exists and is received at 
the same position in the time domain under same transducer 
separation. Of course, the transducers should both be at 
least 60 mm from the slit. This gives us «a clue that the 
lower corners of a slit or a trench may be the sources 
that generate the phantom wave. So, we have the following 
tests . 
c. The influence of trench shape If the phantom 
wave is generated from the lower corners of a normal slit 
or trench, then it should change or disappear if the 
geometry of the bottom of a surface discontinuity changes. 
Figure 5.57(a) shows a circular arc surface discontinuity, 
the radius of this circular profile is 4.1 mm, the depth 
is 2.41 mm. Figures 5.57 (b) to (d) show that the phantom 
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wave (Ph) decays and disappears as the receiver position 
reduces from 86.8 mm to 36 mm from slit. In Fig. 5.57 (d), 
the Ph wave almost could not be recognized. The wave 
ahead of Ph is recognized to be the B^Pl&i wave. Its 
theoretical position relative to the peak "p" of is 
represented by a vertical line segment. This relative 
time is 1.53 //s . 
Figure 5.58 shows the phantom wave, Ph, in the wave 
trains of different surface discontinuities. From these 
records and that of Fig. 5.57, we know that the generation 
of phantom waves is not only from the sharp tip of a slit. 
Phantom wave generation is related to the overall 
smoothness of a surface discontinuity. In order to find 
this, a circular surface discontinuity was made and the 
two top sharp corners 1 and 2 were smoothed (see the 
specimen in Fig. 5.59 (a)). The results of the received 
wave trains and Ph wave of circular discontinuities with 
two sharp corners, one sharp corner and no sharp corner 
are shown in Fig. 5.59 (a), (b), and (c) respectively. 
All other test parameters were the same. It is clear from 
this test that the smoothness of a surface discontinuity 
affects the generation of a phantom wave. 
d. The arrival time of phantom wave The arrival 
time for phantom wave actually was found to be a function 
of slit depth. Figure 5.60 shows the relationship between 
130 
arrival time of a phantom wave and slit depth. The 
separation of the transducers was fixed at 160 mm, each 
transducer is roughly 80 mm from the slit. The measured 
time is absolute time from trigger signal to the minimum 
valley A of the Ph wave (see Fig. 5.54). 
From Fig. 5.60, we find that the arrival time of the 
Ph wave is linearly proportional to the depth of slits. 
Below 3 mm, the RSR^ wave is very strong and the phantom 
wave overlaps with it. It is then hard to recognize the 
phantom wave, so there are no data for slit depth below 3 
mm. 
In Fig. 5.60, the arrival times of phantom waves for 
slits 30 and 45 degrees inclined relative to the normal 
slit are also shown. It is interesting to find that the 
arrival times of phantom waves of 30 degrees inclined 
slits are very close to the arrival times of normal slits, 
but for 45 degrees inclined slits the arrival times are 
longer. 
e. Influence of the width of specimen We find 
that the phantom wave decays when the width of the 
specimen gets larger. Figure 5.61 shows the transmitted 
wave train of a 3.5 mm slit for different widths of 
specimen, the positions of transducers were (82.7, 133.5). 
From this figure, we notice that the phantom wave is hard 
to identify when the specimen width is about 33 mm. We 
131 
don't know why, but at least we know that the generation 
of phantom wave is related to the width of a specimen. 
5. Discussion 
From the experimental results, the interactions of R 
waves, from a wedge type R wave transducer, with slits 
seem to be more complicated than with steps. Many waves 
are generated and the position of transducer affects the 
result. The cut-off wave, R^, is not the significant 
component in the transmitted wave train which is dominated 
by the RSR^ if the R^ wave is not included. The RSR^ wave 
seems the only wave which we can reliably use to predict 
the depth of a slit. For slits normal to the surface, the 
spectrum analysis of RSR^ wave gives good results for 
depth prediction. The settings of the electrical 
characteristics of the puiser and receiver did influence 
the result of depth estimation, but the effect is small so 
long as the resulting wave is reasonably broadband. This 
means the RSRj. wave is not greatly influenced by the 
change of frequency distribution of the incident wave. 
Also, the influence of body waves on the RSR^ wave is 
sma11. 
The positions of the transducers relative to the 
slits have an effect on the transmitted wave train when 
both transmitter and receiver are 60 mm away from the 
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slit. An unknown wave, tentatively called a "phantom 
wave", appears at these large separations of transducers. 
The properties of phantom wave was studied in order to 
have a conclusion about its origin. It looks as if part 
of the incident Rayleigh wave does not interact directly 
with a surface discontinuity but rather diffracts to the 
other side of the surface discontinuity to be a phantom 
wave, and its generation is related to the width of the 
specimen, so the side edges of a slit or surface 
discontinuity are related. The arrival time of phantom 
wave under fixed transducer separation is good for 
estimating the depth of a slit. This can also be used for 
inclined slits whose angles are not over 30 degrees from 
the normal to the free surface, but the restriction of 
transducer separation and width of test pie'ce still apply. 
D. Separation of Waves 
From previous study, we used computer program to pick 
up the R(. wave or RSR^ wave from transmitted wave trains. 
The result of the spectrum analysis of these waves gave us 
a good estimation of step and slit depths. If we can 
separate these waves completely from a transmitted wave 
train, then the result of depth estimation will be much 
better. This is why we want to try more about wave 
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separation. If this can be done, then the information in 
each wave can be revealed and from the time between waves 
and the spectra of waves the detail of an unknown defect 
may be solved. So how to separate these transmitted waves 
is another important field which we want to discuss here. 
The separation scheme used most successfully is the 
homomorphic deconvolution [70, 71, 74] of a signal train 
composed main source wavelet and its echoes. The basic 
principle is that the signal train can be treated as a 
convolution of a source wavelet and a series of delta 
functions associated with its echoes. 
For example: if a wavelet s(n) and its echo of Uq 
units of time delay and relative amplitude a, i.e. 
asCn-Ug), compose a wave train x(n), this x(n) can be 
written as 
x(n) = s(n)+as(n-no) (5.1) 
This signal train can be rewritten as a convolution 
form 
x(n) = s(n)*[a(a)+ag(n_no)], (5.2) 
where ô(n) is the Dirac delta function. The Fourier 
Transform X(w) of x(n) is 
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X(<j) = S( W) [ 1+aexp( - JCJUq) ] (5.3) 
where w is the angular frequency. 
The power spectrum of x(n) is 
|x((^ )| 2 =|s(w)| 2(1+a2+2acoswng) 
If we take the logarithm of the power spectrum, then 
we get 
log|x(w)|2 = log I S(«j) I 2( 1+a2+2acos(jno) (5.4) 
The logarithm of the power spectrum of equation (5.4) 
is the cepstrum of signal x(n). To differentiate the 
complex cepstrum from this cepstrum, this cepstrum is 
usually called the power cepstrum. It can be used to find 
out the time delay between echoes and the main wavelet. 
Figure 5.62 (a) shows a wavelet s(n)=nexp(-0 .06n) and its 
echo 0.8s(n-no), n is in units of time, ng used here is 80 
units. Figure 5.62 (b) shows the power cepstrum of this 
wave train. From Fig. 5.62 (b), the peaks are found to be 
at those points which are integral multiples of 80 units. 
These peaks give us exactly the time delay between the 
wavelet and its echo. 
135 
The power cepstrum does not contain the phase 
information of a signal. So, it only can give us the time 
delay information between the main wavelet and its echoes. 
If we want to recover the main wavelet, then the complex 
cepstrum must be used. The scheme of complex cepstrum is 
shown in Fig. 5.63. 
Here, x(n) is the complex cepstrum of the input 
signal x(n). x(n) can be derived from equation (5.3) by 
first taking logarithm of equation (5.3). This gives 
A 
X(w)= log[S(w)]+log[l+aexp(-jwng)1 
A 
here X means log[X]. 
A 
If a < 1, then X can be written as 
X(w)= log[S(w)]+aexp(-jwno)-a^/2«exp(-2jwnQ) 
+-
A 
Take inverse FFT of X, and get the complex cepstrum 
A , . . A 
x(n) which is defined as the inverse FFT of X, 
x(n)= s(n)+aô(u-uq)-a^/2 • 5(n-no)+-... 
This complex cepstrum x(n) is a summation of the 
complex cepstrum of the main wavelet s(n) and a series of 
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peaks associated with the time delay of the echo to the 
main wavelet. So, if we can separate the s(n) from x(n) 
with a filter and reverse the procedure of Fig. 5.63, then 
the main wavelet can be recovered. This complete 
procedure which is called homomorphic deconvolut ion is 
shown in Fig. 5.64, 
Figure 5.65 shows the whole procedure to recover a 
main wavelet from a wave train and find the time delay of 
its echo in the complex cepstrum. 
Figure 5.65 (a) shows the received wave train which 
is the combination of the wavelet s(n)=nexp(-0.06n) and 
its echo o.4nexp(-0.06(n-55)). The echo is 55 units delay 
to the wavelet. The wavelet itself is shown in Fig. 5.65 
(b). Figure 65 (c) shows the complex cepstrum of this 
wave train, from this figure the time of de-lay can be 
found from the peaks in the complex cepstrum. Figure 5.65 
(d) shows the recovered wavelet which is exactly the 
wavelet in Fig. 5.65 (b). 
We tried both power cestrum and complex cepstrum on 
the transmitted wave trains of slits, but we can not 
identify the peaks in the cepstrums, because there are too 
many peaks which are imposible to be used to find the time 
delay between wavelet and echoes, and it can not filter 
the complex cepstrum to recover the main wavelet in the 
transmitted wave train. This means that the waves in the 
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transmitted wave train are not echoes of some wavelet. 
From section B and C of this chapter, we know the waves in 
the transmitted wave train are from body waves, mode 
converted waves and other Rayleigh waves, mixing of these 
waves makes this method not available to separate the 
waves. 
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VI. CONCLUSION 
The understanding of the interactions of Rayleigh 
waves with surface discontinuities is important, if 
ultrasonic Rayleigh waves are used in non-destructive 
testing. The study of the interactions of ultrasonic 
Rayleigh wave with steps increased very much our 
understanding of the interactions between ultrasonic 
Rayleigh waves and slits. The commercial wedge type 
Rayleigh wave transducers are efficient transducers for 
generating ultrasonic Rayleigh waves. Unfortunately, they 
also produce shear wave. This shear wave did influence 
the result of NDT testing, if it could not be separated 
from the waves desired. For steps, this shear wave from 
wedge type transducer is easy to be separated, because it 
can be identified; for slits, the effect of this shear 
wave is not significant in the transmitted wave train. 
Cut-off Rayleigh wave, Rg, is confirmed in the 
transmitted wave train from a step-down step. Reciprocity 
and the consideration of mode conversions of body waves to 
Rayleigh waves led us to an understanding of physics of 
the interactions of Rayleigh waves with step-up and slit. 
We could not find the cut-off Rayleigh wave in the 
transmitted wave trains of step-up steps and slits. This 
tells us the mode conversions are very important in the 
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interactions of ultrasonic Rayleigh wave with steps and 
slits, and the wave RSRj, plays an important role in the 
mode conversion. 
Computer program to recognize the transmitted wave 
train, separate the Rg and RSRj. waves and find the cut-off 
frequency has been studied to do the depth estimation 
automatically, the result is good. Separation of waves by 
cepstrum and homomorphic deconvolution has been tried, the 
nature of the transmitted wave train makes this separation 
method unavailable. 
Phantom wave is a strange Rayleigh wave, more work is 
needed to understand its generation. This tells us that 
the transducer position relative to a slit is important 
for ^ depth estimation. 
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IX. APPENDIX: PROGRAMS OF AUTOMATIC WAVE RECOGNITION 
Main transmitted Rayleigh wave (Rt), its general wave 
form for steps and slits is shown in Fig. 9.1. 
Ips 
TIME 
Figure 9.1. The general wave form of transmitted 
main Rayleigh wave 
For transmitted wave Rj-j its maximum peak "P" is 
shown in Fig. 9.1. This peak "P" is a reference point 
used to recognize the transmitted wave train of the 
interaction of Rayleigh wave with a step or a slit, 
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because it is very significant and always shows up as a 
maximum peak. 
The general wave form of this R.^ is from the peak "P" 
forward to B, the first front vally point, and forward up 
again to a peak at point 1, then to the first zero at 
point "A". For a transmitted wave train of a step or a 
slit, the first step to recognize this wave train is to 
find peak "P". The position of "P" can be pre-estimated 
by the path length and velocity of the R wave, then we can 
find this peak on the CRT of an oscilloscope by adjusting 
the time. Once this peak has been identified, the 
transmitted wave train is under control. 
If we are only interested in the cut-off R wave R^ in 
step case or RSR^ wave in slit case, we cut off the R^ 
wave from the transmitted wave train. The cut-off point 
is supposed to be "A" in Fig. 9.1, that is from "A" to the 
right (or more time of flight) the R^ wave is cut off or 
thrown away from the received transmitted wave train by 
program. But due to other waves (like RPR^ wave etc.) 
which mix with the front part AB of the R^ wave, point "A" 
is not clear in the wave train of a step or a slit. In 
this case, the point "B" is chosen automatically to 
replace "A". Figure 9.2 shows the transmitted wave train 
of a 3.05 mm deep step before and after the cut off of the 
Rt. 
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In this figure, the peak "P", the first front vail 
"B" and the supposed first zero "A" are shown by circle 
We know the RPR^ wave is in between Rg and R^., and it 
always overlaps with Rg. In order to pick up an 
integrated R^ wave, RPR^ wave is always included in the 
wave for analysis. From Fig. 9.2 (a), the point "A" is 
found to be in the range of RP&i, so the point "B" is 
chosen as a cut off point for step to get rid of the R^ 
this is the way we do for step. 
200 
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I LU 
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-200 
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TIME 
Figure 9.2. The automatic choosing of R^. wave in the 
transmitted wave train of a step-down 
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To choose the wave Rg, the minimum valley point "a" 
on the Rg is chosen as a reference and from this point 
forward to peak "1", then forward to find the zero point 
"b", this "b" is defined here as the wave front of a R*. 
wave. Every wave ahead of this this point is cut off from 
the wave train, so the result of the Rg wave picked up by 
computer is shown in Fig. 9.2 (b). 
For the transmitted wave train of a slit, the Rj. wave 
is more like the general form in Fig. 9.1, but the first 
zero "A" is not a real zero, this can be found in Fig. 9.3 
(a). This point "A" is usually below zero, and the 
amplitude of the first front valley "B" sometimes is more 
negative than the minimum valley "a" of the RSR^ wave. In 
order to use the minimum valley "a" of the RSR^ wave as a 
reference, the cut off point of R^. is chosen "A" not "B". 
This can be done by finding the slope changing point in 
front of the peak "P" three times to get "A". Because the 
RSRj. wave is the most interesting wave for us, so we use 
the same procedure as for step to pick up this wave. To 
find the minimum valley reference "a" on RSR^ is the first 
step, then from this point forward over the peak "1" to 
find the wave front "b" which is the wave front of the 
RSRg. Also from the reference "a" backward over the peak 
"2" to find the wave tail "c" which is another cross zero 
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point. All these points can be found in Fig. 9.3 (a) and 
(b). The last chosen wave is shown in Fig. 9.3 (c). 
In order to solve many other complicated situations, 
a verstile program XM was developed. This program can do 
many other selection, the detail of this is in the 
documentation of the program XM. The flow chart is shown 
in Fig A.4, the documentation and program source list are 
also arranged after the flaw chart. 
RELATIVE AMPLITUDE 
r§ 
T. l 
••• 
S§ 
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START 
NO SAMPLING 
YES READ 
FILE , 
NO 
WISDOM 
[YES 
YES SHIFTIN 
NO 
YES 
WINDOW OUT 
WAVE 
SEARCH MAX 
AND MIN OF 
DATA 
CHOOSE 
REFERENCE 
IDENTIFY 
WAVE 
Figure 9.4. Flow chart of Program XM 
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YES 
;EIFTING 
NO 
YES SMOOTH- FFT 
NO 
REVERSE 
FFT 
WAVE 
RECOGNITION 
AND PICK-UP 
HANNING 
WINDOW 
FFT 
FIND PEAK 
AND CUT-OFF 
FREQUENCIES 
NO QUIT 
YES 
END 
Figure 9.4. (continued) 
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DOCUMENTATION OF XM 
Q:QUEST ION 
A:ANSWER 
QIZWANT TO SAMPLE ? 
A : 1.Y;SAMPLING 
2.s:SHIFT READ IN FILE 
3.0THERS:READ IN FILE TO BE ANALYZED 
Q2:FILE NAME ? 
A :TYPE IN FILE NAME TO CREATE A DATA FILE 
(EXCEPT FOLLOWING Q4) 
Q3:PL0T OR DISPLAY ? 
A 
@:P-PLOT 
D-DISPLAY 
$:R-REAL DATA 
I-IMAGINARY DATA 
M-MAGNIIUDE 
P-PHASE 
%: INTEGER (.1-10) MEANS 2A*% POINTS 
Q4:WHICH FILE YOU WANT READ IN ? 
A ZREAD IN FILE TO CBUE 
Q5:IF INCLUDE WHOLE WAVE, HIT Y 
A n. Y : INCLUDE WHOLE WAVE.NO CUT OUT OF TRANSMITTED 
RAYLEIGH WAVL(T R-W) 
2.0THERS:G0 TO NEXT STEP 
Q6:CUT TRANSMITTED RAYLEIGH AT FIRST ZERO OR VALLEY 
A :1.Y:T R-W IS CUT AT THE POINT FROM THE MAXIMUM A,' 
GO FORWARD TO THE POINT OF ZERO OR 1ST MINIMI 
AMPLITUDE POINT 
2:0THERS:C0NTINUE STEP 1 OF THE 13T MINIMUM POIN 
THEN GO FORWARD (TO TIME ZLRO)TO THL ;-G 
ZERO OR MAXIMUM AMPLITUDE 
Q7:0NLY MAIN RAYLEIGH ? 
A ii.N:GO TO NEXT STEP 
2.OTHERS:CHOOSE AND KEEP 
Q8:WANT HANNING WINDOW ? 
A :1.Y:D0 HANNING WINDOW TO 
2.OTHERS;TO NEXT STEP 
THE T R-W ONLY 
BOTH ENDS (JE CHOSEN WAV 
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A :l.Y:SHIET THE WAVE FORM BY SHIFTING THE MAXIMUM 
AMPLITUDE POINT TO THE NEW ASSIGNED REFERENCE 
POINT 
2.0THERS:TQ NEXT STEP 
QIOZREFCRENCE POINT ?(ONLY A OF U9 IS Y) 
A :N(INTEGER)THE ASSIGNED REFERENCE POINTd TO 512) 
Qll:WANT TO SMOOTH WAVE 7 
A :1.Y:DU FFT,CUT HIGH FREQUENCY COMPONENTS THEN DO 
REVERSE FFT TO GET THE SMOOTH WAVE 
2.0THERS:I0 NEXT STEP 
Q12:WHICH CASE YOU WANT? 
POINT 1:FR0M MAXIMUM PEAK OF THE WAVE(Q15) GO FORWARD 
TO 1ST ZERO OR MINIMUM AMPLITUDE POINT 
POINT 2:C0NTINUE ABOVE PROCEDURE TO NEXT ZERO Ok 
MAXIMUM AMPLITUDE POINT 
POINT 3:FROM MAXIMUM PEAK OF WAVE GO BACKWARD TO 1SÏ 
ZERO OR MINIMUM AMPLITUDE POINT 
POINT 4:C0NTINUE ABOVE PROCEDURE TO NEXT ZERO OR 
MINIMUM AMPLITUDE POINT 
POINT 5:FR0M MINIMUM PEAK OF WAVE GO FORWARD-TO 1ST 
ZERO OR MAXIMUM AMPLITUDE POINT 
POINT 6:C0NTINUE ABOVE PROCEDURE TO NEXT ZERO OR 
MINIMUM AMPLITUDE POINT 
POINT 7:FROM MINIMUM PEAK OF WAVE GO BACKWARD TO ISI 
ZERO OR MAXIMUM AMPLITUDE POINT 
POINT S : CONTINUE ABOVE PROCEDURE TO NEXT ZERO OR 
MINIMUM POINT 
: INTEGER NUMBER(1 TO 9)CHOOSE WAVE PORTION BETWEEN 
POINTS MENTIONED ABOVE 
1-.BETWEEN POINTS 1 AND 4 
2: POINTS 2 AND 3 
3:P0INTS 2 AND 4 
4:P0INTS 5 AND 8 
5".POINTS 6 AND 7 
POINTS 6 AND 8 
7 ."POINTS 6 AND THE FRONT POINT O F  T R-W 
8 ".POINTS 6 AND THE RliAR POINT OF T R-W 
9: BETWEEN TWO ASSIGINED POINTS(WILL PROMPT OUT 
QUESTION TO TYPE IN THii POINTS) 
Q13:CH00SE DIRECTLY TO ZERO ? 
A :1.Y:P0INT 1 TO 3 ARE JUST Z^RO AMPLITUDE POINTS 
2;: OTHERS: POINT 1 TO 8 ARE ZERO OR MAXIMUM (MINIMUM) 
AMPLITUOC POINTS 
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Q14:INITIAL POINT ? AND END POINT ?(ONLY FOR A OE Q12 IS 9/ 
A :N(INTEGER 1 TO 512) 
Q15:INPUT FILE NAME TO BE MODIFIED ? 
A :TYPE IN THE FILE NAME NEEDED TO BE MANAGED OF THE 
CASE 1 TO 9 
016:WANT CHOOSE AGAIN? 
A :1.Y:G0 BACK TO Q12 
2.0THERS:T0 NEXT STEP 
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cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc  
c  c  
c THIS PROGRAM XM IS 10 CHOOSE THE WAVE FORM FROM C 
C SAMPLE AND DO EFT AUTOMATICALLY OR HANDLE OLD DATA FILE C 
c  c  
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc  
c  
DIMENSION A(4096),IA(1024),B(512>,BB(512) 
COMPLEX AC<2048) 
COMMON /CBUF/AC 
COMMON /PLIST/IJOO) 
LOGICALAl II,I,J,IN(11),IY 
EQUIVALENCE (A,AC) 
C 
0PEN(UNIT=1,NAME='SAMPLE.DAT',F0RM='UNF0RMATTED', . 
* TYPE='UNKNOWN') 
DATA 13/1,0,2,16,1,128,9,6*0,5,0,10,1,13*0/ 
C 
TYPE 1000 
1000 FORMATC WANT TO SAMPLE ?'$) 
ACCEPT 1001.11 
1001 EORMAT(Al) 
C 
C 
C II=Y, SAMPLING 
C II=N, READ IN OLD DATA FILE 
C II=S, SHIFT READ IN DATA FILE TO A REFERENCE POINT 
C 
IF(II.NE.'Y') GOTO 1 
C 
C SAMPLING 
C 
J='M' 
K=0 
CALL SAMPLE(J,K,IA,B) 
C 
C CREAT THE SAMPLED DATA FILE 
C 
I='W' 
J = 'A' 
CALL REDWRTCI,J,B) 
C 
C PLOT OR DISPLAY THE SAMPLED DATA 
C 
CALL PLUS(B,NP,lA) 
GOTO 1005 
C 
C READ OLD DATA FILE IN 
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C 
1 I='R' 
3 - '  '  
TYPE WHICH FILE YOU WANT READ IN ?' 
CALL REDWRT<I,J,B) 
CALL PLDS(B,NP,IA> 
C 
1005 TYPE 1010 
1010 EORHATC IE INCLUDE WHOLE WAVE,HIT Y ',$) 
ACCEPT 1011,lY 
1011 EORMAT(Al) 
NCX=512 
IF(lY.EQ.'Y'>QOTO 1045 
IE<lI.EQ.'S')GOIO 13 
C 
C FIND THE MAXIMUM PEAK OF DATA FILE 
C 
2 CALL MXM(B,YMAX,YMIN,MAXX,MINX) 
TYPE 1012 
1012 FORMATC CUT MAIN TRANSMITTED RAYLEIGH 
k WAVE AT FIRST ZERO OR VALLEY ?',$) 
ACCEPT 1013 ,I 
1013 EORMAT(Al) 
IF(I.NE.'Y')GOTO 1015 
C 
C FIND THE FIRST ZERO OR VALLEY OF 
C THE RIGHT OF MAXIMUM PEAK 
C 
CALL FINDF(1,B,MAXX,NCX) 
GOTO 1016 
C 
C FIND THE RANGE OF MAIN TRANSMITTED RAYLEIGH WAVE 
C 
1015 CALL FSERCH(1,B,MAXX,NCUTX,CUTY) 
CALL FSERCH(-1,B,NCUTX,NCUX,CTY) 
CALL FINDF(1,B,NCUX,NCX) 
1016 CALL BSERCH(1,B,MAXX,NCUTX,CUTY) 
CALL BSERCH(-1,B,NCUTX,NBCX1.CBY1) 
CALL BSERCH(1,B,NBCX1,NBCX2,CBY2) 
CALL EINDB(-1,B,NBCX2,NBCX) 
C 
C CHOOSE ONLY MAIN RAYLEIGH WAVE OR THE REST WAVE 
C 
TYPE 1020 
1020 EORMATC ONLY MAIN RAYLEIGH?'$) 
ACCEPT 1021.1 
1021 EORMAT(Al) 
lE(I.EQ.'N') GOTO 10 
C 
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C ONLY MAIN RAYLEIGH 
TYPE 1022 
1022 EORMATC WANT MANNING WINDOW ?',$) 
ACCEPT 1023,1 
1023 EORMAT(Al) 
IE(I.NE.'Y')GOTO 1024 
DO 3 L=NCX+10,NCX,-1 
3 •ACXL)=AC(L)A(1.+C0S((NCX+10-L)*3.14159265/10.))/2. 
DO 4 L=NBCX-10,NBCX 
4 AC(L)=AC(L)*(1.+C0S<(L-NBCX+10)A3.14159265/10.))/2. 
1024 DO 5 L=1,NCX 
5 AC(L)=0. 
DO 6 L=NBCX,512 
6 AC(L)=0. 
GOTO 800 
10 DO 11 L=NCX,512 
11 AC(L)=0. 
C 
TYPE 1030 
1030 EORMATC MAKE REFERENCE ?' .$) 
ACCEPT 1031,1 
1031 EORMATCAl) 
lEd.NE.'Y')GOTO 2000 
C 
C REARRANGE THE DATA 
13 TYPE 1040 
1040 EORMATC REFERENCE POINT=?'$) 
ACCEPT 1041.NRP 
1041 . E0RMAT(I5) 
MN=MAXX-NRP 
NPP=512-MAXX+NRP 
MNA=IABS(MN)-1 
MNAP1=MNA+1 
IE(MN.GE.0)G0I0 15 
DO 14 L=1,MNA 
14 AC(L)=0. 
GOTO 17 
15 DO 16 L=1.MNA 
16 AC(L)=AC(L+MNAPi) 
17 DO 18 L=MNAP1,NPP 
18 . AC(L)=AC(L+MNAP1) 
DO 19 L=NPP+1.512 
19 AC(L)=0. 
C 
C THE DATA FILE OF WAVE HAS BEEN PROCESSESED 
C 
2000 TYPE 
TYPE A,' FOLLOWING IS THE MODIFIED WAVE' 
I='U' 
223 
J='A' 
CALL REDURTd,a,B) 
CALL PLDS(B,NP,IA) 
C 
I?(II.EQ.'S')GOIO 5000 
C 
C USE HIGH FREQUENCY FILTER TO SMOOTH THE WAVE 
C 
1045 TYPE 105.0 
1050 FORMATC WANT TO SMOOTH WAVE ?',$) 
ACCEPT 1051,1 
1051 EORMAKAl) 
IE(I.NE.'Y')GOIO 1064 
I='E' 
J='E' 
K=0 
CALL EET(J,K) 
CALL FORK 
TYPE A,^ **********************************' 
TYPE*,' FOLLOWING IS THE EFT' 
CALL PLDS(B,NP,lA) 
I='W' 
J='A' 
CALL REDURTd,J,B> 
C 
TYPE 1060 
1060 EORMATC WHICH POINT YOU WANT TO CUT ?',$) 
ACCEPT 1061,NPC 
1061 EORMATC13) 
DO 20 L=NPC,20 
20 AC(L)=AC(L>*(1.+COS((L-NPC)*3.14159265/20. )>/ 
DO 201 L=NPC+20,512 
201 AC(L)=0. 
DO 202 L=1.512 
ML=1024-L+2 
202 AC(ML)=AC(L) 
CALL PLDS(B,NP,IA) 
C 
I='E' 
J='R' 
K = 0 
CALL EET(J,K) 
CALL FORK 
TYPE *,'*******************************&**&' 
TYPE *,' FOLLOWING IS THE REVERSE FEI' 
CALL PLDS(B,NP,IA) 
1064 DO 1065 L=i,512 
1065 BB(L)=B(L) 
224 
C SMOOTH DATA DONE. START QHOOSE WAVE WE WANT 
C 
1070 TYPE 1071 
1071 EORMATC WHICH CASE YOU WANT ?',$) 
ACCEPT 1072,LA 
1072 • -FORMAT(ID 
C 
C FIND MAXIMUM AND MINIMUM OF MODIFIED DATA 
C AND ALL SPECIFIED POINTS OF THE WAVE DATA 
C 
3000 CALL MXM(B,YMAX1,YMIN1,MAXX1,MINX1) 
CALL SRCHMX(B,YMAX1,MAXX1,INX) 
CALL SRCHMI(B,YMIN1,MINX1,INX0) 
CALL FNDF(B,INX,IFX1) 
IX=IFX1-1 
CALL FNDE(B,IX,IFX2) 
CALL ENDB(B,INX,IFX3) 
IX=IFX3+1 
CALL fNDB(B,IX,IFX4) 
CALL FNDF(B,INX0,IFX5) 
IX=IFX5-1 
CALL ENDF(B,IX,IFX6) 
CALL FNDB(B,INX0,IFX7) 
IX=IFX7+1 
CALL FNDB(B,IX,IFX8) 
TYPE 1073 
1073 FORMATC CHOOSE DIRECTLY TO ZERO ?',$) 
ACCEPT 107%.I 
1074 FORMAT(Al) 
IF(I.EQ.'Y')GOTO 1075 
CALL FINDF(1,B,INX,IFX01) 
CALL ESERCH(-i,B,IFXl,IX,OY) 
CALL EINDF(1,B,IX,IFX2) 
CALL FINDB(1,B,INX,IFX03) 
CALL BSERCH(-1,B,IFX3,IX.0Y) 
CALL EINDB(1,B,IX,IFX4) 
CALL FINDE(-i,B,INXO,IFX05) 
CALL FSERCH(-1,B,IFX5.IX,0Y) 
CALL EINDF(1,B,IX,IFX6) 
CALL EINDB(-1,B,INX0,IEX07) 
CALL BSERCH(-1,B,IFX7,rX,OY) 
CALL FINDB(1,B,IX,IFX8) 
IFX1=IFX01 
IFX3=IFX03 
IFX5=IFX05 
IFX7=IFX07 
C 
C 
C START CHOOSING DIEEERENT CASES OF WAVE SHAPE 
225 
g SEE XM.DOC FOR DETAIL 
1075 GOTO(101,102,103,104,105,106,107,108,109)LA 
101 IXF=IEX1 
IXB=IEX4 
• GOTO 550 
C 
102 IXF=IEX2 
IXB=IEX3 
GOTO 550 
C 
103 IXE=IEX2 
IXB=IEX4 
GOTO 550 
C 
104 IXF=IEX5 
IXB=IEXa 
GOTO 550 
C 
105 IXF=IEX6 
IXB=IEX7 
GOTO 550 
C 
106 IXE=IEX6 
IXB=IEX8 
GOTO 550 
C . 
107 . IXF=IEX6 
IXB=NCX 
GOTO 550 
C 
108 IXE=IFXS 
IXB=NBCX 
GOTO 550 
C 
109 TYPE 401 
401 FORMATC INITIAL POINT?'$) 
ACCEPT 402,NL 
402 F0RMAT(I3) 
IXF=NL-MM/2 
TYPE 410 
410 FORMATC END POINT?'*) 
ACCEPT 411.NH 
411 FORMAT(13) 
IXB=NH-MM/2 
C 
C FINISH WAVE CHOOSING.-
C AND CREAT EILE FOR CHOSEN WAVE 
C 
226 
550 WRIIE(S,1080>IXE,IXB 
1080 E0RMAI(2I4) 
TYPE A,' INPUT EILE NAME WANT TO BE MODIFIED' 
. I='R' 
J=' ' 
CALL REDWRI(I,J,B) 
CALL PLDSCB,NP,IA) 
C 
TYPE 1090 
1090 EORMATC WANT MANNING WINDOW ? '.$) 
ACCEPT 1091,1 
1091 EORMAT(Al) 
IE (I.NE.'Y'>GOTO 1095 
600 DO 601 L=IXB-10,IXB 
601 AC(L)=AC(L)*(1.+COS((L-IXB+10)*3.14159265/10.))/2. 
DO 602 L=IXE+10,IXE,-1 
602 AC(L)=AC(L)*(1.+C0S((IXE+10-L)*3.14159265/10.))/2. 
1095 DO 603 L=IXB,512 
603 AC(L)=0. 
DO 604 L=1,IXE 
604 AC(L)=0. 
C 
800 CALL PLDS(B,NP,IA) 
C 
C IE THE WAVE CHOSEN IS NOT GOOD,TRY AGAIN 
C 
TYPE 900 
900 EORMATC WANT CHOOSE AGAIN?',*) 
ACCEPT 901,1 
901 EORMATCAl) 
IE(I.NE.'Y')GOIO 904 
TYPE 902 
902 EORMATC WHICH CASE YOU WANT ?',$> 
ACCEPT 903,LA 
903 EORMATCII) 
GOTO 1075 
C 
C 
904 I='W' 
J='A' 
CALL REDWRTCI,J,B) 
C 
J='E' 
I = 'E' 
K=0 
227 
CALL EFT(J,K) 
CALL FORK 
CALL PLDS(B,NP,IA) 
I='W' 
J='A' 
CALL REDWRI(I,J,B) 
FIND PEAK, CUT-OFF AND HALF POWER FSEQUENCIE 
CALL FSiMN(B) 
TYPE 4010 
FORMAT(' WANT QUIT ?',$) 
ACCEPT 4011,1, 
F0RMAT(A1) 
IF (liEQ.'Y')GOTO 5000 
DO 4020 L=l,512 
B(L)=BB(L) 
GOTO 1070 
CL0SE(UNIT=1,DISP='SAVE') 
STOP 
END 
228 
SUBROUTINE PLDS(B,NP,lA) 
CCCCCCGCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
C • C 
C THIS SUBROUTINE IS TO PLOT ON XY PLOTTER OR C 
C DISPLAY ON SCOPE THE DATA IN B ARRAY C 
C ' C 
cccccccccccccccccccccccccccccccccccccccccccccccccc  
DIMENSION IA(1024).B(1024) 
COMMON/CBUE/AC 
C0MM0N/PLIST/IJ(30) 
LOGICALAl I,J,IN(11),NA(2) 
TYPE 1 
1 FORMAT(' PLOT OS DISPLAY ? '.$) 
ACCEPT 2,NA,K 
2 E0RMAT(2A,I3) 
IE(NA(1).EQ.'D')Q0T0 3 
I=NA(1) 
. J=NA(2) 
CALL BORDER 
CALL LOAD(I,J,K,B,NP) 
CALL PLOT(B,NP,J) 
GOTO 4 
3 I=NA(1) 
J=NA(2) 
. CALL LOAD(I,J,K,B.NP) 
CALL DISPL(B,IA,NP) 
4 RETURN 
END 
229 
SUBROUTINE SRCHMX<Y,YMAX,MAX,MXP) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c  c  
C THIS SUBROUTINE IS FIRST FROM THE MAXIMUM C 
C POINT MAX TO FIND BACKWARD A POINT WHOSE Y IS C 
C SOME PERCENT OF THE MAXIMUM Y, THEN FROM THIS C 
C THIS POINT BACKWARD TO FIND THE SLOPE CHANGE C 
C POINT MXP C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION Yd) 
TYPE 1 
1 FORHATC HOW MUCH PERCENT OF MAXIMUM ?',$) 
ACCEPT 2.PER 
2 F0RMAT(E4.2) 
XM=YMAXAPER 
DO 3 1^1,512 
IF(Y(I).GT.XM)QOTO 4 
3 CONTINUE 
4 DO 5 J=ï.512 
K=J + 1 
IF(Y(K).LT.Y(J))GUTO 6 
5 CONTINUE 
6 MXP=J 
RETURN 
END 
230 
SUBROUTINE SRCHMI(Y,YMIN,M IN,« IP) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
C THIS SUBROUTINE IS TO CHOOSli FIRST ERUM C 
C BEGINING OE ANARRAY Y A POINT WHICH IS SOMt C 
C PERCENT OE THE MINIMUM VALUE YMIN. AND ERUM C 
C THIS POINT TO CHOOSE BACKWARD A POINT M IP C 
C WHICH CHANGES SLOPE C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION Yd) 
TYPE 1 
1 EO&MAT(' HOW MUCH PERCENT OE MINIMUM ?',$) 
ACCEPT 2.PER 
2 E0RMAT(E4.2) 
YMI=PER*YMIN 
DO 3 1=1,512 
IE(Y( I) .LT.YMDGOTO 4 
3 CONTINUE 
4 DO 5 J=I,512 
K=J + 1 
IF(Y(K).GT.Y(J))GOTO 6 
5 CONTINUE 
6 MIP=J 
RETURN 
END 
231 
c  c  
c  THIS SUBROUTINE IS TO FIND THE MAXIMUM VALUE C 
C YMAX AND ITS LUUATION MAXX AND THE MINIMUM C 
C VALUE YMIN AND ITS LOCATtUN MINX -, C 
C C 
cccccccccccccccccccccccccccccccccccccccccccccccccccc  
DIMENSION Yd) 
YMAX=0. 
YMIN=0. 
DO 2 L=1.512 
IE(Y(L).GT.YMAX)GOTO 1 
IE(Y(L).GT.YMIN)GOTO 2 
YMIN=Y(L) 
MINX=L 
GOTO 2 
1 YMAX=Y(L) 
MAXX=L 
2 CONTINUE 
RETURN 
END 
232 
SUBROUTINE ESERCH<K,Y,INPX,NOUTX,DUTY) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccc  
c  .  c  
C THIS SUBROUTINE IS TO FIND THE POINT OE SL0P2 C 
C CHANGE NOUTX. BEFORE A SPECIFIED POINT INPX C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCG 
DIMENSION Y(l) 
1 L=INPX-1 
DO 2 I=L,1.-1 
IF( (Y( I>-"Y< I-l) )*K.LÏ.O. )G0 TO 3 
2 CONTINUE . 
3 N0UTX=I-1 
•UTY=Y(I) 
RETURN 
END 
SUBROUTINE BSERCH(K,Y,INPX,NOUTX,OUTY) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c  .  c  
c THIS SUBROUTINE IS TO FIND THE POINT OE SLOfC C 
C CHANGE NOUTX AFTER A SPECIFIED POINT INPX C 
c  c  
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION Y(l) 
1 L=INPX+1 
DO 2 I=L,512 
IF((Y( I)-Y(I+l))AK.L1.0.>SOTO 3 
2 CONTINUE 
3 N0UTX=I+1 
OUTY=Y(I) 
RETURN 
END 
233 
SUBROUTINE FNDF(Y,IXX. lOX) 
cccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THIS SUBROUTINE IS TO FIND THE POINT lOX 02 C 
C Y ACROSS ZERO FROM THE POINT IXX TO POINT 1 C 
C C 
cccccccccccccccccccccccccccccccccccccccccccccccccccc  
DIMENSION Yd) 
DO 1 i=ixx,r,-i 
J=I-1 
IE(Y(J)*Y(I).LE.O.)GOTO 2 
1 • CONTINUE 
2 I0X=I-1 
RETURN 
END 
SUBROUTINE- FNDBCY, IXX, lOX) 
cccccccccccccccccccccccccccccccccccccccccccccccccccc 
c • c 
C THIS SUBROUTINE IS TO FIND THli POINT COX OF C 
C Y ACROSS ZERO FROM THE POINT IXX TO POINT 512 C 
C C 
cccccccccccccccccccccccccccccccccccccccccccccccccccc  
DIMENSION Yd) 
DO 1 I-IXX,512 
J=I+1 
IF(Y(J)*Y(I).LE.O.)GOTO 2 
1 CONTINUE 
2 IDX=I+1 
RETURN 
END 
234 
SUBROUTINE EINDB(K,Y,IXX,lOX) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCcCCCCCCCCCCCCCCCCCCC 
c c  
C THIS SUBROUTINE IS TO FIND THE POINT lUX OF C 
C THE Y ACROSS ZERO OR FIRST SLOPE CHANGE FROM C 
C THE SPECIFIED POINT IXX TO POINT 512 C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DO 1 I=ixx,512 
J=I+1 
IF(K*(Y(I)-Y(J)).LT.O.)GOTO 2 
IF(Y(I)AY(J).LE.O.)GOTO 2 
1 CONTINUE 
2 IOX=J 
RETURN 
END 
SUBROUTINE FINDE(K,Y,IXX.IOX) 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
q • c  
C THIS SUBROUTINE IS TO FIND THE POINT lUX OF C 
C Y ACROSS ZÉRO OR FIRST SLOPE CHANGE FROM THE C 
C SPECIFIED POINT IXX Ï0 POINT 1 C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION YCl) 
DO 1 I=IXX,1.-1 
J=I-1 
IF(K*(Y(I)-Y(J)).LT.O.)GOTO 2 
IF(Y( I)ÀY(J).LE.O.)GOTO 2 
1 CONTINUE 
2 IOX=J 
RETURN 
END 
235 
SUBROUTINE ESIMN(B) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C THIS SUBROUTINE IS TO FIND THE PEAK FREQUENCY, THE C 
C CUT-OEE FREQUENCY AND THE HALF POWER FREQUENCY OF C 
C A SPECTRUM AND WRITE THEM OUT C 
C C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
DIMENSION B(1024) 
BMAX=0. 
BMIN=100000. 
DO 1 L=1.128 
IE(B(L).LE.BMAX)GOTO 1 
BMAX=B(L) 
NN=L 
RMA=L*0.05 
1 CONTINUE 
BMIN=BMAX 
DO 2 L=NN,128 
IF(B(L).GT.BMIN)GOTO 3 
BMIN=B(L) 
RMM=0.05*L 
2 CONTINUE 
3 TYPE 4,RMA,RMM 
4 FORMATC PEAK AT ',F5.2,' MHZ',' FIRST VALLEY 
C AT ',F5.2,' MHZ') 
HP=B(NN)A0.7071 
DO 5 I=NN+1.128 
lE(BCI).LE.HP)GOIO 6 
5 CONTINUE 
6 FHP=I*0.05 
WRITE(6,7)FHP 
7 FORMATC HALF POWER POINT IS ',F7.2.' MHZ') 
RETURN 
END 
