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Abstract
We develop and implement a rigorous analytical framework for empirically evalu-
ating the relative performance of ﬁrm-level expected-return proxies (ERPs). We show
that superior proxies should closely track true expected returns both cross-sectionally
and over time (that is, the proxies should exhibit lower measurement-error variances).
We then compare ﬁve classes of ERPs nominated in recent studies to demonstrate
how researchers can easily implement our two-dimensional evaluative framework. Our
empirical analyses document a tradeoﬀ between time-series and cross-sectional ERP
performance, indicating the optimal choice of proxy may vary across research settings.
Our results illustrate how researchers can use our framework to critically evaluate and
compare a growing body of ERPs.
JEL Classiﬁcations: G10, G11, G12, G14, M41Evaluating Firm-Level Expected Return Proxies 1
I Introduction
Expected rates of return play a central role in many managerial and investment decisions
that aﬀect the allocation of scarce resources. Recognition of this role has given rise to
a substantial literature, spanning the ﬁelds of economics, ﬁnance, and accounting, about
estimating expected rates of return for individual equities. The importance of ﬁrm-level
estimates is widely understood, but consensus is lacking on how such estimates should be
made. As a result, the speciﬁc estimation methods chosen by researchers vary widely across
disciplines and studies, often without justiﬁcation or discussion of alternative approaches.
Disagreement over how to estimate ﬁrm-level expected equity returns is exacerbated
by the continued proliferation of new proxies proposed by researchers. One reason for
this growth is the development of new asset-pricing models, each of which yields a spe-
ciﬁc theoretical formulation of expected returns. For each such formulation, furthermore,
researchers propose innovations to the inputs used when empirically implementing expected-
returns proxies, such as new forecasting techniques for earnings or inclusion of additional
asset-pricing factors.1 Thus, objectively comparing the relative merits of diﬀerent ﬁrm-level
proxies requires a rigorous evaluative framework for adjudicating between them. This paper
oﬀers such a framework.
Our central contribution is a two-dimensional framework for empirically assessing the
relative quality of ﬁrm-level expected-return proxies (ERPs). Using a ﬁrm’s true — but
unobservable — expected-return as the normative benchmark, we deﬁne a given ERP’s de-
viation from this benchmark as its measurement error. Although the measurement errors
are themselves unobservable, we show that it is possible to derive characteristics of the dis-
tribution of errors for each ERP, such that researchers can compare the relative performance
of alternative proxies.
1For example, Gebhardt et al. (2001) use a residual-income model and analysts’ earnings forecasts to
estimate ﬁrms’ implied cost of equity capital. Subsequent researchers have modiﬁed this model by introducing
the use of alternative growth forecasts (e.g., Easton and Monahan, 2005) and corrections for bias in analysts’
forecasts (e.g., Easton and Sommers, 2007), and/or by replacing analysts’ forecasts with mechanical earnings
forecasts (e.g., Hou et al., 2012).Evaluating Firm-Level Expected Return Proxies 2
Our two-dimensional framework evaluates ERPs on the basis of their relative time-series
and cross-sectional measurement-error variances. Prior studies on the performance of ERPs
have focused almost exclusively on cross-sectional tests, with mixed results (See Section II
for a discussion of this literature).2 We advance this literature by introducing the time-series
dimension into the performance evaluation of ﬁrm-level ERPs.
Our framework formalizes the intuition that well-performing ERPs should both track
expected returns in the cross-section (that is, cross-sectional variation in ERPs should re-
ﬂect cross-sectional variation in ﬁrms’ expected returns) and track a given ﬁrm’s expected
returns closely over time (that is, time-series variation in a ﬁrm’s ERP should reﬂect varia-
tion in its expected returns over time). Our framework allows researchers to characterize the
cross-sectional and time-series dimensions of ERP performance for broad classes of ﬁrm-level
proxies simultaneously and concisely. We show, both analytically and empirically, that the
two dimensions of ERP performance are not redundant. We argue, further, that each can
have a signiﬁcant impact on research inferences in a given setting, and that researchers’ pref-
erences over these dimensions should depend on the particular application and/or research
context. Thus, the optimal measure produced by this framework will depend on each proxy’s
cross-sectional and time-series performance and on the relative importance that a researcher
assigns to each dimension.
To illustrate how researchers can implement our two-dimensional framework, we assess
the relative performance of ﬁve families of ERPs (see Appendices I and II for a detailed
description of each family). These ﬁve ERP families are based either on traditional equi-
librium asset-pricing theory or on a variation of the implied-cost-of-capital (ICC) approach
featured in accounting studies in recent years. Collectively, they encompass all of the proto-
type classes of ERPs nominated by the academic literature in both ﬁnance and accounting
over the past 50 years.
2Most prior tests judge ERPs based on their ability to predict subsequent realized returns. Standard
regression-based tests check whether the slope coeﬃcient from a cross-sectional regression of ex-post returns
on an ex-ante expected-returns proxy yields a coeﬃcient of one (e.g., Guay et al., 2011; Easton and Monahan,
2005).Evaluating Firm-Level Expected Return Proxies 3
Three of the ERPs we test originate in traditional equilibrium asset-pricing theory (the
left-hand branch of the ERP tree depicted in Appendix I), in which non-diversiﬁable risk is
priced, a ﬁrm’s ERP is a linear function of its sensitivity to each risk factor (the ’s), and
the risk premium associated with the factor (the ’s). We test a single-factor version based
on the Capital Asset Pricing Model (CAPM) and a similar multi-factor version based on
four empirically inspired factors (FFF). We also test a characteristic-based expected-return
estimate (CER), discussed in Lewellen (2014), in which a ﬁrm’s factor loadings (the ’s)
reﬂect its relative ranking in terms of each ﬁrm characteristic.
We also test two prototype ERPs from the ICC literature (the right-hand branch of
the ERP tree in Appendix I). The implied-cost-of-capital is the internal rate of return that
equates a ﬁrm’s market value to the present value of its expected future cash-ﬂows; ICCs
have become increasingly popular as a class of ERPs. We test a commonly used method of
estimating ICC drawn from Gebhardt et al. (2001) and Hou et al. (2012). Finally, we develop
a new ERP prototype by computing a “ﬁtted” version of the Gebhardt et al. (2001) measure
that we refer to as FICC. This proxy is new to the literature, but it seems to us to reﬂect
a natural progression in the evolution of ERPs. FICC is based on an instrumental variable
approach, whereby each ﬁrm’s ICC estimate is regressed on a vector of ﬁrm characteristics.
Each ﬁrm’s FICC estimate is therefore a “ﬁtted” value from the regression — that is, it is a
linear function of the ﬁrm’s current characteristics.
Our results show that ICC, CER, and FICC dramatically outperform the traditional
factor-based proxies (CAPM, FFF), both in the cross-section and in time-series. Among the
three non-factor-based proxies, CER, the proxy nominated by Lewellen (2014), performs best
at exhibiting the lowest variance in cross-sectional measurement errors; the two implied-cost-
of-capital proxies, ICC and FICC, perform better in the time-series tests. The performance
of the new proxy, FICC, reﬂects its hybrid nature in that it oﬀers lower cross-sectional
measurement-error variance than ICC and relatively lower time-series measurement-error
variance than CER. Our evidence is consistent with the ﬁndings of Lewellen (2014), whichEvaluating Firm-Level Expected Return Proxies 4
show that characteristic-based proxies exhibit good return-predictability in the cross-section
and suggest that these proxies may be more reliable than ICC proxies. However, we show
that ICC proxies outperform CER in time-series. These ﬁndings suggest that, in research
contexts where the cross-sectional variation of expected returns is of greater importance, such
as in investments or capital budgeting, CER may be preferable. In contexts where time-series
tracking of expected returns is of greater importance, such as studying the impact of certain
shocks on ﬁrms’ expected returns (e.g., Callahan et al., 2012; Dai et al., 2013), ICC might
perform best. When both time-series and cross-sectional performance are important, FICC
might be the best option.
Overall, our empirical analyses give further credence to our two-dimensional framework
by documenting a tradeoﬀ between time-series and cross-sectional ERP performance, such
that the optimal proxy may vary across research objectives and settings. We hope and expect
that, by providing a rigorous tool for evaluating the relative performance of expected-return
proxies, this framework will provide guidance on ERP selection and stimulate further thought
and research on a matter of central import to researchers, investors, and corporate managers.
The rest of the paper is organized as follows. Section II discusses related literature.
Section III presents the theoretical underpinnings of our performance metrics. Section IV
provides details on our sample construction and empirical results. Section V concludes.
II Related Literature
A large and growing literature examines the impact of regulation, managerial decisions,
and market design on ﬁrm-level expected returns. For example, ﬁrm-level expected returns
have been used variously to study the eﬀect of disclosure levels (Botosan, 1997; Botosan and
Plumlee, 2005), information precision (Botosan et al., 2004), legal institutions and security
laws (Hail and Leuz, 2006; Daouk et al., 2006), cross-listings (Hail and Leuz, 2009), corporate
governance (Ashbaugh et al., 2004), accrual quality (Francis et al., 2004; Core et al., 2008),
taxes and leverage (Dhaliwal et al., 2005), internal control deﬁciencies (Ashbaugh-SkaifeEvaluating Firm-Level Expected Return Proxies 5
et al., 2009), voluntary disclosure (Francis et al., 2008), and accounting restatements (Hribar
and Jenkins, 2004). In all of these studies, the research objective is to examine the eﬀect
of various elements in its information environment on a ﬁrm’s expected-return. Although
these studies focus on factors aﬀecting ﬁrm-level expected returns, they do not address the
performance-evaluation problems that we identify here.
The speciﬁc methods of estimating expected returns chosen by researchers vary widely
across studies and disciplines, often without justiﬁcation or discussion of alternative ap-
proaches.3 Furthermore, a related stream of research aims to develop new estimates of
expected returns, often by modifying existing proxies via the introduction of new inputs,
such as forecasts of earnings or growth. The evaluation framework that we present here
provides a means to compare the relative merits of existing proxies within a given research
context; it also provides a tool to gauge whether a new proxy represents an advancement by
using the performance of existing proxies as a minimum benchmark. By establishing how to
implement this benchmark, our framework introduces clarity into a muddied and continually
growing pool of potential ERPs.
The value of assessing ERPs within a two-dimensional framework is intuitive. In many
decision contexts, such as investment and capital budgeting, we would like ERPs to reﬂect
cross-sectional diﬀerences in true expected returns. In numerous other research contexts,
however, it is crucial for time-series variation in a ﬁrm’s ERPs from one period to the next
to reﬂect variations in the ﬁrm’s true expected returns — for example, when researchers use
a diﬀerence-in-diﬀerences research design to study the impact of a regulatory change on a
ﬁrm’s expected returns. In these settings the time-series dimension is more relevant, but
existing performance tests do not assess the quality of ERPs along this dimension. Unlike
prior studies that focus on cross-sectional diﬀerences in ERP performance (e.g., Easton and
3In recent years a substantial literature on ICCs has developed, ﬁrst in accounting, and now increasingly
in ﬁnance. The collective evidence from these studies indicates that the ICC approach oﬀers signiﬁcant
promise in dealing with a number of longstanding empirical asset-pricing conundrums. See Easton and
Sommers (2007) for a summary of the accounting literature prior to 2007. In ﬁnance, the ICC methodology
has been used to test the Intertemporal CAPM (Pástor et al., 2008), international asset-pricing models (Lee
et al., 2009), and default risk (Chava and Purnanandam, 2010).Evaluating Firm-Level Expected Return Proxies 6
Monahan, 2005), our time-series tests allow researchers to identify the most suitable ERP
for tracking a ﬁrm’s expected-return variation over time in a particular context. Thus a
key contribution of our paper is demonstrating how researchers can implement this critical
second dimension of ERP performance evaluation.4
The paper most closely related to ours is Easton and Monahan (2005), hereafter re-
ferred to as EM, which derives a methodology for relative comparisons of cross-sectional
measurement-error variance between alternative ERPs. Our paper complements and ex-
tends EM’s analysis in several ways. First, we argue and demonstrate that better-performing
ERPs should track true expected returns not only in the cross-section but also over time,
thus allowing researchers to more comprehensively assess the relative performance of ERPs.
Second, EM’s framework is based on stricter assumptions, making it more diﬃcult to ap-
ply their methodology to compare broad classes of ERPs. Speciﬁcally, EM assumes that
a proxy’s measurement errors are uncorrelated with true expected returns, making their
measure inappropriate for a large class of ERPs. As a simple example, any ERP that is a
multiple of true expected returns would violate the assumption necessary to use their ap-
proach because the ERP’s error would be clearly correlated with the true expected-return.
Third, our approach circumvents the requirement of the EM framework to estimate multiple
ﬁrm-speciﬁc and cross-sectional parameters (e.g., cash-ﬂow news); it is thus much simpler
to implement empirically. Overall, though our cross-sectional measurement-error variance
metric is conceptually similar to EM, our two-dimensional framework is more parsimonious,
easier to implement, applicable to broad classes of ERPs, and it is more comprehensive by
incorporating time-series performance evaluation.
In a related study, Botosan et al. (2011) proposes an alternative approach to evaluating
ERPs, on the basis of their associations with risk proxies. A central diﬀerence between our
4We note that other papers have also examined time-series properties, in particular of ICCs. For example,
Easton and Sommers (2007) examines the properties of aggregate risk premiums implied by ICCs and the
role of analyst biases. Pástor et al. (2008) assess the time-series relations between aggregate risk prmiums
and market volatility. Whereas these studies focus on the properties of aggregate expected returns, our
framework focuses on the time-series performance of ﬁrm-level ERPs under a uniﬁed measurement-errors-
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approach and that of Botosan et al. (2011) has to do with which construct is assumed to
be valid. Botosan et al. (2011) assume that expected returns, as an economic construct,
must entail certain associations with assumed risk proxies. Our approach relies on expected
returns as a statistical construct, and our method relies on the properties of conditional
expectations. Similarly, Larocque and Lyle (2013) proposes a framwork for assessing ERPs
on the basis of their ability to predict accounting returns. The central diﬀerence between our
approach and theirs is the assumed normative benchmark. Whereas our framework assumes
the normative benchmark to be a ﬁrm’s true expected returns, their framework assumes the
benchmark to be a ﬁrm’s future returns on equity.
III Theoretical Underpinnings
This section begins with a simple decomposition of returns and then derives our two-
dimensional evaluation framework for expected-return proxies.
Return Decomposition
We begin with a simple decomposition of realized returns:
ri;t+1 = eri;t + i;t+1; (1)
where ri;t+1 is ﬁrm i’s realized return in period t + 1, and i;t+1 is the ﬁrm’s unanticipated
news or forecast error.5 In this framework, we deﬁne eri;t as the ﬁrm’s true but unobserved
expectation of future returns conditional on publicly available information at time t, cap-
turing all ex-ante predictability (on the basis of the information set) in returns. By the
property of conditional expectations, eri;t is optimal or eﬃcient in the sense of minimizing
mean squared errors.6
5In Campbell (1991), Campbell and Shiller (1988a,b), and Vuolteenaho (2002), the news term is further
decomposed into cash-ﬂow and expected-returns components. This is not necessary for our purposes.
6Known as the Prediction Property of conditional expectations (e.g., Angrist and Pischke, 2008).Evaluating Firm-Level Expected Return Proxies 8
It follows from this deﬁnition and the property of conditional expectations that a ﬁrm’s
expected returns (eri;t) cannot be systematically correlated with its forecast errors (i;t+1),
in time-series or in the cross-section.7 Intuitively, if expected returns were correlated with
subsequent forecast errors, one could always improve on the expected-return measure by
taking into account such systematic predictability, thereby violating the deﬁnition of an
optimal forecast.8
Having thus deﬁned our normative benchmark, we abstract away from the market-
eﬃciency debate. If one subscribes to market eﬃciency, eri;t should only be a function
of risk factors and of expected risk premia associated with these factors. Conversely, in a
behavioral framework, eri;t can also be a function of other non-risk-related behavioral factors.
Next, we introduce the idea of ERPs (b eri;t+1), deﬁned as the unobserved expected-return
(eri;t+1) measured with error (!i;t+1):
b eri;t+1 = eri;t+1 + !i;t+1: (2)
In concept, b eri;t+1 need not be an ICC estimate as deﬁned in the accounting literature —
it can be any ex-ante expected-return measure, including a ﬁrm’s Beta, its book-to-market
ratio, or its market capitalization at the beginning of the period. The key is that, whatever
the “true” expected-return may be, we do not observe it. What we can observe are empirical
proxies that contain measurement error. Our goal here is to evaluate how good a job these
proxies do at capturing or tracking eri;t.
Diﬀerences between alternative ERPs are reﬂected in the properties (time-series and
cross-sectional) of their ! terms. Comparisons between diﬀerent ERPs are, therefore, com-
parisons of the distributional properties of the !’s they generate, over time and across ﬁrms.
Statements we make about the desirability of one ERP over another are, in essence, expres-
sions of preference with regard to the properties of the alternative measurement errors (i.e.,
7Known as the Decomposition Property of conditional expectations (e.g., Angrist and Pischke, 2008).
8Fama and Gibbons (1982) make a similar argument in relating observed ex-post real interest rates to
unobserved ex ante expected real interest rate.Evaluating Firm-Level Expected Return Proxies 9
the ! terms) that each is expected to generate. In other words, when we choose one ERP
over another, we are specifying the loss function (in terms of measurement error) that we
ﬁnd least distasteful or problematic. The choice of ERPs thus becomes a choice between the
attractiveness of alternative loss functions, expressed over ! space.
Under this setup, what would superior ERPs look like? We cannot nominate a single
criterion by which all ERPs should be judged — doing so is impossible without specifying
the researcher’s preference function over the properties of measurement errors. In our setup,
however, “well-behaved” ERPs will exhibit certain empirical attributes. The extent to which
they do so thus becomes a basis for comparison.
Comparing ERPs
Recall that our main objective is to produce ERPs that track true expected returns well,
both across ﬁrms and over time. Equivalently, we would like measurement errors to be small
at all times (i.e., !i;t  0 for all i and all t). Because these expectations are unlikely to hold,
we must choose between alternative error distributions, and specify those properties of !
that are most important to us as researchers.
If the measurement errors (!’s) are non-trivial, two further properties become important.
First, we want measurement errors for a given ﬁrm that are stable over time. That is, all
else equal, ERPs with lower time-series variance in measurement errors are preferred. If
!i;t is stable over time, the ERP for a given ﬁrm will track its true expected returns more
closely in time-series. Consequently, changes in a ﬁrm’s ERP over time will be informative
about changes in its underlying expected returns, rather than merely reﬂecting changes in
ERP measurement errors. For example, an ERP with constant measurement errors over
time is ideal, since its time-series variations will precisely reﬂect variations in the underlying
unobserved expected returns. This is particularly useful in research contexts when studying
the impact of regulation or disclosure policy on a ﬁrm’s expected returns (e.g., Callahan
et al., 2012; Dai et al., 2013).Evaluating Firm-Level Expected Return Proxies 10
Second, we prefer measurement errors that are stable across ﬁrms at a given point in
time. If this property holds, cross-sectional diﬀerences in ERPs are more informative about
diﬀerences in expected returns between ﬁrms. For example, an ERP with constant mea-
surement errors across ﬁrms is ideal, since diﬀerences in ERPs precisely capture diﬀerences
in the underlying expected returns. This is particularly desirable in investment or capital
budgeting decisions.
The stability of measurement errors over time and across ﬁrms is captured by the notion
of lower measurement-error variance (in both time-series and cross-section). Thus, to capture
how well ERPs track the underlying unobserved expected returns we propose two empirical
properties by which to assess expected-return proxies: lower measurement-error variance in
time-series and in the cross-section. Note that these two properties do not necessarily imply
each other. As shown below, an ERP that exhibits perfect time-series tracking ability could
exhibit noisy measurement errors in the cross-section; similarly, an ERP exhibiting perfect
cross-sectional tracking ability could exhibit great intertemporal variations in measurement
errors. This non-redundancy can also be seen in our empirical tests in Section IV.
Time-Series and Cross-Sectional Measurement-Error Variances
This section formalizes the two dimensions of ERP performance evaluation. The sub-
sequent discussion presents the basic foundation and intuition of our evaluative framework.
For brevity, most of the technical details appear in the Technical Appendix.
Time-Series Error Variance
To assess the stability of ERP measurement errors over time, we must be able to empir-
ically identify and compare the time-series variance of the error terms, Vari(!i;t), generated
by diﬀerent ERPs. A key objective (and, we believe, contribution) of this paper is to ana-
lytically disentangle the time-series properties of ERP measurement errors from those of the
true expected returns, when both are time-varying and persistent over time.Evaluating Firm-Level Expected Return Proxies 11
We show in this sub-section (and in the Technical Appendix), that it is possible to derive
an empirically estimable and ﬁrm-speciﬁc measure, Scaled Time-Series Variance, denoted
as SVari(!i;t), that allows us to compare alternative ERPs in terms of their time-series
measurement-error variance, even when the errors themselves are not observable. This anal-
ysis then provides the foundation for our comparison of ERPs.
The Technical Appendix provides a detailed derivation of Vari(!i;t) and SVari(!i;t). Un-
der the assumptions that (a) expected returns and measurement errors are jointly covariance-
stationary, and (b) future news is unforecastable, we show in equation (T7) in the Technical
Appendix that the time-series measurement-error variance of a given ERP for ﬁrm i can be
expressed as:
Vari(!i;t) = V ari(b eri;t)   2Covi(ri;t+1; b eri;t) + Vari(eri;t); (3)
where Vari(b eri;t) is the time-series variance of a given ERP for ﬁrm i, Vari(eri;t) is the time-
series variance of ﬁrm i’s expected returns, and Covi(ri;t+1; b eri;t) is the time-series covariance
between a given ERP and realized returns for ﬁrm i in period t + 1.
The ﬁrst term on the right-hand-side shows that the (time-series) variance of a given
ERP’s measurement error is increasing in the variance of the ERP [Vari(b eri;t)]. This is intu-
itive: as the time-series variance of measurement errors of a given ERP for ﬁrm i increases,
all else equal, so will the observed variance of the ERP.
The second term on the right-hand side shows that the variance of the error terms for a
given ERP is decreasing in the covariance of the ERP and future returns [Covi(ri;t+1; b eri;t)].
This is also intuitive: to the extent the within-ﬁrm covariance between a given ERP and
future realized returns is consistently positive over time, the variance of the errors will be
smaller. In other words, to the extent a given expected-return proxy consistently predicts
variation in future returns for the same ﬁrm, time-series variation in that proxy is more likely
to reﬂect variation in the ﬁrm’s true expected returns than in measurement errors.Evaluating Firm-Level Expected Return Proxies 12
Finally, notice that the third term, Vari(eri;t), is the time-series variance of ﬁrm i’s
true (but unobserved) expected returns. For a given ﬁrm, this variable is constant across
alternative ERPs and therefore does not play a role in relative performance comparisons.
In other words, we need only the ﬁrst two terms of (2) to determine which expected-return
proxy exhibits lower time-series variance in measurement errors. Accordingly, we deﬁne the
sum of the ﬁrst two terms of (2) as the Scaled TS Variance:
SVari(!i;t) = Vari(b eri;t)   2Covi(ri;t+1; b eri;t): (4)
In our empirical tests, we compute for each ERP and each ﬁrm the relative error variance
measure using (4), and then assess the time-series performance of ERPs based on the average
of SVari across the N ﬁrms in our sample:
AvgSVar
TS =
1
N
X
i
SVari(!i;t): (5)
For a given sample, ERPs that exhibit lower average time-series measurement-error variances
[Vari(!i;t)] also exhibit lower average scaled TS variance (AvgSVar
TS). All else equal, ERPs
with lower time-series measurement-error variances for a given sample are deemed to be of
higher quality because time-series variation in the expected-return proxy is more likely to
reﬂect changes in ﬁrms’ expected returns than is time-series variation in measurement errors.
Note that AvgSVar
TS facilitates relative comparisons across ERPs. If we impose addi-
tional structure (that is, if we make stricter assumption about the time-series behavior of
expected returns), it is possible to obtain an empirically estimable absolute measure of the
time-series measurement-error variance.9 Note too that our time-series framework allows
researchers to pick the best ERP for a speciﬁc ﬁrm on the basis of SVari(!i;t).
9This can be done, for example, by assuming that expected returns and ERP measurement errors fol-
low AR(1) processes (e.g., Wang, 2014). The empirical tests in this paper, however, do not require such
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Cross-Sectional Error Variance
Although low time-series measurement-error variance is desirable, this criterion alone is
not suﬃcient to assess the quality of an ERP. When choosing between two ERPs that track
true expected-return equally well in time-series, we will unambiguously prefer the one whose
errors are more stable in the cross-section, since cross-sectional variations in such proxies are
likely to reﬂect the cross-sectional variation in true expected returns.
Employing similar logic, we show in Part B of the Technical Appendix that it is possible to
derive an empirically estimable and proxy-speciﬁc measure, Average Scaled Cross-Sectional
Variance (AvgSVar
CS), that allows us to compare the cross-sectional measurement-error
variance of alternative ERPs. We show that the cross-sectional measurement-error variance
of a given ERP for a given cross-section t can be expressed as:
Vart(!i;t) = Vart(b eri;t)   2[Vart(eri;t) + Covt(eri;t;!i;t)] + Vart(eri;t); (6)
where Vart(b eri;t) is a given ERP’s cross-sectional variance at time t, Vart(eri;t) is the cross-
sectional variance in ﬁrms’ expected returns at time t, and Covt(ri;t+1; b eri;t) is the cross-
sectional covariance between ﬁrms’ ERPs at time t and their realized returns in period t+1.
Since the cross-sectional variance in ﬁrms’ expected returns — the last term — is invari-
ant across diﬀerent ERPs, relative comparisons of cross-sectional ERP measurement-error
variance can be made by comparing the Scaled Cross-Sectional Variance:
SVart(!i;t) = Vart(b eri;t)   2[Vart(eri;t) + Covt(eri;t;!i;t)]: (7)
In particular, our empirical tests assess the cross-sectional performance of ERPs based
on the average of SVart across the T cross-sections in our sample:
AvgSVar
CS =
1
T
X
t
Vart(b eri;t)   2[Vart(eri;t) + Covt(eri;t;!i;t)]: (8)Evaluating Firm-Level Expected Return Proxies 14
Part B of the Technical Appendix shows that AvgSVar
CS can be estimated by
1
T
X
t
Vart(b eri;t)   2Covt(ri;t+1; b eri;t); (9)
following assumptions similar to those that characterize the time-series case above. Equa-
tion (9) indicates that, all else equal, an ERP’s average cross-sectional measurement-error
variance is increasing in the cross-sectional variance of the ERP. In other words, when ERPs
are noisier, there is more measurement error. The second term suggests that, all else equal,
an ERP’s average measurement-error variance is decreasing to the degree that ERPs predict
future returns in the cross-section. In other words, when the cross-sectional variation of an
ERP captures more of the cross-sectional variation in realized returns, variations in proxies
are more likely to reﬂect the true variations in expected returns.
The Two-Dimensional Framework
The two dimensions of our evaluation framework are not redundant. An ERP that
performs well in time-series may perform very poorly in the cross-section. For example,
an ERP can have ﬁrm-speciﬁc measurement errors that are constant across time, resulting
in zero time-series measurement-error variance, but these measurement errors can obscure
the cross-sectional ordering of expected returns across ﬁrms. Consider two stocks, A and
B, with constant true expected returns of 10 percent and 2 percent respectively. Suppose
that a particular ERP model produces expected-returns proxies of 2 percent and 10 percent
for stocks A and B respectively. Such an ERP produces zero time-series measurement-error
variance for both stocks, since the measurement errors are constant across time for each ﬁrm,
but such an ERP mis-orders the stocks’ expected returns in the cross-section and produces
cross-sectional error variance.
Conversely, an ERP that performs well in the cross-section may perform poorly in time-
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across ﬁrms but vary over time, resulting in zero cross-sectional measurement-error variance
but potentially substantial time-series measurement-error variance. Suppose again that the
true expected returns of stocks A and B are always 10 percent and 2 percent, respectively.
Now consider an ERP model that produces expected-return proxies for A and B of 13
percent and 5 percent in certain years, and 10 percent and 2 percent in other years. Such
an ERP always correctly orders expected returns in the cross-section and exhibits constant
measurement errors for each ﬁrm in the cross-section (i.e., zero measurement-error variance
in each cross-section), but will produce time-series error variance. In this case, time-series
variation in the proxies does not reﬂect variations in true expected returns, but it reﬂects
variations in measurement errors. In sum, an ERP that is equal to true expected returns is
clearly a “perfect” ERP in our framework. More broadly, as shown above, a perfect ERP in
our framework may have non-zero measurement error, so long as these errors are (a) constant
across time for a given ﬁrm and (b) constant in the cross-section for all ﬁrms.
As noted earlier, EM also derive a methodology to rank ERPs on the basis of their cross-
sectional measurement errors using a measure they call the modiﬁed noise variable. Like
us, their measurement facilitates relative comparisons of cross-sectional measurement-error
variance between alternative ERPs. However, their measure is based on stricter assumptions.
Speciﬁcally, EM assume that ERP measurement errors are uncorrelated with true expected
returns, which makes their measure inappropriate for a large class of ERPs. For example,
any ERPs of the form C eri;t for some constant C would violate the assumptions necessary
to use this “modiﬁed noise variable” to compare cross-sectional measurement error variance.
Interestingly, EM also assume, to facilitate the use of their empirical metric, that on average
the diﬀerence in the cross-sectional covariance of ERP measurement errors (!) and news
() is “second-order” between any pair of ERPs; taken to the extreme, this assumption is
equivalent to our assumption of zero cross-sectional correlation between news and expected
returns (and therefore their proxies and measurement errors), on average. Overall, our cross-
sectional performance metric is conceptually similar to EM. But we believe that ours is moreEvaluating Firm-Level Expected Return Proxies 16
parsimonious, easier to implement empirically, and applicable to broad classes of ERPs, and
that it extends the scope of analysis to include time-series performance evaluation.
In sum, we have provided a rationale for a two-dimensional evaluation framework that
compares ERPs under a set of minimalistic assumptions. Researchers can use equations (5)
and (9) to gauge the relative performance of ERPs to determine the optimal choice for a
given research context. The following section applies this evaluation framework to assess the
merits of ﬁve representative ERP measures nominated by prior literature.
IV Empirical Implementation
A key strength of our two-dimensional evaluation framework is that it can be implemented
in a small set of empirical analyses and is thus easily portable across research settings. To
illustrate how researchers can empirically implement our framework, this section supplements
our theoretical analyses by evaluating the relative performance of ﬁve families of monthly
expected-return proxies. These ﬁve ERP groups are based either on traditional equilibrium
asset-pricing theory or on some variation of the ICC approach featured in accounting studies
in recent years. Collectively, they span all the prototype classes of ERPs nominated by the
academic ﬁnance and accounting literatures over the past 50 years.
Three of the ERPs we test originate in traditional equilibrium asset-pricing theory, where
non-diversiﬁable risk is priced. Speciﬁcally, we test a single-factor version based on the
Capital Asset Pricing Model (CAPM) and similar multi-factor version based on Fama and
French (1993). We also test a characteristic-based ERP presented in Lewellen (2014) in
which a ﬁrm’s factor loadings (the ’s) embody its relative ranking in terms of each ﬁrm
characteristic.
We also test two prototype ERPs from the ICC literature (the right-hand branch of the
ERP tree in Appendix I). ICC is the internal rate of return that equates a ﬁrm’s market
value to the present value of its expected future cash-ﬂows. Finally, we develop a new ERP
prototype by computing a “ﬁtted” version of the Gebhardt et al. (2001) measure based onEvaluating Firm-Level Expected Return Proxies 17
an instrumental-variable approach, whereby each ﬁrm’s ICC estimate is therefore a “ﬁtted”
value from the regression — i.e., a linear function of the ﬁrm’s current characteristics. This
section outlines our sample-selection process and the methodologies underlying our estimates
of expected-return proxies.
Sample Selection
We obtain market-related data on all U.S.-listed ﬁrms (excluding ADRs) from the Center
for Research in Security Prices (CRSP) and annual accounting data from Compustat for
the period 1977-2011. For each ﬁrm-month, we estimate ﬁve expected-return proxies using
data from the CRSP Monthly Stock ﬁle and, when applicable, ﬁrms’ most recent annual
ﬁnancial statements. To be included in our sample, each ﬁrm-month observation must
include information on stock price, shares outstanding, book values, earnings, dividends,
and industry identiﬁcation (SIC) codes. We also require each ﬁrm-month observation to
include valid, non-missing values for each of our ﬁve expected-return proxies, detailed below.
Our ﬁnal sample consists of 1,549,530 ﬁrm-month observations, corresponding to 12,022
unique ﬁrms.
Factor-Based Expected-Return Proxies
Our empirical tests include two estimates of expected returns to those derived from
standard factor models: CAPM and a four-factor model based on Fama and French (1993)
that adds a momentum factor (the UMD factor obtained from Ken French’s data library).
At the end of each calendar month t, we estimate the expected one-month-ahead returns as
b Et[ri;t+1] = rf t+1 +
J X
j=1
^ ib Et[fj;t] (10)
for each factor model (with J = 1;4 factors), where rf t+1 is the risk-free rate in period t+1,
^ i are the estimated factor sensitivities (estimated in time-series for each ﬁrm using monthlyEvaluating Firm-Level Expected Return Proxies 18
stock and factors’ returns over the 60 months prior to the forecast date), and fj;t are the
corresponding factors in period t. Expected monthly factor returns are estimated based on
trailing average 60-month factor returns.
We denote the capital-asset pricing model and a four-factor Fama-French type model as
CAPM and FFF respectively. We estimate CAPM for each ﬁrm at the end of each calendar
month using historical factor sensitivities. Speciﬁcally, we ﬁrst estimate each ﬁrm’s Beta to
the market factor using the prior 60 months’ data (from t   1 to t   60). CAPM is then
obtained by multiplying the estimated Beta by the most recent 12 months’ compounded
annualized market-risk premium (provided by Fama and French) and adding the risk-free
rate. Similarly, FFF represents a four-factor based ERP computed using the Mkt-Rf, HML,
SMB, and UMD factors and 60-month rolling Beta estimates.
Implied-Cost-of-Capital (ICC)
We use the methodology in Gebhardt et al. (2001) to estimate a ﬁrm’s implied-cost-
of-capital. ICC is a practical implementation of the residual income valuation model that
employs a speciﬁc forecast methodology, forecast period, and terminal value assumption.10
Speciﬁcally, the time-t ICC expected-returns proxy for ﬁrm i is the b erICC
i;t that solves
Pi;t = Bi;t +
11 X
n=1
Et[NI i;t+n]
Et[Bi;t+n 1]   b er
ICC
i;t

1 + b er
ICC
i;t
n Et

Bi;t+n 1

+
Et[NI i;t+12]
Et[Bi;t+11]   b er
ICC
i;t
b er
ICC
i;t

1 + b er
ICC
i;t
11Et

Bi;t+11

; (11)
where Et

NI i;t+n

is the n-year-ahead forecast of earnings estimated using the approach in
Hou et al. (2012). We estimate the book value per share, Bi;t+n, using the clean surplus rela-
tion, and apply the most recent ﬁscal year’s dividend-payout ratio (k) to all future expected
earnings to obtain forecasts of expected future dividends, i.e., Et[Dt+n+1] = Et[NI t+n+1]k.
10Also known as the Edwards-Bell-Ohlson model, the residual income model simply re-expresses the divi-
dend discount model by assuming that book value forecasts satisfy the clean surplus relation, Et[Bi;t+n+1] =
Et[Bi;t+n] + Et[NIi;t+n+1]   Et[Di;t+n+1], where Et[Bi;t+n], Et[NI i;t+n], and Et[Di;t+n], are the time t ex-
pectation of book values, net income, and dividends in t + n.Evaluating Firm-Level Expected Return Proxies 19
We compute ICC as of the last trading day of each calendar month for all U.S. ﬁrms
(excluding ADRs and those in the Miscellaneous category in the Fama-French 48-industry
classiﬁcation scheme), combining monthly prices and total-shares data from CRSP and an-
nual ﬁnancial-statements data from Compustat.
Characteristic-Based Expected-Return Proxies
Following Lewellen (2014), we calculate a characteristic-based ERP, which we denote as
CER, by ﬁrst estimating a ﬁrm’s factor loadings to three characteristics. This measure is
based on an instrumental-variable approach, whereby each ﬁrm’s returns are regressed on a
vector of ﬁrm characteristics in each cross-section (i.e., using Fama-MacBeth regressions);
then the historical average of the estimated slope coeﬃcients is applied to a given forecast
period’s observed ﬁrm characteristics to obtain a proxy of expected future returns.
We also compute a “ﬁtted” expected-return proxy, which uses ICCs instead of returns as
the dependent variable. We refer to this ﬁtted version of ICC, which represents a “ﬁtted”
value using historically estimated Fama-MacBeth coeﬃcients, as FICC. We apply rolling 10-
year Fama-MacBeth coeﬃcients in our implementations of FICC and CER. Figure 1 reports
rolling average Fama-MacBeth slope estimates from cross-sectional regressions of expected-
returns proxies on ﬁrms’ size, book-to-market, and return momentum. The left-hand panel
reports rolling average coeﬃcients using realized returns as the dependent variable; the right-
hand panel uses the ICC as the dependent variable. The coeﬃcients from the ICC regressions
are noticeably smoother than those from returns, consistent with FICC’s circumvention of
some of the noise in returns by equating prices to estimates of future earnings.
Descriptive Statistics
Table 1 reports the medians of ﬁve monthly expected-return proxies for each year from
1977 through 2011. We compute expected-return proxies for each ﬁrm-month in our main
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day of each month. Our sample consists of ﬁrm-months for which all ﬁve expected-return
proxies are non-missing. The number of ﬁrm-months varies by year, ranging from a low of
30,930 in 1978 to a high of 61,487 in 1998. The average number of ﬁrm-months per year
is 44,272, indicating that expected-return proxies are available for a broad cross-section of
stocks in any given year. The time-series means of the monthly median expected-return
proxies range from 0.93 percent (for ICC), to 1.59 percent (for CAPM).
It is instructive to compare the results for the two factor-based proxies (CAPM and FFF)
with their non-factor-based counterparts (ICC, CER, and FICC). Recall that we compute
CAPM and FFF using ﬁrm-speciﬁc Betas estimated over the previous 60 months and a
continuously updated market-risk premium provided by Fama-French. The monthly means
for CAPM and FFF (1.59 percent and 1.55 percent) are similar to those of the non-factor-
based proxies. However, the time-series standard deviation of the factor-based proxies is
3 to 5 times larger than the standard deviation of the non-factor-based proxies. Annual
medians for CAPM range from -1.88 percent to 4.53 percent; in 5 out of 35 years the median
of CAPM is negative, indicating that more than half of the monthly observations signal
expected returns below zero. The volatility of CAPM and FFF reﬂects the instability of the
market equity risk premium estimated on the basis of historical realized returns.
Table 2 reports the average monthly Spearman correlations among the ﬁve expected-
return proxies. We calculate correlations by month and then average them over the sample
period. The table shows that the three non-factor-based proxies are highly correlated among
themselves, as are the two factor-based proxies. However, we ﬁnd no positive correlation
across the two groups — that is, none of the three non-factor-based proxies is positively
correlated with the two factor-based proxies. In fact, the correlations between the non-
factor-based and factor-based proxies are generally negative (ﬁnding consistent with earlier
ﬁndings reported by Gebhardt et al., 2001).Evaluating Firm-Level Expected Return Proxies 21
Comparison of Measurement-Error Variances
As noted in Section III, better expected-return proxies should generate measurement
errors with lower cross-sectional variance. Table 3 presents descriptive statistics for the cross-
sectional variances of scaled measurement errors of the ﬁve expected-return proxies. Scaled
measurement-error variances are calculated for each unique calendar-month/expected-return
proxy pair using equation (7), as follows:
SVart(!i;t) = Vart(b eri;t)   2Covt(ri;t+1; b eri;t);
where SVart(!i;t) is the cross-sectional scaled measurement-error variance in month t, b eri;t
is the expected-return proxy in month t, and ri;t+1 is the realized return in month t + 1.
Panel A of Table 3 reports summary statistics for the error variance from each model,
using a sample of data for 418 calendar months during our 1977-2011 sample period. Table
values in this panel represent descriptive statistics for the error variance from each expected-
return proxy computed across these 418 months.
Recall from Section III that we do not estimate the third component of Vart(!) in
Equation (6); instead, we estimate the scaled measurement-error variances as in Equation (7).
One implication of omitting this third term, which is a variance and therefore non-negative,
is that the resulting estimates of scaled measurement-error variances can be negative. Hence,
to ensure that SVart(!i;t) is positive, we multiply our estimates by 100 and add an arbitrary
constant of 10 when reporting summary statistics.
Panel A of Table 3 shows that the three non-factor-based proxies (ICC, CER, and FICC)
generate smaller cross-sectional error variances than the other two. Panel B reports t-
statistics based on Newey-West-adjusted standard errors corresponding to the pair-wise
comparisons of cross-sectional scaled measurement-error variances within the sample of 418
months used in Panel A.
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return proxy displayed in the leftmost column has a larger (smaller) scaled measurement-
error variance than the expected-return proxy displayed in the topmost row. The Panel B
ﬁndings indicate that all three non-factor-based proxies signiﬁcantly outperform CAPM and
FFF. Among the non-factor-based proxies, furthermore, both CER and FICC outperform
the remaining three proxies, indicating that CER and FICC are best suited to rank ﬁrms in
our sample in terms of their true expected returns.
According the second dimension of our evaluative framework, better expected-return
proxies should also generate measurement errors with lower time-series variance. Table 4
reports a time-series measure of error variance for each of the ﬁve expected-return proxies,
calculated for each unique ﬁrm/expected-return proxy pair using equation (4) as follows:
SVari(!i;t) = Vari(b eri;t)   2Covi(ri;t+1; b eri;t);
where SVari(!i;t) is the scaled measurement-error variance of ﬁrm i, b eri;t is the expected-
return proxy in month t, and ri;t+1 is the realized return in month t + 1.
Panel A provides descriptive statistics for the variance of the error terms. To construct
this panel, we require each ﬁrm to have a minimum of 20 (not necessarily consecutive) months
of data during our 1977-2011 sample period. A total of 12,022 unique ﬁrms met this data
requirement. Table values in this panel represent summary statistics for the error variance
(multiplied by 100) from each expected-return proxy computed across these 12,022 ﬁrms;
again, we add a constant of 10 to each estimate before calculating summary statistics. Panel
B reports t-statistics corresponding to the pair-wise comparison of ﬁrm-speciﬁc measurement
errors across the sample of 12,022 ﬁrms used in Panel A.
The results in Table 4 show that the three non-factor-based proxies (ICC, CER, and
FICC) generate lower time-series error variances than the other two. Panel B shows that
ICC in particular generates measurement-error variances that are more stable over time
than all other expected return proxies. Thus, the three non-factor-based proxies are notEvaluating Firm-Level Expected Return Proxies 23
merely better in the cross-section than the Beta-based proxies; they also behave better in
time-series, on average.
Figure 2 illustrates the results from our evaluative framework. The Y-axis depicts the
median cross-sectional scaled measurement-error variance and the X-axis depicts the median
time-series scaled measurement-error variances. Therefore, the upper left-hand corner of the
ﬁgure demarcates an eﬃciency frontier where error variances are minimized.
This eﬃcient frontier depicts the two-dimensional framework that researchers can use to
compare alternative ERPs within their speciﬁc research setting. The ﬁgure shows that ICC,
FICC, and CER are the best-performing proxies in terms of minimal error variance. The
eﬃcient frontier deﬁned by these three proxies illustrates that the choice of expected-return
proxies depends on the researcher’s particular loss function with respect to the stability
of cross-sectional measurement errors versus the stability of time-series measurement errors.
Strikingly, ICC, FICC, and CER all perform much better than the two factor-based measures,
FFF and CAPM. The ﬁgure also illustrates the tendency for models that perform well on
one dimension to do so on the other as well.
Why do certain proxies outperform others? Figure 2 helps to identify the relative
strengths of the CER and ICC. CER performs better in terms of cross-section; ICC per-
forms better in the time-series. One possible explanation for this phenomenon is that CER
assumes a stable risk premium, relative to ﬁrm characteristics, based on a long panel of his-
torical data (the estimated rolling coeﬃcients on ﬁrm characteristics shown in Appendix II).
These estimated risk premiums are relatively stable over time, while ﬁrm characteristics (i.e.,
risk factors) vary substantially. To the extent that risk premiums on these ﬁrm characteris-
tics are moving over time, we would expect greater time-series measurement-error variances
(though the cross-sectional ordering of expected returns may be less aﬀected because ﬁrms
are still sorted in each period according to their current risk factors).
Additionally, we ﬁnd that ICC performs better in the time-series but not in the cross-
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on estimating historical average premiums as CER does. Because estimating ICCs does not
require calculating historical premiums, ICCs are more ﬂuid across periods than CER; thus,
ICC trades oﬀ decreased measurement errors in the time-series for increased measurement
errors in the cross-section. These tradeoﬀs give further credence to our two-dimensional
framework by empirically documenting a tradeoﬀ between time-series and cross-sectional
ERP performance, indicating that the appropriate proxy may vary across research objectives
and settings.
Overall, our results oﬀer a much more sanguine assessment of the implied-cost-of-capital
approach than does some prior literature. A large and growing literature uses implied-cost-of-
capital estimates as de-facto proxies for ﬁrm-level expected returns. However, prior research
provides limited assurance that implied-cost-of-capital estimates are in fact useful proxies
for expected returns. After examining seven implied-cost-of-capital estimates, for example,
EM concluded that “for the entire cross-section of ﬁrms, these proxies are unreliable.” By
contrast, we show that ERPs based on an implied-cost-of-capital approach (ICC, FICC)
are attractive in terms of their cross-sectional performance, and also strongly outperform
alternative ERPs in time-series tests.
Like those of Botosan et al. (2011), our ﬁndings raise questions about the EM assertion
that ICC estimates are unreliable. Unlike Botosan et al. (2011), however, our primary
evaluation criteria do not necessarily require superior ERPs to exhibit stronger empirical
correlations with estimated Beta or other presumed risk proxies.
One caveat is that the conclusions drawn from our empirical analyses can depend on the
sample used in the analysis (e.g., Ecker et al., 2013) and on the variations of ERPs considered.
The empirical exercise presented here is intended to illustrate the implementation of our
two-dimensional evaluation framework for ERPs, but we hope that this framework will help
researchers to determine which ERPs are appropriate for their intended research setting.Evaluating Firm-Level Expected Return Proxies 25
V Conclusion
Estimates of expected returns play a central role in many managerial and investment
decisions that aﬀect the allocation of scarce resources in society. This study addresses a
key problem in the literature that relies on estimates of expected returns: how to assess the
relative performance of expected-returns proxies (ERPs) when prices are noisy.
Our paper demonstrates the importance of evaluating the time-series performance of
ERPs, whereas most prior studies focus on cross-sectional performance evaluation. Evaluat-
ing an ERP’s time-series performance is crucial in numerous research contexts, such as when
researchers use a diﬀerence-in-diﬀerences research design to study the impact of a regulatory
change on a ﬁrm’s expected returns.
We derive a two-dimensional evaluation framework that explicitly models both time-
series and cross-sectional measurement-error variances for ERPs. Using a ﬁrm’s true but
unobservable expected-return as the normative benchmark, we deﬁne an ERP’s deviation
from this benchmark as its measurement error. Although the measurement errors themselves
are unobservable, we show that it is possible to derive characteristics of the distribution of
errors for each ERP such that researchers can compare the relative performance of alternative
proxies.
Our main goal is less to establish the superiority of speciﬁc ERPs, than to demonstrate
the value of an easily implementable performance-evaluation framework derived from a min-
imalistic set of assumptions. We do not assume here that Beta or future realized returns
are normative benchmarks by which ERPs should be measured. By establishing a rigorous
evaluative framework, our ﬁndings help researchers select the appropriate ERP for a given
context, and thus establish a minimum bar for what should be demanded from new entrants
in the vast and still growing pool of ﬁrm-level expected-return proxies.Evaluating Firm-Level Expected Return Proxies 26
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Technical Appendix
Part A. Ranking Firm-Speciﬁc ERP Measurement-Error Variance
Part A of this appendix derives a measure to rank ERP models on the basis of average
time-series measurement-error variance, a measure that is ERP-speciﬁc and empirically es-
timable. We call this measure Average Scaled TS Variance (AvgSVar
TS). Our derivation
proceeds in three steps. In Step 1 we decompose a ﬁrm’s time-series ERP measurement-error
variance and deﬁne a ﬁrm-speciﬁc Scaled TS Variance measure. In Step 2 we decompose
realized returns and derive an expression for the time-series return-ERP covariance. In Step
3 we show how to estimate Scaled TS Variance using the time-series return-ERP covariance
and deﬁne the Average Scaled TS Variance.
We make the following assumptions throughout:
A1 Expected returns (eri;t+1), ERP measurement error (!i;t+1), and realized returns (ri;t+1)
are jointly covariance stationary.11
A2 Expected-returns forecast errors (or news, i.e., i;t+1 = ri;t+1   eri;t) is not ex-ante
forecastable, and is not systematically correlated with expected returns (in time-series
or cross-section).
Step 1. Decomposing a Firm’s Time-Series Variance in ERP Measurement Errors
and Deﬁning MV ari(!i;t) MV ari(!i;t) MV ari(!i;t)
We deﬁne an ERP as the sum of the true expected-return and its measurement error
(T1):
b eri;t+1 = eri;t+1 + !i;t+1: (T1)
Taking the time-series variance on both sides of (T1) and re-organizing terms, a ﬁrm i’s
time-series variance in ERP measurement errors can be written as
Vari(!i;t) = Vari(b eri;t) + Vari(eri;t)   2Covi(eri;t; b eri;t); (T2)
which can be re-expressed as
Vari(!i;t) = Vari(b eri;t)   2[Vari(eri;t) + Covi(eri;t;!i;t)] + Vari(eri;t): (T3)
The last right-hand-side term, ﬁrm i’s time-series variance in expected returns, does not
depend on the choice of ERP model. Therefore, in comparing the time-series variance of
ERP measurement errors for ﬁrm i, one needs only to compare the ﬁrst two terms of (T3),
which we refer to collectively as the Scaled Time-Series Variance of an ERP’s measurement
11A stochastic vector process fytgt1 is covariance-stationary if (a) E[yt] =  for all t, and (b) E(yt  
)(yt j  ) =
P
j for all t and any j. That is, the mean and autocovariances do not depend on the date t.Evaluating Firm-Level Expected Return Proxies 30
errors of ﬁrm i’s expected returns [SVari(!i;t)]:12
SVari(!i;t) = Vari(b eri;t)   2[Vari(eri;t) + Covi(eri;t;!i;t)]: (T4)
Notice that the ﬁrst right-hand-side term is ﬁrm i’s time-series variance in the ERP,
which can be empirically observed. The second right-hand-side term involves unobservables:
speciﬁcally, ﬁrm i’s variance in expected returns [Vari(eri;t)] and the time-series covariance
between the ﬁrm’s expected returns and the ERP measurement errors [Covi(eri;t;!i;t)]. In
what follows, we re-express the second term on the right-hand side in terms of variables that
can be empirically observed.
Step 2. Decomposing Realized Returns and Time-Series Return-ERP Covariance
In this step we show that Covi(ri;t+1; b eri;t) = Vari(eri;t)+Covi(eri;t;!i;t). To obtain this
result, note that ex-post realized returns is the sum of the ex-ante expected returns and news
or forecast errors:
ri;t+1 = eri;t + i;t+1: (T5)
We deﬁne eri;t to be ﬁrm i’s true but unobserved expected returns (eri;t) conditional on
publicly available information at time t, capturing all ex-ante predictability (with respect to
the information set) in returns. By the property of conditional expectations, it follows that
eri;t is optimal or eﬃcient in the sense of minimizing mean squared errors. This is known as
the Prediction Property of conditional expectations (e.g., Angrist and Pischke, 2008).
It follows from this deﬁnition and the property of conditional expectations that a ﬁrm’s
expected returns (eri;t) is uncorrelated with its forecast errors (i;t+1) in time-series; this is
also known as the Decomposition Property of conditional expectations (e.g., Angrist and
Pischke, 2008). Intuitively, if expected returns were correlated with subsequent forecast
errors, one could always improve on the expected-return measure by taking into account
such systematic predictability, thereby violating the deﬁnition of an optimal forecast. This
justiﬁes assumption A2.
We can thus write the time-series covariance between returns and ERPs as:
Covi(ri;t+1; b eri;t) = Covi(eri;t + i;t+1;eri;t + !i;t)
= Vari(eri;t) + Covi(eri;t;!i;t); (T6)
where the ﬁrst equality follows from the return decomposition of (T5) and the deﬁnition of
ERP (T1), and the last equality follows from assumption A2 (i.e., “news is news”), which
implies that Covi(i;t+1;eri;t) = Covi(!i;t+1;i;t+1) = 0.
Step 3. Estimating AvgSV arTS AvgSV arTS AvgSV arTS
Substituting (T6) into (T3) and (T4), we obtain:
Vari(!i;t) = Vari(b eri;t)   2Covi(ri;t+1; b eri;t) + Vari(eri;t); (T7)
12Note that Vari(!i;t) = SVari(!i;t) + V ari(eri;t).Evaluating Firm-Level Expected Return Proxies 31
so that
SVari(!i;t) = Vari(b eri;t)   2Covi(ri;t+1; b eri;t): (T8)
The ﬁrst term of SVari shows that, all else equal, an ERP’s measurement-error variance is
increasing in the variance of the ERP. The second term of SVari shows that, all else equal,
an ERP’s measurement-error variance is decreasing in the degree to which ERPs predict
future returns in time-series.
Notice that (T8) expresses SVari(!i;t) in terms of two empirically observable variables
fb eri;t;ri;t+1g. These variables can be computed empirically, with consistency achieved under
standard regularity conditions.13 Our empirical tests compute, for each ERP and each ﬁrm,
the relative error-variance measure using (T8), and assess the time-series performance of
ERPs based on the average of SVari across the N ﬁrms in our sample:
AvgSVar
TS =
1
N
X
i
SVari(!i;t): (T9)
Notice also that SVari(!i;t)   Vari(eri;t), because Vari(!i;t) = SVari(!i;t)+Vari(eri;t)
and Vari(!i;t)  0. Therefore,  Vari(eri;t) is the minimum bound for our empirically
estimable Scaled Time-Series Variance measure. In other words, if we have an ICC that
measures expected returns perfectly, then SVari(!i;t) =  Vari(eri;t).14
Part B. Ranking Cross-Sectional ICC Measurement-Error Variance
Here derive a measure to rank ERP models on the basis of their average cross-sectional
measurement-error variance. We call this measure Average Scaled CS Variance (AvgSVar
TS).
Our derivation proceeds in two steps. In Step 1, we decompose a ﬁrm’s cross-sectional
ERP measurement-error variance and deﬁne our cross-section-speciﬁc Scaled CS Variance
measure. In Step 2, we show how to estimate Average Scaled CS Variance using the average
cross-sectional return-ERP covariance. We make the same assumptions as in Part A.
13The following regularity conditions are suﬃcient to ensure that sample time-series variances and
covariances will converge in probability to population variances and covariances (Hamilton, 1994): for a
covariance stationary stochastic process fYtgt1, if there exists an MA(1) representation (Yt =
P1
j=0  jj)
where the MA coeﬃcients are absolutely summable (
P1
j=0 j jj < 1) and ftgt1 is an iid sequence with
Ejtjr < 1, then the sample covariance converges to the population covariance in probability:
1
T
PT
t=1(Yt    YT)(Yt k    YT)   !
p
E(Yt   )(Yt k   ), where  YT = 1
T
PT
t=1 Yt and  = E(Yt).
14Note that by comparing the resulting SVar for various ICC estimates, we only achieve a “relative”
performance assessment; we cannot conduct an “absolute” comparison to the true expected-returns measure
without imposing further structure on the time-series process governing expected returns. In Part C of this
Technical Appendix, we illustrate how this can be done under the assumption that both the measurement
error and the true expected returns follow AR(1) processes.Evaluating Firm-Level Expected Return Proxies 32
Step 1. Decomposing an ERP’s Cross-Sectional Measurement-Error Variance
and Deﬁning SVart(!i;t) SVart(!i;t) SVart(!i;t)
As in the case of time-series, the cross-sectional variance in ERP measurement errors can
be written as
Vart(!i;t) = Vart(b eri;t) + Vart(eri;t)   2Covt(eri;t; b eri;t); (C1)
which can be re-expressed as
Vart(!i;t) = Vart(b eri;t)   2[Vart(eri;t) + Covt(eri;t;!i;t)] + Vart(eri;t): (C2)
The ﬁnal right-hand-side term, the cross-sectional variance in expected returns at time t,
does not depend on the choice of ERP model. Therefore in comparing the cross-sectional
variance of ERP measurement errors at time t, one needs only to compare the ﬁrst two terms
of (C2), which we refer to collectively as the Scaled CS Variance of an ERP’s measurement
errors [SVart(!i;t)]:15
SVart(!i;t) = Vart(b eri;t)   2[Vart(eri;t) + Covt(eri;t;!i;t)]: (C3)
Notice that the ﬁrst right-hand-side term is the cross-sectional variance in the ERP,
which can be empirically estimated. The second right-hand-side term involves unobservables
— speciﬁcally, the cross-sectional variance in expected returns [Vart(eri;t)], and the cross-
sectional covariance between the ﬁrm’s expected returns and the ERP measurement errors
[Covt(eri;t;!i;t)].
Step 2. Deﬁning and Estimating AvgSVar
CS AvgSVar
CS AvgSVar
CS
In our empirical tests, we assess the cross-sectional performance of ERPs based on the
average of SVart across the T cross-sections in our sample:
AvgSVar
CS =
1
T
X
t
Vart(b eri;t)   2[Vart(eri;t) + Covt(eri;t;!i;t)]: (C4)
To estimate AvgSVar
TS, we note that the average cross-sectional covariance between
returns and ERPs can be expressed as:
1
T
X
t
Covt(ri;t+1; b eri;t) =
1
T
X
t
Covt(eri;t + i;t+1;eri;t + !i;t)
=
1
T
X
t
[Vart(eri;t) + Covt(eri;t;!i;t)]; (C5)
where the ﬁrst equality follows from the realized returns decomposition (T5) and the deﬁni-
tion of expected-returns proxy (T1), and the last equality follows from the assumption (A2)
15Note that Vart(!i;t) = SVart(!i;t) + Vart(eri;t)Evaluating Firm-Level Expected Return Proxies 33
that “news” cannot exhibit systematic forecastability.16
Part C. Completing the Evaluative Framework
Here, we develop further intuition on the importance of the time-series error variance as
a performance criterion for ERPs, and show how this approach augments prior studies that
rely solely on cross-sectional realized returns as a performance benchmark.
1. What does a “zero-error-variance” ERP look like?
We begin by demonstrating that our benchmark is the true expected-return, and then
show why several closely related ERPs do not result in zero-error-variance.
Suppose we have the perfect proxy for expected returns, so that b eri;t = eri;t 8 i;t. Then
from (T3) and (C2), since !i;t = 0 8 i;t, we have:
Vari(!i;t) = Vari(eri;t)   2[Vari(eri;t) + Covi(eri;t;0)] + Vari(eri;t) = 0; and
Vart(!i;t) = Vart(eri;t)   2[Vart(eri;t) + Covt(eri;t;0)] + Vart(eri;t) = 0:
As expected, an ERP that measures true expected-return without error will yield zero
error variance. In fact, it should be clear from the above that any ERP that always diﬀers
from the true expected returns by the same ﬁxed constant (i.e., takes the form b eri;t = eri;t+C
for some constant C) will also have zero error variance (in time-series and in the cross-
section). Our empirically estimable AvgSVar
TS and AvgSVar
TS measures will achieve their
minimum bounds with such an ERP: i.e.,  Vari(eri;t) and  Vart(eri;t) respectively.
2. What What about a “noisy but unbiased” ERP?
What about an ERP that is “on average right” (e.g., b eri;t = eri;t+i;t for some white noise
process i;t)? Since the measurement error is simply white noise, i.e., !i;t = b eri;t eri;t = i;t,
we have:
Vari(!i;t) = Vari(i;t) for any i; and
Vart(!i;t) = Vart(i;t) for any t:
This result is quite intuitive: for an unbiased ERP estimate that measures expected-return
with random noise, the variance in measurement error is simply the variance of the white
noise.
16Note that for any given cross-section it might be possible for realized news and measurement errors to
be correlated, but this cannot be true systematically (i.e., across many cross-sections) by the deﬁnition of
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3. Using a ﬁxed constant as an ERP
Next, consider an ERP that is a ﬁxed constant C (e.g., 7 percent each year). In this case,
!i;t = C   eri;t, so that:
Vari(!i;t) = Vari(C   eri;t) = Vari(eri;t); and
Vart(!i;t) = Vart(C   eri;t) = Vart(eri;t):
This result is also quite intuitive: if the ERP estimate is a ﬁxed constant, variations in
measurement errors will be driven entirely by variations in expected returns.
4. Using future realized returns as ERPs
Finally, it is instructive to consider how one-period-ahead realized returns would fare in
our framework — i.e., what measurement-error variances would look like if we used future
realized returns as a proxy for expected returns. Note that doing so would violate a key
assumption that underpins the derivation of equation (T7) or (T8), since future realized
returns are highly correlated with future news. We therefore cannot apply these equations
to this expected-return proxy.
Using equation (T5) instead, we show that in this case the measurement error is simply
the forecast error or news, i.e., !i;t = eri;t   ri;t+1 =  i;t+1, so that:
Vari(!i;t) = Vari(i;t+1); and
Vart(!i;t) = Vart(i;t+1):
That is, the measurement-error variance of future realized returns is essentially the variance
of the news shocks.
This expression highlights a key weakness in the use of realized returns as a proxy for
expected returns. If stock prices are subject to large unpredictable shocks (whether to cash-
ﬂows or to investor sentiment), then the variance in measurement errors for realized returns
will be large, making realized returns poor proxies for expected returns in our framework.
This is, of course, the main motivation for alternative ERP estimates in the ﬁrst place.17
17However, as Wang (2014) notes, realized returns may still be a desirable alternative in regression settings.Evaluating Firm-Level Expected Return Proxies 35
Appendix I. Family Tree of Expected-Return Proxies
Firm-Level Expected-Return Proxy (ERP)
Empirical Asset Pricing
Approach
Implied-Cost-of-Capital
Approach
Basic Premise
Estimation Challenges
Representative ERP Variables
 Equilibrium Pricing: only non-
diversiﬁable risks are priced
 A ﬁrm’s ERP is a linear function
of its sensitivity to each factor (’s),
and the price of the factor (’s)
 Factor Identiﬁcation (which factors
matter?)
 Risk Premium for each factor
(the ’s)
 Firm factor loadings (the ’s)
 CAPM (Sharpe, 1964; Lintner, 1965)
 FFF (Fama and French, 1993;
Fama and French, 1996)
 CER (Lewellen, 2014;
Chattopadhyay et al., 2014)
 The share price reﬂects the PV of the
expected CF to shareholders
 Agnostic with respect to the source of
risk. ERP is the IRR that equates
expected future CF to current price
 CF forecasting assumptions:
Future Earnings/FCF/Dividends?
Terminal value estimation?
 Assumes a constant discount rate
(what about inter-temporal variation
in a ﬁrm’s expected returns?)
 ICC (Gebhardt et al., 2001;
Hou et al., 2012)
 FICC (Fitted ICC; a new proxy)E
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Appendix II. Summary of Expected-Return Proxies (ERP)
This table summarizes of ﬁve expected-return proxies (ERPs). For each of the ﬁve proxies (listed in the ﬁrst column), the table provides a short description (in the second
column), explains how the factor risk-premium is estimated (in the third column), explains how the factor loadings on risk factors are estimated (in the fourth column), and
cites related prior studies (in the last column). A full description of each proxy appears in Section IV.
Variable Description
Factor risk-premium
(Gamma) estimation
Factor-loading (Beta)
estimation
Related prior studies
CAPM
One-factor expected-return
proxy based on the Capital
Asset Pricing Model
(CAPM)
Based on the realized risk
premium over the
preceding 12 months
Based on time-series
regressions using realized
returns over the preceding
60 months
Sharpe (1964);
Lintner (1965)
FFF
A four-factor
expected-return proxy
based on realized returns
and each ﬁrm’s estimated
sensitivity to four-factors
(MKT, SMB, HML, and
UMD)
Based on each factor’s
realized risk premium over
the preceding 12 months
Based on time-series
regressions using realized
returns over the preceding
60 months
Fama and French (1993);
Fama and French (1996)
CER
Characteristic-based
expected-return proxy
whereby a ﬁrm’s exposure
to a factor is simply its
scaled rank on that
characteristic (Size, BTM,
Momentum)
Based on ten-year average
Fama-MacBeth coeﬃcients
for each factor
Based on current year ﬁrm
characteristics
Lewellen (2014);
Chattopadhyay et al. (2014)
ICC
The internal rate of return
(IRR) that equates a ﬁrm’s
forecasted cash-ﬂows to its
current market price
Not applicable Not applicable
Gebhardt et al. (2001);
Hou et al. (2012)
FICC
Characteristic-based
expected-return proxy
whereby each ﬁrm’s ICC
is “ﬁtted” to a set of ﬁrm
characteristics
Not applicable Based on current year ﬁrm
characteristics
New proxyEvaluating Firm-Level Expected Return Proxies 37
Appendix III. Regression Coeﬃcients from Earnings Forecasts
Regressions
This table reports the average regression coeﬃcients and their time-series t-statistics from annual pooled regressions of
one-year-ahead through three-year-ahead earnings on a set of variables hypothesized to capture diﬀerences in expected earnings
across ﬁrms. Speciﬁcally, for each year t between 1970 and 2011, we estimate the following pooled cross-sectional regression
using the previous ten years (six years minimum) of data:
Ej;t+ = 0 + 1EVj;t + 2TAj;t + 3DIV j;t + 4DDj;t + 5Ej;t + 6NEGEj;t + 7ACCj;t + j;t+
where Ej;t+ ( = 0;1;2;or 3) denotes the earnings before extraordinary items of ﬁrm j in year t + , and all explanatory
variables are measured to the end of year t: EVj;t is the enterprise value of the ﬁrm (deﬁned as total assets plus the market
value of equity minus the book value of equity), TAj;t is the total assets, DIV j;t is the dividend payment, DDj;t is a dummy
variable that equals 0 for dividend payers and 1 for non-payers, NEGEj;t is a dummy variable that equals 1 for ﬁrms with
negative earnings (0 otherwise), and ACCj;t is total accruals scaled by total assets. Total accruals are calculated as the change
in current assets plus the change in debt in current liabilities minus the change in cash and short-term investments and minus
the change in current liabilities. R-Sq is the time-series average R-squared from the annual regressions.
Years
Ahead Intercept V T DIV DD E NEGE ACC R-Sq
1 2.452 0.010 -0.008 0.330 -2.515 0.749 1.034 -0.016 0.849
(5.32) (45.06) -(33.79) (38.21) -(3.47) (162.23) (2.28) -(8.67)
2 4.268 0.013 -0.010 0.490 -3.617 0.669 1.938 -0.020 0.790
(6.54) (41.67) -(28.46) (39.77) -(3.68) (98.16) (2.62) -(7.95)
3 15.970 0.000 0.002 0.663 -10.350 0.295 -0.418 -0.008 0.459
(23.39) (7.64) -(1.43) (46.91) -(9.29) (45.43) -(0.67) -(2.95)Evaluating Firm-Level Expected Return Proxies 38
Figure 1. Ten-Year Rolling Slope Estimates
This ﬁgure reports the ten-year rolling-average Fama-MacBeth slope estimates from cross-sectional regressions of expected-
return proxies on ﬁrms’ size, book-to-market (BTM), and return momentum. The left-hand-side panel reports rolling average
coeﬃcients using realized returns as the dependent variable; the right-hand-side panel uses the implied-cost-of-capital (ICC) as
the dependent variable. A full description of each proxy appears in Section IV.Evaluating Firm-Level Expected Return Proxies 39
Figure 2. Eﬃcient Frontier of Firm-Speciﬁc Expected-Return Proxies
This ﬁgure plots the average cross-sectional and time-series scaled measurement-error variances for each of ﬁve monthly expected-
return proxies. ICC is the implied-cost-of-capital following Gebhardt et al. (2001); CER is a characteristic-based expected-
return proxy derived from historical cross-sectional regression of realized returns on a ﬁrm’s size, book-to-market, and return
momentum where historically estimated ten-year average Fama-MacBeth coeﬃcients are applied to current ﬁrm characteristics;
FICC is analogously deﬁned from a regression of ICC on a ﬁrm’s size, book-to-market, and return momentum; CAPM is the
ﬁrm’s expected-return derived from the Capital Asset Pricing Model; and FFF is the four-factor model using the market,
small-minus-big (SMB), high-minus-low (HML), and up-minus-down (UMD) factors. A full description of each proxy appears
in Section IV. Scaled measurement-error variances are calculated for each unique ﬁrm/expected-return proxy pair as follows:
AvgSVarCS =
1
T
X
t
Vart( b eri;t)   2Covt(ri;t+1; b eri;t)
where Vart( b eri;t) is a given ERP’s cross-sectional variance at time t and Covt(ri;t+1; b eri;t) is the cross-sectional covariance
between ﬁrms’ ERPs at time t and their realized returns in period t + 1. Time-series measurement-error variances are deﬁned
analogously when summarized over all ﬁrms in a given calendar month, spanning 418 months from 1977 through 2011 as follows:
AvgSVarTS =
1
N
X
i
SVari(!i;t)
where SVari(!i;t) is the scaled measurement-error variance ﬁrm i. Firm-speciﬁc scaled measurement-error variances are calcu-
lated based on a sample of 12,022 unique ﬁrms that meet our data requirements.Evaluating Firm-Level Expected Return Proxies 40
Table 1. Monthly Expected-Return Proxies by Year
This table reports the median of monthly expected-return proxies. ICC is the implied-cost-of-capital following Gebhardt
et al. (2001); CER is a characteristic-based expected-return proxy derived from a historical regression of realized returns on a
ﬁrm’s size, book-to-market, and return momentum where historically estimated ten-year average Fama-MacBeth coeﬃcients are
applied to current ﬁrm characteristics; FICC is analogously deﬁned from a regression of ICC on a ﬁrm’s size, book-to-market,
and return momentum; CAPM is the ﬁrm’s expected-return derived from the Capital Asset Pricing Model; and FFF is the
four-factor model using the market, small-minus-big (SMB), high-minus-low (HML), and up-minus-down (UMD) factors. A
full description of each proxy appears in Section IV. We compute a ﬁrm-speciﬁc expected-return estimate for each stock in
our sample based on the stock price and publicly available information at the conclusion of each calendar month, where the
expected-return corresponds to the following month. Proxies are treated as missing if they are either below zero or above 100
percent.
Year Observations ICC CER FICC CAPM FFF
1977 31,012 1.55% 0.86% 2.35% -0.06% 1.11%
1978 30,930 1.46% 0.77% 2.16% 2.87% 2.85%
1979 31,707 1.45% 0.90% 2.07% 3.38% 3.56%
1980 33,339 1.43% 1.35% 1.95% 4.53% 3.52%
1981 33,688 1.28% 1.43% 1.78% 0.56% 1.18%
1982 34,673 1.36% 1.11% 1.86% 0.93% 1.11%
1983 36,503 1.10% 2.19% 1.55% 2.50% 3.03%
1984 36,535 1.10% 1.78% 1.58% 0.54% -0.25%
1985 38,481 1.04% 1.86% 1.54% 2.11% 1.93%
1986 39,268 0.93% 1.81% 1.43% 1.90% 1.24%
1987 39,076 0.88% 1.67% 1.42% 2.25% 1.61%
1988 40,754 0.95% 1.41% 1.53% 1.08% 1.22%
1989 42,434 0.97% 1.52% 1.45% 1.75% 1.61%
1990 41,607 1.08% 1.15% 1.49% -0.58% -0.67%
1991 41,266 1.00% 1.25% 1.40% 2.32% 2.88%
1992 41,372 0.85% 1.39% 1.30% 0.98% 1.58%
1993 43,232 0.76% 1.05% 1.24% 1.31% 2.01%
1994 50,544 0.79% 1.09% 1.27% 1.01% 0.38%
1995 55,627 0.79% 1.10% 1.25% 2.92% 2.56%
1996 58,724 0.77% 1.12% 1.19% 2.09% 2.07%
1997 60,221 0.72% 1.13% 1.13% 2.60% 2.13%
1998 61,487 0.74% 1.16% 1.09% 2.52% 1.51%
1999 59,517 0.79% 1.15% 1.12% 1.55% 0.84%
2000 57,352 0.80% 1.57% 1.09% -0.45% 0.01%
2001 54,367 0.76% 1.46% 1.09% 0.54% 1.66%
2002 51,465 0.70% 1.28% 1.06% -0.16% -0.43%
2003 48,234 0.68% 1.21% 1.04% 2.29% 3.44%
2004 47,406 0.60% 1.40% 0.90% 2.35% 2.22%
2005 46,816 0.63% 1.21% 0.97% 2.02% 1.25%
2006 47,107 0.63% 1.16% 0.96% 2.33% 1.97%
2007 46,956 0.66% 1.03% 0.99% 1.51% 0.64%
2008 46,291 0.82% 0.77% 1.20% -1.88% -1.29%
2009 43,379 0.87% 0.62% 1.32% 3.69% 3.55%
2010 43,035 0.75% 0.59% 1.08% 2.40% 2.62%
2011 35,125 0.74% 0.62% 1.09% 0.04% -0.52%
Mean 44,272 0.93% 1.23% 1.37% 1.59% 1.55%
Median 43,035 0.82% 1.16% 1.27% 1.90% 1.61%
Std 8,919 0.27% 0.37% 0.36% 1.33% 1.27%
Min 30,930 0.60% 0.59% 0.90% -1.88% -1.29%
Max 61,487 1.55% 2.19% 2.35% 4.53% 3.56%Evaluating Firm-Level Expected Return Proxies 41
Table 2. Correlation between Expected-Return Proxies
This table reports the average monthly Spearman correlations among the ﬁve expected-return proxies. ICC is the implied-cost-
of-capital following Gebhardt et al. (2001); CER is a characteristic-based–return proxy derived from a historical regression of
realized returns on a ﬁrm’s size, book-to-market, and return momentum where historically estimated ten-year average Fama-
MacBeth coeﬃcients are applied to current ﬁrm characteristics; FICC is analogously deﬁned from a regression of ICC on a
ﬁrm’s size, book-to-market, and return momentum; CAPM is the ﬁrm’s expected-return derived from the Capital Asset Pricing
Model; and FFF is the four-factor model using the market, small-minus-big (SMB), high-minus-low (HML), and up-minus-down
(UMD) factors. A full description of each proxy appears in Section IV. P-values are shown in parentheses corresponding to
one-tailed tests under the alternative hypothesis that expected-return proxies should be positively correlated.
ICC CER FICC CAPM FFF
ICC 0.499 0.648 -0.172 -0.117
(0.00) (0.00) (0.00) (0.00)
CER 0.499 0.660 -0.101 -0.060
(0.00) (0.00) (0.00) (0.00)
FICC 0.648 0.660 -0.204 -0.117
(0.00) (0.00) (0.00) (0.00)
CAPM -0.172 -0.101 -0.204 0.603
(0.00) (0.00) (0.00) (0.00)
FFF -0.117 -0.060 -0.117 0.603
(0.00) (0.00) (0.00) (0.00)Evaluating Firm-Level Expected Return Proxies 42
Table 3. Cross-Sectional Scaled Measurement-Error Variances
This table presents descriptive statistics for the cross-sectional variances of scaled measurement errors (multiplied by 100) of
ﬁve expected-return proxies. Scaled measurement-error variances are calculated for each unique ﬁrm-expected/return proxy
pair using Equation (9) as follows:
AvgSVarCS =
1
T
X
t
Vart( b eri;t)   2Covt(ri;t+1; b eri;t):
where Vart( b eri;t) is a given ERP’s cross-sectional variance at time t and Covt(ri;t+1; b eri;t) is the cross-sectional covariance
between ﬁrms’ ERPs at time t and their realized returns in period t + 1. Panel A reports summary statistics for the error
variance from each model, using data from a sample of 418 calendar months during our 1977–2011 sample period. Table values
in this panel represent descriptive statistics for the error variance from each expected-return proxy computed across these 418
months. ICC is the implied-cost-of-capital following Gebhardt et al. (2001); CER is a characteristic-based expected-return proxy
derived from a historical regression of realized returns on a ﬁrm’s size, book-to-market, and return momentum where historically
estimated ten-year average Fama-MacBeth coeﬃcients are applied to current ﬁrm characteristics; FICC is analogously deﬁned
from a regression of ICC on a ﬁrm’s size, book-to-market, and return momentum; CAPM is the ﬁrm’s expected-return derived
from the Capital Asset Pricing Model; and FFF is the four-factor model using the market, small-minus-big (SMB), high-
minus-low (HML), and up-minus-down (UMD) factors. A full description of each proxy proxy in Section IV. Panel B reports
t-statistics based on Newey-West-adjusted standard errors corresponding to the pair-wise comparisons of average cross-sectional
scaled measurement-error variances within the sample of 418 months used in Panel A. Table values are negative (positive) when
the expected-return proxy displayed in the leftmost column has a larger (smaller) scaled measurement-error variance than the
expected-return proxy displayed in the topmost row. *, **, and *** indicate two-tailed signiﬁcance at the 10%, 5%, and 1%
levels respectively.
Panel A. Cross-Sectional Measurement-Error Variance
Mean P25 Median P75 STD
ICC 10.099 9.960 10.073 10.408 0.101
CER 9.998 9.938 9.998 10.059 0.021
FICC 10.000 9.928 10.001 10.057 0.022
CAPM 10.148 9.772 10.085 11.114 0.249
FFF 10.395 9.742 10.215 13.524 0.672
Panel B. t-Statistics of Diﬀerences in Variances
ICC CER FICC CAPM FFF
ICC -0.100 -0.099 0.049 0.296
-(5.58) -(5.48) (2.45) (4.44)
CER 0.100 0.001 0.150 0.396
(5.58) (1.32) (9.71) (6.17)
FICC 0.099 -0.001 0.148 0.395
(5.48) -(1.32) (9.57) (6.13)
CAPM -0.049 -0.150 -0.148 0.247
-(2.45) -(9.71) -(9.57) (4.56)
FFF -0.296 -0.396 -0.395 -0.247
-(4.44) -(6.17) -(6.13) -(4.56)Evaluating Firm-Level Expected Return Proxies 43
Table 4. Time-Series Scaled Measurement-Error Variances
This table presents descriptive statistics for the time-series variances of scaled measurement errors (multiplied by 100) of ﬁve
expected-return proxies. Scaled measurement-error variances are calculated for each unique ﬁrm-expected-return proxy pair
using Equation (5) as follows:
AvgSVarTS =
1
N
X
i
SVari(!i;t)
where SVari(!i;t) is the scaled measurement-error variance of ﬁrm i. Panel A reports summary statistics for the error variance
from each model, using a sample of 12,022 unique ﬁrms with a minimum of 20 (not necessarily consecutive) months of data
during our 1977-2011 sample period. Table values in this panel represent descriptive statistics for the error variance from each
expected-return proxy computed across these 12,022 ﬁrms. ICC is the implied-cost-of-capital following Gebhardt et al. (2001);
CER is a characteristic-based expected-return proxy derived from a historical regression of realized returns on a ﬁrm’s size,
book-to-market, and return momentum where historically estimated ten-year average Fama-MacBeth coeﬃcients are applied to
current ﬁrm characteristics; FICC is analogously deﬁned from a regression of ICC on a ﬁrm’s size, book-to-market, and return
momentum; CAPM is the ﬁrm’s expected-return derived from the Capital Asset Pricing Model; and FFF is the four-factor model
using the market, small-minus-big (SMB), high-minus-low (HML), and up-minus-down (UMD) factors. A full description of
each proxy appears in Section IV. Panel B reports t-statistics corresponding to the pair-wise comparisons of average ﬁrm-speciﬁc
scaled measurement-error variances within the sample of 12,022 ﬁrms used in Panel A. Table values are negative (positive) when
the expected-return proxy displayed in the leftmost column has a larger (smaller) scaled measurement-error variance than the
expected-return proxy displayed in the topmost row. *, **, and *** indicate two-tailed signiﬁcance at the 10%, 5%, and 1%
levels, respectively.
Panel A. Time-Series Measurement-Error Variance
Mean P25 Median P75 STD
ICC 8.759 8.704 9.600 10.102 0.634
CER 9.368 8.766 9.649 10.139 0.043
FICC 9.095 8.810 9.506 9.847 0.023
CAPM 14.048 7.226 12.387 19.709 0.699
FFF 16.226 3.363 12.828 25.203 1.270
Panel B. t-Statistics of Diﬀerences in Variances
ICC CER FICC CAPM FFF
ICC 0.609 0.336 5.288 7.467
(3.00) (1.66) (13.72) (11.25)
CER -0.609 -0.273 4.680 6.858
-(3.00) -(7.35) (13.69) (11.04)
FICC -0.336 0.273 4.953 7.131
-(1.66) (7.35) (14.27) (11.43)
CAPM -5.288 -4.680 -4.953 2.178
-(13.72) -(13.69) -(14.27) (4.17)
FFF -7.467 -6.858 -7.131 -2.178
-(11.25) -(11.04) -(11.43) -(4.17)