ABSTRACT
INTRODUCTION
After 40 years of development, image segmentation has grown into a major research field of image engineering (Zhang, 2006) . As discussed in Chapter I, the research for image segmentation has been carried on in three layers. The first, and also the basic one, is the layer of algorithm development, the second, or middle layer, is algorithm evaluation and the third is the top layer of systematic study of evaluation methods.
A large number of image segmentation techniques have been proposed and utilized in various applications, which form a solid base in the first layer of image segmentation research. While development of segmentation algorithms has attracted significant attention, relatively fewer efforts have been spent on their evaluation. Moreover, most efforts spent on segmentation evaluation are just for designing new evaluation methods and/or new performance metrics, which is only in the middle layer of image segmentation research. Attempts to characterize the existing evaluation methods, that is, those at the top layer of image segmentation research, are still very much needed.
The quality assessment of the resulting image and video segmentation partition is of crucial importance to evaluate the degree to which the application targets are met. One of the early works in the top layer of image segmentation study was made in Zhang (1993) . In 1996, the first comprehensive survey on segmentation evaluation, which provides a thorough review of different existing methods (at that time) for segmentation evaluation, as well as a discussion and comparison of their applicability, advantages and limitations, was published (Zhang, 1996) . In 2001, a complementary review of the progress from 1996 to 2000 was made (Zhang, 2001) .
As the accumulated effort on segmentation evaluation, more than 100 evaluation papers can be found in the literature now. This number already makes a comprehensive survey a challenging task; instead, only a summary of recent progress will be provided here.
Referring to the three layers of segmentation research, this chapter will focus on the new developments in segmentation evaluation techniques and performance metrics (second layer) and will make a rough characterization of these segmentation evaluation methods (third layer). Most discussions are focused on the literature published after 2000.
BACKGROUND General Framework
A general framework for segmentation and its evaluation is depicted in Figure 1 (Zhang, 1996) . The input image obtained by sensing is first (optionally) preprocessed to produce the segmenting image for the real segmentation (in its strict sense) procedure. The segmented image can then be (optionally) post-processed to produce the output image. In Figure 1 , the part enclosed by the rounded square with dotted lines corresponds to the segmentation procedure in its narrow-minded sense, while the part enclosed by the rounded square with dash-point lines corresponds to the segmentation procedure in its general form.
Three groups of evaluation methods are shown by double-frame boxes in Figure 1 . Note that there is an OR condition between both arrows leading to the boxes containing "segmented image" and "output image," both from the "empirical goodness method" and "empirical discrepancy method." Moreover, there is an AND condition between the arrow from "empirical discrepancy method" to "reference image" and the two (OR) arrows going to "segmented image" and "output image." The analysis methods treat the algorithms for segmentation directly. The empirical goodness methods judge the segmented image or output image so as to indirectly assess the performance of algorithms. For applying empirical discrepancy methods, the reference image (often called ground truth, GT) is necessary. It can be obtained manually or automatically from the input image or segmenting image. The empirical discrepancy methods compare the segmented image or output image to the reference image and use their difference to assess the performance of algorithms.
Terminology and Taxonomy
In the following, some pairs of terms used in segmentation evaluation are first introduced and explained to set the background for further discussion.
Intra-Technique Evaluation vs. Inter-Technique Evaluation
The processes of segmentation evaluation can be classified into two types (Zhang, 1997) : 1) intra-technique evaluation, which characterizes the behavior of a particular segmentation algorithm with different settings and parameters, whose purpose is to achieve the best performance in treating various images; 2) inter-technique evaluation, which ranks the performance of several segmentation algorithms, whose purpose is to provide guidelines in choosing suitable algorithms according to applications. The intertechnique evaluation can also help to promote new developments by effectively taking the strongpoints of several algorithms (Zhang, 1994) .
Goodness Methods vs. Discrepancy Methods
According to the requirement about reference images (also called ground truth, GT), empirical evaluation methods can be classified into two classes: goodness methods and discrepancy methods. The former class can perform the evaluation without the help of reference images, while the latter class needs some reference images to arbitrate the quality of segmentation. The former is also called a stand-alone one and the latter is also called a reference one; stand-alone evaluation itself is sensitive to the type of applica- tions and/or image/video content, and yields a more qualitative rather than quantitative evaluation value (Correia, 2003b) .
Subjective criteria vs. Objective criteria
One essential element and critical factor in segmentation evaluation are the criteria used in the evaluation method for judging the performance of segmentation. The (evaluation) criteria are also called (performance) metrics, measures, indices, and so forth. Empirical goodness methods use subjective criteria which reflect some desirable properties of segmented images, while empirical discrepancy methods use objective criteria which indicate the difference between the segmented images and reference images (Zhang, 1996) .
Global criteria vs. Local criteria
Among objective criteria, some of them are global, which do not take into account local discrepancies of the segmented regions. The value of such criteria will be mainly determined by an average comportment, and the effect of a localized substantial discrepancy will be concealed by comparatively good behavior elsewhere (Moretti, 2000) . The local criteria have the reverse characteristics.
Single metric vs. Composite metric
From the point of view of using evaluation criteria, either a single metric or several metrics have been used in different evaluation processes. When several metrics are used, often a compound metric is formed and can be called a composite metric. As the behavior of an algorithm is based on many factors, a single metric, or even a composite metric, for an entire assessment can hardly reach an optimal solution, since the combination of different metrics is often too empirical to be effective. On the other hand, using several metrics could better cover the various aspects of the algorithm, but a final score is still needed.
Image segmentation evaluation vs. Video segmentation evaluation
Compared to static (2D) images, video has one more dimension (time). Image segmentation evaluation can be performed only in spatial space while video segmentation evaluation should be performed in both spatial and temporal spaces. Respired from spatial space, some evaluation criteria can be defined in parallel along the temporal axis. For example, temporal stability is a metric computing the difference in the object size for consecutive time instants; temporal features similarity is the difference between the values of selected object features associated to the temporal dimension and computed for the reference and segmented images. On the other side, those metrics designed for video segmentation quality measures can be converted to metrics for image segmentation quality measures by removing the motion and temporal related portions.
Empirical Methods and Criteria
Empirical evaluation is practically more usable than analysis evaluation. Empirical methods can be classified into goodness and discrepancy method groups. In Zhang (1996) , eight empirical evaluation classes (three from goodness method group and five from discrepancy method group) have been identified according to the performance criteria used. All these classes have been grouped in a table in (Zhang, 2001) .
In this study, the table in Zhang (2001) is reproduced as Table 1 with the following supplements and modifications:
(1) It would be wonderful if the number of regions segmented from an image corresponding to the real situation (the discrepancy criterion "number of objects in the image" count for this). In case no ground truth were available, it would be expected to get a modest result. Taking this factor into account, a criterion class called "moderate number of regions" is added to Table 1 (see below for their utilization). (2) Among the five discrepancy classes (Zhang, 1996) , one includes three miscellaneous criteria. In Table 1 , these criteria are separately listed. (3) In (Zhang, 1996) , five special methods are discussed. The first three methods, though they cannot fall clearly into goodness group or discrepancy group, are listed in Table 1 as the criteria used in these methods in recent works (see below). The fourth method has not been justified and the fifth is better counted as an evaluation strategy. So the last two are not included in the table.
MAIN THRUST
Getting into the new century, the research on segmentation evaluation has attracted a lot of attention in the professional community. In the following, some evaluation works (mainly since 2000) are first introduced and discussed and then a summary of these works will be provided. Among these works, some are based on existing techniques, some are 
Evaluation Based on Existing Techniques
In Zhang (1996) , a comprehensive survey for early evaluation methods is presented. Since then, many subsequent works have been made based on those methods. Some typical examples in the last few years are discussed below. Note that several of them use the number of mis-segmented pixels as the judging criterion, but often expressed (using classification terms) by different combinative ratios, such as accuracy and precision, among: (1) true positive (TP); 2) true negative (TN); 3) false positive (FP), also called miss detect (MD); and 4) false negatives (FN), also called false alarm (FA).
Using both spatial and temporal consistency information, a single objective metric is formed for the segmentation evaluation (Cavallaro, 2002 ). An objective evaluation of video segmentation quality in spatio-temporal context is proposed. The metric was defined based on objective and perceptual errors. The former mainly considered the number of false pixels, both positively and negatively. The latter one tried to match human perception by assigning weights. The spatial context was introduced to weight the false pixels according to their distance from the reference boundary, while temporal context assigned weights inversely proportional to the duration of an error in order to evaluate the quality variation over time. The overall metric was eventually formulated as a nonlinear combination of the number of false pixels and distances, weighted by the temporal context factor.
A comparative empirical evaluation of representative segmentation algorithms selected from four classes of techniques (two statistical and two deterministic) for detecting moving shadows has been made with a benchmark suite of indoor and outdoor video sequences (Prati, 2003) . Two quantitative metrics: good detection (low probability of misclassifying a shadow point) and good discrimination (the probability of classifying non-shadow points as shadow should be low, that is, low false alarm rate) are employed. The first one corresponds to minimizing FN, that is, the shadow points classified as background/foreground, while the second one relates to the FP, that is, the foreground/ background points detected as shadows are minimized. A metric based on spatial accuracy and temporal stability that aims at evaluating information differently than the FPs and FNs, depending on their distance from the borders of the mask, and taking into account the shifting (instability) of the mask over time (Villegas, 1999) has also been selected. In addition, two metrics for moving object detection evaluation (Onoguchi, 1998) , namely the detection rate (DR) and the false alarm rate (FAR), have also been used with modification. In addition to the above quantitative metrics, the following qualitative measures are also considered: robustness to noise, flexibility to shadow strength, width and shape, object independence, scene independence, computational load and detection of indirect cast shadows and penumbra. The results are voted along the following ranges: "very low," "low," "medium," "high" and "very high." A comparison on multiple algorithms is given on a pixel-level, providing a frame-by-frame comparison. However, the final result of shadow on the object-level is not considered.
An evaluation of eight different threshold algorithms for shot change detection in a surveillance video has been made by Rosin (2003) . Pixel-based evaluation is applied by using TP, TN, FP and FN, but the authors indicated that this can sometimes give misleading rankings, and some combination of them could be used.
Among a comparison of twelve automatic global thresholding methods (Lievers, 2004) , eight are point-dependent algorithms and four are region-dependent algorithms (see Chapter 1). Some multimodal images have been tested, wherein the authors defined a cost function for selecting the appropriate thresholds. This cost function is based on intra-class variations, so it is no surprise that the best algorithm found is a minimum crossentropy method.
A survey of 36 image thresholding methods in total, with a view to assess their performance when applied to remote sensing images and especially in oceanographic applications, has been conducted by Marcello (2004) . The algorithms have been categorized into two groups, local and global thresholding techniques. These techniques have been applied to 100 visible, IR (infra-red) and microwave (synthetic aperture radar) remote sensing images. For performance judgment, only visual inspection is carried out.
Four different shadow suppression algorithms have been evaluated, using video from a nightly soccer match with some shadow because of the lighting used (Renno, 2004) . The evaluation metrics used are all based on the number of correctly detected pixels on a frame-basis. The metrics included the detection rate, the false positive rate, the signal-to-noise ratio (proportional to the ratio of TP over FP) and the tracking error (the average distance between ground truth boxes and tracked targets). Finally, using an average of all values over time, the performances of shadow segmentation of the four shadow suppression algorithms are compared.
To extract the complex categories and spectrally heterogeneous land cover, high spatial resolution satellite images should be used. A number of segmentation techniques have been proposed. Four of these algorithms (taken from the two main groups of segmentation algorithms-boundary-based and region-based) were compared with a visual segmentation of IKONOS panchromatic images (Carleer, 2004) . Two empirical discrepancy evaluation criteria are used: the number of mis-segmented pixels in the segmented images compared with the visually segmented reference images, and the ratio between the number of regions in the segmented image and the number of regions in the reference segmentation.
For 3D images, the segmentation can be either carried out for each sliced 2D image made parallel or rotated, or performed directly by using a volume-based 3D algorithm without slicing. A comparison of the above three segmentation algorithms with four 3D ultrasound images has been conducted (Ladak, 2004) . The judging parameter used is the percent difference in volume (volume error) between automatically segmented objects and the manually determined ground truth that was determined by a trained person. The times needed for editing the segmented objects obtained by using the three kinds of algorithms to fit the ground truth are also compared.
Evaluation Made with Modifications / Improvements
To develop new evaluation methods and/or new performance metrics, some modification and improvements to earlier proposed evaluation techniques have been made. According to the classification of evaluation methods, three tracks, corresponding to analytical, empirical goodness and empirical discrepancy methods, can be followed.
Since simple analytical method only is not suitable for a useful evaluation, the related works are grouped in two classes.
(1) Using Goodness Criteria
For the quantitative evaluation of the performance segmentation algorithms, a goodness function that does not require any user-set parameter or threshold values has been proposed (Liu, 1994 (1) where I represents the segmented image with size N 2 , in which the total number of regions R, A i and e i are the area and the average (color) error (the sum of the Euclidean distances between the values of the pixels of region i and the values of region i in the segmented region) of the i-th region. It is clear that the smaller the value of F(I), the better the segmentation result should be.
The problem associated with equation (1) is that F(I) has a very strong bias toward segmentations with very few regions (the presence of many regions in the segmented image is penalized only by the global measure R 1/2 ) unless these regions have very little variation in property values. To solve this problem, substituting the term R 1/2 in equation (1) 
where R(A) is the number of regions having exactly area A, and max, the area of the largest region in the segmented image. The exponent 1+1/A enhances the small regions' contribution, so the sum grows as the number of small regions increases. If the segmentation has lots of small regions, the new weighting term will be a much larger penalty than R 1/2 in F. Thus for a segmentation resulting in a large number of regions, F2 (I) will correctly rank such a result as very poor while F(I) will incorrectly rank it as a good segmentation.
A problem for both F(I) and F2 (I) is that they highly penalize segmentations with a large number of regions and only when the squared error in all regions gets very small will a segmentation with more than a few regions be evaluated as best. Thus, a further refinement gives another function (Borsotti, 1998 
Again R 1/2 is used to penalize segmentations that have a lot of regions. However, the influence that the R 1/2 has is greatly reduced by dividing the squared (color) error by 1 + log A i which causes this error to have a much bigger influence in Q(I) as compared to its influence in both F(I) and F2 (I). So Q(I) has a very strong bias against regions with large area unless there is very little variation. Further improvement is made by introducing the expected region entropy (Zhang, 2004) , which serves in a similar capacity to the term involving the squared (color) error used in equation (1) to equation (3). The expected region entropy of image is simply the expected entropy across all regions where each region has weight (or probability) proportional to its area. Since an over-segmented image will have very small expected region entropy, the expected region entropy must be combined with another term or factor that penalizes segmentations having a large numbers of regions since there would otherwise be a strong bias to over-segment an image. This latter term is layout entropy. The final evaluation measure is the sum of expected region and layout entropies.
Based on the principles of intra-region uniformity and inter-region contrast, three goodness measures to evaluate quantitatively the performance of video object segmentation and tracking methods have been proposed (Erdem, 2004) . These measures make use of spatial differences of color and motion along the boundary of the estimated video object plane and temporal differences between the color histogram of the current object plane and its predecessors. They can be used to localize (spatially and/or temporally) regions where segmentation results are good or bad; and/or they can be combined to yield a single numerical measure to indicate the goodness of the boundary segmentation and tracking results over a sequence. The authors show that under certain assumptions, the time-consuming annotation of GT is not necessary. However, when more than segmentation only is required, GT will have to be generated anyway (Desurmont, 2005) .
(2) Using Discrepancy Criteria
The numbers of pixels correctly segmented and wrongly segmented are important in many evaluation tasks (Zhang, 1996) . Instead of using ratios among four quantities: TP, TN, FP and FN, which come from classification, another combinative use of these quantities is to draw a 2D curve in which two axes correspond to two of the above four quantities. Such a curve is called a receiver operating curve (ROC). Note: some use an ROC curve to indicate receiver operating characteristics (ROC) curve.
For evaluation with pixel-based metrics, it has been shown that the obtained ROC curves can be used to extract useful information about the system performance when changing external parameters that describe the conditions of the scene (Oberti, 1999) . ROC curves can also be used to find the optimal working point for a set of parameters. In this work, ROC is defined as the curve of FP vs. FN. This work has been extended in Oberti (2000 Oberti ( , & 2001 . ROC curves have also been used to display the performance of multiple segmentation algorithms (Gao, 2004) .
In an empirical study of the performance of five vessel segmentation algorithms using discrepancy methods, ROC curves have also been used (Niemeijer, 2004) . The ROC in this study has been defined as a curve of TP vs. FP.
In recognition tasks, three groups of factors, precision, accuracy and efficiency for evaluating related segmentation methods, could be considered in assessing how good a segmentation method is and in comparing it with other methods (Udupa, 2002) . Precision factors assess the reliability of the method; accuracy factors describe the validity of the method; efficiency factors determine the human operator time and computational time required to complete a segmentation task. To characterize the range of behavior of a segmentation method from an accuracy point of view, a delineation operating characteristic (DOC) analysis is proposed (Udupa, 2004) . The DOC curve is a curve of TP vs. FP, the same as Niemeijer (2004) . The DOC curves have been used for comparing the accuracy of three segmentation methods: thresholding, fuzzy connectedness and fuzzy c-means (Udupa, 2004) .
Recently, a perturbation detection rate (PDR) analysis has been proposed (Kim, 2004) . It measures the sensitivity of a background subtraction algorithm in detecting low contrast targets against background. Four background subtraction algorithms are evaluated for their segmentation performance. The study showed PDR analysis has some advantage over ROC analysis, but the PDR analysis does not consider detection rates through the video frame or over time.
There is often more than one object in the image to be segmented, so two types of metrics (per-region and inter-region) can be defined for regions in an image. Per-region metrics are used for individual objects, one example is the sum of three metrics (Correia, 2000a) : spatial accuracy, temporal accuracy (ITU, 1996) and spatio-temporal accuracy (Wolf, 1997) . The overall metric for one object was the weighted average of all the items in the three metrics. To weight the importance of objects, an object relevance metric is introduced (Correia, 2003b) . For overall segmentation quality evaluation purposes, the relevance of a region must be evaluated taking into account the context where it is found. The contextual relevance metric reflects the importance of a region in terms of the human visual system (HVS), and can be computed by the combination of a set of metrics expressing the features which are able to capture the viewer's attention (Correia, 2000b) .
Another study used four metrics for evaluation of video segmentation (Li, 2003) . They are metrics for contour-based spatial matching, temporal consistency, user workload and time consumption. The first two metrics can be considered as combined extensions of the number and position of mis-segmented pixels. The last two metrics are somewhat closely related.
New Ideas Emerged from Evaluation
In recent evaluations, some novel ideas, compared to early ones surveyed in Zhang (1996) , have made an appearance. Following are some representative examples.
The performance of segmentation algorithms is influenced by many factors. Since one metric would be not enough to judge all properties of segmentation algorithms, different methods, especially different evaluation metrics, should be combined. One early work of this kind was made a quarter of a century ago (Yasnoff, 1979) . A number of works have followed this idea; see references in Zhang (1996) . To avoid merging multiple metrics which might have different, or even incompatible, objectives into a single metric which is hardly comprehensive, an approach to formulate the evaluation problem as determining the Pareto front in a multidimensional fitness space is proposed (Everingham, 2002) .
The above idea is followed in a multi-metric evaluation protocol for evaluating the performance of user-assisted video object extraction systems (Li, 2003) . With four different evaluation metrics, one 4D fitness space has been built and a search in multidimensional space is performed to find the best choice of a system with optimal parameters. Though the orthogonality of a multi-metric was not easy to verify, the value along each axis has been determined separately.
Another cooperative framework is also proposed in which different effectiveness measures judge the performance of the segmentation in different ways, and their measures are combined by using a machine-learning approach which combines the results obtained from different measures (Zhang, 2005) . Three strategies based on training for combinations are used: Weighted majority (WM), Bayesian and support vector machine (SVM). For this study, five evaluation criteria are taken. With 199 image samples, 108 are taken as a training set and 91 are taken as an evaluation set. Using different strategies, the combination can be considered to provide three new evaluation criteria. The comparison of these three new criteria with their composing (base) criteria is conducted as follows. For one image, two segmentations are made by human and machine, respectively. The experimenter must make sure that the human segmentation looks clearly better than machine segmentation, and then, using different evaluation criteria to verify the segmentation results, count the number of the consistencies. The better criteria should provide a higher score. Experimental results showed that combined criteria yield better results than any of the single criterion.
Video has one more dimension compared with that of still image, and thus the segmentation of video frequently consists of extracting a set of objects from a number of frames. In this regard, the evaluation of video segmentation quality could have two targets (Correia, 2003a; Correia, 2003b) : (1) Individual object segmentation quality evaluation in which a single object identified by the segmentation algorithm is independently evaluated in terms of its segmentation quality. (2) Overall segmentation quality evaluation in which the complete set of objects (for the whole scene) identified by the segmentation algorithm is globally evaluated in terms of its segmentation quality.
An outlined framework for performance evaluation of a video content analysis (VCA) system (in a particular project for traffic and surveillance applications in which segmentation is the first step) is proposed (Desurmont, 2005) . Four main components of this framework are: 1) creation of ground-truth (GT) data; 2) available evaluation of data sets; 3) performance metrics; and 4) presentation of the evaluation results. For reasons of effectiveness and straightforwardness, the evaluation should be performed in different semantic levels: 1) pixel-level; 2) object-based evaluation per frame; 3) object-based evaluation over an object's lifetime; 4) object-features level; and 5) behavior of objects. On the other hand, matching the descriptions from VCA with that of GT is still an open research topic to be explored, as such evaluation results may not necessarily represent the true performance due to the complexity of matching objects, events or behaviors in videos.
Statistic and Classification
Segmentation evaluation is a complex task that involves a number of process stages and has many aspects. For example, a five-step procedure to quantitatively assess a segmentation algorithm by using empirical performance evaluation methodology is proposed (Mao, 2001 ). It includes: 1) creating test data set with ground-truth; 2) formulating evaluation metrics; 3) choosing optimal free parameters of the algorithm if any; 4) evaluating the algorithm according to metric values; and 5) calculating the statistical significance of the above evaluation. Similarly, three essential elements in a performance evaluation protocol: ground truth acquisition, matching procedure and quantitative metrics definition have been identified (Liu, 1999) .
Above all, a meaningful and computable evaluation criterion is essential in the whole evaluation methodology. Based on the above review for recent evaluation works, the criteria used in these works are summarized in the following tables (only empirical criteria are considered). To make these tables more comprehensive, those criteria listed in Zhang (2001) are also included. Thus, these tables show a general "image" of segmentation evaluation in the last 10 years. Table 2 gives a list of evaluation works using existing techniques. Most works are based on discrepancy criteria, in which the criteria belonging to class D-1 appears more frequently than others. Still few works used goodness criteria, but the criterion in class G-3 has not been used. On the other hand, newly defined classes G-4 and D-5a have been exploited by some works. Table 3 gives a list of evaluation works with modification to existing techniques. Most works are still based on discrepancy criteria, in particular on class D-1. Several works made use of the combination of criteria from different classes. Newly defined class S-1 has also been used by two works. Table 4 gives a list of evaluation works with some novelties. The first three consider the problem of combining different criteria.
To compare different methods for segmentation evaluation, the following four factors are considered, taking into consideration the techniques and measures used in evaluation (Zhang, 1993; Zhang, 2001 ): (1) generality for evaluation; (2) subjective versus objective and qualitative versus quantitative; (3) complexity for evaluation; and (4) evaluation requirements for reference images. Among the above four factors, some of them are related to the method groups. For example, most empirical criteria provide quantitative results. On the other hand, the subjective versus objective and the consideration of segmentation application are closely related and can be determined according to either the criteria belonging to goodness or discrepancy group. As only empirical methods are compared here, the focus will be put on the generality and the complexity for evaluation. Thus, obtained comparison results for the methods listed in Table 2 and Table 3 are given in Table 5 .
FUTURE TRENDS
Though various progresses have been made recently, it seems that the results obtained in the field of segmentation evaluation are still far from satisfactory. A number of factors still limit the advancements of segmentation evaluation and, in turn, the performance improvements of segmentation algorithms:
(1) There is no common mathematical model or general strategy for evaluation.
(2) It is difficult to define wide-ranging performance metrics and statistics. Some urgent and important research directions should be:
(1) Make evaluation in considering the final goal of segmentation
The purpose of segmentation, especially the goals of analysis tasks, should be considered in segmentation evaluation (Zhang, 1992a) . A number of works in this direction have been made (see Tables 2 and 3 ). One sample indication is "a good segmentation evaluation method would not only enable different approaches to be compared, but could also be integrated within the target recognition system to adaptively select the appropriate granularity of the segmentation which in turn could improve the recognition accuracy" (Zhang, 2005) . Segmentation is not an isolated process, the success of its following processes would be an indication of its quality.
(2) Combine multiple metrics efficiently
Using several criteria for evaluation was considered very early by Yasnoff (1979) ; a number of works have followed this initiative and recent works (see Table 4 ) also show this tendency. The tactic for combining multiple metrics has evolved from simply making weighted sums to complicated matching learning techniques. Further works to combine multiple metrics to cover different aspects of an algorithm's performance in wide ranges of applications are still needed.
(3) Construct common databases for segmentation evaluation
The problems of evaluation related to testing data and ground truth are often caused by the lack of common databases. Generating synthetic images is relatively simple to implement (Zhang, 1992b) . How to design realistic images is a critical factor. Recording real images and segmenting them manually can also provide a solution for constructing image databases with ground truths, which may need considerable labor. Some primary works in this direction have been made (Martin, 2001; Niemeijer, 2004) ; additional efforts should be put toward more general databases for segmentation evaluation tasks.
CONCLUSION
A number of evaluation works are summarized in this chapter. Based on a general framework for segmentation and its evaluation, a discussion on terminology and taxonomy of segmentation evaluation is first made. Then, recent progress in segmentation evaluation is examined, which is focused on the principles and the criteria used in different studies.
It seems that though much effort has been put in this subject, no (or very few) radical progress has been reported. Many evaluation works used previously proposed methods and criteria for particular applications; some evaluation works made improvements on early works by using similar principles. To probe further, some existing problems and several future directions for segmentation evaluation are indicated in this chapter.
