As higher education embraces new technologies, university activities-including teaching, learning, and research-increasingly take place on university websites, on universityrelated social media pages, and elsewhere on the open Web. Despite perceptions that "once it's on the Web, it's there forever," this dynamic digital content is highly vulnerable to degradation and loss. In order to preserve and provide enduring access to this complex body of university records, archivists and librarians must rise to the challenge of Web archiving. As digital archivists at our respective institutions, the authors introduce the concept of Web archiving and articulate its importance in higher education. We provide our institutions' rationale for selecting subscription service Archive-It as a preservation tool, outline the progress of our institutional Web archiving initiatives, and share lessons learned, from unexpected stumbling blocks to strategies for raising funds and support from campus stakeholders. 
Introduction
In Pennsylvania and elsewhere, higher education is experiencing many significant shifts as it adjusts to the new capabilities and culture of digital technology. While MOOCs and mediated classrooms dominate the news, the disruption of universities' long-established information sharing and communication practices has been mostly unacknowledged. Static analog recordkeeping is being uprooted as dynamic digital media replace the printed publications long preserved by university archivists. Some of these digital files bear a resemblance to their print ancestors, but others present much more complexity. University course catalogs, for example, may now take the form of a relational database, refreshed each year with updated digital content. Internal records, such as assessment reports and faculty senate meeting minutes, previously typed and stored in departmental filing cabinets, are now emailed to recipients in digital formats (often PDF). Press releases, once simply typed on university letterhead, are now dynamic Web pages, often featuring embedded media files like images and videos. Student clubs and activities, once carefully preserved in the campus newspaper and annual yearbook, have moved onto social media pages and Web apps. Alumni plan their reunions on Facebook, while current students trade photographs on Instagram and SnapChat.
Accompanying these changes in format is a similar disruption in scale. As digital information becomes easier to create and share, university departments and divisions produce an even more prolific body of records. The sheer number of born-digital documents and the frequency and regularity with which they are updated or replaced by new information simply overwhelms traditional archival practice. How can university archivists and records managers ever hope to gather, select, preserve, and manage their institutional records? The complexity of this question has proved staggeringly difficult for many institutions, forestalling necessary action.
Still, these digital preservation challenges urgently demand a response, even an imperfect one. Interestingly, a common element across many of the examples above is the World Wide Web. An institution's Web presence has historical value as a reflection of university life; it is the public face of the institution and its community.
Additionally, the Web plays an important role in university recordkeeping and communication, providing access to an aggregation of digital documents while also establishing links between related materials. University-related websites, then, have the potential to serve as platforms for the systematic collection of digital university records for long-term preservation.
An increasing number of institutions are recognizing and acting upon the growing need to preserve Web content. A 2012 survey by the National Digital Stewardship Alliance (NDSA) described a "recent surge in Web archiving" that was "primarily due to universities starting Web archiving programs" (pp. 3-4). Even outside of universities, institutions of all types are beginning to consider Web archiving as a core function for archives and archivists as opposed to a side project or "digital initiative."
Each of the authors' respective institutions (Drexel University, Slippery Rock University of Pennsylvania, and the University of Scranton) has taken action to meet the challenge of capturing and preserving Web content. In this article, we introduce basic concepts and tools related to Web archiving and then describe our first steps: partnering with Archive-It's Web archiving service, obtaining buy-in and funding from our institutions, and selecting content for our collections. We also discuss more advanced steps taken at Drexel University, such as policy development and quality control, as well as future plans, from social media archiving to outreach and assessment. HTTrack to harvest content, NutchWAX to search files, and Wayback to display content to end users. All harvested data is stored in the open WARC format. As a subscription service, Archive-It hosts and maintains the software, conducts the actual crawls, and provides robust data storage in Internet Archive's data centers (though partners can also request copies of their data for storage in a local institutional repository or an additional off-site data center).
Annual fees are based on a "data budget," that is, the amount of digital information the partner captures during crawls.
Archive-It held strong appeal for our three institutions for several reasons. Archive-It's connection to the Internet Archive was a draw for Slippery Rock University's library staff members; having read about Brewster Obtaining Buy-In and Securing Funding
Identifying campus stakeholders and getting buy-in are crucial first steps in the implementation of a Web archiving program. At Slippery Rock University, the first contact was the Information Technology department, partly to determine whether or not the staff was already archiving the university's website and partly to solicit its support.
Other key stakeholders might be found among library colleagues, Web content creators, and, of course, administrators who hold the purse strings. At Slippery Rock University, the Office of Public Relations maintains the university's Web presence, so its staff was a natural collaborator in the identification of content worthy of capture and preservation. The concept of Web archiving may be unfamiliar to some constituents, so sharing Archive-It's introductory webinar might be helpful to create a common understanding of objectives and possibilities. At the University of Scranton, presentations and handouts helped to address stakeholders' questions about the nature and scope of the Web archiving proposal.
At each of our three institutions, positioning Web archiving as a key tool for records management was an effective way to convey the importance of digital preservation. In higher education, so much of what was once printed is now published only electronically-not only public-facing materials like college catalogs, alumni magazines, press releases, departmental journals, and newsletters but also internal documents like committee agendas, meeting minutes, and university policies. While Web archiving is not a single-arrow solution to the complex problem of digital records management, it is a handy tool and a major step forward in the process. Web archiving leverages college or university websites as aggregators of digital information about the institution, and regularly capturing these Web pages can be a systematic and efficient way to harvest digital documents and media (including photographs and videos of campus speakers and events) that would otherwise be extremely difficult for archivists to collect for preservation.
A major challenge when seeking buy-in for Web archiving (like all digital preservation projects) is demonstrating the return on investment for a tool or service that provides predominantly long-term rather than short-term benefits. At the authors' institutions, several tipping-point events established the urgency of the problem.
For example, a longtime administrator retired, leaving behind a hard drive and e-mail account as the only local copy of her institutional knowledge. Assessment committees struggled to find and access internal reports, even those published digitally within just the past five years.
Archive-It's trial accounts were also very helpful in demonstrating the service and communicating its value to campus stakeholders. At the University of Scranton, an outdated academic Web server that had long been used for faculty and department Web content was scheduled for decommissioning. At the same time, the main university website underwent a significant design change. During presentations about our Archive-It trial account to campus stakeholders, demonstrating access to this archived content, no longer available on the live Web, provided a vivid example of the purpose and immediate need of Web archiving.
Furthermore, while a Web archiving subscription is a new and recurring cost for college and university budgets, it can also lead to cost savings in other areas. Effective records management can positively impact the productivity of employees, so demonstrating that Web archiving could actually be a cost-saving measure was a major step towards securing funding. At the University of Scranton, the library compared the cost of Archive-It's annual subscription fee to the much more burdensome cost of hiring or reassigning a full-time staff member to fulfill Web archiving and related records management tasks in-house.
Other sources of funding may be available, depending on institutional resources. Content creators who would benefit from the service may be willing to contribute to costs. Grant writing is another possibility, as Web archiving addresses an important, and often unfulfilled, preservation need. Lastly, one might identify a donor interested in digital preservation to help defray costs. However, given the mission-driven need to preserve Webbased information about a university and its community, sustained and recurring funding is recommended.
Scranton and Slippery Rock University are working towards). Policy development requires both an assessment of an institution's broad collecting goals as well as new considerations related to the acquisition of digital content.
The first step in developing a collection development policy is to define the mission of the repository and then apply and interpret that mission to decisions about what Web content to crawl (and how often). Institutions take a variety of approaches to developing their scope and mission; an institution with a large collecting scope may be collecting only a small number of websites, while one with a smaller scope may want to archive websites more broadly than other types of materials. For example, the British Archives considered its mission to preserve society's cultural artifacts, rather than focusing its Web archiving efforts purely on official records (Brown & Thomas, 2005) .
Institutions may also take a thematic or special collections approach, archiving Web content related to a designated topic or event (see, for example, Columbia University's Human Rights Web Archive). Drexel University has approached Web archiving from both a records and a thematic perspective, ensuring that the official records of the university are preserved, while also collecting Drexel-related material from outside websites.
In addition to establishing a mission and scope, a collection development policy must define its designated Additionally, a Web archiving collection development policy should address intellectual property considerations. Each of our Web archiving initiatives has primarily focused on content created and hosted by our own institutions, for which copyright is less of a challenge. However, any archives that crawls and preserves thirdparty content will need to address the issue of intellectual property. The Section 108 Study Group of the Library of Congress and the U. S. Copyright Office (section108.gov) advises that libraries and archives may capture publicly available Web content for preservation in order to ensure that valuable cultural resources are not lost. Passwordprotected content and content protected by robots.txt files, which block crawlers, are exceptions and should not be crawled without permission by the site owner(s). In keeping with the Section 108 Study Group guidelines, the Drexel University Archives allows non-Drexel content owners to opt out upon request, honors password protection and robots.txt files, and provides banners that describe content clearly as archival as an additional measure to protect intellectual property.
Finally, collection development policies should document access decisions. Important considerations include whether (and when) to provide public access to all archived content (for example, some content may not be appropriate for immediate release) and how to establish relationships between archived Web content and other descriptive information, such as archival finding aids. When deciding its access policy, the Drexel University Archives considered the current accessibility of content on the live Web, staffing resources for providing various access points, and the probable level of use by the designated community at this time. Choices of other institutions will likely differ according to local circumstances.
After developing a collection development policy, Drexel University Archives tackled the more practical matters of determining which websites to crawl, how frequently to crawl them, and how to manage crawl content.
The archives reviewed all the seeds that were initially entered into Archive-It in order to determine which seeds should remain active for future crawls and which seeds were no longer active. This process led to the creation (and Due to resource constraints, the Drexel University Archives has adopted a streamlined approach to description. Metadata is applied only at the collection and seed levels, and while Archive-It supports 16 standard Dublin Core fields and an unlimited number of custom fields, Drexel chose to use only four: title, creator, description, and collector. This basic set of standardized metadata is targeted at the needs of the user community: Most users are Drexel faculty and staff, and being able to search by the name of the office and the creator would likely be the most useful to the greatest number of researchers. Creator names are standardized to ensure accurate and consistent search results. For the description field, archives staff members pull descriptions from the websites themselves. The final field indicates that the Drexel University Archives is the collector in order to document provenance. In the end, the metadata chosen proves to be useful at creating access by school, department, and college. When combined with
Archive-It's search feature, allowing keyword searching across the collections for researchers interested in themes or subjects embedded in the description or title, this simple schema demonstrates that even a minimum of metadata can be useful. 
Quality Assurance
Due to the complexity of the Web archiving process, crawl results are frequently imperfect, making quality review an important step for the long-term success of a Web archiving program (Pennock, 2013) . Ideally, the implementation of a quality assurance program ensures that the Web content crawled by the institution has been accurately and completely archived so that the capture includes not only HTML content but also the look and feel of the site, as well as embedded documents and audiovisual materials. Like other aspects of Web archiving, approaches for quality assurance (QA) range from time-consuming manual review (whether comprehensive or sampling) to automated reports on the success of a crawl. Archive-It provides automated QA reporting while also facilitating more manual review via the Wayback QA tool. However, it is up to the institution to develop a workflow and process for regularly reviewing and acting upon quality reports.
Drexel's quality control program is quite new, and staff members are still experimenting with various processes to ensure the viability of this important part of the Web archiving program. Currently, archives staff uses an Excel spreadsheet to track errors by seed within each of its quarterly crawls (which contain the most important Web content). After each crawl, a staff member documents which seeds were crawled and then reviews the ArchiveIt report for basic problems, such as the following yes/no questions: crawl too large, data queued, and robots.txt.
The staff member then looks for seed errors (for example, a notification that a seed had redirected the crawl to a new website) and embedded file problems (such as missing content or failed displays). Once this basic quality control has been completed, the records management archivist makes needed corrections or changes, conducting patch crawls or rerunning crawls to ensure that archived material authentically retains its original look and feel. It takes a single staff member approximately 10 to 20 minutes to perform quality control on each seed. Drexel crawls 43 sites per quarter, two sites per week, six sites on a semi-annual basis, and nine websites annually. In total, to complete quality control on every crawled seed would require between 2,970 and 5,940 hours per year of staff time, the equivalent of more than a single full-time staff member doing only quality control. If staffing is consistent, once a staff member is familiar with crawled websites, quality control time will likely be reduced. To further reduce this time, quality control of weekly crawls can be done on only a monthly basis to spot check for any major changes, while assuming that most informational content is captured on a regular basis. Nonetheless, quality control requires a significant amount of staff time. All updates, corrections, and changes to Archive-It configurations are carefully documented. Archive-It recently launched a new quality control feature that allows administrators to automatically run patch crawls directly from a Wayback review of a crawl, and Drexel will likely take advantage of this feature to streamline its processes, with staff running and tracking patch crawls so that the records management archivist can focus on updates and configuration changes.
Some issues revealed during a quality review cannot be directly addressed through Archive-It's functionality. For example, a site may employ robots.txt to block crawlers, or files intended for capture were missed because they were not embedded. At Drexel University, in such cases the records management archivist contacts the website administrator for the department or website in question and asks for permission to crawl the site or discusses how the content could be made more conducive to Web archiving. While this type of one-to-one quality control is time-consuming, it increases the likelihood that ongoing Web captures will be as complete as possible and thereby most useful for future researchers.
Challenges
A significant challenge each of our institutions faces in starting and building our Web archiving programs is limited staffing. Web archiving (particularly description and quality control) requires a significant amount of staff time, although some accommodations can be made for limited institutional resources. At the University of Scranton, the library's limited staff time is managed by prioritizing Web archiving tasks. Efforts are concentrated on the frontend (identifying and selecting seeds and then scoping and testing crawls) with only superficial review of crawl results, and no resources have yet been allocated to metadata enhancement or systematic quality assurance, despite the significance of these steps. At Drexel University, full-time archives staff members manage the addition of new seeds, metadata, and correcting quality control issues, while the records management archivist addresses and corrects problems. Several paraprofessional staff members outside the department also help with quality control procedures. To best allocate staff time, Drexel decided that not every error identified during quality control would be corrected. Instead, the records management archivist considers whether an error affects the main content or look and feel of the website. Small errors, such as a missing image or two, are sometimes not corrected or cannot be corrected, and a decision has been made to tolerate these errors. Staff time is, thus, concentrated on ensuring basic usability of all the archived sites for future users, rather than getting bogged down in the small details of one site. description, and quality review, as well as the prioritization of these steps. The limited metadata that we now create may, in the future, result in the need for heavier reference assistance for users, and the choices we are now making when selecting seeds and scoping crawls may unknowingly exclude materials of high interest to researchers.
Next Steps
At each of our institutions, we plan to continue and expand our Web archiving initiatives. Refinements to current practices are in order. At the University of Scranton and at Slippery Rock University, plans for improvement include drafting a collection development policy, cataloging seeds to better integrate the Web archives into the library's other digital collections, and finding effective and efficient ways to enhance descriptive metadata. At Drexel University, staff members will continue to focus on the challenges inherent in maintaining their quality control program and keeping their seeds up-to-date.
We also envision expansion into new collecting areas. Social media is one area of shared interest, despite the technical and ethical complexities raised (Farrell, 2010) . Scranton is currently testing crawls of the university's official YouTube, Facebook, Twitter, and Flickr accounts, since the digital media and communication stored in these accounts provide a rich insight into the life of the university and serve as visual documentation of campus events.
Drexel is likewise exploring the possibility of doing regular captures of university social media accounts, either using
Archive-It or another service, such as Social Archives, in order to expand the scope of the material the archives can collect about the history of the university.
An additional project for the future is increased outreach to campus stakeholders. At Drexel University and at Slippery Rock University, outreach efforts will include a targeted campaign to website administrators. This kind of outreach will facilitate quality control efforts, ensuring that archives staff is notified of major website changes and encouraging crawler-friendly practices that lead to fewer errors. Drexel University Archives also plans to hold an official launch in order to encourage faculty, staff, and students to make use of the resource. At the University of Scranton, future outreach will include the formation of a university-wide Web archiving task force, designed to engage campus stakeholders in the selection of seeds as well as the development of policies.
Finally, we plan to explore and implement tools and strategies for assessing the success and progress of our Web archiving initiatives. At Drexel University, archives staff plans to develop a set of criteria for the evaluation of its Web archives. Measures of success could include the following: percentage of the drexel.edu domain archived; awareness of the resource; and usefulness to university staff, especially website administrators. This last project is likely the farthest in the future but remains an important consideration to ensure that the Web archiving program is useful to end users and a sustainable initiative for our institutions.
