


































































































































































































































１ 结肠癌基因表达数据集 ２　０００　 ６２（４０／２２）
２ 淋巴癌基因表达数据集 ７　１２９　 ７７（５８／１９）


































ｋ１＝５　 ｋ１＝１０　 ｋ１＝１５　 ｋ１＝２０
５　 １　 ８５．４　 ８４．９　 ９１．０ ８９．９
２　 ８８．８　 ８７．７　 ８９．６　 ８９．３
３　 ９０．８　 ８８．５　 ８７．５　 ８７．９
１０　 １　 ８７．８　 ８８．８　 ９１．９
２　 ８９．５　 ９２．４　 ９３．７　 ９１．１
３　 ９２．７　 ９１．８　 ９２．２　 ９３．５
１５　 １ ８８．３　 ９２．０
２　 ８８．３　 ９２．８　 ９２．８　 ９３．２
３　 ９２．３　 ９１．６　 ９５．４　 ９４．２
２０　 ２　 ９３．９　 ９４．２　 ９１．９
３　 ９０．６　 ９３．３　 ９４．５　 ９６．９
４　 ９３．３　 ９５．０　 ９６．１　 ９６．２
　　在表２中，加粗的数据为所选特征数量ｋ条件下
的最佳分类准确率结果．可以看出，当ｋ取１５和２０
时，分类准确率均在ｋ１ 与ｋ相等，ｋ２ 取３时达到最大
值，此时有ｋ１×ｋ２＝３ｋ；当ｋ取５和１０时，虽然最大准
确率不在ｋ１＝ｋ条件下，但是依然满足ｋ１×ｋ２＝３ｋ的
关系，且如果取ｋ１＝ｋ，ｋ２＝３，其结果也依然较好．
因此，设置聚类算法所聚的类数与要选择的特征
数量相等，即ｋ１＝ｋ且ｋ２＝３时，Ｋ－ＳＶＭ－ＲＦＥ算法所
选特征能够得到较好的分类性能．
３．３　分类准确率的分析
为了分析比较不同特征数量对特征评价的准确
性，实验分别测试重要特征数量为１，２，５，８，１０，１５，
２０，３０，５０，８０，１００，１２０时的分类性能．实验中涉及到
的一些参数包括：基于ＳＮＲ的特征排序方法初步筛
选出ｄ＝６００个重要基因，ｋ，ｋ１ 与ｋ２ 的取值根据３．２
节取ｋ１＝ｋ，ｋ２＝３；ＳＶＭ－ＲＦＥ算法每次迭代删除的
特征比例设为０．１，其他参数保持默认．另外，在分类
结果验证上，特征选择算法选出的关键基因分别作用
于ＫＮＮ和以径向基为核函数的ＳＶＭ这２个分类器．
其中 ＫＮＮ 分类器原理简单，易于理解与实现，而
ＳＶＭ分类器在解决小样本、非线性及高维模式识别
中表现出许多特有的优势，将Ｋ－ＳＶＭ－ＲＦＥ算法同时
作用于这２个分类器，可以验证Ｋ－ＳＶＭ－ＲＦＥ算法所
选特征在不同分类器上的适用情况．实验采用五折交
叉验证的方式，取５次结果的平均值作为最终实验的
准确率，实验结果如图２所示．
从图２中可以看出，Ｋ－ＳＶＭ－ＲＦＥ算法在２种不同
的分类器（ＫＮＮ和ＳＶＭ）下、３个不同的数据集和多个
不同的关键基因数量上均展现出了比ＳＶＭ－ＲＦＥ算法
和基于ＳＮＲ的特征排序方法更好的分类准确率．首先，
随着提取关键特征数量的递减，Ｋ－ＳＶＭ－ＲＦＥ算法与
经典的ＳＶＭ－ＲＦＥ算法的分类准确率在逐步拉开差
距，Ｋ－ＳＶＭ－ＲＦＥ算法在分类表现上较ＳＶＭ－ＲＦＥ算
法有较大提升，表明Ｋ－ＳＶＭ－ＲＦＥ算法在提取少量关
键基因上的有效性．其次，在所有的结果中，基于ＳＮＲ
的特征排序方法所选择特征的分类准确率均不能达
到１００％，表明了该过滤式特征选择方法不能去除冗
余特征的局限性，而Ｋ－ＳＶＭ－ＲＦＥ算法能够进一步去
除冗余特征，达到了特征精选的效果．
另外，对比相同数据集不同分类器条件下的结
果，可以发现，以ＳＶＭ作为分类器的分类结果总体都
好于ＫＮＮ分类器的结果．特别是淋巴癌基因表达谱
数据集上，ＳＶＭ的分类准确率在特征数量为８时达到
１００％，而ＫＮＮ分类器则在特征数量为１５时分类准
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确率才达到１００％．产生这样的差异一方面是因为Ｋ－
ＳＶＭ－ＲＦＥ算法基于ＳＶＭ学习，所以用ＳＶＭ进行分
类可取得较好的结果；另一方面也是因为ＳＶＭ 在做
分类器时它的惩罚因子的值主要是由样本的数量而
不是特征数量决定的，因此在各种数据集上应用此模
型都会有比较稳定的分类性能．
图２　不同分类器（ＫＮＮ、ＳＶＭ）在不同基因（结肠癌、肺癌、淋巴癌基因）
表达谱数据集下３种特征排序方法的分类正确率与ｋ的变化关系图
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４　结　论
本研究将聚类算法与ＳＶＭ－ＲＦＥ方法相结合，提
出了一种新的面向基因表达谱数据的特征选择方法
Ｋ－ＳＶＭ－ＲＦＥ，以多个基因表达谱数据为实验对象，并
通过２个分类器分别验证所选基因的分类效果．研究
结果表明了Ｋ－ＳＶＭ－ＲＦＥ算法在致癌基因识别上的
有效性，特别是在精选少量致癌基因上，性能更佳．
在取得上述成果的同时，本研究还有许多有待进
一步研究的地方．如本文中实验数据均只有２个类
别，对于多类别数据的分类性能还有待进一步研究；
ＳＶＭ－ＲＦＥ和其他聚类算法的结合效果以及ｋ１和ｋ２２
个参数的最佳设置，也有待进一步探讨．
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