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In this paper we develop a test of functional form that is consistent
against any deviation from the null speci…cation, and directs power to-
wards a class of nonlinear "smooth transition" functional forms. Of sep-
arate interest, we provide new details regarding when and whether con-
sistent parametric tests of functional form are asymptotically degenerate.
A test of linear autoregression against smooth transition alternatives is
never degenerate. Moreover, a test of Exponential STAR has surprising
power and non-degeneracy attributes entirely associated with the choice
of threshold.
In a simulation experiment in which all parameters are randomly se-
lected the proposed test has power nearly identical to a most powerful
tests for true STAR, neural network and SETAR processes, and domi-
nates popular tests.
We apply the test to monthly U.S. output, money supply, prices and
interest rates.
1. Introduction Smooth Transition Threshold Autoregressive (STAR)
models have gained signi…cant popularity in the economics and …nance liter-
atures as a means to transcend well known explanatory and forecasting lim-
itations of linear and binary switching models. Suggested by Chan and Tong
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1(1986a,b) to account for sluggish regime dynamics inmanytime series, Teräsvirta
(1994) characterizes a composite theory of estimation, diagnostic checking and
inference for smooth transition processes with exponential and logistic transition
functions. See, also, Chan and Tong (1986b), Luukkonen et al (1988), Lin and
Terasvirta (1994), van Dijk et al (2000), Lundberg et al (2003) and Lundberg
and Terasvirta (2005).
Tests for linearity against STAR alternatives have received almost no at-
tention in the theory literature, although a standard practice dominates the
applied literature. Luukkonen et al (1988), Saikkonen and Luukkonen (1988),
Lin and Teräsvirta (1994), Teräsvirta (1994), Gonzalez-Rivera (1998), Escrib-
ano and Jorda (2000), Rothman et al (2001), Lundberg and Teräsvirta (2002),
Lundberg et al (2003), Lundberg and Teräsvirta (2005), and others proscribe a
truncated Taylor expansion approximation of the nonlinear transition function.
The technique leads to a simple polynomial auxiliary regression in the spirit of
Ramsey(970), Ramsey and Schmidt (1976) and Keenan (1985), and standard
F-tests ofparametric zero-restrictions in order to determine whether the process
is linear, exponential or logistic STAR.
In order for the polynomial regression to have meaning in aSTARframework
the true data generating process is simply assumed to be a STAR. Thus, the
test is not a true test against smooth transition alternatives, per se. This issue
is particularly relevant if we admit any functional alternative, or simply non-
standard smooth transition alternatives, to explain the data provided linearity
is found inadequate.
Moreover, a nuisance ”delay”parameter representingthe lag ofthe threshold
variable remains in the polynomial regression. In all cases that we are aware of,
if the delay parameter is not simply assumed, it is selected by minimizing the
test statistic  -value. In this case the test statistic has a non-standard limiting
null distribution, yet the chi-squared distribution is used evidently universally.
Furthermore, most smooth transition models in the literature incorporate
only one threshold variable for test purposes, and in some cases only time.
See, e.g., Lin and Teräsvirta (1994), van Dijk et al (2000), and Lundberg et al
(2003). Test consistency will require each stochastic variable that enters into
the null speci…cation to enter into the weight function, cf. Bierens (1991) and
Stinchcombe and White (1998). Finally, in many instances the threshold of the
transition mechanism is simply assumed. Gonzalez-Rivera (1998), for example,
models a smooth transition GARCH process with regimes based on the sign on
the underlying shock: the threshold is simply assumed to be zero.
In this paper we develop a consistent conditional moment test of func-
tional form in the tradition of Bierens (1990), de Jong (1996) and Bierens and
Ploberger (1997). We develop a test statistic that directs power toward nonlin-
ear smooth transition ARX alternatives, is consistent against anydeviation from
the null speci…cation, and nests speci…cations popularly employed in the STAR
and neural network literatures, cf. Hornik, Stinchcombe and White (1989). We
prove the consistency of a test against an ESTAR alternative is based entirely
on the threshold, suggesting the practice of assuming a threshold value may
curtail small sample test power.
2Furthermore, and of separate interest, we improve upon the analysis of
Bierens (1990) and de Jong (1996) regarding when consistent conditional mo-
ment test statistics are asymptotically degenerate (singular covariance matrix).
We prove that Lagrange Multiplier tests of linear autoregression against stan-
dard neural network or smooth transition alternatives are never degenerate ex-
cept in a trivial case.
Because we assume strict stationarity our test cannot explicitly direct power
toward time-based transition mechanisms, including transitions based on a sin-
gle break-point. See, e.g., Lundbergh, Teräsvirta, and van Dijk (2003).
In a simulation study we demonstrate our test dominates the parametric
conditional moment tests of Bierens (1990) and Lee et al (1993), and vastly
dominates the STAR polynomial regression test. Indeed, the power of the pro-
posed tests against STAR, ANN and SETAR alternatives nearly matches that
of uniformly most powerful tests.
We apply the tests to macroeconomic variables previously modeled in a
STAR VECM framework by Rothman et al (2001). In a limited study we show
the consistent STAR test, compared to the polynomial test, provides a much
clearer picture regarding smooth transition nonlinearity in monthly U.S. output
growth, money growth, in‡ation and interest rates.
In Section 2 we detail the smooth transition ARX framework. Section 3
develops smooth transition moment conditions, the main results are contained
in Section 4, and Section 5 characterizes when and whether the test statistic is
asymptoticallydegenerate. We comparetheproposed test toexistingparametric
tests in a simulation study in Section 6. Section 7 contains the empirical study,
the appendices contain assumptions and proofs, and all tables are placed at the
end.
Throughout j ¢ jdenotes the   -norm for real-valued vectors, and the matrix
norm for real-valued matrices: j j= (
P
  j    j )1  . k¢kdenotes the   -
matrix norm: k k= (
P
   j    j )1  . For arbitrary  -vectors  and  , vector
powers  are understood torepresent (  1
1        
)0.  denotes a  -dimensional
identity matrix. ! denotes convergence in probability or distribution; ) de-
notes weak convergence with respect to the uniform metric; [ ] denotes the
integer part of  . C[£] denotes the space of real continuous functions endowed
with the uniform metric on some space £.
2. Nonlinear STARX Framework Let  = (    0
 )0 be a stochastic
process in R £ R ¡1, ¸ 1. Assume the  -vector f  g is strictly stationary,
ergodic and exists in  2(- =   ) where =denotes the increasing  -algebra
induced by (  ¡    ¡ )1
 =0. In the case of a purely autoregressive framework 
= 1 is understood, and ==  (  ¡:  ¸ 0) For notational convenience we
assume  does not contain a constant, and is = -measurable.
In order to restrict memory in the process    and have an accessible uniform
law of large numbers and central limit theorem applicable in heterogeneous
nonlinear ARX settings, we utilize the concept of  -stability, cf. Bierens (1987,
1991, 1994). Consult Appendix 1 for fundamental assumptions detailed under
3Assumption A.
Let   ´ ( 0
 ¡1      0
 ¡ )0, ~   ´ (1  0
  )0 2 R  +1,  = 1 or 2, where 0 ·  2
·  1 and ~     0 = 1. Let   ( ) =  (~  1   ) denote a known response function,  :
R 1 +1 £ ©1 ! R measurable with respect to = ¡1, for compact ©½ R  +1, .
The data generating process of f  g has a2-regime nonlinear smooth transition
ARX form
(1)  =   ( 1) + 
0
2~  2 ( ) ( 0~  1 ) +   
where  2 ©   2 ¡ a compact subset of R 1 +1,   ( ) =  ( 0~  1 ) denotes the
transition function and   satis…es  [  ~  1 ] = [  (    )  ( 1)] = 0under either
hypothesis1. Traditionally  (¢) denotes the exponential or logistic restricted to
[0 1] to allow for smooth transition between regimes   ( 1) and  0
2~  2 ( ). In
general we only require  (¢) to be non-polynomial and analytic: see Section 3.
We de…ne ~  2 ( ) as a bounded, = ¡1-measurable mapping from R 2 +1 £ ¢
to R 2 +1, with ¢ a compact subset of R( 2 +1) ,  ¸ 0. It is understood that
~  2 ( ) is a parametric function of ~  2 : if  = 0, then ~  2 ( ) = ~  2 ; if  = 1 then
~  2 (¢) is a Borel measurable function of the  2+ 1-vector  .
The null hypothesis of interest is simply  2 = 0:
 0 : ([ ¡   ( 1)jF ¡1] = 0) = 1, for some  1 2 ©
 1 : sup 2© ([ ¡   ( 1)jF ¡1] = 0) 1
The general alternative  1 embraces any deviation from the null.
The weight  ( 0~  1 ) utilizes all regressors ~  1under the null as a necessary
condition for test consistency. Thus, in order to reduce notation we simply
con…ne  1 =  2 =  , and write throughout  ´ ( 0
 ¡1      0
 ¡ )0, ~   ( ),  2
R  +1 etc.
Example 1: In a standard multivariate Logistic STARX framework
 = 
0






 =1expf¡  (~    ¡   )g
¸¡1
+   
where  = ¡ ¸ 0 scales the speed of regime transition,  2 R denotes
the regressor-speci…c threshold, and  0 =
P 
 =1    . The logistic transi-
tion function captures "upper" (~    ¸   ) and "lower" (~      ) regimes.
Cf. Teräsvirta (1994).
Example 2: The standard multivariate Exponential STARX case is compli-
cated by the presence of a non-one-to-one transformation of the threshold
variable ~   . The typical representation is
 =  0
1~  + 0




 =1   (~    ¡   )2
¾
+    2 R
 
+   2 R  
1 It would be straightforward to generalize the innovations  to a class of linear …nite
dependent processes allowing for a smooth transition ARMAX representation. The inclusion
of moving average terms would only add unnecessary notation. See de Jong (1996).
4hence the exponential transition function captures "inner" (~    ¼   ) and
"outer" (~    6=   ) regimes. We may write




 =1  (~    ¡  )2
¾
= ~   ( )  ( )
where ~   ( ) = ~  expf
P 
 =1  ~  2
   gwith  = ¡ · 0, and  ( ) = expf 0~   g
with f = 2    g 
 =1 and  0 = ¡
P 
 =1   2
 .
3. Smooth Transition Conditional Moments For compactness rep-
resent all nuisance parameters as the vector
 ´ ( 0  0)0 2 £ = ¢ £ ¡
If ~   ( ) does not depend on  (e.g.  = 0), then it is understood that  =  .
Denote by ^   ( 1  2  ) the nonlinear least squares score associated with (1). If
^  1 denotes the nonlinear least squares estimator for  1, then the score under
the null is
^   (^  1 0  ) =  ¡1X
 =1^   ~   ( )  ( ), ^  =   ¡   (^  1)
Stinchcombe and White (1998), expanding upon Bierens (1990: Lemma 1),
consider the class of functions
H= f : R  +1 !Rj ( 1 ) =  ( (  )) a¢ne : R ! Rg
and prove that any analytic member 2 Hhas the desired "generically totally
revealing" property if and only if is non-polynomial. This includes2 the
exponential  ( ) = expf g and logistic  ( ) = [1 + expf g]¡1 .
Assumption B Let 2 H Assume is analytic and non-polynomial on
some open interval  0 of R.
Lemma 1 is an easy, but required extension of Lemma 1 of Bierens (1991),
Theorem 1 of Bierens and Ploberger (1997) and Theorem 2.3 of Stinchcombe
and White (1998).
LEMMA 1 Let  be a random variable satisfying  j  j 1 and let ~  be an
  ¡1-measurable bounded vector in R  +1 such that  ( [  j~   ] = 0) 1.
For each 2 ¢, any under Assumption B, and any compact subset ¡
½ R  +1 the set
=
\  +1
 =1 f 2 ¡ :  [  ~     ( ) ( 0~   )] = 0g and ( 0~  2  0) = 1g
has Lebesgue measure zero, and is nowhere dense in R  +1.
2 Somenon-analytic functions have thedesired properties, including the normal cdf andpdf,
cf. Theorem 3.10 of Stinchcombe and White (1998). Along with Lemma 1, this substantiates
the normal STAR model of Chan and Tong (1986b).
5Remark: The result holds if  ( 0~   ) is replaced with  ( 0ª(~   )) for any
bounded one-to-one function ª : R  +1 ! R  +1 because ª(~   ) generates the
same  -…eld as ~   , cf. Bierens (1991). Nevertheless, some non-one-to-one func-
tionals are permitted. In the ESTARX case the moment condition weight is
~   expf¡
P  +1
 =1   (~    ¡   )2g = ~   ( )  ( ) where ~   ( ) = ~   expf
P 
 =1   ~  2
   g
and   ( ) = expf
P 
 =1  ~     g. Under the alternativeLemma1implies  [  ~     ( ) ( 0~   )]
6= 0for any 2 ¢and uncountablyin…nitelymany 2 ¡, hence  [  ~   expf¡
P 
 =1  (~    
¡   )2g] 6= 0 for each scale  = ¡ 0and uncountably in…nitely many thresh-
olds  2 R, given  =    2  . The "revealing" capability of the ESTARX
moment condition is therefore solely associated with the threshold.
COROLLARY 2 Under the conditions of Lemma 1, if  ( [  j~   ] = 0) 1
then for each 0 the set
½
 2 R : 
·




 =1  (~    ¡   )2
¾¸
= 0 and ( 0~  2  0) = 1
¾
has Lebesgue measure zero is nowhere dense in R  , where f = 2    g
 
 =1
and  0 = ¡
P 
 =1   2
 
4. Consistent Test of Smooth Transition Autoregression Write
   ( ) ´ (    )  ( ), and de…ne
(2)   ( 1 0  ) =  ¡1X
 =1     ( ) =  ¡   ( 1),
where
  ( ) =   ( )~   ( ) ¡  ( )
¡1   ( 1)  ( ) = [  ( )~   ( )
0  ( 1)] (3)
= [   ( 1) 0  ( 1)]  ( 1  2) = 
£
 2
   ( 1)  ( 2)0¤
,
and  ( ) =  (   ). Similarly, de…ne the nonlinear least squares sample conju-
gates ^  =  ¡   (^  1) and
^   ( ) =   ( )~   ( ) ¡^  ( ) ^  ¡1   (^  1) ^  ( ) =  ¡1 X
 =1  ( )~   ( ) 0  (^  1)
^ =  ¡1X
 =1   (^  1) 0  (^  1) ^  ( ) =  ¡1X
 =1^ 
2
 ^   ( )^   ( )0
In order to ensure  ( )¡1 2 exists we invoke for now the following assump-
tion. For arbitrary  ¸ 0 de…ne the compact subspace
£= f = (
0 
0)
0 2 £: j j ¸  g
By convention £0 = £. Bounding j j ¸ 0 is required in order to demon-
strate tightness of  ( )¡1 2p
   ( 1 0  ). Denote by  min( ( )) the minimum
eigenvalue of  ( ).
6Assumption C inf 2£ min( ( )) 0.
From Lemma A.1 in Appendix 3
¯ ¯ ¯^  ( )¡1 2p
 ^   (^  1 0  ) ¡  ( )¡1 2p
   ( 1 0  )
¯ ¯ ¯ ! 0
In the sequel it therefore su¢ces to consider only  ( )¡1 2p
  ( 1 0  ).
4.1 Weak Convergence
Weak convergence of  ( )¡1 2p
   ( 1 0  ) in C[£ ] follows from point-
wise convergence to a multivariate normal distribution and tightness on £ , cf.
Theorem 7.1 of Billingsley (1999). Both properties follow from Assumptions
A-C.
THEOREM 3
 . Under Assumptions A-C and  0,  ( )¡1 2p
   ( 1 0  ) converges
weakly to a Gaussian element  ( ) of C[£ ] with covariance function
 [ ( 1) ( 2)0] =  ( 1)¡1 2 ( 1  2) ( 2)¡1 2.
  . Under Assumptions A-C and  1, there exists some vector function 
: £! R  +1 such that
sup 2£
¯ ¯ ¯ ( )
¡1 2 ( 1 0  ) ¡  ( )
¡1 2 ( )
¯ ¯ ¯ =   (1)
where  ( )¡1 2 ( ) 6= 0 for all  = ( 0  0)0 2 £except possibly for in
a set with Lebesgue measure zero.
4.2 Test Statistics
De…ne a standard LM statistic
  ( ) =  ^   (^  1 0  )0 ^  ( )¡1^  (^  1 0  )
Theorem 3 and the continuous mapping theorem su¢ce to show
  ( ) )  ( )0 ( ) =  ( ) under  0
say, with  ( )0 ( ) achi-squaredprocess. Similarly, under thealternative   ( ) 
!  ( )0 ( )¡1 ( ) in probability, where  ( )0 ( )¡1 ( ) 0 for every  2 £
except possibly for 2  .
Popular methods for handling the nuisance vector include randomiza-
tion, or the derivation of continuous statistic functionals  (  ( )) including
sup 2£  ( ) and ave£ ( ) = s 2£  ( )  ( ) for some measure  ( ) ab-
solutely continuous with respect to Lebesgue measure. Theorem 3 and the
continuous mapping theorem guarantee  ( ( )) )  ( ( )) under  0, and
 (  ( )  ) ! 
¡
 ( )0 ( )¡1 ( )
¢
under  1. See Hill (2006) for details on
a simulation technique for approximating the asymptotic  -value of continuous
test functionals based on vector moment conditions, and a proof of asymptotic
validity, a la Giné and Zinn (1990), Hansen (1996) and de Jong (1996).
75. Non-Degenerate Tests Against STAR Alternatives There exist
trivial cases in which  ( ) is singular: if = 0 and = = 0, then ~   (0) =
~  and  (00~   ) =  (0) is a constant with probability one. Hence ^  (^  1 0 0) =
0 and  (0) = 0, a zero-matrix. In this section we analyze the set of all for
which  ( ) is singular. De…ne for arbitrary 
 ¤
= f 2 ¡ : j j ¸  ,  min( ( )) = 0 and  ( 0~  2  0) = 1g
A proof that  ¤
0 has Lebesgue measure zero, similar in spirit to Lemma 2 of
Bierens (1990) and Lemma 2 of de Jong (1996), is easy to deliver in the present
environment and is therefore omitted for the sake of brevity. Our aim, then, is
to provide fresh insight into the contents of  ¤
 .
5.1 Neural Network Tests
Consider the standard neural network case ~   ( ) = 1 (hence  =  ). In this
case the sets and  ¤
0 are identically those considered in Bierens (1991) and de
Jong (1996). The following is a somewhat trivial consequence, but important
to note. .
Assumption D  ( [ 2
 j~   ] ¸  ) = 1 for some constant  0
If  ( ) = 0 then   ( )2 [ 2
 j~   ] = 0     , and Assumption D and (3) imply
(4)  ( 0~   ) =  ( )0 ¡1   ( 1)    
Under either hypothesis and Assumption A we deduce
 [    ( )] =  ( )
0
¡1 [     ( 1)] = 0
This is trivial under the null, but it importantly implies  ¤
0 µ under the
alternative.
THEOREM 4 If ~   ( ) = 1 then  ¤
0 µ under  1 and Assumptions    
and  .
Remark 1: Lemma 2 of Bierens (1990) and Lemma 2 of de Jong are
useful only under the null (although valid under both hypotheses). Under 0
and Assumption B of Bierens (1990) or Assumption 3of de Jong (1996), the set
 ¤
0 has Lebesgue measure zero, but we do not know if 2  ¤ corresponds to 
2  . Under 1 and Assumptions A, B, and D, we know  ¤
0 µ  .
5.2 Smooth Transition Tests
We can go further for linear speci…cations under the null when the chosen
weight  ( 0~   ) has a non-zeroderivative with positive probability on the interval
 0. Denote by £¤
an arbitrary compact subset of f 2 £and  ( 0~  2  0) =
1g. Write  0( ) = (    ) ( ).
8THEOREM 5 Let   ( 1) =  0
1~   , ~   ( ) = ~   , and
 ( 0( 0~   ) 6= 0\  0~  2  0) 0
Under Assumptions     and , inf 2£¤
 min( ( )) 0 for any  
0, hence  ¤
is empty.
Remark 1: The result relies on a generalization of (4): any  2  ¤
implies
for some  2 R  +1  0= 1,
 (
0~   )
0~  =  (   )
0~       
where  (   ) = ( [~   ~  0
 ])¡1 [~    ( 0~   ) 0~   ] is the slope of the best linear  2-
metricprojectionof  ( 0~   ) 0~  on ~   . Thus, for any 2  ¤
theweight  ( 0~   ) 0~  
can be perfectly approximated by a linear function  (   )0~  which itself can-
not reveal model mis-speci…cation. Bierens (1990) and de Jong (1996) exploit
Lemma1 to deduce that the set of such  has Lebesgue measure zero. We prove
that no such 2  ¤
exists as long as  0( 0~   ) 6= 0 with positive probability
on  0. The latter condition includes Bierens’ (1990)  ( ) = expf g and the
logistic  ( ) = [1 + expf g]¡1.
Remark 2: The result can be easily extended to other speci…cations for
~   ( ) and   ( ) under appropriate assumptions and modi…cations to the line of
proof.
Remark 3: In a test of linear ARX against a general nonlinear alterna-
tive Assumption C is super‡uous, and may simply be replaced with the mild
Assumption D.
Remark 4: In a maximum likelihood setting the functional ave£¤
  ( )
can be interpreted as the limit of a (Gaussian) weighted average power optimal
test, where power is directed toward alternatives near the null: see Andrews
and Ploberger (1994). Similarly, sup 2£¤
 ( )) directs power toward distant
alternatives, but is only known to be asymptotically admissible (Andrews and
Ploberger, 1995). In both cases the covariance matrix is required to be "uni-
formly positive de…nite" in the nuisance parameter space: inf 2£¤
 min( ( ))
0. Thus, consistent CM tests of linear autoregression against a smooth tran-
sition alternative provide a natural setting for an application of Andrews and
Ploberger’s (1994, 1995) optimal tests.
The following general result is useful in order to capture the conventional
ESTAR case. For any …nite  0 2 R de…ne ~  ´ ( 0 
0)0.
COROLLARY 7 Let   ( 1) = 
0
1~  and
~   ( ) ( 0~   ) = ~   exp
µX 
 =1  ~  2
  
¶





 +  0~   6= 0    
9where ~ or is not the zero vector. Under Assumptions    and ,
inf 2£¤  min( ( )) 0.
Remark 1: Notice inf 2£¤  min( ( )) 0 is based on £¤ and not the
subspace £¤
 . A test directed toward a standard ESTAR alternative is never
degenerate for any 2 ¡ hence for any scale = ¡ 0 and any threshold 
2 R  .
Remark 2: Together, Theorem 6 and Corollary 7 imply tests of linear
ARX against popular smooth transition alternatives are never asymptotically
degenerate. In the ESTAR case we require condition (5) which is trivial in
standard autoregressive environments (i.e. ~  = (  ¡1       ¡ )). Nevertheless,
condition (5) rules out some cases. For example, suppose ~  is a scalar (0,1)-
binary random variable (there is no intercept and ~  = 2 R) Trivially ~  2
=
~   , hence (5) reduces to  6= ¡2 . A standard ESTARX representation requires
= 2 = ¡2   thus, (5) imposes  6= 1. In this case ~  does not permit a
"smooth" transition and is therefore of limited concern. Even if allow for such
a transition variable, the restriction  6= 1 is non-binding because ~  · 1    
6. Simulation Study We now investigate the empirical size and power
properties of sup 2£  ( ) under a null of linear autoregression, and nonlinear
alternatives. In the present study ave£ ( ) is dominated by sup 2£  ( )
because the following alternatives are "distant" from the null, cf. Andrews and
Ploberger (1994, 1995). Let ~   = (1   ¡1       ¡  )0 for some 1 ·  2 ·  1,     0
= 1. Our simulations are based on the following models:
 0 :  =  0
1~  1+  

1 :  =  0
1~  1+  0
2~  2 [1+ expf¡ 0~  1 g]¡1+  

1 :  =  0
1~  1+  0








1 :  =  0
1~  1 +  0
2[1+ expf¡ 0~  1 g]¡1 +  
 
1 :  =  0
1~  1+  0
2~  2  (  ¡1  1) +  

1 :  =  0
1~  1 +  0
2  ¡1  ¡1 +   , j 2j 1
where  is iid standard normal. Under  0 the true data generating process
is a linear autoregression; under 
1 and 
1 , a 2-regime LSTAR and ES-
TAR, respectively; under 
1 , a logistic AR-ANN; under 
1 , a self-exciting
autoregression (SETAR), equivalent to the LSTAR  =  0
1~  1+  0
2~  2 [1 +
expf¡ 1(  ¡1 ¡  1)g]¡1+  with  1 ! 1; under 
1 the process is bilinear.
6.1 Set-up
For sample sizes 2 f100 500g we generate 3observations and retain
the last  . For each simulated series we randomly select the orders  2
f1     10g, and the parameter vectors  2 [¡ 95  95]  +1, 2 [ 5 5] 1+1, and
2 [¡ 5  5] 1+1. We retain only those  1 with roots outside the unit circle.
We generate 1000 replications of each series above. In order to specify a linear
10model we minimizes the AIC over  1 2 f1     10g.
6.2 STAR Tests
We use   ( ) = [1 + expf 0~  1 g]¡1 and   ( ) = expf 0~  1 g for LSTAR
and ESTAR tests. For each STAR test the weight   ( ) is constructed from
the standardized ~  1 :   ( ) =  (
P
 =1  (~  1  ¡ ~  1 )  1 ), where  1denotes
the sample standard deviation of ~  1   . The nuisance parameter space is ¡
= [ 5 5] +1, and sup-test are computed over [  2] randomly selected nuisance
parameters f  g
[  2]
 =1 2 ¡. Asymptotic  -values are computed according to the
monte carlo method detailed in Hill (2006), a la Hansen (1996), based on 1000
simulated series for each sample.
We also perform the neural test of neglected nonlinearity (Lee et al, 1996),
the Bierens test, the McLeod-Li test, the RESET test, and the polynomial
regression test of Luukkonen et al (1988) and Teräsvirta (1994). The Bierens
test is simply the STAR test with ~  2 ( ) = 1 (denoted LBIER and EBIER).
The neural test is equivalent to a randomized Bierens test where is randomly
selected from (denoted LNEUR and ENEUR).
For the STAR polynomial test we estimate models of the form  =  0
1~  + P
 =1
0
 ~    
 ¡+  for = 1    . Under a null of linearity against an LSTAR
(ESTAR) alternative, = 3 (4) and  = 0,  = 1  3 (4). LM tests for each
is performed, and the test statistic with the smallest  -value based on the
chi-squared distribution is selected. See Luukkonen et al (1988) and Teräsvirta
(1994). These are the LPOLY and EPOLY tests, respectively. For the McLeod-
Li test, we perform a standard portmanteau test on the squared null residuals
for lags 1   3 For the RESET test, we follow the procedure detailed in Thursby
and Schmidt (1977), and use three lags
Covariance matrix estimators robust to unknown forms of conditional het-
eroscedasticity are used in all applicable cases.
6.3 Most Powerful Tests
By appealing to the Neyman-Pearson lemma most powerful tests against
STAR and ANN alternatives are easy to generate, and will help gauge the
strength of the proposed STAR tests. Because  1 and = 1 are known, for any
 1 and  each STAR and ANN model can be represented as   ( 1) = 
0
2  ( ) +
   where   ( 1) =  ¡ 
0
1~  1and   ( ) = ~  2 ( )  ( ). For an arbitrary point
( 1  ) the least squares estimator of  2 is ^  2(   1) = ( ( )0 ( ))
¡1 ( )0 ( 1).
The best test is simplythe likelihood ratio, which in the present known standard
normal setting reduces to
expf 5£  ( 1)0 ( ) [ ( )0 ( )]
¡1 ( )0 ( 1) = expf 5 £  ( 1  )g
say. We compute sup 2£ ( 1  ), the MP-LSTAR and MP-ESTAR tests3.
6.4 Results
3 Because the SETAR process is simply an LSTAR with = 1, the logistic sup-MP-STAR
test (which directs power toward "extremely" distant alternatives, cf. Andrews and Ploberger,
1994) should come close to a most powerful test against a SETAR alternative.
11Test results are contained in Table 1. For each test statistic empirical size is
comparable to the nominal size, although the polynomial test tends to under-
reject the null.
In the present general environment in which all parameters are randomly
selected, the popular polynomial regression test is dominated by every test
against each alternative (except the McLeod-Li test in some cases). Indeed,
the consistent sup-STAR tests massively out-perform the conventional polyno-
mial regression test. The conventional test is useless against a neural network
alternative, which is nested within the general smooth transition alternatives.
Impressively, when = 500 the sup-STAR tests obtain empirical power
nearly identical to the most powerful sup-MP-STAR tests (within .006) against
an LSTAR alternative, with a rejection rate above 90%. Similarly, the sup-
STAR tests are comparable to sup-MP-STAR tests against AR-ANN and SE-
TAR alternatives (in particular, the sup-ESTAR test).
The sup-STAR tests dominate every test against every alternative, except
the McLeod-Li test against the bilinear alternative (which is not surprising).
Finally, because smooth transition vector weights nest neural network alterna-
tives it is not surprising that the sup-STAR tests out-perform the sup-BIER
tests.
7. Empirical Study We apply the consistent STAR tests to macroeco-
nomic processes modeled in Rothman et al (2001) as a Logistic Smooth Transi-
tion VECM process. We consider the logarithm of nominal, seasonally adjusted
1(), the logarithm of unadjusted output measured by theindustrial produc-
tion index ( ), the logarithm of the producer price index ( ), the commercial
paper rate (  ), the 90-day Treasury bill rate (  ), and the rate spread  ¡
  . All data were taken from the Saint Louis Federal Reserve data base, are
monthly for the period 1959:01 - 2003:08, and seasonally adjusted at the source
when applicable. The sample size is 536 months, before lag and di¤erencing
adjustments.
Based on augmented Dickey-Fuller tests all variables, except for the rate
spread, are di¤erenced. Evidence suggests the Treasury bill and commercial
paper rates are cointegrated of order one such that the spread is  (0) Results
are contained in Table 2. The sup-STAR tests produce highly signi…cant evi-
dence in favor of smooth transition nonlinearity in money growth, in‡ation, and
‡uctuations in the commercial paper rate and the rate spread. The strongest ev-
idence points to Logistic-STAR nonlinearity, supporting Rothman et al’s (2001)
assumption of a logistic transition function.
By comparison, the polynomial regression tests provide weaker evidence of
STAR nonlinearity, and do not detect a smooth transition structure in the rate
spread series. Moreover, at the 5% level the neural test of neglected nonlinearity
only …nds logistic nonlinearity in the commercial paper rate and exponential
nonlinearity in the rate spread. The RESET test fails to detect nonlinearity in
any series.
12Appendix 1: Assumptions
Assumption A.1 The data-generating process f  g = f     g 2 R £ R ¡1
exists on  2(-   F ) with F=  ( :  ·  ), F ¡1 ½ F . The process f  g
is strictlystationary, ergodic, bounded, governed by anon-degenerate joint
distribution function with non-degenerate marginal distributions, and for
some 0 and each  2 Z, k  k4+1. In particular, the process f  g
is  -stable in  1 on a strong-mixing base with coe¢cients
P1
 =1 1:
see Bierens (1981, 1984, 1987, 1991, 1994).
Assumption A.2 The function : R 1 +1 £ © !R is for each ~  12 R 1 +1 a
continuous real function and twice continuously di¤erentiable on ©, acom-
pact subset of R for some ¸ 0. Moreover,  (~  1   ) is for each 2 ©
a Borel measurable function on R 1 +1. De…ne    ( ) ´ (    )  ( )
and   0  ( ) ´ ( 2    
0)  ( ). For each  : jj sup 2© j  ( )jjj4+ 
1, jjsup 2©j   ( )jjj4+ 1, jjsup 2© j   ( ) 0  ( )jjj4+1, and
jjsup 2©j  0  ( )jjj4+for some 0.
~  2 ( ) denotes a mapping from R 2 +1 £ ¢ to R 2 +1 measurable with
respect to F ¡1, where ¢ is a compact subset of R( 2 +1) ,  ¸ 0. Speci…-
cally,  (inf 2¢ j~  2 ( )j  0) = 1and  (sup 2¢j~  2 ( )j  1) = 1for some
constants 0 0  1 1. If  0, then ~  2 ( ) is for each  aBorel mea-
surable function on R 2 +1; and for each ~  2continuously di¤erentiable on
¢. If  = 0, then ~  2 ( ) = ~  2is understood.
Assumption A.3 f  ( ) =  ( 0~  1 )g is astationary, ergodic sequence of real-
valued functions on R 1 +1 £ R 1 +1 measurable with respect to = ¡1.
Moreover,   (0) =  with probability one for some …nite constant  2 R.
Assumption A.4 There exists a unique element  1= arginf 2©  (  ¡   ( ))2
where  1 is in the interior of ©. Under either hypothesis  [     ( 1)] =
 [  ~  1 ] = 0, where ~  1= (1  0
 ¡1      0
 ¡ 1)0.
Assumption A.5 The matrix =  [   ( 1) 0  ( 1)] is positive de…nite and
non-stochastic. Let  = ( 0  0)0 2 £, acompact subset ofR( 1 +1)+( 2 +1)
with positive Lebesgue measure. Let denote an arbitrarycompact subset
of R 1 +1, and let f g be a sequence of positive, …nite constants. For
some 0:
° °sup 2£j  ( )2~  2 ( )~  2 ( )0j
° °
4+· 1
° °sup 2© sup 2j  ( )   ( ) 0  ( )j
° °
4+· 2
° °sup 2© sup 2£j  ( )~  2 ( )
0  ( )j
° °
4+· 3
ksup 2£ j  ( ) £ ~  2 ( )jk4+· 4
ksup 2£ j(    )  ( )~  2 ( )jk4+· 5
13Appendix 2: Proofs of Main Results
Proof of Theorem 3. Lemma A.2 proves the …nite distributions of
 ( )¡1 2p
   ( 1 0  ) converge to normal distributions under the null hypoth-
esis, and Lemma A.3 proves  ( )¡1 2p
  ( 1 0  ) is tight in C[£ ]. This
proves the claim under  0. The result under  1 follows from Lemma A.4.
Proof of Theorem 5. By assumption    ( ) = ~  = ~   ( ) such that  =  .
Write  min( ) =  min( ( )). Step 1 proves inf 2£¤
 min( ) = min 2£¤
 min( ).
Step 2 proves min 2£¤
 min( ) 0.
Step 1: By construction  min( ) = inf 0 =1 [ 2
 ( 0  ( ))2] ¸ 0, hence  min:
£¤
! R+. Under Assumption A the function  min(¢) is uniformly continuous
on the compact subset4 £¤
 . The image of a compact set under a continuous
mapping is compact, hence  min(¢) is compact on £¤
 . Therefore the image of
 min(¢) is closed and bounded, and  min(¢) admits a unique minimum on £¤
 .
This implies inf 2£¤
 min( ) = min 2£¤
 min( ).
Step 2: It su¢ces to prove  ¤
 is empty for any  0:  ¤
= ? implies
 min( ) 0 for all 2 £¤
 , hence inf 2£¤
 min( ) = min 2£¤
 min( ) 0.
Any 2  ¤
implies  min( ( )) = 0 hence  0 ( ) = 0 for some  2 R  +1
 0 = 1. By the construction of  ( ) in (3), this in turn implies
 0  ( )  ( )0  [ 2
 j~   ] = 0    
From Assumption D we deduce  0  ( ) = 0    ., hence
(6)  0~    ( 0~   ) =  (   )0~        where  (   ) ´  ¡1 ( )0 
For …xed and 2  ¤
, (6) de…nes a functional identity with respect to ~   .
Di¤erentiating both sides of (6) with respect to ~   , multiplying by ~    and using
identity (6) we …nd
(7)  0~    ( 0~   ) +  0~    0( 0~   ) 0~  =  (   )0~  =  0~   exp( 0~   )    




:j 1¡ 2jj min( 1) ¡ min( 2)j
· sup 2£¤

j(    ) min( )j £ 
where sup 2£¤

j(    ) min( )j = sup 2£¤

j(    ) inf 0 =1  [ 2
 ( 0  ( ))2]j. By Chebychev’s
and Liaponov’s inequality, for some …nite  0,
sup 2£¤
j(    ) inf 0 =1[
2
 (
0  ( ))
2]j
· jj  jj2
4jj sup 2£¤

j  ( )jjj4jj sup 2£¤

j(    )  ( jjj4
Each component on the right hand side is bounded from above by Assumption A and Lemma
B.2 of Hill (2006).
14Notice  0~  6= 0and  0~  6= 0 each with probability one due to  6= 0,  6= 0, and
the non-singularity of  [~   ~  0
 ], cf. Assumption A. By canceling like terms in (7),
an 2  ¤
implies
 0( 0~   ) = 0    
But any 2  ¤
 satis…es  0~  2  0     . Therefore  ( 0( 0~   ) 6= 0 \  0~  2
 0) = 0, a contradiction of the assumption  ( 0( 0~   ) 6= 0 \  0~  2  0) 0.
Therefore  ¤
is empty.
Proof of Corollary 7. Without loss of generality we may substitute
~   exp(
P 
 =1  ~  2
 ) exp( 0~   ) with ~   expf 0gexp(
P 
 =1  ~  2
 ) exp( 0~   ) for any …-
nite  0 2 R. Using an argument identical to the line of proof of Theorem 6, any
2  ¤
satis…es
(8)  0~  exp(~ 
0
~  2
+  0~   ) =  (   )0~       where ~  = ( 0 
0)0
Di¤erentiating both sides of (8) with respect to ~  and multiplying by ~    we
obtain
 0~  exp(~ 
0~  +  0~   ) +  0~   exp(~ 
0~   +  0~   )(2~ 
0~  2
+  0~   ) =  (   )0~       
Canceling like terms, cf. (8), and noting  0~  6= 0     and exp(~ 
0
~  +  0~   ) 6= 0




+ 0~  = 0     
a contradiction of the assumption 2~ 
0
~  2
+  0~  6= 0     given 6= 0. But for
any ~  6= 0 an identical argument implies = 0  2  ¤
0, hence  ¤
0 is empty.
Appendix 3: Supporting Lemmata
Consult Hill (2006) for proofs of the following claims.
Lemma A.1 Under Assumptions A-C and H 0,
sup 2£j ^  ( )
¡1 2p
 ^   (^  1 0  ) ¡  ( )
¡1 2p
   ( 1 0  )j =   (1)
Lemma A.2 Under Assumptions A-Cand  0 the …nite distributions of  ( )¡1 2p
   ( 1 0  )
converge to normal distributions, where  2 £ .
Lemma A.3 Under Assumptions A-C and  0,  ( )¡1 2p
  ( 1 0  ) is tight
on £ .
15Lemma A.4 Under 1 there exists a function  : £! R  +1 and a subspace
µ R  +1 with Lebesgue measure zero such that
sup 2£
¯ ¯ ¯^  ( )
¡1 2^  (^  1 0  ) ¡  ( )
¡1 2 ( )
¯ ¯ ¯ =   (1)
where  ( )¡1 2 ( ) 6= 0 for every 2 £except for 2  .
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LSTAR .057 .478 .303 .281 .387 .301 .029 .912 .822 .803 .825 .766
ESTAR .061 .426 .336 .302 .325 .296 .029 .915 .824 .872 .831 .729
MP-ESTAR .042 .635 .801 .466 .570 .165 .016 .918 .901 .822 .980 .565
MP-LSTAR .024 .536 .698 .359 .421 .129 .043 .921 .926 .881 .899 .572
LBIER .011 .325 .325 .450 .213 .208 .024 .722 .617 .784 .588 .624
EBIER .040 .297 .376 .406 .211 .226 .058 .786 .653 .759 .792 .624
LNEUR .039 .357 .356 .365 .228 .211 .046 .635 .606 .736 .589 .469
ENEUR .039 .342 .392 .376 .261 .206 .059 .622 .622 .777 .593 .479
LPOLY .001 .043 .004 .023 .002 .018 .003 .433 .180 .019 .316 .029
EPOLY .001 .043 .004 .023 .002 .018 .003 .433 .180 .019 .316 .029
RESET .045 .261 .021 .027 .112 .092 .038 .411 .109 .039 .571 .006
ML-1 .052 .113 .031 .182 .078 .516 .070 .306 .065 .058 .254 .975
ML-2 .057 .124 .050 .177 .094 .517 .088 .366 .127 .058 .355 .987
ML-3 .064 .151 .078 .163 .113 .524 .105 .409 .151 .058 .371 .996
Notes: a. Values denote rejection frequencies at the 5% level.
b. ML-h denotes the ML test with h-lags.
T able 2: Macroeconomic Variables
¢ ¢ ¢ ¢  ¢    ¡ 
LSTAR .0000 1.000 .0000 .6700 .0200 .0000
ESTAR .0000 1.000 .0000 .9500 .0100 .0000
LNEUR .0921 .5621 .4432 .3444 .0076 .0327
ENEUR .2154 .2715 .1108 .5181 .0695 .5619
LBIER .3800 .2800 .4400 .1400 .0500 .1700
EBIER .4800 .1900 .3900 .1100 .6600 .1000
LPOLY .0793 .4401 .0525 .1143 .0144 .5239
EPOLY .0019 .3310 .1059 .2018 .0090 .1277
RESET .3933 .3103 .2875 .2953 .9339 .2066
Notes: a. Values denote  -values.
19