Abstract-An important problem in robotic manipulation is the ability to predict how objects behave under manipulative actions. This ability is necessary to allow planning of object manipulations. Physics simulators can be used to do this, but they model many kinds of object interaction poorly. An alternative is to learn a motion model for objects by interacting with them. In this paper we address the problem of learning to predict the interactions of rigid bodies in a probabilistic framework, and demonstrate the results in the domain of robotic push manipulation. A robot arm applies random pushes to various objects and observes the resulting motion with a vision system. The relationship between push actions and object motions is learned, and enables the robot to predict the motions that will result from new pushes. The learning does not make explicit use of physics knowledge, or any pre-coded physical constraints, nor is it even restricted to domains which obey any particular rules of physics. We use regression to learn efficiently how to predict the gross motion of a particular object. We further show how different density functions can encode different kinds of information about the behaviour of interacting objects. By combining these as a product of densities, we show how learned predictors can cope with a degree of generalisation to previously unencountered object shapes, subjected to previously unencountered push directions. Performance is evaluated through a combination of virtual experiments in a physics simulator, and real experiments with a 5-axis arm equipped with a simple, rigid finger.
I. INTRODUCTION
This paper presents algorithms which learn to predict the motion of a rigid object resulting from an robot push. These algorithms do not rely on any encoding of Newtonian mechanics, but can be trained online. Object interactions are learned as distributions. Our system does not know a priori about impenetrability, gravity, or kinematic relations between objects, all being learned from data.
Although work has been done on push manipulation in robots [1] , [2] , [3] , [4] it is restricted to planar sliding motions of what are effectively 2D objects. There is little literature addressing the more complex problem of push manipulations on real 3D bodies, which are free to tip or roll. It is possible to use physics simulators to predict the motion of interacting rigid bodies. However, this approach is reliant on explicit knowledge of the objects, the environment, and key physical parameters which can be difficult to tune. Even then, such predictions may not be possible due to inherent limitations of the physical model employed, for example when modeling friction.
Machine learning approaches have been developed to learn to classify or provide predictions for objects or object classes, e.g. rolling versus non-rolling objects [5] , [6] , or liftable versus non-liftable objects [7] . These kinds of approach are limited, in that predictions learned may not be generalisable to a new object, pose or push direction, and explicit 6-DOF rigid body motions are not predicted. In contrast, our approach learns to make predictions of explicit 3D rigid body transformations. The probabilistic nature of the learning enables generalisation to novel push directions, object poses, and objects with novel shapes. This paper extends our previous work [8] in three ways. First, we modify the prediction scheme to make use of local coordinate systems that move with parts of the object. This improves learning and generalisation, since now we predict relative rather than absolute changes in pose. Second, we show how a two expert approach can be extended to include a combination of many experts, which encode new information about how objects interact. This change allows generalisation with respect to both push direction, and object shape. Third, we implement a version of our prediction scheme based on regression, and show how it can efficiently learn the gross motion characteristics of a particular object, although it can struggle with certain kinds of generalisation. Finally we present results from physical experiments in which various real objects were subjected to complex 3D motions, such as tipping and toppling, while pushed by a real robot. The real experiments are additionally supported by an extensive set of simulation experiments.
II. REPRESENTATIONS
Consider three reference frames A, B and O in a 3-dimensional Cartesian space (see Figure 1 ). While frame O is fixed, A and B change in time and are observed at discrete time steps ..., t−1, t, t+1, ... every non-zero ∆t. A frame X at time step t is denoted by X t , a rigid body transformation between a frame X and a frame Y is denoted by T X,Y . From classical mechanics we know that in order to predict a state of a body, it is sufficient to know its mass, velocity and a net force applied to the body. We do not assume any knowledge of the mass and applied forces, however the transformations of a body, with attached frame B, over two time steps T Bt−1,Bt and T Bt,Bt+1 encode its acceleration -the effect of the applied net force. Therefore, if the net force and the body mass are constant, the transformations T Bt−1,Bt and T Bt,Bt+1 provide a complete description of The state of a system consisting of three bodies with frames A and B in some constant environment with frame O can be described by the six transformations as it is shown in Figure 1 , where T At,O has been replaced by a relative transformation T At,Bt . The prediction problem can be stated as: given we know or observe the starting states and the motion of the pusher, T At,At+1 , predict the resulting motion of the object, T Bt,Bt+1 . This is a problem of finding a function:
(1)
Function F is capable of describing all possible effects of interactions between rigid bodies A and B, providing their physical properties and applied net forces are constant in time, in the limit of infinitesimally small time steps. Furthermore, it can be approximately learned from observations for some small fixed time interval ∆t between time steps.
In this work, we will focus on robotic manipulations that are performed relatively slowly, hence we assume quasistatic conditions, and ignore all frames at time t − 1. This conveniently reduces the dimensionality of the problem, giving a simplified function, F qs :
The behaviours of interacting bodies represented by rigid body transformations as in Figure 1 are independent of their poses with respect to some inertial frame I [9] . Therefore instead of using inertial frame-dependent transformation T At,At+1 in , one can represent object transformations in the object body frame (see Figure 2) . The body frame transformation T At,At+1 body is obtained by moving instantaneous
In the above two scenes a pose change between time step t and t + 1 as observed in instantaneous object body frame A (1) and the same object in another instantaneous body frame A (2) given inertial frame I are both the same. However because transformations T I,A (1) and T I,A (2) are different, the corresponding transformations in the inertial frame are also
frame A, so that at time t it overlaps with inertial frame I. Given some instantaneous object frame A t at time t, and the transformation T
At,At+1 in
, one can obtain transformation T At,At+1 body in the body frame (via a similarity transform):
where we have made use of the identities
. Given a transformation in the body frame, instantaneous object frame A t at t and using Equation (3), transformation T At,At+1 in in the inertial frame is given by:
In further discussion we will retain subscripts in, but suppress subscripts body, and assume that all transformations T X,Y are transformations in the body frame X obtained using a similarity transform
in T I,X . Since the prediction problem is posed as finding a function, we can now apply our function approximator of choice. In this paper we use LWPR [10] -a powerful method applied widely in robotics.
III. LEARNING GLOBAL AND LOCAL EXPERTS AS DENSITY ESTIMATION
Having now formulated prediction as a function approximation problem, in this section we recast it as a density estimation problem. The motivation for this is that prediction learning using functions F or F qs is limited with respect to changes in shape and type of manipulation.
Consider a 2D projection at time t of a robotic finger with global frame A t , an object with global frame B t , and the constant global frame O (Figure 3 ). We can identify local frames A l t and B l t , rigidly attached to small local planar surface patches at the contact point, or the points of closest proximity on the object and finger. We define the global information to be the information about changes of the pose of the whole object, whereas the local information is specified by changes in the local frames A In order to combine both global and local information, one can incorporate contact information represented by transformations T
t directly into the domain of function F qs . This, however, would significantly increase the dimensionality of the function's domain. Instead, we recast the mapping F qs as a conditional probability P qs (T Bt,Bt+1 |·), i.e. a probability density over rigid body transformations of the object [8] . This reformulation allows us to combine the global and local information as a product of densities to approximate P qs , so that (schematically, for some normalisation constant N )
where
denote the global and local density functions or "experts" [8] . The densities P global and P local factorise the conditioning variables of P qs , and hence manage the complexity of incorporating more information into the predictor. The above global and local densities encode information about which candidate rigid body transformations are more or less feasible for each frame of reference respectively. However, once we form the product of these two densities, only transformations which are feasible in both frames will have high probability in the resulting combined distribution.
The rationale for introducing global and local experts, instead of using a straightforward function approximation, can be explained by considering a backward-push experiment as shown in Figure 4 .
The configuration of finger and object during a backward push is very different to those present in a training set consisting only of forward pushes. A predictor comprised of just a global expert will fail to generalize to a new push direction that differs markedly from any observed in the training set for the expert. However, by also using the local expert P local , the predictor can learn that the finger does not penetrate the object after contact. Any candidate motion preferred by the global expert will be 'vetoed' by the local expert if impenetrability is violated. Nevertheless, there are other constraints on the object motion, such as the ground The top panels show the push trajectory for the training and test phases, whereas the bottom panels show the outputs from three types of predictor in the test phase. A predictor comprised of just a global expert will fail to generalize, and will predict that the object does not move as the finger passes through it (bottom left). Adding a local expert will stop the finger penetrating the object, but does not guarantee that the predicted object motion will respect other impenetrability constraints (bottom middle). Finally, using an additional 'local shape' expert attached to the base of the object, a physically plausible motion is obtained (bottom right).
plane, which are not encoded by the local expert. To model these other facts about possible object motion requires the use of additional experts as described in the next section.
Returning to the formal development, we now consider the relations between transformations expressed in the body frame of the local patches and corresponding transformations in the inertial frames. For coordinate frames as shown shown in Figure 3 , from object rigidity and using Equation (3) we have:
in the inertial frame which maximises the product of the two conditional densities (experts) (6) and (7):
where the similarity transforms (3) (in frame B t ) and (8b) must be used to evaluate P global and P local for a given T Bt,Bt+1 in . Starting with some initial state of the finger T A0 and object T B0 , and knowing the trajectory of the finger A 1 , . . . A T over T time steps, one can predict a whole trajectory of the object B 1 , . . . B T , by iterating the prediction obtained from Equation (10) . That is, the output of the prediction at time t is used as input to the prediction for the next time step.
IV. INCORPORATING INFORMATION FROM ADDITIONAL EXPERTS
In addition to learning how an object moves in response to a push, it is desirable to incorporate learned information about the inherent tendencies of parts of an object to move in various directions with respect to the environment or other objects, regardless of whether the object is being pushed or not. This additional information may help when predicting the motion of a previously unseen object, or the response to a novel push direction (Figure 4) , because it provides some prior knowledge about which kinds of motions are possible and which are not.
We can incorporate this additional information by attaching an arbitrary number of additional coordinate frames B snt to various parts of the object ( Figure 5 ).
Fig. 5. Co-ordinate frames can be attached to an arbitrary number of local shapes, and local experts can be learned for each of these frames, predicting a distribution of how the frame may move next, given where it is at the present time step.
We then learn densities, also known as local shape experts, for the future motions of each of these frames. To obtain the results presented in this paper, the number and location of local shape experts on each of the different objects were determined by hand.
The local shape densities are conditioned only on their relative pose T E S k t ,B S k t with respect to a corresponding pose E S k t of a patch on a ground plane at the present time step, ignoring any information about the motions of the pushing finger. For the k-th such frame, we estimate the local shape conditional density:
which represents the probability density over possible rigid body transformations in the body frame of the k-th local contact. Analogous to Equation (10), the subsequent motion of the object in the inertial frame can be predicted as:
where N is the number of local shape experts ( Figure 6 ). 
V. IMPLEMENTATION
We have now presented two formulations of the prediction learning problem: 1) as function approximation, and 2) as density estimation. We have suggested that there may be an advantage to solving the density problem by applying the heuristic of a product of experts (densities).
Regression method. We used LWPR [10] to estimate the mapping described by Equation (2). The regression scheme was implemented using the LWPR software library [11] .
Single expert and multiple expert methods. A variant of Kernel Density Estimation is used to approximate conditional densities in (12) (for details see [8] ). The single expert method employed only a global expert (6) . The density product (12) is maximised using the differential evolution optimisation algorithm [12] , which has a run time proportional to the product of the population size and the number of generations used in the algorithm. The run time also scales linearly with the number of experts, the number of kernels and the number of parameters used to encode the rigid body transform.
Rigid body transformations used in both learners were parametrised by 6 numbers: Euler angles and a displacement.
VI. EXPERIMENTAL STUDY
We have tested our prediction algorithms in a number of experiments (see section C), in which a real robot arm applies pushes to various real objects. The arm has accuracy of ±1mm in the region of the contacts in the reported experiments, and the predictors are trained on poses captured by a particle filter based tracker, which has pose errors of the order of ±2mm frames for most frames, with up to ±5mm in 5% of frames for some videos where the polyflap object is beginning to tip over. These tracking errors are significantly smaller than the average prediction errors generated by any of the predictors (± 20 to 80mm) as well as the differences between those average prediction errors (± 6 to 50mm).
Section D presents the results of simulation experiments, which are designed to test the ability of learned predictors to generalise in various different ways. The simulation environment usefully provides us with perfect ground-truth data against which to evaluate predictions, and also enables a very large number of experiments with many different values of key parameters (e.g. shape of pushed objects). Replication of the experiments in Section D on the real robot is planned future work.
Section C shows that the virtual environment (using NVIDIA PhysX) does not replicate the physical properties of the real world perfectly. We hand tuned the parameters of the physics engine to best fit the world, and in principle this could also be done automatically. However, we have found that even when optimised, the parameters neither correspond to their true values, nor do they generalise well. However, regardless of how well they correspond to the real world, the simulations still provide a self-consistent experimental environment within which to compare the accuracy of predictors that have been trained within that environment.
A. Setup
Multiple experimental trials were performed, in which a robotic arm equipped with a finger performs a random pushing movement towards an object ( Figure 7 ). In each experiment data samples are stored over a series of such random trials. Each trial lasts exactly 10 seconds, while data samples are stored every 1/15th of a second.
For real experiments, we use a 5-axis Katana robotic manipulator [13] equipped with a single rigid finger, and the motion of pushed objects is captured using a single camera and a visual tracking algorithm [14] . Simulation experiments are carried out using the NVIDIA PhysX physics engine [15] .
Local shape experts in the multiple expert method were fixed by hand to a L-shaped object (referred to as "polyflap") as it is shown in Figure 5 ). In the case of a box-shaped object (Experiments 3 and 5), there were 4 local shape experts fixed to the edges of a box.
The bandwidth of all distributions used in the multiple experts method as well as parameters of the LWPR regression method were tuned once by hand and kept constant throughout all the experiments.
B. Performance measure
In all experiments, we take the output of the tracked 6D pose of a real object to be ground-truth, and compare it against predictions which were previously forecast by the learned prediction system. The vision system does not provide perfect ground-truth, yielding typical errors of around ±2mm during successful tracking, or arbitrarily large errors when the track is occasionally lost. However, comparing predictions to the outputs of the tracker still provides some useful information about discrepancies in the predictor, although clearly the performance of the predictors is limited by the accuracy of the data on which they are trained. Prediction performance is evaluated as follows.
At any particular time step, t, a large number, N , of randomly chosen points p 1,t n , where n = 1 . . . N , are rigidly attached to an object at the ground-truth pose, and the corresponding points p 2,t n to an object at the predicted pose. At time step t, an average error E t can now be defined as the l  Fig. 7 . A 5-DOF robotic arm equipped with a finger performs a random straight-line pushing movement of a variable length l=25±5 cm within a cone with angle α=20 deg towards an object (top left). The movement begins at a random location so that every small region on the upper part of an object is equally likely to be pushed. The object behaviour can be complex and varies depending on the finger trajectory and its pose relative to the object. In the image sequence shown above, the object begins to rotate anti-clockwise (top right -bottom left) before tilting (bottom right). The red wire-frame shows the output from the vision tracking system. The green wire-frame indicates the object pose predicted by the multiple-expert learning method, while the blue wire-frame is generated by the PhysX simulator. Although the PhysX predictions are qualitatively plausible, it was virtually impossible to tune the simulator so that its predictions match reality for all training data. Note that the entire motion sequence is predicted before the physical push is initiated, without any correction from visual feedback during the push execution.
mean of displacements between points on the object at the predicted pose and points on the object at the ground-truth pose:
Note that for each robotic push action, we predict approximately 150 consecutive steps into the future, with no recursive filtering or corrector steps, hence it is expected that errors will grow with range from the initial object pose. We therefore find it more meaningful to normalise all errors with respect to an "average range", R t , of the object from its starting position, defined as:
For a test data set, consisting of K robotic pushes, each of which breaks down into many consecutive predictions over T time steps, we can now define average error and normalised average error:
For each set of test data, we also report final error and normalised final error, which represent the typical discrepancy between prediction and ground truth that has accumulated by the end of each full robotic push:
Note that both normalised errors have no units. We performed 10-fold cross-validation where at the beginning of each experiment all the trials are randomly partitioned into 10 subsets. Prediction was then subsequently performed (10 times) on each single subset, while learning (only for learned approaches) was always performed on the remaining 9 subsets of these trials. All the results were then averaged to produce a single estimation. Experiment 1: comparison of learning methods for a real robot pushing a polyflap object. We have trained the system on 9, 90 and 900 pushes of a polyflap object with a real robotic finger (Figure 7) . We evaluated the performance of the multiple expert and regression methods. Figure 8 shows that the average and final prediction error decreases with increased number of trials used in learning for both tested prediction methods. The multiple expert method performed reasonably well, even when trained on as little as 9 example pushes. The method performed particularly well with 90 learning trials, as local experts successfully prevented the predictor from violating impenetrability constraints that were frequently violated by the regression method. However, the performance of the multiple expert method did not significantly improve with 900 learning trials. One of the reasons for this is that the visual tracking system is far from perfect. The tracking often contains significant errors, and the quality of tracking is not pose-independent. For example, cases of tipping and toppling movements are particularly difficult to track, so that the prediction system does not always have sufficiently accurate training data to precisely learn all possible motions.
C. Experiments with a real robot
Additionally we obtained predictions using the NVIDIA PhysX physics simulator, with parameters hand-tuned to match the real system. Figure 9 presents a comparison of the physics simulation and the learned predictors (trained on 900 trials). Clearly, the physics simulator is unable to match predictors trained in a real experiment, even though the real training data contains significant errors due to occasional failures and inaccuracies of the vision system. In particular, the physics simulator has difficulty modelling the frictional interactions of the real world, and often is unable to accurately simulate a rotational movement of the object. Experiment 2: comparison of learning methods for a real robot pushing a small box. We have trained the system on 9, 90 and 450 pushes of a small box object with a real robotic finger. Figures 11 and 12 show examples of the multiple expert method making accurate predictions of the box motion when it topples and when it rotates under manipulative pushes. As with Experiment 1, the learning converges within a few hundred example pushes. The multiple expert performed reasonably well, even when trained on as little as 9 example pushes. 
D. Experiments in a virtual environment
Experiment 3: extrapolative generalisation of pushing directions. In this experiment, a virtual robotic arm applied random orthogonal and oblique pushes to the outside of a polyflap which were then used in training. In contrast, the system was tasked to make predictions for previously unencountered pushes -those applied to the inside surface of the polyflap (thus pushing in the opposite direction to the training pushes). We consider this to be a test of "extrapolative" action generalisation, in that the push directions used in testing are all qualitatively different from those used in training -the test push directions do not lie in the same region of data covered by the training examples. The regression and single expert methods failed to predict the polyflap behaviour, and gave physically implausible predictions in which the fingertip penetrated the polyflap ( Figure 13 ). In contrast, the multiple expert method gave a relatively accurate prediction, in which even inaccurate portions of the object trajectory were still physically plausible, and did not violate basic physical constraints on object behaviour such as impenetrability ( Figure 13 ). Note that the motion model is entirely learned -there was no pre-programming of Newtonian laws of motion, gravity, the ground plane, or impenetrability constraints.
Experiment 4: extrapolative generalisation to novel shapes. In this experiment, the predictors were trained on a polyflap, but were then tasked with predicting the motion of a box -a new shape which had never been encountered in training. This is a test of "extrapolative" shape generalisation. The multiple expert method correctly predicts the direction of motion of the box, and makes a physically plausible prediction (but fails to predict that the box should topple over) ( Figure 14) . In contrast, the regression and single expert methods constantly violate physics, predicting that the fingertip will penetrate right through the box. testing data involve polyflaps constructed from two square flanges. Random shape variation consists in varying the angle at which the two square flanges are connected along a common edge. This shape variation is very significantdramatically changing the finger-object contact relations. For example, depending on small changes in the angle of the flanges, the same push from above might cause the entire object to move either leftwards or rightwards ( Figure 15 ). The experiment reveals limitations of the regression and single expert methods. Since these methods do not encode information about the contact variability, they do not generalise well in situations where small changes in shape can cause significant and qualitative changes in the resulting motion, even when the robotic push is the same. In contrast, the product of experts technique copes much better with this kind of shape generalisation. We consider this a form of "interpolative" generalisation task, in that the test and training shapes are qualitatively similar and the range of test shapes can be considered to be spanned by the range of training examples. The results are presented in Figure 16 .
VII. CONCLUSIONS
This paper has presented several methods by which a robot can learn to predict the motions of a rigid object that will result from manipulative pushing actions. We have shown how regression can be used to efficiently learn the overall "global" motion of a body. We have further shown how multi-modal distributions of local parts of the motion can be learned by Kernel Density Estimation, and how many of these "local" experts can be combined as a product of densities, significantly extending the capabilities of the system with respect to generalization. This is the first work of which we are aware, in which explicit predictions of 3D object motions under push manipulation are enabled without hard coding of Newtonian physics and physical constraints, but rather by learning based on simple proprioceptive sensing and visual observations of manipulated bodies. The learning approach significantly outperforms approaches based on physics simulators which often model real world interactions poorly, and which rely on physical parameters which may not be known. Furthermore, the proposed multiple expert approach provides a degree of generalisation with respect to changes in shape and applied actions.
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