Abstract: Urban house prices are strongly associated with local socioeconomic factors. In literature, house price modeling is based on socioeconomic variables from traditional census, which is not real-time, dynamic and comprehensive. Inspired by the emerging concept of "digital census"-using large-scale digital records of human activities to measure urban population dynamics and socioeconomic conditions, we introduce three typical datasets, namely 311 complaints, crime complaints and taxi trips, into house price modeling. Based on the individual housing sales data in New York City, we provide comprehensive evidence that these digital census datasets can substantially improve the modeling performances on both house price levels and changes, regardless whether traditional census is included or not. Hence, digital census can serve as both effective alternatives and complements to traditional census for house price modeling.
Introduction
House price is one of the most important indicators of urban development and progress. A variety of urban stakeholders, including urban planners, policy makers and investors, may benefit from a better modeling of house prices. In real estate studies, it has been extensively documented that the house prices are associated with local socioeconomic factors, such as racial composition [1] [2] [3] , income level [2, 3] , unemployment rate [4] , education and school quality [2, 3, 5] , age composition [2] and crime level [5, 6] . However, these socioeconomic variables are typically from census data, which have three limitations. First, the release of census data usually lags for at least one year, so they are not available in real time. Second, census data are static within the survey period, so the dynamic information like the intraday human mobility, is obscured. Third, census data may not reflect all the aspects of local socioeconomic conditions that affect house prices. A more real-time, dynamic and comprehensive house price modeling requires new sources for local socioeconomic information.
With the increasing availability of big data in recent years, an emerging body of studies starts to utilize large-scale digital records of human activities as proxies to urban dynamics, including mobile phone connections [7] [8] [9] [10] [11] [12] , bank card transactions [13] [14] [15] , geo-tagged Twitter [14, [16] [17] [18] and Flickr [14, 19] , Wi-Fi [20] and Bluetooth connections [21] , taxi usage records [8, 22] , as well as 311 service requests [23] . This gives rise to the new concept of "digital census"-measuring urban population dynamics in real time [20, 24] . Moreover, these datasets can deliver deeper insights into local socioeconomic conditions, such as regional structures [11, 25, 26] , land use [27, 28] , well-being [29] , GDP, education level, income level and unemployment rate [23, 30] . In addition, digital census data are theoretically available in real time, providing dynamic and comprehensive information for specific aspects of urban activities. Hence, digital census may serve as alternatives or even provide additional socioeconomic information to traditional census, and overcome the limitations.
In this paper, we introduce digital census into house price modeling. Starting with replicating the models with traditional census variables in real estate literature, we illustrate the extent to which digital census data can reflect local socioeconomic conditions and whether they can serve as effective alternatives to traditional census data. Specifically, we use the house price data at the most granular level-individual property sales, in New York City (NYC) between 2010 and 2015. We then introduce three typical digital census datasets which can cover the same spatiotemporal scope, namely 311 complaints, crime complaints and taxi trips. Intuitively, 311 and crime complaints reflect local issues, while taxi trip is a typical proxy to human mobility, so all of them are able to capture local urban context [23, 28] . In addition, we use traditional census variables from American Community Survey (ACS) and Longitudinal EmployerHousehold Dynamics (LEHD) as baselines.
Within the hedonic analysis framework, we regress the sale prices on housing characteristics, socioeconomic variables from traditional census and features from digital census. We employ geographically grouped cross validations to ensure that the out-of-sample R 2 can represent the model's geographical generalization ability. It shows that digital census can substantially improve the modeling performance, against both baselines with and without traditional census. The results remain robust after imposing regularization or using nonlinear regression techniques. We then model house price changes within the repeat sales framework, and the results show that digital census can help improve the predictive power as well. In most cases, the magnitudes of improvements appear smaller when the traditional census has been incorporated. These results suggest that digital census can provide effective socioeconomic information for modeling house prices, and such information is partially overlapped with but still substantially differs from traditional census. Hence, digital census can serve as both effective alternatives and complements to traditional census for house price modeling.
from the New York Department of City Planning. The PLUTO provides abundant housing characteristics as well as the coordinates for all the properties in NYC. Thus, we can also calculate additional locational attributes, such as the distance to city center and nearest subway station. After data cleaning, 1 our baseline dataset includes 83,876 residential property sales, covering the period between 2010 and 2015.
Following recent real estate studies based on the same dataset [6, [31] [32] [33] [34] [35] , we use the sale price per unit 2 as the target variable in this study. We also build a set of housing characteristics including both structural and locational attributes 3 as basic variables to explain the sale prices.
More details in the housing sales data can be found in Appendix 1.
Digital census
In this study, we use three digital census datasets-311 complaints, crime complaints and taxitrips. All these datasets are provided as single records, so we should aggregate the records to build features. Specifically, we use a specific spatiotemporal scope-a one-kilometer geographic "circle" and one-year temporal "window" around each property sale-for aggregation when modeling house prices.
311 complaints
The 311 service system is implemented by local governments, providing non-emergency municipal services to local citizens and visitors. Via this system, people can complaint and request services for a broad categories of issues, such as noises, illegal parking, dead trees or animals and abandoned vehicles. Hence, these data are likely to contain effective information about the local socioeconomic conditions, since worse conditions are likely to induce more complaints.
NYC Open Data provides all 311 service request records from 2010, which is publicly available and automatically updated daily. Each record includes the time, location and complaint type of the service request. We aggregate the 311 complaint records to three categories of features:
(1) Total complaint volume. The total volume can reflect the general intensities of local complaints.
(2) Complaint type distribution: the ratios of the complaint volumes of different categories to total complaint volume. This vector of relative complaint frequencies reflects the primary reasons of complaints in a given area, which may serve as a signature of urban locations and socioeconomic conditions [23] . There are 120 complaint categories consistently documented from 2010, so only these complaint categories are used, resulting in a 120-dimensional complaint type distribution vector.
(3) Complaint timeline: the ratios of the complaint volumes in three-hour bins during a typical week. This 56-dimensional vector reflects relative complaint intensities in different times. (1) Taxi pick-up and drop-off volumes. The total volume can reflect the general outbound and inbound commuter volumes by taxi.
Crime complaints
(2) Taxi pick-up and drop-off timelines: same definition as 311 complaints, but distinguish between pick-up and drop-off records, resulting in a 112-dimensional vector.
Traditional census

American Community Survey
The American Community Survey (ACS) contains census data on a number of demographic variables. This dataset is updated annually and available at census tract level from 2009. In this study, we select a set of common variables representing the demographic and socioeconomic status of neighborhoods for modeling house prices. Specifically, the selected variables are "population density," "unemployment rate," "median income of families," "poverty rate of families," "ratio of people with bachelor degree," "ratio of people with graduate or higher degree," "ratio of White people," "ratio of African-American people" and "ratio of Asian people."
Longitudinal Employer-Household Dynamics
Longitudinal Employer-Household Dynamics (LEHD) provides LEHD Origin-Destination Employment Statistics (LODES), which reports the worker numbers associated with both a home census block and a work census block. In this study, we aggregate worker numbers in each census tract as home and workplace, and thus have two basic but static variables describing the human mobility. Table 1 presents the summary of the datasets and variables used in this study. All the datasets are publicly available. We provide some basic profiles of the digital census in Appendix 2. 
Summary of datasets
Modeling house prices
In this section, we model individual housing sale prices within the hedonic analysis framework. We notice that the hedonic models in real estate literature typically include internal area dummies. However, practical applications typically require the models to generalize to unseen areas, which we refer to as "geographical generalization ability", while the area dummies constrain such ability. Hence, we choose to use purely external information, and evaluate models' geographical generalization ability by cross validation grouped by census tracts, zipcodes and community districts. We then examine whether digital census can improve model performances, and check whether the improvements are robust across different regression methods.
Specification and experiments
A hedonic model is typically specified in a semi-log form, regressing the log sale price on a vector of housing characteristics and time dummies. Additionally, neighborhood socioeconomic factors have important effects on local house prices [1] [2] [3] [4] [5] [6] , so they should also be incorporated in to the hedonic models, if available. As outlined previously, we introduce socioeconomic information from both traditional and digital censuses. Therefore, the complete modeling specification is: However, the release of traditional census data typically lags for one year or more, so they are not reliable for real-time applications. Hence, we separately build two baselines, one without traditional census to test whether digital census can replace traditional census to capture local socioeconomic conditions, and the other with traditional census to examine whether digital census can provide additional socioeconomic information to traditional census.
We assess the model performance by the average R 2 values, which are calculated by five-fold cross validations repeated for 20 times. We typically report both the average R 2 values and the corresponding standard deviations.
Modeling with internal area dummies
In real estate studies, hedonic model is an important tool to identify the effects of particular factors on house prices. In most cases, the real estate researchers pay most attention to the consistency of coefficient estimation, so they would choose to include control variables as many as possible to avoid the potential omitted variable problem. Hence, they typically introduce a large set of internal area dummies to control the unobservable heterogeneities among different locations. For example, in the existing studies based on the same housing sales dataset, the researchers include the census tract dummies and quarter dummies, namely the "tract dummies + quarter dummies", or even their interaction terms, namely the "tract*quarter dummies" [6, [31] [32] [33] [34] [35] . 4 In this manner, coefficient estimation tends to be relatively consistent, accompanied with high in-sample R 2 values ranging from about 0.78 to 0.85.
We start from replicating their modeling results on our dataset. We firstly model log sale price with tract*quarter dummies as well as basic housing characteristics. Panel A of We then replace the tract*quarter dummies with tract dummies + quarter dummies, and in this case we can introduce traditional census socioeconomic variables and digital census features. Panels B and C present the modeling results for scenarios with and without traditional census, respectively. First, before introducing traditional and digital censuses, the in-sample R 2 decreases to 0.6214, while the out-of-sample R 2 increases to 0.5961, which means a large improvement of generalization ability compared with the specification with tract*quarter dummies. Additionally, only 0.07% of the testing samples are unpredictable because of not being covered by training samples. Second, 311 complaints, crime complaints and taxi trip features can separately improve both the in-sample and out-of-sample R 2 values, against baselines with or without socioeconomic variables. Third, combination of all three digital census datasets can achieve better performances than any single dataset. These results suggest that digital census can provide additional socioeconomic information for house price modeling even with district dummies incorporated, although we also admit that the magnitudes of improvements are very small, which seems to have limited contribution to practical applications. However, for the objective of predictive power instead of coefficient estimation, the districtdummy-based approach itself is not preferable in practical applications since these dummies are internal information. More specifically, they are not applicable to areas beyond the data coverage, so have no geographical generalization ability. As mentioned above, even random train-test splits would result in a part of unpredictable testing samples. While in practice, it is a common case to fit models in an area but apply them to other areas, for example, estimating the house prices for areas with limited transactions, or even for vacant lands as investment implications for future development. Hence, we should only rely on the external informationthose applicable beyond data coverage-to enable models generalize geographically.
Modeling with external information
We exclude the census tract dummies from the models, and use purely external information to model house prices. In this case, the fitted models are able to generalize to the unseen areas. In other words, they are geographically generalizable.
An important consideration is how to evaluate the geographical generalization ability. In standard cross validation, the samples are randomly grouped into training or testing sets. However, we note that the housing prices and characteristics show significant spatial correlation, so the housing sale samples tend to be highly dependent if their locations are close. Such interdependent samples may be separated and grouped into both training and testing sets. As a result, a model can achieve exaggerated out-of-sample prediction performance by fitting "local patterns," which are effective only in a small area but inapplicable to areas beyond the data coverage. In practice, we may care more about "general patterns," which are effective in a large area. Hence, we evaluate geographical generalization ability by the prediction performance in locations beyond the training data.
Specifically, we split the training and testing sets by geographical groups in cross validation. That is, samples from different areas are treated as different groups, and all the samples in the testing set are ensured to come from groups that are not represented in the corresponding training set. We use geographical groups of three granularities: census tracts, zipcodes and community districts. 5 Including the standard one, we totally have four kinds of cross validations. Regarding the three geographically grouped cross validations, the average out-of-sample R 2 values universally decrease across different models with the geographical granularities increasing. Coarser granularity means more preference for "general patterns" rather than "local patterns", as well as more differences between training and testing samples, so it is more challenging for out-of-sample prediction. For example, community district has the coarsest granularity, and the corresponding models achieve lowest R 2 values. However, the improvements by digital census against both baselines appear slightly larger and still significant, although the standard deviations also increase. These results suggest that digital census can provide substantial information for house price modeling, and more importantly, the association between digital census features and house prices can effectively generalize to different areas. 
Regularized and nonlinear regression methods
All the models above are fitted by linear regression, so we introduce some machine learning modeling techniques and examine whether the digital census can still help model house prices. As outlined previously, the numbers of digital census features are relatively large, which is likely to result in over-fitting, so we firstly introduce Lasso [36] , which imposes L1-regularization to the linear models. On the other hand, the effects of features on house prices may be nonlinear, so we also train three typical nonlinear regression models, namely the Neural Network [37] [38] [39] , Random Forest [40, 41] and Gradient Tree Boosting [42, 43] .
We conduct feature selection before training each nonlinear model, in order to avoid over-fitting. Specifically, we firstly fit an additional Lasso regression, and only the features with nonzero coefficients are selected to enter the nonlinear model. According to our experiments, the parameter (L1-penalty) of Lasso would be reasonable when ranging from 1e-4.5 to 1e-3.5. More details in the feature selection procedure can be found in Appendix 3.
We then separately train Lasso, Neural Network, Random Forest and Gradient Tree Boosting and evaluate out-of-sample R 2 values by cross validation grouped by zipcodes. We conduct exhaustive hyper-parameter tuning to achieve the best performance for each kind of model. Specifically, for Lasso, we try the parameter for 1e-6, 1e-5.5, 1e-5, …, 1e-1. For Neural Network, we use the L-BFGS algorithm for optimization [44] , and try the hidden unit number for 10, 20, 40, 80, and the L2-penalty term for 0.0005, 0.005, 0.05, 0.5. For Random Forest and Gradient Tree Boosting, we try the tree number for 100, 200, 500, 1000, 2000, the maximum depths of trees for 3, 5 and "all-expanded", and "the number of features considered to expand a node" for the number of all features and its square root and logarithm. For later three models, we also try the parameter in feature selection for 1e-4.5, 1e-4, 1e-3.5, which is treated as an additional hyper-parameter. In total, we have 11, 48, 135 and 135 sets of hyper-parameters for Lasso, Neural Network, Random Forest and Gradient Tree Boosting, respectively.
For each kind of model, we pick the best set of hyper-parameters and report the corresponding R 2 values in Table 4 . First, the digital census features are still effective after regularization and nonlinearity introduced. 311 complaints, crime complaints and taxi trips can separately improve the out-of-sample R 2 values regardless whether traditional census is included; combining all three digital census datasets can achieve better performances than any single dataset. The best R 2 value reaches 0.5803 when using all the datasets and Gradient Tree Boosting. In addition, the improvement magnitudes are similar to those of linear regression. Second, all the four machine learning models can produce higher out-of-sample R 2 values than linear regression, and Gradient Tree Boosting can achieve the highest. However, improvements by modeling techniques are substantially smaller than introducing meaningful data, either digital or traditional census. 
Modeling house price changes
We note that the spatial variance of sale prices is much larger than the temporal variance in our housing sales data. Additionally, we also place much emphasis on the geographical generalization ability in the previous modeling, so there may arise a concern that the patterns revealed above are only generalizable in the spatial dimension. However, most urban stakeholders may be more interested in potential patterns in the temporal dimension, such as forecasting and interpreting price changes.
In this section, we focus on modeling house price changes, emphasizing the association between digital census and house prices in the temporal dimension. We continue to use individual house as the observation unit, and model the price changes within the repeat sales framework.
Repeat sales is an approach to estimate house price indexes using houses that have been sold at least twice [45, 46] . Simple house price indicators, such as median house prices over periods, have so-called structural problem-the sold houses in different periods have heterogeneous characteristics which affect median house prices as well but do not reflect the price changes for a typical house. Repeat sales method compares the multiple sale prices of a same house, so the estimated price indexes can reflect the price differences independent from housing characteristics, which avoid the structural problem and tend to be accurate.
Specification and experiments
In this study, we model the price changes for repeat sale pairs. Specifically, for each house with at least two sales, we match any two successive sales as a pair, and then calculate the difference in log sale prices for each pair as the target variable. The matched dataset ultimately has 12,052 observations. we then estimate a repeat sales price index using this dataset, which represents the general house price trend for the whole city [45, 46] . For each repeat sale pair, we calculate the differences in sale time and the price index as the most basic predictor variables. We then incorporate the housing characteristics, traditional and digital census features of both sales, and examine whether they can help predict house price changes beyond the general city-level trend. Specifically, for a house i successively sold at times s and t, we model the log price difference as: Related studies typically model house price changes using median prices or quality-constant price indexes, such as repeat sales index [23, 47, 48] . In addition to the structural problem for median prices as described above, those price indicators are firstly estimated for specific regions so the corresponding price changes in are indirect. However, the changes in repeat sale prices are based on the observed price differences for individual houses. We argue that modeling such price changes is more useful for practical implications.
Modeling results
Similarly, we train four machine learning models-Lasso, Neural Network, Random Forest and Gradient Tree Boosting, and evaluate out-of-sample R 2 values by cross validation grouped by zipcodes. The details in the feature selection for the later three nonlinear models can be found in Appendix 3. We also conduct exhaustive hyper-parameter tuning, searching over roughly the same hyper-parameter sets as those when modeling house prices, while we tend to impose more regularization, such as using larger penalty terms and shallower depths of trees, since there are more predictor variables but less samples now. because individual housing sale prices contains many unobservable noises, such as the transaction costs, the relationships and negotiations between buyers and sellers, and the contract details. This result is also consistent with related work [49] .
We are more interested in the differences in the performances by different datasets. First, modeling with only differences in sale time and price index results in the lowest out-of-sample 
Discussion and conclusion
The objective of this paper is to build a practical and generalizable house price model, and examine whether the digital census can reinforce the predictive power. We select three typical digital census datasets-311 complaints, crime complaints and taxi-trips, and provide comprehensive evidence that they can substantially improve the modeling performances on both house price levels and changes, regardless whether traditional census is included or not. All our models are implemented at the most granular level-individual houses, and geographically grouped cross validations are employed to ensure the modeling results can generalize geographically.
The housing sales dataset provides the target variable-sale price per unit, and basic predictor variables-housing characteristics for this study. Figure 1 depicts the spatial distribution of sale price per unit across NYC, and Table 6 presents the variables and their descriptive statistics. Figure 2 visualizes the densities of 311 complaints, crime complaints, taxi pick-ups and dropoffs for each census tract. Manhattan area appears to show highest densities over all datasets, while the local spatial patterns also substantially differ from each other. Figure 2 Aggregated digital census volume density for census tracts Figure 3 presents the normalized weekly timelines of 311 complaints, crime complaints, taxi pick-ups and drop-offs for the five boroughs in NYC. All the weekly timelines are clearly cyclical, with distinct peaks around middays, reflecting the cyclical activity intensities during the typical week. In addition, the timelines of five boroughs show distinctive patterns. For example, Brooklyn shows higher activities of taxi pick-ups than other areas at Friday and Saturday nights, while Staten Island shows higher taxi drop-offs in weekday nights. Figure 4 presents the top 10 types distribution of 311 and crime complaints for the five boroughs. The complaint type distribution also substantially varies over different areas. For example, Staten Island shows higher relative frequencies of 311 complaints on "street condition", and Manhattan shows higher relative frequencies of crime complaints on "petit larceny" and "grand larceny". 
