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A B S T R A C T
In order to display human-like intelligence, advanced computa-
tional systems should have access to the vast network of generic
facts about the world that humans possess and that is known
as commonsense knowledge (books have pages, grocery has a
price, . . . ). Developers of AI applications have long been aware
of this, and, for decades, they have invested in the laborious and
expensive manual creation of commonsense knowledge reposito-
ries. An automated, high-throughput and low-noise method for
commonsense collection still remains as the holy grail of AI.
Two relatively recent developments in computer science and
computational linguistics that may provide an answer to the
commonsense collection problem are text mining from large
amounts of data, something that has become possible with the
massive availability of text on the Web, and human computation,
which is a workaround technique implemented by outsourcing
the “hard” sub-steps of a problem to people. Text mining has
been very successful in extracting huge amounts of common-
sense knowledge from data, but the extracted knowledge tends
to be extremely noisy. Human computation is also a challenging
problem because people can provide unreliable data and may
lack motivation to solve problems on behalf of researchers and
engineers. A clever, and recently popularized, technique to moti-
vate people to contribute to such projects it to pose the problems
as entertaining games and let people solve those problems while
they play a game. This technique, commonly known as games-
with-a-purpose approach, has proved a very powerful way of
recruiting laypeople on the Web.
The focus of this thesis is to study methods to collect common
sense from people via human computation and from text via
text mining, and explore the opportunities in bringing these two
types of methods together. The first contribution of my study is
the introduction of a novel text miner trained on a set of known
commonsense facts. The text miner is called BagPack and it is
based on a vector-space representation of concept pairs, that
also captures the relation between the pairs. BagPack harvests a
large number of facts from Web-based corpora and these facts
constitute a – possibly noisy – set of candidate facts.
The second contribution of the thesis is Concept Game, a game
with a purpose which is a simple slot-machine game that presents
the candidate facts – that are mined by BagPack – to the players.
Players are asked to recognize the meaningful facts and discard
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the meaningless facts in order to score points. Thus, as a result,
laypeople verify the candidate set and we obtain a refined, high-
quality dataset of commonsense facts.
The evaluation of both systems suggests that text mining and
human computation can work very efficiently in tandem. Bag-
Pack acts as an almost-endless source of candidate facts which
are likely to be true, and Concept Game taps laypeople to verify
these candidates. Using Web-based text as a source of common-
sense knowledge has several advantages with respect to a purely
human-computation system which relies on people as the source
of information. Most importantly, we can tap domains that people
do not talk about when they are directly asked. Also, relying on
people just as a source of verification makes it possible to design
fast-paced games with a low cognitive burden.
The third issue that I addressed in this thesis is the subjec-
tive and stereotypical knowledge which constitutes an important
part of our commonsense repository. Regardless of whether one
would like to keep such knowledge in an AI system, being able to
identify the subjectivity and detect the stereotypical knowledge is
an important problem. As a case study, I focused on stereotypical
gender expectations about actions. For this purpose, I created
a gold standard of actions (e.g., pay bill, become nurse) rated by
human judges on whether they are masculine or feminine actions.
After that, I extracted, combined, and evaluated two different
types of data to predict the gold standard. The first type of data
depends on the metadata provided by social media (in particular,
the genders of users in a microblogging site like Twitter) and
the second one depends on Web-corpus-based pronoun/name
gender heuristics. The metadata about the Twitter users helps
us to identify which actions are mentioned more frequently by
which gender. The Web-corpus-based score helps us to identify
which gender is more frequently reported to be carrying out a
given action. The evaluation of both methods suggests that 1)
it is possible to predict the human gold standard with consid-
erable success, 2) the two methods capture different aspects of
stereotypical knowledge, and 3) they work best when combined
together.
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I N T R O D U C T I O N
All great deeds and all great thoughts have a ridiculous beginning.
— Albert Camus, The Myth of Sisyphus
Everyday knowledge, otherwise known as commonsense knowl-
edge or shortly as common sense, is a vast network of generic facts
which nearly every person knows but almost never states explic-
itly – because of the very assumption that it is already shared by
everyone. Such knowledge looks naïve and superficial at first look
(bedrooms have floors, grocery has a price, . . . ), but essentially it
is what sets apart human beings and the state-of-the-art artificial
intelligence (AI) systems [Lieberman, 2008; Minsky, 2000]. The
importance of representing everyday knowledge in a computa-
tional system in order to attain human-level intelligence has been
acknowledged ever since the early days of AI [McCarthy, 1959]
and the area continues to be a hot topic for recent research.
The attacks at the commonsense knowledge problem have
ranged from manual creation of commonsense knowledge repos-
itories, such as the Cyc database, to knowledge-poor induction of
common sense from the text available on the Web [Banko et al.,
2007; Lenat, 1995]. However, the manual method is laborious
and expensive while the text mining methods are prone to noise.
Banko et al. estimate that about 20% of the millions of generic
facts they extracted from the Web with a state-of-the-art large
scale information extraction system are wrong [Banko et al., 2007].
From one point view, the difficulties that the text mining methods
face are not surprising because, by definition, common sense is
not explicitly stated in text, and implicit references to it are hard
to detect [Havasi et al., 2007].
Another approach, which relies on human computation, to
collecting commonsense knowledge is to recruit laypeople from
the Web and have them contribute to a knowledge base. The Open
Mind Common Sense project [Speer, 2007] relies on the good
will of Web surfing volunteers and has been quite successful
at collecting tens of thousands of generic facts from ordinary
people. An alternative to volunteer work is that of games with
a purpose [Von Ahn, 2006], inducing Web surfers to contribute
various kinds of useful knowledge while they play and have
fun. Recently, social networking sites like Facebook1 have been
1 http://www.facebook.com
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Figure 1: The feedback loop between text mining and human com-
putation. Training data consist of labeled instances of com-
monsense assertions. The output of text mining is a set of
candidate assertions that is further refined in the human-
computation stage and then, fed back into the text mining
module as training data.
used to deploy such games for easier access to a large user base
[Rafelsberger and Scharl, 2009].
Recent advances in the Web technologies made it possible to
access large amounts of textual data, while at the same time tap
the contributions of numerous Web users. The unifying theme
of this thesis is bringing both sources together and making use
of the data and the human-computation cycles available on the
Web to collect common sense. In the study, I present various
methods for common sense collection from text (via text mining)
and people (via a game with a purpose), and discuss the advan-
tages of a combined system that brings text mining and human
computation together. In addition, I present a novel corpus-based
approach that allows us to extend the domain of commonsense
knowledge – which is accessible by machines – to social and
subjective areas, including stereotypical expectations of people
under certain circumstances – in particular gender expectations
for daily actions.
The first contribution of this thesis is the introduction of a
novel text mining algorithm and a human-computation frame-
work that enable us to attain high throughput (in terms of an-
notated assertions) while keeping the noise at acceptable levels
in commonsense knowledge harvesting. A schematic representa-
tion of the integrated system is in Figure 1. The first part of theText mining and
human computation
working in tandem
allow us to get the
best of both worlds.
proposed architecture is BagPack (Bag-of-words representation
of Paired concept knowledge), a vector-space model for repre-
senting commonsense assertions (or, more generally, statements
about the semantic relation linking two concepts). For a given
commonsense relation (e.g. LocationOf, MotivatedByGoal, . . . ),
it evaluates a set of assertions and outputs a list of candidates
ranked according to their likelihood of being true. The output of
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BagPack is the input of the second part of my proposed architec-
ture, Concept Game, which is a Facebook slot-machine-like game
that lets players validate these candidates. The players are shown
many “random” assertions and are asked to identify those that
make sense in order to gain points.
The abundance of candidate assertions mined by BagPack
allows us to free the players from the burden of producing the
commonsense facts. All they have to do is to express their assent
(or lack of it). I leverage this opportunity by implementing a
fast-paced game which does not place a high cognitive load on
the player. The candidate assertions extracted from corpora also
allow us to employ a more data-driven approach to extend the
current knowledge bases; unlike in other human-computation
approaches, we can tap the corpora to collect assertions that
volunteers/players do not typically provide. In addition, the slot-
machine game provides a convenient excuse for the noise in the
displayed candidates. Concept Game is a game of chance and
a player is expected to see many meaningless assertions before
“hitting the jackpot”. Thus, the low precision of the text miner
module becomes a natural part of the game experience, not a
source of frustration. Another advantage is that, besides their
inherent value, such cleaned-up data can be used to assess the
quality of text mining and fed back to the algorithm as labeled
training materials.
The second contribution is the introduction of the notion of
stereotypical common sense in computational commonsense min-
ing. Stereotypical expectations constitute an important part of
our commonsense knowledge. Whether they are right or wrong,
artificial intelligence systems should explicitly know that peo-
ple, in general, expect that men like football or women like shopping
[Sherron, 2000]. I propose a corpus-based algorithm which in- Commonsense
repositories must
know about the
stereotypical
expectations and
prejudices of people.
corporates a large set of personal status messages collected from
Twitter2 and the metadata about the Twitter users to extract the
stereotypical gender expectations of commonsense concepts and
actions. This is intended to be an example of how the metadata
about the users and the user-generated content can be brought
together to extend the commonsense knowledge such that it will
reflect the more subjective dimensions of common sense.
Therefore, I set the following four research questions that I
pursue in this manuscript.
Research Question 1 Do corpora, and Web-based corpora in
particular, contain commonsense knowledge, and if so can we
extract it?
Research Question 2 Can we combine text mining and human
computation in order to achieve a better commonsense collection?
2 http://www.twitter.com
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A corollary and a special case of this question is:
Research Question 3 Is it possible to collect high-quality
commonsense assertions from people while they play a fast-paced
game where the players’ main motivation is having fun?
Research Question 4 Can we extract subjective aspects of
common sense like the stereotypical expectations or prejudices
of people from Web corpora?
At the end of the discourse, my answer to all four research ques-
tions will be “Yes”, and this dissertation is intended to present
the evidence that supports this conclusion. The organization of
the manuscript is as follows.
In Chapter 2, I provide some background on the techniques
and materials that are commonly used in subsequent chapters.
In particular, I introduce different approaches for representing
common sense, and different corpora that I use throughout this
study. In Chapter 3, I address the first research question and pro-
vide the description of the text mining algorithm that I propose
along with its evaluation on two standard semantic tasks where
we can compare its performance with the state of the art, and on
a third task pertaining to commonsense knowledge extraction.
In Chapter 4, I present and discuss the game with a purpose,
designed to collect common sense from people. Also in this chap-
ter, the performance of bootstrapping the text miner with the
output of the game is evaluated. The methods that I use to extract
stereotypical gender expectations from corpora are detailed in
Chapter 5. Finally, Chapter 6 concludes the manuscript with the
main achievements of the current study and future directions.
2
B A C K G R O U N D
Jerry: Oh, one more thing about the car.
Let it warm up for a minute.
George: That’s a tough minute. It’s like
waiting in the shower for the conditioner to work.
— Seinfeld, The Busboy
2.1 representation of common sense
Common sense consists of the assumptions and known facts
about daily life shared by a great majority of people. The ontolo-
gist Barry Smith stresses the enormous amount of common sense:
“Common sense includes a massive storehouse of factual knowl-
edge about colours and sounds, about time and space, about
what foods are edible and what animals are dangerous.” [Smith,
1995]. For an average citizen of the modern world, we can easily
extend this definition to cover facts like “One should turn off his
cellphone while attending a concert.” or “People eat breakfast
in the morning.” [Lieberman, 2008]. It looks tricky to appeal to
majority for a definition (“What exactly is a great majority of
people?”), but this appeal is the very essence of the functional
benefits of common sense. It allows us to communicate with other
people without being verbose to the point that communication
is impossible. For an efficient communication, we can rely on
the set of beliefs and facts we share with our interlocutor [Lenat,
1996].
The acquisition and representation of commonsense knowl-
edge are at the core of AI research and there have been several
studies that address these problems. One of the earliest and
best-known research projects that attempt to solve the common-
sense problem is the Cyc project initiated by Douglas Lenat in
1984 [Lenat, 1995]. Today, Cyc is a commercial knowledge base
(owned and developed by Cyccorp Inc.1) that intends to capture
a significant portion of commonsense knowledge. It employs
a detailed ontology of concepts, actions and rules, and has its
own special formal language to enter new facts. The underlying
semantics extends beyond a first-order predicate logic to allow
an expressive representation. ResearchCyc is a limited version of
Cyc available under a free license and – as of 2005 – it contained
1 http://www.cyccorp.com/
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approximately a million assertions about more than a hundred
thousand symbols [Ramachandran et al., 2005]. The fact that Cyc
is a formal repository of commonsense knowledge increases the
amount of effort to construct, extend, and maintain it because one
needs to know about the formal semantics and syntax underlying
the knowledge base.
The Open Mind Common Sense2 (OMCS) project is another
commonsense database project initiated by MIT’s Media Lab in
1999 [Speer, 2007]. A key difference between Cyc and OMCS
is that the latter relies on semi-structured snippets of natural
language phrases to represent commonsense knowledge instead
of a logical formalism. For example, an instantiation of the com-
monsense relation of AtLocation between the two concepts ashtray
and bar can be represented as “Something you find at a bar is
an ashtray”. Here, the template “Something you find at a {} is
an {}.” corresponds to AtLocation and the concepts are normal-
ized forms of natural language phrases (e.g., “ashtrays”, “an
ashtray”, and similar phrases are normalized to ashtray by means
of lemmatization and stop-word removal.Representing
commonsense
knowledge as
semi-structured
natural language
phrases makes it
possible to tap
laypeople’s efforts to
build a commonsense
database.
OMCS’s choice of semi-structured phrases reduces the deduc-
tive inference power of the system because of the ambiguities
introduced by natural language and the imperfect mapping from
phrases to concepts. On the other hand, the less formal repre-
sentation allows to recruit laypeople to enter facts into OMCS
because almost no training is required to formulate facts. In fact,
the entire content of OMCS is based on the volunteers’ efforts.
Since 1999, more than 16,000 people contributed to OMCS via a
Web-based interface, resulting in more than 700,000 English facts
[Havasi et al., 2009]. Moreover, the ambiguity and redundancy
introduced by the natural language representation can be an
advantage for flexible inference. Interested readers can refer to
Liu and Singh [2004] for a detailed discussion of the advantages
and disadvantages of the natural language representation.
ConceptNet is a semantic network that is based on the facts
contained in OMCS [Liu and Singh, 2004]. The vertices are the
concepts and the links come from a closed set of commonsense re-
lations such as AtLocation, CapableOf, and HasLastSubEvent. Con-
ceptNet serves as the seed of our text miner as explained in
Section 3.5.1.
2.2 corpora
In computational linguistics, collections of unstructured texts
– called corpora – are used for statistical analyses, hypothesis
testing, or exploratory purposes. A corpus is usually sampled
2 http://openmind.media.mit.edu/
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from a specific source (e.g. the works of a writer, newspapers,
etc.) and it is meant to be a representative sample of that source.
Since our interest in this study is in employing real-world text
samples as they occur on the Web, I used the following three
corpora.
• ukWaC, a corpus consisting of two billion tokens and ob-
tained from a linguistically-informed crawl of the uk do-
main conducted between 2005 and 2007, automatically an-
notated with part-of-speech and lemma information using
the TreeTagger tool [Baroni et al., 2009].
• Wikipedia3, 2009 dump of the English Wikipedia which con-
tains around 800 million tokens, POS-tagged and lemma-
tized with the same tools used for ukWaC.
• The Edinburgh Twitter Corpus (ETC), a corpus of 97 million
tweets and approximately two billion tokens, randomly
sampled from the Twitter public timeline during a 4-month
period spanning November 11th 2009 until February 1st
2010 [Petrovic´ et al., 2010].
Both ukWaC and Wikipedia are already linguistically pre-
processed, and I used the lemmatized versions of the tokens,
discarding the POS tags. On the other hand, ETC consists of very
colloquial text (e.g. @mr_smile lol y’all be safe, ppl drivin hella slow
this morning!! #traffic Grrr fat foot no likey :)) and the linguistic
tools that are used for ukWaC and Wikipedia are not particularly
suitable for this kind of text. Instead, for ETC, I opted for the
following ad hoc post-processing, adapted for Twitter content.
First, the content is lowercased and tokenized by the StandardAn- The content in
Twitter is very
colloquial and may
have a peculiar
writing style;
therefore, it requires
special linguistic
post-processing.
alyzer class of the Lucene search engine library4. During this step,
no stop-word list is employed; some common emoticons (e.g.,
“:)”, “:<”, . . . ), the references to other Twitter users (user names
appended by “@”; e.g., “@mr_smile”), and hash tags that are
used to tag the tweets (keywords appended by “#”; e.g. “#traffic”)
are kept intact. After the tokenization, the tokens are “lemma-
tized” by using a token-lemma look-up table constructed from
the pre-processed ukWaC: For each token, its most lemmatized
form is found in ukWaC and that lemma is used. However, only
the token-lemma associations that are observed at least 100 times
in ukWaC are allowed in the look-up table. Any token that is not
found in the table is tagged as unobserved and kept as is without
any lemmatization.
In the construction of ETC, no attempts were made to distin-
guish or filter according to the language of tweets. Therefore,
3 http://wacky.sslmit.unibo.it
4 http://lucene.apache.org/java/docs/index.html
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it is linguistically spurious. Since I am interested mainly in the
English language, a simple language filter is employed to make
sure that only English tweets are processed: The filter discards a
tweet if it does not contain at least four tokens that are observed
in the ukWaC-based token-lemma table (to make sure it is long
enough) or which contains more than 20% unobserved tokens
(to make sure it does not contain many non-English words). This
step results in a set of 34 million tweets that are likely to be in
English.
A summary of the key properties of the corpora is given in
Table 1.
ukwac wikipedia etc etc-english
Source Web Wikipedia Twitter Twitter
Language English English Multi English
Size (# tokens) 2 billion 800 million 2 billion 500 million
Table 1: A summary of the corpora used in this thesis.
3
B A G PA C K
George: Plus, they give you those word association tests. I love those.
Jerry: That’d be great. There’s no wrong answer.
— Seinfeld, The Truth
In this chapter, I propose an automated text mining method,
BagPack, to extract commonsense knowledge from corpora. The
proposed method is first evaluated on two classic semantic tasks:
solving analogy questions and predicting selectional preference
in verbs. I employ these two tasks in particular because, besides
being popular tasks in computational semantics [Baroni and
Lenci, 2010; Biçici and Yuret, 2006; Padó et al., 2007; Turney,
2006a; Turney and Littman, 2005], recognizing analogies (e.g., the
sole of a foot is similar to the palm of a hand) and predicting
the object/verb preferences of verbs (e.g., knowing that one can
shoot a deer, but a deer is unlikely to shoot) are among the tasks
that require commonsense knowledge as well. Finally, I evaluate
the model also on the task of extracting commonsense assertions
of the sort attested in ConceptNet.
In the subsequent sections, I first review the previous work on
automated techniques for commonsense knowledge extraction
from text and then describe BagPack. Then, I discuss the perfor-
mance of BagPack on the two distributional semantic tasks and
on the third task of extracting commonsense.
3.1 related work
Corpus-based techniques proved themselves reliable methods of
knowledge extraction by using statistical analysis of frequently
occurring patterns in large amounts of text. They are widely
adapted in domains ranging from machine translation to biomed-
ical text mining [Buitelaar and Cimiano, 2008].
Can we follow a corpus-based path for the commonsense prob-
lem and mine common sense from Web corpora? At first look,
the answer should be no because, by definition, commonsense
facts go unstated explicitly in discourses. A robber does not start
his threat by reminding his victim that “guns shoot bullets” and
“bullets kill people”. Rather, he simply says “Give me your wallet
or I will shoot!” (assuming, for the sake of argument, that we
have a corpus of robberies). As a matter of fact, precisely this
observation motivates the effort for constructing commonsense
9
10 bagpack
knowledge bases – if common sense was readily found in text
(context in general) no one would have to store it explicitly!
Nonetheless, whether it is possible to extract general – and of
course true – facts about the daily life from corpora is an empiri-
cal question, and the literature provides encouraging results on
this problem. A key observation is that many types of common-
sense knowledge are reflected at the surface level in text. LucyAlthough common
sense is not explicitly
stated in text, it is
still possible to infer
useful knowledge by
using some
linguistic cues.
Vanderwende (2005) cites the following example [Vanderwende,
2005]:
A bat is the only mammal that can truly fly.
Upon reading this sentence, even if one knows nothing about
what a mammal or bat is, one can deduce that
• bats can fly
• mammals (mostly) do not fly.
We can easily add to the list that some mammals are not bats,
some mammals (other than bats) can look like they fly, etc. Therefore,
algorithms that leverage such implicit clues can be employed to
extract commonsense knowledge. Vanderwende herself presents
a proof of concept to show how a system that relies on lexico-
syntactic heuristics can be used to expand a given commonsense
database.
In another related study, Strohmaier and Kröll (2009) analyze
the search query logs released by two commercial search engines
and conclude that “search query logs are a potential source
of common human goals.” [Strohmaier and Kröll, 2009]. Their
methodology is to compare the verb phrases extracted from query
logs to the verb phrases already contained in ConceptNet (e.g.,
“gain weight”, “make paper airplane”) A significant amount of
overlap between the goals extracted from corpus and the goals
contained in ConceptNet motivates their conclusion.
The two aforementioned studies tell us how and why corpus-
based approaches can succeed in the task of commonsense knowl-
edge extraction. Lucy Vanderwende’s study shows that there is a
certain amount of commonsense knowledge hidden beneath the
surface level linguistic expressions: people express such knowl-
edge implicitly while they talk about other things. Strohmaier
and Kröll present a novel way to collect knowledge about the
actions that are pertinent to people’s daily life: in certain settings
– like searching for information on the Web – people may provide
explicit cues about what is important to them. The following
studies are examples of the systems that actually attempt to carry
out the task of extracting common sense.
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KNEXT (Knowledge Extraction from Text) is a system pro-
posed for extracting “general world knowledge from miscella-
neous texts, including fiction” [Schubert and Tong, 2003]. Schu-
bert and Thong (2003) provide an extensive evaluation of the
output of KNEXT on the British National Corpus (a balanced and
representative collection of spoken and written English samples,
containing 100 million words)1 and according to their evaluation
based on five human judges, almost 60% of the generated propo-
sitions are found to be “reasonable general claims” by any given
judge. However, the agreement between judges on individual
facts is not extremely high. Considering only cases where all five
judges agree, the ratio of “reasonable general claims” reduces
to one third. Recently, it was also shown by Schubert and col-
laborators that – with significant post-processing and filtering of
output – more noisy corpora such as text coming from blogs can
be used as another source of commonsense knowledge [Gordon
et al., 2010b].
Using Web-based corpora as a source for commonsense knowl-
edge is indeed becoming a popular technique. The abundance of
text coming from blogs, Web pages, discussions in newsgroups
and other social media (e.g. Twitter, Facebook) allows us to cover
a wide array of domains and extract a great number of facts.
The sheer amount of input also helps to fight with the noise
in the output of knowledge extraction systems. It is possible to
apply very strict filtering conditions and focus on a – relatively
– small subset of the output to obtain high quality facts with a
trade-off in recall (the amount of extracted knowledge relative
to the amount that is actually contained in the corpus). In the
following paragraphs, I discuss some examples of this approach.
In 2005, a research group from Cyccorp reported a preliminary
experiment which extends the knowledge base of Cyc by issuing
template-based queries to a commercial search engine and sub-
sequently analyzing the results [Matuszek et al., 2005]. The first
step in their approach is to identify missing pieces of knowledge
in Cyc such as the missing information about the founder of
the Palestine Islamic Jihad Organization, represented as a tuple
(foundingAgent, PalestineIslamicJihad, ?WHO). In subsequent steps,
they reformulate the missing information as a natural language
template such as “PIJ, founded by *”, issue a search to Google2 by
using this template as the query, and analyze the resulting snip-
pets. An example snippet returned by the search engine is “PIJ
founder Bashir Musa Mohammed Nafi is still at large...” which
suggests that Bashir Musa Mohammed Nafi is a likely candidate
to be inserted into the initial incomplete tuple. After some post-
1 http://www.natcorp.ox.ac.uk/
2 http://www.google.com
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processing and filtering – which includes consistency checking
with the already known facts in Cyc – the final candidates are
presented to a human volunteer or an expert, and those that pass
the final evaluation are scheduled to be inserted in Cyc. In their
evaluation, approximately 94% of the mined facts were discarded
in the post-processing and filtering stage (e.g., they were already
found in Cyc, or they were not compatible with the existing facts
in Cyc, etc.). Of the 6% that passed the filtering, approximately
half were found to be true by a human reviewer.
The ConceptMiner of Ian Eslick is another system that popu-
lates commonsense assertions by issuing pattern-based queries
to Google [Eslick, 2006]. The system is based on ConceptNet and
the aim is to extend ConceptNet by finding new pairs of concepts
that are related to each other by one of the commonsense rela-
tions contained in ConceptNet. The key idea in ConceptMiner
is similar to the one discussed in Vanderwende (2005); a set of
known facts contained in ConceptNet serves as a seed and Con-
ceptMiner extracts typical surface-level linguistic expressions that
contain pairs of concepts bound by a given relation. For instance,
for the pair of concepts dog and bark which are related to each
other by CapableOf, a search operation can result in the following
phrases: “when a dog barks”, “the dog never stopped barking”,
etc...3 Then, another search session is used to find further instan-
tiations of those surface forms to get new candidates of concept
pairs for the relation (e.g. the queries “when a {} {}” or “the {}
never stopped {}” are issued and the results are parsed to extract
new pairs of concepts). Statistical analysis and extensive filtering
of the candidates result in a substantially smaller but high-quality
set of assertions that can be inserted in ConceptNet.
Another application which uses ConceptNet as a seed and
attempts to extend it by using the Web as a corpus is that of
Yu and Chen, presented in 2010 [Yu and Chen, 2010]. In this
approach, for each relation in question, a dataset of assertions
is constructed from the facts stored in ConceptNet. In addition
to the original ConceptNet assertions (which serve as positive
training instances), an equal number of randomly-crafted asser-
tions are added to the datasets to serve as negative instances.
Then, each instance (i.e., each pair of concepts) in a training set
is represented in a vector space that captures the co-occurrence
patterns in a corpus (Yu and Chen use the Google Web 1T 5-Gram
corpus [Brants and Franz, 2006]). The results show that a support
vector machine (SVM) trained on a subset of the initial dataset is
able to discriminate meaningful facts from random facts in the
left-out part of the dataset with an accuracy that is significantly
3 This is a very simplified example. In the real setting, ConceptMiner employs
other analyses like POS-tagging and lemmatization.
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higher than random performance. The accuracy of the trained
SVMs range from 55% to 85% for different relations and model
parameters (where 50% is the random baseline).
The work of Yu and Chen is one example of more general
corpus-based distributional methods. There has been much pre-
vious work on corpus-based models to extract broad classes of
related words. The literature on word space models [Sahlgren,
2006] has focused on taxonomic similarity (synonyms, antonyms,
co-hyponyms,. . . ) and general association (e.g., finding topically
related words), exploiting the idea that taxonomically similar or
associated words will tend to occur in similar contexts, and thus
share a vector of co-occurring words. The literature on relational
similarity, on the other hand, has focused on pairs of words, de-
vising various methods to compare how similar the contexts in
which target pairs appear are to the contexts of other pairs that
instantiate a relation of interest [Pantel and Pennacchiotti, 2006;
Turney, 2006a, 2008]. As an example, Turney’s Latent Relational
Analysis (LRA) achieves human-level performance in the SAT
analogy questions[Turney, 2006a].
3.2 the bagpack model
The model I propose is called BagPack (Bag-of-words represen-
tation of Paired concept knowledge). BagPack’s approach to the
extraction of semantic information is to construct a vector-based
representation of a pair of terms in such a way that the vector
represents both the contexts where the two terms co-occur (that
should be very informative about their relation) and the contexts
where the single terms occur on their own (possibly less directly
informative but also less sparse). Depending on the
task at hand, a
context may be
defined as a
fixed-length window
around a concept, the
sentence or even as
the document that
contains the concept.
An illustration of how the vectors are constructed is given in
Figure 2. For a given pair of concepts, BagPack constructs three
different sub-vectors, one for the first term (recording frequency
of co-occurrence of the first term with context items which may
be unigrams or n-grams depending on implementation), one for
the second term (with the same kind of information), and one
for the co-occurring pair (keeping track of the items that occur in
sentences where both terms occur). The concatenation of these
three sub-vectors is the final vector that represents the pair.
Before going into further details, we need to know what a
“co-occurrence” precisely means, define the notion of context, and
determine how to structure the vector.
Let (W1, W2) denote an ordered pair of words W1 and W2.
We say the two words occur as a pair whenever one of the fol-
lowing pseudo regular expressions is observed in the corpus:
“L W1 B W2 R′′ or “L W2 B W1 R′′ where L and R can be empty
14 bagpack
Figure 2: An example vector construction for the pair (lion, cat). The
resulting vector is a concatenation of three sub-vectors each
of which represents a different aspect of the pair. The details
of the context searches are given in the text.
strings or concatenations of up to 2 words and similarly, B can
be either an empty string or concatenation of up to 5 words (i.e.
L1, . . . , Li, R1, . . . , Rj, and B1, . . . , Bk where i, j ≤ 2 and k ≤ 5).
Together, these two patterns constitute the pair context for W1
and W2. The patterns are matched with the longest possible sub-
string while making sure that B does not contain W1 nor W2.
The basis terms that are observed in all contexts which match
with these patterns are used to construct the paired-occurrence
sub-vector, denoted by v1,2.BagPack is a vector
space model that
represents pairs of
concepts as vectors.
The single occurrence sub-vector is constructed in a similar way.
For a single word W, the following pseudo regular expression
identifies an observation of occurrence: “L W R′′ where, in this
case, L and R can be empty strings or concatenations of up to
4 words separated by whitespace (i.e. L1, . . . , Li and R1, . . . , Rj
where i, j ≤ 4). Each observation of this pattern constitutes a
single context of W. The pattern is matched with the longest
possible substring without crossing sentence boundaries and the
basis terms in the matching contexts are used to construct the
occurrence sub-vector. For the given pair (W1, W2), two single
occurrence sub-vectors v1 and v2 are created by substituting W
in the pattern with W1 and W2 respectively.
In the end, the final vector that represents the ordered pair
(W1, W2) is the concatenation of the single-occurrence and paired-
occurrence sub-vectors, v1v2v1,2. The number of context words
allowed before, after, and between the targets are actually model
parameters but for the experiments reported in this study, I used
the aforementioned values with no attempt at tuning.
The population of BagPack starts by identifying the b most fre-
quent unigrams in the corpus as basis terms. Let T denote a basis
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term. For the construction of v1, I define two features for each
term T: tpre corresponds to the number of observations of T in the
single contexts of W1 occurring before W1 and tpost corresponds
to the number of observations of T in the single occurrence of W1
where T occurs after W1 (i.e. number of observations of the single
contexts where T ∈ L and T ∈ R correspondingly). The construc-
tion of v2 is identical except that this time the features correspond
to the number of times the basis term is observed before and after
the target word W2 in single contexts. The construction of the
paired-occurrence sub-vector v1,2 proceeds in a similar fashion
but, in addition, also the order of W1 and W2 as they co-occur
in the pair context is incorporated into the representation: The
number of observations of the pair contexts where W1 occurs
before W2 and T precedes (follows) the pair, are represented by
feature t+pre (t+post). The number of cases where the basis term is
in between the target words is represented by t+betw. The number
of cases where W2 occurs before W1 and T precedes the pair is
represented by the feature t−pre. Similarly the number of cases
where T follows (is in between) the pair is represented by the
feature t−post (t−betw).
Assume that the words “only” and “that” are our basis terms
and consider the following context for the word pair (“cat”,“lion”):
“Lion is the only cat that lives in large social groups.” The observa-
tion of the basis terms should contribute to the paired-occurrence
sub-vector v1,2 and since the target words occur in reverse order,
this context results in the incrementation of the features only−betw
and that−post by one.
To sum up, we have b basis terms. Each of the single-occurrence
sub-vectors v1 and v2 consists of 2b features: Each basis term
gives rise to 2 features incorporating the relative position of basis
term with respect to the single word. The paired-occurrence sub-
vector, v1,2, consists of 6b features: Each basis term gives rise to 6
new features; ×3 for possible relative positions of the basis term
with respect to the pair and ×2 for the ordering of the pair. BagPack is an
umbrella name that
is used for a set of
algorithms that rely
on the same vector
space.
It is worth to note that in this manuscript, BagPack serves as
an umbrella name for a family of algorithms all of which depend
on the semantic vector space that we just discussed. As we will
see in the subsequent sections, BagPack may be employed as part
of a supervised algorithm where the vectors represent labeled
training instances and a machine learning algorithm is used to
classify or rank unknown instances in a test set, or it may be
used in an unsupervised model where the distances between the
vectors in this space is used to assess semantic similarity.
The specifics of the adaptation to each task will be detailed
when I describe the experiments.
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3.3 sat analogy recognition task
The SAT analogy questions task was introduced by Turney et al.
[2003]. In this task, there are 374 multiple choice questions with
a pair of related words as the stem (e.g., ostrich-bird) and 5 other
pairs as the choices (e.g., lion-cat, goose-flock, ewe-sheep, cub-bear,
primate-monkey). The correct answer is the choice pair which has
the relationship most similar to that in the stem pair (lion-cat in
this example).
3.3.1 Experimental setup
source corpora For this task, BagPack vectors are con-
structed by using the Web-derived English Wikipedia and ukWaC
corpora, about 2.8 billion tokens in total (for details refer to Chap-
ter 2.2).
model implementation During the implementation, I did
not carry out a search for “good” parameter values. Instead, the
model parameters are generally picked at convenience to ease
memory requirements and computational efficiency. The basis
terms are the most frequent 5000 lemmas plus the words that
are occurring in the SAT analogy task (i.e., b = 6072). Once the
BagPack vectors are computed for all pairs in the dataset, we
get a co-occurrence matrix with pairs on the rows and the features
on the columns (including pair- and single-occurrence features).
Pointwise-mutual-information (PMI) feature weighting is appliedPMI, also known as
the specific mutual
information, helps to
distinguish the word
pairs with high
co-occurrence counts
just because the
individual words are
very common from
the ones where there
is really a connection
between the pair of
words.
to the co-occurrence matrix [Church and Hanks, 1990]. PMI is
the log-ratio of the observed joint probability of two random
events to their expected joint probability under the independence
assumption.
Because the task consists of individual multiple-choice ques-
tions to be answered independently, employing an unsupervised
method is a natural choice and I adopt an unsupervised approach
to answer the SAT questions. The cosine similarities between the
choices and the stem pair are computed for each question and
the choice that is the most similar to the stem is picked as the
predicted answer.
3.3.2 Results
I evaluated the model for the following representations: 1) Single-
occurrence sub-vectors (v1v2 condition) 2) Paired-occurrence sub-
vectors (v1,2 condition) 3) Entire co-occurrence matrix (v1v2v1,2
condition).
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A question is said to be complete when all of the related pairs
(i.e., stem and choices) are represented by non-zero vectors. The
coverage is defined as the percentage of complete questions and
accuracy as the percentage of complete questions that are an-
swered correctly.
The results are given in Table 2. The v1,2 only condition achieves
a relatively low coverage: only 250 questions out of 374 are com-
plete of which 39.6% are answered correctly. Apart from the low
coverage, among the questions that are answered, the perfor-
mance of the three conditions are very similar.
condition accuracy coverage
v1,2 39.6% 66.8%
v1v2 38.3% 99.5%
v1v2v1,2 39.6% 100.0%
Table 2: Percentage of correctly answered questions in SAT analogy
task.
In Table 3, the best accuracy results we observe for BagPack are
compared to previous studies.4 Among these models, *DM and
LRA-10 are of particular interest because they are corpus-based
methods that are trained on ukWaC and Wikipedia – the same
corpora that I used for training BagPack. Note that LRA-10 is a
re-implementation of the Latent Relational Analysis method of
Turney [2006a] (i.e. LRA-06), by Baroni and Lenci [2010].
Overall, the performance of BagPack is not at the top of state
of the art – or close to the human performance of 57% for that
matter – but comparable to that of most recent systems developed
for the SAT challenge.
3.4 selectional preference task
Linguists have long been interested in the semantic constraints
that verbs impose on their arguments, a broad area that has also
attracted computational modeling, with increasing interest in
purely corpus-based methods [Erk, 2007; Padó et al., 2007]. This
task is of particular interest to us as an example of a broader
class of linguistic problems that involve productive constraints
on composition. As has been stressed at least since Chomsky’s
early work [Chomsky, 1957], no matter how large a corpus is, if a
phenomenon is productive there will always be new well-formed
instances that are not in the corpus. In the domain of selectional
restrictions this is particularly obvious: we would not say that
4 See http://aclweb.org/aclwiki/ for further information and references.
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an algorithm learned the constraints on the possible objects/pa-
tients of eating simply by producing the list of all the attested
objects of this verb in a very large corpus; the interesting issue is
whether the algorithm can detect if an unseen object is or is not a
plausible “eatee”/“eater”, like humans do without problems. I
consider this aspect of the selectional restriction relevant to the
commonsense problem. After all, it is commonsense knowledge
that a mushroom cannot eat a human. However, we cannot rely
on the hope that such facts are explicitly stated in a corpus.
Specifically, I evaluate the performance of a BagPack represen-
tation on the dataset constructed by Padó [2007] who collected
average plausibility judgments (from 20 speakers) for nouns as
either subjects or objects of verbs (211 noun-verb pairs).
3.4.1 Experimental Setup
I formulate this task as a regression problem. I train a e-SVM
regressor [Canu et al., 2005] with 18-fold cross validation: Since
the pair instances are not independent but grouped according to
the verbs, one fold is constructed for each of the 18 verbs used in
the dataset. In each fold, all instances sharing the corresponding
verb are left out as the test set. The performance measure for this
task is the Spearman correlation between the human judgments
and the model’s estimates. There are two possible ways to calcu-
late this measure. One is to get the overall correlation between
the human judgments and the estimates obtained by concate-
nating the output of each cross-validation fold. That measure
allows us to compare the method with the previously reported
results and it is analogous to micro-averaging the results (i.e.
“micro-aggregated” Spearman correlation) [Yang and Liu, 1999].
However, it cannot control for a possible verb-effect on the hu-
man judgment values: If the average judgment values of the pairs
associated with a specific verb is significantly higher (or lower)
than the average of the pairs associated with another verb, then
any regressor which simply learns to assign the average value to
all pairs associated with that verb (regardless of whether there
is a patient or agent relation between the pairs) will still get a
reasonably high correlation because of the variation of judgment
scores across the verbs. To control for this effect, I also calculated
the correlation between the human judgments and the estimates
for each verb’s plausibility values separately, and computed the
average Spearman correlations over all verb groups. I report this
“macro-aggregated” results as the “mean” results.
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3.4.2 Results
The coverage for this dataset is quite high. All pairs are rep-
resented by non-zero vectors but two, which are discarded in
subsequent experiments.
The model is evaluated for the three different conditions on
vector representation: 1) Single-occurrence sub-vectors (v1v2 con-
dition), 2) Paired-occurrence sub-vectors (v1,2 condition), and 3)
Entire co-occurrence matrix (v1v2v1,2 condition).
The results are given in Table 4, and the best results we see
are an overall correlation of 0.45 and a mean correlation of 0.36,
both in the combined case v1v2v1,2. In the same table, we also
see several previously reported results on the same dataset, sug-
gesting that a supervised algorithm based on the the BagPack
representation is capable of reaching a state-of-the-art level for
this task.
method coverage (%) overall mean
v1,2 97 0.38 0.31
v1v2 98 0.37 0.25
v1v2v1,2 98 0.45 0.36
TypeDM1 100 51 -
Padó2 97 51 -
ParCos2 98 48 -
DepDM1 100 35 -
LexDM1 100 34 -
Resnik2 98 24 -
Table 4: Spearman correlations between the targets and estimations for
selectional preference task. Model sources: 1Baroni and Lenci
[2010]; 2Padó et al. [2007].
3.5 mining for common sense
We have seen that BagPack obtains reasonable performance on
two semantic tasks that are also pertinent to common sense. The
composite nature of the BagPack vectors allow us to represent
pairs of concepts as co-occurrence vectors even if the pairs are
not co-occurring the corpus.
The paired-occurrence vector presumably captures the relation
between a pair of vectors more accurately because it directly
depends on the contexts in which the pair co-occurs. However,
for rarely stated concepts this may lead to a very sparse represen-
3.5 mining for common sense 21
tation for which many pairs have zero vectors. In this case, the
single-occurrence sub-vectors offer us a fall-back representation
in which the individual occurrence contexts of the concepts are
represented. Even though two
concepts do not
co-occur in a corpus,
BagPack can provide
a reasonable fall-back
representation of
them, thanks to the
single-occurrence
sub-vectors.
In both tasks, the combined vector representation – which
concatenates the paired-occurrence and the two single-occurrence
sub-vectors together – obtained the widest coverage and best
performance measures. Motivated by these observations, I picked
BagPack with the combined vector representation as the model
of my choice, to be used to attack the commonsense extraction
problem.
In this section, we turn our attention to commonsense mining,
with the first of a series of experiments in which I attempt to
extract commonsense assertions of the sort that are stored in
ConceptNet.
The training examples fed to BagPack come from ConceptNet,
whereas evaluation is carried on a candidate set of assertions
mined from Wikipedia. In this task, I use a c-SVM [Canu et al.,
2005] that is trained on labeled examples of the training set (i.e.,
ConceptNet-based assertions) and the confidence scores of the
SVM on the test set (i.e., Wikipedia-based candidate assertions)
are used to rank and evaluate the performance.
3.5.1 Training materials
The initial training datasets are based on the assertions con-
tained in ConceptNet 45. In this study, I focus on five relations
that represent rather different ways in which concepts are con-
nected and correspond to more (IsA) or less (SymbolOf) tradi-
tional ontological relations, and tend to link words/phrases from
different syntactic classes: IsA (cake, dessert); AtLocation (cake,
oven); HasProperty (dessert, sweet); MotivatedByGoal (bake cake,
eat); SymbolOf (Sacher Torte, Vienna). Half of each training
dataset consists of
original ConceptNet
assertions while the
other half consists of
randomly-crafted
versions of original
assertions to make
sure the dataset
contains negative
instances.
The training datasets of each relation consist of approximately
500 assertions. Half of the assertions (SymbolOf is instantiated by
151 assertions only, and I use them all) were randomly sampled
from ConceptNet and the remaining assertions are constructed as
bogus assertions by randomly picking an original assertion from
the first half (e.g., Sacher Torte SymbolOf Vienna) and changing
i) either one of its associated concepts with a random concept
from ConceptNet (e.g., Sacher Torte SymbolOf win election), or ii)
the original relation with another of the five relations I work with
(e.g., Sacher Torte IsA Vienna).
For annotation of the training dataset, a total of 22 expert
raters were recruited, all advanced students or researchers in
5 http://conceptnet.media.mit.edu/
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artificial intelligence, semantics or related fields. The raters were
given precise instructions on the purpose of the procedure and
had to annotate assertions as meaningful or meaningless. For each
rater, the probability of agreement with the majority vote on a
random assertion was computed; and as a precaution to ensure
high-quality data, I discarded the responses of five raters with
a probability lower than 0.70. Only the 2,051 assertions which
received at least two meaningful or two meaningless responses
were considered for further analysis. The final label of an asser-
tion was decided by the majority vote and the ties were broken
in favor of meaninglessness. Table 5 summarizes the annotation
results for each relation. Note that some of the original asser-
tions coming from ConceptNet were rated as meaningless (for
example: bread IsA put butter; praise IsA good job; read newspaper
MotivatedByGoal study bridge). These assertions should serve as
high-quality negative instances given that they made their way
into ConceptNet at one time as plausible assertions.
As a by-product of the annotation task, we also obtained an
evaluation of the truthfulness of the assertions contained in Con-
ceptNet, and the results on this evaluation are given in Subsec-
tion 3.5.5.
relation meaningful total
AtLocation 148 452
IsA 150 477
HasProperty 158 516
MotivatedByGoal 151 450
SymbolOf 80 156
Table 5: Meaningful and meaningless assertion decomposition of
ConceptNet-based training datasets.
3.5.2 Candidate assertion mining
BagPack models rank
novel assertions that
are constructed by
combining pairs of
concepts frequently
co-occurring in
Wikipedia.
Unlike in the SAT or selectional preference tasks, where we are
given a list of concept pairs in advance, to extract commonsense
assertions from free text, we need a way to harvest candidate
assertions, that can then be ranked by the algorithm.
The candidate assertions are mined from the syntactically
parsed Wikipedia corpus made available by the WaCky project
(see link above). The top 10,000 most frequent verbs, nouns
and adjectives were considered as potential concept heads, and
I extracted potential concept phrases with a simple grammar
aimed at spotting (the content words of) noun, verb and adjec-
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tive phrases (for example, the grammar accepts structures like
Adj Noun, Verb Adj Noun and Adv Adj). In this phase, I was not
interested in the semantic association between the concept pairs
but simply tried to generate lots of pairs to feed to the trained
BagPack models.
The pair extraction algorithm applied to Wikipedia produced
116,382 concept pairs. Then, I randomly sampled 5,000 pairs
(containing 5,385 unique concept phrases) from this set, and gen-
erated 10,000 directed pairs by ordering them in both directions.
Approximately 68% of the concepts in the sampled pairs were
single words, 30% were 2-word phrases, 2% contained 3 or more
words. Some example concept phrases that were mined are wing,
sport team, fairy tale, receive bachelor degree, father’s death, and score
goal national team.
Finally, I associated the sample pairs with each of the five
relations I study, obtaining a set of assertions that contain the
same concept pairs, but linked by different relations. This step
resulted in 10,000 candidate assertions for each relation.
3.5.3 Gold standard for common sense
In order to provide a gold standard for further analysis, two
expert raters annotated approximately 400 assertions for each
relation. This sample was picked post hoc, consisting of the
candidate assertions that were ranked top by the BagPack models
among the initial 10,000. The raters’ overall Cohen’s kappa was
0.37. The raters agreed on 183 meaningful assertions (8.8%) and
1,508 meaningless assertions (72.6%). Any assertion that was
annotated as meaningful by at least one rater was assumed to
be meaningful for purposes of assessing performance. As a side
note, the observed Cohen’s kappa is very low compared to other
tasks reported in the literature. However, in commonsense data
annotation it is very hard to achieve higher agreement ratios.
For example, in Schubert and Tong [2003], the reported mean
kappa between pairs of raters on a 3-way decision task (involving
categories “true”, “false”, and “undecidable”) is 0.375.
3.5.4 Experimental setup
source corpora and model implementation For each
of the five datasets coming from the previous steps, I trained a
separate BagPack model. I extracted the co-occurrence vectors
from the Web-derived English Wikipedia and ukWaC corpora as
I did for the SAT analogy task.
Since ConceptNet concepts are often expressed by multiple
words (Sacher Torte, eat too much, . . . ), I employed a shallow search
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for the concept phrases. Basically, for a single phrase, I looked
for the occurrence of the constituents with possible intermittent
extra elements. We say a concept occurs in a sentence if all its
constituents occur in the same order in the sentence with possible
intermittent extra elements, and if the concept phrase spans no
more than twice of its original length (e.g., if the concept is
a 4-word phrase, it can span at most an 8-word range). Two
concepts are said to be co-occurring if both concepts occur in the
same sentence, they do not overlap (i.e., the last word of the first
concept comes before the first word of the second concept), and
the range that both concepts span together is not longer than 20
words (i.e., at most 18 elements can occur between the first word
of the first concept and the last word of the last concept). For
efficiency reasons, a maximum of 1,000 sentences were used to
extract co-occurrence statistics for a given pair. The features in the
co-occurrence matrix were weighted by PMI. The features were
restricted to the most frequent 5,000 lemmas in ukWaC, resulting
in a 15,000-dimensional vector for each pair.
Following the suggestion of Hsu and Chang (2003), before
SVM training, each feature t’s [µˆt− 2σˆt, µˆt + 2σˆt] interval is scaled
to [0, 1], trimming the exceeding values from upper and lower
bounds (the symbols µˆt and σˆt denote the average and standard
deviation of the feature values respectively). I use the C-SVM
classifier as implemented in the Matlab toolbox of Canu et al.
2005 with a linear kernel and the cost parameter C set to 1.
3.5.5 Results
evaluation of conceptnet A by-product of the annota-
tion stage of the training set is an evaluation of the quality of
the assertions in ConceptNet. Remember that the training set
contains two kinds of assertions, the original assertions based
on ConceptNet, which are likely to be true, and the artificial
assertions, which are randomly crafted and are likely to be false.
If we limit ourselves only to the responses given for the original
assertions in the training set, we can get an estimate for the preci-
sion of ConceptNet. In a similar fashion, the artificially generated
random assertions can provide a baseline for sanity check. In
Table 6, we see the ratio of the number of assertions annotated
as meaningful to the total number of assertions (i.e., precision)
for each relation, separately for the original and artificial subsets.
The overall precision of the sample from ConceptNet is calcu-
lated to be around 0.65. This estimation is in accordance with
the previous estimations of the precision of ConceptNet [Havasi
et al., 2009].
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evaluation of bagpack As performance measure, I report
the areas under the ROC curves (AUC). The area under the ROC
curve can be interpreted as the probability of a random positive
instance having a higher confidence score than a random negative
instance [Fawcett, 2006]. An AUC value of 0.5 implies chance
performance. Using AUC allows us to focus on the discriminative
power of a model without having to pick a threshold.
Table 7 reports the AUC obtained by the BagPack models
trained on ConceptNet-based training sets and evaluated on the
Wikipedia-based test sets (the gold standard candidate assertions).
For all relations, the performance of BagPack is significantly
above the random baseline. However, AUC for MotivatedByGoal
is barely above chance level and even the best AUC performance
of 0.66 that is obtained on AtLocation is quite low, suggesting that
BagPack alone cannot be used to extract reliable commonsense
assertions from corpora.
relation auc
AtLocation 0.66
IsA 0.58
HasProperty 0.59
MotivatedByGoal 0.59
SymbolOf 0.58
Table 7: BagPack AUC on five ConceptNet relations.
3.6 conclusion
Although the results I presented for commonsense collection
are above random baselines, they are far from being perfect
and are parallel to what have been reported in the literature
with similar approaches [Yu and Chen, 2010]. However, when
BagPack is evaluated on arguably more constrained semantic
tasks of analogy and selectional preference, its performance is
comparable to the state of the art.
Learning commonsense facts from unstructured text is an AI-
hard task in its most general definition – one cannot expect to
solve the commonsense problem before solving the AI prob-
lem. My formulation of the task as extending the ConceptNet is
also a very general task as it contains a variety of relations and
the test set is picked directly from corpus without any filtering.
Therefore, it should not be surprising to see performance with
relatively simple algorithms. Therefore, I conclude that if we want
to substantially improve the accuracy in commonsense extraction
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without a trade off in recall, we should employ qualitatively dif-
ferent approaches. It is precisely this observation that motivates
the human-computational approaches which tap ordinary peo-
ple’s knowledge and effort in order to collect common sense. In
the next chapter, we will see an example of such an attempt.

4
C O N C E P T G A M E
Jerry: Oh, volunteer work! [...] People being helped by people other
than me. That makes me feel good inside.
— Seinfeld, The Pick
Human-based computation is a workaround technique em-
ployed in computer science to tackle with problems that are
AI-hard – by outsourcing the hard sub-steps of the problem to
people [Von Ahn et al., 2006]. Some human-based computation
methods employ games with a purpose – which are designed spe-
cially to tap people’s efforts while the people play a game and
have fun. In this chapter, I present such a method that aims to cre- Human-
computation depends
on the idea of
recruiting people to
solve computational
problems that are not
easily solvable by
current techniques in
computer science.
Games with a
purpose pose
human-computation
problems as
fun-to-play games.
ate a commonsense repository by letting people play a Web-based
game.
4.1 related work
Quinn and Bederson (2009) classify different approaches to har-
nessing the computation capabilities of humans [Quinn and
Bederson, 2009]. Among the several dimensions they use for
categorization, the following are relevant for us:
• Motivation of users
• Techniques for coping with noise
• Minimum participation time
• Cognitive load placed on the player.
Below, I discuss several human-computation-based approaches
to commonsense knowledge collection along these dimensions.
A summary of this discussion is given in Table 8.
Verbosity1 is a word-guessing game very much like the com-
mercial game “Taboo” [Von Ahn et al., 2006]. In a single round of
the game, a describer tries to tell the secret word to a guesser by
filling in one or more of the slot-based templates he is given. The
templates are crafted in order to collect commonsense knowledge
about the secret word. Some examples are “It is a type of ___”,
“About the same size as ___”. If the guesser is able to find out the
secret word, the clues that the describer provided are considered
to be true and stored.
1 http://www.gwap.com/
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Common Consensus [Lieberman et al., 2007] is another game
with a purpose based on the popular TV show “Family Feud”
where the player is asked to guess the popular answers for a
given question like “Something that is likely to be found in a
kitchen is ___?”. The more popular an answer is the more points
are obtained; thus, players try to guess the most commonsense
answers.
Both Verbosity and Common Consensus are used to populate
facts in OMCS and consequently in ConceptNet [Speer et al.,
2010]. Both are games with a purpose where the players’ primary
motivation is having fun and commonsense knowledge collection
is a side effect of the game playing. Thus, they differ from the
volunteer-based knowledge collection effort of OMCS. In order
to cope with noisy input, both games can employ redundancy
and accept a fact as true only after it is asserted by more than one
player. However, the players are free to introduce the facts they
like and that means many valid facts may be asserted only once
– resulting in a sparse dataset. The games can only guide the
players to provide information about a given domain or a target
concept but they lack the ability to validate a given commonsense
fact. Coupled with the tendency of players to abuse the system,
especially for Verbosity where the players try to do their “best”
to convey the secret word, noise reduction and validation call for
non-trivial and usually heuristic-based approaches [Speer et al.,
2010]. For both games, the overhead of playing is quite low and
players can almost immediately start to contribute. However, the
burden of producing commonsense facts is placed on the players.
In Verbosity, it is up to the describer to think and find good
clues. In Common Consensus, the player has to come up with
plausible candidates for the popular answers. Thus, the games
are cognitively engaging and the cognitive load on the player is
quite high.
Another application, which is related to Cyc, is the FACTory
game2. In FACtory, the player is shown a set of commonsense
statements and is asked to express his opinion about the state-
ments. The FACTory’s commonsense statements are generated
from the CYC repository, and players must tell whether they
think the statements are true or false. Extra points are awarded
when a player agrees with the majority answer for a fact and
a certain consensus threshold has been reached. Although the
system is presented as a game – and thus, the motivation of an-
swering the questions is expected to be having fun – in its current
stage, there is no clear fun aspect in FACTory – which rather
looks like an interactive and marginally less boring mechanism
to collect human opinions about a given set of commonsense
2 http://game.cyc.com/
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statements. An important difference between FACTory and the
previous two games is that FACTory relies on Cyc as a source
of commonsense statements. Therefore, all it has to do is to ask
for the opinion of the player. This has the benefit of reducing
the cognitive load on the player (it is easier to answer yes to the
question “Can salmon be found in a fridge?” rather than to try
to come up with “salmon” as an answer to the question “What
can be found in a fridge?”.
There are other attempts to crowdsource commonsense data
evaluation/collection, by utilizing services like Amazon’s Me-
chanical Turk3, e.g., Gordon et al. [2010a]. I consider such crowd-
sourcing methods as complementing the games-with-a-purpose
approach rather than competing with it. For the evaluation of
small datasets, crowdsourcing by payment may be a convenient
alternative, but as the amount of data to be annotated increases
so does the cost of annotation. In contrast, the operational costs of
games are usually almost constant (e.g., a small monthly reward
to motivate players) and enlarging the user base would not incur
any additional costs. Current estimates are that the unit cost per
response for Concept Game in its initial phase has been compa-
rable to, if not less than, the cost reported for Mechanical Turk
services (around 300 to 500 responses per USD spent) [Gordon
et al., 2010a]. As (read if) the game becomes more popular among
Facebook users, the unit cost will get much lower.
4.2 the game
Concept Game4 (CG) is a game with the purpose to collect com-
mon sense from laypeople. It is based on the idea that production
of verbal information is a significant burden on the player and,
thanks to the text mining base, it is possible to design enjoy-
able games that do not require the players to produce assertions.
Therefore, the game aims to achieve its purpose not by having the
players produce commonsense assertions, but having them verify
already collected candidate assertions. This approach allows usConcept Game is
open to public as a
Facebook application.
to design fast-paced games where the interaction between the
user and the game is limited to an expression of assent. CG is pre-
sented in the context of a slot machine which produces random
assertions. A meaningful assertion is a winning configuration.
The trick is that the winning configurations do not dispense re-
wards automatically, but first they have to be recognized by the
player to “claim his points”. In this way, players tell us which
assertions they find meaningful.
3 http://www.mturk.com/
4 http://apps.facebook.com/conceptgame/
4.2 the game 33
Figure 3: Screenshot of a playing session in Concept Game
The game consists of independent play sessions each of which
starts with an allocation of 40 seconds. First, the player sees three
slots with images of rolling reels. They correspond to an asser-
tion’s left concept, relation, and right concept. Then, the contents
of the slots are fixed one by one with some values picked from the
database and as a result an assertion is displayed. At that point,
the player has to press one of two buttons labeled as “Meaning-
less” or “Meaningful”. If the player presses the meaningful button
this can result in two different outcomes: either the displayed as-
sertion is indeed meaningful and he is rewarded with two points
and two bonus seconds (i.e., true positives are rewarded), or the
assertion is in fact meaningless and the player loses three points
and three seconds (i.e., false positives are penalized). However,
pressing the meaningless button does not change the score or
the remaining time (i.e., neither false negatives are penalized nor
true negatives are rewarded). The feedback is conveyed to the
player visually and acoustically (e.g., in case of a reward a green
color flashes, in case of a penalty a red color flashes). The reels
roll again, and the process repeats. This continues until the end
of the allocated time, which can get longer or shorter depending
on rewards and penalties. A typical screenshot of the game is
given in Figure 3.
In the previous description, I pretended that the game already
knows which assertions are meaningful, and rewards or penalizes
the user accordingly. This, of course, is not the case (or else, the
game would be useless). In CG, candidate assertions (i.e. asser-
tions whose labels are unknown) that are produced by the text
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miner are shown to the players while using a validation policy
similar to the honor-based, proof-of-payment method employed
in many public transportation systems. In such a system, instead
of checking every response, periodic controls are carried out to
make sure the abuse of the system is effectively discouraged. In
the current implementation, the probabilities of showing a known
meaningless, a known meaningful, and a candidate assertion are
0.4, 0.3, and 0.3 respectively. In other words, 30% of the collected
responses are for the new candidate assertions proposed by Bag-
Pack. For the candidate assertions, whatever the player responds
is accepted as the correct answer and this is the actual knowledge
we want to harvest. The meaningless assertions are used to verify
that the player is not abusing the game. The meaningful asser-
tions are used to make sure the player scores points and does
not get frustrated. Note that increasing the precision of candidate
generation would help us to display more unknown assertions
without a significant impact on the game experience (i.e. players
would still be able to score points without the support of the
pre-selected meaningful assertions). In addition, the set of known
meaningful assertions expand as the players continue to play
and validate the meaningful candidates. To allow the players to
warm up, I implicitly train them and do not show any unknown
assertions until they complete three sessions with positive scores.
Technically, the game is almost equivalent to asking a group of
raters to tick those assertions from a list which they think make
sense. This is a dull task especially if there are few meaning-
ful assertions compared to meaningless ones. In the context of
a slot machine, however, the experience of seeing many mean-
ingless assertions becomes part of the game, which creates an
expectation in the player that is – hopefully – resolved with a
“winning” configuration. The relatively short session timing, com-
bined with the need to be accurate because wrong claims are
penalized, should keep the attention level of the players up, and
consequently add to the fun. I made sure that players are aware
of their achievements (they see total and session scores they have
collected) and have an incentive to keep playing. There is also a
top score list that shows the users who scored highest in a single
session. I implemented a ladder system where the players are
represented by cute avatars. Taking advantage of the integration
with Facebook, I ask players’ permission to post their activity in
the game to their public walls and give them the opportunity to
invite their friends in order to go up in the ladder.
At the time this manuscript was written, 690 Facebook users
had tried the application. Out of them, 146 passed the implicit
training session and actually contributed to my dataset. After
the first visit to the application page, more than half of the
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assertions 
(2051)
Sampling and expert rating
BagPack
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Candidate 
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(50K)
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Top ranking 
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(2500)
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Concept Game
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Source 
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Figure 4: Data flow for the kick-starting experiment. Concept pairs
are extracted from Wikipedia as explained in Section 3.5.1.
BagPack uses Wikipedia and ukWaC corpora to extract vector
representations of assertions. Numbers in parentheses are the
number of assertions in the datasets.
players (58%) returned and played the game at least on one
other day while more than one fourth (28%) returned at least
on two other days. During a two-month period, I collected over
110,000 responses, approximately 25,000 of them for unknown,
potentially meaningful assertions.
4.3 kick-starting
The aim of Concept Game is to take a set of candidate assertions
and have them filtered by people who play the game. In our Concept Game acts
as a filter – that
passes only the
assertions found
meaningful by the
players.
case, the output of BagPack provides us such a set of candidate
assertions. In the next subsection, we will study an experiment
that is aimed to evaluate the efficiency of Concept Game in
separating the meaningful assertions from the meaningless ones
by using the players’ responses.
4.3.1 Experimental setup
The experimental procedure is summarized in Figure 4. The
seed assertions based on ConceptNet and manually checked as
described in Section 3.5.1 serve as the BagPack training data, and
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the set of assertions mined from Wikipedia (see Section 3.5.2)
serve as candidates to be ranked by the Concept Game. As already
explained in Section 3.5.5, a separate BagPack model was trained
for each relation and the candidates were ranked according to
the confidence scores of these models. For each relation, I kept
the top 400 ranking assertions as the set to be fed into the game.
I will compare the performance of the labeling obtained from the
game to the results I obtained by the “pure BagPack” approach in
Section 3.5.5. Note that the gold standard for the test is obtained
by the two expert raters annotation described in Section 3.5.3.
Once BagPack ranks and filters candidate assertions, they are
ready to be fed into Concept Game. For this purpose, 18 people
were contacted by email and were invited to play the game,
mostly college students and staff that the author personally knew.
Remember that in previous steps the raters were experts, but this
time the players are recruited from non-expert people. The game
was open to this “semi-public” for approximately 10 days. I used
the negative training assertions for control purposes to penalize
players’ wrong decisions.
4.3.2 Results
In total, 25 players (7 presumably invited by the ones I contacted)
responded and provided a total of 5,154 responses for the can-
didate assertions. The ratio of players who scored an assertion
as meaningful is the CG score of the assertion. In addition to CG
scores, BagPack confidence scores are used as the BagPack scores.
During the analysis, I considered the 1,838 assertions which
received at least two meaningful or two meaningless responses,
split across relations as shown in Table 9. The assertions that were
labeled as meaningful consisted of 547 unique concepts and 86%
of the them were not attested in the ConceptNet-based dataset
(23% were not attested in the entire ConceptNet knowledge base).
relation meaningful total
AtLocation 71 385
IsA 63 328
HasProperty 95 362
MotivatedByGoal 65 408
SymbolOf 73 355
Table 9: Summary of the candidate assertion sets. Labels are decided by
majority votes based on CG players’ responses with ties broken
in favor of being meaningless.
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relation cg bagpack
AtLocation 0.76 0.66
IsA 0.79 0.58
HasProperty 0.69 0.59
MotivatedByGoal 0.72 0.59
SymbolOf 0.71 0.58
Table 10: Area under the ROC curve (AUC) on candidate assertion set.
Using the expert raters’ judgments as the gold standard for the
candidate assertions, I computed relation-specific ROC curves for
the CG. The areas under the ROC curves are given in Table 10 – I
repeat the BagPack’s AUC values for easier comparison. As an
illustration, the ROC curves obtained for AtLocation are given in
Fig. 5.
We observe that when the top BagPack candidate assertions
are ranked by using the answers of the players, the performance
considerably increases for all relations. This proves two points:
First, BagPack alone is not sufficient to evaluate candidate as-
sertions mined from Wikipedia reliably, and second, Concept
Game is able to improve performance. As an ad hoc evaluation, I
computed the Cohen’s kappa between the gold standard of the
raters and the output of Concept Game. The kappa value was
0.39 (comparable to the kappa value of 0.37 between the two
raters themselves). Coupled with the high AUC values reported
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Figure 5: ROC curves for AtLocation.
38 concept game
for the CG scores, I conclude that the annotation of the game
players is comparable to manual annotation by experts.
4.4 bootstrapping
In the previous experiment, we saw that combining BagPack and
Concept Game can lead to a high-quality dataset of common-
sense knowledge. So far, the criterion for quality has been the
judgments of two expert raters. Now, I want to show that the
output of the combined architecture can actually improve the
performance in a more realistic task. Bootstrapping the entire
system with its own output provides us with such a task. By
bootstrapping, I mean training a new BagPack model only on the
assertions mined from Wikipedia – with their labels decided by
the Concept Game players. This experiment can be thought of as
a continuation of the previous experiment where I use the labeled
candidate assertions (the output of kick-starting) as the training
seed of a new round of BagPack training, like adding a “train
arrow” from the box at the bottom of Figure 4 to the BagPack box.
I compare the performance of the bootstrapped BagPack and the
original (i.e., ConceptNet-based) BagPack on a new evaluation
set. That will allow us to see if the output of Concept Game is of
sufficient quality to allow such a bootstrapping.
4.4.1 Experimental setup
In this experiment, I employ two different BagPack training seed
assertions sets: The ConceptNet-based assertions and the can-
didate assertions annotated by Concept Game in the previous
experiment. For obvious reasons, the latter is called the bootstrap
dataset from now on. In addition, I combined the two into a
third dataset, the combined dataset. Descriptive statistics for the
ConceptNet-based and bootstrap training sets were already given
in tables 5 and 9, respectively – the former as a result of expert
annotation and the latter as a result of game playing.
To construct a final evaluation dataset (which will be called
the evaluation dataset from now on), I randomly sampled ap-
proximately 1000 assertions for each relation by using the pairs
mined from Wikipedia. I did not pick a set of candidates ranked
by BagPack, as I did in the previous experiments, but used a
random sample of assertions because I wanted to compare the
performance of different BagPack models on the same evaluation
set – ranking and filtering the assertions by any of the BagPack
models would create a bias. I made sure, moreover, that, for each
relation, the three corresponding BagPack seed datasets are dis-
joint with the evaluation set (i.e. they do not have any common
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relation meaningful total
AtLocation 120 985
IsA 39 978
HasProperty 67 983
MotivatedByGoal 51 980
SymbolOf 41 973
Table 11: Meaningful and meaningless assertion decomposition of eval-
uation dataset.
assertions). The evaluation assertions were rated by the players
of CG during a two-month period between April and May 2010
and they received at least two responses from different players. I
already gave some details on this game playing session at the end
of Section 4.2. For the annotation of the evaluation dataset, major-
ity vote was used with ties broken in favor of being meaningless.
The details of the evaluation dataset are given in Table 11.
4.4.2 Results
In Figure 6, I report the area under the curve (AUC) values of the
three BagPack models for each relation. The error bars represent
the confidence intervals at 95% significance level obtained by
5000 resamples with replacement.
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Figure 6: AUC values for BagPack models trained on different datasets,
for all relations. The dashed line at y = 0.5 is the chance-level
performance. The error bars span the 95% confidence intervals.
The gold standard is based on Concept Game players.
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For AtLocation, HasProperty, and SymbolOf relations, boot-
strapping obtains even better results compared to using origi-
nal ConceptNet-based assertions. For IsA and MotivatedByGoal,
bootstrapping is almost as good as using the original training
dataset. The combination of two datasets brings additional im-
provements in IsA and MotivatedByGoal but the differences are
not significant.It is possible to use
the output of the
combined system as
the input of a second
round of text mining
without observing a
decrease in
performance.
Note that in this experiment, the gold standard for the evalua-
tion dataset is provided by Concept Game, not by the experts, as
the first experiment already showed that the output of Concept
Game is of sufficient quality. The fact that both the bootstrap
and evaluation datasets are annotated by the same process (i.e.
Concept Game) may create an advantage for bootstrapping. Since
the actual goal in this task is to find candidate assertions which
are likely to be found meaningful by the players, I see this effect
of shared annotation mechanism as an opportunity to be seized,
not an external variable to be controlled. Nevertheless, to see the
extent of the effect, I manually annotated the entire evaluation
dataset and I replicated the experiment with this ratings as the
gold standard. The performance of the bootstrapped BagPack
is not significantly worse than the original BagPack – its AUC
values for the AtLocation, IsA, and HasProperty relations are
higher than the original BagPack – though the differences are
much less pronounced.
Another possible confounding factor I considered is the amount
of overlap between the datasets in terms of concepts. The boot-
strap dataset and the evaluation dataset come from the same
population of assertions that are mined from Wikipedia. There-
fore, even though they are disjoint in terms of assertions, they
have a significant number of common concepts and that may be
one of the reasons why I obtain better results by bootstrapping.
On the average, 21% of the unique concepts in the bootstrap
dataset also occur in the evaluation dataset. In comparison, ap-
proximately 16% of the unique concepts in the ConceptNet-based
dataset occur in the evaluation dataset. In order to control for this
shared-concepts effect, I marked all concepts which are part of
positive instances in the evaluation dataset and removed all asser-
tions which contain these concepts from both training datasets.
As a result, the total number of assertions in the bootstrap dataset
reduced from 1838 to 1646 and the number of assertions in the
ConceptNet-based dataset reduced from 2051 to 1892. Predictably,
almost all computed AUC values are lower compared to the pre-
vious experiments with the untouched datasets. However, even
though the decrease in AUC for the bootstrap dataset is visibly
higher, bootstrapping results are almost as good as the original
BagPack results. The fact that the gain of bootstrapping dimin-
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ishes when I remove the common concepts from the training and
evaluation sets is not discouraging because in real-world settings
the bootstrap datasets will come from the same population of the
future evaluation sets (as it does in our case), therefore a certain
amount overlap is what is to be expected.
Summarizing the second experiment, the bootstrap dataset –
which was mined from Wikipedia, filtered by BagPack and anno-
tated by the 25 Concept Game players – is at least as successful as
the ConceptNet-based dataset – which depends on ConceptNet
and was annotated by 22 experts – in seeding BagPack to extract
commonsense knowledge from corpora.
4.5 conclusion
Concept Game is implemented as a fully public Facebook appli-
cation that lets laypeople validate a set of candidate assertions
while they play a game. Currently, the source for candidate asser-
tions is a text mining process (i.e. BagPack), but in principle any –
possibly noisy – source of commonsense knowledge would do
the job.
As a game with a purpose, Concept Game has several distinc-
tive aspects compared to other games reported in the literature.
First of all, it does not rely on the players for generation of com-
mon sense but on the text corpora; thus, it is able to tap domains
that players do not talk about when they are asked directly. The
verification-based setting allows a fast-paced game and helps us
to explore different areas of the game-design space – possibly
allowing us to recruit different types of players.
Concept Game is a fully functional and public Facebook appli-
cation. In the short term, I am looking for ways to make the game
more attractive to a wider non-specialized audience. I would
like to convert the lemma sequences produced by BagPack into
natural sounding sentences. I have recently started to offer small
gifts to top players as an incentive to start and keep playing.
A recent (and raw) snapshot of the data collected is download-
able from the Web5. Once it gains a reasonably wide player-base
and construct a larger dataset of commonsense assertions I plan
to share the dataset in a more structured form.
In future analyses, I would also like to look for cultural differ-
ences in assertions that receive contrasting ratings from players
from different continents. Using Facebook as a platform allows
us to access demographics of players for statistical analysis.
As a final remark, we first saw that when supplied with a noisy
set of candidate assertions (i.e. Wikipedia pairs), Concept Game is
able to separate the meaningful and meaningless assertions with
5 http://github.com/amacinho/Concept-Game-Datasets
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an improved performance compared to BagPack alone thanks to
the responses of players. More importantly, as a semi-external
task of validation, we saw that the output of the game can be used
as an effective training dataset for a second round of BagPack-
based text mining. This is a strong evidence that the combined
architecture of BagPack and Concept Game is able to extend the
starting knowledge base without sacrificing precision.
5
S T E R E O T Y P I C A L K N O W L E D G E A N D C O M M O N
S E N S E
Common sense is the collection of prejudices acquired by age eighteen.
— Albert Einstein
Lisa: Dad, women won’t like being shot in the face.
Homer: Women will like what I tell them to like.
— The Simpsons
In the previous chapters, I presented two rather complementary
methods of collecting common sense, text mining and human
computation. Now, I move on to a more exploratory topic and
pursue the idea of teaching stereotypical beliefs and prejudices
to the computers.
In this chapter, our interest will be on extending the domain of
machine-accessible commonsense knowledge. Without an explicit
knowledge of the stereotypes, these beliefs will be implicit, hid-
den and intermixed with other “objective” facts in a knowledge
base. To quote Sherron (2000) – who talked about Cyc in par-
ticular – “Cyc’s common sense might very well ‘believe’ certain
stereotypical ideas about women, gender, sexual orientation, etc.,
and then make inferences based on those ‘beliefs’. Without a
strong challenge a homogenizing effect occurs, solidifying the
original stereotype among users of the program.” [Sherron, 2000].
I believe my work may help to make such knowledge explicit,
thus enable us to deal with the problem of stereotypical beliefs.
I focus on stereotypical gender expectations about actions (i.e.,
verb phrases) as a case study. Though, the techniques I propose
can work for any kind of phrase. ConceptNet/OMCS already con-
tains a substantial number of verb phrases which correspond to
actions that humans carry out in a daily manner. Consequently, I
use ConceptNet as a source of the actions that are pertinent to the
daily life of people. Apart from the semantic relations between
these actions that are provided by ConceptNet (e.g., motivated by,
caused by, has first subevent), the stereotypical expectations about
the actions should also be an important part of our common-
sense repository: whether it’s right or wrong, an AI should know
that (we expect that) women like shopping and men like football. I
propose a methodology that will allow us to extract gender fea-
tures from large amounts of text and from the metadata provided
by social media (in the specific case, Twitter). Subsequently, the
43
44 stereotypical knowledge and common sense
gender features are used to tag the actions in the ConceptNet
repository as masculine, feminine, or gender-neutral.It is common sense
to know that people
regard becoming a
nurse as a feminine
action, while using a
hammer as a
masculine one –
regardless of whether
it is true or not.
In a nutshell, my strategy is to extract the gender features for a
given verb phrase from corpora, compute the gender bias of the
phrase which quantifies whether it is a masculine or feminine
action, and compare the predicted bias to the stereotypical ex-
pectations of people, collected in a rating task. I focus on two
methods. The first one relies on the metadata-guessed gender
of Twitter users and their tweets. The second employs a heuris-
tic based on the gendered pronouns and names referred to the
actions observed in a large corpus of Web documents.
5.1 related work
In her influential paper of 1973, Robin Lakoff characterizes some
distinguishing aspects of women’s speech as being about triv-
ial issues, apologetic, and being non-assertive [Lakoff, 1973]. In
making such claims, her main source of data is introspection and
anecdotal observation. Although her approach has been influ-
ential and instrumental on studying the gender differences of
language use, later data-driven studies have empirically contested
some of her claims [Holmes, 1990].
More recently, increased access to larger volumes of textual
data made it possible to search for (and of course find) more
subtle differences in the language use of the two genders. Such
an example is the work of Argamon et al. [2003] which studies the
gender differences in formal written texts consisting of samples
from the British National Corpus. Some of their key findings are
that females use many more pronouns than males, and males use
many more noun modifiers than females.
Another source of textual data for corpus-based studies on
gender differences is the Web blogs where people contribute
content in a less formal way. It is possible to collect metadata
like the gender of the posters, create two sub-corpora based
on the text created by the two genders respectively, and then
compare the two sub-corpora to reveal statistical differences
between the linguistic patterns or content [Argamon et al., 2007].
Such an approach allows to tap a larger amount of text thanks
to the millions blogging about virtually everything on a regular
basis. The work of Argamon et al. [2007] confirms the gender
differences previously found in formal texts, and in addition,
provides evidence that there are substantial differences in the
content as well (e.g., females are blogging about past actions more
frequently than males and males are blogging about politics more
frequently than females).
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Another work on data-driven gender modeling is the study
of Liu and Mihalcea [2007] which is also based on text analysis
of blogs. This study is particularly relevant for us because it is
based on the gender preferences for several dimensions that are
pertinent to user-interface designs (e.g., gender preferences of
foods or color and size of things) which happen to be also salient
dimensions for commonsense knowledge [Liu and Mihalcea,
2007].
In this study, my approach is similar to the work of Liu and
Mihalcea [2007] in the sense that I am not interested in the gender
differences in language use, but rather the differences in the
actions that the two genders are associated with. In this case,
language acts as a proxy to extract such differences.
5.2 materials
5.2.1 Corpora
The first corpus I worked on is the Edinburgh Twitter Corpus
(ETC) already explained in Section 2.2. I want to utilize the gen-
der information of the users, but the corpus does not originally
contain the metadata about the users who posted the tweets. In
order to get the metadata, I queried the Twitter API to obtain
the name of each user. Then, I used the first names of the users
to guess their genders – as Twitter does not disclose the gender
of the users via its API. I used two lists of the most popular
American male and female names – compiled from the public
data provided by the US Census Bureau and US Social Secu-
rity Administration (the lists are made available at this URL:
http://github.com/amacinho/Name-Gender-Guesser). Any user
whose first name was not on one of the two lists was discarded
from further consideration. Finally, I separated the tweets into
two sets according to the guessed gender of the users and obtained
two sub-corpora containing 82 million tokens for males and 89
million tokens for females (5.2 million male tweets and 5.9 female
tweets), each contributed by approximately one million users.
Utilizing the first names of people to guess their gender is in-
herently a noisy (and possibly biased) process because of several
reasons including bogus names provided by the users and unisex
names. Nonetheless, given the lack of true gender information,
first name is a very strong (maybe the strongest) clue of the
gender.
Unfortunately the lack of a gold standard of the genders of
users also avoids a thorough evaluation of the accuracy of the
guessing method. Nevertheless, it is possible to carry out some
sanity checks to make sure the results are in accordance with what
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we expect. In Table 12, we can see the distribution of male and
female users who mention the phrases my husband, my boyfriend,
my wife, and my girlfriend at least once in their tweets. We can see
that the phrases relating to the male significant others or partners
are mentioned much more frequently by females and vice versa.
Obviously, this is not a direct proof but an evidence suggesting
the gender guessing method is reasonably accurate.
phrase males (%) females (%)
my husband 7 93
my boyfriend 10 90
my wife 87 13
my girlfriend 73 27
Table 12: The frequency of male and female users who mention specific
phrases (based on unique user count). The frequencies are
computed on a balanced sample of Twitter users that have
equal number of male and female users.
Employing a corpus
that is based on
social media with the
meta data about the
contributing users
(i.e., Twitter) allows
us to keep track of
who says what.
Employing a larger
Web-based corpus
(i.e., ukWaC) allows
us to keep track who
is reported to be
doing what.
In addition to the Twitter data, I also used ukWaC, the 2-billion-
token corpus introduced in Section 2.2 [Baroni et al., 2009], and
experimented with the widely used 100-million-token British Na-
tional Corpus1, but the latter’s coverage of ConceptNet phrases
was so low that I did not pursue this option further. Compared
to ETC, ukWaC is a more traditional corpus made of relatively
long documents, and it does not provide metadata about who
uttered/wrote the collected text and when. Consequently, I em-
ployed linguistic heuristics to extract gender features as we will
see in Section 5.3.
5.2.2 Common sense actions
ConceptNet – the commonsense semantic network that is based
on OMCS – which was introduced in Section 2.1 serves as the
source of commonsense actions. The total number of unique
concepts in ConceptNet is 267,364 – most of which are multi-
word phrases (e.g., door knob, apple tree). From this larger set,
I picked a subset of "actions", i.e., concepts corresponding to
verb phrases. In this context, a verb phrase is simply a multi-
word expression beginning with a verb. In turn, a verb is any
word that is tagged much more frequently as a verb than any
other part-of-speech in the ukWaC corpus. The number of actions
obtained from ConceptNet this way is 49,754. As we will observe,
ConceptNet also contains some spurious or meaningless concepts
1 http://www.natcorp.ox.ac.uk/
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like “’do what’ in the assertion (preserve, AtLocation, do what). I
did not attempt to filter these concepts/actions.
5.2.3 Gold standard
As the gold standard dataset, I randomly sampled 702 phrases
from the set of actions detected in the ETC Twitter corpus and
represented in ConceptNet. I give the details of phrase detec-
tion in Section 5.3. I employed Crowdflower’s2 crowd-sourcing
services to have the verb phrases annotated by people. I used
a 5-point scale in the annotation task: Typically feminine (-2),
slightly feminine (-1), neutral (0), slightly masculine (1), and
typically masculine (2), with an extra option of “Not a verb
phrase”/“meaningless”. Each rater was presented a verb phrase
and was asked to provide his/her opinion about the phrase. After
the data collection phase, I eliminated the phrases whose majority
answer was “meaningless” or which did not receive at least five
responses. This filtering results in 441 phrases. Overall, 112 raters
contributed (each rater annotated at least 18 verb phrases) and
for the 5-choice question, the average agreement rate of each rater
with the majority answer for a phrase was 62% (including the
phrases that are eliminated as meaningless). I did not keep track
of the gender of the raters.
For each verb phrase in the dataset, I calculated the gender
score as the mean score of the responses it received. This score
serves as the human gold standard for the stereotypical gender
expectation of the corresponding action. For illustrative purposes,
I provide a stratified random sample of the gold standard dataset
in Table 13.
5.3 corpus analysis methodology
I searched for the ConceptNet phrases (both actions and non-
actions) in the lemmatized version of the corpora, allowing at
most one intermittent token between two lemmas of the phrase
(e.g., the concept long holiday is said to be observed when we
encounter the text “long holidays” or “longing for holiday”).
In the case of ETC, in order to compute the gender bias of an
action, I detect all of its corresponding verb phrase’s utterances
in the male and female sub-corpora and compute the proportion
of the number of male utterances as the raw scores. I report nor-
malized versions of the raw scores, computed using expectation
and variance values from a binomial distribution with p equal
to the overall proportion of male utterances and n equal to the
2 http://www.crowdflower.com
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total number of utterances for the action at hand. Formally, if we
respectively denote the number of male and female occurrences
of a particular verb phrase with m and f (subject to m + f = n)
and the total number of male and female occurrences of all verb
phrases with M and F (i.e., M = ∑m and F = ∑ f ) then the
final formula to compute the normalized score s of the given
verb phrase becomes s = (m − p)/σm where, p = M/N and
σm =
√
np(1− p).
Note that, as a convention, I arbitrarily picked the sign of the
measure so that a masculine (feminine) bias results in a positive
(negative) score. A gender bias of 0 means the two genders are
equally likely to mention a given verb phrase.
The rationale of using the proportions of gender utterances is
that in Twitter, people talk about what they do; hence, if a certain
verb phrase is used more often by one gender then I conclude
that it is probably a more typical action of that gender.
The ukWaC corpus does not contain information about the
gender of the people who use a given phrase. Instead, I employ
a heuristic that uses the gender information of the pronouns and
the proper names. Whenever I detect a verb phrase in a sentence,
I look for the nearest pronoun or proper name (identified by
the part of speech) in the sentence to the left side of the phrase
and if it is a “he” or a male name (“she” or a female name) I
count the occurrence of the phrase as a male (female) utterance
– the gender of the names are guessed by using the same lists I
employed for Twitter users. The gender bias is then computed by
using the proportions of male and female utterances, in a similar
fashion as for the Twitter corpus.
I should note that the two approaches are quite different in their
nature. The Twitter approach directly taps the gender information
about who uses a given verb phrase – regardless of who actually
carries out the corresponding action. Whether people do (or like
to do) what they tweet about frequently is an open empirical
question. On the other hand, the ukWaC approach allows us
to tap a larger amount of text and follows a more anecdotal
path. It does not try to guess the gender of who utters a phrase,
but the gender of the person that is said to perform the action
described by the phrase. An initial analysis revealed that only
half of the pronoun-associated verb-phrase utterances in Twitter
are used with the first person singular pronoun “I” – suggesting
that people not only talk about what they do but also about what
other people do.
As a side note, one can think of other methods that make use
of stylometrics and author-gender prediction techniques [Koppel
et al., 2002] in order to guess the genders of authors of frag-
ments of text observed in ukWaC. That would allow us to extract
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mention-based gender scores of actions from Web-text similar to
what we get from Twitter. I believe these are interesting avenues
for future research.
5.4 commonsense coverage
Although our focus is primarily on the actions contained in Con-
ceptNet, it is informative to look at the coverage of the common
sense (as it is represented in ConceptNet) in the corpora as a
whole. The percentage of the commonsense concepts that are
represented in ConceptNet and observed in corpora is quite high:
Out of the original 267,364 ConceptNet phrases (including ac-
tions and non-actions), we observed 54% (145,486) in ukWaC and
51% (136,128) in ETC. If we focus on the actions then out of the
49,754 verb phrases, we observe 47% (23,455) in ukWaC, and 43%
(21,442) in ETC.. Although the filtered ETC is much smaller than
ukWaC, its coverage is about the same.
5.5 results
The top 10 masculine, feminine, and neutral actions computed
over the two corpora are given in Table 14. The results in the
table indeed look encouraging for the effectiveness of a corpus-
based approach. Interestingly, there is no overlap between the two
corpora – suggesting that Twitter and ukWaC may be covering
different aspects of common sense. In the next three subsections,
we will see a detailed evaluation of the gender bias. First, I report
the correlation between the corpus-based predictions of gender
score and the human gold standard. In the second subsection, I
evaluate the predictive power of the gender bias on the direction
of the stereotypical gender expectations of actions. After that, I
carry out qualitative analyses that help us to interpret the data. In
all cases, the Twitter and ukWaC scores are converted to z-scores.
5.5.1 Spearman correlation
In Table 15, I report the Spearman correlations between the gold
standard and the gender biases computed by various methods.
For each row, the number in parenthesis is the number of items
covered by the corresponding method. Combined refers to taking
the average of Twitter and ukWaC scores for each verb phrase.
In this method, only the items that are covered both by Twitter
and ukWaC are used. Matching signs reports the performance of
combined method only on the verb phrases for which Twitter
and ukWaC scores agreed on the sign of the gender biases.
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The correlation between the computed biases and gold stan-
dard is significant but quite low both for ukWaC and Twitter –
0.27 for the former and 0.28 for the latter. Taking the average of
the Twitter and ukWaC-based biases seems to improve the corre-
lation (0.33 for the combined case), but the highest correlation is
observed when we focus on the verb phrases with matching signs
(0.47). Of course, the increase in Spearman correlation comes with
a cost: only on half of the verb phrases, the two methods agree
on the polarity of gender.
method spearman coverage
ukWaC 0.27 98% (433)
Twitter 0.28 100% (441)
Combined 0.33 98% (433)
Matching signs 0.47 52% (231)
Table 15: Spearman correlations between various corpus-based scores
and the gold standard. Coverage is the percentage of items
that have an associated gender bias for the corresponding
method.
5.5.2 Predictive power of the gender biases
To further assess the predictive power of the corpus-based scores,
I transformed the gold standard into a two-class dataset by using
the sign of the gender scores of the verb phrases as their labels –
discarding the verb phrases with a human score of zero. Thus,
gold-standard masculine and feminine phrases were labeled as
“positive” and “negative”, respectively. I used the sign of the
gender biases based on Twitter and ukWaC as the predicted
labels, and computed the area under the ROC curve (AUC) and
accuracy of the predictions.
The results tabulated in Table 16 show us that it is possible
to separate the feminine and masculine actions from each other
with a reasonably high success. Especially if we limit ourselves
to the phrases for which both Twitter and ukWaC scores agree
on their signs, we can achieve an AUC of 0.76 and an accuracy of
0.70.
5.5.3 Qualitative pattern analysis
So far, we have seen that the corpus-based gender biases are not
perfect predictors of the human gold standard but still, they are
reasonably valuable indicators of stereotypical expectations. We
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method auc accuracy coverage %
ukWaC 0.64 0.61 99% (375)
Twitter 0.65 0.61 100% (380)
Combined 0.67 0.59 99% (375)
Matching signs 0.76 0.70 54% (205)
Table 16: Classification performance of various corpus-based scores.
Random baseline for both measures is 0.50. Coverage is the
percentage of items that have an associated gender bias for
the corresponding method.
were able to obtain a Spearman correlation of 0.46 and an AUC
of 0.76 on a restricted subset of the dataset (more than half of the
ConceptNet sample). Considering that we have more than 20,000
verb phrases in the general dataset sampled from ConceptNet,
we can expect to gender-tag approximately 10,000 actions with a
certain reliability.
Another important point is that the errors are instructive. In
Figure 7, we see the scatter plot of Twitter versus ukWaC scores
of the verb phrases and we observe that the two methods have
quite different results. The Spearman correlation between the
scoring methods is only 0.19.
Figure 7: Scatter plot of ukWaC bias (x-axis) versus Twitter bias (y-
axis); for both axis, higher positive values represent higher
masculine gender bias. Color coding represents the polarity
of the human gold standard and size is proportional to the
magnitude of average human score.
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The first and third quadrants of the figure, where the signs
of Twitter and ukWaC biases match, contain a majority of gold-
standard masculine and feminine actions, respectively. This is
not surprising as we already saw the increased performance of
the matching-signs condition. It is more interesting to look at
the mismatch between Twitter and ukWaC. The actions that are
placed in the second and fourth quadrants have mismatching
signs of Twitter and ukWaC biases. A plausible interpretation for
such items is that they are the actions that one gender talks about
much, but is reported to be doing it less often. Consider “resolve
issue” in the fourth quadrant for instance – an action that is rated
as slightly feminine by the human raters: in ukWaC, females are
reported to be “resolving issues” more often than males (hence
a negative ukWaC bias), whereas in Twitter, males mention this
action more frequently (hence a positive Twitter bias). A similar
case is “come out” which is placed in the second quadrant – an
action that is rated as slightly masculine by the human raters:
in ukWaC, males are reported to be “coming out” more often,
whereas it is female Twitter users who mention this action more
frequently.
Another informative visualization is given in Figure 8 which
is a scatter plot of the human gold standard versus Twitter bias.
In this figure, I plot only the actions with a sign mismatch. We
can interpret these actions as the actions that one gender talks
about much (mentions it in Twitter more frequently than the
other gender does) but are rated to be associated with the other
gender, by the human raters. For example, the actions take note
and get assistance are mentioned more often by males in Twitter
but they are considered to be feminine by the human raters.
The phrases build snowman and want revenge are examples of the
gold-standard masculine actions that females talk about.
In sum, the qualitative analysis suggests a more complex pic-
ture, in which mismatches (between Twitter and ukWaC, as well
as corpora and the human gold standard) are not necessarily
mistakes of the text-based methods, but a sign that we are tap-
ping into different kinds of information: explicit assessments of
stereotypical actions (gold standard), actions that males and fe-
males are reported as being doing in natural written discourse
(ukWaC), and actions that they like to talk about (Twitter). Each
of these sources might be useful for different purposes.
5.6 conclusion
We have seen novel ways that utilize the metadata contained
in a Twitter corpus and simple linguistic cues in the ukWaC
Web corpus in order to extract stereotypical expectations about
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learn experience
become social
build snowman
learn how play
get assistance
give rose
make prediction
resolve issue
sing bad
hear rumor
throw bottle
come out
go drive
take note
see yourself
give aid
freshen up
meet stranger
pursue happiness
want revenge
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Figure 8: Scatter plot of Twitter bias (y-axis) versus the gold standard
(x-axis). Only the actions that are in the second and fourth
quadrants are shown.
actions that are pertinent to common sense. While working on
this problem, we observed that both ukWaC and Twitter have a
wide coverage of commonsense concepts. More than half of the
unique concepts in ConceptNet were detected in the two corpora.
The gender-filtered Twitter corpus is much smaller than ukWaC,
but has an equally wide coverage of common sense.
I conclude that both the metadata about the Twitter users
and corpus-based gender attribution heuristics definitely help in
stereotypical knowledge mining. On several performance metrics,
the Twitter-based approach is at least as good as the ukWaC-
based scoring system. Moreover, combining the two methods
works even better.
Apart from predicting the gender expectation of a given verb
phrase (which seems feasible, based on the experiments I re-
ported), the methodology may allow us to dig in deeper and
provide refined data that might be used in sociolinguistics, gen-
der studies, and personalized information retrieval and recom-
mendations. The demographic dimensions we can extract from
Twitter (or other similar social media) are not limited to gender.
Time of the day, geographical location, and other metadata can be
employed in similar ways to augment commonsense knowledge
repositories, and equip computers with an even better under-
standing of how humans work.

6
C O N C L U S I O N
J.-B. Clamence: We are not certain, we are never certain. If we were
we could reach some conclusions, and we could, at last, make others
take us seriously.
— Albert Camus, The Fall
The center theme of this thesis has been collecting common-
sense from two very different sources, people and textual data.
While pursuing different methods to achieve this aim, I proposed
and evaluated 1) a text mining algorithm, BagPack, 2) a game
with a purpose, Concept Game, and 3) novel methods to extract
stereotypical common sense from Web corpora.
Below, I repeat the four research questions that I set at the
beginning of the discourse and discuss what we have learned
while looking for their answers.
research question 1 Do corpora, and Web-based corpora
in particular, contain commonsense knowledge, and if so can we
extract it?
In Section 3.5, we saw that it is possible to mine commonsense
assertions from Web-based corpora and obtain a performance
that is significantly better than random baseline by using machine
learning models – that are trained, also, on Web-based corpora.
Although the performance is far from perfect, it is comparable to
the state of the art in several commonly used semantic tasks.
Moreover, in Section 5.4, we observed that more than half of
the commonsense concept phrases that are represented in OMCS
are also observed in the Web-based corpus (ukWaC) and the
Twitter-based corpus (ETC). I should note that ETC is a smaller
corpus compared to ukWaC but its commonsense coverage is
almost at the same level with that of ukWaC.
Thus, I conclude that the answer for the first research ques-
tion is yes and yes: Web-based corpora contains commonsense
knowledge and, more importantly, it is possible to extract this
knowledge by means of appropriate methods including text min-
ing. The extent of the common sense contained in corpora is yet
to be determined with future studies.
research question 2 Can we combine text mining and
human computation in order to achieve a better commonsense
collection?
and its corollary:
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research question 3 Is it possible to collect high-quality
commonsense assertions from people while they play a fast-paced
game where the players’ main motivation is having fun?
I carried out two experiments to address these questions. In the
first one, presented in Section4.3, we saw that the output of text
miner can be greatly improved – in terms of AUC – by passing
the candidates through Concept Game and having players rate
the assertions. Collecting three responses per assertion from the
players and employing a majority rule seems enough to achieve
an accuracy which is equivalent to that of OMCS, that was created
by volunteers.
In Section 4.4, we saw another experiment where the output
of Concept Game is used as the training set for text miner. This
setting allows us to assess the quality of the output of Concept
Game in a relatively “external” task where we not only assess the
quality of output directly but also its effectiveness as a training
set indirectly. The results suggest that bootstrapping leads to a
performance in text mining that is at least as good as the one
obtained with original ConceptNet-based training set.
Before I conclude on this question, I should note that another
important advantage of combining text mining and human com-
putation is that the domain of new assertions is not limited to
what people would provide in a pure human-computational ap-
proach – where it is the people that produce the assertions – but
we can tap the large amount of texts to collect assertions about
very diverse topics and then have them filtered by people. Pre-
sumably, that allows us to collect assertions about concepts that
humans do not tend to state explicitly when they are asked to.
This advantage was reflected in the fact that 23% of the concepts
that are mined were not attested in the entire OMCS knowledge
base.
research question 4 Can we extract subjective aspects of
common sense like the stereotypical expectations or prejudices
of people from Web corpora?
The question of whether we should include stereotypical knowl-
edge in machine-readable knowledge bases of common sense is
interesting, but regardless of our answer to this question, we need
to be able to identify such knowledge – either to explicitly keep
it in the knowledge base or avoid keeping it implicitly. My focus
in Chapter 5 has been on extracting gender-related stereotypical
knowledge from corpus as a case study.
We saw how corpus-based techniques can be employed in ex-
tracting gender-related stereotypical knowledge from text. My
proposal utilizes large amount of text collected from Web (ukWaC)
and social media (in the specific case, Twitter), and combines it
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with linguistic heuristics and meta data about the users to pre-
dict stereotypical expectations about actions. More specifically, I
employed heuristics that are based on the first names of Twitter
users and gendered names and pronouns used in Web-based text.
Such techniques allow us to capture which gender mentions a
particular option more often and which gender is reported to be
carrying out the same action separately.
For evaluation, I created a sample of actions represented in
OMCS and predicted which actions are perceived as masculine
and feminine by human raters. The results are very encouraging:
There is a substantial correlation between the human scores and
the predicted scores and the corpus-based predictions obtained a
high accuracy in predicting the polarity of human raters’s scores.
Moreover, the combination of Twitter and Web-based predictions
provide a higher performance.
final remarks The task of creating a commonsense knowl-
edge base is an ambitious one and one has to deal with many
facets of the commonsense collection problem. Crowd-sourcing
techniques allow us to tap laypeople’s “expertise” on common
sense, but we must be aware of the fact that the way we present
the task to people has a direct effect on the type and quality of the
data we will collect. In this thesis, I addressed one particular area
of the design space of games with a purpose: Concept Game does
not rely on people for the production of common sense, but for
the verification of it. And while doing so, it works in tandem with
text mining methods that parse large amount of texts where hu-
mans produce commonsense implicitly while performing natural
communicative tasks. The text mining technique that I proposed
in this thesis, BagPack, is one such a technique which represents
the relations between concepts in a vector space.
As I said, there are many facets to the commonsense collection
issue, and the problem of subjective knowledge is one of them.
Common sense does not only consist of objective statements
about the world we live in but also contains our prejudices and
represents our stereotypical expectations about various condi-
tions. I wanted to draw attention to this aspect of the problem,
and as a case study I showed how we can put corpus-based tech-
niques into service to the task of collecting stereotypical gender
expectations of actions.
The commonsense problem in its widest sense has been and
will be a central topic of investigation in the foreseeable future
because any step that we can take towards the solution of it will
have important ramifications in all areas of AI – including but
not limited to natural language understanding, human computer
interaction, information retrieval and planning. Moreover, the fact
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that engineering a system that can represent, collect, and process
commonsense knowledge amounts to engineering a human-level
AI system tells us that there are many more steps that we can
(must) take before proclaiming the problem solved. I dare say
the results and the experiences that I reported in this thesis will
prove useful to those who wish to pursue this problem in the
future.
A P P E N D I X
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A
R E S O U R C E S
a.1 player responses of concept game
The output of Concept Game is released into the public domain.
The responses of players for the candidate assertions can be found
at http://github.com/amacinho/Concept-Game-Datasets. I plan
to continue releasing the output as more responses are collected.
a.2 gold standard of stereotypes
The gold standard for the gender expectations of actions are
collected by using Crowdflower’s crowd-sourcing services as ex-
plained in Section 5.2.3. The gold standard dataset is available
at http://github.com/amacinho/Gender-Expectations. For il-
lustrative purposes, top ranking 20 feminine and 20 masculine
actions are given in Table 17.
a.3 gender guessing via names
The lists of most popular American names come from two sources
US Census Bureau1 and US Social Security Administration(2.
While the lists can be constructed by using the public data from
these sources, I combined them into a single dataset and released
a set of Python scripts that makes it easier to guess the gender of
given name. The dataset and the scripts can be downloaded at
http://github.com/amacinho/Name-Gender-Guesser.
a.4 corpus-based gender scores of actions
In this thesis, for evaluation purposes, I focused on a small
sample of the actions that are represented in OMCS. However,
the corpus-based methods discussed in Section 5.3 compute
the gender biases of all of the actions that are represented in
OMCS. In Tables 18 and 19, I tabulate the top 20 masculine
and feminine actions according to the Twitter and ukWaC-based
scores. The dataset containing all 21,442 actions extracted from
OMCS can be downloaded at https://github.com/amacinho/
Gender-Expectations-Predictions/
1 http://www.census.gov/
2 http://www.ssa.gov/
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rank feminine masculine
1. become nurse catch football
2. make doll marry lady
3. accept proposal find woman
4. remember date buy business
5. go shop take risk
6. tell how feel see pretty girl
7. make beautiful rob bank
8. freshen up kill other
9. make nostalgic kill bird
10. want shop catch mouse
11. fill house throw punch0
12. hold hair back steal car
13. make sauce put jail
14. feel warmth join army
15. make people happy throw bottle
16. spend time people sell sell
17. protect skin hold door
18. get assistance build many
19. make up compete against other
20. feel cold add oil
Table 17: A list of the most feminine and most masculine actions ac-
cording to the gold standard.
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Masculine
Rank Twitter ukWaC
1. make money do so
2. get free take over
3. want make money do in
4. make playoff do to
5. unite state think himself
6. earn money do what
7. operate system come up
8. go down keep himself
9. try out get the
10. come soon write book
11. learn how take up
12. achieve goal do the
13. find out truth pick up
14. sell product go close
15. install window become king
16. create job make clear
17. write code raise up
18. discover answer do it
19. keep up good work join army
20. follow up do and
Table 18: Top ranking masculine actions based on Twitter and ukWaC.
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Feminine
Rank Twitter ukWaC
1. go bed give birth
2. feel like take place
3. want go become pregnant
4. feel good find out
5. make smile let know
6. make cry see herself
7. go school think herself
8. go sleep provide information
9. come home add basket
10. see new take part
11. make feel develop country
12. make laugh incorporate business
13. go out provide support
14. go home do your
15. make happy raise fund
16. go see bring together
17. go away leave husband
18. go back raise money
19. harry potter become mother
20. come true make available
Table 19: Top ranking feminine actions based on Twitter and ukWaC.
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