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Abstract
In index coding, a server broadcasts multiple messages to their respective receivers, each with some side
information that can be utilized to reduce the amount of communication from the server. Distributed index coding is
an extension of index coding in which the messages are now broadcast from multiple servers, each storing different
subsets of the messages. In this paper, the optimal tradeoff among the message rates and the server broadcast rates,
which is defined formally as the capacity region, is studied for a general distributed index coding problem. Inner
and outer bounds on the capacity region are established that have matching sum-rates for all 218 non-isomorphic
four-message problems with equal link capacities. The proposed inner bound is built on a distributed composite
coding scheme that outperforms the existing schemes by incorporating more flexible decoding configurations and
fractional rate allocations into two-stage composite coding, a scheme that was originally introduced for centralized
index coding. The proposed outer bound is built on the polymatroidal axioms of entropy, as well as functional
dependences such as the fd-separation introduced by the multi-server nature of the problem. This outer bound
utilizes general groupings of servers with different levels of granularity, which allows a natural tradeoff between
computational complexity and tightness of the bound, and includes and improves upon all existing outer bounds
for distributed index coding. Specific features of the proposed inner and outer bounds are demonstrated through
concrete examples with four or five messages.
I. INTRODUCTION
Introduced by Birk and Kol [3] in 1998, the index coding problem studies the maximum broadcast rate of n
messages from a server to multiple receivers with side information. Index coding has been recognized as one of
the canonical problems in network information theory. Consequently, over the past two decades, it has intrigued
various research communities and has been extensively investigated from algebraic, graph theoretical, network
coding, Shannon theoretical, interference alignment, and others perspectives (see, for example, [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13], [14], [15], [16], and the references therein). However, the problem in general is
still an open problem.
The communication model studied by the aforementioned papers has a single centralized server that contains
all the messages. In this paper, we consider the distributed index coding problem, whereby different subsets of
the messages are stored over multiple servers. This communication model has clear applications for practical
scenarios in which the information is geographically distributed and stored across many locations. The distributed
index coding problem was introduced recently by Ong, Ho, and Lim [17], who derived lower and upper bounds
on the optimal broadcast rate in the special case in which each receiver has a distinct message as side information,
and showed that the bounds match if no two servers have any messages in common. Subsequently, Thapa, Ong,
and Johnson [18] considered another interesting special case with two servers and arbitrary message subsets.
Preliminary results of this paper were presented, in part, at the IEEE International Symposium on Information Theory (ISIT), Aachen,
Germany, June 2017 [1] and at the IEEE Information Theory Workshop (ITW), Cambridge, United Kingdom, September 2016 [2].
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The objective of this paper is to investigate the distributed index coding problem in its most general form,
namely, every server containing an arbitrary subset of messages and broadcasting them with arbitrary link capacity
to the receivers. Clearly, the centralized index coding problem can be seen as a special case of this model. This
general problem formulation was first introduced in [2] and then further studied in [1], where various inner and
outer bounds on the capacity region of the distributed index coding problem were derived. The inner bounds
extended the composite coding scheme of [14] for the centralized index coding problem and the outer bounds
combined polymatroidal (PM) axioms with additional functional relations stemming from the distributed nature of
the problem. A similar general model was also studied recently by Li, Ong, and Johnson in [19], [20]. Compared
to [1], the latter work [19], [20] demonstrated the necessity of cooperative compression of composite indices in
composite coding for achieving generally tighter inner bounds on the capacity region.
This paper has two main contributions. Firstly in Section III, we propose a distributed composite coding
scheme that includes and improves upon those in [1], [2], [19], [20], thus establishing a tighter inner bound on
the capacity region of the distributed index coding problem. Notably, compared to existing work, the proposed
coding scheme allows more degrees of freedom in choosing the decoding server groups in the composite decoding
configurations. Secondly in Section IV, we present a general polymatroidal (PM) outer bound on the capacity
region of the distributed index coding problem, which not only utilizes all the entropic inequalities given by
the PM axioms, but also incorporates functional relations inherent to the distributed index coding problem. In
particular, compared to the existing outer bounds in [1], [2], the new outer bound explicitly captures conditional
independence relations among messages given by fd-separation [21], [22].
More specifically, for the inner bound, we first describe a simple form of our distributed composite coding
scheme with fixed decoding configuration and provide detailed error analysis (Theorem 1). We then present the
resulting inner bound in a series of equivalent or simplified forms that can help better understand the coding
scheme and reduce the complexity of computation (Proposition 1 and Corollaries 1–2). Finally we propose a
more general composite coding scheme that achieves higher rates by allowing link capacities to be allocated
fractionally to different decoding configurations (Theorem 2 and Corollary 3). For the outer bound, our starting
point is the general outer bound (Theorem 3), which we refer to as the grouping PM outer bound due to its flexible
use of arbitrary groups of servers in the necessary conditions for achievable rates. We then present several special
cases of the grouping PM outer bound by choosing server groupings of different structures and different levels
of granularity (Corollaries 4–8 and Propositions 2 and 4), trading off performance (tightness) and computational
complexity. We also provide several examples in Sections III and IV as concrete illustrations of these inner and
outer bounds. Finally in Section V, utilizing the inner and outer bounds established thus far, we establish the
sum-capacity of all 218 four-message distributed index coding problems with equal link capacities.
For a positive integer n, [n] denotes the set {1, 2, . . . , n}. For a finite set A, 2A denotes the set of all subsets
of A. In particular, N = 2[n] denotes the set of all subsets of [n]. For a subset A of a ground set, Ac denotes its
complement with respect to the ground set. For two sets A and B, A \B denotes A ∩Bc.
II. THE SYSTEM MODEL AND THE FORMAL DEFINITION OF THE PROBLEM
Consider the distributed index coding problem with n messages, xi ∈ {0, 1}ti , i ∈ [n]. For brevity, when we
say message i, we mean message xi indexed by i. Let Xi be the random variable corresponding to xi. For
any K ⊆ [n], we use the shorthand notation xK (XK) to denote the collection of messages (message random
variables) whose index is in K. We use the convention x∅ = X∅ = ∅. We assume that X1, . . . , Xn are uniformly
distributed and independent of each other.
There are 2n − 1 servers, one per each nonempty subset of the messages. The server indexed by J ⊆ [n]
has access to messages xJ . For brevity, when we say server J , we mean the server indexed by J . Server J is
connected to all receivers via a noiseless broadcast link of finite capacity CJ ≥ 0. Note that this model allows
for all possible availabilities of servers. If CJ = 1 for J = [n] and is zero otherwise, we recover the centralized
index coding problem. Let yJ be the output of server J , which is a function of xJ , and YJ be the random variable
corresponding to yJ . For simplicity of notation, we also assume that there exists a dummy server indexed by
J = ∅, which does nothing (C∅ = 0 and Y∅ = ∅). For a collection P ⊆ N of servers, we use the shorthand
notation yP (YP ) to denote the corresponding collection of outputs (output random variables) from servers in P .
In particular, for P = N , YN denotes the collection of output random variables from all the servers.
There are n receivers, where receiver i ∈ [n] wishes to obtain xi and knows xAi as side information for some
Ai ⊆ [n] \ {i}. The set of messages which receiver i does not know or want is denoted by Bi = [n] \ (Ai ∪ {i}).
The central question of distributed index coding is to find the maximum amount of information that can be
communicated to the receivers and the optimal coding scheme that achieves this maximum. To answer this question
formally, we define a (t, r) = ((ti, i ∈ [n]), (rJ , J ∈ N)) distributed index code by
• 2n encoders, one for each server J ∈ N , such that φJ :
∏
j∈J{0, 1}tj → {0, 1}rJ maps the messages xJ in
server J to an rJ -bit sequence yJ , and
• n decoders, one for each receiver i ∈ [n], such that ψi :
∏
J∈N{0, 1}rJ ×
∏
k∈Ai{0, 1}tk → {0, 1}ti maps
the sequences yN and the side information xAi to xˆi.
We say that a rate–capacity tuple (R,C) = ((Ri, i ∈ [n]), (CJ , J ∈ N)) is achievable if for every  > 0, there
exist a (t, r) code and a positive integer r such that the message rates tir , i ∈ [n] and broadcast rates rJr , J ∈ N
satisfy
Ri ≤ ti
r
, i ∈ [n], CJ ≥ rJ
r
, J ∈ N, (1)
and the probability of error satisfies
P{(Xˆ1, . . . , Xˆn) 6= (X1, . . . , Xn)} ≤ . (2)
For a given link capacity tuple C, the capacity region C = C (C) of this index coding problem is the closure
of the set of all rate tuples R such that (R,C) is achievable. Unlike the centralized case in which the capacity
region is equal to the zero-error capacity region [23], it is not known whether these two capacity regions are equal
for the distributed index coding problem.
We will compactly represent a distributed index coding instance (for a given C) by a sequence (i|j ∈ Ai),
i ∈ [n]. For example, for A1 = ∅, A2 = {3}, and A3 = {2}, we write (1|−), (2|3), (3|2). The list of symbols
introduced so far and to be introduced later in the paper is summarized in Table I.
III. COMPOSITE CODING FOR THE DISTRIBUTED INDEX CODING PROBLEM
We first present a version of the coding scheme, in which each receiver performs the decoding operation using a
fixed group of servers and a fixed decoding message set, which we collectively refer to as a decoding configuration.
Then in Section III-B, we extend the scheme by varying decoding configurations with corresponding fractional
link capacity allocations.
A. Composite Coding for a Fixed Decoding Configuration
Let r > 0, rJ = brCJc, J ∈ N , ti = drRie, i ∈ [n], and sK = drSKe, K ⊆ [n]. Here CJ is the link capacity
of server J , Ri is the rate of message i, and SK is the rate of composite index K (to be defined shortly). We set
s∅ = S∅ = 0 by convention.
Codebook generation. Step 1. For each K ⊆ [n], generate a composite index wK(xK) drawn uniformly at
random from [2sK ], independently for each xK . For brevity, when we say composite index K, we mean composite
index wK(xK). Step 2. For each J ∈ N , generate a codeword yJ(wK ,K ∈ 2J) drawn uniformly at random from
[2rJ ], independently for each (wK ,K ∈ 2J). The codebook {(wK(xK),K ⊆ [n]), (yJ(wK ,K ∈ 2J), J ∈ N)} is
revealed to all parties.
Encoding. To communicate messages x[n], each server J ∈ N computes wK(xK) for each K ∈ 2J and
transmits yJ(wK(xK),K ∈ 2J).
Before presenting the formal procedure of decoding, we provide a high-level overview and define some notation.
Receiver i uses servers in Pi ⊆ N for decoding. Independently of the choice of the decoding server group Pi,
receiver i decodes for a subset of messages indexed by Di ⊆ [n] \ Ai, such that i ∈ Di. Note that
⋃
J∈Pi J is
the set of message indices that is collectively available to servers in Pi. Thus, receiver i can effectively recover
messages1 whose indices are in ∆i = (
⋃
J∈Pi J) ∩ Di. The tuple of decoding server groups and the tuple of
decoding message sets are respectively denoted by P = (Pi, i ∈ [n]) and D = (Di, i ∈ [n]), and collectively
referred to as the decoding configuration. In this subsection, we assume that the decoding configuration (P,D)
is fixed.
We also need the following two definitions. For any P ⊆ N ,
Γ∗(P ) =
⋃
J∈P
{K : K ⊆ J} =
⋃
J∈P
2J (3)
is the subset completion of P . For example, Γ∗({{1, 2}, {2, 3}}) = {∅, {1}, {2}, {3}, {1, 2}, {2, 3}}. One can think
of Γ∗(P ) as the set of all composite indices that the servers in P can collectively access. Note that 2J = Γ∗({J}).
Similarly, for any M ⊆ N ,
Γ∗(M) =
⋃
K∈M
{J ∈ N : K ⊆ J} (4)
is the superset completion of M (with respect to N ). For example, if N = 2[3], then Γ∗({{1, 2}, {2, 3}}) =
{{1, 2}, {2, 3}, {1, 2, 3}}. One can think of Γ∗(M) as the set of all servers that have access to at least one
composite index in M .
We are now ready to describe the decoding procedure.
Decoding. Step 1. Receiver i finds the unique composite index tuple (wˆK ,K ∈ Γ∗(Pi)) such that yJ =
yJ(wˆK ,K ∈ 2J) for every J ∈ Pi. If there is more than one such tuple, it declares an error. Step 2. Assuming
that (wˆK ,K ∈ Γ∗(Pi)) is correct, receiver i finds the unique message tuple xˆ∆i such that wˆK = wK(xˆK) for
every K ∈ Γ∗(Pi) with K ⊆ ∆i ∪Ai. If there is more than one such tuple, it declares an error.
The achievable rate–capacity tuple of this coding scheme is summarized as follows.
Theorem 1: A rate-capacity tuple (R,C) is achievable for the distributed index coding problem (i|Ai), i ∈ [n],
under a given decoding configuration (P,D) if∑
j∈L
Rj <
∑
K⊆∆i∪Ai,
K∈Γ∗(Pi),
K∩L6=∅
SK , ∀L ⊆ ∆i, i ∈ [n], (5)
and ∑
K∈M
SK <
∑
J∈Γ∗(M)∩Pi
CJ , ∀M ⊆ Γ∗(Pi) \ 2Ai , i ∈ [n], (6)
1As a degenerate case, if i /∈ ∆i, then this “poor” choice of Pi will simply result in Ri = 0.
for some SK ≥ 0, K ⊆ [n].
Here the inequalities in (5) signify the second-step decoding constraints for the messages in ∆i to be recovered
from all composite indices in Γ∗(Pi), as well as side information Ai. The inequalities in (6) signify the first-step
decoding constraints for the composite indices that the servers in Pi have access to (except those that can be
generated from side information) to be recovered from the outputs from the servers in Pi. The proof of Theorem 1
is provided in Appendix A.
One can use Fourier–Motzkin elimination (FME) [24, Appendix D] to express the achievable rate–capacity
region in Theorem 1 without the intermediate variables SK , K ⊆ [n]. A linear program (LP) can also find a
(weighted) achievable sum-rate of composite coding, which typically has a lower computational complexity.
The rate region in Theorem 1 can be represented equivalently as follows.
Proposition 1: A rate-capacity tuple (R,C) is achievable for the distributed index coding problem (i|Ai),
i ∈ [n], under a given decoding configuration (P,D) if (5) holds and∑
K∈Γ∗(Q)\Γ∗(Pi\Q)\2Ai
SK <
∑
J∈Q
CJ , ∀Q ⊆ Pi, i ∈ [n]. (7)
Here the summand on the LHS of (5) signifies the set of composite indices that can be accessed only by the
servers in Q (and not by the servers in Pi \Q), and that are not generated freely from the side information Ai.
A formal proof of Proposition 1 is provided in Appendix B.
Remark 1: In our preliminary work [1], [2], we had used splitting of composite index rates across servers,
where server-specific rates, SK,J , K ⊆ J , were limited by the corresponding server capacity, CJ . However, as
demonstrated by [19], [20, Example 2] such rate splitting can be suboptimal and cooperative composite coding
(CCC) can generally achieve tighter inner bounds on the capacity region of the distributed index coding problem.
In the current work, we have adopted cooperative compression of composite indices as baseline. In addition,
and similar to [1], we use a more flexible fractional allocation of link capacities over decoding configurations.
Also, compared to all previous work [1], [2], [19], [20], we have introduced user-specific decoding server groups,
Pi ⊆ N , i ∈ [n]. See Remarks 2 and 4, as well as Examples 3 and 4 for more details on how these improvements
lead to generally tighter inner bounds on the capacity region compared to [19], [20].
Remark 2: If we set Pi ≡ P ⊆ N , i ∈ [n], in Proposition 1, we recover the rate region of the CCC scheme in
[20] under fixed decoding message sets D as a special case. The relation between the proposed coding scheme
and CCC, both fractionally used over multiple decoding configurations, will be discussed in the next section.
Note that the results in [20] present decoding conditions based on active servers J with CJ > 0, which can
reduce the computational complexity of numerically characterizing the rate region. Our results in Theorem 1 and
Proposition 1 can easily incorporate the set of active servers NA = {J ⊆ N : CJ > 0} by considering Pi ⊆ NA,
i ∈ [n], in all decoding conditions without affecting the rate region itself.
We now present a few simplifications of Theorem 1. First, setting Pi = N , i ∈ [n] yields the following.
Corollary 1: A rate-capacity tuple (R,C) is achievable for the distributed index coding problem (i|Ai), i ∈ [n],
under given decoding message sets D if∑
j∈L
Rj <
∑
K⊆Di∪Ai,
K∩L6=∅
SK , ∀L ⊆ Di, i ∈ [n], (8)
and ∑
K∈M
SK <
∑
J∈Γ∗(M)
CJ , ∀M ⊆ N \ 2Ai , i ∈ [n], (9)
The simplification in Corollary 1 can be still tight.
Example 1: Consider the distributed index coding problem (1|−), (2|4), (3|4), (4|3) with equal link capacities
CJ = 1, J ∈ N, J 6= ∅. Choose Pi = N , i ∈ [n]. Choose D1 = {1} and Di = [n] \Ai for i = 2, 3, 4. Solving (8)
and (9) to maximize the sum-rate results in R1 +R2 +R3 +R4 < 21, where 21 is the sum-capacity of the index
coding problem under equal link capacities; see Example 6 for the matching upper bound.
We now further simplify Corollary 1 by choosing the composite rates explicitly (and potentially suboptimally)
as SK = CK , K ∈ N , which essentially prevents cooperation among the servers and forces server J to transmit
the composite index wJ by a one-to-one mapping yJ(wJ).
Corollary 2: A rate-capacity tuple (R,C) is achievable for the distributed index coding problem (i|Ai), i ∈ [n],
under given decoding message sets D if∑
j∈L
Rj <
∑
J⊆Di∪Ai,
J∩L6=∅
CJ , ∀L ⊆ Di, i ∈ [n]. (10)
With no need for Fourier–Motzkin elimination of the composite index rates, the rate region in Corollary 2 can
be easily evaluated.
Example 2: Consider the distributed index coding problem (1|4), (2|4), (3|2), (4|3) with equal link capacities
CJ = 1, J ∈ N, J 6= ∅. Choose Di = [n] \ Ai, i ∈ [n]. Corollary 2 then simplifies to the set of inequalities
Ri < 8, i ∈ [n], Ri +Rj < 12, i 6= j ∈ [n], R1 +R2 +R3 < 14, R1 +R2 +R4 < 14, and R1 +R3 +R4 < 14.
Theorem 1 (with no prespecified restriction on SK) yields the same rate region under equal link capacities.
B. Extension to Fractional Composite Coding
The main idea behind fractional composite coding is to allow message rates Ri, i ∈ [n], and composite index
rates SK , K ∈ N , to be a function of the decoding configuration (P,D) at the receivers. By allocating a fraction of
link capacities CJ , J ∈ N , to each choice of (P,D) and aggregating the resulting rate tuples, one can characterize
the overall achievable rate region over all decoding configurations. More formally, let Pi = 2N \ ∅ be the set
of all possible decoding server groups and Di = {Di ⊆ [n] \ Ai : i ∈ Di} be the set of all possible decoding
message sets at receiver i. Whenever we refer to a decoding configuration (P,D), we refer to a decoding server
group tuple P = (Pi, i ∈ [n]) ∈
∏n
i=1 Pi and a decoding message set tuple D = (Di, i ∈ [n]) ∈
∏n
i=1Di.
For each decoding configuration (P,D), define message rates Ri(P,D), i ∈ [n], fractional link capacities
CJ(P,D), J ∈ N , and composite index rates SK(P,D), K ⊆ [n] as a function of (P,D). By allocating the
link capacities CJ(P,D) to each (P,D), using the composite coding scheme presented in Section III-A, and
combining the corresponding rate tuples characterized by Theorem 1, we can establish the following.
Theorem 2: A rate-capacity tuple (R,C) is achievable for the distributed index coding problem (i|Ai), i ∈ [n],
if
Ri =
∑
P,D
Ri(P,D), i ∈ [n], (11)
CJ =
∑
P,D
CJ(P,D), J ∈ N, (12)
for some Ri(P,D), SK(P,D), and CJ(P,D) such that∑
j∈L
Rj(P,D) <
∑
K⊆∆i∪Ai,
K∈Γ∗(Pi),
K∩L6=∅
SK(P,D), ∀L ⊆ ∆i, i ∈ [n], (13)
∑
K∈M
SK(P,D) <
∑
J∈Γ∗(M)∩Pi
CJ(P,D), ∀M ⊆ Γ∗(Pi) \ 2Ai , i ∈ [n], (14)
for every (P,D).
A few remarks are in order.
Remark 3: Computing the rate region in Theorem 2 over all decoding configurations (P,D) is quite expensive,
but a few simplifications are possible. First, as mentioned earlier, if i /∈ ∆i = Di ∩ (
⋃
J∈Pi J), then the
corresponding Ri(P,D) = 0. Second, as mentioned in Remark 2, we can focus on active servers and consider
Pi ⊆ NA = {J ⊆ N : CJ > 0}. Third, it suffices to consider Pi of the form Γ∗(P ′i ) for some P ′i ⊆ N . This
reduction follows since no matter which choice of servers Pi is used, all the composite indices of these servers,
except those that are already known, are to be recovered in the first step of decoding. Therefore, the region
becomes no smaller under the subset completion.
Remark 4: Fractional coding over different decoding configurations was used also in the cooperative composite
coding (CCC) scheme [20] and an earlier version of this work [1]. In our current notation, CCC uses the same
decoding server group Pi = P ⊆ N for all the receivers and allocates the link capacities over P with decoding
message sets D fixed. The resulting achievable rate region RCCC(D) is characterized by
Ri =
∑
P
Ri(P ), i ∈ [n], (15)
CJ =
∑
P
CJ(P ), J ∈ N, (16)
for some Ri(P ), SK(P ), and CJ(P ) such that∑
j∈L
Rj(P ) <
∑
K⊆∆i∪Ai,
K∈Γ∗(P ),
K∩L6=∅
SK(P ), ∀L ⊆ ∆i, i ∈ [n], (17)
∑
K∈M
SK(P ) <
∑
J∈Γ∗(M)∩P
CJ(P ), ∀M ⊆ Γ∗(P ) \ 2Ai , i ∈ [n], (18)
for every P . By taking time sharing over different RCCC(D) regions, the convex hull of
⋃
DRCCC(D) is then
achievable. The fractional composite coding scheme in Theorem 2 is more general in two aspects. First, as
mentioned above, our coding scheme allows more degrees of freedom in choosing the decoding server groups.
Second, more subtly, our coding scheme requires the link capacity constraints to be satisfied on average over D
(cf. (12)), whereas CCC in [20] requires the link capacity constraints to be satisfied for each D (cf. (16)). As
illustrated by Examples 3 and 4, respectively, flexibility in choosing different decoding server groups or averaging
link capacities over different decoding configurations can strictly increase the achievable rates.
Example 3: Consider the distributed index coding problem (1|2, 5), (2|3, 4), (3|−), (4|2, 5), (5|1, 2, 4) with CJ =
1 for J = J1 = {1, 2, 3}, J2 = {1, 4}, CJ = 2 for J3 = {1, 3, 4, 5}, and CJ = 0 otherwise. Hence, the set of
active servers is NA = {J1, J2, J3}. We use a single decoding message set tuple D with D2 = {2}, D3 = {3},
and Di = [n]\Ai for i = 1, 4, 5. The sum-rate achievable by CCC, which is computed using (15)-(18) in Remark 4
across all 7 decoding server group tuples P, Pi = P ⊆ NA, i ∈ [n], satisfies R1 + R2 + R3 + R4 + R5 < 6.
The sum-rate achievable by Theorem 2, which is computed with variable Pi as a function of i ∈ [n] using the
following 7 randomly found decoding server group tuples, satisfies R1 + R2 + R3 + R4 + R5 < 7. Therefore,
there can be a benefit in allowing Pi to vary across i.
In P1, we set P1 = {J1, J2}, P2 = {J3}, P3 = {J2}, P4 = {J2, J3}, and P5 = NA.
In P2, we set P1 = P2 = P4 = {J1, J2}, P3 = {J2}, and P5 = {J2, J3}.
In P3, we set P1 = {J2, J3}, P2 = P5 = {J3}, P3 = {J1, J2}, and P4 = {J2}.
In P4, we set P1 = {J1, J3}, P2 = {J1, J2}, P3 = {J2}, P4 = {J3}, and P5 = {J1}.
In P5, we set P1 = {J2, J3}, P2 = NA, P3 = {J2}, P4 = {J1, J3}, and P5 = {J2}.
In P6, we set P1 = {J2}, P2 = {J1, J2}, P3 = {J2, J3}, P4 = {J1, J3}, and P5 = NA.
In P7, we set P1 = {J1, J3}, P2 = {J2}, P3 = P4 = {J1, J3}, and P5 = NA.
We note that even with slight variations in the above 7 decoding server group tuples, one can still obtain
R1 +R2 +R3 +R4 +R5 < 7. Applying Corollary 5 (see Section IV for details) with aggregate touch grouping
Pta = {T{2,5}, T{1,3,4}} will also give a matching outer bound on the sum-capacity, thus establishing the sum-
capacity to be 7.
Example 4: Consider the distributed index coding problem (1|4), (2|1, 3, 4), (3|1, 2, 4), (4|1, 3), (5|3) with CJ =
1 for J = {1, 2, 5}, {1, 2, 3, 5}, and {2, 4, 5}, and CJ = 0 otherwise. The sum-rate achievable by CCC in Re-
mark 4, after taking the convex hull over all possible decoding servers P ⊆ NA = {{1, 2, 5}, {1, 2, 3, 5}, {2, 4, 5}}
(7 possibilities) and D ∈ ∏ni=1Di (1024 possibilities according to Di ⊆ [n] \ Ai, i ∈ Di) satisfies R1 + R2 +
R3 +R4 +R5 < 4. In contrast, if we set Ri(P,D), CJ(P,D), and SK(P,D), to zero in Theorem 2 except one
decoding server group tuple P with Pi = NA, i ∈ [n] and two decoding message set tuples D with D1 = {1},
D5 = {5}, and Di = [n] \ Ai for i = 2, 3, 4, and D′ with D1 = {1, 2}, D5 = {5}, and Di = [n] \ Ai for
i = 2, 3, 4, then the sum-rate satisfies R1 + R2 + R3 + R4 + R5 < 5, which is strictly larger than that of CCC.
Applying Corollary 5 (see Section IV for details) with aggregate touch grouping Pta = {T{1,3}, T{2,4,5}} will also
give a matching outer bound on the sum-capacity, thus establishing the sum-capacity to be 5.
Just like Theorem 1, Proposition 1 and Corollaries 1 and 2 can be extended by fractional allocation of rates
over decoding configurations. In the following, we present the extension of Corollary 2 as an illustration.
Corollary 3: A rate-capacity tuple (R,C) is achievable for the distributed index coding problem (i|Ai), i ∈ [n],
if
Ri =
∑
D
Ri(D), i ∈ [n], (19)
CJ =
∑
D
CJ(D), J ∈ N, (20)
for some Rj(D) and CJ(D) such that∑
j∈L
Rj(D) <
∑
J⊆Di∪Ai,
J∩L6=∅
CJ(D), ∀L ⊆ Di, i ∈ [n], (21)
for every D.
IV. OUTER BOUNDS ON THE CAPACITY REGION
A. Preliminaries
We start by introducing two definitions that will play crucial roles in the general outer bound on the capacity
region and its special cases to be developed henceforth.
Definition 1 (Touch structure): For any set of messages K ⊆ [n], we say that server J touches K if J ∩K 6= ∅
and that J does not touch K if J ∩K = ∅. We denote by TK the collection of servers that touch K and denote
by TK the collection of servers that do not touch K, that is,
TK = {J ∈ N, J ∩K 6= ∅},
TK = {J ∈ N, J ∩K = ∅} = {J ∈ N, J ⊆ [n] \K} = N \ TK .
And furthermore, for two sets of messages K and L,
TK,L = TL,K = {J ∈ N, J ∩K 6= ∅, J ∩ L 6= ∅},
TK,L = TL,K = {J ∈ N, J ∩K 6= ∅, J ∩ L = ∅}.
Example 5: If n = 4, then
T{1} = {{1}, {1, 2}, {1, 3}, {1, 4}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {1, 2, 3, 4}}, (22)
T{1},{2} = {{1}, {1, 3}, {1, 4}, {1, 3, 4}}. (23)
Remark 5: Any set TK can be broken into two disjoint subsets TK,L and TK,L. Thus, TK,L ⊆ TK , TK,L ⊆ TK
in general and TK,L = TK if K ⊆ L. It is also easy to verify that TK∪TL = TK∪L and TK∩L ⊆ TK,L = TK∩TL.
Definition 1 can be naturally extended to three or more message sets.
In our usual notation, YTK thus denotes the output random variables from servers that have at least one message
from the message set K, e.g., YT[n] = YN . When the context is clear, we shall use the shorthand notation TK
for YTK , e.g., H(TK) means H(YTK ).
It will be convenient to consider multiple server groups (= collections of servers).
Definition 2 (Valid server grouping): A server grouping P = {P1, P2, · · · , Pm}, consisting of m server groups
Pi ⊆ N , i ∈ [m], is said to be valid if
⋃
i∈[m] Pi = N . Given a server grouping P , we denote by PG =
⋃
i∈G Pi
the collection of servers in the server groups identified by G ⊆ [m]. By convention, P∅ = ∅.
Note that we allow overlaps between different server groups in a grouping. This is why P is called a server
grouping rather than a server partitioning that consists of disjoint server groups. Also note that P[m] =
⋃
i∈[m] Pi =
N . As usual, YPG denotes the output random variables from the server group PG, e.g., YP[m] = YN . When the
context is clear, we shall use the shorthand notation PG for YPG , e.g., H(PG|XKc) means H(YPG |XKc).
Remark 6: The outer bounds to be presented in this section can easily incorporate the set of active servers
NA = {J ⊆ N : CJ > 0}. A valid server grouping with respect to NA is defined as P = {P1, · · · , Pm} such
that
⋃
i∈[m] Pi = NA. Take Example 3 for instance. In Corollary 5, one can either use Pta = {T{2,5}, T{1,3,4}} or
Pta = {T{2,5} ∩NA, T{1,3,4} ∩NA} to obtain exactly the same upper bound on the sum-capacity. Also, whenever
convenient, we do not include the inactive dummy server, J = ∅, with C∅ = 0 in the server groupings.
B. The Grouping Polymatroidal Outer Bound
Before establishing the outer bound on the capacity region, we review the standing assumptions and conditions
of (t, r) distributed index codes and achievable rate–capacity tuples (R,C) that will be used in the derivations.
Since the messages are assumed to be independent and uniformly distributed, for any two disjoint sets K,K ′ ⊆ [n]
we have
H(XK |XK′) = H(XK) =
∑
i∈K
ti. (24)
The encoding condition at server J ∈ N is
H(YJ |XJ) = 0. (25)
The decoding condition at receiver i stipulates
H(Xi |YN ,XAi) = δ() (26)
with lim→0 δ() = 0 by Fano’s inequality. For simplicity, we assume exact decoding and set δ() ≡ 0. The outer
bounds presented in this section can be readily generalized to the general case with lim→0 δ() = 0.
We are ready to state the main result of this section, which we refer to as the grouping PM outer bound.
Theorem 3: If a rate–capacity tuple (R,C) is achievable for the distributed index coding problem (i|Ai), i ∈ [n],
then for any valid server grouping P = {P1, P2, · · · , Pm},
Ri ≤ f([m], Bi ∪ {i})− f([m], Bi), i ∈ [n], (27)
for some f(G,K), G ⊆ [m], K ⊆ [n], such that
f(G,K) = f(G′,K), ((PG ∪ PG′) \ (PG ∩ PG′)) ⊆ TK , (28)
f(∅,K) = f(G, ∅) = 0, (29)
f(G,K) ≤
∑
J :J∈PG,J∈TK
CJ , (30)
f(G,K) ≤ f(G′,K ′), K ⊆ K ′, G ⊆ G′, (31)
f(G ∪G′,K ∩K ′) + f(G ∩G′,K ∪K ′) ≤ f(G,K) + f(G′,K ′), G,G′ ⊆ [m],K,K ′ ⊆ [n], (32)
f(G,K) + f(G,K ′) = f(G,K ∪K ′), K ∩K ′ = ∅, PG ⊆ (N \ TK,K′). (33)
Proof: For i ∈ [n], we have
rRi ≤ ti
= H(Xi)
= H(Xi |XAi)−H(Xi |YN ,XAi)
= I(Xi;YN |XAi)
= H(YN |XAi)−H(YN |XAi∪{i}),
where H(Xi) = H(Xi|XAi) by the message independence in (24) and H(Xi|YN ,XAi) = 0 by the decoding
condition in (26) with δ() = 0. Now, given the server grouping P = {P1, P2, · · · , Pm}, define
f(G,K) =
1
r
H(PG |XKc) = 1
r
H(Y{J :J∈⋃i∈G Pi} |XKc), (34)
for G ⊆ [m] and K ⊆ [n]. Then,
Ri ≤ f([m], Bi ∪ {i})− f([m], Bi).
The proof that f(G,K) satisfies the conditions in (28)–(33) is presented in Appendix C.
Remark 7: The conditions (28)–(33) in Theorem 3 will be referred to as the Axioms satisfied by the func-
tion f(G,K). Axioms (29), (31), and (32) capture standard polymatroidal properties of the entropy function.
Axioms (28) and (30) capture the encoding conditions at the servers, as well as the link capacity constraints.
Axiom (33) captures the conditional message independence given by the fd-separation. Refer to Appendix D for
a brief treatment on how fd-separation applies to the distributed index coding problem. Similarly, the inequality
(27) will be referred to as the rate constraint inequality jointly satisfied by R and f(G,K).
C. Outer Bounds Based on Specific Server Groupings
The performance and computational complexity of the grouping PM outer bound in Theorem 3 depends pivotally
on the specific server grouping P . To fully compute (R,C) satisfying Axioms (27)–(33) for a given P , one
should use FME to remove all intermediate variables f(G,K), G ⊆ [m], K ⊆ [n]. In general, this operation is
prohibitively complex even for small m and n. For a given C, however, it is typically tractable to establish an
upper bound on the (weighted) sum-capacity using LP subject to (27) and Axioms (28)–(33). We now specialize
the outer bound using a number of practically significant server groupings.
1) Individual Touch Grouping: Set m = n, Pi = T{i}, and Pt = {T{1}, T{2}, . . . , T{n}}, which we refer to
as individual touch grouping. Note that we have PG =
⋃
i∈G T{i} = TG, G ⊆ [n]. Then the grouping PM outer
bound in Theorem 3 simplifies as follows.
Corollary 4: The capacity region of the distributed index coding problem (i|Ai), i ∈ [n], with link capacity
tuple C satisfies
C (C) ⊆ Rt,
where Rt consists of all rate tuples R such that
Ri ≤ f([n], Bi ∪ {i})− f([n], Bi), i ∈ [n], (35)
for some f(G,K), G,K ⊆ [n] satisfying
f(G,K) = f(K,K), K ⊆ G, (36)
f(∅,K) = f(G, ∅) = 0, (37)
f(G,K) ≤
∑
J :J∈TG,K
CJ , (38)
f(G,K) ≤ f(G′,K ′), K ⊆ K ′, G ⊆ G′, (39)
f(G ∪G′,K ∩K ′) + f(G ∩G′,K ∪K ′) ≤ f(G,K) + f(G′,K ′), G,G′ ⊆ [m],K,K ′ ⊆ [n]. (40)
The proof is presented in Appendix E.
The outer bound Rt on the capacity region is identical to the one we established earlier in [1]. The total number
of variables used in Rt is 22n + n, accounting for n rate variables and f(G,K) for G,K ⊆ [n].
Example 6: Recall the distributed index coding problem (1|−), (2|4), (3|4), (4|3) with equal link capacities
CJ = 1, J ∈ N, J 6= ∅, discussed in Example 1 in Section III. The outer bound presented earlier in [2] yields that
R1 + R2 + R3 + R4 ≤ 22. In comparison, the outer bound Rt based on the individual touch grouping tightens
the sum-capacity upper bound as 21, which matches the lower bound presented in Example 1.
2) Aggregate Touch Groupings: If we combine some individual touch groups together, then the resulting outer
bound, albeit looser in general, has lower computational complexity. More concretely, set m < n and Pi = TLi ,
i ∈ [m], for some nonempty Li ⊆ [n] such that Li ∩ Lj = ∅ for i 6= j,
⋃
i∈[m] Li = [n], and |Li| > 1 for
some i ∈ [m]. Note that we have PG =
⋃
i∈G TLi = TLG , where LG =
⋃
i∈G Li. Applying the grouping PM
outer bound in Theorem 3 with Pta = {TL1 , TL2 , · · · , TLm}, namely, aggregate touch grouping, establishes the
following.
Corollary 5: The capacity region of the distributed index coding problem (i|Ai), i ∈ [n], with link capacity
tuple C satisfies
C (C) ⊆ Rta,
where Rta consists of all rate tuples R such that
Ri ≤ f([m], Bi ∪ {i})− f([m], Bi), i ∈ [n], (41)
for some f(G,K), G ⊆ [m],K ⊆ [n] satisfying
f(G,K) = f(G′,K), K ⊆ (LG ∩ LG′), (42)
f(∅,K) = f(G, ∅) = 0, (43)
f(G,K) ≤
∑
J :J∈TLG,K
CJ , (44)
f(G,K) ≤ f(G′,K ′), K ⊆ K ′, G ⊆ G′, (45)
f(G ∪G′,K ∩K ′) + f(G ∩G′,K ∪K ′) ≤ f(G,K) + f(G′,K ′), G,G′ ⊆ [m],K,K ′ ⊆ [n], (46)
for any valid aggregate touch grouping Pta = {TL1 , TL2 , · · · , TLm}.
The proof uses similar methods as in the proof of Corollary 4 and is thus omitted.
In some cases, aggregation is efficient and achieves lower complexity and tight bounds at the same time, as
illustrated by the following example.
Example 7: Again consider the four-message problem (1|−), (2|4), (3|4), (4|3) with equal link capacities CJ =
1, J ∈ N, J 6= ∅, discussed in Examples 1 and 6. Using the aggregate touch grouping Pta = {T{4}, T{1,2,3}}
with m = 2, the grouping PM outer bound yields the same tight upper bound of 21 on the sum-capacity. Note
that the computational complexity of using this touch augmentation grouping is much lower than that of using
the individual touch grouping in Example 6.
Remark 8: Note that the individual touch grouping Pt = {T{1}, T{2}, · · · , T{n}} satisfies J = [n] ∈ Pi = T{i}
for all i ∈ [n], that is, server J = [n] containing all messages is common among all server groups. Similarly,
J = [n] is also common for all server groups in aggregate touch groupings. Hence, with individual and aggregate
touch groupings, there never exists two disjoint nonempty sets K,K ′ ⊆ [n] such that PG ⊆ (N \ TK,K′) for any
nonempty G ⊆ [m]. This implies that Axiom (33) in Theorem 3, namely, the fd-separation axiom, can only give
trivial inequalities (e.g. f(∅,K) + f(∅,K ′) = f(∅,K ∪ K ′) for some disjoint sets K,K ′ ⊆ [n]). Therefore, in
Corollaries 4 and 5, there is no constraint corresponding to the fd-separation axiom.
3) Groupings with fd-separation: A potentially tighter outer bound can be established by considering a class
of server groupings, called 2-fd groupings, that guarantees to non-trivially invoke the fd-separation axiom. To
be more precise, set m = 2 and Pfd = {P1, P2 = N \ P1}, where P1 is a nonempty server group such that
P1 ⊆ (N \TK,K′) (or equivalently, TK,K′ ⊆ P2) for some disjoint nonempty sets K,K ′ ⊆ [n]. Then the grouping
PM outer bound in Theorem 3 is simplified as follows.
Corollary 6: The capacity region of the distributed index coding problem (i|Ai), i ∈ [n], with link capacity
tuple C satisfies
C (C) ⊆ Rfd,
where Rfd consists of all rate tuples R such that
Ri ≤ f([2], Bi ∪ {i})− f([2], Bi), i ∈ [n], (47)
for some f(G,K), G ⊆ [2],K ⊆ [n] satisfying
f(G,K) = f(G′,K), ((PG ∪ PG′) \ (PG ∩ PG′)) ⊆ TK , (48)
f(∅,K) = f(G, ∅) = 0, (49)
f(G,K) ≤
∑
J :J∈PG,J∈TK
CJ , (50)
f(G,K) ≤ f(G′,K ′), K ⊆ K ′, G ⊆ G′, (51)
f(G ∪G′,K ∩K ′) + f(G ∩G′,K ∪K ′) ≤ f(G,K) + f(G′,K ′), G,G′ ⊆ [2],K,K ′ ⊆ [n], (52)
f({1},K) + f({1},K ′) = f({1},K ∪K ′), K ∩K ′ = ∅, P{1} ⊆ (N \ TK,K′), (53)
for any valid 2-fd grouping Pfd = {P1, P2 = N \ P1}.
A proof is not required as one can get (47)-(53) by directly applying P = Pfd to (27)-(33) in Theorem 3.
Example 8: Consider the distributed index coding problem (1|4), (2|3), (3|2), (4|1) with equal link capacities
CJ = 1, J ∈ N, J 6= ∅. The grouping PM outer bound with individual touch grouping yields R1 +R2 +R3 +R4 ≤
24. However, with a 2-fd grouping Pfd = {Q1, N\Q1}, where Q1 = {{1}, {2}, {3}, {4}, {1, 2}, {1, 3}, {2, 4}, {3, 4}},
a strictly tighter upper bound of 2313 can be obtained, which matches the lower bound by Theorem 1 with Pi = N
and Di = {i}, i ∈ [n]. It is worth mentioning that when applying Pfd to compute the upper bound, if all the
constraints given by Axiom (53) were to be removed from Corollary 6, then the upper bound would stand loose
at 24.
We can easily generalize 2-fd groupings from bipartitions of the servers to m-fd groupings based on m-partitions.
The following example illustrates the improvement of this generalization.
Example 9: Consider the distributed index coding problem (1|−), (2|3), (3|2), (4|5), (5|4), where CJ = 1 only
for J ∈ NA = {{1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 4}, {2, 5}, {3, 4}, {3, 5}, {1, 2, 3, 4, 5}} and CJ = 0 otherwise. It
can be verified that no 2-fd grouping can achieve an upper bound on the sum-capacity tighter than R1 + R2 +
R3 +R4 +R5 ≤ 12, which is loose. Set a 3-fd grouping Pfd = {Q1, Q2, Q3 = NA \ (Q1 ∪Q2)}, where
Q1 = {{1, 2}, {1, 3}, {1, 4}, {1, 5}},
Q2 = {{2, 4}, {2, 5}, {3, 4}, {3, 5}},
Q3 = NA \ (Q1 ∪Q2) = {{1, 2, 3, 4, 5}}.
The grouping PM outer bound with this server grouping Pfd yields R1 + R2 + R3 + R4 + R5 ≤ 1113 , which is
tight and matches the lower bound on the sum-capacity. For the latter, we use in Theorem 2 a single decoding
message set tuple D with D1 = {1} and Di = {1, i}, i = 2, 3, 4, 5, and use the following three decoding server
groups. The first decoding server group P1 has Pi = {{1, 2}, {1, 3}, {1, 4}, {1, 5}}, i ∈ [n]. The second decoding
server group P2 has Pi = {{2, 4}, {2, 5}, {3, 4}, {3, 5}}, i ∈ [n], and the last decoding server group P3 has
Pi = {{1, 2, 3, 4, 5}}, i ∈ [n]. We set Ri(P,D), i ∈ [n], fractional server capacities CJ(P,D), J ∈ NA, and
composite index rates SK(P,D), K ⊆ [n], to zero for all other P and D, which achieves any sum-rate satisfying
R1 +R2 +R3 +R4 +R5 < 11
1
3 .
D. A Hierarchy of Server Groupings
In some distributed index coding problems, it is more advantageous to use “finer” server groupings than we
have introduced so far. As hinted before, there is a natural hierarchy of server groupings in terms of tightness of
the resulting outer bound. We need the following definition to formalize this.
Definition 3 (Grouping refinement and aggregation): For any two valid server groupings Q = {Q1, Q2, · · · , Q`}
and P = {P1, · · · , Pm}. We say that P is a refinement of Q and that Q is an aggregation of P , if for every
i ∈ [`], Qi = PG for some G ⊆ [m].
In words, every server group in Q is a union of some server groups in P . Denote the outer bound obtained
through using P and Q in Theorem 3 by RP and RQ, respectively. We will have the following relationship
between these regions.
Proposition 2: If P is a refinement of Q, then RP ⊆ RQ.
The proof is presented in Appendix F. Proposition 2 clarifies the relationship among the grouping PM outer
bounds from the individual touch grouping and aggregate touch groupings.
Definition 4 (Intersecting refinement of groupings): For two valid server groupings P and Q,
P ∧Q = {P ∩Q : P ∈ P, Q ∈ Q} (54)
is the intersecting refinement of both groupings.
Example 10: Consider the distributed index coding problem (1|2), (2|1), (3|5), (4|3), (5|4) with equal link capac-
ities CJ = 1, J ∈ NA = {{1, 3}, {1, 4}, {1, 5}, {2, 3}, {2, 4}, {2, 5}, {3, 4, 5}, {1, 3, 4, 5}, {2, 3, 4, 5}, {1, 2, 3, 4, 5}}
and CJ = 0 otherwise. The grouping PM outer bounds with the aggregate touch grouping
Pta = {T{1} ∩NA, T{2,3,4,5} ∩NA}, (55)
and the 2-fd grouping Pfd = {Q1, Q2 = NA \Q1}, where
Q1 = {{1, 3}, {1, 4}, {1, 5}, {2, 3}, {2, 4}, {2, 5}}, (56)
Q2 = {{1, 3, 4, 5}, {2, 3, 4, 5}, {1, 2, 3, 4, 5}}, (57)
yield the sum-capacity upper bound 14.5. With the intersecting refinement grouping,
Pta ∧ Pfd = {T{1} ∩Q1, T{1} ∩Q2, T{2,3,4,5} ∩Q1, T{2,3,4,5} ∩Q2}, (58)
a tighter upper bound of 14 on the sum-capacity is established, which matches the lower bound. For the lower
bound on the sum-capacity, we use in Theorem 1, D1 = {1}, D2 = {2}, D3 = {3, 4}, D4 = {4, 5}, D5 = {3, 5}
and Pi = NA, i ∈ [n], which achieves any sum-rate satisfying R1 +R2 +R3 +R4 +R5 < 14.
Based on Proposition 2, we can establish the tightest grouping PM outer bound by using the “finest” server
grouping P∗ = {{J} : J ∈ N, J 6= ∅} with m = 2n − 1, referred to as single-server grouping, which consists
of all single nonempty servers and is a refinement of every other valid server grouping. Since the single-server
grouping does not result in any simplified expression for the grouping PM outer bound compared to Theorem 3,
we present the following corollary without repeating (27)-(33).
Corollary 7: The capacity region of the distributed index coding problem (i|Ai), i ∈ [n], with link capacity
tuple C satisfies
C (C) ⊆ R∗ ⊆ R,
where R∗ and R denote the outer bounds given by the grouping PM outer bound with single-server grouping
and any arbitrary valid server grouping, respectively.
Obviously, the computational complexity of R∗ is prohibitive even for very small n as the number of variables
in Corollary 7 is 22
n−1+n + n.
Finally, based on Proposition 2 we can establish the loosest grouping PM outer bound by using the “coarsest”
server grouping P∗ = {N} with m = 1, referred to as all-server grouping, which consists of a single all-server
group and is an aggregation of every other valid server grouping. With all-server grouping, the grouping PM outer
bound in Theorem 3 simplifies as follows.
Corollary 8: The capacity region of the distributed index coding problem (i|Ai), i ∈ [n], with link capacity
tuple C satisfies
C (C) ⊆ R∗,
where R∗ consists of all rate tuples R such that
Ri ≤ g(Bi ∪ {i})− g(Bi), i ∈ [n], (59)
for some g(K),K ⊆ [n], satisfying
g(∅) = 0, (60)
g(K) ≤
∑
J :J∈TK
CJ , (61)
g(K) ≤ g(K ′), K ⊆ K ′, (62)
g(K ∩K ′) + g(K ∪K ′) ≤ g(K) + g(K ′), K,K ′ ⊆ [n]. (63)
Proof: As G ⊆ [1], G can be either ∅ or {1}. Also, f(∅,K) = 0 for any K ⊆ [n]. Therefore, it suffices to
use a single set function g(K) = f({1},K),K ⊆ [n] in the axioms and the rate constraint inequality in Corollary
8. With all-server grouping P∗ = {N},m = 1, we have ((PG ∪ PG′) \ (PG ∩ PG′)) ⊆ TK only for G = G′ or
K = ∅, and thus Axiom (28) in Theorem 3 becomes trivial. Also, there never exists two disjoint nonempty sets
K,K ′ ⊆ [n] such that P{1} = N ⊆ (N \ TK,K′). This means that the fd-separation axiom, Axiom (33), can only
give trivial inequalities. In summary, in Corollary 8, there are no constraints corresponding to Axioms (28) and
(33) in Theorem 3.
Even though the outer bound R∗ on the capacity region is the loosest bound one can get from the grouping
PM outer bound, it is already no looser than the (corrected) outer bound2 proposed in [2], which we refer to as
RfL . It is restated as follows.
Proposition 3 ([2]): The capacity region of the distributed index coding problem (i|Ai), i ∈ [n], with link
capacity tuple C satisfies
C (C) ⊆ RfL ,
where RfL consists of all rate tuples R such that for any L ⊆ [n]
Ri ≤ fL((Bi ∪ {i}) ∩ L)− fL(Bi ∩ L), i ∈ L, (64)
for some fL(K), K ⊆ L, such that
fL(∅) = 0, (65)
fL(L) ≤
∑
J :J∈TL
CJ , (66)
fL(K) ≤ fL(K ′), K ⊆ K ′ ⊆ L, (67)
fL(K ∩K ′) + fL(K ∪K ′) ≤ fL(K) + fL(K ′), K,K ′ ⊆ L. (68)
2In the original version of the outer bound in [2], the rate constraint inequality was expressed as Ri ≤ fL(Bi ∪ {i})− fL(Bi), i ∈ L,
which is not correct, as the set function fL(K) is only defined for K ⊆ L and Bi may not be a subset of L. We rectify this by taking
the intersection of L and the argument of fL(K) in (64).
Proposition 4: For a given distributed index coding problem (i|Ai), i ∈ [n], with link capacity tuple C, it holds
that R∗ ⊆ RfL .
The proof is presented in Appendix G.
The computational complexity of the grouping PM outer bound with P∗ will be the lowest and even performing
FME to compute the outer bound on the entire capacity region is possible for small to moderate n as the number
of variables is only 2n+1 + n in Corollary 8.
Example 11: We first revisit the problem (1|−), (2|4), (3|4), (4|3) with equal link capacities CJ = 1, J ∈
N, J 6= ∅ discussed in Examples 1, 6, and 7. A looser upper bound of 22 on the sum-capacity is established
by the grouping PM outer bound with P∗ in comparison to the tight bound established earlier. However, P∗ can
sometimes yield tight bounds. For example, consider the problem (1|4), (2|1, 4), (3|1, 2, 4), (4|1, 2, 3) with equal
link capacities CJ = 1, J ∈ N, J 6= ∅. The grouping PM outer bound with P∗ yields the tight upper bound of 22
on the sum-capacity, which matches the lower bound in Corollary 1 with Pi = N and Di = [n] \Ai, i ∈ [n].
E. Summary of the Outer Bounds
Different server groupings that we presented in this section are summarized in Table II.
V. NUMERICAL RESULTS
We numerically evaluated lower and upper bounds on the sum-capacity for all 218 non-isomorphic four-message
distributed index coding problems with equal link capacities, CJ = 1, J ∈ N, J 6= ∅. For brevity, each problem
in this section is represented with a problem number and the corresponding receiver side information is listed
in Appendix H as a sequence (i|j ∈ Ai), i ∈ [4]. The upper bound on the sum-capacity is computed using the
grouping PM outer bound in Theorem 3. The lower bound is computed using a fixed decoding configuration in
Theorem 1. For both upper and lower bounds, we used LP to maximize the sum-rate R1 + R2 + R3 + R4. The
lower and upper bounds matched, thus establishing the sum-capacity, for all 218 problems.
The results are summarized in Table III. On the right column, each tuple denotes a list of problem numbers,
followed by their sum-capacity in bold face. For example, (16, 30, 60, 102; 19) means that problems 16, · · · ,
102 have the same sum-capacity of 19. The left column shows a grouping technique with smallest number of
groups m that is used in Theorem 3 to yield the tight upper bound on the sum-capacity. It turns out that the
all-server grouping P∗ = {N} with m = 1 group can solve 145 out of 218 problems with minimum computational
complexity, whereas, for example, for problems 93, 135, 172, and 199, three aggregate touch groups are necessary
to yield a tight upper bound of 25 on the sum-capacity.
For composite coding, we used in Theorem 1, Pi = N , i ∈ [n], and Di = D∗i , i ∈ [n], generated according to
the following procedure:
1) Set D∗i = {i}, i ∈ [n].
2) If there exist i, j such that Aj ⊆ Ai ∪D∗i , then add D∗j to D∗i (i.e., D∗i ∪D∗j → D∗i ) and repeat until there
remains no such pair.
Table I
LIST OF SYMBOLS
Symbol Meaning
n ≥ 1 Number of messages (and receivers) in the system
[n] = {1, 2, · · · , n} Index set of messages (and receivers)
i, j, k General-purpose running indices
xi ∈ {0, 1}ti Binary message i of length ti
Ri Rate of message i
Xi Random variable corresponding to message xi
xˆi, Xˆi Decoded message or decoded message random variable i
Ai ⊆ [n] \ {i} Index of side information for receiver i
Bi = [n] \ (Ai ∪ {i}) Index of interfering messages that receiver i neither wants nor has
Di ⊆ [n] \Ai, i ∈ Di Index of messages receiver i wishes to decode
L,L′,K,K′ ⊆ [n] Subset of message indices
xK , XK Collection of messages (message random variables) indexed by K
wK(xK)
Composite message that is randomly generated from messages xK
Shorthand: wK , composite index K
SK Rate of composite index K
N = 2[n] The set of all possible message subsets
J ∈ N Server J that contains messages xJ
CJ ≥ 0 Link capacity of server J
yJ = {0, 1}rJ Output of server J of length rJ
YJ Random variable corresponding to yJ
P,Q ⊆ N Arbitrary collection of servers
yP , YP Collection of outputs (output random variables) for servers in P
TK ⊆ N
Group of servers that contain at least one message from message set indexed by
K;
J ∈ TK ⇔ J ∩K 6= ∅
m, ` Number of server groups in a grouping
[m] = {1, 2, · · · ,m}, [`] = {1, 2, · · · , `} Index set of server groups
P = {P1, P2, · · · , Pm} A valid server grouping of m server groups
PG =
⋃
i∈G Pi, G ⊆ [m] Collection of servers in the server groups identified by G
M ⊆ N A collection of composite indices (corresponding to all wK : K ∈M )
Γ∗(P ) =
⋃
J∈P {K : K ⊆ J}
The subset completion of P . For a group of servers P ⊆ N , Γ∗(P ) signifies the
set of all composite indices that the servers in P can collectively access.
Γ∗(M) =
⋃
K∈M{J ∈ N : K ⊆ J}
The superset completion of M with respect to the ground set N . For a
collection of composite indices M , Γ∗(M) signifies the set of servers P ⊆ N
that can access at least one composite index in M .
f(G,K), G ⊆ [m], K ⊆ [n], for a valid server
grouping P = {P1, P2, · · · , Pm}
A general double set function that is used for establishing outer bounds on the
capacity region of the distributed index coding problem.
g(K), K ⊆ [n] A single set function that is used for establishing a simplified outer bound on
the capacity region of the distributed index coding problem.
Table II
EXAMPLES OF THE GROUPING PM OUTER BOUND AND THEIR INDICATIVE COMPUTATIONAL COMPLEXITY.
Outer bound Entropic variables References Total # of variables
Individual touch grouping Pt = {T{1}, . . . , T{n}}
with m = n groups: f(G,K), G,K ⊆ [n]
1
r
H(YTG |XKc) Cor. 4, Exm. 6, [1] 22n + n
Aggregate touch grouping Pta = {TL1 , . . . , TLm}
with m < n groups: f(G,K), G ⊆ [m],K ⊆ [n]
1
r
H(YTLG |XKc) Cor. 5, Exm. 7 2
m+n + n
2-fd grouping Pfd = {P1, P2 = N \ P1} with m = 2
groups: f(G,K), G ⊆ [2],K ⊆ [n]
1
r
H(YPG |XKc) Cor. 6, Exm. 8, 9 22+n + n
Intersecting refined grouping
P ∧Q = {P ∩Q : P ∈ P, Q ∈ Q} with m` groups,
where m = |P|, ` = |Q|:
f(G,K), G ⊆ [m`],K ⊆ [n]
1
r
H(Y(P∩Q)G |XKc)
Defs. 3, 4, Prop 2,
Exm. 10
2m`+n + n
Single-server grouping P∗ = {{J} : J ∈ N, J 6= ∅}
with m = 2n − 1: f(G,K), G ⊆ [2n − 1],K ⊆ [n]
1
r
H(YPG |XKc) Cor. 7 22
n−1+n + n
All-server grouping P∗ = {N} with m = 1 server
group: g(K),K ⊆ [n]
1
r
H(YN |XKc) Cor. 8, Prop 4, Exm. 11 2n+1 + n
Table III
SUM-CAPACITY FOR ALL 218 NON-ISOMORPHIC 4-MESSAGE DISTRIBUTED INDEX CODING PROBLEMS. LINK CAPACITIES ARE
CJ = 1, J ∈ N, J 6= ∅.
Grouping technique (Problem numbers; sum-capacity)
All-server grouping P∗ = {N}
(1, 2, 3, 5, 6, 7, 8, 10, 11, 12, 13, 15, 17, 19, 20, 22, 25, 26, 33, 35, 38, 39, 40,
41, 49, 63, 65, 67, 69, 70, 100; 15), (47; 18.6667), (43, 78, 83, 85, 130, 132;
20), (42, 44, 45, 71, 72, 73, 74, 75, 76, 77, 79, 80, 82, 84, 103, 104, 105, 106,
107, 108, 109, 110, 111, 113, 116, 117, 118, 120, 122, 123, 124, 125, 126, 127,
128, 131, 133, 142, 143, 144, 145, 147, 151, 152, 153, 154, 158, 159, 161, 162,
163, 164, 165, 166, 167, 168, 169, 174, 177, 182, 183, 184, 185, 186, 187, 201;
22), (114, 121, 129, 146, 150, 155, 156, 157, 160, 170, 171, 175, 178, 180, 181,
188, 189, 190, 191, 192, 194, 195, 196, 197, 198, 202, 204, 206, 208, 210, 216;
24), (207; 26), (193, 205, 209, 211, 213, 214, 215, 217; 28), (218; 32)
2-fd grouping Pfd = {P1, N \ P1} (16, 30, 60, 102; 19), (46; 23.3333), (81, 112, 115, 119, 148; 23.5)
Aggregate touch grouping Pta = {TL1 , TL2}
(4, 9, 18, 21, 23, 24, 34, 36, 48, 55, 64, 66, 68, 86, 95, 99, 138; 19), (14, 27,
28, 29, 31, 32, 37, 50, 51, 52, 53, 54, 56, 57, 58, 59, 61, 62, 87, 88, 89, 90, 91,
92, 94, 96, 97, 98, 101, 134, 136, 137, 139, 140, 141, 173; 21), (149, 176, 179,
200, 203, 212; 26)
Aggregate touch grouping Pta = {TL1 , TL2 , TL3} (93, 135, 172, 199; 25)
APPENDIX A
PROOF OF THEOREM 1
Analysis of error for the first-step decoding is as follows. We partition the error event according to the collection
M ⊆ Γ∗(Pi) \ 2Ai for erroneous composite indices. That is, wˆK 6= wK iff K ∈M . Therefore,
Pe = P{yJ = yJ(wˆK ,K ∈ 2J) for all J ∈ Pi for some (wˆK ,K ∈ Γ∗(Pi)) 6= (wK ,K ∈ Γ∗(Pi))} (69)
=
∑
M⊆Γ∗(Pi)\2Ai
∑
(wˆK ,K∈Γ∗(Pi)):
wˆK 6=wK ,K∈M
wˆK=wK ,K /∈M
P

⋂
J∈Pi
J∈Γ∗(M)
{
yJ = yJ(wˆK ,K ∈ 2J)
} (70)
<
∑
M⊆Γ∗(Pi)\2Ai
2
∑
K∈M sK−
∑
J∈Γ∗(M)∩Pi rJ (71)
<
∑
M⊆Γ∗(Pi)\2Ai
2
∑
K∈M (rSK+1)−
∑
J∈Γ∗(M)∩Pi (rCJ−1), (72)
=
∑
M⊆Γ∗(Pi)\2Ai
2r(
∑
K∈M SK−
∑
J∈Γ∗(M)∩Pi CJ)+(|M |+|Γ∗(M)∩Pi|), (73)
where (71) holds since for each composite index collection M , the number of erroneous tuples is
∏
K∈M (2
sK −
1) < 2
∑
K∈M sK , and for each erroneous composite index tuple with wˆK 6= wK , iff K ∈ M , the probability that
it is mapped to the same codeword yJ as the correct composite index tuple for all J ∈ Γ∗(M) ∩ Pi is
2−
∑
J∈Γ∗(M)∩Pi rJ .
Note that only servers in Γ∗(M) can generate composite index (indices) in the collection M and the intersection
with Pi is necessary due to receiver i choice of server group Pi.
Therefore, the error probability Pe tends to zero as r →∞, provided that∑
K∈M
SK <
∑
J∈Γ∗(M)∩Pi
CJ , ∀M ⊆ Γ∗(Pi) \ 2Ai , i ∈ [n]. (74)
Analysis of error for the second-step decoding is as follows. We partition the error event according to message
index subsets L ⊆ ∆i. That is, xˆj 6= xj iff j ∈ L. Therefore,
Pe = P{wK(xˆK) = wˆK for all K ∈ Γ∗(Pi), K ⊆ ∆i ∪Ai for some xˆj 6= xj , j ∈ ∆i} (75)
=
∑
L⊆∆i
∑
xˆ∆i :
xˆj 6=xj ,j∈L
xˆj=xj ,j /∈L
P

⋂
K⊆∆i∪Ai,
K∈Γ∗(Pi),
K∩L6=∅
{wK(xˆK) = wˆK}

(76)
≤
∑
L⊆∆i
2
∑
j∈L tj−
∑
K∈K sK (77)
<
∑
L⊆∆i
2
∑
j∈L(rRj+1)−
∑
K∈K rSK , (78)
=
∑
L⊆∆i
2r(
∑
j∈LRj−
∑
K∈K SK)+|L|,
where K = {K : K ⊆ ∆i ∪ Ai,K ∈ Γ∗(Pi),K ∩ L 6= ∅} and (77) holds since for each message index subset
L, the number of erroneous messages is
∏
j∈L(2
tj − 1) < 2
∑
j∈L tj and for each erroneous message tuple with
xˆj 6= xj , iff j ∈ L, the probability that it is mapped to the same composite index wK as the correct message
tuple for all K ∈ K is 2−
∑
K∈K sK .
Therefore, the error probability Pe tends to zero as r →∞, provided that∑
j∈L
Rj <
∑
K⊆∆i∪Ai,
K∈Γ∗(Pi),
K∩L6=∅
SK , ∀L ⊆ ∆i, i ∈ [n]. (79)
Note that only composite indices that are both in Γ∗(Pi) and 2∆i∪Ai are useful for receiver i decoding of x∆i .
APPENDIX B
PROOF OF PROPOSITION 1
We first prove the following lemma.
Lemma 1: If P ′ ⊆ P , then
Γ∗(P ′) \ Γ∗(P \ P ′) = Γ∗(P ) \ Γ∗(P \ P ′). (80)
Proof: As P ′ ⊆ P , we have that Γ∗(P ′) ⊆ Γ∗(P ), and therefore, Γ∗(P ′) \Γ∗(P \P ′) ⊆ Γ∗(P ) \Γ∗(P \P ′).
Now consider an arbitrary J ∈ Γ∗(P ) \ Γ∗(P \ P ′). As J ∈ Γ∗(P ), there must exist some J1 ∈ P such that
J ⊆ J1. Since J 6∈ Γ∗(P \ P ′), we know that J1 6∈ P \ P ′. Hence, J1 ∈ P ′ and thus J ∈ Γ∗(P ′). Therefore, we
have J ∈ Γ∗(P ′) \ Γ∗(P \ P ′) and thus Γ∗(P ) \ Γ∗(P \ P ′) ⊆ Γ∗(P ′) \ Γ∗(P \ P ′).
In summary, we have Γ∗(P ′) \ Γ∗(P \ P ′) = Γ∗(P ) \ Γ∗(P \ P ′).
Now we prove Proposition 1 as follows.
For easier reference, we repeat (6) here for a given (Pi, i ∈ [n])∑
K∈M
SK <
∑
J∈Γ∗(M)∩Pi
CJ , ∀M ⊆ Γ∗(Pi) \ 2Ai , i ∈ [n]. (81)
According to Lemma 1, for any Q ⊆ Pi we have
Γ∗(Q) \ Γ∗(Pi \Q) \ 2Ai = Γ∗(Pi) \ Γ∗(Pi \Q) \ 2Ai .
Therefore, for the same Pi as chosen above, (7) can be written as∑
K∈Γ∗(Pi)\Γ∗(Pi\Q)\2Ai
SK <
∑
J∈Q
CJ , ∀Q ⊆ Pi, i ∈ [n]. (82)
We prove that for any given inequality from the system of inequalities (81) there exists an inequality in the
system of inequalities (82) that is no looser and vice versa.
First, for any M ⊆ Γ∗(Pi) \ 2Ai in (81) we construct Q = Γ∗(M) ∩ Pi. Therefore, the RHS of (81) and (82)
become identical. Our claim is that M ⊆ Γ∗(Pi)\Γ∗(Pi\Q)\2Ai or that if K ∈M then K ∈ Γ∗(Pi)\Γ∗(Pi\Q)\
2Ai . Note that we have M ⊆ Γ∗(Pi)\2Ai , therefore, if K ∈M it is automatic that K ∈ Γ∗(Pi)\2Ai . So it remains
to show that K /∈ Γ∗(Pi \Q), which can be proven by showing a contradiction in assuming K ∈ Γ∗(Pi \Q). In
summary, for any given M ⊆ Γ∗(Pi) \ 2Ai and the corresponding inequality from (81), one can prove that there
exists an inequality in (82) that is no looser.
To prove the other direction, for any Q ⊆ Pi we construct M = Γ∗(Pi) \Γ∗(Pi \Q) \ 2Ai . Therefore, the LHS
of (81) and (82) become identical. Our claim is that if J ∈ Γ∗(M) ∩ Pi then J ∈ Q or that Γ∗(M) ∩ Pi ⊆ Q.
Before proving our claim, we show that with the choice of M = Γ∗(Pi) \ Γ∗(Pi \Q) \ 2Ai , we have
M = Γ∗(M) ∩ Γ∗(Pi). (83)
The direction M ⊆ Γ∗(M) ∩ Γ∗(Pi) is easy, as M ⊆ Γ∗(M) and M ⊆ Γ∗(Pi) by construction. To show
Γ∗(M) ∩ Γ∗(Pi) ⊆ M , for all J ∈ Γ∗(M) ∩ Γ∗(Pi), we have J ∈ Γ∗(M) and J ∈ Γ∗(Pi). One can show a
contradiction in assuming J ∈ Γ∗(Pi \Q) or J ∈ 2Ai . Therefore, J ∈ Γ∗(Pi), J /∈ Γ∗(Pi \Q) and J /∈ 2Ai , hence
J ∈M , which completes the proof of (83).
Now we go back to proving the claim Γ∗(M) ∩ Pi ⊆ Q or equivalently, proving Pi \Q ⊆ Pi \ (Γ∗(M) ∩ Pi).
For all J ∈ Pi \Q, we have J ∈ Pi, which means J ∈ Γ∗(Pi). Also, J ∈ Pi \Q means J ∈ Γ∗(Pi \Q). Since
M was constructed as M = Γ∗(Pi) \ Γ∗(Pi \ Q) \ 2Ai , then J ∈ Γ∗(Pi \ Q) means that J /∈ M . However,
from J /∈ M , J ∈ Γ∗(Pi) and (83), we conclude that J /∈ Γ∗(M), which means J /∈ Γ∗(M) ∩ Pi. Therefore,
J ∈ Pi \ (Γ∗(M) ∩ Pi), which completes the proof of our claim. In summary, for any given Q ⊆ Pi and the
corresponding inequality from (82), we proved that there exists an inequality in (81) that is no looser.
In conclusion, we have proved that the system of inequalities (81) and (82) are identical for a given (Pi, i ∈ [n]).
APPENDIX C
REMAINDER OF PROOF OF THEOREM 3
First we present a lemma based on the encoding condition in (25) and the touch structure.
Lemma 2: For any set K ⊆ [n], H(TK |XKc) = 0.
Proof: For any set K ⊆ [n], we have
H(TK |XKc) = H(Y{J :J∈N,J∩K=∅} |XKc) = H(Y{J :J⊆Kc} |XKc) ≤
∑
J⊆Kc
H(YJ |XKc) = 0, (84)
where the last equality follows from the encoding condition in (25).
Now we prove that f(G,K) = 1rH(PG|XKc) satisfies Axioms (28)-(33) of Theorem 3.
1) For Axiom (28), we note that if ((PG ∪ PG′) \ (PG ∩ PG′)) ⊆ TK , according to Lemma 2, we have
H((PG \ PG′)|XKc) ≤ H(((PG ∪ PG′) \ (PG ∩ PG′))|XKc) ≤ H(TK |XKc) = 0, (85)
H((PG′ \ PG)|XKc) ≤ H(((PG ∪ PG′) \ (PG ∩ PG′))|XKc) ≤ H(TK |XKc) = 0. (86)
Therefore,
f(G,K) =
1
r
H(PG |XKc) (87)
=
1
r
H(PG, PG′ \ PG |XKc) (88)
=
1
r
H(PG′ , PG \ PG′ |XKc) (89)
=
1
r
H(PG′ |XKc) = f(G′,K), (90)
where the second equality follows from (85) and the fourth equality follows from (86).
2) For Axiom (29), it is obvious that ∀G ⊆ [m], ∀K ⊆ [n],
f(∅,K) = 1
r
H(P∅ |XKc) =
1
r
H(∅|XKc) = 0, (91)
f(G, ∅) = 1
r
H(PG |X∅c) =
1
r
H(PG |X[n]) = 0, (92)
where the last equality of (92) is due to the encoding condition in (25).
3) For Axiom (30), according to Lemma 2 and the fact that conditioning cannot increase entropy, we have
f(G,K) =
1
r
H(PG |XKc) = 1
r
H(PG ∪ TK |XKc) (93)
=
1
r
H(TK , PG \ TK |XKc) =
1
r
H(PG \ TK |XKc) (94)
≤ 1
r
H(PG \ TK) ≤
1
r
∑
J :J∈PG,J∈TK
rJ ≤
∑
J :J∈PG,J∈TK
CJ . (95)
4) For Axiom (31), we note that if G ⊆ G′ ⊆ [m], K ⊆ K ′ ⊆ [n], then K ′c ⊆ Kc. Therefore, we have
f(G,K) =
1
r
H(PG |XKc) ≤ 1
r
H(PG |XK′c) ≤ 1
r
H(PG′ |XK′c) = f(G′,K ′). (96)
5) For Axiom (32), let us define G1 = G \G′, G2 = G′ \G and G0 = G∩G′, so that G∪G′ = G0∪G1∪G2
is the union of three disjoint sets and G = G0 ∪G1 and G′ = G0 ∪G2. Similarly, define K0 = Kc ∩K ′c,
K1 = K
c \K ′c and K2 = K ′c \Kc so that Kc∪K ′c = K0∪K1∪K2, Kc = K0∪K1 and K ′c = K0∪K2.
Set
f1 = f(G ∪G′,K ∩K ′) + f(G ∩G′,K ∪K ′) + 1
r
H1,
where H1 = H(XK0∪K1∪K2) +H(XK0), and set
f2 = f(G,K) + f(G
′,K ′) +
1
r
H2,
where H2 = H(XK0∪K1) + H(XK0∪K2). Due to the message independence in (24) and sets K0,K1,K2
being disjoint, we have H1 = H2.
We can verify that for any server grouping P = {P1, P2, · · · , Pm}, G ⊆ [m], we have
PG∪G′ =
⋃
i∈G0∪G1∪G2
Pi = PG ∪ PG′ , (97)
PG∩G′ =
⋃
i∈G0
Pi ⊆ PG ∩ PG′ , (98)
where (98) is due to the possible overlapping between two different server groups, e.g., even for two disjoint
sets G1, G2 ⊆ [m], PG1 ∩ PG2 may not be ∅. If P1, · · · , Pm happen to be disjoint server groups, we will
have PG∩G′ = PG ∩ PG′ .
Therefore, we can write
rf1 = H(PG∪G′ |XK0∪K1∪K2) +H(PG∩G′ |XK0) +H1 (99)
= H(PG∪G′ ,XK0∪K1∪K2) +H(PG∩G′ ,XK0) (100)
≤ H(PG ∪ PG′ ,XK0∪K1∪K2) +H(PG ∩ PG′ ,XK0) (101)
≤ H(PG,XK0∪K1) +H(PG′ ,XK0∪K2) (102)
= H(PG |XK0∪K1) +H(PG′ |XK0∪K2) +H2 = rf2. (103)
where the first inequality is due to (97) and (98) and the second inequality is due to the submodularity of
the entropy function. Finally, we have
f(G ∪G′,K ∩K ′) + f(G ∩G′,K ∪K ′) = f1 − 1
r
H1 ≤ f2 − 1
r
H2 = f(G,K) + f(G
′,K ′). (104)
6) For Axiom (33), set L = [n]\ (K∪K ′). For PG ⊆ (N \TK,K′), according to Proposition 5 (to be presented
in Appendix D), we have
0 = I(XK ;XK′ |PG,XL) (105)
= H(XK |PG,XL) +H(XK′ |PG,XL)−H(XK ,XK′ |PG,XL) (106)
= H(PG,XK∪L)−H(PG,XL) +H(PG,XK′∪L)−H(PG,XL)−H(PG,X[n]) +H(PG,XL) (107)
= H(PG,XK∪L) +H(PG,XK′∪L)−H(PG,XL)−H(X[n]) (108)
= H(PG |XK∪L) +H(PG |XK′∪L)−H(PG |XL) (109)
= f(G,K ′) + f(G,K)− f(G,K ∪K ′), (110)
where (108) follows from (107) due to the encoding condition in (25) and (109) follows from (108) due to
the message independence in (24).
APPENDIX D
FUNCTIONAL DEPENDENCE GRAPH AND fd-SEPARATION FOR DISTRIBUTED INDEX CODING
We review the functional dependence graph (FDG), which was first introduced in [21] and then further developed
in [22]. We first re-state the general definition of FDG and then specialize it to the distributed index coding FDG
based on the distributed index coding problem setup.
Given a directed graph G = (V, E) with vertex set V and directed edge set E , we use tail(e) and head(e) to
denote the tail and the head of the directed edge e,∀e ∈ E , respectively. We say that vertices V1, Vk ∈ V are
connected if there exist vertices in V , V1, . . . , Vk, and edges in E , e1, . . . , ek−1, such that for ∀i ∈ [k], tail(ei) = Vi,
head(ei) = Vi+1 and/or head(ei) = Vi, tail(ei) = Vi+1. We call such vertex sequence V1, . . . , Vk a path between
V1 and Vk. Correspondingly, we say that V1 and Vk are disconnected if intermediate vertices and edges do not
exist (i.e., there is no path between V1 and Vk). Note that we ignore the direction of the edges when determining
whether two vertices are connected or not.
Definition 5 (Functional dependence graph): Let V = {V1, V2, . . . } be a set of random variables. A directed
graph G = (V, E) is called a functional dependence graph (FDG) for V if and only if
H(Vi |Vj : (Vj , Vi) ∈ E) = 0, ∀Vi ∈ V. (111)
Definition 6 (Distributed index coding FDG): For a given distributed index coding problem, its distributed index
coding FDG is a directed graph G = (V, E) defined as follows.
• The set of vertices V is equal to
X[n] ∪YN ∪ Xˆ[n].
• For any V, V ′ ∈ V , (V, V ′) is a directed edge in E if it satisfies one of the following conditions:
1) V = Xi, V ′ = YJ , J ∈ N, i ∈ J , i.e., (V, V ′) denotes message availability at server J ;
2) V = Xi, V ′ = Xˆj , j ∈ [n], i ∈ Aj , i.e., (V, V ′) denotes side information availability at receiver j;
3) V = YJ , V ′ = Xˆi, J ∈ N, i ∈ [n], i.e., (V, V ′) denotes a broadcast link from server J to receiver i;
4) V = Xˆi, V ′ = Xi, i ∈ [n], i.e., (V, V ′) comes from the zero-error decoding condition.
It can be verified that for G(V, E) defined as above we have
H(Vi |Vj : (Vj , Vi) ∈ E) = 0, ∀Vi ∈ V. (112)
Therefore, the distributed index coding FDG defined in Definition 6 is indeed an FDG satisfying Definition 5.
Example 12: For the distributed index coding FDG for the 4-message problem: (1|−), (2|4), (3|2), (4|3), see
Fig. 1. Note for example that the decoding conditions H(Xˆj |YN ,XAj ) = 0 are captured in the distributed index
coding FDG due to the existence of edges as defined in items 2 and 3 above.
X1 X2 X3 X4
Y{1} . . . Y{1,2} . . . Y{1,2,3} . . . Y[n]
Xˆ1 Xˆ2 Xˆ3 Xˆ4
Figure 1. The distributed index coding FDG for the four-message problem: (1|−), (2|4), (3|2), (4|3), with all 24 − 1 = 15 servers. For
simplicity, only four output variables, Y{{1},{1,2},{1,2,3},{1,2,3,4}}, and their corresponding links are shown.
Now we review the fd-separation criterion, also from [21], [22], which leads to the conditional message
independence utilized in Axiom (33) of Theorem 3 in Section IV. Similar to the distributed index coding FDG,
the fd-separation presented here has also been specialized to the distributed index coding scenario.
Definition 7 (Ancestral graph): Consider the distributed index coding FDG G = (V, E) of a given distributed
index coding problem. For any subset A ⊆ X[n] ∪YN , let An(A) be the set of all vertices in X[n] ∪YN such
that for every vertex V ∈ An(A), there is a directed path from V to some vertex V ′ in A in the subgraph G¯ =
G\{e ∈ E : ∃i ∈ [n], tail(e) = Xi}. The ancestral graph with respect to A, denoted by GAn(A), is a vertex-induced
subgraph of G consisting of vertices (A ∪An(A)) and edges e ∈ E such that head(e), tail(e) ∈ (A ∪An(A)).
Definition 8 (fd-separation): Let G = (V, E) be the distributed index coding FDG of a given distributed index
coding problem, and let U ,W,Z be three nonempty disjoint subsets of V . Set U fd-separates sets W and Z if
the vertices in W and the vertices in Z are disconnected in what remains of GAn(Z,W,U) after removing all edges
outgoing from vertices in U .
Example 13: An example of fd-separation is shown by Fig. 2.
X1 X2 X3 X4
Y{1,2} Y{1,3} Y{1,4}
X1 X2 X3 X4
Y{1,2} Y{1,3} Y{1,4}
Figure 2. An example of ancestral graph and fd-separation, where U = {X{1},Y{{1,2},{1,3},{1,4}}},W = {X{2}},Z = {X{3,4}}, and
U fd-separates W and Z .
It can be verified that once the subset of vertices U fd-separates Z and W in the distributed index coding FDG
for any distributed index coding problem, then it also fd-separates Z and W in the corresponding network FDG
[22, Definition 11]. Therefore, according to Lemma 4 in [22], we conclude that the random variables denoted by
Z and W are conditionally independent given the random variables denoted by U , i.e.,
I(Z;W|U) = 0, if U fd-separates Z and W in a distributed index coding FDG. (113)
Now we can state the following proposition.
Proposition 5: For any distributed index coding problem and two disjoint nonempty subsets K,K ′ ⊂ [n], set
L = [n] \ (K ∪K ′). Then, we have
I(XK ;XK′ |XL,YP ) = 0, (114)
for any subset of servers P ⊆ (N \ TK,K′).
Proof: Set U = XL∪YP , Z = XK ,W = XK′ . Since P ⊆ N \TK,K′ = (TK,K′∪TK′,K∪TK,K′), according
to Definition 1, we know that in the ancestral graph GAn(U ,Z,W), for any Xi ∈ Z, Xj ∈ W , vertices Xi and Xj
are either disconnected, or connected with at least one vertex from XL ⊆ U in the path between them.
After removing all edges outgoing from vertices in U , any connected vertices Xi ∈ Z and Xj ∈ W become
disconnected, which means that the vertices in Z and the vertices in W are now totally disconnected. Hence, we
can conclude that the vertex set U fd-separates Z and W in the distributed index coding FDG. Therefore, from
(113), we conclude that I(XK ;XK′ |XL,YP ) = I(Z;W|U) = 0.
APPENDIX E
PROOF OF COROLLARY 4
The goal is to show that with individual touch grouping Pt = {T{1}, T{2}, . . . , T{n}}, Theorem 3 simplifies to
Corollary 4, which is to show that the Axioms (28)-(33) of Theorem 3 simplify to the axioms of Corollary 4,
repeated below.
f(G,K) = f(K,K), K ⊆ G, (115)
f(∅,K) = f(G, ∅) = 0, (116)
f(G,K) ≤
∑
J :J∈TG,K
CJ , (117)
f(G,K) ≤ f(G′,K ′), K ⊆ K ′, G ⊆ G′, (118)
f(G ∪G′,K ∩K ′) + f(G ∩G′,K ∪K ′) ≤ f(G,K) + f(G′,K ′), G,G′ ⊆ [m],K,K ′ ⊆ [n]. (119)
It is obvious that Axioms (29), (31), (32) in Theorem 3 and Axioms (116), (118), (119) in Corollary 4 do not
depend on the underlying server grouping, and thus remain unchanged.
Since PG = TG, Axiom (30) and (117) are the same.
The reason that there is no axiom for Corollary 4 corresponding to the fd-separation axiom, Axiom (33) in
Theorem 3 was explained in Remark 8.
So it remains to prove that Axiom (28) in Theorem 3 simplifies to Axiom (115) above. Again for easier
reference, we repeat Axiom (28), with Pt = {T{1}, T{2}, . . . , T{n}}, as follows.
f(G,K) = f(G′,K), if ((TG ∪ TG′) \ (TG ∩ TG′)) ⊆ TK ,
For any K,G,G′ ⊆ [n], G 6= G′, we are going to show that K ⊆ (G ∩ G′) is the sufficient and necessary
condition for (TG ∪ TG′) \ (TG ∩ TG′) ⊆ TK . For brevity, set T = (TG ∪ TG′) \ (TG ∩ TG′).
First, to show the sufficiency, we assume that K ⊆ (G ∩ G′). Consider any J ∈ T , we know that J touches
either G or G′, but not both. As K ⊆ (G∩G′), we know that J ∩K = ∅, which means that J ∈ TK . Therefore,
we have T ⊆ TK , which proves the sufficient condition.
Second, to show the necessity, we assume that T ⊆ TK . Since G 6= G′, without loss of generality, assume
there exists some j1 ∈ G \G′. Now we show that K ⊆ (G ∩G′) by contradiction.
Assume that K \G′ 6= ∅, then there exists some j2 ∈ K \G′. Note that j1, j2 may be the same index. Now set
J = {j1} ∪ {j2}. Then we have
J ∩G 6= ∅, J ∩G′ = ∅, J ∩K 6= ∅. (120)
Hence, we have J ∈ T (since J ∈ (TG ∪ TG′), J /∈ (TG ∩ TG′)), and also J /∈ TK . This contradicts with the
assumption that T ⊆ TK . And therefore, we must have K \G′ = ∅, i.e., K ⊆ G′.
Now assume that K \G 6= ∅, then there exists some j3 ∈ K \G. Since j3 ∈ K \G and K ⊆ G′, we have
{j3} ∩G = ∅, {j3} ∩G′ 6= ∅, {j3} ∩K 6= ∅. (121)
Hence, we have {j3} ∈ T (since {j3} ∈ (TG ∪ TG′), {j3} /∈ (TG ∩ TG′)), and also {j3} /∈ TK . This contradicts
with the assumption that T ⊆ TK . And therefore, we must have K \G = ∅, i.e., K ⊆ G.
Now we have both K ⊆ G′ and K ⊆ G, which means that K ⊆ (G ∩ G′) and this proves the necessary
condition. Therefore, we established that axioms (28) and (115) are the same under individual touch grouping.
This completes the proof.
APPENDIX F
PROOF OF PROPOSITION 2
For a given distributed index coding problem, consider two valid server groupings Q = {Q1, · · · , Q`} and
P = {P1, · · · , Pm} such that P is a refinement of Q. For any E ⊆ [`], let QE =
⋃
i∈E Qi, and for any G ⊆ [m],
let PG =
⋃
i∈G Pi. Denote the outer bound on the capacity region given by the grouping PM outer bound with
Q and P as RQ and RP , respectively.
According to Definition 3, for any i ∈ [`], there exists some set G ⊆ [m] such that PG = Qi. Define the
mapping function G that maps any set E ⊆ [`] to a corresponding set G(E) ⊆ [m] as follows.
G(E) =
⋃
i∈E
⋃
G⊆[m]:
PG=Qi
G. (122)
Then for any E ⊆ [`], we have
PG(E) =
⋃
i∈E
⋃
G⊆[m]:
PG=Qi
PG =
⋃
i∈E
Qi = QE . (123)
It can also be verified that the mapping function G has following properties.
G(∅) = ∅. (124)
G(E) ⊆ G(E′), ∀E ⊆ E′ ⊆ [`]. (125)
G(E ∪ E′) = G(E) ∪G(E′), ∀E,E′ ⊆ [`]. (126)
G(E ∩ E′) ⊆ G(E) ∩G(E′), ∀E,E′ ⊆ [`]. (127)
Now assume that some rate tuple R is in RP . Then there exists f(G,K), G ⊆ [m],K ⊆ [n] such that R and
f(G,K) satisfy Axioms (28)-(33), as well as (27), with server grouping P . Construct fQ(E,K) = f(G(E),K),
E ⊆ [`],K ⊆ [n]. We now show that the rate tuple R is also in RQ by showing that R and fQ(E,K) satisfy
Axioms (28)-(33), as well as (27) with server grouping Q.
For Axiom (28), consider any E,E′ ⊆ [`],K ⊆ [n] such that (QE ∪QE′) \ (QE ∩QE′) ⊆ TK , we have
(PG(E) ∪ PG(E′)) \ (PG(E) ∩ PG(E′)) = (QE ∪QE′) \ (QE ∩QE′) ⊆ TK , (128)
where the first equality is due to (123). As f(G,K) satisfies Axiom (28) with server grouping P , we have
f(G(E),K) = f(G(E′),K). Therefore, by the construction of fQ(E,K), we have fQ(E,K) = f(G(E),K) =
f(G(E′),K) = fQ(E′,K).
For Axiom (29), it is clear that for any E ⊆ [`],K ⊆ [n], due to (124) as well as f(G,K) satisfying Axiom
(29), we have fQ(∅,K) = f(G(∅),K) = f(∅,K) = 0 and fQ(E, ∅) = f(G(E), ∅) = 0.
For Axiom (30), for any E ⊆ [`],K ⊆ [n], due to (123) as well as f(G,K) satisfying Axiom (30), we have
fQ(E,K) = f(G(E),K) ≤
∑
J :J∈PG(E),J∈TK
CJ =
∑
J :J∈QE ,J∈TK
CJ . (129)
For Axiom (31), for any E ⊆ E′ ⊆ [`],K ⊆ K ′ ⊆ [n], we have
fQ(E,K) = f(G(E),K) ≤ f(G(E′),K ′) = fQ(E′,K ′), (130)
where the inequality is due to (125) and f(G,K) satisfying Axiom (31).
For Axiom (32), for any E,E′ ⊆ [`],K,K ′ ⊆ [n], we have
fQ(E ∪ E′,K ∩K ′) + fQ(E ∩ E′,K ∪K ′) = f(G(E ∪ E′),K ∩K ′) + f(G(E ∩ E′),K ∪K ′) (131)
≤ f(G(E) ∪G(E′),K ∩K ′) + f(G(E) ∩G(E′),K ∪K ′) (132)
≤ f(G(E),K) + f(G(E′),K ′) (133)
= fQ(E,K) + fQ(E
′,K ′), (134)
where the first inequality is due to (126) and (127) and f(G,K) satisfying Axiom (31). The second inequality is
due to f(G,K) satisfying Axiom (32).
For Axiom (33), for any E ⊆ [`],K,K ′ ⊆ [n] such that QE ⊆ (N \ TK,K′), according to (123), we have
PG(E) = QE ⊆ (N \ TK,K′). As f(G,K) satisfies Axiom (33) with server grouping P , we have
fQ(E,K) + fQ(E,K
′) = f(G(E),K) + f(G(E),K ′) = f(G(E),K ∪K ′) = fQ(E,K ∪K ′). (135)
Finally, for any K ⊆ [n], again according to (123), we have
(P[m] ∪ PG([`])) \ (P[m] ∩ PG([`])) = (P[m] ∪Q[`]) \ (P[m] ∩Q[`]) = (N ∪N) \ (N ∩N) = ∅ ⊆ TK . (136)
Therefore, for ∀Ri ∈ R, i ∈ [n], as f(G,K) satisfies Axiom (28), we have
fQ([`], Bi ∪ {i})− fQ([`], Bi) = f(G([`]), Bi ∪ {i})− f(G([`]), Bi) (137)
= f([m], Bi ∪ {i})− f([m], Bi) ≥ Ri, (138)
which finishes the proof that fQ(E,K) and R jointly satisfy (27).
Now we have shown that for any R in rate region RP , it must be also in RQ. Therefore, RP ⊆ RQ.
APPENDIX G
PROOF OF PROPOSITION 4
We show that R∗ ⊆ RfL as follows.
Consider any rate tuple R ∈ R∗. Then, there exists some set function g(K),K ⊆ [n] such that g(K) satisfies
Axioms (60)-(63) and R and g(K) jointly satisfy (59). Construct fL(S), S ⊆ L ⊆ [n] as fL(S) = g(S).
It can be verified with relative ease that fL(S) satisfies all the axioms for proposition 3 (Axioms (65)-(68)).
So it remains to show that R and fL(S) jointly satisfy (64) as follows.
For any L ⊆ [n] and i ∈ L, we have
Ri ≤ g(Bi ∪ {i})− g(Bi) (139)
≤ g((Bi ∪ {i}) ∩ L)− g(Bi ∩ L) (140)
= fL((Bi ∪ {i}) ∩ L)− fL(Bi ∩ L). (141)
where the first inequality is due to (59), and the second inequality is due to the fact that Bi ∪ ((Bi ∪ {i})∩L) =
Bi ∪ {i}, Bi ∩ ((Bi ∪ {i}) ∩ L) = Bi ∩ L and that g(K) satisfies the submodularity axiom, Axiom (63).
Therefore, we can conclude that R ∈ RfL and R∗ ⊆ RfL .
APPENDIX H
LIST OF ALL NON-ISOMORPHIC INDEX CODING PROBLEMS WITH n = 4 MESSAGES
See Table IV on the last page.
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Table IV
LIST OF ALL 218 NON-ISOMORPHIC INDEX CODING PROBLEMS WITH n = 4 MESSAGES
Problem No. Side Information Sequence Problem No. Side Information Sequence Problem No. Side Information Sequence
1 (1|−), (2|−), (3|−), (4|−) 74 (1|4), (2|4), (3|2), (4|1, 2) 147 (1|4), (2|3), (3|1, 4), (4|1, 2, 3)
2 (1|2), (2|−), (3|−), (4|−) 75 (1|4), (2|4), (3|2, 4), (4|3) 148 (1|4), (2|3), (3|1, 2), (4|1, 2, 3)
3 (1|2, 3), (2|−), (3|−), (4|−) 76 (1|4), (2|4), (3|2, 4), (4|2) 149 (1|4), (2|3, 4), (3|2, 4), (4|2, 3)
4 (1|−), (2|−), (3|4), (4|3) 77 (1|4), (2|4), (3|2, 4), (4|1) 150 (1|4), (2|3, 4), (3|2, 4), (4|1, 3)
5 (1|−), (2|−), (3|4), (4|2) 78 (1|4), (2|4), (3|1, 2), (4|3) 151 (1|4), (2|3, 4), (3|1), (4|1, 2, 3)
6 (1|−), (2|−), (3|2), (4|2) 79 (1|4), (2|4), (3|1, 2), (4|2) 152 (1|4), (2|3, 4), (3|1, 4), (4|2, 3)
7 (1|−), (2|−), (3|2), (4|1) 80 (1|4), (2|3), (3|2), (4|2, 3) 153 (1|4), (2|3, 4), (3|1, 4), (4|1, 3)
8 (1|2, 3, 4), (2|−), (3|−), (4|−) 81 (1|4), (2|3), (3|2), (4|1, 3) 154 (1|4), (2|3, 4), (3|1, 4), (4|1, 2)
9 (1|−), (2|−), (3|4), (4|2, 3) 82 (1|4), (2|3), (3|2, 4), (4|2) 155 (1|4), (2|3, 4), (3|1, 2), (4|2, 3)
10 (1|−), (2|−), (3|4), (4|1, 2) 83 (1|4), (2|3), (3|1), (4|2, 3) 156 (1|4), (2|3, 4), (3|1, 2), (4|1, 3)
11 (1|−), (2|−), (3|2), (4|2, 3) 84 (1|4), (2|3), (3|1), (4|1, 2) 157 (1|4), (2|3, 4), (3|1, 2), (4|1, 2)
12 (1|−), (2|−), (3|2), (4|1, 3) 85 (1|4), (2|3, 4), (3|1), (4|3) 158 (1|4), (2|3, 4), (3|1, 2, 4), (4|3)
13 (1|−), (2|−), (3|2), (4|1, 2) 86 (1|2, 3, 4), (2|1, 3, 4), (3|−), (4|−) 159 (1|4), (2|3, 4), (3|1, 2, 4), (4|2)
14 (1|−), (2|4), (3|4), (4|3) 87 (1|−), (2|4), (3|2, 4), (4|1, 2, 3) 160 (1|4), (2|3, 4), (3|1, 2, 4), (4|1)
15 (1|−), (2|4), (3|4), (4|1) 88 (1|−), (2|4), (3|1, 4), (4|1, 2, 3) 161 (1|4), (2|1), (3|1, 2), (4|1, 2, 3)
16 (1|−), (2|4), (3|2), (4|3) 89 (1|−), (2|4), (3|1, 2), (4|1, 2, 3) 162 (1|4), (2|1), (3|1, 2, 4), (4|2, 3)
17 (1|−), (2|4), (3|2), (4|1) 90 (1|−), (2|4), (3|1, 2, 4), (4|2, 3) 163 (1|4), (2|1), (3|1, 2, 4), (4|1, 2)
18 (1|−), (2|4), (3|1), (4|2) 91 (1|−), (2|4), (3|1, 2, 4), (4|1, 3) 164 (1|4), (2|1, 4), (3|1, 4), (4|2, 3)
19 (1|−), (2|4), (3|1), (4|1) 92 (1|−), (2|4), (3|1, 2, 4), (4|1, 2) 165 (1|4), (2|1, 4), (3|1, 4), (4|1, 3)
20 (1|−), (2|1), (3|1), (4|1) 93 (1|−), (2|3, 4), (3|2, 4), (4|2, 3) 166 (1|4), (2|1, 4), (3|1, 2), (4|2, 3)
21 (1|2, 3, 4), (2|1), (3|−), (4|−) 94 (1|−), (2|3, 4), (3|2, 4), (4|1, 3) 167 (1|4), (2|1, 4), (3|1, 2), (4|1, 3)
22 (1|−), (2|−), (3|2), (4|1, 2, 3) 95 (1|−), (2|3, 4), (3|1), (4|1, 2, 3) 168 (1|4), (2|1, 4), (3|1, 2), (4|1, 2)
23 (1|−), (2|−), (3|2, 4), (4|2, 3) 96 (1|−), (2|3, 4), (3|1, 4), (4|1, 3) 169 (1|4), (2|1, 4), (3|1, 2, 4), (4|1)
24 (1|−), (2|−), (3|2, 4), (4|1, 3) 97 (1|−), (2|3, 4), (3|1, 4), (4|1, 2) 170 (1|4), (2|1, 3), (3|1, 2), (4|2, 3)
25 (1|−), (2|−), (3|2, 4), (4|1, 2) 98 (1|−), (2|3, 4), (3|1, 2), (4|1, 2) 171 (1|4), (2|1, 3), (3|1, 2), (4|1, 3)
26 (1|−), (2|−), (3|1, 2), (4|1, 2) 99 (1|−), (2|1), (3|1, 4), (4|1, 2, 3) 172 (1|2, 3, 4), (2|1, 3, 4), (3|1, 2), (4|−)
27 (1|−), (2|4), (3|4), (4|2, 3) 100 (1|−), (2|1), (3|1, 2), (4|1, 2, 3) 173 (1|−), (2|1, 4), (3|1, 2, 4), (4|1, 2, 3)
28 (1|−), (2|4), (3|4), (4|1, 3) 101 (1|−), (2|1, 4), (3|1, 4), (4|1, 3) 174 (1|4), (2|4), (3|1, 2, 4), (4|1, 2, 3)
29 (1|−), (2|4), (3|2), (4|2, 3) 102 (1|−), (2|1, 4), (3|1, 2), (4|1, 3) 175 (1|4), (2|3), (3|1, 2, 4), (4|1, 2, 3)
30 (1|−), (2|4), (3|2), (4|1, 3) 103 (1|4), (2|4), (3|4), (4|1, 2, 3) 176 (1|4), (2|3, 4), (3|2, 4), (4|1, 2, 3)
31 (1|−), (2|4), (3|2), (4|1, 2) 104 (1|4), (2|4), (3|2), (4|1, 2, 3) 177 (1|4), (2|3, 4), (3|1, 4), (4|1, 2, 3)
32 (1|−), (2|4), (3|2, 4), (4|2) 105 (1|4), (2|4), (3|2, 4), (4|2, 3) 178 (1|4), (2|3, 4), (3|1, 2), (4|1, 2, 3)
33 (1|−), (2|4), (3|2, 4), (4|1) 106 (1|4), (2|4), (3|2, 4), (4|1, 3) 179 (1|4), (2|3, 4), (3|1, 2, 4), (4|2, 3)
34 (1|−), (2|4), (3|1), (4|2, 3) 107 (1|4), (2|4), (3|2, 4), (4|1, 2) 180 (1|4), (2|3, 4), (3|1, 2, 4), (4|1, 3)
35 (1|−), (2|4), (3|1), (4|1, 3) 108 (1|4), (2|4), (3|1, 2), (4|2, 3) 181 (1|4), (2|3, 4), (3|1, 2, 4), (4|1, 2)
36 (1|−), (2|4), (3|1), (4|1, 2) 109 (1|4), (2|4), (3|1, 2), (4|1, 2) 182 (1|4), (2|1), (3|1, 2, 4), (4|1, 2, 3)
37 (1|−), (2|4), (3|1, 4), (4|2) 110 (1|4), (2|4), (3|1, 2, 4), (4|3) 183 (1|4), (2|1, 4), (3|1, 4), (4|1, 2, 3)
38 (1|−), (2|4), (3|1, 4), (4|1) 111 (1|4), (2|4), (3|1, 2, 4), (4|2) 184 (1|4), (2|1, 4), (3|1, 2), (4|1, 2, 3)
39 (1|−), (2|4), (3|1, 2), (4|1) 112 (1|4), (2|3), (3|2), (4|1, 2, 3) 185 (1|4), (2|1, 4), (3|1, 2, 4), (4|2, 3)
40 (1|−), (2|3, 4), (3|1), (4|1) 113 (1|4), (2|3), (3|2, 4), (4|2, 3) 186 (1|4), (2|1, 4), (3|1, 2, 4), (4|1, 3)
41 (1|−), (2|1), (3|1), (4|1, 3) 114 (1|4), (2|3), (3|2, 4), (4|1, 3) 187 (1|4), (2|1, 4), (3|1, 2, 4), (4|1, 2)
42 (1|4), (2|4), (3|4), (4|3) 115 (1|4), (2|3), (3|2, 4), (4|1, 2) 188 (1|4), (2|1, 3), (3|1, 2), (4|1, 2, 3)
43 (1|4), (2|4), (3|2), (4|3) 116 (1|4), (2|3), (3|1), (4|1, 2, 3) 189 (1|4), (2|1, 3), (3|1, 2, 4), (4|2, 3)
44 (1|4), (2|4), (3|2), (4|2) 117 (1|4), (2|3), (3|1, 4), (4|2, 3) 190 (1|4), (2|1, 3), (3|1, 2, 4), (4|1, 3)
45 (1|4), (2|4), (3|2), (4|1) 118 (1|4), (2|3), (3|1, 4), (4|1, 2) 191 (1|4), (2|1, 3), (3|1, 2, 4), (4|1, 2)
46 (1|4), (2|3), (3|2), (4|1) 119 (1|4), (2|3), (3|1, 2), (4|1, 2) 192 (1|4), (2|1, 3, 4), (3|1, 2, 4), (4|1)
47 (1|4), (2|3), (3|1), (4|2) 120 (1|4), (2|3, 4), (3|2, 4), (4|3) 193 (1|3, 4), (2|3, 4), (3|2, 4), (4|2, 3)
48 (1|2, 3, 4), (2|1, 3), (3|−), (4|−) 121 (1|4), (2|3, 4), (3|2, 4), (4|1) 194 (1|3, 4), (2|3, 4), (3|2, 4), (4|1, 3)
49 (1|−), (2|−), (3|1, 2), (4|1, 2, 3) 122 (1|4), (2|3, 4), (3|1), (4|2, 3) 195 (1|3, 4), (2|3, 4), (3|2, 4), (4|1, 2)
50 (1|−), (2|4), (3|4), (4|1, 2, 3) 123 (1|4), (2|3, 4), (3|1), (4|1, 3) 196 (1|3, 4), (2|3, 4), (3|1, 2), (4|1, 2)
51 (1|−), (2|4), (3|2), (4|1, 2, 3) 124 (1|4), (2|3, 4), (3|1), (4|1, 2) 197 (1|3, 4), (2|1, 4), (3|2, 4), (4|2, 3)
52 (1|−), (2|4), (3|2, 4), (4|2, 3) 125 (1|4), (2|3, 4), (3|1, 4), (4|3) 198 (1|3, 4), (2|1, 4), (3|1, 2), (4|2, 3)
53 (1|−), (2|4), (3|2, 4), (4|1, 3) 126 (1|4), (2|3, 4), (3|1, 4), (4|2) 199 (1|2, 3, 4), (2|1, 3, 4), (3|1, 2, 4), (4|−)
54 (1|−), (2|4), (3|2, 4), (4|1, 2) 127 (1|4), (2|3, 4), (3|1, 4), (4|1) 200 (1|4), (2|3, 4), (3|1, 2, 4), (4|1, 2, 3)
55 (1|−), (2|4), (3|1), (4|1, 2, 3) 128 (1|4), (2|3, 4), (3|1, 2), (4|3) 201 (1|4), (2|1, 4), (3|1, 2, 4), (4|1, 2, 3)
56 (1|−), (2|4), (3|1, 4), (4|2, 3) 129 (1|4), (2|3, 4), (3|1, 2), (4|1) 202 (1|4), (2|1, 3), (3|1, 2, 4), (4|1, 2, 3)
57 (1|−), (2|4), (3|1, 4), (4|1, 3) 130 (1|4), (2|1), (3|1, 2), (4|2, 3) 203 (1|4), (2|1, 3, 4), (3|1, 2, 4), (4|2, 3)
58 (1|−), (2|4), (3|1, 4), (4|1, 2) 131 (1|4), (2|1), (3|1, 2), (4|1, 2) 204 (1|4), (2|1, 3, 4), (3|1, 2, 4), (4|1, 3)
59 (1|−), (2|4), (3|1, 2), (4|2, 3) 132 (1|4), (2|1), (3|1, 2, 4), (4|2) 205 (1|3, 4), (2|3, 4), (3|2, 4), (4|1, 2, 3)
60 (1|−), (2|4), (3|1, 2), (4|1, 3) 133 (1|4), (2|1, 4), (3|1, 4), (4|1) 206 (1|3, 4), (2|3, 4), (3|1, 2), (4|1, 2, 3)
61 (1|−), (2|4), (3|1, 2), (4|1, 2) 134 (1|2, 3, 4), (2|1, 3, 4), (3|1), (4|−) 207 (1|3, 4), (2|1, 4), (3|2, 4), (4|1, 2, 3)
62 (1|−), (2|4), (3|1, 2, 4), (4|2) 135 (1|−), (2|3, 4), (3|2, 4), (4|1, 2, 3) 208 (1|3, 4), (2|1, 4), (3|1, 2), (4|1, 2, 3)
63 (1|−), (2|4), (3|1, 2, 4), (4|1) 136 (1|−), (2|3, 4), (3|1, 4), (4|1, 2, 3) 209 (1|3, 4), (2|1, 4), (3|1, 2, 4), (4|1, 3)
64 (1|−), (2|3, 4), (3|2, 4), (4|1) 137 (1|−), (2|3, 4), (3|1, 2), (4|1, 2, 3) 210 (1|3, 4), (2|1, 4), (3|1, 2, 4), (4|1, 2)
65 (1|−), (2|3, 4), (3|1), (4|1, 3) 138 (1|−), (2|1), (3|1, 2, 4), (4|1, 2, 3) 211 (1|3, 4), (2|1, 3, 4), (3|1, 4), (4|1, 3)
66 (1|−), (2|3, 4), (3|1), (4|1, 2) 139 (1|−), (2|1, 4), (3|1, 4), (4|1, 2, 3) 212 (1|2, 3, 4), (2|1, 3, 4), (3|1, 2, 4), (4|1)
67 (1|−), (2|1), (3|1), (4|1, 2, 3) 140 (1|−), (2|1, 4), (3|1, 2), (4|1, 2, 3) 213 (1|3, 4), (2|3, 4), (3|1, 2, 4), (4|1, 2, 3)
68 (1|−), (2|1), (3|1, 4), (4|1, 3) 141 (1|−), (2|1, 4), (3|1, 2, 4), (4|1, 2) 214 (1|3, 4), (2|1, 4), (3|1, 2, 4), (4|1, 2, 3)
69 (1|−), (2|1), (3|1, 4), (4|1, 2) 142 (1|4), (2|4), (3|2, 4), (4|1, 2, 3) 215 (1|3, 4), (2|1, 3, 4), (3|1, 4), (4|1, 2, 3)
70 (1|−), (2|1), (3|1, 2), (4|1, 2) 143 (1|4), (2|4), (3|1, 2), (4|1, 2, 3) 216 (1|3, 4), (2|1, 3, 4), (3|1, 2), (4|1, 2, 3)
71 (1|4), (2|4), (3|4), (4|2, 3) 144 (1|4), (2|4), (3|1, 2, 4), (4|2, 3) 217 (1|2, 3, 4), (2|1, 3, 4), (3|1, 2, 4), (4|1, 2)
72 (1|4), (2|4), (3|2), (4|2, 3) 145 (1|4), (2|4), (3|1, 2, 4), (4|1, 2) 218 (1|2, 3, 4), (2|1, 3, 4), (3|1, 2, 4), (4|1, 2, 3)
73 (1|4), (2|4), (3|2), (4|1, 3) 146 (1|4), (2|3), (3|2, 4), (4|1, 2, 3)
