Abstract. We shall give a certain nonvanishing result for the symmetric square L-function of an elliptic cuspidal Hecke eigenform w.r.t. the full modular group inside the critical strip.
Introduction
Let f be a normalized cuspidal Hecke eigenform of integral weight k on the full modular group SL 2 (Z) and denote by D In the present note, using a different approach we will prove that given any s with k − 1 < Re(s) < k, Re(s) = k − 1 2 , then for all k large enough there exists a Hecke eigenform f of weight k such that D * f (s) = 0. For the proof we use a "kernel function" for D * f (s) as given by Zagier in [8] and then proceed in a similar way as in [5] , where a corresponding result for Hecke L-functions was proved.
Notation
For s ∈ C we usually write s = σ + it with σ, t ∈ R.
Statement of result
Let k be an even integer ≥ 12 and let S k be the space of cusp forms of weight k w.r.t. the full modular group Γ 1 = SL 2 (Z), equipped with the usual Petersson scalar product , . For f (z) = n≥1 a(n)e 2πinz (z ∈ H = upper half plane) a normalized Hecke eigenform in S k (recall that normalized means a(1) = 1), we denote by
the symmetric square L-function of f , where the product is taken over all rational primes p and α p , β p are defined by
By [7] , [8] , D f (s) has a holomorphic continuation to C, and the function
satisfies the functional equation 
does not vanish at any point 
Proof
The proof proceeds along similar lines as in [5] . We consider the cusp forms dual w.r.t. the Petersson scalar product to the values D *
where f is any normalized Hecke eigenform in S k . These have been constructed by Zagier [8] and will be denoted Φ s as in [8] in what follows. To state the relevant properties of Φ s , we need to introduce several notations.
Let ∆ be a discriminant, i.e. ∆ ∈ Z and ∆ ≡ 0, 1 (mod 4). Put
where if ∆ = 0 we have written ∆ = Df 2 with f ∈ N and D the discriminant of
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Furthermore, for t an integer with ∆ < t 2 and s ∈ C with 1 2 < σ < k we define
where the second integral converges absolutely for 1 − k < σ < k if ∆ = 0 [8, Proposition 4] . We are now in a position to state Zagier's theorem.
Then the following assertions hold:
i) The series converges absolutely and uniformly for 2 − k < σ < k − 1.
ii) The function 
where
.
From the theorem, taking m = 1 we deduce
In view of the functional equation (1), it is sufficient to prove the theorem in the range k − 
Clearly the right-hand side of (4) does not depend on k and is never zero for ≤ δ ≤ 1 2 . Therefore in absolute value it is bounded from below by a positive absolute constant depending only on .
We will show that the left-hand side of (4) goes to zero uniformly for < δ < 1 2 as k → ∞, thereby arriving at a contradiction. We first look at the terms I k (t 2 − 4, t;
If t = 0, we obtain from (2)
where B(z, w) is the Beta function and in the last line we have used [1,
Next suppose that t = 0, ±2. We will then use the fact that I k (t 2 − 4, t; s) can be expressed in terms of standard Legendre functions P 
. Also for |z − 1| < 2 the identity
holds, where F (a, b, c; z) (|z| < 1) denotes the Gauss hypergeometric series [1, 8.1.2] . Therefore for t = ±1 we easily find that
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where the constants implied in t0 depend only on t 0 .
Finally, for t = ±2 we have by [8, Proposition 4] 2 I k (0, 2;
t0,
We now look at the quantities L(
on the left-hand side of (4). For |t| = 2, we have by definition
which is a continuous function in the range ≤ δ ≤ 1 2 , provided t 0 = 0. If t 0 = 0, the same applies to the function
is the second factor on the right-hand side of (8) .
On the other hand, if |t| = 2, then for all δ ≥ 0 and all > 0 one has
In fact, if t 2 − 4 is a fundamental discriminant, this follows from [2, Chapter 12, Example 22 (b)], and the general case then easily follows from the definitions.
Denote the left-hand side of (4) by L k,δ,t0 . Then from (5)-(9) (fixing any small > 0 in (9)) and the separate discussion in the case |t| = 2, t 0 = 0 above we deduce that
Elementary considerations show that the sum over t ≥ 3 converges and is bounded by an absolute constant independent of k.
Note that by Legendre's duplication formula for the Γ-function, the first term on the right-hand side of (10) can also be written in the form This proves the theorem.
