Abstract
Introduction
Meta-heuristic algorithms have been successfully applied to unimodal, multimodal, continuous, and discontinuous functions. One major advantage of meta-heuristic approaches over the classical and derivative-based numerical methods is that they do not require differentiable objective functions or any condition being placed on the objective function [1] . During the last few decades, several meta-heuristic algorithms have been suggested such as simulated annealing, hill climbing, the tabu search, genetic programming, the genetic algorithm, the paddy field algorithm, ant colony optimization, particle swarm optimization (PSO), the bee colony algorithm, river formation dynamics, intelligent water drops, the gravitational search algorithm, the electromagnetism algorithm, bacterial foraging optimization, and the harmony search (HS) [2, 3] . On the other hand, meta-heuristic algorithms have been successfully applied to many real-world applications such as scheduling, vehicle routing, engineering design, the maximum clique problem, the p-median problem, image processing, 2D regular and irregular strip packing, pickup and delivery problems, and structure optimization [4] [5] [6] [7] [8] [9] . In recent years, the optimization problems have become very complex and finding a global solution has become more challenging, especially for multimodal, hybrid, and combinatorial problems. Therefore, more effective meta-heuristic approaches are always needed.
Related Work
In the literature, most of the meta-heuristic algorithms have been derived from life: from physics or nature. For example, evolution algorithms, swarm-based algorithms, and ecology algorithms are three families inspired by bio behavior, which include genetic programming, the genetic algorithm, the paddy field algorithm, ant colony optimization, PSO, and the bee colony algorithm [10] . Algorithms derived from physics are those such as simulated annealing and the electromagnetism algorithm [11] . However, we will discuss here two relatively new and popular algorithms and their variants; namely, PSO and the HS.
PSO is inspired by the social behaviors of animals and insects such as bird flocking, insect swarming, fish schooling, etc. The first version was proposed by Kenned and Eberhart in 1995 [12] . The standard PSO (SPSO) is a modified version of PSO and was suggested by Shi and Eberhart [13] . In SPSO, the solution vector (the position vector) x i and the velocity vector v i are updated in the iteration t as follows: where w, c 1 , and c 2 are constants, r 1 and r 2 are uniform random numbers in the range [0,1], g is the global best position that is discovered by the whole swarm, and p i is the best position of the i th particle. Clerc and Kennedy modified the velocity equation by multiplying the previous velocity by a constriction factor  as follows [14] :
, and k is in the range [0, 1] . Two main problems faced the early versions of PSO; namely, slow convergence and stagnation of the population. Thus, several variants have been suggested in the last few years to solve these problems. PSO variants can be divided into three main categories. The first uses adaptive strategies for selecting appropriate parameters [15] [16] [17] [18] [19] . The second involves improving the topological structure of the population, or organizing and clustering the population [20, 21] . The third category involves detecting the stagnation and jumping out from the local optima, such as with regrouping particle swarm optimization (RegPSO) [22, 23] . However, these methods do not introduce a suitable connection between the parameters and the fitness function; moreover, avoiding the local optima and parameter selection are not flexible enough. MaxIter is the maximum number of iterations, bw min and bw max are the minimum and maximum bandwidths, PAR min and PAR max are the minimum and maximum PARs. Another development was introduced by Omran and Mahdavi, where a global best pitch was used to enhance the i th component in the pitch adjustment step instead of the random bandwidth [27] . Wang and Huang updated the pitch adjustment by removing bw and using the maximum and the minimum values of the harmony memory [28] . Most of the other HS variants attempt to find a dynamic solution for parameter selection [29] [30] [31] [32] [33] [34] [35] [36] . However, the same situation arises as for PSO, as there is no conscious connection between the selection of the parameters and the progress in the fitness function.
Wild Dog Packs
Wild dog packs (also referred to as Lycaon pictus) are the most efficient hunters from among all of the canines. The percentage of successful hunts is nearly 80, while the success rate of lions is only 30%. Their high hunting success rate is due to their especially cooperative and social behavior. Every morning the adult wild dogs will group together and go hunting. During the hunts, they use high-pitched squeaks to indicate directions, and chase the prey for 3 to 5 km, tirelessly until exhausting it. The territory of a wild dog pack is about 900 square miles. Each pack consists of alpha dogs and between 10 to 30 dogs from several generations. Alpha dogs are the dominant male and female; one of them is usually more dominant. The dominant alpha is in charge of making decisions such as the pack territory, the den location, the hunting time, and directions. The other pack members usually follow the alpha dogs and avoid conflict. Unlike other canine species, there is a strict ranking system, the rank being determined by posturing, and they do not act aggressively-they do not even fight over food. Instead of fighting, the hunter dogs will bring a share of meat to the sick and injured dogs. In some cases, a non-alpha dog will temporarily lead the dogs to the prey. If one of the alpha dogs dies, then the oldest member will gain the alpha status over the others. Alpha dogs use smell to make decisions and to lead the pack. They can smell several locations or directions, and then they select a suitable one [36] [37] . By using smell, the alpha dogs can interpret the surrounding environment. The part of the dog's brain that is devoted to analyzing smell is about 40 times larger than the equivalent part in humans, and they can identify any smell one million times better than humans can. Actually, no sniffing device can compete with the precision of the dog's nose. Another wonderful character that can be noted in the wild dog pack is their communication method. They can communicate by using body language, sound, and scent. They use low-pitched and high-pitched sounds, deep barks, growls, and a bell-like "hoo" sound to call the other members of the pack [38] . In this study, we will exploit three strategies that can be described as follows:
1-The alpha decision: each time the dominant alpha dog will smell several locations, evaluate them, adopt the best one, and adjust the direction. 2-The pack decision: the other dogs follow the dominant alpha dog. In some cases, a nonalpha dog well temporarily lead the dogs, or has the alpha status over the others. 3-Hoo call: any dog can call the other members with a bell-like "hoo" sound.
Wild Dog Pack Optimization
Inspired by the three strategies listed at end of the previous section, WDPO consists of three main steps. The first is the alpha decision, which will be used for exploiting good locations (related to intensification), the second is the pack decision, which will be used to explore the search area (related to diversification), and the third is the "hoo" call, which can be used to escape from the local optima when there is no improvement. Three self-adaptive parameters are used that play an important role in controlling the alpha's movement. These parameters can be considered as the smell strength, such that, if the smell becomes stronger, then the search area and the alpha dog's movement becomes smaller, and the target closer. Although in this study only three parameters are used to control the movement, it can be generalized to any number. In the alpha decision step, we will allow the alpha dog to have about 50% of the pack decisions, which means that the number for the function evaluation accomplished by the alpha dog is nearly equal to the number for the function evaluation accomplished by the rest of the pack. For example, if the pack size is 25 dogs, then the number for the function evaluation in each iteration is 27 for the alpha dog (it must be dividable by the number of categories) and 23 for the rest of the pack (pack size minus the two alpha dogs). The following procedure summarizes the main WDPO steps. 87 1.1. The alpha dog senses the potential n locations (directions) remotely (by its nose), which are categorized into three categories; each category can be controlled by one parameter. 1.2. The alpha dog evaluates all the locations, and memorizes the enhancement that is gained from each category (parameter). 1.3. If a new location is better than the current location, the alpha dog will update the current location. 1.4. After a few iterations, the alpha dog compares the accumulated enhancements that are gained from each category (parameter), and finds the winner parameter. 1.5. The winner parameter will not be changed, while the other two parameters will be updated to become closer to the winner parameter, such that the first parameter becomes less than the winner, and the second becomes more than the winner parameter. 2. The pack decision:
2.1. The location of the rest of the dogs in the pack will be updated according to the location of the alpha dog with a random increment to reflect each dog's opinion. 2.2. If the location of a dog in the pack is better than the alpha dog's location, then it will have the alpha status over the others. 3. Hoo call:
3.1. If there is no enhancement after a few iterations, re-randomize the locations of the dogs in the pack, add a perturbation to the last best alpha location, and call the pack by implementing step 2 until a new, better location is found.
Procedure 1 describes the WDPO algorithm where the following notations are used in this procedure and the rest of this paper:
m: denotes the maximum number of iterations n: denotes the size of the dog pack q: denotes the number of iterations needed to update the parameters v: denotes the number of iterations needed after stagnation to the hoo call procedure ub: is the upper bound lb: is the lower bound. x best : is the best location that is discovered by the pack b: is used to control the distance from x best c: is used to control the diversity from alpha loc: an array that contains the locations that are generated by the alpha dog: an array that contains the locations of the wild dogs  : is the alpha dog gain: an array that contains the accumulated enhancement of each category CheckBounds: a function that is used to correct the locations if it is out of bounds and p 3 will be used to improve the alpha's capability of exploiting the good locations. This can be done by letting the three parameters compete with each other, which will lead to finding a suitable step size dynamically, as described in Procedure 2. Table 2 show that using the alpha decision (parameter competition) is much better than using fixed parameters where the minimum point can be discovered very rapidly. For example, the minimum value in the sphere and the Griewank functions can be found in less than 300 iterations with acceptable accuracy. The pack decision is used to explore the surrounding area of the alpha dog; therefore, the locations of the dogs can be described as follows: The random value is used to reflect the diversity of the dogs' opinions, while the random vector is used to reflect the diversity of the landscape. The parameter c is initialized to 1, but if the hoo procedure is called then the value of c becomes 2, which will increase the probability of escaping from a local optima. Procedures 5 and 6 describe the pack decision.
Procedure 5: Dog_Locations dog(i,:)=dog(i,:)+ c* rand* (alpha-dog(i,:))+c* (rand(1,d).*(alpha-dog(i,:))); dog(i,:)=CheckBounds(dog(i,:), lb, ub);

Procedure 6: Evaluate _Dogs NewVal=Evaluate(dog(i,:)); if NewVal<Min alpha=dog(i,:); Min=NewVal; end
Figure 1. Flowchart of the Wild Dog Pack Procedure
During the implementation, if there is no improvement after v iterations, then this means that the dogs fall in an optima and stagnation is detected; thus, the hoo procedure will be called. We will consider the source of the sound x best as the best location that was discovered by the pack; therefore, the locations of the dogs are reinitialized randomly to be closer to the source of the sound x best as follows:
The best location among the new locations is considered as a new alpha dog (most of the time, the new location of the alpha is worse than the x best location, but this action is necessary to disturb the previous local optima); however, the alpha decision procedure will not be called 
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Benchmark Problem
Although the "No Free Lunch" theorem states that the searching algorithms will be, on average, the same, fortunately, most of the real applications have some important characteristics that can be exploited during the development of the search algorithms, such as, a small change in the value of the variables will not lead to a huge change in the target functions, and the global optima tends to be close to the local optima. Therefore, in this study, a set of widely used test functions is selected, which has several features such as regularity, multimodality, continuity, reparability, and difficulty. Eight different functions are listed below that can be extended to arbitrary dimensions d with a known global minimum [39, 40] and the test area is restricted to ub = 100 and lb = −100. 
Experimental Results
All the results in this section are obtained by averaging 30 runs. The suggested algorithm is compared with five meta-heuristic algorithms; namely, the HS [24] , global-best harmony search (GHS) [27] , self-adaptive harmony search (SAHS) [28] , SPSO [13] , and RegPSO [22] . Table 3 shows the used parameters for each of the tested algorithms. In contrast to other methods, the new method is not parametrically sensitive, and the average results will be nearly the same for any value of q between 10 and 25, and for any value of v between 30 and 80, while a small change in w, c 1 , c 2 , HCMR, PAR, bw,  , or  will lead to different results. The performance of the sensitive algorithms cannot be predictable when a new application is considered. Table 4 shows the importance of using the three strategies of WDPO together. For example, when the new algorithm is applied to Ackley D = 30, the accuracy after 10 5 function evaluations will be 2.9310  10 −14 , while the accuracy will be reduced to 6.7351, 2.9603  10 −8 or 2.9603  10 −6 when the hoo, pack, or alpha procedures are not used, respectively. 
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In Tables 5-8 , the benchmark functions are tested by using two different dimensions of 30 and 100, and by using two different numbers for the function evaluations of 5  10 4 and 5  10 5 . Several themes can be seen in the tables. First, the new algorithm significantly outperforms all the tested meta-heuristic algorithms for all benchmark functions except for the Rastrigin function, where RegPSO shows a better performance. Second, the new algorithm can be used for unimodal and multimodal scenarios due to its ability to jump out from the local minima when stagnation is detected by using the hoo procedure. Third, an accuracy of 10 −3 can be satisfied by using the new algorithm for most of the benchmark functions of dimension 30 with less than 5  10 5 function evaluations. However, this accuracy can be obtained for all functions up to the dimension of 100 with less than 8  10 5 function evaluations. Fourth, the HS algorithm and its variants are better than PSO and its variants for the Rosenbrock, Ackley, Griewank, Schwefel, and step functions, while PSO and its variants are better than the HS algorithm and its variants for the sphere, rotated-h-e, and Rastrigin functions. Figure 2 and Figure 3 show the convergence curve of the Rosenbrock and Griewank functions when using the new algorithm where no stagnation is detected; therefore, the hoo procedure was not called. While Figure 4 and Figure 5 show the enhancement of the convergence curve when using the hoo procedure when the stagnation is detected in the Ackley and Step functions. 
Conclusion
To trade off between exploring and exploiting, three main procedures are used. The first is to exploit any potential position by using the alpha dog decision, which will reach an extreme point very rapidly. This strategy leaves enough time to try another potential route by using the second procedure (the hoo procedure). The third procedure calls up the pack decision, which can be used to exploit and explore the neighboring landscape. The results indicate that the new algorithm outperforms other state-of-the-art algorithms. An important direction for future work would be to extend this WDPO algorithm to discrete cases and combinatorial problems. Moreover, the suggested algorithm could be hybridized with other meta-heuristic algorithms and operations.
