In distributed constraint optimization, agents executing BnB-ADOPT + react eagerly to cost changes: they send non-redundant COST messages to their parents as soon as they receive new messages. We have observed that a lazier reaction (not sending COST messages until a condition is met) substantially decrements the number of messages sent and causes only a small variation in ENCCCs. This approach combines nicely with soft arc consistency maintenance during search. We provide experimental evidence of the benefits of this approach on several benchmarks.
Introduction and background
BnB-ADOPT + [3, 6] is a solving algorithm for Distributed Constraint Optimization Problems (DCOPs) that optimizes a global utility function composed of joint utilities of subsets of agents. Each agent executes a copy of the algorithm, which communicates with the other agents using three kinds of messages: VALUE, COST and TERMINATE. In this letter we consider the reduction in communication requirements of BnB-ADOPT + (reducing the number of messages) made possible by not sending out every COST message. This lazy strategy as some change has been produced) sends out only those COST messages that satisfy some extra conditions (in contrast to the eager strategy of the original BnB-ADOPT + that sends out a COST message as soon. Interestingly, this lazy approach combines nicely with soft arc consistency maintenance [2] , producing an algorithm that uses fewer messages than any of these approaches taken separately. Regarding ENCCCs [1] , experimentally we observe a slight variation that does not harm performance.
DCOP A DCOP is defined by X , D, F , A, α , where X = {x 1 , . . . , x n } is a set of variables; D = {D 1 , . . . , D n } is a set of finite domains, where D i is the domain of variable x i ; F is a set of binary cost functions, where each cost function f ij : D i × D j → N ∪ {0, ∞} specifies the cost of each combination of values of variables x i and x j ; A = {a 1 , . . . , a p } is a set of agents and α : X → A maps each variable to one agent. We assume that each agent controls only one variable. The cost of an assignment of a subset of variables is the evaluation of all cost functions on that assignment. Agents communicate through messages, which are never lost and delivered in the order that they were sent between every pair of agents. In the constraint graph of a DCOP instance, nodes correspond to variables and edges connecting pairs of variables correspond to cost functions on these variables. A depth-first search (DFS) pseudo-tree arrangement of that graph differentiates edges in two classes: tree edges such that they form a rooted tree of the constraint graph and pseudoedges formed by the remaining edges. This arrangement should satisfy that every pair of constrained variables appears in the same branch of the rooted tree. Edges connect nodes as parent-child relation, while pseudoedges connect nodes as pseudoparent-pseudochild relation.
BnB-ADOPT The BnB-ADOPT algorithm [6] , inspired by the ADOPT algorithm [4] , computes an optimal solution of a DCOP instance. Both work on a pseudotree of the constraint graph, but they differ in the search strategy: ADOPT uses best-first search, while BnB-ADOPT implements a depth-first branch-and-bound search strategy. As a consequence, agents change their value assignments differently. The use of thresholds is also different (in ADOPT a threshold is a lower bound but in BnB-ADOPT a threshold is an upper bound). BnB-ADOPT messages are VALUE(i, j, val, th), for a i to inform child or pseudochild a j that it has taken value val with threshold th, COST(k, j, context, lb, ub) for a k to inform parent a j that with context its bound are lb and ub, and TERMINATE(i, j ), for a i to inform child a j that a i terminates. A BnB-ADOPT agent executes the following loop: it reads and processes all incoming messages, and assigns a value. Then, it sends the following messages: a VALUE message per child or pseudochild, and a COST message to its parent. The agent located at the pseudotree root selects values in sequence. It changes value when either (i) the lower and upper bounds of the currently assigned value are equal (meaning that this is the exact minimum cost for that value; in its original form BnB-ADOPT is a minimization algorithm) or (ii) the lower bound of that value is higher than the lowest exact cost already found for a value previously explored. The same strategies are used for agents in non-root nodes, where assignments of agents higher in the pseudotree have to be taken into account when computing costs (they also generate thresholds for children agents). When an agent changes value, this causes to reinitialize all descendent agents that are constrained with it (for details, see [6] ). BnB-ADOPT + [3] is a new version that removes most of the redundant messages. Each agent keeps the last VALUE sent to each child/pseudochild and the last COST message sent to its parent. When this agent has to send a new VALUE/COST message, it sends that message when it is different from the last VALUE/COST message sent for that destination (unless the last COST received from that child contains the boolean field T hReq = true, see [3] for details).
Lazy BnB-ADOPT
The basic idea behind the lazy version of BnB-ADOPT + is that, instead of reacting eagerly to each received message and sending non-redundant VALUE and COST messages, some COST messages can be avoided as long as the one with the highest lower bound contribution is sent, for any agent and context. Intuitively, we want to avoid sending those COST messages that contain a smaller lower bound as they are likely not to contribute enough to effectively prune a value at higher levels of the pseudotree. We implement this idea by adding extra conditions for COST messages to be sent. First of all, we prove that such conditions do not compromise the correctness, termination and optimality of the modified algorithm. In the following, we discuss different conditions for sending COST messages. We prove our results first on the original BnB-ADOPT, and then we prove that they also hold for BnB-ADOPT + . Here we assume some familiarity with BnB-ADOPT + . We adopt the notation of [6] (a is a generic agent, d a is its current value, X a is its current context, formed by the current values of constrained agents located higher than a in the pseudotree, T H a is its threshold, LB a (d) and UB a (d) are its lower and upper bounds for value d, and LB a and UB a are the minimum lower and upper bounds of its values).
Basic Approach
We consider the limit condition for agent a to send COST messages: LB a ≥ min{T H a , UB a }. 1 We start with the following Lemma, which is needed to prove our main result: a modified BnB-ADOPT that sends COST messages only when LB a ≥ min{T H a , UB a } remains complete and terminates with the minimum cost. 2
Lemma 1 If the context X a of agent a executing BnB-ADOPT does not change, after trying all its values, agent a will eventually satisfy that for each value
Proof If the context X a does not change, agent a tries all its values. According to the BnB-ADOPT pseudocode [6] , for each value d, agent a performs search until LB a (d) ≥ min{T H a , UB a }. This is a consequence of how BnB-ADOPT works (see the pseudocode in [6] , specially from line 23 in the Backtrack procedure): a value d a is pursued by agent a until its lower bound reaches min{T H a , UB a }; then a changes value, selecting a new current value d a .
Proposition 1 BnB-ADOPT remains complete and terminates with the minimum solution cost when only COST messages with
Proof By Lemma 1, if the context X a does not change, an agent a executing BnB-ADOPT, after trying all its values, satisfies that for each value
The last COST message that a potentially sends for context X a is when LB a ≥ UB a or when LB a ≥ T H a . If agent a sends this COST message, everything that can be achieved with previous messages can be achieved with this one, since the message contains the highest/lowest possible contribution to the lower/upper bound of the cost that any value of this agent a may cause in context X a . Therefore, replacing previous COST messages with inferior lower bounds by this one satisfying LB a ≥ min{T H a , UB a } does not affect the termination of BnB-ADOPT with the minimum solution cost. If context X a changes before agent a finishes trying all its values, it happens that the condition LB a ≥ min{T H a , UB a } is not satisfied, and no COST message is sent. A context change means that an ancestor of a has realized that its current value contained in the context X a is too costly. Thus another value must be tried, which causes a context update. Agent a is reinitialized, computing the costs of each value according to the new context. Observe that a not sending any COST message for context X a causes no problem, because that ancestor agent is no longer interested in the cost of a for X a (any such message would be discarded anyway when it will arrive to such ancestor, because it contains an outdated context). Therefore, no matter whether there is a context change or not, sending COST messages when the condition LB a ≥ min{T H a , UB a } is satisfied does not affect the termination of BnB-ADOPT with the minimum solution cost.
Proposition 2 BnB-ADOPT + remains complete and terminates with the minimum solution cost when only COST messages with
Proof BnB-ADOPT + [3] is simply BnB-ADOPT where some messages proved redundant have been removed, keeping the completeness and termination with minimum cost of the original algorithm. Therefore, the arguments used to justify the extra condition LB a ≥ min{T H a , UB a } also apply to BnB-ADOPT + . Regarding the second condition T hReq = true, this is included for efficiency purposes (in BnB-ADOPT + , COST messages have T hReq as an extra field, which indicates when the parent has to send the threshold to a child in the next VALUE message; this condition is included to propagate the right thresholds after a context change).
The lazy basic version, that we call BnB-ADOPT + lb , sends only COST messages satisfying the condition LB a ≥ min{T H a , UB a } ∨ T hReq = true. This does not compromise the completeness and termination of the new algorithm. However, not sending out every possible COST message implies that some opportunities for value pruning at higher levels of the pseudotree might be lost. Pruning a value is equivalent to give up traversing the search tree rooted at that value, which may result in saving some VALUE and COST messages needed to traverse that search tree at lower levels, as well as saving search effort recorded in ENCCCs. This motivates the next part.
Stochastic Approach It is easy to see that any disjunction involving the condition(s) we have devised for sending COST messages in Propositions 1 and 2 maintains the completeness and termination with minimum cost of the modified algorithm. This allows us a wide spectrum of possibilities for the degree of laziness, since any disjunction including LB a ≥ min{T H a , UB a } (in BnB-ADOPT + in disjunction with T hReq = true) can be used as prerequisite to send COST messages. Aiming to find an extra condition that is efficient in practice, we have considered the following desirable criteria:
-As the number of nodes in a search tree grows exponentially with depth, the condition for deep nodes should be stronger than for shallow nodes, in order to keep under control the amount of COST messages from deep nodes.
-Pruning a value implies savings in messages and ENCCCs. The higher an agent is in the pseudotree, the more savings may cause value pruning. To enforce pruning, agents at higher levels should have a weaker condition than other agents lower in the pseudotree. -Agents at leaf nodes in the pseudotree must always send their COST messages. This is always satisfied since we always have LB a = UB a at a leaf agent a.
We have produced a lazy random version, called BnB-ADOPT + lr , that, in disjunction with the conditions mentioned in Propositions 1 and 2, includes a new condition of stochastic nature, satisfying that the deeper the agent is in the pseudotree, the smaller the probability of satisfaction of that new condition. This new condition 3 is random(tree-height) + 1 ≥ agent-depth, where tree-height is the height of the pseudotree, agent-depth is the depth of the agent in the pseudotree and random(x) generates a random integer in [0, x − 1]. Experimentally, this stochastic condition has given good results.
Combining with Soft Arc Consistency Maintenance
The connection of this approach with maintaining soft arc consistency (AC) during search [2] does not present any theoretical difficulty. On the one hand, the lazy approach keeps the completeness and termination of the BnB-ADOPT + algorithm, so that soft AC maintenance can work on top of the lazy versions without any trouble. On the other hand, since distributed search is done on original cost functions (soft AC is enforced on copies of original cost functions), the action of soft AC maintenance is limited to value deletions in domains, without interference with distributed search.
Although the extra condition on sending COST messages may not have a theoretical impact, it may offset the good performance obtained by the addition of soft AC maintenance. The point here is that COST messages contain elements needed to enforce soft AC. Limiting the sending of COST messages may cause to work with old values of these elements, but not the most updated version. However, experimental results indicate that in practice this is not a big issue. In particular, the lazy random version achieves a good performance, combining message savings obtained from either soft AC maintenance or COST messages limitations. We provide specific results on this in Section 3.
Experimental results
We assess the efficiency gain of adding laziness into BnB-ADOPT + by comparing the performance of the original algorithm with its lazy versions, also including the combination with soft AC maintenance (MAC), on the following benchmarks: Execution was in a discrete event simulator, evaluating performance in terms of communication cost (total number of messages exchanged) and computation effort (equivalent non-concurrent constraint checks, ENCCC [1] ). Inspired by [5] , upon receiving a message, the receiving agent updates its ENCCC counter using the following rule ENCCC agent = max{ENCCC agent , ENCCC message + 1000}.
Results appear in Table 1 , where we can see the benefits of our approach. At first sight, we see a clear reduction in the number of messages sent by the implementations including the lazy idea (the larger and more difficult instances, the higher the reduction in number of messages sent). We also observe a trade-off between message saving and ENCCC increment.
Specifically, considering the lazy basic approach, we observe a clear trend in all classes of all benchmarks tested: BnB-ADOPT + lb , requires substantially less messages than the original BnB-ADOPT + , at the extra cost of increasing its ENCCCs by a small amount. The lazy approach decrements the number of COST messages used, but increases the number of VALUE messages. The final balance is a total message reduction. These data allow a clear interpretation. Since we are limiting at maximum the COST messages that can be sent, this has a clear impact in the number of values pruned. Less pruning means more search effort, so more messages are required (which justifies the increment in VALUE messages) and more ENCCCs are done.
The lazy random algorithm, BnB-ADOPT + lr , allows for some more pruning opportunities, because it is sending COST messages under weaker conditions than the lazy basic one. This explains why the number of VALUE messages decreases, while the number of COST messages increases. The total balance is slightly higher than the lazy basic algorithm. More pruning opportunities means less search effort. And this is reflected in the decrement of ENCCCs with respect to BnB-ADOPT + lb . The lazy random algorithm appears as an intermediate point between the original one and the lazy basic one: it requires more messages but performs less ENCCCs than BnB-ADOPT + lb . If compared with original BnB-ADOPT + , the reduction in number of messages is still substantial, while the increment in ENCCCs is quite small. Interestingly, when adding soft AC maintenance (MAC), results follow the same trend. Averages and percentages are rounded to integers (+0 % and −0 % indicate very small positive and negative variations). #V and #C count for number of VALUE and COST messages respectively. In the MAC part, #msg is clearly higher than the sum of VALUE and COST messages because in this case more message types are used (not reported in the tables for space reasons). Observe that for some instances of (c) and (d), the number of messages required with MAC is higher than that without MAC:
in easy instances, maintaining soft AC does not pay off (savings do not compensate the overhead)
Conclusions
From this work we conclude that a lazy approach is a simple but powerful method to decrement the communication requirements inside the BnB-ADOPT + solving algorithm, at the extra cost of a small increment in ENCCCs on average. We expressed this idea by adding some particular conditions in the BnB-ADOPT + code that should be satisfied prior to sending a COST message. Regarding the algorithmic extensions presented, the lazy random one shows a more balanced behavior than the lazy basic one in the four benchmarks tested. This approach is not only supported by experimental results, but we have proved that the above mentioned conditions maintain the completeness and termination with minimum cost of the modified algorithms.
