Abstract: To simulate transient cavitating pipe flow, the discrete gas cavity model (DGCM) is combined with first-order and second-order finite-volume method (FVM) Godunov-type schemes. The earlier discrete vapor cavity model (DVCM) and DGCM based on the method of characteristics (MOC) are known to produce unrealistic pressure spikes. The new FVM-DGCM extends the previously developed FVM-DVCM through the introduction of a very small amount of free gas at the middle of each computation cell. Importantly, a pressure adjustment procedure is proposed to establish the relation between the cavity and the halves of the reach. Predictions of FVM-DGCM are compared with those of FVM-DVCM and MOC-DGCM and with experimental data. Results show that the proposed model reproduces the experimental pressure histories considerably better than the other two models. In particular, it produces fewer spikes, but-as in the old models-the first pressure peak due to cavity collapse is predicted much better than the subsequent peaks. The second-order FVM-DGCM is found to be accurate and robust, even for Courant numbers significantly less than 1.
Introduction
Hydraulic transient events involving cavitation occur in pipelines whenever the pressure decreases to the vapor pressure of the liquid. The result is referred to as vaporous cavitation or liquid-column separation, and its occurrence has a significant impact on the subsequent transient response of the system. The extremely high pressures generated by cavity collapse may cause damage to and failures of pipe systems (Wylie et al. 1993; Bergant et al. 2006; Adamkowski and Lewandowski 2015) .
Transients of this type have been investigated both numerically and experimentally. One of the widely used models for simulating cavitation in transient events is the discrete vapor cavity model (DVCM) combined with the method of characteristics (MOC), which covers the essential characteristics of transient cavitation (Wylie et al. 1993; Simpson and Bergant 1994) . The major drawback of the classic MOC-DVCM is that the solution may generate unrealistic pressure spikes due to multicavity collapse when a relatively fine mesh is used (Bergant and Simpson 1999) . In an effort to improve the performance of the MOC-DVCM, a small amount of noncondensable free gas is introduced into the standard DVCM to provide additional damping, and this addition is known as the discrete gas cavity model (DGCM) (Provoost and Wylie 1982; Wylie 1984; Vasconcelos and Marwell 2011; Malekpour and Karney 2014) . The MOC-DGCM results obtained with a very low gas void fraction (order of 10 −7 recommended at standard atmospheric conditions) show better agreement with experimental data than do the results of MOC-DVCM. However, the MOC-DVCM and the MOC-DGCM are usually poor in the prediction of the timing of repeated cavity formation and collapse (Bergant et al. 2006) . The inclusion of unsteady skin friction into the DGCM may improve the numerical results significantly (Bergant et al. 2005) . Guinot (2000) and Zhao and Ghidaoui (2004) introduced first-order and second-order explicit finitevolume method (FVM) Godunov-type schemes for water-hammer problems not involving vaporous cavitation. The latter demonstrated that the first-order Godunov scheme and the MOC scheme with space-line interpolation give identical results, and both cause strong numerical dissipation when the Courant number is less than 1.
The authors recently developed new methods to model vaporous cavitation in pipeline systems more accurately. Wang et al. (2016) developed a two-dimensional (2D) computational fluid dynamics (CFD) method which effectively calculates the pressure variations with the possibility of visualizing the underlying physical processes. Zhou et al. (2017) introduced a second-order explicit finite-volume method based on Godunov-type schemes to realize the solution of the classic DVCM. Although satisfactory results were obtained, FVM-DVCM in some cases still produced some oscillations near the pressure jumps, and therefore FVM needs further improvement regarding the simulation of vaporous cavitation.
This work proposes an approach combining the popular DGCM and FVM Godunov-type schemes to model the transient pressures associated with vaporous cavitation in pipelines. the previous FVM-DVCM, the proposed FVM-DGCM introduces a small amount of free gas in the middle of each pipe reach. Because of the fundamental differences between MOC and FVM schemes, the strategy of modeling the gas cavity in relation to its adjacent pipe reaches is in FVM significantly different from the approach in MOC-DGCM. The new model aims to better predict the pressure fluctuations and, in particular, to avoid the unrealistic pressure spikes that are often present in previous formulations.
This paper formulates the first-order and second-order FVM-DGCM and then validates them using published experimental data (Simpson 1986; Bergant and Simpson 1999) . The effects of initial free gas fraction, grid number, pressure-adjustment coefficient, and Courant number are investigated. The popular MOC-DGCM with staggered grid (Wylie et al. 1993 ) and the second-order FVM-DVCM (Zhou et al. 2017 ) are used for comparison.
Governing Equations of Water Hammer with Discrete Gas Cavities
Some basic assumptions on modeling free gas in the MOC-DGCM are still necessary to develop the FVM-DGCM. Volumes of free gas are lumped at discrete computational sections. As the pressure changes, each isolated small volume of free gas expands and contracts isothermally (because the gas bubbles are relatively small and surrounded by liquid of assumed constant temperature). Pure liquid with constant wave speed is assumed to occupy the reaches that connect the gas cavities. The wave speed remains constant throughout the simulation. Liquid mass conservation is preserved at each gas volume by applying a local continuity relationship.
To realize the FVM solution including the DGCM, the following assumptions are essential: (1) free gas is lumped as a cavity at the middle of each reach; (2) to accommodate the gas cavity, each reach is divided into halves (two equal parts); (3) pressure and discharge in the two halves are calculated by FVM identical to the calculation of pure water hammer; and (4) the variation of each gas cavity volume is governed by the discharges in the adjacent half reaches. Fig. 1 shows a section of pipeline with a gas volume concentrated at each computational section. The perfect gas law is used to determine the volume of each constant mass of free gas, which can be written as
where T = absolute temperature; M g = mass of gas; R g = specific gas constant; ∀ = volume of a pipe reach; and α 0 = gas void fraction at standard (reference) absolute pressure, p Ã 0 . Note that α 0 ¼ ∀ g0 =∀, where ∀ g0 is initial volume of the lumped gas cavity.
The hydraulic-grade line is conveniently used to deal with free gas in water, so the absolute pressure p Ã g of the free gas can be expressed (according to Fig. 1 
where H = hydraulic-grade line, sometimes called piezometric head or head (Wylie et al. 1993) ; ρ l = density of the liquid; g = gravitational acceleration; z = elevation of the pipeline; and H v = gauge vapor pressure head, where H v ¼ f½ðp Ã v Þ=ðρ l gÞ − H b g is absolute barometric pressure head and p Ã v = absolute vapor pressure. The continuity equation for the gas volume is
where ∀ g = volume of the discrete gas cavity; and Q and Q u = flow rates downstream and upstream of the gas cavity, respectively. The continuity and momentum equations for classic water hammer can be written in the form of a Riemann problem (Guinot 2000; Zhao and Ghidaoui 2004; Zhou et al. 2017 )
; distance x along the pipeline and time t are independent variables; V = average cross-sectional velocity; a = wave speed; f = DarcyWeisbach friction factor; and D = pipe inner diameter.
Godunov-Type Schemes for Water Hammer
The pipeline is divided into N s reaches with length Δx 0 (which is equal to 2Δx) and reach center index j. The discrete cavity is at the midpoint of the reach and each reach is divided into halves to accommodate standard application of FVM. Fig. 2 shows the grid system: the half grid length is Δx and the doubled grid number is N ¼ 2N s . As in DGCM, the grid is fixed with constant Δx during the entire transient process regardless of the size of the discrete cavity. The pressure and flow rate are determined from FVM Godunov-type solutions on the adjacent reaches, identical to the procedure applied in the pure water-hammer problem (Zhou et al. 2017 ).
The ith cell in the FVM is centered at node i and extends from i − 1=2 to i þ 1=2. The flow variables (H and V) are defined at the cell centers i and represent their average values within each cell. Fluxes are calculated at the interfaces (i − 1=2 and i þ 1=2) Fig. 1 . Discrete free-gas cavities and piezometric heads in liquid pipeline Fig. 2 . Discretization grids between cells. For the ith cell, the integration of Eq. (4) with respect to x between control surfaces i − 1=2 and i þ 1=2 yields
where U i = mean value of u in the interval [i − 1=2, i þ 1=2]; and superscripts n and n þ 1 indicate the t and t þ Δt time levels, respectively. In Eq. (5), the value of U at new time step n þ 1 requires the computation of the numerical fluxes at the cell interfaces at previous time n and the integrated source term.
Computation of Flux Term
In the Godunov approach, the numerical flux is determined by solving a local Riemann problem at each cell interface (Guinot 2000) . Applying Rankine-Hugoniot conditions Δf ¼ AΔu ¼ λ i Δu across each wave front traveling at speed λ i (i ¼ 1, 2, and eigenvalues λ 1 ¼ −a and λ 2 ¼ a), the fluxes at i þ 1=2 for all internal nodes and for t ∈ ½t n ; t nþ1 are as follows (Zhao and Ghidaoui 2004; Zhou et al. 2017) :
where A iþ1=2 = A because the convective terms are neglected in the standard water-hammer equations; U n L = average value of u to the left of interface i þ 1=2 at time n; and U n R = average value of u to the right of interface i þ 1=2 at time n (Fig. 2) .
Both U n L and U n R are estimated from a polynomial reconstruction the order of which determines the spatial accuracy of the numerical scheme. For Godunov's first-order accuracy method, a piecewise constant approximation is used, namely
. To achieve second-order accuracy in space and time, this paper uses the monotonic upstream-centered scheme for conservation laws (MUSCL)-Hancock method. The MINMOD limiter is introduced to ensure that the results remain free of spurious oscillations. Toro (2009) gave details of the MUSCL-Hancock method. This paper uses virtual cells I −1 and I 0 adjacent to I 1 , and virtual cells I Nþ1 and I Nþ2 adjacent to I N , to achieve the direct solution of the Riemann problem for the boundary unknowns U 1 and U N . It is assumed that the flow information in the virtual cells is the same as at the boundaries, that is U
, where U 1=2 and U Nþ1=2 are obtained by coupling the Riemann invariant with a head-flow boundary relation at time n (Zhou et al. 2017 ).
Incorporation of Source Terms
Source terms sðuÞ and their spatial integration are introduced into the solution through time splitting and using a second-order Runge-Kutta discretization which results in the following explicit procedure.
First step (pure wave propagation)
Second step (update with source term at Δt=2)
Last step (reupdate with source term at Δt)
The convective terms are neglected in the governing Eq. (4) in the proposed FVM-DGCM. Thus the Courant-Friedrichs-Lewy (CFL) criterion C r ¼ aΔt=Δx ≤ 1 is satisfied in advance (because a is constant) by taking Δt small enough for given Δx.
Crucial Strategies on Discrete Free-Gas Cavities
Simulation of discrete gas cavities is the key ingredient in the application of Riemann-based FV schemes in DGCM. Finitevolume methods can provide correct jump relations for traveling discontinuities (Zhao and Ghidaoui 2004; Toro 2009 ). The numerical discontinuity appears at the interface between ith and (i þ 1)th cells, which is essentially different from the continuity feature at the computed node in the MOC scheme. Precisely because of this essential distinction between the two schemes, the solution process in FVM-DGCM is significantly different from that in MOC-DGCM.
In MOC-DGCM, the hydraulic-grade line and volume of the gas cavity [H decreases to the vapor pressure of the liquid, two different methods are proposed to calculate the head and volume of the discrete gas cavity.
Method I: Pressure above Vapor Pressure
The piezometric head and discharge in the two cells (i and i þ 1) defining the jth reach in Fig. 2 are calculated by FVM independent of the gas cavity volume. When the pressures in both halves of the reach are higher than the vapor pressure, H nþ1 gðjÞ is set equal to the arithmetic average value of the head at both halves
Substitution of Eq. (10) into Eq. (2) gives the volume of the gas cavity
Because the existence of the discrete gas cavity affects the adjacent halves, the heads in the halves of the reach must be adjusted according to the gas pressure. The linear relation between the head in the gas cavity and the adjacent halves of the reach is proposed as
where C −ap = adjustment coefficient (or a relaxation factor) ranging from 0 to 1; C −ap ¼ 0 means that H nþ1 gðjÞ ¼ H nþ1 uj ¼ H nþ1 j , whereas for C −ap ¼ 1 the influence of the gas cavity is entirely ignored. Note that for C −ap ¼ 1 the method is the same as FVM-DVCM. The value of C −ap has a significant influence on the numerical damping of transient heads, which is discussed subsequently.
Method II: Pressure at or below Vapor Pressure
Once any pressure in the two halves of the reach is at or below the liquid's vapor pressure, the gas volume is determined from the continuity Eq. (3). The volume change Δ∀ gðjÞ in terms of the difference in discharges ΔQ j at the upstream and downstream side of the cavity is
The gas cavity volume at t ¼ t þ Δt is computed implicitly by 
Results and Discussions
To evaluate the accuracy of the first-order and second-order FVM-DGCM in simulating vaporous cavitation in water pipelines, the calculated pressure histories were compared with experimental data. The influences of initial free gas void fraction α 0 , pressure adjustment coefficient C −ap , Courant number C r , and grid number N s were investigated. Moreover, the previous FVM-DVCM (Zhou et al. 2017 ) and the popular MOC-DGCM with staggered grid (Wylie et al. 1993) were used for comparison. Simpson (1986) designed and constructed an experimental apparatus to investigate column separation events in pipelines. The apparatus comprised an upward-sloping copper pipe connecting two pressurized tanks, and a downstream valve. The pipe inlet location was lower than the outlet, and the pipe slope was 1:36. In the experiments, an initial steady-state flow was established toward the upper tank. The ball valve was then closed suddenly to create transient flow with vaporous cavitation. Two experimental cases (Case 1 and Case 2) that generated vaporous cavitation upstream of the valve were selected to assess the accuracy of the mathematical models; Table 1 summarizes the relevant experimental conditions and input data. Another physical model used in this study was a similar experimental apparatus from Bergant and Simpson (1999) . The pipe was 37.2 m long with an upward slope of 3.2°(i.e., the pipe inlet location was lower than the outlet). Table 1 lists the conditions for this Case 3. Moreover, pure water hammer in a theoretical frictionless horizontal pipe system is also presented as a basic reference solution (Case 0 in Table 1 ).
Comparisons with Experimental Data and Numerical Tests
Water hammer with and without cavitation was simulated by the proposed FVM-DGCM using N s ¼ 32 or 256 computational reaches and compared with theoretical and experimental data for the four cases in Table 1 . Influence of C −ap in Proposed FVM-DGCM The key coefficient C −ap ranging from 0 to 1 was introduced in the solution of the proposed FVM-DGCM. The theoretical Case 0 in Table 1 was used to validate the proposed FVM-DGCM in the absence of cavitation and to analyze the effect of the pressure adjustment coefficient C −ap on the numerical dissipation. Fig. 4 compares results calculated by the first-order and second-order FVM-DGCM with C −ap = {0, 0.5, 0.9, and 1} together with the exact solution. The initial free gas volume fraction α 0 ¼ 10 −7 as recommended in the classic MOC-DGCM (Wylie et al. 1993) , the Courant number C r ¼ 1.0, and the number of reaches N s ¼ 32.
The results with C −ap ¼ 1.0 in Fig. 4 (a) were completely consistent with the exact data, proving that the proposed FVM approach can accurately simulate the case of pure water hammer. That is because with C −ap ¼ 1.0, there was no adjustment of the heads [Eqs. (12) and (13)] and the influence of the discrete gas cavities was absent. Figs. 4(b-d) show that when C −ap < 1.0, the pressure heads exhibited numerical dissipation, which became more serious as C −ap decreased. Taking C −ap ¼ 0 caused the largest artificial damping [ Fig. 4(d) ] because the heads in the cells adjacent to each cavity were simply taken equal to their arithmetic averages. The proposed FVM-DGCM advises values of C −ap from 0.5 to 1 because lower values give too much numerical damping.
Influence of α 0 in Proposed FVM-DGCM The effect of the initial gas void fraction in the classic MOC-DGCM has been investigated thoroughly (Wylie 1984; Wylie et al. 1993; Liou 2000) . It has been demonstrated that the MOC-DGCM with α 0 ≤ 10 −7 at standard conditions can be used to simulate transient flow with vaporous cavitation because there is a negligible change in wave speed a due to the presence of the small amount of free gas, even at low pressures. Fig. 5 compares results calculated by the second-order FVM-DGCM with α 0 ¼ f10 −7 ; 10 −8 ; 10 −10 g with the experimental data for Case 1 in Table 1 . In the simulations, C −ap ¼ 0.9, C r ¼ 1.0, and N s ¼ 32. , the pressure heads calculated for an event with vaporous cavitation were basically identical. Therefore, α 0 ¼ 10 −7 is taken herein as a standard value.
Validation of Second-Order FVM-DGCM Two distinct experimental runs involving a small and a large vapor cavity at the downstream end of a simple reservoir-pipe-valve system were selected to assess the ability of the numerical models to simulate vaporous cavitation. For the small vapor cavity (Cases 1 and 3 in Table 1 ), a narrow short-duration pressure pulse was generated, which was higher than the water-hammer pressure before cavitation occurred. This short-duration pressure pulse resulted from the superposition of waves originating from the reservoir, from the cavity collapse, and from the closed valve. For the large vapor cavity (Case 2 in Table 1 ), there was no such distinct shortduration pressure pulse. In the simulations, α 0 ¼ 10 −7 at standard conditions, C −ap = {1.0, 0.9, 0.8 and 0.5}, the Courant number C r ¼ 1.0, and N s ¼ f32,256g. Fig. 6 shows the calculated and experimental pressure-head histories in the case with a relatively small vapor cavity at the valve Table 1 ). Both amplitude and timing of all simulated pressure heads displayed acceptable agreement with the experimental data. With C −ap ¼ 1.0, high-frequency pressure peaks (spikes) were superimposed on the bulk pressures [ Fig. 6(a) , N s ¼ 32 or 256]. This effect intensified as the grid number increased. As the value of C −ap decreased from 1 to 0.5, the spikes gradually dissipated. The coefficient C −ap thus effectively controlled highfrequency pressure spikes in discrete cavity models. For C −ap ¼ 0.5, the peak pressures were underestimated when the coarser grid was used [Fig. 6(d) ]; C −ap ¼ 0.9 gave the best match between computed and measured results [ Fig. 6(b) ]. Fig. 7 shows that the proposed model with 32 reaches predicted very well the transient pressure-heads for the case with a large vapor cavity at the valve (Case 2 in Table 1 ). Fig. 8 compares the calculated pressure heads against the experimental records for Case 3. All calculations with C −ap = {1.0 and 0.9} gave a good prediction with regard to the timing and amplitude of the bulk pressures. Using C −ap ¼ 1.0 resulted in unrealistic spikes, which were significantly damped once the value of C −ap was slightly less than 1.
Overall, the proposed second-order FVM-DGCM with C −ap ¼ 0.9 is a robust method for the simulation of fluid transients with vaporous cavitation.
Comparison between First-Order and Second-Order FVM-DGCMs
The difference between the first-order and second-order FVM-DGCM is only the order of accuracy in time and space in the solution of the water-hammer equations. In order to assess the first-order FVM-DGCM against the second-order FVM-DGCM, Figs. 4 and 9 compare pure water hammer in the frictionless theoretical Case 0 (in Table 1 ) with the transients with vaporous cavitation in the experimental Case 1. In the simulations for Case 1 in Fig. 9 , α 0 ¼ 10 −7 , N s ¼ 32, C −ap ¼ 0.9, and Courant number C r = {1.0, 0.5, and 0.1}. Fig. 4 shows that for pure water hammer and C r ¼ 1, the plotted pressure heads overlapped for the first-order and second-order methods, independent of the values of C −ap and N s . For pure water hammer, the proposed FVM-DGCM with α 0 ¼ 10 −7 and the model of Zhao and Ghidaoui (2004) produced consistent results because the same Godunov schemes were applied. Zhao and Ghidaoui (2004) demonstrated that in pure water-hammer simulations, the first-order FVM scheme causes significant numerical damping when C r < 1, whereas the second-order scheme is more accurate for a Courant number less than 1.
When C r ¼ 1, the first-order and second-order FVM-DGCM produced practically identical results (Fig. 9) . When C r < 1, the first-order method exhibited larger numerical dissipation than the second-order method and significantly underestimated the maximum pressure [ Fig. 9(a) ]. Fig. 9(b) demonstrates that the secondorder method produced accurate pressure-head histories.
The results indicate that the second-order method effectively simulated water-hammer problems and vaporous cavitation even when the Courant number was less than 1. The first-order FVM-DGCM can reach the same accuracy as the second-order FVM-DGCM only when C r ¼ 1.
Comparison with FVM-DVCM
The FVM-DGCM introduces a low initial gas void fraction α 0 ≤ 10 −7 into the FVM-DVCM scheme (Zhou et al. 2017 ). In the FVM-DVCM, the head and discharge are directly determined from the exact solution of the Riemann problem, and the vapor cavity volume is zero when the pressure is above the vapor pressure. Once the pressure falls to the vapor pressure, the pressures in the halves of the reach are set to the liquid's vapor pressure, and the vapor volume is determined by the discharges of the halves. Compared with the FVM-DVCM, the most important difference is that the heads in the halves of the reach are influenced by the gas cavity, unlike FVM-DVCM, in which the pressures are directly determined from the exact solution of the Riemann problem. Fig. 10 depicts the transient pressure-head histories for Case 1 produced by the second-order FVM-DVCM (Zhou et al. 2017) with N s ¼ 32 or 256. High-frequency spikes were a feature of the DVCM (N s ¼ 32) and these became more prominent as the grid number increased (N s ¼ 256) . By definition, the second-order FVM-DGCM with C −ap ¼ 1 produced identical results to those of the second-order FVM-DVCM [Figs. 6(a) and 10].
Comparison with MOC-DGCM
The common factor of FVM-DGCM and MOC-DGCM is that a small amount of noncondensable free gas is assumed to be concentrated at computational sections. However, the solution processes are different in the two models due to an essential distinction between FVM and MOC schemes, as detailed previously. Fig. 11 presents transient pressure heads for Case 1 predicted by MOC-DGCM (Wylie et al. 1993) with N s ¼ 32 or 256. This method might produce unrealistic pressure spikes when finer grids are used. Fig. 11 also shows the different timing of the cavity collapse and superposition of the waves between the measured and computed results. The time discrepancies may be attributed to approximate modeling of column separation along the pipeline (distributed vaporous cavitation region, actual number, and position of intermediate cavities), the closure law of the ball valve being simply considered as a linear closure, the unsteady friction term being approximated as a steady-state friction term, and uncertainties in measurement (Simpson and Bergant 1994; Bergant and Simpson 1999) . The results of FVM-DGCM with C −ap ¼ 0.9 showed considerably better agreement with the experimental data (Fig. 6) . Moreover, the MOC-DGCM is restricted to first-order accuracy, and it is difficult and complicated to realize second-order accuracy. As discussed previously and by Zhao and Ghidaoui (2004) , the first-order accuracy in both MOC and FVM solutions α 0 = gas void fraction at standard conditions; Δt = time increment; Δx, Δx 0 = reach length, Δx 0 ¼ 2Δx; Δ∀ gðjÞ = volume change of gas cavity; λ i = eigenvalues of A; ρ l = density of liquid; ∀, ∀ g = volume of pipe reach and gas cavity volume, respectively; ∀ g0 = initial volume of lumped gas cavity; and ∀ n gðjÞ = gas cavity volume in jth reach at time nΔt.
