The homogenization method is used to analyze the global behavior of passive solute transport through highly heterogeneous porous media. The flow is governed by a coupled system of an elliptic equation and a linear convection-diffusion concentration equation with a diffusion term small with respect to the convection, i.e., with a relatively high Peclet number. We use asymptotic expansions techniques in order to define a macroscale transport model. Numerical computations to obtain the effective hydraulic conductivity and the macrodiffusivity tensor are presented, using finite volume methods. Numerical experiments based on typical situations encountered in the simulations of solute transport have been performed comparing the transport in the heterogeneous medium to the transport in the corresponding effective medium. The results of the simulations are compared in terms of spatial moments, L 2 -errors, and concentration contours. From all those points of view the results obtained from the simulations using the effective model obtained by the homogenization method show good agreement with the heterogeneous simulations. ).
Introduction.
In a previous paper [13] , we gave a mathematical model for explaining how the upscaling of a diffusive but dominant convective transport model at a mesoscale, in an aquifer with highly contrasted geology, may produce a global model including, at a macroscale, convection enhanced effective diffusivity tensors. For this it was necessary to make precise assumption on the Darcy velocity at the aquifer scale, or equivalently on the Peclet number, assuming it was of order 1/ε, where ε is a small parameter. The goal of the present paper is to present numerical simulations based on periodic homogenization to prove numerically the accuracy of our mathematical modeling and to compare to classical models used in geohydrology literature (see, e.g., [6] , [10] , [21] , [36] , [20] , [38] ). For this, we are comparing numerical simulations of typical situations of flow and transport through heterogeneous porous media where mechanical dispersion could appear. The understanding and prediction of fluid flow through porous media is of great importance in various areas of research and industry. Petroleum engineers need to model multiphase and multicomponent flow for production of hydrocarbons from petroleum reservoirs. Hydrologists and soil scientists are concerned with underground water flow in connection with applications to civil and agricultural engineering, and, of course, the design and evaluation of remediation technologies in water quality control rely on the properties of underground fluid flow. More recently, modeling flow and contaminant transport have received increasing attention in connection with the behavior of an underground repository of radioactive waste (see, e.g., [14] ).
The physical situation we address here corresponds to the transport of solute in a highly heterogeneous aquifer by groundwater flow due to the hydraulic head and by diffusion coming from the dilution of the solute in the water. The governing equations arise from the laws of conservation of mass of the fluid, along with a constitutive relation relating the fluid velocity which appears in the conservation law to the hydraulic head. Traditionally, the standard Darcy equation provides this relation. This process can be formulated as a coupled system of partial differential equations which includes an elliptic hydraulic head-velocity equation and a linear convection-diffusion concentration equation, subject to appropriate boundary and initial conditions. It is known that periodicity could be seen as an example of stationary random field (see [26] , [35] ), and we assume periodicity of the heterogeneities in order to simplify both the mathematical derivation of the macroscopic model and the computation of the macroscopic hydrogeological parameters. In fact, with classical stochastic assumption, the computation of local problems has to be done on a sufficiently large representative elementary volume R.E.V. instead of a single periodic cell, and instead of usual asymptotic expansion we should use either two-scale convergence for partial differential equations in probability space as in [15] or convergence of process solution of a stochastic differential equation as in [18] . However, as seen in [24] the results with random flows could be different from periodic flows.
The outline of the remainder of the paper is as follows. In section 2, we give a short description of the mathematical and physical model used in this study and the main assumptions. In sections 3 and 4, the homogenization method is briefly presented by recalling the mesoscale and the macroscale equations with the local problems. Starting from the heterogeneity geometry and from the spatial localization of these heterogeneities we show how to compute the corresponding convection enhanced effective diffusivity tensor and the effective hydraulic conductivity for different heterogeneity shapes and different hydrogeological properties. Finally, focusing on one shape of heterogeneity, we derive the corresponding effective macroscopic model including the effects of mechanical dispersion in its effective macrodiffusivity tensor for two different flow regimes. The determination of the effective hydraulic conductivity requires numerical approximation of solutions of elliptic equations in a periodic cell. To compute the effective macrodiffusivity tensor we have to solve local convectiondiffusion problems in a periodic cell. We use a finite volume method to solve these local problems and to compute both the effective hydraulic conductivity and the effective macrodiffusivity tensor. In section 4, we discuss the importance of different symmetries for the heterogeneities in the aquifer and show how they modify the calculation of the effective hydrogeological properties. Sections 5 and 6 are devoted to the presentation of the numerical simulations, and we illustrate the performance of our upscaling by presenting two cases derived from typical two-dimensional examples of pollutant spreading in an aquifer, as in [6] . We simulate the transport of a solute in a porous domain using both the mesoscopic model and the macroscopic dispersive model, and we compare the heterogeneous and homogeneous scaled-up results by computing the corresponding spatial moments, the L 2 -errors, and concentration contours. d = 1, 2, 3, over a time period (0, T ), is given by (see, e.g., [10] )
where q(x) is the Darcy velocity, given by the hydraulic gradient ∇H:
subject to appropriate boundary and initial conditions. Here c(x, t) is the transported solute concentration, φ and K are the porosity and the hydraulic conductivity tensor of the heterogeneous medium, and D is the diffusivity tensor at the Darcy scale.
We assume, as explained in the introduction, that the heterogeneous porous medium in the aquifer has a network of uniformly spaced heterogeneities with a block size l which is small compared to the size L of the aquifer. Namely, we assume the separation of scales, which can be expressed as 0 < l L. First, we express this local description (2.1)-(2.2) in a dimensionless form and analyze the orders of magnitude of the dimensionless parameters appearing in this new formulation. The dimensionless equations are obtained by introducing dimensionless variables from any physical variable. For this, denoting q 0 , D 0 , K 0 , and φ 0 the characteristic Darcy velocity, diffusivity, permeability, and rock porosity, we define ε = l/L, Pe = q 0 l/D 0 , and
Assuming, moreover, that the porosity, the hydraulic conductivity tensor, and the diffusivity tensor in the heterogeneous medium are rapidly oscillating functions depending on y = x/ε, the mesoscale, we introduce in (2.1)-(2.2) the dimensionless space variable x → x/L and the dimensionless characteristic convection time t → t/τ c . We finally obtain the dimensionless governing system of equations:
In (2.3)-(2.4), although all the quantities are now dimensionless, we have kept the same notation as in (2.1)-(2.2).
The constant number Pe, the local Peclet number, represents the convectiondiffusion ratio at the scale (mesoscale) of the heterogeneities. As usual for homogenization of convection-diffusion problems (see, e.g., [39] , [33] , [26] ), our two main assumptions are the separation of scales, 0 < ε 1 and Pe = O(1). The dimensionless parameters φ, D and K in (2.3)-(2.4) are assumed to be Y -periodic functions, where the periodicity cell is Y = (0, l 1 ) × · · · × (0, l d ), and the domain Ω and the time T are rescaled dimensionless domain and time.
Using formal multiscale asymptotic expansions of (2.3)-(2.4), we could derive the macroscopic behavior of the system (see, e.g., [8] , [34] , [13] ). In [13] , the boundary layer correctors were constructed for Dirichlet boundary conditions in an infinite strip, and the convergence of the expansion, at any order, was rigorously justified.
Throughout the paper we will use the convention of summation over repeated indices.
3. Asymptotic analysis of the model. In this section we recall the notation and the main results of [13] , and for simplicity, we will proceed with the expansion, up to the second order, in the interior of the domain, but neglecting the influence of the boundary layers.
Asymptotic expansion for the Darcy law.
The method and convergence results for the asymptotic expansion at any order of the Darcy velocity, including the boundary layer correctors, were presented in detail in section 3 of [13] , and here we present only the first two terms in the asymptotic expansion of the Darcy velocity, without any boundary layer correctors. All these results are standard, and we will write only the results and notation necessary for understanding the next section. We start by defining the hydraulic head (or pressure) expansion:
The derivative in terms of the new scales can be expressed as ∇ = ∇ x + ε −1 ∇ y , where the subscripts indicate the partial derivatives with respect to x and y, respectively. Substituting the expansion (3.1) into (2.4) and taking into account that ε is an arbitrary parameter, we can equate to zero the coefficients of powers of ε. Therefore, from (2.4) one immediately gets (for more details, see, e.g., [11] )
The functions χ 1 i and χ 2 i,j are Y -periodic and defined by the two following sequences of local problems defined in Y :
is the standard basis of R d . We use in (3.4) and throughout the paper the standard notation · for the mean value over the periodic cell Y . Then the Darcy velocity q ε in (2.4) is approximated by
From the vectors
we build the matrix Q(y) = w 1 (y), · · · , w d (y) , (3.5) and we define the effective hydraulic conductivity
Then the first term in the expansion of q ε is now
Similarly, to compute the second term in the hydraulic head expansion, we should solve the problem
But using variational formulation of the problem (3.4) we remark that
Remark 3.1. In (3.1) we impose the first term H 0 to satisfy the same boundary conditions as the heterogeneous head H ε . In order to correct oscillations on the boundary produced by the following periodic terms in the expansion (3.1), boundary layer correctors should be added. For this, in [13, section 3], we split each χ 1 and χ 2 into a Y -periodic term χ k,# and two boundary layer corrector terms χ k,± . But, in turn, these boundary layer correctors produce a small error, of order ε, in the whole domain which is then corrected at the next order by introducing the term H 1 . Since we consider herein a simplified expansion without considering the boundary layers, we will have H 1 = 0 in (3.2).
Finally, discarding boundary layers and oscillating higher order terms, we approximate q ε by
Asymptotic expansion for the concentration.
As we do for the hydraulic head, we seek an asymptotic expansion for the concentration equation in the interior of the domain, outside the boundary layers, in the form
The first term, c 0 = c 0 (x, t), is a solution of the first order hyperbolic equation (3.15) and the second one, c 1 , has the form (3.17) and c 1 is a solution of
Definition of the macroscale concentration c 1,ε (x, t). Following section 6 in [13] we define a macroscale concentration, c 1,ε (x, t), from the nonoscillatory terms in the expansion (3.14) ; precisely, we denote
Summing up, (3.15) and (3.18) lead to the equation satisfied by c 1,ε (x, t):
and we conclude (see section 6 in [13] for details) that the macroscale concentration obeys, with precision O(ε 2 ), the effective macroscale equation:
It is interesting to notice that (3.20) could be seen as a viscous approximation of the first order hyperbolic equation (3.15) .
Definition of the effective macrodiffusivity tensor D h . The macroscopic effective hydraulic conductivity K h is obtained by standard homogenization procedure as recalled in (3.3), (3.5), and (3.6). The determination of K h requires the numerical approximation of the solution of d elliptic equations (3.3) in the periodic cell Y .
According to (3.5)-(3.7) and (3.17) , in order to compute the effective macrodiffusivity D h * first we have to find the Y -periodic solutions y → ψ k (y; λ) of the d convection-diffusion equations:
21)
k = 1, . . . , d, for every λ = Pe∇H 0 (x), and then we have to compute, according to (3.19) , the tensor
. To this tensor we will add a skew-symmetric part coming from the convective term as follows. The first order correction q 1 = Q 1 to the effective Darcy velocity q 0 = Q 0 is given by (3.13) , and using the skewsymmetry of the vectors N 2 i,j (see (3.10)), we denote in (3.20)
Finally, taking into account (3.23), we obtain the complete effective macrodiffusivity (3.25) and we can write the dimensionless effective macroscale equations in the form
Remark 3.2. Note that ψ k (y; λ) depends on the global variable x through the vector λ = Pe∇H 0 (x) and, moreover, the dependence on λ is nonlinear.
Although D h (x) is not symmetric in general, it is not difficult to show that it is positive definite, and therefore problem (3.26), (3.27) , with suitable boundary conditions, is well posed. Namely, from the variational formulation of (3.21), for any ξ ∈ R d , it follows that (3.28) where ψ ξ = ξ k ψ k . Since ψ ξ is a periodic function, the right-hand side is strictly positive for all ξ = 0.
Remark 3.3. From a physical point of view, the problems (3.21) represent a simplified model of small scale fluctuations in the concentration c ε induced by small scale fluctuations in the Darcy velocity. These fluctuations have a dispersive effect on solute particles, which can be much stronger than the dispersion due to the molecular diffusion which is usually called mechanical dispersion. The effective macroscale model (3.26), (3.27) takes into account the mechanical dispersion through the effective macrodiffusivity tensor D h , using the small scale fluctuation model (3.21 ). If we take, for simplicity, a constant and isotropic D = d I, then from (3.28) we have D h ( λ) i,i = d(1 + |∇ y ψ i | 2 , which shows that our effective macrodiffusivity D h corresponds to a convection enhanced diffusion as in [26] or [23] .
Material symmetries.
In general, the effective macrodiffusivity tensor (3.25) is not symmetric; it also contains the skew-symmetric term M(Pe∇H 0 (x)) coming from the convective part. Inspired by [27] and [23] , we will show that with suitable symmetry of the aquifer heterogeneities the additional skew-symmetric term in (3.25) disappears and the effective macrodiffusivity tensor becomes symmetric. Let us consider a group of orthogonal matrices that preserve our periodicity lattice. For simplicity we consider only the reflections with respect to the coordinate axes and denote C i = diag(1, . . . , −1, . . . , 1), the diagonal matrix that has −1 in the ith row, and all other diagonal entries equal to 1, with C T i denoting the transpose of the matrix C i .
First, we formulate some well-known results (see, e.g., [26] ) concerning the periodic solutions
. Below we will use the uniqueness of the solutions of the cell problems, and for this we have normalized them by requiring the mean value to be equal to zero.
Proposition 4.1. Assume that for some i ∈ {1, . . . , d}
Then for all z ∈ R d it holds that
where the matrix Q is given by (3.5) and K h by (3.6).
Proof. By simple change of variables y = C i z, change of function v(z) = χ 1 j (C i z), and orthogonality of the matrix C i , we find that
Since v = χ 1 j = 0, from the uniqueness of the solution of (3.3) we have v(z) = χ 1 j (z) for j = i and v(z) = −χ 1 i (z) for j = i. Other formulas follow from (3.5) and (3.6).
Proposition 4.2. Let K be diagonal and let (4.1) be satisfied for all i ∈ {1, . . . , d}. Then
Proof. If we assume that the tensor K(y) is diagonal and that (4.1) is fulfilled for indices i and l, then from Proposition 4.1 we have
and therefore from (3.10) N 2 i,j · e l = 0 for all j. It is clear now that under the assumptions of Proposition 4.2, from (3.24) we have M(Pe∇H 0 (x)) = 0.
We now turn to the symmetry properties of the solution ψ k ∈ H 1 # (Y ) of the problem (3.21), and the effective macrodiffusivity tensor D h ( λ), given by (3.22) .
Proof. Following [27] , we denote by ψ i ∈ H 1 # (Y ) the solution of (3.21), corresponding to a vector λ, and byψ i ∈ H 1 # (Y ) the solution corresponding to − λ. Then using the variational formulation of (3.21) and taking two different indices i, j we get
From div(Q λ) = 0 it follows that Q λ · ∇ψ iψj = − Q λ · ∇ψ j ψ i , and using the symmetry of the matrix D, the two previous equations lead to
Moreover, if (4.2) holds for all i ∈ {1, . . . , d}, then
Proof. We introduce a Y -periodic function v(z; λ) = ψ j (C i z; λ); then by the change of variables y = C i z, using Proposition 4.1 and (4.2) we get
By the uniqueness of the solution we obtain (4.3).
To prove (4.4) we use the change of variables y = C i z in the integrals over the periodic cell Y . By (4.3), (4.2), and Proposition 4.1 we get
Therefore, we conclude that for j
In the same way we can see that the conclusion holds for j = i, and therefore (4.4) follows. Finally, (4.5) follows by iterating (4.4) for i = 1, . . . , d.
Numerical simulations.
In this section, we present some numerical simulations of a two-dimensional aquifer using the effective parameters (hydraulic conductivity and macrodiffusivity) computed as in sections 3 and 4. We compare the numerical simulations based on the macroscopic effective transport equations (3.26), (3.27) , using the effective macrodiffusivity tensor given by (3.25) , to the numerical simulations based on the local heterogeneous transport equations (2.3), (2.4). In the following we will call in short the numerical simulations of the effective transport equations (3.26), (3.27 ) homogeneous simulations and the numerical simulations of the local heterogeneous transport equations (2.3), (2.4) heterogeneous simulations. For both simplicity and less computational task we will consider a two-dimensional heterogeneous aquifer, assuming symmetry of the heterogeneities and a diagonal hydraulic conductivity tensor. This last assumption will lead, by Proposition 4.4, to a symmetric effective macrodiffusivity tensor (3.25) .
We perform the homogeneous simulation following the four steps: 
Numerical methods.
The local problems (3.3) and (3.21) that we have to solve are linear and elliptic. To obtain an accurate approximation of (3.3) we can use either a mixed finite element method or a classical finite volume scheme to solve those problems and compute the effective hydraulic conductivity, as for example in [5] . But the local problems (3.21) are of convection-diffusion type, and then we prefer to use a finite volume scheme over uniform rectangular grids, with the convective term treated by full upwinding for the approximation of these problems. The finite volumes are then also used for problems (3.3).
The simulations were performed using an IMPES simulator which applies the mixed finite element method for computing hydraulic head and velocity and a finite volume method for the concentration equation. The same simulator is used for homogeneous and heterogeneous simulation. The code uses a suitable method for handling the full diffusivity tensors produced by the homogenization method. Only a short description of the method employed in this work will be given. The interested reader is referred to [22] , [1] , and [2] for more details.
The numerical methods feature the mixed finite element method over triangles as a solver to the Darcy flow equations (2.4) and (3.27) . Our implementation uses a triangular mesh and the lowest order Raviart-Thomas elements, i.e., a piecewise constant hydraulic head and a piecewise continuous flux (see, e.g., [17] , [37] ). Mixed methods provide a very accurate determination of the velocity field, but they also allow for a natural treatment of practical heterogeneous conditions. This method conserves mass in each cell and produces a direct approximation of the hydraulic head and the Darcy velocity.
A conservative finite volume scheme is used for the concentration equations (2.3) and (3.26) (see [3] and [4] ). The convective term is approximated with the aid of a Godunov scheme considered over the finite volume mesh dual to a triangular grid, whereas the diffusion term is discretized by piecewise linear conforming triangular finite elements. In the present case of vertex-centered finite volume, the secondary mesh is constructed by connecting element barycenters with edge midpoints. The time discretization is explicit for the convection term and implicit for the diffusion part. This approach leads to a robust, conservative, and stable scheme applicable for unstructured grids, and the approximate solution has various interesting properties which correspond to the properties of the physical solution.
Clustering of the Darcy velocity.
The approximation of the Darcy velocity field q 0 is constant by triangle since div q 0 = 0, and therefore the local problems (3.21) should be solved for each triangle in the domain Ω. From a practical point of view this is prohibitively expensive and unnecessary. In order to reduce the amount of the computations we use a kind of clustering. Namely, after the homogeneous Darcy flow simulation is performed and all the Darcy velocity vectors q 0 T are given in all triangles T , we group them into few classes or clusters. Then all vectors in the same cluster are "closed" and replaced by their mean value vector, say q 0 mean . The tensor (3.22) is then calculated for λ = Pe(K h ) −1 q 0 mean and applied to all triangles corresponding to the vectors in the cluster. We fix a priori the number of groups, or clusters, and this number will determine both the number of calculations and the accuracy.
This clustering of vectors is performed in polar coordinates (r, φ), and we compute the rectangular domain (φ min , φ max ) × (r min , r max ) spanned by all Darcy velocity vectors in the triangulation. We divide this rectangular domain uniformly into n × m rectangles, each one representing one cluster (possibly empty) of vectors.
Lagrangian effective diffusivity.
In order to compare the solutions of (2.3), denoted c het , and the solutions of (3.26), denoted c hom , for short times, we use the relative L 2 -error:
The homogenization technique we used in this paper, and in [13] , to derive the effective macrotransport equation (3.20) is based on an Eulerian formulation since the effective macrodiffusion is obtained by the averaged flux due to a given mean Darcy velocity (see (3.21) , (3.22) , and (3.25) ). An alternative approach consists in studying the motion of a single solute particle transported by the incompressible velocity field q and diffused according to the diffusivity tensor D, which should be taken to be constant. The equation of the motion of the solute particle, located at x = x 0 and t = 0, is a stochastic differential equation of the form
where the matrix B is given by D = 1 2 BB T , and W(t) represents a d-dimensional Brownian motion. Using (5.2) the Lagrangian effective diffusivity is defined by
where · W represents the expectation with respect to the Brownian motion, and the porosity is taken to be constant.
For a comparison of the long time behavior, as in the Lagrangian approach (see [7] , [16] ), we use the first three spatial moments for characterizing the effective transport model:
for i, j = 1, 2. They will be calculated in both homogeneous and heterogeneous simulations and compared to each other.
It was shown in [27] that D h L is then equal to the symmetric part of the Eulerian effective diffusivity D h and, moreover, that if c(x, t) is the transition probability density associated with (5.2), then (D h L ) i,j can be written as
Therefore, in order to compare our results and to measure the quality of the upscaling procedure, we will choose the initial condition as a sharp Gauss pulse and then use the moments (5.4)-(5.5) and the estimates
Remark 5.1. All computations presented in sections 6.2 and 6.3 have been performed with a dimensional form of the mesoscale and the macroscale equations.
6. Numerical results. 6.1. Simulation data. Inspired by an example, given in [6] , of a pollutant spreading in an aquifer we consider a rectangular domain Ω = (0, L x ) × (0, L y ), with L x = 600 m, L y = 100 m, that represents a vertical soil cross-section ( Figure 6.1) .
The domain is covered by a grid of 40 × 20 rectangular cells (0, l x ) × (0, l y ), with l x = 15, l y = 5 (Figure 6.2) . Each cell contains a symmetrically placed square inclusion as in Figure 6 .2.
All physical properties have constant values in the matrix and in the inclusions. The porosity is φ = 0.3, and the hydraulic conductivity tensor (m/day) is
The diffusivity tensor (m 2 /day) is given by
Finally, we consider two different boundary conditions. In section 6.2, we impose a unidirectional flux on the right-side boundary, as shown in Figure 6 .1, making the problem almost one-dimensional (this case will be used, essentially to measure the influence of the numerical diffusion in the two simulations). In section 6.3, the inflow boundary will be a part of the upper boundary of the aquifer, as shown in Figure 6 .7.
In order to measure the diffusion/dispersion by means of the first and the second moments (5.4), (5.5), we choose as initial condition the Gauss pulse (A = 5π, σ 2 = 2.5, (x 0 , y 0 ) = (500, 85)):
q · n = D∇c · n = 0 q · n = D∇c · n = 0 q · n = −q 0 D∇c · n = 0 H = 0 D∇c · n = 0 600 100 Fig. 6.1 . The domain Ω and the boundary conditions for test problem 1. 
The first test problem: Unidirectional flow.
In this case we run three simulations with different Peclet numbers. Outcomes from heterogeneous and homogeneous simulations are compared through the function d 1,1 (t), given by (5.7). We compute the d 1,1 (t) values obtained from heterogeneous and homogeneous simulations (denoted by d het 1,1 (t) and d hom 1,1 (t)), respectively, and compare them to the effective macrodiffusivity D h 1,1 , computed by (3.25) . It is easy to see that for a flow with constant Darcy velocity, constant porosity, and diffusivity, the estimates d i,j (t), given by (5.7), are constant and equal to D i,j until the solvent starts leaving the domain. Therefore, we have d hom 1,1 (t) = D h 1,1 until the solvent starts leaving the domain. We measure the convection-diffusion ratio by a local Peclet number:
where · is the mean value over Ω. The Peclet numbers are generally different in the heterogeneous and homogeneous simulations because of the difference in diffusivity and the effective macrodiffusivity, and for sufficiently fast convection, the Peclet number in the homogeneous simulation will be smaller than in the corresponding heterogeneous one. We will therefore refer to the Peclet number in homogeneous simulations (respectively, in heterogeneous simulations) as the "homogeneous Peclet number" (respectively, the "heterogeneous Peclet number"). We perform three simulations with three different injection velocities q 0 = 0.5, 1, and 2 cm/day, corresponding to local "heterogeneous Peclet numbers" Pe = 1.728, 3.45, and 6.912, or, respectively, to "global heterogeneous Peclet numbers" 69.12, 138, and 276.48. The three corresponding results are given in Figures 6.3, 6 .4, and 6.5.
The difference between the effective macrodiffusivity D h 11 , computed from (3.25), and the estimated d hom 1,1 (t) effective macrodiffusion in homogeneous simulations, computed from (5.7), is shown in Figures 6.3, 6 .4, and 6.5. This difference is a consequence of the effect of numerical diffusion in the simulation. For this we start by quantifying the numerical diffusion in our first order scheme by roughly estimating it as in classical finite difference schemes by the cell Peclet number:
where h is the mesh size. In our example, having 89511 triangles in the domain we have h ≈ 1.414 and the three cell Peclet numbers are Pe num ≈ 0.079, 0.136, and 0.176. In all three figures the numerical diffusion is estimated by the difference between the effective macrodiffusivity D h 1,1 and the estimated effective macrodiffusivity d hom 1,1 (t) in the homogeneous simulation. We verify, as postulated before, that the homogeneous cell Peclet number is a good estimate for the numerical diffusion: in Figures 6.3, 6 .4, and 6.5 we have, respectively, 6.6%, 11.8%, and 14.0% of numerical diffusion.
The results for the heterogeneous computations are rather different. As in the homogeneous simulation, there is an additional numerical diffusion (depending linearly on the Peclet number) which will lower artificially the importance of the mechanical dispersion, finally leading to underestimation of the effective macrodiffusivity D h 1,1 by the estimate d het 1,1 (t) (see Figure 6 .5). To understand this behavior we first perform a simple test. We solve the cell problem (3.21) with λ = v e 1 , for different values of the velocity v (in the range 0 to 1, corresponding to the local Peclet number in the range 0 to 330), in order to show the effective macrodiffusivity behavior for a given flow regime. In Figure 6 .6 we see that the longitudinal effective macrodiffusivity D h 11 (v e 1 ), calculated by (3.22) , grows quadratically with v (that is, with the Peclet number). In other words, in this example we are in a situation where the convection enhanced effective macrodiffusion is maximal (see [12] , [23] ). It was already observed in the literature (see, e.g., [28] ) that this maximal enhancement is due to the fact that the mean flow is parallel to one lattice axis, but when the flow is inclined to the lattice axis the longitudinal effective diffusivity may vary linearly with the velocity, which is the most often used assumption for natural media in the engineering literature. Now we can conclude that the artificial lowering of the Peclet number by the presence of numerical diffusion in the simulation will lower "quadratically" the effect of mechanical dispersion. At higher Peclet numbers this effect cannot be compensated by the growth of the diffusivity; that is also a consequence of the presence of numerical diffusion, since it is linear with respect to the Peclet number. Therefore, we conclude that in these conditions the heterogeneous simulation shows less effective diffusivity than the exact solution.
The second test problem: Upper inflow.
In this example the Darcy velocity is no more constant, and we will do a clustering of the computed Darcy velocity q 0 in order to reduce the amount of computation in the upscaling procedure, leading to the definition of a new velocity field q app , constant in each cluster and equal to the mean velocity in the cluster. In this example, we see that the error coming from the clustering process does not have a strong influence on the quality of the overall upscaling procedure. This is mostly due to the fact that the most rapid change in Darcy's velocity field q 0 is localized around the point (400, 100), where we have a strong change in the velocity direction. More refined clustering will improve the effective macrodiffusivity tensor only locally, in the neighborhood of that only point. For example, a clustering based on 33 different clusters gives a relative error in the Darcy velocity of 12.76%, and a clustering with 80 different clusters will reduce the error down to only 8.28%. The error of the approximation is measured in the relative L 2 -norm.
In Figure 6 .8 we show the relative L 2 -error of the concentration, defined in (5.1), for the first 150 days, the time needed for the solution amplitude to drop to 5% of its initial value. Since the parameter ε = l x /L x = 0.025, we see that our L 2 -error is of order ε, as predicted by the theory, according to the fact that the homogenized solution contains neither the oscillatory terms nor the boundary layer correctors.
In Figures 6.9, 6.10, 6.11, and 6.12, we consider the moments of order one and two as defined in (5.4), (5.5), according to [7] and [16] , in order to compare the homogeneous simulations to the heterogeneous ones. We see in Figures 6.9 and 6.10 that the first order moments M 1 1 (t) and M 2 1 (t) in homogeneous and heterogeneous simulations are in good agreement; i.e., the Darcy velocity is well scaled up.
The difference in the computation of the second order moments, appearing in Figures 6.11 and 6.12, is a consequence, as explained in the first test problem, of the computed mechanical dispersion in the heterogeneous simulation being lower than the enhancement of the macrodiffusion by convection (quadratically growing with the Peclet number) in formula (3.25 ). On the one hand, there is additional numerical diffusion lowering the importance of the mechanical dispersion in the heterogeneous simulations, as explained before; on the other hand, for the homogeneous simulation, the mechanical dispersion is already included in the effective macrodiffusivity D h (x); then the homogeneous Darcy's velocity is not oscillating, and therefore the numerical diffusion does not modify the already computed global dispersion. Having these effects in mind we may conclude that the second order moments are in good agreement with what we expected.
In Figure 6 .13 the dispersivity coefficients (see the definition in [6] ) in the longitudinal direction are shown as functions of time:
. (6.1)
We verify for both simulations that this coefficient is not constant but is increasing with time (with traveled distance), which is consistent with the quadratic dependency on the Peclet number and with the fact that the Peclet number grows slightly with the traveled distance.
Finally, we compare the level curves for the heterogeneous and homogeneous solute concentrations, given at t = 3889 days, in Figures 6.14 and 6.15, respectively.
In conclusion, with the results of the simulations being carefully interpreted with respect to the numerical diffusion appearing in the computations, the simulations presented here show the good accuracy of the homogenization procedure for a local Peclet number of order 1. Simulations with larger Peclet numbers would require a higher order numerical method for the convection-diffusion equation in order to avoid excessive numerical diffusion.
