Introduction
Computational complexity began with the natural physical notions of time and space. Given a property, S, an important issue is the computational complexity o f c hecking whether or not an input satis es S. F or a long time, the notion of complexity referred to the time or space used in the computation. A mathematician might ask, \What is the complexity o f expressing the property S?" It should not be surprising that these two questions { that of checking and that of expressing { are related. However it is startling how closely tied they are when the second question refers to expressing the property in rst-order logic. Many complexity classes originally de ned in terms of time or space resources have precise de nitions as classes in rst-order logic.
In 1974 Fagin gave a c haracterization of nondeterministic polynomial time (NP) as the set of properties expressible in second-order existential logic. We will begin with this result and then survey some more recent w ork relating rst-order expressibility to computational complexity. Some of the results arising from this approach include characterizing polynomial time (P) as the set of properties expressible in rst-order logic plus a least xed point operator (to be de ned later), and showing that the set of rst-order inductive de nitions for nite structures is closed under complementation.
Lecture Notes for the AMS Short Course in Computational Complexity Theory, Jan. [5] [6] 1988 Recently our technology has become able to build highly parallel computers containing thousands of processors working simultaneously. F or this reason the theory of parallel computation, and the study of parallel time as a computational resource has become an important area. We will discuss parallel computation, and then show that parallel time can be neatly characterized in terms of rst-order expressibility: The minimum parallel time needed to compute a property using at most polynomially many processors is equal to the minimum depth of a rst-order inductive de nition of the property.
An apparently weaker operator than full inductive de nitions is the power to take the re exive, transitive closure (TC) of any de ned binary relation '( x y). We s h o w that (FO + pos TC), the class of properties expressible using TC positively (i.e. not within any negations) is equal to NSPACE log n]. Finally we show t h e v ery surprising, recent result that (FO + pos TC) is closed under complementation. A corollary of this result is: Theorem For any s(n) log n, nondeterministic space s(n) is closed under complementation.
Some Logical De nitions
We begin with some precise de nitions. The reader is referred to 7] for background in rst-order logic. write jAj to denote n, the cardinality of the universe of A.
For example, if g consists of a single binary relation symbolE (standing for edge) then a structure G = hf0:::n;1g E i with vocabulary g is a graph on n vertices. Similarly if s consists of a single unary relation symbol M then a structure S = hf0:::n ; 1g M i with vocabulary s is a binary string of length n. Let the symbol` ' denote the usual ordering on the natural numbers. We will include as a logical relation in our rst-order languages. This seems necessary in order to simulate machines whose inputs are structures given in some order. For convenience we also include the constant symbols 0 and max refering to the rst and last elements of the structure respectively, and the logical relation s(x y) true when x is the immediate successor of y in the ordering. For technical reasons we also include the logical relation BIT, where BIT(x y) holds i the xth bit in the binary expansion of y is a one. 1 We n o w de ne the rst-order language L( ) t o b e t h e s e t o f f o r m ulas built up from the relation and constant s y m bols of , and the logical relation symbols and constant s y m bols: = s BIT 0 max, using logical connectives:^ _ :, v ariables: x y z :::, and quanti ers: 8 9. From now o n , w e will think of a problem as a set of structures of some vocabulary . Thus P, N P , e t c . will be the set of problems in P (polynomial time), NP (non-deterministic polynomial time), etc. It su ces to only consider problems on binary strings, but it is more interesting to be able to talk about other vocabularies, e.g. graph problems, as well. De ne FO t o be the set of all rst-order expressible problems.
Example 2.1 An example of a rst-order expressible property is addition. 2 In order to turn addition into a yes/no question we can let our input have the vocabulary a = hA B ki consisting of two unary relations and a constant symbol. In a structure A of vocabulary a , the relations A and B are binary strings of length n = jAj. We'll say that A satis es the addition property if the k th b i t o f t h e s u m o f A and B is one.
In order to express addition we will rst express the carry bit, CARRY(x) (9y < x ) A(y)^B(y)^(8z:y<z<x)A(z) _ B(z)] Then with standing for exclusive or, we can express PLUS,
Thus the sentence expressing the addition property is PLUS(k).
It is straightforward to check t h a t F O is contained in DSPACE log n]. 3 We will see in Section 5 that FO is equal to the set of problems checkable 1 Of course some of these logical relations are redundant. We include all of them to make the statements of some of our theorems simpler: Theorem 4.5 requires the constant symbols. Theorem 5.1 requires the relation BIT when t(n) i s o(log n). Theorem 6.2 requires the successor relation and the constant s y m bols. To see this suppose we are given a rst-order sentence ' (9x 1 )(8x 2 ) : :
in constant time on a concurrent parallel random access machine (CRAM). This is a very weak complexity class. In the next several sections we will discuss strengthenings of rst-order logic to languages that capture more important complexity classes.
3 Second-Order Logic and Fagin's Theorem
In second-order logic we h a ve rst-order logic, plus new relation variables over which w e m a y q u a n tify. Let A , ' holds. It is well known that second-order formulas may be transformed into prenex form, with all second-order quanti ers in front. Let SO be the set of second-order expressible properties, and let (SO 9) be the set of second-order properties that may be written in prenex form with no universal second-order quanti ers. Consider the following example, in which R Y and B are unary relation variables,
Observe that a graph G satis es i G is 3-colorable. 4 The formula is an example of the following theorem of Fagin, ( ): Conversely, l e t N be a nondeterministic Turing machine that uses time n k for inputs A with n = jAj. We will write a second-order sentence A logspace Turing machine T must check whether its input A satis es '. L e t n = jAj. We use a k-tuple of variables t = t k : : : t 1 and s = s k : : : s 1 each ranging over the universe of A, i.e. from 0 to n ; 1, to code these values. For each s t pair, C( s t) codes the tape symbol that appears in the s th cell at time t, i f n's head is not on this cell. If the head is present then C( s t) codes the pair hq i consisting of N's state q at time t, and the tape symbol . Let R = fr 1 : : : r s g = ( Q ) be a listing of the possible contents of a computation cell. We will let C i bea 2k-ary relation variable for 1 i s. The intuitive meaning of C i ( s t) is that the computation cell s at time t contains symbolr i .
It is now fairly straightforward to write the rst-order sentence '( C) saying that C codes a valid accepting computation of N. The following corollary due to Stockmeyer give s a n i c e c haracterization of the polynomial-time hierarchy. 
Inductive De nitions
A useful way to increase the power of rst-order logic without jumping all the way up to second order logic is to add the power to de ne new relations by induction. For example, consider the vocabulary g = hEi of graphs. We can de ne the re exive, transitive closure E of E as follows. Let R be a binary relation variable and consider the formula, '(R x y) x = y _ 9 z(E(x z)^R(z y))
The formula ' formalizes an inductive de nition of E which m a y b e more suggestively written as follows, E (x y) x = y _ 9 z(E(x z)^E (z y)) For any structure A with vocabulary g , ' induces a map from binary relations on the universe of A to binary relations on the universe of A, for input structures of size n. Recall the proof of Theorem 3.1 where we existentially quanti ed C, an accepting computation of the nondeterministic Turing machine N. H e r e w e d e n e the computation C of M by induction, and assert that it ends in an accepting state. Instead of presenting the details now, we defer them until the proof of Theorem 5.1 for which the present theorem is a corollary.
In the proof of Theorem 3.1 we did not need to assume that the logical relation is present. This is because in (SO 9) w e can existentially quantify a binary relation L and assert that it is a total ordering on the universe. However, having the ordering is crucial to the truth of Theorem 4.3. For example, even the trivial graph property o f h a ving an even numberofedges is not expressible in (FO(wo ) + LFP) 5 It is well known 26, 15] that the two p o s i t i v e xed points for ' and < ' , plus the nitely many extra quanti ers can be merged into a single positive xed point.
To conclude this section we note that the above results lead to the following normal form theorem for the language (FO + L F P ).
Theorem 4.5 15] Let ' be any formula in the language (FO + L F P ) .
Whether or not the ordering relations are p r esent, there exists a rst-order formula such that ' (LFP )( 0)
Inductive Depth Equals Parallel Time
In this section we study the relationship between rst-order expressibility and parallel complexity. First we precisely de ne the class CRAM-TIME t(n)], which i s i n tuitively the set of problems checkable by an idealized parallel computer in time t(n).
The concurrent random access machine (CRAM) is essentially the concurrent r e a d , concurrent write parallel random access machine (CRCW PRAM) described in 29]. A CRAM is a synchronous parallel machine such that any n umber of processors may read or write into any w ord of global memory at any step. If several processors try to write into the same word at the same time, then the lowest numbered processor succeeds. In addition to assignments, the CRAM instruction set includes addition, subtraction, and branch on less than. Each processor also has a local register containing its processor number.
The di erence between the CRAM and the CRCW PRAM described in 29] is that we also include a SHIFT instruction. SHIFT(x y) causes the word x to be shifted y bits to the right. Without SHIFT, CRAM t(n)] would be too weak to simulate F O t(n)] for t(n) < log n. The reason behind the SHIFT operation for CRAMs and the corresponding BIT predicate for rstorder logic is that each bit of global memory should be available to every processor in constant time.
Let CRAM t(n)] be the set of problems accepted by a CRAM using a polynomial amount of hardware (i.e. polynomially many processors and polynomially many bits of memory) and time O t(n)]. The input to a CRAM is a binary string coding a rst-order structure A of vocabulary = hR + r log n bits. The input string is placed one bit at a time in the rst m global memory locations. 6 The following theorem says that the parallel time needed to check i f a n input has a certain property S is linearly related to the inductive depth needed to express S.
Theorem 5.1 18]For all polynomially bounded t(n), CRAM t(n)] = IND t(n)] : 6
If placement of the input is varied, e.g. if the rst m= log n words of memory contain log m bits each of the input, or even if the whole m-bit string is placed in the rst memory location, then all our results remain unchanged.
Lemma 5.2 For any polynomially bounded t(n) we have, CRAM t(n)] IND t(n)]
Proof We w ant t o s i m ulate the computation of a CRAM M. On input A, a structure of size n, M runs in t(n) s y n c hronous steps, using p(n) processors, for some polynomial p(n). Since the number of processors, the time, and the memory word size are all polynomially bounded, we need only a constant numberof variables x 1 : : : x k , e a c h ranging over the n element universe of A, t o n a m e a n y b i t i n a n y register belonging to any processor at any step of the computation. We c a n t h us de ne the contents of all the relevant registers for any processor of M, b y induction on the time step.
We n o w specify the CRAM model more precisely. W e m a y assume that each processor has a nite set of registers including the following, Processor: containing the number between 1 and p(n) of the processor, Address: containing an address of global memory, C o n tents: containing a word to be written into or read from global memory, a n d , P r o g r a m Counter: containing the line number of the instruction to be executed next. The instructions to besimulated are limited to the following:
READ: Read the word of global memory speci ed by Address into Contents. WRITE: Write the Contents register into the global memory location speci ed by Address. OP R a R b : P erform OP on R a and R b leaving the result in R b . Here OP may be Add, Subtract, or, Shift. MOVE R a R b : M o ve R a to R b . BLT R L : B r a n c h t o l i n e L if the contents of R is less than zero.
It is straightforward to write a rst-order inductive de nition for the relation VALUE(p t x r b ) meaning that bit x in register r of processor p at step t is equal to b. Note that since the number of processors, the time, and the word size are all polynomially bounded, a constant n umberof variables ranging from 0 to n ; 1 su ce to specify each of these values.
The inductive de nition of the relation VALUE(p t x r b ) is a disjunction depending on the value of p's program counter at time t ; 1. The most interesting case is when the instruction at time t ; 1 is READ. Here we simply nd the most recent t i m e t 0 < t ; 1 a t w h i c h the word speci ed by p's Address register at time t; 1 w as written into, and the lowest numbered processor p 0 that wrote into this address at time t 0 . In this way w e can access the answer, namely the x th bit of p 0 s C o n tents register at time t 0 .
It remains to check that Addition, Subtaction, BLT, and SHIFT are rst-order expressible, and that we can express the fact that each processor begins with its own processor number in its Processor register. Addition was done in Example 2.1 and Subtraction and Less Than are similar. The main place we need the BIT relation is to express the fact that the intitial contents of each processor's Processor register is it's processor number. The relation BIT allows us to translate between variable numbers and words in memory. Using BIT we can also express addition on variable numbers and thus express the SHIFT operation.
Thus we h a ve described an inductive de nition of the relation VALUE, coding M's entire computation. Furthermore, one iteration of the de nition occurs for each step of M.
In order to compute inductive de nitions on CRAM's it is convenient t o put the inductive de nitions into a simple normal form. The following has a straightforward inductive proof, cf. 26, 15]. It is not hard to prove b y induction that ( ) holds, and thus that the CRAM simulates the formula. It is also straightforward to check for progress after each iteration of the whole quanti er block, and to halt when no such progress occurs.
Theorem 5.1 tells us that inductive depth is exactly equal to parallel time, in the whole range in which inductive depth is de ned. If we w ant t o talk about super polynomial parallel time, then we m ust talk about iterating rst-order formulas as in the discussion after Fact 5.3. We n o w de ne FO t(n)] to be the set of properties de ned by q u a n ti er blocks iterated t(n) times:
De nition 5. As a corollary to Fact 5.3, and a simple generalization of Theorem 5.1, we obtain the following three results. Note that we need the uniformity a ssumption on t(n) because unlike a F O t(n)] property, an inductive de nition or a CRAM program must gure out on its own when to stop. To prove Corollary 5.8 just observe that since we de ned our CRAM time to be on a machine with polynomially bounded hardware, if such a CRAM is allowed to run for an unlimited amount of time, it can make use of at most exponential time and it can compute exactly the polynomial space properties. Proof ( ): The set of relations computable in NSPACE log n] is closed under rst-order quanti ers, (8x) and (9x) because with space log n we c a n cycle through all the values of x. Thus it su ces to show that if '( x x 0 ) is computable in NSPACE log n], then so is (TC x x 0 '). We can test if the structure A satis es (TC x x 0 ')( a a 0 ) a s f o l l o ws: Guess b and check that A j = '( a b). Next throw a way a and guess c such t h a t A j = '( b c). Repeat this process until we guess z such t h a t A j = '( y z), and z = a 0 , in which c a s e we accept. T h e s p a c e n e e d e d i s 3 k log n plus the space to check i f '( x x 0 ) holds, where k is the arity o f x.
( ): Here we are given an NSPACE log n] m a c hine N and we m ust write the sentence 2 (FO + pos TC) such that for any structure A, (A j = ) , (N accepts A) :
Assume for the sake of simplicity that N accepts a graph problem, and uses k log n bits of work tape. Then any con guration of N can be coded with k + 3 v ariables: r 1 r 2 w 1 w 2 : : : w k q where w 1 w 2 : : : w k code the work tape, q codes n's state and the position of its work head, and r 1 r 2 code the position of N's read head. Note that the read head is looking at bit hr 1 r 2 i of A's adjacency matrix. Thus the read head is reading a one (resp. a zero) i A j = E(r 1 r 2 ) (resp. A j = :E(r 1 r 2 ) ) . It is straightforward to see that the predicates START( c), ACCEPT( d), and MOVE( e f), meaning that c is the initial con guration of N, d is an accept con guration, and that h e fi is a legal move o f N, are all rst-order expressible. 7 Thus the 7 In order to write MOVE( e f), we m a k e use of the relation BIT to read the appropriate bit of the variables coding N's work tape. If BIT were not given to us, however, it would still be expressible from using TC. See 16] for this and all the other details of this proof.
sentence we need is where ' is rst-order and quanti er free.
We close with a very surprising result. One can generalize Theorem 6.3 to the following two corollaries. Corollary 6.7 settles a question dating back to 1964. These corollaries are surprising since almost everyone had conjectured their negation. 9 
