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Resumen 
Este trabajo busca la generación de código a partir de un lenguaje específico de dominio para sistemas colaborativos 
llamado CSSL. Por un lado se trata de entender qué artefactos es posible generar a partir de un modelo CSSL, por otro 
lado se debe decidir una metodología para la generación de código, lo que incluye el análisis de múltiples herramientas. 
Eso requiere investigación en dos asuntos diferentes, el modelado específico de dominio y los sistemas colaborativos. 
El modelado específico de dominio DSM (Domain-Specific Modeling en inglés) es una metodología de la ingeniería de 
software cuyo propósito es crear modelos para un dominio, utilizando un lenguaje enfocado y especializado para el 
mismo. Los problemas del desarrollo de software (productividad, calidad, mantenimiento y documentación, etc) son 
enfrentados por esta metodología, que a través del aumento de nivel de abstracción intenta producir mejoras en los 
aspectos mencionados anteriormente. 
Por otro lado, los sistemas colaborativos son sistemas basados en computadoras que ayudan a un grupo de personas 
comprometidas en una tarea u objetivo en común, y que proveen una interfaz a un ambiente compartido. Existen 
características de estos sistemas que pueden ser modeladas a través de un lenguaje específico de dominio, llamado 
CSSL. 
Finalmente, en este trabajo se generan un conjunto de clases Java a partir de un modelo CSSL, con el intento de 
mostrar como la generación automática de código puede ayudar al desarrollo de aplicaciones colaborativas. 
Líneas de Investigación 
Las siguientes son las líneas de investigación en las 
cuales se encuadra el presente trabajo: 
-Ingeniería de Software 
-Sistemas Colaborativos 
-Modelado específico de Dominio 
-Entorno de Desarrollo Eclipse 
-Lenguajes específicos de dominio 
Trabajos Realizados 
Como aportes del trabajo se pueden mencionar: 
- Se estudiaron los mecanismos de definición y generación de 
código de un DSL. 
- Se estudiaron herramientas de Eclipse para generar un 
plugin que recorra modelos y genere código 
- Se estudiaron las características de los sistemas 
colaborativos, y su modelización mediante CSSL 
- Se implementó un plugin que es capaz de generar código a 
partir de un modelo CSSL 
Conclusiones 
Los DSLs permiten un gran aumento de 
productividad en el desarrollo de software. Esto se 
logra a través de la automatización del desarrollo, 
basándose en modelos. CSSL es un lenguaje específico 
al dominio de los sistemas colaborativos, y podría 
mejorar la productividad en el desarrollo inicial de 
estos sistemas. En el trabajo se mostró cómo 
aprovechar la información contenida en un modelo 
para generar algunos artefactos, que pueden 
solucionar algunos problemas en el desarrollo de este 
tipo de sistemas, ayudados por un framework 
apropiado. 
Trabajos Futuros 
Se plantean las siguientes líneas de trabajo: 
- Se puede desarrollar un framework robusto que 
contenga los conceptos del dominio que describe 
CSSL, y que si es necesario, se apoye en algún 
framework existente. 
-E l dominio es demasiado extenso y CSSL no puede 
cubrirlo completamente. Esto lleva a dos caminos 
posibles: reducir el dominio al que apunta la 
generación o enriquecer el lenguaje. 
La reducción del dominio podría permitir la 
generación de la mayor parte del código de la 
aplicación. 
-Mezclar conceptos de otros dominios en modelos 
CSSL. Por ejemplo, modelado de interfaces gráficas. 
Fecha de la presentación: o c1ubrede2010 
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1  INTRODUCCIÓN 
En este trabajo nos proponemos estudiar la generación de código en el dominio de 
los sistemas colaborativos. Se tomará como punto de partida un lenguaje específico 
de dominio  (DSL) usado para describir sistemas colaborativos llamado CSSL 
("Collaborative Software System Language"). Dicho lenguaje pretende enfrentar los 
problemas más importantes que esta tecnología presenta y diseñar ambientes 
colaborativos que cumplan con ciertas demandas (obtener sistemas groupware 
integradores, flexibles y altamente productivos). [23] 
El desarrollo de código a partir del lenguaje se propone reducir la complejidad 
tecnológica que implica desarrollar ambientes con estas características. [23]   
1.1.1 Sistemas colaborativos 
El campo de investigación llamado “Trabajo Cooperativo Asistido por 
Computadora” (CSCW, “Computer-Supported Cooperative Work”) está relacionado 
con el entendimiento de las interacciones sociales y el diseño, desarrollo y 
evaluación de sistemas técnicos que asisten la interacción social en equipos y 
comunidades. En esta definición y en otras cabe destacar que se mencionan dos 
aspectos: el aspecto tecnológico y el fenómeno social. [25] 
Los sistemas resultantes de la investigación y desarrollo en esta materia son 
llamados “groupware” o sistemas colaborativos. Son sistemas basados en 
computadoras que ayudan a un grupo de personas comprometidas en una tarea u 
objetivo en común, y que proveen una interfaz a un ambiente compartido. [25] 
[26] 
Según Koch [25] se distinguen cinco tipos de aplicaciones groupware: soporte 
para awareness (conciencia de grupo), comunicación, coordinación, equipo y 
comunidad. 
1.1.1.1 Desarrollo de groupware 
Según Borges y otros [27], la interacción armoniosa de un grupo depende del 
entendimiento mutuo, y dicho entendimiento requiere un soporte para: 
1. Comunicación entre los participantes 
2. Coordinación de sus actividades 
3. Una memoria de grupo 
4. Conciencia de grupo (awareness) 
  Existen varios frameworks para el desarrollo de groupware. Algunos de ellos 
intentan abarcar el soporte de las cuatro características mencionadas, y otros se 









































































































































































2 INTRODUCCIÓN A MDD 
2.1Visión General
La aplicación de modelos al desarrollo de software es una larga tradición, y se hizo 
aún más popular con el desarrollo de UML (Unified Modelling Language). Sin 
embargo, a menudo se trabaja con simple documentación, porque la relación entre 
el modelo y la implementación es simplemente una intención, no es formal. A este 
tipo de uso de modelos, en un proceso de desarrollo, lo llamamos "basado en 
modelos" ("model-based")[12]. 
 MDD, sigla que corresponde a "Model Driven Development" o en castellano 
"Desarrollo Dirigido por Modelos", promete mejorar el proceso de construcción de 
software basándose en un proceso guiado por modelos y soportado por potentes 
herramientas. El adjetivo “dirigido” (driven) en MDD, a diferencia de “basado” 
(based), enfatiza que este paradigma asigna a los modelos un rol central y activo: 
son al menos tan importantes como el código fuente. Los modelos se van 
generando desde los más abstractos a los más concretos aplicando 
transformaciones y/o refinamientos, hasta finalmente llegar al código. Las 
transformaciones entre modelos constituyen el motor principal de MDD. Dentro del 
Desarrollo Dirigido por Modelos, existen varios enfoques. La OMG propone un grupo 
de estándares y tecnologías con su Arquitectura Dirigida por Modelos. Otro enfoque 
es el Modelado específico de Dominio. 
MDA es el acrónimo de Model Driven Architecture (Arquitectura Dirigida por 
Modelos), un concepto promovido por la OMG que propone basar el desarrollo de 
software en modelos. De esta forma, a partir de esos modelos, se podrán realizar 
trasformaciones que generen código u otros modelos con características de una 
tecnología particular (o con menor nivel de abstracción). El punto clave en MDA es 
la importancia de los modelos en el proceso de desarrollo de software. Como se ve, 
esto suena parecido a MDD. Sin embargo, MDA tiende a ser más restrictivo, 
centrándose en lenguajes de modelado basados en UML. El primer objetivo de MDA 
es la interoperabilidad  entre herramientas y la estandarización a largo plazo de 
modelos para dominios de aplicación populares. En cambio MDD apunta a la 
provisión de módulos para el desarrollo de software que son aplicables en la 
práctica, independientemente de la herramienta seleccionada o de la madurez del 
estándar de MDA.[12] 
Por otro lado, los defensores de Modelado Específico de Dominio sostienen que 
para levantar el nivel de abstracción los lenguajes necesitan estar al tanto del 
dominio. De esa manera la generación total de código puede ser real. Con 
lenguajes de modelado de propósito general (por ejemplo UML) esto es casi 
imposible, sino imposible. 
Estos enfoques se verán con mayor detalle más adelante. 
Lo primero que se debe hacer es determinar las razones por las que surge esta 
tendencia en el desarrollo de software. En primer lugar plantearemos tres objetivos 
del desarrollo de software (calidad, productividad, longevidad) y veremos como 
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esas variables evolucionaron con el tiempo.
Luego analizaremos las distintas funciones de los modelos en el desarrollo de 
software, y su relación con el código generado.
2.1.1 Historia de los avances en el desarrollo de software 
La viabilidad de la industria del  software está determinada por hasta qué punto 
podemos producir sistemas cuya calidad y longevidad estén de acuerdo con su 
costo de producción. Construir software de alta calidad y duradero es caro. A raíz 
de ello, a veces nos vemos forzados a hacer concesiones a la calidad y la 
longevidad a favor del costo de producción. 
Es difícil mejorar la viabilidad de un proyecto mejorando las tres variables antes 
mencionadas. Aunque, curiosamente, podemos ver la historia del desarrollo como 
una serie de mejoras que cambiaron la ecuación de la viabilidad.  Frankel, en su 
libro 'Applying MDA to Enterprise Computing' ([30]), pone énfasis en los siguientes 
hechos y eras: 
2.1.1.1 Computación con centro en la máquina 
En los primeros tiempos los programadores codificaban las instrucciones en la 
computadora como unos y ceros, armando manualmente las instrucciones del 
procesador. 
Luego, se invento el lenguaje ensamblador. Le permitió a los programadores usar 
nombres mnemotécnicos para las instrucciones y registros. Además, por primera 
vez, permitió asociar un nombre a una dirección de memoria. 
Otra ventaja que trajo el ensamblador fue que los programas eran menos 
sensibles a pequeños cambios incrementales en los unos y ceros que componían 
una instrucción en una línea de procesadores. 
Cabe subrayar que fue el aumento del nivel de abstracción lo que permitió el 
cambio en las tres variables (costo de producción, calidad, longevidad). 
2.1.1.2 Computación con centro en la aplicación 
El advenimiento de los lenguajes de tercera generación (3GL) disparó un gran 
salto en la productividad. Otra vez, los primeros 3GLs aumentaron el nivel de 
abstracción muy por encima de los conceptos del juego de instrucciones del 
procesador. Una simple instrucción podía reemplazar cientos de líneas de lenguaje 
ensamblador. 
Esta vez, la transición entre tecnologías sucedió con algunas objeciones de los 
desarrolladores. Existían quejas porque los primeros compiladores introducían 
errores en el código y producían código menos óptimo que el ensamblador. 
Los cambios en los procesadores dejaron de dejar obsoletos a los programas. Esto 
se conoció como portabilidad. Por lo tanto se aumenta la longevidad del programa. 
También se mejora la calidad, porque escribir menos líneas de código para 
realizar una función la hace más manejable intelectualmente. 
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Al mismo tiempo que los 3GLs levantaban el nivel de abstracción del ambiente de 
programación, los sistemas operativos levantaron el nivel de abstracción de la 
plataforma de computación. 
Otra vez las tres variables de la viabilidad aumentaron en la misma dirección, y 
eso posibilitó la aparición de nuevas clases de programas, que de repente 
resultaron viables. 
Según Kelly y Tolvanen ([3]), los lenguajes de tercera generación aumentaron la 
productividad en un sorprendente 450%. Dicho libro sostiene que luego de este 
gran cambio no hubo ningún otro avance en la industria que produjera tal aumento 
de productividad. Por supuesto, sin tomar en cuenta el modelado específico al 
dominio, un concepto similar a MDD y que es tratado por esa obra. 
Se enfatiza en el aumento del nivel de abstracción como medio para aumentar la 
productividad y calidad del software porque el objetivo de esta tesis es lograr eso 
mismo a través de un lenguaje específico de dominio. Más adelante se tratará el 
tema. 
2.1.1.2.1 Lenguajes Orientados a Objetos y Máquinas Virtuales 
Los lenguajes estructurados de tercera generación evolucionaron hacia lenguajes 
de tercera generación Orientados a Objetos. Estos hicieron más fácil el reuso de 
código en distintos contextos. Algunos de estos lenguajes introdujeron un 
intérprete de código intermedio, llamado Máquina Virtual ("Virtual Machine", 
abreviado VM). 
2.1.1.3 Computación con centro en la Empresa 
En la era de la computación centrada en la empresa existían islas de 
automatización, que repetían y reimplementaban lógica de negocio. Para evitar esa 
reinvención constante de la rueda, se dieron algunos avances que se enumeran y 
describen a continuación. 
Lo importante a notar en los avances que se tratan a continuación es el esfuerzo 
constante de la industria del software por elevar el nivel de abstracción. 
2.1.1.3.1 Desarrollo basado en Componentes 
Un componente es un módulo de software que puede ser empaquetado. 
La componentización evita reinventar la misma solución para diferentes 
aplicaciones. Aumenta la productividad al reducir el costo de producción. También 
la calidad, ya que se actualiza y prueba la funcionalidad en un solo lugar. 
2.1.1.3.2 Patrones de diseño 
Son una importante contribución a la mejora de la productividad y calidad del 
desarrollo de software. Los programadores pueden reusar patrones de diseño 
comunes que ya fueron pensados y validados por otros. 
2.1.1.3.3 Computación Distribuida 
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En los orígenes de la industria, el control total estaba a cargo de un único sistema 
operativo en una computadora central, llamada master ("amo"), mientras que los 
otros nodos de procesamiento eran llamados esclavos ("slaves"). 
Con el avance del tiempo, y especialmente con la llegada de las computadoras 
personales, se hizo claro que buena parte del procesamiento podía ser descargada 
hacia los esclavos. 
Con el tiempo, la arquitectura cliente-servidor fue evolucionando gradualmente 
hacia el paradigma peer-to-peer ("par a par" o "punto a punto"), donde cualquiera 
de los nodos puede ser el servidor según el contexto. 
2.1.1.3.4 Middleware 
Inicialmente, la computación distribuida era manejada por código propietario o del 
cliente. Pero gradualmente se fue reemplazando por sistemas de propósito general, 
llamado middleware. 
CORBA, J2EE, .NET y MOM ("Message Oriented Middleware") son ejemplos de 
plataformas middleware que proveen servicios más potentes que aquellos de 
los sistemas operativos. 
El middleware aumenta el nivel de abstracción de la plataforma, y en algunos 
casos también de la programación. Proveen servicios independientes del sistema 
operativo, por ejemplo el sistema de concurrencia de CORBA. 
2.1.1.3.5 Especificación Declarativa 
Se trata de programar un sistema completando valores de algunas propiedades. 
Es decir, sin usar instrucciones procedurales, como en la programación imperativa. 
Los ejemplos más usados son SQL y el diseño de GUIs. En SQL se define el 
formato de los registros que se necesitan, y es el motor de la base de datos quien 
se encarga de administrar los recursos para conseguir esos datos. 
2.2 Desarrollo Dirigido por Modelos 
Como se ejemplificó anteriormente, durante la historia del desarrollo de software, 
los desarrolladores siempre buscaron mejorar la productividad mejorando la 
abstracción. 
Hoy en día, sin embargo, los lenguajes tradicionales de programación y los 
lenguajes de modelado contribuyen poco a la mejora de productividad, si se 
compara con el salto desde el lenguaje ensamblador hacia los lenguajes de tercera 
generación. 
En ese sentido, tanto MDA como DSM buscan mejorar la productividad, aunque no 
son exactamente lo mismo. 
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2.2.1.1 Código y Modelo 
Los desarrolladores por lo general diferencian entre el modelado y la codificación. 
Los modelos se usan para diseñar el sistema, entenderlo mejor, especificar 
funcionalidad y documentar. Para implementar el diseño, depurarlo, probarlo y 
mantenerlo se utiliza el código. Normalmente estos medios son vistos como 
desconectados. Pero existen varias maneras de alinear el código y los modelos. 
Ilustración 2-1.Relación entre código y modelo
 
En la figura se pueden ver las distintas relaciones entre código y modelo. 
1. La primera posibilidad es no modelar. Es aceptable para pequeños 
desarrollos. 
2. La segunda opción es modelar, y luego usar esos modelos para basarse en 
la construcción del software. La conexión entre el los diagramas y el  
código se pierde gradualmente  mientras se progresa en la fase de 
codificación.  Hasta el punto en que se convierten en dibujos con poca o 
ninguna relación, en vez de ser una especificación exacta del código. Los 
programadores suelen hacer los cambios sólo en el código, porque no hay 
tiempo para actualizar los diagramas y documentos de alto nivel. De estos 
problemas surge la metodología "Extreme Programming" (XP)[31]. Esta 
metodología se volvió popular rápidamente, debido a que reconoce al código 
como la fuerza impulsora del desarrollo de software. 
3. Volviendo a la figura, la tercer opción muestra como los modelos pueden ser 
usados en ingeniería inversa. Es decir, intentar entender el software luego 
de haberse diseñado y construido. 
4. La cuarta posibilidad es round-tripping (que se puede traducir como "viaje 
de ida y vuelta"). Apunta a automatizar el trabajo de tener la misma 
información en dos lugares, modelo y código. Funciona cuando ambos 
formatos son similares y no hay pérdida de información en la traducción. Un 
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ejemplo son los diagramas de bases de datos. Cabe observar que en esta 
aproximación no hay una elevación del nivel de abstracción, no hay 
ocultamiento de información (no se ocultan los detalles menos importantes). 
Es simplemente una representación extra de la misma información. 
5. En la quinta opción, correspondiente al modelado específico de dominio, 
parte del desarrollo dirigido por modelos, los modelos son los artefactos 
principales en el proceso de desarrollo. Se tienen modelos en lugar de 
código fuente. Una vez terminados los modelos, estos pueden ser llevados a 
código fuente a través de transformaciones. La situación ideal es que el 
código generado no necesite ser modificado antes de ser ejecutado. Esto 
será analizado con mayor detenimiento en la implementación del generador. 
2.3 Resumen 
Existen tres objetivos primordiales  en el desarrollo de software (calidad, 
productividad, longevidad). Durante el desarrollo de la historia de la computación, 
pocas veces se logró un aumento significativo de estas tres variables al mismo 
tiempo. Y eso se logró de una única manera: el aumento del nivel de 
abstracción. 
La función de los modelos es, justamente, aumentar el nivel de abstracción de un 
sistema. Pero muchas veces los modelos tienen un uso limitado en el desarrollo. 
Normalmente, los modelos y el código son entidades totalmente separadas. Muchas 
veces los modelos pierden validez al terminar el desarrollo, porque nadie los 
actualiza. Por eso comienzan a surgir alternativas para darle mayor importancia a 
los modelos en el desarrollo, que sean la fuente de información fundamental para 
derivar el código. 
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3 ARQUITECTURA DIRIGIDA POR 
MODELOS 
3.1.1 Introducción
La Arquitectura Dirigida por Modelos (MDA) es un framework para desarrollo de 
software definido por el "Object Management Group" (OMG). 
El ciclo de vida del desarrollo no es muy distinto al tradicional, pero se diferencia 
por los artefactos generados en cada fase. 
Ilustración 3-2. Ciclo de vida tradicional del desarrollo de software
1. Modelo Independiente de la plataforma: es un modelo con un alto nivel 
de abstracción que es independiente de cualquier tecnología o lenguaje de 















































usualmente llamado metamodelo. El metamodelo de un lenguaje describe qué 
elementos pueden ser usados en el lenguaje. 
La Arquitectura de cuatro capas de Modelado es la propuesta de la OMG orientada 
a estandarizar conceptos relacionados al modelado, desde los más abstractos a los 
más concretos. 
Los cuatro niveles definidos en esta arquitectura se denominan comúnmente: M3, 
M2, M1, M0: 
3.1.2.1 Nivel M0: Instancias 
En el nivel M0 se encuentran todas las instancias “reales” del sistema, es decir, 
los objetos de la aplicación. Aquí no se habla de clases, ni atributos, sino de 
entidades físicas que existen en el sistema. 
Ejemplo: 
Supongamos que se tiene un sistema de un videoclub, donde se maneja 
información acerca de los clientes, y las películas de las cuales se dispone. 
En la Figura se muestra un diagrama de objetos UML donde puede verse las 
distintas entidades que almacenan los datos necesarios para este sistema 
Ilustración 3-3. Entidades de la capa M0 del modelo de cuatro capas
 
3.1.2.2 Nivel M1 : Modelo del sistema 
Por encima de la capa M0 se sitúa la capa M1, que representa el modelo de un 
sistema de software. Los conceptos del nivel M1 representan categorías de las 
instancias de M0. Es decir, cada elemento de M0 es una instancia de un elemento 
de M1. 
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Ilustración 3-4. Modelo del sistema
Siguiendo el ejemplo, en el nivel M1 aparece entonces la entidad Videoclub la cual 
representa los videoclubs del sistema, tales como “Videomanía”, con los atributos 
nombre y dirección. Lo mismo ocurre con la entidad Cliente y Película. 
3.1.2.3 Nivel M2: Metamodelo 
Análogamente a como ocurre con las capas M0 y M1, los elementos del nivel M1 
son a su vez instancias del nivel M2. Esta capa recibe el nombre de metamodelo. La 
figura muestra una parte del metamodelo UML. En este nivel aparecen conceptos 
tales como Clase, Atributo o Asociación. 
Ilustración 3-5. Parte del metamodelo UML
La siguiente figura muestra la relación entre los elementos del nivel M1 con los 
elementos del nivel M2. 
23
Ilustración 3-6. Relación entre los elementos del nivel M1 con los elementos del nivel M2
3.1.2.4 Nivel M3: Meta-metamodelo 
De la misma manera podemos ver los elementos de M2 como instancias de otra 
capa, la capa M3 o capa de meta-metamodelo. Un meta-metamodelo (OMG, 2003) 
es un modelo que define el lenguaje para representar un metamodelo. La relación 
entre un meta-metamodelo y un metamodelo es análoga a la relación entre un 
metamodelo y modelo. Es el nivel más abstracto, que permite definir metamodelos 
concretos. Dentro de la OMG, MOF es el lenguaje estándar de la capa M3. 
Esto supone que todos los metamodelos de la capa M2 son instancias de MOF. 
UML es un lenguaje definido a través de MOF, pero también se pueden definir 
metamodelos de lenguajes no orientados a objetos. 
La figura muestra la relación entre los elementos del metamodelo UML (Nivel M2) 
con los elementos del metamodelo de MOF (Nivel M3). Puede verse que las 














































La definición oficial expresa: "es un lenguaje visual para especificar, construir, y 
documentar los artefactos de un sistema. Es un lenguaje de propósito general que 
puede ser usado con los principales métodos de componentes y objetos, y que 
puede ser aplicado a todos los dominios."[1] 
3.1.3.3 CWM 
Common Warehouse Metamodel" define un metamodelo que representa la 
metadata tanto técnica como de negocio que se encuentra habitualmente en el 
dominio de "Data Warehousing" y el análisis de negocios. Es usado como base para 
el intercambio de metadata entre sistemas de diferentes proveedores. Por ejemplo, 
comunica herramientas de "Data Warehousing" con herramientas de análisis. 
3.1.3.4 XMI 
"XML Metadata Interchange" es un estándar de la OMG que relaciona MOF con 
XML. Define como usar etiquetas XML para serializar modelos compatibles con MOF. 
Los metamodelos basados en MOF son transformados a DTDs, y los modelos son 
traducidos a documentos XML que respetan el DTD de su respectivo metamodelo, 
según Poole [32]. 
En la especificación de transformación entre MOF 2.0 y XMI (v. 2.1.1), con fecha 
07-02-2002, se habla de XML Schemas, no de DTDs. XML Schema es un lenguaje 
de esquema más potente que DTD. [35] 
3.1.4 Resumen 
La Arquitectura Dirigida por Modelos (MDA) es un framework para desarrollo de 
software definido por el "Object Management Group" (OMG). 
MDA no modifica el ciclo de desarrollo de software, pero sí los entregables al 
finalizar cada etapa. 
Se definen modelos, que se refinan gradualmente hasta llegar al código. El primer 
modelo es el "modelo independiente de plataforma". Mediante una transformación 
de modelo a modelo, se llega a uno o varios "modelos dependientes de 
plataforma". Estos, a través de una transformación de modelo a texto llegan a 
código ejecutable. Las transformaciones de MDA son realizadas siempre por 
herramientas. 
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4 LENGUAJES ESPECÍFICOS DE 
DOMINIO 
El modelado específico de dominio DSM (Domain-Specific Modeling en inglés) es 
una metodología de la ingeniería de software cuyo propósito es crear modelos para 
un dominio, utilizando un lenguaje enfocado y especializado para el mismo. El 
modelado específico también incluye la idea de generación automática de código y 
la creación de código ejecutable directamente desde los modelos. De esta manera, 
las aplicaciones finales serán luego generadas a partir de estas especificaciones en 
alto nivel. Esta automatización es posible si ambos, el lenguaje y los generadores, 
se ajustan a los requisitos de un único dominio. Al liberar al desarrollador de las 
tareas de codificación y mantenimiento del código fuente se incrementa 
significativamente su productividad. Además, como el código no se escribe 
manualmente, se reducen los defectos en las aplicaciones resultantes y se mejora 
la calidad de estos productos. Estos lenguajes se denominan DSLs (por su nombre 
en inglés: Domain-Specific Language)  y permiten especificar la solución usando 
directamente conceptos del dominio del problema. Estos DSLs proporcionan 
soluciones expresadas en el mismo lenguaje y con el mismo nivel de abstracción 
del problema. De esta manera, los expertos del dominio pueden entender, validar, 
modificar y eventualmente desarrollar programas en este lenguaje. 
4.1Características de los DSM 
Kelly y Tolvanen [3] subrayan la importancia de que en el desarrollo dirigido por 
modelos tanto el lenguaje como el generador sean específicos al dominio. 
Para levantar el nivel de abstracción los lenguajes necesitan estar al tanto del 
dominio. De esa manera la generación total de código puede ser real.  Con 
lenguajes de modelado de propósito general (por ejemplo UML) esto es casi 
imposible, sino imposible. De ser posible, la última década habría mostrado cientos 
de casos exitosos. 
Existen ejemplos de lenguajes específicos de dominio que muestran que se 
mejora la producción con este enfoque. [3] 
Revisemos las características de los DSMs:
4.1.1 Concentrarse en un área de interés reducida 
El modelado específico de dominio se propone automatizar el desarrollo de 
software en un área de interés reducido. Como su nombre lo indica, es específico a 
un dominio, no de propósito general. Cuanto más reducido es el centro de atención 
del lenguaje, más fácil resulta proveer soporte para la especificación  de modelos y 
la automatización de la generación de código. Esto se debe a que el lenguaje y el 
generador de código conocen el dominio, y por lo tanto pueden completar la brecha 
semántica entre el modelo de entrada y el código de la aplicación. 
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Una solución particular DSM deja afuera todas las demás áreas de aplicación, no 
puede ser usada para desarrollar ningún otro tipo de características de las que los 
desarrolladores del DSM pretendieron. Por lo general compartir exactamente la 
misma solución DSM con otras compañías no es posible. Muchos de los detalles 
pueden ser aplicados, pero no necesariamente todos los detalles. 
Usualmente, una solución de este tipo resuelve solo parte del dominio completo 
de la compañía. Por ejemplo, un banco completo es un dominio demasiado extenso, 
y el modelado específico de dominio requiere dominios más pequeños. La reducción 
del dominio podría enfocarse a sólo los productos de inversión del banco. 
Los generadores de código también funcionan con un área de interés reducida. 
Sería imposible tener generadores de propósito general. El generador lee los 
modelos basado en el metamodelo del lenguaje y a partir de ellos genera el código. 
4.1.2 Alto nivel de abstracción 
 El modelado específico de dominio levanta el nivel de abstracción al especificar la 
solución usando directamente los conceptos del dominio. Esto incrementa la 
productividad, no sólo en el tiempo y los recursos utilizados, sino también en el 
trabajo de mantenimiento. 
Los conceptos del lenguaje se relacionan con el dominio del problema, y el 
generador traduce los modelos al dominio de la solución. 
4.1.3 Generación completa del código 
En DSM, la generación del código conviene que sea completa desde el punto de 
vista del desarrollador de la aplicación. La re-escritura manual del código no 
debería ser necesaria. Al igual que en los lenguajes de programación, el código 
generado puede ser enlazado con código preexistente, pero lo generado debería ser 
simplemente un producto intermedio, como los archivos .o en la compilación del 
lenguaje C. 
Esto implica que, en lo posible, tanto el código estático (estructural) como el que 
implementa comportamiento debería ser generado. 
La generación completa del código permite levantar el nivel de abstracción, y de 
esa manera aumentar la productividad. Claro que esto no siempre es posible. Un 
DSL puede ser ejecutable de varias maneras y en varios grados, aún si es no 
ejecutable. A continuación se identifican algunos puntos en la escala de 
ejecutabilidad de un DSL. 
Hay DSLs con una semántica de ejecución bien definida (por ejemplo, HTML, o el 
lenguaje de macros de Excel). 
Hay DSLs que sirven como lenguaje de entrada a un generador de aplicaciones. 
Estos lenguajes son también ejecutables, pero frecuentemente tienen un carácter 
más declarativo y una semántica de ejecución pobremente definida en comparación 
a los detalles de la aplicación generada. 
Hay DSLs que no pretenden ser ejecutables, pero sin embargo, son útiles para la 
generación de una aplicación. El lenguaje de especificación de sintaxis BNF es un 
ejemplo de un DSL puramente declarativo que puede también ser usado como 
lenguaje de entrada para un generador de parsers. 
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4.1.4 Representaciones textuales, y otras 
La mejor manera de representar una problema del dominio no es necesariamente 
el texto. El texto es usado habitualmente por los lenguajes de programación, pero 
es proclive a tener errores en la codificación y es difícil de manipular durante la 
generación. 
DSM usa, además de texto, otras representaciones. Algunos ejemplos son: 
diagramas, matrices y tablas. 
Estas escalan mejor que el texto puro, ofreciendo diferentes niveles de detalle. Se 
puede lograr con submodelos, ocultando información innecesaria, proveyendo 
diferentes vistas o vinculando especificaciones relacionadas. Es decir, en lugar de 
dar nueva información en el diseño, se puede forzar al desarrollador a elegir 
información ya especificada en otro submodelo, vista, etc. 
4.1.5 Mayor cantidad de usuarios posibles 
Estamos acostumbrados a pensar que los lenguajes de programación son usados 
por programadores. Pero los modelos creados con un DSM podrían, en algún caso, 
ser creados por personas que no trabajen como desarrolladores, y hasta podrían 
realizar una especificación completa del sistema. 
4.2 Diferencia con otros enfoques de modelado 
Existe una gran variedad de lenguajes de modelado. Sin embargo, la mayoría no 
se pensó para permitir la generación de código a partir del modelo. Esto es 
especialmente cierto para muchos lenguajes de modelado de propósito general. 
4.2.1 ¿Como se diferencia DSM de UML? 
El estándar UML ofrece muy poca ayuda en la automatización del desarrollo. UML 
no levanta el nivel de abstracción por encima del código. Sus conceptos centrales 
vienen del mundo del código: clases, métodos, atributos, etc.. 
El énfasis del lenguaje está puesto en "especificar, visualizar y documentar los 
artefactos", y no en la automatización del desarrollo con generadores de código. 
Con UML no se puede forzar a los desarrolladores a seguir reglas de arquitectura, 
revisar la corrección del modelo con respecto a reglas del dominio, separar datos 
del modelo en diferentes vistas o aspectos relevantes en el dominio, ni saber como 
reusar información de los modelos. 
En algunos casos, UML se usó para automatizar el desarrollo. Una inspección más 
profunda de esos casos nos muestra que UML no es seguido como en el estándar. 
El significado de los conceptos y estructura del lenguaje (metamodelo) fue alterado. 
Puesto de otro modo, se tomó el primer paso hacia el enfoque específico de 
dominio. 
En este trabajo se estudia CSSL, que es, precisamente, lenguaje específico de 
dominio cuyo metamodelo está basado en UML. La diferencia es que CSSL toma 
algunos conceptos de UML, los extiende para adaptarlos al dominio, e ignora la 
gran parte de UML que no le interesa. 
30
4.2.2 ¿Cómo se diferencia DSM de UML ejecutable? 
De la misma manera, las iniciativas para usar UML como un lenguaje de 
programación, en una inspección más profunda, muestran que UML no es respetado 
completamente, sus conceptos son modificados y extendidos. Se crean lenguajes 
textuales adicionales, lenguajes de restricción como OCL y lenguajes de acción, o 
inclusive lenguajes de programación tradicionales. El objetivo de estos lenguajes es 
describir las transiciones de estados y otras acciones. 
El UML ejecutable tampoco levanta el nivel de abstracción por encima del código. 
Sus conceptos centrales siguen perteneciendo al mundo del código: clases, 
métodos, atributos, etc.. Eso hace que algunos desarrolladores prefieran escribir las 
mismas estructuras que podrían escribir en UML directamente en código. 
4.2.3 ¿Cómo se diferencia DSM de MDA? 
MDA implica transformar un modelo (normalmente un modelo UML) en otro 
modelo UML, posiblemente en pasos sucesivos, hasta llegar a la generación de 
código. Cada uno de esos pasos los desarrolladores extienden el modelo generado 
con más detalles. En cambio, DSM pretende generar código directamente sin tener 
que modificar los modelos generados ni el código. 
4.2.4 UML adaptado al dominio 
Algunos partidarios de MDA visualizan mejoras en MDA incorporando elementos 
de DSM. En ellas, el UML base puede ser extendido usando "Profiles" para proveer 
información específica del dominio. "Profiles" es un mecanismo de extensión de 
UML, y será visto más adelante. 
Algunas desventajas de esta aproximación son: 
1. No se pueden agregar tipos totalmente diferentes al lenguaje 
2. Están basados en conceptos de UML, y por lo tanto puede suceder que para 
acceder a los conceptos introducidos por los profiles se necesite pasar por 
elementos de UML, cuando eso no siempre es útil. 
Sin embargo, para casos en los cuales la diferencia entre los conceptos de 
dominio y los conceptos básicos de UML no es tan grande, profiles es útil. 
CSSL es un ejemplo de metamodelo que no se aleja demasiado de UML. La primer 
idea para el diseño del metamodelo fue el uso de un profile de UML. 
Desafortunadamente, con este mecanismo no se pueden agregar nuevos tipos al 
lenguaje, y además sólo se usaba un subconjunto muy pequeño del metamodelo de 
UML. De esa manera se llegó a pensar en la otra manera de describir un 
metamodelo, MOF.  
4.2.5 DSLs vs Frameworks 
Los frameworks se basan en la reutilización de diseños e implementaciones 
orientados a reducir los costos e incrementar la calidad del software. Un framework 
es una aplicación incompleta y reusable, que puede ser especializada para construir 
una aplicación a medida. Los frameworks no solo describen los componentes que lo 











































4.3.1 División del trabajo de automatización 
Las distintas asignaciones posibles del trabajo de automatización se ven en 
la figura (tomada de [3]): 
Ilustración 4-10 . Posibles asignaciones del trabajo de automatización
 
En los dos primeros casos, el framework de dominio puede ser muy reducido, o 
simplemente no estar. En el primer caso la mayor parte del trabajo de abstracción 
es realizado por el lenguaje de modelado y la generación es sencilla; y en el 
segundo el generador de código realiza más trabajo. 
En los últimos dos casos, se escribe manualmente un framework de dominio, que 
será invocado por el código generado. También puede suceder que el código del 
framework sea emitido por el generador, en forma de trozos de código que son 
escritos cuando se los necesita. Por lo general, se intenta evitar que el generador 
tome la mayor carga de trabajo. Una razón para evitarlo es que el mantenimiento 
del generador se convertiría en el cuello de botella de la solución. 
Dentro de esta arquitectura, cualquiera de los elementos puede cambiar si es 
necesario. Una forma de hacerlo es cambiar el generador para escribir código en 
otra plataforma, sin cambiar el lenguaje específico de dominio.  También se pueden 
tener varios generadores, cada uno con un objetivo diferente. Puede existir uno que 
genere el código productivo, otro que genere prototipos y un tercero cuya salida 
permita la depuración del sistema. 
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4.4 Definición de un lenguaje 
Para definir un nuevo lenguaje es necesario definir su sintaxis abstracta, su sintaxis 
concreta y su semántica. 
4.4.1 Sintaxis abstracta 
La sintaxis abstracta de un lenguaje describe su vocabulario, es decir, los 
conceptos provistos por el lenguaje y como estos conceptos se pueden combinar 
para crear modelos. Una sintaxis abstracta consiste entonces de una definición de 
los conceptos, de las relaciones que existen entre estos conceptos y las reglas de 
buena formación que determinan como dichos conceptos pueden ser combinados 
de una manera correcta. 
Es importante enfatizar en este punto que la sintaxis abstracta del lenguaje es 
independiente de su sintaxis concreta y de la semántica asociada. La sintaxis 
abstracta define la forma y la estructura de los conceptos del lenguaje, sin 
considerar su presentación o su significado. 
4.4.2 Sintaxis concreta 
Todos los lenguajes proveen una notación que facilita la representación y la 
construcción de modelos o programas escritos en dicho lenguaje. Esta notación 
también se la conoce como sintaxis concreta. Las clases de sintaxis concretas se 
pueden dividir en dos tipos principales: sintaxis textual y sintaxis visual. 
Una sintaxis textual permite escribir modelos o programas de manera textual 
[15]. Puede tener varias formas, pero típicamente consiste de una sección de 
declaraciones, donde se declaran los objetos y variables que van a estar disponibles 
dentro del programa y de un conjunto de sentencias asociadas. 
Una sintaxis visual presenta un modelo o programa en forma de diagramas. Una 
sintaxis visual consiste de un número de iconos gráficos que representan vistas de 
un modelo subyacente. Un ejemplo muy conocido de sintaxis visual es un diagrama 
de clases, el cual provee una buena forma representar una vista de las relaciones y 
conceptos de un modelo. 
4.4.3 Semántica 
La sintaxis abstracta no define que significan los conceptos dentro de un lenguaje. 
Por lo tanto se precisa información adicional para capturar la semántica de dicho 
lenguaje. Es importante definir la semántica de un lenguaje ya que se establece 
que se representa y que significan las construcciones en dicho lenguaje. De otra 
forma se podría malinterpretar. 
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1. Extender referenciando "UML.metamodel.uml" (el metamodelo completo de 
UML, como se ve en la figura de esta sección) 
2. A esos metatipos agregar los tipos específicos del dominio. 
En la figura se ve una extensión middleweight a UML2 implementada sobre el 
plugin UML2 de eclipse. En la parte de abajo se pueden ver los archivos del 
metamodelo de UML, en la carpeta "pathmap://UML_METAMODELS". Arriba están 
los conceptos correspondientes al dominio de aplicaciones colaborativas. Existe un 
tutorial para realizar los tres tipos de extensiones (liviana, semi-pesada, pesada), y 
este ejemplo (claramente, si presta atención al nombre 





















































Otra manera de implementarlo sería declarar una propiedad normal, pero que el 
valor que se seleccione en esa propiedad también va a pertenecer a  
"Association::memberEnd". Dicho de otra manera, le aportaría sus elementos a la 
colección "Association::memberEnd". 
En ese caso, "session" podría ser un subconjunto (no derivado) de 
"Association::memberEnd".  En ese caso, al recorrer los elementos de 
"Namespace::member" también recorreríamos las sesiones, pues 
"Namespace::member" es una unión derivada que contiene a 
"Association::memberEnd". 
En conclusión, la complejidad de los conceptos relacionados a este tipo de 
extensiones se ve claramente a partir de las explicaciones anteriores. Esto nos 
puede llevar a pensar que, para el caso de CSSL, la mejor implementación es 
utilizar MOF. CSSL usa un subconjunto muy pequeño de UML, y estudiar el 
metamodelo de UML a fondo no parece una buena idea. 
4.7.2 MOF 
El lenguaje MOF, acrónimo de "Meta-Object Facility", es un estándar de la OMG 
para la ingeniería conducida por modelos. Como ya se vio, MOF se encuentra en la 
capa superior de la arquitectura de 4 capas. Provee un meta-meta lenguaje en la 
capa superior que permite definir metamodelos en la capa M2. El ejemplo más 
popular de un lenguaje en la capa M2 es el metamodelo de UML, que describe el 
lenguaje UML. 
Ilustración 4-12 . Relación entre EMOF y CMOF
 
  
MOF es una arquitectura de metamodelado cerrada. Esto significa que el 
metamodelo MOF se define en términos de si mismo. MOF permite una arquitectura 
de metamodelado estricta, es decir, cada elemento de un modelo en cualquiera de 
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las capas tiene una correspondencia estricta con un elemento del modelo de la capa 
superior. 
Actualmente, la definición de MOF esta separada en dos partes fundamentales, 
EMOF (Essential MOF) y CMOF (Complete MOF), y se espera que en el futuro se 
agregue SMOF (Semantic MOF). En la figura puede verse la relación entre EMOF y 
CMOF. Ambos paquetes importan los elementos de un paquete en común, del cual 
utilizan los constructores básicos y lo extienden con los elementos necesarios para 
definir metamodelos simples, en el caso de EMOF y metamodelos más sofisticados, 
en el caso de CMOF. 
4.7.2.1 Implementación de MOF - Ecore 
El metamodelo MOF esta implementado mediante un plugin para eclipse llamado 
Ecore. Este plugin respeta las metaclases definidas por MOF. Todas las metaclases 
mantienen el nombre del elemento que implementan y agregan como prefijo la 
letra “E”, indicando que pertenecen al metamodelo Ecore. Por ejemplo, la 
metaclase EClass implementa la metaclase Class de MOF. 
4.7.2.2Relación entre el meta-metamodelo MOF y el meta-metamodelo 
Ecore 
La primera implementación de Ecore fue terminada en Junio del 2002. Esta 
primera versión usaba como meta-metamodelo la definición estándar de MOF 
(v1.4). 
Gracias a las sucesivas implementaciones de Ecore y basado en la experiencia 
ganada con el uso de esta implementación en varias herramientas, el metalenguaje 
evolucionó. Como conclusión, se logró una implementación de Ecore realizada en 
Java eficiente, con sólo un subconjunto de MOF, y no con todos los elementos como 
manipulaban las implementaciones hechas hasta ese momento. 
A partir de este conocimiento, el grupo de desarrollo de Ecore colaboró más 
activamente con la nueva definición de MOF, y se estableció un subconjunto de 
elementos como esenciales, llegando a la definición de EMOF, que fue incluida como 
parte de MOF (v2.0). 
4.7.2.3Diferencias entre MOF y Ecore 
MOF y Ecore son conceptualmente muy similares, ambos basados en el concepto 
de clases con atributos tipados y operaciones con parámetros y excepciones. 
Además ambos soportan herencia múltiple y utilizan paquetes como mecanismo de 
agrupamiento. 
La principal diferencia está en el tratamiento de las relaciones entre las clases. 
MOF tiene a la asociación como concepto primario, definiéndola como una relación 
binaria entre clases. Tiene finales de asociaciones, con la propiedad de 
navegabilidad. En cambio, Ecore define solamente EReferences, como un rol de una 
asociación, sin finales de asociación ni "Association" como metaclase. Dos 
EReferences pueden definirse como opuestas para establecer una relación 
navegable hacia ambos sentidos. Existen ventajas y desventajas para esta 
implementación. Como ventaja puede verse que las relaciones simétricas, como por 
ejemplo “esposoDe”, implementadas con Association, son difíciles de mantener ya 
que debe hacerse consistentemente. En cambio con Ecore, al ser sólo una 
referencia, ella misma es su opuesto, es decir, se captura mejor la semántica de las 
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asociaciones simétricas, y no es necesario mantener la consistencia en el otro 
sentido. 
Ambos, MOF y Ecore, soportan el reuso de conceptos en otros paquetes. MOF 
soporta varios mecanismos de reutilización de elementos como “import”, herencia 
de paquetes, no disponibles en Ecore. Sin embargo, Ecore permite tanto la 
definición recursiva entre paquetes, como que sean leídos conjuntamente, mientras 
que MOF prohíbe las dependencias cíclicas entre paquetes debido a los problemas 
prácticos para mantener la consistencia mutua en un ambiente distribuido. 
MOF es mucho más rico y expresivo. Por ejemplo, define un concepto Constant, 
mientras que en Ecore se define como un EAttribute que no puede cambiar 
(unchangeable) y sólo puede ser definido dentro de un elemento EClass. Respecto a 
los elementos Constraint de MOF, Ecore no posee un concepto equivalente. 
4.8 Resumen 
El objetivo de este trabajo es la generación de código a partir de modelos 
especificados en el lenguaje CSSL. Por eso resulta conveniente entender los 
mecanismos para la definición de un lenguaje. 
En este capítulo se estudiaron las características fundamentales de DSM ("Domain 
Specific Modelling", modelado específico al dominio). Es importante que un DSL 
aumente el nivel de abstracción. Para ello es necesario centrar la atención en un 
dominio reducido. 
Tomando ese dominio reducido, se debe proceder a la definición del lenguaje.  La 
definición de un lenguaje comprende tres partes esenciales: la sintaxis abstracta, la 
sintaxis concreta y la semántica.  
Para definir los términos que formarán parte de la sintaxis abstracta se requieren 
varios pasos. Se estudió como encontrar los términos relevantes en el dominio. Y 
luego se vieron las opciones para definir el lenguaje, tanto a través de la extensión 
de UML y como del metamodelado usando EMF. 
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5  SISTEMAS COLABORATIVOS 
El campo de investigación llamado “Trabajo Cooperativo asistido por 
Computadora” (CSCW, “Computer-Supported Cooperative Work”) está relacionado 
al entendimiento de las interacciones sociales y el diseño, desarrollo y evaluación 
de sistemas técnicos que asisten la interacción social en equipos y comunidades. En 
esta definición y en otras cabe destacar que se mencionan dos aspectos: el aspecto 
tecnológico y el fenómeno social. [25] 
Los sistemas resultantes de la investigación y desarrollo en esta materia es 
llamado “groupware” o sistemas colaborativos. Son sistemas basados en 
computadoras que ayudan a un grupo de personas comprometidas en una tarea u 
objetivo en común y que proveen una interfaz a un ambiente compartido. [25] [26] 
Según Koch y Gross ([25]) se distinguen cinco tipos de aplicaciones: soporte para 
awareness (conciencia de grupo), comunicación, coordinación, equipo y comunidad. 
  
5.1Conceptos Principales 
Los siguientes términos forman un vocabulario conocido por los miembros de la 
comunidad que trabaja con tecnología groupware 
Rol (CollaborationRole): Entendemos al rol como un conjunto de propiedades, 
conocimientos y responsabilidades que tendrá un usuario en un determinado 
momento. Permitirá entender cual será el papel que el usuario tendrá en todo 
momento cuando interactúe con otros usuarios en el sistema. 
Usuario (User): Representa a un usuario dentro del sistema.  
Objetos colaborativos (SharedObjects): Son los elementos creados por los 
propios usuarios que se pueden manipular en forma colaborativa gracias a las 
herramientas colaborativas que lo soportan. La particularidad de estos objetos es 
que son editados por distintos usuarios y dependiendo de la herramienta y del 
protocolo la edición puede ser en forma sincrónica (al mismo tiempo) o asincrónica. 
Workspace (Workspace): Es el lugar en el que la colaboración se lleva a cabo y 
define, en parte, el estilo de colaboración que se va a llevar a cabo. En este trabajo 
se rescata a los workspaces como los elementos que contextualizan la colaboración. 
Usualmente un workspace es definido dentro de un entorno más grande que lo 
contiene que llamaremos escenario colaborativo 
Sesión (Session): Una sesión es un período de interacción soportada por un 
sistema. En general un usuario ingresa (login) en la sesión identificándose a través 
de un nombre de usuario y password y sale de la misma (logout) en forma explícita 
o simplemente cerrando la aplicación (o ventana) que maneja la sesión.  
Hacemos notar que desde el punto de vista de la implementación, la sesión se 
podría utilizar como un objeto para intercambiar información entre los usuarios 
conectados al sistema. Por ejemplo datos del usuario, nombre, rol, estado, etc. que 
se comunican para saber quien está conectado en ese momento en el sistema. En 
definitiva, la forma en que los sistemas groupware manejan la sesión es una de las 
principales diferencias con los sistemas monousuarios. 
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Herramientas colaborativas (Tool): Son programas que, a diferencia de las 
aplicaciones monousuarios, contemplan ser utilizados por un grupo de personas. 
Naturalmente, el grupo manipula elementos que llamaremos objetos colaborativos 
que son los productos que se obtienen como resultado de la colaboración. 
Las herramientas pueden ser independientes del protocolo involucrado. Es decir 
que una misma herramienta puede ser utilizada con distintos protocolos. 
Escenario Colaborativo (Setting): Es la integración de un conjunto de 
workspaces. A menudo, las aplicaciones groupware complejas necesitan más de un 
workspace, de una manera similar a una universidad virtual que estará compuesta 
por distintos workspaces como el aula, la biblioteca, etc. Los escenarios contienen 
asimismo los protocolos que estructuran el acceso y el uso de los diferentes 
workspaces por parte de los distintos roles existentes. 
Asociación (CollaborativeAssociation): Permite asociar elementos del diseño. 
Con esta asociación vinculamos las herramientas que disponemos en un workspace, 
los roles que pueden participar de una sesión etc. 
Contexto compartido (SharedRepository): Es el repositorio donde se alojan 
los objetos colaborativos. Los usuarios tendrán acceso a este repositorio para crear, 
leer y modificar los objetos colaborativos. 
El contexto compartido puede ser único (es decir que todos los usuarios de la 
aplicación comparten a todos los objetos colaborativos en un lugar). En otros casos, 
puede haber varios contextos compartidos, asociados a alguna componente del 
sistema. Por ejemplo cada usuario podrá tener un espacio en el que coloca los 
documentos que quiere compartir. Asimismo, puede determinar quién puede 
acceder a su contexto compartido y qué acciones puede realizar dentro del mismo. 
En otros casos, los contextos compartidos pueden estar asociados a determinados 
espacios. Por ejemplo, cada aula podría tener un contexto compartido donde los 
usuarios comparten sus trabajos. Finalmente los contextos compartidos podrían 
generarse dinámicamente cuando un usuario decide compartir algún documento 
con otro usuario. 
Telepuntero (Telepointer): Es el cursor del mouse de cada uno de los usuarios 
que está conectado a un objeto colaborativo y que puede ser movido por cada 
usuario. En algunos casos los cursores de los usuarios pueden ser visualizados 
todos al mismo tiempo. 
Protocolo (Protocol): Un factor importante en el trabajo en grupo es el proceso 
social que se lleva a cabo. Sin gente interactuando, el sistema groupware está 
muerto. Los protocolos sirven para modelar, guiar y estructurar el proceso social 
que se lleva a cabo dentro del grupo. Los protocolos definen qué herramientas y 
objetos colaborativos pueden ser utilizados por los distintos roles o usuarios. Un 
aspecto importante que define un protocolo es en qué momento puede participar 
cada usuario. 
Vista (View): Es una porción del contexto compartido que puede ser visualizada 
por un usuario. En algunos casos, los usuarios pueden visualizar todo el contexto 
compartido, y en ese caso la vista es una representación del contexto compartido. 
En otros casos, por limitaciones de los dispositivos, la vista representa una porción 
de la información. 
Meta protocolo (Meta-Protocol): En algunas ocasiones es necesario 
contemplar una forma de cambiar de protocolo. En síntesis el Meta protocolo es el 
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protocolo que administra los cambios de protocolo. Los meta protocolos controlan el 
cambio y la transición entre los protocolos y proveen una forma de hacer que los 
workspaces sean más flexibles. 
Acoplamiento: El acoplamiento es una medida que determina el grado de 
ensamble que tiene el mismo componente en los puestos de trabajo de un sistema 
groupware. Las componentes pueden estar acopladas o no y el acoplamiento lo 
mencionaremos como un acoplamiento fuerte o débil. Si decimos que el sistema 
tiene la vista fuertemente acoplada, significa que los usuarios tienen la misma 
vista. Si tienen el workspace débilmente acoplado (también podemos usar el 
término desacoplado), estamos diciendo que los usuarios pueden estar en distintos 
workspaces. El mismo concepto puede aplicarse a otros conceptos como el 
protocolo, la herramienta, el telepointer, etc. Esta medida determina en cierta 
forma la complejidad del sistema y de la colaboración. En general el sistema va a 
ser más simple (mas simple para desarrollarlo y también mas simple para operarlo) 
cuando sus componentes estén fuertemente acopladas. 
Awareness: Es la información que el sistema provee sobre el estado de la 
colaboración. En las reuniones presenciales estar al tanto de los otros (“staying 
aware of others”) es algo natural. Se puede percibir dónde está ubicado cada uno, 
cuál es su estado, qué actividad está desarrollando y con qué objeto. Por el 
contrario, mantener actualizada esta información en sistemas groupware es 
bastante difícil. El awareness del workspace involucra mantener constantemente 
actualizada la información de los otros usuarios en relación al espacio compartido 
indicando al menos la identidad y la presencia de los usuarios. Conjuntamente con 
esta información suele aparecer otra información de awareness como la actividad 
que están desarrollando, su ubicación dentro del sistema, su estado, qué acciones 
va a desarrollar, qué cambios está realizando, objetos que se utilizan, etc. 
Avatar: Es la representación de un usuario dentro del sistema. Puede ser una 
pequeña imagen, un gráfico o un ícono. En algunos casos, como en los ambientes 
virtuales, el avatar se mueve dentro del ambiente y sirve para iniciar 
colaboraciones con ese usuario. El avatar puede servir como información básica de 
awareness y en muchos sistemas colaborativos indican la presencia y la ubicación 
de los usuarios dentro de workspaces. 
5.2 Espectro de sistemas colaborativos 
Los sistemas que soportan tareas comunes y ambientes compartidos varían 
ampliamente; es, por tanto, apropiado pensarlos más en términos de un espectro 
con múltiples dimensiones. 
5.2.1 1.1.1.  Según su nivel de integración: 
Se describen aquí dos sub-dimensiones: 
Subdimensión de tarea común: En un nivel de integración bajo los usuarios 
realizan tareas en forma independiente. Cada usuario utiliza algún recurso del 
sistema pero el sistema no fomenta la integración de los usuarios.En un nivel de 
integración alto los usuarios realizan sus tareas en forma conjunta, dependen unos 
de otros y hay una constante percepción de las actividades que realizan los demás 
colaboradores. 
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    Subdimensión de Ambiente Compartido: En un nivel de integración bajo los 
usuarios colaboran en ambientes independientes. En un nivel de integración alto los 
usuarios colaboran en un ambiente compartido donde comparten información y se 
comunican 
5.2.2  Según el tiempo y el espacio 
Los sistemas groupware pueden ser concebidos tanto para ayudar a grupos en los 
cuales las personas se encuentren en un mismo lugar, como para grupos en los 
cuales sus integrantes estén distribuidos en distintas ubicaciones. A su vez, un 
sistema de groupware puede ser concebido para reforzar la comunicación y la 
colaboración dentro de una interacción en tiempo real (sincrónica), o de una 
interacción que no se lleva a cabo en tiempo real (asincrónica). 
Estas consideraciones de tiempo y espacio sugieren cuatro categorías de sistemas 
de groupware representados en el siguiente cuadro de doble entrada: 
    Mismo Tiempo Diferente Tiempo 
Mismo Lugar Interacción cara a cara  Interacción asincrónica 




Tabla 5-1. Clasificación según tiempo y espacio
5.2.3 Restrictivo contra Permisivo 
Otra dimensión del espectro que estamos analizando es el grado de libertad que 
tienen los usuarios para desarrollar sus tareas. Algunos sistemas colaborativos 
como los sistemas de workflow, restringen o dirigen el comportamiento de los 
usuarios. Este tipo de sistemas son considerados restrictivos y típicamente 
mantienen un curso de acción posible o deseable que restringe las posibilidades de 
acción de los usuarios. 
Otros sistemas, tales como los sistemas de pizarrón compartido o sistemas de 
escritura colaborativa permiten que los usuarios puedan libremente realizar sus 
actividades (escribir, navegar, dibujar, entrar o salir, etc.) sin control del sistema. 
Los sistemas permisivos son más complejos de desarrollar. Por un lado, requieren 
soportar las alternativas de acción de los usuarios brindando la funcionalidad que 
corresponda. Y por otro, requieren elementos de awareness que informen qué 
actividades los usuarios están realizando. 
5.3 Desarrollo de Groupware
Según Borges y Pinheiro [27], la interacción armoniosa de un grupo depende del 
entendimiento mutuo, y dicho entendimiento requiere un soporte para: 
1. Comunicación entre los participantes 
2. Coordinación de sus actividades 
3. Una memoria de grupo 















































Estas arquitecturas deben ayudar al programador en la tarea de implementar la 
comunicación, el control de concurrencia, la sincronización y la tolerancia a fallos. 
Pero estos últimos cuatro temas son influidos profundamente por la distribución 
del sistema. Por esa razón, se tratarán primero las posibilidades de distribución del 
procesamiento y datos de un sistema, para luego ver las variantes que deben 
simplificar los frameworks en cuanto al control de concurrencia. Luego se revisarán 
los otros temas concernientes a la arquitectura de tiempo de ejecución, es decir, 
comunicación, tolerancia a fallos y sincronización. 
5.3.1.1 Arquitecturas centralizadas vs Distribuidas 
Las arquitecturas centralizadas usan una única aplicación, que reside en el 
servidor central y controla toda la Entrada/Salida de los participantes distribuidos. 
Los programas cliente sólo envían peticiones al servidor, y muestran los resultados 
devueltos por este. La principal ventaja es que no se necesita sincronización, la 
consistencia de los datos compartidos es sencilla porque existe una única copia, y 
esos datos son manipulados por un único programa que puede, si es necesario, 
serializar el acceso concurrente para que no ocurran inconsistencias. 
Las arquitecturas replicadas ejecutan una copia del programa en cada sitio. El 
programa debe sincronizar cada acción (local y remota) con sus pares. Y debe 
garantizar que todas las copias de los datos sean consistentes.  
Las arquitecturas centralizadas son simples para manejar la concurrencia. Pero 
pueden traer problemas de latencia, cuellos de botella y ambientes heterogéneos. 
La latencia es el tiempo aparentemente inactivo, mientras el pedido se envía al 
servidor, este lo procesa y envía las respuesta o actualiza las pantallas. Si ese 
tiempo es alto será un problema, pues hará lenta la interacción del usuario. El 
cuello de botella puede ubicarse en el procesador central o la red. El tercer 
problema mencionado, los ambientes heterogéneos, significa que a menudo es 
complicado que un proceso pueda actualizar correctamente diferentes clientes 
remotos, dado que cada uno de ellos podría tener un "Look & Feel" diferente. 
Las arquitecturas replicadas solucionan estos problemas manejando las 
interacciones y la actualización de pantalla en cada replicación. Las acciones de 
cada usuario se pueden realizar primero en la copia local y luego distribuirse, 
resultando en una latencia muy baja. La performance mejora al intercambiar sólo la 
información mínimamente necesaria para mantener el estado local de la réplica 
consistente con el de los demás. Y cada réplica es responsable de dibujar sólo su 
interfaz gráfica local, lo que permite que en cada sitio la interfaz pueda ser distinta, 
por ejemplo usando el "Look & Feel" nativo. 
Pero todo esto se da al costo de una mayor complejidad. Se deben tratar asuntos 
tales como el control de concurrencia. Y cada framework tiene sus variantes para 
ayudar al programador. Por ejemplo, Share-Kit no tiene control de concurrencia, y 
si es necesario, lo debe implementar el programador desde el principio. DistEdit usa 
broadcasts atómicos. ObjectWorlds usa objetos compartidos, y tiene la habilidad de 
detectar mensajes que no llegaron en orden para hacer un bloqueo no optimista. 
Groupkit puede forzar la serialización de ciertas acciones. 
Existen arquitecturas intermedias (semi-replicadas) que contienen tanto 
componentes replicados como centralizados. Por ejemplo, se puede disponer de un 
servidor central utilizado únicamente para mantener el estado y distribuir los 




























































































La gran diferencia filosófica entre las Bases de Datos y los sistemas colaborativos 
es que los últimos se esfuerzan por mostrarle a los otros usuarios las acciones del 
usuario que está interactuando, mientras que las transacciones de Bases de Datos 
intentan dar la sensación de ser la única transacción en el sistema. La literatura del 
tema habla de niveles de aislamiento de transacciones, y los motores de Bases de 
Datos, como mínimo, proveen el nivel de "Read-Commited", en otras palabras 
nunca se leen datos que no hayan sido comprometidos ("commited") por otra 
transacción. 
En el caso de los editores colaborativos, es posible que sea necesario considerar 
un conjunto de operaciones como una única operación[33]. Por ejemplo, la 
operación "buscar y reemplazar", ejecutada por un usuario y seleccionando por 
cada coincidencia si debe reemplazarse o no. Al ejecutar "Deshacer", debería 
deshacerse toda la operación. 
El problema es que las operaciones parciales deben ser ejecutadas para proveer 
feedback de las acciones. Una solución podría ser ejecutar la operación localmente, 
y cuando la operación se sabe confirmada, enviar las operaciones a las réplicas. Los 
otros usuarios sólo verían la operación terminada. 
5.3.1.3.3 Unico Participante Activo 
Sólo un participante a la vez posee el "Floor Control" (control del piso). El acceso 
al "Floor Control" puede administrarse a través de un protocolo implementado en el 
software o mediante un protocolo externo (por ej: acuerdo verbal entre usuarios).  
El problema con este esquema es que no es apropiado para sesiones con un nivel 
alto de paralelismo entre los participantes. Además, si el cambio en el control del 
suelo es dejado a un protocolo externo, existe la posibilidad de que los usuarios no 
se pongan de acuerdo en quién tiene el control y emitan operaciones conflictivas 
entre sí. 
5.3.1.3.4 Detección de dependencias 
Se basa en el uso de timestamps para detectar operaciones conflictivas. Dichos 
conflictos se resuelven manualmente. No se necesita sincronización, y las 
operaciones no conflictivas pueden ser ejecutadas inmediatamente, resultando en 
un buen tiempo de respuesta. 
5.3.1.3.5 Ejecución reversible 
Se ejecuta la operación inmediatamente, pero se guarda información que permite 
volver al estado anterior. Se define un orden global para las operaciones, y si se 
detecta que en algún sitio las operaciones fueron ejecutadas en un orden 
incorrecto, se deshacen los cambios y se reejecuta en el orden correcto. Como 
desventaja se puede mencionar que al usuario puede ver cambios que luego son 
revertidos. Por otro lado, un orden total en un sistema distribuido no es algo 
sencillo de implementar ([24]).  
Obviamente todas las operaciones deben tener manera de ser revertidas (una 
operación de "undo"). Dado que los editores suelen tener soporte para "Deshacer" 
y "Rehacer", esto no es un problema. Se puede mejorar la concurrencia de este 
esquema con esta optimización: si dos operaciones que son conmutables son 
ejecutadas de manera desordenada, no realizar la corrección. Esta optimización 
está implementada en COAST y Dolphin.  
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Un problema con este y otras técnicas optimistas es que el sistema puede 
permanecer mostrando un estado inconsistente durante un lapso pequeño de 
tiempo. Sucede, por ejemplo, si dos operaciones son emitidas al mismo tiempo, 
hasta que se realice el "deshacer", y nuevamente la ejecución de las operaciones. 
El estado inconsistente es visible al usuario, porque, al contrario de las Bases de 
Datos, la prioridad es el tiempo de respuesta. La mayoría de los editores no 
soluciona este problema, simplemente se asume que no sucede muy a menudo. 
5.3.1.3.6 Transformaciones operacionales 
Es una alternativa para mantener la consistencia en ambientes totalmente 
distribuidos. Con este método no es necesario ejecutar las operaciones en un orden 
total, ni utilizar bloqueos. 
En los algoritmos de OT los cambios son encapsulados en operaciones. Cada 
máquina genera operaciones que serán ejecutadas localmente y luego distribuidas 
en todas las demás máquinas. Las operaciones recibidas desde otros sitios son 
ejecutadas  siguiendo algunas  reglas estrictas. Todos los algoritmos de OT 
transforman las operaciones antes de ejecutarlas, para incluir o excluir los efectos 
de otras operaciones. En el trabajo de Ellis [21] se da el ejemplo de un editor, en el 
cual un usuario inserta una letra en una posición y un segundo usuario en una 
posición posterior al del primero. La operación del segundo usuario (digamos 
Insert('r',7)), debe ser tranformada para contemplar el desplazamiento de un 
caracter introducido por la primer operación, por lo tanto debería insertar el 
caracter en la posición 8 (y no 7 como pretendía originalmente). 
5.3.1.4 Sincronización 
Una arquitectura específica lleva a diferentes modos de separar el modelo 
abstracto de datos de la aplicación de las vistas generadas a partir de dicho 
modelo. En un sistema centralizado, las vistas y el modelo están en el mismo lugar, 
por lo tanto la sincronización es trivial. En contraste, las arquitecturas replicadas 
mantienen copias de los datos y las vistas en todas las ubicaciones. En el medio 
está la posibilidad de tener un servidor central de notificaciones, que mantiene los 
datos, y replicas que deciden como mostrar los datos cuando se le envían 
notificaciones de cambio. 
A nivel de framework, esta separación de modelo y vistas suele ser visible para el 
programador. La manera que tiene un framework para procesar los eventos del 
usuario y sincronizar el modelo y las vistas usualmente depende de como es la 
distribución de vistas y modelos en la arquitectura. 
5.3.1.5 Comunicación 
El framework debe facilitar la comunicación. El programador no necesita tratar con 
los problemas de la creación de una conexión entre máquinas. Pero debe tener la 
libertad de decidir qué se debe comunicar y con qué prioridad. 
Modelos centralizados son vulnerables a los cuellos de botella en la comunicación, 
pues el servidor central debe manejar tanto la entrada como la actualización de 
todas las pantallas. Los sistemas distribuidos son más eficientes, pues sólo es 
necesario enviar mensajes cortos que contienen la mínima información 
indispensable para realizar un cambio de estado. 
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5.3.1.6 Tolerancia a Fallos 
El framework debe proveer un mecanismo de notificación que permita manejar 
ciertas fallas. Tales fallas pueden ser la pérdida de conexión, retrasos excesivos, 
etc. Esto obliga al programador a estar consciente de las fallas que son inherentes 
a un determinado tipo de arquitectura. 
5.3.2 Abstracciones de Programación 
Los frameworks deben proveer abstracciones para coordinar los diferentes 
procesos distribuidos,  modificar el modelo de datos abstracto común, y controlar y 
actualizar las vistas. La abstracción suele depender de la arquitectura de tiempo de 
ejecución elegida. 
Existen diferentes arquitecturas de datos compartidos: 
3. Sistema no compartido, donde ni la vista ni los datos son compartidos por 
los procesos. El programador debe encargarse de mantener los objetos 
compartidos, las vistas y la relación entre ellos. 
4. Sistema con modelo compartido: el modelo está compartido por el sistema. 
La abstracción del framework especifica cómo acceder al modelo compartido 
y modificarlo. Las vistas, posiblemente no compartidas, reaccionarán ante 
cambios del modelo. 
5. Sistema con vistas y modelo compartidos, donde los cambios se propagan 
automáticamente de uno al otro. 
En las siguientes secciones se describen las abstracciones más comunes. 
5.3.2.1 Llamada a Procedimientos Remotos por Difusión (Multicast) 
RPC ("Remote Procedure Calls") via multicast es simplemente RPC, pero 
ejecutando el mismo procedimiento en varias réplicas. Permite a los diferentes 
procesos distribuidos comunicarse y compartir datos. 
Algunos frameworks permiten ocultar detalles de asignación de ruta y 
comunicación entre los procesos. Por ejemplo, en el caso del código generado a 
partir de CSSL que se presenta en este trabajo, envía los mensajes a los demás 
integrantes de la sesión, y es el framework subyacente quien mantiene el registro 
de las direcciones de red de cada persona. 
5.3.2.2Eventos y notificadores 
En esta abstracción el programador puede especificar eventos de interés, y los 
otros procesos son notificados cuando estos eventos suceden. 
Estos eventos pueden ser generados automáticamente (por la arquitectura de 
tiempo de ejecución) o por el usuario (explícitamente). Al evento se le pueden 
adherir notificadores (también conocidos como "observers" o "listeners"). 
Se podrían usar, por ejemplo, para notificar cambios en el modelo compartido. 
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5.3.2.3Modelos compartidos y vistas 
Está basado en la idea de separar los datos de la vista, originada en el Model-
View-Controller de Smalltalk (MVC). El framework mantiene un modelo de datos 
compartido consistente, manejando concurrencia y sincronización. Y puede notificar 
los cambios en los datos a los procesos o actualizar automáticamente la vista. 
COAST, Dyce y GroupKit soportan esta abstracción. 
En particular, COAST provee un espacio de objetos compartidos, que pueden 
variar desde simples documentos hasta espacios de información muy complejos. 
Los programadores pueden crear, acceder, modificar objetos compartidos como si 
fueran locales. El framework se ocupa de la replicación, sincronización, control de 
concurrencia y almacenamiento persistente de dichos objetos. Provee un 
mecanismo de transacciones, pero no mediante un bloqueo pesimista, que sería 
demasiado caro para este tipo de sistemas. Como ya se mencionó, usa operaciones 
reversibles. Se ejecuta la operación localmente y se la envía a un mediador, que 
decidirá si la transacción sera completada o no. Si es rechazada, se deshacen los 
cambios. 
5.3.3 Widgets para Groupware 
Otra facilidad que pueden proveer los toolkits groupware son los widgets. 
Dado que la intención de este trabajo es en realidad la generación de código a 
partir de CSSL, y no tiene dentro de su alcance la generación de código para 
interfaces gráficas, estos serán explicados brevemente aquí. CSSL contiene el 
concepto de herramienta, pero la especificación de las características de la 
herramientas debería hacerse con otro tipo de DSL, algo más cercano a los 
diseñadores de interfaces gráficas que a UML. Eso no impediría que en un futuro 
dos modelos puedan ser combinables, y CSSL incluya construcciones para soportar 
este tipo de componentes. 
Existen dos clases de widget para groupware: versiones groupware de 
componentes gráficos monousuario, y componentes gráficos específicos para 
groupware, que facilitan actividades habituales del trabajo en grupo.  
Durante el rediseño de un componente para groupware se presentan nuevos 
problemas. Según cómo se comparte la interacción de los usuarios se habla de 
acoplamiento débil o fuerte. Se habla de control de acceso cuando sólo un usuario 
de un grupo puede usar un componente. Existe bibliografía que trata estos temas, 
que está fuera del alcance de este trabajo. [34] 
5.3.3.1 Acoplamiento 
El acoplamiento es definido como los medios por los cuales los componentes de la 
interfaz comparten el estado de la interacción entre diferentes usuarios. En un 
acoplamiento fuerte, las acciones en una pantalla se ven reflejadas  
inmediatamente en las demás ventanas. En un acoplamiento débil, sólo algunos 
eventos causan esa actualización. En este mismo capítulo existe una definición algo 
más amplia del  término. 
En la introducción al framework DyCE [20] se habla de tres métodos de 





















































En el momento de finalizar este trabajo encuentro que Google está realizando 
esfuerzos por establecer su “Google Wave Federation Protocol” [36]. 
Google wave es una plataforma de comunicación y colaboración basada en 
documentos almacenados en sus servidores (llamados “waves”), que proveen 
modificaciones concurrentes y modificaciones con latencia muy baja. 
Pretende ser una plataforma abierta, donde cualquiera podría ejecutar 
servidores de “waves” y convertirse en proveedores de “waves”.
Los datos en la plataforma se organizan de esta manera. Existen waves, 
wavelets e identificadores. Un wave está conformado por varios wavelets. 
Cuando un usuario tiene acceso a un wavelet se dice que es un participante del 
wavelet. Se mantienen copias del wavelet en todos los proveedores que tengan 
un usuario participando en el wavelet. Una de los proveedores contiene la 
“copia definitiva” del wavelet, y se dice que esta “hosteando” el wavelet.
Un proveedor opera un servicio de wave en uno o mas servidores. Las piezas 
centrales del servicio de wave son el almacenamiento de waves y el servidor de 
waves, y este último es quien resuelve las operaciones sobre los wavelets a 
través de transformaciones operacionales. 
Parece una plataforma interesante para trabajos futuros en esta materia, y 
como continuación de este trabajo. Su modelo de datos y su mecanismo de 
interacción parecen compatibles con los implementados en el plugin 
desarrollado y con el lenguaje CSSL. 
5.5 Conclusión 
En este capítulo se introdujo el concepto de sistema colaborativo, para seguir 
luego con un conjunto de conceptos básicos de la materia. 
De ahí en más, se comenzó a analizar el desarrollo de groupware. Y se concentró 
la atención en dos puntos fundamentales para este trabajo: qué cosas le preocupan 
al desarrollador de sistemas colaborativos y como los frameworks pueden ayudarlo. 
Se analizaron los problemas inherentes al desarrollo de estos sistemas, 
especialmente los mas complejos como el control de concurrencia. También se le 
dio importancia a las abstracciones que proveen los frameworks para el manejo de 
objetos compartidos. 
La pregunta del lector será entonces: ¿Por qué esos temas y no otros? 
Este trabajo trata de la generación de código a partir de CSSL, un lenguaje gráfico 
que permite representar un sistema colaborativo. CSSL es un lenguaje específico de 
dominio para groupware. La generación de código a partir de un DSL suele 
realizarse manteniendo varias capas: un generador de código, un framework, una 
plataforma, y la máquina, en ese orden. 
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Esta generación de código, por lo tanto, necesita un framework. Y existen muchos 
frameworks para sistemas colaborativos. 
Una manera de encarar el tema sería investigar varios de ellos por separado, 
elegir uno, y generar código que use ese framework para alivianar la tarea del 
generador. El inconveniente de esto es que CSSL contiene ciertas abstracciones que 
no son soportadas en forma exacta por ningún framework. Entonces deberíamos 
escribir un pequeño framework que actúe como un wrapper alrededor del 
framework destino, y que el código generado utilice las interfaces provistas por este 
nuevo framework. Investigar en profundidad un único framework, olvidándose de 
los demás, podría hacer que el diseño del nuevo framework pase a depender 
fuertemente de características del framework destino. 
La segunda alternativa es apoyar la generación de código sobre la interfaz de un 
framework  que considere ampliamente los problemas de este dominio, y que 
eventualmente delegue funcionalidad en framework ya escrito. 
En la primera implementación de este generador de código, se escribieron 
funcionalidades básicas para el manejo de usuarios, manejos de sesiones, multicast 
de operaciones. Todo está basado en las investigaciones de este capítulo. La 
implementación inicial no utiliza un framework ya escrito (COAST, Dyce, GroupKit, 
Habanero, etc..), sino que simplemente implementa la funcionalidad. Por supuesto 
que eso lo hace menos potente, confiable y robusto. Pero el objetivo del trabajo no 
es el desarrollo de un framework que cubra exhaustivamente las necesidades de 
CSSL de manera robusta.  
Si cotejamos la implementación del framework con los conceptos vertidos en 
estas secciones, podremos ver que algunos módulos sugeridos por el texto están 
implementados. Se puede ver, módulo por módulo y funcionalidad por 
funcionalidad, qué es lo que está implementado y cómo se puede expandir el 
framework para soportar funcionalidad no soportada. Pero esta no es una tarea a 
analizar en la conclusión de este capítulo, sino en un capítulo siguiente. 
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6 GENERACIÓN DE CÓDIGO
6.1Sobre la Generación de Código 
Para la realización del trabajo se evaluaron varias herramientas. Y se generó 
código de CSSL utilizando tanto Mofscript como JET, dos herramientas de 
transformación de modelo a texto. Esta sección comienza con un estudio de las 
transformaciones de modelo a texto. Se repasan los tipos de generadores, y luego 
las posibles maneras de ingresar código manual al código generado, permitiendo 
una posterior regeneración sin la pérdida de los cambios manuales. 
Al terminar con esta visión general, se describen brevemente Mofscript y JET. 
Luego, se relata la experiencia del desarrollo con cada una de estas herramientas, 
incluyendo los inconvenientes y ventajas. 
6.2 Transformaciones 
Como ya se mencionó, MDA propone realizar modelos en las fases iniciales del 
proyecto de desarrollo de software, e ir transformando dichos modelos 
automáticamente en cada una de las etapas de desarrollo. 
Se define, en primer lugar, el PIM ("Platform Independent Model"), que luego será 
transformado a uno o más Modelos Específicos de Plataforma (PSM,"Platform 
Specific Model"). Para realizar esta transformación existen muchas herramientas de 
transformación de modelo a modelo, que ayudan a la conversión de los conceptos 
del metamodelo origen al metamodelo destino. 
Finalmente, se puede tranformar un PSM a código. Para dicha transformación 
existen las herramientas de transformación de modelo a texto. 
6.2.1 Herramientas de Transformación de Modelo a Modelo 
Repasamos algunas herramientas de transformación:
VIATRA [5] (VIsual Automated model TRAnsformations) framework: 
Provee un lenguaje textual para describir modelos y metamodelos, y 
transformaciones llamados VTML y VTCL respectivamente. La naturaleza del 
lenguaje es declarativa y está basada en técnicas de descripción de patrones, sin 
embargo es posible utilizar secciones de código imperativo.
Epsilon: es una plataforma desarrollada como un conjunto de plug-ins (editores, 
asistentes, pantallas de configuración, etc.) sobre Eclipse. Define el lenguaje 
"Epsilon Transformation Language" (ETL), para transformación de modelos.
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Kent Model Transformation language:desarrolladas en la Universidad de Kent. 
La semántica del lenguaje de transformación esta basada en el lenguaje "Relations" 
de QVT.
Tefkat: define un lenguaje propio con una sintaxis concreta parecida a SQL
ATL (Atlas Transformation Language): forma parte del framework de gestión 
de modelos AMMA. Utiliza un lenguaje propietario llamado ATLAS para definir 
transformaciones.
UMLX:  es una sintaxis concreta gráfica para complementar el lenguaje de 
transformación de modelos OMG QVT.
AToM3 (A Tool for Multi-formalism and Meta-Modeling): Las dos tareas 
principales de AToM3 son metamodelado y transformación de modelos. Los 
formalismos y modelos están descriptos como grafos. Las transformaciones de 
modelos están ejecutadas por la reescritura de grafos. Las transformaciones 
pueden entonces ser expresadas declarativamente como modelos basados en 
grafos.
MOLA (MOdel transformation LAnguage): consiste de un lenguaje de 
transformación de modelos y de una herramienta para la definición y ejecución de 
transformaciones. El lenguaje para la definición de la transformación Mola es un 
lenguaje gráfico.
Kermeta: abreviatura de "Kernel Metamodeling". Fue diseñado para escribir 
modelos, para escribir transformaciones entre modelos y para escribir restricciones 
sobre estos modelos y ejecutarlos.
6.2.2 Herramientas de Transformación de Modelo a Texto 
Dado que el objetivo primordial de este trabajo es la generación de código a partir 
de un DSL, estamos especialmente interesados en las herramientas de 
tranformación de un modelo a Texto. 
En ese mismo sentido, al saber que CSSL está definido con EMF, una 
implementación de MOF, nos interesan particularmente los lenguajes que permitan 
manipular modelos definidos a través de MOF. De ahi nuestro interés por Mofscript 
y JET. 
Según Kelly y Tolvanen ([3]), se distinguen principalmente dos maneras de 
transformar un modelo a código: basada en Templates (plantillas) y basada en 
Visitors (Visitante, en referencia al patrón de diseño OO). Aunque también existen 
alternativas, como simplemente acceder al modelo de manera programática o los 
generadores del tipo "Crawler". 
Cuando se trata de generar código a partir de la lectura del modelo, conviene que 
exista una API para leer el modelo, y así evitar ensuciar el generador con los 
detalles de implementación del acceso al modelo. 
El tipo más simple de generador es el "model visitor". En este caso, se mapean 
elementos en el modelo origen a elementos en el modelo de salida. El generador 
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"visita" cada elemento del modelo, llamando a un determinado código de 
generación para cada clase de elemento, como en el patrón de diseño "Visitor".  
Una variante de lo anterior sería hacer el mapeo en tres fases. El primer paso 
convertiría los elementos del modelo a conceptos intermedios, correspondientes a 
un conjunto de lenguajes. El segundo paso convertiría esos objetos en sus 
representaciones en un determinado lenguaje. Finalmente el tercer paso generaría 
el código en ese lenguaje. Para los generadores de DSM, por lo general, un 
generador de un sólo paso no es suficiente. 
Una plantilla es el código que se quiere como salida, pero con partes que varían 
según el modelo, y que son reemplazadas por comandos encerrados por un par de 
caracteres de "escape". Por ejemplo, JSP ("Java Server Pages") es una tecnología 
de templates. Los generadores basados en plantillas son los mas conocidos. 
Algunos ejemplos son: JET ("Java Emmiter Templates"),  el motor DSLTools T4 de 
Microsoft, y el lenguaje de script CodeWorker. 
Un generador DSM tiene dos tareas: navegar y leer el modelo, y generar texto 
basado en el modelo. Usar "visitors" requiere que los elementos del modelo origen 
y destino coincidan uno a uno. Las plantillas fuerzan a que la navegación esté 
subordinada al formato de salida. Un tercer tipo de generador nos da más libertad: 
los de tipo "Crawler". 
Un crawler mantiene y opera sobre dos pilas en la generación: una para el 
elemento del modelo actual y otra para los streams de salida. En cada momento 
existe un elemento actual y un archivo actual. 
6.2.3 Integrando código escrito a mano 
La situación ideal en un DSL es la generación completa de código. Nunca se 
debería editar el código generado. Se debería modificar el lenguaje de modelado 
para evitarlo. Pero a veces no es posible. En ese caso, los cambios realizados sobre 
el código generado, no pueden ser perdidos en una regeneración. 
El código escrito a mano puede ser integrado de tres maneras: 
5. Regiones protegidas: es una sección de un archivo generado que el 
generador sabe que se puede editar a mano. En una regeneración, el 
generador lee el archivo generado previamente, y si está modificado 
manualmente no vuelve a generar esa sección. Las regiones son, por lo 
general, delimitadas por comentarios especiales. A veces los comentarios 
tienen el checksum del código que contienen para saber si fueron 
modificados. Provocan que el desarrollador deba versionar el modelo y el 
código generado. Hay mejores maneras de obtener el mismo resultado. 
6. Código escrito a mano en el modelo: debe ser evitado, pero cuando el 
código escrito a mano es una necesidad, ponerlo en el modelo deja la 
información versionable del sistema en un sólo lugar. Si los textos son muy 
largos o demasiados, tienden a reducir la eficiencia de un DSL.  Además, 
una mayor cantidad de código se beneficiaría con el uso de una IDE. Para 
eso existe la siguiente opción. 
7. Archivos referenciados en el modelo: cada pieza de codigo se 
externaliza en su propio archivo y se referencia desde el modelo. Por lo 
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diseñado para generar clases Java. Usa "<%", "%>", "<%!" como caracteres de 
escape, y estos encierran expresiones Java que son añadidas a la salida. 
JET corre en dos fases: traducción y generación. La primera fase traduce las 
plantillas a un programa Java. La segunda fase invoca el programa de la primera 
fase  para generar la salida. 
Según "EMF: a Developer's Guide" [7], en su capítulo 11, el framework utilizado 
por EMF para la generación de código es JET. En ese mismo capítulo se da la 
siguiente plantilla de ejemplo: 
<%@ jet
    imports="java.util.* org.eclipse.emf.codegen.ecore.genmodel.*"%>
<%@ include file="../Header.javajet"%>
<%GenClass genClass = (GenClass)argument;




  extends EMFValidator
{
<%for (Iterator i=genClass.getGenFeatures().iterator();
       i.hasNext();) {
  GenFeature f = (GenFeature)i.next();%>
<%if (f.isChangeable()) {%>





El objetivo de este capítulo fue introducir, de manera teórica, algunos conceptos 
que se utilizarán en la generación de código en el próximo capítulo.
En la primera parte de este capítulo se vieron conceptos generales sobre la 
generación de código. Se clasificaron las herramientas para generar código según 
cómo recorren el modelo y van generando los artefactos.  También se vieron las 
distintas maneras de mezclar el código escrito a mano con el código generado, de 
manera tal que el segundo no sobreescriba el primero y obligue al desarrollador a 
reescribirlo. 
También se discutieron las caraterísticas principales de algunas herramientas, y se 
indagó con algo más de profundidad sobre las herramientas Mofscript y JET.
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7 GENERACIÓN DE CÓDIGO DE CSSL 
Anteriormente se vieron conceptos generales sobre la generación de código. Se 
clasificaron las herramientas para generar código y se realizó una breve 
introducción sobre Mofscript y JET. 
En lo que resta de este capítulo se tratará el diseño de la generación de 
código. Se explicará el funcionamiento y la estructura de los principales módulos 
que componen el plugin. También se tratará sobre la interacción con las librerías, 
frameworks y herramientas necesarias para la generación. En particular, Mofscript 
y JET son las herramientas para asistir a la generación, EMF es el framework para 
leer el modelo y PDE es el "ambiente de desarrollo de plugins" de Eclipse. 
7.1Visión General 
La generación está escrita como un plugin de Eclipse. Como consecuencia, está 
desarrollada en el lenguaje Java, utilizando el framework provisto por Eclipse para 
el desarrollo de plugins, llamado PDE. 
Su utilización es simple. A partir de un archivo "cm" que contiene un modelo 
CSSL, el plugin genera tres proyectos dentro del workspace del usuario. Estos tres 
proyectos contendrán el código para iniciar el desarrollo de la aplicación 
colaborativa. Un proyecto contendrá las clases del servidor, otro las clases del 
cliente, y un tercero tendrá las clases en común entre cliente y servidor. Los 
detalles del funcionamiento son explicados en un capítulo posterior.
Para la generación, el plugin se apoya en dos herramientas: Mofscript y JET. 
En el caso de la generación de las operaciones de una sesión, se utiliza Mofscript. 
En todo el resto JET. Mofscript lee elementos del modelo, y en los elementos de una 
determinada clase comienza la ejecución, siguiendo la regla "main". Las demás 
reglas se siguen por invocaciones desde las reglas principales. JET, en cambio, 
puede generar código a partir de cualquier objeto que se le pase por parámetro. La 
versión 2 de JET también puede leer modelos en EMF y XML. Sin embargo, en el 
código se usa la primera versión de esta librería.  JET está basado en plantillas, y 
es muy similar a JSP; esa es su principal ventaja, prácticamente no hay curva de 
aprendizaje.
Para la lectura del modelo se utiliza, simplemente, código Java acompañado por 
la librería EMF. La generación de código lee completamente el modelo, y genera 
una estructura intermedia en memoria. Los elementos de dicha estructura 
intermedia son enviados a las plantillas, que generan el texto. Esta decisión se 
fundamenta de la siguiente manera: un generador tipo “template” requiere una 
correspondencia uno a uno entre el artefacto generado y la plantilla. El parámetro 
de entrada para la plantilla es un único objeto. Se podría dar el caso de que un 
conjunto de artefactos se generaran a partir de un conjunto de elementos en el 
modelo del dominio, creando una relación de “muchos a muchos”.  El recorrido de 
los mismos elementos del dominio por cada artefacto a generar no es deseable, por 
razones de rendimiento, y, quizá más importante, por razones de claridad del 
código de la plantilla.
El texto generado no es escrito directamente a disco. El plugin calcula la ruta del 








































































































































texttransformation OperacionTransformation (in cssl:"http://cm/1.0") {
  /**
   * Main (entry point)
   */
  cssl.Session::main () {
    self.features->forEach(f: cssl.Operation){
      f.writeFile(self);
    } 
  }
//COMIENZO GENERACION OPERACION
  cssl.Operation::writeFile (s:cssl.Session){
    stdout.println("generando:" + normalizarNombreFeature(self.name))
    var nomClase: String  = normalizarNombreFeature(self.name).firstToUpper();
    file(nomClase + ".java");
'package gen.remoting.session.ops;
......
    
public class ' + nomClase + ' extends extends AbstractSessionOperation implements IOperation {
    /** @generated */
    public ' + nomClase + '('
    var isFirst : Boolean  = true;
     self.parameters->forEach (p: cssl.Parameter){
          if (isFirst){
              isFirst = false
          }else{
            ', '
          }
          p.writeParamString()
     }    
     ') {
     '
         self.parameters->forEach (p: cssl.Parameter){
             var nomProp:String = normalizarNombreFeature(p.name).firstToLower();
         '
         this.' nomProp ' = '   nomProp ';'
         }         
     '
     }  
     
     
     '
    self.parameters->forEach (p: cssl.Parameter){
      '//inicioParametro
      ' p.writeFeatureString()
      '' //getFeatureString2(p)
      '//finParametro
      '  
    }
    '
    /** @generated */
    public boolean execute() throws GPFWException {
        //TODO: implementar
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        return true;
    }
}    





  module::normalizarNombreFeature(st: String): String {
    var tmp:String = st.replace(".*->", "");
    tmp = tmp.replace("[^_0-9a-zA-Z]*", "");
    tmp = tmp.replace("^([0-9]*)", "");
    result = tmp;
    //result = java ("grp.util.StringUtils","normalizarNombreFeature" , st
    //,  "{thisPluginPath}/bin/;{pluginsEclipse}/org.eclipse.emf.ecore_2.4.1.v200808251517.jar"
    //)
  }
  cssl.Parameter::writeFeatureString () {
    var nFeat: String = normalizarNombreFeature(self.name).firstToLower();
    '/** @generated */
    private ' self.type.toFQJava()  ' '  nFeat ';
    /** @generated */
    public ' self.type.toFQJava() ' get' nFeat.firstToUpper() '(){ '
    '    return ' nFeat ';'
    '}
       
    /** @generated */
    public void set' nFeat.firstToUpper() '(' self.type.toFQJava() ' myVar) { '
    '    this.' nFeat ' = myVar;'
    '}'    
  }
  cssl.Parameter::writeParamString () {
    var nFeat: String = normalizarNombreFeature(self.name).firstToLower();
    self.type.toFQJava()  ' '  nFeat ''
  }
  cssl.CollaborativeElement::toFQJava ():String {
      result = 'gen.model.' + self.name
  }
 
  cssl.SharedObject::toFQJava ():String {
      result = 'gen.model.' + self.name
  }
 
  cssl.DataType::toFQJava ():String {
      result = self.name
  }
} 
Mofscript permite expresar la transformación con mucha claridad. En el 
programa principal se usa uno de los iteradores del lenguaje, y por cada elemento 
(por cada operación dentro de la sesión) se llama a la regla "writeFile" del elemento 
"cssl.Operation". 
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El código escrito arriba funciona correctamente, pero para llegar a él tuve que 
superar algunos inconvenientes en el uso de esta herramienta. La versión que estoy 
utilizando es 1.3.5, sobre un Eclipse Ganymede (3.4.1). La fecha de las pruebas se 
encuentra entre 1/Oct/2009 y 1/Nov/2009. 
El primer problema de Mofscript es su escasa documentación. La guía de 
usuario no se actualiza desde hace varios años. La versión 0.6 de dicho documento 
pertenece a la versión 1.1.11 y la versión actual de la herramienta es 1.3.5. 
Esta declara que la característica llamada "traceability" (el soporte para regiones 
protegidas) no está funcionando. Eso no me impide usar la herramienta, porque 
puedo generar código y utilizar JMerge para implementar las regiones protegidas. 
Esto sólo es posible porque el código generado es Java. 
Pero eso me obliga a ejecutar la transformación dirigiendo los resultados a una 
carpeta temporal, tomar los resultados y mezclarlos con el código generado 
anteriormente. 
Mofscript no es la única herramienta utilizada para la generación, también estoy 
usando EMF para leer el modelo y JET para generar algunos artefactos. 
Y existen métodos útiles para el manejo de identificadores que ya están  escritos 
en Java, por lo tanto quise llamarlos desde Mofscript. La documentación declara 
que eso es posible. 
La sintaxis es: java (nombreClase, nombreMétodo, parametros, classpath) 
Por ejemplo:  
 module::normalizarNombreFeature(st: String): String {
    result = java ("grp.util.StringUtils","normalizarNombreFeature" , st , null
    // "{thisPluginPath}/bin/;{pluginsEclipse}/org.eclipse.emf.ecore_2.4.1.v200808251517.jar"
    )
  } 
En el ejemplo, se intenta llamar al método "normalizarNombreFeature". Pero el 
resultado es este mensaje: 
## Java Class Not Found: grp.util.StringUtils 
Al hacer el mismo llamado reemplazando el "null" en el classpath por 
"{thisPluginPath}/bin/;
{pluginsEclipse}/org.eclipse.emf.ecore_2.4.1.v200808251517.jar" funciona. Pero 
no hay forma de deducir ese classpath desde Mofscript. 
La transformación es ejecutada desde dentro del plugin, y por lo tanto debería 
tener acceso a las clases del mismo. Por un momento pensé en revisar el código 




if (classPath != null) {
     String [] paths = classPath.split(";");
     URL[] urls = new URL[paths.length];                        
     for (int i = 0; i < paths.length; i++) {
          File pfile = new File (paths[i]);
          try {
              java.net.URI uri = pfile.toURI();
              urls[i] = uri.toURL();
          } catch (MalformedURLException urlEx) {
              _env.notifyMessage("Malformed URL: " + urlEx);
          }
     }
     loader = new URLClassLoader (urls, ClassLoader.getSystemClassLoader());
} else {
    loader = ClassLoader.getSystemClassLoader();
}                    
// String clPath = System.getProperties().getProperty("java.class.path");
//clPath.toString();    
Las clases son cargadas usando "loader.loadClass(className);". 
Aparentemente el classLoader obtenido con 
"ClassLoader.getSystemClassLoader()" no es el classLoader que conoce al plugin, 
sino conocería la clase "grp.util.StringUtils". 
El código abierto tiene esta virtud. Aún sin documentación apropiada podemos 
suponer la causa de un error. Pero esto deja de ser útil si lo único que provee el 
autor como código fuente es el repositorio subversion, y no utiliza mecanismos de 
etiquetado para identificar las versiones. Así, si no se puede compilar la revisión 
actual (HEAD), tampoco se puede tomar el código que dio lugar a una versión en 
particular (en este caso 1.3.5). 
7.3.2 JMerge 
JMerge es una herramienta de código abierto contenida dentro de EMF ("Eclipse 
Modelling Framework"). JMerge permite modificar el código generado sin que esos 
cambios sean eliminados en la  regeneración. Esta herramienta funciona 
únicamente con código Java.  
JMerge puede ser utilizado desde dentro de un plugin. Aqui se adjunta código de 
ejemplo:  




merger.setTargetCompilationUnit( merger.createCompilationUnitForInputStream( new 
FileInputStream(target.getLocation().toFile())));
// mezclar origen y destino 
merger.merge();
// extraer contenidos mezclados 
InputStream mergedContents = new 
ByteArrayInputStream(merger.getTargetCompilationUnit().getContents().getBytes());













































































El primer paso, la lectura del modelo y generación de estructuras intermedias, se 
realiza en la clase "EstructurasIntermedias.java". Pero antes, se debe leer el objeto 
"cm.Model" desde el archivo. Este código EMF hace ese trabajo:
ResourceSet resourceSet = new ResourceSetImpl();
resourceSet.getPackageRegistry().put(CmPackage.eNS_URI, CmPackage.eINSTANCE);
resourceSet.getResourceFactoryRegistry().getExtensionToFactoryMap().put("cm",   new 
XMIResourceFactoryImpl()); 
Resource resource = resourceSet.getResource(fileURI, true);
Model modelo = (Model) resource.getContents().get(0); 
Generar objetos intermedios
El método "generarEstructurasIntermedias" ("EstructurasIntermedias.java") es el 
encargado de leer el modelo y generar una colección de objetos intermedios. Se 
trata de recorrer todos los elementos del modelo, y por cada uno de ellos se 
realizará una operación. Sólo por la influencia de Mofscript las operaciones son 
llamadas Reglas. Dependiendo del tipo del elemento que se está recorriendo, se 
elegirá la regla a ejecutar. 
Se realizan dos pasadas sobre el modelo. En la primera, se procesan las 
entidades. En la segunda, las asociaciones. Esto es para evitar que, al leer una 
asociación, esta trabaje sobre entidades que aún no fueron leídas. Es por esta 
razón que existen dos colecciones de reglas: "mapFirstPass" y "mapSecondPass".  
En la primera pasada, por cada elemento del modelo, se busca dentro de las reglas 
de "mapFirstPass" en busca de reglas compatibles con el elemento procesado. Si la 
regla es aplicable al elemento, se ejecuta. 
El lector atento habrá notado que esa estructura intermedia se parece a un 
modelo intermedio. Y recordará que MDA propone llegar a la generación de código 
mediante el refinamiento de modelos, realizando sucesivas transformaciones de 
modelo a modelo. Pero a pesar de esta similitud, esto es algo diferente. Esta 
estructura intermedia es simplemente una traducción y no pide recibir nuevos 
parámetros específicos de plataforma, como sucede en MDA. Por esa razón no se 
realiza una transformación de modelo a modelo convencional, que requeriría definir 
un nuevo metamodelo en MOF y se escribir una transformación en un lenguaje de 
transformaciones M2M.
Usar las plantillas
Una vez creados estos objetos, se procede a la generación. Se comienza con las 
entidades (Sesiones, espacios de trabajo, objetos compartidos, herramientas, 
usuarios, roles de colaboración). Luego se generan los servicios por cada sesión. 
Terminado esto se continúa con otras clases laterales y la copia de las clases del 
framework, que no varían según el modelo. 
Ya dijimos que el código JET tiene dos etapas. La plantilla escrita debe ser 
traducida a un programa Java. Luego el plugin utiliza la clase generada a partir de 
la plantilla, y pasándole por parámetro un objeto obtiene el texto que se escribirá.
El modo de determinar, por cada clase objeto de las estructuras intermedias, qué 
plantilla se debe utilizar, es muy simple. Todas las subclases de JavaClass 
implementan el método "generateFile", que devuelve un String con el texto de la 
clase generada. Este método es quien se encarga, por ejemplo, de usar una 
plantilla distinta para "SharedObject" y "Session".
Por ejemplo, en CollaborationRoleJavaClass:    
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public String generateFile() {
        CollaborationRoleTemplate temp = new CollaborationRoleTemplate();
        return temp.generate(this);
    }
Illustration 1: Clases intermedias en la generación
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Ilustración 16: Diagrama de secuencia. Generación de código. 77
7.4.1 Ejemplo para un artefacto
Para la generación de texto con JET se deben seguir los siguientes pasos: 
1. Preparar el proyecto para trabajar con JET. Existe un asistente para 
convertir el proyecto a un proyecto JET. Se especifica la carpeta de 
plantillas. 
2. Crear el archivo de la plantilla. Por ejemplo, 
"CollaborationRoleEntityGenerator.javajet" contiene este texto:
<%@ jet package="grp.jet" class="CollaborationRoleTemplate" 
    imports="grp.genmodel.*
            grp.util.*
            " %>
<%





public class <%= clazz.getName() %> 
    extends <%= clazz.getSuperClassFQN() %>  implements java.io.Serializable,ICollaborationRole {
    
    /**
    * @generated
    */
    public <%= clazz.getName() %>() {
    }
    
    <%=    new StandardFeaturesTemplate().generate(clazz)    %>
    
    /**
    * @generated
    */
    public Integer getId() {
        return CollaborationRoleFactory.<%= StringUtils.constNotation (clazz.getName()) %>;
    }
    /**
    * @generated
    */
    public String getNombre() {
        return "<%=StringUtils.escapeStringLiteral(clazz.getDescripcion())%>";
    }
} 
De manera similar a JSP, el comienzo "<%@" indica el comienzo de una directiva. 
Las secuencias que comienzan con  "<%=" encierran una expresión Java, cuyo 
resultado será añadido al texto de salida. Las sentencias Java encerradas entre  "<
%" y "%>" son ejecutadas, pero su resultado no es añadido al texto de salida. 
La directiva "jet" define el nombre de la clase Java que se creará al guardar la 
plantilla.  En este caso es "CollaborationRoleTemplate". Esta es la traducción de la 
plantilla, llamada clase de implementación de la plantilla. Define el método 













































describió como se aportó la funcionalidad a la interfaz de Eclipse, como fue leido y 
procesado el modelo, como se realizó la generación y como se escribió lo generado 
a disco, cuidando de no sobreescribir el código modificado por  el usuario. 
También se cubrieron cuestiones formales de la implementación, que documentan 
el código y en algunos casos permiten entender algunas decisiones de diseño. Se 
describió la estructura del plugin y los proyectos que lo componen. Las principales 
clases y sus funciones, como también las principales plantillas, fueron explicadas de 
manera breve. 
Luego se describió la secuencia de pasos que realiza el plugin para generar 
código. La lectura usando EMF, el código que genera una estructura intermedia en 
memoria, el uso de las plantillas JET para generar el texto, la utilización de Jmerge 
para evitar sobreescribir cambios realizados a código generado anteriormente; 
todos esos temas son tratados, y en algunos casos se plantean alternativas y se 
justifica la decisión tomada. Por ejemplo, se considera el uso de transformaciones 
modelo a modelo y luego se lo descarta.
Finalmente se ejemplificó la generación para dos tipos de artefactos: las 
operaciones, generadas mediante Mofscript, y los demás artefactos, utilizando JET. 
En cada caso de analizó la conveniencia de usar esas herramientas, encontrando 
pros y contras. Especialmente para Mofscript, donde se encuentran algunos 
problemas en su utilización.
En fin, el capítulo está destinado a que se comprendan las tareas de investigación 
y codificación que fueron necesarias en el transcurso del trabajo.
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8 MODELADO DE SISTEMAS 
COLABORATIVOS
8.1Introduccion 
La construcción de sistemas colaborativos es una tarea compleja dado que 
involucra varios actores intensamente interactivos dispersos en diferentes 
ubicaciones. La adopción de un proceso que guíe la construcción de dichos sistemas 
es crucial porque abarca prácticas repetitivas y técnicas que organizan el desarrollo 
de software y favorecen la calidad de software. 
En el campo de la ingeniería de software, el MDD (“Desarrollo Dirigido por 
Modelos”) emergió como un cambio de paradigma desde el desarrollo centrado en 
el código hacia el desarrollo basado en modelos. Este enfoque promueve la 
sistematización de la construcción de artefactos de software. 
Para aplicar MDD al desarrollo necesitamos crear modelos abstractos. Podríamos 
hacerlo en UML, pero existe un salto muy grande entre la semántica de UML y la 
del dominio de los sistemas colaborativos. Esto justifica la creación del lenguaje 
específico de dominio para los sistemas colaborativos, llamado CSSL. 
  CSSL no es el primer DSL utilizable para el dominio.  Existen:  
1. Un lenguaje para modelar sistemas distribuidos y de hipermedia, [14] 
2. UML-G: una notación para modelar información compartida en sistemas 
colaborativos. [15] 
3. Un lenguaje para especificar sistemas distribuidos [16] 
4. Una extensión a UML para aplicaciones interactivas. [17] 
Ninguno abarca el dominio de manera exhaustiva. Además, ninguno está pensado 
para aplicar MDD para el desarrollo de un sistema groupware. 
  Los anteriormente mencionados proveen mecanismos para especificar algunos 
elementos existentes en sistemas colaborativos, pero la mayoría puede usarse en 
otro tipo de sistemas. Es decir, no están enfocados hacia los sistemas 




Antes de describir CSSL voy a describir brevemente UML-G, ya que ambos 
comparten algunos objetivos. 
UML-G es una extensión a UML. La extensión a UML se hizo a través de un “UML 









































































































































































































































































































8.6.2 Arquitectura del DSM. División del trabajo de automatización 
El trabajo de automatización está dividido entre el lenguaje, CSSL, que provee la 
abstracción, el generador de código, un framework que será descripto a 
continuación, y la plataforma destino. 
La plataforma destino es Java 6 SE, utilizando Spring como medio de 
comunicación entre clientes y servidor. 
El código generado corresponde al modelo hub-and-spoke, donde los clientes 
envían operaciones a un servidor central, que a su vez se ocupa de comunicar la 
operación a los clientes que corresponda. Dicho código se apoya en un framework 
que intenta ocultar los detalles de Spring, y que provee conceptos genéricos  que 
serán especializados por el código generado. Además, facilita la comunicación 
cliente-servidor y la utilización de objetos compartidos. 
Los lenguajes de modelado que sólo permiten capturar información de diseño 
parcial no son aconsejables. El ejemplo clásico es generar el código de una clase a 
partir de una clase en diagrama UML. Sólo es un cambio en la representación, no 
un cambio en el nivel de abstracción [3]. CSSL cambia  el nivel de abstracción. Los 
artefactos generados son más que la información representada en el modelo, 
agregan un comportamiento característico a los elementos del  dominio. Por 
ejemplo, para una sesión se genera un servicio que permite ejecutar  operaciones 
sobre sus objetos compatidos. Y, gracias al conocimiento del dominio que posee el 
generador, se generan algunas caracteristicas estructurales de una sesión que no 
necesitan ser especificadas.  Por ejemplo: no hace falta especificar que una sesión 
tiene una lista de usuarios. 
CSSL usa regiones protegidas para permitir modificar el código. En ocasiones  
sucede que  las partes escritas manualmente en regiones protegidas pasan a ser 
incorrectas por la modificación del modelo. Sin embargo, no debería ser habitual. 
Por ejemplo las operaciones, que son objetos que no pueden ser definidos 
completamente por el  lenguaje por  ser específicos a la aplicación, se basan en 
pocos  elementos del framework y el código generado. Eso reduce las 
probabilidades de conflicto con un cambio en el modelo. 
  
8.7 Implementación de CSSL. Descripción del código  
generado 
Una sección anterior describe la arquitectura que siguen los sistemas generados 
por CSSL, y como funcionan. 
Esta sección se propone describir los artefactos generados, detallando qué hace 
cada uno, pero sin describir la interacción entre ellos.
Como se acostumbra en  DSM, CSSL apoya en su generación en un framework de 

















































































particular de este DSL. Se repasan las maneras de mezclar código generado y 



















































































































public void setMessageMarks(java.util.List<gen.model.MessageMark> arg) {
this.messageMarks = arg;
}
    }
    /**
     * @generated
     */
    public int getClassId() {
return 0;
    }
}
Cliente
La clase “ChatSessionImplOut”, encargada de enviar el servidor los pedidos de 









public class ChatSessionImplOut implements gen.remoting.api.ChatSessionService {





















































? ??????????????? ???????????????????? ??????????????????????????
????????????????????????????????????????????????????????????????????
??
o Hace el broadcast de la operación a todos los miembros de la sesión. 
Si se desea reducir el grupo interesado en en esta modificación, por 
ejemplo por motivos de seguridad o performance, se puede modificar 











public class ChatSessionServiceImpl implements gen.remoting.api.ChatSessionService {




public ChatSession createNewSession(ChatSession session) {









private void broadcastCreateNewSession(ChatSession session) {
try {
List<gen.remoting.api.ChatSessionService> lst = ChatSessionBroadcaster
.getInstance().getInvokersAll(ChatSessionService.class);
logger.info("broadcastCreateNewSession:" + lst);




} catch (RuntimeException e) {









private void broadcastJoinSession(AbstractSession session, AbstractUser user, ICollaborationRole rol) {
try {
List<gen.remoting.api.ChatSessionService> lst = ChatSessionBroadcaster
.getInstance().getInvokersSession(session, 
ChatSessionService.class);




} catch (RuntimeException e) {
logger.error("broadcastjoinSession. error broadcasting", e);
}
}





private void broadcastExecute(AbstractSession session, IOperation operation) {
try {
List<gen.remoting.api.ChatSessionService> lst = ChatSessionBroadcaster
.getInstance().getInvokersSession(session,ChatSessionService.cl
ass);
logger.debug("server. Comienzo Broadcast hacia: lst.size="+ lst.size());
logger.debug("server. la sesion es " + session.getSessionId() + ". Sus usuarios" + 
session.getUsers());
for (gen.remoting.api.ChatSessionService srv : lst) {
try {
logger.debug("server. broadcast.execute: " + srv);
srv.execute(operation);
} catch (RuntimeException e) {
logger.error("broadcastexecute. error broadcasting", e);
}
}
logger.debug("server. FIN Broadcast hacia: lst.size=" + lst.size());





public AbstractSession downloadState(String sessionId, AbstractUser user) {






public void joinSession(String sessionId, AbstractUser user, ICollaborationRole rol) {








public IOperation execute(IOperation operation) throws GPFWException {
logger.debug("server.execute");









A partir del siguiente segmento del modelo:
Se genera el esqueleto de la operación que envía el mensaje (“NewMessageOp2”). 





public class NewMessageOp2 extends AbstractSessionOperation implements IOperation {













 * @generated 
 * */



















9.3 Probando el código generado 
Lo siguiente por hacer es comprobar que el código esté funcionando 






public class NewMessageOp extends AbstractSessionOperation implements IOperation {
    private Message msg ;
    public NewMessageOp(Message message) {
        this.msg = message;
    }(…)
    /**
     * @generated NOT
    */
    public boolean execute() throws GPFWException {
        ((ChatSessionSharedObjects)getSession().getSharedObjects()).getMessages().add(getMsg());
        return false;
    }
} 
Esta operación la enviaremos a través del servicio "ChatSessionService". 
La operación simplemente toma la lista de mensajes de la sesión, y agrega el 
mensaje enviado. El método "getSession()" es una comodidad del framework, que 
nos permite encontrar la sesión entre los objetos de esa máquina. Nótese la 
eliminación o modificación de las anotaciones de generación, lo que impide que se 
sobreescriba en método execute con su contenido por defecto.
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9.3.1 Código auxiliar para pruebas
Con el objetivo de probar el código generado, vamos a escribir cierto código que 
simule el comportamiento de dos usuarios. Uno de ellos creará una sesión, el otro 
esperará a que el primero lo haga y se unirá a ella. Se enviará un primer mensaje, 
y luego cada uno de ellos responderá al mensaje de su interlocutor.
Se lista, a modo de ejemplo, el código del segundo usuario: 
package util.test;
…..
public class TestUtilUser2 implements SessionEventListener<ChatSession>{
    private static TestUtilUser2 instance = new TestUtilUser2();
    private ChatSession session;
    private ToolChatWindow tool;
    private ExecutorService threadPool;
   public static int counter = 0;
    private String comienzoMensajePropio = "Mensaje de Usuario 2. NUMERO:";
    private TestUtilUser2(){}
    private static final Logger logger = Logger.getLogger(TestUtilUser2.class);
    public static TestUtilUser2 getInstance(){
return instance;
    }
    public boolean verSiHayOtroYUnirse (){
ToolChatWindow ventanaChat = new ToolChatWindow();
ChatSession sesion = null;
ventanaChat.setSession(sesion);
User user = (User) UserManager.getInstance().getUserLoggedIn();
IWorkspace appSpace = 
this.getUserService().getWorkspaces(ApplicationWorkspace.getInstance().getId());
ICollaborationRole rol = 
CollaborationRoleFactory.getById(CollaborationRoleFactory.USUARIO_COMUN_CHAT);
if (appSpace.getSesiones().size() > 0){
AbstractSession sessPrx = appSpace.getSesiones().iterator().next();




session = (ChatSession) nuevaSesion;
SessionStorage.getInstance().registrarSession(nuevaSesion);
return true;
    }
return false;
    }
    private ChatSessionService getChatSessionService() {
return (ChatSessionService) SpringUtil.getApplicationContext().getBean("chatSessionImplOut");
    }




State state = new ConnectedState();







boolean f = this.verSiHayOtroYUnirse();
try{
    logger.info("envio mensaje");
    envioMensajeUsuario2();
    logger.info("envio mensaje. fin");
} catch (Throwable t){ logger.error("ERROR ENVIO", t); }
} catch (UserServiceException e) {
logger.info("el login no se pudo realizar:"+user);
logger.debug(":", e);
} catch (InterruptedException e) { logger.debug(":", e); }
    }
    public IUserService getUserService() {
return (IUserService) SpringUtil.getApplicationContext().getBean("userOutImpl");
   }
    public void envioMensajeUsuario2(){
this.tool = (ToolChatWindow) session.getToolByClassId(ToolFactory.TOOL_CHAT_WINDOW);
AbstractUser user = UserManager.getInstance().getUserLoggedIn();






NewMessageOp op = new NewMessageOp(msg);
logger.info("envio mensaje de Usuario 2. execute");
this.tool.execute(op);
logger.info("envio mensaje de Usuario 2. execute ok");
    }
    public void onCreateNewSession(SessionEvent<ChatSession> e) {
logger.debug("onCreateNewSession ignorado" + e.getSession().getSessionId());
    }
    public void onExecute(SessionEvent<ChatSession> e) throws GPFWException {
AbstractSessionOperation opSession = ((AbstractSessionOperation)e.getOperation());
if (!opSession.getSessionId().equals( this.session.getSessionId())) 
return;
if (e.getOperation() instanceof NewMessageMarkOp){
NewMessageMarkOp op = (NewMessageMarkOp) e.getOperation();
logger.info("MOSTRAR en pantalla NewMessageMarkOp");
}else if (e.getOperation() instanceof NewMessageOp) {
NewMessageOp op = (NewMessageOp) e.getOperation();







    }
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    public static class Responder implements Runnable{
public void run() {
    try {
Thread.sleep(5000);
    } catch (InterruptedException e1) { throw new RuntimeException(e1);  }
    TestUtilUser2.getInstance().envioMensajeUsuario2();
}
    }
    public void onJoinSession(SessionEvent<ChatSession> e) { }
}
En “envioMensajeUsuario2” se muestra como se debe crear la operación, y el 
envío se realiza a través del método "execute" de la herramienta.
Desde el sistema del segundo usuario, para recibir las operaciones, lo primero que 
se debe ejecutar es:
SessionEventManager.getInstance().getListeners().add(this); 
Esa es la registración de una clase como observer de las operaciones de sesión. El 
método “onExecute” atiende el evento de ejecución de una operación. En este caso, 
al recibir la operación se imprime en el log un mensaje, se esperan 5 segundos y se 
responde con otro mensaje.
Comienzo de la aplicación: el inicio de la aplicación está en la clase 
ApplicationStart, método “run”. Se debe reemplazar el código de esa método. En 






public class ApplicationStart implements Runnable, ApplicationContextAware {
ApplicationContext context;
public ApplicationStart() {




 * @generated NOT
 */
public void run() {











En negrita están resaltados los cambios hechos. El código que simula los el 
comportamiento de dos usuarios dentro del método “run”. El tag de “@generated 
NOT” evita que se sobreescriba el método en una regeneración.




Para ejecutar nuestro programa necesitaremos dos tomcats. Por comodidad 
conviene tener instalados los dos servidores en el mismo host. Uno de ellos 
escuchará en el puerto 8080 (valores por defecto), el segundo en el puerto 8081. 
Notar que el código de prueba (escrito a mano) utiliza este último hecho para 
identificar quien tomará el rol del primer usuario, y quien el del segundo. 
Luego de la instalación, se necesita instalar la aplicación en ambos servidores. En 
“UtilesTest/build.xml” hay código escrito para realizar dicha tarea. 
El tercer paso es levantar ambos servidores. 
Por último, observaremos el log de ejecución de una de las aplicaciones web 
desplegadas en uno de los contenedores web.
DEBUG gpfw.remoting.user.UserServiceInImpl - [IN- login] 
DEBUG gen.client.remote.ChatSessionImplOut - [
createNewSession (Salida del cliente al servidor - ChatSessionImplOut => createNewSession)] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [IN - createNewSession] 
DEBUG gen.client.remote.ChatSessionImplOut - [OUT. execute operation.NewMessageOp. TXT: "MENSAJE 
USUARIO 1. NUMERO:0"] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 
INFO  util.test.TestUtil - [MOSTRAR en pantalla NewMessageOp MENSAJE USUARIO 1. NUMERO:0] 
DEBUG gen.client.remote.ChatSessionImplOut - [OUT. execute operation.NewMessageOp. TXT: "MENSAJE 
USUARIO 1. NUMERO:1"] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 
INFO  util.test.TestUtil - [MOSTRAR en pantalla NewMessageOp MENSAJE USUARIO 1. NUMERO:1] 
DEBUG gpfw.remoting.user.UserServiceInImpl - [IN- login] 
DEBUG gen.client.remote.ChatSessionImplOut - [OUT. execute operation.NewMessageOp. TXT: "MENSAJE 
USUARIO 1. NUMERO:2"] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 
INFO  util.test.TestUtil - [MOSTRAR en pantalla NewMessageOp MENSAJE USUARIO 1. NUMERO:2] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 
INFO  util.test.TestUtil - [MOSTRAR en pantalla NewMessageOp Mensaje de Usuario 2. NUMERO:0] 
DEBUG gen.client.remote.ChatSessionImplOut - [OUT. execute operation.NewMessageOp. TXT: "MENSAJE 
USUARIO 1. NUMERO:3"] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 
INFO  util.test.TestUtil - [MOSTRAR en pantalla NewMessageOp MENSAJE USUARIO 1. NUMERO:3] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 
INFO  util.test.TestUtil - [MOSTRAR en pantalla NewMessageOp Mensaje de Usuario 2. NUMERO:1] 
DEBUG gen.client.remote.ChatSessionImplOut - [OUT. execute operation.NewMessageOp. TXT: "MENSAJE 
USUARIO 1. NUMERO:4"] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 
INFO  util.test.TestUtil - [MOSTRAR en pantalla NewMessageOp MENSAJE USUARIO 1. NUMERO:4] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 
INFO  util.test.TestUtil - [MOSTRAR en pantalla NewMessageOp Mensaje de Usuario 2. NUMERO:2] 
DEBUG gen.client.remote.ChatSessionImplOut - [OUT. execute operation.NewMessageOp. TXT: "MENSAJE 
USUARIO 1. NUMERO:5"] 
DEBUG gen.client.remote.ChatSessionImplLocalIn - [client. execute] 














Este epílogo se divide en tres secciones. En la primera se realiza un repaso crítico 
de los contenidos teóricos expuestos. En la segunda, se discuten las ventajas, 
desventajas, y otras valoraciones del trabajo realizado, enfocándose especialmente 
en el software desarrollado. Finalmente se reflexiona sobre los posibles puntos de 
extensión de la tesina.
10.1 Repaso y conclusiones generales 
La aplicación de modelos al desarrollo de software es una larga tradición, y se hizo 
aún más popular con el desarrollo de UML (Unified Modelling Language). Sin 
embargo, a menudo se trabaja con simple documentación, porque la relación entre 
el modelo y la implementación es simplemente una intención, no es formal. A este 
tipo de uso de modelos, en un proceso de desarrollo, lo llamamos "basado en 
modelos" ("model-based")[12]. 
 MDD, sigla que corresponde a "Model Driven Development" o en castellano 
"Desarrollo Dirigido por Modelos", promete mejorar el proceso de construcción de 
software basándose en un proceso guiado por modelos y soportado por potentes 
herramientas. El adjetivo “dirigido” (driven) en MDD, a diferencia de “basado” 
(based), enfatiza que este paradigma asigna a los modelos un rol central y activo: 
son al menos tan importantes como el código fuente. 
Los modelos se van generando desde los más abstractos a los más concretos 
aplicando transformaciones y/o refinamientos, hasta finalmente llegar al código. 
Las transformaciones entre modelos constituyen el motor principal de MDD. Dentro 
del Desarrollo Dirigido por Modelos, existen varios enfoques. La OMG propone un 
grupo de estándares y tecnologías con su Arquitectura Dirigida por Modelos. Otro 
enfoque es el Modelado específico de Dominio. 
Existen tres objetivos primordiales  en el desarrollo de software (calidad, 
productividad, longevidad). Durante el desarrollo de la historia de la computación, 
pocas veces se logró un aumento significativo de estas tres variables al mismo 
tiempo. Y eso se logró de una única manera: el aumento del nivel de 
abstracción. La función de los modelos es, justamente, aumentar el nivel de 
abstracción de un sistema. 
Los DSLs se caracterizan por aumentar el nivel de abstracción. Los usuarios deben 
especificar un modelo, y a partir de ese modelo se derivará el código del sistema. 
Esto es posible gracias a otra característica: concentrarse en un área de interés 
reducida. 
Como su nombre lo indica, es específico a un dominio, no de propósito general. 
Cuanto más reducido es el centro de atención del lenguaje, más fácil resulta 
proveer soporte para la especificación de modelos y la automatización de la 
generación de código. Esto se debe a que el lenguaje y el generador de código 
conocen el dominio, y por lo tanto pueden completar la brecha semántica entre el 
modelo de entrada y el código de la aplicación. 
Por otro lado, los sistemas colaborativos  son sistemas basados en computadoras 
que ayudan a un grupo de personas comprometidas en una tarea u objetivo en 
común, y que proveen una interfaz a un ambiente compartido. 
110
CSSL es un lenguaje específico al dominio de los sistemas colaborativos, y podría 
mejorar la productividad en el desarrollo inicial de estos sistemas. En el trabajo se 
mostró cómo aprovechar la información contenida en un modelo para generar 
algunos artefactos, que pueden solucionar algunos problemas en el desarrollo de 
este tipo de sistemas, ayudados por un framework apropiado. 
Podría tomarse este trabajo como una primera aproximación a la aplicación de 
MDD al dominio de los sistemas colaborativos. Tal como se espera de cualquier 
generación de código a partir de un lenguaje específico de dominio, se estudio 
previamente el dominio para detectar características comunes a los sistemas de 
este tipo. Resulta útil conocer términos habituales en el desarrollo de groupware 
como "conciencia de grupo" (awareness), sesiones, objetos compartidos, etc. 
Luego se estudiaron técnicas y herramientas para la generación de código. Para 
las características del metamodelo en cuestión resultó ser suficiente JET, una 
herramienta muy simple basada en plantillas. También se analizó Mofscript, que 
promete ser una herramienta excelente, con un lenguaje muy expresivo pensado 
para la conversión de un modelo MOF a texto. Pero la experiencia con Mofscript no 
fue del todo satisfactoria, por razones descriptas en el trabajo. En pocas palabras, 
hay características necesarias en el caso de estudio que aún no están 
documentadas (a tal punto que no puedo saber si están implementadas). 
Por otro lado, se plantea como interrogante si es posible la generación total de 
código a partir del metamodelo actual del lenguaje CSSL. Es claro que no es 
posible, ya que generar un código final a partir de un modelo requiere que el 
generador de código aporte una cuota excesiva de información semántica a 
diagramas que no tienen demasiados elementos. Sin embargo, el lenguaje puede 
ser usado para generar código que permita iniciar el desarrollo de un sistema. 
Además, es posible mantener el modelo como documentación, y regenerar el 
código si se desea extender el modelo con nuevos elementos. 
10.2  Ventajas, desventajas y otras apreciaciones
El trabajo tiene dos aspectos a valorar. Por un lado, la construcción de un 
software capaz de generar código automáticamente y por lo tanto facilitar el 
desarrollo de aplicaciones colaborativas. Por otro lado, el trabajo realiza una 
exploración inicial del tema, de la aplicación de las técnicas de MDD sobre los 
sistemas colaborativos.
La creciente importancia de los sistemas colaborativos no está en discusión, en un 
mundo donde la comunicación por medios digitales nos sorprende con nuevas 
aplicaciones que exploran nuevas maneras de comunicarse. 
También parece prometedor el futuro del desarrollo dirigido por modelos. La 
historia del desarrollo de software muestra que el punto en común en los grandes 
avances en cuanto a productividad y calidad es el aumento del nivel de abstracción. 
Cuando se crearon los primeros compiladores el programador pudo abstraerse de 
los detalles del lenguaje ensamblador, para trabajar con otros conceptos más 
abstractos. Algo similar se propone MDD, y especialmente el modelado específico 
de dominio. En los últimos años se han visto aplicaciones en donde el programador 
trabaja con conceptos particulares a un dominio.  
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El plugin resultante de este trabajo hace que el programador piense menos en 
términos de código y más en conceptos del dominio de los sistemas 
colaborativos. Eso evita que el programador tenga que pensar en algunos detalles 
comunes al tipo de sistemas. La comunicación entre los usuarios, la coordinación y 
la coherencia del estado compartido, el broadcast de las operaciones a todos los 
participantes de una sesión, el mantenimiento de los usuarios y datos de una 
sesión; son las tareas que se evitan utilizando la generación automática de código. 
Pero, en el caso de los sistemas colaborativos, y en particular de CSSL, no es 
posible hacer que la generación de código sea completa. La recomendación de 
la bibliografía es reducir el dominio. Definir el lenguaje de tal manera que permita 
la automatización de tareas en un dominio extremadamente reducido. Y CSSL es 
todavía demasiado amplio en su interpretación. Las operaciones de cada sistema 
en particular no pueden ser especificadas en un lenguaje nuevo, pues pueden 
variar muchísimo entre varios sistemas. 
La generación completa de código es lo que permite aumentos de 
productividad del 400%. CSSL no podría alcanzar ese nivel de mejora en la 
productividad, porque como ya se explicó, no es posible la generación total. Pero sí 
nos permite considerar al modelo como algo central en el desarrollo. Por cada 
cambio en el sistema se puede modificar el modelo, y ese cambio no afectará los 
cambios realizados manualmente por el usuario, porque se utilizan regiones 
protegidas para que eso suceda. Regiones protegidas es el manejo más directo de 
este tipo de situaciones, sus alternativas (insertar en el modelo pedazos pequeños 
de código o vincular el modelo con clases escritas en una IDE) serían posibles sólo 
luego de una maduración del proyecto, maduración que incluye no sólo al 
generador, sino también al lenguaje.
Pero además de la productividad existen otras ventajas. Por ejemplo, una ventaja 
de la generación automática de código a partir de modelos es que permite forzar 
la arquitectura del sistema, porque algunas decisiones de arquitectura de 
software serán resueltas por el generador. Y el generador debe ser escrito por 
expertos en el dominio. Por lo tanto programadores con menos experiencia pueden 
aprovechar la experiencia de quienes escribieron el generador. En este sentido, 
CSSL evita que el usuario deba leer acerca del diseño de frameworks para sistemas 
colaborativos, aunque sigue siendo algo deseable. 
También es necesario considerar el papel de los frameworks de dominio, y en 
particular el caso de CSSL. Se recomienda que el código generado por el generador 
utilice un framework de dominio. Esto permite que el generador se ocupe sólo de 
las características del sistema que varían según el modelo. Lo que es común a 
todos los sistemas generados debe estar en el framework. 
En CSSL existía la posibilidad de utilizar alguno de los frameworks existentes en el 
dominio, y crear una delgada envoltura que modelaría los conceptos específicos que 
propone CSSL. Sin embargo, se decidió escribir desde cero el código de este 
framework. Esta decisión se debe a que los frameworks que se estudiaron no 
resultaron apropiados. Algunos no estaban escritos en Java, lo cual era un 
inconveniente (groupKit, COAST). Otros, son propietarios o no se puede tener 
acceso al código (DyCe, por ejemplo). Otros están enfocados en características que 
no son las necesarias por el trabajo. El framework de Google Wave parece 
apropiado, pero la liberación de su código fue posterior a la mayor parte de este 
trabajo. Un interesante trabajo a futuro podría ser reemplazar el framework actual, 
y pensar en que utilice Waves y Wavelets para comunicar las operaciones entre 
distintos clientes.
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El framework utilizado existe solo para que exista código que represente los 
conceptos del dominio. Pero no tiene como objetivo ser un framework confiable, 
completo y robusto. Es probable que no maneje de la mejor manera desconexiones 
inesperadas de los usuarios, fallos en la red, fallos en servidores, etc..
Normalmente se dice que para escribir un framework se debe encontrar varias 
veces un determinado problema mientras se escribe código, y luego buscar la 
manera de evitarlo agrupando la funcionalidad común en clases, formando nuevos 
conceptos abstraidos en el framework. Una forma apropiada para el desarrollo de 
un DSL podría ser desarrollar primero el framework, comenzar con su utilización, 
refinar sus conceptos, hasta que se convierta en un framework completo, estable y 
robusto. Luego de haber identificado los conceptos, continuar con el lenguaje y el 
generador.
 Un punto a destacar es el carácter de exploración inicial de este trabajo. Su 
objetivo no es sólo facilitar el desarrollo de aplicaciones colaborativas, sino que 
incluye un estudio completo del tema, que permitirá a quién lo continúe tomar 
alguna de las muchas extensiones posibles. Una lista de extensiones posibles es 
dada en la sección “Trabajo Futuro”.
10.3  Trabajo Futuro 
Se plantean las siguientes líneas de trabajo: 
1. Framework y plataforma: este trabajo se enfoca en la generación de 
código, pero descuida el framework y la plataforma necesarias para un 
sistema groupware. Se puede desarrollar un framework robusto que 
contenga los conceptos del dominio que describe CSSL, y que si es 
necesario, se apoye en algún framework existente. 
2. En el trabajo se mostró cómo aprovechar la información contenida en un 
modelo para generar algunos artefactos. Sin embargo, el dominio es 
demasiado extenso y CSSL no puede cubrirlo completamente. Esto lleva a 
dos caminos posibles:  reducir el dominio al que apunta la generación o 
enriquecer el lenguaje para cubrir más posibilidades. Sin embargo, no son 
posibilidades excluyentes, y se pueden llevar a cabo ambas tareas 
simultáneamente. Un ejemplo apresurado podría ser: aplicar los conceptos 
de CSSL al subdominio de los workflows, adaptarlos, usar uno de los muy 
buenos frameworks que existen en dicho subdominio. La reducción del 
dominio podría permitir la generación de la mayor parte del código de la 
aplicación. 
3. En trabajo mucho más lejano podría ser incorporar y mezclar conceptos de 
otros dominios en modelos CSSL. El más claro es la interfaz gráfica, donde 
se podrían relacionar las herramientas modeladas con CSSL con el modelado 
de interfaces gráficas. 
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