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The choice of a proper computer system is not an easy task for a decider. One reason could 
be the present market development of computer systems applied in business. The big number 
of the Romanian market players determines a big number of computerized products, with a 
multitude of various properties. Our proposal tries to optimize and facilitate this decisional 
process within an e-shop where are sold IT packets applied in business, building an online 
decisional assistant, a special component conceived to facilitate the decision making needed 
for the selection of the pertinent IT package that fits the requirements of one certain business, 
described by the decider. The user interacts with the system as an online buyer that visit an e-
shop where are sold IT package applied in economy. 




The fast changes of the business environment 
and the increasing complexity of the company ac-
tivities requires a continuous adjustment, which 
often raises problems to the human decider. The 
computer systems applied in business were 
created as a solution to this challenge, due to 
their ability to process large volumes of data and 
aggregated information in order to optimize and 
get efficiency to the processes. Thus, nowadays, 
the computer systems are applied successfully in 
the field of production planning, in the manage-
ment of customers and suppliers (or acquisitions 
and sales), in inventory management, human re-
sources management, or in financial and accounts 
management and so on.   
The desideratum of resources optimization 
represents a major objective of any manager of 
an organization. Because computer systems play 
an important role in achieving this objective, 
their choice and implementation is an acute ne-
cessity. The choice of a proper computer system 
is not an easy task for a decider. One reason 
could be the present market development of 
computer systems applied in business. Many spe-
cialists of the domain consider  this market as 
powerful and mature. The big number of the Ro-
manian market players determines a big number 
of computerized products, with various properties 
that must be adapted to the requirements of the 
certain business. We can tell that a human decid-
er get at hand a large set of alternatives given by 
every computer system and an impressive num-
ber of analysis criteria for every alternative. His 
target is choosing one solution from the available 
alternatives so that the requirements of his busi-
ness fit the  properties of the chosen computer 
system. Unfortunately, the contemporary practice 
proves that the choice of a computer system ap-
plied in business is mainly based on subjective 
and non optimum reasons [1]. 
    
2 DSS as a collaborative system 
Our proposal tries to eliminate these drawbacks, 
to optimize and to facilitate the decisional 
process, developing an online decision support 
system in order to choose the proper computer 
system for one business. This DSS will be inte-
grated within an e-shop as an intelligent assistant 
for the buyers.   
Decision support systems are information sys-
tems designed to interactively support all phases 
of a user’s decision making process by means of 
analytical decision models, access to data ware-
house and knowledge warehouse, using a set of 
normative and descriptive methods in order to 
choose the best decision or the satisfactory deci-
sions.       
We are of the opinion that the functions related to 
a decision-assisting computer systems may be 
easily detached starting from the stages of the de-
cisional process it has to support.  Thus, if we 
take as datum point the features and the stages of 
Simon’s decisional process, the main functions of 
the decision support systems may be summarized 
as follows[2]:  
• assistance offered to problem recognition stage; 
• assistance offered to problem shaping stage; 




• assistance offered to the stage of generating 
decisional alternatives; 
• assistance in establishment of decisional 
criteria; 
• assistance in selecting an optimal or acceptable 
solution; 
• assistance in decision implementation; 
• offering a user interface as friendly and natural 
as possible; 
• easy access to the work components of the 
decision-assisting computer system and details 
about them; 
• easy access to the stored information of an 
organization; 
• enhanced flexibility and adaptability in order to 
cope with the rapid changes of the current 
business environment. 
From the various number of decision support sys-
tems, we will focus on those where the manage-
ment sub-system of certain large data volumes 
constitute the dominant technological component 
(according to the Power classification of the 
DSS). Also, the process of extracting new infor-
mation from existing data collections within an 
organization will be achieved by data mining 
technology. 
Blackboard system was the first attempt to inte-
grate cooperating independent software modules. 
Using its three components, knowledge sources, 
blackboard and control component, the black-
board system tries to achieve a flexible and 
brainstorming style of a group of experts that 
solves a complex problem. The blackboard is the 
data structure that allows all knowledge sources 
to communicate with each other. Each knowledge 
source is an independent expert of certain aspects 
of the overall application. The control component 
leads the problem-solving process by allowing 
knowledge sources to respond to changes made 
to the blackboard.  
Multi-agent systems are another technology that 
can be used to build collaborating-software ap-
plications. The knowledge sources of blackboard 
were transformed in agents, which are software 
components placed in some environment that is 
capable of autonomous actions in this environ-
ment and that can collaborate between them, in 
order to meet the reactive and proactive objec-
tives. In our opinion, all the knowledge source 
activations in the blackboard system use the same 
thread of the problem solving process and can be 
viewed as something like an agent that is created 
in response to an activation event and that re-
mains alive until it has been executed. Multi-
agent systems use the multithreading and com-
bine more autonomous agents having a long life 
cycle; these agents are concurrently collaborating 
in a distributed environment [2]. 
Shortly, the proposed framework of our system 
can be summarized in some ideas (figure 1): 
•  the user interacts with the system as an online 
buyer that visit an e-shop where are sold IT pack-
age applied in economy. 
• the template of his requirements is taken by an 
interface agent from a multi-agent system 
• the system has a catalog in a database format, 
related to many IT packages that exists on the 
market. Here we find the most properties of the 
IT packages 
• having  the reminded database, an agents’ 
community, creates an knowledge base using 
some methods of data mining. The knowledge 
base will be used to select the records that fit the 
user’s requirements.  
• having all transactions stored in the database of 
the e-shop, it can be obtained a special file that 
contain the profiles of the buyers together with 
the sold IT packets to them.  
• the intersection of the variants provided by the 
clustering with the variants provided by the case-
base reasoning, will give to user the decisional al-
ternatives. 
• using a software library with multi-criteria me-
thods useful in making decision in the field of 
management, the user can make a decision 
through the support of the system. 
According to the previous framework, the me-
chanism of proposed architecture gravitates to the 
virtual community of agents, which, in a colla-
borative manner, tries to solve the problems. We 
have identified a lot of agents, all connected to a 
facilitator, everyone having a specific role within 
the system (figure 2):  
• the cluster agents – for a given k, identifies k 
clusters, analyzing the data from the database 
• the selector of results provided by cluster 
agents, returning the k clusters with minimal va-
riances 
• decision trees agent – takes a cluster and ana-
lyze it, returning the main knowledge that charac-
terize the cluster 
• production rules agents – takes a decision tree 
and transform it in production rules. 
• case-base reasoning agent-  offers the closest 
cases to the requirements of the user   
• interface agent – assures the interface between 
the agent’s community and the user. Also, the 




agents’ community and the e-shop from the In-
ternet 
• library agent –  stores some quantitative me-
thods of choosing a decision from a set of alter-
natives using multi-criteria analyze. 
• monitor agent –  used for management of the 
agents 
• debug interface agent that allows us to debug 
or test the services provided by the other agents.
 
Fig. 1. The proposed framework 
 
We have developed our system using Open 
Agent Architecture, a framework developed at 
the Artificial Intelligence Center of SRI Interna-
tional, an environment that allows creation of a 
flexible and dynamic community of software 
agents, providing a mean for integrating hetero-
geneous applications in a distributed infrastruc-
ture. We have chosen it due to its facilities for 
agent interaction based on delegation to a special 
agent named facilitator. This agent coordinates 
the agent community allowing parallel execution, 
error treatment, detection of conflicts that can oc-
cur in problem solving and so on. Also, the facili-
tator provides a global data store for its client 
agents, which allows them to adopt a blackboard 
style of interaction. A system configuration is not 
limited to a single facilitator. The facilitator 
maintains a knowledge base that contains all the 
capabilities of the agents community [3].   
The client agents are usually specialized in pro-
viding a set of services and acts as a client of 
some facilitators. These services are named the 
capabilities of a certain agent. The declarations of 
the capabilities are referred as solvable. It is dis-
tinguished two types of solvable: procedure solv-
able and data solvable. A procedure solvable 
represents a procedure that acts in some manner 
whereas a data solvable offer a connection to a 
collection of data. A procedure solvable is han-
dled by a declared handler whereas this is not ne-
cessary for a data solvable. Data solvable 
represent a dynamic collection of facts, which 

























Programming with delegation is very advanta-
geous because reduces the dependencies among 
the agents of the community.        
Also, meta-agents are very useful tools it the 
management of the community, its role being that 
of assisting the facilitator in coordinating the ac-
tivities of the other agents [3].     
In OAA, the agents can be developed using many 
languages as Prolog, C, Java, Visual Basic and so 
on. Every developed agent must incorporate in 
his code an agent library. For all reminded lan-
guage is available a specific library.   
Also, OAA provides a mechanism of triggering 
some actions or procedures when some set of 
conditions is met. Thus, using triggers, each 
agent can monitor either locally or remotely some 
events that can appear at its facilitator or peer 
agents. There are four types of triggers: commu-
nication triggers, data triggers, task triggers and 
time triggers.   
The management of the agent community is 
achieved by two special agents[3]: 
• the OAA monitor agent which have the next 
capabilities: 
o the graphic visualization of agents communi-
ty 
o the visualization of all capabilities of an 
agent 
o the deactivation of a certain agent 
o the debugging of a user requirement 
• the OAA debug interface agent that allows us 
to debug or test the services provided by the 
agents. The requirements can be introduce either 
using natural language or using the command 
"oaa_Solve". 
The functionalities of our agents’ community will 
be achieved using the multi-agent platform Open 
Agent Architecture, with one facilitator, with 
delegation style, and the language Sicstus Prolog 
for creating every agent. 
 
3 Database 
We will start building a database which will be 
used for data mining. First of all, we will try to 
identify the existent data source, beginning with 
Internet, going on the specialty literature and 
mass-media, and ending with direct contacts with 
the software producers, dealers and consulting 
firms in the field of computer system applied in 
business, in order to collect a big number of 
study aids. The installing kits (demo or full) of 
the computer system are very important to 
achieve an exhaustive analysis. 
In order to build a proper database, we must have 
in attention the next important aspects (figure 3) 
[4]: 
  identifying the functionalities provided by 




  identifying the economical aspects of every 
computer system (especially the used price poli-
cies that  directly  influence the cost of the prod-
uct implementation); 
  identifying the technical and technological 
aspects of every computer system, as 
 the hardware requirements; 
 the software requirements; 
 the installing procedure; 
 the used technologies; 
 the interface with other systems; 
 the security of the system; 
 the documentation of the system; 
  identifying the degree of the modules integra-
tion; 
  identifying the properties related to the ergo-
nomics of the products; 
  economical and financial analysis of every 
software producer, that suppose: 
 storing economical and financial data; 
 calculation of the most important indicators; 
 evaluation of the trend of every firm; 
 interpretation of the economical and financial 
indicators by an expert system; 
 storing the results of the economical and fi-
nancial data in order to make them available to 
the final user of decision support system. 
Also, every software producer will be analyzed 
from the perspective of its economical and finan-
cial state, because, in our opinion, the state of a 
computer system is influenced by the state of its 
producer. Thus, we will collect all the possible 
economical and financial data related to every 
software producer into the database. The main 
source of data will be given by the balance sheets 
sent by every firm to the Ministry of Finance and 
Trade Registry Office. The data acquisition done, 
one agent that behaves like an expert system, will 
compute and interpret the main economical and 
financial indicators. 
At this point, we can say that our database is 
ended and complete, so it can be used in making 
decision. 





Fig. 3. Structuring the database 
 
4 Knowledge base 
The knowledge base will be obtained applying 
two methods of data mining against the database 
presented previously (figure 4). Data mining is a 
technology of exploration of data existing in data 
bases, with the aim of discovering new aspects of 
the activity it is carried out, as well as correla-
tions among events, associations among some 
deeds, behavioral patterns etc. By retrospective 
analysis of data, applying different methods of 
data mining technology we can discover some 












Fig. 4. Obtaining knowledge from database using data mining 
 
The first step will be the determining of the main 
groups that can be discovered from the existent 
data, using K-means clustering method. Every 
discovered cluster will be analyzed using deci-
sion tree method, discovering the main characte-
ristics of these. The result of this step will be a 
set of decision trees. The last step will be 
represented by the conversion of the decision 
trees in production rules. The decision tree ob-
tained in such a way transforms itself in produc-
tion rules by the already known method (root 
→leaf).   
It will be respected all the phases of the data ex-
ploration: problem definition, identification and 
selection of data, data preparation, model build-
ing and its evaluation followed by its adoption as 
an analysis tool. The clustering method (K-
means) will identify the main groups of computer 
systems existing on the market. The rules that 
govern every group will be discovered using de-
cision trees algorithms. The generated decision 
trees through ID3, C45 or C50 algorithms will be 
transformed in production rules, stored in the 
knowledge base. 
Clustering method, a member of data mining 
group, allows us to identify existent groups in a 
volume of analyzed data. It is a technique that 




a dataset records. 
The main steps of k-means clustering are not dif-
ficult. At the beginning, it is determined the 
number of clusters K which became the centroids 
or centers of these clusters. We can take any ran-
dom objects as the initial centroids. Then the K 
means algorithm will follow the next pseudo 
code until convergence is achieved[5]. 
 
take K random objects 
Iterate until no object is moved 
from the certain group: 
1. Determine the centroids using the 
averages of the cluster’s members 
2. Determine the distance of each 
object to the centroids 
3. Group the object based on minimum 
distance (find the closest centro-
id). 
 
K is the number of the obtained clusters but is 
generated in a random manner, so it’s possible to 
find out other valid clusters. In order to determine 
a good value for the K, we propose to generate 
clusters for different values of K. In other words, 
for the same data grouping algorithm will be ap-
plied for different value of K. The best value of K 
will correspond to that situation where clusters 
have a minimal variance.  The variance of a clus-
ter will be computed using the sum of squared 
differences between every element and the aver-
age value from the cluster.    
Another method which can be applied would be 
the method of using the decision trees. 
Discovering the knowledge with the help of the 
decision trees represents one of the most used 
practical inductive inference method. In addition, 
the possibility of their easy way to be transposed 
under the form of some production rules contri-
buted to the success of the adoption of this me-
thod. 
In the specialty literature several learning algo-
rithms imposed, by using decision trees. General-
ly speaking, all these algorithms have a common 
structure: they deal with the issue in a top-down 
manner and the search in the area of states is 
done in a greedy manner. 
A well known algorithm would be the so-called 
ID3. ID3, for each addition of a new node to the 
tree, applies a certain statistic formula for all the 
attributes, according to the already existing ex-
amples, in order to establish which one of these 
best classifies the multitude of situations. In such 
a way the best attribute is added to the tree struc-
ture. For each possible value of the current 
attribute it is determined the new node in the tree, 
having in mind only the examples associated to 
each node. The above mentioned procedure is 
applied recursively for each node-leaf, till the 
moment when one of the two following condi-
tions is fulfilled: either all the attributes were in-
cluded in the decision tree, or all the values of the 
objective attribute, associated to the current node, 
are identical (the entropy is void). In order to 
represent the above mentioned statistical formula, 
the informational entropy has to be mentioned. 
This represents an indicator of the informational 
theory that characterizes the degree of disorder or 
the impurity of an arbitrary collection of exam-
ples. The bigger the value leads to the greater the 
informational disorder. Informational entropy is 




where “S” is the set of examples, c is the number 
of possible values of the objective attribute and p 
is a coefficient smaller than 1, equal to the ratio 
between the number of the examples that are af-
ferent to a value of the objective attribute and the 
total number of examples (the cardinal number of 
examples S). 
With the help of this indicator we can calculate 
for each of the attribute in the collection of ex-
amples the so-called informational gain, through 
which we surprise the effectiveness of an 
attribute in classifying the multitude of examples. 
In other words, it reflects the manner in which 
the informational entropy of a collection is been 
reduced, as a result of partitioning the examples 
with the help of an attribute. The calculus of this 
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where S is the collection of examples, A is the 
attribute for which the indicator is calculated, S 
the cardinal of the set S, Sv the cardinal of Sv 
set, and v is a value of the attribute A. 
For the decision trees determined by ID3, the so-
called issue of “overfitting” might appear. In oth-
er words, the decision tree which is formed on 
the basis of a certain set of data will not classify 
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ing valid only in a small part. It is proved the fact 
that starting with dimensions exceeding 25 
nodes, the decision trees represent weaker and 
weaker the new sets of examples. That is why 
one prefers the trees with less than 25 nodes [7]. 
Yet, in order to prevent this trouble, for trees with 
over than 30 nodes, we can use the well known 
algorithm of Quinlan, C4.5. 
The new knowledge base represents the main 
way to generate decisional alternatives. For every 
cluster, the interface agent will display next win-
dow with the main properties of the selected clus-
ters in the previous steps (figure 5). In fact, the 
main properties are the discovered production 
rules expressed in a natural manner. The users 




Fig. 5. User interface – choosing the proper cluster 
 
After the proper choice of the user, it can be iden-
tified all records from database that correspond to 
the selected cluster. The number of the resulted 
records is big enough to propose as decisional al-
ternatives so it must conceive a new filter in or-
der to reduce the number of them. 
 
5. Obtaining the final decisional alternatives 
In our opinion, case-base reasoning is one of the 
possible solutions. The case-base reasoning has 
as main idea the identification of cases that are 
similar to the case which has to be analyzed, in 
order to study their results for their further appli-
cation for the current case. For our situation, we 
try to identify the records from the database that 
are closer to the requirements of the user. In or-
der to improve the confidence degree of the re-
sults and reduce the decisional alternatives, it will 
be applied case-based reasoning on the special 
file obtained through the processing of the e-shop 
database. Here, we can distinguish two important 
tables: the transactions and the customers. In the 
transaction tables we have stored all the effective 
transactions of the e-shop. Also, we know that in 
every online transaction every buyer it is authen-
ticated in the e-shop system. In this sense, at the 
beginning of the transaction, the buyer gives to e-
shop system all the details about his business. All 
these details will be stored in the customers’ cata-
log. Joining these two tables, we obtain a file 
where is present all the details of the customers 
together with the name of the IT packet sold to 
them. Applying case-base reasoning against this 
file, we can find out which  are the IT packets 
sold to customers that have similar characteristics 
with the current buyer. Thus, it will be identified 
the nearest cases to the current situation (figure 
6). 
Finally, the intersection between the records pro-
vided by the case-base reasoning and the records 
corresponding to the selected cluster will 
represent the final decisional alternatives that will 
be proposed to user. These records will be dis-
played using the next window offered by the in-
terface agent (figure 7).  











Fig. 6. Identifying the closest cases 
 
Having a set of decisional alternatives, it will be 
made available to the user a software library with 
3 managerial methods for the choice of the solu-
tion among a set of alternatives (Electre, Rompe-
det, Onicescu). The user has to choose one of 
these options, apply it and find out the final solu-
tion. It is very useful to use the multi attribute de-
cision making methods because allow partially or 
completely rank the alternatives.
 
 
Fig. 7. User’s interface – displaying decisional alternatives 
 
As an example, Electre method, using concor-
dance and discordance indices, is used to build a 
partial ranking in order to identify a set of prom-
ising alternatives.  
 
6. Conclusions and perspectives 
We have tried to issue a lot of proposals on build-
ing an intelligent decisional assistant, part of an 
e-shop, beginning with a conceptual framework, 
which emphasizes the main components of pro-
posed system, and continuing with detailing the 
properties, the roles and functionalities of every 
component. We could observe that the mechan-
ism of proposed architecture gravitates to the vir-
tual community of agents, which, in a collabora-
tive manner, tries to solve the problems. We have 
identified many agents, everyone having a specif-
ic role within the system. 
An intelligent assistant like that presented in our 
study can make the difference between a com-
mon e-shop and our e-shop. Buying the proper IT 
package for an organization is not an easy task. It 
is an investment for a long term, can be expen-




organization, so that a failed choice can affect in 
a negative manner the life of a business. As a re-
sult of the provided support by an intelligent as-
sistant, the customers’ satisfaction and confi-
dence are increasing.         
After a thorough analysis of the information giv-
en above, we’ll reach the conclusion that the fu-
ture DSS will be mostly built by use of multi-
agent technologies and machine-learning. Specif-
ic manner of multi-agent systems for decomposi-
tion of the complex problems management con-
fronts with in sub-problems, followed by a strong 
relationship of collaboration between indepen-
dent modules and proactive modules bearing 
cognitive capacities, capable of handling know-
ledge from different places and electronic spaces 
represents the most proper manner of creating 
decision support systems. 
In our knowledge-based society, very complex 
and unpredictable, intelligent DSS will become 
indispensable tools in making decisions.    
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