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L’objet de ce document est de présenter mes travaux de recherche en vue de l’Habilita-tion à Diriger les Recherches, HDR, travaux réalisés au sein du Commissariat à l’Énergie
Atomique et aux Énergies Alternatives (CEA). Cette HDR s’inscrit dans une démarche de pro-
gression dans la filière Expertise du CEA.
Dans le contexte industriel lié au nucléaire, à l’aéronautique, à l’automobile, . . ., la simulation
numérique est un outil en passe de devenir omnipotent, que ce soit pour les études de concep-
tion ou pour celles concernant la sûreté. Elle intervient, bien sûr, dans les différents stades
d’élaboration d’un produit (géométrie, maillage, simulation fonctionnelle, analyse, . . .) et tend
également à remplacer autant que faire se peut le recours à l’expérimentation ; celle-ci restant
généralement onéreuse. De même, dans le domaine de la sûreté, il est parfois impossible de
réaliser des expériences – dégradation d’un coeur de centrale nucléaire par exemple. De fait,
la simulation numérique est l’unique recours possible.
Toutefois, la simulation numérique réclame des moyens informatiques de plus en plus consé-
quents. Elle devient de plus en plus multi-physique ou multi-échelle et la taille des problèmes
abordés ne cesse de croître. L’augmentation des capacités informatiques a permis et accompa-
gné le développement de la simulation. Le parallélisme est déjà massivement présent dans les
centres de calculs universitaires ou des EPST/EPIC, mais également de plus en plus dans les
laboratoires ou services “calculs” des industriels. Cependant, le recours à des méthodes numé-
riques permettant de réduire le coût des calculs – en temps CPU (Central Processing Unit) et en
terme de mémoire utilisée – est indispensable. En effet, malgré la puissance croissante des or-
dinateurs, des méthodes numériques sous optimales limitent les simulations et ne permettent
pas de maximiser le bénéfice d’une architecture informatique de type répartie (ordinateurs pa-
rallèles). Dans ce cadre, les méthodes de décomposition de domaine en espace, les méthodes
multi-grilles et celles de domaine fictif – ou de frontière immergée – sont des outils de choix.
Par la définition de problèmes locaux ou la modification de la géométrie du domaine de calcul,
elles permettent de simplifier le problème à résoudre en terme de nombre de degrés de liberté,
de maillage, de stockage des données nécessaires à la résolution, . . .
De telles méthodes sont particulièrement intéressantes dans le contexte de la simulation nu-
mérique de la physique des centrales nucléaires où la tendance est de tendre vers la simulation
globale de celles-ci : simulation détaillée des composants thermohydrauliques (coeur et géné-
rateurs de vapeur), du système (tuyaux, piquages, pompes, pressuriseur, capacités, régulations
et contrôles commandes, . . . ), des réactions neutroniques et de la thermo-mécanique du com-
bustible.
Dans ce document, nous nous restreignons à la simulation de la thermohydraulique des com-
posants (en privilégiant plus le générateur de vapeur). Dans le but de réaliser des simulations
les plus fines possibles de ces composants industriels à moyens informatiques donnés, mes
travaux s’inscrivent naturellement dans ces deux grands types d’approches : décomposition
en espace et/ou en échelle et domaines fictifs. La première permet d’optimiser le temps de
calcul et les ressources en mémoire pour une discrétisation fixée, que ce soit pour le calcul
complet du composant nucléaire ou seulement d’une partie de celui-ci. La seconde consiste
à réaliser les calculs sur des maillages cartésiens, voire de les remplacer par des tableaux in-
dicés. Cela concourt à l’utilisation de méthodes de résolutions rapides – donc également à
l’optimisation du temps et de l’espace mémoire – et permet de décrire des géométries mobiles
et/ou déformables de façon aisée – sans remaillage du domaine de calcul. Vis-à-vis de ces
deux approches, mes travaux ont consisté à les introduire dans le cercle des logiciels pour la
simulation industrielle des composants nucléaires ou des procédés pour l’industrie nucléaire,
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soit en participant directement à leur élaboration, soit en adaptant et en optimisant leur utili-
sation dans ce domaine d’activités.
Enfin, je tiens à préciser que le travail présenté ici bénéficie des contributions de mes collabo-
rateurs doctorants et post-doctorants.
Introduction
Les centrales nucléaires à eau pressurisée déployées en France, cf. Fig. 1, comportent uncoeur et, suivant les modèles, trois ou quatre générateurs de vapeur, GV, appelés aussi
évaporateurs.
Fig. 1 – Conception d’une centrale nucléaire avec un Réacteur à Eau Pressurisée (Par Steffen Kuntoff ; traduction
de Enr-v [CC-BY-1.0 (http ://creativecommons.org/licenses/by/1.0)], via Wikimedia Commons).
Un GV est un échangeur thermique entre l’eau du circuit primaire portée à haute tem-
pérature (320 ˚C) – fluide chaud – et à pression élevée (155 bar) dans le cœur du réacteur et
l’eau du circuit secondaire (280 ˚C) – fluide froid – qui se transforme en vapeur et alimente
la turbine. Ce composant, à l’intérieur de l’enceinte de confinement nucléaire, consiste en une
capacité cylindrique, cf. Fig. 2 à gauche, d’une hauteur d’environ 10 m et d’un diamètre de
l’ordre de 3 m, parcourue par un “faisceau tubulaire” composé de 3 300 à 5 600 tubes en U
inversé, espacés d’environ 1 cm et soutenus par des plaques de supportage. Le fluide primaire
circule dans ces tubes. La capacité est alimentée par le fluide secondaire qui se met à bouillir
au contact des tubes en U, cf. Fig. 3.
Le coeur du réacteur, bien que différant dans sa conception, possède des caractéristiques ther-
mohydrauliques proches de celles du générateur de vapeur : l’écoulement du fluide primaire
à travers un down-comer annulaire, un zone cylindrique de chauffage de ce fluide au travers
d’un faisceau de tubes combustibles verticaux avec des grilles de mélange, un plénum su-
périeur, . . . Un tube combustible a des dimensions du même ordre que celles d’un tube de
générateur (rayon centimètrique et hauteur de quelques mètres) et le faisceau comporte égale-
ment plusieurs milliers de tubes, cf. Fig. 2 à droite. Les principales différences résident dans le
mode de chauffage – neutronique ou par échange thermique avec le fluide primaire – et l’état
monophasique ou diphasique du fluide en fonctionnement normal.
En plus de son rôle crucial pour le rendement thermique de la centrale, le générateur de
vapeur contribue, avec le cœur du réacteur, à la seconde barrière de confinement (le circuit
primaire) vis-à-vis de la rétention de la radioactivité. En effet, comme il permet de réaliser
l’échange thermique entre le fluide primaire liquide et le fluide secondaire, tout ce qui peut
conduire à réduire cet échange dégrade les performances de la centrale – tubes primaires
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Fig. 2 – Les composants nucléaires. A gauche : vue d’un générateur de vapeur de Mitsubishi pour EDF. A droite :
schéma d’un coeur de réacteur à eau pressurisée. “Cet éclaté montre le détail d’un assemblage de combustible.
Inséré dans le cœur du réacteur, chaque assemblage est constitué de 264 crayons d’environ 4 m de long, chaque
crayon étant formé d’un empilement de 272 pastilles d’oxyde d’uranium ou de plutonium enrobées d’une gaine
à base de zirconium. Des tubes guides sont également prévus pour l’insertion dans les assemblages des barres
de contrôle pour le pilotage du réacteur. Les différences pièces de structures - grilles, embouts - qui assurent la














entrée du fluide primaire
j. ch.






Fig. 3 – Schéma d’un générateur de vapeur (j. ch. : jambe chaude ; j. fr. : jambe froide) et cellule d’homogénéisation
(motif élémentaire dans le cas d’un faisceau à pas carré ; coupe horizontale entre 4 tubes).
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bouchés, gonflement des tubes conduisant à la réduction du passage du fluide, . . . . De plus,
le fluide primaire étant confiné à l’intérieur des tubes en U, toute atteinte à l’intégrité de
ceux-ci conduirait à relâcher des radio-éléments potentiels dans le circuit secondaire, hors
de l’enceinte nucléaire. Lors du fonctionnement du réacteur, les faisceaux tubulaires des
générateurs de vapeur sont soumis à des vibrations induites par l’écoulement turbulent du
fluide secondaire. Ces vibrations peuvent générer une fissuration circonférentielle par fatigue,
dont l’évolution est très rapide. Afin de limiter l’amplitude de ces vibrations et de prévenir
ce type de dégradation, certains tubes sont maintenus dans leur partie supérieure par des
barres anti-vibratoires. Au cours de la fabrication des générateurs de vapeur, certaines de ces
barres peuvent être mal positionnées, entraînant un défaut de maintien des tubes. Ces tubes
sont appelés “tubes en anomalie de supportage”. Plusieurs ruptures complètes de tubes de
générateurs de vapeur, ayant pour origine une fissuration par fatigue vibratoire de tubes en
anomalie de supportage, se sont produites à North Anna 1 et Indian Point 3 (USA) en 1987
et 1988, à Mihama (Japon) en 1991, ainsi que des ruptures partielles comme à San Onofre 3
(USA) en 2012.
L’étude du fonctionnement de ce composant est donc primordiale pour le concepteur
et l’exploitant de centrales nucléaires. Cependant, sa simulation numérique se heurte aux
capacités encore limitées des ordinateurs. L’idéal serait de pouvoir modéliser le fluide secon-
daire diphasique s’écoulant entre les tubes, l’échange thermique local avec le fluide primaire,
l’interaction des tubes avec le fluide secondaire, l’apparition des bulles de vapeur et leur de-
venir dans le composant. . . La dimension caractéristique des bulles de vapeur est typiquement
de l’ordre du demi centimètre, celle du diamètre des tubes en U du centimètre et celle du
composant de la dizaine de mètre. Un maillage millimétrique nécessiterait des dizaine de
milliards de mailles pour discrétiser le GV. De fait, les simulations industrielles des généra-
teurs de vapeur utilisent des techniques d’homogénéisation ou prise de moyenne, cf. Fig. 3,
et décrivent le fluide diphasique comme un mélange équivalent se déplaçant dans un milieu
modélisé comme poreux. Deux modélisations basées sur ces techniques sont fréquemment
rencontrées dans le contexte des simulations industrielles : Homogeneous Equilibrium Model,
HEM, et Homogeneous Relaxation Model, HRM ; cf. Clerc (2000) par exemple. La première fait
l’hypothèse de l’équilibre thermodynamique et mécanique des phases, alors que la seconde
tient compte d’éventuels déséquilibres entre les phases. Suivant le modèle, on résoudra trois
ou quatre (voire cinq) équations de conservation. Pour le modèle HEM, on s’intéresse aux
bilans de masse, quantité de mouvement, QDM, et enthalpie pour le mélange. Pour le modèle
HRM, on rajoute la prise en compte du bilan de masse d’une des deux phases – généralement
le gaz, comme c’est le cas pour le logiciel cœur Flica-4 du CEA (Toumi et al. 2000) – pour
pouvoir décrire un déséquilibre thermodynamique. Mais il est aussi possible, comme pour
la simulation du générateur de vapeur, de modéliser ce déséquilibre via une loi de ferme-
ture algébrique décrivant la sous-saturation éventuelle du liquide. La prise en compte d’un
déséquilibre mécanique nécessiterait de considérer une équation supplémentaire de bilan de
quantité de mouvement, voir Grandotto et Obry (2005) par exemple.
Pour le générateur de vapeur1, les équations de bilan du mélange (bilan de masse, de QDM
et d’enthalpie), après application de la technique d’homogénéisation HEM, peuvent s’exprimer
de la façon suivante, cf. Grandotto et al. (1989), Grandotto et Obry (1996) :
1ou la cuve
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∂t(βρ) + ∇.βG = 0, (1)
βρ∂tV + βG. ¯¯∇V−∇.βµT(∇V+∇TV) = −β∇P + βρg− β ¯¯ΛV
−∇.(βx(1− x)ρVR ⊗VR), (2)
βρ∂tH + βG.∇H −∇.(βχT∇H) = τQ−∇.(βx(1− x)ρLVR), (3)
où β est la porosité du milieu, τ le taux de présence du faisceau supposé indépendant
du temps, ρ(H, P) la densité, G le flux de masse, V la vitesse, P la pression, g la gravité, ¯¯Λ
le tenseur de frottement sur les obstacles, x(H, P) le titre statique, VR(H, P) la vitesse rela-
tive (Zuber et Findlay 1965, Lellouche et Zolotar 1982), H l’enthalpie spécifique du mélange,
Q(H, P) le terme source de chaleur, L(P) la chaleur latente et χT = µTPr et µT = a|G|L les
coefficients de diffusion turbulente avec a le coefficient de Schlichting, L une longueur ty-
pique de tourbillon, Pr le nombre de Prandtl et |.| la norme Euclidienne (Schlichting 1968).
Dans ces équations de bilan, certains termes ont été négligés et n’apparaissent donc pas ici,
comme les termes en pression dans le bilan d’enthalpie ou les dissipations visqueuses. Les
termes βx(1− x)ρLVR et βx(1− x)ρVR ⊗VR sont appelés termes de dérive. Ils caractérisent
le transfert d’énergie et de quantité de mouvement entre le gaz et le liquide. Le terme source
de chaleur Q est donné par la résolution de l’équation du bilan d’énergie du fluide primaire.
Dans le cas du générateur de vapeur, les bilans du mélange sont à compléter par le bilan
d’énergie du fluide primaire :
ρpCp∂tTp + ρpCpVp.∇Tp −∇.(CpχTp∇Tp) = −Q/βp0, (4)
où ρp est la densité, Vp la vitesse, Cp la capacité calorifique à pression constante et χTp le
coefficient de diffusion turbulente du fluide primaire. βp0 est la porosité intrinsèque du fais-
ceau primaire (i.e. loin des bord du faisceau). Le fluide primaire est considéré comme un
liquide isobare et incompressible (∇.Vp = 0) dont la vitesse ne dépend pas du temps. Le
métal des tubes primaires est considéré comme sans inertie thermique. La puissance échangée
entre le fluide primaire et le fluide secondaire s’écrit :
Q = γ0heq(Tp − Tw) (5)
où γ0 est la densité de surface chauffante du faisceau, heq le coefficient d’échange équivalent
entre le primaire et le secondaire et Tw la température des tubes du faisceau coté secondaire.
Ces équations sont proches de celles de Navier-Stokes pour un fluide dilatable. Elles en
diffèrent par la présence d’un terme de porosité, ainsi que par des termes sources particuliers.
Comme les coefficients dépendent des inconnues, ces équations sont aussi fortement non
linéaires.
Une résolution possible de ce système d’équations aux dérivées partielles est présentée
en Annexe A.1 et codée dans le logiciel Génépi du CEA (Grandotto et Obry 1996). Succinc-
tement, on recherche le régime stationnaire par des itérations en temps, qui peuvent être
vues comme des itérations relaxées de Picard, en résolvant successivement les bilans (4),
(3) et (2)-(1). Pour résoudre les bilans (2)-(1), on utilise un algorithme de projection de type
incompressible : ∇.(βρV) = 0.2 La discrétisation en temps des Eqs (2), (3) et (4) est faite par
la méthode de Crank-Nicholson et la discrétisation spatiale via les éléments finis de type Q1
(vitesse, enthalpie, température) et Q0 (pression)3. Au cours de chaque itération de Picard,
les systèmes linéaires résultants de cette discrétisation sont lissés et non résolus exactement
2∂t(βρ) est négligé.
3La forte diffusion introduite par les valeurs importantes de µT (et χT) contribue à la stabilisation de cette
discrétisation spatiale.
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afin de réduire le temps des calculs. La pression est quant à elle résolue de façon exacte pour
assurer la conservation de la masse et c’est le principal poste en coût du calcul, surtout pour
des maillages ayant de nombreux degrés de liberté.
L’échelle de l’homogénéisation du fluide diphasique correspond à minima à la taille du
motif élémentaire, soit environ deux centimètres. A cette échelle, une dizaine de millions
de mailles4 sont encore nécessaires à une simulation détaillée du générateur de vapeur. On
voit donc que la clef d’une simulation précise est la capacité à résoudre un grand nombre
d’inconnues – si possible de l’ordre de quelques millions – en un temps raisonnable pour
l’ingénieur. C’est l’objectif de ce travail de recherche . . .
Mes contributions à cet objectif portent sur les domaines suivants.
Une première partie des recherches que j’ai effectuées relève des méthodes de décom-
position de domaine, en espace ou en fréquence. En effet, pour que les simulations soient
réalisables avec les mémoires des ordinateurs actuels, on a été amené à partitionner le domaine
de calcul en sous-domaines – méthode de décomposition de domaine en espace ; chaque sous-
domaine utilise alors la mémoire d’un noeud informatique en réseau. Cela a également un
impact positif sur le temps de restitution des calculs – calculs pouvant s’effectuer en paral-
lèles, problème mieux conditionné. Dans ce cadre, une composition originale de méthodes
de décomposition de domaine a été proposée pour le système d’équations (1)-(4). D’autre
part, pour accélérer la résolution d’un gros problème, on peut aussi envisager de décomposer
en échelle le domaine de calcul – basses/hautes fréquences spatiales – comme le proposent
les méthodes multi-grilles. Dans ce cas, une approximation obtenue sur un maillage grossier
permet d’obtenir plus rapidement une approximation précise de la solution sur un maillage
fin du domaine de calcul. Du point de vue de la mise en œuvre, le processus itératif pour
passer d’un maillage à l’autre est le plus souvent de type séquentiel. Cependant, on a proposé
et testé avec succès une approche parallèle de type en damier sur trois grilles.
Par ailleurs, l’ingénieur s’intéresse souvent à une zone particulière du composant – par
exemple pour le GV : entrée du fluide secondaire dans l’évaporateur, plaque de distribution
de débit, passage du fluide entre les tubes et une plaque de supportage, région dite du chignon
formée par le haut des tubes primaires, . . . Les techniques de raffinement local sont donc utiles
pour ne pas alourdir le calcul par un maillage fin de l’ensemble du domaine. C’est le but des
méthodes de raffinement local multi-niveaux Local Defect Correction, LDC, Flux Interface Cor-
rection, FIC. Une version de la méthode LDC, adaptée à notre système d’équations fortement
non linéaires, a été incorporée dans un algorithme parallèle. Par ailleurs, la méthode FIC a été
revisitée pour la problématique du raffinement local en présence d’une frontière immergée
(FIC-EBC).
Enfin, une seconde partie de mes recherches concerne le concept de domaine fictif, dans
lequel le domaine de calcul est immergé dans un domaine géométriquement plus simple5,
ce qui permet la mise en œuvre de solveurs rapides, de techniques multi-résolution ou de
méthode de frontières mobiles (interaction fluide/structure) indépendamment de la géométrie
réelle du domaine. De nouvelles méthodes de domaines fictifs on été développées pour des
conditions aux limites de type Dirichlet et de type Robin en éléments finis, EF, et en volumes
finis, VF.
Ces différentes techniques – décomposition de domaine, multi-grilles, raffinement local
multi-niveaux et domaine fictif – peuvent être appliquées simultanément pour obtenir la
4Pas du faisceau au cube ≈ 2 10−2m ; soit un volume de 10−5 à 10−6m3 par cellules.
5Et donc, maillé plus simplement.
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simulation la plus performante possible.
Le plan de ce mémoire est le suivant.
Le premier chapitre expose la problématique de la décomposition spatiale de domaine et
la description des méthodes mises en œuvre de type Dirichlet-Neumann pour la résolution
du système d’équations non-linéaires de bilan dans un GV. Contrairement aux chapitres sui-
vants, les résultats que j’ai obtenus sont présentés ici de façon plus exhaustive et détaillée. En
effet, une grande partie de ceux-ci sont contenus dans des rapports internes au CEA et non
accessibles dans la littérature ouverte.
Le deuxième chapitre est dédié, quant à lui, à la décomposition fréquentielle de domaine et
à la méthode multi-grilles de type Full Approximation Storage utilisée pour résoudre ces mêmes
bilans.
Un troisième chapitre décrit les méthodes de raffinement local multi-niveaux, issues de l’hy-
bridation des méthodes de décomposition en espace et en fréquence, permettant une descrip-
tion localement plus fine d’une partie du composant nucléaire.
Enfin, le contexte de l’approche domaine fictif et la description des méthodes originales
développées ici constitue le corps du quatrième chapitre. Les applications de ce dernier chapitre
se situent dans le cadre plus large de la mécanique des fluides diphasiques ou monophasiques.
D’une façon générale, on s’attache dans chacun de ces chapitres à exposer la mise en œuvre
de méthodes numériques modernes et performantes au cas industriel du générateur de vapeur.
L’ensemble de ces travaux a fait l’objet de diverses publications ou communications écrites
dans des conférences (proceedings) que le lecteur trouvera en référence (p. 93). Par ailleurs, au
fil du texte, les références relatives aux travaux exposés sont rappelées dans un encart au début
de la section méthodologique de chaque chapitre.
1Décomposition spatiale de domaine
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On s’intéresse ici aux méthodes de décomposition de domaine en espace – méthodes propre-ment dites de décomposition de domaine. Le principe directeur est la fameuse maxime
diviser pour régner, c’est à dire, considérer de façon itérative des petites quantités de données
afin de résoudre facilement des problèmes locaux en espace qui concourent à résoudre un pro-
blème global. Ces méthodes peuvent être appliquées de façon globale ou locale (raffinement
local multi-niveaux via des patches par exemple, cf. Chapitre 3, Section 3.2.4).
On présente tout d’abord un panorama restreint des diverses approches existantes. Puis, on
se focalise sur les méthodes itératives que j’ai développées et mises en oeuvre dans le contexte





La simulation des composants nucléaires permet de calculer les performances globales des
coeurs et générateurs de vapeur, mais également d’optimiser le design local de certains consti-
tuants – plaque de distribution, formes des passages pour le fluide des plaques entretoises,
ailettes des grilles de maintien des crayons, . . . – en vue d’améliorer les performances ; ainsi
que d’évaluer l’impact sur la sûreté de défauts éventuels – corrosion dans des plaques, dépla-
cement d’une plaque, encrassement, . . . Pour cela, on a besoin d’avoir une description spatiale
détaillée, au moins localement.
1.1.1 Enjeux et motivations
Comme décrit au Chapitre d’introduction, la simulation industrielle des composants nu-
cléaires utilise des quantités moyennées car une simulation directe diphasique du fluide secon-
daire dans le réseau de tubes primaires de l’évaporateur est hors de portée des moyens infor-
matiques actuels. Même en décrivant le composant par un milieu poreux équivalent (“soupe”
de fluide diphasique secondaire, de tubes métalliques et de fluide monophasique primaire),
il faudrait une dizaine de millions d’éléments pour paver le domaine de calcul d’un GV in-
dustriel d’éléments dont le volume correspond à celui de la cellule d’homogénéisation. Ce
grand nombre d’inconnues conduit à une importante place mémoire nécessaire à la résolution
directe du système linéaire relatif à la projection – calcul de la pression ou d’un correcteur de
pression, cf. Eqs A.4-A.6. De fait, dans le cas d’un code de calcul non parallèle, comme ceux
utilisés pour le cœur et le GV au CEA, les machines actuelles dotées d’une grande quantité de
mémoire permettent la réalisation de calculs de plusieurs centaines de milliers à un ou deux
millions d’éléments au maximum. Par ailleurs, plus le nombre d’inconnues augmente et plus
le nombre d’itérations des solveurs itératifs augmente pour résoudre les systèmes linéaires
(bilan d’enthalpie ou de quantité de mouvement)1.
1.1.2 Objectifs et approche générale
Pour répondre aux besoins liés à des simulations mettant en œuvre un grand nombre de
degrés de liberté ou nécessitant une précision spatiale accrue localement, les méthodes de dé-
compositions de domaines sont un outil de choix.
Par décomposition de domaines, on entend la décomposition de l’espace vectoriel V, dans
lequel on cherche la solution d’une Équation aux Dérivées Partielles, EDP, en la somme d’es-
paces vectoriels {Vi} de cardinal plus petit dans lesquels une solution (partielle) est plus facile
à trouver ; la composition de l’ensemble des solutions partielles devant donner la solution de
l’EDP initiale. Cela recouvre aussi bien la décomposition spatiale du domaine de calcul Ω en
sous-domaines {Ωi} se recouvrant ou non – ce qu’on désigne usuellement par décomposition
de domaine – que la décomposition fréquentielle (en échelle) du domaine de calcul. Dans la
première approche, les espaces vectoriels Vi sont associés aux sous-domaines Ωi. Ils corres-
pondent à des sous-ensembles d’éléments de V – par exemple, en fonction de la localisation
des supports des fonctions de base dans Ωi. Dans la seconde approche, les éléments de V sont
combinés et regroupés de façon à réaliser une décomposition en échelle (base hiérarchique).
Pour chaque échelle, on pourra alors résoudre ou lisser l’EDP en tirant partie des avantages
liées à l’échelle considérée – par exemple : réduction du nombre de degrés de liberté, ddl, effi-
cacité d’une méthode itérative pour les petites fluctuations spatiales à une échelle donnée, . . .
On remplacera donc la résolution de l’EDP originale sur Ω par la réalisation d’un algorithme,
souvent itératif, impliquant des sous-problèmes locaux couplés. La mise en œuvre peut être
1Pour une méthode itérative fonctionnant en lisseur, c’est la précision obtenue après quelques itérations du
lisseur qui se dégrade.
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faite de façon séquentielle – i.e. en résolvant les sous-problèmes l’un après l’autre – ou de
façon parallèle – i.e. les sous-problèmes sont résolus en même temps.
1.2 Méthodes de décomposition de domaine
[•] Décomposition de domaine (DDM) de type Schwarz, en parallèle, avec recouvrement ou
non de sous-domaines et avec des maillages conformes ou non-conformes.
Avec M. Grandotto du CEA Cadarache
Interactions : Ph. Angot d’Aix-Marseille Université,
Publication associée : Belliard et Grandotto (2002)
Conférences associées : Belliard et Grandotto (1998), Belliard et Grandotto (2000) et Belliard
(2003)
1.2.1 Introduction
Ce type de méthodes, introduites par H. Schwarz au 19ème siècle (Schwarz 1870) a connu
un regain d’intérêt via les travaux de Lions (1990) et le développement des machines de calcul
parallèle. D’une façon très générale – une présentation plus détaillée est fournie en Annexe A.2
–, la décomposition de domaine consiste à résoudre une EDP (ou un système d’EDP) sur le
domaine Ω :
Pp(u) = b sur Ω avec CL sur ∂Ω (1.1)
avec P un opérateur donné, via un algorithme itératif consistant à décomposer Ω en Ns sous-
domaines Ωi se recouvrant ou non, cf. Fig. 1.1. A chaque itération k ∈ N et successivement
pour chaque sous-domaine Ωi, i = 1 . . . Ns, on met à jour des Conditions aux Limites, CL,
données par les autres sous-domaines Ωj, j 6= i et on résout (par exemple pour Ns = 2) :
P1(uk1) = b1 sur Ω1 (1.2)
avec CL du pb initial sur ∂Ω1 ∩ ∂Ω (1.3)
et CL1(uk1, u
k−1
2 ) on Γ1 ∩Ω2, (1.4)
P2(uk2) = b2 sur Ω2 (1.5)
avec CL du pb initial sur ∂Ω2 ∩ ∂Ω (1.6)
et CL2(uk2, u
∗
1) on Γ2 ∩Ω1 (1.7)
où Pi, i = 1 . . . Ns, est une restriction de P à Ωi, Γi = ∂Ωi\∂Ω et CLi est une condition limite
appropriée faisant intervenir les ui, uj, j 6= i et, éventuellement, leurs dérivées spatiales.
Cet algorithme peut être réalisé en séquentiel u∗1 = u
k




1 . Le recou-
vrement des sous-domaines est un facteur clef, ainsi que le nombre de sous-domaines. Avec
des CL de type Dirichlet et des sous-domaines se recouvrant – méthode de Schwarz classique
– la convergence de l’algorithme se détériore lorsque le nombre de sous-domaines croît ou
lorsque le recouvrement entre sous-domaines n’est pas suffisant. Il existe des techniques d’ac-
célérations de la convergence et de correction de la dépendance en fonction du nombre de
sous-domaines. En particulier, via l’utilisation d’une grille grossière, cf. Chapitre 2.
Les méthodes de Schwarz généralisées s’appliquent à des décompositions de domaine sans
recouvrement et peuvent se voir comme un préconditionnement particulier du problème à
l’interface – Dirichlet-Neumann, Neumann-Neumann ou Robin-Robin –, cf. Annexe A.2.
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Fig. 1.1 – Décomposition du domaine Ω (haut) en deux sous-domaines Ω1 et Ω2 avec recouvrement (milieu ;
Γi = ∂Ωi\∂Ω) ou sans recouvrement (bas ; Γ = Γ1 = Γ2).
1.2.2 Pistes de recherche et cadre logiciel
Les motivations sont celles citées plus haut : réduire les temps de calcul par la mise en
œuvre du parallélisme et accroître la mémoire distribuée disponible pour les simulations.
C’est également un moyen de préconditionner l’algorithme de résolution des équations de
bilan. L’algorithme de Schwarz et les méthodes d’itérations par sous-domaine, cf. Annexe A.2,
reposent sur une procédure itérative de partage des conditions aux limites entre les sous-
domaines et de résolution de problèmes locaux, définis sur chacun d’eux. Ceci fournit un
cadre qui est cohérent avec une réalisation informatique de couplage de codes. En effet, il est
souvent difficile, voire impossible, de modifier les sources développées par des équipes diffé-
rentes. Ici, on bénéficie du fait que les méthodes d’itérations par sous-domaine ne nécessitent,
en vue de la résolution du problème à l’interface Eq. (A.24), que de disposer du résultat de
l’action du complément de Schur local Si sur uΓi (problème local, cf. Annexe A.2). C’est donc
cette approche qui a été retenue et qui est présentée ci-dessous.
Remarque 1.1 Toujours dans le but de réduire le temps de restitution des calculs, la méthode additive de
Schwarz a été mise en œuvre avec succès pour la résolution d’une équation linéaire de type elliptique
typique de celle de Génépi – étape de projection pour le calcul de la pression. Bien qu’on ne développe
pas ici cet aspect2, nous pouvons dire que l’utilisation de la méthode additive de Schwarz en tant que
préconditionneur d’une méthode de gradient conjugué – réalisation d’un ILU(0) local à chaque sous-
domaine –, conduit à réduire le temps CPU vis-à-vis d’un simple gradient conjugué préconditionné par
un ILU(0) global ; l’efficacité parallèle étant de 60% pour une dizaine de processus.
De fait, j’ai développé un environnement logiciel basé sur le concept de tâches esclaves diri-
gées par une tâche maître. La bibliothèque Parallel Virtual Machine, PVM, cf. Geist et al. (1996),
fournit le média de communication. La tâche maître est le logiciel CEA Isas (Gulden et al.
1997). Les tâches esclaves sont des versions instrumentées du logiciel Génépi : envoyer un
message, recevoir un message, faire un certain nombre de pas de temps, . . . Ce cadre permet
de mettre en œuvre aussi bien des méthodes de décomposition de domaine en espace qu’en
2Je ne présente ici que mes travaux concernant la résolution par un algorithme de Schwarz additif d’un système
d’équations non linéaires.
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fréquence (multi-grilles), cf. Section 2.2.1, ou encore des algorithmes de raffinement local tel
que l’algorithme LDC, cf. Section 3.2.3.
Le calcul couplé commence par une étape d’initialisation et d’enregistrement (voire d’har-
monisation) des données de calcul des tâches Génépi – tâche séquentielle ou parallèle, critères
de régime stationnaire, . . . Ensuite, chaque tâche Génépi publie l’existence d’un certain nombre
de régions de son sous-domaine de calcul qui sont couplées à d’autres tâches Génépi et ayant
donc besoin de données externes. La définition d’une région couplée regroupe une géomé-
trie (frontière ou volume), un type de condition limite (Dirichlet, Neumann, ADN, FAS, . . . )
et une méthode de traitement des données externes reçues (interpolation, restriction . . . ). La
tâche maître synthétise ces besoins et informe chaque tâche Génépi des données qu’elle aura
elle-même à fournir.
Ensuite, à chaque itération de couplage – i.e. tous les ncp pas de temps de chaque tâche esclave,
ncp ∈ N∗+ – la tâche maître reçoit les données fournies par les tâches esclaves et les transmet
à leurs destinataires. Une relaxation peut éventuellement être mise en place pour aider à la
convergence de l’algorithme de couplage.
A noter qu’à partir de ce processus parallèle par essence, il est possible de construire un
algorithme mixte séquentiel/parallèle si on accepte l’existence d’un léger surcoût en commu-
nication vis-à-vis du strict nécessaire – par exemple, message de type “sans objet” envoyé à
une tâche qui se met en attente du résultat d’un calcul sur un autre sous-domaine.
Le calcul couplé s’arrête lorsque chaque tâche Génépi a vérifié le critère (A.3) portant sur la
variation temporelle relative par unité de temps pour chaque variable (G, H, P ou Tp) et que
les variations relatives temporelles des quantités aux interfaces ζΓi (variables ou flux) sont in-
férieures au paramètre ǫst de ce même critère. La norme L2 discrète de la variation relative
temporelle de la quantité ζ est définie par :
|ζ∗+1 − ζ∗|L2/|ζ∗|L2 (1.8)
avec ∗ = n le numéro de l’itération en temps pour une variable (G, H, P ou Tp) ou ∗ = k le
numéro de l’itération de couplage pour une quantité sur l’interface Γi.
Enfin, les notions liées au parallélisme – speed-up, efficacité parallèle, scalabilité et granula-
rité de découpage – sont définies en Annexe A.3.
1.2.3 Algorithmes de Dirichlet-Neumann et de Dirichlet-Neumann adapté
Pour la mise en œuvre des idées développées dans la Section 1.2.1 au cadre spécifique de
la simulation des composants nucléaires – et plus particulièrement des générateurs de vapeur
–, j’ai défini un algorithme original utilisant la méthode Dirichlet-Neumann et la méthode
Dirichlet-Neumann adaptée – Adaptive Dirichlet-Neumann, ADN, Carlenzoli et Quarteroni
(1995), Gastaldi et Quarteroni (1998) – suivant la nature (elliptique/hyperbolique) de chaque
équation de bilan du système d’équations (1)-(4) pour les fluides du circuit primaire et se-
condaire (Belliard et Grandotto 2002). Dans une approche adaptée, les conditions aux limites,
Dirichlet ou Neumann, localement appliquées à l’interface entre les sous-domaines dépendent
du sens de l’écoulement du fluide, entrant ou sortant du sous-domaine, en chaque point de
l’interface.
Conditions d’interface
Les équations de bilan peuvent se ranger dans deux groupes. D’un coté, on a le bilan de
quantité de mouvement et celui de masse du fluide secondaire qui forment un système forte-
ment intriqué via la méthode de projection, cf. Eqs. (A.4) et (A.6). De part l’aspect elliptique de
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l’équation de projection (A.6), la méthode Dirichlet-Neumann est un candidat possible pour
un algorithme de décomposition de domaine concernant ce groupe d’équations. Il en est de
même pour le bilan d’énergie du fluide primaire dont les vitesses 1D sont figées.
De l’autre coté, on trouve le bilan d’enthalpie du fluide secondaire qui a un caractère hyper-
bolique plus affirmé. Pour ce bilan, l’approche Dirichlet-Neumann adaptée s’impose. Dans le
cas d’un tourbillon à cheval sur une interface de couplage, il est important de bien traiter la
condition limite locale sous peine d’injecter dans le calcul des enthalpies aberrantes. A noter
que des conditions de couplage de type Robin-Robin n’ont pas été explorées dans ce travail,
mais présentent à priori un fort potentiel pour nos applications.
D’une façon générale, on désire la continuité des variables et de leurs dérivées – par abus de
langage, car il s’agit de contraintes mécaniques ou thermiques – aux interfaces Γi et Γj entre les
sous-domaines Ωi et Ωj, i, j = 1 . . . Ns j 6= i tels que Ωi ∩Ωj 6= ∅ :
{ GΓi = GΓj , (1.9)¯¯σΓinΓi = − ¯¯σΓjnΓj , (1.10)
avec nΓi = −nΓj la normale externe à l’interface Γi et
¯¯σ = −PI¯ + µT(∇V+∇TV), (1.11)
{ HΓi = HΓj , (1.12)
χTΓi∇HΓi · nΓi = −χTΓj∇HΓj · nΓj , (1.13)
ainsi que
{
TpΓi = TpΓj , (1.14)
χTp∇TpΓi · nΓi = −χTp∇TpΓj · nΓj . (1.15)
On remarquera l’utilisation du flux de masse G au lieu de la vitesse dans Eq. (1.9). Cela est
guidé par la conservation de la masse (divG = 0).
Avec la discrétisation en éléments finis choisie, les équations Eqs (1.9) et (1.12) de conti-
nuité des variables mettent en œuvre des quantités nodales. Ce serait également le cas pour la
température primaire si on réalisait une décomposition de domaine des lignes qui servent de
support à la discrétisation P1 de celle-ci. Mais la technologie utilisée pour générer ces lignes
primaires conduit à une dépendance vis-à-vis du sous-domaine3 – le nombre de lignes varie
d’un sous-domaine à l’autre –, ce qui rend difficile une telle décomposition. De fait, on utilise
la projection de la température primaire nodale 1D sur les éléments Q0 du secondaire 3D, cf.
Remarque A.1 de Annexe A.1 concernant l’Eq. (5). La relation (1.14) est donc, en terme de
température primaire, constante par élément.
Dans le cas d’une décomposition sans recouvrement d’un maillage conforme du domaine
global, le passage des variables ou de leurs dérivées entre les sous-domaines peut se faire par
des affectations directes. Par contre, dans le cas de maillages globalement non conformes, cf.
Fig. 1.2, la continuité est à rechercher à travers un opérateur de projection tel que l’interpola-
tion linéaire. Ce dernier cas correspond à des sous-domaines maillés de façon indépendante,
3Pour nos applications, la géométrie d’un sous-domaine correspond à une tranche de cylindre, cf. Section 1.3.
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ce qui permet par exemple de faire un raffinement local du maillage dans une zone d’intérêt.
Dans mon domaine, ces zones correspondent à l’entrée du générateur et la plaque de sépara-
tion de débit, au chignon formé par le haut des tubes primaires et les barres anti-vibratoires
qui les soutiennent.
Bien que les méthodes utilisées correspondent à des techniques de décomposition sans
recouvrement des sous-domaines, j’ai introduit la possibilité d’avoir un recouvrement partiel
dans le but d’accroître la stabilité de l’algorithme. Dans ce cas aussi, il faut alors avoir recours
à des opérateurs de projection entre sous-domaines si les maillages ne sont pas globalement
conformes, cf. Fig. 1.5.
ADN
Soit la variable ζ – vitesse massique, enthalpie ou température primaire – en chaque point
xΓ de l’interface Γ. L’algorithme classique de Dirichlet-Neumann considère que tous les points
de Γi ont le même type de condition limite et de même pour Γj – ce qui suppose que l’écoule-
ment ne présente pas de vortex à l’interface. Ici l’approche retenue consiste à ventiler les rela-
tions de continuité de la variable et de sa dérivée sur les frontières Γi et Γj des sous-domaines







n(xΓj) = − ¯¯σ(ζ(xΓi))
k∗
n(xΓi), (1.17)
où k est l’itération de couplage et ¯¯σ(ζ) est une contrainte définie par Eq. (1.10), (1.13) ou (1.15).
La quantité k∗ est égale à k ou à k − 1 suivant que l’algorithme est respectivement séquen-
tiel ou parallèle. Le point xΓi est donc une condition limite de type Dirichlet pour Γi, donnée
par Γj. De même, le point xΓj est une condition limite de type Neumann pour Γj, donnée
par Γi. Cette mise en œuvre est typique de l’algorithme Dirichlet-Neumann adapté, ADN. La
ventilation des relations de continuité est locale en fonction de la vitesse : Neumann pour le
sous-domaine en amont (v(xΓj) · n(xΓj) > 0 ; sortie) et Dirichlet pour le sous-domaine en aval
(v(xΓi) · n(xΓi) < 0 ; entrée).
La stabilité de la méthode Dirichlet-Neumann adaptée peut être un point crucial pour l’al-
gorithme décrit ici, comme cela est démontré dans Gastaldi et Quarteroni (1998). Suivant ces
auteurs, nous introduisons un processus de relaxation dans l’affectation des conditions limites :







où ζkΓi ≡ ζ(xΓi)
k, k est l’itération de couplage et 0 < rζ le coefficient de relaxation associé à la
variable ζ. Dans les travaux de Gastaldi et Quarteroni, cette relaxation porte sur la condition
limite de Dirichlet en ADN. Je l’ai étendue également au cas où ζ est une contrainte. C’est
d’ailleurs proche de ce que font les auteurs pour la méthode Robin-Neumann adapté (Adap-
tive Robin-Neumann, ARN) sur une quantité formée par la contrainte et la variable (flux de
convection plus diffusion).
1.3 Applications au générateur de vapeur
Cette technique a été mise en œuvre avec succès dans le cadre général de la simulation
des générateurs de vapeur et, en particulier, pour celle de la maquette Clotaire du CEA
(Campan et Bouchter 1988). L’évaporateur de cette maquette de GV forme un demi cylindre
1.3. Applications au générateur de vapeur 17
de 0,62 m de diamètre et 9,16 m de hauteur. L’intérieur est rempli d’un faisceau de tubes en
forme de U de 7,2 m de hauteur, dans lesquels circule le fluide primaire (débit massique de
60,05 kg.s−1 ; température en entrée de 361,8 K). Une plaque de répartition d’écoulement, neuf
plaques support de tubes et une barre anti-vibration sont respectivement situées à la base,
dans la partie droite et dans le chignon du faisceau de tubes. Le diamètre hydraulique dans le
faisceau est de 2. 10−2m environ. Les débits massiques de fluide secondaire en Fréon R114 sont
de 37,55 kg.s−1 en entrée de la branche chaude et de 28,3 kg.s−1 en branche froide. Les enthal-
pies correspondantes sont respectivement de 119,3 et 118,5 kJ.kg−1 . La pression dans le dôme
est de 0,88 MPa. Le flux de masse moyen dans l’évaporateur est de l’ordre de 550 kg.m 2.s−1.







partie basse  - entree
Fig. 1.2 – Simulation de la Maquette Clotaire. Décomposition de domaine en trois sous-domaines sans recou-
vrement (à gauche) et maillage des internes technologiques (à droite). Le maillage de chaque sous-domaine est
réalisé au mieux des possibilités (la partie basse et la partie supérieure ont des tailles de maille comparables à la
distance inter-tube), ce qui conduit à un maillage globalement non conforme de 70 000 éléments. Ce calcul en
décomposition de domaine nécessite environ 500 Mo répartis sur 3 CPU (un CPU -Central Processing Unit- par
sous-domaine).
Le découpage du domaine de calcul en sous-domaines est réalisé par des coupes orthogonales
à l’axe verticale de la géométrie du générateur de vapeur – direction principale de l’écoulement
globalement ascendant. Ceci est naturel au vue de l’allongement important du domaine de
calcul (en gros 1 sur 10). La Fig. 1.2 illustre une décomposition en Ns = 3 sous-domaines sans
recouvrement. Une valeur typique du coefficient de relaxation est rζ = 0, 4 et les conditions
d’interfaces sont généralement appliquées tous les ncp = 10 à 20 pas de temps. Ici, je ne
présente que certains résultats saillants concernant le préconditionnement, la stabilité liée au
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recouvrement et les performances du parallélisme. En Annexe A.4, on trouvera des éléments
d’appréciation en ce qui concerne la précision des calculs GV en décomposition de domaine.
Pour plus de détails, on peut se reporter à la publication Belliard et Grandotto (2002) et aux
communications Belliard et Grandotto (1998; 2000) et Belliard (2003).
1.3.1 La décomposition de domaine comme préconditionneur
Au delà de la réduction des coûts de calcul grâce au parallélisme, la décomposition de
domaine permet un préconditionnement naturel par bloc – ≡ Jacobi, cf. Angot (1994) – de
l’algorithme de résolution des équations de bilan pour le calcul du régime stationnaire. Au
lieu de résoudre un système d’équations non linéaires par des itérations de Picard sur un
opérateur P , cf. Eq. (A.1), portant sur l’ensemble des inconnues du domaine complet, on en
résout plusieurs portant sur des blocs d’inconnues (les sous-domaines). On optimise au mieux
ces résolutions locales P−1i , i = 1 . . . Ns. Pour une variable ζ, le processus global des itérations
de Picard, formellement décrit par :
ζn+1 = P−1(ζn) b (1.19)









avec Ri opérateur de restriction au sous-domaine i. D’une part, la convergence des méthodes
itératives de résolution des systèmes linéaires est d’autant plus rapide que le nombre de
degrés de liberté est réduit. Et, de fait, ce nombre est plus petit dans chaque sous-domaine
que dans le domaine complet. D’autre part, lors de la recherche d’un régime stationnaire, il
est possible d’utiliser un pas de temps local à chaque sous-domaine4, sans être globalement
contraint – en cas de condition CFL – par la dimension de la plus petite maille du domaine de
calcul. Cela permet d’accélérer la transmission de l’information dans l’ensemble du domaine
de calcul.
Une illustration de cet aspect est décrit dans la publication Belliard et Grandotto (2002) pour
le cas de la simulation en Ns = 3 sous-domaines de la Fig. 1.2. Le pas de temps est local à
chaque sous-domaine. Le sous-domaine supérieur contenant le chignon possède le plus petit
élément de la discrétisation spatiale et, via une contrainte CFL donnée, le plus petit pas de
temps des trois sous-domaines, cf. Table 1.1. Le critère de régime stationnaire a été vérifié
dans chaque sous-domaine à l’itération en temps numéro 681. Par comparaison, la simulation
en un seul domaine, noté f d, également discrétisé au mieux des possibilités et utilisant les
mêmes modèles physiques et paramètres numériques, nécessite 1 660 itérations en temps5.
Cette convergence plus rapide vers l’état stationnaire est illustrée sur la partie gauche de la
Fig. 1.3 décrivant l’historique de la variation relative temporelle de G – variable convergeant
le plus lentement. La partie droite de la Fig. 1.3 est relative à la variation temporelle des quan-
tités GΓi (Dirichlet) et ¯¯σΓinΓi (Neumann). De part une transmission rapide de l’information,
cf. Table 1.1 (♦), les frontières couplées de la partie haute ont rapidement des valeurs réalistes
en condition limite. L’écart entre valeurs Dirichlet aux frontières Γi est réduite d’environ deux
décades en 681 itérations en temps. Enfin, précisons qu’il n’y a pas de perte significative de
précision pour ce calcul en décomposition de domaine. Les écarts relatifs, par rapport au cal-
cul séquentiel du domaine complet, sont généralement de l’ordre du pourcent, cf Annexe A.4.
En conclusion, la décomposition de domaine vue comme préconditionneur – solveur non
4Dans le cas du calcul d’un régime stationnaire, si on n’accorde pas d’importance au transitoire obtenu, les
itérations en temps peuvent être essentiellement vues comme des itérations relaxées de Picard pour résoudre les
non linéarités. Cela revient donc à utiliser des coefficients de relaxation propres à chaque sous-domaine.
5Le pas de temps est voisin de celui du calcul du chignon seul.
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Sous-domaine ♯ itérations CPU δt.102 ♦
ou domaine pour |ζn+1 − ζn|L2/|ζn|L2 ≤ ǫstδt (s) (s)
Partie haute (chignon) 681 12655 0,7 2,1
Partie droite (centrale) 622 9133 2,1 2,3
Partie basse (entrée) 550 7416 1,5 4,5
Domaine complet ( f d) 1660 64698 0,75 1,1
♦ Temps final/temps nécessaire au parcourt du sous-domaine ou du domaine
par le fluide.
Tab. 1.1 – Illustration de la décomposition de domaine comme préconditionneur. Calcul en décomposition de
domaine de la maquette d’un générateur de vapeur (Clotaire) pour le cas d’une décomposition en trois sous-
domaines sans recouvrement. Le paramètre ǫst du critère de régime stationnaire, cf. Eq. (A.3), est fixé à 5.10−3s−1.
Temps CPU pour une station SUN UltraSparc 2, 200 MHz (incluant les temps CPU liées aux communications).
linéaire parallèle local à chaque sous-domaine – conduit ici à une économie d’environ 60% du
nombre d’itérations en temps et de 70% du temps CPU. Sans tenir compte des temps CPU liés
aux communications6, un pas de temps en décomposition de domaine parallèle est deux fois
plus rapide (speed-up) que celui du domaine complet en séquentiel ; soit une efficacité parallèle
























Partition en trois sous−domaines





































Fig. 1.3 – Historique de la variation relative temporelle de la variable G et des valeurs prises en conditions aux
limites (flux de masse) pour la partition en trois sous-domaines sans recouvrement (Clotaire).
1.3.2 Recouvrement et stabilité
Lors d’une décomposition de domaine sans recouvrement, le choix du coefficient de relaxa-
tion rζ de Eq. (1.18) est crucial. La Fig. 1.4 illustre l’influence de ce coefficient rζ ∈ [0, 1; 0, 7] sur
la convergence vers un régime stationnaire pour l’enthalpie spécifique du fluide secondaire –
partition en Ns = 4 sous-domaines sans recouvrement de la maquette Clotaire. Au delà de
rζ = 0, 3, l’algorithme ne converge plus vers un régime permanent. La valeur optimale se situe
dans l’intervalle [0, 2; 0, 3].
6Le surcoût CPU lié aux communications entre les tâches est ici de l’ordre de 20% et augmente lorsque la
période de couplage ncp diminue.
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Fig. 1.4 – Décomposition de domaine en Ns = 4 sous-domaines sans recouvrement pour la simulation de la
maquette Clotaire (129 536 éléments). Influence de la valeur du coefficient de relaxation rζ (noté relax) sur
l’historique de l’enthalpie spécifique du fluide secondaire. Le critère de convergence indiqué est relatif à l’obtention
d’un régime stationnaire. La référence est le calcul sans décomposition de domaine.
Plus généralement, notre expérience est que, dans le cas d’une décomposition de domaine
sans recouvrement, il est parfois nécessaire d’ajuster les paramètres numériques du calcul.
Ceux-ci concernent la relaxation aux interfaces de couplage rζ , la période de couplage ncp, la
relaxation de la pression au cours du temps (rPPn+1 + (1− rP)Pn, où n est le numéro du pas
de temps courant), . . . Ce manque de stabilité pour la décomposition sans recouvrement est
d’autant plus grand que le nombre de sous-domaines augmente.
Nous considérons ici une extension de l’algorithme sans recouvrement décrit ci-dessus. Tout
en conservant ses caractéristiques, j’introduis de manière heuristique un recouvrement par-
tiel des sous-domaines, comme illustré sur la Fig. 1.5. En éloignant ainsi le lieu d’application
de la condition d’interface de type Dirichlet de celle de type Neumann, la stabilité de l’algo-
rithme s’en trouve accru et la relaxation aux interfaces (rζ = 1) ou sur la pression peut même
être évitée. Il n’est pas proposé ici de démonstration de cet accroissement de la stabilité al-
gorithmique. Elle est expérimentalement constatée dans mes simulations comme illustré sur
la Fig. 1.6. Dans cet exemple, où le domaine de calcul est décomposé en seize sous-domaines
(Fig. 1.6, à gauche), un recouvrement de trois couches d’éléments permet de stabiliser l’algo-
rithme qui sans cela ne converge pas vers le régime stationnaire. Le prix à payer est un surcoût
en temps CPU – qui dépend du nombre de couches d’éléments supplémentaires vis-à-vis du
nombre de couches d’éléments dans le sous-domaine. Par ailleurs, comme on peut en juger
sur la Fig. 1.5, les écarts des approximations entre sous-domaines sont faibles.
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Fig. 1.5 – Décomposition de domaine en Ns = 2 sous-domaines avec recouvrement dans la zone du chignon pour
la simulation de la maquette Clotaire. En haut : zoom du champ d’enthalpie spécifique du fluide secondaire. Éclaté
des deux sous-domaines (droite) et superposition (gauche ; le sous-domaine Haut recouvre le sous-domaine Bas).
En bas : enthalpie spécifique et flux de masse (le sous-domaine Bas recouvre le sous-domaine Haut).




























Fig. 1.6 – Décomposition de domaine en Ns = 16 sous-domaines avec recouvrement pour la simulation de la
maquette Clotaire (ncp = 20). A gauche : éclaté du maillage 3D des sous-domaines (coupe verticale). A droite :
historique de la variation relative temporelle de la variable G en fonction de l’itération de couplage k.
22 Chapitre 1. Décomposition spatiale de domaine
1.3.3 Performances en parallèle
Même sans accélérer localement la convergence de certains sous-domaines, cf. Section 1.3.1,
les performances obtenues par notre algorithme dans un contexte de simulation industrielle
des générateurs de vapeurs sont très encourageantes. De fait, l’utilisation d’une trentaine de
CPU en parallèle a permis de faire croître la taille des simulations d’un facteur 20 environ et
ouvert la porte à des simulations comportant plus d’un million d’éléments, cf. Figs 1.7 and 1.8,
ce qui était impensable avec un logiciel séquentiel. Dans cette simulation, les éléments forment
des cubes d’un centimètre de côté en moyenne7.
La Table 1.2 reprend des résultats typiques en ce qui concerne la scalabilité faible de l’algo-
rithme. Partant d’un sous-domaine correspondant à 1/8ème de Clotaire – issu d’une par-
tition en Ns = 8 sous-domaines sans recouvrement –, on a réalisé le calcul de n = 2 . . . 6
sous-domaines sur n CPU8. A chaque fois, le nombre maximal de pas de temps est fixe et δt
est constant. La scalabilité décroît faiblement et se stabilise autour de 0,85 pour [4− 6] sous-
domaines. Cette diminution limitée des performances est à relier à la nature 1D du découpage.
Pour un sous-domaine courant, le volume de données à échanger reste identique quelque soit
le nombre de sous-domaines : il ne communique qu’avec les sous-domaines voisins au dessus
et au dessous.
n Scalabilité faible Nb. moyen de frontières/
SCp(n, ndo f ) sous-domaine







Tab. 1.2 – Scalabilité faible parallèle pour l’algorithme de décomposition de domaine implémenté dans le code
Génépi pour n = 2 . . . 6 sous-domaines sur n CPU. Chaque sous-domaine contient ndo f = 16 192 éléments.
De même, la Table 1.3 illustre les performances en termes de speed-up ou de scalabilité
forte et d’efficacité parallèle de l’algorithme implémenté dans le code Génépi. Il regroupe
des découpages de la maquette Clotaire (129 536 éléments) en Ns = 1, 2, 4, 8, 16 et 32 sous-
domaines sans recouvrement pour les 3 premiers cas et avec recouvrement pour les suivants
– afin d’avoir des calculs qui convergent vers le régime stationnaire. On utilise un CPU par
sous-domaine. La mémoire est par sous-domaine. Soulignons que nous testons ici une mise
en œuvre industrielle de l’algorithme de décomposition de domaine en parallèle sous l’angle
pragmatique de l’ingénieur. De fait, le calcul est arrêté si le régime stationnaire est atteint
(ǫst = 10−5s−1) ou si on réalise 5 000 pas de temps. Le pas de temps δt est pris constant. On
peut faire les remarques suivantes.
7Pour la simulation de la maquette Clotaire, un maillage ayant une résolution spatiale du centimètre n’est pas
vraiment nécessaire dans le sens où cette valeur est inférieure au pas du faisceau de tubes – qui définit la taille
minimale de la cellule d’homogénéisation, environ 2 cm de côté. Mais, dans le cas d’un GV industriel dont le
rayon est 5 fois plus grand, une résolution spatiale de la taille du pas du faisceau requiert bien quelques millions
d’éléments.
8A noter que le dernier sous-domaine (le numéro 8) ne contient plus de primaire et a donc un nombre de degrés
de liberté différent des autres, ce qui nous a conduit à l’écarter.
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Fig. 1.7 – Décomposition de domaine en Ns = 32 sous-domaines avec recouvrement (106 cellules ; recouvrement
de 3 couches d’éléments par interface) pour la simulation de la maquette Clotaire. Méthode Dirichlet-Neumann et
Dirichlet-Neumann adaptée. Flux de masse du mélange au voisinage du front d’ébullition. Sous-domaine numéro
12 (bas), 13 (centre) et 14 (haut). Découpage en tranches du générateur de vapeur. Temps de la réalisation : 17h30
pour 7 500 pas de temps. Mémoire : 480Mo par CPU (15,36 Go au total).


























Fig. 1.8 – Décomposition de domaine en Ns = 32 sous-domaines avec recouvrement (106 cellules ; recouvrement
de 3 couches d’éléments par interface) pour la simulation de la maquette Clotaire. Méthode Dirichlet-Neumann
et Dirichlet-Neumann adaptée. Haut : flux de masse du mélange en sortie du chignon (sous-domaine numéro
28). Bas : enthalpie spécifique au même endroit. Découpage en tranches du générateur de vapeur. Temps de la
réalisation : 17h30 pour 7 500 pas de temps. Mémoire : 480Mo par CPU (15,36 Go au total).
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Ns Mémoire Temps Sp(Ns, Ep(Ns, CPU échange %comm.
(Mo) (s) ndo f ) ndo f ) / CPU itér.
Référence 219.5 52 598
2 sous-dom. 448,8 27 087 1,97 0,99 1,54% 2,4 %
4 sous-dom. 231,6 15 866 4,04 1,01 3,30% 2,4 %
8 sous-dom. 146,0 9 831 6,25 0,78 5,13% 8,3 %
16 sous-dom. 91,2 7 833 8,48 0,53 8,30% 24,1 %
32 sous-dom. 56,4 8 362 6,29 0,20 10,8% 49,3 %
Tab. 1.3 – Speed-up Sp et efficacité parallèle Ep pour l’algorithme de décomposition de domaine implémenté dans
le code Génépi en fonction du découpage Ns. Les cas à 2 et 4 sous-domaines sont sans recouvrement et ceux à
8, 16 et 32 sous-domaines avec recouvrement. La référence est un calcul sans décomposition de domaine de la
maquette Clotaire à ndo f = 129 536 éléments. La mémoire indiquée est celle du processus le plus gourmand en
mémoire. Le temps indiqué est celui de restitution du calcul. Le temps CPU échange est le temps de calcul pris
pour la préparation des données à envoyer et à recevoir (interpolation, . . . ). Le % de communication est le rapport
entre le temps pris par les communications et celui de restitution du calcul. Il est à noter que le critère de régime
stationnaire ǫst = 10−5s−1 n’est pas complètement atteint au bout de 5 000 pas de temps pour les décompositions
en 16 et 32 sous-domaines (respectivement : 5 10−5 et 3 10−3s−1).
• Le passage d’un découpage sans recouvrement à un découpage avec recouvrement s’ac-
compagne d’une perte de performance numérique (mais permet la convergence de l’al-
gorithme).9
• D’une façon générale, le pourcentage de temps CPU dédié aux opérations d’échange
(interpolation,. . . ) reste raisonnable, au plus 10 %.
• En terme d’efficacité, le nombre optimum de sous-domaines pour ce maillage à 129 536
éléments, semble être situé vers une quinzaine de sous-domaines. Dans ces conditions, le
calcul peut être accéléré d’un facteur 10. Rappelons toutefois que l’on reporte ici un test
pragmatique (au sens du calcul réalisé par l’ingénieur) de notre algorithme en parallèle.
C’est le critère d’obtention du régime stationnaire qui pilote le calcul et non un nombre
fixe de pas de temps. D’ailleurs, le nombre de pas de temps requis pour cette obtention
varie en fonction du découpage, comme discuté plus loin, cf. Fig. 1.10.
• Le découpage optimal est fonction de la granularité de la décomposition de domaine. De
fait, considérons un maillage de calcul associé au domaine complet formé de nc couches
de s éléments. Si le recouvrement concerne r couches d’éléments, le nombre d’éléments
par sous-domaine ne varie en fonction du découpage Ns suivant la loi : ne = s( ncNs + 2r).
Par contre, le volume des échanges est proportionnel à s et au nombre moyen de fron-
tières couplées par sous-domaine. Dans le cas de notre décomposition de domaine verti-
cale du générateur de vapeur, ce nombre est autour de 3-4 pour un nombre suffisamment
important de sous-domaines10, cf. Table 1.2. La granularité g est donc proportionnelle à
g ≈
( ncNs +2r)
3,5 environ. Sa valeur dépend du cas d’étude. Par exemple, la valeur 5 – ddl de
surface = 20 % ddl de volume – est obtenue vers 16 CPU pour 256 couches, cas de cette
étude, mais vers 32 CPU pour 512 couches, cas du calcul à 106 éléments, cf. Fig. 1.9.
Enfin, on a regroupé sur la figure 1.10 les historiques de la variation relative temporelle de
la variable G en fonction des itérations en temps pour différentes décompositions de domaine.
Jusqu’à une partition en 8 sous-domaines, les historiques restent similaires à ceux du calcul de
référence sans décomposition. Par contre, au delà, la convergence des calculs est d’autant plus
9Par exemple, dans ce cas de partition en 8 sous-domaines avec recouvrement, le recouvrement concerne 6
couches d’éléments sur les 36 du sous-domaine.
10Un sous-domaine courant possède une "entrée" de fluide secondaire et une de fluide primaire (composée d’une
partie Dirichlet et d’une partie Neumann) par interface.
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Fig. 1.9 – Évolution d’un modèle de granularité g ≈
( ncNs +2r)
3,5 en fonction du découpage Ns avec r = 3 pour
nc = 256 et nc = 512 couches d’éléments dans le maillage sans décomposition de domaine.
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Fig. 1.10 – Historique de la variation relative temporelle de la variable G en fonction des itérations en temps pour
différentes décompositions de domaine pour la simulation de la maquette Clotaire. Maillage à 129 536 éléments.
Recouvrement des sous-domaines pour Ns (découpage) = 8, 16 et 32 sous-domaines, sans recouvrement sinon.
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lente que le nombre de sous-domaines est grand. Cela est conforme aux résultats théoriques






Fig. 1.11 – Exemple de préconditionnement par une grille grossière d’un calcul en décomposition de domaine sans
recouvrement à deux sous-domaines. On utilise une méthode bi-grilles de type FAS pour améliorer la convergence
des méthodes de décomposition de domaine surtout lorsque le nombre de sous-domaines devient grand. Historique
de la différence relative en norme L2 du flux de masse entre deux pas de temps en fonction du nombre de pas
de temps. Noir : 1 grille, bleu : 2 sous-domaines et rouge : 2 sous-domaines + 1 grille grossière. Maillages des
sous-domaines ("Grilles fines") et de la grille grossière (“Grille gross.”).
Une solution à ce problème consiste à introduire une grille grossière sur l’ensemble du
domaine de calcul. La décomposition de domaine, couplée à la résolution du système d’équa-
tions de bilan sur cette dernière grille (méthode bi-grilles, cf. Chapitre 2), permet de ne pas
dégrader la convergence de l’algorithme lorsque le nombre de sous-domaines croît. Cela est
déjà pleinement efficace pour deux sous-domaines, cf. Fig. 1.11 (Belliard 2003).
Conclusion du chapitre
Pour la simulation des écoulements diphasiques en régime stationnaire dans un GV,
nous avons démontré l’efficacité d’un algorithme original basé sur une version additive des
méthodes Dirichlet-Neumann et Dirichlet-Neumann adaptée (Quarteroni 1990). La décompo-
sition de domaine est réalisée pour la résolution de l’ensemble des équations non linéaires
de bilan des fluides primaire et secondaire. Nous tirons partie du parallélisme intrinsèque
et du préconditionnement introduit par cette approche. Notre algorithme fonctionne dans
le cas d’un recouvrement des sous-domaines ou sans celui-ci. En cas de recouvrement, sa
robustesse en est accrue. Le maillage global du domaine de calcul peut être conforme ou
non. La méthode Dirichlet-Neumann adaptée permet, pour le bilan d’enthalpie secondaire, de
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traiter la présence éventuelle de vortex au niveau des interfaces entre les sous-domaines.
Les tests effectués dans le contexte industriel concluent à la réduction importante du nombre
d’itérations en temps et du temps CPU. Par conséquent, le nombre usuel de cellules du
maillage de calcul (≈ 30 000) peut être facilement porté à 1 000 000 sur un cluster de stations
de travail. Nous devons souligner l’intérêt d’un coupleur de code, comme Isas développé au
CEA, pour la parallélisation des tâches informatiques à l’aide d’un réseau, sans re-engineering
du code de base. Toutefois, ce choix implique des limitations sur les capacités parallèles du
calcul. Pour illustrer ce point, la lois d’Amdahl permet l’estimation de la partie parallèle du
code et de l’accélération maximale possible. J’ai trouvé, en fonction de la taille du problème,
des valeurs d’environ 70 à 90% et de 4 à 8, respectivement. Par comparaison avec les capacités
des machines massivement parallèles, ce niveau d’accélération est faible, mais suffisant pour
les applications visées.
La décomposition de domaine avec recouvrement est également utilisée dans les travaux
décrits ci-après concernant les domaines fictifs, cf. Chapitre 4.
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On s’intéresse ici aux méthodes de décomposition de domaine en fréquence (méthodesmulti-grilles ou multi-résolution). Le principe directeur repose sur la décomposition en
fréquence de l’erreur d’approximation de la solution d’une Équation aux Dérivées Partielles,
EDP, et la réduction successive de celle-ci sur chaque gamme de fréquence.
Après avoir donné des éléments théoriques concernant ce type de méthode, on se focalise sur la
mise en œuvre en parallèle de l’algorithme de type FAS que j’ai développé pour la simulation
des générateurs de vapeur afin de réduire le temps de restitution des calculs comportant un





La simulation des composants nucléaires nécessite des maillages comportant un nombre
toujours plus important de cellules de calcul. De fait, l’obtention du régime stationnaire via un
transitoire – la majorité des études produites sur les GV – demande de plus en plus d’itérations
en temps de par les contraintes de stabilité sur le pas de temps. Les méthodes multi-grilles
non linéaires permettent d’accélérer le calcul du stationnaire.
2.1.1 Enjeux et motivations
Comme décrit au Chapitre d’introduction (cf. page 3), la simulation industrielle des com-
posants nucléaires utilise couramment des maillages de l’ordre de 50 000 à 150 000 cellules.
Ce nombre représente la limite supérieure des calculs sur station de travail multi-cœurs. Une
limitation provient du nombre nécessaire d’itérations en temps pour l’obtention du régime
permanent. Le calcul peut mettre en jeu environ 10 000 itérations en temps. Chaque pas de
temps pouvant prendre une vingtaine de secondes en séquentiel, cela conduit à des simula-
tions de plus de deux jours. Plus le pas d’espace diminue, plus le pas de temps fait de même de
par les contraintes de stabilité. En effet, même si les opérateurs de diffusion et de frottement,
voire de convection, utilisent un schéma implicite en temps, les termes sources sont généra-
lement explicites. Leurs dépendance forte vis-à-vis des variables restreint le pas de temps en
pratique.
2.1.2 Objectifs et approche générale
L’objectif de ce chapitre est l’étude d’une méthode permettant d’accélérer l’obtention du
régime permanent de l’écoulement en réduisant le nombre d’itérations en temps.
Pour cela, on considère ici les méthodesmulti-grilles qui, dans les grandes lignes, décomposent
en fréquence (ou en échelle) l’erreur de calcul et réduisent chaque composante fréquentielle
séparément. Plus précisément, à partir de l’erreur initiale sur la grille de départ (dite fine),
un filtrage en échelle produit une série d’erreurs – ou d’approximations – sur des grilles de
plus en plus grossières : phase de restriction. Sur chaque grille, on réduit l’erreur par un
processus approprié. Et enfin, on recompose une erreur large spectre sur la grille fine : phase
de prolongement. Cet algorithme, intrinsèquement séquentiel, peut se décliner sous une forme
parallèle.
L’approche abordée ici est complémentaire de celle en décomposition de domaine présentée
au Chapitre 1. En effet, l’utilisation de la décomposition de domaine permet d’augmenter le
nombre de cellules de la discrétisation spatiale, ce qui conduit donc à réduire le pas de temps
et à rallonger le temps de calcul. Les méthodes multi-grilles permettent alors de contrer cette
tendance.
2.2 Méthodes multi-grilles
[•] Méthodes multi-grilles linéaires ou non-linéaires permettant d’accélérer la résolution
d’un problème défini sur une grille fine à partir de résolutions sur des grilles plus gros-
sières.
Interactions :
Publication associée : Belliard (2006)
Conférence associée : Belliard et Grandotto (2003b) et Belliard (2003)
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2.2.1 Introduction
Les méthodes multi-grilles sont des algorithmes très efficaces de résolution d’équations (li-
néaires ou non) sur une grille, surtout lorsque le nombre d’inconnues est important (maillage
très fin). Ce type de méthode a été introduit par R. P. Fedorenko et A. Brandt pour la résolution
d’équations elliptiques (Fedorenko 1962, Brandt 1977). On peut classer les méthodes multi-
grilles en deux catégories suivant qu’elles visent à résoudre un problème linéaire ou non.
Dans le premier cas, on se focalise sur l’erreur (version dite Correction Storage ; CS), tandis que
dans le second cas, on privilégie l’approximation (version dite Full Approximation Storage ; FAS).
Considérons chaque équation de bilan (1)-(3) sous la forme générale d’un résidu discret
non linéaire T0(s0) = 0 fonction de la solution s0 ∈ V0(Ω0), V0(Ω0) espace vectoriel des
solutions discrètes sur la grille de calcul Ω0. La formulation de type résidu pondéré ri0(s0)
associée en Éléments Finis, EF, Galerkin est :
ri0(s0) = −
∫
T0(s0)ϕi0(x) dx = 0, ∀ϕ
i
0 ∈ V0(Ω0) + CL. (2.1)
où ϕi0 est une fonction de base EF au nœud i. Soit un ensemble de maillages emboîtés de plus
en plus grossiers Ωl, 0 < l ≤ lmax où lmax représente l’index de la grille la plus grossière, cf.
Fig. 2.1. La grille initiale de calcul est aussi dénommée grille fine.
Fig. 2.1 – Méthode multi-grilles : schéma de principe d’un V-cycle de la méthode multi-grilles avec lmax = 4. Ici
la grille fine Ω0 est celle à 32x32 cellules et la plus grossière Ω4 est celle à 2x2 cellules.
On décompose l’approximation de l’inconnue u ou l’erreur e := s − u sur une base hié-
rarchique liée à l’ensemble des grilles emboîtées. Le but de la méthode est de réaliser une
estimation de l’erreur sur chaque grille afin de corriger à toutes les échelles l’approximation
u0 de la grille de calcul Ω0. Le point clef est que, pour une grille donnée Ωl, il est relativement
facile de réduire les composantes de grandes fréquences de l’erreur par la mise en œuvre
d’une méthode itérative sur un petit nombre cp d’itérations – fonctionnement en lissage ou
relaxation. Au contraire, l’atténuation des composantes de basses fréquences nécessite beau-
coup plus d’efforts – un grand nombre d’itérations. Ces dernières sont donc réduites sur la
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grille grossière suivante Ωl+1.
Un algorithme multi-grilles en V-cycle, cf. Fig. 2.1, est ainsi composé de la façon suivante.





2. Une étape de descente formée d’une séquence emboîtée de restrictions sur Ωl+1, 0 ≤ l <







suivie de cpl+1 itérations de pré-lissages de :∫
Tl+1(ul+1)ϕ
I












l+1(x) dx + r¯
I
l+1 (FAS). (2.6)
Pour le schéma CS, ul+1 se comprend ici comme une erreur et non une approximation.
3. Une restriction du résidu rlmax−1(ulmax−1) et, dans le cas de FAS, de l’approximation ulmax−1
sur Ωlmax, suivie de la résolution – méthode multi-grilles idéale – ou du lissage – cplmax
itérations ; méthode multi-grilles non idéale – de :∫
Tlmax(ulmax)ϕ
I












lmax(x) dx + r¯
I
lmax (FAS). (2.9)
On dispose ainsi de l’erreur sur la grille grossière (elmax := ulmax, schéma CS) ou on la
forme par elmax = ulmax − u¯lmax (schéma FAS).
4. Une étape de remontée formée d’une séquence emboîtée de prolongements sur Ωl−1,




et, pour le schéma FAS, de la correction de l’approximation ul−1 par :
ul−1 + αel−1 (2.11)
où α est un coefficient de relaxation éventuelle ; suivi de cppostl−1 itérations de post-lissage.
5. Un prolongement sur Ω0 de l’erreur e1, suivi d’une correction de l’approximation u0 +
αe0, avec e0 = P10 e1 et de cp
post
0 itérations de post-lissage.
6. Un test de convergence décidant de la poursuite d’un nouveau V-cycle ou de l’arrêt de
l’algorithme.
La version Full Multigrid, FMG, d’une méthode multi-grilles commence ce cycle de résolu-
tion par une méthode bi-grilles à partir de Ωlmax et Ωlmax−1 et enrichie progressivement celui-ci
par la prise en compte des grilles Ωl avec 0 ≤ l < lmax − 1. Une fois la grille fine incorporée,
l’algorithme se poursuit de façon classique. Sous certaines conditions, on obtient une méthode
optimale.
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On distingue deux classes de méthodes multi-grilles : les méthodes géométriques et celles al-
gébriques. La différence essentielle entre une méthode géométrique et une méthode algébrique
repose sur la façon dont on forme la matrice du système à résoudre sur chaque grille. Dans le
cas de l’approche géométrique, on discrétise les EDP sur chaque grille Ωl , 0 < l ≤ lmax, pour
assembler la matrice. Par contre, dans le cas algébrique, la matrice de la grille Ωl est obtenue
à partir de manipulations algébriques des entrées de la matrice de la grille Ωl−1.
2.2.2 Pistes de recherche et cadre logiciel
Les principales pistes de recherche concernent :
– la résolution d’un système d’équations stationnaires fortement non linéaires, équations
de bilans Eqs (1)-(3) sans terme en temps, par une méthode bi-grilles géométrique de
type pseudo-FMG FAS, en séquentiel, et son optimisation dans le cas de la simulation
du GV (cpl , α, . . . ). Dans cette approche, le schéma en temps permettant l’obtention du
stationnaire est inclus dans les lissages. De fait, il correspond à un liseur non linéaire.
– La déclinaison de la méthode décrite ci-dessus pour la mise en œuvre originale d’une
version multi-grilles en parallèle ; un certain nombre de grilles étant résolu simulta-
nément. La parallélisation des méthodes multigrilles, tout en conservant une méthode
optimale en terme de convergence, n’est pas évidente. La réponse la plus intuitive
consiste à paralléliser la résolution sur chaque grille ; tout en conservant un balayage
séquentielle des grilles – comme illustré en bi-grilles à la Section 1.3.3. On peut aussi
envisager, comme pour la méthode BPX (Bramble et al. 1990), la restriction des résidus
en séquentiel sur l’ensemble des grilles, suivie par des lissages en parallèle (éventuelle-
ment chaque lissage étant lui même parallélisé). Une suite de projections des erreurs en
séquentiel sur les grilles fines conclue alors le cycle multi-grilles.
D’un point de vue informatique, on utilise les mêmes outils que pour les méthodes de
décomposition de domaine, cf. Section 1.2.2. Chaque grille de calcul Ωl, 0 ≤ l ≤ lmax, est
associée à une tâche informatique esclave – une instance du code Génépi – pilotée par une
tâche maître Isas. Ici, la notion de frontière couplée de la décomposition de domaine est gé-
néralisée par celle de région volumique nécessitant des données externes – pouvant contenir
éventuellement tous les nœuds du calcul. De même, la notion de type de condition limite est
généralisée par des frontières de type correction d’équations – cf. Eq. (2.6) ; grilles grossières FAS
– ou correction d’erreurs – cf. Eq. (2.11) ; Grilles fines FAS. En fonction de ce type de condition
limite, les données externes requises correspondent, respectivement, à des approximations et
des résidus ou à des erreurs. Lors d’un couplage, chaque tâche Génépi envoie les données
externes nécessaires aux autres tâches, puis reçoit ses propres données requises. Comme men-
tionné à la Section 1.2.2, une astuce logicielle permet de construire un algorithme multi-grilles
mixte séquentiel/parallèle1.
Il est à noter que l’ordre de grandeur du nombre de grilles grossières nécessaires à nos
applications est seulement de quelques unités. En effet, le rapport r = hl−1hl des pas d’espace
entre deux grilles successives est en pratique au moins de 2. Avec un maillage d’hexaèdres,
on divise le nombre de cellules d’un facteur r3 = 8 entre Ωl et Ωl−1. En prenant par exemple
lmax = 4 et 107 cellules sur Ω0, le nombre de cellules sur la grille grossière Ωlmax n’est plus
que d’environ 2 450. C’est la limite inférieure, en nombre de cellules, pour un calcul grossier
représentatif.
Remarque 2.1 Bien que je me limite ici à la seule présentation de l’algorithme original de type FAS géomé-
1ou purement séquentiel.
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trique que j’ai développé pour la simulation du générateur de vapeur, je peux également mentionner
l’utilisation de méthodes multi-grilles algébriques, cf. Annexe A.5.
Remarque 2.2 De même, et non présenté ici, j’ai effectué des recherches portant sur un solveur
ondelette/multi-résolution en tant que préconditionneur d’une méthode de Krylov pour résoudre des
systèmes linéaires liés à une EDP de type diffusion-réaction (CEMRACS’98), cf. Annexe A.6.
2.2.3 Un Algorithme pseudo-FMG FAS en séquentiel et en parallèle
Je propose ici un algorithme original basé sur une version géométrique de la méthode
FAS (Brandt 1977) pour la résolution des équations de bilan du fluide secondaire du géné-
rateur de vapeur Eqs (1)-(3). Cet algorithme tient compte des spécificités du système d’EDP
fortement non linéaires et des caractéristiques du schéma fractionnaire de type projection
utilisé pour le calcul de la pression.
Les contraintes industrielles de mise en œuvre de l’algorithme militent pour minimiser les
modifications logicielles du code Génépi. De fait, il peut se produire une perte de consistance
entre les grilles Ωl de certains termes – terme de frottement et porosité du fluide secondaire
par exemple. Afin de ne pas être pénalisé par une possible stagnation de la convergence de la
méthode, je propose une gestion dynamique des cycles multi-grilles.
Je décris ci-dessous les ingrédients de l’algorithme multi-grilles mis en place. A part les
opérateurs de restriction et de prolongement, ce sont des contributions nouvelles. Une présen-
tation détaillée de l’algorithme est fait dans Belliard (2006).
Caractéristiques globales de l’algorithme
Les EDP résolues sont celles du système Eqs (1)-(3) dans leur version stationnaire. Ici,
le symbole r¯l+1 de Eq. (2.2) représente le résidu du bilan d’enthalpie ou de quantité de
mouvement du fluide secondaire restreint sur Ωl+12. De même, le symbole u¯l+1 de Eq. (2.3)
représente les variables primaires (i.e. non conservatives) : enthalpie, flux de masse, pression
et température primaire. Ce sont également les erreurs associées à ces mêmes variables qui
sont à prolonger sur Ωl. La méthode multi-grilles n’est donc pas en œuvre pour le bilan
d’énergie du fluide primaire. Mais on introduit la restriction de la température primaire
dans le calcul du terme correctif
∫
Tl+1(u¯l+1)ϕIl+1(x) dx du bilan d’enthalpie secondaire et la
température primaire de la grille fine est également corrigée. Ici, j’ai choisi de privilégier le
flux de masse au lieu de la vitesse de façon à rester compatible avec le conservation de la
masse (voir ci-dessous).
Le lisseur utilisé dans les cycles multi-grilles correspond à cpl itérations d’un schéma de Picard
relaxé. C’est à dire cpl pas de temps du schéma en temps semi-implicite initial de Génépi
sur les équations linéarisées de bilan. Ces pas de temps diffèrent généralement d’une grille à
l’autre. L’algorithme commence par cp0lmax itérations sur la grille la plus grossière Ωlmax, sans
aucune correction multi-grilles, avant de prolonger l’erreur sur la grille Ωlmax−1. Pour l’ap-
proche FMG, ce nombre doit être suffisant pour résoudre l’écoulement sur la grille grossière.
En fait, de part la pauvreté de la modélisation physique sur la grille la plus grossière, il n’est
pas intéressant de suivre cette approche, mais plutôt de seulement “lisser” avec un nombre
relativement important d’itérations. Nous obtenons alors un algorithme de type pseudo-FMG.
D’une façon générale, on réalise des cycles en ’\’, i.e. sans post-lissage.
Pour la mise en œuvre industrielle, la construction des grilles se fait à partir de Ωlmax par
des raffinements 3D successifs avec r = 2. Les bords de la grille fine de calcul Ω0 correspondent
2Le résidu associé à la conservation de la masse est nul car celle-ci est résolue par une méthode directe à la
précision machine sur chaque grille.
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donc à ceux de Ωlmax, cf. Fig. 2.4. Vis-à-vis de la définition de ∂Ω0 directement à partir de la
discrétisation en hexaèdres de la géométrie de l’évaporateur (globalement cylindrique), il y a
donc une certaine différence, fonction du rapport entre les pas d’espace h0 et hlmax . Mais cette
façon de procéder permet une construction aisée d’une base hiérarchique EF sans introduire de
fonction de forme supplémentaire sur les bords (fonction EF courbe par exemple) et n’introduit
pas de d’incohérence majeure.
Termes de correction de la grille grossière
Le terme non linéaire
∫
Tl(u¯l)ϕIl (x) dx de la correction de grille grossière Ωl, 0 < l ≤ lmax,
cf. Eq. (2.4), s’écrit pour chaque EDP (1)-(3) (stationnaire) :∫
Tl(u¯l)ψ
E





l (x) dv ≡
∫
dv ϕIl (x)[βl(G¯l∇)v¯l + div(βl x¯l(1− x¯l)ρ¯l ¯vRl ⊗ ¯vRl)]
−
∫








l (x) dv ≡
∫
dv ϕIl (x)[βl(G¯l.∇)H¯l + div(βl x¯l(1− x¯l)ρ¯l L¯l ¯vRl)]
−
∫
dv ϕIl (x)βlQ¯l +
∫
dv∇ϕIl (x)(βl χ¯T∇H¯l), (2.14)
où ψEl (respectivement ϕ
I
l ) est la fonction de forme Q0 (respec. Q1) associée à la pression
(respec. à la vitesse, au flux de masse et à l’enthalpie). Les coefficients de ces corrections
sont calculés à partir des variables restreintes H¯l, G¯l , P¯l et T¯pl. Par exemple, ρ¯l est défini par
ρ¯l(H¯l , P¯l).
Remarquons que le terme de correction de la masse (2.12) n’est pas utilisé tel quel. Mais
on force le champ de flux de masse (Gl − G¯l) à être à divergence nulle lors de l’étape de
projection.
Opérateurs de restriction et prolongement
Les opérateurs de restriction Rˆll+1 et R
l
l+1 mentionnés dans les Eqs (2.2) et (2.3) sont définis
comme il suit.
Les résidus aux nœuds grossiers I sont classiquement obtenus par une restriction par moyenne














On utilise également la restriction canonique pour fournir les valeurs nodales en condition
limite de type Dirichlet (H¯l+1, G¯l+1) sur les grilles grossières Ωl+1, 0 ≤ l < lmax, à partir de
celles de Ω0.
Pour les variables aux éléments (i.e. pression, température primaire, . . . ), on utilise une restric-
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où |e| et |E| sont les mesures des éléments e et E.
L’opérateur de prolongement Pll−1 correspond à une interpolation trilinéaire (mP = 2). Avec la
restriction par moyenne pondérée (mR = 2), ils vérifient la relation :
(mP + 1) + (mR + 1) > 2m (2.18)
où m = est l’ordre de l’EDP considérée (ici m = 2). Théoriquement, ceci permet d’obtenir une
convergence indépendante de h, cf. (Albers 2000) et les références incluses.
Schéma fractionnaire pour le calcul de la pression
Lors de la phase de descente, la restriction du flux de masse G¯l+1 sur la grille grossière
Ωl+1 conduit à redéfinir une valeur de référence pour la divergence, cf. RHS de Eq. (2.12). On
projette alors le flux de masse Gl+1 dans cet espace à divergence imposée via une technique
de multiplicateurs de Lagrange (Gresho et al. 1984). Puis la technique CPPE (Gresho 1991),
permet de calculer une pression Pl+1 avant pré-lissage.
Lors de la phase de remontée, le prolongement de l’erreur sur le flux de masse (Gl+1 − G¯l+1)
permet de corriger le flux de masse sur le maillage fin Gl. Avant d’effectuer le post-lissage
pour des itérations de Picard, une nouvelle pression est calculée par l’approche CPPE.
Pour plus de détails, on se reportera à Belliard (2006).
Consistance de l’approche géométrique et cycle dynamique
L’algorithme multi-grilles étant de type géométrique, la porosité et les obstacles sont
modélisés de façon indépendante sur chaque grille de calcul à partir d’une description unique
des dispositifs technologiques internes. Cela conduit à des champs de porosité et des zones
impactées par les obstacles qui diffèrent d’une grille à l’autre. Par exemple, les forces de
friction (induites par le faisceau de tubes et/ou les plaques de support compris dans une
cellule) peuvent être appliquées à un nœud de la grille grossière Ωl+1, mais pas au nœud de




































































Cellule gros. avec friction
Cellule fine avec friction
Fig. 2.2 – Modélisation du terme de friction sur un obstacle.
A cause de la non consistance des champs de porosité et des termes de frottement entre
grilles, la convergence de l’algorithme ne peut être garantie. La non correction du bilan d’éner-
gie primaire sur la grille grossière concourt également à ça.
Afin de résoudre ce problème, lié en particulier au choix de l’homogénéisation des internes –
solution souvent retenue dans les codes industriels –, je propose une gestion dynamique des
cycles multi-grilles basée sur un indicateur du taux relatif de diminution de l’erreur. L’objectif
est de revenir au solveur standard de Génépi – sans corrections FAS des variables sur la grille
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(fine) de calcul Ω0 – dès que la stagnation de l’erreur est détectée. Un ensemble d’indicateurs









avec m le numéro du cycle multi-grilles, |el+1|L2 la norme L2 de l’erreur (enthalpie ou flux
de masse secondaire) sur Ωl+1 et |el+1|
re f
L2 une erreur de référence. On définit également un
ensemble de cut-off ǫMGl+1 , 0 ≤ l < lmax, spécifique à chaque variable.
3 Lorsqu’on vérifie sur la




on ne corrige plus la variable associée sur la grille Ωl. En cas de vérification de Eq. (2.20) par
toutes les variables, le calcul est stoppé sur les grilles Ωm, l + 1 ≤ m ≤ lmax.
Parallélisme
Ici, la parallélisation a été réalisée de façon originale en mettant en place une méthode de













Cycle 1 Cycle 2 Cycle 3
Fig. 2.3 – Schéma des deux premiers cycles d’un algorithme parallèle noir/blanc tri-grilles de type pseudo-FMG
FAS. Cercles vides : lisseur sans correction FAS de grille grossière ; cercles pleins : lisseur avec correction FAS de
grille grossière. Les calculs sur les grilles M0 et M2 s’exécutent en parallèle.
Schématiquement, on regroupe les différentes grilles en deux groupes travaillant successive-
ment, cf. Fig. 2.3. Le groupe contenant Ωlmax commence en premier et aucune correction FAS de
grille grossière SIl+1, cf. Eq. (2.4), n’est appliquée aux EDP durant le premier cycle multi-grilles.
Par contre, tous les lissages sur les grilles d’un même groupe sont effectués en parallèle. Ce
regroupement est basé sur la numérotation des grilles. Pour une grille dans un groupe donné,
la grille immédiatement plus fine et celle immédiatement plus grossière sont placées dans
l’autre groupe. En conséquence de quoi, on a un mixage entre un algorithme purement sé-
quentiel – tous les lissages sont réalisés successivement, une grille après l’autre, les calculs sur
une grille pouvant être parallèles ; parallélisation intra-niveaux – et un algorithme purement
parallèle – tous les lissages sont réalisés en même temps ; parallélisation inter-niveaux. On
s’attend donc à une convergence intermédiaire entre celles de ces deux algorithmes. L’analyse
du comportement de cet algorithme multi-grilles parallèle est réalisé en Annexe A.7.
3Une valeur typique pour une simulation industrielle de GV est le l’ordre de 5 10−3.
2.3. Applications au générateur de vapeur 39
2.3 Applications au générateur de vapeur
Contrairement à d’autres domaines de la simulation numérique, l’utilisation de méthodes
bi-grilles ou multi-grilles non linéaires est assez novatrice dans le monde du calcul industriel
des composants nucléaires. Les simulations reportées ici concernent les approches bi-grilles
(cf. Figure 2.4) séquentielles et multi-grilles parallèles en damiers ; la résolution étant faite en
commençant par la grille la plus grossière. Dans la pratique, en multi-grilles parallèle, nous
utilisons au plus trois grilles emboîtées.
Fig. 2.4 – Méthode bi-grilles : maillages emboîtés pour la méthode FAS. Vue 3D et coupe horizontale du maillage
grossier et du maillage fin du domaine de calcul.
Une présentation complète des performances de l’algorithme multi-grilles est faite dans la
publication Belliard (2006). On ne retient ici que les aspects les plus saillants. Le cas test
d’intérêt est celui de la maquette Clotaire déjà décrite à la Section 1.3. Sauf indication contraire,
on utilise le jeu de paramètres suivants :
– ǫst = 10−3s−1 ou 10−4s−1, cf. Eq. (A.3),
– cp0 = 15, cp1 = 60 et cp2 = 120,
– α = 0.7, cf. Eq. (2.11),
– ǫMG1 = 10
−3 et ǫMG2 = 10
−3, cf. Eq. (2.20).
2.3.1 Cycle dynamique et convergence
La Figure 2.5 permet de juger de l’intérêt de la gestion dynamique du cycle multi-grilles.
Elle montre l’évolution typique du résidu du bilan d’enthalpie sur Ω0 lors d’un cycle bi-grilles
FAS statique ou dynamique. On y a également porté la valeur de la norme L2 de l’erreur e0
permettant de corriger l’enthalpie H0.
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Fig. 2.5 – Méthode bi-grilles Pseudo-FMG FAS : évolution du résidu du bilan d’enthalpie et de l’erreur sur Ω0.
Gauche : cycle statique. Droite : cycle dynamique. Simulation de la maquette Clotaire ; 22 400 cellules. cp0 = 10
et cp1 = 50.
Après 40 cycles bi-grilles statiques (≡ 400 itérations en temps), l’erreur relative atteint un seuil
de 10−5 et ne diminue plus. Avec un cycle bi-grilles dynamique, le critère Eq. (2.20) est vérifié
après 37 cycles et la correction FAS n’est plus appliquée. On obtient alors la convergence du
calcul et le régime stationnaire.



























Historique de convergence du flux de masse
88704 cell.; 3 grilles
22400 cell.; 2 grilles
2800 cell.; 1 grille
22400 cell.; 1 grille
88704 cell.; 1 grille
11088 cell.; 1 grille
Fig. 2.6 – Simulation d’un générateur de vapeur par la méthode multi-grilles FAS avec 1, 2 ou 3 grilles de calcul.
Historique de la différence relative en norme L2 de l’enthalpie entre deux pas de temps en fonction du nombre de
pas de temps.
Par ailleurs, comme illustré sur la Figure 2.6, la convergence des calculs ne dépend pas
du nombre d’inconnues (scalabilité de la méthode). Ici, les grilles comportent 2 800, 22 400
et 88 704 cellules : soit un rapport consécutif de 8. Diviser le pas d’espace par 2 conduit à
doubler le nombre de cellules dans la direction générale de l’écoulement. Comme la CFL est
maintenue constante et que le temps d’advection de l’information dans le GV ne change pas,
2.3. Applications au générateur de vapeur 41
la convergence d’un calcul standard vers le stationnaire est deux fois plus lente. A l’opposé,
les simulations multi-grilles convergent de façon très proche, indépendemment du nombre
de cellules. La convergence vers le régime stationnaire est même plus rapide que dans le cas
d’une unique grille grossière à 2 800 cellules.
2.3.2 Parallélisme
Les tests numériques mettent en évidence une excellente efficacité en terme de réduction
du temps CPU des calculs. Cela est particulièrement vrai pour un grand nombre d’éléments
finis (ici 88 704 éléments). En séquentiel, la méthode bi-grilles permet de diviser celui-ci par
2,5 par rapport au calcul sur une grille. De même sur trois grilles et en parallèle, le temps CPU
est divisé par 3,1 ; cf. Table 2.1.
Standard Bi-grilles seq. Tri-grilles // en damier
Ω0 Ω1 Ω0 Ω2 Ω1 Ω0
Itérations en temps 3 887 2 435 1 170 2 202 1 773 1 005
Temps CPU (s) 29 331 2 340 9 199 510 1 752 7 800
incluant :
Init. du couplage 176 176 4 179 176
Couplage des CLs 191 413 112 186 347
Mémoire (MO) 696 76 710 10 76 710
Speed-Up (temps CPU) 2,5 3,1
Speed-Up (itér. en temps) 2,7 3,1
Tab. 2.1 – Simulations pseudo-FMG FAS, séquentielles bi-grilles et parallèles en damier tri-grilles, de la maquette
Clotaire ; 88 704 cellules. Une tâche informatique par Génépi. Une itération en temps de Ω0 ≈ 8,4 itérations en
temps de Ω1 et ≈ 41,2 itérations en temps de Ω2.
2.3.3 Sensibilité de l’algorithme aux paramètres de calcul
Il est bien connu qu’une des difficultés des méthodes multi-grilles concerne l’optimisa-
tion des paramètres de celles-ci : choix du lisseur, nombre d’itérations de lissage, type de
cycle, . . . J’illustre cela en présentant en Annexe A.8 la sensibilité de l’algorithme bi-grilles
à deux paramètres clefs : le coefficient de relaxation α0 et le nombre d’itérations de lissage
cp0/cp1.
Conclusion du chapitre
Une méthode originale multi-grilles de type pseudo-FMG FAS a été mise en place et
testée avec succès dans le code diphasique Génépi du CEA. Elle est basée sur un algorithme
séquentiel bi-grilles et généralisée à un algorithme parallèle multi-grilles par une approche
en damier. Deux groupes de couleur sont définis de telle façon que deux grilles consécutives
exécutent l’algorithme bi-grilles de façon séquentielle. Le lissage des EDP non linéaires est
réalisé par des itérations de Picard relaxées (i.e. les itérations en temps de Génépi).
Dans le cas de la simulations de la maquette Clotaire, l’algorithme est particulièrement efficace
lorsque le nombre de degrés de liberté devient grand : ici, de l’ordre de 105. Dans mes tests nu-
mériques, la convergence de la méthode est quasiment indépendante du nombre de cellules,
pourvu que le nombre de grilles d’agglomération soit pris en conséquence4. La réduction
4Par exemple, 1 grille pour 2 800, 2 grilles pour 22 400 et 3 grilles pour 179 200 cellules.
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sensible du nombre d’itérations en temps nécessaire pour atteindre le régime stationnaire
permet d’accélérer fortement les simulations, que se soit en séquentiel ou en parallèle. Ici les
speed-up obtenus sont d’environ 2,5 pour un calcul bi-grilles séquentiel et 3,1 pour un calcul
tri-grilles parallèle, que ce soit en terme d’itérations ou de temps CPU.
A noter que dans Belliard (2006), j’ai également réalisé des tests, toujours dans le contexte de
l’évaporateur d’un GV, mais sans internes (faisceau et plaques) et en hydraulique pure. Dans
ces conditions plus académiques et favorables, car sans écarts de modélisation entre les grilles
Ωl , 0 ≤ l ≤ lmax, les performances sont encore bien meilleures. Le speed-up en terme de temps
CPU est de l’ordre de 4 pour la méthode bi-grilles séquentielle sur un maillage à seulement
22 400 cellules.
Afin de tirer le meilleur parti de ma méthode multi-grilles non linéaire dans mon domaine
de simulation, il est important de respecter certains points.
– Les équations de bilan étant fortement non linéaires, les termes correctifs Eqs (2.12)-(2.14)
doivent tenir compte de cet aspect. Les coefficients des EDP dépendant des variables, ils
doivent être recalculés en fonction des variables restreintes. En particulier, cela nécessite
de restreindre également la température primaire dont l’EDP associée n’est pas directe-
ment impliquée dans l’algorithme multi-grilles.
– La relaxation des corrections de grilles fines est essentielle pour l’obtention de la conver-
gence de l’algorithme.
– De part les écarts de modélisations entre les grilles introduits par l’approche géomé-
trique, la définition d’un cycle multi-grilles dynamique est également une nécessité pour
que l’algorithme converge.
– Pour les mêmes raisons que ci-dessus – écarts de modélisations et non linéarités – la
recherche du régime stationnaire sur la grille la plus grossière (≈ 1 000 itérations en
temps) avant d’enclencher les cycles multi-grilles n’est pas souhaitable, car non optimale
en temps de calcul. En effet, il est plus intéressant de se contenter d’une première esti-
mation grossière (≈ 120 itérations en temps) avant de commercer les cycles multi-grilles.
– Enfin, l’optimisation du calcul passe par celle des paramètres numériques de l’algo-
rithme. A ce jour, seules des études paramétriques permettent de la réaliser. Pour nous,
cela se traduit par un paramètre de relaxation de 0,7 ainsi que par un critère de cycle dy-
namique ǫMG1 = ǫ
MG
2 = 10
−3 et un triplé de nombres d’itérations de lissage de (cp0 = 15,
cp1 = 60, cp2 = 120).
Parmi les perspectives d’améliorations, on peut citer l’utilisation de techniques de décom-
position de domaine, cf. Chapitre 1, permettant d’accélérer la résolution sur chaque grille. De
même, la prise en compte de la présence des internes (faisceau de tubes et plaques) sur les
grilles Ωl, 0 < l ≤ lmax pourrait découler de la restriction des quantités calculées sur Ω0 au
lieu d’être recalculer sur chaque grille.
Ici encore, je dois souligner l’intérêt du coupleur de code du CEA (Isas) qui a grandement
facilité la mise en œuvre de l’algorithme pseudo-FMG FAS présenté ici.
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Dans ce chapitre, on considère des méthodes permettant à l’ingénieur d’avoir une discréti-sation spatiale détaillée dans une région du domaine de calcul qui l’intéresse particuliè-
rement : comportement du fluide au voisinage des plaques de supportage, zone du chignon du
faisceau tubulaire, . . . Le reste du domaine de calcul conserve une discrétisation spatiale plus
lâche. Pour cela, on s’intéresse ici aux méthodes de raffinement local multi-niveaux de type
LDC ou FIC. Le principe directeur repose sur l’ajout au domaine de calcul complet de patchs
dans les zones d’intérêt. Ces patchs correspondent à des petits domaines de calcul supplémen-
taires, couplés avec le domaine principal, mais avec un raffinement spatial plus important.
Après avoir donné des éléments théoriques concernant ce type de méthode, le reste de ce cha-
pitre est consacré à la mise en œuvre de ces méthodes sur des problèmes de thermique ainsi





L’étude des composants nucléaires nécessite parfois de s’intéresser plus particulièrement
à des régions de l’évaporateur ou du cœur présentant des risques du point de vue de la
sûreté (sur-vitesses locales, fissuration de la gaine, . . . ) ou des enjeux économiques (échange
thermique, encrassement, . . . ). La connaissance fine de l’écoulement diphasique dans ces zones
permet de concevoir une technologie optimale ou de statuer sur des risques éventuels en vue
de rapports de sûreté.
3.1.1 Enjeux et motivations
Concernant les simulations numériques, il est important de pouvoir faire des calculs avec
une précision accrue dans ces régions d’intérêt. Pour augmenter celle-ci, il existe deux ap-
proches différentes. La première est la montée en ordre des éléments de l’espace vectoriel
dans lequel est recherchée la solution : par exemple, éléments Q2 au lieu de Q1 en Éléments
Finis, EF, ou schéma MUSCL en Volumes Finis, VF. La seconde approche consiste à réduire le
pas d’espace, sans changer l’ordre de la méthode. Dans notre cas, le pas du maillage est idéa-
lement de l’ordre du pas du faisceau ou de la dimension des détails technologiques étudiés.
Dans les deux cas, conserver une forte discrétisation spatiale ou des fonctions d’ordre élevé de
partout dans le composant est actuellement trop coûteux et pas forcément utile. On peut donc
se contenter de raffiner le maillage ou de monter en ordre uniquement localement.
Les techniques numériques envisagées dans ce but doivent toutefois se plier à certaines
contraintes, en particulier : être compatibles avec les discrétisations spatio-temporelles utili-
sées dans les logiciels industriels (essentiellement EF et VF) et être le moins intrusives pos-
sible. Par exemple, en ce qui concerne la compatibilité, la modélisation d’un obstacle est telle
dans Génépi qu’elle conduit à répartir son impact dans tout l’élément l’interceptant. De fait,
monter en ordre ne permet pas de mieux prendre en compte la géométrie des internes et leur
modélisation physique. Le raffinement local de maillage est donc préférable dans ce cas.
3.1.2 Objectifs et approche générale
L’objectif est donc de réaliser localement un raffinement de maillage permettant de mieux
prendre en compte la géométrie des internes et leur modélisation physique, ainsi que de ré-
duire le niveau d’erreur des simulations, sans toutefois changer l’ordre de discrétisation de
la méthode numérique. On se situe donc dans le cadre plus général des méthodes de raffine-
ment adaptatif de maillage, Adaptive Mesh Refinement, AMR, même si ici les zones à raffiner
sont connues à l’avance.
Pour cela, on peut envisager plusieurs techniques. Par exemple, on peut déplacer les points
du maillage tout en gardant leur nombre constant. Mais si certaines zones du maillage de-
viennent plus denses, d’autres peuvent être sous résolues en espace. L’ajout de mailles est
donc à privilégier. Le raffinement direct des mailles existantes dans les zones d’intérêt conduit
à un maillage non conforme, induisant une éventuelle modification du schéma numérique
du logiciel de base (schéma composite). Si l’on veut conserver un maillage conforme, cas
de Génépi par exemple, on ne peut directement subdiviser les cellules et on doit recourir à
l’intervention d’un mailleur pour réaliser cet enrichissement progressivement. De plus, si le
raffinement conduit à augmenter fortement le contraste de dimension des mailles, rapport de
la plus grande taille de maille sur la plus petite, cela peut avoir un effet négatif sur le condi-
tionnement des opérateurs intervenants dans les bilans.
Les techniques de type patch allient les avantages des deux types de raffinement (direct ou pro-
gressif). Les zones à raffiner génèrent des domaines de calcul supplémentaires appelés patchs,
sans modifier le domaine de calcul principal. La taille des mailles de ces patchs est plus pe-
tite que celle du domaine principal et peut être uniforme par patch. De fait, les éventuels
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problèmes de fort contraste de dimension de maille sont évités. De même, la discrétisation
globale (domaine principal plus patchs) est non conforme, mais cela ne nécessite pas de mo-
dification du schéma numérique du code de base. Par contre, un processus itératif permet de
coupler les différents domaines de calcul entre eux, dont le domaine principal. Les différentes
méthodes de patchs correspondent à différentes techniques de couplage. Certaines, comme la
méthode FIC, entretient des liens forts avec la décomposition de domaine, cf. Chapitre 1, et
d’autres, comme LDC, avec les méthodes multi-grilles, cf. Chapitre 2.
3.2 Méthodes de raffinement local multi-niveaux
[•] Méthodes de raffinement local multi-niveaux de maillage, de types LDC et FIC, en
parallèle ou séquentiel et avec des maillages non-conformes.
Avec M. Grandotto et I. Ramière (PhD) du CEA Cadarache
Interactions : Ph. Angot d’Aix-Marseille Université
Publications associées : Belliard et Grandotto (2002), Belliard et Grandotto (2003a),
Ramière et al. (2007a) et Ramière et al. (2007b)
Conférences associées : Belliard et Grandotto (2000), Ramière et al. (2005a), Ramière et al.
(2005b) et Belliard (2009)
3.2.1 Introduction
Nous voulons réaliser le calcul de sous-domaines avec des maillages fins, les conditions
limites étant fournies par le domaine principal. Contrairement à un simple chaînage de cal-
culs1, le but est d’utiliser l’information haute résolution en provenance des sous-domaines pour
corriger la simulation numérique basse résolution du domaine principal dans son ensemble.
Pour ce faire, nous utilisons des maillages localement hiérarchiques (de type multi-grilles lo-
cal) et des méthodes de correction adaptées à la discrétisation spatiale considérée.
3.2.2 Pistes de recherche et cadre logiciel
Un algorithme multi-niveaux ou multi-grilles (Hackbusch 1985) est un algorithme récursif
basé sur des maillages localement emboîtés Ωl, 0 ≤ l ≤ lmax, cf. Figs 3.1 et 3.2. Il combine
récursivement une méthode bi-grilles locale. L’EDP considérée est résolue sur chaque grille.
Celle de la grille grossière Ω0 est localement corrigée à partir de l’approximation plus précise
obtenue sur la grille fine Ω1 : correction via la troncature des opérateurs comme pour la
méthode Local Defect Correction, LDC, de Hackbusch ou via le bilan des flux comme pour la
méthode Flux Interface Correction, FIC, de Angot et al.. La mise en œuvre de cette correction
pourrait se faire en une seule fois (approche composite). Mais cela nécessiterait de modifier de
façon importante le solveur du logiciel. Pour des raisons évidentes de flexibilité, on privilégie
une approche itérative de type V-cycles2 par exemple, cf. Fig. 2.1.
Comme au Chapitre 2.2.1, considérons chacune des équations de bilan dans leur version
stationnaire sous la forme générale d’un résidu non linéaire r(s) = −T(s) = 0, s ∈ V(Ω),
V(Ω) espace vectoriel des solutions s sur Ω. Notons ∂Ωl la frontière de Ωl , 0 ≤ l ≤ 1, Γ1 la
frontière interne de Ω1, cf Fig. 3.1 ou 3.2.
L’algorithme itératif à deux niveaux est défini comme suit. Soit k > 0 le numéro d’itération,
uk
{0,1} les approximations à l’itération k et f
k=1
0 = 0. Les étapes à l’itération k consistent en :
1Le calcul du domaine complet est suivi par des calculs de zoom, sans rétroaction sur le domaine complet.
2Je devrai plutôt parler de Λ-cycles car on commence l’algorithme par le maillage grossier.
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(i) la résolution ou le lissage de r0(uk0) = − f
k
0 sur Ω0,
(ii) l’interpolation (prolongement), P01 u
k
0, des valeurs prises en CL sur Γ1,
(iii) la résolution ou le lissage de r1(uk1) = 0 sur Ω1,






1, et/ou de certains termes de flux sur la zone de raffinement
spatial de Ω0,




L’opérateur de prolongement P01 doit être cohérent avec l’ordre m du schéma numérique utilisé
comme solveur. Ici, il s’agit d’interpolations trilinéaires (solution en Q1). Par ailleurs, en cas
d’utilisation sur le niveau de raffinement de plusieurs patchs non disjoints, la convergence
des V-cycles peut être améliorée en mettant en œuvre une Méthode de Décomposition de
Domaine, DDM (Ramière et al. 2007b). Une méthode multi-niveaux résulte de l’appel récursif
de méthode à deux niveaux.
En généralisant les travaux en différences finies de Ferket et Reusken (1996), la méthode LDC
bi-grilles, utilisant un même schéma numérique d’ordre m et un opérateur d’interpolation de
degré p, conduit à une erreur globale composite en norme infinie de la forme :





où hi, i = {0; 1}, est le pas d’espace de la grille Ωi, C1 ≫ C0 et C1 ≫ Cp. Les deux pre-
miers termes du membre de droite correspondent aux erreurs de discrétisation spatiale,
respectivement, hors et dans la région de raffinement. Le troisième terme est l’erreur liée au
prolongement3. L’erreur de pollution est définie comme l’erreur de discrétisation C0hm0 . Cette
dernière peut être prépondérante si la zone de raffinement est trop petite vis-à-vis du domaine
principal ou si le pas h1 devient trop petit.
L’algorithme à deux niveaux présenté ci-dessus est classiquement un algorithme séquentiel.
Cependant, comme pour les méthodes multi-grilles non linéaires, cf. Chapitre 2, j’ai également
considéré une version parallèle qui optimise le temps d’exécution, au détriment du nombre
de V-cycles. Cela revient à introduire un déphasage des indices à l’étape (ii) pour la détermi-













pour l’expression de f k+10 par voie de conséquence.
La méthode LDC a été introduite dans le logiciel Génépi en l’adaptant de façon à tenir
compte des spécificités de l’algorithme de résolution du système d’équations Eqs (1)-(3) :
fortes non linéarités, méthode de projection, . . . . D’un point de vue informatique, on utilise
une fois encore les mêmes outils que pour les méthodes de décomposition de domaine ou
multi-grilles, cf. Sections 1.2.2 et 2.2.2. On réalise un couplage itératif, en séquentiel ou en
parallèle, entre le calcul du domaine principal et le ou les sous-domaine(s) raffiné(s) en es-
pace (emboîté(s) les uns dans les autres). A chaque grille – i.e. le domaine principal et les
sous-domaines raffinés –, on associe une tâche informatique Génépi. Une nouvelle condition
aux limites en volume de type LDC est introduite (“correction volumique”). Elle génère des
demandes de données externes aux sous-domaines raffinés afin de calculer la correction de
résidu à appliquer sur cette portion volumique du domaine principal.
La méthode FIC s’applique naturellement à la discrétisation spatiale en VF puisqu’elle
est formulée en terme de flux aux faces des volumes de contrôle. Elle a été introduite dans
la maquette logicielle séquentielle Fictitious dédiée à la R&D dans le contexte des domaines
fictifs, cf. Chapitre 4, afin de réaliser de l’AMR pour réduire l’erreur du schéma sans augmenter
l’ordre de celui-ci.
3Dans leur démonstration, Ferket et Reusken ont utilisé une restriction canonique de Ω1 sur Ω0. Dans le cas
contraire ou pour la méthode FIC, on devrait rajouter un terme supplémentaire pour l’erreur liée à la restriction.
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3.2.3 Correction locale du résidu (méthode LDC)
Je renvoie le lecteur intéressé par la méthode LDC à la publication originale Hackbusch
(1984), ainsi qu’à Angot et al. (1993). Je ne présente ici que les idées de base de la méthode et
mon adaptation originale aux équations de bilans diphasiques non linéaires Eqs (1)-(3), dans le
cadre d’une méthode de projection. L’idée principale de la méthode LDC est de corriger locale-
ment une EDP discretisée dans le domaine de calcul en utilisant une estimation de l’erreur de
troncature des opérateurs associés. Pour cela, on a besoin d’une approximation locale précise
de la solution, éventuellement obtenue par un autre schéma de calcul plus précis (méthode
spectrale par exemple).
Principe
Après discrétisation spatiale par la méthode des EF, on a le terme ri0(s0) suivant :
ri0(s0) = −
∫
T0(s0)ϕi0(x) dx = 0, ∀ϕ
i
0 ∈ V0(Ω0) + CL (3.2)
où T0 est l’opérateur associé à l’EDP considérée discrétisée sur la grille (principale) de calcul
Ω0, s0 ∈ V0(Ω0) est la solution dans l’espace vectoriel des solutions discrètes sur Ω0 et ϕi0
une fonction de base EF au nœud i. La troncature associée à
∫
T0(.)ϕi0(x) dx est définie par
T0 =
∫
T0(s)ϕi0(x) dx, où s est la solution de l’EDP continue. L’équation corrigée est alors :
ri0(sˇ0) = −
∫
T0(sˇ0)ϕi0(x) dx = −T0, ∀ϕ
i
0 ∈ V0(Ω0) + CL (3.3)
où sˇ0 est la solution de l’équation corrigée. De même, considérons une autre grille de calcul
Ω1, emboîtée dans Ω0 de manière hiérarchique, relative à un sous-domaine de raffinement,
avec un petit pas d’espace et dont l’opérateur associé est T1. Si on appelle s1 la solution discrète
de r1(s1) = 0 obtenue sur Ω1 avec les CL exactes sur ∂Ω1, la troncature de
∫
T0(.)ϕi0(x) dx peut
être approchée localement par : T0 ≈
∫





0 ∈ V0(Ω0) + CL (3.4)
avec χ fonction caractéristique de la région de raffinement spatial. On a donc une correction
locale du résidu.
Mise en œuvre
Notons A0 l’ensemble des nœuds de Ω0 strictement inclus (/∈ Γ1) dans la région de raffine-
ment et A˙0 celui des nœuds de A0 qui n’ont pas de nœud de Γ1 comme voisin, cf Fig. 3.1.
L’algorithme itératif LDC est donné à la Section 3.2.2. Les spécificités sont :






1, sur les nœuds de A0,





Ici χA˙0 est la fonction caractéristique de A˙0.
Dans le cas d’une résolution – et non d’un lissage – sur Ω1 et avec des CL exactes sur ∂Ω1, on
peut voir l’étape (i) comme une étape de correction locale bi-grilles de type FAS sur la grille
grossière Ω0, cf. Eqs (2.4) et (2.6), à partir des restrictions de la solution uk1 = s1 et du résidu
r1(uk1) = 0 de la grille fine Ω1.
4
L’adaptation originale de cet algorithme à la simulation des composants nucléaires est la
suivante.
4Attention, traditionnellement, les indices de la grille fine et de la grille grossière sont inversés en bi-grilles (CS
et FAS) et en LDC.
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Fig. 3.1 – Schéma de principe 2D pour la méthode LDC. La grille Ω0 du domaine de calcul principal est en blanc
(partiellement recouverte de gris dans la zone de raffinement spatial). La grille Ω1, non représentée, recouvre la
zone de raffinement. La frontière interne Γ1 est en bleu. Les nœuds de A0 sont représentés par des ronds vides ou
pleins (nœuds de A˙0). Les symboles D indiquent des emplacements de CL de type Dirichlet.
– On ajoute des corrections LDC aux seconds membres des bilans de quantité de mou-
vement, QDM, et d’enthalpie. Mais pas à celui de l’énergie primaire, ni à l’équation de
projection. De fait, l’ajout d’une correction constante au bilan de la QDM, n’induit pas
de modification du schéma de projection.
– On tient compte au mieux des non linéarités intervenants dans ces corrections, fonctions
de (G, P) et de (H,Q). La restriction du terme d’échange de chaleur entre le primaire et
le secondaire remédie en partie à la non correction LDC du bilan d’énergie primaire.
– On ne résout pas, mais on lisse l’EDP sur la grille Ω1. Comme en bi-grilles, la résolution
complète à chaque itération de l’algorithme est inutile car, en particulier, les valeurs en
CL ne sont pas convergées. Le lissage est réalisé par l’application de quelques itérations
de Picard relaxés (schéma en temps de Génépi).
– La détermination du type et des valeurs des CL prises sur Γ1 est faite par la méthode
ADN, cf Chapitre 1.2.3 (présence éventuelle de vortex).
Restrictions pour la correction du résidu
Pour les restrictions u¯0 = R10u1 des variables nodales G et H, on utilise de façon naturelle la
restriction canonique Eq. (2.16). Pour les quantités par élément P et Q, on utilise la restriction
pondérée par les volumes Eq. (2.17).
Termes de correction des bilans
La formulation EF de la correction LDC pour le bilan d’enthalpie s’écrit – on omet l’expo-
sant k pour plus de concision – :∫
T0(u¯0)ϕi0(x) dx ≡
∫





[(∇ϕi0).(β0χT0∇H¯0)] dx + CL (3.5)
où L¯(P¯0) est la chaleur latente, x¯(H¯0, P¯0) le titre statique, ρ¯(H¯0, P¯0) la densité du mélange et
v¯R(H¯0, G¯0, P¯0) la vitesse relative. CL incorpore le flux Neumann fonction de H¯0.
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De même pour le bilan de QDM :∫
T0(u¯0)ϕi0(x) dx ≡
∫
ϕi[β0(G¯0.∇)v¯ + (∇.(β0 x¯(1− x¯)ρ¯v¯R ⊗ v¯R)] dx
−
∫







tv¯)] dx + CL (3.6)
où ¯¯Λr(H¯0, G¯0, P¯0) est le tenseur de frottement diphasique sur les obstacles, v¯ = G¯0/ρ¯ et le
terme CL inclut le flux Neumann fonction de v¯ et P¯0.
Les manques vis-à-vis de la non linéarité de ces EDP sont dans l’usage de χT, de µT et de Q¯0.
3.2.4 Correction de flux à l’interface (méthode FIC)
Je renvoie le lecteur intéressé par la méthode FIC à la publication originale (Angot et al.
1992; 1993). Je ne présente ici que les idées de base de la méthode. Son principe repose sur la
continuité au sens faible des flux à l’interface Γ1 entre deux grilles non conformes.5
Ma contribution principale (avec celle de mes collègues) concerne l’adaptation de cette ap-
proche pour une mise en œuvre dans le cadre du modèle de frontière immergée JEBC en
domaine fictif décrit à la Section 4.2.3.
Principe
Partitionnons l’opérateur T0(s0) en un terme conservatif∇.F 0(s0) et un terme non conser-
vatif G0(s0) : T0(s0) = ∇.F0(s0) + G0(s0) = 0. Après discrétisation spatiale par la méthode des




G0(s0) dx = 0 + CL (3.7)
où r˜K,0(s0) = −
∫
∂K
F 0(s0).n∂K dx est le résidu partiel associé au flux, s0 ∈ V0(Ω0) la solution
dans l’espace vectoriel des solutions discrètes sur la grille (principale) de calcul Ω0 et K un
volume fini de Ω0.
Ici encore, considérons la grille de raffinement Ω1, emboîtée dans Ω0, dont l’opérateur associé
est T1 = ∇.F 1 + G1 et la solution discrète s1 : r1(s1) = 0 avec les CL exactes sur ∂Ω1. La
méthode FIC consiste à corriger localement l’Eq. (3.7) par la différence des résidus de flux sur
l’interface commune entre les grilles Ω0 et Ω1 :
rK,0(sˇ0) = −χ[ ¯IFK,0 −
∫
∂K
F 0(s0).n∂K dx] = 0 + CL (3.8)
où χ est la fonction caractéristique de la région de raffinement spatial et ¯IFK,0 la res-





Remarque 3.1 De façon similaire à ce qui est fait pour la méthode LDC, on peut définir une troncature
relative à T0 : T0 =
∫
K




F 0(s).n∂K dx +
∫
K
G0(s) dx] + CL. (3.9)
5Ce qui assure la conservativité des flux entre les grilles emboîtées.
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F 0(s0).n∂K dx] + CL. (3.10)
On retrouve une équation similaire à Eq. (3.8) où
∫
∂K
F 0(s).n∂K dx remplace le flux restreint ¯IFK,0.
Par contre, il n’y a plus aucune assurance de la conservativité des flux entre les grilles emboîtées.
Mise en œuvre









Fig. 3.2 – Schéma de principe 2D pour la méthode FIC. La grille Ω0 du domaine de calcul principal est en blanc
(partiellement recouverte de rouge dans la zone de raffinement spatial). La grille Ω1 est en rouge. La frontière
interne Γ1 = ∂Ω1\∂Ω0 est en bleu. Les volumes finis de A0 sont représentés par des ronds vides (par exemple,
K ∈ A0). l et m désignent des volumes de contrôle de Ω1. Les symboles D indiquent des emplacements de CL de
type Dirichlet.
L’algorithme itératif FIC est donné à la Section 3.2.2. Les spécificités sont :
– étape (iv), on calcule la restriction de flux, cf. Eq. (3.11), sur l’ensemble des faces ∂K des
volumes K ∈ A0,
– étape (v), la correction f k+1K,0 = f
k
K,0 + χA0 r
k+1
K,0 (F) où le résidu en flux r
k+1
K,0 (F) utilise les
évaluations de u0 et de u1 à l’itération k, cf. Eq. (3.12).
Restrictions pour la correction du résidu
L’opérateur ¯IFK,0 de restriction de l’intégrale du flux sur le volume K de A0 s’écrit :





avec K1 volume de contrôle de Ω1. L’intégrale de flux
∫
σ1
F 1(u1).nK1,σ1 est numériquement
approchée par ≈ |σ1|F 1(u1)(xσ1).nK1,σ1 avec |σ1| et xσ1 la mesure et le barycentre de la face σ1
respectivement.
Termes de correction des bilans
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Adaptation pour la méthode FIC-EBC
L’algorithme d’origine de Angot et al. (1992) s’applique à des maillages emboîtés définis
dans les limites des frontières du domaine réel de calcul. Dans le cadre des méthodes de
domaines fictifs, le domaine de calcul (fictif) englobe le domaine réel et la frontière de ce
dernier est alors immergée dans le domaine de calcul. Suivant la modélisation numérique de
celle-ci, il peut exister des discontinuités à sa traversée, ce qui impacte l’application directe de
l’algorithme FIC.
L’adaptation originale de cet algorithme au contexte des domaines fictifs FIC-
JEBC (Ramière et al. 2007b) concerne essentiellement les opérateurs de prolongation P01 et
de restriction R10. La difficulté principale est que la position de la frontière discrétisée délimi-
tant le domaine réel peut varier en fonction du niveau de la grille de raffinement considérée,







Fig. 3.3 – Méthode FIC et domaine fictif : grilles de calcul du domaine principal Ω0 et du domaine de raffinement
Ω1 (patch). La zone rouge correspond à un volume de contrôle K0 de Ω0 à raffiner et K1 est un volume de cette
grille de raffinement. Σ, Σh,0 et Σh,1 sont, respectivement, la frontière immergée et ses approximations discrètes
vues dans Ω0 et Ω1. Elles séparent le domaine réel ou interne (en bas à gauche) du domaine extérieur (en haut
à droite). Les deux zones grisées correspondent à des volumes du domaine externe de Ω1 inclus dans le domaine
réel de Ω0.
Prolongation Des faces σ1 de ∂Ω1 peuvent être situées hors du domaine réel. Il est nécessaire
d’en tenir compte pour la définition de l’opérateur de prolongement car la méthode JEBC
permet des sauts de solutions aux faces des volumes de contrôle. Pour cela, on a modifié
la méthode initiale afin d’utiliser l’information de Ω0, {uK0} au centre des cellules K0 et sur
les faces {u{K0,σ}}, provenant exclusivement du même coté (domaine réel ou externe) de la
frontière immergée discrète vue sur Ω0.
Restriction L’opérateur de restriction donné par Eq. (3.11) doit être modifié car la définition
à chaque niveau de la frontière immergée discrète peut conduire à des cellules de contrôle du
domaine externe de Ω1 incluses dans le domaine réel de Ω0, cf. Fig. 3.3. Comme on désire
coupler les seuls domaines réels, on évalue le résidu de flux et on corrige l’EDP pour les
seules faces des volumes de A0 incluses dans le domaine réel de Ω0 ( noté Ω˜0) : (Ere f )0 = {σ ∈
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et
¯IFK,0 = R10(F1(u1))(K) = ∑
{σ1 ⊂ ∂K1;K1 ⊂ K
σ1 ∈ (Ere f )1




Décomposition de domaine Dans le cadre d’une méthode de domaine fictif et du raffine-
ment local autour de la frontière immergée, notre choix a été de générer un patch Ωl+1 pour
chaque cellule de Ωl, 0 ≤ l < lmax, coupée par la frontière approchée. Les patchs Ωl+1 ne se
voyant que par la grille Ωl, la convergence de l’algorithme peut être lente. Afin de pallier à
cet inconvénient, nous avons introduit une méthode de décomposition de domaine sur chaque
niveau. Quelques itérations de Schwarz (additif) à la descente et à la remontée suffisent à
accélérer la convergence des calculs.
3.3 Applications en thermique et au générateur de vapeur
Si la zone de raffinement n’est pas trop petite vis-à-vis du domaine principal Ω0 (erreur dite
de pollution), ces méthodes de raffinement multi-niveaux permettent en théorie d’atteindre
l’erreur optimale en norme L2(Ω0) ou L∞(Ω0) : O(hmlmax) où hlmax est le pas d’espace de la grille
la plus fine et m l’ordre du schéma numérique utilisé. C’est ce qui est illustré ici sur un cas test
académique, avant de présenter l’application de la méthode LDC au générateur de vapeur.
3.3.1 Applications en thermique
Des expériences numériques de raffinement local de maillage par les méthodes LDC
et FIC ont été conduites dans le cadre de la résolution d’une EDP stationnaire de type
diffusion-convection-réaction en domaine fictif. Je n’illustre ici que les résultats obtenus
pour la méthode originale FIC-EBC dans le cadre de conditions aux limites de type Robin :
−(D∇T).n = αR T + gR, avec n la normale extérieure et D, αR et gR ∈ R. Pour plus de
résultats numériques, on peut se reporter à Ramière et al. (2007a;b).
Considérons le problème 2D de type Robin suivant (cf. Fig. 3.4 à gauche, pour la géomé-
trie) : 
−△T +∇.(vT) = 16r2 dans Ω,
∂T
∂n




= T + 3 sur Σ (αR = 1, gR = 3),
avec v = 2r3er où r =
√
x2 + y2 et er est le vecteur radial unité. La solution analytique est
T = 2− 53 exp(
r4−1
2 ) in Ω.
Ce problème est résolu en utilisant la méthode de domaine fictif JEBC qui est à l’ordre un, la
méthode FIC, ainsi qu’un ensemble de patchs de raffinement emboîtés autour de Σ. L’erreur
optimal attendue est alors en O(h1lmax). Le raffinement local est tel qu’on considère trois ni-
veaux de raffinement au maximum et que hl+1 =
hl
2 dans chaque direction. Les V-cycles (en





≤ 10−4 où k est le numéro du V-cycle. Comme
illustré sur la Fig. 3.5, l’erreur de discrétisation sur la grille Ω0 est fortement réduite grâce à
la méthode FIC et décroît bien en O(hlmax) jusqu’à ce que l’erreur de pollution ne devienne
prédominante. L’erreur globale est alors contrôlée par la zone non raffinée.
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Fig. 3.4 – Résolution d’une équation de type diffusion-convection en thermique avec des conditions limites de
Robin par une méthode AMR de type multi-niveaux. A gauche : géométrie. A droite : évolution de l’erreur en
norme L2 pour une équation de diffusion seule en fonction du temps CPU (l∗ = lmax).
Ces performances sont typiques de celles que l’on peut atteindre sur des problèmes analy-
tiques avec les méthodes LDC en EF ou FIC en VF (Ramière et al. 2007a;b). En particulier, elles
permettent de réduire efficacement le temps CPU des calculs lorsque le nombre de degrés de
liberté est important, cf. Fig. 3.4 à droite.
Fig. 3.5 – Résolution d’une équation de type diffusion - convection en thermique avec des conditions limites de
Robin par une méthode AMR de type multi-niveaux (l∗ = lmax). A gauche : évolution de l’erreur en norme L2
en fonction du pas d’espace. A droite : évolution de l’erreur en norme max en fonction du pas d’espace.
3.3.2 Applications au générateur de vapeur
Des applications de notre méthode LDC bi-grilles (i) au chignon du faisceau de tubes, cf.
Figs 3.6 et 3.7, et (ii) à la plaque de distribution en partie basse de la maquette Clotaire, cf.
Fig. 3.11 font l’objet de l’article Belliard et Grandotto (2003a). Le cas de la plaque de distribu-
tion est particulièrement intéressant car le domaine est dit flottant, i.e. il ne touche aucun des
bords du domaine de calcul. Suivant le lieu de ∂Ω0, le fluide est entrant ou sortant, ce qui est
pris en compte par un traitement de type ADN des conditions aux limites, cf. Section 1.2.3.
Il en est de même pour le cas du chignon car il existe un vortex en sortie de la zone de raffi-
nement.
Une amélioration substantielle des simulations est ainsi obtenue dans les zones de raffinement,
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mais également dans l’ensemble du domaine de calcul. Je ne présente pas ici de façon exhaus-
tive les résultats obtenus, mais seulement des points saillants. Le lecteur intéressé pourra se
reporter à l’article.
Les simulations en raffinement local sont comparées à celles réalisées sur un domaine unique
grossier (cas noté Ref0) ou raffiné de partout (cas noté Ref1 ; le pas d’espace du maillage gros-
sier est divisé par 2 dans chaque direction). Les calculs sur le domaine principal Ω0 et celui de
raffinement Ω1 sont réalisés en parallèle.
Chignon du faisceau de tubes
Concernant l’interaction du fluide et des structures du GV, une zone clef est celle du chi-
gnon. On s’intéresse ici à la réalisation d’un raffinement local dans cette région pour la ma-




Fig. 3.6 – Calcul en raffinement local du chignon du faisceau de tubes en U primaires. A gauche en haut : coupe
horizontale du maillage 3D à 5 330 éléments du domaine principal Ω0 (130 éléments dans la coupe). A gauche
en bas : coupe horizontale du maillage 3D à 6 240 éléments du domaine de raffinement Ω1 (520 éléments dans la
coupe). A droite, maillages 3D emboîtés pour la méthode LDC (coupe verticale) : domaine principal Ω0 en bleu et
de raffinement Ω1 en rouge.
La Fig. 3.6 illustre les maillages emboîtes utilisés. Les 780 éléments du maillage du domaine
principal situés dans la région du chignon Ω0ra f f sont chacun découpés en huit. Au final,
le maillage composite (Ω0 ∪ Ω1)\Ω0ra f f est formé de 10 790 éléments, à comparer à 42 640
éléments en cas de raffinement uniforme (ref1). La différence de résolution spatiale dans le
chignon est clairement visible sur la Fig. 3.7 où est surimposé le maillage technologique du
faisceau de tubes primaires ; ce qui impacte toutes les quantités calculées par intersections
géométriques entre le maillage de calcul et celui technologique (porosité, taux de présence, ...).
Les conditions aux limites du domaine de raffinement consistent en une entrée, des parois et
une sortie traitée par la méthode ADN relaxée, cf. Section 1.2.3. La température en entrée des
tubes primaires et le flux thermique en sortie sont fournis par le domaine principal. Les calculs
s’exécutent en parallèles6 avec des échanges de données tous les cp = 20 itérations en temps7.
6L’algorithme séquentiel LDC conduit à des résultats similaires à celui parallèle. La convergence est plus mo-
notone, mais le temps CPU est bien plus grand – typiquement d’un facteur deux.
7Due aux fortes non linéarités des EDP, résoudre (cp = 100 par exemple) au lieu de lisser n’apporte pas
d’accélération pour la convergence des calculs.
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Fig. 3.7 – Calcul fin local du chignon du faisceau de tubes en U primaires. Détails des coupes verticales du
maillage global Ω0 (à gauche, couleur bleu) et du maillage local Ω1 (à droite, couleur bleu) avec la zone du
faisceau de tubes primaires (couleur rose, maillage uniquement utilisé pour le calcul de quantités géométriques et
physiques).
Simulation Itérations en temps CPU (s) Mémoire (Mo)
LDC global 520 2 270 40
LDC zoom 520 3 270 80
Ref0 493 1 960 20
Ref1 1 079 27 820 280
Tab. 3.1 – Caractéristiques des simulations avec raffinement local du chignon. Critère de régime stationnaire :
ǫst = 5.10−3s−1, cf. Eq. (A.3).
La Table 3.1 reprend les principales caractéristiques des calculs. On constate que le coût
en mémoire et, surtout, en temps de calcul de la simulation avec raffinement dans la zone
du chignon reste raisonnable. Le temps CPU du calcul LDC parallèle est 8 fois plus petit que
celui du calcul où on raffine le maillage de partout (Ref1) et seulement 1,7 fois plus grand que
celui du calcul sans raffinement (Ref0). Les historiques de convergence vers le stationnaire des
calculs du domaine principal avec ou sans raffinement local sont similaires. De fait, au bout
d’une quinzaine de V-cycles, les corrections LDC sont stabilisées.
Les quantités globales décrivant les résultats de calculs, telles la puissance échangée, le débit
de vapeur, . . . , sont similaires à quelques pour mille près. Localement, par contre, la correc-
tion LDC apporte une amélioration sensible comme on peut en juger sur la Fig. 3.8. Celle-ci
présente un zoom dans la région du chignon du profil de l’enthalpie suivant une ligne ver-
ticale en branche froide. Les profils dans Ω0 et Ω1 sont similaires (traits pleins) et cohérents
avec les résultats de Ref1 dans cette région. Toutefois, le bénéfice de la correction est moins
marqué en dehors de la zone de raffinement, surtout en amont de part la nature hyperbolique
de l’équation du bilan d’enthalpie (forte convection).
Dans la zone de raffinement, la cohérence entre les résultats obtenus sur les deux grilles (do-
maine principal et de zoom), est illustrée sur la Fig. 3.9 qui décrit l’historique du nombre de
noeuds où le fluide est entrant dans Ω1 et leur localisation (CL ADN ; Vortex coupant le plan
horizontal supérieur).
Enfin, la Fig. 3.10 indique, dans un plan verticale, la position et la valeur des termes de correc-
tion LDC. Les corrections sont particulièrement importantes en bordure du chignon où l’écart
de modélisation entre le maillage grossier et de raffinement est le plus marqué.








Clotaire Branche Froide (LDC / ADN)
x=R−0.06 m ; y=0.04 m




Fig. 3.8 – Profil d’enthalpie spécifique du mélange en kJ.kg−1 en fonction de l’élévation verticale en mètre (zone
des cintres). Méthode LDC. Grille grossière : calcul global sur un maillage grossier (Ref0). Grille fine : calcul
global sur un maillage fin (Ref1). Grille de zoom : calcul local dans le chignon sur un maillage fin. Grille grossière
corrigée LDC : calcul global sur un maillage grossier avec correction LDC à l’intérieur de la zone de zoom,
























Zoom: Noeuds fluide entrant à la frontiere ADN
Alpha=1.0, CP=20, //
Fig. 3.9 – Simulation LDC du chignon de Clotaire. Conditions limites adaptatives de type ADN pour la zone de
zoom (chignon). Visualisations de la région de fluide entrant dans la zone de zoom (valeur négative du produit
scalaire vitesse-normale externe à Ω1). A gauche, en haut : maillage grossier du domaine principal Ω0. Au milieu :
maillage de raffinement Ω1. La région de fluide entrant est colorée en bleu. A droite, en haut : historique du nombre
de noeuds entrants.
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Fig. 3.10 – Localisation et valeurs des termes de correction LDC. Coupe verticale à 5 cm à l’intérieur du domaine
principal Ω0 (zone du chignon). A gauche : bilan de QDM. A droite : bilan d’enthalpie.
Plaque de distribution
Le raffinement de maillage dans la zone libre de la plaque de distribution – plaque
trouée située en bas de l’évaporateur permettant de contrôler le débit dans la zone centrale –
correspond à un cas test de domaine flottant, i.e. ∂Ω1 ∩ ∂Ω0 = ∅, cf. Fig .3.11. L’algorithme
LDC est réalisé en parallèle et les conditions aux limites sur ∂Ω1 sont de type Dirichlet et ADN.
Après un début de transitoire, où un vertex se forme et disparaît, le régime stationnaire
est atteint. Ici aussi, dans la zone d’intérêt – entre la plaque de distribution et la première
plaque entretoise –, les résultats en raffinement local sont proches de ceux obtenus avec un
raffinement uniforme, cf. Fig. 3.12.
Fig. 3.11 – Raffinement local LDC de la zone libre de la plaque de distribution de Clotaire. Le domaine de
raffinement est flottant. A gauche : coupe horizontale des maillages emboîtés du domaine principal Ω0 (5 330
éléments) et de raffinement Ω1 (2 048 éléments). A droite : visualisation du maillage de raffinement et des vitesses
massiques, ainsi que de la plaque de distribution (en bas) et des deux premières plaques entretoises.






































































Fig. 3.12 – Iso-valeurs de la composante verticale du flux de masse du mélange dans une section verticale au
voisinage de la plaque de distribution de Clotaire. A gauche : calcul Ref0 du domaine Ω0 sans corrections. Au
centre : calcul du domaine Ω0 avec raffinement de maillage local Ω1 et corrections LDC. A droite : calcul Ref1 du
domaine Ω0 avec un raffinement uniforme. Algorithme LDC : période de couplage de 20 itérations en temps, CL
de type Dirichlet et ADN sans relaxation.
Conclusion du chapitre
J’ai présenté le principe des méthodes de raffinement local et développé en particulier deux
d’entre elles : la correction de flux à l’interface, FIC, et la correction locale du résidu, LDC. La
première a été adaptée à la problématique du raffinement local en présence d’une frontière im-
mergée (Ramière et al. 2007b) et la seconde à un système d’équations fortement non linéaires,
proche de celui de Navier-Stokes dans son formalisme (Belliard et Grandotto 2003a). Cette
version originale de la méthode LDC correspond à un algorithme parallèle dont le solveur
a été remplacé par un lisseur – une série d’itérations relaxées de Picard. De part la présence
de vortex dans l’écoulement, les conditions aux limites retenues sont adaptées localement :
approche ADN.
La convergence de l’erreur sur le domaine principal en O(hmlmax) a été vérifiée à partir de solu-
tions analytiques de problèmes de diffusion-convection scalaires. Ici, m est l’ordre du schéma
numérique et hlmax le pas du maillage de raffinement le plus fin.
L’application de cette version de la méthode LDC au raffinement local de maillage pour la
simulation du générateur de vapeur permet de fortement accroître la précision des calculs
dans les zones raffinées. Contrairement à un simple enchaînement de calculs, on a une forte
cohérence entre les résultats sur le domaine principal et ceux sur celui de raffinement. Ici, le
raffinement n’est pas massif mais restreint à certaines régions d’intérêt pour le concepteur.
De fait, la proportion du domaine Ω0 qui est raffiné n’est pas très importante et le bénéfice
du raffinement est plus localisé que pour les problèmes académiques (erreur de pollution).
Localement, les résultats obtenus par l’algorithme LDC sont proches et cohérents avec ceux
obtenus par un raffinement uniforme – pour un coût bien moindre.
En particulier, ce type de raffinement par patch évite l’approche grille et schéma composites
au prix d’itérations de couplage entre les niveaux. Ce qui présente l’intérêt de peu modifier
les codes de calcul existants et d’introduire des outils numériques modernes pour des codes
anciens.
Comme perspective, on peut envisager le développement d’une version EF de la méthode
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On s’intéresse ici aux méthodes de domaines fictifs ou, encore, de frontière immergée. Enparticulier, l’intérêt de celles-ci est d’optimiser les simulations en facilitant la mise en
oeuvre de solveurs rapides sur des grilles cartésiennes et de s’affranchir de la nécessité de
remailler en cas d’obstacles en mouvement – problématique de l’interaction fluide structure –
au prix d’une modification locale des équations du problème de départ (ajout de termes) ou





Dans ce chapitre, deux types de contexte sont abordés. Le premier est l’optimisation des
performances des calculs en termes de temps de restitution et de mémoire ; ici sous l’angle
des limitations induites par les maillages non structurés. Le second est la prise en compte
d’obstacles en mouvement : c’est un point clef pour l’étude de l’interaction fluide structure,
IFS.
4.1.1 Enjeux et motivations
En remplaçant les maillages structurés ou réguliers, les maillages non structurés se sont
imposés dans les logiciels industriels de calcul. Ils permettent, en particulier, de prendre en
compte de façon précise la géométrie parfois complexe des objets technologiques – approche
dite body-fitted – ainsi que la localisation des conditions aux limites, CL. Toutefois, leurs prin-
cipaux défauts sont la lourdeur des structures de données de maillage (liste d’éléments inter-
connectés), la dégradation éventuelle de la précision du calcul vis-à-vis des grilles cartésiennes
(rapport d’aspect des cellules), la perte de régularité des matrices des systèmes linéaires (struc-
ture diagonale, largeur de bande, . . . ) et l’incompatibilité avec des méthodes de résolution ra-
pide ou précise (méthodes spectrales par exemple). Afin de palier à ces défauts, on explore ici
une autre approche basée sur les maillages structurés (ou structurés par blocs) cartésiens ou
logiquement équivalents à un maillage cartésien, globalement conforme ou non. Notre moti-
vation est bien évidement l’optimisation des performances des simulations
Par ailleurs et bien que peu évoqué jusqu’ici, un autre enjeu important dans les composants
nucléaires est la facilité à modéliser des structures en mouvement et interagissant avec le fluide
(IFS). Par exemple, les vibrations induites sur les tubes primaires ou les crayons combustibles
peuvent fortement les détériorer. Les études de sûreté demandent une prise en compte de ces
phénomènes. On doit donc modéliser l’impact du fluide turbulent monophasique ou dipha-
sique sur ces structures et l’effet en retour sur le fluide. A ce jour, on ne réalise que du chaînage
de codes – thermohydraulique puis mécanique. L’industrie est motivée par la réalisation de
simulations incluant le couplage de la dynamique du fluide à celle des structures au sein d’un
seul calcul. A noter qu’une des difficultés de ce type d’approche est le coût important du
remaillage du domaine fluide dans le cas d’obstacles ou de frontières en mouvement.
4.1.2 Objectifs et approche générale
On s’intéresse ici aux méthodes de domaines fictifs – ou encore de frontière immergée. Le
principe directeur est d’immerger le domaine physique étudié dans un domaine de calcul plus
grand, mais de forme géométrique plus simple. Le domaine physique est alors décrit dans le
domaine fictif par une fonction de masque, éventuellement variable en temps. Ceci permet
d’optimiser les simulations en réduisant leurs coûts : solveurs linéaires rapides sur des grilles
cartésiennes, utilisation de tableau (i, j, k), pas de connectivité géométrique à stocker pour
les maillages, pas d’étapes de remaillage pour des obstacles en mouvement, . . . et précision
optimale du schéma numérique. On peut aussi citer la possibilité d’utiliser des méthodes se
prêtant bien aux maillages cartésiens – l’analyse multi-résolution par exemple (Müller 2002,
Roussel et Schneider 2005). Par contre, une modification locale des EDP ou du schéma de
calcul est requise afin que la restriction de la solution du problème fictif au domaine physique
soit égale à la solution du problème physique.
Au delà du manque de souplesse vis-à-vis de la géométrie du domaine de calcul – ce qui est
corrigé par l’approche domaine fictif –, un défaut des maillages cartésiens est la difficulté à
gérer la concentration des points de calculs dans une zone donnée du domaine de calcul pour
accroître la précision. La réponse apportée ici est l’utilisation de méthodes de raffinement local
par patchs, cf. Chapitre 3.
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4.2 Méthodes de domaines fictifs
[•] Méthodes de domaines fictifs, de types JEBC, ISI ou PDF, en parallèle ou séquentiel et
avec ou sans raffinement local de maillages non-conformes.
Avec I. Ramière (PhD), C. Introïni et Y. Gorsse (Post-Doc) du CEA Cadarache et C. Fournier
du CEA Grenoble
Interactions : Ph. Angot d’Aix-Marseille Université
Publications associées : Ramière et al. (2007a), Ramière et al. (2007b), Belliard et Fournier
(2010), Belliard et Ramière (2012) et Introïni et al. (2014)
Conférences associées : Ramière et al. (2005a), Ramière et al. (2005b), Belliard et Ramière
(2007), Belliard (2009), Introïni et al. (2012) et Belliard et Introïni (2013)
4.2.1 Introduction
La méthode des domaines fictifs, initialement introduite par V. K. Saul’ev au début des
années 60 (Saul’ev 1963, Marchuk 1982 (1rst ed. 1975)), immerge le domaine de calcul réel
Ω˜, dit aussi physique, dans un domaine de calcul Ω, dit fictif, de forme géométrique plus
simple, cf. Fig. 4.1. Formellement, on remplace la résolution d’un problème réel (P˜) défini sur




T˜(u˜) = f˜ dans Ω˜
CL sur ∂Ω˜
(4.1)



















Fig. 4.1 – Définition du concept de la méthode des domaines fictifs sur un quart de disque Ω˜ – domaine physique
– immergé dans un carré Ω = Ω˜ ∪ Σ ∪Ωe – domaine fictif. La frontière Σ = ∂Ω˜\(∂Ω ∩ ∂Ω˜) incluse dans Ω
devient une frontière immergée.
Ici, V(Ω˜) est l’espace vectoriel des solutions du problème physique (P˜). Il apparaît alors
une frontière immergée Σ = ∂Ω˜\(∂Ω ∩ ∂Ω˜) associée à des conditions aux limites immergées
Immersed Boundary Conditions en anglais, IBC. Le problème fictif (P) est défini par la donnée
d’une EDP sur Ω = Ω˜ ∪ Σ ∪ Ωe et des conditions aux limites sur Γ˜ = ∂Ω ∩ ∂Ω˜ et Γe =
∂Ω\(∂Ω ∩ ∂Ω˜), cf. Fig. 4.1.
La dissociation du maillage de calcul, ici cartésien, de la forme géométrique des obstacles
(fonction de type masque géométrique) facilite la gestion des interfaces mobiles – modification
de la géométrie de la frontière immergée au lieu d’un remaillage du domaine de calcul.
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4.2.2 Pistes de recherche et cadre logiciel
L’interface immergée peut être perçue comme une frontière – conditions aux limites – ou
une interface physique entre deux milieux. Généralisant cette dernière approche et en suivant
Khadra et al. (2000), on peut envisager de modéliser l’ensemble des différents constituants du
problème de la simulation du composant nucléaire – le fluide, les poreux et les obstacles
(internes et/ou externes), cf. Fig. 4.2 – au sein d’un seul domaine fictif (hétérogène) de calcul
régi par un unique système d’EDP. De même, les frontières entre ces constituants peuvent
être considérés comme rigides ou se déformant (surface libre par exemple). Dans l’article
de Khadra et al., cela est fait en ajoutant au bilan de quantité de mouvement adimensionné
d’un fluide incompressible un terme à la Darcy – globalement le milieu est décrit par les








où Da est le nombre de Darcy, K la perméabilité locale du milieu et Re le nombre de Reynolds.
La perméabilité dépend du milieu considéré : K := K f → +∞ dans le fluide, K := Ks → 0+
dans le solide et K := Kp dans le poreux. Dans le domaine Ω, la convergence en norme H1
est en O(K−1f + K
1/4
s ) et en O(K
3/4
s ) pour la norme L
2 dans le solide (Khadra et al. 2000). Les
conditions aux limites immergées au bord du domaine physique sont prises en compte par
pénalisation L2 d’une condition de Robin en volume ou en surface, comme à la Section 4.2.3.








Fig. 4.2 – Immersion dans un unique domaine fictif Ω d’un problème de type Navier-Stokes formé de différents
milieux : fluide, poreux et solides. Le domaine physique Ω˜ est entouré d’un domaine extérieur Ω\Ω˜ pouvant être
éventuellement considéré comme un solide.
Les diverses méthodes de domaines fictifs se différencient par la façon d’imposer les IBC. Le
schéma de calcul peut être modifié localement – comme pour la méthode Immersed Interface
Method, IIM (LeVeque et Li 1994) –, ou des termes supplémentaires peuvent être ajoutés aux
équations aux dérivées partielles du problème initial – telle la méthode Immersed Boundary
Method, IBM (Peskin 1972).
Mes travaux portent sur ces deux approches. Vis-à-vis de la première, ils concernent la mé-
thode Jump embedded boundary conditions, JEBC, développée par I. Ramière, Ph. Angot et moi
même en volumes finis (VF) cf. Angot (2003), Ramière et al. (2007b), Angot (2010). Concernant
la seconde approche, j’ai participé au développement de deux méthodes de modification
des EDP initiales : la méthode Immersed Spread Interface, ISI, (Ramière et al. 2007a) en élé-
ments finis (EF) et la méthode Penalized Direct Forcing, PDF, en VF (Belliard et Fournier 2010,
Introïni et al. 2014).
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Dans le cas d’une IBC de type Dirichlet, uΣ = UD où u est une variable scalaire, les modi-
fications apportées au schéma de calcul ou à l’EDP proviennent généralement de l’imposition
directe – méthode Direct Forcing (Mohd-Yusof 1997), par exemple – ou indirecte – comme dans
le cas de Eq. (4.3) ou de la méthode PDF par exemple – de la valeur Dirichlet uD au bord ou
hors du domaine physique. Dans le cas d’une IBC de type Robin, les méthodes JEBC et ISI
s’appuient sur l’étude du problème de transmission entre le domaine physique Ω˜ et le do-
maine extérieur Ωe à travers Σ. La condition de Robin s’écrit : −(D˜∇u).n = αR (u− uR) + gR,
avec n la normale extérieure à Ω˜ et 0 < D˜, αR, uR et gR ∈ R. A travers le choix de ces
paramètres, elle dégénère en une condition de Neumann (αR = 0) ou de Dirichlet (gR = 0,
uR = uD et αR = η−1, 0 < η ≪ 1). Elle permet donc de traiter des conditions aux limites
immergées de type général : Dirichlet, Neumann et Robin.
Dans le contexte d’une équation de diffusion-convection-réaction, l’étude du problème de
transmission, réalisée par I. Ramière, Ph. Angot et moi même (Ramière et al. 2007a), a donné
lieu à des expressions originales des IBC. Considérant
u ∈ H1(Ω˜ ∪Ωe) := {u ∈ L2(Ω), u|Ω˜ := u˜ ∈ H
1(Ω˜) et u|Ωe := ue ∈ H
1(Ωe)}
solution du problème fictif (P), avec u˜ la solution du problème physique (P˜) et ue, une exten-
sion de u˜ sur Ωe, nous obtenons, au sens des distributions :
− div (D∇u) + div(v u) + b u = f − [[(D∇u).n]]ΣδΣ + [[(v.n u)]]Σ δΣ dans Ω (4.4)
où 0 < D ∈ L∞(Ω), b ∈ L∞(Ω), v ∈ (L∞(Ω))d et f ∈ L2(Ω) sont obtenus par extension
dans Ωe des coefficients physiques et D et b vérifient les relations classiques d’ellipticité.
Le saut [[·]]Σ des traces du flux sur Σ définit alors un terme source sur Σ. Pour une IBC
de type Robin, nous désirons avoir sur le coté de Σ dans le domaine physique (noté ·−) :
−(D∇u)−.n|Σ = αR (u− − uR)|Σ + gR.
L’interface immergée Σ peut être modélisée par une approximation fine Σh – méthode JEBC
– ou épaisse, sur quelques cellules, ωh,Σ – méthode ISI. Dans le premier cas, la distribution
de Dirac, intervenant dans l’expression du saut de flux de Eq. (4.4), peut être directement
appliquée sur Σh. Dans le second cas, elle doit être régularisée sur ωh,Σ. Dans tous les cas,
comme précisé par la suite, l’intégration en espace de Eq. (4.4) sur la frontière approchée doit
être corrigée (ς) pour être consistante avec
∫
(−[[(D∇u).n]]Σ + [[(v.n u)]]Σ) δΣ.
Ces développements ont été portés dans le logiciel Génépi (JEBC et ISI) afin de réa-
liser des simulations de la thermique des générateurs de vapeur, GV, en domaine fic-
tif (Belliard et Ramière 2012). La volonté de modifier aussi peu que possible le schéma de
discrétisation préexistant dans le code a conduit à une méthode d’ordre un en espace. De
même, la méthode PDF, à l’ordre un ou deux en espace, a été introduite dans le logiciel CEA
Trio_U (Calvin 2003) pour des applications de calcul parallèle en CFD (Introïni et al. 2014) et
dans le contexte de la vitrification des déchets radioactifs (Belliard et Introïni 2013).
4.2.3 Modification local du schéma : la méthode FIC-JEBC
Le schéma Angot (2003) permet d’introduire un saut de variable et/ou de flux sur Σ.
Les conditions aux limites immergées sont alors incluses dans le schéma numérique : Em-
bedded Boundary conditions, EBC. Le problème fictif Eq. (4.2) pour une équation de diffusion-
convection-réaction, s’écrit (Angot 2005, Ramière et al. 2007b), cf. Fig. 4.1, u ∈ V(Ω˜ ∪Ωe) ⊂




−∇.(D∇u) +∇.(v u) + b u = f dans Ω,
CL originales sur Γ˜,
CL ad hoc sur Γe,
[[(D∇u).n]]Σ = α u|Σ − q sur Σ,
(D∇u).n|Σ = β [[u]]Σ − g sur Σ.
(4.5)
Soit ψ dans V(Ω˜ ∪ Ωe) et les traces ψ−Σ et ψ
+
Σ de ψ|Ω˜ et ψ|Ωe sur Σ. On définit la valeur
moyenne arithmétique et le saut des traces de ψ sur Σ par, respectivement, ψ|Σ = (ψ+Σ +ψ
−
Σ )/2
et [[ψ]]Σ = (ψ+Σ − ψ
−
Σ ).
On considère une discrétisation spatiale de type VF. La géométrie de l’interface immergée Σ est
approchée aux faces σ des volumes de contrôle : Σh, cf. Fig. 4.3 à gauche. La méthode permet
de traiter aussi bien une frontière immergée (CL) qu’une interface immergée. Je me restreins
ici à un problème de condition limite immergée. Elle est directement appliquée sur Σh en place
de Σ. On a donc une méthode d’ordre O(h1) en espace. Les coefficients de transmission 0 < α,
0 < β, q et g sont des fonctions bornées sur Σh et D|Ω˜h = D˜, v|Ω˜h = v˜, b|Ω˜h = b˜, f |Ω˜h = f˜ .
Les conditions de transmission Eq. (4.4) sont incorporées dans les équations de saut de (4.5)







≡ −(D∇u)+.n|Σh . Afin de ne pas augmenter le nombre d’inconnus,
on élimine ces variables d’interface, tout en prenant en compte la condition de robin sur
ϕ−Σh . La liberté du choix des coefficients de transmission confère une grande souplesse à cette
approche. Par exemple, on retrouve la transmission parfaite (u+Σh = u
−
Σh




α = g = q = 0 et β → ∞. Un choix intéressant, que nous avons fait et nommé “sans contrôle
externe”, consiste en : α = 4β = 2αR et g −
q
2 = gR − αRuR. Il rend le problème physique
indépendant de u+Σh et ϕ
+
Σh
. Le cas Dirichlet est obtenu comme limite de αR = 1η , 0 < η ≪ 1,
et uR = uD. Le choix α = 4β = 2αR induit la continuité de u à l’interface. La convergence en
norme H1 est en O(η1/2), cf. Angot (2005). Comme mentionnée à la Section 4.2.2, on introduit
une correction géométrique des intégrales de surface du flux qui garantit la conservation locale



















Fig. 4.3 – A gauche : approximation géométrique fine (par excès) de Σ sur les faces σ des cellules : Σh . Au centre :
approximation géométrique épaisse ou diffuse de Σ : ωh,Σ. A droite : raffinement local multi-niveaux sur des
grilles cartésiennes par bloc pour le cas d’un quart de disque.
Pour augmenter la précision de la méthode, qui converge en O(h1), on a couplé la méthode
JEBC à la méthode de raffinement local multi-niveaux FIC, cf. Chapitre 3, Section 3.2.4 sur
des grilles cartésiennes. Chaque volume de contrôle coupé par Σ donne lieu à un patch de
raffinement dont la grille est emboîtée dans le volume de contrôle.
68 Chapitre 4. Domaines fictifs
4.2.4 Modification local de l’équation : les méthodes FE-ISI et PDF
La méthode FE-ISI
Cette méthode (Ramière et al. 2007a) de frontière immergée (CL) modélise Σ de façon
épaisse, ωh,Σ, i.e. sur une épaisseur de maille. Dans le cadre des EF (FE en anglais, d’où le
sigle), l’équation Eq. 4.4, pondérée par la fonction de forme ϕi ∈ Vh(Ωh) ⊂ H1(Ωh) au nœud
i, est intégrée sur le domaine fictif en remplaçant la distribution δΣ par une fonction régulari-
sante. De fait, au niveau discret, on utilise une fonction créneau sur ωh,Σ. On a donc une mé-
thode d’ordreO(h1) en espace. Le terme de saut de flux est interprété comme un terme source.
Prenant en compte −(D∇u)−.n|Σ = αR (u− − uR)|Σ + gR et choisissant −(D∇u)+.n|Σ = 0,
on obtient, pour une équation de diffusion-convection-réaction, le problème fictif suivant sur





















ϕi f dans Ωh,
CL originales sur Γ˜h,
CL ad hoc sur Γe,h.
(4.6)
Pour les coefficients de l’EDP, on impose D|Ω˜h = D˜, v|Ω˜h = v˜, b|Ω˜h = b˜, f |Ω˜h = f˜ . L’extension
de ces coefficients dans Ωe,h est choisie, comme les CL sur Γe,h, de façon à être compatible avec
−(D∇u)+.n|Σ = 0. En particulier : v|Ωe,h = 0 et CL Neumann homogène sur Γe,h. Dans la
même veine que pour la méthode FIC-JEBC, le correcteur géométrique ςE est local à l’élément








A noter qu’on peut trouver une analyse théorique partielle dans Ramière (2008).
On diminue également l’erreur liée à la modélisation de la frontière immergée à l’ordre un en
espace par la méthode de raffinement local multi-niveaux LDC, cf. Chapitre 3, Section 3.2.3,
sur des grilles cartésiennes par bloc, cf. Fig 4.3 à droite.
La méthode PDF
Dans un autre contexte que celui de l’étude du problème de transmission, cf. Section 4.2.2,
et plus particulièrement dans le cadre des équations de Navier-Stokes en fluide incompressible,
Ω˜ = Ω f , on s’intéresse à une variante pénalisée, PDF (Belliard et Fournier 2010), de la méthode
du forçage direct, DF, initialement proposée par Mohd-Yusof (1997).
La méthode DF permet de modéliser une IBC, généralement de type Dirichlet en vitesse,V|Σ =
VD, sur une interface fine Σh approchée par défaut (i.e. Σh ⊂ Ω˜). Cette dernière correspond à
un ensemble de degrés de liberté du fluide devenant des lieux de CL Dirichlet, V|Σh = Vs, cf.
Fig. 4.4. La vitesse Vs à imposer sur Σh est déterminée à partir d’une interpolation ε¯(·) fonction
de V vitesse du fluide et VD (Fadlun et al. 2000) : Vs = ε¯(V,VD). Le domaine fictif discret est
ici aussi décomposé en Ωh = Ω˜h ∪ Σh ∪Ωe,h. Suivant les variantes, les degrés de liberté situés
dans Ωe,h peuvent être non calculés, forcés à VD, déterminés par extrapolation de V, . . .
La méthode DF consiste à ajouter, au second membre du bilan de quantité de mouvement, un
terme dit de forçage F permettant d’imposer directement une IBC Dirichlet sur les degrés de
liberté inclus dans Σh :{
Vn+1−Vn
δt = Tn,n+1 + Fn,n+1 dans Ω avec :
Tn,n+1 = f
n+1 −Vn,∗ · ¯¯∇Vn+1− ∇P
n+1
ρ +∇ · (ν ∇V
n+1)
(4.7)
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avec χs : R3 → {0; 1} la fonction caractéristique des degrés de liberté situés dans Σh ∪Ωe,h –
ou Σh suivant la méthode. Pour résoudre le couple (V, P) sous la contrainte ∇.V = 0 dans
Ω˜, on peut utiliser un schéma fractionnaire de type projection (Chorin 1968, Temam 1968), cf.
Eqs (A.4)-(A.6). Le système (4.7)-(4.8) fait alors intervenir la vitesse prédite V∗ et non Vn+1.
Afin d’être consistant, i.e. la vitesse Vn+1 est à divergence nulle et respecte les IBC, l’équation
de projection Eq. (A.5) doit prendre en compte ε¯ (Ikeno et Kajishima 2007).
Fig. 4.4 – Méthodes DF et PDF. Discrétisation spatiale de type MAC. Les degrés de liberté forcés de Ωe,h sont
représentés par des ♦ (pleins en rouge : Vs, vitesse interpolée ; vides en noir : VD, vitesse Dirichlet du problème
continu). La frontière immergée approchée Σh est en trait plein rouge. Les degrés de liberté de Ω˜, vitesse V, ne
sont pas représentés.
La méthode de forçage direct pénalisé, PDF, que nous avons développée (Belliard et Fournier
2010) permet de respecter facilement cette consistance, i.e. sans faire intervenir ε¯ dans l’étape
de projection/correction. Elle conjugue méthodes de projection, de forçage direct et de pénali-
sation L2 des vitesses (Khadra et al. 2000). Tout d’abord, on remarque que le terme de forçage,




s − Vˆ] où Vˆ = V
n + δtTn,n+1 est la
vitesse à l’instant tn+1 calculée sans prendre en compte les obstacles. L’idée de base de la mé-






n+1] avec 0 < η ≪ 1, et de ventiler ce terme dans les équations
de prédiction de la vitesse et du calcul du correcteur de pression/vitesse :{
V˜n+1−Vn
δt = ∇ · (ν ∇V˜















Dans Σh ∪Ωe,h, nous avons limη→0 V˜ ∼ Vn+1s et limη→0V
n+1 ∼ V˜. Dans le contexte un peu
différent de la pénalisation en volume, il a par ailleurs été démontré que l’ordre de la conver-
gence en norme L2(Ωe,h) de la vitesse en fonction de η est ≤ 3/4 (Angot et al. 1999). A noter
que, dans ce même contexte, le rajout d’une pénalisation L2 dans l’étape de projection, pour
assurer la cohérence des vitesses, a été indépendamment proposé dans (Angot et al. 2008). De
plus, en prenant la divergence de la seconde équation du système (4.9), l’étape de projection




∇(Pn+1− Pn)] = ∇. V˜− χs∇. vn+1s dans Ω + CL sur ∂Ω, (4.10)
avec ρˇ := ρ(1+ χsη ) et ∇.V
n+1 = ∇.Vs dans Σh ∪Ωe,h.
Pour χs = 1, on a lim
η→0
ρˇ(η) ≈ O(η−1) et un coefficient effectif de diffusion η1+η ≈ O(η) ≪ 1,
ce qui conduit à un traitement naturel des conditions aux limites de type Neumann pour la
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correction de pression aux bords des obstacles.
Cette approche a été utilisée dans Belliard et Fournier (2010) et Introïni et al. (2014) conjointe-
ment avec un schéma original et robuste d’interpolation linéaire. Celle-ci ne dépend pas d’une
direction particulière, mais est basée sur une reconstruction du gradient moyen de la vitesse
autour de l’interface immergée, cette dernière étant reconstruite localement via la résolution
d’un problème de minimisation.
4.3 Applications au générateur de vapeur et en hydrodynamique
Des applications diverses des méthodes de domaines fictifs on été présentées en détail
dans la littérature ou dans des communications, que ce soit pour les méthodes FIC-JEBC en
VF et LDC-ISI en EF, Ramière et al. (2007a;b) – cas tests académiques – et Belliard et Ramière
(2007), Belliard (2009), Belliard et Ramière (2012) – simulations GV –, ou pour la méthode
PDF, Introïni et al. (2014) – cas tests académiques – et Belliard et Introïni (2013) – bain de verre
fondu. Pour les deux premières méthodes, nous montrons que l’utilisation d’une technique de
raffinement local de maillage permet d’obtenir une erreur en norme L2 de l’ordre de O(h f ) où
h f est le pas d’espace sur la grille la plus fine. De même, dans Introïni et al. (2014), nous illus-
trons l’ordre de convergence spatiale en O(h2) de la méthode PDF couplée à notre méthode
d’interpolation linéaire sur un ensemble de cas tests analytiques (Poiseuille, Couette, cylindre
en rotation, ...).
Ici, je me focalise sur deux points saillants particuliers : la comparaison des performances des
méthodes JEBC et FE-ISI pour le calcul du bilan d’énergie du GV et l’apport de l’ordre deux
en espace pour la simulation du creuset froid nucléarisé.
4.3.1 Générateur de vapeur
Il s’agit de la validation sur un cas industriel, ici la simulation 3D du bilan d’énergie d’un
GV, des méthodes FE-ISI et FV-JEBC (sous leurs acronymes anglais). Des IBC de type Robin
permettent d’imposer les CL Dirichlet et Neumann du problème physique. La convergence
en maillage a été étudiée avec un maillage du domaine fictif en forme de parallélépipède,
comportant de 7 200 à 460 800 cellules, et englobant le domaine physique, cf. Figure 4.5. Ce
dernier correspond à l’évaporateur de Clotaire, maquette d’un demi générateur de vapeur, cf.
Section 1.3.
Fig. 4.5 – Maillages pour la simulation 3D par la méthode des domaines fictifs du bilan d’énergie de Clotaire,
maquette d’un demi générateur de vapeur. Coupe horizontale du maillage du domaine fictif de calcul (en rouge)
– de 7 200 à 460 800 cellules, grilles emboîtées. Le maillage bleu représente un maillage adapté à la géométrie du
générateur de vapeur.
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Ne disposant pas de solution analytique, la référence est un calcul EF (Génépi) sur un maillage
non régulier adapté à la géométrie du générateur de vapeur et comportant 648 388 éléments.
Dans les deux cas de discrétisation spatiale, l’erreur introduite par la méthode converge bien en
O(h) en moyenne en norme L2, cf. Figure 4.6. Avec un maillage ayant un nombre raisonnable
de cellules, l’erreur relative peut être aussi petite que 10−3. Dans le cas du calcul JEBC, l’erreur
relative sur la puissance échangée entre le primaire et le secondaire est également de l’ordre de
10−3. Cette précision est tout à fait acceptable pour des applications industrielles, cf. Fig. 4.7.






























































Fig. 4.6 – Résolution par la méthode des domaines fictifs du bilan d’énergie d’un générateur de vapeur. Erreur
relative en norme L2 le long de profils verticaux d’enthalpie du mélange en fonction du pas d’espace h. A gauche :
méthode FE-ISI (Ramière et al. 2007a), modélisation épaisse de la frontière immergée. A droite : méthode FV-
JEBC (Ramière et al. 2007b), modélisation fine de la frontière immergée (approche ”sans contrôle externe”). Pour
cette méthode, l’erreur relative en norme L2(Ω˜) vaut respectivement 4, 12 10−3, 2, 16 10−3 et 1, 40 10−3 pour les
trois maillages.
Malgré les coûts liés au domaine externe Ωe et à la faible optimisation du code pour ces tests
GV, la réalisation d’un pas de temps pour le calcul FV-JEBC le plus fin nécessite un effort
comparable (voire moindre) à celui nécessaire pour le calcul de référence : 24 secondes à
comparer à 37,6 secondes.
4.3.2 Creuset froid nucléarisé
La méthode PDF, utilisant notre approche moyennée pour l’interpolation linéaire,
cf. Introïni et al. (2014), est appliquée ici à la simulation d’un bain de verre fondu agité
mécaniquement (Re ≈ 100). On peut trouver un tel bain dans la technologie du creuset froid
nucléarisé, développée par le CEA et AREVA dans le cadre du retraitement des déchets nu-
cléaires, cf. Fig. 4.8. L’agitateur, les cannes de mesure et de bullage et les parois de la cuve sont
modélisés par des frontières immergées. J’ai également réalisé des calculs thermohydrauliques
où l’IBC en température est également prise en compte via la méthode PDF. De part l’aspect
confidentiel de ces travaux, imposé par l’industriel, seule une communication les décrit à ce
jour (Belliard et Introïni 2013).
Disposant de résultats de mesures de la vitesse du fluide par PIV dans une maquette en
huile et de simulations Fluent (http ://www.ansys.com) en maillage adapté à la géométrie
du domaine de calcul – environ 1 million de cellules en AMR –, il est possible d’évaluer la
pertinence de cette approche et de comparer les prédictions des simulations en fonction de
l’ordre spatial de l’interpolation à la frontière immergée. Les mesures considérées ici ont été
faites dans un plan vertical en y-z situé à 20 % du rayon du creuset.
72 Chapitre 4. Domaines fictifs
Fig. 4.7 – Résolution par la méthode FV-JEBC du bilan d’énergie d’un générateur de vapeur. Iso-valeurs de
l’enthalpie spécifique secondaire en J/kg. Coupe à 5 m. En haut à gauche : calcul EF adapté Génépi, maillage à




Fig. 4.8 –Modèle simplifié du dispositif du creuset froid nucléarisé. L’agitateur, les cannes de mesure et de bullage
ne sont pas représentés ici.















base model (2.107 cells)
linear int. scheme (8.105 cells)
linear int. scheme (105 cells)
experiment
Fig. 4.9 – Profils des composants y et z de la vitesse sur une ligne horizontale (z = 0, 221 mm). Maillages de 105
à 2 107 cellules. En haut : composante y (M cells ≡ 106 cellules). En bas : composante z. Modèle de base (base
model) : interpolation d’ordre 1 en espace. Modèle linéaire (linear model) : interpolation d’ordre deux en espace.
La figure Fig. 4.9 compare les résultats obtenus sur une ligne horizontale en y de ce plan de
mesure, en fonction du nombre de cellules du maillage du domaine fictif. Avec 800 000 cel-
lules, le modèle d’interpolation linéaire – ordre deux en espace – est plus précis que le modèle
d’interpolation de base – affectation, ordre un en espace – avec 20 000 000 de cellules. Numé-
riquement, le taux de convergence de l’erreur dans le cas linéaire est quasi double de celui
obtenu dans le cas d’une simple affectation. A noter que le fait d’utiliser un maillage cartésien
régulier facilite la mise en œuvre d’un solveur efficace rapide – multi-grilles géométrique –
pour la résolution de la pression.
Conclusion du chapitre
J’ai présenté le principe des méthodes de domaines fictifs et détaillé plus particulièrement
trois d’entre elles pour lesquelles j’ai participé au développement : la méthode Immersed Spread
Interface, ISI, à interfaces épaisses et les méthodes Jump Embedded Boundary, JEBC, et Penalized
Direct Forcing, PDF, à interfaces fines. Elles ont été utilisées conjointement ou non avec des
techniques d’AMR locales sur des maillages cartésiens réguliers. La méthode JEBC a l’avan-
tage de pouvoir traiter les cas de frontière immergée, mais également d’interface immergée
(fluide/poreux par exemple). Les applications ont été réalisées en éléments ou volumes finis
sur des cas tests académiques en hydraulique et sur des configurations industrielles.
Les ordres de convergence de l’erreur en norme L2 ont numériquement été validés et sont
conformes à ce qui est théoriquement attendu - ordre un ou deux en espace.
Dans les cas de mise en œuvre locale d’AMR, nous avons vérifié la convergence en O(hmf ) où
h f est le pas du maillage le plus fin et m l’ordre global de la méthode. Le déploiement de ce
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type méthode pour la résolution de problèmes industriels est assez récent et les applications
reportées ici soulignent les points forts : précision optimale du schéma numérique et solveurs
linéaires efficaces sur des grilles cartésiennes, utilisation d’une structure de données peu
coûteuse – tableau (i, j, k) –, pas d’étape de remaillage pour des obstacles en mouvement, . . . .
Parmi les perspectives, développées plus en détail dans la conclusion générale de ce mé-
moire, on peut citer la généralisation de la méthode JEBC à la résolution de l’ensemble des
équations de bilan Eqs (1)-(3), l’augmentation de l’ordre de convergence spatiale – alternative
au raffinement local – et la modélisation de l’interface fluide/poreux pour décrire le voisinage
du faisceau de tubes ou de crayons combustibles. Pour la méthode PDF, on peut également
citer la réduction des variations parasites des forces au voisinage de l’interface pour des obs-
tacles en mouvement – phénomène non décrit ici et pouvant être important pour les faibles
résolutions spatiales – et l’augmentation du nombre de Reynolds pour les applications.
Conclusion générale - Perspectives
de recherche
Les recherches présentées ci-dessus concourent à accroître la précision des simulations descomposants nucléaires – cœur et générateur de vapeur, GV. Pour cela, le pas d’espace,
local ou global, doit être le plus petit possible. L’augmentation judicieuse du nombre de
mailles de calcul concourt à cela. Les maillages quotidiennement utilisés pour le calcul Gé-
népi d’un GV sont ainsi passés de quelques milliers, il y a 15 ans, à plusieurs centaines de
milliers aujourd’hui. La qualité de la description de l’écoulement n’a plus rien à voir avec ce
qu’on avait. Mais, pour qu’elle soit optimale, il faut plutôt viser quelques millions de cellules.
L’amélioration de la puissance de calcul des ordinateurs est bien sûr une voie. Elle ne sera
vraiment efficace qu’avec la recherche menée en simulation numérique.
Au cours de ce mémoire, j’ai développé des modèles concernant différentes thématiques :
la décomposition de domaine, les méthodes multi-grilles, le raffinement local de maillage
et les domaines fictifs, ayant toutes pour but d’augmenter la taille des maillages et la pré-
cision des calculs tout en réduisant le temps et la mémoire nécessaires à ceux-ci. Elles ont
des implications importantes en terme d’applicatifs industriels – interaction fluide/structure,
simulation diphasique fine, simulation de réacteur chimique, . . . . Les trois premières théma-
tiques impliquent des méthodes itératives pour résoudre les équations non-linéaires de bilan.
Il est ici plus intéressant de réaliser des lissage de celles-ci via des itérations de Picard relaxées
(i.e. les itérations en temps de Génépi).
– J’ai démontré l’efficacité de l’algorithme additif de type Dirichlet-Neumann que j’ai dé-
veloppé spécifiquement pour la simulation du régime stationnaire du GV. Il concerne le
système complet des équations non-linéaires de bilan résolu sur un maillage globalement
conforme ou non, avec une gestion dynamique des conditions limites aux interfaces. Les
sous-domaines peuvent se recouvrir ou non. Dans le premier cas, la robustesse est accrue.
Une grille grossière permet d’améliorer la convergence de la méthode. Tirant partie du
préconditionnement naturel ainsi introduit et du parallélisme, sa mise en œuvre à per-
mis de réaliser des calculs du GV à 1 000 000 de cellules et une parallélisation gros grains
conduisant à un facteur d’accélération des calculs de 10 pour une efficacité parallèle de
50 %.
– Une méthode originale multi-grilles à cycle dynamique de type pseudo-FMG FAS, basée
sur un algorithme séquentiel bi-grilles et généralisée à du multi-grilles en parallèle par
une approche en damier, a été mise en place et testée avec succès dans le même contexte
applicatif du GV. L’approche est particulièrement intéressante lorsque le nombre de de-
grés de liberté est grand – typiquement 105 – : accélération des calculs d’un facteur
de l’ordre de 3 sur 3 grilles. Avec un nombre adéquat de grilles d’agglomération, la
convergence de la méthode est quasiment indépendante du nombre de cellules. No-
tons toutefois l’importance du choix des paramètres de l’algorithme (relaxation, nombre
d’itérations de lissage, . . . ) pour optimiser les résultats.
– J’ai décrit la méthode de raffinement local de type LDC que j’ai développée pour la
simulation des GV. Cette version originale correspond à un algorithme parallèle dont
le solveur a été remplacé par un lisseur et s’applique à un système d’équations non
linéaires. Les conditions aux limites, CL, retenues sont localement adaptées pour prendre
en compte la présence de vortex de fluide. L’application à la simulation du GV montre
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une forte cohérence entre les résultats du domaine principal et ceux du domaine de
raffinement, ainsi qu’un gain important dans la discrétisation spatiale locale pour un
coût bien moindre que dans le cas d’un raffinement uniforme.
– Enfin, j’ai détaillé les trois méthodes de domaines fictifs dont j’ai été l’initiateur (PDF) ou
au développement desquelles j’ai participé (LDC-ISI et FIC-JEBC). Des applications, réa-
lisées en éléments ou volumes finis sur des cas tests académiques en hydraulique et sur
des configurations industrielles (GV et bain de verre), ont permis de vérifier les ordres de
convergence attendus pour l’erreur en norme L2. La méthode de raffinement local FIC a
été adaptée à la problématique d’une frontière immergée. De façon générale, la mise en
œuvre de raffinement adaptatif (local) de maillage, AMR, sur des maillages cartésiens ré-
guliers permet d’atteindre une erreur fonction du plus petit pas d’espace du raffinement.
Si ces différents axes de recherche ont été présentés indépendamment les uns des autres,
il est clair qu’ils ont des points en commun et sont à mettre en synergie pour conduire à des
simulations les plus performantes possibles. Ceci est attesté tout au long de ce mémoire : les
mêmes méthodes peuvent aussi bien intervenir dans la partie haute du processus de simulation
(schéma global de calcul) que dans la partie basse de celui-ci (résolution d’un système linéaire).
C’est en particulier le cas des techniques de décomposition de domaine ou multi-grilles. Les
outils, élaborés dans un contexte donné, sont également des atouts pour le développement de
méthodes intervenant dans un tout autre contexte. Par exemple, l’analyse des CL des fron-
tières immergées pour les méthodes de domaines fictifs peuvent se comprendre à la lumière
des méthodes mises en œuvre en décomposition de domaine.
Il est remarquable de noter que les maillages cartésiens réguliers, dont l’utilisation ac-
compagna le début de la mécanique des fluides numérique avant d’être supplantés par les
maillages non structurés pour les problèmes à géométrie complexe, reviennent sur le devant
de la scène avec les méthodes de domaines fictifs. Les travaux mentionnés dans ce mémoire
confirment leurs grand intérêt, déjà démontré au niveau académique, et leurs potentialités
pour des simulations industrielles. Elles permettent une mise en œuvre optimale des schémas
de discrétisation spatiale, des techniques de décomposition de domaine, de résolution multi-
grilles, de raffinement local de maillage ou de type multi-résolution . . .
Cependant, ces méthodes numériques, appliquées à mon domaine professionnel, sont encore
largement ouvertes. En particulier, dans la continuité directe de mon travail, j’envisage les
perspectives de recherche suivantes1.
– Mon algorithme de décomposition de domaine inclut des CL adaptées de type Dirichlet
ou Neumann. On peut s’intéresser à des CL de type Robin. Chaque CL fait alors in-
tervenir les variables et leurs dérivées normales, voire tangentielles comme pour les CL
optimales – Optimized Schwarz Methods – obtenues pour certains problèmes de diffusion-
convection, cf. par exemple Dolean et al. (2002). Un point ouvert est l’évaluation de l’im-
pact de ce changement de CL sur la convergence de la méthode, en particulier dans le
cas d’un système d’EDP fortement non linéaires, lissées au cours d’itérations de Picard.
– D’un point de vue applicatif GV, les algorithmes développés de type FAS ou LDC uti-
lisent des maillages emboîtés. Cette contrainte serait à relâcher pour les cellules bordant
la frontière du domaine de calcul. En effet, la modélisation linéaire par morceau de la
géométrie cylindrique de celle-ci est variable suivant le pas d’espace considéré. Cela
nécessite d’adapter les algorithmes à des maillages localement non emboîtés.
– La résolution du bilan d’énergie du GV en domaines fictifs par les méthodes FE-ISI et
FV-JEBC a mis en évidence l’intérêt de cette approche. Il est maintenant nécessaire de
généraliser à la résolution complète du système d’équations de bilan du GV. L’approche
1Décrites ici suivant l’ordre de la présentation des thématiques.
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JEBC semble être à privilégier de part sa souplesse d’utilisation - frontière ou interface2.
La formulation vectorielle de JEBC pour Stokes-Brinkman a été abordée dans Angot
(2010). Dans ce contexte, la résolution de Navier-Stokes par un algorithme de type pro-
jection est une question ouverte, tout comme l’accroissement de l’ordre de la convergence
en espace (ordre deux) – alternative au raffinement local de maillage.
– Un autre point intéressant est la transition fluide/poreux au voisinage du faisceau de
tubes ou de crayons, décrit comme un domaine poreux. Contrairement aux couplages
de modèles Stokes/Brinkman ou Stokes/Darcy, les modélisations GV ou cœur, n’in-
troduisent aucune conditions de saut à l’interface entre une cellule libre et une autre
poreuse. Seule la proportion de surface ou de volume occupée par le fluide est pris
en compte. Par ailleurs, la qualification des simulations du GV dans cette zone – celle
des grands cintres – est encore ouverte. La méthode JEBC, permettant en particulier de
tenir compte d’interfaces de type Stokes/Brinkman ou Stokes/Darcy (Angot 2011), pour-
rait fournir un cadre à l’introduction d’un modèle effectif de saut à la transition fluide
libre/faisceau.
– Concernant l’AMR en domaine fictif, le fait de disposer de grilles cartésiennes régulières
permet d’envisager l’utilisation de techniques multi-résolution (Müller 2002), d’une part
pour la détection automatique des régions à forte variation des variables et des indica-
trices liées aux obstacles – voire à des interfaces – et d’autre part pour la décomposition
des variables en fonctions de forme et de détail (compression des données et adaptabili-
tés).
– Toujours en domaine fictif, la méthode PDF donne des résultats tout à fait corrects en
frontière fine et pour un coût réduit en terme de re-engineering de code. Toutefois, son
application au cas d’obstacles en mouvement met en lumière des variations parasites
des forces au voisinage de la frontière immergée – essentiellement la pression. C’est
également vrai pour la version non pénalisée, DF. Ceci peut être une source de pollu-
tion lors de calculs d’interactions fluide-solide. Actuellement, nous étudions une version
régularisée de celle-ci . . .
– D’une façon générale, les approches de type frontière ou interface immergée n’échappent
pas à la nécessité de résoudre en espace la couche limite éventuellement présente
dans le voisinage de celle-ci. C’est une réelle limitation lorsque le nombre de Rey-
nolds augmente – au delà de quelques centaines. Dans la Littérature, on utilise des
techniques AMR (Iaccarino et Verzicco 2003) ou des modélisations simplifiées en proche
paroi (Yang et Balaras 2006). Dans quelle mesure ne pourrait-on pas s’inspirer de ce qui
est fait en modélisation de la turbulence avec des lois de parois (Iaccarino et Verzicco
2003, Posa et Balaras 2013) ? La problématique reste ouverte.
– Enfin, en ouvrant le champ thématique, les méthodes développées ici ont en commun
le fait de s’appuyer sur des solveurs de type elliptique (méthodes de projection) initia-
lement introduits pour les écoulements incompressibles et généralisés aux fluides di-
latables – masse volumique variable indépendamment de la pression. Ils rendent les
services escomptés, mais présentent en particulier deux limitations. La première est que
l’inversion de la matrice en pression est extrêmement coûteuse dans le cas d’un grand
nombre de degrés de liberté3. A ce propos, la méthode de projection Vector Penalty Projec-
tion, VPP, a été récemment introduite par Caltagirone et Breil (1999), Angot et al. (2008;
2011). Ces travaux rapportent des inversions extrêmement rapides de la matrice pression
– quelques itérations de la méthode ILU-BiCGStab –, moyennant un contrôle moindre
de la conservation de la masse. Il semblerait intéressant d’évaluer ses potentialités dans
notre contexte. Cela est actuellement en cours pour des variables colocalisées en maillage
2Par ailleurs, de part leurs propriétés de conservation, les discrétisations spatiales de type volumes finis sont de
plus en plus plébiscitées en mécanique des fluides industrielle et s’accordent tout à fait avec la méthode JEBC.
3On peut passer 90% du temps de calcul dans cette résolution.
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cartésien (Belliard 2014). La seconde est qu’ils sont généralement peu performants en
compressible alors que les études liées à la sûreté nucléaire peuvent balayées une large
gamme de régimes d’écoulement : de l’incompressible en fonctionnement nominal au
compressible en cas de dépressurisation brutale. A ce propos, un solveur elliptique tout
Mach, tel celui rapporté dans (Herbin et al. 2012; 2013), peut répondre à ce cahier des
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A.1 Une résolution des équations de bilan du modèle HEM
Dans Génépi, on recherche un régime stationnaire comme la limite d’un pseudo-transitoire.
La résolution du système d’équations (1)-(4) est abordée via une technique de splitting dans
laquelle le bilan d’énergie du fluide primaire, celui du fluide secondaire, le bilan de QDM et
le bilan de masse du fluide secondaire sont successivement résolus dans cet ordre. Une boucle
en temps permet de linéariser les expressions par des itérations de Picard (Ferziger et Peric
1996). Vis-à-vis des itérations internes des solveurs linéaires, ces itérations en temps sont à voir
comme des itérations externes. De fait, la résolution d’une équation instationnaire non linéaire,















où αp est le coefficient de relaxation. La correspondance locale entre le pas de temps et αp
s’écrit formellement : αp =
P(ζn)δt
1+P(ζn)δt (Ferziger et Peric 1996).
De plus, dans le logiciel Génépi, le terme ∂tβρ a été éliminé du bilan de masse du fluide
secondaire. Cela est relié au fait que l’on néglige les ondes de taux de vide dans le générateur
de vapeur et que l’on cherche un régime stationnaire. Ce dernier est considéré comme atteint
si on vérifie, pour chaque variable ξ (Tp, H, V et P), le critère suivant sur la variation relative




avec δt le pas de temps, | · |L2 la norme L2 discrète, n ∈ N∗+ le numéro d’itération en temps et
ǫst un critère fourni par l’utilisateur (par défaut 5 10−3 s−1).
Par ailleurs, cela permet d’appliquer des schémas de résolution de type incompressible pour
Navier-Stokes : ici une méthode de projection incrémentale (Chorin 1968, Temam 1968, Goda
1979). Cela correspond à une prédiction de la vitesse V∗ suivie d’une projection dans un espace
à divergence nulle permettant de corriger cette vitesse prédite et de calculer la pression Pn+1.
En réalisant une semi-discrétisation en temps et en ne précisant les instants que pour la vitesse




+ βGn.∇V∗ −∇.βµT(∇V∗ +∇TV∗) + β ¯¯ΛV∗ = (A.4)




= −β∇(Pn+1− Pn), (A.5)
∇.δtβ∇(Pn+1− Pn) = ∇.βρV∗. (A.6)
De fait, l’équation de bilan de QDM est de type elliptique alors que celle du bilan d’enthalpie
a un caractère hyperbolique plus marqué. La pression initiale P0 est obtenue, à partir d’un flux
de masse initial
−→
G 0 (Gresho et al. 1984), par la technique Consistent Pressure Poison Equation,
CPPE, de Gresho (1991).
Le schéma de discrétisation en temps est celui de Crank-Nicholson. Il est semi-implicite car
la diffusion et le frottement sont implicites, tandis que l’advection et les termes de dérive sont
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généralement pris en explicite. Le pas de temps du calcul peut être alors 3 à 5 fois plus grand
que le pas de temps critique. La discrétisation spatiale est faite par la méthode des éléments
finis de type Q1 (flux de masse, enthalpie ; fonctions de forme notées ϕ) et Q0 (pression ; fonc-
tions de forme notées ψ) en trois dimensions d’espace. Ce couple (vitesse, pression) ne vérifie
pas la condition inf-sup1, mais la forte diffusion introduite par des valeurs importantes de µT
et χT stabilise les calculs2. Par ailleurs, la température du fluide primaire Tp est discrétisée
par des éléments finis en 1D de type P1. Généralement, pour les coefficients physiques des
équations (masse volumique, viscosité, ...), on utilise des valeurs constantes par éléments (Q0).
Remarque A.1 Le couplage entre les maillages 1D des lignes primaires – une ligne primaire représente
un certain nombre de tubes primaires et non un seul – et le maillage 3D est fait via une technique de
moyenne arithmétique. Pour chaque élément 3D du secondaire, on moyenne les températures des noeuds
du maillage primaire 1D qui y sont inclus. Ainsi, concernant Eq. (5), les termes heq et Tw sont d’abord
discrétisés sur les éléments finis Q0 3D, puis affectés aux noeuds du maillage curviligne primaire inclus.
Après la résolution de Eq. (4), la température primaire Tp est moyennée sur le maillage secondaire, afin
de calculer le terme source Q qui est pris en compte dans Eq. (3).
Les opérateurs de diffusion sont discrétisés de façon centrée, ainsi que ceux de convection.
Pour remédier à l’instabilité introduite par la discrétisation centrée des termes explicites de
convection, on applique une correction de type BTD (Gresho et al. 1984). Cela consiste à rajou-






Cette correction, issue d’un développement de Taylor en temps, a une formulation similaire à




c ∈ R+ et h une taille caractéristique de maille,
si on remplace la dépendance en pas d’espace par une dépendance en pas de temps3. A noter
également, que pour le calcul des matrices élémentaires, les intégrations ne sont pas exactes,
mais sous-intégrées puis corrigées par la méthode de Hourglass.
Les systèmes linéaires des bilans sont lissés4, au cours des itérations en temps, par une
méthode de Krylov (Gradient Conjugué ou Gradient Conjugué Carré, dit CGS en anglais) pré-
conditionnée par la diagonale ou par une factorisation incomplète.
Le système linéaire de l’étape de projection des vitesses prédites est résolu par une méthode
directe (factorisation LU ; matrice au format “ligne de ciel”) afin de garantir ∇.βG = 0 à la
précision machine – indispensable pour ne pas créer de masse parasite dans les volumes de
contrôle. Un des facteurs limitant dans nos simulations est l’inversion de ce système linéaire.
Le calcul peut passer 90% du temps CPU dans cette inversion. La limite maximale, pour que la
matrice tienne en mémoire, correspond à un maillage à 150 000 éléments : ≈ 1,9 Go en archi-
tecture 32 bits. Il est toujours difficile de paralléliser un code ancien comme Génépi et utilisé
couramment dans l’industrie. Toutefois, via une interface logicielle vers des librairies de calcul
1Voir par exemple, David Griffiths et David Silvester (2011) : “Unstable modes of the Q1-P0 element” ;
http ://www.manchester.ac.uk/mims/eprints.
2Pour un écoulement dont la viscosité turbulente µT est modélisée par Schlichting (1968), le Reynolds est donné
par l’inverse du coefficient a, soit environ 20.
3Ce qui se fait naturellement si on a une condition de stabilité de type CFL : δt ∼ s min( h
|V|
) où s est un réel
positif.
4En effet, à cause des importantes non linéarités, une résolution des systèmes linéaires seraient une perte de
temps, voire une source d’instabilités.
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parallèle telles PETSc (Balay et al. 2013) ou Hypre (Falgout et co workers) – ici l’interface Nu-
merical Platon (Sécher et al. 2009) –, la mise en œuvre de parallélisme massif permet de traiter
des cas relativement gros. Il est par exemple possible, en utilisant une méthode itérative de
gradient conjugué préconditionné par la diagonale sur une matrice au format Compact Storage
Row, CSR, de traiter un problème de 500 000 éléments avec 1,7 Go de mémoire. La matrice est
assemblée en séquentiel et la résolution est faite en parallèle. L’efficacité du calcul parallèle est
de l’ordre de l’unité pour 16 processeurs, cf. Belliard et Sécher (2006) ou Sécher et al. (2009).
Même si les progrès constants de l’informatique – multi-cœurs en architecture 64 bits par
exemple – repoussent les limites, la résolution de la pression reste toujours le poste le plus
coûteux.
A.2 Méthodes de décomposition de domaine
Le but initial de H. Schwarz (Schwarz 1870) était de calculer la solution d’un problème
impliquant un domaine de calcul Ω de forme composite à l’aide de méthodes spectrales, cf.
Fig. A.1 à gauche :
L(u) = b sur Ω avec CL sur ∂Ω (A.9)
avec L un opérateur de type Lagrangien. Son algorithme itératif consiste à décomposer le
domaine de calcul en deux sous-domaines Ω1 et Ω2 se recouvrant. A chaque itération k ∈ N
et successivement pour chaque sous-domaine Ωi, i = 1 . . . 2, on met à jour les Conditions aux
Limites, CL, de Dirichlet données par l’autre sous-domaine Ωj, j 6= i et on résout par une
méthode appropriée :
L1(uk1) = b1 sur Ω1 (A.10)
avec CL du pb initial sur ∂Ω1 ∩ ∂Ω (A.11)
et uk1 = u
k−1
2 on (∂Ω1\∂Ω) ∩Ω2, (A.12)
L2(uk2) = b2 sur Ω2 (A.13)
avec CL du pb initial sur ∂Ω2 ∩ ∂Ω (A.14)
et uk2 = u
∗
1 on (∂Ω2\∂Ω) ∩Ω1, (A.15)
où Li est une restriction de L à Ωi.
L’algorithme de point fixe de Schwarz, cf. Fig. A.1 à droite au centre, peut être réalisé en
séquentiel u∗1 = u
k




1 et on peut faire un lien avec respectivement les
méthodes itératives de Gauss-Seidel et de Jacobi. Dans cette approche, le recouvrement des
sous-domaines est un facteur clef, ainsi que le nombre de sous-domaines. On peut caractériser
un sous-domaine Ωi par son diamètre Hi et par une mesure du recouvrement minimal δi avec
les autres sous-domaines voisins Ωj, j 6= i tels que Ωi ∩Ωj 6= ∅. On montre que la convergence




), cf. Lions (1988), Le Tallec (1994) et que, pour un
recouvrement relatif donné Hiδi , elle se détériore en 1/H
2
i lorsque le nombre de sous-domaines
croît5. De même, la convergence se détériore si δi → 0 ; i.e. décomposition de domaine sans
recouvrement. Malgré l’intérêt de sa mise en œuvre aisée, on peut reprocher à la méthode
originale de Schwarz les dépendances en Hiδi et en 1/H
2
i , ainsi que le fait qu’un certain nombre
de degrés de liberté sont dupliqués (réduction des performances).











Fig. A.1 – Décomposition du domaine. A gauche : le problème de Schwarz sur Ω (haut) résolu par décomposi-
tion de domaine en deux sous-domaines Ω1 et Ω2 avec recouvrement (bas). Sur chaque forme simple, disque ou
rectangle, on peut appliquer une méthode spectrale à base de fonctions de Bessel ou de Fourier. A droite : décompo-
sition du domaine Ω (haut) en deux sous-domaines Ω1 et Ω2 avec recouvrement (milieu) ou sans recouvrement
(bas).
De fait, il existe une autre approche largement répandue – le problème à l’interface – qui
consiste à réaliser la décomposition du domaine Ω =
Ns⋃
i=1
Ωi en Ns sous-domaines sans recou-
vrement (Le Tallec 1994), cf. Fig. A.1 à droite en bas. Chaque sous-problème local, i.e. Eq. (A.10)
ou Eq. (A.13) par exemple, peut être écrit de la façon suivante sur Ωi :
Li(ui) = bi sur Ωi (A.16)
avec C.L. du pb initial sur ∂Ωi ∩ ∂Ω (A.17)
et Trace(ui) = u¯ on Γi = ∂Ωi\∂Ω, (A.18)
où u¯ est la trace de la solution sur le squelette Γ =
Ns⋃
i=1
Γi, i.e. l’ensemble des frontières entre
les sous-domaines. Si on procède à la partition des degrés de liberté de Ωi en regroupant ceux
appartenant à Γi (i.e. la trace de ui sur Γi) et ceux appartenant à l’intérieur du sous-domaine i,













La trace u¯ étant connue, on a :
ui = A
−1
ii {bi − AiΓi u¯}. (A.20)
En condensant les degrés de liberté à l’interface Γi, on a également la relation :
Siu¯ = bΓi − AΓiiA
−1
ii bi (A.21)
où Si est la matrice du complément de Schur local – version discrète de l’opérateur de Steklov-
Poincaré – :
Si = AΓiΓi − AΓiiA
−1
ii AiΓi . (A.22)
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Si on généralise cette analyse à l’ensemble des sous-problèmes, on a – par exemple pour
Ns = 2, cf. Fig. A.1 à gauche en bas – :
A11 0 A1Γ1 0
0 A22 0 A2Γ2
AΓ11 0 AΓ1Γ1 0














où ui, i = 1 . . . Ns sont les degrés de liberté intérieurs sur
Ns⋃
i=1
Ωi\Γ et uΓi , i = 1 . . . Ns les degrés
de liberté sur Γ. Le problème à l’interface Γ, s’écrit :















S est la matrice du complément de Schur globale, χ la balance de flux sur Γ et R¯i la restriction
de la variable uΓ sur Γi.
En théorie, la résolution de Eq. (A.24), suivie de la résolution en parallèle des problèmes
locaux sur Ωi, i = 1 . . . Ns, permet de solutionner le problème initial. Mais le problème à
l’interface peut être difficile à résoudre car mal conditionné. On montre que le conditionne-
ment est en O( 1H2 [1 + max
Hi
hi
]) avec hi et Hi le pas d’espace et le diamètre du sous-domaine
Ωi et H le diamètre des sous-domaines (Le Tallec 1994). Il peut être préférable de précondi-
tionner Eq. (A.24) via une méthode d’itérations par sous-domaine (Quarteroni et Valli 1996).
Pratiquement, il s’agit de résoudre une série de sous-problèmes concourant à la résolution du
problème à l’interface. Suivant l’approche retenue, on parle de préconditionnement de type
Dirichlet-Neumann (Bjørstad et Widlund 1986), Neumann-Neumann (Bourgat et al. 1989) ou
encore Robin-Robin (Lions 1990).
Une méthode d’itérations par sous-domaine est décrite d’une façon générale par des itérations
de Richardson sur Eq. (A.24) préconditionnées par la matrice C :
C(uk+1Γ − u
k
Γ) = θ(χ− Su
k
Γ). (A.26)
Ici, θ est un paramètre choisi pour que la méthode converge. La méthode Dirichlet-Neumann
consiste à préconditionner par l’une des matrices du complément de Schur local, par exemple :
C = R¯T2 S2R¯2 (Marini et Quarteroni 1989). La convergence des u
k
Γ est indépendante du pas
d’espace (Quarteroni et Valli 1996). De même pour la méthode Neumann-Neumann pour la-








i avec Di la restriction des flux sur Γi (Bourgat et al. 1989).
Sans correction de grille grossière, ce préconditionnement conduit à des conditionnements en
O( 1H2 (1+ log
H
h )
2), cf. Le Tallec (1994)6.
A.3 Notions liées au parallélisme
Nous définissons ici les notions d’accélération parallèle (speed-up en anglais), d’efficacité
parallèle et d’extensibilité parallèle (scalability en anglais ou scalabilité en franglais).
6Ici encore, l’ajout d’une grille grossière permet d’obtenir une dépendance en O((1+ log Hh )
2).
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La qualité d’une exécution en parallèle d’un algorithme peut se mesurer d’une part via le
speed-up – ou scalabilité forte – Sp(N, ndo f ) et l’efficacité parallèle Ep(N, ndo f ). Ces indicateurs
sont définis en considérant un nombre fixe de degrés de liberté (ddl) ndo f . Si Ts(ndo f ) est
le temps de l’algorithme séquentiel (le plus rapide) avec un seul processus et Tp(N, ndo f ) le
temps de l’algorithme parallèle avec N processus, on a :
Sp(N, ndo f ) =
Ts(ndo f )
Tp(N, ndo f )
, (A.27)
et
Ep(N, ndo f ) =
Sp(N, ndo f )
N
. (A.28)
Ils indiquent comment évolue le temps nécessaire à la résolution en parallèle d’un problème
de taille donné en fonction du nombre de processus. D’autre part, la notion de scalabilité
faible SCp(N, ndo f ) est définie en considérant un nombre fixe de ddl, ndo f , par processus. Si
Ts(ndo f ) est le temps de l’algorithme séquentiel avec un seul processus pour ndo f degrés de
liberté et Tp(N,N · ndo f ) le temps de l’algorithme parallèle avec N processus pour N · ndo f
degrés de liberté , on a :
SCp(N, ndo f ) =
Ts(ndo f )
Tp(N,N · ndo f )
. (A.29)
La scalabilité mesure la faculté d’un algorithme parallèle à résoudre en un temps donné des
problèmes de plus en plus gros en augmentant conjointement le nombre de processus.
Enfin, introduisons la notion de granularité du découpage. Elle quantifie le rapport entre le
nombre de ddl internes – donc l’effort de calcul – et le nombre de ddl externes des fron-
tières communiquantes – donc l’effort de communication. Plus le découpage augmente, plus
la granularité diminue et les communications augmentent au détriment des calculs.
A.4 Précision des calculs GV en décomposition de domaine
D’une façon générale, la partition du domaine de calcul en sous-domaines se recouvrant
ou non n’a pas d’impact sensible sur la précision du calcul.
Tout d’abord, je compare ici la précision des simulations de la maquette Clotaire via des
indicateurs globaux pris en régime stationnaire comme :
– le taux de vide moyen en sortie (αs, teste la valeur de l’enthalpie en sortie),
– le débit de masse en sortie (Qs =
∫
s βG · n, teste la conservation de la masse),
– le titre thermodynamique moyen en entrée (xbc et xb f , teste la valeur de la pression en
bas de l’évaporateur),
– la température primaire en sortie (Tps, teste la valeur de la puissance échangée entre le
primaire et le secondaire).
La moyenne d’une quantité, en entrée ou en sortie, est définie par l’intégrale de surface de
cette quantité divisée par l’aire du support d’intégration pondérée par la porosité.
La Table A.1 donne des exemples typiques de la précision que l’on peut obtenir dans le cas
d’une partition avec recouvrement (ǫst = 10−5s−1 et ncp = 20, définis à la Section 1.2.2). Pour
ces simulations, le pas de temps δt est celui du calcul de référence – i.e. sans décomposition
de domaine. L’écart relatif maximal est de l’ordre de 2 %.
Dans le cas de la simulation de la Section 1.3.1 pour laquelle on utilise des pas de temps
locaux, on retrouve des grandeurs du même ordre. L’écart relatif, par rapport au calcul en
un seul domaine ( f d), est de moins de 1 % pour xs, αs et le flux moyen de masse de vapeur
ρgsvgs en sortie du générateur. Pour Qs, cet écart est inférieur à 5.10
−2 %. Pour l’ensemble du
domaine de calcul, l’écart en norme L2 : |ζ f d − ζddm|L2/|ζ f d|L2, cf. Table A.2, est inférieur à
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αs Qs Tps xbc xb f
(kgm−2s−1) (K)
Référence 74.9 10−2 65.85 355.87 -4.04 10−2 -4.80 10−2
2 sous-domaines 74.9 10−2 65.85 355.85 -4.03 10−2 -4.79 10−2
4 sous-domaines 74.7 10−2 65.85 355.79 -4.02 10−2 -4.78 10−2
8 sous-domaines 75.2 10−2 65.85 355.86 -4.03 10−2 -4.79 10−2
16 sous-domaines 75.4 10−2 66.28 355.87 -4.00 10−2 -4.76 10−2
32 sous-domaines 75.8 10−2 67.28 355.95 -4.08 10−2 -4.84 10−2
Tab. A.1 – Précision du calcul en décomposition de domaine de la maquette d’un générateur de vapeur (Clotaire)
en fonction du nombre de sous-domaines. Partition avec recouvrement des sous-domaines ; ǫst = 10−5s−1 ; ncp =
20. Le critère de régime stationnaire n’est pas complètement atteint pour les décompositions en 16 et 32 sous-
domaines (respectivement : 5 10−5 et 3 10−3 s−1). La référence est le calcul sans décomposition de domaine.
Sous-domaine G H P
(%) (%) (%)
Partie haute (chignon) 0,7 0,06 0,02
Partie droite (centrale) 3,8 0,11 0,01
Partie basse (entrée) 2,7 0,08 0,04
Tab. A.2 – Précision du calcul en décomposition de domaine de la maquette d’un générateur de vapeur (Clotaire)
pour le cas d’une décomposition en trois sous-domaines sans recouvrement et pas de temps locaux.
4 %, 10−1 % et 4.10−2 %, respectivement, pour ζ = G, H et P ; ce qui est satisfaisant pour nos
applications industrielles.
Ensuite, d’un point de vue local, la figure A.2 illustre la précision des simulations en dé-
composition de domaine avec recouvrement de la Table A.1 dans le cas Ns = 8. On peut noter
un léger écart de la vitesse massique vis-à-vis de la référence aux alentours de la cote 4,5 m
dans la zone du front d’ébullition. Il en est de même pour l’enthalpie spécifique. Pour cette
variable, cet écart se conserve au-delà de cette cote. Il ne représente toutefois que quelques
pour mille. Il est probable que cela est dû à la mise en œuvre de la décomposition de domaine
pour le primaire qui nécessite un transfert des températures primaires du maillage curviligne
au maillage volumique du secondaire.
Fig. A.2 – A gauche : comparaison des profils suivant deux lignes verticales d’une composante de la vitesse
massique calculée en décomposition de domaine (courbes en pointillés) avec celle de la solution du calcul en un
seul domaine (courbes en trait pleins). A droite : idem pour l’enthalpie spécifique. Partition en Ns = 8 sous-
domaines avec recouvrement de la maquette Clotaire. Période de couplage ncp = 20. ǫst = 10−5s−1.
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Remarque A.2 Si le pas de temps intervient dans un autre terme que le terme inertiel, il peut y avoir loca-
lement de légers écarts entre la solution stationnaire obtenue par le calcul complet en un seul domaine
et celle du calcul en décomposition de domaine avec des pas de temps différents par sous-domaine. C’est
en particulier le cas de la correction BTD du solveur Navier-Stokes de Génépi, cf. Eq. (A.7), qui peut
introduire des diffusions parasites locales vis-à-vis de la solution du calcul en un seul domaine. Ceci est
illustré sur la Fig. A.3.
Fig. A.3 – Comparaison des profils suivant deux lignes verticales d’une composante de la vitesse massique calculée
en décomposition de domaine (courbes en pointillées) avec celle de la solution du calcul en un seul domaine
(courbes en trait pleins). Partition en Ns = 4 sous-domaines sans recouvrement de la maquette Clotaire (129 536
éléments). A gauche : calcul en décomposition de domaine à CFL fixe. A droite : calcul en décomposition de
domaine à δt fixe.
A.5 Méthodes multi-grilles algébriques
Les méthodes multi-grilles algébriques (Algebraic MultiGrid, AMG) sont des méthodes
multi-grilles pour la résolution de systèmes linéaires, qui construisent une séquence de ma-
trices grossières à partir d’un regroupement des coefficients de la matrice à inverser sur la grille
fine.
Afin d’améliorer la résolution du système linéaire en pression, cf. Eq. (A.6) – étape de pro-
jection de Génépi–, ou dans le cas de l’utilisation d’une pénalisation de type L2 – matrices mal
conditionnées –, j’ai évalué l’intérêt de méthodes multi-grilles algébriques telles que Boome-
rAMG (Henson et Yang 2002).
D’une façon générale, l’utilisation en solveur de BoomerAMG ou de solveurs géométriques de
type CS sur ces cas tests ne conduit pas à des résultats nettement meilleurs que ceux obtenus
avec un gradient conjugué préconditionné par la diagonale.
Ces méthodes sont nettement plus performantes en tant que préconditionneur du gradient
conjugué : des gains en temps CPU de 30 % (BoomerAMG) à 80 % (CS géométrique) ont
été observés (Belliard 2005). La robustesse de BoomerAMG vis-à-vis d’un défaut de condi-
tionnement est également à souligner. Cependant l’utilisation en ’boîte noire’ est difficile et
l’optimisation du jeu de paramètres de la méthode est parfois lourd. Cela est particulière-
ment vrai pour l’AMG (type de cycle, méthode et nombre d’itérations de lissage, méthode
d’agglomération et seuils, . . . ).
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A.6 Préconditionneur ondelette/multi-résolution
J’ai effectué des recherches portant sur un solveur ondelette/multi-résolution en tant que
préconditionneur d’une méthode de Krylov pour résoudre des systèmes linéaires liés à une
EDP de type diffusion-réaction (interactions avec A. Cohen et Y. Maday de Paris VI lors du
CEMRACS’98).
Fig. A.4 – Arbre multi-résolution. En abscisses les positions spatiales (1D) et en ordonnées les échelles. Les
grandes échelles correspondent aux petites valeurs de l. La case l = 0 correspond à la valeur moyenne et chaque
case, pour l > 0, correspond à un détail.
L’analyse ondelette/multi-résolution a été introduite par Harten (1995) – cf. égale-
ment Cohen et al. (2000), Müller (2002). Décrit brièvement, le principe de l’analyse multi-
résolution est de réaliser une décomposition en échelles – sur des fonctions d’échelle ; par
exemple en 1D, de forme “chapeau” ou créneau – puis en détails – différences entre fonctions
d’échelle de deux niveaux l successifs. La seconde étape correspond à une projection dans
une base d’ondelettes. Une variable est donc décrite par une valeur moyenne de base plus des
détails, cf. Figure A.4. Il est alors possible de réaliser un traitement spécifique sur les détails
de chaque échelle (préconditionnement, évolution en temps, . . . ).

























Fig. A.5 – Préconditionnement ondelette d’une méthode itérative de résolution d’un système linéaire (maillage
2D structuré et régulier 256 x 512). Historique de convergence en fonction des itérations. CG : gradient conjugué,
CGS : gradient conjugué carré, (Diag) : préconditionneur diagonal, (D4) : préconditionneur ondelette Daubechies
D4, (Haar) : préconditionneur ondelette Haar, (ILLU) : préconditionneur LU incomplet.
Pour la résolution d’un système linéaire issu d’une équation de type elliptique sur un maillage
cartésien – afin d’avoir une décomposition tensorielle de l’espace – un préconditionneur simple
est celui dit en scaling. La démarche est de décomposer le résidu du système linéaire dans la
base des ondelettes, de le préconditionner par une matrice diagonale en 2−2(l+1) où 2−l est
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l’échelle (≡ pas d’espace) au niveau l, puis de revenir dans la base de départ.
L’application à un cas typique de Génépi met en évidence une forte accélération de la conver-
gence de la méthode itérative en terme du nombre d’itérations (Belliard et al. 2000). Mais les
performances du préconditionneur restent, dans ce cas, en deçà de celles d’un LU incomplet
– ici la méthode ILLU (Van Der Vorst et Meijerink 1981) –, cf. Figure A.5. Cependant, la mise
en œuvre du préconditionneur ondelette est très rapide et ne nécessite pas le calcul de la dé-
composition ILLU qui, bien que pouvant être faite une seule fois à l’initialisation du calcul, est
coûteuse en temps CPU et en place mémoire.
A.7 Analyse de l’algorithme multi-grilles parallèle en damiers
Nous analysons ici le comportement de l’algorithme multi-grilles parallèle en damiers, cf.
Fig. 2.3 de la Section 2.2.3. Cette analyse généralise celle faite dans Belliard (2006) pour trois
grilles.
Notons ul les variables aux nœuds (Hl et
−→
Gl ) et wl les variables aux éléments (Tpl et Pl) de la
grille Ωl ; ainsi que Itcpl(...; xxx) l’action de cpl itérations de lissage, à partir de l’approximation
initiale “...”, d’une EDP corrigée, dont la correction utilise le terme “xxx”. Et remarquons que
m cycles multi-grilles correspondent à m cpl pas de temps sur Ωl.
A la fin du cycle multi-grilles m + 1, m > 0, la variable (ul)m+1 ≡ u
(m+1)cpl
l ; 0 < l < lmax, est
égale à :
















L’indice m∗ vaut m∗ = m+ 1 dans le cas d’un algorithme purement séquentiel, ce qui conduit
à :


















avec Il l’opérateur identité. Dans le cas d’un algorithme purement parallèle, on a m∗ = m :




















Pour l’algorithme en damiers (0 < l < lmax − 1 et Ωl+1 appartenant au groupe contenant
Ωlmax) :
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(m∗)cpl+1 dans le cas parallèle en damiers (A.40)
avec m∗ = m + 1 ou m∗ = m en fonction de l’indice de la grille. En ce qui concerne le filtre




l , la correction pour l’algorithme en damiers est donc synchrone,
contrairement au cas purement parallèle. La variation des termes correctifs des équations de
bilan d’un index de grille à l’autre, Eqs (A.36)-(A.37), conduit à un algorithme aux caracté-
ristiques intermédiaires entre celles d’un algorithme purement séquentiel et celles d’un algo-
rithme purement parallèle. On s’attend donc à une convergence intermédiaire entre celles de
ces deux algorithmes.
A.8 Étude paramétrique de l’algorithme bi-grilles pseudo-FMG FAS
On illustre ici la sensibilité de l’algorithme bi-grilles pseudo-FMG FAS à deux paramètres
clefs : le coefficient de relaxation α0 et le nombre d’itérations de lissage (cp0; cp1).
Paramètre de relaxation
La relaxation introduite par Eq. (2.11) est un point crucial pour la simulation de la maquette
Clotaire comme le montre la Figure A.6 (à gauche). De toute évidence, le choix de α0 dans
l’intervalle [0,4 ; 0,9] conduit à des historiques de convergence7 relativement semblables. Une
valeur supérieure -ici 0,95 ou 1- conduit à la divergence du calcul.
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Fig. A.6 – Méthode bi-grilles Pseudo-FMG FAS : sensibilité aux paramètres de calcul. Comparaison des histo-
riques de convergence du flux de masse sur Ω0 en fonction du paramètre de relaxation α0 (noté ici r ; à gauche)
ou du nombre d’itérations de lissage (cp0; cp1) (noté ici cp0/cp1 ; à droite). Simulation de la maquette Clotaire ;
22 400 cellules. Critère de cycle dynamique ǫMG1 fixé à = 10
−3 (à gauche) ou = 10−5 (à droite).
7Convergence mesurée via le terme de gauche de l’inéquation (A.3).
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Lisseur
Choix du lisseur Le lisseur intervenant dans la méthode multi-grilles doit réduire au mieux
les hautes fréquences de l’erreur et être le moins gourmand possible en temps CPU. Ici, j’utilise
comme lisseur non linéaire des itérations relaxées de Picard, cf. Eq.(A.2), incorporant des
itérations8 de gradient conjugué (GC) préconditionné par l’inverse de la diagonale. A titre
d’illustration, remplacer les itérations de GC par celles d’un algorithme de Richardson plus






avec rl(.) le résidu sur Ωl et j le numéro de l’itération, ne conduit pas à un gain de temps
important. Des tests réalisés en conservant constant le paramètre α, lié aux valeurs propres de
l’opérateur, sur 5 itérations ne conduisent qu’à une réduction du temps CPU d’environ 3%.
Nombre d’itérations de lissage Ayant un impact beaucoup plus important sur le temps
de calcul, le choix du nombre d’itérations de lissage (i.e. de Picard) cpl sur chaque grille
est essentiel pour optimiser les calculs. La Figure A.6, à droite, illustre ce point. Pour cette
simulation, le couple (cp0 = 15 ; cp1 = 60) est optimal.
8Généralement au nombre de 5.
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Notations et abréviations
AMR Raffinement adaptatif de maillage (Adaptive Mesh Refinement en anglais)
Cp Capacité thermique spécifique à pression constante du fluide
primaire (J.kg−1.K−1)
CFD Mécanique des fluides numérique(Computational Fluid Dynamics en anglais)
DF Forçage direct (Direct Forcing en anglais)
EBC Conditions aux limites immergées (Embedded Boundary Conditions en anglais)
EF Éléments finis (Finite Elements, FE, en anglais)
FAS Méthode non linéaire multi-grilles (Full Approximation Storage en anglais)
FMG Méthode multi-grilles complète (Full Multigrid en anglais)
FIC Correction de flux à l’interface (Flux Interface Correction en anglais)
heq Coefficient d’échange équivalent entre le fluide primaire et
la surface extérieure des tubes -coté secondaire- (W.m−2.K−1)
H Enthalpie spécifique du mélange (αHg + (1− α)Hl ; J.kg−1)
Hl Enthalpie spécifique du liquide du fluide secondaire (J.kg−1)
Hg Enthalpie spécifique de la vapeur du fluide secondaire (J.kg−1)
Hls(P) Enthalpie du liquide secondaire à saturation (J.kg−1)
G (≡ ρV) Flux de masse du mélange (αρgVg + (1− α)ρlVl ; kg.m−2.s−1)
g Gravitation (m.s−2)
ISI Interface épaisse immergée (Immersed Spread Interface en anglais)
JEBC Conditions aux limites immergées avec saut (Jump Embedded
Boundary Conditions en anglais)
L(P) Chaleur latente (J.kg−1)
LDC Correction locale du résidu (Local Defect Correction en anglais)
P Pression du mélange (Pa)




PDF Forçage direct pénalisé (Penalized Direct Forcing en anglais)
Q(H, P) Terme source de chaleur (densité de puissance par m3
de poreux -faisceau primaire- ; W.m−3)
QDM Quantité de mouvement
Sch Surface chauffante (surface externe des tubes) dans la cellule
d’homogénéisation (m2)
Tp Température du fluide primaire (K)
Tw Température des tubes du faisceau coté secondaire (K)
V Vitesse du mélange (m.s−1)
Vl Vitesse du liquide du fluide secondaire (m.s−1)
Vg Vitesse de la vapeur du fluide secondaire (m.s−1)
Vp Vitesse du fluide primaire (m.s−1)
VR(H, P) Vitesse relative (vitesse de la vapeur moins vitesse du liquide, m.s−1)
VF Volumes finis (Finite Volumes, FV, en anglais)




α Taux de vide (fraction volumique de la vapeur)
β Porosité secondaire (β = (1− τ) + τβ0)
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β0 Porosité secondaire intrinsèque (loin des bords du faisceau ; ≡ ωm/ω)
βp0 Porosité primaire intrinsèque du faisceau (loin des bords
du faisceau ;≡ ωp/ω)
δt Pas de temps (s−1)
γ0 Densité de surface chauffante du faisceau de tubes primaires (≡ Sch/ω)
τ Taux de présence du poreux -faisceau primaire- dans une cellule
de calcul (volume de poreux / volume de la cellule de calcul)
ω Volume de la cellule d’homogénéisation (m3)
ωm Volume du mélange (liquide + vapeur) dans la cellule
d’homogénéisation (m3)
ωp Volume du fluide primaire dans la cellule
d’homogénéisation (m3)
χT, µT Coefficients de diffusion turbulente du mélange (kg.m−1.s−1)
χTp Coefficient de diffusion turbulente du fluide primaire (kg.m
−1.s−1)
¯¯Λ Tenseur de frottement sur les obstacles (kg.m−3.s−1)
ρ(H, P) Densité du mélange (αρg + (1− α)ρl ; kg.m−3)
ρl(Hl , P) Densité du liquide du fluide secondaire (kg.m−3)
ρg(Hg, P) Densité de la vapeur du fluide secondaire (kg.m−3)
ρp(Tp) Densité du fluide primaire (kg.m−3)
ϕ Fonction de forme trilinéaire par morceau Q1 associée à la discrétisation EF de H et G
ψ Fonction de forme constante par morceau Q0 associée à la discrétisation EF de P




|| f ||∞ Norme max continue de f : || f ||∞ = supx∈Ω| f (x)|.
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Titre Méthodes de décomposition de domaine et de frontière immergée pour la simulation
des composants nucléaires
Résumé L’objet de ce document est de présenter mes travaux de recherche en vue de
l’Habilitation à Diriger les Recherches. Je ne décris ici que ceux concernant la simulation numé-
rique de la thermohydraulique diphasique des générateurs de vapeur des centrales nucléaires.
Ils concernent la mise en place de méthodes de calcul Haute Performance, dans le cadre des
modèles HEM (Homogeneous EquilibriumModel) ou HRM (Homogeneous Relaxation Model) en mi-
lieux poreux ou libres, avec un schéma numérique de type elliptique en éléments finis ou en
volumes finis, pour la simulation des générateurs de vapeur des centrales nucléaires françaises
à eau pressurisée. Ces travaux recouvrent deux thématiques : la décomposition du domaine
de calcul en espace et/ou en fréquence, comme les méthodes multi-grilles non-linéaires ou le
raffinement local de maillage multi-niveaux, et les méthodes de domaine fictif. L’application
de ces recherches permettent d’accroître de façon significative les capacités des simulations
industrielles des générateurs de vapeur. Elles sont potentiellement applicables aux autres com-
posants d’une centrale nucléaire (la cuve par exemple) ou aux différents types d’échangeurs
de chaleur rencontrés dans l’industrie.
Mots-clés Modélisation, Mécanique des fluides, Éléments finis, Volumes finis, Méthodes
Multi-grilles, Décomposition de domaines, Domaines fictifs, Raffinement local de maillages,
Ondelettes, Multi-résolution, Parallélisme.
