Let A(C) be the coordinate ring of a monomial curve C ⊆ A n corresponding to the numerical semigroup S minimally generated by a sequence a 0 , . . . , a n . In the literature, little is known about the Betti numbers of the corresponding associated graded ring gr m (A) with respect to the maximal ideal m of A = A(C). In this paper we characterize the numerical invariants of a minimal free resolution of gr m (A) in the case a 0 , . . . , a n is a generalized arithmetic sequence.
Introduction
Let A = K [[τ a 0 , . . . , τ a n ]] = K [[x 0 , . . . , x n ]]/I be the coordinate ring of a monomial curve C ⊆ A n . Assume that the numerical semigroup S = a 0 , . . . , a n is minimally generated by a 0 < · · · < a n and denote by m the maximal ideal of A.
In the recent years the associated graded ring G = gr m (A) = i≥0 (m i /m i+1 ) of the maximal ideal m of A has been extensively studied because it encodes several geometric information of A. Note that G is a standard graded K -algebra, but it is well known that good properties of A, e.g., being Cohen-Macaulay, Gorenstein, complete intersection, or level, in general can not be carried from A to the associated graded ring G. These investigations often require explicit computations of a standard basis of I, that is a system of generators of I (not minimal, in general) whose initial forms with respect to the m-adic filtration generate the ideal I * of P = K [x 0 , . . . , x n ] such that G P/I * . The Hilbert function of A gives partial information about it. We recall that the Hilbert function of A is the numerical function HF A (t) = dim K (m t /m t+1 ), which coincides by its definition with the Hilbert function of the associated graded ring G. Despite the fact that the Hilbert function of a standard graded K -algebra is well understood in the Cohen-Macaulay case, very little is known in the local case.
Starting from the fact that G is Cohen-Macaulay if and only if the image of τ a 0 in G is a regular element, several authors, as Robbiano-Valla [18] , Molinelli-Patil-Tamone [13, 11, 12, 23] , Garcia [7] , Arslan-Mete [1] , and Shibuta [22] , tried to find some classes of monomial curves such that their associated graded rings are Cohen-Macaulay or at least have non-decreasing Hilbert function.
More precise information can be deduced from the minimal free resolution of A and from the minimal graded free resolution of G. This is a difficult problem and the main goal of this paper is to give information in the case of monomial Molinelli and Tamone in [11] studied the case of an arithmetic sequence a 0 , . . . , a n , i.e, a sequence determined by the equality a i = a 0 + id, where gcd(a 0 , d) = 1. Arithmetic sequences can be obtained by generalized arithmetic sequences by h = 1. In this case Molinelli and Tamone proved the Cohen-Macaulayness of G and they computed its Hilbert function. Later the technical paper of Sengupta [21] was devoted to determine the minimal free resolution of the local ring A of a monomial curve C ⊆ A 4 corresponding to an arithmetic sequence. Even in this case the problem was still open for the resolution of G. In this paper we study the numerical invariants of the minimal free resolution of the associated graded ring G (as a P = K [x 0 , . . . , x n ]-module) in the case of a generalized arithmetic sequence (see Theorem 4.1). We prove that G is Cohen-Macaulay and we characterize the Hilbert function of A in terms of the integers t and r uniquely determined by the equation a 0 = (t − 1)n + r for 1 ≤ r ≤ n and t ≥ 2. (Corollaries 3.2 and 3.5.)
Generalized arithmetic sequences are particular cases of almost arithmetic sequence already considered in the literature.
A sequence a 0 , . . . , a n is almost arithmetic sequence if a 1 , . . . , a n is an arithmetic sequence and a 0 an arbitrary positive integer. In this case, the associated graded ring was studied in several papers by Molinelli, Patil and Tamone (see [13, 15, 16] ) where a very technical machinery has been introduced in order to give some conditions to control the Cohen-Macaulayness property of G and to compute the Hilbert function of A and Cohen-Macaulay type of G. Even if a priori these criteria could be used in order to prove that G is Cohen-Macaulay in our class, the easy and new method presented in this paper (see for example Lemma 3.1 and Corollary 3.2) will be useful to produce a larger class of monomial curve with Cohen-Macaulay associated graded ring and to give information on a free resolution of G.
By inductive steps, we prove that to find the Betti numbers of G, it is enough to deal with the case of an arithmetic sequence. The method of finding Betti numbers presented here has an intrinsic interest because it allows us to fit G in to a short exact sequence (Corollary 2.4) involving the defining ideal of the rational normal curve in the standard embedding and, by using the mapping cone procedure [4] , to construct a free resolution of G. Luckily, in case of our special ideals, the differential maps of this free resolution have some good properties that help us to find Betti numbers explicitly in terms of t and r (see Theorem 4.1).
Several authors studied the local ring A when a 0 , . . . , a n is a generalized arithmetic sequence. In Corollary 4.11 we compare their results with ours and we conclude that:
• A is complete intersection if and only if G is complete intersection.
• The minimal number of generators of I and the minimal number of generators of I * coincide.
• The Cohen-Macaulay type of A and the Cohen-Macaulay type of G coincide. In particular A is Gorenstein if and only if G is Gorenstein.
By using a result due to Robbiano (see [17] and also [8] 
The resolution of A is minimal if and only if β i (A) = β i (G) for each i ≥ 0. In this case A is called of homogeneous type. Examples of local rings of homogeneous type can be find in [19, 8] . Corollary 4.12 shows that A = K [[τ a 0 , . . . , τ a n ]] is of homogeneous type provided that a 0 , . . . , a n is a generalized arithmetic sequence with n ≤ 3 or a 0 ≤ 2n.
Preliminaries
]/I, be a one dimensional local domain corresponding to a monomial curve in the affine space. Suppose that 0 < a 0 < · · · < a n , n ≥ 2, with gcd(a 0 , . . . , a n ) = 1 and the numerical semigroup S = a 0 , . . . , a n is minimally generated by a 0 , . . . , a n . Let m = (τ a 0 , . . . , τ a n )A be the maximal ideal of A. The multiplicity of A, e(A), is a 0 and the embedding dimension of A, µ(A), is n + 1 and n + 1 ≤ a 0 [24] . Let x ∈ S, as in [13] , define the maximal degree of x in S to be maxdeg S (x) = max{ } is a minimal generating set for m k with at most a 0 elements. If we write x ∈ S as N-linear combination of a 0 , . . . , a n , we say x is maximally expressed when the sum of the coefficients is equal to the maximal degree of x in S. [20] .
Consider the following surjective homomorphism of graded rings:
Since gr(S) is the associated graded ring of a monomial curve C, ker(φ S ) is the initial ideal I * . It is easy to see that ker(φ S ) has a homogeneous generating set consisting of a finite number of monomials and binomials.
From now on in this section we assume that the numerical semigroup S is generated by a 0 < · · · < a n such that {a 0 , . . . , a n } is an arithmetic sequence, i.e.,
Next lemma helps us to characterize I * .
Lemma 2.2. Let I * be the initial ideal corresponding to S. (ii) It is enough to show that for each 0 ≤ l < n such that c l > 0, 
(iii) It is straight forward by using induction on k.
We recall that G is Cohen-Macaulay (Proposition 1.1 in [11] ) and, if a 0 = (t − 1)n + r, t ≥ 2 and 1 ≤ r ≤ n, then the
(see Corollary 1.10 in [11] ). We denote I * by I * (t,r) . For example if S is generated by a 0 < · · · < a 5 and a 0 = 15 the corresponding ideal is I * (3, 5) . A crucial fact will relate I * with the ideal J of P = K [x 0 , . . . , x n ] generated by 2 × 2 minors of the matrix
It is well known that J is the ideal of a rational normal curve in the standard embedding. By Lemma 2.2 one can easily see that
, for each t, r. Using this easy fact and the Hilbert function of G, in the next lemma we find a nice relation between J, I * (t,r) , I * (t,r+1) . As a corollary we have a minimal system of generators for each I * (t,r) , and some short exact sequences which will be very useful for our main purpose that is computing Betti numbers. This is a new method to find a minimal system of generators for I * avoiding standard basis. We denote the minimal number of generators of an ideal
Proof. We denote by HS P/I * (t,r)
the Hilbert series of G, when a 0 = (t − 1) × n + r.
(i) Suppose that S is a numerical semigroup, generated by an arithmetic sequence, corresponding to I * (t,n) . We know that
Therefore, there is no monomial of degree less than t in I * (t,n) . But HF P/I * (t,n) (t) = tn and hence
The short exact sequence 0 → [P/J](−t) → P/J → P/(J + x t n ) → 0 and Hilbert series of P/J, which is
(ii), (iii) Suppose that i = 1. The Hilbert series of I * (t,n−1) is
As previous, suppose S is a numerical semigroup corresponding to I *
Thus, there exist no monomial of degree less than t in I * (t,n−1) and Lemma 2.2 implies
Consider the short exact sequence 
By induction and repeating the above method, one can prove (ii), (iii) for any 2 ≤ i ≤ n − 1.
] be a local ring corresponding to a semigroup S minimally generated by arithmetic sequence a 0 , . . . , a n . a 0 = (t − 1)n + r, t ≥ 2 and 1 ≤ r ≤ n. Then , where J is the ideal of P generated by 2 × 2 minors of the matrix
(v) The following short sequences are exact:
Generalized arithmetic sequences
The main idea of this section is to relate the numerical properties of a semigroup S minimally generated by a generalized arithmetic sequence a 0 , . . . , a n to the properties of the semigroup S generated by the arithmetic sequence that ''gives rise'' to S . Let {a 0 , . . . , a n } be an arithmetic sequence, i.e., a i = a 0 + id, gcd(a 0 , d) = 1 and S be the semigroup generated by them. Let h > 1, a 0 = a 0 and for 1 ≤ i ≤ n, a i = ha 0 + id and S be the semigroup minimally generated by a 0 , . . . , a n . For example if S = 7, 10, 13, 16, 19 and h = 2, then S = 7, 17, 20, 23, 26 .
We prove that gr(S ) is Cohen-Macaulay and the Hilbert function is the same as Corollary 1.10 of [11] . We recall that a generalized arithmetic sequence is a special case of almost arithmetic sequence which means a sequence m 0 , . . . , m k where m 0 , . . . , m k − 1 are an arithmetic sequence and m k is an arbitrary integer. Molinelli, Patil and Tamone in [13] gave some inequalities, using Apery set and positive integers λ, µ, ω, ν, υ, z, u, (see [13] for definitions and more information) to control Cohen-Macaulayness property in some cases. One might be able to prove Corollary 3.2 with their method. We avoid this and prove it directly by a very easy comparison between elements of S and S. It is worthy to remark that in [15] , the authors computed the Hilbert function for the case of almost arithmetic sequences just for m k > m 0 .
Next lemma plays a key role in our method. 
which is a contradiction. So gr(S ) is Cohen-Macaulay.
In the following we show that the Hilbert function of gr(S) is the same as the Hilbert function of gr(S ). For this we need one more lemma. 
Continuing this process, finally reaches a contradiction. Therefore, a s + ma n is maximally expressed in S . 
Theorem 3.4. The Hilbert function of gr(S ) is the same as the Hilbert function of gr(S).
(ii) The initial ideal corresponding to gr(S ) is [11] .
Proof. (i)
(ii), (iii) 
In addition, x 0 is P/I * (t,r) -regular and (P/I * (t,r) )/x 0 (P/I * (t,r) ) ∼ = P/( x 0 + L) as a P-module. Therefore, for each i ≥ 0, H P/L (i) = H P/I * (t,r) (i) = H P/I * (t,r) (i). Thus, L = I * (t,r) . Example 3.6. Let S = 7, 17, 20, 23, 26 , then gr(S ) is Cohen-Macaulay. 7 = 1 × 4 + 3. So, t = 2 and r = 3.
The Betti numbers
Through this section we compute the Betti numbers of an associated graded ring G of a numerical semigroup S corresponding to a generalized arithmetic sequence. Our method is based on Corollary 2.4. and the mapping cone technique. Although the result of a mapping cone is not a minimal free resolution in general, it is possible to take advantage from it to get information about Betti numbers.
As a result we have the Betti numbers of G for the case of generalized arithmetic sequence. We prove that G is level and give a necessary and sufficient condition for Gorenstein property of G. And finally, we compare properties of the local ring A with graded ring G.
The following theorem is the main result of this paper. 
To prove the Theorem 4.1, we need some remarks and theorems.
Let a 0 , . . . , a n be an arithmetic sequence minimally generating S, t and r as before and, I * (t,r) the ideal defining G in P. In the following we find a free resolution (F ., δ.) for G which is not minimal in most cases but the differential maps are very special and we can read the Betti numbers from this resolution directly. For our purpose we need to recall that the minimal free resolution of P/ x 1 , . . . , x n is the Koszul complex associated to x 1 , . . . , x n and the minimal free resolution of P/J, were J is given in Remark 4.3, is the Eagon-Northcott complex of the matrix M ( [5] , Corollary 6.2).
We describe the Koszul complex and the Eagon-Northcott complex by means of exterior algebras on symbols e 1 , . . . , e n .
In the following will be useful to fix the notations and the properties of the well known Eagon-Northcott complex.
Notation 4.2. For
k = 0, 1, k (e i 1 ∧ · · · ∧ e i s ) = s j=1 (−1) j+1 x i j +k−1 e i 1 ∧ · · · ∧ e i j ∧ · · · ∧ e i s (1 ≤ i 1 < · · · < i s ≤ n)
Remark 4.3 (See [3] for the General Setting).
Let J be the ideal of P generated by 2 × 2 minors of the matrix M =
. . .
. The Eagon-Northcott complex for J is given by:
where for 1 < s ≤ n − 1, F s is the free P-module generated by
where λ 0 and λ 1 are symbols and F 1 is generated by e i 1 ∧ e i 2 ⊗ 1(
. The differential maps are:
and for s ≥ 2,
where in the right hand side we consider just the summands with non-negative powers on λ 0 and λ 1 . Now, we are ready to apply mapping cone to short exact sequences in Corollary 2.4v. For P/I * (t,n) we use the first sequence,
to obtain a free resolution of P/I * (t,n) , as a mapping cone of complex homomorphism ψ (0) : G → F which is a lifting of
[P/J](−t)
x t n → P/J where G is a shift of F. We denote this resolution by (F (0) , δ (0) ). One can easily see that ψ (0) i is also multiplication by x t n for 0 ≤ i ≤ n − 1, i.e., if 1 is the basis of G 0 and e Thus, by Proposition 6.15 of [5] , (F (0) , δ (0) ) is the minimal free resolution of P/I * (t,n) . The following theorem is the precise description of this resolution.
Theorem 4.4.
The minimal free resolution of P/I * (t,n) is:
Where for 2 ≤ i ≤ n,
is given as the differentials in the Eagon-Northcott
complex on the bases corresponding to F and
and for s ≥ 3,
Here on the right hand side we consider just the summands with non-negative power on λ 0 and λ 1 . and the minimal free resolution of it, is given by Theorem 4.4.
To find a free resolution for each P/I * (t,n−j) we apply iterated mapping cone in the second short exact sequences in Corollary 2.4v, which is for 1 ≤ j ≤ n − 1,
Since in each step we need the Koszul complex and the complex obtained in the previous step, we use the following notation to avoid confusion.
In a step j, 1 ≤ j ≤ n − 1, we show the Koszul complex by K (j) and its basis by e (j+1)
And, the result of mapping cone, as a free resolution of P/I * (t,n−j) will be shown by (F (j) , δ (j) ). For our purpose, we need to compute the graded complex homomorphisms ψ (j) :
we show the basis of F (j) s by the same symbols corresponding to the basis of F (j−1) s and K (j) s−1 . More precisely:
for the bases of degree −2 and 1 , . . . , j+1 for the bases of degree −t.
for the basis of degree −t − s + 1.
Via computations by the mapping cone technique, we obtain the following proposition. Proposition 4.6. As a P-module, P/I * (t,n−j) (1 ≤ j ≤ n − 1, t ≥ 2) has a free resolution (F (j) , δ (j) ) of the form:
where for 2 ≤ s ≤ n + 1,
The differential maps on the common symbols with Theorem 4.4 act the same and for 2 ≤ k ≤ j + 1,
n .
•
where, in this formula 0 (e
) is omitted if k = 2 and the summands with negative power on λ 0 or λ 1 are also omitted.
Proof. The proof is by induction on j. We compute an appropriate lifting ψ (j) , for 0 → [P/ x 1 , . . . , x n ](−t) → P/I * (t,n−j+1) .
The first step is j = 1. Let K (1) be the Koszul complex generated by x 1 , . . . , x n shifted in degree by −t and denote the bases of
The differential maps of K (1) are given by 1 (e
is the free resolution of P/I * (t,n) described in Theorem 4. By induction hypothesis suppose for 1 ≤ j < n − 1, we have found the free resolution described for P/I * (t,n−j) in the theorem. We prove the theorem for j + 1. We apply (2) for j + 1. So we have the following short exact sequence: 
where the summands with negative power on λ 0 or λ 1 are omitted.
One can see that these maps define a complex homomorphism and the mapping cone implies the claim of the theorem for j + 1, and the proof is complete.
Remark 4.7.
It is clear that the free resolutions described in Proposition 4.6 for P/I * (t,n−j) , 1 ≤ j ≤ n, are not minimal but differential maps δ (j) have some good properties that help us to find Betti numbers easily. We try to explain these properties by using the matrices of δ (j) . For each s, 3 ≤ s ≤ n + 1, let M s be the matrix of δ (j) s with respect to the bases defined just before the Proposition 4.6. Let ν s = min{s − 2, j}. We label the columns and rows of M s with the same symbols as the basis of F (j) s and F (j) s−1 . Let • There are exactly v s n s−1 invertible entries in M s and these entries are in M s .
Using these properties, we can change the basis of F (j) s and find a trivial subcomplex G (j) of the form:
again a free complex. Since G (j) is exact, the long exact sequence on homologies corresponding to the short exact sequence of complexes
is a free resolution of P/I * (t,n−j) . In this way we delete all the basis corresponding to invertible elements and the result is the minimal free resolution.
Using the above discussion, we can prove the Theorem 4.1. For the rest of this section we suppose that S is a numerical semigroup minimally generated by the generalized arithmetic sequence a 0 , ha 0 + d, . . . , ha 0 + nd, where n ≥ 2, a 0 , d, h are positive integers and gcd(a 0 , d) = 1. Moreover, there exist integers t ≥ 2 and 1 ≤ r ≤ n such that a 0 = (t − 1)n + r. If h > 1, considering Corollary 3.5, the defining ideal of G in P, I * (t,r) , is
the element x 0 is P-regular and P/I * (t,r) -regular. Also, (P/I * (t,r) )/x 0 (P/I * (t,r) ) ∼ = P/( x 0 + I * (t,r) ).
Therefore, the tensor product of the minimal free resolution of P/I * (t,r) with P/ x 0 , provides the minimal free resolution of Denote the Cohen-Macaulay type of a graded or local ring A by type(A).
Corollary 4.10. The ring G is level.
Proof. It is known that type(G) is equal to the dimension of the last syzygy module of G. Therefore, Theorem 4.1 implies that for r > 1, type(G) = r − 1 and for r = 1, type(G) = n. Hence the result can be concluded by Corollary 3.5.
Let I * be the ideal defining G and I be the ideal defining A. 
A is Gorenstein if and only if G is Gorenstein if and only if r = 2. 4. A is complete intersection if and only if G is complete intersection if and only if n
Proof. For G it is enough to consider Theorem 4.1 and for A we refer to Theorem 3.3.7 and 3.4.6 of [14] to control 1 and 2. Conditions 3 and 4 are easy consequences of 1 and 2. See also [6, 9] .
It is clear that from Theorem 4.1, we also have total Betti numbers of graded ring G. We show (total) Betti numbers of A and G by β i (A) and β i (G).
Let
There is a general result due to Robbiano (see [17] and also [8] ) which says that from a minimal P-free resolution of the associated graded ring G, we can build up an R-free resolution for the local ring A, which is not necessarily minimal. Hence, for the Betti numbers of A and G one has Proof. For t = 2 see Proposition 1.13 of [19] . For n = 2, 3, it is enough to apply the Corollary 4.11.
We remark that the Betti numbers of A, just in the case of arithmetic sequence and n = 3 have been computed in [21] .
