We consider self-similar solutions to Smoluchowski's coagulation equation for kernels K = K(x, y) that are homogeneous of degree zero and close to constant in the sense that
Introduction
In this article we consider self-similar solutions to Smoluchowski's mean-field model for coagulation. The model applies to a system of particles in which at any time two particles can coagulate to form a larger particle. If φ(ξ, t) denotes the number density of particles of size ξ > 0 at time t, then φ satisfies the following nonlocal integral equation. (1) Here K(ξ, η) denotes the so-called rate kernel, a nonnegative and symmetric function, that describes the rate at which particles of size ξ and η coagulate. The kernel K depends on the microscopic details of the coagulation process and many different type of kernels can be found in the applied literature (see for example [Ald99, Dra72] and the references therein). Most notable is Smoluchowski's kernel K(ξ, η) = K 0 ξ 1/3 + η 1/3 ξ −1/3 + η −1/3 , that has been derived in Smoluchowski's original paper [Smo16] to describe coagulation in a homogeneous colloidal gold solution. The main assumptions in the derivation are that particles are spherical, diffuse by Brownian motion when they are well-separated and coagulate quickly when two particles become close. Then ξ 1/3 + η 1/3 is proportional to the diameter of two particles of volume ξ and η respectively, whereas ξ −1/3 + η −1/3 is due to Einstein's formula proportional to the diffusion constant. An important aspect of solutions to (1) is mass conservation. Since mass is neither created or destroyed on a microscopic level, one would expect that the same is true on the macroscopic level, that is solutions of (1) should satisfy 
In fact, integrating (1) and exchanging the order of integration, one finds formally (2). However, it is well-known by now that (2) is not true in general. It has first been established for the multiplicative kernel K(x, y) = xy, (see e.g. [McL62] ) and later for more general kernels which grow faster than linearly at infinity [Jeo98, EMP02] , that there is a finite time t * ≥ 0, that depends on the kernel and on the initial data, such that mass is conserved up to time t * and decays afterwards. This phenomenon is known as gelation and corresponds to the creation of infinitely large clusters at the finite time t * . If, on the other hand, the kernel K grows at most linearly at infinity, then mass-conservation of solutions has been established for a large range of kernels (see e.g. [Nor99, LM02, LM04] ).
A fundamental issue in the analysis of coagulation equations is the dynamic scaling hypothesis. It states that for homogeneous kernels, solutions to (1) converge to a uniquely determined self-similar solution, either as time goes to infinity, or, in the case of gelation, as time approaches the gelation time. However, this issue is only well-understood for the so-called solvable kernels, K(x, y) = const, K(x, y) = x + y and K(x, y) = xy for which explicit solution formulas are available. In fact, for those kernels it has been established that there is one self-similar solution with finite mass, and convergence to this solution under some assumptions on the data has been established in a range of papers [KP94, DT00, MP04, LM05, CMM10]. In [MP04] it was also established that in addition to self-similar solutions with finite mass there exists a family of self-similar solutions that have fat tails. Furthermore, in [MP04] the domains of attraction of all those solutions have been completely characterized. However, the proofs of all these results rely on the use of the Laplace transform or on explicit formulas for the self-similar solutions and cannot, at least not directly, be extended to any other kernel. More recently, some results on self-similar solutions to (1) for kernels that are homogeneous with degree λ < 1 have been established. First, existence of self-similar profiles with finite mass for a large range of such kernels has been proved in [FL05, EMRR05] and properties of such solutions have been investigated [EM06, FL06, CnM11, NV11] . In addition, the existence of self-similar solutions with fat tails has been established for kernels that are bounded as K(x, y) ≤ C(x λ + y λ ) for λ ∈ [0, 1) in [NV13b] . However, it has been an open problem whether solutions with a given tail behaviour, are unique. In this paper we present the first such result for non-solvable kernels. More precisely we prove that self-similar solutions with finite mass are unique if the kernel K is homogeneous with degree zero and is close to the constant kernel in the sense outlined below (see (9)-(11)). To describe our result in detail we recall that self-similar solutions with finite mass to (1) for kernels K of homogeneity zero are given by
where f satisfies
It is convenient to rewrite equation (4) as
and by integrating (6) to reformulate (4) as
We call f a self-similar profile with finite mass to (1) if f ∈ L 1 loc (R), f ≥ 0, xf (x) dx < ∞ and if f satisfies (7) for almost all x ∈ R. Notice also, that if f is a solution to (7), then so is the rescaled function g(x) = af (ax) for a > 0. We can fix the parameter a by fixing M in (5). Our goal in this paper is to show that solutions to (7) and (5) are unique if the kernel K is close to the constant one. More precisely we make the following assumptions on the kernel: We assume for the kernel
Furthermore we assume that there exists ε > 0 and α ∈ [0, 1) such that
for all x, y > 0 ,
and that K is differentiable with
The last assumption could be weakened in the sense that it would suffice that a Hölder norm of K is small locally with a certain blow-up rate as x, y → 0. Assumption (11) is just somewhat easier to formulate and it is also satisfied (up to the smallness assumption) by kernels one typically encounters in applications.
Theorem 1.1. Assume that K satisfies the assumptions (8)-(11) and let f 1 and f 2 be two self-similar profiles that satisfy (5). Then, if ε is sufficiently small, we have
The key ingredients of our proof are the following. In Section 2 we collect several a priori estimates. First, we need certain regularity of the solutions as x → 0 and it is for those estimates that we need a uniform lower bound on the kernel. In fact, it is known that for kernels that are not uniformly bounded away from zero (e.g. the diagonal kernel) solutions have less regularity than what we need for our proof. In order to derive these results and also for the contraction argument in the uniqueness proof we consider, as in [MP04] for the solvable kernels, the desingularized Laplace transform of f , for which we can derive an approximate differential equation (see Lemma 2.2). Another key estimate is that any self-similar solution with finite mass decays exponentially as x → ∞ (cf. Lemma 2.5 and Lemma 2.7). This result and more detailed estimates for the behaviour for large x is contained in [NV13a] . For completeness we present the proof of the upper bound that is needed here in the Appendix. In Lemma 2.8 we show that the self-similar solution is close to the one for the constant kernel in the sense that their Laplace transforms are close. The contraction argument that gives uniqueness is contained in Section 3. Again, the key idea is to consider a suitable norm (cf. (41)) that is a weighted norm of the desingularized Laplace transform and hence measures the distance of solutions in the weak topology.
For the following it is convenient to use the normalization M = 1 in (5), such that the self-similar solution for K = 2 is f (x) = e −x .
2 A priori estimates
Properties of the Laplace transform
For the following we use what is sometimes called the desingularized Laplace transform of f , given by
The function Q is defined for all q ≥ 0 and due to (5) we have Q(0) = 0. Normalizing the mass M = 1 also implies that Q ′ (0) = 1. We will see later, see Lemma 2.5, that the function Q is defined on (−δ, ∞) for some δ > 0.
For the following we define
We first need to show via some a-priori estimates that M(f, f )(0) = 0.
Lemma 2.1. If K(x, y) ≥ c 0 > 0 and if f is a solution to (7) and (5) then
Proof. We first notice that the proof of Lemma 2.1 in [NV11] applies without any change to conclude that
Then, by a dyadic argument, we conclude with (14) that
As a consequence, we can estimate
Furthermore, using (5), we have
and we can similarly conclude that the term 1/2q 0 ∞ 1/2q dy dx.... converges to zero as q → 0, which proves the claim.
To obtain further estimates we derive a differential equation for Q.
Lemma 2.2. The function Q satisfies for all q with Q(q) < ∞ that
Proof. Multiplying (7) by e −qx and integrating we find, after changing the order of integration, that
and as a consequence we find
By definition, we have Q(0) = 0 and Lemma 2.1 implies that M(f, f )(0) = 0. Hence, integrating the previous identity we deduce the claim.
In the following we denote byQ the desingularized Laplace transform for the case
In the following Lemma we derive some a-priori estimates for Q and M that are essential for our analysis and follow rather easily from the lower bound on K.
Lemma 2.3. If K(x, y) ≥ c 0 > 0 for all x, y > 0, then the following estimates hold.
Proof. With the assumption on K we can deduce from (16), written with K instead of
Hence, by comparing with the solution of the corresponding ODE, the function Q is uniformly bounded. Since Q is increasing, statement (18) follows. Next, we have
which together with (18) establishes (19). Then it follows from the equation for Q that
and by monotone convergence we find (20) in the limit q → ∞. Denoting this limit by J we finally get that
which proves (21).
Regularity near zero
In the following Lemma we prove a certain regularity for f as x → 0. As already mentioned in the introduction, this result relies on a uniform lower bound on the kernel. In fact, for the diagonal kernel, the corresponding result is known not to be true, since solutions behave as f (x) ∼ C x as x → 0 and thus (22) and (23) do not hold.
Lemma 2.4. Given η > 0 there exists ρ 0 > 0 such that for sufficiently small ε
As a consequence we obtain
Proof. We have seen in Lemma 2.3 that
Using (9), (16) and (24) we can derive the following differential inequality for the positive function Z(q) := Q(∞) − Q(q):
We know that given δ > 0 we have Q(∞) ∈ (1 − δ, 1 + δ) if ε is sufficiently small. Hence Z(q) ≤ δ for q ≥q whereq is sufficiently large. As a consequence we obtain
which implies
and thus
Choosing q = 1 ρ , the estimate (22) follows. To obtain (23) we use a dyadic argument. More precisely, we estimate for η < 1 − α that
Exponential decay
A key result for our analysis is the following decay estimate. If f is a solution of (7) and (5) then it decays exponentially fast. This fact as well as stronger results can be proved for a much larger class of kernels than considered in this paper (see [NV13a] ). For the convenience of the reader we present the proof of Lemma 2.5 in the appendix.
Lemma 2.5. There exist constants C, a > 0 such that any solution of (7), (5) satisfies
for all x ≥ 1 .
Remark 2.6. Due to the invariance of (7) under rescaling, we can obtain that f (x) ≤ Ce −x , but have to give up (5) instead.
As a consequence of Lemma 2.5 one also obtains the following result.
Lemma 2.7. Let f (x) be a solution to (7) and (5) such that
Proof. The statement follows from the observation that the function g(x) = f (x)e −ax satisfies the inequality
which is sufficient to apply the proof of Lemma 2.5 to g(x).
The solution is close to the one for the constant kernel
Our next Lemma shows that Q is close toQ for small ε as long as we stay away from the singularity ofQ, that is q = −1.
Lemma 2.8. Given δ > 0 and ν > 0, we have for sufficiently small ε > 0 that
Proof. We denote G(q) := Q(q) −Q(q) such that G satisfies the equation
and G(0) = 0 as well as due to our normalization G ′ (0) = 0. Integrating (27) we find
We first consider q 0 = 0 and recall that by our assumptions lim q→0
such that G 0 = 0. From Lemma 2.5 we know that there exists η > 0 such that Q and hence G are defined for all q ∈ [−η, ∞). By linearizing 1 − e −qx , which is possible due to Lemma 2.7, we have the estimate
2 . Then, we obtain from (28)
and Gronwall's inequality implies
which implies that we can choose ρ = η and have the desired estimate in [−η, η].
We are now going to derive the estimate in [−1 + ν, −η]. To that aim observe that M can be estimated, recalling (23), by
We know that |Q(q)| ≤ C ν for q ∈ [−1 + ν, −η]. We consider now an interval [−ρ, −η] such that |Q(q)| ≤ 2|Q(q)| ≤ 2C ν . We know from Lemma 2.7 that Q(q) is defined on a larger interval, if Q(q) remains bounded. Then (16) and (29) imply that in [−ρ, −η] the function Q satisfies an equation of the form
with |a(q)| ≤ Cε and |b(q)| ≤ Cε and by linearization
Then G solves −qG
where δ 1 can be made arbitrarily small if ε is small. We can then use the representation formula (28) for G and Gronwall's inequality to conclude that
and this in turn implies that we can take ρ = −1 + ν and we have the desired estimate in [−1 + ν, η].
The corresponding estimate in [η, ∞) follows similarly, using that due to (18) we have a uniform bound on Q and thus we also have (30).
Our next Lemma shows that Q blows up at a point q * that is close to −1 and it blows up with the same rate asQ.
Lemma 2.9. Given δ > 0 there exists ε > 0 such that there exists q * with |q * + 1| ≤ δ and lim q→q * |Q(q)| = ∞. Furthermore there exists r > 0 such that
Proof. From the previous Lemma we know that q * ≤ −1 + ν where ν can be made arbitrarily small with ε. To obtain a lower bound on q * we return to (29) and derive
We find that V satisfies
Indeed, this follows from
Given η > 0 we now choose ν in Lemma 2.8 such that with
Then we define a decreasing sequence q n in the following way:
We are going to show by induction that
In fact, it follows from (34) and (35) that
Inserting (32) into (34) we obtain for q ∈ [q n+1 , q n ], taking also into account that |Q(q)| is increasing for decreasing q, that
As a consequence, we obtain that Q satisfies for q ∈ [q n+1 , q n ]
Integrating this equation, we find
and in particular, due to the monotonicity of Q and the definition of the sequence {q n } in (35), we deduce (37) and (38). Then
As a consequence of this and (38), we obtain that Q blows up at a point q * ≥ q 0 − 7 4|Q(q 0 )| . It remains to prove (31). We return to (40) to obtain
Iterating this argument we find
As a consequence
we also find
and the proof of (31) is finished.
Uniqueness proof
From now on we rescale the solution such that the singularity of its desingularized Laplace transform Q is at q = −1. We denote the corresponding functions again by f and Q respectively. Since all the transforms are defined on the interval (−1, ∞) we can define the following norm, that is particularly suited for our uniqueness proof:
As a corollary of Lemmas 2.8 and 2.9 we obtain the following.
Lemma 3.1. Given δ > 0 there exists ε > 0 such that
The representation formula
Our next goal is to derive a representation formula for U := Q −Q. Then U satisfies the equation
and U = o 1 1+q as q → −1.
Lemma 3.2. The solution to (43) can be represented as
Furthermore, if U 1 and U 2 are two such solutions, then
Proof. Integrating the equation
and thus (44) follows.
The contraction argument
Proposition 3.3. Let U 1 and U 2 be two solutions of (43) as in Lemma 3.2 then we have
Proof. We deduce from (45) that
The first term is easy to estimate. In fact, using (42), we find for sufficiently small ε that
The main task is to derive a similar bound on the second term in (46). We formulate this main result as a proposition and postpone its proof to the next section.
Proposition 3.4. For sufficiently small ε we have
With Proposition 3.4 the statement of the theorem follows.
Proof of Proposition 3.4
We first notice that it suffices to prove Proposition 3.4 for W (x, y) that satisfies (9)-(11) with ε = 1. The result then follows by scaling. For the proof of Proposition 3.4 we argue by contradiction. Suppose that (48) (with ε = 1) is not true. Then there exist sequences {W n }, {f 1,n }, {f 2,n } and {q n } such that, with U i,n denoting the corresponding functions as above,
and 1
By our regularity assumption (11) we can assume without loss of generality that there exists a function W * = W * (x, y), satisfying (8)- (11) such that
We now collect some a-priori estimates for solutions f .
Lemma 3.5. Let f be a solution to (4).
Proof. The first estimate (52) and the third (54) follow from (42), the second (53) has been proved in Lemma 2.4. We can now deduce (55) from (54). In fact, choosing q < − log 2, we have
for q ∈ (−1, − log 2) .
Choosing now 1 + q = 1 R and x ∈ (R, 2R) estimate (55) follows. Finally, estimate (56) follows from (55) via the usual dyadic argument, that is
We now write
Now assume that q n → q * ∈ (−1, ∞]. In this case we can use the following estimate for H.
Lemma 3.6.
Proof. If x, y ≤ 1, the estimate is immediate by linearizing the function 1 − e −sx . If x, y ≥ 1, then the main contribution to the integral comes from the region s ∼ −1. In
In a neighborhood of s = 0 we can again linearize, while for s ≥ 1 L we just use the upper bound 1 − e −sx 1 − e −sy ≤ 1. If e.g. x ≥ 1 and y ≤ 1, the result follows analogously.
Remark 3.7. If q n → q * ∈ (−1, ∞), then it is obvious that H(q n , ·) converges locally uniformly in (0, ∞) 2 to H(q * , ·, ·). If q n → ∞, then H(q n , ·) converges locally uniformly to 2.
Then, if q > −1 + 1 L and if f is a solution to (4), we have, using Lemma 3.6, that for large R
where the last estimate follows from (52) and (56). Furthermore, using also (55), we arrive similarly at
Hence, in order to arrive at a contradiction to (50), it remains to show that for large but fixed R
(58) Since W n and H(q n , ·, ·) converge locally uniformly to their respective limits and since assumption (49) in particular implies that f 1,n −f 2,n → 0 locally in the sense of measures, we find that
as n → ∞ locally uniformly in x. Hence, we can derive (58) and we have proved a contradiction in case q n → q * ∈ (−1, ∞].
3.3.2 The case q n → −1.
This case is somewhat more difficult to treat. We introduce the rescaling
The integral (cf. (50)) for which we want to show that it converges to zero as n → ∞ becomes
We are going to derive a-priori estimates for g andH.
Lemma 3.8. We have for any solution f of (4) and g defined as in (59) that
Proof. The first estimate (62) follows from (52) and the definitions in (59), while estimate (63) is a consequence of (53).
To establish (64) we deduce from (54) that for q < 0 we have
We choose R = 1+qn 1+q for any q ∈ (−1, −1/2) to infer (64). Finally, we use the usual dyadic argument and (64) to estimate
which together with (63) gives (65).
Proof. Using the definitions ofH, the estimate follows exactly as in the proof of Lemma 3.6.
With these estimates we can control the regions near zero and infinity. Indeed, using (63), (65) and Lemma 3.9, we obtain
Second, we estimate
Using (64) we obtain
Furthermore,
Thus it remains to show that
as n → ∞.
Lemma 3.10. As q n → −1 we havẽ
Proof. We havẽ
(X+Y ) dx
We can estimate the second term on the right hand side as and the result follows after another rescaling of the integral on the right hand side.
Lemma 3.11. If f 1,n − f 2,n → 0 as n → ∞, then ∞ 0 e −θX g 1,n (X) − g 2.n (X) dX → 0 for all θ > 0. Hence g 1,n − g 2,n → 0 weakly in the sense of measures.
Proof. By the definitions we have 0 ← sup
Given θ > 0 we defineq n → −1 such that θ(1 + q n ) = 1 +q n . Then, using (62), (63) and (64), we find
as n → ∞. Since, the left hand side is just the Laplace transform of g 1,n − g 2,n , this proves the statement of the Lemma.
With Lemmas 3.10 and 3.11 we can deduce that (66) holds. This gives a contradiction to (50) and finishes the proof of Proposition 3.4.
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4 Appendix: Proof of Lemma 2.5
Proof. Dividing (7) by x, integrating and changing the order of integration on the right hand side we derive as a first a priori estimate that
Next, we denote for γ ≥ 1
Our goal is to show inductively that M (γ) ≤ γ γ e Aγ for some (large) constant A.
To that aim we first multiply (6) by x γ−2 with some γ > 1 and after integrating we obtain
By symmetry we also find
Due to (15) we have
Using (15) and (x + y) γ − x γ ≤ cx γ−1 y for y ≤ x γ , we find that
so that for the sum of both terms we can prove by induction that it is smaller than 1/2γ γ e Aγ . It remains to estimate
In the following {ζ n } ⊂ (0, 1] will be a decreasing sequence of numbers that will be specified later. Then we define a corresponding sequence of numbers κ n such that given a sequence {θ n } ⊂ (0, 1), also to be specified later, we have
Equivalently we have
With these definitions we have
where n 0 (γ) is such that ζ n 0 (γ) = 1 γ . We choose θ n such that for ψ θn (ζ) := log(1 + ζ) − θ n log ζ we have
This is equivalent to
We want to prove now by induction over γ that ( * ) ≤ 1 2 γ γ e Aγ . Inserting the corresponding hypothesis, this reduces to showing that ψ θn (ζ) + θ n log θ n + (1 − θ n ) log(1 − θ n ) = min
ψ θn (ζ) + (max − min) ζ∈[ζ n+1 ,ζn] ψ θn (ζ) + θ n log θ n + (1 − θ n ) log(1 − θ n ) = (max − min) ζ∈[ζ n+1 ,ζn] ψ θn (ζ) .
Thus we need to investigate (max − min) ζ∈[ζ n+1 ,ζn] ψ θn (ζ) = ψ θn (ζ n+1 ) − ψ θn (ζ n ) = log 1 + ζ n+1 1 + ζ n − θ n log ζ n+1 ζ n = log 1 + ζ n+1 − ζ n 1 + ζ n − ζ n 1 + ζ n log 1 + ζ n+1 − ζ n ζ n .
Expanding the nonlinear terms we find V := (max − min) ζ∈[ζ n+1 ,ζn] ψ θn (ζ) ≤ C |ζ n+1 − ζ n | 2 + (ζ n+1 − ζ n 2 ζ n .
We now split {1, 2, · · · , n 0 } into a finite number of sets {1, 2, · · · , N 1 }, {N 1 + 1, · · · , N 2 }, · · · , {N k−1 + 1, · · · , N k = n 0 } in the following way. We first define Making the ansatz ζ N 2 = γ −σ , that is N 2 ∼ γ 1/4 log γ, this implies that we need γ 1/4 γ ασ log γ γ ≪ 1 and this needs ασ < ). If σ = 1 we are done, otherwise we need to iterate. Thus, let us assume that σ 1 = 3 4α < 1. We define for k ≥ 2 the sequence σ k+1 = 1 2α (1+σ k ). Then, we define η k+1 = 1+ ζ N k+1 for n ∈ (N k+1 , N k+2 ] with ζ N k+1 = γ −σ k . Then N k+1 − N k = γ (1−σ k )/2 log γ and we find that our sum is controlled by Cγ (1−σ k )/2−1+ασ k+1 ≪ 1 by our definition of σ k+1 . Since α < 1 we find after a finite number of steps that σ k ≥ 1, and then we can stop the iteration. It remains to show that (68) implies the pointwise estimate for f . Indeed, (68) implies for R > 0 that
Aγ and thus 2R R f (x) dx ≤ exp γ(log(γ) + log(R)) + Aγ .
The minimum of ψ(γ) := γ(log(γ) + log(R)) + Aγ is obtained for γ = e −(A+1) R and thus Similarly, we can estimate by symmetry 
