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ABSTRACT
Recently, it was shown that a large class of non-bandlimited
signals that have a finite rate of innovation, such as streams
of Diracs, non-uniform splines and piecewise polynomials,
can be perfectly reconstructed from a uniform set of sam-
ples taken at the rate of innovation [1]. While this is true
in the noiseless case, in the presence of noise the finite rate
of innovation property is lost and exact reconstruction is no
longer possible.
In this paper we consider the problem of reconstructing
such signals when noise is present. We focus on the case
when a discrete-time signal is made up of a sum of weighted
Diracs and we propose a stochastic reconstruction method
based on the Bernoulli-Gauss model and on a maximum a
posteriori optimization. Our approach is numerically sta-
ble and yields precise reconstruction by sampling the sig-
nal way below the Nyquist rate, significantly outperforming
commonly used subspace methods [2, 3].
Applications of our method can be found in acquisition
and processing of signals in wideband communication sys-
tems, such as ultra-wideband (UWB) systems.
1. INTRODUCTION
Sampling theory has undergone a strong research revival
over the past decade, and more advanced formulations of
Shannon’s original theory have been developed, with imme-
diate relevance to signal processing and communications. It
was recently shown [1] that it is possible to develop sam-
pling schemes for a large class of non-bandlimited signals
that have a parametric representation with a finite number of
degrees of freedom, the so-called signals with a finite rate
of innovation. Such signals are uniquely represented by a
set of uniform samples taken at (or above) the rate of in-
novation, typically much lower than the traditional Nyquist
rate [4], leading to very efficient, critical sampling schemes
for a large class of signals.
In the presence of noise, the previous developed theory
is no longer applicable. However, it seems intuitive that
by sampling above the rate of innovation and using an ap-
propriate estimation procedure, it is possible to recover the
underlying signal with high precision. In this work we fo-
cus on the retrieval of discrete-time streams of K weighted
Diracs over a period of L samples, which has rate of in-
novation (2K + 1)/L. As in [1], the data we use for the
estimation process consists of sub-samples of the low pass
approximation of the streams of Diracs. We precise that
in [1] authors adopt a continuous-time model. However,
our discrete approach can approximate it at a very fine level.
Reconstruction for noiseless, discrete-time, finite rate of in-
novation signals have been studied in [5].
Our contribution is twofold: we propose a stochastic
approach that models the stream of Diracs as a Bernoulli-
Gaussian process [6] and derive an optimization criterion in
the frequency domain that has an algebraic structure with
an explicit relation between bandwidth of the low pass filter
and number of samples to be used and that assures numeri-
cal stability in the optimization process.
Numerical results show that it is still possible to pre-
cisely reconstruct the stream of Diracs by sampling near the
rate of innovation but still well below the Nyquist rate. A
comparison with subspace methods, commonly used in the
context of high-resolution harmonic retrieval [2, 3], shows
that the latter are outperformed by the Bernoulli-Gaussian
approach. As far as we know,this method provides the best
results, significantly better than the mentioned commonly
used approaches. However, such a performance is achieved
at a price of a high numerical complexity. It is then a nat-
ural benchmark candidate in the analysis of real-time algo-
rithms.
Applications of our method can be found in the analysis
of signal processing methods for wideband communication
systems, such as ultra-wideband systems. In such systems,
the rate of innovation can be up to several orders of magni-
tude lower than the Nyquist rate. Therefore, sampling close
to such a rate lead to very efficient processing schemes.
The outline of the paper is as follows. In Section 2,
we introduce the stochastic approach based on a Bernoulli-
Gaussian model. In Section 3, we formulate the optimiza-
tion problem in the frequency domain. Section 4 compares
the Bernoulli-Gaussian approach with the commonly used
subspace methods. In Section 5 we explore some attractive
applications, focusing in particular to the problem of ultra-
wideband communication.
2. NOISY SIGNAL MODEL: A
BERNOULLI-GAUSSIAN APPROACH
Consider a discrete-time stream of K Diracs affected by
noise
xl =
K∑
k=1
akδ(l − lk) + ²l, l = 0, . . . , L− l (1)
where lk ∈ {0, . . . , L− 1} and ak ∈
 
, are respectively,
the positions and the amplitudes of the K spikes, while ²l,
is the noise. The latter is modeled as a the realization of
a Gaussian white noise with variance σ2² , noted El (in the
following we will note a random variable and its realization
with a small and a capital letter respectively).
The stream of Diracs is modeled as one realization of a
Bernoulli Gaussian process. Such a process can be thought
of as a sequence of independent pairs of random variables
(Ql, Al), l = 0, . . . , L − 1, where Ql is a binary random
variable modeling the presence of a spike at position l, with
P (Ql = 1) = λ, for all l, and Al is a zero mean Gaus-
sian random variable modeling the amplitude, with variance
qlσ
2
a, where ql it the realization of the binary random vari-
able Ql. Hence, if for some l, we have ql = 1, then there
is a Dirac at position l and the corresponding amplitude is
the realization of a centered Gaussian variable with variance
σ2a. Otherwise (ql = 0), there is no Dirac at position l, and
indeed the signal amplitude is the realization of a zero-mean
degenerated Gaussian variable with a null variance which is
equal to zero with probability one.
Following the approach of [1], K positions and ampli-
tudes of Diracs are estimated from samples of the low pass
approximation of the noisy stream of Diracs, that is,
ym =
L−1∑
j=0
hm−l (xl + ²l) , m = 0, . . . ,M − 1, (2)
where 2K+1 ≤M ≤ L. We recall that 2K+1 is the min-
imum number of low-passed samples required to perfectly
reconstruct a stream of K Dirac in the absence of noise and
it corresponds to the degree of freedom of such a signal [1].
As we shall see in the following, M is an even number fixed
by the lowpass filter bandwidth [−(M−1)/2, (M−1)/2]. It
represents the number of non-zero Fourier coefficient of the
lowpass approximation and, therefore, the number of low-
pass samples used for the reconstruction. Since M ≤ L, we
shall refer to ym, as sub-samples of the low-pass approxi-
mation.
Let y = {y0, . . . , yM−1}, x = {x0, . . . , xL−1}, ² =
{²0, . . . , ²L−1} and define the matrixH(l,m) = hm−l, where
l = 0, . . . , L− 1, m = 0, . . . ,M − 1. We can then com-
pactly write (2) as, y = H (x+ ²) . (3)
3. MAP ESTIMATION OF POSITIONS AND
AMPLITUDES
Positions and amplitudes are sequentially estimated from y
using a maximum a posteriori approach [6, 7]: first we es-
timate the position through maximization of the posterior
marginal likelihood
q̂ = argmaxP (q | y) ∝ f (y | q) (4)
and then the amplitudes are determined through maximiza-
tion the following a posteriori likelihood
â = argmax f (a | y, q̂) ∝ f (y | a) f (a | q̂) .
Such a sequential approach is preferable since a joint MAP
estimation of positions and amplitudes gives poor estimates [8].
We remark that since the number K of Diracs is known, the
a priori Bernoulli distribution P (q) of the positions does
not appear in expression (4).
Since lowpass filtering maintains Gaussian characteris-
tics, determination of a is a classical MAP estimation prob-
lem under linear and Gaussian assumption and the solution
can be expressed in closed form [6, 7]. Therefore, in the
following we will focus on the estimation of q.
In this work we formulate the optimization problem in
the frequency domain. Using this approach we take into ac-
count only the non-zero Fourier components, thus avoiding
numerical instability in the optimization process. We adopt
the notation X and Y for the Fourier representation of the
stream of Diracs and its low pass approximation, respec-
tively. Note that the latter is characterized by M non-zero
terms. The transformation from time to frequency domain
is performed by mean of the Vandermonde matrix
V(l,m) = e
−i2pilm/L, i,m = 0, . . . , L− 1.
Then, in the frequency domain, the noisy stream of Diracs
reads X = V x. Knowing q, X can be seen as the real-
ization of a zero-mean Gaussian random vector with covari-
ance matrix given by
R = VΠV ′σ2a + V V
′σ2²
where Π is a diagonal matrix, with diagonal equal to q.
Therefore, the [−(M − 1)/2, (M − 1)/2] low-pass approx-
imation Y of the noisy stream of Diracs can be modeled as
the realization of a zero-mean Gaussian random vector with
covariance matrix given by
R = V˜ΠV˜ ′σ2a + V˜ V˜
′σ2²
where V˜ =
[
V (1 : (M − 1)/2, :)
V (L− (M − 1)/2 : L, :)
]
.
Then, giving M DFT values of the low pass approx-
imation Y =
{
Y1, . . . ,Y(M−1)/2,YL−(M−1)/2, . . . ,YL
}
,
estimation of the positions q is achieved thorough the max-
imization of the log a posteriori likelihood function
LLF (q) = −YR−1Y − log (|R|) .
This maximization can be globally performed by means of
stochastic algorithms, such as simulated annealing, or lo-
cally performed by semi-stochastic or deterministic algo-
rithm. Note that in the case of a small number of Diracs,
simulated annealing with a finite annealing schedule [9] may
be an attractive time-efficient approach. In view of the bench-
mark use of the numerical results, a direct exhaustive op-
timization search can provide an easy-to-implement opti-
mization method.
4. NUMERICAL RESULTS AND COMPARISON
In order to illustrate the numerical performances of the method
we have presented, we have considered discrete time streams
of 2 weighted Diracs in a length 512 signal. The posi-
tions are randomly chosen according to a uniform distribu-
tion over [1, 512], while the weights are sampled from i.i.d.
zero mean Gaussian random variables with unit variance.
Therefore, the average signal power is equal to 2/512. The
noise is supposed white and Gaussian and we shall consider
three different variances, 28, 27 and 26, corresponding re-
spectively to a SNR of 0db, −6.9db and −19.9db.
Estimation of the position has been achieved thought
an exhaustive optimization search, while, as stated in the
previous section, the amplitudes have been determined in a
closed form.
The results obtained with the Bernoulli-Gaussian ap-
proach are compared to to those obtained by classic har-
monic retrieval methods, such as ESPRIT, MUSIC and state-
space method. As stated in [2], ESPRIT and MUSIC have
similar statistical accuracy and in our numerical simulations
they have provide very similar results. Therefore, only the
ones obtained with ESPRIT are shown. We also consider the
annihilating filter method, which is the approach adopted
in [1] for estimating the Diracs in the absence of noise.
Each method is tested for the three different values of
SNR and five different bandwidths of the low-pass filter, i.e.
five different numbers of samples. More precisely, the low-
est number of samples we consider is the one dictated by the
degrees of freedom of the signal, i.e. the minimum number
of samples required to perfectly reconstruct the signal in the
absence of noise [1]. In particular, results are plotted versus
the ratio between the number of samples and the number of
degrees of freedom.
We focus on the mean square error for the estimation of
the positions only. Each method is tested on one thousand
signals (ten stream of weighted Diracs, each one added to
one hundred realizations of the noise). The corresponding
one thousands estimation errors are then averaged and nor-
malized by the length of the signal (relative error), i.e.
error =
∑1000
j=1 ‖q̂j − qj‖2
1000
×
1
512
.
Figure 1 shows the performances of the Bernoulli-Gaussian
approach for the three values of SNR. We can see that recon-
struction of the positions can still be achieved, with good
precision, from samples taken at a rate closed to the one
dictated by the number of degrees of freedom of the sig-
nal (abscissa 1). In our simulation example this is true in
particular for SNRs higher than −13.9db.
Figures 2(a), (b) and (c) compares the performances of
the Bernoulli-Gaussian approach with the classical subspace
methods, respectively for the three values of SNR. Note that
the overall performance of the stochastic method is clearly
better than the ones of the classical subspace methods. Such
a good performance is expected since with the stochastic
approach the noise intrinsically taken into account in the
model. Concerning the subspace methods, we can remark
that performances do not improve consistently by increas-
ing the number of samples. In particular, the annihilating
filter performs quite badly being strongly noise dependent,
while ESPRIT is penalized by the estimation of a covariance
matrix which critically depends on the number of samples.
The state-space method has a good overall performance, if
compared to the annihilating filter and ESPRIT.
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Fig. 1. Log relative mean square error versus the ratio be-
tween the number of samples and the number of degrees
of freedom, obtained with the Bernoulli-Gaussian approach
for three values of SNR: 0db, −6.9db and −19.9db
5. SAMPLING ULTRA WIDE BAND SIGNALS
We now turn our attention to the sampling of Ultra-Wideband
(UWB) signals. UWB signals are designed to have very
high bandwidth expansion, where the transmitted signal’s
bandwidth is many times the symbol rate. This in turn poses
a challenge for the receiver, as the Nyquist rate required
to sample the signal is exceedingly high. We note that the
true innovation rate of the signal is dictated by the symbol
rate. The framework developed in this work allows one to
reliably sample close to the innovation rate or the symbol
rate. This was first presented in [10, 11], where it was also
demonstrated that noise robustness increases as a function
of oversampling beyond the critical rate.
The main idea is as follows: we interpret UWB signals
as a train of Diracs carrying the information at the sym-
bol rate. This train of Diracs is then convolved with the
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Fig. 2. Log relative mean square error versus the ratio be-
tween the number of samples and the number of degrees of
freedom, for all the explored methods. From top to bottom,
figures depict the results for a SNR respectively equal to 0db,
−6.9db and −19.9db
pulse shape, and in turn subjected to the noisy effects of
a linear time-invariant channel, and receive filter. We can
jointly consider these effects and refer to them as the com-
pound channel, as shown in Figure 3. Therefore, through
t
0 T 2T 3T
Encoded message
t
Compound
channel
Received signal
Fig. 3. Illustration of the compound channelequalization, the framework for this problem derives from
the framework for sampling of signals with a finite rate of
innovation with a linear time-invariant kernel [1].
Within the framework of UWB systems, results of Sec-
tion 4 show that it is possible detect UWB signals by sam-
pling well below the Nyquist rate, but above the rate of
innovation. In particular, the Bernoulli Gaussian approach
provides an error lower bound for the analysis of real time
UWB detection methods.
Related work for UWB system with computational effi-
cient methods is explored in [12].
6. CONCLUDING REMARKS
We have explored the retrieval of noisy weighted Diracs in
the light of the recent work on sampling noiseless signals
with finite rate of innovation [1]. The stochastic approach
we have adopted, yields very good performances and allows
for high-precision reconstruction from samples taken above
the critical innovation rate, but still way below the standard
Nyquist rate. The superior performance of the stochastic ap-
proach compared to the classical subspace methods makes
it a natural candidate for benchmark real time oriented algo-
rithms, where speed is achieved at the price of poorer per-
formances. Moreover, this method is numerically stable.
With increasing interest in bandwidth-expanding communi-
cation systems, this work gives a promising framework with
which communication engineers can trade-off system per-
formance with complexity, using sampling rates well below
the Nyquist rate.
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