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Powell, OH, 1986), pp. 7-16. 35 . At low temperatures, we assume diffusion cooling and use the Wiedemann-Franz law to compute the heating due to the finite lead resistance. Because the thermal conductance is proportional to temperature and the maximum power dissipated scales with temperature squared, the fractional temperature error is constant with temperature. 36. J. P. Kauppinen Gerhard Ertl, 6 Philip Holmes, 2, 3 Ioannis G. Kevrekidis, 4, 2 Michael Ortiz, 1 Harm Hinrich Rotermund, 6 * Michael Schunack, 6 Janpeter Wolff 6 Because of the small thermal capacity of ultrathin (ϳ200 nanometers) metal single crystals, it is possible to explore the coupling of catalytic and thermal action at low pressures. We analyzed a chemothermomechanical instability in this regime, in which catalytic reaction kinetics interact with heat transfer and mechanical buckling to create oscillations. These interacting components are separated and explored through experimentation, mathematical modeling, and scientific computation, and an explanation of the phenomenon emerges from their synthesis.
Pattern formation during a surface reaction can be critically affected by temperature changes that are caused by the heat of reaction. Changes in surface temperature locally alter the kinetics of the fundamental processes involved and might lead to ignition and traveling fronts on the active catalyst. Experimental studies of these processes often require tradeoffs: higher gas pressures lead to larger total heat production but also limit the use of surface-sensitive methods for observing fundamental processes. One way to avoid this tradeoff is to work with ultrathin substrates that have much lower thermal inertia, such as those that have been pioneered by King and co-workers in microcalorimetry studies of surface reactions (1) . To study pattern formation during the oxidation of CO on a platinum surface beyond the low-pressure, essentially isothermal regime (2), we used ultrathin (200-nm-thick) Pt(110) single crystals, which should be able to exhibit intense nonisothermal effects for this reaction at intermediate pressures (10 Ϫ2 mbar) (Fig. 1A) .
Photoemission electron microscopy (PEEM) images at 4 ϫ 10 Ϫ4 mbar revealed "raindrop" patterns on the sample, similar to those found before at much higher pressure on a bulk crystal (3), and substantiated their nonisothermal origin. At 5 ϫ 10 Ϫ3 mbar, where PEEM is not operable, we used a sensitive infrared camera (4), whose main component is a cooled InSb array, capable of imaging temperature differences of 25 mK at room temperature. Strong temperature variations of up to 30 K from the working temperature of about 530 K were found, but, unexpectedly, the entire surface appeared to buckle. A simple check with a charge-coupled device camera using diffuse illumination from an ion gauge revealed intense crags, indicating that the heat of reaction raised the temperature of the single-crystal catalyst enough to result in substantial thermal expansion and thermoelastic buckling. However, at constant parameter settings, the buckled surface returned to its original flattened state and oscillated between these two appearances with a characteristic frequency (Fig. 1B) (4, 5) . Here, we present a systematic experimental and theoretical exploration of this chemothermomechanical phenomenon, which is represented by Scheme 1. The oscillation period of ϳ5 s is characterized by the repeated appearance of elongated ridges; the temperature rise during the buckled state is estimated to be about 20 K. Depending on conditions, this chemothermomechanical oscillation period ranges from 0.5 to 10 s. Temperature rises up to 30 K at 5 ϫ 10 Ϫ3 mbar O 2 partial pressure were measured, and the surface buckling intensity varied from the intense (tens of micrometers) crags of Fig. 1C (movie S1) to small (micrometer-sized) ridges.
In the experiments, chemical kinetics, thermochemistry, and heat transport, as well as large deformation (nonlinear) elastodynamics, are strongly coupled. We attempted to isolate each element and two-way interaction and to evaluate their roles in the chemical, temperature, and strain fields separately, in an effort to understand the complicated interactions as an integrated system. Our final synthesis is based on the results of judicious modeling simplifications, complementary experiments, and computations.
We decoupled thermoelastic buckling of thin plates under external heat sources from the heat of reaction by locally heating the crystal with a mildly focused (millimetersized) laser beam. (Fig. 2, A and B) . Under equilibrium ultrahigh vacuum conditions at room temperature with reactants absent, and heating only the central region, numerous small-amplitude ridges appeared at 100-to 150-mW power (Fig. 2A) ; a 600-mW beam caused substantial deformation with fewer, larger folds or crags (Fig. 2B) . These experiments and temperature-field observations under reaction conditions show that crystal center-support temperature differentials of a few degrees kelvin are typically needed for buckling to be observed. Rotation of the substrate (movie S2) also turned the ridges, suggesting that deformations are determined by anisotropy of the catalyst and/or support, and not by asymmetry of the laser beam or background radiant heat source.
At an elevated temperature (487 K), with only one reaction gas present, 100-mW laser power did not produce visible crystal deformation. The radiative heat loss, dominating at higher temperatures, sufficiently limits the temperature rise. Rapidly exchanging the reactant gases resulted in one reactive transition, and a transient set of ripples (Fig. 2C ) appeared, similar to those of Fig. 2A . Switching the gas phase from O 2 to CO resulted in a fast surfacecoverage swap (Յ1 s) (movie S3). The reverse surface-coverage shift, from CO molecules to O atoms, is slower (ϳ6 s). The difference in time scales for the two exchange reactions is caused by the asymmetric adsorption properties of the two reactants: CO covers the surface completely, inhibiting any immediate reaction, whereas the O atom coverage always remains "porous," allowing the switchover to proceed much faster. The reactive titration of just a single monolayer of one reactant by the other during the switch leads to macroscopic mechanical deformations.
To model thermal and heat transport effects, we supplemented the isothermal chemistry model of (6) with the following heat balance equation, which includes conduction and radiation along with thermochemistry as heat sources and sinks where h is the thickness of the Pt plate; c p is the heat capacity of the Pt; is the density of the Pt; cond is the thermal conductivity of the Pt; ε is the emissivity of the plate; is the Stefan-Boltzmann constant; T is the temperature of the plate; T env is the temperature of the environment (reaction chamber), here room temperature; q is the rate of heat input resulting from nonchemical sources; and q chem is the rate of heat input resulting from chemical sources. Chemical-and heat-diffusion time-scale computations (7) show that, for the experimental conditions, we can assume instantaneous thermal equilibration of the catalyst, but the radiation and conduction to the boundary cause nonuniform spatial temperature fields (Fig. 2I) . Moreover, chemistry and heat transport are mutually coupled by means of the source terms in Eq. 1 and the Arrhenius temperature dependence of the desorption rate (k des ), the reaction rate (k r ), and the phase transition rate (k ph ) of the reaction diffusion equations in (6) , which are detailed in (7) and summarized in the supporting material (4). The relatively massive substrate effectively provides fixed temperatureboundary conditions for the thin catalyst plate. [ Fig. 3A shows a representative bifurcation diagram of this thermochemistry subsystem with respect to support temperature (T sup ).] The radiation term in Eq. 1 encompasses heat transfer from both sides of the plate and includes incident heat from the halogen lamp below the sample.
Oscillations appear in the appropriate frequency range, in which the varying catalyst temperature is effectively slaved to the chemistry. We have been able to combine Eq. 1 with equations describing the reactiondiffusion processes and the Pt(110) surface reconstruction [see supporting online materi- 
radiation Scheme 1.
al (SOM) text] to a four-dimensional (4D), lumped model of ordinary differential equations capable of capturing the salient features of the thermo-chemical oscillations (7) . The temperature field, thus generated on the catalyst, causes thermoelastic buckling. Experimental observations, whether with reaction-or laser-induced heating, revealed negligible acoustic ringing; kinetic energy was rapidly dissipated. We may therefore neglect dynamic effects and use the equilibrium equations of elastostatics, effectively implying that the crystal instantaneously assumes a (local) energy minimum in response to thermal stresses. Because the crystal is extremely thin, the deformations are preferentially accommodated through bending rather than stretching. Heat generated by mechanical stretching and compression may thus be neglected, removing the elastic deformationtemperature link of our interaction scheme. Neglecting back-coupling from the catalyst stress and deformation fields to the chemistry leads to a conceptual simplification: Thermochemistry interacts unidirectionally with thermomechanics, effectively by specifying heat sources to which the temperature field is slaved. In turn, elastostatic stresses are slaved to the temperature field. We can therefore entirely separate the temperature and elastic deformation components in our interaction scheme and study the thermoelastic problem with surrogate heat sources.
For both given temperature fields and fields derived by solution of the heat equation with fixed sources and conductive and radiative losses, we computed bifurcating families of elastic equilibria. We formulated a generalized von Kármán model, including in-plane (thermally induced, extensional) and out-of-plane (bending) deformations (8, 9) . We used linear constitutive (stress-strain) relations, and because temperature ranges are relatively modest, neglected softening effects in the elastic moduli. Clamped boundary conditions are applied to model the effect of bonding to a massive, essentially rigid substrate at the perimeter of the hole (Fig. 1A) . Only leading-order nonlinear terms were included in this asymptotic theory, which has the advantage that analytical results may be derived and used to check numerical solutions. Because the aspect ratio of the crystal is so small and the problem is singularly perturbed, with bending and extensional energies in the ratio (thickness/diameter) 2 , such checks are important.
To obtain a detailed description of the deformation evolution of the crystal, fully nonlinear elastic equilibria must be sought. Furthermore, Fig. 1C suggests that debonding and boundary imperfections may play a role, so we need to allow for complex geometry. We computed such states by applying finite element simulations (SOM text) on unstructured meshes (Fig. 2D) , using a Kirchhoff-Love thin-shell kinematic assumption that permits arbitrarily large displacements and rotations. The resulting strain energy is an asymptotic limit of the full 3D energy as the thickness/diameter ratio approaches zero (10) , and because it depends on first-and second-order derivatives of displacement, the shape functions should exhibit slope continuity across element boundaries. We therefore adopted nonlocal smooth subdivision shape functions that interpolate displacements within each finite element by using its own vertices and its immediately adjacent vertices (11, 12) , yielding a discrete minimization problem that typically has multiple local solutions (13, 14) . A dynamic relaxation method was used to find equilibria corresponding to longterm limits of damped dynamic states. For small support-plate temperature differentials, these computations confirm the von Kármán bifurcation results above. In particular, they verified that even a very small temperature rise of O (10 Ϫ4 K), which is well below the experimentally observed values, can cause primary buckling in the simulations as a result of the small thickness/diameter ratio. As temperature fields become more intense, substantial nonlinear buckling emerges, but large amplitudes, boundary imperfections, and the inclusion of mild (10%) crystal anisotropy (Fig. 2, F to H) cannot by themselves produce the oriented ridges and crags shown in Fig. 1C and Fig. 2, A and B .
Reexamining the data, we observed that the near-axisymmetric temperature distribution before heating exhibited lower values at the center, as seen in Fig. 2I (central portions preferentially radiate heat, without low meanfree-path gas molecules which, at higher pressures, equalize the temperature). Thus, after placement in the chamber, tensile prestrains developed upon the establishment of a vacuum, as is visually corroborated by the "stretched membrane" wrinkles of Fig. 1C before and after buckling. Moreover, anisotropy of the prestrained state is corroborated by the elliptical shape of a hole that was inadvertently pierced in the crystal by an intense laser beam.
This anisotropic prestraining accounts for the deformation patterns, as shown in Fig. 2 , J and K. Tensile prestrains stabilized the plate against thermal expansion, leading to the relatively large temperature differentials needed to produce buckling, in place of O (10 Ϫ4 K) differentials in the absence of prestrain. Prestrain anisotropy changed buckling patterns from global modes (compare with Fig. 2 , E to H) to ridges (15) and selected their orientation. Fewer and larger ridges emerged as the temperature differential increased (Fig. 2 , J and K). As increasing thermal stresses were superimposed on the initial anisotropic tensile state, it first evolved to a highly anisotropic compressive state and then became less anisotropic as the temperature continued to rise. This reduction of compressive anisotropy with increasing temperature can be related to a reduction of the number of ridges and an increase in their magnitudes, in agreement with the experiments shown in Fig. 2, A and B .
Scaling laws (SOM text and fig. S2 ) for the number of ridges, N, and out-of-plane deformation amplitude, A, were obtained by minimizing the stretching and bending energy given by the von Kármán plate theory in the thin-plate (zero-thickness) limit. We obtained the preferred folding pattern by first finding states that minimize the stretching energy and then selecting those patterns that display the smallest ridge length (15) . The theory predicts that N and A depend on the initial tensile anisotropy, , and temperature differential as shown in Fig. 2 , L and M. These theoretical estimates show that (i) a critical temperature on the order of (maximum tensile prestrain)/(thermal expansivity) is required to induce buckling; (ii) after this temperature is exceeded, a relatively large number of small-amplitude folds appear; and (iii) with further temperature rises, the number of folds decreases and their amplitudes grow. As the initial degree of anisotropy was reduced ( 3 1), critical temperatures increased (Fig. 2M) , but amplitudes also increased, and the number of folds was reduced (rightmost parts of Fig. 2, L and M) .
Thus, the ridges observed in laser-heating experiments were successfully reproduced. Similarly, we used the time-dependent temperature field emerging from the kinetic oscillations in the appropriate parameter range of the model equations (Eq. 1; SOM text, eqs. 1 and 2; Fig. 3A) as input to the quasisteady large deformation computations and correctly reproduced the chemothermomechanical oscillations of Fig. 1, B and C. Figure 3B shows a temperature-time series, illustrating that the plate goes through states of tension (center colder than support) and compression (center hotter than support), and Fig. 3C shows the (large-amplitude) buckled states, and a tensile state, corresponding to the time instants indicated.
All components of the synthesis so far are well integrated and are corroborated by modeling and new experimentation. Reaction causes heating, which in turn affects reaction rates, and heating causes large-amplitude buckling. The thermochemical model produces qualitatively the correct frequencies: A kinetic surface ignition starts the oscillation cycle, raises the temperature, and buckles the plate. The concomitant adsorbate depletion and temperatureinduced desorption, however, quench the reaction; radiative heat transfer then cools the plate, which unbuckles. Thermoelasticity appearsanticlimactically-to provide only a visual sensor of the thermochemical oscillations.
Is the problem solved? We believe that, to the first approximation, the above analysis is correct: Chemistry and heat mutually interact, and heat drives mechanics. But mechanics, in turn, deform the catalyst surface. Smooth curved surfaces have different adsorption properties (16) , and contemporary ab initio computational chemistry shows changes in the adsorbate energetics of crystals under stress (17, 18) .
In the original lumped model studies one further time scale, corresponding to faceting of the crystal, was necessary to produce the mixed-mode chaotic dynamics observed in certain regimes (6 ) . It is suggestive that our initial observation of instability involved a period two (small followed by large) buckling cycle. Variation of surface energetics under strain, and the resulting modification of kinetics, may be necessary to reproduce these more complex dynamics. Such further corrections to the theory presented here can be derived from microscopic (atomic-scale) observations and from ab initio computations of structural transformations under strain.
Because simple optical pointers or interferometers can detect microscopic deformations of catalytic foils, the present findings may lead to ultrasensitive measurement devices for reaction rates. The production of spin-polarized hydrogen atoms from the photodissociation of hydrogen chloride with circularly polarized 193-nanometer light is inferred from the measurement of the complete angular momentum distributions of ground state Cl( 2 P 3/2 ) and excited state Cl( 2 P 1/2 ) cofragments by slice imaging. The experimentally measured and ab initio predicted a q (k) (p) parameters, which describe the single-surface and multiple-surface-interference contributions to the angular momentum distributions, are in excellent agreement. For laser pulses longer than about 0.7 ns, the polarization of the electron and the proton are both 36%.
The ability to control the spin of electrons and nuclei is central to many fields of science. Spin-polarized hydrogen (SPH) atoms, and polarized atoms in general, are used to study spin-dependent effects in nuclear, atomic, molecular, and surface collisions (1, 2) . They are also used, when produced by an external magnetic field, in nuclear magnetic resonance (NMR) spectroscopy in wideranging applications to measure molecular structure and dynamics (3) . SPH is usually produced by the experimentally difficult techniques of Stern-Gerlach spin separation (1) and spin-exchange optical pumping (2) .
We show that SPH can be readily produced from the photolysis of a "simple" diatomic molecule, HCl, which enhances its potential range of use. Molecular photodissociation is often viewed as taking place on a single adiabatic electronic state, but, in general, it can proceed through several dissociative electronic states (4, 5) (Fig. 1) . More important, after direct excitation from the ground electronic state to one or more energetically accessible excited electronic states, nonadiabatic transitions between these states (and possibly other states not directly linked to the ground state) can occur as the molecule dissociates (6, 7) . Additionally, these multiple dissociative pathways can interfere with each other quantum-mechanically. Our understanding of dissociation dynamics, and of the way systems evolve on multiple electronic states, requires the accurate experimental measurement of a variety of observables, particularly angular momentum distributions (5-8), combined with high-level theoretical calculations that incorporate all of these effects. We compare theory and experiment for the photodissociation of HCl.
The photodissociation of a diatomic molecule AB yields, in general, open-shell photofragments A and B that possess electronic angular momenta J A and J B , respectively. These angular momenta can have a preferred orientation in space and are associated with anisotropic electron distributions about the atomic photofragments (unless J A or J B comprise electron spin only). Van Brunt and Zare first proposed a mechanism for photofragment electronic polarization (8) . More recently, Siebbeles et al. (9) have shown that the spatial distributions of the photofragment angular momenta can be decomposed into distinct contributions from single potential energy surface (PES) dissociation and from the interference from dissociation through multiple PESs. The magnitudes of these distinct spatial contributions can be described by the various a q (k) ( p) parameters, in which a is the alignment parameter, the indices k and q refer to the spatial distribution, and ( p) refers to the symmetry of the transition from the ground state to the dissociating states (10) (11) (12) . Most important, the values of a q (k) ( p), measured as a function of the dissociation energy, give an extremely detailed picture of Fig. 1. (A) Plot of the ground state and four optically accessible, adiabatic potential energy curves of HCl used in the time-dependent wave-packet calculations, generated with information from (15) , showing a phase shift (⌬) generated in the wave functions of coherently excited states. h is the energy of the absorbed photon. Inset: An expanded view of the longrange parts of the potentials (the two lowest excited states can now be resolved), showing nonadiabatic transitions from the A 1 ͟ 1 state to the a 3 ͟ 1 state (red arrow) and to the t 3 ⌺ 1 state (blue) during dissociation; in order of increasing energy, the curves are X 1 ⌺ 0ϩ , a 3 ͟ 1 , A 1 ͟ 1 , a 3 ͟ 0ϩ , and t 3 ⌺ 1 . (B) The projection along the recoil direction of the electronic angular momentum of HCl is conserved between the projections of the angular momenta of H and Cl.
