ABSTRACT Green networks, which is put forward for the environmental and economic benefits, has received much attention recently because of the vast energy cost in wireless cellular networks. To reduce the energy consumption and simultaneously guarantee the service performance of the dense heterogeneous networks, this paper proposes an energy-saving algorithm with joint user association, clustering, and ON/OFF strategies. First, for the user association subproblem, an optimal association policy, which is related to load balancing and energy efficiency, is designed for the new arriving user equipment (UE) and re-associated UE. Second, based on the locations and load of the base stations (BSs), the clustering subproblem is modeled as an integer linear programming, and the near-optimal clustering results are obtained by using the semidefinite programming. Finally, an intra-cluster ON/OFF strategy for the switching ON/OFF subproblem is designed in which the chosen BSs to be switched OFF are decided by their load effect to other BSs in the clusters. The simulation results demonstrate that, compared with the traditional approaches, the clustering-based energy-saving algorithm can reduce the average network cost by 25.2%-66.7% for different network load conditions.
I. INTRODUCTION
The increasing of UEs and required data rates has triggered vast expansion of network sizes and resulted in significantly increased energy cost [1] - [3] . The rising energy cost has severe environmental and economic effects, which stimulates the research passion for green networks in both academia and industry [4] , [5] . Since the energy consumption of the BSs accounts for a significant portion of the whole energy used in cellular networks, nearly 60% ∼ 80% [6] , [7] , the deployment of low-cost and high-capacity small BSs (SBSs) in the coverage of macro BSs (MBSs) has been introduced as a promising solution to reduce the energy consumption of the whole networks while satisfying the quality of service (QoS) requirements of the UEs [8] , [9] .
User association problem is an important issue in the HetNets that contains both MBSs and SBSs for their massive disparities in cell sizes [10] . Suppose a relatively uniform UE distribution, the unequal cell sizes will result in very uneven loads in a classical max-SINR user association. To optimize the aforementioned problem, there have been many studies [10] - [15] on user association policies for the HetNets, and they basically considered two objectives as their metrics for selecting the serving BSs, (i) load balancing [10] - [13] and (ii) energy efficiency [14] , [15] . It should be noted that the user association strategy developed in the paper, which considers both load balancing and energy efficiency, is an extended form of [10] .
The BSs in the wireless networks are usually deployed to satisfy the QoS required by the UEs in peak periods, while the user traffic is unevenly distributed in both time and space [16] . The relevant research has pointed out that the average time portion is more than 40% of one day when the traffic is below 10% of the peak, and the underutilization of BSs results in the large waste of bandwidth and energy resource [17] . Therefore, switching off some underutilized BSs has substantial potential to reduce the energy consumption. Different algorithms have been designed to achieve energy conservation [18] - [21] . In [18] , the BS switching operations were formulated as a Markov decision process, and the transfer actor-critic method was adopted to decide the on/off state of the BSs. In [19] , two greedy algorithms were proposed to minimize the number of active BSs under the limitation of the UEs' minimal rate requirements. In [20] , the total energy consumption of the BSs was minimized in two steps by taking the switching energy cost into consideration. For the delay will increase inevitably when some BSs in the networks are in the off state, delay-constrained energyoptimal BS sleeping policies were designed in [21] based on a queuing theoretic model. However, existing works rarely dealt with the joint optimization of delay and energy in dense HetNet environments.
In the dense HetNets, the interference among the BSs is serious and the implemented complexity of the switching on/off strategy is also high. By reference to the existing researches, it can be found that grouping the dense deployed BSs into clusters is an important way to lower the complexity of the algorithm while eliminating the mutual interference effectively [22] - [24] . Hence, the paper considers introducing the cluster patterns into the proposed energy-saving algorithm.
Based on the lightly loaded downlink transmission of dense HetNets, a clustering-based energy-saving algorithm is proposed in the paper, and the key contributions of the paper can be summarized as follows:
(1)Firstly, a theoretical framework is developed for green networks that considers user association and on/off strategies jointly. Specifically, a total cost minimization problem under the load and average outage probability constraints is formulated to strive a tradeoff between the energy consumption and average delay. Through adjusting a tradeoff parameter, the framework can adapt to different network environments.
(2)Secondly, to alleviate the interference among BSs and lower the complexity of on/off strategies, the network clustering is introduced to the optimization model. The paper decomposes the last model into three subproblems, (i) user association, (ii) network clustering and (iii) on/off strategies, and solves these problems one by one. Firstly, the paper designs an optimal user association strategy for the new arriving UEs, by which the joint minimization of the energy consumption and average delay can be achieved. Then, a distance-load based clustering algorithm is proposed in the paper. The algorithm can group the two BSs into the same cluster for their close distance to effectively eliminate the mutual interference by using orthogonal resource allocation, and the two BSs, whose gap of the load is large can also be partitioned into the same cluster to facilitate the BSs being switched off and saving energy. Finally, the paper proposes an intra-cluster on/off strategy that the selected BSs to be switched off are decided by their load effects to other BSs in the clusters.
(3)Thirdly, the paper evaluates the performance of the proposed clustering-based energy-saving algorithm with extensive simulations, and compares it with three other approaches, which are the conventional network operation, the random on/off algorithm and the similar energy-saving algorithm to the proposed one but without clusters. The results demonstrate that the proposed algorithm can significantly reduce the energy consumption of the networks while guaranteeing the QoS requirements of UEs.
The rest of the paper is organized as follows. The system model and problem formulation are presented in Section II. Section III provides the optimal user association strategy for user association subproblem. In Section IV, the load-distance based clustering subproblem is solved with the SDP. Then, the intra-cluster switching on/off subproblem is discussed in Section V. Section VI provides the simulation results and the conclusions and future work are drawn in Section VII.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL The paper considers a dense heterogeneous cellular network whose set of BSs, denoted by B, includes MBSs and SBSs. The focus is on downlink communication, i.e., from BSs to UEs. Assume that the BSs are uniformly distributed over a two-dimensional network region A and x represents a location coordinate in the region. Let A b denote the coverage area of BS b, then given any UE, if its coordinate vector satisfies x ∈ A b , and it can be obtained that the associated BS of the UE is BS b.
The UEs in the network region have various QoS requirements for their different date rates. Assume that γ (x) denotes the traffic arrival rate of any UE located in x, and B on ⊂ B is the set of active BSs. Then, let s b (x) be the transmission rate of any UE at location x, served by BS b, b ∈ B on . Therefore, the traffic load density at location x can be defined as υ b (x) = γ (x)/s b (x), and the load on active BS b is equal to the integral of load density in the coverage area of itself:
where ρ = (ρ 1 , ρ 2 , . . . , ρ |B| ), m b (x) ∈ {0, 1} is an indicator function defined as m b (x) = 1 if any UE at location x is associated with BS b, m b (x) = 0, otherwise. In the light of [10] , (B on ) can be known as a convex set. In the paper, the load ρ b of BS b represents the total transmission time from itself to all UEs covered by it. Furthermore, the average traffic flow of BS b can be expressed as ρ b /(1 − ρ b ), which is proportional to the average delay of BS b [10] .
The effective transmission power of BS b is proportional to its load ρ b , and when it uses a transmission power of P b , the effective transmission power is P b Work = ρ b P b . Besides the effective transmission power P b
Work , an active BS b consumes additional power P Base b to operate its radio frequency components and baseband unit [25] . From an energy-saving perspective, some BSs might be in off state, and suppose that the BSs have zero energy consumption during the off state, then the total power consumption model of BSs set B can be defined as:
where χ b is used to represent the losses in the power source and cooling units and the efficiency of the power amplifier of BS b. The focus is on the downlink transmission, and the channels between UEs and BSs are modeled as additive Gaussian white noise (AGWN) channels with noise variance N 0 . Based on Shannon's formula, the achievable data rate of any UE at location x ∈ A b , served by BS b, is defined as s b (x) = W log 2 (1 + SINR b (x)) when given bandwidth W , and the SINR b (x) is given by:
where g b (x) denotes the channel gain between BS b and UE at location x.
B. PROBLEM FORMULATION
For energy-saving purpose, some BSs in the network region might be switched off, and the service performance of active BSs will inevitably deteriorate. Therefore, the objective is to minimize the energy consumption of the network while reducing the average delay of all BSs during the downlink transmission. According to section A, it can be known that the power consumption of BS b consists of two parts: the effective transmission power P b Work which is proportional to its load ρ b and the fixed power consumption P Base b . For the off-state BSs have zero energy consumption, the cost function of energy can be given by:
To achieve the objective of reducing the energy consumption while ensuring the service performance of the BSs, the delay-optimal criterion is introduced to guarantee the service performance of the BSs. The cost function of delay-optimal performance is given by :
By reference to the Little's law, minimizing the cost function of delay-optimal performance is equivalent to minimize the average delay of all BSs [18] .
The reduction of energy consumption can be achieved by switching off some BSs in the network region, which will cause that the UEs covered by them associate with other active BSs. Since the re-associated BSs are no longer the optimal ones, the average outage probability is introduced to avoid too poor QoS of the UEs previously covered by the inactive BSs. For any BS to be switched off, if the average outage probability of the UEs associated with it is higher than a certain threshold, the switching-off request will be rejected.
The outage probability [26] , [27] of any UE at location x is given by:
where λ a (x) = 1/g a (x)P a , a ∈ B on , and a is the suboptimal associated BS for any UE at location x. Then, the average outage probability of UEs associated with BS b, which is to be switched off is given by:
where U b is the total number of UEs who are associated with BS b.
In the paper, the problem is to find the optimal set of active BSs (B on ) and the corresponding optimal vector of user association (ρ), which can minimize the energy consumption of the network while ensuring the service performance of the BSs. Meanwhile, the average outage probability is introduced to ensure the overall QoS of the UEs previously covered by the inactive BSs. Guaranteeing the load of active BSs to not exceed a certain threshold is also a necessary limitation to make the networks stable. Thus, the minimization of the network cost, which is equal to the weighted sum of power consumption and average delay of all active BSs, is given by the following optimization problem:
where η is a tradeoff parameter that can be dynamically adjusted to control the impact of energy consumption and average delay on the network cost. Hence, through changing the value of η, the above formulation can adapt to different network environments. The above optimization objective is to minimize the overall network cost in the limitation of the load of active BSs and the average outage probability of re-associated UEs. Here, constraint (C1) ensures that the average outage probability of the re-associated UEs is less than P th (P th < 1), such that the QoS of re-associated UEs can be satisfied approximately; Constraint (C2) guarantees the load of active BSs is not more than ρ th (ρ th < 1) to make the networks stable.
The complexity of switching on/off strategies is 2 |B| [19] . With the increase number of BSs in the networks, the complexity of this problem will increase exponentially. Even if the number of BSs is only moderate-sized, solving the optimization problem will be very complicated. In dense HetNets, the BS amount is high and the interference among the BSs is also serious. Therefore, grouping all BSs into the set of clusters is considered, and in each cluster, orthogonal resources are allocated among the BSs to eliminate the mutual interference effectively as illustrated in Fig. 1 . Furthermore, the switching on/off strategies are carried out within each cluster to lower the complexity of the optimization problem. After the clusters are grouped, the paper assumes that all reassociated UEs choose the suboptimal BSs within their own clusters. Given the set of clustersS = {S 1 , S 2 , . . . , S |S| }, then the outage probability of the UEs covered by the BSs to be turned off is given by:
where a is the intra-cluster suboptimal associated BSs for any UE in location x, and S on i is the set of active BSs in cluster S i , which includes BS b.
The average outage probability is given by:
Given the grouped clusters, the optimization goal is expressed as the following problem:
Here, constraints (C1) and (C2) are introduced for clustering that ensure any BS is a member of only one cluster. Constraint (C3) guarantees the QoS of re-associated UEs. Finally, to make the networks stable, constraint (C4) limits the maximum load for the active BSs.
In the paper, the downlink transmission consists of three phases: (1) all the UEs determine the active BSs with which they wish to associate. (2) The on/off state selections of all active BSs are carried out in each cluster, and all re-associated UEs determine the BSs to re-associate with in their own clusters. (3) Re-cluster and perform on/off state selections in each cluster until the network stability is reached.
III. USER ASSOCIATION
Since the time-scale for user association is much smaller than that of determining the set of active BSs, and there is no direct relationship between new UEs' association and clustering results, the user association problem can be solved for any given set of active BSs B on . When the set of active BSs is given, the fixed power consumption term b∈B on P Base b is a constant value. Although the capacity of BS is limited, the assumption that the QoS of new UEs can always be satisfied is reasonable for the included load constraint, i.e., there is no limit to the outage probability for new UEs. Thus, the user association subproblem is equivalent to the following objective:
Let ρ * = (ρ * 1 , ρ * 2 , . . . , ρ * |B on | ) denote the optimal load vector which satisfies the optimization problem (12) , and further denote the optimal user association at location x by i * (x). Then, the following objective is to get the solution to the problem (12), i.e., developing the solution to the optimal association strategy i * (x).
Theorem 1: If the optimal load vector ρ * = (ρ * 1 , ρ * 2 , . . . , ρ * |B on | ) satisfying the problem (12) exists, then the optimal association strategy of any UE at location x is:
Its implication is as follows. When η = 0, the user association is determined by the energy efficiency of the network. However, as η → ∞, the UEs associate with the BSs that can better satisfy their QoS requirements.
The Theorem 1 is proved in part B.
A. USER ASSOCIATION POLICY
The user association policy involves two parts. User Equipment: At the start of the kth period, UEs receive the broadcast control messages ρ (k) from BSs. Then, a new VOLUME 5, 2017 service request for a UE located at x determines the associated BS utilizing the following rule given by:
This shapes a new spatial partition A
b defines the coverage area of BS b at the kth period. In particular, A (k) b depends on the broadcast load ρ (k) as follows:
Base Station: During the kth iteration period, BSs calculate their average load:
where
) is a continuous mapping defined on [0, ρ th ] to itself. Note that the mapping T (ρ) is a mathematical model denoting user association dynamics at any period. Specifically, when BSs broadcast the load ρ, and the user association policy is followed, finally, the BSs will measure a new load vector T (ρ).
B. THE OPTIMALITY OF USER ASSOCIATION POLICY
Note that if ρ (k) converges, it must converge to a fixed point, which is a solution satisfying ρ * = T (ρ * ) [10] . In the following, the paper will prove that T (·) has a unique fixed point ρ * corresponding to the solution to the optimization problem (12), i.e., the optimal load vector satisfying it.
Proof: For T (ρ) is defined on [0, ρ th ] and a continuous mapping to itself, referring to Brouwer's fixed point theorem, a solution to T (ρ * ) = ρ * must exist.
In the following, that ρ * is the optimal solution for the user association problem (12) will be proved.
Since (B on ) is a convex set and the objective function of (12) is a convex function, i.e., problem (12) is a convex function over a convex set, if ρ * satisfies the in equation:
then ρ * is the optimal solution to problem (12) , and ρ * = ρ − ρ * for any ρ ∈ (B on ). Let m(x) and m * (x) be the indicator functions for ρ and ρ * respectively. Based on the association rule, m * (x) is given by the following formula:
and the inner product (17) can be computed as:
for m * (x) is an indicator for the maximization of
, we can deduce that:
. (20) In conclusion, the optimal association rule, which is put forward in Theorem 1, can meet the inner product condition (17), i.e., ρ * is the optimal solution to problem (12) .
IV. CLUSTER FORMATION
To solve the optimization objective (11), an available clustering algorithm and an effective energy-saving algorithm within each cluster are indispensable. For grouping all BSs into clusters, the network is mapped to a weighted graph G = {B, E}, where B is the set of vertices and (i, j) ∈ E is the set of edges between two vertices. Each edge (i, j) is allocated with two weights w + i,j and w − i,j , which represent the degree of similarity and difference between two vertices, respectively. The target is to find a partition that any two BSs are grouped into the same cluster for high similarity and small difference.
In the paper, the optimization objective is to minimize the weighted sum of energy consumption and average delay. According to the formula (4), it can be seen that the size of energy consumption is proportional to the number of active BSs, and referring to formulas (1) and (5), the average delay of the BSs are closely related with their service rates. Therefore, the two BSs, whose gap of load is large, are expected to partition into one cluster for facilitating the BSs being switched off and saving energy. Meanwhile, the two BSs, whose distance is close, are expected to be in the same cluster, and in each cluster, the orthogonal resource allocation is used to eliminate the interference and reduce the average delay. Therefore, the paper sets w Based on these, the clustering problem is given by the following optimization objective:
where ϑ is a tradeoff parameter balancing the impact of w
and w − i,j on the clustering results. When ϑ = 0, the partition only depends on the distance among the BSs, since the distance is the penalty for putting two BSs into the same cluster, the resulting partition is to put one BS in a single cluster, i.e., a cluster contains only one BS. When ϑ → ∞, the load gap among BSs determines the clustering results, since the load gap is the motive for forming clusters, if the constraint (C4) is ignored, all BSs will be grouped into the same cluster, i.e., the whole network is the one and only cluster.
In the optimization problem (21), constraint (C1) indicates that a BS can only be the member of one cluster. Constraint (C2) is the symmetry condition, which means that if one cluster contains i but not j, then the cluster containing j must not contain i. Constraint (C3) is a triangular condition, which specifies that if i , j are in the same cluster and j, k are in the same cluster, then i and k must also be in the same cluster. Constraint (C4) is a ceiling on the cluster size, and in the paper, the maximum cluster size can not exceed M. Finally, in constraint (C5), x i,j is a binary clustering variable, x i,j = 1 when i and j are in the same cluster, and x i,j = 0, otherwise.
The optimization objective (21) is an ILP, which is NPhard. Its optimal solution can be obtained using Brach and Bound (BnB). Nevertheless, BnB has an exponential complexity, apparently it is impractical in dense HetNets. Therefore, another approach depending on SDP is employed to solve the problem. SDP has only one additional semi-definite constraint compared to general linear programming.
Based on the SDP, the clustering problem can be expressed as the following formulation:
where X = {x i,j }, i ∈ B on , j ∈ B on is the clustering matrix.
In such a problem, constraint (C4) indicates that the binary variable x i,j has been relaxed and constraint (C5) ensures that the elements in clustering matrix meet the semi-definite constraint, i.e., the matrix must be symmetric and each element contained in the matrix is greater than or equal to 0.
The symmetric matrix X can be written as
, Q is the matrix whose each column is a eigen vector of X, and D is the diagonal matrix whose diagonal elements are the eigen values of X. CVX, a software package for formulating and solving the convex problems [28] is applied to solve the optimization objective (22) . It is worth mentioning that the eigen decomposition for the matrix X, which is solved by the toolboxes, has a complexity of O(|B on | 3 ). For the size limitation to each cluster in clustering, the matrix X is sparse when the number of active BSs is large, and the sparsity in the matrix X can decrease the complexity significantly and improve the efficiency of the computation. After obtaining the clustering matrix X, it will be transformed into the vector format X = V T V. For the element values in matrix X are not binary numbers and fall within the interval (0, 1), the Randomized Rounding (RR) [29] is employed to obtain the final clustering results. The RR solution can be achieved by generating L unit random vectors r T i = (r i1 , r i2 , . . . , r i|B on | ) , i = 1, 2, . . . , L, where each element value of r i is randomly fetched from N (0, 1), the Gaussian distribution with mean 0 and variance 1. For clustering accurately, the number of random vectors L must satisfy the inequation of 2 L ≥ B on . The L vectors can give rise to 2 L clusters at most, c 1 , c 2 , · · ·, c 2 L . Then, the mapping of BSs into clusters is done as follows:
Let U optimal and U RR denote the optimal function value of (21) and (22) respectively, then, an α-approximation algorithm, where U RR satisfies U RR ≥ αU optimal (α < 1) can be obtained by performing RR technique. There are more chances of U RR getting very close to the optimal value U optimal when the entire procedure is repeated for iteration number of times, according to Algorithm 1.
V. INTRA-CLUSTER SWITCHING ON/OFF MECHANISM
Given the formed clustersS = {S 1 , S 2 , . . . , S |S| }, the next goal is to solve the problem of the on/off state selections of BSs in each cluster. The optimization objective for switching VOLUME 5, 2017
Algorithm 1 SDP-Based Clustering Algorithm With Multiple Iterations
The optimal clustering results X optimal 1: Solve the relaxed optimization problem using software package, CVX, and obtaining X 2: for i=1:iteration do 3: Generate an L number of the random vectors r 1 , r 2 Bring X init into the optimization goal of problem (21), and get the objective function value 6: end for 7: Determine an optimal clustering solution X optimal that has the largest objective function value on/off is given as follows:
where , and the objective is to find a set cover S * ⊆ S which satisfies U b ⊂S * U b = U and the cost of S * is minimized. Then, this problem is equivalent to a weighted set cover problem, which is known to be NP-hard. Since the assumed problem is a subproblem of the optimization objective (24), the problem (24) is NP-hard as well.
In general, obtaining the optimal solution to the NP-hard problem is very difficult, therefore, an effective approximation algorithm is required to get the satisfying quasi-optimal solution to the on/off state selections of BSs.
In the following, an effective intra-cluster switching on/off mechanism is proposed for energy conservation of the networks. The goal is to find a set of active BSs under the limiting conditions of load and average outage probability. When the number of active BSs in each cluster is constant, updating the partition until the network is stable. In cluster S i , the switching off of a BS b must be carried out within the range where the total cost is always reduced, i.e., the following condition must be satisfied:
where ρ b→m is the load increment of BS m for the switched off of its neighboring BS b.
The left side of the above inequality represents the total cost of the cluster S i after switching off one of its member b, and the right side shows the total cost of the cluster before switching off any BS. Only when the condition is satisfied that the total cost after turning off one BS is lower than that before, can the operation be called worthwhile, i.e., the switching off of any BS must be carried out within the range where the total cost is always reduced. Since the load ρ is the only variable in the cost function, the aforementioned range for one cluster S i can be expressed as the load range, which should be satisfied by the other BSs after turning off one BS b in the cluster. Therefore, only when the limiting condition of the load range is satisfied by the active BSs, can the operation of switching off any BS b in the cluster be called worthwhile. In the following, the paper will provide the lower limit of load that satisfies the limiting condition (25) and consider it as the load threshold ρ th .
The cost function is convex, which means that as the load increases, the growth rate of the cost value also increases. Assume that n is an active BS in the cluster S i , then, the following formula must be held:
Simplify the inequation, and the following formula can be obtained:
observe the above formula, for ϕ (ρ) is a convex function, if ρ = ρ b + ρ n is a fixed value, it can be known that the left side of the inequality reaches its maximum if and only if ρ b = ρ n , that is:
The expression of ρ th is given by:
Hence, the operation of switching off BS b in the cluster S i is limited by the following feasibility constraint: where the BS m can be interpreted as the BS with which the UEs will be re-associated after switching off BS b, and A b→m is the coverage area of UEs who will be transferred from BS b to the suboptimal BS m when the BS b is turned off. In order to determine the BSs set that can be switched off in the cluster S i , the concept of impact factor [30] is introduced, on which the intra-cluster switching on/off strategy is based. The definition of impact factor is given by the following expression:
The impact factor of BS b indicates the maximum load after its turning off within the cluster.
The value of ρ b→m is very hard to be predicted precisely, hence the paper proposes a kind of approximately estimating method. Assume that the additional load of BS m, which transferred from the switching off BS b, is closely related with the original load of BS b and the Euclidean distance d bm (d bm = ||x b − x m ||) between BS b and m. Furthermore, the additional load of BS m is inversely proportional to d bm , thus the relation can be given by:
where k = 1/ i∈S i µ bi , µ bm = 1/d bm . The computational complexity of ρ b→m is relatively low for the locations of BSs can be determined easily. The complete expression of the impact factor for BSs can be given by:
The switching on/off strategy is implemented within each cluster, and during each iteration the BS with the minimum value of impact factor is selected to identify if the load and average outage probability limitations can be satisfied by it, i.e., the BS to be switched off should meets the following formula:
The next step is to verify whether the selected BS satisfies the load constraint (31) and the average outage probability constraint. If the both constraints can be satisfied, the selected BS can be turned off, and the UEs covered by it choose the suboptimal associated BSs within the cluster through the previously proposed association policy. In each cluster, if all existing active BSs cannot be switched off, then re-cluster and perform the intra-cluster switching on/off mechanism until the network is stable. The entire flow diagram of the proposed intra-cluster energy-saving algorithm is illustrated in Fig. 2 . Algorithm 2 shows the detailed steps of the intracluster switching on/off mechanism.
VI. SIMULATION RESULTS
In the numerical simulations, the availability of the three sub-algorithms, which are the optimal energy-delay association, load-distance based clustering and intra-cluster switching on/off algorithms, are verified through extensive simulation analysis. In addition, the joint clustering-based energysaving algorithm, which consists of the aforementioned three sub-algorithms, is proved to be effective through comparative simulations. A dense HetNet consisting of a single MBS underlaid with a set of SBSs and UEs uniformly distributed over the coverage area is considered for the simulations. The presented results are averaged multiple independent runs with various practical configurations. The parameters used for the simulation results are summarized in Table 1 .
Algorithm 2 The Intra-Cluster Switching On/Off Algorithm

Input: Clustering resultsS
i , load threshold ρ th , average outage probability threshold P th Output: Stable sets of active BSs 1: for i = 1 : |S| do 2:
Select a BS to be switching off: b * = arg min
Determine whether or not the two limiting conditions can be met: Load constraint:
If the both constraints are met, the BS b * can be turned off, otherwise, continue keeping it active 6: end for 7: end for 8: Re-cluster the set of active BSs based on Algorithm 1, and continue executing the above loop until the network is stable Fig. 3 shows two different association results, which are respectively based on the traditional max-SINR association strategy and the optimal energy-delay association strategy proposed in the paper. By comparing the association patterns in Fig. 3a and Fig. 3b , it can be found that the SINR-based approach will associate the majority of UEs with MBS, while many of the SBSs serve very few UEs. The results are caused by the big transmission power difference between MBS and SBS. Therefore, employing SINR-based association approach in dense HetNets will inevitably increase the sojourn time of most UEs associated with MBS and also cause the waste of energy and spectrum resources. The optimal energy-delay association strategy can drive the UEs to choose the associated BSs whose energy consumption and average delay are both acceptable. Therefore, it can be easily analyzed that the optimal association strategy proposed in the paper can reduce the energy consumption of the networks while ensuring the QoS of UEs. Fig. 4 shows the relationship between the load-distance tradeoff parameter ϑ and the cluster size / the number of clusters in the networks. Through analyzing the clustering results, when the value of ϑ is small, the number of BSs contained by each cluster is also small, and the number of grouped clusters is large correspondingly. It is because the distance, which represents the penalty for clustering, decides the formation of clusters with a small value of ϑ. When the value of ϑ is large, the clustering results is mainly determined by the load difference between any two BSs, which is known as the motive to the partition of the network, therefore, the network is partitioned into few clusters and the number of BSs in each cluster is large. Fig. 5 shows the converging process of the switching on/off algorithm for different number of UEs as the iteration times increase. When no BS can be switched off in each cluster with current clustering results, re-clustering and the iteration times increase by one. It can be observed that the proposed algorithm converges rapidly within several iteration times. Fig. 5a and Fig. 5b illustrate the convergence of average energy consumption and average delay per BS, respectively. Observing Fig. 5a , it can be found that the average energy consumption per BS will decrease gradually for the increased number of off-state BSs as the switching on/off algorithm performs iteratively. Conversely, Fig. 5b indicates that the average delay of the on-state BSs will increase for the increased number of UEs that each BS serves as the number of offstate BSs increases. Furthermore, it can be found that the simulation scenarios with large number of UEs need few iteration times. It is because that when the number of UEs increases, the number of BSs that can be switched off will decrease, and the iteration times for convergence of energysaving algorithm will decrease as well.
For verify the effectiveness of the proposed clusteringbased energy-saving algorithm, the paper compares it with the conventional network operation, which will be called as ''classical algorithm'' hereinafter, in which the BSs always transmit. For further comparisons, the paper considers the other two algorithms, a random on/off switching algorithm in which each BS has the equal probability to be switched off and a similar energy saving algorithm to the proposed approach but without forming clusters. In the following, these two approaches and the proposed algorithm are referred to as ''random on/off'', ''on/off without clustering'' and ''on/off with clustering'', respectively. Fig. 6 shows the comparisons among the different algorithms about the average cost per BS and the number of outage users when the total number of UEs varies. Observing  Fig. 6a , it can be found that as the number of UEs increases, the average energy consumption and average delay per BS increase, and the average cost increases as well. It is an additional gain to find that the proposed on/off with clustering algorithm has an approximate linear energy-saving results with the number of UEs, which manifests that the proposed algorithm performs steadily as the number of UEs varies. Furthermore, the simulation results show that the on/off with clustering algorithm can largely reduce the average cost through striking a tradeoff between the energy consumption and the average delay. As the number of UEs varies, compared to the classical algorithm, the reduction ranges of average cost in random on/off, on/off without clustering, and on/off with clustering approaches are 4.8%∼35.5%, 6.1%∼37.5%, and 25.2%∼66.7%, respectively. Therefore, it can be confirmed that the on/off with clustering algorithm can achieve a large reduction in average cost. Fig. 6b indicates that the three energy-saving algorithms will all slightly decrease the QoS of UEs when compared with the classical algorithm, in which the BSs always transmit. The on/off without clustering algorithm has the smaller number of outage users compared with the random on/off algorithm and the on/off with clustering algorithm for its average outage probability limitation and less off-state BSs, respectively. The on/off with clustering algorithm has the similar number of outage users with the Random on/off algorithm despite of more energy conservation than it. Fig. 6b further prove the effectiveness of the clustering-based energy-saving algorithm proposed in the paper. Fig. 7 reflects the changing trends of average energy consumption and average delay per BS as the energy-delay tradeoff parameter η varies from 100∼800. When the number of users increase, the effect of η on the average energy consumption and average delay per BS increase accordingly. It can be seen that the effect is little when the number of users is 20. Comparing Fig. 7a and Fig. 7b , with the increase of η, the average delay per BS will reduce while the average energy consumption per BS will increase, and both will eventually stabilize. This is because the average delay occupies a dominant position in the average cost of BSs when the value of η is large, and the effect of energy consumption is relatively weakened. Therefore, the size of η can be dynamically adjusted to satisfy the different QoS requirements for various network environments according to their sensitivity to delay and energy.
The energy-saving algorithm proposed in the paper is solved through being decomposed into three sub-problems: user association, clustering and on/off strategies for BSs. The joint algorithm is not superfluous in simulating the practical networks for the internal relationship among the three subproblems. The efficient user association criterion is indispensable to the energy-saving algorithm, because the users, which were associated with the off-state BSs previously, require a rule to re-associated with the on-state BSs while ensuring their QoS. In dense heterogeneous networks, interference is a non-negligible problem, and the introduction of cluster can eliminate the mutual interference through orthogonal resource allocation in each cluster while lowering the complexity of on/off strategies. Therefore, an available algorithm should take some relevant problems into joint consideration in simulating the practical networks.
VII. CONCLUSION AND FUTURE WORK
A novel clustering-based energy-saving algorithm has been proposed in the paper to minimize the average cost for the downlink transmission of dense HetNets. Firstly, for the user association problem, an optimal association strategy, which is based on the tradeoff between energy and delay, was proposed for the new arriving UEs and re-associated UEs, and that the UEs select the associated BSs through using the strategy could achieve the minimization of energy consumption while ensuring the service performance of the networks. Then, based on the load and distance information, the paper formulated the clustering problem as an integer linear programming, and the near-optimal clustering results were obtained by using the semi-definite programming. Finally, the intracluster switching on/off algorithm was executed according to the impact factor of BSs. The paper deduced the lower limit of the load for the switching on/off mechanism, and the network cost would decrease if the load of on-state BSs was larger than the lower limit values after switching off the certain BSs. The introduction of clusters in the proposed algorithm not only could effectively eliminate the mutual interference between adjacent BSs, and also could drop the complexity of the switching on/off algorithm. The simulation results showed that the clustering-based energy-saving algorithm could significantly reduce the average cost of the networks compared with other algorithms.
For the stochastic nature of traffic arriving process in practical networks, the traffic distribution after switching off some BSs is uncertain, and the bursty traffic near the off-state BSs would increase the risk of unstable networks. Therefore, the future research will focus on the traffic forecast before performing the on/off strategies, furthermore, the switching energy cost, which is caused by the on/off state switching of BSs, will also be taken into consideration for its not trivial value. He has authored or co-authored more than 100 papers in journals and peer-reviewed conference proceedings, and has co-authored seven books. He holds 47 granted national patents.
