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ABSTRACT
Changes in mature microRNA (miRNA) levels that
occur downstream of signaling cascades play an
important role during human development and dis-
ease. However, the regulation of primary microRNA
(pri-miRNA) genes remains to be dissected in de-
tail. To address this, we followed a data-driven ap-
proach and developed a transcript identification, val-
idation and quantification pipeline for characterizing
the regulatory domains of pri-miRNAs. Integration of
92 nascent transcriptomes and multilevel data from
cells arising from ecto-, endo- and mesoderm lin-
eages reveals cell type-specific expression patterns,
allows fine-resolution mapping of transcription start
sites (TSS) and identification of candidate regula-
tory regions. We show that inter- and intragenic pri-
miRNA transcripts span vast genomic regions and
active TSS locations differ across cell types, exem-
plified by the mir-29a∼29b-1, mir-100∼let-7a-2∼125b-
1 and miR-221∼222 clusters. Considering the pres-
ence of multiple TSS as an important regulatory fea-
ture at miRNA loci, we developed a strategy to quan-
tify differential TSS usage. We demonstrate that the
TSS activities associate with cell type-specific super-
enhancers, differential stimulus responsiveness and
higher-order chromatin structure. These results pave
the way for building detailed regulatory maps of
miRNA loci.
INTRODUCTION
Cellular identity and functional state is reflected in the
repertoire and concentrations of RNA species produced
within each cell type. Many non-coding (ncRNA) genes
encode for functional molecules that play a key role in
transcriptional regulation, altering RNA synthesis, pro-
cessing or degradation rates through regulation of chro-
matin dynamics and transcription factor (TF) binding, al-
ternative splicing and transcript stability (1). Among the
first characterized regulatory ncRNAs, miRNAs represent
a cohort of functionally well-defined small RNAs that in-
fluence transcript translation and degradation (2,3). They
have been shown to be transcribed by RNA polymerase
II (RNA Pol II), often in loci containing multiple mature
miRNA species that are termed miRNA clusters, capped,
polyadenylated and co-transcriptionally spliced, similarly
to their precursormessengerRNAcounterparts (4,5).How-
ever, the mature ∼22 nt forms produced do not retain the
transcription start sites (TSS) and the primary transcripts
(pri-miRNA) have a short half-life, imposed through the
transcription-coupled processing, making the characteri-
zation of miRNA genomic loci challenging using conven-
tional RNA-seq methods. Therefore, our current under-
standing of miRNA expression patterns across cell types
derives mainly from profiling the diversity of the mature
miRNA forms (6,7, McCall et al. 2017, http://biorxiv.org/
content/early/2017/03/24/120394). Recently, an elegant ap-
proach to capture pri-miRNAs was taken by inhibiting the
effectors DROSHA and DGCR8 of the co-transcriptional
Microprocessor complex, thereby allowing sequencing of
uncleaved pri-miRNAs (8). Yet, this approach is difficult
to apply for monitoring the activity of miRNA loci across
cellular conditions. Identifying miRNA TSS based on hi-
stone modification data (9,10) would allow leveraging ex-
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isting large data collections, such as made available by the
ENCODE (11) and Roadmap Epigenomics (12) consortia.
However, these data cannot define the TSS coordinates at
high resolution.
Integrative analysis combining data types from differ-
ent global assays is a powerful alternative for interro-
gating novel transcript types, including identification of
ncRNA loci. Nucleotide resolution in defining the TSS
could be achieved through integration with Capped Anal-
ysis of Gene Expression coupled with sequencing (CAGE-
seq) data (9,13). Moreover, the genome-wide assay known
as Global Run-On sequencing (GRO-seq) has emerged as a
key technique to expose differential regulation of primary
transcripts and regulatory ncRNAs through its specific de-
sign tomeasure the activity of RNAPol II-driven transcrip-
tion (14,15). Moreover, the GRO-seq signal is independent
of the stability of the transcripts produced and captures the
correlation between gene transcripts and enhancer activity
(16,17).
The concomitant production of RNA at enhancers
(eRNA) and gene regions opens the possibility to explore
the regulatory architecture of miRNA loci across cell types.
eRNAs arise at genomic regions associated with TFs and
RNA Pol II and were discovered to promote TF bind-
ing, chromatin remodeling and enhancer looping, leading
to enhanced target gene expression (18–21). Higher-order
chromatin organization allows for enhancers to come into
contact with promoters across wide distances. However,
such looping is also confined by the chromatin architecture
through insulator elements bound by the CCCTC-binding
factor (CTCF), thereby organizing chromatin into topo-
logically associated domains (TADs) (22). Furthermore,
regulatory architecture of many cell identity genes is con-
trolled by densely located regulatory elements, that occupy
large genomic regions, called super enhancers (SEs) (23,24).
Early studies of SEs performed in stem cells revealed that
important pluripotency regulators were targeting these re-
gions overseeing cell identity decisions (23).
Here, we present an adaptable data integration approach
that detects pri-miRNA TSS at nucleotide resolution and
use it to analyze the TSS-specific transcriptional output
across commonly used human cell line models and primary
cells in context of regulatory regions and chromatin archi-
tecture.
MATERIALS AND METHODS
GRO-seq assay
GRO-seq libraries were produced for A549, ARPE,
HEK293T, HeLa, HepG2, hESC9, HUVEC, MRC5,
NHA, T98G, SKOV3, THP-1 and U87 cells, to be inte-
grated with our earlier data from HAEC, HUVEC, K562,
LNCaP, Nalm6, REH, VCAP and other public GRO-seq
samples (in AC16, H1-ESC, HCT116, IMR90, MCF7,
Ramos, GM12004 and GM12750 cells). Cell lines were cul-
tured following the ATCC guidelines and replicate samples
were included to confirm reproducibility (see Supplemen-
tary Figure S1).
For the run-on assay, phosphate-buffered saline-washed
cells were incubated in 10ml of swelling buffer (10mMTris–
HCl, 2 mM MgCl2, 3 mM CaCl2 and 2 U/ml SUPERase
Inhibitor (Thermofisher, Carlsbad, CA, USA) RNAse in-
hibitor) for 5 min on ice. Cells were pelleted for 10 min
at 400 × g and resuspended in 500 ml of swelling buffer
supplemented with 10% glycerol. Subsequently, 500 ml of
swelling buffer supplemented with 10% glycerol and 1%
Igepal was added drop by drop to the cells under gentle
vortexing. Nuclei were washed twice with lysis buffer (10
ml of swelling buffer supplemented with 0.5% Igepal and
10% glycerol), and once with 1 ml of freezing buffer (50
mM Tris–HCl pH 8.3, 40% glycerol, 5 mMMgCl2 and 0.1
mMethylenediaminetetraacetic acid). Nuclei were counted,
centrifuged at 900 × g for 6 min and suspended to a con-
centration of 5 million nuclei per 100 ml of freezing buffer,
snap-frozen in LN2 and stored −80◦C until run-on reac-
tions. The nuclear run-on reaction buffer (NRO-RB; 496
mM KCl, 16.5 mM Tris–HCl, 8.25 mM MgCl2 and 1.65%
Sarkosyl (Sigma-Aldrich, Steinheim, Germany) was pre-
heated to 30◦C. Then each ml of the NRO-RB was sup-
plemented with 1.5 mM DTT, 750 mM adenosine triphos-
phate, 750mMGTP, 4.5 mMCTP, 750mMBr-UTP (Santa
Cruz Biotechnology, Inc., Dallas, TX, USA) and 33 ml of
SUPERase Inhibitor (Thermofisher, Carlsbad, CA, USA).
A total of 50 l of the supplemented NRO-RB was added
to 100 l of nuclei samples, thoroughly mixed and incu-
bated for 5 min at 30◦C. GRO-seq libraries were subse-
quently prepared as previously described (17). Briefly, the
run-on products were treated with DNAse I according to
the manufacturer’s instructions (TURBO DNA-free Kit,
Thermofisher, Carlsbad, CA,USA), base hydrolysed (RNA
fragmentation reagent, Thermofisher, Carlsbad, CA,USA),
end-repaired and then immuno-purified using anti-Br-UTP
beads (Santa Cruz Biotechnology, Inc., Dallas, TX, USA).
Subsequently, a poly-A tailing reaction (PolyA polymerase,
New England Biolabs, Ipswich, MA, USA) was performed
according tomanufacturer’s instructions, followed by circu-
larization and re-linearization. The cDNA templates were
polymerase chain reaction (PCR) amplified (Illumina bar-
coding) for 11–14 cycles and size selected to 180–300 bp
length. The ready libraries were quantified (Qubit dsDNA
HS Assay Kit on a Qubit fluorometer, Thermofisher, Carls-
bad, CA, USA) and pooled for 50 bp single-end sequencing
with Illumina Hi-Seq2000 (GeneCore, EMBL Heidelberg,
Germany).
Pre-processing GRO-seq data
A summary of all GRO-seq samples is presented in Sup-
plementary Table S1. Raw reads for public GRO-seq data
were acquired from the SRA database. GRO-Seq reads
were trimmed using the HOMER v4.3 (http://homer.salk.
edu/homer) (25) software (homerTools trim) to remove A-
stretches originating from the library preparation. From
the resulting sequences, those shorter than 25 bp were
discarded. The quality of raw sequencing reads was con-
trolled using the FastQC tool (http://www.bioinformatics.
babraham.ac.uk/projects/fastqc) (26) and bases with poor
quality scores were trimmed (typically for read length of
50 requiring a minimum 97% of all bases in one read to
have a minimum phred quality score of 10, otherwise ad-
justed based on read length) using the FastX toolkit (http:
//hannonlab.cshl.edu/fastx toolkit/) available in the Galaxy
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platform (27). Aligning reads to the human hg19 refer-
ence genome version was preceded by removing reads map-
ping to rRNA regions (AbundantSequences as annotated
by iGenomes) and blacklisted regions (unusual low or
high mappability as defined by ENCODE, ribosomal and
snoRNA loci fromENCODEand furthermanually curated
for human genome (bed file available upon request)), all
processed with the Bowtie version bowtie-0.12.7 (28). Up to
twomismatches and up to three locations were accepted per
read and the best alignment was reported. For visualization,
reads were normalized to 107 reads to generate bedGraph
and bigWig files. The bigWig files were further converted to
track hubs and visualized as strand specific,MultiTracks on
a custom Track Hub in the UCSC Genome browser. Pre-
viously unpublished data collected for the study has been
deposited under the accession GSE92375.
Pre-processing ChIP-seq data
Active promoter and enhancer status can be distinguished
based on the methylation status of histone 3 lysine 4
(H3K4) (11). Typically, trimethylation marks active pro-
moters, while monomethylation can be used to distin-
guish enhancers. To compare these marker levels at can-
didate TSS locations, chromatin immunoprecipitation data
(ChIP-seq) for H3K4me1 and H3K4me3 was downloaded
from ENCODE (UwHistone and BroadHistone data avail-
able via ftp://hgdownload.cse.ucsc.edu/goldenPath/hg19/
encodeDCC/). The aligned .bam files were used for anal-
ysis. For cell lines not included into the ENCODE data col-
lection, public data was acquired from the SRA database
and processed as the GRO-seq data, with the exception that
all reads that passed quality controlled were used for align-
ment. SE coordinates were downloaded from the dbSUPER
(29) database.
Pre-processing CAGE-seq data
CAGE-seq peak scores were obtained from the
FANTOM5 (30) consortium hg19 data release
(hg19.cage peak phase1and2combined counts.osc.txt).
The scaling factors used for normalizing the scores across
samples were obtained by upper quartile normalization
(31) of the regions corresponding to annotated TSS.
This method has been found robust for RNA-seq data
normalization (32). Samples with <1 000 000 reads within
annotated TSS regions were discarded. The normalization
factors obtained were then used to normalize all the
CAGE-seq peak scores in samples selected for analysis
(refer to Supplementary Table S2).
Many of the peaks included in the peak matrix were
found to locate to intragenic exon regions, representing a
known problem in CAGE assays (13). To avoid false posi-
tives in downstream analysis, we compared the signal distri-
bution between true TSS and exon-background and found
that they could be separated on log-scale (data not shown).
Gaussian mixture models were therefore selected as an ap-
proach to classify the normalized CAGE-seq scores into
TSS or non-TSS signal. The Model-Based classification
and density estimation was performed using the R package
mclust 5.1 (MclustDA) (33). The models were fitted sepa-
rately to log2 scores representing annotated TSS and anno-
tated exons (that do not overlap any known TSS) from ex-
pressed gene loci (GRO-seq RPKM> 1) in three GM12878
replicate samples. The model was then used to classify all
the normalized CAGE peaks across all samples. As an ad-
ditional filtering step, any CAGE-seq peaks overlapping ex-
ons from gene body regions (i.e. not representing first exons)
were required to pass the histone mark filtering step, as de-
scribed below for de novo identified candidate TSS.
To identify TSS at 1-bp resolution, the FANTOM5
CAGE-seq datasets for each cell type were downloaded
from the ftp resource (http://fantom.gsc.riken.jp/5/
datafiles/latest/basic/) in .bam format and converted into
bedGraph signal files visualizing the 5′ nt of each read
(HOMER makeUCSCfile -tss option).
De novo identification of primary transcription units in each
cell type
The miRNA maturation pathway is schematically illus-
trated in Figure 1A. The identification of pri-miRNA tran-
scripts was performed in 26/27 cell types where matching
CAGE-seq data were available. For the closely related cells
GM12004 and GM12750, further referred to as GM pool,
the GRO-seq samples were pooled for transcript detection.
The workflow of the pipeline is depicted in Supplementary
Figure S2A and tools and applied parameter settings are de-
scribed below. Scripts and example data are available from
https://bioinformatics.uef.fi/prima/.
Transcript detection. HOMER v4.3 software suite was
used for analyzing all uniquely mapped reads per cell type.
The de novo transcript identification for each cell type was
performed using the findPeaks.pl option -groseq, consider-
ing mappability gaps to avoid gaps (-uniqmap). The opti-
mal choice of additional parameters that control the sen-
sitivity were found to vary depending on sequencing depth
and sample quality (refer to SupplementaryFigure S1Dand
E). To improve the robustness of the transcript discovery
in context of different sequencing depths per cell type, re-
sults from transcript detection were pooled from three sep-
arate runs where parameters that affect transcript detec-
tion sensitivity and specificity were adjusted (setting 1: min-
BodySize 1000 and minReadDepth 10, setting 2: minBody-
Size 1500 andminReadDepth 5, setting 3: minBodySize 900
and minReadDepth auto). Especially setting 2 helped in-
crease the number of transcripts discovered in low depth
libraries. Any transcripts matching blacklisted regions as
specified in the GRO-seq pre-processing were discarded.
Thereof, additional data (chromatin marks and CAGE-seq
peaks) were used in filtering transcript candidates. First,
±500 bp around the TSS of novel transcript candidates were
extracted and intersected with CAGE-seq peaks classified
as TSS from all samples from the matching cell type. TSS
with overlap in >1% of samples were kept and the start co-
ordinate shifted to the CAGE-seq signal maximum, at nu-
cleotide resolution.
Next, ChIP-seq signal for H3K4me1 and H3K4me3 sig-
nal level was quantified from ±500 bp around the puta-
tive TSS using annotatePeaks.pl with cpm normalization.
A putative TSS passing the H3K4me3 > H3K4me1 filter
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was defined as a TSS where H3K4me3 levels were above
10 cpm and at least 5-fold higher than the H3K4me1 sig-
nal. For cell lines AC16, ARPE, hESC9, IMR90, MRC5,
Nalm6 and VCAP theH3K4me1 data were not available. In
this case, the H3K4me3 signal level was compared to the in-
put or H3K27 acetylation ChIP-seq sample signal (see Sup-
plementary Table S2). Transcript body was assembled from
proximal transcript pieces (BEDTools cluster with param-
eters -d 500 -s). For typical distribution of gaps within an-
notated gene regions, refer to boxplots in Supplementary
Figure S2A, step 2. Final transcript length above 5 kb was
accepted. Finally, TSS-classified CAGE-seq peaks within
de novo detected transcripts were included to resolve cases
where the HOMER TSS identification did not accurately
capture the transcript start (typically due to overlapping up-
stream eRNA signal). All transcript candidates passing the
above specified TSS chromatin marker filter and CAGE-seq
peak TSS filters were kept.
TSS evaluation across cell types. To minimize false pos-
itives, data from cell types with both H3K4me3 and
H3K4me1 data were used to obtain quantification data for
all found TSS. These data were used to filter away candi-
date TSS that had either weak support from CAGE-seq
(not passing histone marker ratio) or consistent evidence of
higher H3K4me1 signal (putative enhancers) in a matching
region (90% overlap).
Defining genomic regions to evaluate the output of each TSS
on primary transcription level
The identified primary transcription units were pooled
across cell types and clustered (BEDTools cluster with pa-
rameters -s -d 0). Next, clusters were analyzed to distinguish
the identified TSS and to define genomic regions that we re-
fer to as TSS elements that allow quantification of the out-
put of each TSS (refer to Supplementary Figure S2A, TSS
element quantification). The TSS elements represent non-
overlapping regions between the identified TSS in each clus-
ter. Toward this end, TSS windows were specified at each
identified TSS within ±1000 bp and then compared, to col-
lapse nearby transcript starts. The most frequent start co-
ordinate within each window was used to specify the start
for the TSS element. Longest end for each transcript was
also recorded across cell types. The element end coordinate
was assigned the next TSS window start, until the cluster
end. For the last element of the cluster, the end was as-
signed based on prominent drop in signal, as detected using
change point analysis (R package changepoint (34): penalty
BIC, method BinSeg, Q 1) from cell types in which the tran-
script had been discovered. The change point was analyzed
fromannotated transcript end until the cluster end.At novel
loci, the end of the transcript corresponding to median tail
length (based on annotation-matched transcripts) was ana-
lyzed. The furthest change point coordinate found was then
chosen as the element end coordinate for expression level
quantification. The resulting non-overlapping coordinates
were then used for evaluating the contribution of each TSS
to the primary transcript expression level.
Transcript annotation
For specifying precursor miRNA (pre-miRNA) locations,
transcript annotations were retrieved from GENCODE
(v19) and miRBase (v20) (35). Coding, long non-coding
and miRNA annotations were distinguished. The .gtf or
.gff files were converted to bed format using the R package
GenomicFeatures (makeTxDbFromGFF, transcriptsBy or
microRNAs). miRBase was integrated with GENCODE
miRNA annotations to achieve a non-redundant catalog of
pre-miRNA coordinates by substituting overlapping region
annotation with the miRBase identifier. The overlap of TSS
elements with pre-miRNA coordinates was used to detect
candidate pri-miRNA transcripts (refer to Supplementary
Table S3). The overlap to each TSS element was based on
the coordinate range from the start until the longest end.
The pri-miRNA TSS elements were further divided into in-
tergenic and intragenic. Intragenic refers to miRNA species
that share a TSS with coding genes. These were identified
by overlapping annotated coding gene TSS with the pri-
miRNA TSS element starts (±1000 bp). In gene-dense re-
gions, the overlap based on longest end also resulted in
likely false positive assignment of multiple coding genes as
miRNA host genes. In these cases, only the TSS elements
matching the closest coding gene were accepted. Candidate
novel TSS for coding genes were also considered to rep-
resent miRNA host transcripts. They either represent TSS
elements directly upstream or contained within annotated
coding transcripts. It should be noted that due to annota-
tion discrepancies, some miRNAs fall into either intra- or
intergenic regions when consulting either RefSeq or GEN-
CODE annotations (e.g. hsa-miR-196a-1 inside a putative
HOXB7 transcription variant annotated in GENCODE).
To compare the annotations to those reported in (8), we
retrieved the .gtf for the RNA-seq based assembly of pri-
miRNAs and overlapped them with pre-miRNA coordi-
nates in a strand-specificmanner using BEDTools (36) (lim-
iting to miRBase annotations that were used in their work).
Common pre-miRNA were defined based on overlapping
transcript found using both approaches. Next, TSS regions
(±1000 bp) were overlapped in a similar manner to detect
additional common transcripts where the extension over the
pre-miRNA was supported at least by one approach.
Quantification of pri-miRNA transcripts
Non-mappable coordinates, exons of coding genes and
ribosomal RNA regions were removed from TSS elements
prior to quantification using BEDTools (subtractBed) to
exclude regions known to cause problems in quantification
of GRO-seq data. Exon coordinates for coding genes
were based on Refseq and UCSC knownGene annota-
tions (November 2016). Exons were retrieved using the
R/Bioconductor GenomicFeatures exonsBy command and
overlapping coordinates were merged (BEDTools merge
with parameters -s -c 6 -o distinct). The mappability file
hg19 wgEncodeCrgMapabilityAlign50mer.bedGraph.gz
was downloaded from UCSC table browser for 50mer
alignments and processed to bed format to discard non-
mappable regions. The non-overlapping pieces of each TSS
element were quantified using HOMER (analyzeRepeats.pl
with parameters -strand + -noadj -noCondensing -pc 3)
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and the read count summed. The lengths of the quantified
region and total read counts in each library were used to
report normalized signal levels (RPKM). The contribution
of each TSS (TSSi) to the overall transcriptional activity in
a given locus was determined by subtracting the signal level
at the upstream element (TSSi+1), based on the RPKM
values. The obtained values are referred to as differential
TSS activity levels.
Quantification of mature miRNA transcripts
ForRNA extraction,HUVECwere cultured as described in
(37) and Nalm6 and A549 cells according to ATCC guide-
lines. RNA was extracted using phenol–chloroform extrac-
tion as in (38) with an overnight isopropanol precipitation
step to capture short RNA species.MaturemiRNA levels of
hsa-miR-221–5p and hsa-miR-222–5p were quantified by
RT-qPCR using the ExiqonmiRCURYLNAUniversal mi-
croRNAPCR assays (ExiqonA/S, Vedbaek, Denmark) ac-
cording to manufacturer’s instructions; normalization was
performed to the UniSp6 synthetic RNA control template.
ENCODE CSHL short RNA-seq data from A549,
GM12878, IMR90 and K652 total cell lysates was down-
loaded as mapped bam files (GSE24565). The BEDTools
coverage tool was used for counting the reads on pre-
miRNA loci with default settings (including strand speci-
ficity parameter -s). Reads were normalized to total library
sizes and to quantified region length. Corresponding data
from (McCall et al. 2017, http://biorxiv.org/content/early/
2017/03/24/120394) (cpm data matrix) was included as a
second dataset.
Sample set characterization
Spearman correlation of new GRO-seq samples was calcu-
lated. In accordance with ENCODE guidelines, the gene-
level correlation of replicates within the new sample set was
confirmed to be>0.9. In addition, the same criteria wasmet
when correlating the new HUVEC samples generated with
samples in our earlier study that represent the same condi-
tion (Supplementary Figure S1A–C).
To visualize sample similarities in two dimensions, the di-
mensionality reduction was performed using t-distributed
Stochastic Neighbor Embedding (t-SNE) from R package
Rtsne (with perplexity parameter set to 30), using either a
geneset of pri-miRNA TSS element or similarly obtained
TF TSS element quantification (log2 TPM normalized sig-
nal levels (39).
Hi-C data analysis
Hi-C data were processed as described previously (37).
TADs were identified using HOMER v4.3, with ’findHiC-
Domains.pl’, using resolutions of 5 and 25 kb. This analysis
is based on a statistic referred to as the ‘directionality index’,
which describes the tendency of a given position to inter-
act with either the chromatin upstreamor downstream from
its current position. The HOMER tool ‘analyzeHiC.pl’ was
used to generate the heatmaps to visualize interaction fre-
quencies.
Statistical test for pri-miRNA expression analysis
Non-normalized TSS element counts were used to perform
differential expression analysis for LNCaP TNF treat-
ment (GSE83860). The BioConductor limma package was
used to compute moderated t-statistics and false discovery
rates (Benjamini-Hochberg) in order to identify significant
changes between treatment and control.
Quantification of eRNA levels at candidate regulatory ele-
ments
Regulatory elements were quantified from GRO-seq li-
braries based on DNase I Hypersensitivity narrow peak co-
ordinates from ENCODE (OpenChrom, Duke University,
GSE32970). The peaks were extended ±250 bp from the
peak center and merged using BEDTools merge to avoid
redundancy. Peaks that were located in a 500-kbp win-
dow from both pri-miR-221∼222 TSS were quantified us-
ing HOMER v4.3 ‘analyzeRNA.pl’ across cell types. Peaks
located within the TSS elements of pri-miR-221∼222 were
quantified on the opposite strand of the pri-miRNA tran-
script. Peaks located outside of the pri-miRNA transcript
were quantified on both strands (-strand both). All peaks
were normalized by the length of the quantified region and
the total number of mappable reads per GRO-seq library.
Additional data used in this study
Refer to Supplementary Table S2 listing additional data
displayed in the figures. Transient transcriptome (TT)-seq
(GSE75792) (40) and precision nuclear run-on (PRO)-seq
(GSE96869) datasets were downloaded asmapped bamfiles
and converted into bedGraph signal files for independent
validation at selected pri-miRNA loci.
RESULTS
Integration of high-throughput sequencing data across cell
types allow fine-resolution mapping of human pri-miRNA
TSS
To allow profiling the functional state of miRNA primary
transcription units across commonly used human cell lines,
we have generated GRO-seq libraries for 19 cell types, and
added publicly available datasets for 9 cells (in total 27 cell
types, refer to Figure 1A for a schematic representation of
the miRNA transcript synthesis and processing steps). We
integrated these 92 nascent transcriptome samples with ex-
isting annotations and other gene regulatory data fromEN-
CODE and FANTOM5 consortiums (Figure 1B, see also
Supplementary Tables S1 and 2) to extend the genomic
characterization of pri-miRNA loci, in a manner that is not
limited by transcript stability (14).
In our analysis, pipeline candidate transcripts were first
identified from cell-specific GRO-seq signal (see ‘Materi-
als and Methods’ section). The exact TSS coordinate was
then assigned based on CAGE-seq peaks (available in 26
cell types). TheTSS statuswas further supported by the pro-
moter histone methylation levels, through quantification of
the H3K4me3 ratio to H3K4me1 (Figure 1C, see also Sup-
plementary Figure S2A and ‘Materials and Methods’ sec-
tion). In some regions, several closely localized TSS (within
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Figure 1. Identification of active TSS fromprimarymicroRNAgene loci across human cell types. (A) CanonicalmiRNAmaturation pathway. (B) Summary
of the dataset assembled from GRO-seq, CAGE-seq (FANTOM5 Consortium) and histone ChIP-seq data (refer to Supplementary Table S1 for dataset
identifiers). (C) Schematic depiction of the strand-specific TSS identification strategy by integration of GRO-seq (top), histone ChIP-seq (middle) and
CAGE-seq (bottom track); the HOMER de novo transcript represents an exemplary transcription unit detected on the negative strand. (D) Two TSS
detected by the integrated analysis from the hsa-miR-221∼222 locus (chrX:45, 550, 068–45 712 839) are shown, with the proximal (TSS1) and the distal
(TSS2) sites located 23 140 and 104 431 nt, respectively, from the pre-miR-222; these TSS are also represented in the pri-miRNA transcript assembly by
Chang etal. 2015. Signal combined from HUVEC samples is shown for each assay type. (E) A novel transcript overlapping the hsa-miR-651 pre-miRNA
is detected on the plus strand, based on integrated analysis (visualized as in A) in ESC and multiple blood cell type (K562, GM cell), with a TSS that is
located 199462 nt upstream from the precursor. The PNPLA4 gene encoded on the opposite strand shares the promoter (coordinates shown are chrX:7
862 384–8 132 720).
1 kb) were obtained fromdifferent cell types. In this case, the
most prevalent TSS was used in downstream analysis. In to-
tal, we identified 305 intergenic and 1242 intragenic active
pri-miRNA TSS, corresponding to 415 and 1059 mature
miRNAs frommiRBase andGENCODE, respectively, that
localize to 1177 genomic clusters. The evidence supporting
the activity of each TSS based on the different genomic as-
says is summarized in Supplementary Table S3.
To benchmark the identification approach, we com-
pared our results to the miRNA annotations (available for
1267/1871miRNAs annotated inmiRBase) obtained based
onRNA-seq fromDROSHA-DCGR8-depleted cellmodels
(8). The 1142 common miRNAs include those with tran-
script covering the same pre-miRNA (1074) and 68 pre-
miRNA sharing the sameTSS (±1 kb)where overlap to pre-
miRNA coordinates was confirmed based on the assembly
in (8) (Supplementary Figure S2B). The mir-221∼222 lo-
cus represents amiRNA cluster that was captured with high
confidence using both approaches (Figure 1D), whereas our
more extensive cell collection allowed identification of novel
pri-miRNA transcripts (149 in total), including a transcript
spanning miR-651 that is specific to embryonic stem cells
and blood cells (Figure 1E). The 125 pri-miRNA loci sup-
ported only by the assembly in (8) were found to corre-
spond primarily to low expressed miRNA loci (Supplemen-
tary Figure S2C).
Long primary transcripts and existence of multiple TSS char-
acterize complex miRNA loci
We next examined the locations of the TSS that were as-
sociated with each mature miRNA. Computational predic-
tions of miRNA TSS have been based on closest promoter
marker (H3K4me3) peaks. Here, the associated active tran-
scriptional profiles provide evidence of new distal TSS that
reside far away from the annotated pre-miRNA location,
in line with the RNA-seq-based transcript assembly in (8).
The log10 distance (in kb) from the annotated pre-miRNA
location is shown in Figure 2A. Intergenic and intragenic
miRNAs displayed a similar distance range, with major-
ity of TSS at a 103–105 bp distance. However, the inter-
genic TSS distance distribution is notably more flattened
(Figure 2A). More than one-third of pri-miRNA TSS el-
ements are located in loci with multiple transcript variants
(TV) at both inter- and intragenic loci (102/305 intergenic,
453/1242 intragenic TSS elements, Figure 2B, see also Sup-
Nucleic Acids Research, 2017 7
Figure 2. pri-miRNA loci display complex patterns of distal TSS. (A) Distribution of pri-miRNA TSS log10 distance (in kb) relative to the miRNA
precursor across all mature miRNA species is shown separately for intragenic (median distance 33.8 kb) and intergenic (median distance 20.4 kb) miRNA
TSS, for miRNAs from miRBase and GENCODE. (B) Total numbers of intra- and intergenic pri-miRNA loci with one or multiple TSS elements found
across all cell types (refer to Supplementary Table S3 listing miRNAs in each category), for miRNAs frommiRBase and GENCODE. (C) GRO-seq signal
across four cell types (ESC, HeLa, GM cells and HUVEC) at the complex pri-miRNA locus of hsa-mir-29a∼29b-1 cluster is shown (chr7:130 376 783–131
016 782). Four distinct TSS were identified, with the most distal (TSS4) being shared with the ncRNA LINC-PINT (FLJ43663).
plementary Table S3). The miR-29a∼29b-1 cluster (Figure
2C and Supplementary Figure S3) exemplifies the complex-
ity of intergenic miRNA loci: distinct TSS are active across
cell types. Interestingly, the most distal TSS is shared with a
lncRNA known as long intergenic non-protein coding RNA,
p53 induced transcript, LINC-PINT and elongation from
this TSS4 was confirmed from independent TT-seq and
PRO-seq data available for K562 cells (Supplementary Fig-
ure S3C). The transcription from three proximal TSS on the
other hand does not cover the lincRNA gene locus. These
TSS for shorter TV have prominent activity across normal
cells compared to ES or cancer cells that co-express both
ncRNA species (Figure 2C and Supplementary Figure S3).
Cell type-specific TSS usage at intergenic pri-miRNA loci
Based on the transcript identification results, approximately
20% of miRNA clusters have evidence of several TSS. Fur-
thermore, active TSS locations within a miRNA locus were
distinct when comparing between cell types (see Figures 1D
and 2C; Supplementary Figure S3). Considering that this
complex architecture may be an important regulatory fea-
ture at miRNA loci, we developed a strategy to quantify dif-
ferential TSS usage (see ‘Materials and Methods’ section).
The contribution of each TSS to the total transcriptional
activity at the locus is exemplified at the mir-100∼let-7a-
2∼mir-125b-1 locus in Figure 3A. In total six active TSS
were found for this miRNA cluster by our approach. In
order to reflect the contribution of each TSS to the ob-
served signal levels in a given cell type, the locus was di-
vided into six quantification elements that specify a unique
region downstreamof eachTSS (the TSS numbering reflects
increasing distance from the first annotated pre-miRNA
start coordinate). The GRO-seq signal within each element
was then quantified across the cell types (see ‘Materials and
Methods’ section).
Similar to TFs, miRNAs are considered to be important
regulators of cell fate. As a first confirmation, we tested
whether the miRNA locus activity, as reflected by the quan-
tified GRO-seq signal within each TSS element, could dis-
tinguish between the cell types analyzed. The dimensional-
ity reduction (t-SNE) results generated using miRNA loci
segregate the cell types in a comparable manner to the re-
sult obtained based on TF loci, as shown in Supplementary
Figure S4.
Next, the contribution of each TSS (TSSi) to the over-
all transcriptional activity in a given locus was determined
by subtracting the signal level at the upstream element
(TSSi+1), based on the RPKMvalues. The TSS activity lev-
els are summarized as heatmap bars next to the GRO-seq
signal tracks (Figure 3A).
As can be seen from the signal tracks (Figure 3A), the
most distal TSS (TSS6) is active only in A549 and HeLa
cells. In HeLa, the signal remains constant across the locus,
indicating that none of the other TSS are active. In compar-
ison, at TSS1 location, a signal increase occurs in APRE
and IMR90 cells, indicating its active state. Similarly, by
comparing the signal before and after TSS2, HCT116, U87
and A549 utilize this TSS, while the constant signal level in
ARPEandHUVEC indicates that theTSS is inactive. These
patterns are readily distinguished from the differential TSS
activity heatmaps shown next to the signal tracks.
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Figure 3. Quantification of TSS elements that are used for cell type specifically. (A) The use of cell type-specific TSS can be quantified based on the
TSS-elements (see ‘Materials and Methods’ section), as exemplified at the hsa-mir-100∼let-7a-2∼mir-125b-1 locus (chr11:121 723 037–122 387 271) that
harbors six differentially active TSS, as supported by the Refseq annotation track. The differential TSS activity calculated based on the GRO-seq signal
difference between adjacent elements (see equation in the legend and ‘Materials and Methods’ section) is summarized as a heatmap next to each track,
where darker color tones correspond to higher TSS activity (in RPKM). The TSS numbering increases with the distance from the pre-miRNA. Super-
enhancer locations indicated above the GRO-seq tracks can be compared to the ENCODE H3K27ac track (both correspond to overlaid activity from
multiple cell types). (B) Cross-lineage quantification of differential TSS activity (left) and proximity to cell type-specific SE (right, ±100 kb) at intergenic
pri-miRNA loci with multiple TSS is shown. The transposed heatmap panel corresponding to the ARPE data shown in (A) is indicated by an arrow. The
heatmap is organized into three sections: the upper part of the heatmap corresponds to miRNA loci with highly dynamic TSS activity across multiple cell
types; the middle part shows miRNA loci with cell-specific high activity; the lower part corresponds to miRNAs with moderate to low expression level
across cell types. The ordering of the cell types reflects their origin: H1-ESC (stem cell); the neuronal lineage cell types ARPE, NHA (normal), T98G and
U87 (cancer); mesoendodermal cell types IMR90, MRC5 (fibroblast), HAEC, HUVEC (endothelial), AC16 (cardiomyocyte) and HEK293T (kidney);
cancer cell lines HCT116, A549, HEPG2, HeLa, LNCaP, VCAP, MCF7; blood lineage cell types (GM lymphoblastoid, normal), THP1, Nalm6, K562
and Ramos (cancer).
Near TSS2, 3 and 4, the pri-miRNA signal on the mi-
nus strand is overlapped by multiple signal peaks on the
opposite strand. Such peaks are indicative of strong en-
hancers, and co-localize with H3K27ac peaks. In confirma-
tion, we retrieved annotated SE coordinates across multi-
ple cell types from dbSUPER (Supplementary Table S2):
TSS1–4 with highest quantified activity levels reside in close
proximity to SE (Figure 3A).
Next, we utilized our quantification approach to compare
miRNA TSS activities across the GRO-seq cell line collec-
tion. The result for miRBase intergenic miRNAs with mul-
tiple TSS is shown in Figure 3B. The 30miRNA clusters are
sorted into three groups. The mir-100∼let-7a-2∼mir-125b-
1 locus is among the first group of miRNA loci that show
cell type-specific differences in TSS utilization. In the mid-
dle group, the miRNA loci are highly expressed in only a
small subset of cell types, including the ESC-restricted mir-
106a cluster (41). The last group shows medium to low ac-
tivity miRNA loci with less distinct cell- or TSS-specific
activity profile. We further analyzed the presence of SEs
in the vicinity (±100 kb) of the pri-miRNA TSS. The co-
localization with these strong enhancers is visualized next
to the heatmap, and shows a pattern that resembles the TSS
activity profile with low activitymiRNA loci lacking SE and
cell-specific activity corresponding to cell-specific SE detec-
tion.
Distinct super-enhancers correlate with the activity of alter-
native TSS at the mir-221∼222 locus
To further elucidate the regulatory architecture at amiRNA
locus, we selected the mir-221∼222 locus for more detailed
examination, where SE locations across different cell types
indicated six highly active regulatory regions in the vicinity
(Figures 4A and 3B). The two alternative TSS found have
differential activity across cell types (including normal and
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Figure 4. hsa-mir-221∼222 expression is regulated by two TSS with distinct correlation to enhancer usage. (A) The super-enhancer track indicates the
locations of six SEs found within ±500 kb from the two hsa-miR-221∼222 TSS in HCC1954, U87, HUVEC and HCT116. Sub-regions corresponding to
individual active enhancers (see ‘Materials andMethods’ section) within the SEs and across the locus are indicated based on ENCODEDNAse-seq peaks.
The ENCODEH3K27ac track provides additional confirmation for the locations of candidate regulatory regions (signal overlaid frommultiple cell types).
TheGRO-seq signal from the hsa-miR-221∼222 cluster locus (chrX:45 169 213–46 205 597) is shown fromhuman primary and cancer cell lines representing
differential TSS activity: HUVEC, HCT116, GM cells and K562 represent cell types with active TSS1; ESC, A549, HeLa and LNCaP represent cell types
with only TSS2 activity. (B) The differential TSS usage (shown as heatmap, as in Figure 3) can be compared to eRNA levels at representative enhancers
from each SE region (see also Supplementary Figure S6). (C) GRO-seq signal from the TNF-stimulated LNCaP cells is shown from the activated SE4
region (see also Supplementary Figure S6 showing the whole locus). NF-B binding as measured in the same condition (GM12878 cells) and layered
H3K27ac are shown below the GRO-seq tracks.
cancer cell types): the more distal TSS (TSS2) has lower and
more constant level of expression across the cell types an-
alyzed (Figure 3B), while TSS1 activity is highly dynamic
and among the most active miRNA TSS overall. The ma-
ture miRNA levels, in agreement, were highest in IMR90
cells with high TSS1 activity (see Supplementary Figure
S5 showing short RNA-seq data and RT-qPCR validation
in multiple cell types for miR-221∼222, miR-100∼let-7a-
2∼miR-125b-1 and miR-29a∼29b-1 clusters).
Even when the same mature miRNA level could be
achieved by alternative TSS, their cell-specific activity
and stimulus responsiveness may be completely different.
Genome-wide mapping of nascent RNA opens a unique di-
mensionwhere activity of regulatory regions can be inferred
through investigating the eRNA patterns within enhancer
regions. To characterize enhancer activity within the mir-
221∼222 locus, we retrieved a list of DNase peaks (±500
kb from each TSS) from ENCODE across multiple cell
types. eRNA expression centered at each peak (±500 bp)
was then quantified based on the GRO-seq dataset. The re-
sults for representative enhancers within the six SE regions
are shown in Figure 4B (all enhancers are shown in Sup-
plementary Figure S6). The enhancer activity can be com-
pared to the heatmap on the left showing the differential
TSS activity. The enhancers in the immediate vicinity and
downstream TSS1 (SE1–3) are highly active in cell types
with predominant TSS1 activity. In contrast, SE4 and SE6
have a broader activity pattern, closely matching TSS2 ac-
tivity (SE5, not shown, had modest eRNA levels across all
cell types analyzed). A subset of enhancers within SE3 were
active in the blood cell types that only showed weak TSS2
activity (Figure 4 and Supplementary Figure S6).
To further investigate whether the two TSS would be dif-
ferentially responsive to stimuli, we performed differential
expression analysis comparing the read counts at miRNA
TSS elements between different treatment conditions in the
GRO-seq dataset (refer to Supplementary Table S1). In
LNCaP cells, the most significant change in pri-miRNA
transcription upon TNF treatment was found at the mir-
221∼222 locus (adjusted P-value 2.40E-37), increasing by
2.40-fold the activity of TSS2 (TSS1 not active). Accord-
ingly, the eRNA profile at SE4 (Figure 4C) showed a rapid
activation, while SE1–3 remained unresponsive (Supple-
mentary Figure S7). In further confirmation, the activated
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enhancer region within SE4 contains an NFkB binding site
(GM12878 cell ChIP-seq data from ENCODE is shown).
Chromatin organization reveals TAD boundaries at pri-
miRNA loci with differential TSS activity
Based on the differential TSS activity pattern observed at
multiple miRNA loci, we hypothesized that the higher-
order chromatin structure might restrict contacts between
the TSS and regulatory elements and thereby contribute
to the cell- and stimulus-specific TSS activation patterns.
We used insulator annotations and CTCF binding profiles
from ENCODE chromatin segmentation, together with
Hi-C data from three cell types (H1-hESC, HUVEC and
GM12878) (42–44) to define TADboundaries and analyzed
these at miRNA clusters with multiple TSS.
The genomic region around the mir-221∼222 locus is
shown in Figure 5A. A TAD boundary co-localizing with
several CTCF ChIP-seq peaks and multiple nearby insula-
tor segments was detected between the mir-221∼222 TSS
(supported by data from H1-hESC, HUVEC and LNCaP
cells). The downstream region from TSS1 containing SE1–
3 has a distinct interaction pattern from the upstream re-
gion harboring SE4–6 (heatmap, data fromHUVEC shown
above the tracks). Similarly, the six TSS at mir-100∼let-
7a-2∼mir-125b-1 locus are separated by TAD boundaries
(Figure 5B): the low activity distal TSS (mir-100∼let-7a-
2∼mir-125b-1 TSS5 and 6) are separated from the SE re-
gions in vicinity of TSS1–4 (see also Figure 3A). Prominent
CTCF peaks and insulator annotations from several cell
types were also found between the mir-100∼let-7a-2∼mir-
125b-1 TSS1 and mir-100∼let-7a-2∼mir-125b-1 TSS2–4.
Closer examination of the Hi-C interaction pattern (a sub-
triangle, highlighted in Figure 5B) indicated that this mir-
125b-1-specific TSS may also segregate into its own regu-
latory domain, matching its more lineage-specific activity
pattern (Figure 3A).
DISCUSSION
Using nascent transcriptomes and data integration we val-
idated here that pri-miRNA display complex genomic or-
ganization with one or several TSS that can localize several
hundred thousand bp upstream from the pre-miRNA co-
ordinates. These results are consistent across 27 commonly
used human cell line models and primary cells. We found
that usage of multiple TSS is common within intergenic
pri-miRNA genes and study in detail three such complex
loci: mir-29a∼29b-1, mir-100∼let-7a-2∼125b-1 and mir-
221∼222. The observed complexity of miRNA loci is in
agreement with previous findings in multiple species (8,9).
Focusing on the locus of mir-221∼222, where the identified
TSS have also been previously validated using RACE (8),
we demonstrated that the activity of the two TSS used by
this cluster correlates with distinct enhancers. In prostate
cancer cells (LNCaP), inflammatory activation results in
higher eRNA transcription within a TAD harboring the
distal TSS increasing its transcriptional output 2.4-fold,
whilst the other TSS remained unresponsive. Our results
suggest that multiple miRNA regulatory domains are sim-
ilarly constrained by chromatin architecture, giving rise to
complex cell- and response-specific regulation of miRNA
expression.
Mapping total RNA sequenced from whole-cell or sub-
cellular compartments back to the genome has shown that
primary transcripts can derive from up to 75% of unique ge-
nomic locations (45). Currently the GENCODE database
Version 25 (March 2016 freeze, GRCh38) annotates 7258
small non-coding RNA genes (46). However, only the se-
quence and location of precursor hairpins has been an-
notated for majority of miRNA loci. Rapid processing
and maturation of ncRNAs into a heterogenous popula-
tion of mature species presents a common difficulty for
their detection usingmicroarray hybridization orRNA-seq.
Here, we used nascent transcriptomes (GRO-seq) that pre-
cede the processing mechanisms, revealing active transcrip-
tion at miRNA loci. Our analysis confirmed the utiliza-
tion of distal pri-miRNA promoters and alternative TSS,
agreeing with results from eight cell lines depleted from
DGCR8/DROSHA (8). The data types integrated here ex-
tend the characterization of miRNA loci across common
human cell line models with further supporting evidence
for TSS status based on CAGE-seq and the H3K4methyla-
tion levels, and for transcript structures based on the GRO-
seq signal profile. As each genome-wide assay has both
strengths and weaknesses, it is important to jointly con-
sider the evidence at each candidate TSS. In many miRNA
loci, the previous RNA-seq-based assembly included more
TSS than those confirmed by our CAGE- or GRO-seq pro-
files, possibly reflecting low transcript levels or false posi-
tives from the assembly algorithm. Our approach, on the
other hand has less confidence in assigning transcript end
coordinates, as the active Pol II transcriptional signal trails
down at gene ends. Similarly, while CAGE-seq is a sensitive
and high-resolution method to detect TSS (13), the signals
at highly expressed gene exon regions can often be assigned
as false positives. We tried to mitigate this issue using a mix-
ture model for CAGE-peak scores and requiring that peaks
at exons were additionally supported by the H3K4me his-
tone mark status. The histone marks alone would not al-
low strand-specific analysis, and have low (kb) resolution
to distinguish TSS locations. We further utilized the ra-
tio between the H3K4me1 and H4K4me3 to distinguish
between gene and enhancer transcripts. However, in some
cases this distinction did not agree across the cell types. In-
stead, the typical bidirectional short (few kb) eRNA tran-
scripts showed an extended TV in a subset of cells, some
of which that spanned pre-miRNA locations. However, the
mature miRNA derived from these loci represented low
abundance or poorly confirmed miRNA species. Further
experimental validation would be necessary to elucidate the
role of extended eRNAs as pri-miRNA transcripts.
The presence of multiple TSS is a key feature defining the
complex pri-miRNA loci.Moreover, it is possible that some
of the transcripts may generate other ncRNA species with
additional regulatory role in distinct cell types. This is the
case at the mir-29a∼mir-29b-1 locus where the longest pri-
miRNA TV shares a TSS with the lincRNA LINC-PINT
that in mouse (Lncpint) has been shown to promote cellular
proliferation; in contrast, human LINC-PINT was found
to act as a negative regulator of proliferation and survival
in HCT116 and A549 cells (47). According to our results,
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Figure 5. Chromatin architecture contributes to alternative TSS usage at pri-miRNA loci. (A) Chromatin structure at the hsa-miR-221∼222 locus (chrX:44
625 000–46 600 000) in human endothelial cells. The Hi-C interaction frequency is shown as a triangle heatmap above (25 kb resolution). TAD domains
found at 5 kb resolution fromHUVEC and ESC are shown. TAD boundaries can be compared to the CTCF signal peaks (ENCODE) from corresponding
cell types. The SE track indicates the locations of SE detected in all analyzed cell types. The location of TSS elements (matching different TADs) is
highlighted. (B) Chromatin structure is shown at the hsa-mir-100∼let-7a-2∼mir-125b-1 locus (chr11:121 270 000–122 775 000) based on human fibroblasts
(IMR90) data (5 kb resolution), as in (A). TAD domain boundaries (5 kb resolution) calculated from IMR90 and HUVEC, and the corresponding CTCF
(ENCODE) signal are shown as in (A). The SE track indicates the locations of SEs detected in all analyzed cell types.
this discrepancy in its role merits further investigation. The
GRO-seq data show that the shorter TV have prominent
TSS activity across normal cells, with low transcriptional
activity overlapping LINC-PINT. In contrast, ES or can-
cer cells co-express both ncRNA species at low to moderate
levels (Figure 2C and Supplementary Figure S3), with rela-
tively high expression in A549. In both human and mouse,
LINC-PINT expression has been found to be regulated by
p53 activation. Since miR-29 enhances p53 activity through
repressing the negative loop between PI3K-AKT-MDM2
and p53 (48), it would be important to study the contribu-
tion of both ncRNA species and to distinguish between cell
and cancer types that express the long or shorter TV at this
locus.
The differential TSS activation could be a major fea-
ture governed by cell type-specific usage of regulatory ele-
ments and TF-mediated regulation. In order to dissect this
regulatory complexity, we developed a quantification ap-
proach that allows analysis of the TSS-specific transcrip-
tional output. Our analysis revealed a highly cell-specific
pattern of TSS usage across majority of intergenic pri-
miRNA loci and presented evidence that this could be
linked with the lineage-specific transcriptional programs
that establishes prominent enhancer activation in the vicin-
ity of active miRNA TSS, as is evident from high degree of
overlap with super-enhancers.
The small, 21–22 nt long miRNAs have been established
as key regulators that themselves contribute to cell-fate deci-
sions and fine-tune transcriptional responses, yet regulation
of miRNA transcription has remained elusive. The analysis
of eRNA transcription (18) in context of the miRNA lo-
cus can further pinpoint active regulatory regions. Focus-
ing on the regulatory regions within the dynamically ac-
tive mir-221∼222 locus, we analyzed the six super-enhancer
regions and a larger set of candidate enhancers ±500 kb
from each TSS to distinguish cell-specific eRNA transcrip-
tion patterns that closely matched the differential activity
of the two alternative TSS. We show that the strong tran-
scriptional activity of TSS1 is reflected in the high eRNA
levels at SE1-SE3. Using DNAse-seq peak centers to ob-
tain higher resolution within SE enabled elucidating differ-
ential activation patterns of sub-regions upon stimuli. We
found that the distal mir-221∼222 TSS2, correlating with
SE4 and 6, was responsive to TNF stimulation, with con-
comitant eRNA increase at theNF-B bound region within
SE4. This inflammatory mechanism modulating expression
at the mir-221∼222 locus should be further investigated, as
these miRNAs have been found to increase cellular prolifer-
ation potential by targeting CDKN1B (p27Kip1) in human
prostate cancer cell lines (49).
Chromatin architecture is known to limit the contacts
between TSS and regulatory elements. Hi-C data provide
a comprehensive view of genome-wide chromatin interac-
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tions (50). We show here that the correlation of SE activity
at the mir-221∼222 locus with a specific TSS could be phys-
ically orchestrated by TAD organization. TADs represent
sub-regions with frequent contacts that are often bounded
by CTCF binding sites and insulator elements. At the mir-
100∼let-7a-2∼125b-1 cluster, where TSS1–4 have also pre-
viously been validated (8), the distal TSS were separated
by a TAD boundary from more proximal TSS which co-
localize with a SE region. This was reflected in dramati-
cally different TSS activity levels. Furthermore, the unique
transcription start site for mir-125b-1 (TSS1) that resides
between the clustered miRNA species may enable cells to
bypass the polycistronic transcription of each miRNA. In
Drosophila, let-7 and miR-125 were found to function dur-
ing two distinct stages, development and adulthood, rather
than acting at the same time, based on differential modu-
lation of their levels in a model of retinal neurodegenera-
tion (51). Among the human cell types studied, here, the
retinal cell line ARPE exclusively utilized the short mir-
125b-1-specific TSS. Elevatedmir-125b levels have also been
associated with pathological states involving fibrosis and
negative regulation of p53 (52,53). Accordingly, this TSS
was also active in the fibroblast cells IMR90 and MRC5.
The differential role of the clustered miRNA emphasizes
the importance to distinguish between alternative TSS us-
age across cell types and their responsiveness to different
stress stimuli. The approach and results presented here pave
the way for building detailed regulatory maps of miRNA
loci. Moreover, the ability of GRO-seq to detect different
ncRNA species encourages application of this approach to
elucidate the regulatory complexity at other ncRNA loci.
In summary, the findings presented link the multiple TV
found at pri-miRNA loci with characterization of differen-
tial TSS usage across cell types and demonstrate that chro-
matin architecture is important in defining pri-miRNA reg-
ulatory domains.
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