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4 Musielak-Orlicz Campanato Spaces and Applications
Yiyu Liang and Dachun Yang ∗
Abstract Let ϕ : Rn× [0,∞)→ [0,∞) be such that ϕ(x, ·) is an Orlicz function and
ϕ(·, t) is a Muckenhoupt A∞(R
n) weight uniformly in t. In this article, the authors
introduce the Musielak-Orlicz Campanato space Lϕ,q,s(R
n) and, as an application,
prove that some of them is the dual space of the Musielak-Orlicz Hardy spaceHϕ(Rn),
which in the case when q = 1 and s = 0 was obtained by L. D. Ky [arXiv: 1105.0486].
The authors also establish a John-Nirenberg inequality for functions in Lϕ,1,s(R
n)
and, as an application, the authors also obtain several equivalent characterizations of
Lϕ,q,s(R
n), which, in return, further induce the ϕ-Carleson measure characterization
of Lϕ,1,s(R
n).
1 Introduction
The BMO space BMO(Rn), originally introduced by John and Nirenberg [20], is defined
as the space of all locally integrable functions f satisfying
‖f‖BMO(Rn) := sup
B⊂Rn
1
|B|
∫
B
|f(x)− fB | dx <∞,
where the supremum is taken over all balls B ⊂ Rn and fB :=
1
|B|
∫
B f(x) dx. Fefferman
and Stein [13] proved that BMO is the dual space of the Hardy space H1(Rn). The
space BMO(Rn) is also considered as a natural substitute for L∞(Rn) when studying the
boundedness of operators.
For any s ∈ Z+ := {0, 1, . . . }, let Ps(R
n) denote the polynomials with order not more
than s. Assume that f is a locally integrable function on Rn. For any ball B ⊂ Rn and
s ∈ Z+, let P
s
Bg be the unique polynomial P ∈ Ps(R
n) such that, for all Q ∈ Ps(R
n),∫
B
[g(x) − P (x)]Q(x) dx = 0.
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Recall that, for β ∈ [0,∞), s ∈ Z+ and q ∈ [0,∞), a locally integrable function f is said
to belong to the Campanato spaces Lβ,q,s(R
n) introduced by Campanato [7], if
‖f‖Lβ,q,s(Rn) := sup
B⊂Rn
|B|−β
{
1
|B|
∫
B
|f(x)− P sBf(x)|
q dx
}1/q
<∞,(1.1)
where the supremum is taken over all balls B in Rn.
Obviously, L0,1,0(R
n) = BMO(Rn) since P 0Bf = fB. Moreover, Taibelson and Weiss [37]
further showed that, for all q ∈ [1,∞) and s ∈ Z+, L0,q,s(R
n) and BMO(Rn) coincide with
equivalent norms. Taibelson and Weiss [37] also proved that the dual space of the Hardy
space Hp(Rn) with p ∈ (0, 1] is the space L 1
p
−1,q,s(R
n) for q ∈ [1,∞) and s ≥ ⌊n(1p − 1)⌋.
Here and in what follows, we use the symbol ⌊s⌋ for any s ∈ R to denote the maximal
integer not more than s. For more applications of Campanato spaces and those function
spaces related to Campanato spaces in harmonic analysis and partial differential equations,
see, for example, [34, 37, 1, 16, 10, 31, 19, 30, 40, 11] and their references.
On the other hand, as a generalization of Lp(Rn), the Orlicz space was introduced
by Birnbaum-Orlicz [2] and Orlicz [33]. Recently, Ky [22] introduced a new Musielak-
Orlicz Hardy space Hϕ(Rn), which generalizes both the Orlicz-Hardy space (see, for ex-
ample, [21, 38]) and the weighted Hardy space (see, for example, [14, 15, 36]). Musielak-
Orlicz functions are the natural generalization of Orlicz functions that may vary in the
spatial variables; see, for example, [29]. The motivation to study function spaces of
Musielak-Orlicz type comes from applications to elasticity, fluid dynamics, image pro-
cessing, nonlinear partial differential equations and the calculus of variation; see, for ex-
ample, [4, 5, 6, 8, 9, 22] and their references. It is also worth noticing that some special
Musielak-Orlicz Hardy spaces appear naturally in the study of the products of functions
in BMO(Rn) and H1(Rn) (see [5, 6]), and the endpoint estimates for the div-curl lemma
and the commutators of singular integral operators (see [3, 5, 23]).
Ky [22] also introduced the Musielak-Orlicz BMO-type space BMOϕ(Rn), which gener-
alizes the classical space BMO(Rn), the weighted BMO space BMOw(R
n) (see, for exam-
ple, [28]) and the Orlicz BMO-type space BMOρ(R
n) (see, for example, [35, 21, 38]). Ky
[22] proved that the dual space of Hϕ(Rn) is the Musielak-Orlicz BMO space BMOϕ(Rn)
in the case when m(ϕ) = 0, where m(ϕ) := ⌊n( q(ϕ)i(ϕ) − 1)⌋, i(ϕ) and q(ϕ) are the critical
uniformly lower type index and the critical weight index of ϕ, respectively; see (2.1) and
(2.2) below. Recall that a locally integrable function f on Rn is said to belong to the space
BMOϕ(Rn), if
‖f‖BMOϕ(Rn) := sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
∫
B
|f(x)− fB| dx <∞,
where the supremum is taken over all balls B in Rn, χB denotes the characteristic function
of B, and
‖χB‖Lϕ(Rn) := inf
{
λ ∈ (0,∞) :
∫
B
ϕ
(
x,
1
λ
)
dx ≤ 1
}
.
As an application, Ky [22] proved that the class of pointwise multipliers for BMO(Rn)
characterized by Nakai and Yabuta [32] is just the space L∞(Rn)∩BMOlog(Rn) (see [22]),
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where BMOlog(Rn) denotes the Musielak-Orlicz BMO-type space related to the growth
function
ϕ(x, t) :=
t
ln(e+ |x|) + ln(e+ t)
for all x ∈ Rn and t ∈ [0,∞).
To complete the study of Ky [22] on the dual space of Hϕ(Rn), namely, to decide the
dual space of Hardy space Hϕ(Rn) in the case when m(ϕ) ∈ N, we need to introduce the
following Musielak-Orlicz Campanato spaces.
Definition 1.1. Let ϕ be as in Definition 2.1, q ∈ [1,∞) and s ∈ Z+. A locally integrable
function f on Rn is said to belong to the Musielak-Orlicz Campanato space Lϕ,q,s(R
n), if
‖f‖Lϕ,q,s(Rn) := sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
{∫
B
[
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
<∞,
where the supremum is taken over all the balls B ⊂ Rn.
As usual, by abuse of notation, we identify f ∈ Lϕ,q,s(R
n) with f + Ps(R
n).
Remark 1.2. (i) When ϕ(x, t) := tp, with p ∈ (0, 1], for all x ∈ Rn and t ∈ (0,∞), by
some computations, we know that ‖χB‖Lϕ(Rn) = |B|
1/p and ϕ(x, ‖χB‖
−1
Lϕ(Rn)) = |B|
−1 for
any ball B ⊂ Rn and x ∈ Rn. Thus, in this case, Lϕ,q,s(R
n) is just the classical Campanato
space L 1
p
−1,q,s(R
n) (see (1.1)), which was introduced by Campanato [7].
(ii) When ϕ(x, t) := w(x)tp, with p ∈ (0, 1] and w ∈ A∞(R
n), for all x ∈ Rn and
t ∈ (0,∞), via some computations, we see that
‖χB‖Lϕ(Rn) = [w(B)]
1/p and ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
= [w(B)]−1
for any ball B ⊂ Rn and x ∈ Rn, where w(B) :=
∫
B w(x) dx. Thus, in this case, the space
Lϕ,q,s(R
n) coincides with the weighted Campanato space introduced by Garc´ıa-Cuerva
[14] as the dual space of the corresponding weighted Hardy spaces.
This article is organized as follows.
In Section 2, we recall some notions concerning growth functions and some of their
properties established in [22]. Then via some skillful applications of these properties on
growth functions and some estimate of the minimal polynomial from Taibleson and Weiss
[37], we establish a John-Nirenberg inequality for functions in Lϕ,1,s(R
n); see Theorem
2.5 below. To obtain this, we need to overcome some essential difficulties caused by the
inseparability of the space variant x and the time variant t appeared in ϕ(x, t). A new
idea for this is to choose t = ‖χB‖
−1
Lϕ(Rn), which brings us some convenient estimates such
as, for all balls B, ϕ(B, ‖χB‖
−1
Lϕ(Rn)) = 1 and there exists a positive constant C such that,
for all balls B˜ ⊂ B,
ϕ(B, ‖χB‖
−1
Lϕ(Rn))
‖χB‖Lϕ(Rn)
≤ C
ϕ(B˜, ‖χB‖
−1
Lϕ(Rn))
‖χB˜‖Lϕ(Rn)
.
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As an application of the John-Nirenberg inequality, in Theorem 2.7 below, we further
prove that Lϕ,1,s(R
n) = Lϕ,q,s(R
n) with q ∈ [1, q(ϕ)′) and some other equivalent charac-
terizations for Lϕ,q,s(R
n), where here and in what follows, r′ denotes the conjugate index
of r ∈ [1,∞]. Even when ϕ is as in Remark 1.2(ii) with p ∈ (0, 1), Theorems 2.5 and 2.7
are also new; see Remarks 2.6 and 2.8 below.
In Section 3, applying the equivalent characterizations of Lϕ,q,s(R
n) in Section 2, we
prove that the dual space of Hϕ(Rn) is the space Lϕ,1,s(R
n) for all s ∈ [m(ϕ),∞)∩Z+ and
m(ϕ) ∈ Z+, which further completes the dual result of Ky [22] in the case m(ϕ) = 0; see
Theorem 3.5 below. As a corollary, we further conclude that Lϕ,q,s(R
n) and Lϕ,1,m(ϕ)(R
n)
coincide with equivalent norms for all q ∈ [1, q(ϕ)′) and s ∈ [m(ϕ),∞)∩Z+; see Corollary
3.7 below.
Section 4 is devoted to establish a ϕ-Carleson measure characterization of Lϕ,1,s(R
n); see
Theorem 4.2 below. To this end, we need to use the Lusin area function characterization
of Hϕ(Rn) established in [18] and the equivalent characterizations obtained in Theorem
2.7. Even when ϕ is as in Remark 1.2(ii) with p ∈ (0, 1) and w ∈ A1(R
n), Theorem 4.2 is
also new; see Remark 4.3 below.
Except to give out the dual space of Hϕ(Rn) in the case when m(ϕ) ∈ N, another
interesting application of the Musielak-Orlicz Campanato spaces Lϕ,q,s(R
n) exists in es-
tablishing the intrinsic Littlewood-Paley function characterizations of the Hardy space
Hϕ(Rn), which will be given in [27]. The dual space (Lϕ,1,m(ϕ)(R
n))∗ of the Musielak-
Orlicz Campanato space Lϕ,1,m(ϕ)(R
n), together with the fact that Lϕ,1,m(ϕ)(R
n) is the
dual space of Hϕ(Rn), will play a key role in [27].
Finally we make some conventions on notation. Throughout the whole paper, we denote
by C a positive constant which is independent of the main parameters, but it may vary
from line to line. The symbol A . B means that A ≤ CB. If A . B and B . A, then we
write A ∼ B. For any measurable subset E of Rn, we denote by E∁ the set Rn \E and its
characteristic function by χE. We also set N := {1, 2, . . .} and Z+ := N ∪ {0}.
2 The John-Nirenberg Inequality and Equivalent Charac-
terizations
In this section, we prove a John-Nirenberg inequality for functions in Lϕ,1,s(R
n), by
which we further establish some equivalent characterizations for Lϕ,q,s(R
n).
Recall that a function Φ : [0,∞) → [0,∞) is called an Orlicz function if it is nonde-
creasing, Φ(0) = 0, Φ(t) > 0 for all t ∈ (0,∞) and limt→∞Φ(t) = ∞. The function Φ is
said to be of upper type p (resp. lower type p) for some p ∈ [0,∞), if there exists a positive
constant C such that, for all t ∈ [1,∞) (resp. t ∈ [0, 1]) and s ∈ [0,∞), Φ(st) ≤ CtpΦ(s).
For a given function ϕ : Rn × [0,∞) → [0,∞) such that, for any x ∈ Rn, ϕ(x, ·) is an
Orlicz function, ϕ is said to be of uniformly upper type p (resp. uniformly lower type p) for
some p ∈ [0,∞) if there exists a positive constant C such that, for all x ∈ Rn, t ∈ [0,∞)
and s ∈ [1,∞) (resp. s ∈ [0, 1]), ϕ(x, st) ≤ Cspϕ(x, t). We say that ϕ is of positive
uniformly upper type (resp. uniformly lower type) if it is of uniformly upper type (resp.
uniformly lower type) p for some p ∈ (0,∞). The critical uniformly lower type index of ϕ
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is defined by
(2.1) i(ϕ) := sup{p ∈ (0,∞) : ϕ is of uniformly lower type p}.
Observe that i(ϕ) may not be attainable, namely, ϕ may not be of uniformly lower type
i(ϕ) (see [26]).
Let ϕ : Rn × [0,∞) → [0,∞) satisfy that x 7→ ϕ(x, t) is measurable for all t ∈ [0,∞).
Following [22], ϕ(·, t) is said to be uniformly locally integrable if, for all compact sets K in
Rn, ∫
K
sup
t∈(0,∞)
{
|ϕ(x, t)|
[∫
K
|ϕ(y, t)| dy
]−1}
dx <∞.
The function ϕ(·, t) is said to satisfy the uniformly Muckenhoupt condition for some q ∈
[1,∞), denoted by ϕ ∈ Aq(R
n), if ϕ is uniformly locally integrable and, when q ∈ (1,∞),
sup
t∈(0,∞)
sup
B⊂Rn
1
|B|q
∫
B
ϕ(x, t) dx
{∫
B
[ϕ(y, t)]−q
′/q dy
}q/q′
<∞,
where 1/q + 1/q′ = 1, or, when q = 1,
sup
t∈(0,∞)
sup
B⊂Rn
1
|B|
∫
B
ϕ(x, t) dx
(
esssup
y∈B
[ϕ(y, t)]−1
)
<∞.
Here the first supremums are taken over all t ∈ [0,∞) and the second ones over all balls
B ⊂ Rn.
Let A∞(R
n) := ∪q∈[1,∞)Aq(R
n). The critical weight index of ϕ ∈ A∞(R
n) is defined as
follows:
(2.2) q(ϕ) := inf {q ∈ [1,∞) : ϕ ∈ Aq(R
n)} .
Now we recall the notion of growth functions (see [22]).
Definition 2.1. A function ϕ : Rn × [0,∞) → [0,∞) is called a growth function if the
following conditions are satisfied:
(i) ϕ is a Musielak-Orlicz function, namely,
(i)1 the function ϕ(x, ·) : [0,∞)→ [0,∞) is an Orlicz function for all x ∈ R
n;
(i)2 the function ϕ(·, t) is a measurable function for all t ∈ [0,∞).
(ii) ϕ ∈ A∞(R
n).
(iii) ϕ is of positive uniformly lower type p for some p ∈ (0, 1] and of uniformly upper
type 1.
Throughout the whole paper, we always assume that ϕ is a growth function as in Defi-
nition 2.1 and, for any measurable subset E of Rn and t ∈ [0,∞), we denote
∫
E ϕ(x, t) dx
by ϕ(E, t). Let us now introduce the Musielak-Orlicz space.
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TheMusielak-Orlicz space Lϕ(Rn) is defined to be the space of all measurable functions
f such that
∫
Rn
ϕ(x, |f(x)|) dx <∞ with the Luxembourg norm
‖f‖Lϕ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
ϕ
(
x,
|f(x)|
λ
)
dx ≤ 1
}
.
To establish a John-Nirengerg inequality for functions in Lϕ,1,s(R
n), we need the fol-
lowing lemmas. Observe that Lemmas 2.2 and 2.3 are just [28, Lemmas 3.2 and 3.1].
Lemma 2.2. Let w be a measure satisfying the doubling condition, namely, there exists
a positive constant C0 such that, for all balls B ⊂ R
n, w(2B) ≤ C0w(B) and, for a given
ball B ⊂ Rn and σ, let f be a nonnegative function which satisfies that
1
w(B)
∫
B
f(x)w(x) dx ≤ σ.
Then there exist non-overlapping balls {Bk}k∈N and a positive constant C˜, depending only
on C0, such that f(x) ≤ σ for almost every x ∈ B\ ∪k∈N Bk and
σ ≤
1
w(Bk)
∫
Bk
fw dx ≤ C˜σ for all k ∈ N.
Lemma 2.3. Let q ∈ (1,∞) and 1/q + 1/q′ = 1. If w ∈ Aq(R
n), then there exists a
positive constant C such that, for all balls B ⊂ Rn and β ∈ (0,∞),
w({x ∈ B : w(x) < β}) ≤ C
[
β
|B|
w(B)
]q′
w(B).
The following Lemma 2.4 is from [37, p. 83].
Lemma 2.4. Let g ∈ L1loc (R
n), s ∈ Z+ and B be a ball in R
n. Then there exists a positive
constants C, independent of g and B, such that
sup
x∈B
|P sBg(x)| ≤
C
|B|
∫
B
|g(x)| dx.
Now, we can state the John-Nirenberg inequality for functions in Lϕ,1,s(R
n) as follows.
Theorem 2.5. Let ϕ be as in Definition 2.1 and f ∈ Lϕ,1,s(R
n). Then there exist positive
constants C1, C2 and C3, independent of f , such that, for all balls B ⊂ R
n and α ∈ (0,∞),
when ϕ ∈ A1(R
n),
ϕ
({
x ∈ B :
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
> α
}
, ‖χB‖
−1
Lϕ(Rn)
)
≤ C1 exp
{
−
C2α
‖f‖Lϕ,1,s(Rn)‖χB‖Lϕ(Rn)
}
Musielak-Orlicz Campanato Spaces and Applications 7
and, when ϕ ∈ Aq(R
n) for some q ∈ (1,∞),
ϕ
({
x ∈ B :
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
> α
}
, ‖χB‖
−1
Lϕ(Rn)
)
≤ C3
[
1 +
α
‖f‖Lϕ,1,s(Rn)‖χB‖Lϕ(Rn)
]−q′
,
where 1/q + 1/q′ = 1.
Proof. Let f ∈ Lϕ,1,s(R
n). Fix any ball B0 ⊂ R
n. Without loss of generality, we may as-
sume that ‖f‖Lϕ,1,s(Rn) = ‖χB0‖
−1
Lϕ(Rn); otherwise, we replace f by
f
‖f‖Lϕ,1,s(Rn)‖χB0‖Lϕ(Rn)
.
For any α ∈ (0,∞) and ball B ⊂ B0, let
λ(α,B) := ϕ
({
x ∈ B :
|f(x)− P sBf(x)|
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> α
}
, ‖χB0‖
−1
Lϕ(Rn)
)
and
F(α) := sup
B⊂B0
λ(α,B)
ϕ(B, ‖χB0‖
−1
Lϕ(Rn))
.(2.3)
By λ(α,B) ≤ ϕ(B, ‖χB0‖
−1
Lϕ(Rn)), we see that, for all α ∈ (0,∞), F(α) ≤ 1.
From the upper type 1 property of ϕ, ‖f‖Lϕ,1,s(Rn) = ‖χB0‖
−1
Lϕ(Rn) and
ϕ
(
B, ‖χB‖
−1
Lϕ(Rn)
)
= 1,
it follows that there exists a positive constant C˜0 such that, for any ball B ⊂ B0,
1
ϕ(B, ‖χB0‖
−1
Lϕ(Rn))
∫
B
|f(x)− P sBf(x)| dx(2.4)
≤
‖χB‖Lϕ(Rn)
ϕ(B, ‖χB0‖
−1
Lϕ(Rn))‖χB0‖Lϕ(Rn)
≤
C˜0‖χB‖Lϕ(Rn)
ϕ(B, ‖χB‖
−1
Lϕ(Rn))
‖χB0‖
−1
Lϕ(Rn)
‖χB‖
−1
Lϕ(Rn)
‖χB0‖Lϕ(Rn)
= C˜0.
Applying Lemma 2.2 to B, ϕ(·, ‖χB0‖
−1
Lϕ(Rn))|f − P
s
Bf | and σ ∈ [C˜0,∞), we know that
there exist non-overlapping balls {Bk}k∈N in B and a positive constant C˜1 as in Lemma
2.2 such that
|f(x)− P sBf(x)|
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
≤ σ for almost every x ∈ B\[∪kBk](2.5)
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and
σ ≤
1
ϕ(Bk, ‖χB0‖
−1
Lϕ(Rn))
∫
Bk
|f(x)− P sBf(x)| dx ≤ C˜1σ for all k ∈ N,(2.6)
which, together with (2.4), implies that
∞∑
k=1
ϕ(Bk, ‖χB0‖
−1
Lϕ(Rn)) ≤
1
σ
∫
B
|f(x)− P sBf(x)| dx ≤
C˜0
σ
ϕ
(
B, ‖χB0‖
−1
Lϕ(Rn)
)
.(2.7)
If σ ≤ α, (2.5) implies that, for almost every x ∈ B\[∪kBk],
|f(x)−P s
B
f(x)|
ϕ(x,‖χB0‖
−1
Lϕ(Rn)
)
≤ α and
hence
λ(α,B) = ϕ
({
x ∈ B :
|f(x)− P sBf(x)|
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> α
}
, ‖χB0‖
−1
Lϕ(Rn)
)
≤
∞∑
k=1
ϕ
({
x ∈ Bk :
|f(x)− P sBf(x)|
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> α
}
, ‖χB0‖
−1
Lϕ(Rn)
)
.
Thus, for C˜0 ≤ σ ≤ α and 0 ≤ γ ≤ α, it holds that
λ(α,B) ≤
∞∑
k=1
λ(α− γ,Bk)(2.8)
+
∞∑
k=1
ϕ
({
x ∈ Bk :
|P sBkf(x)− P
s
Bf(x)|
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> γ
}
, ‖χB0‖
−1
Lϕ(Rn)
)
=: I1 + I2.
By (2.3) and (2.7), we have
I1 =
∞∑
k=1
λ(α− γ,Bk) ≤
∞∑
k=1
F(α− γ)ϕ(Bk, ‖χB0‖
−1
Lϕ(Rn))(2.9)
≤
C˜0
σ
F(α− γ)ϕ
(
B, ‖χB0‖
−1
Lϕ(Rn)
)
.
On the other hand, by Lemma 2.4 and (2.6), we conclude that there exists a positive
constant C˜2 as in Lemma 2.4 such that, for all x ∈ Bk,
|P sBkf(x)− P
s
Bf(x)| = |P
s
Bk
(f − P sBf)(x)| ≤
C˜2
|Bk|
∫
Bk
|f(x)− P sBf(x)| dx(2.10)
≤
C˜2C˜1σϕ(Bk, ‖χB0‖
−1
Lϕ(Rn))
|Bk|
.
If ϕ ∈ A1(R
n), then there exists a positive constant C˜3 such that
ϕ(Bk, ‖χB0‖
−1
Lϕ(Rn))
|Bk|
≤ C˜3 essinf
x∈Bk
ϕ(x, ‖χB0‖
−1
Lϕ(Rn)),
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which, combining (2.10), further implies that
ϕ
({
x ∈ Bk :
|P sBkf(x)− P
s
Bf(x)|
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> γ
}
, ‖χB0‖
−1
Lϕ(Rn)
)
(2.11)
≤ ϕ

x ∈ Bk :
C˜1C˜2C˜3σ essinf
x∈Bk
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> γ
 , ‖χB0‖−1Lϕ(Rn)
 .
Now choose σ := 2C˜0 and γ := 2C˜0C˜1C˜2C˜3. Then if α > γ, we have C˜0 < σ < α and
0 < γ < α as required. From (2.8) and (2.11), it follows that
I2 ≤
∞∑
k=1
ϕ
x ∈ Bk :
essinf
x∈Bk
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> 1
 , ‖χB0‖−1Lϕ(Rn)
 = 0,
which, combining (2.8) and (2.9), implies that λ(α,B) ≤ 12F(α − γ)ϕ(B, ‖χB0‖
−1
Lϕ(Rn))
for all α > γ and B ⊂ B0. Hence, F(α) ≤
1
2F(α − γ) if α > γ. If m ∈ N and α
satisfies mγ < α ≤ (m + 1)γ, then F(α) ≤ 2−1F(α − γ) ≤ · · · ≤ 2−mF(α −mγ). Since
F(α−mγ) ≤ 1 and m ≥ α/γ − 1 for such α, it follows that
F(α) ≤ 2−m ≤ 21−α/γ = 2e−(
1
γ
log 2)α.
Therefore, with C1 := 2 and C2 :=
1
γ log 2, for ϕ ∈ A1(R
n) and α > γ, we conclude that
ϕ
({
x ∈ B0 :
|f(x)− P sB0f(x)|
ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> α
}
, ‖χB0‖
−1
Lϕ(Rn)
)
≤ C1e
−C2α.
This finishes the proof of Theorem 2.5 in the case ϕ ∈ A1(R
n).
Next, suppose ϕ ∈ Aq(R
n) for some q ∈ (1,∞). From (2.7), (2.8), (2.10) and Lemma
2.3, we deduce that
I2 ≤
∑
k∈N
ϕ
({
x ∈ Bk :
C˜2C˜1σϕ(Bk, ‖χB0‖
−1
Lϕ(Rn))
|Bk|ϕ(x, ‖χB0‖
−1
Lϕ(Rn))
> γ
}
, ‖χB0‖
−1
Lϕ(Rn)
)
≤
∑
k∈N
C˜3
(
C˜2C˜1σ
γ
)q′
ϕ
(
Bk, ‖χB0‖
−1
Lϕ(Rn)
)
≤ C˜3
(
C˜2C˜1σ
γ
)q′
C˜0
σ
ϕ
(
B, ‖χB0‖
−1
Lϕ(Rn)
)
,
where C˜3 is the positive constant C as in Lemma 2.3. Combining this with (2.8) and (2.9),
we see that, for all C˜0 ≤ σ ≤ α, 0 < γ < γ and B ⊂ B0,
λ(α,B) ≤
 C˜0F(α − γ)
σ
+ C˜3
(
C˜2C˜1σ
γ
)q′
C˜0
σ
ϕ(B, ‖χB0‖−1Lϕ(Rn)) .(2.12)
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Now choose σ := 4q
′
C˜0, γ := α/2 and C0 := max{σ, C˜0C˜3(2C˜1C˜2)
q′σq
′−1}. Then (2.12)
implies that, for all α > C0,
F(α) ≤ 4−q
′
F
(α
2
)
+ C0α
−q′ .(2.13)
We now claim that, if C0 < α ≤ 2C0 and m ∈ Z+, then
F(2mα) ≤ (2C0)
q′(2mα)−q
′
.(2.14)
Indeed, when m = 0, it holds that F(2mα) ≤ 1 ≤ (2C0)
q′α−q
′
and hence (2.14) holds true
in this case. Assuming that (2.14) holds with m replaced by m − 1, then from (2.13), it
follows that
F(2mα) ≤ 4−q
′
F(2m−1α) + C0(2
mα)−q
′
≤ 4−q
′
(2C0)
q′(2m−1α)−q
′
+ C0(2
mα)−q
′
= (2C0)
q′(2mα)−q
′
(2−q
′
+ 2−q
′
C1−q
′
0 ).
By this, together with the fact that 2−q
′
+2−q
′
C1−q
′
0 < 2
−q′+2−q
′
< 1, we know that (2.14)
holds true for m. Thus, by induction on m, we further conclude that the above claim holds
true. Moreover, by this claim, we further see that, if α > C0, then F(α) ≤ (2C0)
q′α−q
′
,
which completes the proof of Theorem 2.5.
Remark 2.6. (i) When ϕ(x, t) := t for all x ∈ Rn and t ∈ (0,∞), and s = 0, then
‖χB‖Lϕ(Rn) = |B| and hence the conclusion of Theorem 2.5 becomes that there exists a
positive constant C such that, for all balls B ⊂ Rn, f ∈ BMO(Rn) and α ∈ (0,∞), it
holds that
|{x ∈ B : |f(x)− fB | > α}| ≤ Ce
−α/‖f‖BMO(Rn) |B|,
which is the classical John-Nirenberg inequality obtained by John and Nirenberg [20].
(ii) When ϕ is as in Remark 1.2(i), Theorem 2.5 was proved by Li [25].
(iii) When ϕ(x, t) := w(x)t for all x ∈ Rn and t ∈ (0,∞), w ∈ A∞(R
n) and s = 0,
Theorem 2.5 is the John-Nirenberg inequality for the weighted BMO space BMOw(R
n),
which was obtained by Muckenhoupt and Wheeden [28].
(iv) When ϕ is as in Remark 1.2(ii) with p ∈ (0, 1) and w ∈ A∞(R
n), Theorem 2.5 is
new.
Now, using Theorem 2.5, we establish some equivalent characterizations for Lϕ,q,s(R
n).
Theorem 2.7. Let s ∈ Z+, q ∈ [1, q(ϕ)
′), ǫ ∈ (n[ q(ϕ)i(ϕ) − 1],∞) and ϕ be a growth func-
tion. Then, for all locally integrable functions f , the following statements are mutually
equivalent:
(i) ‖f‖Lϕ,1,s(Rn) := sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
∫
B
|f(x)− P sBf(x)| dx <∞;
(ii) ‖f‖Lϕ,q,s(Rn) := sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
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×
{∫
B
[
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn)
)
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
<∞;
(iii) ‖f‖
L˜ϕ,q,s(Rn)
:= sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
×
{
inf
p∈Ps(Rn)
∫
B
[
|f(x)− p(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
<∞;
(iv) ‖f‖
L˜ǫϕ,1,s(R
n)
:= sup
B:=B(x0,δ)⊂Rn
|B|
‖χB‖Lϕ(Rn)
∫
Rn
δǫ |f(x)− P sBf(x)|
δn+ǫ + |x− x0|n+ǫ
dx <∞.
Moreover, ‖ ·‖Lϕ,1,s(Rn), ‖ ·‖Lϕ,q,s(Rn), ‖ ·‖L˜ϕ,q,s(Rn)
and ‖ ·‖Lǫϕ,1,s(Rn) are equivalent each
other with the equivalent constants independent of f .
Proof. We first prove that (i) is equivalent to (ii).
By Ho¨lder’s inequality, for any ball B ⊂ Rn and q ∈ (1,∞), we see that∫
B
|f(x)− P sBf(x)| dx
≤
{∫
B
[
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q{∫
B
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q′
=
{∫
B
[
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn)
)
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
.
Thus, (ii) implies (i).
Conversely, if ϕ ∈ A1(R
n), then q(ϕ) = 1. By Theorem 2.5, for any B ⊂ Rn and
q ∈ (1,∞), we conclude that∫
B
[
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
= q
∫ ∞
0
αq−1ϕ
({
x ∈ B :
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
> α
}
, ‖χB‖
−1
Lϕ(Rn)
)
dα
. q
∫ ∞
0
αq−1 exp
{
−
C2α
‖f‖Lϕ,1,s(Rn)‖χB‖Lϕ(Rn)
}
dα ∼ ‖f‖qLϕ,1,s(Rn)‖χB‖
q
Lϕ(Rn).
If ϕ /∈ A1(R
n), then for any r > q(ϕ), ϕ ∈ Ar(R
n) and there exists ǫ ∈ (0, r − q(ϕ))
such that ϕ ∈ Ar−ǫ(R
n). Therefore, by Theorem 2.5, for any B ⊂ Rn and q ∈ [1, (r− ǫ)′),
we see that∫
B
[
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
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= q
∫ ∞
0
αq−1ϕ
({
x ∈ B :
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
> α
}
, ‖χB‖
−1
Lϕ(Rn)
)
dα
. q
∫ ∞
0
αq−1
[
1 +
α
‖f‖Lϕ,1,s(Rn)‖χB‖Lϕ(Rn)
]−(r−ǫ)′
dα ∼ ‖f‖qLϕ,1,s(Rn)‖χB‖
q
Lϕ(Rn),
which implies that (ii) holds for all q ∈ [1, q(ϕ)′). Thus, (i) is equivalent to (ii).
Next we prove that (ii) is equivalent to (iii). Obliviously, (ii) implies (iii).
Conversely, since q ∈ [1, q(ϕ)′), it follows that ϕ ∈ Aq′(R
n) and hence
1
|B|q′
{∫
B
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}q′/q
=
1
|B|q′
∫
B
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
{∫
B
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]−1/(q′−1)
dx
}q′/q
. 1,
which, together with ϕ(B, ‖χB‖
−1
Lϕ(Rn)) = 1, Lemma 2.4 and Ho¨lder’s inequality, further
implies that, for any B ⊂ Rn, q ∈ (1,∞) and p ∈ Ps(R
n),{∫
B
[
|P sB(p − f)(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
.
1
|B|
∫
B
|p(x)− f(x)| dx
{∫
B
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
.
{∫
B
[
|f(x)− p(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
×
{∫
B
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q′ 1
|B|
{∫
B
[
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)]1−q
dx
}1/q
.
{∫
B
[
|f(x)− p(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
.
Thus, from this, it follows that{∫
B
[
|f(x)− P sBf(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
≤
{∫
B
[
|f(x)− p(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
+
{∫
B
[
|P sB(p− f)(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
.
{∫
B
[
|f(x)− p(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx
}1/q
.
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Namely, (iii) implies (ii) and hence (ii) is equivalent to (iii).
Finally we prove that (iv) is equivalent to (i). Obviously, (iv) implies (i).
Conversely, for any k ∈ Z+, let Bk := 2
kB. Then, for all k ∈ Z+ and x ∈ Bk, by
Lemma 2.4, we have
|P sBk+1f(x)− P
s
Bk
f(x)| = |P sBk(f − P
s
Bk+1
f)(x)|(2.15)
≤
2n
|Bk+1|
∫
Bk+1
|f(x)− P sBk+1f(x)| dx
≤ 2n
‖χBk+1‖Lϕ(Rn)
|Bk+1|
‖f‖Lϕ,1,s(Rn).
Since ǫ ∈ (n[ q(ϕ)i(ϕ) − 1],∞), it follows that there exist p0 ∈ (0, i(ϕ)) and q0 ∈ (q(ϕ),∞) such
that ǫ > n( q0p0 − 1). Thus, ϕ ∈ Aq0(R
n) and ϕ is of uniformly lower type p0, which further
implies that, for all j ∈ Z+,
ϕ
(
Bj, 2
−jnq0/p0‖χB‖
−1
Lϕ(Rn)
)
. 2−jnq0ϕ
(
Bj , ‖χB‖
−1
Lϕ(Rn)
)
. 1.
From this, we deduce that, for all j ∈ Z+, ‖χBj‖Lϕ(Rn) . 2
jnq0/p0‖χB‖Lϕ(Rn), which,
together with (2.15), implies that, for all k ∈ N,
|P sBkf(x)− P
s
Bf(x)| ≤
k∑
j=1
|P sBjf(x)− P
s
Bj−1f(x)| ≤ 2
n‖f‖Lϕ,1,s(Rn)
k∑
j=1
‖χBj‖Lϕ(Rn)
|Bj |
.

k∑
j=1
2jn(q0/p0−1)
 ‖χB‖Lϕ(Rn)|B| ‖f‖Lϕ,1,s(Rn)
. 2kn(q0/p0−1)
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,1,s(Rn).
By this, we conclude that∫
Rn
δǫ|f(x)− P sBf(x)|
δn+ǫ + |x− x0|n+ǫ
dx
≤
∫
B
δǫ|f(x)− P sBf(x)|
δn+ǫ + |x− x0|n+ǫ
dx+
∞∑
k=0
∫
Bk+1\Bk
· · ·
.
1
|B|
∫
B
|f(x)− P sBf(x)| dx+
∞∑
k=1
(2kδ)−(n+ǫ)δǫ
∫
Bk
|f(x)− P sBf(x)| dx
.
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,1,s(Rn)
+
∞∑
k=1
2−k(n+ǫ)
1
|B|
∫
Bk
[
|f(x)− P sBkf(x)| dx+ |P
s
Bk
f(x)− P sBf(x)|
]
dx
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.
{
∞∑
k=1
2−k(n+ǫ−nq0/p0)
}
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,1,s(Rn) .
‖χB‖Lϕ(Rn)
|B|
‖f‖Lϕ,1,s(Rn),
which completes the proof of Theorem 2.7.
Remark 2.8. (i) When ϕ is as in Remark 1.2(i), Theorem 2.7 was proved by Taibleson
and Weiss [37].
(ii) When ϕ is as in Remark 1.2(ii) with w ∈ A1(R
n), Theorem 2.7 was obtained in [39].
(iii) When ϕ is as in Remark 1.2(ii) with p ∈ (0, 1), Theorem 2.7 is new.
3 Dual Spaces of Musielak-Orlicz Hardy Spaces
In this section, we prove that the dual space of Hϕ(Rn) is Lϕ,q,s(R
n) for all q ∈ [1, q(ϕ)′)
and s ∈ [m(ϕ),∞) ∩ Z+.
In what follows, we denote by S(Rn) the space of all Schwartz functions and by S ′(Rn)
its dual space (namely, the space of all tempered distributions). For m ∈ N, let
Sm(R
n) :=
{
ψ ∈ S(Rn) : sup
x∈Rn
sup
β∈Zn+, |β|≤m+1
(1 + |x|)(m+2)(n+1) |∂βxψ(x)| ≤ 1
}
.
Then for all f ∈ S ′(Rn), the nontangential grand maximal function f∗m of f is defined by
setting, for all x ∈ Rn,
f∗m(x) := sup
ψ∈Sm(Rn)
sup
|y−x|<t, t∈(0,∞)
|f ∗ ψt(y)|,
where for all t ∈ (0,∞), ψt(·) := t
−nψ( ·t). When m(ϕ) := ⌊n[q(ϕ)/i(ϕ) − 1]⌋, where q(ϕ)
and i(ϕ) are, respectively, as in (2.2) and (2.1), we denote f∗m(ϕ) simply by f
∗.
Now we recall the definition of the Musielak-Orlicz Hardy space Hϕ(Rn) introduced by
Ky [22] as follows.
Definition 3.1. Let ϕ be a growth function. The Musielak-Orlicz Hardy space Hϕ(Rn)
is defined to be the space of all f ∈ S ′(Rn) such that f∗ ∈ Lϕ(Rn) with the quasi-norm
‖f‖Hϕ(Rn) := ‖f
∗‖Lϕ(Rn).
In order to prove our main result, we need to introduce the atomic Musielak-Orlicz
Hardy space. For any ball B in Rn, the space Lqϕ(B) for q ∈ [1,∞] is defined to be the set
of all measurable functions f on Rn supported in B such that
‖f‖Lqϕ(B) :=

sup
t∈(0,∞)
[
1
ϕ(B, t)
∫
Rn
|f(x)|qϕ(x, t)dx
]1/q
<∞, q ∈ [1,∞);
‖f‖L∞(Rn) <∞, q =∞.
Now, we recall the atomic Musielak-Orlicz Hardy spaces introduced by Ky [22] as
follows. A triplet (ϕ, q, s) is said to be admissible, if q ∈ (q(ϕ),∞] and s ∈ N satisfies
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s ≥ m(ϕ). A measurable function a is called a (ϕ, q, s)-atom if it satisfies the following
three conditions:
(i) a ∈ Lqϕ(B) for some ball B;
(ii) ‖a‖Lqϕ(B) ≤ ‖χB‖
−1
Lϕ(Rn);
(iii)
∫
Rn
a(x)xαdx = 0 for any |α| ≤ s, where α := (α1, . . . , αn) ∈ Z
n
+ and |α| :=
α1 + · · · + αn.
The atomic Musielak-Orlicz Hardy space Hϕ,q,sat (R
n) is defined to be the space of all
f ∈ S ′(Rn) that can be represented as a sum of multiples of (ϕ, q, s)-atoms, that is,
f =
∑∞
j=1 bj in S
′(Rn), where, for each j, bj is a multiple of some (ϕ, q, s)-atom supported
in some ball Bj, with the property
∑∞
j=1 ϕ(Bj , ‖bj‖Lqϕ(Bj)) < ∞. For any given sequence
of multiples of (ϕ, q, s)−atoms, {bj}j∈N, let
Λq({bj}j∈N) := inf
λ > 0 :
∞∑
j=1
ϕ
(
Bj,
‖bj‖Lqϕ(Bj)
λ
)
≤ 1

and then define
‖f‖Hϕ,q,sat (Rn) := inf
Λq({bj}j∈N) : f =
∞∑
j=1
bj in S
′(Rn)
 ,
where the infimum is taken over all decompositions of f as above. We use Hϕ,q,sfin (R
n) to
denote the set of all finite combinations of (ϕ, q, s)-atoms. The norm of f in Hϕ,q,sfin (R
n)
is defined by
‖f‖Hϕ,q,sfin (Rn)
:= inf
Λq({bj}kj=1) : f =
k∑
j=1
bj in S
′(Rn)
 ,
where the infimum is taken over all finite decompositions of f . It is easy to see that
Hϕ,q,sfin (R
n) is dense in Hϕ,q,sat (R
n).
In order to obtain the finite atomic decomposition, Ky [22] introduced a uniformly
locally dominated convergence condition as follows:
LetK be a compact set in Rn. Let {fm}m∈N be a sequence of measurable functions such
that fm(x) tends to f(x) for almost every x ∈ R
n as m→∞. If there exists a nonnegative
measurable function g such that |fm(x)| ≤ g(x) for all m ∈ N and almost every x ∈ R
n,
and supt>0
∫
K g(x)
ϕ(x,t)∫
K
ϕ(y,t) dy
dx < ∞, then supt>0
∫
K |fm(x) − f(x)|
ϕ(x,t)∫
K
ϕ(y,t) dy
dx tends 0
as m→∞.
Observe that the growth functions ϕ(x, t) := w(x)Φ(x), with w ∈ A∞(R
n) and Φ being
an Orlicz function, and ϕ(x, t) = t
p
[log(e+|x|)+log(e+tp)]p , with p ∈ (0, 1] for all x ∈ R
n and
t ∈ (0,∞), satisfy the uniformly locally dominated convergence condition.
The following Lemmas 3.2, 3.3 and 3.4 are just [22, Lemma 4.4, Theorems 3.1 and
Theorem 3.4].
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Lemma 3.2. Let (ϕ, q, s) be admissible. Then there exists a positive constant C such that,
for all f =
∑∞
j=1 bj ∈ H
ϕ,q,s
at (R
n),
∞∑
j=1
‖bj‖Lqϕ(Bj)‖χBj‖Lϕ(Rn) ≤ CΛq({bj}j∈N),
where for any j ∈ N, bj is a multiple of (ϕ, q, s)-atom associated with the ball Bj .
Lemma 3.3. Let (ϕ, q, s) be admissible. Then Hϕ(Rn) = Hϕ,q,sat (R
n) with equivalent
norms.
Lemma 3.4. Let ϕ be a growth function satisfying uniformly locally dominated conver-
gence condition, (ϕ, q, s) admissible and q ∈ (q(ϕ),∞). Then ‖ · ‖Hϕ,q,sfin (Rn)
and ‖ · ‖Hϕ(Rn)
are equivalent quasi-norms on Hϕ,q,sfin (R
n).
Theorem 3.5. Let ϕ be a growth function satisfying uniformly locally dominated conver-
gence condition and s ∈ [m(ϕ),∞) ∩ Z+. Then the dual space of H
ϕ(Rn), denoted by
(Hϕ(Rn))∗, is Lϕ,1,s(R
n) in the following sense:
(i) Suppose that b ∈ Lϕ,1,s(R
n). Then the linear functional Lb : f → Lb(f) :=∫
Rn
f(x)b(x) dx, initially defined for all f ∈ Hϕ,q,sfin (R
n) with some q ∈ (q(ϕ),∞), has
a bounded extension to Hϕ(Rn).
(ii) Conversely, every continuous linear functional on Hϕ(Rn) arises as in (i) with a
unique b ∈ Lϕ,1,s(R
n).
Moreover, ‖b‖Lϕ,1,s(Rn) ∼ ‖Lb‖(Hϕ(Rn))∗ , where the implicit constants are independent
of b.
Proof. By Theorem 2.7 and Lemma 3.3, to prove Lϕ,1,s(R
n) ⊂ (Hϕ(Rn))∗, it is sufficient
to show Lϕ,q′,s(R
n) ⊂ (Hϕ,q,sat (R
n))∗. Let g ∈ Lϕ,q′,s(R
n), a be a (ϕ, q, s)-atom associated
with a ball B ⊂ Rn. Then by the moment and size conditions of the atom a, together
with the Ho¨lder’s inequality, we see that∣∣∣∣∫
Rn
a(x)g(x) dx
∣∣∣∣ = ∣∣∣∣∫
Rn
a(x)[g(x) − P sBg(x)] dx
∣∣∣∣
≤ ‖a‖Lqϕ(B)

∫
Rn
[
|g(x) − P sBg(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q′
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx

1/q′
≤
1
‖χB‖Lϕ(Rn)

∫
Rn
[
|g(x) − P sBg(x)|
ϕ(x, ‖χB‖
−1
Lϕ(Rn))
]q′
ϕ
(
x, ‖χB‖
−1
Lϕ(Rn)
)
dx

1/q′
= ‖g‖Lϕ,q′ ,s(Rn).
Thus, by Lemma 3.2, for a sequence {bj}j∈N of multiples of (ϕ, q, s)-atoms associated with
balls {Bj}j∈N and f =
∑m
j=1 bj ∈ H
ϕ,q,s
at (R
n), we have∣∣∣∣∫
Rn
f(x)g(x) dx
∣∣∣∣ ≤ m∑
k=1
‖bj‖Lqϕ(Bj )‖χBj‖Lϕ(Rn)‖g‖Lϕ,q′ ,s(Rn)
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. Λq({bj}
m
j=1)‖g‖Lϕ,q′ ,s(Rn),
which, together with Lemma 3.4 and the fact that Hϕ,q,sfin (R
n) is dense in Hϕ,q,sat (R
n),
completes the proof of (i).
Conversely, suppose L ∈ (Hϕ(Rn))∗ = (Hϕ,q,sat (R
n))∗, where (ϕ, q, s) is admissible. For
a ball B in Rn and q ∈ (q(ϕ),∞], let
Lqϕ,s(B) :=
{
f ∈ Lqϕ(B) :
∫
Rn
f(x)xα dx = 0 for all α ∈ Zn+ and |α| ≤ s
}
.
Then, Lqϕ,s(B) ⊂ Hϕ(Rn) and, for all f ∈ L
q
ϕ,s(B), a := ‖χB‖
−1
Lϕ(Rn)‖f‖
−1
Lqϕ(B)
f is a (ϕ, q, s)-
atom and hence ‖f‖Hϕ,q,sat (Rn) ≤ ‖χB‖Lϕ(Rn)‖f‖L
q
ϕ(B)
. Thus, for all L ∈ (Hϕ,q,sat (R
n))∗ and
f ∈ Lqϕ,s(B),
|Lf | ≤ ‖L‖‖f‖Hϕ,q,sat (Rn).
Therefore, L is a bounded linear functional on Lqϕ,s(B) which, by the Hahn-Banach the-
orem, can be extended to the whole space Lqϕ(B) without increasing its norm. By this,
together with the Lebesgue-Nikodym theorem, we conclude that there exists h ∈ L1(B)
such that, for all f ∈ Lqϕ,s(B),
L(f) =
∫
Rn
f(x)h(x) dx.
We now take a sequence of balls {Bj}j∈N such that B1 ⊂ B2 ⊂ · · · ⊂ Bj ⊂ · · · and
∪∞j=1Bj = R
n. Then, by the above argument, we see that there exists a sequence of
{hj}j∈N such that, for all j ∈ N, hj ∈ L
1(Bj) and, for all f ∈ L
q
ϕ,s(Bj),
(3.1) L(f) =
∫
Rn
f(x)hj(x) dx.
Thus, for all f ∈ Lqϕ,s(B1), ∫
B1
f(x)[h1(x)− h2(x)] dx = 0,
which, together with the fact that g−P sB1g ∈ L
q
ϕ,s(B1) for all g ∈ L
q
ϕ(B1), further implies
that, for all g ∈ Lqϕ(B1),∫
B1
[g(x) − P sB1g(x)][h1(x)− h2(x)] dx = 0.
By ∫
B
P sBg(x)f(x)− P
s
Bf(x)g(x) dx
=
∫
B
P sBg(x)[f(x) − P
s
Bf(x)] + P
s
Bf(x)[P
s
Bg(x) − g(x)] dx = 0,
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we have ∫
B1
P sB1g(x)[h1(x)− h2(x)] dx =
∫
B1
g(x)P sB1(h1 − h2)(x) dx.
Thus, for all g ∈ Lqϕ(B1),∫
B1
g(x)[h1(x)− h2(x)− P
s
B1(h1 − h2)(x)] dx = 0,
which implies that, for almost every x ∈ B1, (h1 − h2)(x) = P
s
B1
(h1 − h2)(x).
Let h˜1 := h1 and, for j ∈ N, h˜j+1 := hj+1+PBj (h˜j−hj+1). Then we have a new sequence
{h˜j}j∈N satisfying that, for almost every x ∈ Bj , h˜j+1(x) = h˜j(x) and h˜j ∈ L
1(Bj). Let
b be a measurable function satisfying that, if x ∈ Bj, b(x) = h˜j(x). It remains to prove
that b ∈ Lϕ,1,s(R
n) and, for all f ∈ Hϕ,q,sfin (R
n),
L(f) =
∫
Rn
f(x)b(x) dx.
For any f ∈ Hϕ,q,sfin (R
n), it is easy to see that there exists j ∈ N such that supp f ⊂ Bj .
Thus, f ∈ Lqϕ,s(Bj) and, by (3.1), we further see that
L(f) =
∫
Rn
f(x)b(x) dx.
For any ball B ⊂ Rn, let f := sign(b− P sBb) and a :=
1
2‖χB‖
−1
Lϕ(Rn)(f − P
s
Bf)χB . Then
a is a (ϕ, q, s)-atom and
1
‖χB‖Lϕ(Rn)
∫
B
|b(x)− P sBb(x)| dx =
1
‖χB‖Lϕ(Rn)
∣∣∣∣∫
B
[b(x)− P sBb(x)]f(x) dx
∣∣∣∣
=
1
‖χB‖Lϕ(Rn)
∣∣∣∣∫
B
b(x)[f(x)− P sBf(x)] dx
∣∣∣∣ . |L(a)|
. ‖L‖(Hϕ,q,sat (Rn))∗‖a‖Hϕ(Rn) . ‖L‖(Hϕ(Rn))∗ .
Thus, b ∈ Lϕ,1,s(R
n) and ‖b‖Lϕ,1,s(Rn) . ‖L‖(Hϕ(Rn))∗ , which completes the proof of The-
orem 3.5.
Remark 3.6. (i) When ϕ is as in Remark 1.2(i), Theorem 3.5 was proved by Taibleson
and Weiss [37].
(ii) When ϕ is as in Remark 1.2(ii), Theorem 3.5 was obtained by Garc´ıa-Cuerva [14].
From Theorems 2.7 and 3.5, we immediately deduce the following interesting conclusion.
Corollary 3.7. Let ϕ be a growth function satisfying uniformly locally dominated con-
vergence condition. Then, for all q ∈ [1, q(ϕ)′) and s ∈ [m(ϕ),∞) ∩ Z+, Lϕ,q,s(R
n) and
Lϕ,1,m(ϕ)(R
n) coincide with equivalent norms.
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4 The ϕ-Carleson Measure Characterization of Lϕ,1,s(R
n)
In this section, we establish the ϕ-Carleson measure characterization of Lϕ,1,s(R
n). We
first introduce the following ϕ-Carleson measures.
Definition 4.1. Let ϕ be a growth function. A measure dµ on Rn+1+ is called a ϕ-Carleson
measure if
‖dµ‖ϕ := sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
{∫
B̂
tn
ϕ(B(x, t), ‖χB‖
−1
Lϕ(Rn))
|dµ(x, t)|
}1/2
<∞,
where the supremum is taken over all balls B := B(x0, r) ⊂ R
n and
B̂ := {(x, t) ∈ Rn+1+ : |x− x0|+ t < r}
denotes the tent over B.
To obtain the ϕ-Carleson measure characterization of Lϕ,1,s(R
n), we need to recall the
Musielak-Orlicz tent space introduced in [18]. Let Rn+1+ := R
n × (0,∞). For any x ∈ Rn,
let
Γ(x) := {(y, t) ∈ Rn+1+ : |x− y| < t}
be the cone of aperture 1 with vertex x ∈ Rn.
For all measurable functions g on Rn+1+ and x ∈ R
n, define
A(g)(x) :=
{∫
Γ(x)
|g(y, t)|2
dy dt
tn+1
}1/2
.
Recall that a measurable function g is said to belong to the tent space T p2 (R
n+1
+ ) with
p ∈ (0,∞), if ‖g‖T p2 (R
n+1
+ )
:= ‖A(g)‖Lp(Rn) <∞.
Let ϕ be as in Definition 2.1. In what follows, we denote by Tϕ(R
n+1
+ ) the space of
all measurable functions g on Rn+1+ such that A(g) ∈ L
ϕ(Rn) and, for any g ∈ Tϕ(R
n+1
+ ),
define its quasi-norm by
‖g‖Tϕ(Rn+1+ )
:= ‖A(g)‖Lϕ(Rn) = inf
{
λ ∈ (0,∞) :
∫
Rn
ϕ
(
x,
A(g)(x)
λ
)
dx ≤ 1
}
.
Let p ∈ (1,∞). A function a on Rn+1+ is called a (ϕ, p)-atom if
(i) there exists a ball B ⊂ Rn such that supp a ⊂ B̂;
(ii) ‖a‖T p2 (R
n+1
+ )
≤ |B|1/p‖χB‖
−1
Lϕ(Rn).
Furthermore, if a is a (ϕ, p)-atom for all p ∈ (1,∞), we then call a a (ϕ,∞)-atom.
On the space Lϕ,1,s(R
n), we have the following ϕ-Carleson measure characterization.
Theorem 4.2. Let ϕ be a growth function, s ∈ [m(ϕ),∞) ∩ Z+, where q(ϕ) and i(ϕ)
are respectively as in (2.2) and (2.1), ϕ ∈ A1(R
n), φ ∈ S(Rn) be a radial function,
supp φ ⊂ {x ∈ Rn : |x| ≤ 1},
∫
Rn
φ(x)xγ dx = 0 for all |γ| ≤ s and, for all ξ ∈ Rn\{0},∫ ∞
0
|φˆ(ξt)|2
dt
t
= 1.
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Then b ∈ Lϕ,1,s(R
n) if and only if b ∈ L2loc (R
n) and, for all (x, t) ∈ Rn+1+ ,
dµ(x, t) := |φt ∗ b(x)|
2 dxdt
t
is a ϕ-Carleson measure on Rn+1+ . Moreover, there exists a positive constant C, indepen-
dent of b, such that 1C ‖b‖Lϕ,1,s(Rn) ≤ ‖dµ‖ϕ ≤ C‖b‖Lϕ,1,s(Rn).
Proof. Let b ∈ Lϕ,1,s(R
n) and B0 := B(x0, r) ⊂ R
n. Then,
b = P sB0b+ (b− P
s
B0b)χ2B0 + (b− P
s
B0b)χRn\2B0 =: b1 + b2 + b3.(4.1)
For b1, since
∫
Rn
φ(x)xγ dx = 0 for any |γ| ≤ s, we see that, for all t ∈ (0,∞), it holds
that φt ∗ b1 ≡ 0 and hence∫
B̂0
|φt ∗ b1(x)|
2 t
n
ϕ(B(x, t), ‖χB0‖
−1
Lϕ(Rn))
dx dt
t
= 0.(4.2)
For b2, by Ho¨lder’s inequality, for all balls B ⊂ R
n and θ ∈ (0,∞), we know that
|B| =
∫
B
[ϕ(x, θ)]1/2[ϕ(x, θ)]−1/2 dx ≤ [ϕ(B, θ)]1/2[ϕ−1(B, θ)]1/2,(4.3)
where above and in what follows, for any measurable set E ⊂ Rn and θ ∈ (0,∞), we let
ϕ−1(E, θ) :=
∫
E[ϕ(x, θ)]
−1 dx. From (4.3), it follows that∫
B̂0
|φt ∗ b2(x)|
2 t
n
ϕ(B(x, t), ‖χB0‖
−1
Lϕ(Rn))
dx dt
t
(4.4)
.
∫
B̂0
|φt ∗ b2(x)|
2
∫
B(x,t)
[ϕ(y, ‖χB0‖
−1
Lϕ(Rn))]
−1 dy
dx dt
tn+1
.
∫
B
[ϕ(y, ‖χB0‖
−1
Lϕ(Rn))]
−1
∫
Γ(y)
|φt ∗ b2(x)|
2 dx dt
tn+1
dy.
Since ϕ ∈ A1(R
n) ⊂ A2(R
n), it follows that [ϕ(·, ‖χB0‖
−1
Lϕ(Rn))]
−1 ∈ A2(R
n) (the class of
Muckenhoupt weights). By this, (4.4), Theorem 2.7 and the boundedness of the square
function Sφf(y) :=
∫
Γ(y) |φt ∗b2(x)|
2 dx dt
tn+1
on the weighted Lebesgue L2(Rn) space with the
weight [ϕ(·, ‖χB0‖
−1
Lϕ(Rn))]
−1 (see, for example, [15, 36, 24]), we have∫
B̂0
|φt ∗ b2(x)|
2 t
n
ϕ(B(x, t), ‖χB0‖
−1
Lϕ(Rn))
dx dt
t
(4.5)
.
∫
Rn
|b2(y)|
2
[
ϕ
(
y, ‖χB0‖
−1
Lϕ(Rn)
)]−1
dy
∼
∫
2B0
|b(y)− P sB0b(y)|
2
[
ϕ
(
y, ‖χB0‖
−1
Lϕ(Rn)
)]−1
dy
.
∫
2B0
|b(y)− P s2B0b(y)|
2
[
ϕ
(
y, ‖χB0‖
−1
Lϕ(Rn)
)]−1
dy
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+
∫
2B0
|P s2B0b(y)− P
s
B0b(y)|
2
[
ϕ
(
y, ‖χB0‖
−1
Lϕ(Rn)
)]−1
dy
. ‖χB0‖
2
Lϕ(Rn)‖b‖
2
Lϕ,1,s(Rn)
,
where the last inequality is deduced from ϕ ∈ A1(R
n), ϕ(2B0, ‖χB0‖
−1
Lϕ(Rn)) ∼ 1 and, for
y ∈ 2B0,
|P s2B0b(y)− P
s
B0b(y)| = |P
s
B0(b− P
s
2B0b)(y)|
.
1
|B0|
∫
2B0
|b(x) − P s2B0b(x)| dx .
‖χ2B0‖Lϕ(Rn)
|B0|
‖b‖Lϕ,1,s(Rn).
Now, for b3, let Bk := B(x0, 2
kr). By Lemma 2.4, Theorem 2.7 and φ ∈ S(Rn), we
conclude that, for all x ∈ B0,
|φt ∗ b3(x)| .
∫
(B˜)∁
tǫ|b(y)− P s2Bb(y)|
|y − xB |n+ǫ
dy .
tǫ
rǫ
‖χB0‖Lϕ(Rn)
|B0|
‖b‖Lϕ,1,s(Rn),
which, together with (4.3), ϕ ∈ A1(R
n) and ϕ(B0, ‖χB0‖
−1
Lϕ(Rn)) = 1, implies that∫
B̂0
|φt ∗ b3(x)|
2 t
n
ϕ(B(x, t), ‖χB0‖
−1
Lϕ(Rn))
dx dt
t
.
∫
B̂0
t2ǫ
r2ǫ
ϕ−1
(
B(x, t), ‖χB0‖
−1
Lϕ(Rn)
) dx dt
tn+1
‖χB0‖
2
Lϕ(Rn)
|B0|2
‖b‖2Lϕ,1,s(Rn)
.
∫ r
0
t2ǫ
r2ǫ
dt
tn+1
ϕ−1(B0, ‖χB0‖
−1
Lϕ(Rn))
|B0|
‖χB0‖
2
Lϕ(Rn)‖b‖
2
Lϕ,1,s(Rn)
. ‖χB0‖
2
Lϕ(Rn)‖b‖
2
Lϕ,1,s(Rn)
.
From this, (4.1), (4.2) and (4.5), we deduce that
1
‖χB0‖Lϕ(Rn)
{∫
B̂0
|φt ∗ b(x)|
2 t
n
ϕ(B(x, t), ‖χB0‖
−1
Lϕ(Rn))
dx dt
t
}1/2
. ‖b‖Lϕ,1,s(Rn),
which, together with the arbitrariness of B0 ⊂ R
n, implies that dµ(x, t) := |φt ∗ b(x)|
2 dxdt
t
for all x ∈ Rn and t ∈ (0,∞) is a ϕ-Carleson measure on Rn+1+ and ‖dµ‖ϕ . ‖b‖Lϕ,1,s(Rn).
Conversely, let f ∈ Hϕ,∞, sfin (R
n). Then by f ∈ L∞(Rn) with compact support, b ∈
L2loc (R
n) and the Plancherel formula, we conclude that∫
Rn
f(x)b(x) dx =
∫
Rn+1+
φt ∗ f(x)φt ∗ b(x)
dx dt
t
,
where b(x) and φt ∗ b(x) denote, respectively, the conjugates of b(x) and φt∗b(x). Moreover,
from f ∈ Hϕ,∞, sfin (R
n) and [18, Theorem 4.11], it follows that φt ∗ f ∈ Tϕ(R
n+1
+ ). By this
and [18, Theorem 3.1], we know that there exist {λj}j∈N ⊂ C and a sequence {aj}j∈N of
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(ϕ,∞)-atoms such that φt ∗ f =
∑
j λjaj almost everywhere and
∑∞
j=1 |λj | . ‖f‖Hϕ(Rn).
From this, the Lebesgue dominated convergence theorem, Ho¨lder’s inequality and ϕ ∈
A1(R
n), we deduce that∣∣∣∣∫
Rn
f(x)b(x) dx
∣∣∣∣ ≤ ∞∑
j=1
|λj|
∫
Rn+1+
|aj(x, t)||φt ∗ b(x)|
dx dt
t
≤
∑
j
|λj|
{∫
B̂j
|aj(x, t)|
2
ϕ(B(x, t), ‖χBj‖
−1
Lϕ(Rn))
tn
dx dt
t
}1/2
×
{∫
B̂j
|φt ∗ b(x)|
2 t
n
ϕ(B(x, t), ‖χBj‖
−1
Lϕ(Rn))
dx dt
t
}1/2
.
∑
j
|λj||Bj |
−1/2
{∫
B̂j
|aj(x, t)|
2 dx dt
t
}1/2
‖χBj‖Lϕ(Rn)‖dµ‖ϕ
.
∞∑
j=1
|λj|‖dµ‖ϕ . ‖f‖Hϕ(Rn)‖dµ‖ϕ,
which implies that b ∈ Lϕ,1,s(R
n) and ‖b‖Lϕ,1,s(Rn) . ‖dµ‖ϕ. This finishes the proof of
Theorem 4.2.
Remark 4.3. (i) Fefferman and Stein [12] shed some light on the tight connection between
BMO-function and Carleson measure, which is the case of Theorem 4.2 when s = 0 and
ϕ(x, t) := t for all x ∈ Rn and t ∈ (0,∞).
(ii) When s = 0, ϕ(x, t) := w(x)t and w ∈ A1(R
n), Theorem 4.2 was obtained in [17].
(iii) When ϕ is as in Remark 1.2(ii) with p ∈ (0, 1) and w ∈ A1(R
n), Theorem 4.2 is
new.
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