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Desde sempre houve uma preocupação das pessoas com a segurança, quer 
com a sua vida, quer com a dos seus bens. Esta preocupação, levou a que ao 
longo do tempo fossem desenvolvidos sistemas de vigilância que ajudam a aler-
tar para eventuais perigos. Estes sistemas têm vindo a evoluir ao longo do tem-
po, no entanto, ainda existem aspetos em que podem ser melhorados, tais co-
mo: a Cooperação entre humanos e os dispositivos de vigilância; a Descentrali-
zação dos Sistemas; a Fusão da informação sensorial; ou a Reconfiguração e Di-
namismo dos sistemas. 
Tendo em conta estas lacunas, neste trabalho é proposta uma arquitetura 
de Sistemas Inteligentes de Vigilância baseada em agentes de Software georre-
ferenciados, com vista a aumentar a cooperação entre humanos e sensores. Esta 
arquitetura pretende melhorar o desempenho global dos sistemas de vigilância 
atuais utilizando a localização dos recursos humanos e a localização dos even-
tos, para melhorar os tempos de resposta a eventos. 
Com base na arquitetura proposta, foi desenvolvido um sistema que per-
mitiu testar a solução proposta. Os resultados obtidos através dos vários testes 
efetuados, permitiram comprovar que, entre outras melhorias, a arquitetura 
proposta permite uma redução nos tempos de resposta aos eventos.   
Palavras-chave: Multiagentes, sensores, Geolocalização, Sistemas de Vigi-










There has always been a concern of people with security, both with their 
life and with their property. This concern has led to the development of surveil-
lance systems over time that help to alert to possible dangers. These systems 
have been evolving over time, however, there are still areas where they can be 
improved, such as: Human-to-human cooperation with surveillance devices; 
Decentralization of the Systems; Fusion of sensory information; or Reconfigura-
tion and Dynamism of systems. 
Considering these gaps, this work proposes an architecture of Intelligent 
Surveillance Systems based on georeferenced software agents, to increase the 
cooperation between humans and sensors. This architecture aims to improve 
the overall performance of current surveillance systems using the location of 
human agents and the location of events to improve response times to events. 
Based on the proposed architecture, a system was developed that allowed 
to test the proposed solution. The results obtained through the various tests car-
ried out showed that, among other improvements, the proposed architecture 
allows a reduction in the response times to the events. 
Keywords: Multi-agents; sensors; surveillance system; geographic posi-
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Desde sempre, a preocupação com a segurança de pessoas e bens, tem 
vindo a fazer parte das sociedades. Paralelamente a esta preocupação, e junta-
mente com a evolução tecnológica, tem existido uma evolução na vigilância, 
passando-se da vigilância feita apenas por pessoas, para o uso de Sistemas de 
Vigilância que integram vários algoritmos capazes de aumentar o nível de se-
gurança dos locais sob vigia e reduzindo a dependência dos humanos, passan-
do pelos, ainda, tradicionais sistemas CCTV (Closed-Circuit Television) [1]. 
Inteligência pode definir-se como a capacidade para aprender, perceber e 
se adaptar a um determinado ambiente usando o seu próprio conhecimento [2]. 
Dotando os Sistemas de Vigilância de Inteligência, podem-se evitar consequên-
cias gravosas sobre pessoas ou bens, decorrentes de ações intencionais de van-
dalismo, ou furto, ou de eventos disruptivos como incêndios, fugas de gases, 
terramotos ou inundações. Através da deteção automática, é possível identificar 
ocorrências anormais de eventos monitorizados por um sistema de segurança, 
permitindo que alertas sejam ativados apenas quando existem suspeitas fun-
damentadas (e eventualmente confirmadas por operadores) da ocorrência de 
eventos não desejados. 
Embora existam diversos desenvolvimentos e progresso nos atuais Siste-





das caraterísticas em que estes sistemas podem ser melhorados são identifica-
dos por Xiaogang Wang em [3], M. Valera e S.A. Velastin em [1] e por Javier 
Albusac et al. em [4]. Tendo em conta as lacunas identificadas, alguns dos aspe-
tos que podem ser melhorados estão relacionados com a diminuição da depen-
dência destes sistemas dos humanos, a melhoria dos algoritmos para identifica-
ção de eventos, a redução da dependência de nós centrais de processamento, a 
diversificação do tipo de sensores empregues (ou limitações do número de sen-
sores ligados ao sistema) e uma melhor interação humano-máquina.  
Em relação à dependência dos Sistemas de Vigilância da intervenção hu-
mana, tem existido um esforço para sua redução com a introdução de algorit-
mos que permitem a identificação de eventos, sem a necessidade de os huma-
nos estarem constantemente a olhar para monitores ou a fazer rondas pelos lo-
cais a vigiar. No entanto, ainda existem pontos onde esta dependência pode ser 
reduzida e outros pontos onde a cooperação entre os humanos e os sistemas 
pode ser melhorada; como por exemplo a utilização da localização atual dos 
agentes de segurança em relação à localização do evento para uma resposta 
mais eficaz ao mesmo. 
Embora em alguns casos exista a hipótese de integrar diferentes compo-
nentes, a integração é efetuada na fase de conceção de sistema, tornando-se a 
sua reconfiguração difícil. As soluções existentes passam também pelo desenho 
de soluções "chave-na-mão" e pelo desenvolvimento, nalguns casos pontuais, 
de soluções específicas de integração das várias funcionalidades. 
Refira-se, a título de exemplo, que nas soluções atuais são usualmente 
propostos sensores independentes para a deteção de gases tóxicos (e.g. dióxido 
de carbono) e de presença de pessoas nas instalações; porém, a junção destes 
dois tipos de informação é crítica para decidir o curso de ações a realizar, pois 
um incremento do nível de dióxido de carbono pode não ser crítico se não exis-
tirem pessoas nas instalações.  
No que se refere às arquiteturas usadas como base destes sistemas conti-




fícil reconfiguração [5]. Existiu nos últimos anos um esforço da comunidade ci-
entífica em desenvolver novas arquiteturas que permitam produzir sistemas 
distribuídos.  
Algumas das arquiteturas distribuídas propostas, exemplificadas no capí-
tulo 2, baseiam-se em soluções modulares, onde o processamento é repartido 
por várias unidades de processamento, outras adotam os agentes de software 
como meio de abordagem ao problema. Tem existido uma contínua inovação 
nesta área, sendo que, alguns dos pontos em que comunidade científica se tem 
focado são[1]: 
• Adaptação, fusão de dados e métodos de seguimento em ambientes 
cooperativos com multisensores; 
• Extensão das técnicas para identificação e classificação de objetos; 
• Novos protocolos de comunicação e modelos de metadados na co-
municação e integração entre diferentes módulos; 
• Desenvolvimento de arquiteturas para sistemas multissensoriais, 
com algoritmos de processamento em tempo real e capacidade de 
reconfiguração; 
• Arquiteturas adaptáveis a diferentes ambientes. 
Por outro lado, a proliferação de dispositivos móveis com acesso à internet 
e com sensores GPS (Global Positioning System) integrados tem acompanhado o 
crescimento das Redes de comunicação de Nova Geração, permitindo o acesso 
remoto a informação e a identificação do local onde a pessoa se encontra. Estes 
avanços, aliados à melhoria de desempenho dos computadores e à sua miniatu-
rização, permitem definir novas abordagens aos sistemas de vigilância.   
Desta forma, o trabalho desenvolvido no âmbito do doutoramento, visa 
contribuir com o desenvolvimento de uma arquitetura para um Sistema de Vi-
gilância baseado em Agentes Georreferenciados. O trabalho proposto pretende 
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tirar partido das vantagens tecnológicas introduzidas pelas Redes de comunica-
ção de Nova Geração, como as elevadas taxas de transferência de dados,  e pela 
proliferação de dispositivos GPS de baixo custo, permitindo incorporar na ar-
quitetura o conceito de componentes autónomos (sensores, telemóveis) que, do-
tados de capacidade de processamento local e comunicação, poderão cooperar 
entre si para a criação de um sistema integrado de vigilância capaz de exibir In-
teligência Coletiva1 no desempenho de funções de vigilância e segurança. 
A arquitetura proposta permitirá, por exemplo, melhorar a vigilância de 
uma grande área (ex.: um perímetro fabril) onde a deteção de eventos seja au-
tónoma e adaptável. Isto é, o sistema pode facilmente passar de uma vigilância 
estática, onde apenas procura potenciais eventos, para uma vigilância dinâmica, 
onde adapta o seu comportamento de acordo com o evento detetado. Sendo as-
sim, se determinado recurso identifica um evento específico os restantes reor-
ganizar-se-ão de forma a colmatar a sua falta no sistema global, para que não 
haja um decréscimo de desempenho. 
Outro exemplo de utilização deste tipo de abordagem é a deteção de in-
trusos, em que os agentes de forma individual ou coletiva (através de sensores, 
por processamento de imagem, ou da cooperação entre vários tipos de senso-
res) detetam o intruso e interagem entre si (tirando partido de algoritmos base-
ados em localização). Assim sendo, o sistema permite transmitir informações 
ao(s) agente(s) mais adequados para realizarem o seu processamento, ao mes-
mo tempo que segue automaticamente o intruso, cooperando, por exemplo, 
com outras câmaras que se encontrem na direção em que este se desloca, quan-
do sai do campo de visão da câmara atual. 
                                                 





1.1 Questão de investigação 
É com base nas limitações descritas acima e com uma análise do atual es-
tado da arte, descrita no capítulo seguinte, que foi levantada a questão de inves-
tigação: 
“Tendo em conta as novas tecnologias disponíveis atualmente, 
como se podem melhorar os atuais sistemas de vigilância?” 
A questão de investigação levantada focou-se na necessidade sentida em 
melhorar os atuais Sistemas de Vigilância, questionando se estes poderiam ser 
melhorados através da implementação de novas abordagens na comunicação e 
colaboração entre agentes (humanos e sensores); procurando aumentar o nível 
de sucesso, quer na identificação de eventos, quer na reação aos eventos, pela 
otimização da utilização dos recursos disponíveis e pela partilha de informação 
e contexto. 
Muitos dos atuais Sistemas de Vigilância ainda são baseados na monitori-
zação de locais através da visualização de vídeo, outros sistemas mais avança-
dos já incorporam algoritmos para a deteção automática de eventos lançando 
um alerta para um sistema central que notifica os responsáveis pela segurança 
da deteção de um evento. Embora estes sistemas tenham evoluído bastante, 
ainda deixam de lado alguns aspetos que podem melhorar a eficiência dos sis-
temas de vigilância, como por exemplo, a utilização da localização do evento e 
dos recursos responsáveis pela vigilância, o tipo de evento, a carga atual dos 
recursos disponíveis ou a interação durante a resolução do evento. 
Neste sentido, a linguagem e a cooperação entre agentes em sistemas de 
vigilância, permitem apresentar um novo paradigma nesta área, centrado na 
comunicação e integração de agentes em sistemas distribuídos. Recorrendo esta 
melhoria na comunicação e integração, podem desenvolver-se sistemas Plug-
and-Play, onde seja possível incluir um novo agente no sistema sem a necessi-




Figura 1.1 - Como aumentar a cooperação entre agentes? 
Resumindo, tal como ilustrado na Figura 1.1, existem vários componentes 
nos Sistemas de Vigilância, tais como os humanos, os sensores, os algoritmos de 
seguimento, os algoritmos de deteção de objetos e eventos e os alertas. Foi ne-
cessário definir uma arquitetura que permita tirar o máximo partido destes 
componentes, surgindo assim a questão de investigação enunciada.  
1.2 Hipótese e abordagem 
Tendo como base a questão de investigação, foi formulada a seguinte hi-
pótese: 
“Uma arquitetura de Sistemas Inteligentes de Vigilância, baseada em 
agentes de Software georreferenciados, pode aumentar a cooperação entre 
humanos e sensores, melhorando assim o desempenho global dos sistemas 
de vigilância atuais.” 
Através do estudo do estado da arte e com a identificação de requisitos 
por parte de empresas de segurança, abordou-se o problema descrito na secção 














ferenciados que permite melhorar a cooperação entre humanos e sensores. Esta 
arquitetura descentralizada, tira partido das novas tecnologias (por exemplo o 
GPS dos dispositivos móveis) para obter a localização geográfica dos seus re-
cursos. Com os recursos e eventos georreferenciados são aplicados mecanismos 
para atribuição dinâmica dos eventos que permitem melhorar a resposta a 
eventos através da cooperação entre sistema e humanos.  
Neste trabalho, estão interligadas várias áreas de saber (Monitorização, 
Georreferenciação, Distribuição automática de tarefas e Vigilância Distribuída), 
que não se encontram normalmente integradas. De facto, na literatura é possí-
vel encontrar trabalhos nas áreas de sistemas distribuídos de videovigilância, 
trabalhos na área de redes de sensores, trabalhos na área de sistemas de moni-
torização e trabalhos na área da distribuição automática de tarefas. Porém, uma 
solução distribuída, envolvendo agentes inteligentes, máquinas e humanos que 
cooperam entre si, como a presente proposta, integrando valências de todas es-
tas áreas não existe atualmente na vigilância. [6]  
A validação da hipótese colocada foi efetuada pela construção de um Sis-
tema de Vigilância Inteligente baseado na arquitetura definida, onde foi possí-
vel avaliar as suas vantagens contra as atuais arquiteturas.  
A utilização de um sistema baseado nesta arquitetura e aplicado a um ce-
nário real, permitiu verificar as vantagens da cooperação em tempo real entre 




2. Revisão do estado da Arte 
O instinto de sobrevivência está presente em todos os seres vivos, tendo 
cada um deles criado mecanismos para a assegurar. No caso dos humanos, esta 
preocupação está muito mais presente, uma vez que para além da sua maior 
capacidade para consciencialização do perigo, existe também uma grande preo-
cupação com a segurança dos seus bens. 
Esta preocupação com a segurança de pessoas e bens faz parte da socieda-
de desde sempre, tendo vindo a ser cada vez mais importante e orientando-se 
para a utilização de meios cada vez mais sofisticados para a assegurar. Os pri-
meiros humanos tinham preocupações muito básicas, sendo que a sua sobrevi-
vência era a sua principal preocupação. Numa segunda fase, quando passou de 
caçador/coletor para a agricultura, criação gado e a ter casas, o Homem passou 
a preocupar-se com segurança destes também. Ao longo da sua evolução, o 
Homem, à medida que foi aumentando e diversificando os seus bens foi tendo 
cada vez mais a necessidade de os segurar.  
Como resposta a esta necessidade, o Homem começou a vigiar e, embora 
estas práticas de vigilância existam desde os primórdios da sociedade, é na so-
ciedade da  informação que a vigilância, tal como a conhecemos, emergiu como 
uma componente central da vida moderna [7]. Existem várias definições para 





mo “observação atenta, especialmente de uma pessoa suspeita” [8], William 
Staples em “The Surveillance Studies Reader” como “a ação de manter um olhar 
atento sobre pessoas” [9] e David Lyon em “Surveillance studies: An overview” 
como a “atenção focada, sistemática e rotineira de dados pessoais para fins de 
influência, gestão, proteção ou direção” [7].  Vigilância também pode ser defi-
nida como a recolha, análise e interpretação de dados de forma sistemática, 
permitindo a identificação de eventos [10][11]. 
A vigilância é focada e é sistemática, isto é, a atenção aos dados não é alea-
tória, ocasional ou espontânea; é deliberada e depende de certos protocolos e 
técnicas. A vigilância também é caraterizada pela rotina. Ocorre como parte da 
vida quotidiana em todas as sociedades que dependem de administração buro-
crática e de alguns tipos da tecnologia da informação. Vigilância quotidiana é 
endémica para as sociedades modernas. [7]  
Para melhorar/facilitar a vigilância surgiu a necessidade de criar sistemas 
de vigilância. Os primeiros esforços relacionados com a produção de sistemas 
de videovigilância, que são os percussores dos que hoje existem, foram feitos 
em 1942 na Alemanha, quando a Siemens AG em Peenemunde instalou pela 
primeira vez um “Closed Circuit Television” (CCTV) – Circuito fechado de televi-
são para monitorização de testes feitos com mísseis V-2. No entanto, só mais 
tarde em 1949, foi comercializado o primeiro CCTV, chamado Vericon [12]. O 
uso destes sistemas foi difundido a partir dos anos 70, quando começou a ser 
possível a gravação em tempo real em cassetes, facilitando assim o acesso à in-
formação histórica [13]. 
A evolução dos Sistemas de Vigilância pode ser caraterizada em três gera-
ções [14]. A primeira geração (1949-1980) era categorizada por sistemas analógi-
cos, que permitiam a monitorização de locais usando várias câmaras ligadas a 
diferentes monitores ou várias câmaras ligadas a um só monitor, usando um 
comutador que permitia alternar entre câmaras. Estes sistemas dependiam de 
humanos para a deteção de possíveis eventos, sendo que estes só eram deteta-




Estes sistemas usavam normalmente câmaras com sensores digitais CCD 
(Charge Coupled Device) para captura da imagem que, depois de convertida para 
analógico, era enviada, por cabos coaxiais, para um monitor. Na Tabela 2.1 é 
feito um resumo desta primeira geração em termos de técnicas usadas, vanta-
gens, problemas e o estado atual da investigação, baseada nesta tecnologia. 
 Primeira Geração 
Técnicas • Sistemas analógicos de CCTV. 
Vantagens • Bom desempenho; 
• Tecnologia robusta. 
Problemas • Comunicação e armazenamento de imagens em 
formato analógico. 
Estado atual de investi-
gação 
• Digital versus Analógico; 
• Gravação digital de vídeo; 
• Compressão de vídeo CCTV. 
Tabela 2.1 - Características da Primeira Geração dos Sistemas de Vigilância [1] 
A excessiva dependência dos humanos nos Sistemas de Vigilância e a ne-
cessidade de melhorar a deteção de eventos levou ao aparecimento de novas 
soluções. O surgimento da digitalização de imagens permitiu a introdução de 
algoritmos que permitem a análise das imagens recolhidas e a deteção de pos-
síveis situações de risco. Este avanço nos Sistemas de Vigilância é considerado 
como a Segunda Geração (1980-2000) destes sistemas [14]. 
 Segunda geração 
Técnicas • Sistemas de Vigilância Automáticos com recur-
so a algoritmos robustos combinados com sis-
temas de CCTV. 
Vantagens • Aumento da eficiência dos sistemas de CCTV. 
Problemas • Necessidade de algoritmos robustos de deteção 
e seguimento para análise de comportamentos. 
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Estado atual de investi-
gação 
• Algoritmos de visão computacional em tempo 
real robustos; 
• Aprendizagem automática de cenários e com-
portamentos; 
• Interligação entre a análise estatística de cená-
rios, a produção e sua interpretação. 
Tabela 2.2 - Características da Segunda Geração dos Sistemas de Vigilância [1] 
Com a introdução de algoritmos passou a ser possível a deteção automáti-
ca de pessoas e objetos, permitindo assim analisar comportamentos. Na Tabela 
2.2 é apresentado um resumo do que caracteriza esta segunda geração.  
Por último, a Terceira Geração caracteriza-se pelo incremento na área de 
monitorização dos Sistemas de Vigilância, através da introdução de novas tec-
nologias, inserção de outros tipos de sensores e a distribuição da informação 
entre os vários elementos do sistema. Com o aumento das áreas a vigiar e a 
maior abrangência de situações a detetar, o mercado sentiu a necessidade de 
melhorar os sistemas existentes, quer a nível de processos, quer introduzindo 
mais informação no sistema. 
A introdução de novos sensores, como forma de complemento às câmaras 
CCTV, levou ao desenvolvimento de técnicas de fusão de dados permitindo 
correlacionar informação. No entanto, esta inclusão aumentou a complexidade 
de integração, quer a nível de hardware, quer de software. 
Por outro lado, os sistemas centralizados, caraterizados por um ponto cen-
tral (normalmente um único computador) apresentam algumas limitações, o 
que levou também à abordagem de sistemas que permitam a descentralização, 
distribuindo assim a carga de processamento e a dependência de um só ponto 







 Terceira Geração 
Técnicas • Sistemas de Vigilância Automáticos2 para 
grandes áreas. 
Vantagens • Aumento da informação resultante da combi-
nação de vários sensores; 
• Distribuição. 
Problemas • Partilha da informação (integração e comunica-
ção); 
• Metodologias de design; 
• Plataformas móveis e plataformas multisensor. 
Estado atual de inves-
tigação 
• Inteligência central versus distribuída; 
• Plataformas de critério probabilístico; 
• Técnicas de vigilância multi-câmara. 
Tabela 2.3 - Características da Terceira Geração dos Sistemas de Vigilância [1] 
As aplicações desta Terceira Geração são diversas, sendo que cada tipo de 
tecnologia está mais direcionada para uma utilização específica, como é exem-
plificado na Figura 2.1. Com esta diversidade de aplicações, a terceira geração 
foi utilizada, desde o seu aparecimento, numa grande variedade de cenários, 
como mostram alguns exemplos que surgiram logo com o seu aparecimento: 
Aeroportos [15][16]; Portos [17]; Metros [18][19] e Tráfego [20].  
                                                 
2 Sistemas que combinam novas técnicas de processamento de imagem e comunicação de vídeo 




Figura 2.1 – Exemplo de aplicações por tipo de tecnologia - Adaptado de [21]. 
Nos últimos anos com o aparecimento de novas tecnologias, como os dro-
nes, estão a ser desenvolvidas e incorporadas novas abordagens, permitindo a 
disponibilização de novas funcionalidades e o aumento da eficácia destes sis-
temas [22]. Esta evolução, sentida ao longo dos anos, nestes sistemas é apoiada 
sobretudo pela sua grande proliferação no mercado, abrangendo uma vasta 
gama de áreas, como a vigilância de transportes públicos, de superfícies comer-
ciais, de áreas industriais, de casas inteligentes, etc.  
Um dos exemplos do uso de novas tecnologias em sistemas de monitori-
zação, está a ser desenvolvido no âmbito do projeto RIVERWATCH3, onde o 
uso de vários robôs autónomos num sistema de monitorização ambiental per-
mite a vigilância de cursos de água.  
Também na área da saúde encontramos sistemas de vigilância, que embo-
ra não sejam caraterizados pelos parâmetros mais comuns (câmaras e outros 
tipos de sensores), não deixam de ser mais um exemplo da sua importância pa-
                                                 









Relação entre câmaras 
fixas e PTZ (Pan–tilt–
zoom)
Deteção de anomalias 
em video
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ra a sociedade de hoje em dia. Dois exemplos desta difusão pela área da saúde 
são: "Surveillance and response: Tools and approaches for the elimination stage of ne-
glected tropical diseases" [23], onde é apresentado um estudo de sistemas de vigi-
lância aplicados na área de saúde, nomeadamente nas doenças negligenciadas 
tropicais; e em "Surveillance systems evaluation a systematic review of the existing 
approaches" [24], onde é feita uma revisão dos métodos de avaliação dos siste-
mas de vigilância na área da saúde.  
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2.1 Conceitos gerais 
Nesta seção é feita uma breve descrição de alguns conceitos usados ao 
longo desta dissertação.  
Um destes conceitos é Sistema, que provém do latim Systema e que signifi-
ca “todo complexo; todo composto por partes; harmonia” [25]. Centrando a 
atenção no Sistema de Software, pode ser definido como um conjunto de com-
ponentes de software que interagem ou interdependentes e que formam um to-
do integrado [26]. 
Os Sistemas de Software cujos componentes são executados em apenas 
um computador e que não comuniquem com outros computadores são Siste-
mas Centralizados. Se componentes idênticos ou semelhantes forem executa-
dos em diferentes computadores trata-se de um Sistema Descentralizado. A 
principal diferença entre um sistema centralizado e um descentralizado é a 
forma como os componentes comunicam e se sincronizam, sendo que no centra-
lizado é feito através da partilha de memória do computador e no descentrali-
zado é feita através do envio de mensagens. [27]   
Um Sistema Distribuído é um conjunto de computadores independentes 
que comunicam entre si e que aparecem ao utilizador do sistema como um úni-
co computador [28]. Os elementos de software ou hardware estão integrados 
numa rede de computadores que comunicam e se coordenam através do envio 
de mensagens [29]. 
Existem inúmeras diferenças entre os sistemas centralizados e os distribu-
ídos, começando pelo acesso aos dados, em que os sistemas centralizados têm 
uma maior facilidade de acesso, uma vez que estes estão normalmente localiza-
dos no mesmo local. Por outro lado, os sistemas distribuídos permitem abarcar 
áreas geográficas de maior dimensão, dada a possibilidade de acesso remoto. 
Em relação às tecnologias e processos, também existem algumas diferenças, 
uma vez que os sistemas centralizados são caraterizados por tecnologias e pro-
cessos comuns que facilitam a gestão e consistência destes sistemas. Os sistemas 




diferentes localizações, permitindo a modularidade, escalabilidade do sistema e 
a partilha de informação. Os sistemas distribuídos também permitem uma de-
gradação graciosa[30], aumentando assim a sua confiabilidade e disponibilida-
de, uma vez que as falhas totais do sistema são reduzidas. [31] 
Arquitetura de Software descreve a organização e interação entre os 
componentes de software, focando-se na organização lógica do software [28]. 
Arquitetura de Sistema descreve a localização dos componentes de soft-
ware nos computadores físicos. Quando os componentes estão localizados num 
único computador diz-se Arquitetura Centralizada, quando vários computado-
res realizam a mesma funcionalidade diz-se Arquitetura Descentralizada, caso 
exista uma combinação entre as duas, é uma Arquitetura Híbrida [28]. Assim, 
as arquiteturas de sistema centralizadas caracterizam-se por ter um ponto cen-
tral de execução e controlo, enquanto que as descentralizadas se caraterizam 
por ter múltiplos locais onde são executadas as mesmas funções ou similares de 
controlo, processamento ou transformações [27]. 
Uma Arquitetura Distribuída é caraterizada por dois ou mais processa-
dores autónomos conectados por uma interface de comunicação que executa 
um sistema distribuído [29].  
Os principais elementos das arquiteturas podem ser identificados como 
Componentes, que representam unidades modulares com interfaces de pedidos 
e respostas bem definidas e substituíveis no seu ambiente, e como Conectores 
responsáveis pela interação entre componentes [28]. Os componentes e conecto-
res das arquiteturas podem ser organizados/configurados de diversas formas 
(estilos de arquitetura), sendo que, para os sistemas distribuídos alguns dos 
mais importantes são: Arquiteturas em camadas, onde os componentes são or-
ganizados por camada em que as camadas superiores têm permissão para invo-
car as camadas inferiores e não ao contrário; Arquiteturas baseadas em obje-
tos, onde cada objeto corresponde a uma componente que comunica com as ou-
tras através de invocações de métodos remotos; Arquiteturas baseadas em 
eventos, onde os componentes comunicam pela propagação de eventos que 
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podem conter dados; Arquiteturas centradas nos dados, onde os componentes 
comunicam através de um repositório de dados comum [28]. 
As arquiteturas para sistemas distribuídos podem ser Centralizadas base-
adas em modelos cliente-servidor com organização vertical (ou hierárquica) de 
comunicação e controlo por camadas e separação lógica de funções entre cliente 
(pedidos) e servidor (respostas); Descentralizadas com modelos peer-to-peer or-
ganização horizontal de comunicação e controlo em que cada peer funciona co-
mo cliente e servidor; ou Híbridas (combinando as cliente-servidor com peer-to-
peer) [28]. 
A implementação de sistemas distribuídos pode ser feita com o recurso a 
diversas tecnologias, como por exemplo: Common Object Request Broker Architec-
ture (CORBA); Service-Oriented Architecture (SOA); modelos cliente-servidor; ou 
agentes de software (Agentes). 
CORBA é uma norma definida pelo Object Management Group (OMG) de-
senhada para facilitar a comunicação entre sistemas que foram desenvolvidos 
em diferentes plataformas. A CORBA usa um modelo baseado em objetos, em-
bora os sistemas que a usam não o tenham de ser. [32] 
As arquiteturas SOA são arquiteturas que suportam sistemas orientados a 
serviços, onde estes estão disponíveis numa rede de computadores através de 
um protocolo de comunicação. Um serviço é uma representação lógica de uma 
atividade de negócio repetível com um resultado específico, independente, que 
pode conter outros serviços e em que os consumidores não têm conhecimento 
de como é executado. [33] 
2.1.1 Agentes 
Um Agente é uma entidade, que inserida num determinado ambiente, é 
capaz de realizar ações flexíveis e autónomas para executar as tarefas para as 
quais foi projetado [34]. Uma das principais características dos agentes é a sua 
autonomia, visto que conseguem executar ações sem a direta intervenção de ou-




além da autonomia, os agentes também possuem a capacidade de comunicar 
com outros agentes, de se adaptar, aprender, e reagir a alterações do ambiente 
[36].  
Quando vários agentes partilham um ambiente comum e interagem entre 
si, podendo essa informação desencadear ações de agentes, diz-se que os agen-
tes fazem parte de uma comunidades de agentes, também chamada de Sistema 
Multiagentes (M.A.S – Multi-Agent System) [37]. Derivado destes sistemas 
existe outro conceito bastante difundido, Agentes de Software, que podem ser 
definidos como programas de software que comunicam com os seus pares atra-
vés de mensagens baseadas numa linguagem de comunicação de agentes e que 
podem ser classificados como agentes de colaboração, de interface, móveis, de 
informação, de reação, híbridos, heterogéneos e inteligentes [38],[39]. 
Existem diferentes formas de comunicação/colaboração entre agentes: co-
ordenação direta, em que os agentes fazem a sua própria coordenação; e coor-
denação assistida, onde os agentes recorrem a sistemas para fazer a coordena-
ção entre si [39]. Ao sistema utilizado na coordenação assistida, ilustrado na Fi-
gura 2.2, dá-se o nome de Sistema Federado. 
 





Existem diversas normas que permitem definir regras na comunicação en-
tre agentes, minimizando erros e permitindo a interação entre diferentes siste-
mas utilizando uma linguagem em comum.  
Uma destas normas é FIPA4,  uma norma da IEEE Computer Society, que 
define um conjunto de especificações usadas na definição e implementação de 
sistemas multiagentes. Entre as muitas especificações descritas pela FIPA, está 
Agent Interaction Protocol Suite (AIPS) que define um conjunto de normas para a 
interação/comunicação entre agentes. Este conjunto de normas descreve uma 
linguagem (Agent Communication Language - ACL) que define uma semântica e 
uma sintaxe para a comunicação entre agentes. [40] 
 
Figura 2.3 –FIPA Communication Acts [40] 
O AIPS é composto por diferentes protocolos semânticos: Interaction Pro-
cess (IP), Communicative Acts (CA), Content Logic, e Content Ontologies. As CA, 
ilustradas na Figura 2.3, definem um conjunto de ações que podem ser executa-





das pelos agentes. Os IP, descritos na Figura 2.4 , permitem o uso das CA como 
parte das mensagens ou workflows que suportam a troca de informação ou atri-
buição de tarefas entre os agentes. O Content Logic e o Content Ontologies contêm 
o detalhe da ação a executar e a que contexto se refere. [40] 
  
Figura 2.4 – FIPA Interaction Protocols [40] 
Outro exemplo de normas para a comunicação entre agentes é a KQML 
que usa também um conjunto de ações, tais como replay, tell, deny, etc, nas men-
sagens juntamente com dados adicionais escritos em vários slots (como content, 
in-reply-to, sender, receiver, etc) [41]. 
Para além destas duas existem mais exemplos tais como: ARTIMIS 
Communication Language (ARCOL); Knowledge Interchange Format (KIF); Domain 
independent COOrdination Language (COOL) [42]. 
 




2.2 Constituição dos Sistemas de Vigilância 
Tendo em conta as definições de vigilância (início do Capítulo 2) e de sis-
tema descritas anteriormente, pode-se dizer que um Sistema de Vigilância, na 
sua generalidade, é um conjunto de componentes de hardware (normalmente 
câmaras e outros tipos de sensores) que enviam a informação para um conjunto 
de componentes de software que permite a deteção e alerta de eventos. Sistema 
de Vigilância também pode ser definido como uma ferramenta tecnológica que 
auxilia os humanos, oferecendo uma perceção e capacidade de raciocínio alar-
gada sobre os locais que estão a ser monitorizados [14],[43]. 
Os Sistemas de Vigilância são tipicamente compostos por cinco grandes 
blocos: Deteção de Objetos, Reconhecimento de Objetos, Seguimento, Análise 
comportamental e Base de Dados [44], sendo muitas das vezes, nas ferramentas 
usadas dentro de cada um destes blocos, que reside a diferença entre os siste-
mas. 
 
Figura 2.5 – Blocos que compõem tradicionalmente os Sistemas de Vigilância usando a 
visão 
Na Deteção de Objetos podem ser usados vários sistemas, como câmaras 
de vídeo com visão computacional (construção de descrições explicitas de obje-
tos físicos a partir de imagens [45]), utilização de sensores LiDAR, câmaras TOF 
(Time of flight), sensores LiDAR 3D, câmaras de infravermelhos, sensores de ul-












Dependendo do sistema usado, podem ser aplicadas diferentes técnicas 
para a deteção de objetos, como por exemplo os algoritmos apresentados por 
Zhang et al. [47], Harmelinga et al. [48],  Robert T. Collins et al.[49], O. Javed 
and M. Shah [50], V. Nair and J. J. Clark [51], W. Niu et al. [52]. 
Também, dependendo dos sistemas utilizados, podem ser usados diferen-
tes métodos para o Reconhecimento de Objetos, os baseados em modelos 2D 
(ex.:[53]), com ou sem modelos de formatos, e os baseados em modelos 3D 
(ex.:[54], [55]) [1]. Interligado com a identificação de objetos está o Seguimento, 
cujo objetivo é seguir um dado objeto, identificando a sua posição nas sucessi-
vas leituras.  
Posteriormente, a Análise de Eventos permite detetar situações de risco 
através da analise dos objetos detetados e do seu comportamento. Para a análise 
de eventos existem várias abordagens, tais como o DTW (Dynamic Time War-
ping), algoritmo para a medição de semelhanças entre duas sequências que po-
dem variar em tempo e velocidade, ou HMM (Hidden Markov Models), modelo 
estatístico em que o sistema modelado é assumido com um processo de Markov 
com parâmetros desconhecidos [44]. 
Por último a Base de Dados, onde é guardada toda a informação recolhi-
da, e sobre a qual pode haver pesquisa ou análise de dados. Nesta área existem 
alguns trabalhos realizados no sentido de criar modelos de dados para suporte 
dos diferentes níveis de abstração dos dados e outros no sentido de analisar e 
extrair informação da base de dados. Exemplos disso são as referências biblio-
gráficas referidas em [56] e em [57].  
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2.3 Arquiteturas de Sistemas de Vigilância 
A Arquitetura de um Sistema de Vigilância descreve os vários elementos 
que o constituem, como por exemplo, a aquisição de dados ou o processamento 
da informação, e a interligação entre estes elementos. 
Em relação aos Sistemas de Vigilância, foram estudadas as arquiteturas 
centralizadas e as arquiteturas distribuídas.  
2.3.1 Arquitetura centralizada 
Como referido em 2.1, uma arquitetura centralizada tem por base um pon-
to central para onde converge toda a informação. Um exemplo deste tipo de ar-
quitetura, em sistemas de vigilância, é o tradicional monitor que podemos ver 
em supermercados, lojas, etc., onde é possível ver as imagens das várias câma-
ras que compõem o sistema. 
Este tipo de arquiteturas, embora ainda muito usadas em locais de peque-
nas dimensões e com poucas câmaras, têm algumas desvantagens, sendo a 
principal o facto de estar todo o sistema dependente de apenas um ponto para o 
seu funcionamento. No entanto, no mercado ainda é uma das arquiteturas mais 
usadas, sendo uma das razões o seu custo de implementação ser mais reduzido, 
visto que usa tecnologia mais barata e apenas requer uma unidade de proces-
samento. 
Porém, as arquiteturas centralizadas têm vindo a sofrer algumas altera-
ções que permitem melhorar o seu desempenho, como por exemplo a desagre-
gação do sistema central em módulos. Um dos exemplos desta evolução é o Sis-
tema de Vigilância proposto pelo PRISMATICA (PRoactive Integrated systems for 
Security Management by Technological, Institutional and Communication Assistance) 
[58], que se caracteriza por um sistema multisensor com distribuição de proces-
samento dos vários sensores, que posteriormente enviam a informação para 
uma unidade de processamento central onde é feita a interpretação da informa-
ção reunida. A arquitetura deste sistema é ilustrada na Figura 2.6, onde é possí-





Figura 2.6 – Arquitetura do sistema PRISMATICA [19] 
O ADVISOR (Annotated Digital Video for Intelligent Surveillance and Optimi-
sed Retrieval) [59], que foi projetado para ser usado sobretudo em estações de 
metro, permitindo detetar situações de perigo (como acidentes, violência ou 
vandalismo). Este pode ser considerado um sistema semi-distribuído, uma vez 
que é constituído por vários subsistemas que distribuem o processamento de 
todo o sistema. No entanto, cada nó é mais um exemplo de uma arquitetura 
centralizada.  
Este sistema é constituído por uma unidade central de processamento que 
agrupa vários computadores responsáveis pelo processamento da informação 
recebida pelas câmaras. Este processamento é distribuído pelos vários compu-
tadores, sendo a informação trocada segundo normas internacionais, como por 
exemplo, o uso Baseline JPEG (ISO/IEC IS 10918-1) para a comunicação de da-
dos de vídeo. A arquitetura seguida por este sistema é ilustrada na Figura 2.7, 





Figura 2.7 – Arquitetura do sistema ADVISOR [59] 
Outra solução semi-distribuída, a AMFIS (Aufklärung mit Miniaturflug-
geräten im Sensorverbund), propõe um sistema constituído por uma estação de 
controlo universal, um conjunto de sensores e veículos de transporte de senso-
res, que comunicam entre si através de mensagens XML [60]. O uso das mensa-
gens em XML facilita a integração com outros sistemas, sendo uma linguagem 
facilmente implementável em diversos tipos de linguagem de programação. 
Este sistema é baseado na arquitetura ilustrada na Figura 2.8, sendo que o 
“AMFIS Connector” corresponde à estação de controlo e os sensores estão inclu-
ídos no “Sensor Carrier Control Application”. O “User Interface Application” cor-
responde às interfaces disponibilizadas aos vários clientes da aplicação [60].  
O conector permite a integração de novos elementos no sistema através de 
uma linguagem comum utilizada para a comunicação entre os diferentes módu-
los. Esta estação de controlo é responsável pela gestão de tarefas, planeamento 
de missões, controlo de sensores e plataformas móveis, alerta de eventos, fusão 




Para além destas tarefas, o AMFIS conector envia a todos os clientes co-
nectados todas as mensagens recebidas, sendo depois estes que decidem se de-
vem tratar e como cada mensagem. Os clientes quando se conectam recebem 
primeiro a descrição detalhada do sensor e a partir daí todos os dados que o 
sensor vai obtendo ciclicamente.  
Por outro lado, os sensores recolhem a informação sensorial, estática ou 
móvel (utilizando veículos comandados pela estação de controlo) e enviam os 
dados para o sistema. 
 
Figura 2.8 – Arquitetura do sistema AMFIS [60] 
Mais recentemente, Mei Kuan Lime et al. apresentam em [61] uma arquite-
tura dividida em três camadas, a camada sensorial - onde é feita a aquisição e 
processamento do vídeo; parte de análise e lógica - onde é construída a base de 
conhecimento do ambiente, seguido da análise e lógica e usando o Princípio da 
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Composicionalidade5; e parte utilizador – onde é apresentado o alarme de cada 
evento. 
 
Figura 2.9 – Arquitetura do sistema apresentado em [61] 
2.3.2 Arquitetura distribuída 
Com a evolução tecnológica, com o objetivo de reduzir a dependência do 
sistema a um só ponto e com o aumento da capacidade computacional, têm 
vindo a ser cada vez mais abordadas propostas de arquiteturas distribuídas pa-
ra os sistemas de vigilância. Estes sistemas permitem fracionar o processamento 
da informação, isto é, são criados nós responsáveis pelo processamento da in-
formação de um grupo de sensores ou em alguns casos cada câmara/sensor po-
de ser uma unidade de processamento(nó). 
As arquiteturas multiagentes têm vindo a ser cada vez mais usadas em 
Sistemas de Vigilância distribuídos, havendo alguns exemplos na literatura, 
como o referido em [4] e [62], onde é proposta uma arquitetura baseada em 
                                                 
5 O significado de uma expressão complexa é uma função dos significados das suas partes e da 
forma como estas estão combinadas / o significado de uma frase é determinado pelos significa-




multiagentes. Neste caso é proposta a subdivisão do cenário em áreas por um 
conjunto de agentes, sendo cada um deles responsável por analisar uma deter-
minada área.  
 
Figura 2.10 – Arquitetura baseada em agentes para monitorização descrita em [4] 
Cada conjunto (responsável por uma área), representado na Figura 2.10, é 
composto por agentes de pré-processamento da informação recebida pelos sen-
sores, agentes que analisam os eventos comuns, agentes que analisam os even-
tos esporádicos e agentes que agrupam o conhecimento proveniente dos agen-
tes que analisam os eventos comuns. Existem depois os agentes de fusão que 
recebem a informação dos vários conjuntos e a integram numa nova base de 
conhecimento comum. 
Em “Multi-agent Based Distributed Semi-automatic Sensors Surveillance 
System Architecture” [63] é descrita uma outra arquitetura baseada em multia-
gentes agrupada em três níveis: dispositivos, processamento de sensores e as-
sistência/suporte. Esta arquitetura descentralizada, ilustrada na Figura 2.11, faz 
uma abordagem aos sistemas de vigilância de uma forma distribuída, subdivi-




Figura 2.11 – Arquitetura multiagentes [63] 
Outro exemplo deste tipo de arquiteturas como o descrito em “Multi-
Agent Framework in Visual Sensor Networks” [64], onde os autores desenvolveram 
um sistema em que cada agente decide executar uma tarefa tendo em conta os 
outros agentes e a informação presente na rede. Cada câmara é representada e 
controlada por um único agente, que apenas tem conhecimento de alguns even-
tos externos e que toma decisões tendo em conta estas limitações.  
Mais recentemente foram apresentadas em “Multi-agent systems for protec-
ting critical infrastructures: A survey” [65] várias aplicações/soluções de sistemas 




intrusões em rede informáticas, Telemática6 e transportes e monitorização de 
espaços. 
Em relação à monitorização de espaços, é apresentada uma solução pro-
posta por Abielmona et al, em "Multi-Agent System Information Fusion for Envi-
ronment Monitoring" [66] onde é descrita uma nova abordagem baseada numa 
técnica chamada de tree-in-motion mapping (TIMM), onde é feita a fusão dos da-
dos através da redução da entropia. Com os dados baseados numa estrutura 
Quadtree7, esta abordagem permite apresentar uma visão multidimensional e 
multi-resolução do ambiente monitorado. 
 Neste trabalho é também explorada a forma como lidar com a fusão de 
dados multisensor (MSF - multi-sensor fusion), podendo ser feito o processamen-
to centralizado ou distribuído. No C-MSF (Centralized MSF) todos os sensores 
enviam a informação local para o processador que faz a fusão dos dados e faz 
uma estimativa global. No D-MSF (Decentralized MSF), os sensores enviam a in-
formação local para os outros sensores que processam a informação localmente 
e, juntos, sintetizam uma estimativa global de todas as estimativas locais dadas 
por cada sensor [66].  
Outra abordagem de sistemas distribuídos usada em sistemas de vigilân-
cia são as chamadas Câmaras Inteligentes. Ahmed Nabil Belbachir, em “Smart 
Cameras” [67] define câmaras inteligentes como sistemas de visão que para além 
de captar imagens, são capazes de extrair informação das imagens captadas, 
podendo esta informação gerar eventos ou ações usadas em sistemas inteligen-
tes automáticos [67]. Algumas das abordagens seguidas para arquiteturas dis-
tribuídas, baseiam-se no uso de conjuntos destas câmaras, onde são definidos 
meios de cooperação entre elas.  
                                                 
6 Telemática é a comunicação à distância de um ou mais conjunto de serviços informáticos for-
necidos através de uma rede de telecomunicações, 
http://www.priberam.pt/dlpo/telem%C3%A1tica 
7 Estrutura de dados em árvore onde cada nó interno tem exatamente quatro filhos [95] 
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Em [68] é descrito o uso de câmaras inteligentes como base para uma ar-
quitetura de um sistema distribuído. As câmaras inteligentes propostas neste 
sistema são baseadas numa arquitetura para o hardware e uma para o software. 
Na Figura 2.12 é ilustrada arquitetura para o hardware, que permite a re-
colha, processamento e comunicação da informação obtida pelo sensor CMOS 
(Complementary metal-oxide semiconductor).   
 
a) unidade sensorial b) unidade de processamento c) unidade de comunicação  
Figura 2.12 – Arquitetura do Hardware. [47] 
Na Figura 2.13 está ilustrada a arquitetura para o software, que aprovei-
tando as capacidades de comunicação e o uso de agentes de software móveis, 





Figura 2.13 – Arquitetura do software das câmaras inteligentes [68]  
Outro exemplo de arquitetura para sistemas de vigilância baseados em 
multisensores, é apresentado em [69], onde é proposta uma rede de sensores 
inteligentes capazes de realizar tarefas de deteção de objetos em tempo real, se-
guimento e classificação. Para além da capacidade de processamento, deteção 
de objetos e seguimento distribuído, o sistema descrito em [69], permite a fusão 
da informação obtida pelos vários sensores a nível central, melhorando a capa-
cidade de deteção dos vários tipos de eventos.  
Para além das arquiteturas descritas existem mais exemplos na literatura, 
muitos deles descritos em “Intelligent multi-camera video surveillance: A review”, 
onde é feita uma revisão de sistemas inteligentes de vídeo vigilância - sistemas 
capazes de extrair informação de uma grande quantidade de vídeos, obtidos 
por câmaras de vigilância e automaticamente detetar, seguir e reconhecer obje-





Para além dos sistemas descritos em “Intelligent multi-camera video surveil-
lance: A review”, usado como referência em várias publicações nesta área, têm 
vindo a ser publicadas mais recentemente várias novas abordagens, como as 
descritas em: 
• “Intelligent video surveillance system architecture for abnormal activity 
detection” [70] que descreve um sistema de monitorização baseado 
em análise (algoritmos de deteção e seguimento de objetos) de ví-
deos obtidos por diversas câmaras; 
 
Figura 2.14 – Arquitetura do sistema apresentado em [70] 
• “Intelligent surveillance system with integration of heterogeneous infor-
mation for intrusion detection” [71] onde é proposto um sistema mul-
tisensor baseado numa ontologia que permite a recolha de informa-
ção de diferentes fontes (vídeo, áudio, e outros sensores) e a sua in-





KES - Knowledge Extraction Systems (V-Video, A-Audio, S-Sound); WOS - Warehouse of the Objects of 
the Scenario; ADM – Alarm Detection Module; OE- Object Eliminator;  
Figura 2.15 – Arquitetura do sistema apresentado em [71] 
• "Developing intelligent surveillance systems with an agent platform" [72] 
e “An agent-based approach to understand events in surveillance envi-
ronments” [73] é apresentada uma arquitetura multiagentes inteli-
gente, que usando uma base de conhecimento (definida através do 
conhecimento dos humanos de situações anteriores ou com base em 
eventos anteriores registados pelo sistema), utiliza um modelo ba-
seado na análise de comportamento, sendo que, cada análise repre-
senta uma tarefa que é realizada por um agente.  
• Também baseado na mesma plataforma, OCULUS, é apresentado 
em “Dynamic weighted aggregation for normality analysis in intelligent 
surveillance systems” [74] uma revisão do trabalho realizado pelos 
autores em [4] e descrita uma nova abordagem para deteção de 
eventos. Esta abordagem atribuí peso aos eventos detetados, usan-




Figura 2.16 – Arquitetura do sistema OCULUS [74] 
2.4 Análise comparativa 
Atualmente, os sistemas de vigilância denotam uma fraca cooperação en-
tre os seres humanos e os sistemas de vigilância. A "Cooperação" neste momen-
to é basicamente o fornecimento de informações pelos dispositivos de vigilância 
para os seres humanos. Há "pouca ou nenhuma" cooperação entre os dispositi-
vos dentro dos atuais sistemas de monitorização e deteção de eventos de vigi-
lância, e não existe uma coordenação de seres humanos para reagir a eventos, 
com base na localização geográfica dos seres humanos e eventos [3].  
O tipo de evento e a utilização da localização, quer dos eventos quer dos 
recursos (humanos), permite diminuir o tempo de resposta aos eventos, a ade-
quação do tipo de resposta tendo em conta o tipo de evento e gerir os recursos 




Tem existido um esforço da comunidade científica em fazer evoluir estes 
sistemas, no entanto, a maioria dos sistemas em uso continuam a ser centraliza-
dos e de difícil reconfiguração. Em alguns casos, a constituição da rede de câ-
maras ou sensores só é possível quando se está ainda na definição inicial do sis-
tema. 
Outra das áreas ainda com algumas lacunas é a correlação de informação 
obtida por múltiplos sensores, como por exemplo a definição de padrões que 
permitam interligar a presença de um gás com o aumento da temperatura [71].  
As novas propostas apresentadas nos últimos anos, de arquiteturas de sis-
temas de vigilância distribuídos, permitem a abordagem ao problema subdivi-
dindo o processamento por diferentes unidades e minimizar os pontos de fa-
lhas gerais do sistema e aumentar a capacidade de processamento, no entanto, 
ainda existem pontos que necessitam de ser melhorados [1], [4], como é o caso 
de: 
• Adaptação, fusão de dados e métodos de seguimento em ambientes 
cooperativos e com múltiplos sensores; 
• Melhores técnicas de identificação e classificação de objetos; 
• Novos protocolos e modelos de metadados de comunicação e inte-
gração entre diferentes módulos; 
• Desenvolvimento de arquiteturas com algoritmos de processamen-
to de dados multisensor e capacidade reconfiguração em tempo 
real; 
• Arquiteturas adaptáveis a diferentes tipos de ambientes; 
De uma forma genérica existem vários pontos onde existe a necessidade 
de melhorar, tais como: 
• Diminuição do tempo de resposta a eventos; 
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• Adequação do tipo de resposta aos vários tipos de eventos; 
• Redução de falsos alarmes; 
• Redução de custos; 




3. Metodologia de Investigação 
A metodologia de investigação usada como base para o desenvolvimento 
deste trabalho foi baseada na metodologia clássica de investigação, representa-
da na Figura 3.1. 
 
Figura 3.1 – Metodologia de investigação adaptado de [75] 
Com base nesta metodologia, o trabalho foi iniciado pela análise do pro-
blema existente, descrita neste documento na secção 1, o que permitiu a defini-
ção de uma questão de investigação, enunciada na secção 1.1. 
1 – Questão de investigação / Problema 
2 – Estado da arte 
3 – Formulação da hipótese 
4 – Implementação da hipótese 
5 – Testes / recolha de dados 
6 – Análise e interpretação dos resultados 





Após a identificação da questão de investigação foi feito o estudo do esta-
do da arte, descrito no capítulo 2. Com base neste estudo, foi elaborada a hipó-
tese que pretende dar resposta à questão de investigação levantada. 
A hipótese descrita na secção 1.2 visa o desenvolvimento de uma arquite-
tura para Sistemas de Vigilância. Como forma de validação da hipótese coloca-
da foi desenvolvido um Sistema de Vigilância baseado na arquitetura proposta 
permitindo validar, de uma forma prática, a hipótese colocada. 
3.1 Contribuição esperada 
O trabalho teve como objetivo principal o desenvolvimento de uma arqui-
tetura para um Sistema de Vigilância Inteligente baseado em agentes georrefe-
renciados, que cooperem entre si através de uma linguagem comum, conse-
guindo um comportamento global emergente com vista à sua aplicação na área 
da Segurança de pessoas e bens.   
Com as capacidades e velocidades de comunicação disponíveis hoje em 
dia no mercado, foi concebido um sistema de monitorização que, tirando parti-
do das elevadas taxas de transmissão de dados, da capacidade de lidar com vá-
rios tipos de informação em simultâneo (multimédia), da localização de disposi-
tivos e do suporte a múltiplas plataformas (fixas e móveis), permite disponibili-
zar serviços de vigilância que contribuem para o aumento da Segurança de pes-
soas e bens através de uma nova oferta de serviços. 
A capacidade de processamento distribuído e geolocalizado (pela utiliza-
ção de agentes de software) e a velocidade de comunicação entre os elementos 
componentes do sistema permite que sejam despoletadas ações em tempo real, 
com base em regras, para reagir a determinados eventos como ações de vanda-
lismo, roubo ou intrusão, ou eventos disruptivos como incêndios, fugas de ga-
ses, terramotos, inundações ou falhas em sistemas - iminentes ou em curso. 
A arquitetura proposta permite facilitar um modelo reativo de atuação, 
que visa impedir o início ou a continuação de atividades comprometedoras da 




forma a minorar os efeitos adversos de eventos disruptivos. Este modelo pode 
incorporar um grande número de variáveis, reagindo em função de regras que 
permitem a adaptabilidade do sistema. 
As principais metas estabelecidas para este trabalho foram: 
• O desenvolvimento de modelos de cooperação entre agentes (dis-
positivos hardware que cooperam entre si e com humanos) consi-
derando a georreferenciação de eventos e recursos; 
• A definição do modelo inteligente de inferência, utilizando méto-
dos especializados e técnicas de inteligência artificial para lidar com 
imprecisão e incerteza tanto na combinação das variáveis, como na 
execução das regras (implicação) e ainda na agregação das mesmas 
para chegar a uma conclusão; 
• A definição de regras de comunicação entre agentes, nomeadamen-
te, na construção de modelos de mensagens e validação das mensa-
gens enviadas/recebidas; 
• A integração, adaptação e desenvolvimento de algoritmos de pro-
cessamento de dados para deteção de eventos específicos como ca-
tástrofes naturais, ações de vandalismo ou de intrusão com base em 
informação recolhida em sensores (imagens, sons, análise de gases, 
temperatura, etc.); 
Como resultados diretamente ligados ao trabalho desenvolvido, espera-se: 
• Melhorar a integração entre humanos e máquinas; 
• A redução no tempo de reação a eventos;  
• A descentralização dos Sistemas de Vigilância. 
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Este sistema permitirá contribuir para a redução dos custos de manuten-
ção de instalações, por exemplo, aumentando o leque de situações em que pode 
haver uma reação rápida e automática a situações anómalas, minorando os efei-
tos adversos tanto em aspetos financeiros como de consequências em termos 
humanos. Por outro lado, o aumento da quantidade de informação processada 
possibilita o aumento da qualidade na decisão, reduzindo também os custos as-
sociados a situações de falsos alarmes. O sistema proposto está desenhado de 
forma a ser facilmente escalável e adaptável a diferentes tipos de informação 
sensorial. 
3.2 Plano de trabalho 
O desenvolvimento desta dissertação seguiu um plano de trabalho deta-
lhado na Figura 3.2, onde são descritas as principais atividades, assim como o 




Figura 3.2 – Plano de trabalho 
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O trabalho desenvolvido no âmbito deste doutoramento foi parcialmente 
inserido no trabalho desenvolvido no seio do projeto QREN – "DVA – Sistema 
Avançado de Vigilância baseado em agentes" do programa do Sistema de In-
centivos à Investigação e Desenvolvimento Tecnológico (SI I&DT). Este projeto 
visava o desenvolvimento de um sistema para suportar uma abordagem cola-
borativa entre humanos e máquinas na temática da vigilância. 
A primeira fase do trabalho, passou pelo estudo detalhado das necessida-
des dos utilizadores finais de sistemas de vigilância, identificando os problemas 
que existem nos sistemas atuais. Paralelamente à definição da questão de inves-
tigação e à colocação da hipótese, foram identificados os requisitos de utilizador 
e de sistema como complemento. Nesta identificação e definição de requisitos 
foram estabelecidos contactos, no âmbito do projeto DVA, com um conjunto de 
especialistas de entidades representativas na área da segurança, como Prosegur 
Tecnologia, Prosegur Vigilância Activa, o Dr. Mendes Lopes (ex-Chefe de Divi-
são do SEF e representante do Governo Português para os acordos de Schengen 
e Eurodac), a Polícia de Guarda de Fronteiras de Angola, a PT Inovação, a Oni, 
a Alcatel, e Siemens. 
Tendo em conta estes requisitos e a hipótese formulada foi definido um 
cenário base e um piloto a implementar, que serviu como base de validação do 
trabalho desenvolvido. Tanto o cenário como o piloto propostos foram defini-
dos tendo em conta a sua polivalência, permitindo validar as vantagens intro-
duzidas pela arquitetura proposta. 
Com base no levantamento efetuado no estado da arte e nos resultados do 
levantamento de requisitos, foi desenhada na segunda fase deste trabalho a ar-
quitetura do sistema proposta na hipótese e descrita detalhadamente no capítu-
lo seguinte. 
Após a definição da arquitetura, foram analisadas detalhadamente alter-
nativas às plataformas de desenvolvimento de agentes com vista à identificação 
de características que possam beneficiar o presente trabalho (e.g. mobilidade de 
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agentes entre plataformas) e especificada a arquitetura e funcionalidades dos 
módulos de agentes de software. 
A arquitetura desenvolvida teve também em conta o desenvolvimento das 
componentes apoiadas em primitivas de localização, que permitem criar uma 
comunidade de sensores georreferenciados mais adequada às funções a imple-
mentar. 
Paralelamente e considerando os requisitos de processamento de informa-
ção sensorial identificados no levantamento de requisitos, foram identificados 
algoritmos que sirvam os objetivos propostos a nível de deteção de eventos. Es-
tes foram adaptados ao hardware/software projetado e ao sistema de agentes.  
Para permitir a validação da arquitetura, foi desenvolvido um sistema ba-
seado em agentes (componentes de software), responsável pela comunicação e 
interação entre os vários agentes e pela criação de uma comunidade de agentes 
compreendendo os vários tipos de intervenientes:  
• Dispositivos de Vigilância fixos, tipicamente câmaras e sensores 
amovíveis; 
• Dispositivos de Vigilância móveis, por exemplo, humanos com dis-
positivos móveis ou robôs móveis. 
Salientar que no que concerne aos dispositivos móveis foi desenvolvido 
um agente de software que permite georreferenciar a sua posição. Os dispositi-
vos fixos comunicam com estes, enviando-lhe informação sensorial (multimé-
dia, booleana e real), que permite, por exemplo, no caso de um destes ser um 
humano, decidir o curso de ação a tomar (ex. anular o alarme, seguir intruso, ler 
estado, ver imagem). 
Por último, foram confrontados os resultados obtidos, usando como base o 





3.3 Metodologia de validação 
Com vista a validar a hipótese formulada, foi construído um protótipo 
funcional (composto por software e hardware) para testar e validar a arquitetu-
ra proposta. Este protótipo foi dotado de componentes de agente de software 
equipados com os sensores e câmaras adequados num âmbito definido durante 
a fase de análise do trabalho. Foram também utilizados dispositivos móveis pa-
ra demonstração das capacidades de interação com humanos, tendo em conta a 
sua localização em tempo real. 
Na Tabela 3.1, são descritas algumas características/objetivos que serviram 
como base de análise e validação da arquitetura proposta contra as arquiteturas 
existentes. As características descritas na tabela são: 
• Escalabilidade do sistema - Os sistemas existentes hoje em dia são 
limitados a um certo número de nós, principalmente em arquitetu-
ras centralizadas, e muitos deles não permitem a fácil alteração do 
número de nós existente. No trabalho pretende-se desenvolver uma 
capacidade de escalabilidade muito superior à existente hoje em 
dia, sem processos morosos e complexos para incorporação de no-
vos nós.  
• Tipologia multisensor - A maioria dos Sistemas de Vigilância exis-
tentes são baseados em câmaras com captação de imagens, existin-
do alguns com capacidade de processar um conjunto limitado de 
sensores adicionais, como detetores de fumo, por exemplo. Com a 
arquitetura proposta, é criado um nível maior de abstração do sen-
sor, orientando-o para detetar eventos à custa de um ou mais sen-
sores transparentes para o sistema, que podem monitorar diferentes 
variáveis, passíveis de serem modificadas em qualquer momento.   
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• Solução adaptável - A reatividade dos Sistemas de Vigilância de 
hoje em dia passa por identificar potenciais ocorrências, ficando a 
cargo de um utilizador do sistema a responsabilidade de executar 
comandos para responder ao evento. Pretende-se, assim, criar me-
canismos de resposta a eventos, envolvendo diversos tipos de sen-
sores que podem colaborar entre si para confirmar potenciais ocor-
rências, mas também para manter sob vigilância todas as áreas vi-
giadas enquanto acompanham, de forma mais próxima, os eventos 
detetados. Assim, com a arquitetura proposta pretende-se aumen-
tar as capacidades de adaptação automática de forma a responder a 
eventos sem perdas de capacidade de vigilância e sem estar total-
mente dependente da intervenção humana.  
• Integração de vários tipos de sensores numa mesma plataforma 
hardware - A integração de vários tipos de sensores permite obter 
um maior número de informação do local, sem necessidade de des-
locação ao mesmo. Atualmente, as soluções existentes apenas pro-
porcionam um tipo de informação, não alertando para situações 
conjugadas de risco, como por exemplo “fumo + inundação”. A cri-
ação de agentes que recolhem e processam dados provenientes de 
múltiplos sensores do tipo "plug and play" foi um dos objetivos deste 
trabalho. 
• Incorporação de múltiplas variáveis para identificação de eventos 
- A maioria das soluções existentes apenas entra em conta com um 
tipo de informação sensorial para identificar eventos. Exemplo: 
sensores de contacto para detetar a abertura de portas, sensores de 




para detetar movimentos. A abordagem proposta prevê a integra-
ção de múltiplos algoritmos em simultâneo para tratar a informa-
ção proveniente de vários tipos de sensores. Esta solução permite 
lidar com imprecisão e incerteza tanto na combinação das variáveis, 
como no disparo das regras (implicação) e ainda na agregação das 
mesmas para chegar a uma conclusão. Exemplo: a utilização conju-
gada de informação proveniente de um sensor de abertura de porta 
com imagens de uma câmara de vigilância para detetar se uma por-
ta se abriu devido ao vento ou por ação de uma pessoa (detetada 
como tal). 
Estas caraterísticas resumem alguns dos aspetos mais importantes na aná-
lise do estado atual das arquiteturas usadas nos sistemas de vigilância, permi-
tindo a validação da arquitetura proposta como uma solução inovadora que 






Situação no  
mercado 




cia com número limi-




temas de Vigilância 
existe um número está-
tico de sensores, quer 
seja câmaras quer seja 
sensores 
Utilizando a tecnologia 
de agentes e funcio-
nando cada elemento 
autonomamente, o nú-
mero de elementos não 
é estático, podendo-se 
assim incluir ou remo-
ver agentes do sistema, 
de forma dinâmica, sem 
necessidade de o alterar 
Tipologia  
Multisensor 
Os Sistemas de Vigi-
lância atuais são 
normalmente carac-
terizados por câma-
ras, isto é, limitados a 
uma tipologia de 
sensores 
 
Sistemas de Vigilância 
com câmaras e alguma 
integração com alguns 
tipos de sensores  
Definindo o agente e 
modo de atuação, é cri-
ada uma abstração ca-
paz de dotar o sistema 
de adaptabilidade em 




Conjunto fixo de câ-
maras sem inteligên-
cia para reagir a 
eventos 
Sistemas estáticos, sem 
dinamismo 
Utilizando cooperação 
entre agentes, o sistema 
permite a adaptação na 
ocorrência de um even-
to específico. 
Integração de vários 




cia com deteção de 
movimento, ou sen-
sores de infraverme-
lhos que detetam a 
existência de movi-
mento, mas não pro-
duzem mais infor-
mação. 
Câmaras de vigilância 
com deteção de movi-
mento, ou sensores de 
infravermelhos que de-
tetam a existência de 
movimento, mas não 
produzem mais infor-
mação. 
A utilização de agentes 
permite a introdução de 
qualquer tipo de sensor 
na plataforma, visto 
que, estes agentes são 
responsáveis por criar 
uma forma de comuni-




para identificação de 
eventos. 
Sistemas atuais de 
vigilância utilizam 
algoritmos especiali-
zados para cada tipo 
de sensor 
Processamento especia-
lizado de cada tipo de 
informação sensorial 
A deteção de eventos é 
baseada em formulas 
dinâmicas onde é pos-
sível introduzir múlti-
plas variáveis.  




3.4 Principais contribuições e Publicações 
Do ponto de vista científico foram feitas publicações dos resultados cientí-
ficos em conferências científicas, tendo em conta a lista de conferências dispo-
nibilizada pelo Departamento de Engenharia e Eletrónica da FCT e o ISI WoS. 
As publicações feitas no âmbito deste trabalho foram: 
• S Onofre, J Gomes, JP Pimentão, P Sousa, "Data fusion of georefer-
enced events for detection of hazardous areas", in 8th Advanced 
Doctoral Conference on Computing, Electrical and Industrial Sys-
tems (DoCEIS'17), Costa de Caparica, Portugal, May 03-05, 2017, 
Proceedings; DOI: 10.1007/978-3-319-56077-9_7 [76]; 
• Tiago Duarte, Sérgio Onofre, João Paulo Pimentão, Pedro Sousa, 
"Biometric Access Control Systems: a review on technologies to 
improve their efficiency", in 17th International Power Electronics 
and Motion Control Conference and Exposition, PEMC 2016; DOI: 
10.1109/EPEPEMC.2016.7752095 [77]; 
• Pedro Silvestre, João Pimentão, Sérgio Onofre, Pedro Sousa, "Sur-
passing Bluetooth Low Energy Limitations on Distance Determi-
nation", in 17th International Power Electronics and Motion Con-
trol Conference and Exposition, PEMC 2016; DOI: 
10.1109/EPEPEMC.2016.7752104 [78]; 
• S Onofre, B Caseiro, JP Pimentão, P Sousa, "Using Fuzzy Logic to 
Improve BLE Indoor Positioning System", in 7th IFIP WG 
5.5/SOCOLNET Advanced Doctoral Conference on Computing, 
Electrical and Industrial Systems, DoCEIS 2016, Costa de Caparica, 




• S. Onofre, P. Sousa, and J. P. Pimentao, “Multi-sensor geo-
referenced surveillance system”, in 2015 10th International Sym-
posium on Mechatronics and its Applications (ISMA), 2015, pp. 1–6 
[80]; DOI: 10.1109/ISMA.2015.7373497 [80]; 
• S. Onofre, P. Sousa, and J. P. Pimentao, “Georeferenced dynamic 
event handling”, 6th Doctoral Conference on Computing, Electrical 
and Industrial Systems, DoCEIS'15, in proceedings [6]; DOI: 
10.1007/978-3-319-16766-4_27 [6]; 
• S. Onofre, P. Sousa, and J. P. Pimentao, “Geo-referenced multi-
agent architecture for surveillance”, Power Electronics and Motion 
Control Conference and Exposition (PEMC), 2014 16th Internation-
al. pp. 455–460, 2014 [81]; DOI: 10.1109/EPEPEMC.2014.6980534 
[81]; 
• J. Claro, B. Dias, B. Rodrigues, J. P. Pimentao, P. Sousa, and S. On-
ofre, “Autonomous robot integration in surveillance system: Ar-
chitecture and communication protocol for systems cooperation”, 
Power Electronics and Motion Control Conference and Exposition 
(PEMC), 2014 16th International. pp. 713–719, 2014 [82]; DOI: 
10.1109/EPEPEMC.2014.6980581 [82]; 
• B. Dias, B. Rodrigues, J. Claro, J. P. Pimentão, P. Sousa, and S. On-
ofre, “Architecture and message protocol proposal for robot’s in-
tegration in multi-agent surveillance system”, in Lecture Notes in 
Computer Science (including subseries Lecture Notes in Artificial 
Intelligence and Lecture Notes in Bioinformatics), 2014, vol. 8536 




Foram também feitas algumas publicações na plataforma de acesso livre 
ResearchGate: 
• Sérgio Onofre, Tiago Ferreira, João Paulo Pimentão, Pedro Sousa, 
"DVA - Advanced Surveillance System based on Agents”, Resear-
chGate, 2013; 
• Sérgio Onofre, Tiago Ferreira, João Paulo Pimentão, Pedro Sousa, 
"DVA - Features”, ResearchGate, 2013; 
• Pedro Sousa, Pedro Gomes, Sérgio Onofre, Tiago Ferreira, J. Pamies 
Teixeira, Bruno Belo, João Paulo Pimentão, "HOLOS - ServRobot-
006 - Mobile Robot Reconfigurability”, ResearchGate, 2013; 
• Pedro Sousa, Pedro Gomes, Tiago Ferreira, João Paulo Pimentão, 
Hélder Silva, Sérgio Onofre, "Determinação de Fiabilidade de Ro-
bots móveis”, ResearchGate, 2013; 
3.5 Integração com outras atividades de investigação 
O trabalho desenvolvido no âmbito deste doutoramento foi, como referi-
do, inserido no trabalho desenvolvido no seio do projeto DVA. 
Houve também uma forte ligação com um segundo projeto QREN, o 
SERVROBOT, Robot de serviços reconfigurável, todo-o-terreno com compor-
tamentos autónomos. Neste projeto foi desenvolvido um robot móvel de con-
trolo autónomo e mecanicamente reconfigurável, e energeticamente eficiente, 
que pode ser usado em sistemas de vigilância, dotado de mobilidade e permi-
tindo a recolha de informação sensorial do local, podendo ainda ser usado para 
executar determinadas tarefas em locais ambientalmente agressivos para o ser 
humano. A relação com este projeto foi a integração deste robot como um agen-
te móvel, quer para deteção de eventos quer para a sua validação.  
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O trabalho executado no âmbito destes projetos e a investigação desenvol-
vida permitiu sustentar e comprovar o trabalho de doutoramento desenvolvi-
do. 
Paralelamente, e tendo por base o trabalho científico e o protótipo funcio-
nal desenvolvidos no âmbito desta dissertação, foi suportado o desenvolvimen-
to de oito dissertações de mestrado, das quais seis já foram aprovadas, e as úl-




4. Arquitetura baseada em Multiagentes geor-
referenciados para Sistemas de Vigilância  
Tendo em conta o estudo efetuado sobre as várias abordagens seguidas 
pela comunidade científica, e as lacunas encontradas nos atuais sistemas de vi-
gilância, neste trabalho é proposta uma nova abordagem para arquiteturas de 
sistemas de vigilância. Esta nova abordagem é baseada numa arquitetura mul-
tiagentes distribuída e introduzindo o conceito de posição geográfica dos seus 
agentes.  
Esta arquitetura pretende responder a diferentes tipos de cenários, sendo 
dinâmica e adaptativa. 
Neste capítulo, é feita a descrição pormenorizada da arquitetura e dos 
seus componentes. É também descrito o modelo de dados e funcionamento de 









Como referido, a arquitetura proposta é baseada em multiagentes, o que 
permite uma abordagem ao problema repartida em diversos agentes, sendo ca-
da um deles responsável por tarefas bem específicas e que o caraterizam.  
Na Figura 4.1 é ilustrada a arquitetura proposta, que para além de apre-
sentar todos os agentes que intervêm no sistema, mostra todas as possíveis co-
municações entre eles (as mensagens de configurações não foram incluídas no 
esquema para manter a legibilidade do mesmo, mas serão detalhadas no pró-
ximo subcapítulo). Na figura está representado o agrupamento dos agentes por 
tipo, sendo que cada agente possui características diferenciadoras. Os tipos de 
agentes existentes são: Sensores, Processadores, Inferência, Ação, Interface, 
Mobile, Backup e Monitorização, cujas funcionalidades serão detalhadas no 
próximo subcapítulo.  
A criação de cada agente é feita de forma dinâmica permitindo a otimiza-
ção de recursos computacionais e redimensionamento do sistema segundo as 
necessidades em cada momento. Por exemplo, à medida que os sensores se vão 
ligando à rede e mediante o seu tipo, serão criados sensores de processamento, 
fazendo com que a capacidade do sistema cresça à medida que a componente 
sensorial cresce. 
O funcionamento da arquitetura é baseado na posição geográfica dos seus 
elementos, sobretudo dos Agentes Mobile e dos parâmetros produzidos pelos 
Agentes Processador, os quais refletem a localização onde os dados foram reco-
lhidos pelos sensores. Serão estas posições geográficas que permitirão ao siste-
ma responder a eventos de uma forma dinâmica e diferenciada, permitindo não 





Figura 4.1 – Arquitetura do sistema 
Como é ilustrado nesta figura, a abordagem ao problema é repartida por 
diversos agentes, sendo cada um deles responsável por tarefas específicas que o 
caracterizam.  
A introdução de um agente Sensor, que ocorre por deteção de um novo 
sensor ligado ao sistema numa perspetiva Plug-and-play, implica o surgimento 
de um ou mais agentes Processador responsáveis por sua vez por extrair parâ-
metros a partir da informação sensorial disponibilizada. Estes agentes produ-
zem informação que passa a ser utilizável pelo sistema de Inferência e é simul-
taneamente guardado (para prova e concretização de histórico) no agente Bac-
kup. Os resultados da Inferência podem ativar agentes Ação que se encarregam 
de seguir o evento gerado, notificando a Interface – web - ou o agente Móvel 
mais adequado, as quais são guardadas pelo agente Backup para evidência. 
Através da Interface é possível consultar informação histórica de parâmetros e 
eventos. Os agentes Monitorização são responsáveis por monitorar o funcio-















A criação dos agentes é feita de forma dinâmica, isto é, só à medida que os 
sensores se vão conectando à rede e mediante o seu tipo, os agentes são criados 
para realizar o seu processamento. Assim sendo, o sistema escalará em propor-
ção direta com o crescimento da sua componente sensorial. 
Um exemplo de funcionamento do sistema baseado nesta arquitetura po-
de ser descrito sucintamente como:  
 
Figura 4.2 - Cadeia de processamento de informação 
4.2 Componentes da arquitetura 
A arquitetura tem como objetivo a disponibilização de um sistema escalá-
vel e facilmente adaptável “à entrada e saída” de sensores e à ocorrência de 
eventos, adaptando a sua tipologia e distribuição aos diferentes tipos de senso-
res existentes (e consequentemente parâmetros mensuráveis) e aos diferentes 
tipos de eventos a monitorizar. 
Nos parágrafos seguintes apresenta-se a caracterização detalhada dos vá-
rios tipos de agentes que foi sumariamente descrita acima. 
• Agentes Sensor - Um Agente do tipo Sensor é um agente simples, 
que apenas adquire sinais e valores e os disponibiliza para trata-
mento. Uma câmara ou um sensor de movimento são exemplos de 
agentes sensores, produzindo, respetivamente, imagens e um sinal 
que indica a presença de movimento no seu raio de deteção. São es-
tes os agentes responsáveis por realizar a interface com o hardware 




e/ou calibração quando requerido. O Agente sensor envia a infor-
mação para o Agente Processador. 
 
Figura 4.3 – Fluxo de informação do Agente Sensor 
• Agentes Processador - A informação produzida pelos Agentes Sen-
sor é passada, no seu estado bruto, para o Agente Processador que 
trata a informação recolhida, produzindo para o nível seguinte uma 
nova informação, à qual é dado o nome de parâmetro (que poderá 
ou não conter a informação original). Os Agentes Processador po-
dem também produzir valores dependentes da integração/fusão de 
informação proveniente de vários sensores, por exemplo, juntar in-
formação de temperatura, pressão e humidade para produzir um 
novo parâmetro: “probabilidade de chuva”. Neste caso, o input pa-
ra o Processador não é um sensor físico, mas um conjunto de parâ-
metros previamente produzidos por outros agentes Processador.  O 
Agente Processador recebe informação do Agente Sensor e envia a 




Figura 4.4 – Fluxo de informação do Agente Processador 
• Agentes Inferência – Este tipo de agente é responsável pelo proces-
samento das regras de inferência programadas para o sistema e uti-
liza mecanismos de inferência para a geração de eventos, cruzando 
a informação proveniente dos vários sensores (devidamente pro-
cessada por agentes do tipo Processador) e tendo em conta o seu 
raio de deteção (área que o sensor consegue monitorizar; ex.: área 
de uma sala onde está instalado um sensor de temperatura). A infe-
rência é realizada constantemente com os parâmetros enviados pe-
los Agentes Processador, sendo que os eventos gerados dão origem 
à criação de um Agente do tipo Ação para o seu tratamento. Entre 
outras, o sistema de inferência está preparado para lidar com regras 
temporais que permitem uma análise mais fidedigna das situações 
e mais imune a ruído (e.g. “se A>56 e B<33 durante 10 segundos en-
tão C”). O Agente Inferência recebe informação dos Agentes Pro-





Figura 4.5 – Fluxo de informação do Agente Inferência 
• Agentes Ação – Os Agentes deste tipo são responsáveis pelo trata-
mento e acompanhamento dos eventos, executando e coordenando 
todas as ações associadas a determinado evento, como por exemplo 
atribuição, envio de SMS ou emails. Para cada evento será criado 
um Agente do tipo Ação, sendo que este agente só existirá durante 
o tempo que o evento está ativo, executando todas as ações previs-
tas. Estes Agentes recebem a informação do Agente Inferência e en-
viam/recebem informação para o Agente Mobile e Interface. Tam-
bém envia informação para o Agente Backup. 
 
Figura 4.6 – Fluxo de informação do Agente Ação 
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• Agentes Mobile – O Agente do tipo Mobile é um dos responsáveis 
pela comunicação entre a plataforma de agentes e os utilizadores, 
permitindo, por exemplo, alertar o humano para a ocorrência de 
eventos, submeter eventos criados pelo humano ou consultar o es-
tado atual do sistema. Este agente terá também associadas coorde-
nadas geográficas, sendo que a informação recebida será enviada 
por um Agente Ação que leva em conta a sua localização e perfil 
para a afetação de ações a elementos da equipa de segurança. O 
Agente Mobile recebe informação dos Agentes Processador e Bac-
kup e comunica com o Agente Ação. 
 
Figura 4.7 – Fluxo de informação do Agente Mobile 
• Agentes Interface - este tipo de agente é responsável pela apresen-
tação dos dados do sistema (real-time ou históricos), interagindo di-
retamente com os processadores (para dados em real-time) ou com o 
Agente Backup (para dados históricos). Tal como o Agente Mobile, 
este Agente também permite a interação como o Agente Ação, sen-
do que a principal diferença é que este agente tem sempre as coor-




Processador e Backup e comunica com o Agente Ação. Este agente 
também é responsável por enviar as configurações para os Agentes 
Processador, Inferência e guardá-las através do Agente Backup. 
 
Figura 4.8 – Fluxo de informação do Agente Interface 
• Agentes Backup – Tipo de agente responsável pelo armazenamen-
to e disponibilização de dados históricos produzidos pelos diferen-
tes elementos do sistema. Este agente recebe a informação de todos 
os acontecimentos do sistema, dados dos vários sensores, configu-
rações, regras, etc., disponibilizando essa informação a todos os 
agentes que a requeiram. O Agente Backup recebe informação dos 





Figura 4.9 – Fluxo de informação do Agente Backup 
• Agente Monitorização – Tipo de agente responsável pela criação 
inicial do Agente Inferência e Agente Processador de parâmetros 
calculados. Este agente também será responsável pela monitoriza-
ção e integridade do sistema, verificando ciclicamente a existência 
de todos os agentes essenciais para o sistema assim como a carga 
associada a cada um dos pontos de computação. Em caso de desa-
parecimento de algum agente, o Agente de Monitorização tenta re-
criar o agente em falta ou/e cria um evento de falha. 
 




4.3 Modelo de dados 
4.3.1 Parâmetros 
Cada sensor existente no sistema poderá produzir um ou mais dados para 
o sistema, como por exemplo, uma temperatura ou distância. Paralelamente 
poderão ser definidos novos valores que resultem da combinação de valores 
entre sensores ou da transformação desses valores.  
Estes dados, produzidos diretamente pelos sensores ou calculados, são 
designados como Parâmetros e caracterizados por um nome, valor, unidade, 
tipo (Temperatura, Distância, Luminosidade), data, localização e origem. 
 
Figura 4.11 – Parâmetros 
4.3.2 Regras 
Com base nos parâmetros existentes no sistema são definidas regras para 
deteção de eventos. As regras representam condições definidas pelos utilizado-
res segundo os valores dos parâmetros, por exemplo, “temperatura maior que 
50ºC”. As regras definidas são a base para o motor de inferência, que constan-
temente avalia os valores dos parâmetros e dispara eventos caso as condições 




Neste sistema podem ser definidas regras que contenham: 
• Condições de comparação (maior, menor, igual…) entre parâme-
tros ou entre parâmetros e valores; 
• Condições lógicas (AND, OR, NOT…); 
• Condições Temporais (durante “X” tempo); 
• Regras (usar o resultado de outra regra como parâmetro). 
Um exemplo de uma regra simples (formato legível): 
IF (Parâmetro1 > 30) THEN EVENTO_INCENDIO 
Um exemplo de uma regra temporal (formato legível):  
IF (Parâmetro1 > 20 AND Parâmetro2 = 5) (DURING 120 SECONDS) THEN 
EVENTO_INCENDIO 
4.3.3 Eventos 
Os eventos são os acontecimentos detetados pelo sistema, isto é, segundo 
as regras definidas, o sistema irá alertar para a existência de um Incêndio, uma 
Inundação, uma Intrusão, etc. Os eventos são caraterizados por: 
• Data – data e hora da ocorrência do evento; 
• Posição geográfica – coordenadas da posição central do evento (ca-
so seja só um sensor, será as suas coordenadas, caso seja com ori-
gem em vários sensores, serão calculadas as coordenadas centrais8); 
• Regra – identificação da regra que lhe deu origem; 
                                                 
8 As coordenadas centrais podem ser calculadas utilizando os serviços da Google ou caso não 
seja possível aceder aos serviços, utilizando a fórmula para o cálculo de centro de massa (com 




• Parâmetros associados – valores associados à regra que disparou; 
• Tipo de evento – Incêndio, Inundação, Intrusão, Terramoto, Gás e 
Falha de agentes. Poderão também ser definidos novos tipos; 
• Estado – estado atual do evento (estados descritos mais abaixo); 
• Prioridade – Alta, média ou baixa; 
• Comentários – comentários adicionados durante o tratamento do 
evento; 
• Anexos – Imagens, sons ou vídeos associados ao evento (evidên-
cias). 
 
Figura 4.12 – Eventos 
Cada evento passará por diversos estados, podendo existir ações associa-
das a cada um deles. Os estados em que cada evento poderá estar são:  
• Por confirmar – Estado inicial do evento, que aguarda a confirma-
ção de um utilizador presencialmente ou por análise da informação 
que deu origem ao evento (em dispositivos móveis ou interface 




• Confirmado – Depois do utilizador confirmar a existência do even-
to, este fica em estado “confirmado” até todas as ações terem sido 
concluídas; 
• Concluído – Estado final do evento, depois de terem sido executa-
das todas ações predefinidas e o evento ser dado como “concluído”; 
• Cancelado – Estado final do evento para os casos em que um utili-
zador verificou que não existia causa para evento.  
 
Figura 4.13 – Diagrama de estados dos eventos 
A evolução dos eventos pelos vários estados está ilustrada na Figura 4.13, 
sendo que o estado inicial do evento será o estado "Por confirmar" e os estados 
finais poderão ser Cancelado ou Concluído. A transição entre estados será feita 
pelo utilizador que mediante a informação apresentada pelo sistema decidirá a 





Como referido na descrição dos eventos, cada estado do evento poderá ter 
ações associadas. As ações são tarefas específicas que o sistema executará num 
dado momento tendo em conta o definido pelos utilizadores. As ações disponí-
veis para cada estado são: 
• Estado “Concluído” e “Cancelado”:  
o Envio de email de notificação; 
o Envio de sms; 
• Estado “Por confirmar” e “Confirmado”: 
o Envio de email de notificação; 
o Envio de sms; 
o Chamada para serviços de urgência (apenas no estado “Con-
firmado”); 
o Atribuir evento para confirmação (“Por confirmar”); 
o Atribuir evento para tratamento (“Confirmado”). 
Para cada uma das ações definidas é também possível definir uma ação de 
recurso dentro das opções já enumeradas, que será executada caso o sistema 
não consiga realizar a ação definida. Por sua vez, cada ação de recurso poderá 
ter outra ação de recurso. Isto é, poderá existir uma hierarquia de ações, permi-
tindo para cada ação definir uma ação de recurso, sendo que estas só serão exe-
cutadas no caso de a ação superior falhar. Por exemplo, se a atribuição a um 
Agente Mobile falhar, por não estar nenhum disponível, pode definir-se o envio 
de um sms ao administrador para tratar do problema. Desta forma, o sistema 




Durante a fase de tratamento do evento também é possível: 
• Adicionar detalhe ao evento (fotos, vídeos, texto);  
• Adicionar outro agente do tipo Ação ao evento;  
• Reatribuição do evento caso o agente responsável se tenha desliga-
do do sistema, ou seja, desafetado do evento; 
• Desafetação de um evento;  
• No caso específico de uma Intrusão: Seguimento do suspeito. 
4.4 Funcionamento do sistema  
Cada elemento desta arquitetura tem um funcionamento específico e inter-
ligado com o funcionamento de outros elementos. Na base do funcionamento 
do sistema estão os sensores que monitorizam parâmetros físicos, como por 
exemplo, a temperatura. Cada sensor adicionado ao sistema dará origem a um 
Agente Sensor, responsável pela comunicação entre o sensor (hardware) e o 
sistema (software). É o Agente Sensor o responsável pela realização de opera-
ções de calibração e pela aquisição de dados. 
Cada Agente Sensor dará, por sua vez, origem a um Agente Processador, 
que transformará a informação sensorial e disponibilizará ao resto do sistema 
essa informação sobre a forma de parâmetro (ou conjunto de parâmetros, de-
pendendo do sensor) com uma coordenada e raio de deteção associados. O sis-
tema também permite definir áreas, isto é, delimitar um determinado espaço e 
atribuir um nome a esse espaço, permitindo assim enquadrar as coordenadas 
nesse espaço. Desta forma a informação sensorial pode ser apresentada como 
“temperatura em graus Celsius na sala 34 do edifício III”.  
Paralelamente, os utilizadores (administradores de sistema) poderão criar 
Agentes Processadores adicionais, quer para a disponibilização da informação 




Fahrenheit”, quer para o cálculo de novos parâmetros (por exemplo, a tempera-
tura média obtida de dois sensores). 
A criação dos Agentes Processador que fornecem parâmetros calculados é 
feita pelo Agente Monitorização que, no arranque do sistema e após consultar 
o Agente Backup (que fornece a informação de quais os Agentes Processador a 
criar tendo em conta a meta-informação guardada), cria os Agentes Processador 
necessários, segundo as fórmulas existentes. Durante a execução normal do sis-
tema, se for criado um novo parâmetro, será o Agente Monitorização a criar 
automaticamente o Agente Processador que permitirá disponibilizar o novo pa-
râmetro ao sistema.  
 
Figura 4.14 – Geração de Parâmetros 
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Estes parâmetros, para além de consultáveis pelos utilizadores, são utili-
zados nas regras de inferência definidas para o sistema. Estas regras são defini-
das pelos utilizadores e executadas pelo Agente Inferência, tendo em conta os 
parâmetros existentes, a localização dos sensores e outros critérios que se pos-
sam considerar (exemplo: a hora do dia). Cada regra avaliada com sucesso dará 
origem a um evento, categorizado e geolocalizado. O sistema poderá ter mais 
do que um Agente Inferência, ficando cada um responsável por uma determi-
nada área. 
O Agente Inferência será o responsável por criar os Agentes Ação para 
eventos, segundo o tipo de evento detetado. No arranque do sistema, por para-
gem planeada ou inesperada, será o Agente Monitorização o responsável pela 
criação do Agente Inferência. 
 




Um Agente Ação é criado para cada evento e terá a duração de vida do 
evento, isto é, é criado no aparecimento do evento e eliminado quando o evento 
estiver concluído. Cada Agente Ação é responsável pela execução e coordena-
ção de todas ações definidas pelo utilizador para um dado tipo de evento e 
área. Para cada área, e tendo em conta o tipo de evento, pode ser definido um 
conjunto de ações, por exemplo: 
• caso tenha sido detetada uma Inundação na “sala de servidores”, o 
Agente Ação enviará um sms de alerta ao segurança responsável 
• caso exista um incêndio na “sala de servidores” o Agente Ação po-
derá contactar automaticamente os bombeiros mais próximos do 
local ou tomar ações semelhantes de alerta.  
Para além da parametrização por área e tipo de evento também é possível 
diferenciar ações por estado do evento. Por exemplo, para o estado “Por Con-
firmar” pode ser definido que deve ser notificado um Agente Mobile mais pró-
ximo do acontecimento para que avalie o evento e que caso o evento seja “con-
firmado”, ligar automaticamente para os bombeiros. 
O Agente Ação também pode fazer a relação entre eventos, criando uma 
ligação entre os eventos no detalhe de cada evento e notificando os agentes des-
ta relação. Esta ligação entre eventos é feita através da correlação das coordena-
das geográficas, data/hora da ocorrência, tipo de evento e detalhes do evento 
(por exemplo, imagem do intruso). Por exemplo, se ocorrerem dois eventos do 
tipo Intrusão num espaço de 5 minutos em coordenadas adjacentes (por exem-
plo 50 metros distantes) o sistema alerta para a hipótese de estes eventos esta-
rem correlacionados. No entanto, se a distância entre os eventos for de 5km e a 
diferença entre a hora de ocorrência for de 30 segundos, o sistema não alerta 
para uma possível correlação.  
O Agente Mobile, tal como descrito anteriormente, poderá ser notificado 
de um evento, sendo que esta notificação poderá ser feita em diferentes mo-
mentos. Cada Agente Mobile terá um utilizador associado, podendo o mesmo, 
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para além de responder a solicitações do sistema, executar os seguintes coman-
dos: 
• Criar no sistema novos eventos por si visualizados;  
• Consultar alguns dados do sistema, como por exemplo: valores e 
localização de parâmetros; 
• Localizar outros Agentes Mobile no mapa; 
• Consultar a lista de eventos recebidos e criados; 
• Confirmar/cancelar eventos; 
• Tratar eventos. 
Para além do Agente Mobile, também o Agente Interface é ser usado para 
confirmar, tratar ou criar novos eventos. Através do Agente Interface será tam-
bém possível consultar toda a informação do sistema, tanto em tempo real co-
mo informação histórica, configurar regras de inferência, ações para os eventos, 
definir áreas, configurar parâmetros e utilizadores. O Agente Interface está dis-
ponível através de um site web que permite aceder a todos estas funcionalida-
des. 
Paralelamente a todo o sistema existe uma base de dados, onde são guar-
dadas todas as informações do sistema e os dados históricos. O Agente Backup, 
para além das funções anteriormente definidas é o agente responsável por 
guardar informação e disponibilizá-la ao resto dos agentes. Entre outras infor-
mações, são guardadas as regras do Agente Inferência, as áreas, as ações para 
cada um dos tipos de Evento e área, fórmulas dos parâmetros calculados e os 
utilizadores e seus perfis. 
Conforme referenciado anteriormente, o Agente Monitorização, para 
além da criação de Agentes Processador e Inferência no arranque do sistema, 




detetando por exemplo a falta de um agente e recriando o mesmo. As principais 
tarefas deste agente são: 
• No arranque do sistema: 
o Criar o Agente Backup; 
o Criar o Agente Inferência; 
o Criar os Agentes Processadores para os parâmetros calcula-
dos; 
o Detetar eventos não concluídos e criar os Agentes Ação cor-
respondentes. 
• Verificar ciclicamente se os agentes base estão a funcionar: Backup, 
Interface e Inferência; 
• Verificar ciclicamente se os agentes gerados estão a funcionar: Pro-
cessadores calculados, Ação de eventos a decorrer. 
O sistema estará também a monitorizar a existência deste agente com re-
gras especiais que, caso falhem, terão como consequência a recriação do Agente 
Monitorização. 
Em forma de resumo, na Tabela 4.1 são descritas as mensagens trocadas 
entre agentes. 




- - - - - 
Processador - Parâmetros Parâmetros - Parâmetros Parâmetros Parâmetros 
Inferência - - - Eventos - - - 
Ação - - - - Ações Ações 
Eventos e 
Ações 













- - Configurações 
Backup - - - - Histórico Histórico - 





Adicionalmente, na fase final do trabalho foi feita uma integração com um 
projeto de investigação o ServRobot, mencionado anteriormente, que permiti-
ram a integração de robots móveis como agentes do sistema, quer a nível de 
disponibilização de dados sensoriais, quer para validação in loco de eventos. 
Neste caso foram definidos dois novos tipos de agente, o Robot Sensor e o Ro-
bot Móvel.  
O Robot Sensor é o agente responsável pela comunicação entre o sistema 
de vigilância e o robot em termos de dados sensoriais, disponibilizando os 
mesmos no formato idêntico ao disponibilizado pelos outros agentes sensores. 
O Robot móvel terá um funcionamento semelhante ao Agente Mobile, permi-
tindo a atribuição de tarefas de confirmação de eventos[83]. 
 






















A comunicação entre estes dois sistemas, Sistema de Vigilância e Robot 
Móvel é feita através de um novo protocolo de comunicação, implementado nos 
dois novos agentes e pelo Robot Móvel[82]. 
4.4.1 Atribuição georreferenciada dinâmica de um Recurso a um Even-
to 
Existem várias abordagens para o problema de alocação dinâmica de tare-
fas, e vários fatores que podem ser levados em conta na distribuição das mes-
mas, tais como o tipo de tarefa, localizações ou desempenho dos recursos. As-
sim, os parâmetros usados para a atribuição de uma tarefa podem implicar uma 
significativa quantidade de dados para correlacionar. 
Uma das abordagens para visualizar e interpretar grandes conjuntos de 
dados multidimensionais é o Self Organizing Map (SOM). O SOM pode ser usa-
do para visualizar estados de processos ou resultados financeiros, representan-
do as dependências centrais com os dados sobre o mapa [84]. Em relação à atri-
buição de tarefas baseada em redes neuronais SOM, uma das mais recentes 
abordagens é descrita por Huan Huang et al em [85], onde é proposta uma atri-
buição de tarefas dinâmica e planeamento de trajeto para sistemas de Multi-
AUV (veículos submarinos autónomos) em ambientes de correntes oceânicas 
variáveis. Neste trabalho, os autores apresentam dois algoritmos utilizados pa-
ra resolver este problema: algoritmo baseado em SOM - para atribuir metas a 
AUVs; síntese de velocidade - para planear o caminho para cada AUV no com-
plexo ambiente oceânico atual. 
Outra abordagem para os AUV é apresentada por Sanem Sariel et al em 
[86], onde a plataforma distribuída DEMiR-CF é usada para distribuir tarefas a 
equipas Multi-robot. Esta estrutura integra sistemas incrementais de seleção de 
tarefas, métodos de alocação distribuídos e várias rotinas de prevenção. Tam-
bém baseado em SOM, Anmin Zhu e Simon X. Yang em [87], propõem uma 
atribuição dinâmica de tarefas para múltiplos robots em ambientes arbitrários 
não estacionários, onde são: definidos os pesos neuronais iniciais da rede para 
selecionar o vencedor; atualizados os pesos, e definidas funções de vizinhança. 
76 
 
Em [88], é apresentado um algoritmo health-aware de atribuição de tarefas 
para controlo e coordenação de múltiplas ações de veículos autônomos em am-
bientes dinâmicos, melhorando a fiabilidade e capacidade operacional das 
equipas através de um sistema de self-awareness e planeamento de missões 
adaptativas. 
Um outro algoritmo de coordenação, baseado no mercado distribuído pa-
ra equipas de robots, é apresentado por Nathan Michael et al em [89], onde os 
agentes disputam a atribuição de uma tarefa, assumindo-se que estes agentes 
têm conhecimento de todas as tarefas, bem como o número máximo de agentes 
que podem ser atribuídos a cada tarefa individual. 
Brandon J. Moore e Kevin M. Passino em [90], descrevem um algoritmo 
em formato de leilão distribuído, usado para atribuir agentes móveis a tarefas 
distribuídas espacialmente. Esta abordagem controla o movimento dos agentes 
durante o progresso do algoritmo. 
Finalmente, no artigo de James McLurkin e Daniel Yamins em [91], são 
descritos quatro algoritmos para atribuição dinâmica de tarefas em sistemas 
multi-robot: Random-Choice, Extreme-Comm, Card-Dealer’s e Tree-Recolor. 
Todas estas abordagens podem ser utilizadas em diferentes sistemas, tal 
como descrito nos artigos mencionados, no entanto, todos eles assumem que os 
agentes possuem as mesmas características, não diferenciando a sua adequabi-
lidade para uma dada tarefa.  
Nestas abordagens, também não está prevista a execução de diferentes ti-
pos de tarefas, assumindo-se que todas têm o mesmo tipo de complexidade e 
tempo de execução. Estes pressupostos funcionam na maioria dos sistemas des-
critos, no entanto, em sistemas que têm diferentes tipos de tarefas e diferentes 
tipos de agentes para executá-las, já não podem ser aplicadas diretamente estas 
abordagens. 
Estes algoritmos também têm em comum a suposição que são conhecidas 




facto não pode ser assumido em sistemas de vigilância, em que os eventos po-
dem surgir em qualquer altura e com diferentes prioridades, podendo alterar 
inclusive o tratamento de tarefas em curso.  
Tendo as limitações das soluções encontradas para a atribuição de even-
tos, foi desenvolvida, também no âmbito deste trabalho e publicada em Geore-
ferenced dynamic event handling [6], uma nova abordagem para a atribuição 
dinâmica de eventos, descrita seguidamente. 
A cada evento poderá ser atribuído um ou mais recursos(Agentes), quer 
para validação da ocorrência, quer para o tratamento da mesma. Para a atribui-
ção de um evento, podem ser definidos diversos critérios para filtrar e ordenar 
os recursos disponíveis, tais como: 
• Número de recursos a atribuir; 
• Tempo de resposta do Agente à proposta do Agente de Ação, isto é, 
aceitação da mensagem para tratamento do Evento (um exemplo de 
falha/longo tempo de resposta, pode ser o telemóvel estar sem rede 
ou desligado); 
• Tempo de resposta à confirmação/tratamento do evento; 
• Número de tentativas de pesquisa de Agentes; 
• Número de tentativas para atribuição, em caso de falha;  
• Tipo de Agente: Mobile ou Interface; 
• Perfil: Bombeiros, Polícias, Seguranças e Proteção Civil; 
• Área de ação do recurso (Ex.: Segurança responsável para vigiar a 
parte sul de um parque industrial); 
• Disponibilidade: se está online ou não. 
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O algoritmo seguido para atribuição de eventos, ilustrado na Figura 4.17 
começa por uma pesquisa no sistema de todos os agentes que cumpram com os 
critérios definidos.  
 
Figura 4.17 – Diagrama de estados de atribuição de eventos 
Depois de receber a resposta de todos ou atingido o tempo limite para 
resposta dos agentes, são filtrados os agentes segundo o perfil do seu recurso 
(caso tenha sido explicito um tipo especifico de perfil) e a sua área de atuação. 
Tanto nesta filtragem como no caso anterior de pesquisa de agentes, se o núme-
ro de agentes obtidos não for suficiente para os critérios definitos (número de 
agentes), é feita uma nova tentativa para encontrar agentes, aguardando o tem-
po definido para execução dessa nova tentativa. O número de tentativas para 




Após ter sido obtido o conjunto de agentes que respeitam os critérios pré-
definidos, os agentes(recursos) são classificados e ordenados segundo essa clas-
sificação. O recurso melhor classificado, tendo em conta os critérios para classi-
ficação de recursos (descrito na seção seguinte), será contactado para atribuição 
do evento. Caso não responda em tempo útil (tempo pré-definido) e depois de 
esgotadas as tentativas previstas será executada a ação de recurso, caso exista. 
Depois de atribuído o recurso, o sistema aguardará a sua resposta quer no 
caso de confirmação/cancelamento do evento, quer no caso do tratamento do 
evento. No caso da confirmação/cancelamento, se o evento for confirmado, será 
feita uma nova pesquisa de agentes para atribuição de agentes, segundo os cri-
térios definidos para esse estado, repetindo-se o ciclo descrito.  
No processo de pesquisa de agentes, assim como na atribuição, foi usado o 
CFP (Call For Proposal) do FIPA Contract Net Interaction Protocol, que permite fa-
zer a negociação entre os agentes atribuídos aos recursos e os agentes Ação. O 
uso deste protocolo permite simplificar eventuais problemas com a comunica-
ção, tempos de reposta, etc. 
4.4.1.1 Classificação de Recursos 
Para a classificação de recursos disponíveis no momento no sistema, tendo 
em conta a sua atribuição a um evento, foram usadas as seguintes premissas: 
Categorização de eventos por: 
• tipo (incêndio, terremoto, inundação, intrusão, gás e falha de agen-
tes); 
• prioridade (alta, média, baixa); 
• localização (coordenadas GPS). 
Categorização de recurso por: 
• perfil (bombeiros, polícias, segurança e proteção civil); 
• carga de trabalho (número de eventos atribuídos); 
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• localização (coordenadas GPS); 
• tipo de locomoção (a pé, de carro, moto, etc.); 
Usando estas categorias como critério pode-se classificar e selecionar o Re-
curso mais adequado à atribuição do evento. 
Tempo e distância 
Usando as novas tecnologias como os serviços do Google Maps para cal-
cular distâncias e tempos de viagem (a pé ou de carro), é possível usar estes va-
lores como parâmetros para a definição de qual o recurso mais perto do evento. 
No entanto, para assegurar a independência de serviços externos, em caso 
de falha destes, pode também ser usado para o cálculo da distância, em Km, a 




























rD    (1) 
Onde: 
• D – Distância entre duas localizações (em Km); 
• r – Raio da Terra (6371 Km); 
•  1,  2 - Latitude do local 1 e local 2; 
• λ1, λ2 - Longitude do local 1 e local 2; 
Usando a distância calculada é possível estimar o tempo médio para al-
cançar um local, de carro ou a pé, dependendo da sua velocidade média. Por 
exemplo, se considerarmos 5Km/h como velocidade média para andar a pé e 













Como mencionado, o tempo mínimo para alcançar o local do evento será 
usado como um dos critérios para a classificação dos recursos. 
Carga de trabalho 
Cada recurso pode ter um ou mais eventos atribuídos, representando cada 
evento, um aumento da sua carga de trabalho. O mesmo número de eventos 
pode não representar um mesmo tempo de ocupação, visto que cada evento 
pode ter um tempo de resolução diferente. Outro dos fatores pode ser também 
o tipo de evento, uma vez que cada tipo de evento pode ter associada uma 
complexidade de resolução diferente.  
Esta indeterminação do tempo de resolução, aumenta a importância da 
carga de trabalho dos recursos na altura de atribuição de um evento. Para sim-
plificação, na apresentação deste critério, e como não é possível determinar o 
tempo de resolução para um dado evento, o critério usado para a classificação 
dos recursos será apenas o número de eventos atribuídos. Na implementação 
final deste sistema, este critério foi baseado na análise do histórico do tempo 
para tratamento de eventos, tendo em conta o seu tipo.   
Perfil 
Dependendo do tipo de perfil dos recursos, a sua capacidade de resposta a 
um dado evento poderá ser diferente, por exemplo, um polícia terá mais difi-
culdades para combater um incêndio que um bombeiro, assim como o bombei-
ro terá mais dificuldades para lidar com uma intrusão. 
Tendo em conta as possíveis limitações impostas pelo perfil dos recursos 
no tratamento de um evento foi classificada a adequabilidade de um determi-
nado tipo de perfil a um dado evento. Na Tabela 2.1, é ilustrado um exemplo 
para este tipo de classificação onde 1 representa o melhor desempenho e 5 o pi-





  Polícia Bombeiro Segurança Proteção Civil 
Incêndio 3 1 3 3 
Inundação 3 1 4 2 
Intrusão 1 5 2 5 
Terremoto 3 2 4 2 
Gás 3 3 4 2 
Falha de agentes 5 5 3 5 
Tabela 4.2 – Perfil versos performance 
Prioridade e lista de eventos 
Quando é desencadeado um novo evento, os recursos podem estar livres, 
a caminho de um evento, ou a tratar um evento. Se o recurso não estiver livre, a 
prioridade do novo evento deverá ser confrontada com a prioridade do evento 
atual ou lista de eventos atribuídos, podendo alterar a prioridade do tratamento 
do recurso.  
Tendo em conta as prioridades, a lista de eventos pendentes de cada re-
curso, poderá também influenciar a distância e tempo para chegar ao local do 
novo evento. Por exemplo, se um recurso está a caminho de um evento com o 
nível máximo de prioridade distante 10km da sua posição atual, a distância pa-
ra o novo evento não deverá ser a distância da posição atual para a localização 
do novo evento, mas sim 10km mais a distância do evento atual para o novo 
evento. No entanto se o novo evento tiver uma prioridade inferior já deverá ser 
a distância entre a posição atual e a do novo evento a ter em conta para a classi-
ficação do recurso. 
Este critério irá influenciar a distância e tempo para atingir o local de um 
novo evento, dependendo das prioridades dos eventos da atualmente atribuí-
dos ao recurso. 
Recurso vencedor 
Tendo em conta os critérios descritos, para identificar o recurso a atribuir 




destes parâmetros foi adaptada a fórmula Euclidiana para o cálculo da distância 
entre dois pontos usando três dimensões: 




12 zzyyxxd     (3) 
Onde "d" é a distância entre os dois pontos, e "x", "y" e "z" representam as 
três dimensões. Neste caso, as três dimensões usadas são: Tempo, Carga de 
Trabalho e Perfil. 
Aplicando diretamente a formula e usando as mesmas dimensões para os 







































   (4) 
Onde Scr é a classificação do recurso, tr o tempo que o recurso leva a che-
gar ao local, tmax o tempo máximo para chegar a um local no sistema, lr a carga 
de trabalho do recurso, lmax carga máxima, pr o perfil do recurso e pmax como va-
lor máximo para o perfil. Para simplificação, é considerado 30 minutos como 
tempo máximo para alcançar o local de um evento e 5 eventos como carga de 
trabalho máxima do recurso e 5 como perfil máximo. 
O recurso a que será atribuído o evento será o que tiver a classificação 
mais baixa: 
},..,,min{ 21 nr ScScScW     (5) 
Reatribuição de eventos 
Se o recurso tiver que interromper o tratamento de um evento, por atri-
buição de um novo evento com mais prioridade, será executada uma nova clas-
sificação para o evento que ficou suspenso. Este procedimento será repetido pa-
ra todos os eventos suspensos até que todos fiquem atribuídos. 
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4.4.2 Processo de Seguimento de Intrusos 
Em caso de ser detetado um evento de Intrusão por uma câmara, o siste-
ma fará o seguimento do suspeito dentro da sua área de atuação. Este processo 
de seguimento de intrusos, resumido na Figura 4.18, é iniciado quando uma 
câmara deteta um movimento e notifica o sistema com a imagem do primeiro 
movimento detetado, data/hora inicial e coordenadas da deteção. Ao mesmo 
tempo é iniciada a gravação do vídeo, que será enviado posteriormente. 
 É então criado no sistema um evento do tipo Intrusão, atribuída uma ação 
do tipo Seguimento e atribuído a um recurso disponível no sistema para o seu 
tratamento. Ao recurso que ficar atribuído para o tratamento do evento, será 
enviada a imagem e vídeo da intrusão para confirmação do evento. O recurso 
poderá também aceder ao vídeo em direto caso pretenda mais informação. 
Caso o evento seja confirmado, o Agente Ação pesquisa a existência de ou-
tros eventos do tipo Intrusão ativos no sistema, para estabelecer uma eventual 
correlação entre eles. 
Caso exista outro evento ativo, é enviada para a câmara que detetou o úl-
timo evento a lista de câmaras mais próximas que detetaram eventos deste tipo, 
para poderem ser feitas comparações de “suspeito” entre elas. Após a compara-
ção entre “suspeitos” é atribuído um grau de certeza entre 0 e 1 a cada compa-
ração. Caso o grau de certeza seja maior do que 0,5 é criada uma relação lógica 
entre os eventos associados às intrusões e notificado o recurso para a possibili-





Figura 4.18 – Resumo do processo de Seguimento de suspeitos 
Deteção de 
Movimento
•Câmara envia para o Agente Inferência a imagem de uma deteção de 
movimento com a data/hora da deteção e as coordenadas;
•Câmara envia o video com a deteção (quando terminar a gravação).
Criação do 
evento
•O Agente Inferência cria um evento do tipo Intrusão e um Agente Ação;
•É associada uma ação do tipo seguimento e atribuído um recurso com um 
Agente Mobile ou Interface para seu tratamento.
Confirmação
•Envio para o recurso atribuído a imagem e video (caso já esteja disponível) 
para confirmação do evento;
•Caso seja necessário, o recurso poderá consultar a câmara em tempo real.
Pesquisa de 
Eventos
•O Agente Ação pesquisa a existência de outros eventos ativos do tipo 
Intrusão no sistema para eventual correlação entre eles.
Lista de 
câmaras
•Envio da listagem das câmaras próximas, associadas ao eventos 
encontrados, com coordenadas e tempos de caminho;
Comparação 
de imagens




•Caso tenham sido identificadas algumas semelhanças e grau de certeza o 
Agente Ação é notificado;
Correlação 
de eventos








5. Implementação da arquitetura 
Como descrito anteriormente, a arquitetura proposta é baseada em Agen-
tes de Software, existindo várias abordagens para a sua implementação. Segui-
damente é feita uma breve descrição de algumas dessas plataformas e da solu-
ção adotada para a implementação de um sistema baseado nesta arquitetura. 
É também apresentado o protótipo desenvolvido que permitiu a realiza-
ção de testes que possibilitaram validar os conceitos propostos. 
5.1 Plataforma de Agentes 
Considerando a opção de utilizar agentes de software foi necessário con-
duzir um estudo prévio de possíveis plataformas multiagentes, tendo sido iden-
tificadas as seguintes: 
• Zeus Agent Building Toolkit9 - O Zeus Agent Building Toolkit ofere-
ce ferramentas para a criação de aplicação com múltiplos agentes 
cooperativos. Implementa os mecanismos de comunicação FIPA e a 
integração com ontologias. A biblioteca foi desenvolvida pela Bri-






tish Telecommunications mas encontra-se neste momento sem supor-
te, sendo ainda possível o seu download, mas a atividade do projeto 
e da comunidade nos últimos anos tem sido nula; 
• JACK Intelligent Agents10 - O JACK é um ambiente para a criação 
e execução de um sistema de agentes. É compatível com um con-
junto variado de ambientes de execução (PC, Tablet, etc.). Oferece 
um conjunto de conceitos (Capabilities, Events, Plans, etc.) e de fun-
cionalidades (Linguagens, mecanismos de comunicação, etc.) que 
permite o desenvolvimento de agentes colaborativos. É desenvol-
vido pela Agent Oriented Software Limited e possui um conjunto de 
informação de suporte considerável e desenvolvido. Possui um sis-
tema de suporte pago, mas também uma comunidade de acesso 
gratuito11 mas com uma atividade relativamente reduzida; 
• JADE12 - JADE é uma framework criada pela Telecom Itália para im-
plementação de sistemas multiagentes e que implementa as normas 
definidas de FIPA. Implementada totalmente em JAVA, a sua ar-
quitetura permite que seja distribuída por diferentes computadores 
em paralelo e em diferentes sistemas operativos. Oferece todos os 
mecanismos de gestão e comunicação entre agentes e um mecanis-
mo de suporte para ontologias. A plataforma base é complementa-
da com o add-on LEAP que permite a execução de agentes em ambi-
entes móveis JAVA (exemplo: telemóvel ou tablet) com um impacto 
reduzido no desempenho dos dispositivos, totalmente compatível e 







com um desenvolvimento transparente para o programador. É con-
siderada atualmente a Framework de referência para sistemas de 
agentes e possui uma vasta comunidade que possui uma forte e 
constante atividade. 
A análise às plataformas existentes permitiu concluir que as plataformas 
JADE e LEAP são a referência para o desenvolvimento de agentes, existindo um 
desenvolvimento contínuo de novas funcionalidades e mantendo uma comuni-
dade de discussão e partilha muito alargada e com grande atividade. Estes fato-
res, aliados à experiência na utilização de JADE na implementação de projetos 
anteriores, levaram à decisão de utilização do JADE e LEAP para o desenvol-
vimento do sistema.  
5.2 Integração de sensores 
A pluralidade da informação recebida pelo sistema é a base de todo o seu 
funcionamento, no entanto, a sua integração é uma das questões mais comple-
xas. A arquitetura descrita prevê a entrada de novos sensores no sistema, sendo 
que a criação dos Agentes Sensor deve ser automática, assim como a dos Agen-
tes Processador. 
A integração de novos sensores no sistema, dado a diversidade de disposi-
tivos existentes no mercado assim como as diferentes formas em que os senso-
res disponibilizam a informação, é um dos principais obstáculos para uma 
perspetiva Plug-and-play de integração de sensores.  
De forma a agilizar a integração de sensores, permitindo uma abordagem 
Plug-and-play, foi desenhada uma camada de software que permite a abstração 
do tipo de sensor e da forma como este disponibiliza a informação. Esta camada 
permite a ligação entre as bibliotecas dos sensores e a plataforma de agentes, 
disponibilizando os métodos desenvolvidos em C através de classes Java, usa-




Figura 5.1 – Comunicação Agentes - Sensores 
Para o desenvolvimento desta camada foi utilizada a Java Native Interfa-
ce (JNI). A JNI é uma plataforma que permite executar código numa Java Virtual 
Machine (JVM) para chamar classes desenvolvidas em aplicações nativas ou bi-
bliotecas desenvolvidas em outras linguagens como C, C++ ou Assembly. 
 
Figura 5.2 – Diagrama de sensores 
Com esta abordagem para aquisição de dados ao nível de software, é pos-
sível usar diferentes tipos de conexões com os sensores em termos de hardware, 
por exemplo uma placa de aquisição de dados ou através de USB. Na Figura 5.2 
é ilustrado um exemplo de integração de vários tipos de sensores com diferen-
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uma placa de aquisição de dados e os sensores de Vibração, Temperatura e Ul-
tra-sons através de UBS usando uma conversão USB-ISS que permite a comuni-
cação em I2C. 
5.3 Sistema de Agentes 
Após a escolha do JADE e LEAP para o ambiente de desenvolvimento foi 
efetuada a instalação das plataformas e prova de conceito da arquitetura pro-
posta para o sistema. Para a realização da prova de conceito foram implemen-
tados agentes emuladores de sensores, de processadores e de inferência e defi-
nidos mecanismos de comunicação e de interação entre eles. Estes desenvolvi-
mentos permitiram a demonstração da prova de conceito, servindo de base pa-
ra o desenvolvimento do sistema. 
Foram também efetuados testes de interação entre o JAVA e o LEAP, utili-
zando um telemóvel HTC, tendo sido atingidos os objetivos dos testes com su-
cesso. Esta interação permitiu desenvolver clientes para telemóveis com sistema 
Android, sendo assim possível a consulta de dados e interação com o sistema.  
 
Figura 5.3 – Módulo mobile 
Para o acesso web ao sistema foi também desenvolvido um módulo que 
permite a comunicação com o sistema de agentes JAVA, através de uma servlet.  
 
ANDROID – Application 







Figura 5.4 – Módulo Interface 
Foi realizado também um estudo de identificação de frameworks de infe-
rência, tendo sido criada uma lista com os sistemas a analisar mais detalhada-
mente para utilização no agente de inferência. Foram identificadas as seguintes 
frameworks: 
• Drools13 - O Drools é um motor de inferência implementado com 
base no algoritmo Rete e adaptado para JAVA. A adaptação do Re-
te ao paradigma object-oriented permite a definição de regras de in-
ferência mais abrangentes, tendo em conta os objetos de negócio. 
Apesar de estar programado em JAVA também pode ser executado 
em .NET. A sua implementação permite também que se ligue a lin-
guagens definidas pelo utilizador. Os conjuntos de regras podem 
atualmente ser escritos em Java, Python ou Groovy. Um fator deci-
sivo é a capacidade que oferece para Declarative Programming sendo 












flexível na adaptação à semântica do problema, recorrendo a Do-
main Specific Languages (DSL) definidas através de XML; 
• R14 - O R é uma linguagem e plataforma para computação estatísti-
ca. Apesar de estar mais direcionado para operações de estatística, 
oferece também um conjunto variado de classificadores como Ár-
vores de decisão ou vizinhos-mais-próximos (nearest neighbours); 
• Weka15 - O Weka oferece uma abrangente coleção de algoritmos de 
machine learning, podendo ser executados diretamente através do 
software disponibilizado ou integrado diretamente em código JA-
VA. Entre muitas outras funcionalidades são disponibilizadas vá-
rias ferramentas para pré-processamento, classificação e regressão; 
• RapidMiner16 - À semelhança do Weka, o RapidMiner oferece uma 
alargada escolha de algoritmos de machine learning. Pode também 
ser executada através da aplicação disponibilizada ou integrada no 
código produzido. Oferece também entre muitas outras a possibili-
dade de integração de dados, ETL (Extract, Transform and Load) e 
de análise de dados. 
• JESS – é um ambiente de desenvolvimento de scripts e motor de 
regras desenvolvido em Java. Permite desenvolver software Java 
com capacidade de decisão, usando um conjunto de regras defini-
das. JESS é pequeno, leve e um dos mecanismos mais rápidos de 
regras disponíveis. A sua linguagem permite acesso a todas as APIs 






Java. O JESS usa uma versão melhorada do algoritmo Rete às regras 
do processo.  
Após a análise e testes efetuados foi selecionado o Drools como motor de 
inferência para as regras definidas no sistema. A adoção deste motor permite a 
definição de vários tipos de regras usadas no sistema. O sistema permite a defi-
nição de regras para deteção de eventos.  
As regras representam condições definidas pelos utilizadores segundo os 
valores dos parâmetros, por exemplo, “temperatura maior que 50ºC”. As regras 
definidas são a base para o motor de inferência, que constantemente avalia os 
valores dos parâmetros e dispara eventos caso as condições se verifiquem. Nes-
te sistema, adaptado para permitir novos tipos de regras/condições (como por 
exemplo as regras Temporais), podem ser definidas regras que contenham: 
• Condições de comparação (maior, menor, igual…) entre parâme-
tros ou entre parâmetros e valores; 
• Condições lógicas (AND, OR, NOT…); 
• Condições Temporais (durante “X” tempo, enquanto…); 
• Regras (usar outra regra como parâmetros). 
Um exemplo de uma regra simples (formato legível): 
IF (Parâmetro1 > 30) THEN EVENTO_INCENDIO 
Um exemplo de uma regra temporal (formato legível):  
IF (Parâmetro1 > 20 AND Parâmetro2 = 5) (DURING 120 SECONDS) 
THEN EVENTO_ INCENDIO 
Para edição das regras foi desenvolvida uma interface gráfica que permite 





Figura 5.5 – Editor de regras 
5.4 Protótipo desenvolvido 
O protótipo desenvolvido permitiu observar os conceitos desenvolvidos e 
validar as melhorias esperadas com a implementação da nova arquitetura.  
Este protótipo foi composto por diferentes módulos que representaram as 
várias componentes da arquitetura: 
• Interface web (Agente Interface); 
• Aplicação mobile (Agente Mobile); 
• Sensores (Agentes Sensor e Processador); 
• Processamento (Agentes Inferência, Ação, Backup e Monitoriza-
ção). 




5.4.1 Interface web  
A interface web desenvolvida permite a interação dos utilizadores com 
todo o sistema, assim como a configuração das suas várias componentes. Para 
além da interface web disponibilizada para qualquer browser, este módulo in-
clui um Agente Interface que comunica com o restante sistema. 
Através desta interface é possível consultar no mapa, por tipo e área, os 
Eventos, Sensores e Parâmetros. Para cada Evento está disponível: a sua locali-
zação, estado, descrição, anexos, recursos atribuídos, parâmetros e sensores as-
sociados, eventos relacionados e histórico de ações (em forma de lista e ou linha 
temporal). Para os Sensores é possível consultar a sua localização, detalhe e va-
lor atual dos parâmetros associados. No caso dos Parâmetros, para além da sua 
localização é possível consultar valor atual e detalhe. 
 
Figura 5.6 – Exemplo de visualização do detalhe de um sensor 
Na interface web é possível criar eventos, especificando a sua localização, 
tipo e criticidade. Para além destas caraterizações do evento, é possível incluir 






Figura 5.7 – Exemplo da criação de um evento 
Outra das funcionalidades disponíveis, é a gestão/tratamento de eventos, 
permitindo aos utilizadores: 
• Confirmar/Concluir/Cancelar Eventos; 
• Atribuição/desafetação do evento a determinado recurso; 
• Adicionar anexos (imagens e vídeos); 
• Relacionar com outro evento; 
• Criar evento relacionado; 
 
Figura 5.8 – Exemplo detalhe de um evento 
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Caso estejam incluídas câmaras no sistema, é possível a visualização em 
tempo real e em simultâneo do vídeo destas câmaras. 
 
Figura 5.9 – Exemplo monitorização de câmaras 
Para além da visualização de toda a informação em tempo real, como des-
crito, a interface web também disponibiliza uma consulta do histórico, onde se 
pode consultar o histórico de: 
• Eventos, por tipo, por data, por estado e área: localização, estado, 
detalhe, anexos, recursos atribuídos, tratamento, parâmetros e sen-
sores associados, eventos relacionados e histórico de ações (por lista 
e linha temporal); 
• Sensores, por estado, por tipo, por evento e área: localização, deta-
lhe e valor dos parâmetros associados (por gráfico); 
• Parâmetros, por tipo, por evento e área: localização, detalhe e valor 
(por gráfico);  
• Logs, por data e por utilizador; 
• Visualização das Gravações agendadas, por data e câmara; 





Figura 5.10 –Exemplo de visualização de parâmetros e eventos 
Por último, neste módulo é disponibilizada a configuração de algumas 
componentes do sistema, tais como:  
• Definição de categorias dos utilizadores; 
• Criação de utilizadores, com configuração de categorias, perfis, 
áreas e acessos;  
• Criação de parâmetros calculados: definição de novos parâmetros, 
utilizando parâmetros já existentes, podendo ser definidas fórmulas 
para o seu cálculo; 
• Raio de ação dos parâmetros; 
• Criação de ações para os diferentes tipos de eventos (emails, sms, 
atribuição do evento por estado, área, por tipo de utilizador e por 
perfil; 
• Definição de áreas; 
• Calendarização de gravação de vídeos, por data e câmara; 
• Definição dos feriados. 
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5.4.2 Aplicação mobile 
Para o acesso ao sistema através de telemóveis por parte dos utilizadores, 
permitindo assim a sua mobilidade (não tendo de estar em frente a um compu-
tador para consultar o sistema) e georreferenciação (usada pelo sistema na atri-
buição de eventos), foi desenvolvida uma aplicação mobile que permite o aces-
so ao sistema em plataformas Android.
 
 
Figura 5.11 – Módulo Mobile – Ecrã inicial 
 
Figura 5.12 – Módulo Mobile – Consulta 
do mapa
 
Para além da interface com o utilizador, esta aplicação também implemen-
ta o Agente Mobile que comunica com o sistema. 
Esta aplicação desenvolvida a pensar no acesso rápido ao sistema (ilustra-
do na Figura 5.11), quer para reportar um evento, quer para tratar um evento 
que seja atribuído ao utilizador, permite também consultar no mapa os Eventos, 
Sensores e Parâmetros ativos nesse momento (Figura 5.12). 
Na criação de um novo evento (Figura 5.13), é possível fazer a carateriza-




através do mapa). Tal como na interface web, é possível também adicionar uma 
descrição e anexos ao evento.  
Em relação à notificação de um novo evento, o utilizador recebe uma noti-
ficação no telemóvel, permitindo assim ser alertado e aceder à aplicação para 
consulta do evento. A aplicação disponibiliza também a lista de eventos ativos, 
recebidos e enviados pelo utilizador (Figura 5.14). Esta lista de eventos pode ser 
ordenada por diversos tipos de critérios, como por exemplo, prioridade, locali-
zação ou tipo.
 
Figura 5.13 – Módulo Mobile – Criação de 
um evento 
 
Figura 5.14 – Módulo Mobile – eventos 
atribuídos 
5.4.3 Sensores 
Na construção do protótipo foram implementados diversos tipos de sen-
sores, tais como: temperatura; ultrassons; água; luminosidade; vibração (acele-
rómetro); humidade; Kinect (usado para a deteção de pessoas); Incêndio; CO2. 
Esta diversidade de sensores permitiu testar vários tipos de comunicações entre 
o sistema e os sensores, tendo sido construídas pequenas plataformas de hard-
ware para proceder à recolha de dados destes sensores, tal como descrito na se-
ção “5.2 - Integração de sensores”.  
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Nas imagens da Figura 5.15 está ilustrado um exemplo destas pequenas 
plataformas de hardware que permitem a recolha de dados. Neste caso, a caixa 
recolhe valores de temperatura, luminosidade e distância (ultrassons) e como 
saída para o sistema apresenta um único cabo USB que pode ser ligado a qual-
quer computador onde será executado Agente Sensor. 
 
Figura 5.15 – Exemplo 1 de montagem DVAs 
Para a aquisição de dados e execução dos Agentes Sensor e Processamen-
to, foram usados diferentes tipos de soluções, desde soluções muito baratas, 
como a Raspberry Pi17, outras com um pouco mais de capacidade de processa-
mento, como Mini-ITX, e os tradicionais Computadores Desktop. Na Figura 
5.16 é ilustrado um exemplo de uma caixa que, para além do hardware de reco-
lha dos sensores, continha também uma Raspberry Pi em que eram executados 
os respetivos Agentes Sensor e Processamento. 






Figura 5.16 - Exemplo 2 de montagem de DVAs 
5.4.4 Processamento 
A implementação desta arquitetura baseada em multiagentes, permite a 
adoção de computadores de baixo custo com pouca capacidade de processa-
mento, visto que a execução de cada agente está repartida por diversos compu-
tadores. Assim, o sistema pôde ser implementado em computadores de baixo 
custo e com pouca capacidade de processamento como Raspberry Pi, Mini-ITX 
e Computadores Desktop, sem a necessidade do uso de servidores com grande 
capacidade de processamento. 
Em resumo, foram usados no protótipo: 
• 2 Raspberry Pi – recolha de dados sensoriais e execução dos respe-
tivos Agentes Sensor e Processamento; 
• 1 Mini-ITX – execução dos Agentes Backup, Monitorização e outros 




• 2 Computadores Desktop - execução dos Agentes Interface (junta-
mente com a interface web), Inferência e Ação; 
• 5 Telemóveis Android – execução dos Agentes Mobile (com a apli-
cação mobile). 
Os computadores onde são executados os Agentes Backup, Interface, Infe-
rência, Ação e Monitorização, podem ser alterados no decorrer do tempo, uma 
vez que os agentes podem mudar de computador. Caso o computador onde es-
tavam a ser executados deixe de funcionar, o sistema deteta e cria o agente em 





6. Testes e resultados 
Para validar o sistema desenvolvido, baseado na arquitetura proposta, foi 
necessário realizar vários testes e analisar os seus resultados. Assim, foram exe-
cutados testes em ambiente simulado e em ambiente real. Neste capítulo são 
descritos alguns destes testes. 
6.1 Cenário 
O cenário definido para os testes foi baseado numa área onde seria neces-
sário a monitorização de pontos críticos. Os locais a monitorizar, utilizados nos 
testes, estão identificados por L1, L2, …Ln. Na Figura 6.1, é ilustrado este cená-
rio através de um mapa e onde estão exemplificados 5 locais.  
Neste cenário, e como o objetivo era testar sobretudo a capacidade do sis-
tema em fazer uma gestão otimizada dos recursos (humanos), tendo em conta a 
sua posição geográfica, cada local só tinha uma área a monitorizar (exemplo 






Figura 6.1 – Identificação dos locais 
Paralelamente, para cobrir as várias vertentes que a arquitetura abrange, 
foram instalados vários tipos de sensores (identificados por S1, S2, … Sn.) em 
cada um dos locais, assegurando assim, a simulação de deteção de intrusão, ter-
ramotos, gás, incêndios e inundação.  A configuração dos vários locais, em ter-
mos de sensores está resumida na Tabela 6.1. 
Local Equipamentos 
L1 S1 - Caixa I2C (Sonar e Luminosidade) 
S2 - Caixa GP3 (Incêndio e Água) 
S3 - Camera Edimax (Movimento, Humanos, Incêndio) 
L2 S4 - Caixa I2C+GP3 (Temperatura, Sonar, Luminosidade, Incêndio, 
Dióxido de Carbono (CO2), Água (H2O)) 
L3 S5 - Camera Acti (Movimento, Humanos, Incêndio) 
S6 - Caixa I2C (Temperatura, Sonar e Luminosidade) 
L4 S7 - Caixa I2C (Temperatura e Acelerómetro) 
L5 S8 - Caixa I2C e Raspberry (Humidade, Temp. e Acelerómetro) 









Tendo em conta os locais definidos, foram configuradas no sistema o 
mesmo número de áreas (uma por local) usando o alcance dos vários sensores 
presentes em cada local para definir a delimitação das áreas.  
Em cada local foram instalados vários sensores, o que permitiu a geração 
de diversos tipos de parâmetro. Os parâmetros foram identificados com a gran-
deza que representam (ex.: temperatura) concatenada com a área a que perten-
cem (ex.: temperaturaL1), facilitando assim a leitura das regras posteriormente 
definidas.  As grandezas disponíveis, através dos sensores instalados em cada 
uma das áreas, são: 
• Distância representa a distância do sensor(sonar) à parede contrá-
ria em cm - permitindo detetar intrusões, caso esta distância se al-
tere por alguém estar entre o sonar e a parede; 
• Luminosidade quantifica a luminosidade em lumens na área - 
permitindo detetar alterações bruscas de luz, como por exemplo, 
uma lanterna durante a noite; 
• Incêndio representa a presença ou não de chamas, podendo ser de-
tetado por um sensor específico ou pelas câmaras – usado para a 
deteção de incêndios; 
• Movimento representa a deteção pelas câmaras de movimento (0 – 
sem movimento e 1 movimento) – usado na deteção de intrusos; 
• Humanos representa a deteção pelas câmaras de humano (0 – hu-
mano não detetado e 1 detetado pelo menos um humano) – usado 
na deteção de intrusos; 
• Temperatura apresenta a temperatura na área em graus centígra-
dos – pode ser usado também na deteção de incêndios detetando 
subidas de temperatura definidas como fora do normal; 
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• Água revela presença de água – usado na deteção de inundações; 
• CO2 representa a deteção de dióxido de carbono na área (0 não de-
tetado e 1 detetado) – usado para a deteção de incêndios identifi-
cando a presença de níveis elevados de CO2; 
• Acelerómetro quantifica as alterações de posição do sensor (x, y e 
z) – podendo ser usado para a deteção de terremotos ou para in-
trusões quando acoplado a uma entrada (ex.: uma porta ou janela); 
• Humidade específica a percentagem de humidade na área – este 
parâmetro pode ser usado na deteção de inundações, detetando 
variações bruscas de humidade na área. 
Na Tabela 6.2 são listados alguns dos parâmetros disponíveis para consul-
ta no sistema e para a elaboração de regras. 
Área Parâmetros 


















L4 TemperaturaL4 AcelerometroL4  
L5 TemperaturaL5 HumidadeL5 AcelerometroL5 
Tabela 6.2 – Exemplo de parâmetros definidos 
Com base nos parâmetros existentes, foram definidas várias regras. Na 
















IF (IncendioL1 = 1  
OR  





L2 AguaL2 IF (AguaL2 = 1) 
THEN EVENTO_INUNDACAO 
Inundação 
Intrusão L3 L3 DistanciaL3 
C_HumanoL3 
IF (DistanciaL3= 1  
OR 
C_HumanoL3 = 1)  
THEN EVENTO_INTRUSAO 
Intrusão 
Tabela 6.3 – Exemplo de regras definidas 
Paralelamente, associadas a cada tipo de evento, foram definidas ações pa-
ra cada um dos estados em que estes eventos podem estar. As ações disponíveis 
eram: Envio de emails, envio SMS e atribuição do evento a um recurso para 
confirmação e para tratamento do mesmo. 
 De forma a executar os testes com todos os tipos de eventos e todos os 
perfis dos Agentes Mobile/Interface, foram definidas ações para cada um dos 
tipos de evento e não foram limitados os perfis para a atribuição do evento. As 
ações definidas foram semelhas a: 
• Eventos tipo Incêndio: 
1. Enviar email de notificação em cada um dos estados; 
2. Enviar sms no estado “Confirmado”; 
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3. No estado “Por Confirmar” - atribuir o evento a um Agente 
Mobile; se falhar (por não conseguir encontrar nenhum 
Agente dentro do tempo definido), atribuir a um Agente In-
terface; 
4. No estado “Confirmado” - atribuir o evento a um Agente 
Mobile; se falhar (por não conseguir encontrar nenhum 
Agente dentro do tempo definido), atribuir a um a Agente 
Interface;  
6.2 Simulações 
Através do cenário definido, foi possível realizar várias simulações, sobre-
tudo tendo em vista a resposta do sistema em termos de Carga de Trabalho, 
Perfil e Distância ao evento dos recursos disponíveis.  
Estas simulações foram realizadas sobre o sistema desenvolvido, sendo 
que as localizações foram pré-definidas em vez de obtidas dinamicamente por 
GPS, e os eventos foram inseridos por script no sistema. 
Nesta seção são descritas algumas destas simulações e resultados obtidos, 
sendo que, o conjunto selecionado permite ilustrar o comportamento do siste-
ma. Para além das simulações apresentadas, foram efetuadas diversas simula-
ções em escala superior com resultados equivalentes, porque os algoritmos são 
de complexidade linear. 
Para além do descrito no cenário, foram definidos, para as várias simula-
ções, um conjunto de recursos ligados ao sistema através de Agentes Mobile 
(descritos na Tabela 6.4) com diferentes perfis e localizações. 
Este conjunto de recursos permitiu simular a resposta do sistema para o 
caso em que existe sempre pelo menos um recurso disponível para tratar um 
novo evento e para o caso em que existem mais eventos do que recursos dispo-
níveis. 
Para as várias simulações, foram definidos diversos tipos de eventos, po-




Recurso Perfil Coordenadas (Lat,Lon) 
A1 Polícia "38.68316,-8.9103" 
A2 Bombeiro "38.66601,-8.9655" 
A3 Segurança "38.63195,-8.9415" 
A4 Proteção Civil "38.64161,-8.90579" 
A5 Polícia "38.67807,-8.9415" 
A6 Bombeiro "38.66695,-8.9328" 
A7 Proteção Civil "38.66403,-8.9384" 
A8 Segurança "38.64761, -8.9316" 
A9 Segurança "38.66409, -8.8949" 
A10 Polícia "38.64804, -8.9730" 
Tabela 6.4 – Recursos usados nas simulações 
A localização dos eventos foi sempre baseada nos vários locais definidos 
no cenário. Na Tabela 6.5 estão descritos os vários eventos usados nas simula-
ções. 
Evento Tipo Prioridade Coordenadas (Lat,Lon) 
E1 Incêndio Alta "38.6459922,-8.885502" 
E2 Inundação Alta "38.6645665,-8.9687895" 
E3 Intrusão Baixa "38.6323012,-8.9158815" 
E4 Gás Média "38.6761186,-8.8961279" 
E5 Terremoto Média "38.6858942,-8.9210996" 
E6 Inundação Baixa "38.6323012,-8.9158815" 
E7 Gás Média "38.6459922,-8.885502" 
E8 Terremoto Alta "38.6858942,-8.9210996" 
E9 Incêndio Alta "38.6761186,-8.8961279" 
E10 Intrusão Baixa "38.6645665,-8.9687895" 




Na Figura 6.2, é ilustrada no mapa a localização inicial dos recursos defi-
nidos e os locais definidos. 
 
Figura 6.2 – Mapa com a localização dos eventos e recursos 
Como referido anteriormente, o objetivo principal das simulações aqui 
descritas, era a análise do sistema em termos de Carga de Trabalho, Perfil e Dis-
tância ao evento dos recursos. Desta forma, foram definidos alguns critérios e 
condições iniciais, tais como: 
• Todos os recursos começaram as simulações com zero eventos atri-
buídos e encontravam-se sempre na posição inicial, definida na Ta-
bela 6.4; 
• Todos os recursos estavam com o meio de locomoção igual, de car-
ro; 
• Todas as distâncias/tempo ao evento foram obtidas através do 
mesmo serviço, Google Maps; 
• Todas as ações definidas só pretendiam um recurso por evento; 
• Todos os eventos estavam no estado confirmado; 
• Todos os eventos considerados em cada uma das simulações foram 
recebidos ainda com o recurso na sua posição inicial; 
• A ordem de chegada dos eventos nas simulações, assim como o 
momento da atribuição do evento, é designada por t1, t2, …tn, onde 



















• Foi considerado que o tempo de tratamento dos eventos no local 
era nulo, sendo assim só considerado tempo que o recurso levou a 
chegar ao local.  
6.2.1 Caso 1 – 10 Recursos, 10 Eventos 
1 ª Simulação 
Nesta simulação o objetivo foi testar a resposta do sistema tendo em conta 
só a distância do recurso ao evento e o perfil do recurso. Neste teste, o sistema 
não leva em consideração a lista de eventos de cada recurso no momento de 
atribuição do evento. Outra das limitações desta simulação é a posição usada 
para o cálculo da distância, que independentemente dos eventos atribuídos ao 
recurso, é sempre usada a posição inicial para a classificação do recurso. No en-
tanto, na simulação foi contabilizado o tempo que os recursos levariam a tratar 
todos os eventos da sua lista. Resumindo, as condições particulares desta simu-
lação foram:  
• Não foi considerada a prioridade dos eventos; 
• Distância ao evento sempre calculada relativamente à posição inici-
al; 
• Não foi usada a Carga de Trabalho na classificação dos recursos. 
2 ª Simulação 
Na 2ª simulação, para além da distância ao evento e perfil, foi considerada 
também a carga de trabalho do recurso. Embora tenha sido levada em conta a 
carga de trabalho na classificação dos recursos, não foi ainda considerado, na 
classificação do evento, o tempo que o recurso leva a tratar os eventos atribuí-
dos, isto é, foi sempre considerada a posição inicial do recurso para o cálculo da 
distância.  
Tal como na simulação anterior, também foi contabilizado o tempo que os 




Resumindo, as condições particulares desta simulação foram:  
• Não foi considerada a prioridade dos eventos; 
• Distância ao evento sempre calculada relativamente à posição inici-
al; 
• Foi usada a Carga de Trabalho na classificação dos recursos, no en-
tanto não será levado em conta o percurso do recurso (tendo em 
conta a sua lista de eventos por tratar) para chegar ao evento. 
3 ª Simulação 
A 3ª simulação, para além da carga, perfil e distância ao evento, já consi-
derou o tempo de tratamento dos vários eventos atribuídos ao recurso no mo-
mento da classificação. Tal como na simulação anterior, também foi contabili-
zado o tempo que os recursos levariam a tratar todos os eventos da sua lista. 
Resumindo, as condições particulares desta simulação foram:  
• Não foi considerada a prioridade dos eventos; 
• Distância ao evento calculada tendo em conta a lista de eventos do 
recurso; 
4 ª Simulação 
A 4ª simulação, simulou o sistema por completo, isto é, na classificação 
dos recursos usou a carga de trabalho, perfil e distância ao evento tendo em 
conta a lista de eventos do recurso e a prioridade dos eventos. Neste caso, se 
um dos eventos da lista do recurso tiver prioridade inferior à do novo evento, 
este não será considerado na classificação do recurso. Nesta simulação, não foi 
considerada a reordenação e reatribuição de eventos no caso de ser atribuído 








A1..A10 – Recursos; CT – Carga de Trabalho; E1..E10 – Eventos; t1..t20 – divisão temporal dos acontecimentos 
L.E. – Lista de eventos atribuídos ao recurso, a cinzento quando foi atribuído um novo evento;  
T.C. – Tempo chegada em minutos ao evento (a cinzento), tempo acumulado em minutos (a branco). 
Tabela 6.6 – Resultados das simulações com 10 recursos 
 
AG CT E1 L. E. T.C. CT E2 L. E. T.C. CT E3 L. E. T.C. CT E4 L. E. T.C. CT E5 L. E. T.C. CT E6 L. E. T.C. CT E7 L. E. T.C. CT E8 L. E. T.C. CT E9 L. E. T.C. CT E10 L. E. T.C.
A1 0 0,77 0 0,80 0,00 0 0,55 0,00 0 0,66 0,00 0 0,66 0,00 0 0,79 0,00 0 0,77 0,00 0 0,66 0,00 0 0,66 0,00 0 0,56 0,00
A2 0 0,50 0 0,22 E2 2,80 0 1,11 E2 2,80 0 0,77 E2 2,80 0 0,59 E2 2,80 0 0,53 E2 2,80 0 0,75 E2 2,80 0 0,59 E2 2,80 0 0,52 E2 2,80 0 1,00 E2 2,80
A3 0 0,73 0 0,89 0,00 0 0,47 0,00 0 1,04 0,00 0 1,02 0,00 0 0,84 0,00 0 0,91 0,00 0 1,02 0,00 0 0,90 0,00 0 0,56 0,00
A4 0 0,70 0 0,69 0,00 0 1,04 0,00 0 0,69 0,00 0 0,69 0,00 0 0,49 0,00 0 0,54 0,00 0 0,69 0,00 0 0,82 0,00 0 1,14 0,00
A5 0 0,66 0 0,68 0,00 0 0,36 E3 9,02 0 0,66 E3 9,02 0 0,64 E3 9,02 0 0,67 E3 9,02 0 0,66 E3 9,02 0 0,64 E3 9,02 0 0,66 E3 9,02 0 0,38 E3 9,02










A7 0 0,66 0 0,50 0,00 0 1,04 0,00 0 0,54 E4 10,92 0 0,51 E4 10,92 0 0,50 E4 10,92 0 0,49 E4,E7 24,67 0 0,51 E4,E7 24,67 0 0,70 E4,E7 24,67 0 1,04 E4,E7 24,67
A8 0 0,65 0 0,85 0,00 0 0,46 0,00 0 0,92 0,00 0 0,90 0,00 0 0,83 0,00 0 0,84 0,00 0 0,90 0,00 0 0,76 0,00 0 0,49 0,00
A9 0 0,60 0 0,88 0,00 0 0,46 0,00 0 0,91 0,00 0 0,89 0,00 0 0,83 0,00 0 0,80 0,00 0 0,89 0,00 0 0,74 0,00 0 0,55 0,00











t19t2 t4 t6 t8 t10 t12 t14 t16t13 t15 t17 t18t7 t9 t11t1 t3 t5
AG CT E1 L. E. T.C. CT E2 L. E. T.C. CT E3 L. E. T.C. CT E4 L. E. T.C. CT E5 L. E. T.C. CT E6 L. E. T.C. CT E7 L. E. T.C. CT E8 L. E. T.C. CT E9 L. E. T.C. CT E10 L. E. T.C.
A1 0 0,77 0 0,80 0,00 0 0,55 0,00 0 0,66 0,00 0 0,66 0,00 0 0,79 0,00 0 0,77 0,00 0 0,66 0,00 0 0,66 0,00 0 0,56 0,00
A2 0 0,50 0 0,22 E2 2,80 1 1,13 E2 2,80 1 0,80 E2 2,80 1 0,62 E2 2,80 1 0,56 E2 2,80 1 0,78 E2 2,80 1 0,62 E2,E8 15,95 2 0,66 E2,E8 15,95 2 1,08 E2,E8 15,95
A3 0 0,73 0 0,89 0,00 0 0,47 0,00 0 1,04 0,00 0 1,02 0,00 0 0,84 0,00 0 0,91 0,00 0 1,02 0,00 0 0,90 0,00 0 0,56 0,00
A4 0 0,70 0 0,69 0,00 0 1,04 0,00 0 0,69 0,00 0 0,69 0,00 0 0,49 E6 8,38 1 0,57 E6 8,38 1 0,72 E6 8,38 1 0,84 E6 8,38 1 1,16 E6 8,38
A5 0 0,66 0 0,68 0,00 0 0,36 E3 9,02 1 0,69 E3 9,02 1 0,67 E3 9,02 1 0,70 E3 9,02 1 0,69 E3 9,02 1 0,67 E3 9,02 1 0,69 E3 9,02 1 0,43 E3 9,02
A6 0 0,31 E1 7,17 1 0,49 E1 7,17 1 1,05 E1 7,17 1 0,71 E1 7,17 1 0,52 E1,E5 34,05 2 0,52 E1,E5 34,05 2 0,76 E1,E5 34,05 2 0,63 E1,E5 34,05 2 0,55 E1,E5,E9 59,37 3 1,23 E1,E5,E9 59,37
A7 0 0,66 0 0,50 0,00 0 1,04 0,00 0 0,54 E4 10,92 1 0,55 E4 10,92 1 0,54 E4 10,92 1 0,52 E4,E7 24,67 2 0,65 E4,E7 24,67 2 0,81 E4,E7 24,67 2 1,12 E4,E7 24,67
A8 0 0,65 0 0,85 0,00 0 0,46 0,00 0 0,92 0,00 0 0,90 0,00 0 0,83 0,00 0 0,84 0,00 0 0,90 0,00 0 0,76 0,00 0 0,49 0,00
A9 0 0,60 0 0,88 0,00 0 0,46 0,00 0 0,91 0,00 0 0,89 0,00 0 0,83 0,00 0 0,80 0,00 0 0,89 0,00 0 0,74 0,00 0 0,55 0,00











t19t2 t4 t6 t8 t10 t12 t14 t16t13 t15 t17 t18t7 t9 t11t1 t3 t5






A1..A10 – Recursos; CT – Carga de Trabalho; E1..E10 – Eventos; t1..t20 – divisão temporal dos acontecimentos 
L.E. – Lista de eventos atribuídos ao recurso, a cinzento quando foi atribuído um novo evento;  
T.C. – Tempo chegada em minutos ao evento (a cinzento), tempo acumulado em minutos (a branco). 
Tabela 6.7 – Resultados das simulações com 10 recursos (continuação) 
AG CT E1 L. E. T.C. CT E2 L. E. T.C. CT E3 L. E. T.C. CT E4 L. E. T.C. CT E5 L. E. T.C. CT E6 L. E. T.C. CT E7 L. E. T.C. CT E8 L. E. T.C. CT E9 L. E. T.C. CT E10 L. E. T.C.
A1 0 0,77 0 0,80 0,00 0 0,55 0,00 0 0,66 0,00 0 0,66 E5 8,13 1 0,96 E5 8,13 1 0,94 E5 8,13 1 0,69 E5 8,13 1 0,83 E5 8,13 1 0,79 E5 8,13
A2 0 0,50 0 0,22 E2 2,80 1 1,15 E2 2,80 1 0,86 E2 2,80 1 0,69 E2 2,80 1 0,61 E2 2,80 1 0,81 E2 2,80 1 0,69 E2,E8 15,95 2 0,91 E2,E8 15,95 2 1,47 E2,E8 15,95
A3 0 0,73 0 0,89 0,00 0 0,47 0,00 0 1,04 0,00 0 1,02 0,00 0 0,84 0,00 0 0,91 0,00 0 1,02 0,00 0 0,90 0,00 0 0,56 0,00
A4 0 0,70 0 0,69 0,00 0 1,04 0,00 0 0,69 0,00 0 0,69 0,00 0 0,49 E6 8,38 1 0,68 E6,E7 15,53 2 1,52 E6,E7 15,53 2 1,54 E6,E7 15,53 2 1,71 E6,E7 15,53
A5 0 0,66 0 0,68 0,00 0 0,36 E3 9,02 1 1,01 E3 9,02 1 0,98 E3 9,02 1 0,70 E3 9,02 1 0,83 E3 9,02 1 0,98 E3 9,02 1 1,01 E3 9,02 1 0,75 E3 9,02
A6 0 0,31 E1 7,17 1 1,09 E1 7,17 1 1,26 E1 7,17 1 1,25 E1 7,17 1 1,22 E1 7,17 1 0,80 E1 7,17 1 0,68 E1 7,17 1 1,22 E1 7,17 1 1,12 E1 7,17 1 1,47 E1 7,17
A7 0 0,66 0 0,50 0,00 0 1,04 0,00 0 0,54 E4 10,92 1 0,75 E4 10,92 1 0,96 E4 10,92 1 0,94 E4 10,92 1 0,75 E4 10,92 1 0,73 E4,E9 10,92 2 1,38 E4,E9 10,92
A8 0 0,65 0 0,85 0,00 0 0,46 0,00 0 0,92 0,00 0 0,90 0,00 0 0,83 0,00 0 0,84 0,00 0 0,90 0,00 0 0,76 0,00 0 0,49 0,00
A9 0 0,60 0 0,88 0,00 0 0,46 0,00 0 0,91 0,00 0 0,89 0,00 0 0,83 0,00 0 0,80 0,00 0 0,89 0,00 0 0,74 0,00 0 0,55 0,00
A10 0 0,72 0 0,64 0,00 0 0,39 0,00 0 0,76 0,00 0 0,73 0,00 0 0,69 0,00 0 0,72 0,00 0 0,73 0,00 0 0,76 0,00 0 0,30 E10 6,53










t2 t4 t6 t8 t10 t12 t13 t15 t17 t19t1 t3 t5 t7 t9 t11
AG CT E1 L. E. T.C. CT E2 L. E. T.C. CT E3 L. E. T.C. CT E4 L. E. T.C. CT E5 L. E. T.C. CT E6 L. E. T.C. CT E7 L. E. T.C. CT E8 L. E. T.C. CT E9 L. E. T.C. CT E10 L. E. T.C.
A1 0 0,77 0 0,80 0,00 0 0,55 0,00 0 0,66 0,00 0 0,66 E5 8,13 1 0,96 E5 8,13 1 0,94 E5 8,13 1 0,83 E5 8,13 1 0,83 E5 8,13 1 0,79 E5 8,13
A2 0 0,50 0 0,22 E2 2,80 1 1,15 E2 2,80 1 0,86 E2 2,80 1 0,69 E2 2,80 1 0,61 E2 2,80 1 0,81 E2 2,80 1 0,69 E2,E8 15,95 2 1,11 E2,E8 15,95 2 1,47 E2,E8 15,95
A3 0 0,73 0 0,89 0,00 0 0,47 0,00 0 1,04 0,00 0 1,02 0,00 0 0,84 0,00 0 0,91 0,00 0 1,02 0,00 0 0,90 0,00 0 0,56 0,00
A4 0 0,70 0 0,69 0,00 0 1,04 0,00 0 0,69 0,00 0 0,69 0,00 0 0,49 E6 8,38 1 0,78 E6,E7 15,53 2 1,22 E6,E7 15,53 2 1,29 E6,E7 15,53 2 1,71 E6,E7 15,53
A5 0 0,66 0 0,68 0,00 0 0,36 E3 9,02 1 0,86 E3 9,02 1 0,82 E3 9,02 1 0,70 E3 9,02 1 0,85 E3 9,02 1 0,82 E3 9,02 1 0,86 E3 9,02 1 0,75 E3 9,02
A6 0 0,31 E1 7,17 1 1,09 E1 7,17 1 1,26 E1 7,17 1 1,25 E1 7,17 1 1,22 E1 7,17 1 0,80 E1 7,17 1 0,68 E1 7,17 1 1,22 E1 7,17 1 1,12 E1 7,17 1 1,47 E1 7,17
A7 0 0,66 0 0,50 0,00 0 1,04 0,00 0 0,54 E4 10,92 1 0,75 E4 10,92 1 0,96 E4 10,92 1 0,94 E4 10,92 1 0,81 E4 10,92 1 0,96 E4 10,92 2 1,38 E4 10,92
A8 0 0,65 0 0,85 0,00 0 0,46 0,00 0 0,92 0,00 0 0,90 0,00 0 0,83 0,00 0 0,84 0,00 0 0,90 0,00 0 0,76 0,00 0 0,49 0,00
A9 0 0,60 0 0,88 0,00 0 0,46 0,00 0 0,91 0,00 0 0,89 0,00 0 0,83 0,00 0 0,80 0,00 0 0,89 0,00 0 0,74 E9 13,23 0 0,91 E9 13,23
A10 0 0,72 0 0,64 0,00 0 0,39 0,00 0 0,76 0,00 0 0,73 0,00 0 0,69 0,00 0 0,72 0,00 0 0,73 0,00 0 0,76 0,00 0 0,30 E10 6,53










t1 t2 t3 t4 t5




 E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 Total 
1ª  
Simulação 
7,17 2,80 9,02 10,92 34,05 47,70 24,67 61,18 69,08 6,53 273,12 
2ª  
Simulação 
7,17 2,80 9,02 10,92 34,05 8,38 24,67 15,95 59,37 6,53 178,85 
3ª  
Simulação 
7,17 2,80 9,02 10,92 8,13 8,38 15,53 15,95 10,92 6,53 95,35 
4ª  
Simulação 
7,17 2,80 9,02 10,92 8,13 8,38 15,53 15,95 13,23 6,53 97,67 
Tabela 6.8 – Comparação de tempos de chegada aos eventos por simulação com 10 recursos 
Na Tabela 6.6 e Tabela 6.7 estão resumidos os resultados das quatro simu-
lações descritas anteriormente. Nestas tabelas, é possível consultar a atribuição 
dos eventos aos recursos pela sua ordem de chegada e mediante a sua classifi-
cação. Como se pode observar, a atribuição dos eventos variou entre as quatro 
simulações, sendo que, a maior variação encontra-se entre as duas primeiras.  
É também nas duas primeiras simulações, sobretudo na primeira, que é 
possível encontrar um maior número de eventos atribuídos a um só recurso. 
Este acumular de eventos num só recurso fez com que o tempo de tratamento 
dos eventos aumenta-se bastante. 
Na Tabela 6.8, é feita uma comparação dos tempos calculados para a che-
gada de um recurso ao evento. Analisando esta tabela é possível ver que é na 
terceira simulação onde se conseguiu melhores tempos de resposta aos eventos, 
tanto por evento, como no total de todos os eventos. A discrepância é maior 
ainda quando comparada com a primeira simulação, em que o valor total é 
quase o tripo da terceira.  
Esta otimização dos tempos de resposta aos eventos, é conseguida através 
da introdução um maior número de elementos na classificação de recursos, vis-
to que permite uma maior caraterização do estado atual do sistema e conse-
quentemente uma escolha mais acertada do recurso a atribuir a um evento. 
Relativamente à última simulação é possível constatar que o embora tenha 
sido usado mais um elemento na classificação de recursos, este não fez com que 
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fosse reduzido o tempo de resposta, pelo contrário, fez aumentar. Isto deve-se 
ao facto de que a prioridade do evento não pode ser vista como um fator de re-
dução de tempo, mais sim como uma necessidade de priorizar os as ações dos 
recursos, independentemente de estas ações reduzam a eficiência do sistema.   
6.2.2 Caso 2 – 5 Recursos, 10 Eventos 
Com vista a testar o sistema num caso em existam menos recursos do que 
eventos ativos, foram feitas mais três simulações. Em termos de condições, estas 
simulações foram identificas às anteriores, isto é, a 5ª Simulação é igual à 1º Si-
mulação, mas só com 5 recursos; a 6ª Simulação é igual à 2º Simulação, mas só 
com 5 recursos; e a 7ª Simulação é igual à 3º Simulação, mas só com 5 recursos. 
A 4ª Simulação não foi realizada com 5 recursos uma vez que o resultado não 
seria relevante para esta análise. 
Os resultados das simulações estão ilustrados na Tabela 6.10. Na Tabela 
6.9 é feita a comparação entre tempos de tratamento dos eventos. 
Em relação aos resultados, em termos de comparação entre as novas simu-
lações, constatou-se que existiu um comportamento semelhante as simulações 
anteriores, isto é, quantos mais elementos forem usados na classificação de re-
cursos, menores são os tempos parciais e totais de tratamento dos eventos. 
Comparando com os resultados das primeiras três simulações, verificou-
se, como era de esperar, que os tempos de tratamento são superiores, uma vez 
que ao existirem menos recursos a carga de eventos é menos distribuída.  
 E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 Total 
5ª  
Simulação 
13,73 38,20 9,02 8,00 52,15 8,38 15,53 52,15 60,05 20,78 278,00 
6ª  
Simulação 
13,73 38,20 9,02 8,00 22,50 8,38 15,53 15,32 52,82 36,45 219,95 
7ª  
Simulação 
13,73 9,67 7,37 8,00 17,05 7,37 13,73 17,05 21,92 9,67 125,55 









A1..A5 – Recursos; CT – Carga de Trabalho; E1..E10 – Eventos; t1..t20 – divisão temporal dos acontecimentos 
L.E. – Lista de eventos atribuídos ao recurso, a cinzento quando foi atribuído um novo evento;  
T.C. – Tempo chegada em minutos ao evento (a cinzento), tempo acumulado em minutos (a branco). 
Tabela 6.10 – Resultados das simulações com 5 recurso 
 
AG CT E1 L. E. T.C. CT E2 L. E. T.C. CT E3 L. E. T.C. CT E4 L. E. T.C. CT E5 L. E. T.C. CT E6 L. E. T.C. CT E7 L. E. T.C. CT E8 L. E. T.C. CT E9 L. E. T.C. CT E10 L. E. T.C.
A1 0 0,77 0 0,80 0,00 0 0,55 0,00 0 0,66 E4 8,00 0 0,66 E4 8,00 0 0,79 E4 8,00 0 0,77 E4 8,00 0 0,66 E4 8,00 0 0,66 E4 8,00 0 0,56 E4 8,00










A3 0 0,73 0 0,89 0,00 0 0,47 0,00 0 1,04 0,00 0 1,02 0,00 0 0,84 0,00 0 0,91 0,00 0 1,02 0,00 0 0,90 0,00 0 0,56 0,00
A4 0 0,70 0 0,69 0,00 0 1,04 0,00 0 0,69 0,00 0 0,69 0,00 0 0,49 E6 8,38 0 0,54 E6,E7 15,53 0 0,69 E6,E7 15,53 0 0,82 E6,E7 15,53 0 1,14 E6,E7 15,53
A5 0 0,66 0 0,68 0,00 0 0,36 E3 9,02 0 0,66 E3 9,02 0 0,64 E3 9,02 0 0,67 E3 9,02 0 0,66 E3 9,02 0 0,64 E3 9,02 0 0,66 E3 9,02 0 0,38 E3,E10 20,78










t1 t2 t3 t4 t5
AG CT E1 L. E. T.C. CT E2 L. E. T.C. CT E3 L. E. T.C. CT E4 L. E. T.C. CT E5 L. E. T.C. CT E6 L. E. T.C. CT E7 L. E. T.C. CT E8 L. E. T.C. CT E9 L. E. T.C. CT E10 L. E. T.C.
A1 0 0,77 0 0,80 0,00 0 0,55 0,00 0 0,66 E4 8,00 1 0,69 E4 8,00 1 0,82 E4 8,00 1 0,80 E4 8,00 1 0,69 E4,E8 15,32 2 0,77 E4,E8 15,32 2 0,69 E4,E8 15,32
A2 0 0,50 E1 13,73 1 0,30 E1,E2 38,20 2 1,18 E1,E2 38,20 2 0,87 E1,E2 38,20 2 0,71 E1,E2 38,20 2 0,66 E1,E2 38,20 2 0,85 E1,E2 38,20 2 0,71 E1,E2 38,20 2 0,66 E1,E2,E9 52,82 3 1,17 E1,E2,E9 52,82
A3 0 0,73 0 0,89 0,00 0 0,47 0,00 0 1,04 0,00 0 1,02 0,00 0 0,84 0,00 0 0,91 0,00 0 1,02 0,00 0 0,90 0,00 0 0,56 0,00
A4 0 0,70 0 0,69 0,00 0 1,04 0,00 0 0,69 0,00 0 0,69 0,00 0 0,49 E6 8,38 1 0,57 E6,E7 15,53 2 0,80 E6,E7 15,53 2 0,91 E6,E7 15,53 2 1,21 E6,E7 15,53
A5 0 0,66 0 0,68 0,00 1 0,41 E3 9,02 1 0,69 E3 9,02 1 0,67 E3,E5 22,50 2 0,78 E3,E5 22,50 2 0,77 E3,E5 22,50 2 0,75 E3,E5 22,50 2 0,77 E3,E5 22,50 2 0,55 E3,E5,E10 36,45










t1 t2 t3 t4 t5
AG CT E1 L. E. T.C. CT E2 L. E. T.C. CT E3 L. E. T.C. CT E4 L. E. T.C. CT E5 L. E. T.C. CT E6 L. E. T.C. CT E7 L. E. T.C. CT E8 L. E. T.C. CT E9 L. E. T.C. CT E10 L. E. T.C.
A1 0 0,77 0 0,80 0,00 0 0,55 0,00 0 0,66 E4 8,00 1 0,81 E4 8,00 1 0,98 E4 8,00 1 0,96 E4 8,00 1 0,81 E4 8,00 1 0,69 E4 8,00 1 0,81 E4 8,00
A2 0 0,50 E1 13,73 1 1,30 E1 13,73 1 1,40 E1 13,73 1 1,45 E1 13,73 1 1,43 E1 13,73 1 1,01 E1 13,73 1 0,78 E1,E7 13,73 2 1,47 E1,E7 13,73 2 1,38 E1,E7 13,73 2 1,67 E1,E7 13,73
A3 0 0,73 0 0,89 0,00 0 0,47 E3 7,37 1 1,10 E3 7,37 1 1,08 E3 7,37 1 0,86 E3,E6 7,37 2 1,02 E3,E6 7,37 2 1,13 E3,E6 7,37 2 1,03 E3,E6,E9 21,92 2 1,35 E3,E6,E9 21,92
A4 0 0,70 0 0,69 0,00 0 1,04 0,00 0 0,69 0,00 0 0,69 E5 17,05 1 1,12 E5 17,05 1 1,09 E5 17,05 1 0,72 E5E8 17,05 2 1,10 E5E8 17,05 2 1,49 E5E8 17,05
A5 0 0,66 0 0,68 E2 9,67 1 0,82 E2 9,67 1 1,03 E2 9,67 1 0,99 E2 9,67 1 0,99 E2 9,67 1 0,97 E2 9,67 1 0,99 E2 9,67 1 1,03 E2 9,67 1 0,43 E2,E10 9,67










t1 t2 t3 t4 t5
Pior                    Classificação                Melhor 
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6.3 Testes em ambiente real 
Num dos testes realizados em ambiente real, foram usados 5 recursos li-
gados ao sistema através de Agentes Mobile, representados no mapa por A1, 
A2, A3, A4 e A5, para tratamento de eventos. Admitiu-se que no início do teste 
já existiam 2 eventos ativos E1 e E2. O evento E1 estava atribuído ao Recurso A4 
e o E2 ao A2. O recurso A2 já estava no local a tratar o evento enquanto que o 
recurso A4 estava a caminho do evento E1. 
 
Figura 6.3 – Exemplo do mapa dos eventos 
Usando como base este cenário inicial, foi provocado um novo evento, re-
presentado como E3 no mapa. Com acionamento da regra “Intrusão L3”, pela 
entrada de uma pessoa na área L3, e foi criado um novo Agente Ação que ficou 
responsável pela gestão das ações previstas para a área e por cada um dos esta-
dos. Depois de ter enviado o email previsto para o estado “Por Confirmar”, o 
evento foi atribuído18 a um segurança (Agente Mobile) que confirmou o evento. 
                                                 
18 Este processo de atribuição seguiu os passos descritos seguidamente para o estado “Confir-

















Foram então enviados o email e sms previstos para o estado “Confirma-
do” e foi iniciado um novo processo para atribuição do evento, tendo em conta 
o estado atual do sistema: eventos ativos; recursos disponíveis; Localização do 
evento; Localização dos recursos.  
A Tabela 6.11 resume os eventos ativos, descrevendo a sua localização, ti-
po e prioridade. A Tabela 6.12 descreve os recursos disponíveis, caraterizando-
os em termos de localização, meio de locomoção, perfil, carga de trabalho, lista 
de eventos a tratar e estado.    
 Evento 1 Evento 2 Evento 3 
Latitude 38,64885 38,66601 38,63088 
Longitude -8,88107 -8,96553 -8,91523 
Prioridade Alta Alta Baixa 
Tipo Incêndio Inundação Intrusão 
Tabela 6.11 – Lista de eventos 
Usando como base esta informação o Agente de Ação procedeu à classifi-
cação dos recursos registados no sistema, obtendo assim a classificação destes 
mediante o seu perfil, carga de trabalho e tempo para chegar ao local. 
 A1 A2 A3 A4 A5 
Latitude 38,68316 38,66601 38,63195 38,64161 38,67807 
Longitude -8,91026 -8,96553 -8,94150 -8,90579 -8,94150 
Carga de trabalho 0 1 0 1 0 
Lista de eventos - Evento 2 - Evento 1 - 
Estado Livre A tratar 
evento 
Livre A caminho 
do evento 
Livre 
Perfil Polícia Segurança Polícia Polícia Bombeiro 
Locomoção Mota A pé A pé Carro Carro 




A Tabela 6.13 resume a classificação final de cada um dos recursos19. Real-
çar que o A4 foi o único que recurso que foi necessário somar a distância da sua 
posição atual ao evento que tinha ainda por tratar, uma vez que este tinha prio-
ridade sobre o novo evento.  
 
A1 A2 A3 A4 A5 
Perfil 1 2 1 1 5 
Distância 5,83 5,86 2,28 5,87 5,72 
Tempo de carro 7,00     7,04 6,87 
Tempo a pé 69,95 70,31 27,41 70,44 68,65 
      
Classificação 0,31 70,31 27,41 0,37 1,03 
Tabela 6.13 – Cálculo para a classificação dos recursos 
Comparando os valores calculados, o Agente Ação atribui ao recuso A1 ao 
evento, visto que este obteve a melhor pontuação. Como o A1 não tinha ne-
nhum evento atribuído, não foi necessária uma nova reatribuição para nenhum 
evento. 
6.3.1 Resultados 
Com a atribuição do evento E3 ao A1, foi possível comprovar o desempe-
nho do sistema na atribuição de eventos, tendo em conta a localização do even-
to e da pessoa responsável pelo seu tratamento.  
A execução deste teste demonstrou a rapidez esperada na atribuição de 
um evento a um recurso sem a necessidade de intervenção humana. Para a 
além da rapidez na atribuição, o sistema conseguiu também garantir que esco-
lheu o recurso disponível no sistema que irá realizar a tarefa num menor perío-
do de tempo. 
                                                 
19 Neste teste, não foram usados os serviços do Google Maps, tendo sido usadas as formulas 




Comparando este processo com os tradicionais sistemas de vigilância, em 
que seria necessário ligar a cada um dos humanos envolvidos na monitorização 
do sistema para ver onde estavam e depois ligar ao mais próximo para lhe noti-
ficar que tinha de tratar o evento, constata-se uma significativa melhoria na ra-
pidez de resposta ao evento. Esta melhoria torna-se ainda mais explicita num 
caso em que seja necessário fazer a reatribuição de eventos, em que o número 
de chamadas seria muito maior. 
Outra das melhorias patentes nos testes efetuados, foi a redução da de-
pendência dos humanos, uma vez que não foi necessária supervisão humana 
das câmaras para detetar um possível evento. Neste sistema, tal como descrito, 
os eventos foram detetados automaticamente, sem a necessidade de intervenção 
humana. 
Na Figura 6.4 e na Figura 6.5 são ilustrados exemplos de deteções de in-
cêndio e intrusões usando algoritmos no tratamento de vídeo. 
 
Figura 6.4 – Exemplo de deteção de incêndio [93] 
 
Figura 6.5 – Exemplo de deteção de intrusos e seguimento 
A deteção de eventos baseada em algoritmos no tratamento de vídeo e/ou 
sensores, em substituição dos humanos em frente a um ecrã, pode aumentar o 
número de falsos positivos. No entanto, como neste sistema são usados diver-
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sos tipos de sensores e é possível adequar as regras aos locais, foi possível com-
provar, com os testes efetuados, que o sistema também permite uma redução 
significativa de falsos positivos. Por exemplo, num dos testes foi detetado que o 
algoritmo de deteção de incêndios não funcionava muito bem numa determi-
nada hora do dia, visto que o sol ao bater na sala provocava um falso evento. 
Para eliminar este falso positivo, foi acrescentada à regra que detetava este 
evento, o parâmetro do sensor de incêndio, fazendo que a regra só fosse verda-




7. Conclusões e trabalhos futuros 
Os sistemas de vigilância têm vindo a evoluir ao longo dos anos, porém, 
existem vários pontos onde ainda podem ser melhorados, como por exemplo, a 
redução da dependência dos humanos, a cooperação entre os sistemas e os hu-
manos, a diminuição de falsos positivos na deteção de eventos, a utilização de 
vários tipos de sensores na deteção de eventos, a redução de custos de imple-
mentação e a descentralização. 
Existem várias abordagens na literatura que visam contribuir para esta 
melhoria, no entanto, a grande maioria está focada na implementação de novos 
algoritmos para a deteção de eventos, identificação e seguimento de objetos e 
descentralização dos sistemas vigilância. Os artigos nesta área quase não abor-
dam a temática da cooperação entre os sistemas e os humanos. Dos artigos es-
tudados, nenhum visa a otimização dos sistemas de vigilância tendo em conta a 
localização dos eventos e dos humanos responsáveis pela segurança.  
Tendo em conta esta lacuna, e tirando partido das novas tenologias dispo-
níveis hoje em dia no mercado, foi formulada a questão de investigação: “Ten-
do em conta as novas tecnologias disponíveis atualmente, como se podem 






Para tentar responder a esta pergunta de investigação foi formulada a hi-
pótese: “Uma arquitetura de Sistemas Inteligentes de Vigilância, baseada em 
agentes de Software georreferenciados, pode aumentar a cooperação entre 
humanos e sensores, melhorando assim o desempenho global dos sistemas 
de vigilância atuais”. Assim,  e com base no estudo da arte feito no âmbito des-
te trabalho, é apresentada nesta dissertação uma nova proposta para arquitetu-
ras de sistemas de vigilância, baseada em agentes de software inteligentes, ge-
orreferenciados, que cooperando com os humanos, alcança um comportamento 
global que permite aumentar a eficácia na resposta a eventos numa área vigiada 
[80], [81].  
O sistema desenvolvido com base na arquitetura proposta, permitiu testar 
os conceitos propostos e validar os resultados previstos. O principal resultado 
obtido foi a redução do tempo de resposta aos eventos. Tirando partido das 
novas tecnologias e velocidades de comunicação disponíveis hoje em dia no 
mercado, o sistema baseado nesta arquitetura proposta, tem a capacidade de 
lidar com vários tipos de informações simultaneamente, como por exemplo: lo-
calização e prioridade dos eventos, localização e carga de trabalho dos recursos 
disponíveis. Assim, utilizando um novo método para atribuição de eventos a 
elementos de equipas de resposta, o sistema consegue reduzir os tempos de 
resposta a eventos. 
Esta redução é feita à custa de algoritmos de atribuição de eventos, que 
para além da localização do evento e dos humanos, tem também conta outras 
variáveis, como a carga de trabalho e perfil do humano ou tipo e prioridade do 
evento. Com a conjunção destas variáveis, é possível uma atribuição de eventos 
significativamente mais eficiente, permitindo aumentar a eficiência e rapidez de 
resposta aos eventos.  
Outro dos resultados obtidos, prende-se com a vantagem de o sistema 
permitir a integração de múltiplas plataformas (fixa e móvel), o que permite 
fornecer serviços de monitorização que contribuem para o aumento da segu-




Também a utilização de uma arquitetura baseada em agentes facilita, por 
um lado, a configurabilidade do sistema, permitindo a integração de novos 
elementos e sem a necessidade de reconfiguração de todo o sistema, e por outro 
que não existe um limite para a integração de novos elementos. Para a inte-
gração de novos elementos, como, por exemplo, sensores, é necessário apenas a 
configuração do próprio sensor, ficando a partir daí disponível para ser usado 
em regras. Também a incorporação de um novo humano como Agente Mobile é 
facilitada com o uso desta arquitetura, visto que neste caso apenas é necessário 
definir um novo utilizador, com o respetivo perfil e áreas de atuação, passando 
este a estar disponível para tratamento de eventos.  
Pode dizer-se assim que outro dos resultados deste sistema, é este ser 
composto por dispositivos que são Plug-and-play, permitindo-lhe ajustar-se às 
necessidades de cada situação específica, sem ter que voltar a configurar o sis-
tema. Por outro lado, a utilização de algoritmos de complexidade linear no pro-
cessamento de eventos, faz com que se possa concluir que o sistema é escalá-
vel. 
Esta nova abordagem aos sistemas de vigilância permite uma tipologia 
adaptável, facilitando o uso de diversos tipos de sensores na deteção de even-
tos, permitindo inferir um maior número e tipos de eventos. Por outro lado, a 
combinação destas fontes de informação, permite reduzir o número de falsos 
positivos, uma vez que a “leitura errada” de um sensor pode ser sempre con-
firmada com o auxílio de outro. O aumento da quantidade de informações pro-
cessadas permite o aumento da decisão de qualidade, reduzindo também os 
custos associados a situações de falso alarme.  
A adoção desta arquitetura multiagente elimina a dependência de uma 
unidade central de processamento e possibilita o processamento distribuído. 
Esta capacidade de processamento distribuído (que pode usar até mesmo dis-
positivos de baixo custo, tais como Raspberry PI) e localizada (com o uso de 
agentes de software) permite que as ações sejam desencadeadas, com base em 
regras e na posição geográfica dos eventos e recursos. 
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Os resultados obtidos, permitem assegurar que a arquitetura proposta irá: 
reduzir os custos de supervisão de instalações (utilizando unidades de proces-
samento mais económicas); minimizar custos com pessoal de vigilância (menos 
dependência dos seres humanos ao monitorização e deteção); aumentar rapidez 
de reação de resposta aos eventos (atribuindo recursos tendo em conta a sua 
localização); diminuir falsos eventos (utilizando diversos tipos de sensores na 
deteção de eventos); minorar a dependência de um ponto central (utilizando 
uma solução distribuída). 
Estes resultados foram comprovados com o auxilio de simulações e testes 
efetuados com um protótipo operacional, que permitiu a validação da arquite-
tura face aos objetivos inicialmente definidos. Algumas destas simulações e tes-
tes são descritos em pormenor no capítulo anterior, onde é demonstrada a rapi-
dez e eficácia de resposta do sistema aos eventos, tendo em conta fatores como 
a distância do recurso ao evento, carga de trabalho e perfil do recurso e priori-
dade dos eventos. 
É de salientar também que esta arquitetura foi usada como base do siste-
ma de vigilância desenvolvido no projeto QREN DVA, permitindo a criação de 
um produto que compete com os sistemas tradicionais. 
Na fase final do trabalho desenvolvido foram feitos desenvolvimentos 
adicionais que permitiram integrar no sistema desenvolvido os resultados de 
outro projeto de investigação, o ServRobot, mencionado anteriormente. Estas 
modificações permitiram a integração de robots móveis como agentes do siste-
ma, quer a nível de disponibilização de dados sensoriais, quer para validação in 
loco de eventos.  
7.1 Trabalho Futuro 
Em termos de trabalho futuro, foi efetuado um esforço para a identificação 
de pontos onde possa ser melhorada a arquitetura proposta. Um dos pontos já 
identificados é a possibilidade de desativação (ou sugestão de desativação) de 




finidas regras que permitam a desativação de regras com um número elevado 
de confirmações negativas. 
Outro exemplo onde este sistema pode ser aperfeiçoado está relacionado 
com capacidade deste em fazer prognóstico de eventos. Isto é, pode ser integra-
da no sistema uma ferramenta de Data Mining, que através da análise dos pa-
râmetros, consiga detetar alterações de valores que levem a inferir a futura 
ocorrência de um evento.  
Outro aspeto que pode ser estudado é capacidade de distribuição da to-
mada de decisão na atribuição de eventos. Isto é, na arquitetura proposta a to-
mada de decisão é feita por um Agente Ação criado automaticamente para cada 
um evento dos eventos e que mediante a recolha de informação de todo o sis-
tema classifica os recursos e escolhe um. Como trabalho futuro, pode ser estu-
dada a hipótese de ao ser criado um evento seja o Agente Mobile/Interface a di-
zer que fica com esse evento em vez de espera que o Agente Ação reúna toda a 
informação. 
A aplicação desta arquitetura a outro tipo de cenários, como a monitoriza-
ção de comboios, pode também ser um dos alvos de trabalho futuro. Neste ca-
so, o sistema pode ser usado para monitorizar as várias variáveis disponíveis no 
comboio. A monitorização e fusão da informação recolhida no comboio pode 
permitir a implementação de regras auxiliem na prevenção de avarias ou mes-
mo de acidentes [76].  
Por último, pode também ser desenvolvido um modelo semântico de 
apoio às regras assim como um modelo de dados para os parâmetros, eventos, 
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