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Abstract 
Korach, E. and N. Solel, Tree-width, path-width, and cutwidth, Discrete Applied Mathematics 43 
(1993) 977101. 
Let tw(G), pw(C), c(G), d(G) denote, respectively, the tree-width, path-width, cutwidth and the maxi- 
mum degree of a graph G on n vertices. It is known that c(G)?tw(C). We prove that 
c(G)=O(tw(G)~d(G)~log n), and if ({X, : iEl},T=(I,A)) is a tree decomposition of G with tree-width& 
then c(G)<(k+l)~d(G)c(T). In case that a tree decomposition is given, or that the tree-width is bounded 
by a constant, efficient algorithms for finding a numbering with cutwidth within the upper bounds are 
implicit in the proofs. We obtain the above results by showing that pw(G)=O(logntw(G)), and 
pw(G)((k+l)c(T). 
1. Introduction 
Given a graph G=(V,E), 1 VI = n, a numbering of G is a one-to-one mapping 
L,: V-(1,..., n}. The cutwidth of a numbering L, is max,,,,. 1 {(u, u) E E: 
LG(U) sP<LG@)) 1. 
The cutwidth c(G) of G is the minimum cutwidth over all the numberings. The 
cut of a graph at p, 1 rp < n, under a numbering LG is the set of edges {(u, u) E E: 
L&u)sP< LG(u)). The problem of finding the cutwidth of a graph is also known 
as the min-cut linear arrangement problem. The degree of a graph G = (V, E), denoted 
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by d(G) is the maximum degree of a vertex in V. Finding the cutwidth of a graph 
is NP-hard (the corresponding decision problem is NP-complete [7]). The problem 
remains NP-complete on series-parallel graphs, i.e., graphs having tree-width 52 
[ll], and thus we do not expect to find a polynomial algorithm that finds the cut- 
width of an arbitrary graph with bounded tree-width. The problem is solvable in 
polynomial time on trees: First, in [8] an approximation algorithm for arbitrary 
trees is given, and also an exact algorithm for complete k-ary trees. For graphs with 
d(G) 2 3 an O(n log d(G)-2n) algorithm is given in [5], and in [15] the problem is 
solved in O(n log n) time on an arbitrary tree. In [9], for fixed k, an 0(&t) 
algorithm is given, which determines whether for an arbitrary graph G, c(G) 5 k, 
and also characterizations for graphs with cutwidth 2 and 3 are given. 
The tree-width of a graph G, denoted by tw(G), is defined as follows [13]: A tree 
decomposition of a graph G = (V, E) is a pair (X, T) where T= (I, A) is a tree, and 
X= {Xi: ie:I) is a family of subsets of V, such that: 
(1.1) UiclXj==V. 
(1.2) Every edge of G has both its ends in some Xi (ill). 
(1.3) For all i, j, k E I, if j lies on the path from i to k in T, then Xi n X, c Xj. 
The tree-width of a tree decomposition is maxi,, IX; ( - 1. The tree-width of G is 
the minimum tree-width taken over all possible tree decompositions of G. The path- 
width of a graph G, denoted by pw(G), is defined in a similar way [12], but the tree 
in the above definition is a path. 
In [6] it is shown that c(G)(pw(G). n(G), and in [2] it is proved that for any 
graph G, c(G) ?tw(G). An important application of the min-cut linear arrangement 
problem is in VLSI layout design. The problem is also related to the search number, 
the bandwidth and the topological bandwidth of a graph (see e.g. [6,9,15]). 
Deciding the tree-width of a graph is NP-hard [l], however for a given constant 
k it was shown in [l] that deciding whether a graph G has tree-widths k and con- 
structing an appropriate tree decomposition can be done in 0(nk’2) time, and in 
[4] an 0(n2) nonconstructive algorithm for the problem is given. Moreover, for 
k = 2 and k = 3 the decision and construction problems can be solved in O(n) time 
(see [4]). Some known families of graphs with bounded tree-width are: trees and 
forests (tw(G) 5 l), series-parallel graphs (tw(G) 5 2), grid d *n @w(G) i_ d), d- 
outerplanar graphs (tw(G)c3d- 1) and many others (see e.g. [2]). 
The aim of this note is to prove upper bounds on the cutwidth as a function of 
the tree-width. These bounds are stated in Corollaries 7-9. We achieve these bounds 
using results of [6], and by proving some connections between tree-width, path-width 
and cutwidth. The proofs yield efficient algorithms for numbering G with cutwidth 
within the bounds, In some of them the algorithm from [15] is used as a subroutine. 
2. Results 
Before presenting our results, we quote three lemmas that we use. 
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Lemma 1 [6]. c(G)~pw(G)*d(G). 
Lemma 2 [5]. The number of vertices in the smallest degree-3 tree with cutwidth c 
is 3’-l+ 1. 
Lemma 3 [2, Theorem 5.41. For every graph G, c(G)?pw(G). 
Lemma 4. Let G = (V,E) be a graph, and let ({Xi: ie I), T= (I, A)) be a tree 
decomposition of G with tree-width = k. Then pw(G)_c (k+ 1). c(T). 
Proof. We follow the method used in the proof of [2, Theorem 5.41. Let LT be a 
numbering of T with cutwidth = c(T). Let the subsets in the path decomposition 
(Y,P) of G be defined as follows: yP= U{Xi:L,(i)Sp, L,(j)>p and (i,j)EA 
(i.e., the edge (i,j) of T is in the c&t at p)} U {XL;lo,,}, for each 11~5 IZ). 
The above definition of subsets defines a legal path decomposition: Conditions 
(1.1) and (1.2) in the definition of a path decomposition are met since every vertex 
and every edge in G are contained in at least one subset Xi. Condition (1.3) is met 
since for all u E V, all the subsets Xi that contain u induce a connected subtree in 
T, and therefore u will be in a connected subpath in the path decomposition. Note 
that for a connected graph G, if no edge incident to Lo(w) =p is included in the cut 
at p then the size of the cut at p - 1 is larger than the size of the cut at p. Therefore 
each set Y, is the union of at most c(T) subsets, and thus its size is at most 
(k+ 1). c(T). 0 
Theorem 5. For any forest F on n vertices, pw(F) = O(log n). 
We present two different algorithmic proofs for the above theorem. The first 
proof is direct, but the constants achieved in the second proof are better. There are 
graphs for which the algorithm in the first proof may achieve a better path decom- 
position, and other graphs for which the second algorithm is better. 
Proofs of Theorem 5. Proof I: Find a minimum separating set of vertices in F (a 
singleton, or the empty set) such that its removal separates F into two parts, each 
one with no more than 2/3n vertices. This separating set will be added to all subsets 
Xi in the path decomposition. Continue this process recursively with each one of 
the two forests, i.e., in each forest find such a separating set, remove it from the 
forest, and add it to all subsets in the path decomposition in the corresponding 
forest. 
Proof II: Let (X, T) be a tree decomposition of F. Transform T to a new tree, 
T’ with maximum vertex degree of three, and no more than 2n vertices (for ex- 
istence, and a simple linear algorithm, see [lo]). From Lemma 2 it follows that a 
degree-three tree with at most 2n vertices, has cutwidth of at most log n/log 3 + 
l/log 3 + 1. Finally, define the subsets Y, of the path decomposition as in the proof 
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of Lemma 4. As shown there, the resulting path decomposition has path-width 
which is no more than 2. (log n/log 3 + l/log 3 + 1). q 
Remarks. (1) The time complexity of the algorithms in Proof I and II is O(n log n) 
(in Proof II finding an optimal numbering for T’ takes O(n log n) [15], and all the 
other parts of the algorithm take linear time). We do not know whether the problem 
of finding the path-width of a tree is polynomial, neither if it is NP-complete. 
(2) The path-width of the path decomposition achieved by the algorithm in Proof 
I, in the worst case, is bounded above by log n/log (3/2), where in the algorithm of 
Proof II the upper bound on the path-width is 2. (log n/log 3 + l/log 3 + l), i.e., in 
the worst case, the bound on the path-width achieved by the second algorithm is 
better. 
(3) For a star graph, the algorithm in I achieves an optimal path decomposition 
(with path-width = I), while the algorithm in II might result in a worse path decom- 
position. On the other hand, for the path graph, the algorithm in I always achieves 
a path decomposition with path-width logarithmic in n, while the algorithm in II, 
for the “natural” tree decomposition of the path graph, produces an optimal path 
decomposition (with path-width = 1). 
(4) In [12] the tree Y, is defined and shown to have path-width = r(13. +1)/21. 
Therefore, the upper bound in Theorem 5 is tight, since Y, contains 3 - 2” -2 
vertices. 
Theorem 6. For any graph G on n vertices, pw(G) = O(log n. tw(G)). 
Proof. Let ({Xi: ill), T= (Z,A)) be a tree decomposition of G. Find a path de- 
composition (( Yi: j E J}, P = (.I, B)) of T, with path-width = O(log n). The path 
decomposition ({Zj : Jo .I>, P= (J, B)) of G is the following: For each j E J, Zj = 
U{Xi: i E Yj}. One can see that this defines a legal path decomposition and by 
Theorem 5 its path-width is O(log n + tw(G)). 0 
Corollary 7. For any graph G on n vertices, c(G) = O(log n. tw(G) . A(G)). 
Proof. Follows from Theorem 6 and Lemma 1. Cl 
From Corollary 7 we have the following: 
Corollary 8. Let G be a graph on n vertices, where tw(G) and d(G) are bounded 
by constants. Then c(G) = O(log n). 
Remark. From Lemma 2, for every n, there exists a degree-three tree (which has 
tree-width= 1) whose cutwidth = Llog 3.log(n - l)] + 1 (see [5]) and thus in the 
worst case the cutwidth of graphs with bounded tree-width and bounded degree is 
Q(log n). Therefore the upper bound in Corollary 8 is tight. 
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Corollary 9. Let (X, T) be a tree decomposition of a graph G with tree-width = k. 
Then c(G)sc(T). (k+ l).d(G). 
Proof. Follows from Lemmas 1 and 4. q 
Complexity aspects: All the proofs we have given are algorithmic. Achieving a 
numbering with cutwidth within the bound in Lemma 1 (if a path decomposition 
of the graph is given) can be done in linear time (see [6]). Therefore, for a graph 
G with constant ree-width, finding a numbering with cutwidth satisfying the bound 
given in Corollary 7 can be done in polynomial time (since finding an appropriate 
tree decomposition, in that case, takes polynomial time). For a graph G, given 
together with a tree decomposition (X, T) with tree-width = k, obtaining a number- 
ing with cutwidth satisfying the bound in Corollary 9 takes O(n log n) time (since 
finding a numbering for T with minimum cutwidth takes O(n log n) time [15]). 
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