Let {X ni , i ≥ 1, n ≥ 1} be an array of rowwise asymptotically almost negatively associated AANA, in short random variables. The complete convergence for weighted sums of arrays of rowwise AANA random variables is studied, which complements and improves the corresponding result of Baek et al. 2008 . As applications, the Baum and Katz type result for arrays of rowwise AANA random variables and the Marcinkiewicz-Zygmund type strong law of large numbers for sequences of AANA random variables are obtained.
Introduction
The concept of complete convergence was introduced by Hsu and Robbins 1 as follows. A sequence of random variables {U n , n ≥ 1} is said to converge completely to a constant C if ii If 1 α β 0, then under E |X| log 1 |X| < ∞, 1.2 remains true.
The main purpose of this paper is to generalize and improve the above results for arrays of rowwise negatively associated random variables to the case of asymptotically almost negatively associated random variables. In addition, we will also consider the case 1 α β < 0, which complements the result of Baek et al. 4 and Wu 5 . be the dual number of p. The symbol C denotes a positive constant which is not necessarily the same one in each appearance and x denotes the integer part of x. For a finite set A, the symbol A denotes the number of elements in the set A. Let I A be the indicator function of the set A. a n O b n stands for a n ≤ Cb n . Denote log x ln max x, e , X max X, 0 and X − max −X, 0 . The paper is organized as follows. Three important lemmas are provided in Section 2.
The main results and their proofs are presented in Section 3. We will provide some sufficient conditions for complete convergence for arrays of rowwise AANA random variables which are stochastically dominated by a random variable X.
Preliminaries
Firstly, we will give the definition of stochastic domination. Definition 2.1. A sequence {X n , n ≥ 1} of random variables is said to be stochastically dominated by a random variable X if there exists a positive constant C such that
for all x ≥ 0 and n ≥ 1. An array {X ni , i ≥ 1, n ≥ 1} of rowwise random variables is said to be stochastically dominated by a random variable X if there exists a positive constant C such that
for all x ≥ 0, i ≥ 1 and n ≥ 1.
The proofs of the main results of the paper are based on the following three lemmas. 
where C 1 and C 2 are positive constants.
Main Results
In this section, we will study the complete convergence for weighted sums of arrays of rowwise AANA random variables. 
and assume further that EX ni 0 and
when s ≥ 1, where integer number k ≥ 1, then 1.2 and 3.3 hold.
iii If 1 α β 0 and
Proof. The proof of 1.2 is similar to that of 3.3 , so we only prove 3.3 . Without loss of generality, we assume that a ni > 0 for all i ≥ 1 and n ≥ 1 Otherwise, we use a ni and a − ni instead of a ni , resp., and note that a ni a ni − a − ni . From the conditions 3.1 and 3.2 , we assume that
i If 1 α β < 0, then the result can be easily proved by the following:
3.8
In the following, we will prove the result when 1 α β ≥ 0. Denote
Abstract and Applied Analysis Thus, {X ni , i ≥ 1, n ≥ 1} is still an array of rowwise AANA random variables with the mixing coefficients {q i , i ≥ 1} in each row by Lemma 2.2. It is easy to check that for any ε > 0,
which implies that
3.11
Hence, in order to prove 3.3 , it suffices to prove that I < ∞ and J < ∞.
ii If 1 α β > 0, then by Markov's inequality, 3.7 and E|X| s < ∞, we can get that
which implies that I < ∞.
Next, we will prove that J < ∞ for s ≥ 1 and s < 1, respectively. 
3.14 which implies 3.13 . Hence, to prove J < ∞, we only need to show that for all ε > 0,
By Markov's inequality, Lemma 2.3, C r 's inequality, and Jensen's inequality, we have for p ≥ 2 that
3.16
Take
Abstract and Applied Analysis which implies that β − r 2 − θ − α p/2 < −1 and α β − r p − θ < −1. By C r 's inequality and Lemma 2.4, we can get
3.18
If 1 ≤ s < 2, then by Markov's inequality, E|X| s < ∞, and 3.7 , we have
3.19
If s ≥ 2, then by Markov's inequality, E|X| s < ∞, and 3.7 again, we have
3.20
From 3.18 -3.20 , we have proved that J 1 < ∞. By Lemma 2.4 again and the definition of stochastic domination, we can see that
3.21
Abstract and Applied Analysis 9 J 3 < ∞ has been proved by 3.12 . In the following, we will show that J 4 < ∞. Denote
It is easily seen that I nk I nj ∅ for k / j and ∞ j 1 I nj N for all n ≥ 1. Hence,
3.23
It is easily seen that for all m ≥ 1, we have that 
Therefore,
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3.26
3.27
Thus, the inequality 3.15 follows from 3.16 -3.21 , 3.23 , 3.26 , and 3.27 . The desired result 3.3 follows from 3.11 , 3.12 , and 3.15 , immediately. Case 2 s < 1 . We take p > 0 such that θ 1 α β /r s < p < 1, which implies that α β − r p − θ < −1. By Markov's inequality and C r 's inequality, we have
3.28
The rest proof is similar to the process of J 2 < ∞ in Case 1, so we omit the details.
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iii If 1 α β 0, then by Markov's inequality, 3.6 , and similar to the process of 3.12 , we can get that
3.29
Hence, to prove 3.3 , we only need to show J < ∞. We will still consider the Cases s ≥ 1 and s < 1. Here, s θ. Case 1 s ≥ 1 . Since 1 α β 0, 1 β −α ≥ 0 and s θ, it follows that 3.14 still holds. Thus, it suffices to show that J * < ∞. By Markov's inequality, C r 's inequality, Lemma 2.3, Lemma 2.4, and 3.29 , we have
3.30
Here, J * 5 and J * 6 are J 5 and J 6 when p 2 in ii , respectively. Notice that α β −1 and α β − r 2 − θ < −1, similar to the proof of J 5 < ∞, we have
and similar to the proof of J 6 < ∞, we have
3.32
Thus, JThis completes the proof of the theorem. i Let γ > 1 and 1 ≤ t < 2. If E|X| γt < ∞ and
where integer number k ≥ 1, then for all ε > 0,
ii If E|X| log |X| < ∞ and
Proof. i Let a ni 0 if i > n and a ni n −1/t if i ≤ n. Hence, conditions 3.1 and 3.2 hold for θ 1, r 1/t and α 1 − 1/t < r. β . p − 2 > −1. It is easy to check that
Therefore, the desired result 3.36 follows from Theorem 3.1 ii , immediately.
Abstract and Applied Analysis 13
ii Let a ni 0 if i > n and a ni n −1 if i ≤ n. Hence, conditions 3.1 and 3.2 hold for r −1, θ 1 and α 0. Therefore, the desired result 3.37 follows from Theorem 3.1 iii , immediately. This completes the proof of the corollary.
Similar to the proofs of Theorem 3.1 and Corollary 3.3, we can get the Baum and Katz type result for sequences of AANA random variables as follows.
Theorem 3.4. Let {X n , n ≥ 1} be a sequence of AANA random variables which is stochastically dominated by a random variable X and EX n 0 for n ≥ 1.
i Let γ > 1 and 1 ≤ t < 2. If E|X| γt < ∞ and
By Theorem 3.4, we can get the Marcinkiewicz-Zygmund type strong law of large numbers for AANA random variables as follows. ii Similar to the proof of i , we can get ii , immediately. The details are omitted. This completes the proof of the corollary.
