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ABSTRACT
Much research combines data from multiple sources in an effort to understand the
underlying problems. It is important to find and interpret the most important information
from these sources. Thus it will be beneficial to have an effective algorithm that can si-
multaneously extract decision rules and select critical features for good interpretation while
preserving the prediction performance.
We propose an efficient approach, combining rule extraction and feature elimination,
based on 1-norm regularized random forests. This approach simultaneously extracts a small
number of rules generated by random forests and selects important features. To evaluate
this approach, we have applied it to several drug activity prediction data sets, microarray
data sets, a seacoast chemical sensors data set, a Stockori flowering time data set, and three
data sets from the UCI repository. This approach performs well compared to state-of-the-art
prediction algorithms like random forests in terms of predictive performance and generates
only a small number of decision rules. Some of the decision rules extracted are significant
in solving the problem being studied. It demonstrates high potential in terms of prediction
performance and interpretation on studying real applications.
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CHAPTER 1
INTRODUCTION
The amount of data grows vastly. The world’s data in 2013 is 4.4 trillion gigabytes
and is doubling in size every two years (EMC, 2014). It is crucial to extract knowledge
from these data. However, it is impossible for humans to do it all by hand. Computer pro-
grams are necessary to achieve this goal. Among various computational approaches, machine
learning (Mitchell, 1997) particularly focuses on construction and study of algorithms that
can learn from data, especially those that can predict properties of new previously unseen
data. Machine learning is a branch of artificial intelligence. Mitchell (1997) provided a for-
mal definition of machine learning: “A computer program is said to learn from experience
E with respect to some class of tasks T and performance measure P, if its performance at
tasks in T, as measured by P, improves with experience E”. This definition is basically in
operational terms rather than in cognitive terms. It consists of three elements: experience
E, tasks T, and performance measure P. Experience E consists of data from which computer
programs learn. Depending on different tasks we want to accomplish, machine learning can
be categorized into different subdisciplines. Here is a partial list of the disciplines:
• Supervised learning, which consists of two procedures: training and testing. The de-
sired output (label) is known together with input (labelled input). Training procedure
takes labels into account when constructing a model from input. The goal is to map
input to output, and to generalize well on previously unseen input data, i.e. prediction
of output (label) from unseen input data.
• Unsupervised learning. The main task is to learn the structure of data in terms of
groups. Input is unlabeled in this case. Output is the structure, e.g., clusters that
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group different sample together.
• Semi-supervised learning. The objective is similar to that of supervised learning, but
combining both labelled and unlabelled input.
In this dissertation, we focus on supervised learning. Supervised learning has been
widely used in many applications such as bioinformatics, handwriting recognition, speech
recognition, information retrieval, object recognition, and so on. Based on the properties of
output values, supervised learning can be divided into several categories.
• Classification, where the output is a set of unordered finite values. Performance mea-
surement is typically prediction accuracy.
• Regression, where the output is continuous. Performance measurement is usually mean
square error.
• Ranking, where the output is a set of ordered values. Performance measurement is
ranking metrics like mean reciprocal rank, Kendall’s tau, etc.
Data with Experience E usually consists of a set of samples. Each sample is formed
using a set of features and its target variable. Features are called variables or attributes in
different disciplines. These terminologies represent the same concept. A target variable is
sometimes referred to as class, label, or response variable. A data set consists of a set of l
examples of the form
{(x1, y1), · · · , (xi, yi), · · · , (xl, yl)}
where xi is the feature vector of i-th sample , yi is target variable of i-th sample. x takes
the form of
{x11, · · · , x1d
· · ·
xl1, · · · , xld}
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Table 1.1. A sample data set
Sample
Feature Target variable (label)
Humidity Windy Outlook Play
x1 65 No Sunny Yes
x2 75 Yes Rainy No
x3 80 No Sunny Yes
x4 35 Yes Rainy No
x5 40 No Sunny Yes
x6 55 No Rainy Yes
where d is the number of features in the data.
Table 1.1 is an example of a data set. Each sample has a target variable play cor-
responding to three different features: Humidity, Windy, and Outlook. Humidity is a
numerical variable, Windy and Outlook are categorical variables. Based on values of three
features, a computer program builds a model according to target variables. Using the con-
structed model, one can predict the target variable of previously unseen samples. Since the
target variable is categorical, the example in Table 1.1 is a classification problem. Even with
a data set of a small size like this one, it is not easy to for humans to generate a model that
predicts the target variable of unseen samples. Data sets may contain millions of samples,
or millions of features. There may be also correlations between features. All these can make
data set complex and underlying problem hard to solve.
In the above supervised learning categories, performance measurement is generally
predictive performance. However, the interpretation of the resulting model with regard to
the problem at hand is also important to many practical problems. For example, if we
construct a model based on some features like gene expression, protein sequences, and so on,
to predict a certain disease. It will be extremely helpful if the model generated can explain
which and how gene expression, protein sequence, or other features lead to the disease. This
includes two parts: one is feature selection, selecting those features critical to predicting the
target output. The other one is interpretation of the model. Interpretation of models with
rule structure is natural. Rule-based algorithms are well known for their capability to shed
3
light on the decision process in addition to making a prediction.
1.1 Balancing Predictive Performance and Interpretation
In many real applications, it is vital to have an interpretable model and high per-
formance prediction at the same time to understand the underlying problem well. Some of
the state-of-the-art algorithms such as Support Vector Machines (SVM), Artificial neural
network (ANN), and Random Forests (RF), generally predict the outcome with high accu-
racy. But other than accuracy, it is hard to interpret the models built since they either are
“black box” models, or include so many decision rules that we cannot explain them clearly.
On the other hand, some algorithms, especially those based on decision trees, are easy to
interpret. However, the predictive performance of decision trees is usually low compared to
SVM, ANN, or RF. See Figure 1.1 for an illustration regarding the interpretability-prediction
performance space. Basically, to help explain the generated model, it is desirable to have an
algorithm that falls on the region marked as question mark. In this work, we focus on rule
learning algorithms based on decision trees, which have natural interpretative power.
1.2 Rule Learning
One of the most popular learning algorithms in machine learning is rule learning.
Some of the work on rule learning dates back to the 1960s (Michalski, 1969).
One category of rule learning approaches is association rule learning (Agrawal et al.,
1993; Hipp et al., 2000; Tan et al., 2005). According to Agrawal et al. (1993)’s definition:
Let I = i1, i2, · · · , in be a set of n binary attributes called items. Let D = ti, t2, · · · , tm be
transactions called the database. A rule is defined as an implication of the form X ⇒ Y ,
where X, Y ⊆ I and X ∩ Y = ø. X,Y are sets of items. For example, {bread, butter} ⇒
{milk}means that if bread and butter are bought in a supermarket, customers also buy milk.
Association rule learning is helpful in finding interesting relationships between variables in
data.
4
Figure 1.1. Interpretability vs. Predictive Performance.
Another category of rule learning approaches is inductive logic programming (Mug-
gleton, 1991; Kersting and Raedt, 2008). As the name suggests, it uses logic programming
as a uniform representation for examples, background knowledge and hypotheses. Given a
set of examples and known background knowledge, the algorithm will derive hypotheses.
A third category of rule learning approaches is propositional rule learning. In this
work, we are more interested in this category of learning algorithms. A representative of this
category of learning algorithms is decision rules. It is usually in the form:
IF Conditions are satisfied THEN predictive value.
If it is a classification problem, the predictive value is a class label. If it is a regression
problem, the predictive variable is continuous. Conditions are a conjunction of simple logic
tests that describe the properties of instances that have to be satisfied for the rule to be
followed. For example, feature a is greater than 100. A sample satisfying this condition
would continue to check other conditions in the rule. If all the conditions are met in the rule
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for this sample, then the sample would have the predictive value described in the rule.
Rule learning techniques roughly fall into two categories based on how rules are
generated: direct approaches and model based approaches.
1.2.1 Direct approach
In a direct approach, rules are generated by solving a single optimization problem.
Many methods use separate and conquer technique (Fu¨rnkranz, 1999; Cohen, 1995;
Clark and Niblett, 1989). For example, Gopalakrishnan et al. (2010) adopted a Bayesian
network approach to rule learning and evaluated the rules using Bayesian scores. Jiang et al.
(2006) used a simulated annealing bump hunting strategy to derive interpretable rules. Li
et al. (2003a) proposed a search algorithm to discover significant rules from bio-medical
data based on emerging patterns. Janssen and Fu¨rnkranz. (2010) adapted the approach to
regression by proposing a new splitpoint method, a suitable error measure, and a new way
of obtaining predictive values for regression. There are also mixed approaches that combine
techniques from other learning methods with existing rule learning algorithms. For example,
de Fortuny and Martens (2012) presented a new learning algorithm based on active learning.
The method improved on classical rule learning algorithms. As illustrated in Figure 1.2, in
a sequential covering strategy (Michalski, 1969), two sample points of the same label are
randomly picked and a rectangle containing these two points is grown until the rectangle
meets a sample with a different label. The sample points in the region are then removed.
Another two sample points of the same label are chosen randomly to grow the rectangle as
in the previous step. The process stops once all sample points are in grown rectangles.
Among the direct approaches, decision trees are arguably the most popular tech-
nique (Quinlan, 1986; Breiman et al., 1984; Quinlan, 1993; Clark and Niblett, 1989). They
create a tree-like model to predict target values. An example is shown in Figure 1.3. The
decision tree algorithm recursively splits data into subsets using one of the variables. Each
interior node corresponds to one of the variables. Each leaf node represents an outcome given
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Figure 1.2. Separate and Conquer Technique Illustrated from a to d.
the variables represented by the path from the root to the leaf. During the construction of
a decision tree, a variable is chosen for the splitting at each node according to a certain cri-
teria. There are two commonly used data splitting criteria: Gini impurity (Breiman et al.,
1984) and information gain (Quinlan, 1993). Gini impurity measures how often a randomly
chosen element from the set would be mislabeled if it were randomly labeled according to
the distribution of labels in the subset. It is usually defined as:
IG(f) = 1−
m∑
i=1
fi
2
where i takes values in {1, 2, · · · ,m}, fi is the fraction of items labelled with value i in the
set.
Information gain is based on entropy in information theory. It is usually defined as:
II(f) = −
m∑
i=1
fi log2 fi
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Figure 1.3. Decision Tree and Decision Rules. People decide if they want to go out to play
based on conditions of windy, outlook, and humidity. This is an example tree constructed
from people’s decisions
The decision tree learning algorithm requires less data pre-processing than other
classical algorithms. It can handle mixed type data. The resulting tree classifier is equivalent
to a set of decision rules, which is usually easy to interpret. However, a decision tree is prone
to overfitting, especially when data is noisy.
1.2.2 Model based Approach
Although the rules of a decision tree are easy-to-interpret, the predictive performance
is, in general, not competitive against many “black box” classifiers such as SVM and ANN.
In a model based approach, a predictive model is built from training data. Rules are
then extracted from the model. ANN and SVM are two of the most popular algorithms used
to build predictive models in this case. Rule extraction from ANNs has been investigated by
many researchers (Towell and Shavlik, 1993; Craven and Shavlik, 1994; Andrews et al., 1995;
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Craven and Shavlik, 1996; Vahed and Omlin, 1996; Tickle et al., 1998; Schmitz et al., 1999;
Vahed and Omlin, 1999; Setiono et al., 2002; Zhou et al., 2003; Johansson and Niklasson,
2003; Markowska-kaczmar and Trelak, 2003; Rabun˜al et al., 2004; Jacobsson, 2005). Towell
and Shavlik (1993) divided the process into three steps and provided an efficient solution
for the most challenging step, knowledge extraction. Huysmans et al. (2006) and Jacobsson
(2005) surveyed ANN-based rule extraction techniques. One example of a neural network
based method is described in Setiono and Liu (1997). First a neural network is trained and
pruned. For each hidden unit, the possible activation values are grouped into a few clusters
using a clustering algorithm. Rules are then created that describe the class predictions
using the discretized hidden unit activation values. Rules are extracted that describe the
discretized hidden unit activation values in terms of the original variables. Finally, the rules
from the previous steps are combined.
SVM-based rule learning has also been explored extensively due to the high perfor-
mance of SVM. Nu´n˜ez et al. (2002) proposed a clustering method to interpret an SVM
classifier. See Figure 1.4 for an example. The algorithm starts with training an SVM model.
Then in each class, a clustering algorithm is performed to find the prototype or center of
that class. A rectangle or hyperrectangle is then created using the support vector that is the
farthest from the prototype. The support vector lies on the vertex of the rectangle, while
the prototype is the center of the rectangle. If a rectangle covers the decision boundary, the
samples in the rectangle are then clustered to form a smaller subset and the above procedure
is repeated to form smaller rectangles that do not cover the decision boundary.
Martens et al. (2009) used an active learning approach to extract rules from the sup-
port vectors and decision boundary of an SVM. Barakat and Diederich (2005) improved the
scalability of the method in Nu´n˜ez et al. (2002) using a learning based approach that utilizes
the support vectors and kernel parameters to obtain rules. Fung et al. (2005) formulated
rule extraction from hyperplane based linear classifiers as a constrained optimization prob-
lem. Mohammad Abdul Haque Farquad (2012) used a hybrid approach incorporating feature
9
Figure 1.4. Example of Nu´n˜ez et al’s algorithm. Stars are the prototype. Red solid curve is
decision boundary by Support Vector Machines. Yellow dotted curves are margins.
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selection to learn rules with comparable performance. In Diederich (2008), the authors pre-
sented an introduction of rule extraction from SVM and described several applications. The
importance of bridging the gap between decisions of predictive algorithms and human inter-
pretable rules as well as some limitations and opportunities for rule extraction from SVM
were investigated.
Cohen (1995) proposed a rule extraction algorithm based on decision trees. Its pre-
dictive performance is comparable to decision tree methods. In Li et al. (2003b), a fast
algorithm based on decision tree committees was developed that scales well with high di-
mensional data. Our approach is similar to Li et al. (2003b) in the sense that we also use
an ensemble of decision trees to extract rules.
1.3 Random Forests
Random forests (RF) is an ensemble learning method using decision trees. The intro-
duction of an ensemble of decision trees aims at combining decisions from diverse decision
tree learners to obtain a better predictive performance than that of individual decision trees.
It has higher representative power than individual decision trees, which are more prone to
overfitting.
Two approaches were proposed to overcome this limitation: bootstrap aggregating
and random feature subset selection. Breiman (1996) introduced bootstrap aggregating
(Bagging), training each model (tree) in the ensemble (forest) using a randomly selected
subset of the training set. Given a training set L = {(x1, y1), · · · , (x`, y`)} ⊂ Rn×{+1,−1},
the bootstrap aggregating process generates t sets L1, · · · , Lt each being a bootstrap from L.
A decision tree is then built for each bootstrap. Bootstrap aggregating improves the accuracy
and helps to reduce variance among models and avoid overfitting. Ho (1998) proposed to
combine multiple trees constructed from a random subset of features. It maintains highest
accuracy on training data and improves the generalization performance. In the tree learning
process, a small number (m) of input features are randomly selected out of the entire features
11
in each node split. All t decision trees vote for the final prediction.
Breiman (2001) interpreted that the generalization error bounds are controlled by the
strength of individual learners and the dependence between individual learners. We want
strong individual learners but at the same time independent learners for better predictive
performance.
In RF, the choice of m influences the performance. On one hand, a small m tends
to produce independent trees, which is desirable in avoiding overfitting. But it may also
destroy the dependency structure of the whole set of input features that is useful for the
prediction. On the other hand, a large m tends to preserve feature dependency. But it may
result in trees that are highly dependent, hence overfitting. In practice, the optimal value of
m in random forests is tuned with a small number of ntree, which controls how many trees
are to be generated.
1.4 Outline of this Dissertation
The goal of this work is to learn simple rules with comparable predictive performance
to state-of-the-art algorithms. We study random forests based rule learning in different
scenarios and applications. This dissertation is organized as follows:
We motivate our research by introducing interpretability and predictive performance
and focus on rule learning algorithms. We then discuss two approaches of rule learning
techniques and introduce the state-of-the-art algorithm, random forests. Chapter 2 presents
random forests based rule learning methods in different scenarios: classification and re-
gression. It involves mapping of random forest models to rule space and usage of 1-norm
regularization to remove rules. Feature selection is discussed in Chapter 3. A novel approach
to feature selection using 1-norm regularization in rule space is reported. Combining feature
selection and rule learning together is illustrated in Chapter 4. This chapter also deals with
evaluation of resulting rules. Experimental results and discussions are shown in Chapter 5.
Finally conclusions are presented inChapter 6.
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CHAPTER 2
RANDOM FOREST BASED RULE LEARNING
In this chapter, we describe random forest based rule learning algorithms.
Random forests (RF) is an ensemble learning method which uses a large number of
decision trees. It achieves better predictive performance, in general, compared with indi-
vidual decision trees. However, there are so many decision trees in the forest, it is hard to
explain how the forest is related to the target output. One natural approach is to prune the
decision trees in the forest. The problem arises when the predictive performance is to be
kept at the same level of random forest.
2.1 Classification
2.1.1 Binary Encoding of Random Forests
Random forests (RF) is an ensemble learning method which uses a large number of
decision trees. A decision tree learning algorithm creates a tree model that predicts target
values. It is performed by recursively splitting data into subsets using one of the variables.
As the path from a root node to a leaf node is interpreted as a decision rule, a RF
is equivalently represented as a collection of decision rules. Because each sample traverses
each decision tree from root node to one and only one leaf node, we define a binary feature
vector to capture the leaf node structure of a RF. For sample xi, the corresponding binary
vector that encodes the leaf node assignment, is defined as Xi = [X1, . . . , Xq]
T where q is
the total number of leaf nodes in a forest,
Xj =
 1 if xi reaches the j-th leaf node,0 otherwise.
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Tree 1                       Tree 2            Tree 3                      Tree 4        ...
X1   0       1       0       0       1       0       0        0       1       0       0       0        0       1
X2   1       0       0       0       0       1       0        1       0       0       0       0        1       0
X3   1       0       0       0       1       0       0        1       0       0       0       0        0       1
…
Xp   0       0       0       1       0       0       1        0       0       1       0       1        0       0         
Figure 2.1. Binary encoding of a random forest.
j = 1, · · · , q.
Figure 2.1 illustrates the mapping. For illustration purpose, each sample traverses to a
randomly selected leaf node on each tree. In real situations, the leaf node is selected based
on the split rules on each node.
We call the space of Xi’s the leaf node space. In this space, each sample is mapped
to a vertex of a hypercube. Each dimension of the rule space is defined by one decision rule.
Therefore, for sample xi, Xi essentially defines which rules are active (Xj of Xi is 1) and
which are inactive (Xj = 0). The above binary mapping has been applied in Liu et al. (2010)
to combine RF with large margin learning.
2.1.2 Rule Extraction using Sparse Encoding
Using the above mapping, we obtain a new set of training samples,
{(X1, y1), (X2, y2), · · · , (Xl, yl)},
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where Xi is a vector of binary attributes and yi ∈ {1, 2, . . . , K} is the corresponding class
label. We consider classifiers of the form
y = arg max
k∈{1,...,K}
(
wTkX+ bk
)
, (2.1)
where the weight vector wk and the scalar bk define the linear discriminant function for the
k-th class.
As each binary attribute represents a decision rule, the weights in (2.1) measure the
class specific importance of rules: the magnitude of a weight indicates the importance of the
rule. Clearly, in the above classifier, a rule can be removed safely if its weights for all K
classes are 0. Rule extraction is therefore formulated as a problem of learning the weight
vectors.
We consider the following learning problem using 1-norm regularization:
min
wk,ξik,b
(
λ
K∑
k=1
||wk||1 +
p∑
i=1
∑
k=1,...,K,k 6=yi
ξik
)
s.t. (wyi −wk)TXi + byi − bk + ξik ≥ 1
ξi ≥ 0,
i = 1, · · · , l. (2.2)
The objective function consists of two terms. Because of the sparse favoring property of the
1-norm regularization, the first term,
∑K
k=1 ||wk||1, controls the number of nonzero weights,
and hence the number of rules extracted. The second term is the sum of slack variables
ξik. Because a nonzero slack variable indicates a misclassified sample, the second term is
correlated with the empirical error. The tradeoff between the sparseness of a solution and
the empirical error is determined by the regularization parameter, λ. 1-norm sparse encoding
has been widely applied in statistics and machine learning, e.g., Tibshirani (1996); Zhu et al.
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(2003),and Zou (2007). The above optimization is a linear program (LP).
2.2 Regression
2.2.1 Regression in general
Many computational methods are developed to analyze biological data of different
types, e.g., categorical data, continuous data, etc. In many real world problems, the tar-
get variables are continuous. Classification algorithms that predict discrete outcomes tell
the categories to which samples belong, while regression algorithms tell the exact value of
target variable. It is possible to reduce regression problems to classification by discretiza-
tion (Torgo and Gama, 1996; Weiss and Indurkhya, 2000; Indurkhya and Weiss, 2001; Janssen
and Fu¨rnkranz, 2011) of values of target variable. Janssen and Fu¨rnkranz (2011) proposed to
use a dynamic approach to fine-tune discretization of target values according to the context
of samples to enhance the performance. It is useful when the corresponding classification
method performs well and suitable discretization techniques are used. There are generally
two categories of regression problems for prediction depending on linearity: linear regression
and nonlinear regression. In linear regression, the model fitted can be used to identify linear
relationships between input and output. Linear regression usually takes the form:
Y = XTβ + ε, (2.3)
where X is the input, Y is the output response, β is the regression coefficient, ε is the error
term.
We can see that a linear relationship can help humans interpret the result easily.
In many practical applications, however, the relationship between input and output is not
linear. For example, from Figure 2.2, the relationship between one input feature (x1) and
response output (x2) is spiral, so there is not a direct linear relationship between the two
variables.
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Figure 2.2. Nonlinear data.
Nonlinear regression techniques can often be used to model more complex relation-
ships effectively. Nonlinear regression can be written in general form:
Y = f(X, β) + ε, (2.4)
where f is a nonlinear function that maps the input to response variable. β is a parameter
in the function. There are many functions used in different scenarios: exponential functions,
logarithmic functions, trigonometric functions, and power functions, etc. Some of these
functions can be linked to the corresponding linear parameter. For example, in Figure 2.2,
the relationship between x1 and x2 in Cartesian coordinates can be realized by a spiral
transformation to polar coordinates and a parameter θ,
r = 2 ∗ (θ1/2). (2.5)
where r is radial coordinate, θ is angular coordinate. A point is represented by x1, x2 in
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Cartesian coordinates. The values of x1 and x2 are calculated as:
x1 = r ∗ cos(θ),
x2 = r ∗ sin(θ).
We can explain the relationship between x1 and x2 using another two variables, r and θ,
i.e., x1 and x2 are in a spiral shape with parameters r and θ. While other functions such
as a mixture of exponential function and trigonometric functions are hard for humans to
understand directly, making the direct interpretation of results difficult. Therefore we face
the issue of two seemingly conflicting problems: improving predictive performance and better
interpretation of prediction result.
Finding a right tradeoff between predictive performance and model interpretability
is thus important. This is the problem that we attempt to tackle here.
Decision trees use a tree structure to represent recursive partitions of the space. From
the root node to each leaf node of a decision tree, a partition is formed based on the condition
on a feature at each step. The value at the leaf node is an estimation of the target value. It
is estimated from all the samples falling into the partition represented by the leaf node. In
a classic regression tree, it is the sample mean of the dependent variable falling into the leaf
node, which is a piecewise-constant model. In another view point, one partition formed by
traveling from root node to leaf node is a partition rule. For example, in Figure 2.3, there
are two input variables, Smoothness and Compactness, and one target variable, Recurrence
time. The partition at the top right of the figure states the rule: If Smoothness is > 0.9 and
Compactness is > 1, the average Recurrence time is 32.
2.2.2 Random Forests Mapping
In a regression problem, the goal is to find a function F that predicts the unknown
value of target variable y =[y1, y2, · · · , yl]T using input data x =[x1, x2, · · · , xl]T . The target
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Figure 2.3. Regression Tree Partition. Regression tree is generated from two variables:
Smoothness and Compactness. The top axis shows the target variable, Recurrence time,
with values range from 5 to 45.
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variable is a real number:
y = F (x),
yR.
As the path from a root node to a leaf node is interpreted as a regression rule, a
random forest is equivalently represented as a collection of regression rules. Because each
sample traverses each tree from root node to one and only one leaf node, we define a feature
vector to capture the leaf node structure of a RF. For sample xi, the corresponding feature
vector that encodes the leaf node assignment is defined as Xi = [X1, . . . , Xq]
T where q is the
total number of leaf nodes in the forest,
Xi =
 aj if xi reaches the j-th leaf node,0 otherwise.
j = 1, · · · , q.
where aj is the target value at leaf node j.
Figure 2.4 illustrates the mapping. For illustration purpose, each sample traverses to
a randomly selected leaf node on each tree. In real situations, the leaf node is selected based
on the split rules on each node.
We call the space of Xi’s the rule space. In this space, each sample is mapped to a
vertex of a hypercube. Each dimension of the rule space is defined by one regression rule.
The above mapping is an extension of binary mapping applied in Liu et al. (2010, 2012) to
the regression case.
2.2.3 Rule Elimination using 1-norm Regularization
Using the above mapping, we obtain a new set of training samples in the rule space,
{(X1, y1), (X2, y2), · · · , (Xl, yl)}, where Xi is a vector of target values at the leaf nodes that
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•
•
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Xl
Tree 2         
X1
X2
0            0           1.5        0                            0.2             0               0
0.1        2.8         1.5       0.6                          0.2          −0.5            1.1
0            0             0        0.6                           0            −0.5              0
0           2.8           0         0                            0.2             0                0
Figure 2.4. Mapping samples to rule space.
Xi falls in and yi is the corresponding target value. We consider the following form
y = wTX+ b. (2.6)
where weight vector w and scalar b define linear regression function for the sample. Clearly,
a rule can be removed safely if its weight is 0. Rule elimination is therefore formulated as a
problem of learning the weight vectors.
We consider the following learning problem using 1-norm regularization:
min
w,ξi
(
λ||w||1 +
l∑
i=1
ξi
)
s.t. |wTXi + b− yi| ≤ ξi
ξi ≥ 0, i = 1, · · · , l. (2.7)
Similar to the classification case, the objective function consists of two terms with a regu-
larization parameter, which can be solved by a linear program solver (LP).
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2.2.4 Ordinal Regression
A special case of regression problem is ordinal regression (McCullagh, 1980), where
the target value is ordinal. For example, diseases are categorized into scales from least severe
to most severe. The formula for this problem is as follows:
Yo = f(X, β) + ε.
where Yo is an ordinal variable. There are k possible ordered numbers in Yo, i.e., v1, v2, · · · , vk,
where v1 < v2 · · · < vk. In Frank and Hall (2001), ordinal regression is treated as ordinal
classification problem. Data is transformed from k-class ordinal problem into k − 1 binary
class problem. For each ordinal number vi, a new binary attribute v
∗ is generated by checking
whether v∗ > vi. In another approach, Kramer et al. (2010) transformed data or learning
process in various ways to learn ordinal target values using a basic learning algorithm:
Structural Classification and Regression Tree. It achieved comparable performance on some
benchmark data sets with the state-of-the-art algorithm. In this work, we treat ordinal
target variables as real numbers which can be handled naturally using regression tree based
methods.
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CHAPTER 3
FEATURE ELIMINATION
In this chapter, we briefly introduce feature selection. After that, we focus on feature
elimination methods derived from 1-norm regularization and propose our approach to feature
elimination.
3.1 Introduction
Feature selection selects the most representative subset of features. In many prac-
tical applications, a data set usually contains a large number of features, many of which
may be irrelevant or redundant. Those irrelevant or redundant features may be noises to
relevant features, which may reduce the performance of a learning algorithm. Removal of
such features may improve the performance of the learning algorithm. The contribution of
each feature to the identification of the target output is different. Feature selection can also
find important features to the problem at hand. These important features can help domain
experts understand the problem and make decisions based on them. For example, in gene
expression analysis, critical genes can be identified using feature selection techniques. Only
using an expression profile of those genes, biologists can infer whether patients have a certain
kind of disease or not. The advantage of feature selection can be summarized as follows:
• Reduce training time,
• Improve predictive performance,
• Improve interpretability,
• Reduce computational cost,
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• Avoid the “curse of dimensionality”.
Some of the most successful feature selection algorithms combine a classification algorithm
with some heuristics for post-processing. In general, feature selection can be categorized as
filter methods, wrapper methods, or embedded approaches.
Filter methods do not require a learning algorithm for a predictive model and are
normally regarded as a pre-processing step of other algorithms. A metric is used to score
each individual feature. The scoring measure is typically fast to compute. Some of the
measures include mutual information, Pearson correlation coefficient, correlation between
the feature and target output, error rate of learning algorithm built using the individual
feature, scores of significance tests for feature combinations, and so on. Either a subset of
best features or a ranking of features according to computed scores of features are generated.
The cut-off of the ranking could be chosen by cross validation. Some of the advantages of
filter methods are:
• Simple,
• Scalable,
• Computationally less costly than the other two methods.
A particular metric is used for all individual features, the method produces a feature set that
may not be relevant to a specific type of predictive model. It also may produce a redundant
set of features.
Wrapper methods use search heuristics to find a subset of features that gives the best
score from a predictive model constructed from the subset of features.
The search algorithm is probably the most important component of a feature selection
method. Several search strategies have been used for feature selection (Kohavi and John,
1997): branch-and-bound, divide and conquer, greedy method, evolutionary algorithm, an-
nealing, etc. Among them, a greedy search strategy, such as forward selection (incremental
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search) or backward elimination, is one of the most popular techniques because of its com-
putational efficiency, robustness to overfitting (Guyon and Elisseeff, 2003), and typically low
variance.
As wrapper methods generate predictive models for each subset of features, they could
give a best subset of features for the model. However, the approach is highly computationally
intensive.
In embedded methods, feature selection is built into a learning algorithm. The search
is guided by the learning algorithm. One example of an embedded method is the Support
Vector Machine (SVM) Recursive Feature Elimination proposed by Guyon et al. (2002). It
recursively constructs an SVM classifier and eliminates feature(s) with the least weight(s).
The computational cost of embedded methods is usually between that of filter methods and
wrapper methods.
For reviews on feature selection, we refer interested readers to Guyon and Elisseeff
(2003); Saeys et al. (2007), and Ma and Huang (2008).
Here we focus on feature elimination.
3.2 2-norm versus 1-norm
Considering a classification problem, let {(X1, y1), (X2, y2), · · · , (Xl, yl)}, denote train-
ing samples, where Xi is a vector of binary attributes and yi ∈ {1, 2, . . . , K} is the corre-
sponding class label. Solving using 2-norm, we have
min
wk,ξik,b
(
λ
K∑
k=1
||wk||2 +
l∑
i=1
∑
k=1,...,K,k 6=yi
ξik
)
s.t. (wyi −wk)TXi + byi − bk + ξik ≥ 1
ξi ≥ 0,
i = 1, · · · , l. (3.1)
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Figure 3.1. Weights of rules from Cannabinoid (CB) data sets.
If data follow a Gaussian distribution, it is more appropriate to use 2-norm penalty. However,
due to the curse of dimensionality, if there is a large number of parameters to be estimated,
no method can be effective (Friedman et al., 2004). Replacing 2-norm with 1-norm, we have
min
wk,ξik
(
λ
K∑
k=1
||wk||1 +
l∑
i=1
∑
k=1,...,K,k 6=yi
ξik
)
s.t. (wyi −wk)TXi + byi − bk + ξik ≥ 1
ξi ≥ 0,
i = 1, · · · , l. (3.2)
Since 1-norm penalty is not differentiable at zero, it prefers a sparse solution where only a
small number of weights are nonzeros. In this sparse scenario, 2-norm may still generate a
large number of nonzero weights. The curse of dimensionality has a larger impact on 2-norm
formula.
1-norm regularization was applied to random forest mapped rule space on Cannabi-
noid (CB) data set (details about the data set is in Chapter 5). Figure 3.1 shows the non-zero
weights learned. Typically, there are over 10000 rules generated from the data sets. Many
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of the weights are zero or nearly zero, while a small set of them are not zeros.
Similar properties apply to the regression problem. Let {(X1, y1), (X2, y2), · · · , (Xl, yl)}
denote training samples, where Xi is a vector of target values and zeros. If Xi falls in a leaf
node of a tree, the corresponding position is represented by the target value at the leaf node
yi; all other positions in the tree are marked as zeros. Solving it using 2-norm, we have,
min
w,ξi
(
λ||w||2 +
l∑
i=1
ξi
)
s.t. |wTXi + b− yi| ≤ ξi
ξi ≥ 0, i = 1, · · · , l. (3.3)
Similarly, replacing 2-norm penalty to 1-norm penalty, we have,
min
w,ξi
(
λ||w||1 +
l∑
i=1
ξi
)
s.t. |wTXi + b− yi| ≤ ξi
ξi ≥ 0, i = 1, · · · , l. (3.4)
Generally, because yi being continuous, the solution is less sparse than a classification prob-
lem.
3.3 Feature elimination by 1-norm regularization
The objective function consists of two parts: model complexity and empirical error.
Model complexity is controlled using a lasso penalty. The lasso penalty shrinks the feature
weights towards zeros, and some of them can be exactly zero. Since weights measure the
importance of the corresponding feature, a weight of zero means that the corresponding
feature can be removed. Zhu et al. (2003) showed that 1-norm regularization yields sparse
results, i.e., many weights are zero. It is useful in feature selection and could be considered
as an embedded method of feature selection.
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Figure 3.2. Effects of λ on feature selection
The sparsity is regularized by tuning parameter λ. It controls the tradeoff be-
tween model complexity and empirical error. Unless regularization path of the parameter
is known, it is hard to estimate the right tuning parameter for given data. As 1-norm is
non-differentiable, it is difficult to find the path using a gradient based approach. Figure 3.2
illustrates that as λ increases, the number of features selected reduces using 1-norm regular-
ization indicating that a more sparse result is generated.
3.4 Feature elimination by rule 1-norm regularization
When the 1-norm regularization applies to rule learning, features are now rules to
be selected. Figure 3.3 shows an example of random forest. Using the mapping technique
described in previous chapter, we map the leaf nodes of random forest to rule space. Features
are used to formulate rules from root node to the corresponding leaf node of the corresponding
tree.
The distribution of features in a RF is determined by the RF learning process. After
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Figure 3.3. Random forest mapping to rule spaces and features used
Figure 3.4. Rules and features used after 1-norm regularization in rule space
rule extraction using 1-norm regularization, many rules are removed. Features used in those
rules may also be removed correspondingly if they are not used in the remaining rules.
Figure 3.4 demonstrates the result after 1-norm regularization.
It indicates that those features have no effect on the learning problem. The distribu-
tion of features in the forest is, in general, different from the distribution of features among
the rules extracted. We take advantage of this difference to select features based on the
assumption that important features are retained in the decision rules extracted. Since it is
based on the result of rule extraction using 1-norm regularization, this approach is called
rule 1-norm regularization.
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Figure 3.5. Number of rules selected over iteration.
3.5 Feature elimination by rule 1-norm regularization - an iterative approach
An optimal regularization path is usually not known beforehand. It is difficult to
find the optimal path, especially in the case of 1-norm, which is not differentiable at zero.
Even if the regularization path can be approximated using a piecewise linear approach, it is
still slow for large scale problems. Another commonly used approach is similar to recursive
feature elimination, which greedily removes feature(s) based on the predictive performance
of model or weights on the features. From the previous section, we can see that features
could be removed due to rules being removed. Features could be further removed if more
rules are removed. Based on the idea of recursive feature elimination, we could iteratively
do 1-norm regularization in the rule space.
Figures 3.5 and 3.6 demonstrate the process on Nutt et al. (2003) data. The number
of rules is reduced after each iteration. At the same time, the number of features used in
the next iteration is reduced. Note that the largest reduction of features occurs after the
first iteration, from 2498 to 20, and from 12625 to 46, respectively. After the first iteration,
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Figure 3.6. Number of features selected over iteration.
there is still room for the reduction of rules and features as shown in Figures 3.5 and 3.6.
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CHAPTER 4
COMBINED RULE LEARNING AND FEATURE ELIMINATION
This chapter describes our proposed approach of combining rule learning and feature
elimination. After a brief introduction to rule learning and feature elimination, we illustrate
how combining these two aspects can generate an even more compact rule sets and feature
sets. Next, we discuss the evaluation of learning algorithms. Finally, we summarize our
proposed approach.
4.1 Combined rule learning and feature elimination
Rule learning algorithms aim to learn rules from data. As discussed in chapter 1, most
of the rule learning algorithms focus on learning rules efficiently and accurately. Similarly,
most feature elimination algorithms focus only on finding important features. In the light
of balancing predictive performance and interpretability, it is usually crucial to considering
both rule learning and feature elimination.
As shown in the previous chapter, we can combine rule extraction by 1-norm regu-
larization and feature selection by rule 1-norm regularization. The regularization parameter
λ is chosen by cross validation on the training set. It is possible to further select rules from
a random forest (RF) built on the selected features to get a more compact set of rules. This
motivates an iterative approach. Features selected in the previous iteration are used for
constructing a new RF. A new set of rules is then extracted from the new RF. This process
continues until the number of selected features does not change.
If a user prefers predictive performance, the sets of extracted rules and remaining
features are generated from the iteration having the smallest cross validation error. If the user
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Figure 4.1. Number of rules selected from Nutt data set.
prefers a smaller rules set, the sets of extracted rules and remaining features are generated
from the iteration with the smallest rule set, typically the last iteration.
In Figures 4.1 and 4.2, the numbers of selected features and rules are small. The
number of selected features is even less than that described in the previous chapter, which
suggests that it could generate an even more concise set of features.
4.2 Evaluation of rule learning
The use of machine learning algorithms is of great value in solving many practical
problems. The evaluation of machine learning algorithms is critical in their success in those
problems. Many evaluations of machine learning algorithm were focusing on predictive
performance. For example, Cooper et al. (1997) showed that error rate is useful in assessing
an algorithm’s potential to assist domain experts in deciding the next steps of operation.
Japkowicz and Shah (2011) discussed issues that arise in predictive performance evaluation.
They are particularly interested in predictive performance metrics. However, as Cooper et al.
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Figure 4.2. Number of features selected from Nutt data set.
(1997) suggested, metrics other than predictive performance such as number of variables
may also help domain experts in their understanding of the problem at hand and decision
making. Few efforts had been developed to optimize the metrics. In this work, we also focus
on interpretative performance as well as on predictive performance. During the evaluation
of algorithms, we use metrics from both categories.
4.2.1 Predictive performance
4.2.1.1 Classification
The most popular criteria on the performance is prediction accuracy; in binary clas-
sification, it is:
acc =
TP + TN
Number of samples
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where TP is number of true positives, TN is number of true negatives. For multiple class
classification,
acc =
Number of predictions matching true labels
Number of samples
.
Obviously, the higher the prediction accuracy, the better the performance of the correspond-
ing classifier. Note that the accuracy is calculated based on test data. If we optimize
accuracy based on training data, overfitting may occur. Usually, an algorithm that has good
performance on training data may perform worse in unseen data if the algorithm is only
optimized on training data.
4.2.1.2 Regression
The performance evaluation criteria for the regression problem is R squared (Steel
and Torrie, 1960) statistics. It measures the goodness of fit of the models to the data. It is
used to describe how well the predictions fit the test data. Let y′ denote predictive values
from the algorithm, y denote mean value of target variable, the formulation of R squared is:
R2 = 1− SSerr
SStot
(4.1)
where SSerr =
∑
(yi− y′i)2, SStot =
∑
(yi− y)2, i = 1, ..., n, n is number of test samples. An
R squared value closer to one indicates better performance.
4.2.2 Interpretative performance
For interpretability, it is natural to have the following criteria:
• Number of rules, a small set of rules is better
• Number of features in a rule, a concise rule is better,
• Total number of features used in all of the rules, a small number of features used is
better.
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4.2.3 Stability
A simple evaluation on the stability of an algorithm is the standard deviation based
on multiple runs.
If we choose an arbitrarily high regularization parameter λ in 1-norm regularization
step, the performance of an algorithm may drop. If the range of λ is relatively large, it
indicates that the algorithm is relatively stable. Thus, it is also a measurement of stability
of an approach.
In general, random forests classification is more robust against noise when compared
with many other methods (Hamza and Larocque, 2005). There is limited research, however,
on whether random forests regression based methods are also robust. One straightforward
method to test this is to introduce noise into the data and then compare the difference
between R squared statistics with and without the noise. The smaller the difference is, the
more robust the algorithm is to noise. The significance of the difference is measured by the
p-value.
4.2.4 Visualization
To illustrate how predictive values matched true values, we use an approach similar
to Monti et al. (2003), which was used for clustering analysis. Here we partition the target
values in different intervals, and then count how many samples fall into the same interval
for both predictive and true values. The resulting confusion matrix can be visualized using
a heatmap to get an idea how they match and the quality of prediction.
4.3 Overall approach
Figure 4.3 shows the flowchart of our approach in the case it stops until there is
no feature eliminated. The following pseudocode illustrates the overall workflow of the
algorithm:
Require:
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Initial feature set F
Training set x of p samples
Ensure:
Selected Features Ff
Selected Rules Rf
1: i← 1,F0 ← ∅,Fi ← F
2: while (Fi − Fi−1) 6= ∅ do
3: Run random forests on x with feature set Fi
4: Random forests generates a set of rules Rr
5: Map Rr to X
6: Solve the linear program in (2.7) to get w’s and
cross validation mean square error Ci
7: index← index of (w > threshold, which is set
by user and is a small positive number or 0)
8: i← i+ 1
9: Ri ← Rr(index)
10: Fi = {Features used in Ri}
11: end while
12: i∗ = arg maxiCi
13: Ff ← Fi∗
14: Rf ← Ri∗
15: return Ff ,Rf .
37
Figure 4.3. Flowchart of our approach.
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CHAPTER 5
EXPERIMENT AND RESULTS
In this chapter, we present experimental results and analysis using the proposed
approaches.
5.1 Classification
In this section, we first describe the data sets used. We then present detailed results
and discussion.
5.1.1 Data Sets
We applied the method to several data sets. The first data set is prospectr data (Adie
et al., 2005), which is used to evaluate the rule extraction method described in Section 2.2.3.
The prospectr data set contains gene-based representations of human hereditary diseases.
We combine the training set (OMIM training set) and test set (HGMD test set) as described
in (Adie et al., 2005). There are 3586 samples each with 61 features. Most of them are
Table 5.1. Some statistics of data sets for Cannabinoid (CB) receptor subtypes CB1 and
CB2, and for P-glycoprotein (P-gP).
Data training test number of number of
set size set size classes features
MOE DragonX
CB1 antagonist activity 255 107 2 306 1972
CB1 antagonist selectivity 149 65 3 306 1880
CB2 agonist activity 288 128 2 306 1914
CB2 agonist selectivity 135 60 3 306 1808
CB2 antagonist activity 102 40 2 298 1863
CB2 antagonist selectivity 108 42 2 298 1837
P-gP 465 117 2 - 2054
39
numerical features. We removed features with missing values, resulting in 53 features. To get
an idea of how well the method will perform on unseen data, we use five fold cross validation
accuracy for this data set, while for the following data sets, we report test accuracies.
We applied our approach to Cannabinoid (CB) receptor data sets and P-glycoprotein
(P-gP) data set. These data sets are from Dr. Robert Doerksen’s group (Liu et al., 2012).
CB compounds include published compounds reported as CB1 antagonists, CB2 agonists
and CB2 antagonists, classified using cutoffs into active/inactive, selective/moderately se-
lective/nonselective (for CB1 antagonists and CB2 agonists) and selective/nonselective (for
CB2 antagonists), hence forming in total six data sets. For each data set, the compounds
were divided into training and test set using a 70/30 split (see Table 5.1). In order to balance
the data set to have equal occupancy of each class, some randomly selected compounds from
the Asinex database were put in the training and/or test sets as decoys and labeled as inactive
or non-selective. For each data set, two sets of features were calculated, a smaller set (∼300)
calculated using the MOE software (Group, 2010) and a larger set (∼3000) calculated using
the DragonX software (Mauri et al., 2006). For the P-gP data set (pgp, 2008), compounds
were classified as substrates or non-substrates of the P-glycoprotein transporter. The com-
pounds were divided into training and test sets making sure that each set had roughly the
same structural diversity and activity distribution, based on Soergel index diversity analysis
using calculated hashed binary fingerprints. The features used were calculated from physic-
ochemical descriptors of the compounds. When using features from the DragonX software
for CB1/CB2 or P-gP, constant features were removed before applying the algorithm. The
statistics of the above data sets are listed in Table 5.1.
Finally, we applied our method to four microarray gene expression data sets from
UCI machine learning repository (Asuncion and Newman, 2007). One data set is Golub
data (Golub et al., 1999) on human leukemias, Acute Lymphoblastic Leukemia (ALL) and
Acute Myeloid Leukemia (AML). There are 72 samples each containing expression values
of 7129 probe sets (38 samples are used for training and 34 samples are used for testing).
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Figure 5.1. Number of rules extracted on prospectr data.
Another data set is Alon data (Alon et al., 1999), which contains 62 samples with 2000
gene expression values for each sample. The 62 tissue samples include 22 normal and 40
colon cancer tissues. The third data set, the Nutt data, is high-grade glioma brain cancer
data (Nutt et al., 2003) which contains 50 samples of 12625 expression values. The van’t
Veer data set (van ’t Veer et al., 2002) involves breast cancer data consisting of 78 samples
each represented by 24418 expressions. Of these, 44 samples are in the “good” prognosis
class whose patients remained free of disease after their initial diagnosis for an interval of at
least five years. The remaining 34 samples are in the “poor” prognosis class whose patients
had developed distant metastases within five years. Except for the small Golub data set, 10
percent of the samples are used for test, while the rest are used for training.
5.1.2 Rule Extraction using Sparse Encoding
We applied the rule extraction method in Section 2.2.3 to the prospectr data to
illustrate the effect of the regularization parameter λ. The experiment was done by separating
all samples into five folds, and generating cross validation accuracies. The results shown are
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Figure 5.2. Cross validation accuracy on prospectr data.
the average of accuracies on the validation sets. Figure 5.1 shows the number of rules
extracted using different values of λ. When λ is zero, where there is no regularization, the
number of rules extracted is in the upper middle range. As λ changes to positive number,
the number of rules extracted rises rapidly; as λ continues to increase, the number of rules
extracted drops fast and then slowly approaches zero. The accuracy does not decrease
significantly when λ is small, as Figure 5.2 shows. Even with a large value of λ, say 40,
where the number of rules extracted is very small, the accuracy is still considerably high.
5.1.3 Combined Rule Extraction and Feature Elimination
As our method is based on random forests, which is in turn based on decision trees, we
compared our results with a decision tree-based rule extraction algorithm, RIPPER (Cohen,
1995). RIPPER uses a divide and conquer strategy and splits samples into a growing set
and a pruning set. The growing set is used to generate decision trees, while the pruning set
is used to prune the trees according to reduced error criteria. Once a rule is generated, all
the samples covered by the rule are removed from the sets. This process repeats until all
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samples are covered.
5.1.4 Results on CB1 and CB2 data sets
Table 5.2 shows the number of rules generated by a RF and extracted by our approach
on CB1 and CB2 data sets using the smaller feature sets (MOE software). On all six data
sets, the number of rules selected by our approach is less than 1% of the total number of
rules generated by the RF. Table 5.3 shows the test accuracy of the different methods. In
each case, RF delivers the best performance. Our approach is better than RIPPER. On the
larger feature sets, Table 5.4 shows the number of rules generated by a RF and extracted by
our approach. On all six data sets, the number of rules selected by our approach is less than
1% of the total number of rules generated by a RF. Table 5.5 lists the test accuracy. Again,
RF produces the best prediction accuracy. Our approach outperforms RIPPER. Note that
although our approach’s accuracy is slightly lower than RF, it only uses less than 1% of the
rules of a RF, hence significantly improving interpretability.
We also tested the performance on mapped rule space using random forest directly.
After generating random forests model using original feature set, the data is mapped to rule
space. In rule space, instead of extracting rules using 1-norm regularization, we generate
random forests model directly. The results are shown on Table 5.3 and Table 5.5 as Mapped
RF. They are comparable with both RF and our approach in most cases.
The extracted rules are ranked with respect to the magnitude of weights. Table 5.6
shows a sample of descriptors used in the top-ranked rule on one CB data set - CB1 antagonist
activity with the larger DragonX feature set. Considering the top-ranked selected rule for
each of the six CB dataset from our approach models, we noted that the descriptors in
the activity data sets are different from those in the corresponding selectivity data sets.
This suggests that the activity and selectivity are determined by different physicochemical
properties. For some data sets, the top-ranked rule contains descriptors of the same category,
suggesting this category plays an important role in the determination of activity or selectivity.
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Table 5.2. Interpretability on Cannabinoid (CB) Receptor Subtypes CB1 and CB2 data sets
with the smaller MOE feature sets.
Data Number of rules Number of features Number
RF Our Reduction Our Reduction of
approach rate (%) approach rate (%) features
in a rule
CB1 antagonist 7199 28 99.6 67 78.1 6 (1.44)
activity
CB1 antagonist 9511 43 99.6 45 85.3 6 (2.1)
selectivity
CB2 agonist 11495 67 99.4 180 41.2 9 (3.33)
activity
CB2 agonist 9432 88 99.1 176 42.5 6 (2.04)
selectivity
CB2 antagonist 10836 24 99.8 22 92.6 5 (2.13)
activity
CB2 antagonist 6709 25 99.6 77 74.2 5 (1.59)
selectivity
Table 5.3. Accuracy of the different methods on Cannabinoid (CB) Receptor Subtypes CB1
and CB2 data sets with the smaller MOE feature sets.
Data RF RIPPER Our approach Mapped RF
CB1 antagonist activity 95.3 91.6 94.4 93.5
CB1 antagonist selectivity 83.1 63.1 80.0 81.5
CB2 agonist activity 80.5 77.3 80.5 80.5
CB2 agonist selectivity 73.3 63.3 70.0 73.3
CB2 antagonist activity 90.0 75.0 75.0 92.5
CB2 antagonist selectivity 85.7 85.7 78.6 78.6
For some other data sets, the top-ranked rule contains descriptors from various categories,
suggesting variable kinds of effects affect the determination of different classes.
5.1.5 Results on P-gP (P-glycoprotein) data set
As indicated in Table 5.7, classification is a harder problem for P-gP data than for
the CB data. The accuracy of RF is low. Our approach performs significantly better than
RIPPER.
The descriptors that occurred in the top-ranked rule are listed in Table 5.8. It is
interesting to observe that in the top-ranked rule, except for 2 descriptors from the category
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Table 5.4. Interpretability on Cannabinoid (CB) Receptor Subtypes CB1 and CB2 Data
Sets with larger DragonX feature sets
Data Number of rules Number of features Number
RF Our Reduction Our Reduction of
approach rate (%) approach rate (%) features
in a rule
CB1 antagonist 6190 35 99.4 112 94.3 7 (1.48)
activity
CB1 antagonist 7430 65 99.1 140 92.6 5 (1.32)
selectivity
CB2 agonist 11403 58 99.5 59 96.9 9 (3.38)
activity
CB2 agonist 16356 73 99.6 176 90.3 5 (1.67)
selectivity
CB2 antagonist 14220 25 99.8 61 96.7 6 (1.33)
activity
CB2 antagonist 12498 35 99.7 92 95.0 5 (1.21)
selectivity
Table 5.5. Accuracy of the different methods on Cannabinoid (CB) Receptor Subtypes CB1
and CB2 data sets with the larger DragonX feature sets.
Data RF RIPPER Our approach Mapped RF
CB1 antagonist activity 95.3 88.8 95.3 96.3
CB1 antagonist selectivity 80.0 64.6 72.3 75.4
CB2 agonist activity 78.1 74.2 79.7 75.0
CB2 agonist selectivity 71.6 65.0 68.3 73.3
CB2 antagonist activity 87.5 85.0 85.0 87.5
CB2 antagonist selectivity 85.7 83.3 85.7 85.7
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Table 5.6. Sample descriptors in the top-ranked selected rule from Cannabinoid (CB) Re-
ceptor Subtypes CB1 and CB2 data sets.
Descriptors Category Description
T(O..O) Topological descriptors sum of topological distances between O..O
Mor02e 3D-MoRSE descriptors 3D-MoRSE - signal 02 / weighted by
atomic Sanderson electronegativities
BEHv1 Burden eigenvalue descriptors highest eigenvalue n. 1 of Burden matrix
/ weighted by atomic van der
Waals volumes
ESpm08d Edge adjacency indices Spectral moment 08 from edge adj.
matrix weighted by dipole moments
RDF055u RDF descriptors Radial Distribution Function - 5.5 /
unweighted
Mor22u 3D-MoRSE descriptors 3D-MoRSE - signal 22 / unweighted
G2u WHIM descriptors 2nd component symmetry directional
WHIM index / unweighted
GGI3 Topological charge indices topological charge index of order 3
C-005 Atom-centred fragments CH3X
Table 5.7. Accuracy of different methods on P-glycoprotein (P-gP) data set.
Data RF RIPPER Our approach
P-gP 66.7 61.1 66.7
Table 5.8. Summary of descriptors in top-ranked selected rule from P-glycoprotein (P-gP)
data set.
Descriptors Category Description
SP11 Randic Molecular Profiles shape profile no.11
EEig05x Edge Adjacency Indices Eigenvalue 05from edge adj. matrix
weighted by edge degrees
QXXv Geometrical descriptors Qxx COMMA2 value / weighted by atomic
van der Waals volumes
Mor13u 3D-MoRSE descriptors 3D-MoRSE - signal 13 / unweighted
nHDon Functional Group Counts number of donor atoms for H-bonds (N and O)
AEige Eigenvalue-based indices Absolute eigenvalue sum from
electronegativity weighted distance matrix
R3m+ GETAWAY descriptors R maximal autocorrelation of lag 3 /
weighted by atomic masses
Mor10m 3D-MoRSE descriptors 3D-MoRSE - signal 10 / weighted by
atomic masses
L2m WHIM descriptors 2nd component size directional WHIM
index / weighted by atomic masses
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‘3D-MoRSE descriptors’, all the others are from different categories. These categories are
highly independent and uncorrelated.
5.1.6 Results on Microarray data sets
Four microarray data sets were tested. The number of rules extracted are listed
in Table 5.9. RIPPER consistently generates fewer rules on all but the Colon data set,
for which our approach produces the least number of rules. The accuracies are presented
in Table 5.10. The accuracies of RF and our approach are comparable. Our approach
significantly outperforms RIPPER on all but the Nutt data set, on which they tied. Overall,
the rules extracted by our approach generate better prediction than RIPPER.
Our approach generates three rules from the Golub data set. They are listed below.
For ease of interpretation, the corresponding proteins of selected genes are presented in the
rules.
1. IF “Zyxin” > 994.0 THEN AML.
2. IF “Catalase (EC 1.11.1.6) 5’flank and exon 1 mapping to chromosome 11, band p13
(and joined CDS)” ≤ 2773.0 AND “HLA Class II Histocompatibility Antigen, DR
Alpha Chain Precursor (HCHADACP)” ≤ 8774.5 THEN ALL T-Cell.
3. IF “Zyxin” ≤ 994.0 AND “HCHADACP” > 8953.0 THEN ALL B-Cell.
Zyxin is a zinc-binding adaptor phosphoprotein that is localized at focal adhesion
plaque complex. Zyxin may regulate cytoskeletal dynamics and mediate adhesion-stimulated
changes in gene expression in signal transduction (Consortium, 2011; Jain et al., 2009). It
has been shown by Wang et al. (2005) computationally and biologically that Zyxin plays an
important role in leukaemogenesis. Many other researchers have verified this, to list a few,
Baker and Kramer (2006); Su et al. (2003), and Wang (2006).
Catalase is an enzyme that catalyzes the conversion of hydrogen peroxide to water
and oxygen (Consortium, 2011; Jain et al., 2009). Kidson (1962) found the association of
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Table 5.9. Interpretability on microarray data sets.
Data Number of rules Number of genes Number of genes
Random forest Our approach in a rule
Golub 4336 3 3 3
Colon 4522 1 3 3
Nutt 9314 33 17 4
Veer 7624 55 234 4
catalase level with myeloid leukemia. Adie et al. (2006) also identified the catalase gene in
50 top-ranked genes.
HLA Class II Histocompatibility Antigen, DR Alpha Chain Precursor (HCHADACP)
involves the presentation of foreign antigens to the immune system (Consortium, 2011; Jain
et al., 2009). Schoch et al. (2002) found this protein helps to discriminate between distinct
cytogenetic AML subtypes.
The above rules have some interesting interpretations. For example, Rule 3 seems to
suggest that if Zyxin is at a low level, and at the same time HCHADACP is at a high level,
it is likely to be an ALL B-Cell case.
On the Colon data set, our approach extracts just one rule with an accuracy identical
to that of RF:
1. IF “Collagen Alpha 2(XI) Chain” ≤ 84.878750 AND “Human vasoactive intestinal
peptide (VIP) mRNA, complete cds.” > 50.168453 AND “Human mRNA for receptor
of retinoic acid.” > 96.290622 THEN normal.
On the Nutt and van’t Veer data set, 33 and 55 rules are generated, respectively. The
accuracy of our approach is significantly better than RIPPER on the van’t Veer data set.
These results demonstrate the high potential of our approach in generating predictive models
with good interpretability in terms of number of rules, number of genes involved, and size
of each rule.
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Table 5.10. Accuracy of different methods on microarray data sets.
Data RF RIPPER Our approach
Golub 91.18 73.53 88.24
Colon 66.67 50.00 66.67
Nutt 80.00 80.00 80.00
Veer 71.43 37.50 71.43
Table 5.11. Some statistics of data sets.
Data size Training Test Number of Range
Size Size features of y
Stockori
Floweringtime 697 465 232 149 21 to 74
Parkinson’s
Telemonitoring 5875 3917 1958 19 7 to 55
Breast Cancer
Wisconsin
(Prognostic) 198 132 66 32 1 to 125
Relative location of computed
tomography (CT) slices on
axial axis 2140 1070 1070 384 5.1 to 95.8
TCGA Glioblastoma multiforme 427 285 142 12042 3 to 3881
Seacoast 2250 750 1500 16 -0.3 to 16.8
5.2 Regression
5.2.1 Datasets
In this section, we first describe the data sets used. We then present detailed results
and discussion.
We first tested our method on an artificial data set. The data is illustrated in Fig-
ure 5.3. The target values are “1”,“2”,“3”,“4”,“5”, and “6” marked with different shapes
and colors. 100 samples are generated according to a specific mean value corresponding to
each target value with standard deviation of 0.5. The corresponding mean values are at
(3,3), (1,1),(1,3), (3,1), (5,1), and (1,5). This data set is not linear, but can be partitioned
piecewise. It is also not easy to model the data set using some of the nonlinear mappings.
We also applied our method to several data sets from real applications. The first data
set is Stockori flowering time data set (Stockori). The flowering times of 697 plants were
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Figure 5.3. Artificial data set described by dots and regression result demonstrated by
partition and target prediction in text box.
collected. The prediction of flowering time is based on 149 genotypes of the plants.
The Parkinson’s Telemonitoring data set (Tsanas et al., 2010) contains biomedical
voice measurements from 42 people with early-stage Parkinson’s disease. There are 5875
total voice recordings. The goal is to predict total Unified Parkinson’s Disease Rating Scale
(UPDRS) scores from the voice measures and other features of patients. Breast Cancer
Wisconsin (Prognostic) data set (Street et al., 1995) is constructed using a digitized image
of a fine needle aspirate (FNA) of a breast mass from breast cancer patients. Characteristic
features are computed from the images. The prediction is the recurrence time or disease-
free time after treatment. The Relative location of computed tomography (CT) slices on
axial axis data set (Graf et al., 2011) consists of 384 features extracted from CT images.
These features are derived from two histograms in polar space. The response variable is
relative location of an image on the axial axis ranging from 0 to 180 where 0 denotes the
top of the head and 180 the soles of the feet. We randomly chose 2140 CT images for the
analysis. The above three data sets were retrieved from University of California, Irvine (UCI)
50
repository (Frank and Asuncion, 2010).
The Seacoast data set is a collection of sensor readings about different biochemical
concentrations under various humidity and temperature settings. Concentrations of the
biochemical can be inferred from sensor responses using our approach. The data set is pre-
processed by normalizing raw sensor responses, calibrating sensor data according to baseline
(no biochemical) input conditions and according to the time delay in the sensor response, if
available. Humidity levels and temperatures are also factored out first by using a regression
based approach. This results in sensor responses being in the same scale. In total, 2250 time
points are sampled and used. This data set is from Drs. Todd Mlsna and Sanjay Patel’s
group (Liu et al., in press 2014).
The TCGA Glioblastoma multiforme (GBM) data is downloaded from The Cancer
Genome Atlas (TCGA) data portal (https://tcga-data.nci.nih.gov/tcga/). 548 gene expres-
sion profiles were retrieved from the Broad Institute HT HG-U133A platform (Affymetrix,
Santa Clara, CA, USA). Each gene expression profile consists of normalized expression data
of 12042 genes. The survival information of patients is retrieved from TCGA clinical data.
After removing gene expression samples with unknown survival information, 427 samples
were used in our analysis.
5.2.2 Results on Artificial Data Set
Random forests regression generates 11700 rules with R2 of 0.87. Our method gets 7
rules with R2 of 0.66. The predicted rules are as follows:
1. IF x2 ≤ 2.04 and x1 > 3.84 THEN y = 5
2. IF x2 ≤ 1.21 and x1 > 3.75 THEN y = 5
3. IF x2 ≤ 4.17 and x2 > 3.91 THEN y = 6
4. IF x1 ≤ 3.68 and x2 ≤ 1.93 and x1 > 2.09 THEN y = 4
5. IF x2 > 4.21 and x1 ≤ 2.62 THEN y = 6
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6. IF x2 ≤ 2.33 and x2 > 0.93 and x1 > 3.66 THEN y = 5
7. IF x2 > 3.88 and x1 < 2.72 THEN y = 6.
They are also illustrated in Figure 5.3. Numbers in text boxes are predictive values of
target variable. Lines generated from rules partition the original space. Many of these rules
align well with the partition. Note that multiple runs of our approach generated different
sets of rules. The number of extracted rules also changed. The partitions in those rules align
well with true partitions also. In regression problem, the resulting rule set does not cover
all the space. One possible reason is that our approach is too greedy. It remove excessive
number of rules. Formulating the problem as multiple class problem, using the data set, the
resulting rule set almost covers all the space. However, for more complicated data set, it is
possible that classification result may not cover all the space either. One possible way to
avoid this is to give a constraint that each class or each interval in the range of the target
variable contains at least one rule.
5.2.3 Results on Different Data Sets
The following tables present the result of our proposed methods on different data
sets. Results are from test data.
From Table 5.12, we can see that in all data sets, the number of rules is reduced
significantly comparing to random forests yielding less than 1% of the original number of
rules in the forest. At the same time, the performance measured by R2 does not change
too much. In most data sets, except Parkinson’s Telemonitoring data set, RF gives the best
performance. Support vector regression is the least competitive in the cases we tested. Our
approach stands somewhere in the middle. Note that on Stockori flowering time data set,
the target variable, flowering time, is ordered. Here we simply treat it as numbers. The
performance is comparable with RF. In Breast Cancer Wisconsin (Prognostic) data set, the
predictive performance is low indicating it is a hard problem. Our approach does not work
well on this data set either. It may be resulted from over pruning the rules.
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Table 5.12. Results on different data sets
Number after ± are standard deviation. SVR is support vector regression.
Evaluation Metric Random Forests Our Approach SVR
Stockori Flowing Time
R2 0.54 ± 0.00 0.45 ± 0.05 0.28 ± 0.03
Number of Rules Selected 66020 ± 187 348 ± 33 NA
Number of Features Used in a Rule 8.8 ± 1.9 7.5± 1.74 NA
Number of Features Selected 149 ± 0 135 ± 31 149 ± 0
Parkinson’s Telemonitoring
R2 0.15 ± 0.02 0.06 ± 0.02 0.17 ± 0.02
Number of Rules Selected 644789 ± 414 3796 ± 0 NA
Number of Features Used in a Rule 9.72± 2.14 7.4 ± 1.86 NA
Number of Features Selected 19 ± 0 19 ± 0 19 ± 0
Breast Cancer Wisconsin (Prognostic)
R2 0.04 ± 0.02 -0.19 ± 0.16 -0.04 ± 0.04
Number of Rules Selected 43907 ± 58 126 ± 2 NA
Number of Features Used in a Rule 7 ± 3 3 ± 1.49 NA
Number of Features Selected 32 ± 0 31 ± 1 32 ± 0
Relative location of CT slices on axial axis
R2 0.92 ± 0.01 0.77 ± 0.09 0.26 ± 0.00
Number of Rules Selected 172984 ± 143 901 ± 15 NA
Number of Features Used in a Rule 12 ± 3.12 8 ± 2.53 NA
Number of Features Selected 384 ± 0 20 ± 5 384 ± 0
Seacoast
R2 0.64 ± 0.02 0.59 ± 0.10 -0.19 ± 0.00
Number of Rules Selected 120771 ± 161 385 ± 5 NA
Number of Features Used in a Rule 14 ± 3 6 ± 1.91 NA
Number of Features Selected 16 ± 0 16 ± 0 16 ± 0
TCGA Glioblastoma multiforme
R2 0.04 ± 0.01 -1.94 ± 0.67 -0.09 ± 0.00
Number of Rules Selected 53539 ± 31344 279 ± 6 NA
Number of Features Used in a Rule 3 ± 2 2 ± 1 NA
Number of Features Selected 12042 ± 0 2 ± 1 12042 ± 0
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Table 5.13. Variables in Breast Cancer Wisconsin (Prognostic) data set
No. Variable Name No. Variable Name
v1 mean radius v2 mean texture
v3 mean perimeter v4 mean area
v5 mean smoothness v9 mean symmetry
v11 radius standard error (SE) v12 texture SE
v14 area SE v16 compactness SE
v17 concavity SE v19 symmetry SE
v20 fractal dimension SE v21 worst radius
v22 worst texture v23 worst perimeter
v25 worst smoothness v29 worst symmetry
v30 worst fractal dimension v31 tumor size
The standard deviation on the R2, number of rules selected, number of features
selected demonstrates that the methods are stable on most of these data sets. The standard
deviation of R2 is obtained from the average of R2 over ten runs.
One example rule set from the top five rules based on absolute value of weight in
Breast Cancer Wisconsin (Prognostic) data set are as follows:
R1 IF v22 > 30.27 and v1 ≤ 17.23 and v5 > 0.09 and v11 > 0.24 and v25 ≤ 0.16 and
v14 > 28.38 and v20 > 0.00 and v20 ≤ 0.01 THEN y = 64.5
R2 IF v12 ≤ 1.17 and v9 ≤ 0.18 and v3 > 88.13 and v16 > 0.02 and v21 > 23.37 THEN
y = 57
R3 IF v4 > 814.40 and v12 ≤ 0.70 THEN y = 101.33
R4 IF v17 ≤ 0.05 and v30 ≤ 0.10 and v19 ≤ 0.01 and v31 > 0.70 and v16 ≤ 0.03 and
v23 ≤ 130.75 THEN y = 69.25
R5 IF v23 > 123.70 and v29 > 0.26 and v2 ≤ 18.43 and v17 > 0.03 THEN y = 109.2.
The variables are listed in Table 5.13. Most of the variables used are “grade” features. It is
consistent with result in Wolberg et al. (1995). To illustrate how predicted values matched
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Figure 5.4. Heatmap between true values and predicted values in 20 partitioned intervals.
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Table 5.14. Sensors used in the seacoast study
No. Sensor name
1 C0=0 MSS556 cp29I Ethyl Cellulose
2 C1=1 MSS556 Ethyl Cellulose
3 C2=2 MSS556 2STH162 (HC)
4 C3=3 MSS556 2STH162 (HC)
5 C4=4 MSS556 PECH
6 C5=5 MSS556 PECH
7 C6=6 MSS556 PEVA 40%
8 C7=7 MSS556 PEVA 40%
9 C0=0 MSS557 cp27i Ethyl Cellulose
10 C1=1 MSS557 Ethyl Cellulose
11 C2=2 MSS557 2STH162 (HC)
12 C3=3 MSS557 2STH162 (HC)
13 C4=4 MSS557 PECH
14 C5=5 MSS557 PECH
15 C6=6 MSS557 PEVA 40%
16 C7=7 MSS557 PEVA 40%
true values, we visualize the result in Figure 5.4. It shows that most of the sample matches
are in the diagonal of the matrix which indicate correct match.
Top ten rules are extracted from Seacoast data based on the absolute value of the
weight of the rules. Figure 5.5 shows the number of occurrences of sensors in top ten rules.
The sensors are numbered from one to 16 accordingly. The sensor names are listed in
Table 5.14.
From Figure 5.5, sensors five and thirteen are used more often, suggesting they are
more important or effective in determining chemical concentration.
For TCGA Glioblastoma multiforme data set, we can see an interesting result that
the number of genes is reduced during each iteration, similar to some other data sets. While
the number of remaining rules is almost constant after the first iteration. The predictive
performances are not good in terms of R2 for any of the three algorithms and that of Kim
and Bredel (2013), indicating it is a harder problem. Current gene expression profiles may
not provide the necessary information for survival prediction. See Figure 5.6.
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Figure 5.5. Number of occurrence of sensors in top ten rules.
Figure 5.6. Number of rules extracted and number of genes selected during the iterations of
our approach.
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Figure 5.7. Number of rules extracted, number of genes selected, and R2 with different values
of λ.
To illustrate how the algorithm responds to different values of λ, we change the value
of λ from 1 to 1e+09 and record the performance of the approach with these values at the
first iteration. Figure 5.7 shows that the number of rules and genes both drop as λ increases,
from λ equals to 1e+04, the numbers vary in a small range. R2 increases when λ increases
until λ is equal to and greater than 1e+04. When λ is less than 10, an unstable result is
generated with very small R2 (-3e+08). Our approach is stable in most cases, even when λ
is very large. Note that the result is different from that in Table 5.12, where a smaller range
of λs were tested for all the data sets. It indicates that if a larger ranges of λs are chosen for
validation, it may find better solution.
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Table 5.15. Result on Stockori Flowering Time data set with noise
Number after ± are standard deviation.
Random Forests Our Approach Support Vector Regression
R2 without noise 0.44 ± 0.02 0.38 ± 0.04 0.25 ± 0.04
R2 with noise 0.43± 0.02 0.36 ± 0.07 0.24 ± 0.05
p value 0.42 0.27 0.65
5.2.4 Results with Noisy Data
In general, random forests classification is more robust against noise compared with
many other methods (Hamza and Larocque, 2005). It has limited research, however, on
whether random forests regression based methods are also robust.
To illustrate the robustness of our approach on noisy data, we randomly add some
Gaussian noise in the Stockori flowering time data set with probability 0.3 for each feature
in a sample. Storckori flowering time was randomly sampled for training and testing sets.
The sets were used for the experiments. 10 runs were done for each method. The mean of
Gaussian noise is 0.5, while its standard deviation is 0.2. From Table 5.15, we can see that
support vector regression has the highest p value on paired t test on difference in mean R2s
of SVR on data without noise and data with noise, it was not affected too much by Gaussian
noise. But its R2 is still the lowest among all three methods. The p value shows that there
is no statistical significance between results with noise and without noise. Our approach
has similar values of R2 compared with those of random forests. Increasing the probability
of noise from 0.3 to 1, both random forests and the proposed approach are affected by the
increased noise level.
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CHAPTER 6
CONCLUSIONS
In this chapter the dissertation is concluded. Future work is also provided.
6.1 Conclusions
We propose to use encoding methods to map data in the original feature space to
rule space. Multi-class classification and regression are then solved in the new space at
comparable predictive performance with a state-of-the-art algorithm like random forests. At
the same time, the number of features and rules selected is small. Thus we use an ensemble of
decision rules generated from random forests and 1-norm regularization to balance predictive
performance and interpretability of classification and regression problems.
We describe an approach to feature selection based on 1-norm regularization on rule
space. After applying 1-norm regularization to data in rule space, typically a large number
of rules could be removed as the corresponding weights are zeros. Features not used in
the remaining rules could be considered not important in the prediction, thus could also be
removed. In this way, rule extraction and feature elimination could be done simultaneously.
We propose to use an iterative approach to simultaneously select rules and select
features. This approach could be applied to other rule learning methods where a large number
of decision rules is generated. The iterative approach could potentially further reduce the
size of rule set or feature set while maintaining comparable predictive performance, making
it more interpretable.
Since our approach is based on random forests, it is also based on decision trees.
Due to decision trees’ ability to handle mixed data types, our approach is able to handle
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data with mixed types also such as data with categorical variables, continuous variables, and
ordinal variables. There is less requirement on the preprocessing of the data, also, due to
the flexibility of decision trees.
Our approach is stable when the regularization parameter λ is very large which results
in a large number of rules being pruned. It is also stable with multiple runs. We also study
robustness of our approach in the presence of noise. The predictive performance is still
comparable with random forests with a small amount of Gaussian noise. The difference of
predictive performance between data with noise and data without noise is not statistically
significant.
The resulting rules can be visualized and evaluated with a heatmap.
Regression problems are generally harder than classification problems both in terms
of predictive performance and interpretability (Liu et al., 2012). Therefore, care should be
taken when interpreting the results.
As there is no free lunch, the gain in interpretability trades off with computational
time during feature selection. With thousands of samples, it still runs with an acceptable
time interval.
6.2 Future work
6.2.1 Extension of our approach to other learning scenarios
The idea of our approach could also be extended to ranking and multiple instance
learning problems. Our approach could provide small sets of rules and features that help
domain experts understand the problem and make corresponding decisions, in addition to
ranking and predictive learning.
6.2.2 Evaluation metric considering both predictive performance and interpretability
In this dissertation, we propose to evaluate algorithms based on predictive perfor-
mance and interpretability. However, this is done separately. Freitas (2014) reviewed the
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interpretability of classification models. They suggested that using model size as the only
criterion to evaluate interpretability of a model has some drawbacks. Considering only
model size, for the case of decision tree, i.e., number of nodes or number of rules, it could
be over-simplistic. Variables in the tree may be more interpretable. They proposed to use
monotonicity constraints to improve the interpretability. A monotonic relationship between
a feature and the target variable occurs when the value of the feature increases, the proba-
bility of a sample’s membership to a class. This monotonicity constraints could be provided
by the user or a domain expert.
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Below is the MATLAB source code of the classification and regression functions.
Classification function MATLAB Code
1 f unc t i on classCRF ( Xtrn , Ytrn , Xtst , Ytst , lambdas , ntree , k fo ld , opt ion )
2 % classCRF ( Xtrn , Ytrn , Xtst , Ytst , lambdas , ntree , k fo ld , opt ion )
3 % Combined Rule Extract ion and Feature El iminat ion −
C l a s s i f i c a t i o n
4 % Input
5 % Xtrn , Ytrn − Training samples
6 % Xtst , Ytst − Test ing samples
7 % lambdas − candidate lambda va lue s to t e s t with
8 % ntree − parameter f o r random f o r e s t s : number o f t r e e s
9 % kfo ld − number o f f o l d s during c r o s s v a l i d a t i o n
10 % opt ion − other opt ions f o r random f o r e s t s
11 i f ˜ e x i s t ( ’ lambdas ’ , ’ var ’ )
12 % d e f i n e your s e t o f d e f a u l t lambda
13 lambdas =[1000 500 100 50 15 0 ] ;
14 end
15 i f ˜ e x i s t ( ’ n t r ee ’ , ’ var ’ )
16 nt ree =500;
17 end
18 i f ˜ e x i s t ( ’ k f o l d ’ , ’ var ’ )
19 k f o l d =5; %K f o l d c r o s s v a l i d a t i o n to choose lambda
20 end
21
22 maxIter =20;
23 th r e sho ld = 1e−6;
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24 n c l a s s=length ( unique ( [ Ytrn ; Ytst ] ) ) ;
25 d i f f f e a t =−1;
26 i t e r =0;
27 DEBUG ON = 1 ;
28 opt ion . n t r ee=ntree ;
29 opt ion . node s i z e =1;%d e f a u l t 5 f o r r e g r e s s i o n .
30 i f ˜ i s f i e l d ( option , ’ accurate ’ ) , opt ion . accurate =1; end %d e f a u l t :
choos ing balanced r e s u l t .
31 opt ion . k f o l d=k fo ld ;
32 opt ion . lambdas=lambdas ;
33 s a v e f i l e 1=’ n u l l ’ ; %f o r debug
34 whi le ( i t e r<maxIter && d i f f f e a t <0)
35 c l e a r S a l l R u l e s ;
36 i t e r=i t e r +1;
37 i f i t e r==1 % generate random f o r e s t s model us ing s e l e c t e d
f e a t u r e s
38 [ S , a l l R u l e s ]=classMapRFRule ( Xtrn , Ytrn , Xtst , Ytst , ntree , 1 :
s i z e ( Xtrn , 2 ) , s a v e f i l e 1 , opt ion ) ;
39 e l s e
40 [ S , a l l R u l e s ]=classMapRFRule ( Xtrn , Ytrn , Xtst , Ytst , ntree ,
unique ( varIdx{ i t e r −1}) , s a v e f i l e 1 , opt ion ) ;
41 end
42
43 i f DEBUG ON, f p r i n t f ( ’ s i z e o f S %d %d\n ’ , s i z e (S , 1 ) , s i z e (S , 2 ) )
; end
44 i n d i c e s=c r o s s v a l i n d ( ’ Kfold ’ , s i z e ( Ytrn , 1 ) , k f o l d ) ;
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45 i f DEBUG ON, f p r i n t f ( ’ lambda , cv t r a i n e r ro r , cv v a l i d a t i o n
e r r o r \n ’ ) ; end
46 f o r i =1: l ength ( lambdas ) % c r o s s v a l i d a t i o n to choose optimal
lambda
47 f o r j =1: k f o l d
48 [ wcv0 , s t a t u s ]=onenormsvmmccp (S( i n d i c e s˜=j , : ) , Ytrn (
i n d i c e s˜=j ) , nc la s s , lambdas ( i ) , opt ion ) ;
49 % compute t r a i n i n g e r r o r
50 [ ˜ , Ytraincv ] = max ( [ S( i n d i c e s˜=j , : ) ones ( l ength ( Ytrn (
i n d i c e s˜=j ) ) , 1 ) ]∗wcv0 , [ ] , 2 ) ;
51 t r a i n i n g c f c v=c a l c l u s t ( Ytraincv , Ytrn ( i n d i c e s˜=j ) ) ;
52 t r a i n e r r o r c v = 1−sum( diag ( t r a i n i n g c f c v ) ) / l ength (
Ytraincv ) ;
53 % compute t e s t e r r o r
54 [ ˜ , Ytestcv ] = max ( [ S( i n d i c e s==j , : ) ones ( l ength ( Ytrn (
i n d i c e s==j ) ) ,1 ) ]∗wcv0 , [ ] , 2 ) ;
55 % Compute the con fu s i on matrix on t e s t s e t
56 c v t e s t c f=c a l c l u s t ( Ytestcv , Ytrn ( i n d i c e s==j ) ) ;
57 c v t e s t e r r o r s ( j ) = 1−sum( diag ( c v t e s t c f ) ) / l ength ( Ytestcv
) ;
58 i f DEBUG ON, f p r i n t f ( ’%f , %e , %e\n ’ , lambdas ( i ) ,
t r a i n e r r o r c v , c v t e s t e r r o r s ( j ) ) ; end
59 end
60 %c v t e s t e r r o r { i t e r , i}=c v t e s t e r r o r s ;
61 a v g c v t e s t e r r o r s ( i ) = mean( c v t e s t e r r o r s ) ;
62 end
63 [ mini ( i t e r ) , ind ( i t e r ) ]=min ( a v g c v t e s t e r r o r s ) ;
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64 a v g c v t e s t e r r o r ( i t e r , : )=a v g c v t e s t e r r o r s ;
65 lambda=lambdas ( ind ( i t e r ) ) ;
66 i f DEBUG ON, f p r i n t f ( ’ Chosen lambda:% f \n ’ , lambda ) ; end
67 %a l l t r a i n i n g data
68 c l e a r w0 ;
69 w0=onenormsvmmccp (S ( 1 : s i z e ( Ytrn , 1 ) , : ) , Ytrn , nc la s s , lambda ,
opt ion ) ;
70 % Compute t r a i n i n g e r r o r
71 [ ˜ , Ytrain{ i t e r } ] = max ( [ S ( 1 : s i z e ( Ytrn , 1 ) , : ) ones ( l ength ( Ytrn )
,1 ) ]∗w0 , [ ] , 2 ) ;
72 [ ˜ , t r a i n a c c ]= c a l c l u s t ( Ytrain{ i t e r } , Ytrn ) ;
73 t r a i n e r r o r ( i t e r ) = 1− t r a i n a c c ;
74 % Compute t e s t e r r o r
75 [ ˜ , Ytest ( i t e r , : ) ] = max ( [ S( s i z e ( Ytrn , 1 ) +1:end , : ) ones ( l ength (
Ytst ) , 1 ) ]∗w0 , [ ] , 2 ) ; ;
76 % Compute t e s t e r r o r on t e s t s e t
77 [ ˜ , t e s t a c c ]= c a l c l u s t ( Ytest ( i t e r , : ) ’ , Ytst ) ;
78 t e s t e r r o r ( i t e r ) = 1− t e s t a c c ;
79
80 i f DEBUG ON, f p r i n t f ( ’ Train ing e r r o r : %e , Test e r r o r : %e\n ’ ,
t r a i n e r r o r ( i t e r ) , t e s t e r r o r ( i t e r ) ) ; end
81 % I d e n t i f y nonzero weights
82 i f DEBUG ON, f p r i n t f ( ’max:%d min:%d\n ’ ,max(max(w0 ( 1 : end−1 , : ) ) )
, min (min (w0 ( 1 : end−1 , : ) ) ) ) ; end
83 absmax=max(max( abs (w0 ( 1 : end−1 , : ) ) ) ) ;
84 c l e a r r c v ;
85 % remove r u l e s with z e ro s weights or smal l weights
75
86 [ r c v ] = f i n d ( abs (w0 ( 1 : end−1 , : ) ’ )> min( absmax∗1e−6, th r e sho ld )
) ;
87 noOfSe lectRules ( i t e r ) = length ( unique ( c ) ) ;
88 i f noOfSe lectRules ( i t e r ) == 0
89 e r r o r ( ’ no r u l e i s s e l e c t e d , c on s id e r changing th r e sho ld \n ’
) ;
90 end
91 r idx { i t e r}=unique ( c ) ;
92 w{ i t e r}=w0 ;
93 s e l R u l e s { i t e r}=a l l R u l e s (1 , r idx { i t e r }) ;
94 varIdx{ i t e r}=getVars ( s e l R u l e s { i t e r }) ; % s e l e c t f e a t u r e s
95 noOfSe lectedFeatures ( i t e r )=length ( unique ( varIdx{ i t e r }) ) ;
96 i f DEBUG ON, f p r i n t f ( ’# Se l e c t ed r u l e s : %d , # s e l e c t e d
f e a t u r e s : %d\n\n ’ , noOfSe lectRules ( i t e r ) ,
noOfSe lectedFeatures ( i t e r ) ) ; end
97 i f ( i t e r == 1)
98 d i f f f e a t = noOfSe lectedFeatures ( i t e r )−s i z e ( Xtrn , 2 ) ;
99 e l s e
100 d i f f f e a t=noOfSe lectedFeatures ( i t e r )−noOfSe lectedFeatures (
i t e r −1) ;
101 end
102 end %whi le
103
104 i f opt ion . accurate==1
105 [ ˜ , cho s en I t e r ]=min ( mini ) ;
106 e l s e
107 [ ˜ , cho s en I t e r ]=min ( noOfSe lectRules ) ;
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108 end
109 i f DEBUG ON
110 i f opt ion . accurate==1 f p r i n t f ( ’ Choosing balanced r e s u l t \n ’ ) ;
111 e l s e f p r i n t f ( ’ Choosing fewer r u l e s \n ’ ) ; end
112 f p r i n t f ( ’ I t e r a t i o n chosen : %d\n ’ , cho s en I t e r ) ;
113 end
114
115 save ( ’ output . mat ’ , ’ lambdas ’ , ’w ’ , ’ Ytrain ’ , ’ mini ’ , ’ ind ’ , ’
t r a i n e r r o r ’ , ’ Ytest ’ , ’ t e s t e r r o r ’ , ’ r idx ’ , ’ i n d i c e z ’ , ’
noOfSe lectRules ’ , ’ noOfSe lectedFeatures ’ , ’ a v g c v t e s t e r r o r ’ , ’
c v t e s t e r r o r ’ , ’ c ho s en I t e r ’ , ’ s e l R u l e s ’ , ’ varIdx ’ , ’ opt ion ’ , ’ k f o l d ’ )
;
116 i f i t e r >1 % d i sp l ay f i g u r e s
117 f i g u r e ( ) ; p l o t ( 1 : i t e r , noOfSe lectRules ) ; t i t l e ( ’Number o f r u l e s
ex t rac t ed over i t e r a t i o n ’ ) ; x l a b e l ( ’ I t e r a t i o n ’ ) ; y l a b e l ( ’
Number o f r u l e s ex t rac t ed ’ ) ;
118 f i g u r e ( ) ; p l o t ( 1 : i t e r , noOfSe lectedFeatures ) ; t i t l e ( ’Number o f
f e a t u r e s s e l e c t e d over i t e r a t i o n ’ ) ; x l a b e l ( ’ I t e r a t i o n ’ ) ;
y l a b e l ( ’Number o f f e a t u r e s s e l e c t e d ’ ) ;
119 f i g u r e ( ) ; p l o t ( 1 : i t e r , t e s t e r r o r ) ; t i t l e ( ’ Test e r r o r over
i t e r a t i o n ’ ) ; x l a b e l ( ’ I t e r a t i o n ’ ) ; y l a b e l ( ’ Test e r r o r ’ ) ;
120 end
1 f unc t i on [ S , a l l R u l e s ] = classMapRFRule ( Xtrn , Ytrn , Xtst , Ytst , ntree ,
varIndex , s a v e f i l e , opt ion )
2 % [ S , a l l R u l e s ] = classMapRFRule ( Xtrn , Ytrn , Xtst , Ytst , ntree ,
varIndex , s a v e f i l e , opt ion )
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3 % Map random f o r e s t s to r u l e space − C l a s s i f i c a t i o n
4 % Input
5 % Xtrn , Ytrn − Training samples
6 % Xtst , Ytst − Test ing samples
7 % ntree − parameter f o r random f o r e s t s : number o f t r e e s
8 % varIndex − index o f f e a t u r e s accord ing to o r i g i n a l p o s i t i o n s
9 % s a v e f i l e − f i l ename to s t o r e the r e s u l t
10 % opt ion − opt ions f o r random f o r e s t s
11 % Output
12 % S − Mapped r u l e space in spar s e format
13 % a l l R u l e s − Al l r u l e s
14 i f (˜ e x i s t ( ’ opt ion ’ , ’ var ’ ) )
15 opt ion . n t r ee=ntree ;
16 end
17
18 sqmtry=c e i l ( l ength ( varIndex ) /3) ;
19 mtry=classTuneRF ( Xtrn , Ytrn , sqmtry , 2 , opt ion ) ;
20 modelRF = c la s sRF t ra in ( Xtrn ( : , varIndex ) , Ytrn , Xtst , Ytst , ntree ,
mtry , opt ion ) ;
21 predRF = c la s sRF pred i c t ( [ Xtrn ( : , varIndex ) ; Xtst ( : , varIndex ) ] ,
modelRF , opt ion ) ;
22 %get r u l e s
23 [ mi , mj ,mx, a l l R u l e s ] = classGetLeafNodesRules (modelRF , predRF ,
varIndex ) ;
24 S=spar s e (mi , mj ,mx, max(mi ) ,max(mj) ) ;
25 save ( s a v e f i l e , ’ S ’ , ’ Xtrn ’ , ’ Ytrn ’ , ’ Xtst ’ , ’ Ytst ’ , ’modelRF ’ , ’
a l l R u l e s ’ , ’ mtry ’ , ’ n t r ee ’ , ’ varIndex ’ ) ;
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1 f unc t i on [ mi , mj ,mx, a l lRu l e s , sum ndbigtree ] =
classGetLeafNodesRules ( model , predRF , varIndex )
2 % [ mi , mj ,mx] = getLeafNodesRules ( model , nodexts )
3 % Vector r e p r e s e n t a t i o n o f t e rmina l nodes in the f o r e s t
4 % Value o f 0 f o r data not f a l l e n in t h i s t e rmina l node , o the rwi s e
the l a b e l
5 % ( p r e d i c t i o n ) produced by corre spond ing t r e e .
6 % Input
7 % model − randomForest model produced by c l a s sRF t ra in
8 % nodexts − l a b e l s o f each nodes
9 % Output
10 % mi , mj ,mx are the row index , column index , va lue r e p r e s e n t a t i o n
11 % ( t r i p l e r e p r e s e n t a t i o n ) o f spa r s e matrix , can be converted to
12 % matrix form us ing S=spar s e (mi , mj ,mx, max(mi ) ,max(mj) )
13
14 % p r e a l l o c a t e memory space f o r mi , mj ,mx
15 nodexts = predRF . nodexts ;
16 mi=ze ro s ( s i z e ( nodexts , 1 ) ∗model . ntree , 1 ) ;
17 mj=mi ;
18 mx=mi ;
19 %accumulated t r e e s i z e from t r e e 1 to model . n t r ee .
20 sum ndbigtree=ze ro s ( model . ntree , 1 ) ;
21 % maximum s i z e i s nrnodes ; termNodes i s the index o f te rmina l
nodes
22 % correspond ing to a l l the nodes o f a t r e e .
23 termNodes=ze ro s ( model . f o r e s t . nrnodes , model . n t r ee ) ;
24
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25 % get sum ndbigtree , termNodes
26 tmp =f i n d ( model . f o r e s t . nodestatus ( : , 1 )==−1) ;
27 termNodes ( 1 : l ength (tmp) ,1 )=tmp ;
28 f o r j =2:model . n t r ee
29 sum ndbigtree ( j )=sum ndbigtree ( j−1)+length (tmp) ;
30 tmp =f i n d ( model . f o r e s t . nodestatus ( : , j )==−1) ;
31 termNodes ( 1 : l ength (tmp) , j )=tmp ;
32 end
33
34 i i =1;
35 %get r u l e s
36 f o r j =1:model . n t r ee
37 c h i l d r e n = squeeze ( model . f o r e s t . treemap ( : , : , j ) ) ’ ; %[ l e f t
c h i l d r e n r i g h t c h i l d r e n ]
38 f o r i =1: l ength ( f i n d ( model . f o r e s t . nodestatus ( : , j )==−1))
39 r u l e=classGetRule ( termNodes ( i , j ) , c h i l d r e n ) ;
40 a l l R u l e s {1 , i i } . var=varIndex ( model . f o r e s t . bes tvar ( r u l e ( 1 :
end−1) , j ) ) ; % b e s t s p l i t v a r
41 a l l R u l e s {1 , i i } . cut=model . f o r e s t . x b e s t s p l i t ( r u l e ( 1 : end−1) ,
j ) ; % x b e s t s p l i t
42
43 i f l ength ( r u l e ) ==1
44 a l l R u l e s {1 , i i } . l e f t r i g h t =−1;
45 e l s e
46 f o r k=2: l ength ( r u l e )
47 [ ˜ , c o l ]= f i n d ( r u l e ( k )==c h i l d r e n ) ;
48 i f (mod( co l , 2 ) ==1)
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49 a l l R u l e s {1 , i i } . l e f t r i g h t (k−1)=0;
50 e l s e
51 a l l R u l e s {1 , i i } . l e f t r i g h t (k−1)=1;
52 end
53 end
54 end
55 a l l R u l e s {1 , i i } . pred=model . f o r e s t . nodepred ( r u l e ( end ) , j ) ;
56 a l l R u l e s {1 , i i } . t r e e=j ;
57 i i= i i +1;
58 end
59 end
60
61 i i =1;
62 % get mi mj mx, spar s e r e p r e s e n t a t i o n
63 f o r i =1: s i z e ( nodexts , 1 )
64 f o r j =1:model . n t r ee
65 mi( i i ) = i ;
66 mj( i i ) = sum ndbigtree ( j )+ f i n d ( termNodes ( : , j )==nodexts ( i ,
j ) ) ;
67 mx( i i ) = 1 ; % now l a b e l s are not taken care o f in here
68 i i= i i +1;
69 end
70 end
71 end
1 f unc t i on r u l e = c lassGetRule ( l e a f , c h i l d r e n )
2 % r u l e = classGetRule ( l e a f , c h i l d r e n )
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3 % Get r u l e s from l e a f node and c h i l d r e n in fo rmat ion
4 % Input
5 % l e a f − l e a f node p o s i t i o n
6 % c h i l d r e n − a vec to r l i s t i n g c h i l d node o f each node
7 % Output
8 % r u l e − a vec to r o f c h i l d r e n p o s i t i o n s in the r u l e
9 lDau=c h i l d r e n ( : , 1 ) ;
10 rDau=c h i l d r e n ( : , 2 ) ;
11 i =2;
12 r u l e ( 1 , 1 )=l e a f ;
13 node = l e a f ;
14 whi le ( node ˜= 1)
15 tmp =f i n d ( lDau==node ) ;
16 i f ˜ isempty (tmp)
17 r u l e (1 , i )= tmp ;
18 node=tmp ;
19 i=i +1;
20 e l s e
21 tmp = f i n d ( rDau == node ) ;
22 r u l e (1 , i ) = tmp ;
23 node=tmp ;
24 i=i +1;
25 end%i f
26 end%whi le
27 r u l e = f l i p l r ( r u l e ) ;
Regression function MATLAB Code
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1 f unc t i on regCRF( Xtrn , Ytrn , Xtst , Ytst , lambdas , ntree , k fo ld , opt ion )
2 % regCRF( Xtrn , Ytrn , Xtst , Ytst , lambdas , ntree , k fo ld , opt ion )
3 % Combined Rule Extract ion and Feature El iminat ion − Regres s ion
4 % Input
5 % Xtrn , Ytrn − Training samples
6 % Xtst , Ytst − Test ing samples
7 % lambdas − candidate lambda va lue s to t e s t with
8 % ntree − parameter f o r random f o r e s t s : number o f t r e e s
9 % kfo ld − number o f f o l d s during c r o s s v a l i d a t i o n
10 % opt ion − other opt ions f o r random f o r e s t s
11 i f ˜ e x i s t ( ’ lambdas ’ , ’ var ’ )
12 % d e f i n e your s e t o f d e f a u l t lambda
13 lambdas =[1000 500 100 50 15 0 ] ;
14 end
15 i f ˜ e x i s t ( ’ n t r ee ’ , ’ var ’ )
16 nt ree =500;
17 end
18 i f ˜ e x i s t ( ’ k f o l d ’ , ’ var ’ )
19 k f o l d =5;
20 end
21
22 maxIter =1;
23 th r e sho ld = 1e−6;
24 d i f f f e a t =−1;
25 i t e r =0;
26 DEBUG ON = 1 ;
27 opt ion . n t r ee=ntree ;
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28 opt ion . node s i z e =5;%d e f a u l t 5 f o r r e g r e s s i o n .
29 opt ion . k f o l d=k fo ld ;
30 opt ion . lambdas=lambdas ;
31
32 i f ˜ i s f i e l d ( option , ’ accurate ’ ) , opt ion . accurate =1; end %d e f a u l t :
choos ing balanced r e s u l t .
33
34 whi le ( i t e r<maxIter && d i f f f e a t <0)
35 c l e a r S a l l R u l e s ;
36 i t e r=i t e r +1;
37 s a v e f i l e 1=’ n u l l ’ ;%f o r debug
38 i f i t e r==1 % generate random f o r e s t s model us ing s e l e c t e d
f e a t u r e s
39 [ S a l l R u l e s ]=regMapRFRule ( Xtrn , Ytrn , Xtst , Ytst , ntree , 1 : s i z e
( Xtrn , 2 ) , s a v e f i l e 1 , opt ion ) ;
40 e l s e
41 [ S a l l R u l e s ]=regMapRFRule ( Xtrn , Ytrn , Xtst , Ytst , ntree , unique
( varIdx{ i t e r −1}) , s a v e f i l e 1 , opt ion ) ;
42 end
43 i f DEBUG ON, f p r i n t f ( ’ s i z e o f S %d %d\n ’ , s i z e (S , 1 ) , s i z e (S , 2 ) )
; end
44 i n d i c e s=c r o s s v a l i n d ( ’ Kfold ’ , s i z e ( Ytrn , 1 ) , k f o l d ) ;
45 i f DEBUG ON, f p r i n t f ( ’ lambda , t r a i n e r r o r cv , v a l i d a t i o n e r r o r
\n ’ ) ; end
46 f o r i =1: l ength ( lambdas ) % c r o s s v a l i d a t i o n to choose optimal
lambda
47 f o r j =1: k f o l d
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48 [ wcv0 s t a t u s ]=onenormsvmregcp (S( i n d i c e s˜=j , : ) , Ytrn (
i n d i c e s˜=j ) , lambdas ( i ) , opt ion ) ;
49 % compute t r a i n i n g e r r o r
50 Ytraincv = [ S( i n d i c e s˜=j , : ) ones ( l ength ( Ytrn ( i n d i c e s˜=
j ) ) , 1 ) ]∗wcv0 ;
51 t r a i n e r r o r c v = mse ( Ytraincv , Ytrn ( i n d i c e s˜=j ) ) ;
52 % compute t e s t e r r o r
53 Ytestcv = [ S( i n d i c e s==j , : ) ones ( l ength ( Ytrn ( i n d i c e s==
j ) ) ,1 ) ]∗wcv0 ;
54 % Compute the con fu s i on matrix on t e s t s e t
55 c v t e s t e r r o r s ( j ) = mse ( Ytestcv , Ytrn ( i n d i c e s==j ) ) ;
56 i f DEBUG ON f p r i n t f ( ’%f , %e , %e\n ’ , lambdas ( i ) ,
t r a i n e r r o r c v , c v t e s t e r r o r s ( j ) ) ; end
57 end
58 c v t e s t e r r o r { i t e r , i}=c v t e s t e r r o r s ;
59 a v g c v t e s t e r r o r s ( i ) = mean( c v t e s t e r r o r s ) ;
60 end
61 [ mini ( i t e r ) ind ( i t e r ) ]=min ( a v g c v t e s t e r r o r s ) ;
62 a v g c v t e s t e r r o r ( i t e r , : )=a v g c v t e s t e r r o r s ;
63 lambda=lambdas ( ind ( i t e r ) ) ;
64 i f DEBUG ON f p r i n t f ( ’ Chosen lambda:% f \n ’ , lambda ) ; end
65 %a l l t r a i n i n g data
66 c l e a r w0 ;
67 w0=onenormsvmregcp (S ( 1 : s i z e ( Ytrn , 1 ) , : ) , Ytrn , lambda , opt ion ) ;
68 % Compute t r a i n i n g e r r o r
69 Ytrain0 = [ S ( 1 : s i z e ( Ytrn , 1 ) , : ) ones ( l ength ( Ytrn ) ,1 ) ]∗w0 ;
70 t r a i n e r r o r ( i t e r ) = mse ( Ytrain0 , Ytrn ) ;
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71 Ytrain{ i t e r}=Ytrain0 ;
72 % Compute t e s t e r r o r
73 Ytest ( i t e r , : ) = [ S( s i z e ( Ytrn , 1 ) +1:end , : ) ones ( l ength ( Ytst ) , 1 )
]∗w0 ;
74 % Compute t e s t e r r o r on t e s t s e t
75 t e s t e r r o r ( i t e r ) = mse ( Ytest ( i t e r , : ) ’ , Ytst ) ; %c a l c l u s t ( Ytest0 ,
Ytst ) ,
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77 i f DEBUG ON f p r i n t f ( ’ Tra in ing e r r o r : %e , Test e r r o r : %e \n %f \
n ’ , t r a i n e r r o r ( i t e r ) , t e s t e r r o r ( i t e r ) , Rsquared ( Ytst , Ytest (
i t e r , : ) ’ ) ) ; end
78 % I d e n t i f y nonzero weights
79 i f DEBUG ON f p r i n t f ( ’max:%d min:%d\n ’ ,max(w0 ( 1 : end−1 , : ) ) , min (
w0 ( 1 : end−1 , : ) ) ) ; end
80 absmax=max( abs (w0 ( 1 : end−1 , : ) ) ) ;
81 c l e a r r c v ;
82 % remove r u l e s with z e ro s weights or smal l weights
83 [ r c v ] = f i n d ( abs (w0 ( 1 : end−1 , : ) ’ )> min( absmax∗1e−6, th r e sho ld )
) ;
84 noOfSe lectRules ( i t e r ) = length ( unique ( c ) ) ;
85 i f noOfSe lectRules ( i t e r ) == 0
86 e r r o r ( ’ no r u l e i s s e l e c t e d , c on s id e r changing th r e sho ld \n ’
) ;
87 end
88 r idx { i t e r}=unique ( c ) ;%idex ( unique ( c ) ) ;
89 w{ i t e r}=w0 ;
90 s e l R u l e s { i t e r}=a l l R u l e s (1 , r idx { i t e r }) ;
86
91 varIdx{ i t e r}=getVars ( s e l R u l e s { i t e r }) ; % s e l e c t f e a t u r e s
92 noOfSe lectedFeatures ( i t e r )=length ( unique ( varIdx{ i t e r }) ) ;
93 i f DEBUG ON f p r i n t f ( ’# Se l e c t ed r u l e s : %d , # s e l e c t e d f e a t u r e s
: %d\n\n ’ , noOfSe lectRules ( i t e r ) , noOfSe lectedFeatures ( i t e r ) )
; end
94 i f ( i t e r == 1)
95 d i f f f e a t = noOfSe lectedFeatures ( i t e r )−s i z e ( Xtrn , 2 ) ;
96 e l s e
97 d i f f f e a t=noOfSe lectedFeatures ( i t e r )−noOfSe lectedFeatures (
i t e r −1) ;
98 end
99 end
100
101 i f opt ion . accurate==1
102 [ ˜ , cho s en I t e r ]=min ( mini ) ;
103 e l s e
104 [ ˜ , cho s en I t e r ]=min ( noOfSe lectRules ) ;
105 end
106 i f DEBUG ON
107 i f opt ion . accurate==1 f p r i n t f ( ’ Choosing balanced r e s u l t \n ’ ) ;
108 e l s e f p r i n t f ( ’ Choosing fewer r u l e s \n ’ ) ; end
109 f p r i n t f ( ’ I t e r a t i o n chosen : %d R2 : %f \n ’ , chosenI te r , Rsquared (
Ytst , Ytest ( chosenI te r , : ) ’ ) ) ;
110 end
111
112 save ( ’ output . reg . mat ’ , ’ lambdas ’ , ’w ’ , ’ Ytrain ’ , ’ mini ’ , ’ ind ’ , ’
t r a i n e r r o r ’ , ’ Ytest ’ , ’ t e s t e r r o r ’ , ’ r idx ’ , ’ i n d i c e z ’ , ’
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noOfSe lectRules ’ , ’ noOfSe lectedFeatures ’ , ’ a v g c v t e s t e r r o r ’ , ’
c v t e s t e r r o r ’ , ’ mini ’ , ’ cho s en I t e r ’ , ’ s e l R u l e s ’ , ’ varIdx ’ , ’ opt ion ’ , ’
k f o l d ’ ) ;
113 i f i t e r >1 % d i sp l ay f i g u r e s
114 f i g u r e ( ) ; p l o t ( 1 : i t e r , noOfSe lectRules ) ; t i t l e ( ’Number o f r u l e s
ex t rac t ed over i t e r a t i o n ’ ) ; x l a b e l ( ’ I t e r a t i o n ’ ) ; y l a b e l ( ’
Number o f r u l e s ex t rac t ed ’ ) ;
115 f i g u r e ( ) ; p l o t ( 1 : i t e r , noOfSe lectedFeatures ) ; t i t l e ( ’Number o f
f e a t u r e s s e l e c t e d over i t e r a t i o n ’ ) ; x l a b e l ( ’ I t e r a t i o n ’ ) ;
y l a b e l ( ’Number o f f e a t u r e s s e l e c t e d ’ ) ;
116 f i g u r e ( ) ; p l o t ( 1 : i t e r , t e s t e r r o r ) ; t i t l e ( ’ Test e r r o r over
i t e r a t i o n ’ ) ; x l a b e l ( ’ I t e r a t i o n ’ ) ; y l a b e l ( ’ Test e r r o r ’ ) ;
117 end
1 f unc t i on [ S , a l l R u l e s ] = regMapRFRule ( Xtrn , Ytrn , Xtst , Ytst , ntree ,
varIndex , s a v e f i l e , opt ion )
2 % [ S , a l l R u l e s ] = regMapRFRule ( Xtrn , Ytrn , Xtst , Ytst , ntree , varIndex ,
s a v e f i l e , opt ion )
3 % Map random f o r e s t s to r u l e space − Regres s ion
4 % Input
5 % Xtrn , Ytrn − Training samples
6 % Xtst , Ytst − Test ing samples
7 % ntree − parameter f o r random f o r e s t s : number o f t r e e s
8 % varIndex − index o f f e a t u r e s accord ing to o r i g i n a l p o s i t i o n s
9 % s a v e f i l e − f i l ename to s t o r e the r e s u l t
10 % opt ion − opt ions f o r random f o r e s t s
11 % Output
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12 % S − Mapped r u l e space in spar s e format
13 % a l l R u l e s − Al l r u l e s
14 i f (˜ e x i s t ( ’ opt ion ’ , ’ var ’ ) )
15 opt ion . n t r ee=ntree ;
16 end
17
18 sqmtry=c e i l ( s q r t ( l ength ( varIndex ) ) ) ;%c e i l ( l ength ( varIndex ) /3) ;
19 mtry=sqmtry ;
20 modelRF = regRF tra in ( Xtrn ( : , varIndex ) , Ytrn , ntree , mtry , opt ion ) ;
21 [ ˜ , predRF ] = regRF pred ict ( [ Xtrn ( : , varIndex ) ; Xtst ( : , varIndex ) ] ,
modelRF , opt ion ) ;
22 %get r u l e s
23 [ mi , mj ,mx, a l l R u l e s ] = regGetLeafNodesRules (modelRF , predRF , varIndex
) ;
24 S=spar s e (mi , mj ,mx, max(mi ) ,max(mj) ) ;
25 save ( s a v e f i l e , ’ S ’ , ’ Xtrn ’ , ’ Ytrn ’ , ’ Xtst ’ , ’ Ytst ’ , ’modelRF ’ , ’
a l l R u l e s ’ , ’ mtry ’ , ’ n t r ee ’ , ’ varIndex ’ ) ;
1 f unc t i on [ mi , mj ,mx, a l lRu l e s , sum ndbigtree ] = regGetLeafNodesRules (
model , predRF , varIndex )
2 % [ mi , mj ,mx, a l lRu l e s , sum ndbigtree ] = regGetLeafNodesRules ( model ,
predRF , varIndex )
3 % Vector r e p r e s e n t a t i o n o f t e rmina l nodes in the f o r e s t
4 % Value o f 0 f o r data not f a l l e n in t h i s t e rmina l node , o the rwi s e
the t a r g e t va lue
5 % ( p r e d i c t i o n ) produced by corre spond ing t r e e .
6 % Input
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7 % model − randomForest model produced by regRF tra in
8 % predRF − p r e d i c t i o n o f t e s t data on generated randomForest
model
9 % varIndex − index o f o r i g i n a l v a r i a b l e s
10 % Output
11 % mi , mj ,mx are the row index , column index , va lue r e p r e s e n t a t i o n
12 % ( t r i p l e r e p r e s e n t a t i o n ) o f spa r s e matrix , can be converted to
13 % matrix form us ing S=spar s e (mi , mj ,mx, max(mi ) ,max(mj) )
14
15 % p r e a l l o c a t e memory space f o r mi , mj ,mx
16 nodexts = predRF . nodex ; %r e g r e s s i o n
17
18 mi=ze ro s ( s i z e ( nodexts , 1 ) ∗model . ntree , 1 ) ;
19 mj=mi ;
20 mx=mi ;
21 %accumulated t r e e s i z e from t r e e 1 to model . n t r ee .
22 sum ndbigtree=ze ro s ( model . ntree , 1 ) ;
23 % maximum s i z e i s nrnodes ; termNodes i s the index o f te rmina l
nodes
24 % correspond ing to a l l the nodes o f a t r e e .
25 termNodes=ze ro s ( model . nrnodes , model . n t r ee ) ;
26
27 % get sum ndbigtree , termNodes
28 tmp =f i n d ( model . nodestatus ( : , 1 )==−1) ;
29 termNodes ( 1 : l ength (tmp) ,1 )=tmp ;
30 f o r j =2:model . n t r ee
31 sum ndbigtree ( j )=sum ndbigtree ( j−1)+length (tmp) ;
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32 tmp =f i n d ( model . nodestatus ( : , j )==−1) ;
33 termNodes ( 1 : l ength (tmp) , j )=tmp ;
34 end
35
36 i i =1;
37 %get r u l e s
38 f o r j =1:model . n t r ee
39 f o r i =1: l ength ( f i n d ( model . nodestatus ( : , j )==−1))
40 r u l e=getRuleReg ( termNodes ( i , j ) , model . lDau ( : , j ) , model .
rDau ( : , j ) ) ;
41 a l l R u l e s {1 , i i } . var=varIndex ( model . mbest ( r u l e ( 1 : end−1) ,
j ) ) ; % b e s t s p l i t v a r
42 a l l R u l e s {1 , i i } . upper=model . upper ( r u l e ( 1 : end−1) , j ) ;
% x b e s t s p l i t
43 a l l R u l e s {1 , i i } . avnode=model . avnode ( ru le , j ) ; %
nodepred
44 c h i l d r e n = [ model . lDau ( : , j ) model . rDau ( : , j ) ] ;
45 i f l ength ( r u l e ) ==1
46 a l l R u l e s {1 , i i } . l e f t r i g h t =−1;
47 e l s e
48 f o r k=2: l ength ( r u l e )
49 [ ˜ , c o l ]= f i n d ( r u l e ( k )==c h i l d r e n ) ;
50 i f (mod( co l , 2 ) ==1)
51 a l l R u l e s {1 , i i } . l e f t r i g h t (k−1)=0;
52 e l s e
53 a l l R u l e s {1 , i i } . l e f t r i g h t (k−1)=1;
54 end
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55 end
56 end
57 a l l R u l e s {1 , i i } . pred=model . avnode ( r u l e ( end ) , j ) ;
58 a l l R u l e s {1 , i i } . t r e e=j ;
59 i i= i i +1;
60 end
61 end
62
63 i i =1;
64
65 % get mi mj mx
66 f o r i =1: s i z e ( nodexts , 1 )
67 f o r j =1:model . n t r ee
68 mi( i i ) = i ;
69 mj( i i ) = sum ndbigtree ( j )+ f i n d ( termNodes ( : , j )==
nodexts ( i , j ) ) ;
70 mx( i i ) = predRF . a l lP r ed ( i , j ) ;
71 i i= i i +1;
72 end
73 end
74 end
1 f unc t i on r u l e = getRuleReg ( l e a f , lDau , rDau )
2 % r u l e = getRuleReg ( l e a f , lDau , rDau )
3 % Get r u l e s from l e a f node and c h i l d r e n in fo rmat ion
4 % Input
5 % l e a f − l e a f node p o s i t i o n
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6 % lDau − a vec to r l i s t i n g l e f t c h i l d node o f each node
7 % rDau − a vec to r l i s t i n g r i g h t c h i l d node o f each node
8 % Output
9 % r u l e − a vec to r o f c h i l d r e n p o s i t i o n s in the r u l e
10 tmp=0;
11 i =2;
12 r u l e ( 1 , 1 )=l e a f ;
13 node = l e a f ;
14 whi le ( node ˜= 1)
15 tmp =f i n d ( lDau==node ) ;
16 i f ˜ isempty (tmp)
17 r u l e (1 , i )= tmp ;
18 node=tmp ;
19 i=i +1;
20 e l s e
21 tmp = f i n d ( rDau == node ) ;
22 r u l e (1 , i ) = tmp ;
23 node=tmp ;
24 i=i +1;
25 end%i f
26 end%whi le
27 r u l e = f l i p l r ( r u l e ) ;
93
VITA
Sheng Liu was born in Wuhan, Hubei, China on January 21, 1974. In September
1993, he enrolled in School of Life Sciences, Wuhan University in Wuhan, China. In July
1997, he received his Bachelor of Science in Biochemistry. In the fall of 2009, he enrolled
in the University of Mssissippi and received his Master of Science in Engineering Science in
August of 2011.
94
