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Sustainability Analysis for Fog Nodes with
Renewable Energy Supplies
Jiaojiao Jiang, Longxiang Gao, Jiong Jin, Tom H. Luan, Shui Yu, Yong Xiang, and, Saurabh Garg
Abstract—There is a growing interest in the use of renewable energy sources to power fog networks in order to mitigate the
detrimental effects of conventional energy production. However, renewable energy sources, such as solar and wind, are by nature
unstable in their availability and capacity. The dynamics of energy supply hence impose new challenges for network planning and
resource management. In this paper, the sustainable performance of a fog node powered by renewable energy sources is studied. We
develop a generic analytical model to study the energy sustainability of fog nodes powered by renewable energy sources, by
generalizing the Leaky Bucket model to shape and police traffic source for rate-based congestion control in high-speed fog networks.
Based on the closed-form solutions of energy buffer analysis, i.e., the energy depletion probability and mean energy length, we study
the energy sustainability in two special but real-happening scenarios. The experimental results show that with proper design the Leaky
Bucket model effectively reflects the energy sustainability of data traffic in fog networks. Numerical results also reveal that the model
performance is sensitive to certain traffic source characteristics in fog networks.
Index Terms—Fog networks, sustainability analysis, renewable energy
F
1 INTRODUCTION
THE explosively growing demand for ubiquitous mobiledevices has led to a significant increase in energy con-
sumption by fog networks [1], [2]. To counter this increase,
fog networks are expected to make use of renewable energy
sources [3], [4], [5], [6], [7], e.g., wind, solar, tides, etc., to
fulfill the ever-increasing user demand, while reducing the
detrimental effects of conventional energy production [8],
[9], [10]. However, unlike traditional energy supplied from
the electricity grid, renewable energy sources are often with
unstable availability. For example, although solar panels can
provide relatively continuous power supply, the energy sup-
ply varies across the time of a day and the season of the year,
and is influenced by atmospheric conditions and geography.
As a result, when renewable energy is deployed to power
communication in fog networks, its unreliable nature will
affect the availability and efficiency of communications, and
therefore will make energy-sustainable network design a
necessity.
Many papers have been devoted to address energy
consumption issues [11], [12], [13], [14]. For example, in a
recent work [11], [15], [16], [17], researchers developed an
analytical framework to study the transient evolution of
the energy buffer for adaptive resource management and
admission control. They model the energy buffer of a fog
node as a G/G/1(/N) queuing model [18], [19], [20], which
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Fig. 1. Structure of a fog node. It consists of an energy buffer
charged by solar panels and a data buffer where data are
transmitted and consume energy.
accepts random energy charging process of a general en-
ergy arrival pattern (e.g., energy from heterogeneous green
energy sources) and general discharging process that fits
different mobile applications. These works focus on the goal
of maximizing the network-wide energy sustainability such
that the probability of fog nodes depleting their energy and
going out of service is minimized. However, the energy
sustainability of individual fog nodes powered by renewable
energy sources is ignored, especially when processing critical
data in remote rural areas [21], [22], where keeping individual
fog nodes well-functioned in emergency service infrastruc-
tures is very crucial. In remote areas such as National Park,
emergency communications are essential at any time. It is
important for users to connect fog nodes via their own
devices, write emergency information (e.g., bush fire), and
send it to the administrative department of the park. Hence,
it is critical to ensure energy sustainability of individual fog
nodes. Meanwhile, the inherent flexibility and high bursti-
ness of data traffic in fog networks, such as transmitting
videos and voice, make the shaping and policing of traffic
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control problems of such networks very critical and make
the energy resource management at individual nodes very
crucial.
In this paper, we focus on the energy sustainability
of fog nodes with renewable energy supplies in fog net-
works, especially in the remote rural areas. Fig. 1 shows
the structure of a fog node charged by solar panels. It is
mainly composed of an energy buffer and a data buffer.
The energy buffer has variable energy arrival rates due to
the unstable availability of renewable energy sources. With
adequate energy storage, data traffic in the data buffer could
be transmitted and consume energy. We first generalize the
Leaky Bucket stochastic fluid model [23] to shape and police
bursty data traffic in fog networks. In our generalized Leaky
Bucket model, we model the incoming data traffic as an N-
state Markov modulated fluid sources. The energy arrival
rate r reflects different stages of energy supply scenarios.
The Leaky Bucket corresponds to a counter, which is in-
cremented each time a cell is generated by the source and
is decremented periodically with a suitable leaky rate. The
Leaky Bucket can be analyzed as a G/D/1/N queue with
finite waiting room N and a suitable arrival process. Each
active virtual connection has its own counter. Fig. 2 portrays
the Leaky Bucket model on a fog node.
Based on the Leaky Bucket model, we then develop a
mathematical model to analyze the “energy sustainability”
performance of fog nodes theoretically under certain en-
ergy sustainability constraints. More specifically, we first
derive the the closed-form distributions of data buffer and
and energy buffer in the stochastic fluid model. Then, we
compute the mean lengths of data buffer and energy buffer.
According to the mean energy buffer length, we consider
two particular but real-happening scenarios of energy sus-
tainability. Again, we use the renewable energy source, solar
(see Fig. 1), as an example to introduce the two scenarios.
Solar panels can generate relatively stable power energy
during sunny daylights, but it cannot generate energy at
night. In order to supply ordinary data transmission at
night, it is necessary to consider (1) how much data units
the remaining energy can supply for ordinary data trans-
mission. Another example would be in raining days, it is
reasonable to assume there is no energy supply by solar
panel. If the rain last for a few days (in raining season), we
need to consider (2) how much remaining energy buffer is
required to support a certain days of emergency data trans-
mission. We mathematically analyze energy sustainability
related to these two fundamental questions, and finally
numerically verify the proposed model can properly reflects
energy sustainability of fog nodes.
We summarize the key contributions in this paper as
follows.
• We model the high diversity and burstiness of data
traffic and energy consumption in fog networks by
extending the Leaky Bucket model.
• We derive the the closed-form distributions of data
buffer and and energy buffer, and the mean lengths
of data buffer and energy buffer.
• According to the Leaky Bucket model, two funda-
mental questions related to energy sustainability are










Fig. 2. Leaky Bucket stochastic fluid model. The data traffic is
modeled as an N-state Markov modulated fluid sources, and the
energy supply is modeled with a stage-based constant energy
arrival rate.
The rest of this paper is organized as follows. The analy-
sis of the Leaky Bucket model is presented in Section 2. We
carry out the analysis of energy sustainability performance
in Section 3. Section 4 applies the analysis based on the
developed Leaky Bucket model on a simple but illustrative
example: the ON-OFF data source scenario. Experimental
results of the model performance are presented in Section 5.
Section 6 concludes the remarks of this paper.
TABLE 1
Notations used in paper.
Notation Description
µij The transition rate from state i to state j in the N -state
Markov-modulated Poisson process of data flow.
λi The state-dependent rate at state i in the Poisson process.
πi The stationary state probability for state i.
BD Data bucket capacity in the Leaky Bucket model.
BE Energy bucket capacity in the Leaky Bucket model.
Xt The contents of data buffer at time t.
Yt The contents of energy buffer at time t.
α The transition rate from OFF state to ON state.
β The transition rate from ON state to OFF state.
2 MODELING ENERGY BUFFERING AND DATA
BUFFERING
In this section, we first introduce a stage-based model for
energy buffering. Then, we generalize the Leaky Bucket
mechanism to model data traffic shaping and policing at
a fog node. The main notations used in this paper are listed
in Table 1.
2.1 Stage-based Model of Energy Buffering
With the increasing number of applications moving on to
fog networks, using renewable energy to power edge nodes
has become a significant strategy to alleviate the increasing
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Fig. 4. An illustration of energy buffer at different time stages. It is
assumed that the energy power supply keeps consistent within
each time stage.
energy demands. In particular, as edge infrastructures are
smaller in size than centralized data center, they can make a
better use of renewable energy. However, renewable energy
source (such as wind power and solar power) is often influ-
enced by atmospheric conditions and geography, so it often
presents a fluctuating energy generation process. Figure 3
shows a typical wind power curve of the E.ON Netz area
[24] at 3rd November 2002. As we can see it presents a fluc-
tuating process, and it is difficult to mathematically model
the dynamic and real-time renewable energy generating
process.
In this paper, we simplify the renewable energy gener-
ating process by assuming that renewable energy supply keeps
constant at each certain stage of an hour (or day or week).
For example, in Figure 3, it is reasonable to assume that
the wind power is relatively in each hour. Another example
would be solar energy power. We may split a day into
three time stages (7am–10am, 10am–5pm, and 5pm–7am),
and solar power output is relatively consistent at each time
stage. Fig. 4 illustrates the energy arrival rate differing from
stage to stage, but within each stage the energy arrival rate
is consistent.
2.2 Leaky Bucket Model of Data Buffering
In this subsection, we generalize the Leaky Bucket mech-
anism to model data traffic shaping and policing on a
fog node. The “Leaky Bucket algorithm” [25], [26], and
its performance have been analyzed in many works, such
as [27], [28], [29]. Fig. 2 portrays the Leaky Bucket model
on a fog node. In general, the Leaky Bucket algorithm is
characterized by its bucket depth or threshold (BD) and its
leak rate (BE) as shown in Fig. 2. The basic idea is that a
certain amount of fluid is added to the bucket contents each
time a cell enters the network. The bucket leaks at a constant
rate set equal to the cell rate as agreed for that particular
connection. If cells are sent at a higher rate than the leak
rate, the level of the fluid inside the bucket will rise until a
certain critical level (the bucket limit) is exceeded. Then it is
concluded that the connection violates the agreed rate and
the cell is discarded. For discarded cells no fluid is added.
All cells for that connection will be blocked until the bucket
level has dropped below the limit. Hence, Leaky Bucket
algorithm has been commonly used in monitoring peak
and average traffic rates of variable bitrate (VBR) services.
Through setting the average traffic rates according to the
Leaky Bucket algorithm and thereafter we can control traffic.
From Fig. 2, we see that there are three critical parameters
involved in Leaky Bucket algorithm: energy arrival rate
r, energy buffer capacity BE , and data buffer capacity
BD. Additionally, in the Leaky Bucket model, batteries are
required for storing the renewable energy and discharging
power in data transmission. Hence, we assume the batteries
are with appropriate capacities and a certain number of
cycles of useful life. In the following, we will analyze the
probabilities of energy buffer and data buffer.
Now, we carry out a general analysis of Leaky Bucket
algorithm from which the energy sustainability can be read-
ily derived. Fig. 2 portrays a fluid analysis version of the
data traffic. The energy arrival rate and the energy bucket
size are r and BE respectively, and the data buffer size is
BD. The incoming bursty data traffic is modeled as an N -
state Markov-modulated Poisson process (MMPP) (see Fig.
5). Transition from state i to state j is governed by a Markov
chain with a rate parameter µij for 1 ≤ i, j ≤ N , and the
input rate of the fluid data at state i is λi. The underlying
continuous time Markov chain of the fluid data for its state
transition can be represented by an N × N infinitesimal
generating matrix M , defined by
M =

µ11 µ12 · · · µ1j · · · µ1N










µN1 µN2 · · · µNj · · · µNN

, (1)




µij , 1 ≤ i ≤ N. (2)
Then, the steady-state probability πi that the Markov chain
is in state i can then be derived by solving the following
equation
πM = 0, (3)
where, the row vector π is of theN steady state probabilities
π =
[
π1 π2 · · · πi · · · πN
]
,
and a normalization condition
∑N
i=1 πi = 1.
Assume two random variables Xt and Yt are the con-
tents of the data buffer and the energy buffer at time t,
where 0 ≤ Xt ≤ BD and 0 ≤ Yt ≤ BE . The objective
is now to find the steady-state occupancy statistics of the
two buffers, Xt and Yt, for the data and energy buffers,
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Fig. 5. Markov-modulated fluid data model.
respectively. As soon as the buffer occupancy statistics of
Xt and Yt are known, the cell loss and other performance
metrics can be found. In practice, however, the statistics
of Xt and Yt cannot be found separately since these two
random variables are highly related to each other. Instead,
we apply the method in [30], and define an equivalent
“virtual” queue representation of Xt and Yt jointly. Note
the following two facts from the Leaky Bucket technique:
1) The data buffer can be occupied only if the energy
queue is empty (Yt = 0); otherwise the data cells
would be transmitted, one per energy buffer (Xt ≥
0). Hence,
Yt = 0, Xt ≥ 0. (4)
2) Conversely, the energy buffer can be occupied only
if the data buffer is empty (Xt = 0). If data cells
were queued, they would each capture a unit of
energy and be transmitted (Yt ≥ 0). Hence,
Xt = 0, Yt ≥ 0. (5)
The equality (Yt = 0, Xt = 0) in Eq. (4) and Eq. (5) holds
for the initial state where data buffer and energy buffer are
empty. Now, combining Eqs. (4) and (5), we obtain
XtYt = 0. (6)
Therefore, instead of finding the individual statistics of Xt
or Yt directly, we shall find the joint probability first from
which the data cell loss is then derived.
Following the approach of [30], by combining the two
buffers of Xt and Yt together, we now define the following
single “virtual buffer” random variable Wt
Wt ≡ Xt − Yt +BE . (7)
Given the ranges of Xt and Yt and the condition in Eqs.
(4) and (5), by defining B as the sum of the two buffer sizes,
B ≡ BD +BE . (8)
We note that Wt has the following properties:
1) 0 ≤Wt ≤ B.
2) In the range 0 ≤Wt ≤ BE ,
Xt = 0, Wt = BE − Yt. (9)
3) In the range BE ≤Wt ≤ B = BE +BD,




0 B=BE + BD
0BE
BDX = 0 X 
Y 
Fig. 6. “Virtual buffer” variable Wt.
Once the statistics of Wt is found, we can find the statistics
of Xt and Yt using the second and the third property above.
The range of Wt and its relation to Yt are diagrammed in
Fig. 6. Define the joint probability of w,
Fi(w) = Pr [Wt ≤ w, S = i] , (11)
at time t at state i of the input data Markov chain, 1 ≤ i ≤
N . Note from the definition of Wt that this implies
Fi(B) = πi. (12)
We derive the solution to Fi(w) based on the approach in
[31]. The solution to Fi(w) is given by the solutions to the







µjiFj(w), 1 ≤ i ≤ N. (13)








F1(w) F2(w) · · · FN (w)
]
,
M is the matrix of Eq. (1), and D is N ×N diagonal matrix
D ≡ Diag [λi − r] . (15)





Combining Eqs. (14) and (16) and the analysis in [32], we






where, (zj ,Φj) is the (eigenvalue, eigenvector) pair satisfy-
ing the eigenvalue equation
zjΦjD = ΦjM , 1 ≤ j ≤ N. (18)
The aj ’s, 1 ≤ j ≤ N , are constants to be determined
by invoking N boundary conditions. Since πM = 0, one
eigenvalue of Eq. (18) must be zero. Calling this eigenvalue
z1, its associated eigenvector Φ1 = π. Hence, Eq. (17) can
be simplified to
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2.3 Distributions of Data Buffer and Energy Buffer
In this subsection, we will derive the closed-form distribu-
tions of data and energy buffers based on the Leaky Bucket
Model. According to Eq. (19), we know that we need N
boundary conditions to find the unknown constants aj ,
1 ≤ j ≤ N to get the explicit form of F (w). To establish
these, we note that some of the Markov chain states must be
underload or “downward” states for those states i, λi < r;
the others must be overload or “upward” states for those
States i, λi > r. Hence, all N states of the Markov chain
modulating the data arrival rate can be divided into two
disjoint sets,
SU ≡ {i ∈ N |λi − r > 0} : upward states; (20)
and
SD ≡ {i ∈ N |λi − r < 0} : downward states. (21)
Consider an arbitrary downward state, i ∈ SD. Since,
the data arrival rate is less than the energy arrival rate in
these states, λi < r, the energy is tending to collect. The
data queue is tending to empty (Xt → 0) and the energy
queue is tending to fill (Yt → BE). Hence,
Wt = Xt − Yt +BE → 0 (22)
For these states then, the probability the “virtual queue” is
full tends to zero, or we can write
Pr[Wt = B,S = i] = 0, i ∈ SD (23)
As Eq. (23) is the PDF (Probability Density Function) of
W , we note that Pr[Wt = B,S = i] is equal to the dif-
ference between the CDFs (Cumulative Distribution Func-
tion) Pr[W ≤ B,S = i] − Pr[Wt ≤ B−, S = i], i.e.,
Fi(B)−Fi(B−). Note that B− is our notation for the largest
value less than B in the PDF of Wt. Given Eq. (12), we thus
have
Fi(B
−) = πi, i ∈ SD. (24)
Consider an arbitrary upward state, i ∈ SU . For these
states, with λi > r, the energy buffer tends to empty (Yt →
0), the data buffer tends to fill (Xt → BD), and
Wt = Xt − Yt +BE → BD +BE = B. (25)
For these states, then, the probability that the virtual queue
is empty must be zero. We thus have
Fi(0
+) = Pr[Wt ≤ 0+, S = i] = 0, i ∈ SU . (26)
Note that 0+ is our notation for the smallest value larger
than 0 in the PDF of Wt.
Since a state is either a downward state or upward
state, Eqs. (24) and (26) provide the necessary N boundary
conditions from which to find the N unknown constants aj ,
1 ≤ j ≤ N , of Eq. (19). The N equations to be solved for
the N unknown aj could be written out in scalar form as
follows:
1) i ∈ SD :
Fi(B







2) i ∈ SU :
Fi(0




Having found the distributions of Wt, we now can
extract from it the distributions of the energy buffer content
Yt and the data buffer content Xt. Specifically, we obtain
Pr[data buffer full] = 1− F (B), (29)
Pr[energy buffer full] = F (0), (30)
and we also obtain
Pr[Xt ≤ x, S = i] = Fi(x+BE), 0 ≤ x ≤ BD, (31)
and
Pr[Yt ≤ y, S = i] = πi − Fi(BE − y), 0 ≤ y ≤ BE , (32)
where, Fi(·) and F (·) are defined in Eqs. (11) and (16),
respectively.
So far, we have derived the closed-form distributions of
data buffer and energy buffer in Eq. (31) and Eq. (32), respec-
tively. Based on these two distributions, we will analyze the
energy sustainability in the next section.
3 ENERGY SUSTAINABILITY ANALYSIS
Based on the fluid-flow analysis of the Leaky Bucket model,
we now study the energy sustainability in this section.
According to the above assumption, we now need to
analyze the energy sustainability of fog nodes at certain
stage rather. For other stages, we just need to carry out
the same analysis on each stage. In the following, we par-
ticularly analyze data transmission under some special but
real-happening situation—the fail of energy buffer supply. Let
us consider the solar power energy as an example, where
the energy buffer is generated by solar panel. The solar
panel can generate relatively stable power energy during
sunny daylights. However, it could not generate energy at
night. Hence, we need to consider (1) how much data units
the remaining energy can supply for ordinary data transmission.
Particularly, in raining days, it is reasonable to assume there
is no energy supply by solar panel. If the rain last for a few
days (in raining season), we need to consider (2) how much
remaining energy buffer is required for support a certain days of
emergency data transmission.
In the following sub-sections, we first analyze and derive
closed-form distributions of the mean data buffer length
and energy buffer length. Then we analyze the energy
sustainability under the above two scenarios.
3.1 Mean Data Length and Energy Length
From Eqs. (32) and (31), we can obtain the overall distribu-
tions of data buffer and energy buffer [33], [34] as follows:
Pr[Xt ≤ x] =
∑
i
Fi(x+BE) = F (x+BE), (33)
and
Pr[Yt ≤ y] =
∑
i
(πi − Fi(BE − y)) = 1−F (BE−y). (34)
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Particularly, we have
{
Pr[Xt ≤ BD] = F (BD +BE) = F (B),
Pr[Yt ≤ BE ] = 1− F (BE −BE) = 1− F (0).
(35)
According to Eq. (19), we obtain the following equation












Hence, we can rewrite Eqs. (34) and (33) as follows:


















We use E[Xt] to denote the mean data buffer, then E[Xt]












































































Φji · (1− ezjBD ).
(39)
Similarly, we useE[Yt] to denote the mean energy buffer,








































































Φji · (1− ezjBE ).
(40)
3.2 Energy Sustainability
Now, suppose there is no energy supply after a certain time.
That is to say, the energy arrival rate r becomes 0. Here,
we analyze the energy sustainability of the two scenarios
described in the opening of Section 3: the maximum data
units can be transmitted based on the remaining energy
buffer, and the minimum energy buffer required to support
a certain period of emergency data transmission. Both of the
scenarios requires us to know the upper bound of energy
buffer units required for every unit of data transmission.
The following analysis investigates the upper bound from
the aspect of the average data throughput 〈λ〉.
The average throughput 〈λ〉 can be calculated in a num-
ber of equivalent ways. One is to say that this is the average
load, other than the cell loss when the data buffer is full.







(λi − r)Pr[Xt = BD, S = i]. (41)
The first term on the right-hand side is the average load, av-
eraged over allN states. The second term is the average data
cell loss, also averaged over theN states. However, note that
the upward states only will be included in the second sum
in Eq. (41) since we have already seen that in the downward
states the data buffer cannot be full and cells cannot be lost
(see Eq. (23)). The probability Pr[Xt = BD, S = i] that the
data buffer is full with the system in overload state i, is
readily calculated as
Pr[Xt = BD, S = i]
= Pr[Wt = B,S = i]
= Pr[Wt ≤ B,S = i]− Pr[Wt ≤ B−, S = i]
= πi − Fi(B−).
(42)
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This can be rewritten as follows,




−)(λi − r). (44)
Assuming that every unit of data buffer transmission





If e > BE/ 〈λ〉, the arrival energy will aways insufficient
for data transmission, which will result into too much data
loss in transmission and little energy for sustainability. In
addition, energy supply devices generally requires some
energy for the basic functionality. Here, we assume an
energy supply device needs at least ξ(ξ  BE) energy
stored for functionality.
Finally, we analyze energy sustainability for the two
aforementioned scenarios. For scenario (1), we need to ana-
lyze how much data units the remaining energy can supply
for ordinary data transmission. That is to say, the fluid data
input rates λi are the same as before the fail of energy
supply. From Eqs. (39) and (40), we have obtained the mean
data buffer left and mean remaining energy buffer. Then, the






For scenario (2), we need to analyze, how much remain-
ing energy buffer is required to support a certain time of
emergency data transmission. That is to say, the average
fluid data input rate λ′ is different from the average ordinary
data input rate λ, where λ  λ′. Suppose, over the certain
time period (e.g., a day/week/month), the total emergency
data is xtotal. It requires xtotal · e units of energy to transmit
the data. Hence, the minimum energy ymin required is
ymin = (xtotal + E[Xt]) · e+ ξ. (47)
Similarly, we can calculate the probability of transmitting
xtotal units of data by adjusting the Leaky Bucket model.
4 EXAMPLE OF ON-OFF DATA SOURCES
In Section 2.2, we model the incoming bursty data traffic
as an N-state Markov modulated fluid flow (see Fig. 5),






Fig. 7. Simple ON-OFF fluid data source.
Markov chain with a rate parameter µij for 1 ≤ i, j ≤ N .
In this section, we apply the above proposed Leaky Bucket
model and the analysis of energy sustainability on a simple
but illustrative 2-state Markov data model, the ON-OFF data
source model (see Fig. 7). In Fig. 7, the inter-arrival rates are 0
and Rp in the OFF state and the ON state respectively. This
could be representative of a voice data source or an image
data source, depending on the choice of parameters. Also
assume the transition rate from OFF state to ON state is α
and from ON state to OFF state is β. In this model, note
that the OFF state refers to state 1 and ON state refers to
state 2 in the analysis. Notice that λ1 = 0, λ1 = Rp, and the
continuous time Markov chain generating matrix and the

























Here, there is only one eigenvalue z to be found.
Through basic computation, we have














, with p ≡ α
α+ β
. (49)
For the single eigenvector Φ = [Φ1,Φ2] appearing in Eq.
(28), we have







Letting Φ2 = 1 arbitrarily, we get, for this example,









The two unknown constants a1 and a2 are found using the
boundary conditions of Eqs. (27) and (28). In this simple
example, withN = 2 states only, state one with λ1 = 0 is the
downward state and state two with λ2 = Rp is the upward
state. We must thus have 0 < r < Rp for the fluid analysis
to provide a stationary solution in this case. This implies
that the single eigenvalue z of Eq. (48) will be negative if
the parameter ρ defined by Eq. (49) is less than 1.
From Eq. (27), we have, using Eq. (51),
F1(B









with π1 = (1− p) = β/(α+ β).
Similarly, from Eqs. (28) and (51), we have
F1(0
+) = 0 = a1π2 + a2, (53)
where π2 = p = α/(α+ β).















a2 = −π2a1 = −a1α/(α+ β). (55)
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Using Eqs. (54) and (55) in Eq. (51), we finally get the two
probability distribution functions in this case of a single ON-
OFF data source,
F1(w) = π1∆(w)/∆(B), (56)
and
F2(w) = π2(1− ezw)/∆(B), (57)
with








where π1 = β/(α+ β), π2 = 1− π1 = α/(α+ β), and z are
given by Eq. (48). Then, we have




All the performance analysis of interest can be obtained
from F (w). For example, for the average data throughput,
recall that λ1 = 0, λ2 = Rp, ρ ≡ Rpp/r, p = α/(α + β) in
ON-OFF data sources. Then it is readily shown, using Eqs.
(56) and (57) in (44), that the normalized throughput for this
example is given by
〈λ〉 /r = 1− (1− ρ)/∆(B), (60)
where, ∆(B) is defined in Eq. (58).
Similarly, the mean length of data buffer E[Xt] in the










































































Then, for the two scenarios of energy sustainability
analysis in the ON-OFF data sources, we can get (1) the
maximum data buffer xmax which could be transmitted
when energy rate becomes 0, and (2) the minimum energy
buffer ymin required for transmitting a certain amount of
emergency data transmission.
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Fig. 8. Mean data length and mean energy length as a function
of total buffer space B, with ρ = 0.81.
5 NUMERICAL RESULTS
In this section, we validate the energy buffer analysis and
evaluate the energy sustainability performance through an-
alytical results and simulation results. All the experiments
are implemented on MatLab. We particularly use the ON-
OFF data source model for experiments. In the exact Leaky
Bucket model, the data source alternates between the ON
state and the OFF state. During the ON state, whose mean
duration is 1/β seconds; the source transmits data cells
(which are with fixed length packets) at a constant rate of
r cells per second. The energy arrives at the energy bucket
at a constant rate of r energy buckets per second. To ensure
that the data traffic density is relatively moderate (where
α/β < 1) rather than extremely intensive (where α/β ≈ 1),
we particularly set β and α to 1.0 and 0.57. We set Rp = 1
and r is chosen from {0.45, 0.42, 0.39}. We set the maximum
total buffer size B as 20 and let BE increase from 0 to 20.
For each group of parameter values (in terms of B,BE and
r), we get the average simulation result over 100 runs where
each run consists of 100 attempts of data transmission.
We first investigate the mean data length and mean
energy length on energy arrival rate (r) and energy buffer
size (BE). From Eqs. (61) and (40), we know that E[Xt]
depends on z (which ultimately depends on r), and BE .
The experimental results are shown in Figs. 8, 9, and 10,
corresponding to r = {0.45, 0.42, 0.39}, respectively. From
these figures, we see that the the simulation results are very
close to the analytical results across different parameter set-
tings. When the energy arrival rate decreases, the simulation
results become conservative and thus slightly lower than the
analytical results. Overall, the mean energy buffer length
increases with the increase of energy buffer size BE , while
the mean data buffer length decreases with the increase of
BE . Moreover, as energy traffic intensity ρ approaches 1 (or
alternatively r close to the energy source mean rate), the
mean energy buffer length E[Yt] increases slower with BE
and achieves a desirable as the size of BE . This is because
the greater BE allows larger data transmission. Hence, the
average length of energy becomes larger.
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Fig. 9. Mean data length and mean energy length as a function
of total buffer space B, with ρ = 0.87.
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Fig. 10. Mean data length and mean energy length as a function
of total buffer space B, with ρ = 0.93.
We then investigate the energy sustainability of the two
particular scenarios discussed in Section 3.2. The results are
displayed in Fig. 11 and Fig. 12 for ρ = {0.81, 0.87, 0.93}
against the energy buffer size BE . Fig. 11 presents the
maximum units xmax of data could be transmitted after a
failure of energy supply, and Fig. 12 presents the minimum
units ymin of energy buffer required to supply a certain
units of emergency data demergency transmission. Overall,
the simulation results present to be relatively conservative.
From the perspective of xmax, a smaller number of data
units can be transmitted than analytical results when the
energy power supply fails. From the perspective of ymin, a
larger number of energy units are required for emergency
data transmission when the energy power supply fails. In
Fig. 11, the energy buffer size BE ranges from 0 to 20 units.
As energy buffer size BE increases, the maximum units
xmax of data transmission also increases. In particular, the
greater ρ (or the less energy arrival rate r) the less data could
be transmitted. This is because, the lower energy arrival
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Fig. 11. The maximum units of data that the remaining energy
could supply for ordinary data transmission.
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Fig. 12. The minimum units of energy required to support a
certain period of emergency data transmission.
rate r the less energy can be stored, which in turn support
less data transmission after the failure of the energy power
supply. In Fig. 12, we particularly set demergency = 7. As
we can see, ymin increases with BE . This is because, again,
the lower energy arrival rate r the less energy can be stored,
which in turn requires much more energy power (ymin) for
emergency data transmission after the failure of the energy
power supply.
6 CONCLUSION AND DISCUSSION
In this paper, we have generalized a stochastic fluid model
to analyze the energy sustainability performance on fog
nodes. We first generalize the well-known Leaky Bucket
model to police and shape traffic from diverse and bursty
data sources. Based on the Leaky Bucket model, we derived
closed-forms for the distribution of energy buffer and data
buffer, and the explicit formulas of mean energy buffer and
mean data buffer, and achieved mathematically analysis of
the energy sustainability performance on fog nodes. On the
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basis of the Leaky Bucket model and the derived closed-
form formulas, we perform numerical evaluations with the
aim of assessing the effectiveness of the Leaky Bucket mech-
anism and its effectiveness in reflecting the energy sustain-
ability of of data traffic in fog networks. The experimental
results have shown how the Leaky Bucket mechanism can
be used to police and shape traffic in emergency scenarios
(e.g., the failure of energy supply). Numerical results have
also revealed the sensitivity of performance to source traffic
assumptions.
Note that we assume that the energy arrival rate differs
from stage to stage, but within each stage the energy arrival
rate is relatively consistent. In the real world, however, the
renewable energy sources are often heterogeneous [35], and
the energy charging process is often stochastic and may follow
certain distribution (e.g., time-varying Poisson distribution
[36]). The Leaky Bucket model generalized in this paper is
not applicable for continues time-varying energy charging
process. As our future work, we plan to extend the Leaky
Bucket model for continues time-varying energy power
supply. Meanwhile, in this paper, the data buffer is assumed
with no MAC delay and the wireless links are assumed to
be reliable. However, real-world data transmission on fog
networks often involves MAC delay and unreliable wireless
links. Hence, our second future work is to extend current
model through considering those realistic network features.
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