It is known that any target function is realized in a sufficiently small neighborhood of any randomly connected deep network, provided the width (the number of neurons in a layer) is sufficiently large. There are sophisticated theories and discussions concerning this striking fact, but rigorous theories are very complicated. We give an elementary geometrical proof by using a simple model for the purpose of elucidating its structure. We show that highdimensional geometry plays a magical role: When we project a high-dimensional sphere of radius 1 to a low-dimensional subspace, the uniform distribution over the sphere reduces to a Gaussian distribution of neglesibly small covariances.
Introduction
Deep learning has achieved great success in various applications by using very large networks. However, it is only for a few years that theoretical foundations for sufficiently wide networks have been studied, where randomly connected initial weights play a fundamental role. Jacot et al. (2018) showed that the optimal solution always lies sufficiently close to any networks with randomly assigned initial weights. Hence, stochastic descent learning is described by a linear equation in the function space, describing learning behaviors of a neural network. This is a surprising result and there are many related theories (see, for example, Lee et al. (2019) and Arora et al. (2019) ). There are direct theories explaining the fact that a target function exists in a small neighborhood of any randomly generated networks: See, for example, Allen-Zhu et al. (2019) and Bailey et al. (2019) .
Unfortunately, these papers try to be mathematically rigorous, so that it is not easy to follow and to understand the essence intuitively. It is desirable to give a simple proof of this interesting fact to give insight for further developments. The present paper tries to present an elementary proof that any target function lies in a small neighborhood of any randomly generated networks by using a simple model.
We consider an extremely high-dimensional sphere of radius 1 consisting of random parameter vectors. Let their dimensions be p. We project it to a low-dimensional subspace of dimension n, n ≪ p, which corresponds to the number of training examples. A uniform distribution over the high-dimensional sphere is projected to a Gaussian distribution of mean 0 and variance 1/p, a sharply concentrated distribution. This geometrical fact explains that any true distribution exists in small neighborhoods of randomly generated networks.
Randomly connected networks are ubiquitous and have been studied in various situations.
Early works, called statistical neurodynamics, are Amari (1971 Amari ( , 1974 ; Amari et al. (1977) and Rozonoer (1969) , where macroscopic dynamics of randomly connected networks are studied. Sompolinsky, Cristanti and Sommers (2015) showed that chaotic dynamics appears universally in a random network. Another application is found in Amari et al. (2013) .
Statistical neurodynamics is applied to deep neural networks by Poole et al. (2016) to show how input signals are propagated through layers of networks, where the existence of the chaotic resume is found. Schoenholz et al. (2016) applied the method to backward error propagation, showing the limit of applicability of error-backpropagation learning in the chaotic situation.
There are many related works thereafter. Amari et al. (2019a,b) also studied the statistical neurodynamics of deep networks and elucidated the structure of Fisher information matrix in such a network. Karakida et al. (2019a,b) developed a new direction of study by using the distribution of the eigenvalues of the Fisher information matrix of randomly connected networks. The present article is continuation along these lines of research.
and add l−1
x as its 0-component. The final output y comes from layer L as
assuming that the output is a linear function of L x, where v = (v i ) is the connection weight vector of the output neuron. See Fig. 1 .
A random network is generated subject to the following probability law: independently, where N 0, σ 2 denotes the Gaussian distribution with mean 0 and variance σ 2 . We sometimes put σ 2 v = l σ 2 w = l σ 2 b = 1 in the following for the sake of simplicity, because
we have interest mostly in qualitative structure, not in quantitative behaviors.
Let D = {(x 1 , y 1 ) , · · · , (x n , y n )} be the set of n training data. We compose the ndimensional output column vector
We also denote the output vector of the network of which parameters are θ by
We assume that the outputs are bounded,
for some constant c, so that
We put
The output vector of a random network f θ belongs to F with high probability (whp), that is, with probability which tends to 1 as p goes to infinity. We further assume that inputs x s (s = 1, · · · , n) in the training data are randomly and independently generated, and their components |x si | are bounded.
When we use the loss of squared errors, the optimal solution for minimizing the loss is given by
Under the above assumptions, we prove the following theorem.
Theorem 1. The optimal solution θ * lies in a small neighborhood (the size of the neighborhood converging to 0 as p tends to infinity) of any θ 0 whp, which is the parameters of any randomly generated network.
Linear theory for one hidden layer networks
We consider a one hidden layer network in the beginning,
We further fix randomly generated w i (weights and biases). Then, modifiable variables are only v = (v 1 , · · · , v p ) T and the input-output relation is linear,
where X is n × p matrix, whose components are
This is a linear regression problem without noise, so we can easily analyze its behavior.
We give an elementary proof of Theorem 1 for this model. Let v 0 be a randomly generated parameter vector. For the optimal parameters v * satisfying f * = Xv * , where f * ∈ F is the teacher vector given from D, we put
Then, we have
The output of the random neural network is
and the error vector is
So we have
The generalized inverse of X is a p × n matrix defined by
where
is an n × n matrix called the Gram matrix. It is the neural tangent kernel (Jacot et al., 2018) defined by
where · is the inner product. The minimal norm solution of (22) is written as
and the general solutions are ∆v = ∆v * + n,
where n is an arbitrary null vector belonging to the null subspace N of X,
We study the kernel matrix K for evaluating the magnitude of ∆v * . Let us put
Then, they are jointly Gaussian with mean 0 and n pairs of variables (u si , u ti ) , i = 1, · · · , n, are independent subject to the same probability distribution. Their correlation
depends on the inner product of two inputs x s and x t and is the same for any i. The components
are sums of iid variables. Because of the law of large numbers, we have whp
Hence K −1 is of order 1/p. The explicit form of (33) is given in Lee et al. (2019) and Amari et al. (2019a,b) for the sigmoid function and for ReLU function.
This proves that any component of ∆v * i is of order 1/p, provided n is fixed and p ≫ n.
Hence, its L 2 norm is
whereas the L 2 norm of the initial random v 0 is not small,
This shows that a true solution v 0 + ∆v * exist in a (1/ √ p)-neighborhood of any random weight
vector v 0 .
It should be verified that the minimum norm solution ∆v * is obtained by learning. ∆v * is in proportion to the gradient vector of the loss,
where e = (e s ). Hence, n · ∆v * ∝ (Xn) T e = 0.
∆v * is orthogonal to the null subspace N , not including the null components.
Remark 1. Stochastic gradient learning does not change the components of the null direction included in the initial v 0 . Hence, the minimal solution is not derived by learning.
When we add a decay term in the learning equation, we have the minimal solution. The minimal solution would have the smallest generalization error.
Remark 2. When n is large, we can show
Hence, our theory does not hold for n = O(p). Remark 4. We have not discussed the generalization error. However, our situation of random X would guarantee the "non-prescient" situation of double descent shown in Belkin et al. (2019) .
Geometric perspective
The randomly chosen vectors v 0 are distributed in the space of parameters. Because of the law of large numbers, we have
That is, the L 2 norm of random v 0 is almost equal to σ 2 v . We put
for simplicity. Then random v 0 s are uniformly distributed on the sphere V of radius 1 of which center is the origin, having infinitesimal small deviations in the radial directions. We project these v 0 s to the n-dimensional subspace S orthogonal to N . S consists of the minimum norm
for all f * ∈ F . We prove the following theorem, showing that the uniform distribution over V shrinks to a Gaussian distribution with variance 1/p. Proof. We first give an intuitive explanation of the projection. We consider a (p 1)-dimensional sphere V in R p and project it to a 1-dimensional line S. Let z be a position on the line. Then, the inverse image of the projection of a small line element [z, z + dz] is a slice of the sphere orthogonal to the line, which is a (p 2)-dimensional sphere with width dz and its radius is √ 1 − z 2 . See Fig. 2 . The total mass of the sliced sphere is
where the term c(z) is added to be responsible for the inclination of the sliced sphere and the total volume of the sphere of radius 1. This converges to 0 when p is large except for the parts corresponding to z ≈ 0. This shows that the projection of the (p 1)-dimensional sphere to the line is concentrated around the origin.
We give a formal proof for the n-dimensional case. Let R be a point in the n-dimensional S, and its radius be z. Then, the inverse image of the projection is a (p n − 1)-dimensional sphere sliced at R (see Fig. 3 ), and its radius is 
and then
Since we assume p ≫ n, this gives the Gaussian distribution
proving that almost all random v are mapped inside a small sphere in S of radius 1/p, or more precisely 1/(np).
For any f * , the minimum norm solution v * of f * = Xv * , v * = XK −1 f * (48) sits in the (1/p)-neighborhood of the origin in the n-dimensional S. Its inverse image v * + n n ∈ N covers almost all parts of V for any f * . This is a geometrical explanation that the true solution lies in a neighborhood of any random v 0 .
To summarize, Theorem 1 is based on the following two asymptotic facts (see Fig. 3 ):
1) The minimum optimum solution v * lies in (1/p)-neighborhood V * S of the origin of S for all f * ∈ F .
2) The inverse image of the neighborhood V * S , that is {v * + n |f * ∈ F, n ∈ N } covers almost all parts of V ⊂ R P .
Analysis of one hidden layer general networks
The connections w i were randomly generated and fixed in the previous linear model. We consider here the case where both v and w i are modifiable. Small deviations of v and w i to v + ∆v and w i + ∆w i give a change of function f (x, θ) as
We define X (1) and X (2) by
where X (1) is the same as the previous X and
We use a vectorized dθ = (∆v i , ∆w ij ) T for denoting small deviations ∆v and ∆w i , and use index I for denoting the components of dθ = (dθ I ). The extended X is
and df = X∆θ.
For error vector 
for the optimal solution θ * = θ + ∆θ is written as
provided ∆θ is small. We evaluate the tangent kernel K = XX T in the present case.
From (53), K is decomposed as
K (1) is the same as the previous one (32) and K (2) is written in the component form as
In order to evaluate K
st , we remark that p pairs of variables (u si , u ti ) , i = 1, · · · , p, are iid (identically and independently distributed) random variables. So the law of large numbers guarantees that it converges to
of which exact form depends on ϕ and it is calculated explicitly for various activation functions (see e.g., Lee et al., 2019; Amari et al., 2019a,b) . Then,
From this, we see that
This guarantees that ∆θ I is small,
proving Theorem 1 in the present case.
Deep networks
For a deep network with L layers, the output functions is nested as,
A small deviation of f due to small deviation ∆θ of θ = v,
For vector f = (f (x s , θ)), s = 1, · · · , n, this is written as
From n training examples, we have a similar equation ∆θ = X † e = X T K −1 e (72)
for calculating the optimal ∆θ. K is decomposed as
The tangent kernel K and l K are calculated recursively by Jacot et al. (2018) and Lee et al. (2019) . See Appendix. Since l K is of order p, we finally have
and
proving the theorem.
Conclusions
Randomly connected over-parameterized wide networks have magical power that any target functions are found in small neighborhoods of any random networks. By using simple models, we have elucidated this situation, giving an elementary proof of it. This can be illustrated from high dimensional geometry: The projection of the uniform distribution over a high-dimensional unit sphere to a low-dimensional subspace gives a Gaussian distribution sharply concentrated in a small neighborhood of the origin.
Then, the following recursive equations hold for the tangent kernels
