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Re´sume´
L’article traite des me´thodes d’estimation des mode`les re´cursifs dynamiques au cas ou` l’obser-
vation porte sur des individus statistiques, chacun e´tant de´finie par un syste`me d’e´quations de type
re´cursif dynamique. A la dimension temporelle, pre´sente dans l’e´tude classique de ces syste`mes,
la dimension transversale est ajoute´e pour obtenir des “mode`les re´cursifs dynamiques a` double in-
dice”. Le traitement des formes de ces mode`les conduit a` regrouper les variables par individu puis
par e´quation [BG94]. Ce regroupement a permis d’assimiler le mode`le au syste`me d’e´quations ap-
paremment non-lie´es SUR, avec la particularite´ que la variance relative aux individus  et  pour
l’e´quation  n’est pas ne´cessairement nulle. L’estimation est re´alise´e par les me´thodes du maxi-
mum de vraisemblance et les SUR-GLS non itr et ite´re´ avec transformation de Taylor. Ces derniers
donnent des estimateurs convergents  plus viables. L’application de ces me´thodes fait l’objet d’un
autre article sur un panel sectoriel de l’e´conomie marocaine durant les trois dernie`res de´cennies.
Mots cle´s : Causalite´, syste`me re´cursif, estimation, asymptotique.
Abstract
The purpose of this paper is to study the model belongs to the family of structural equation
models with data varying both accross individuals (sectors) and in time. A complete theoretical
analysis is developed in this work for the case of a dynamic recursive structure. Maximum like-
lihood estimation and SUR-GLS “Seemingly Unrelated Regressions-Generalized Least Square”
estimators (iterated or not, with proper instruments and with Taylor’s transformation) are carefully
used. These last convergents estimators are most efficients. The application of these methods to
panel sector of morocco’s economy is treated in another paper.
Key words :Causality, recursive system, estimation, asymptotic.
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La convergence en probabilite´ des estimateurs purs est e´tablie de manie`re originale par des lemmes, qui ne figurent pas dans ce papier.
1
1 Introduction
Le but de l’article est de traiter des me´thodes d’estimation des mode`les re´cursifs dynamiques
au cas ou` l’observation porte sur des individus statistiques, chacun e´tant de´finie par un syste`me
d’e´quations de type re´cursif dynamique. A la dimension temporelle, pre´sente dans l’e´tude clas-
sique de tels syste`mes, la dimension transversale est ajoute´e pour obtenir les “mode`les re´cursifs
dynamiques a` double indice”.
Dans ce papier, il est de´montre´ que la fonction log-vraisemblance du syste`me complet est la
somme de D log-vraisemblances inde´pendantes une pour chaque e´quation. L’avantage de cette
de´composition est que le maximum de la fonction de vraisemblance peut se faire se´pare´ment
pour chaque e´quation, mais simultane´ment pour les E individus. Ce re´sultat important permet
de de´velopper les me´thodes d’estimation approprie´es pour un syste`me de E individus en pre´sence
de variables retarde´es et d’un processus vectoriel autore´gressif d’ordre 1 des erreurs.
Comparativement a` Hatanaka [Hat76] et a` Fuller et Alii [FHW80], l’estimation re´alisable des
parame`tres du mode`le complet est faite de manie`re simple a` partir du de´veloppement de Taylor au-
tour de cœfficients de corre´lation des erreurs obtenus par la me´thode des variables instrumentales.
2 Le mode`le individuel
La formalisation propose´e ge´ne´ralise l’e´tude des syste`mes re´cursifs dynamiques au cas ou` l’ob-
servation porte sur un ensemble de E unite´s statistiques. Un syste`me re´cursif dynamique a` D
e´quations est de´fini pour chaque individu, qui est observe´ sur F pe´riodes. Le mode`le est e´crit sous
sa forme individuelle ( G&HI ), puis sous forme globale ( G&HCG ).
2.1 La forme de base du mode`le
Au niveau de l’individu KJML IN4H4H4HN1EPO pour la pe´riode d’observation Q J Q L IN4H4H4HNFKO , la
forme structurelle du mode`le est de´finie par le syste`me a` D e´quations suivant :
R"S+TCU&S
V+W
YX
Z[S+TCU&S
V
X]\
ST^ﬃS
V
X]_
S
V
La` (1)
ou` :
b
U
S
V est le vecteur DdceI des observations concernant les D variables endoge`nes (le syste`me
e´tant alors par de´finition complet)
b
^
S
V est le vecteur fec]I des observations concernant les f variables exoge`nes
b
Z
S
T
est la matrice DgchD des coefficients des variables endoge`nes, suppose´e non singulie`re
b
R
S
T
est la matrice Dic]D des coefficients des variables endoge`nes retarde´es, suppose´e non
singulie`re. Les e´le´ments de la diagonale principale sont note´s j Sk
b
\
S
T
est la matrice Dgclf des cœfficients des variables exoge`nes
b
_
S
V est le vecteur Dmc]I d’erreurs.
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2.1.1 Les hypothe`ses
Le mode`le I est muni d’un corps d’hypothe`ses :
(i1) H I4n : Hypothe`se de comportements
Z
S
,
R
S
et
\
S
sont des matrices de constantes (inconnues), variant d’individu a` individu. On
admet par conse´quent que chaque individu est caracte´rise´ par un comportement qui lui est
propre (mais qui reste invariant dans le temps).
(i2) H Io : Hypothe`se de restrictions
Pour des raisons de commodite´, on supposera e´galement que les restrictions the´oriques a-
priori d’exclusion (les e´le´ments nuls a-priori de Z S , R S et
\
S ) sont les meˆmes pour tous les
individus.
(ii) H G : Re´cursivite´
Les matrices non-singulie`res
Z
S+T
et
R
ST
sont triangulaire infe´rieure p .
(iii) H q : Variables exoge`nes
Les variables exoge`nes sont fixes, non stochastiques, inde´pendantes des erreurs et telles que :
(a) r
V
^ﬃS
V
^ﬃS
V
T
est une matrice de rang complet f
(b) s+t+u
v"wyx
I
F
r
V
^ﬃS
V
L{z
^ﬃS
,fini
(c) s+t+u
v"wyx
I
F
r
V
^ﬃS
V
^ﬃS
V
T
La|
S
, de´finie positive
(iv) H } : Hypothe`ses des erreurs
Les erreurs posse`dent des moments finis au moins jusqu’a` l’ordre deux. En particulier, en
de´signant par
_
S~
V
N1
L
IN4H4H4HN1D , l’e´le´ment typique du vecteur
_
S
V , on postule que
(a) l’effet des perturbations est nul en moyenne :

J
_
S
~
V
O
L` Y
N1 N>Q
(b) la structure des variances-covariances est telle que :

J
_
S
~
V
_
 C
O
L
S

~
si  L et Q LaŁ
`
sinon 
La nullite´ de la covariance pour deux e´quations diffe´rentes J L O de´finit (conjointement a`
H G ) la re´cursivite´ du syste`me. La covariance contemporaine  S

~
entre l’erreur de l’individu  et
celle de l’individu  pour l’e´quation  n’est pas ne´cessairement nulle. Cette possibilite´ donne au
mode`le sa premie`re spe´cificite´ et exprime les liaisons ale´atoires entre les individus.
6
Leurs e´le´ments au-dessus de la diagonale principale sont tous nuls et ceux de la diagonale principale de 	 sont tous e´gaux a` W

(du fait de
la normalisation).
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De l’hypothe`se H } , on tire les deux formulations suivantes :

J
_
S
V
O
L`
et

J
_
S
V
_


O
L 






diag J  SCS

N4H4H4HN

SCS

O
La
SCS
si L  et Q LaŁ
diag J 
S


N4H4H4HN

S


O
La
S

si  L  et Q LaŁ
`
sinon
La seconde spe´cificite´ du mode`le est que le processus des erreurs ale´atoires
_
~
V d’ordre Emc]I
est un processus vectoriel auto-re´gressif “VAR(1)”  :
_
~
V
La
~
_
~
V+W

Xe
~
V ou`

~
LJﬁ
S

O
Y
N
L
IN1G&N4H4H4H	N1E (2)
2.2 Forme de base d’une e´quation
La  -e`me e´quation pour l’individu  (la  -e`me ligne du mode`le (1)) s’e´crit :
J
R"S
~
O
T
U&S
V+W

X
J
Z[S
~
O
T
U&S
V
X
J
\
S
~
O
T
^ﬃS
V
X]_
S
~
V
L` (3)
ou`
J
R
S
~
O
T
,
J
Z
S
~
O
T
et
J
\
S
~
O
T
sont respectivement la  -e`me ligne de J
R
S
O
T
,
J
Z
S
O
T
et
J
\
S
O
T
.
En raison de la triangularite´ de J
Z
S
O
T
et de J
R
S
O
T
, de la normalisation (le  -e`me coefficient de J Z S~ O
e´tant e´gal a` I ) et en tenant compte d’e´ventuelles autres restrictions nulles sur certains parame`tres,
l’e´quation (2) prend la forme suivante :
U&S
~
V
L
j
S
~>~
U&S
~
V+W
 X
J
R"S¡
~
O
T
U
S¡
~
V+W

X
J
Z[S¡
~
O
T
U
S¡
~
V
X
J
\
S¡
~
O
T
^
S¡
~
V
X]_
S
~
V (4)
ou`
b
U
S¡
~
V est le vecteur des variables endoge`nes explicatives dans cette e´quation (les variables
endoge`nes
U
S
¢
V d’indice £P¤ ne figurent pas dans le vecteur
U
S¡
~
V )
b
U
S¡
~
V+W

est le vecteur des variables endoge`nes retarde´es explicatives dans cette e´quation (les
variables endoge`nes
U
S
¢
V+W

d’indice £P¤ ne figurent pas dans le vecteur
U
S¡
~
V+W

)
b
^
S¡
~
V est le vecteur des variables exoge`nes figurant dans l’e´quation (si toutes les variables
exoge`nes interviennent dans l’e´quation, alors
^
S¡
~
V est e´gal a`
^
S
V ). U S¡
~
est l’ensemble des
variables endoge`nes explicatives dans la  -e`me e´quation, il sera note´ par
U
S
*
pour alle´ger
l’e´criture.
b
J
R
S¡
~
O
T
,
J
Z
S¡
~
O
T
et
J
\
S¡
~
O
T
sont les parties correspondantes de J
R
S~
O
T
,
J
Z
S~
O
T
et
J
\
S~
O
T
.
Le nombre total de variables explicatives de la  -e`me e´quation est de´signe´ par Ł
~
avec
Ł
~
infe´rieur ou e´gale a` f
X
G¥I . ¦
S~
est un vecteur colonne de parame`tres d’ordre Ł
~
ou encore
D¨§
X
fª© avec
J
D¨§y«ﬃO .
;
Pour un scalaire, on e´crit ¬2 ­®	¯°¥±²³	´4µ

²
¬
²
­®¶
´.·¹¸
 ­® ou` ¸  ­® est un bruit blanc pour S ¯
ﬁºpº»»»º¼
. Ce processus est stationnaire
si les racines du polynome de ½ ¾
±
W¹¿&À
½ﬁ¯ÂÁ sont plus grandes que

en module.
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Il est commode de re´unir toutes les variables explicatives dans un seul vecteur ainsi que les
parame`tres correspondants. En posant :
Ã
S¡
~
V
LiÄÅ
Å
Å
Å
ÅÆ
U
S¡
~
V+W

U
S¡
~
V
^
S¡
~
V
ÇÉÈ
È
È
È
È
Ê
J
¦
S
~
O
T
LËJ
R
S¡
~
O
T
J
Z
S¡
~
O
T
J
\
S¡
~
O
TCÌ
il vient alors :
U&S
~
V
L
j
S
~>~
U&S
~
V+W
 X
J
¦
S
~
O
T
Ã
S¡
~
V
X]_
S
~
V
L
j
S
~>~
U&S
~
V+W
YX
J
Ã
S¡
~
V
O
T
J
¦
S
~
O
X]_
S
~
V (5)
on utilisera l’e´criture suivante au niveau des me´thodes d’estimation :
Í
S
~
L
Ä
Æ
j
S~>~
¦
S~
Ç
Ê Î
S
~
V
LË
Î
S
~
V+W

J
Ã
S¡
~
V
O
T
Ì
Par la re´cursivite´ du syste`me individuel de base Ï , l’inde´pendance des erreurs d’une e´quation a`
l’autre fait que les erreurs
_
S
~
ne sont pas corre´le´es avec
U
S¡
~
V ni avec
U
S¡
~
V+W

, car :

J
_
S
~
V
U&S

V+W

O
L` pour hL pour tout  N>Q
Ainsi, la matrice
Ã
S¡
~
V est constitue´e de variables pre´de´termine´es. En revanche, la variable
U
S~
V+W

est corre´le´e avec l’erreur ale´atoire
_
S~
V
.
3 Forme compacte pour la pe´riode Ð
3.1 Regroupement des observations
Le regroupement des observations pour la pe´riode Q peut s’ope´rer de deux manie`res diffe´rentes,
chacune pre´sente un avantage particulier. Le regroupement des individus consiste a` empiler le
mode`le de base pour les E individus. On obtient :
Z
T
U
V
X
R
T
U
V+W

X]\
T
^
V
X]_
V
La` (6)
8
En conside´rant le mode`le pour toutes les observations, on obtient :
Ñ

­
¯ÓÒ

­­
Ñ

­Ô
·yÕ
Ö
­×

­
·
¬

­ avec Õ Ö
­
¯Ø
Ñ
Ö
­
Ô
Ñ
Ö
­Ù
Ö
­1Ú
La corre´lation entre la variable endoge`ne retarde´e explicative et les erreurs ¬2
­
s’e´crit par :
Û
ØC¬
 ­

Ñ
­Ô
Ú"Ü
¯KÁ pour tout
~
º
S
alors que les erreurs ¬2
­
ne sont pas corre´le´es avec Ñ  Ý . Ces caracte´ristiques font que la me´thode des moindres carre´es ordinaires donne des
estimateurs non convergents.
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ou`
Z
T
et
R
T
sont triangulaire infe´rieure et diagonale par bloc, d’ordre EPDÞcßEPD , seulement la ma-
trice
R
T
ne contient pas force´ment des e´le´ments unitaires sur la diagonale principale, qui est note´e
j
k
.
\
T est d’ordre EPDic]EPf , et
U
V
N
U
V+W

N
_
V et
^
V sont des vecteurs respectivement de dimension
EPD et EPf . Pour le vecteur de perturbations
_
V
, a` partir de H } nous de´duisons :

J
_
V
O
L`
N et

J
_
V
_
T

O
L
ËC
S

Ì[à
LaáâLaÂáy
T
X
° si Q LaŁ
`
sinon
avec

une matrice bloc-diagonale. La matrice á n’est pas diagonale, mais bloc-diagonale. Ses
proprie´te´s ne sont pas faciles a` de´duire. Mais, l’e´quation ( ã ) permet d’extraire imme´diatement la
fonction de vraisemblance du vecteur
U
en partant de la fonction de densite´ de

V
, en raison de la
triangularite´ de
Z
T
et de
R
T
.
Le regroupement des e´quations s’ope`re a` partir de la  -e`me e´quation pour l’individu  ( } ). Pour
l’ensemble des D e´quations on arrive au mode`le suivant pour l’observation Q :
ä
U
V
Låä
U
V+W

j
X
Ã
V
¦
X
ä
_
V (7)
Pour l’observation Q , l’e´quation ( æ ) posse`de les proprie´te´s suivantes par l’hypothe`se H } :

J
_
~
V
O
L`
N et

J
_
~
V
_

V
T
O
L
Ë

S

~
Ì[à
L{çá
~
si  L
`
sinon
(8)
la matrice des variances-covariances du vecteur ç
_
V est une matrice diagonale par bloc :

J
ç
_
V
ç
_
T
V
O
L diag J2çá

N4H4H4HN
çá

O
à
L{çáâLmçèçáPç
T
Xêé
r (9)
la matrice ç est diagonale par bloc.
En admettant l’absence de restrictions line´aires sur les e´le´ments ç
_
V
, la matrice çá doit eˆtre de´finie
positive. Cette proprie´te´ est satisfaite de`s lors que chaque bloc çá
~
est une matrice de´finie positive.
Le de´terminant et l’inverse de çá se de´duisent et sont donne´s par :
bë
çá
ë
L

ì
~
¯

ë
çá
~
ë et
çá
W

L diag J2çá
W


N4H4H4HN
çá
W


O
3.2 Matrice de passage de íªî a` çíªî
Les vecteurs
_
V et ç
_
V contiennent les meˆmes e´le´ments au nombre total de EPD . Il est possible
de les ordonner tous dans une matrice DmclE . A cet effet, nous posons :
ï
V
LË
_

V
N4H4H4HN
_
¼
V
Ì
L
ÄÅ
Å
Å
ÅÆ
_
T

V
.
.
.
_
T

V
ÇÉÈ
È
È
È
Ê
6
Dans cette matrice, les E colonnes sont les vecteurs
_
S
V de l’e´quation ( I ), pour KL IN4H4H4HN1E .
En revanche, les D lignes repre´sentent les vecteurs J
_
~
V
O
T de l’e´quation ( ã ), avec  L IN4H4H4HN1D .
Par les proprie´te´s de l’ope´ration vec (qui empile les colonnes d’une matrice) [Bal76] [Tur00] :
_
V
L
vec
ï
V et ç
_
V
L
vec
ï
T
V
vec
ï
T
V
Lð
¼[º
 vec
ï
V ou`
ð
¼[º
 est la matrice unitaire permute´e, on obtient :
ç
_
V
Lað
¼[º

_
V et ç

V
Lað
¼[º


V (10)
La matrice orthogonale ð
¼[º
 est donc la matrice de passage de
_
V a` ç
_
V
. Elle permet de passer
indiffe´remment, par une transformation line´aire non-singulie`re, de la formulation ( ã ) a` la formula-
tion ( æ ) et surtout de de´river les proprie´te´s de la matrice á de celles de çá .
En pre´-multipliant l’e´quation ( ã ) par  ð
¼[º

, il vient :

ð
¼[º

J
Z
T
U
V
X
R
T
U
V+W

X]\
T
^
V
O
Lað
¼[º

_
V
L
ç
_
V
En comparant avec ( æ ), on a la relation suivante :
ç
U
V

ç
U
V+W

jP
Ã
V
¦
L

ð
¼[º

J
Z
T
U
V
X
R
T
U
V+W

X]\
T
^
V
O (11)
L’e´quivalence ci-dessus sera exploite´e pour de´river la fonction de vraisemblance du mode´le.
En partant de ( I ` ), on a :
ç
áâLað
¼[º

áyð

º ¼
et
é
r
Lað
¼[º

r
ð

º ¼
(12)
par les proprie´te´s de la matrice unitaire permute´e ñ , on de´duit imme´diatement :
áâLað

º ¼
çáÓð
¼[º

par conse´quent :
ë
á
ë
L
ë
ð

º ¼
ç
áyð
¼[º

ë
L
ë
ç
á
ë+ë
ð

º ¼
ð
¼[º

ë
L
ë
ç
á
ë
d’ou` :
ë
á
ë
L

ì
~
¯

ë
çá
~
ë et ë r ë
L

ì
~
¯

ë
é
r
~
ë (13)
á
W

Lað

º ¼
ç
á
W

ð
¼[º
 et r
W

Lað

º ¼
é
r
W

ð
¼[º
 (14)
ou encore en utilisant la matrice de passage ð et a` partir de la relation ( ò ), on a :
áâLað

º ¼
ç
áyð
¼[º

L ð

º ¼
ç

ç
áKó
T
ð
¼[º

X
ð

º ¼
ó
°
ð
¼[º

L ð

º ¼
ç
Âð
¼[º

áyð

º ¼
ó
T
ð
¼[º

X
°
LaÂáy
T
X
°
:>ô

±&õ ö
¯
ô
öﬃõ ±
¯
ô
¶
´
±&õ ö
.
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4 Factorisation de la vraisemblance
Soit

V un processus gaussien [IG84], la fonction de densite´ des erreurs est :
÷
J

V
O
LJ
G	ø O
W
±ﬃö
ù
ë
r
ë
W
´
ù exp 
I
G

T
V
W

r

V
La fonction de densite´ de
U
V est obtenue de celle de

V par changement des variables :
÷
J
U
V
O
LJ
G	ø O
W
±ﬃö
ù
ë
r
ë
W
´
ù
ë+ëYú

ú
U
V
T
ë+ë exp 
I
G

V
T
W

r

V
et la fonction de vraisemblance logarithmique, a` une constante additive pre`s, est la suivante û :
ü
J
U
V
ë
Z
N
R
N
\
N

N
r
O
L

I
G
ln ë
r
ë
X
ln ë
Z
T
X
R
T
ë

I
G

V
T
W

r
J
Z
T
U
V
X
R
T
U
V+W

Xl\
T
^
V
X

_
V+W

O (15)
a` l’aide de ( II ), ( I4q ) et ( I4} ), on obtient successivement :

V
T
°
W


V
L

V
T
ð
T
¼[º

ó
°
W

ð
¼[º


V
LJ
ç
U
V

ç
U
V+W

jh
Ã
V
¦Â
ç
ç
_
V+W

O
T
ó
°
W

J
ç
U
V

ç
U
V+W

jh
Ã
V
¦
ç
ç
_
V+W

O
L
tr
ó
°
W

J
ç
U
V

ç
U
V+W

jh
Ã
V
¦Â
ç
ç
_
V+W

O
J
ç
U
V

ç
U
V+W

jh
Ã
V
¦Â
ç
ç
_
V+W

O
T
L
tr diag Ë ó °
W

~

~
V

~
V
T
Ì
L
tr diag J


V
ó
°
W

l
~
V
T
N4H4H4HN

~
V
ó
°
W

~

~
V
T
O
L
°
~

~
V
ó
°
W

~

~
V
T
on a aussi :
I
G
ln ë r ë L

r
~
¯

I
G
ln ë
é
r
~
ë
comme les matrice
Z
et
R
sont triangulaires, on obtient :
ë
Z
T
X
R
T
ë
L
ë diag J
Z

T
X
R

T
N4H4H4HN
Z
¼
T
X
R
¼
T
O
ë
L
ë diag ËJý ~ J I
X
R

~>~
O2N4H4H4HN
ý
~
J
I
X
R
¼
~>~
O
Ì
ë
d’ou` :
ln ë
Z
T
X
R
T
ë
L ln
ì
S
ì
~
J
I
X
R"S
~>~
O
L
r
~
ln
ì
S
J
I
X
R"S
~>~
O
L’introduction de ces re´sultats dans ( Iæ ) donne :
ü
J
U
V
O
L

r
~
¯

Ë

I
G
ln ë
é
r
~
ë
X
ln
ì
S
J
I
X
R"S
~>~
O
I
G

~
V
T
é
r
W

~

~
V
Ì
þ
Le jacobien de transformation de ¸ ® a` Ñ ® est ß ¸
ß
Ñ
®

¯
W


W 

.
8
ce qui revient a` e´crire :
ü
J
U
V
ë
Z
N
R
N
\
N

N
r
O
L

r
~
¯


J
ë
¦

N>j

N
	

N
é
r

O
L

r
~
¯


J
ë
Í

N
ç


O  (16)
La log-vraisemblance globale est donc la somme de D log-vraisemblances inde´pendantes, une
pour chaque e´quation. L’avantage de cette de´composition est que la maximisation de la fonction
de vraisemblance peut se faire se´pare´ment pour chaque e´quation, mais simultane´ment pour les E
individus.
5 Forme compacte pour l’e´quation

5.1 Regroupement des individus
En empilant les E individus, le mode`le ( æ ) devient :
U
~
L
U
~
¿
j
~>~
X
Ã
~
¦
~
Xê_
~ (17)
en posant
_
~
L
ÄÅ
ÅÆ
_

~
.
.
.
_
¼
~
ÇÉÈ
È
Ê
j
~>~
L
ÄÅ
ÅÆ
jª
~>~
.
.
.
j
¼
~>~
ÇÉÈ
È
Ê
¦
~
L
ÄÅ
ÅÆ
¦&
~
.
.
.
¦
¼
~
ÇÉÈ
È
Ê
et
U
~
¿
L
ÄÅ
Å
ÅÆ
U

~
¿
.
.
.
U
¼
~
¿
ÇÉÈ
È
È
Ê
Ã
~
L
ÄÅ
Å
ÅÆ
Ã

¡
~
.
.
.
Ã
¼
¡
~
ÇÉÈ
È
È
Ê
ou`
_
~
est un vecteur ale´atoire d’ordre EßFc]I avec :

J
_
~
O
L`
et

J
_
~
_
~
T
O
Laá
~
v
Ce mode`le ne correspond pas exactement a` un syste`me d’e´quations apparemment non-lie´es de type
de Zellner [Mae80]. Le vecteur d’erreurs
_
~
ne posse`de pas la structure classique d’un tel mode`le.
En plus, de la pre´sence de variables endoge`nes parmi les variables explicatives surtout retarde´es,
qui sont corre´le´es avec les erreurs
_
~
.
5.2 Structure des erreurs et matrice de transformation
Du fait que
_
~
est un processus vectoriel auto-re´gressif d’ordre I , la matrice á
~
des variances-
covariances comple`te de
_
~
est d’une forme complique´e [JGR · 85]. En supposant que
_
~
V est
9
stationnaire  , nous e´crivons ce qui suit :

~
Á
La
~

~
Á

T
~
X
°
~
ou`

~
Á
à
L

J
_
~
V
_
~
V
T
O et °
~
à
L

J

~
V

~
V
T
O
LJ

S

¸
~
O

~

La

~

~
Á
ou`

~

à
L

J
_
~
V
_
~
º
V+W

T
O I
Ł
Q[I Q
L
IN1G&N4H4H4H	NF
dont la re´solution en terme des e´le´ments de 
~
Á
donne :

J

~
Á
O
LJ



~

~
O
W


r
~
A l’aide d’une matrice de transformation ð carre´e d’ordre EßF tel que ð
_
~
L

~
, nous n’aurons
pas besoin de la spe´cifier explicitement pour estimer les parame`tres du mode`le. La matrice ð est
choisie de fac¸on a` satisfaire la condition suivante :
ðá
¬
­
ð
T
L
r
~

v
En utilisant une matrice 
~
non diagonale, chaque variable transforme´e par la matrice ð sera
exprime´e en fonction de l’ensemble des variables du mode`le, ce qui consomme beaucoup de
degre´ de liberte´. Aussi, le choix de ð de´pend de la structure de la matrice 
~
. En conside´rant

~
diagonale  , il en re´sulte que :
_
S
~
V
L 
SCS
~
_
S
~
V+W
Xâ
S
~
V avec

J
_
S
~
V

S
~
V
O
L`
et

J
_
S
~
V
_

~
V
O
L` pour


L
 , qui montre que
U
S~
V+W

est corre´le´e avec l’e´le´ment
_
S~
V
.
A partir du mode`le ( Iò ) :
U
~
L
U
~
¿
j
~
X
Ã
~
¦
~
X]_
~
Ã
~
Lﬁﬀ
nﬃﬂ
J
U
~
§
¿
U
~
§
^
~
O
_
~
LJ
T
~

v
O
_
~
¿
Xe
~
avec

J

~

T
~
O
L
r
~

v

J
_
~
_
T
~
O
Laá
~
v

J
_
~
O
L

J

~
O
La`
et

J
_
~

T
~
O
L`
l’application des moindres carre´es ordinaires donne des estimateurs non convergents, car :
plim Î T~
_
~

L`
ou` Î
~
LJ
U
~
¿
Ã
~
O (18)
Deux proble`mes majeurs sont pose´s : celui de la corre´lation entre U S~ V+W

et
_
S~
V et ensuite le fait
que les matrices 
~
et °
~
soient inconnues [Spe79]. Ils sont lie´s et traite´s en meˆme temps.

Si la matrice  ­ est ge´ne´re´ par Ø! 
²
­
Ú
, celle-ci n’est pas ne´cessairement syme´trique a` moins que S ¯  . Les e´le´ments de la diagonale de la
matrice  
²
­
sont identiques a` l’e´le´ment Ø S
º

Ú
de la matrice " ­# . La matrice " ­ ´ fournit les e´le´ments adjacents a` la diagonale dans chaque matrice
 

²
­
en respectant l’ordre des indices Ø S
º

Ú
. La matrice " ­ ù donne les e´le´ments de la deuxie`me position par rapport a` la diagonale de chaque matrice
 

²
­
, et ainsi de suite.
$
Avec une matrice ¿ ­ non-diagonale Ñ 
­®¶
´ est corre´le´e avec ¬%
­®
i.e. toutes les erreurs individuelles du mode`le.
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6 Me´thodes d’estimation
Plusieurs techniques d’estimation sont envisageables pour briser ou du moins diminuer forte-
ment la de´pendance entre
U
S
V+W

et
_
S
V pour tout  [Ham94]. Pour l’estimation des parame`tres des
re´sidus retarde´s, on utilise soit la me´thode des variables instrumetales (IV), soit celle des doubles
moindres carre´es (2SLS). Pour l’estimation du mode`le complet, on utilise soit la me´thode des mo-
ments ge´ne´ralise´s (GMM), soit celle du maximum de vraisemblance (ML), soit diffe´rentes variantes
des techniques d’estimation  Á (GLS-SUR).
6.1 Estimation par le maximum de vraisemblance
6.1.1 Fonction de vraisemblance
La log-vraisemblance pour la  -e`me e´quation (voir section q et } ) s’e´crit comme suit :

J
ë
Í

N
ç


O
L

F
G
ln ë çá
~
ë

I
G
J
U
~

Î
~
Í
~
O
T
J
ç
á
W

~

O
J
U
~

Î
~
Í
~
O
L

F
G
ln ë çá
~
ë

I
G
Q&
çá
W

~
ï
T
~
ï
~
(19)
avec
_
~
L
U
~

Î
~
Í
~
N
ï
~
LË
_

~
H4H4H
_
¼
~
Ì
de dimension FclE et
_
~
L
vec
ï
~
.
Nous e´tudions d’abord la solution du proble`me de maximisation de la log-vraisemblance et
de´rivons ensuite la distribution limite des estimateurs du maximum de vraisemblance.
6.1.2 Les estimateurs du maximum de vraisemblance
Les conditions de premier ordre pour la maximisation de

s’e´crivent par :
(i) ú

ú
çá
~
L

F
G
ç
á
W

~
X
I
G
ç
á
W

~
ï
T
~
ï
~
ç
á
W

~
L`
(ii) ú

ú
Í
~
L
Î
T
~
J
ç
á
W

~

O
J
U
~

Î
~
Í
~
O
L`
ce qui donne les deux re´sultats suivants :
ç
á
§
~
L

v
ï
T
~
ï
~ (20)
Í
§
~
L Ë
Î
T
~
J
ç
á
W

~
'
O
Î
~
Ì
W

Î
T
~
J
ç
á
W

~

O
U
~ (21)
7)(
Si ¿ est diagonale et Ò ¯KÁ , nous obtenons un mode`le *,+ ¿ avec auto-corre´lation des erreurs intra-individuelles.
La matrice de transformation
ô
tel que :  
¶
´
-
¯
ô

Ø°
¶
´ﬃ.
¾0/
Ú
ô
permet d’obtenir les estimateurs GLS-SUR de
×
a` partir du mode`le (
û
) :
1
×
¯2
Õ
Ý

Ø
r
¶
´
.
¾
Ú
Õ
Ý43
¶
´
Õ
Ý

Ø
r
¶
´
.
¾
Ú
Ñ
Ý
ou` Õ
Ý
¯
ô
Õ ,
Ñ
Ý
¯
ô
Ñ et ¸ ¯
ô
¬ .
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Les estimateurs du maximum de vraisemblance de Í
~
et
çá
~
sont donne´s par la solution simul-
tane´e des e´quations ( G ` ) et ( G&I ). Le syste`me est non-line´aire et sans solution analytique, mais la
structure en “zig-zag” des deux e´quations sugge`re une proce´dure nume´rique de solution simple et
efficace. Elle comporte les pas suivants :
Pas 5 : condition initiale ç
6
~87:9
;
Pas ; : on calcule <
~
par ( ;=5 ) et une nouvelle valeur de ç6 ~ par ( ;?> ) ;
Pas @ : on retourne au pas 2 jusqu’a` convergence nume´rique.
6.2 Estimation et matrice de transformation approprie´e
Au vu des hypothe`ses du mode`le et lorsque  est diagonale, la matrice de transformation ð
d’ordre EßFâc¨EßF , triangulaire infe´rieure ðaL Jð S  O pour  N L IN4H4H4HN1E , satisfait la condition de
base ðá
¬
ðL
°
¸

avec :
ð
SCS
L
Ä
Å
Å
Å
Å
Å
Å
ÅÆ
j
SCS
` `


SCS
I
A
A
A
A
A
A
`


SCS
I
Ç
È
È
È
È
È
È
È
Ê
B4C
ð
S

L
Ä
Å
Å
Å
Å
Å
Å
ÅÆ
j
S

`
H4H4H
`
` `
H4H4H
`
A
A
A
A
A
A
A
A
A
A
A
A
` `
H4H4H
`
Ç
È
È
È
È
È
È
È
Ê


L


N
L
IN4H4H4H	N1E
La de´termination de la matrice ð permet de re´aliser la transformation des variables du mode`le.
En conside´rant le cas ou`  est diagonale et j non nul :
U
§
S
Á
L
r
S

¯

j
S

U

Á
N
U
§
S

L
r
S

¯

j
S

U


et
^
§
S

L
r
S

¯

j
S

^


pour Q L I
U
§
S
V+W

L
U
S
V+W



SCS
U
S
V+W
p
N
U
§
S
V
L
U
S
V


SCS
U
S
V+W

N et
^
§
S
V
L
^
S
V


SCS
^
S
V+W

pour QDaI
Les parame`tres j S  sont calcule´s a` partir de la matrice E , dont les e´le´ments sont choisis tels
que :
r
L
E

Á
E
T (22)
ou` la matrice E L J j S  O  N L IN4H4H4HN1E est une matrice de transformation d’ordre E cE
triangulaire infe´rieure.
Le calcul des parame`tres j S  s’effectue a` partir de la relation (22). Comme les matrices ° et 
Á
sont de´finies positives, il existe une matrice F et une matrice G qui sont triangulaires infe´rieures
avec des e´le´ments positifs sur leurs diagonales. Les e´le´ments de E peuvent eˆtre trouve´s a` l’aide de
la de´composition de Cholesky : ° L FHF T et 
Á
L
GIG
T
, on en de´duit : F L EJG d’ou` E L FHG
W

.
Le mode`le transforme´ global est de´termine´ comme suit :
U
§
L
U
§
¿
j
X
Ã
§
¦
X]
avec

J
1
T
O
L
r

v (23)
on n’est pas en pre´sence d’un mode`le K ï  qui permet d’appliquer la me´thode LMfK meˆme sur des
variables transforme´es, en raison de la corre´lation intra-individuelle entre
U
S
V+W

et

S
V
.
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6.3 Estimation re´alisable et de´veloppement de Taylor
Pour de´finir de manie`re re´alisable le mode`le transforme´, il faut re´aliser un de´veloppement
de Taylor au premier ordre autour d’une valeur initiale estime´e de  SCS . Pour cela, il faut briser
efficacement la corre´lation entre
U
S
V+W

et
_
S
V avec la me´thode des variables instrumentales.
Soit un vecteur d’erreurs ale´atoires
_
L

J
_

N4H4H4HN
_
S
N4H4H4H4N
_
¼
O ou`
_
S est un

E
MJ
IO d’ordre
FcêI :
si  est diagonale  J
_
T
S
U

¿
OK
L` pour L  L IN4H4H4HN1E
En collectionnant toutes les variables explicatives pre´de´termine´es avec les instruments dans
une matrice M S d’ordre FcN& S (nous supposons & S L & ). La condition ne´cessaire est qu’au moins il
faut autant d’instruments que de variables endoge`nes explicatives : &è¤f
X
I .
Habituellement, on retient Ã S ¿ comme instrument  pour
U
S
¿ :
J
Ã
S
¿
Ã
S
O
à
L
M
S avec plim
I
F
Ã
T
S
¿
_
S
L`
le mode`le global (17) s’e´crit :
U
LPO
U
¿
ÃRQ ST
j
¦
UV
X]_
à
L
Î
Í
X]_
(24)
ou` Î est d’ordre FaclE J f
X
IO et Î S d’ordre Fc J f
X
IO . Soit M la matrice d’instruments p :
M
L diag J M

N4H4H4HNM
S
N4H4H4H4NM
¼
O
par le principe des LMfK , nous obtenons :
1
Í
S
Ø¾W"
Ú
LJ
Î
T
S
M
S
J
M
T
S
|
S
M
S
OWM
T
S
Î
S
O
W

Î
T
S
M
S
J
M
T
S
|
S
M
S
O
W

M
T
S
U
S
puisque & L f
X
I	 , alors :
1
Í
S
Ø!"Y¾
Ú
L J
M
T
S
Î
S
O
W

M
T
S
U
S

7ﬁ7X

Ô est un instrument ssi Û Ø Ñ

²
Ô
X

Ô
ÚﬃÜ
¯ÂÁ et
Û
ØC¬

²
Ô
X

Ô
Ú
¯ÂÁ .
76
Par la convergence quadratique en probabilite´, on montre que plim
´
/ZY


¬

W
w
Á pour tout S :
"YØ

v
Y


¬

Ú
¯

v
ù
Y


"YØC¬

Ú
Y

¯

v
ù
Y


 

Y

avec  

¯ [


W
µ
ù
]\
Ø
ﬁº
µ

Ú
ou`
\
Ø
ﬁº
µ

Ú
contient

sur la diagonale principale et des puissances de µ

par ailleurs ;
plim 
v
ù
Y


 

Y

¯Ø plim 
v
[


W
µ
ù

Ú
plim 
v
Y


\
Ø
ﬁº
µ

Ú
Y

¯ÂÁ_^a`Zb=c.¯ÂÁ
»
7<
Lorsque d"¯Je ·

, la me´thode des IV est e´quivalente exactement a` la me´thode 2SLS :
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A cette e´tape, utilisant les re´sidus ç
_
S pour fournir des cœfficients de corre´lation ç SCS :
ç
_
S
L
U
S

1
U
S ou`
1
U
S
L
Î
S
1
Í
S
Ø!"Y¾
Ú
ç
_
S
¿
L
U
S
¿

Î
S
¿
1
Í
S
Ø!"Y¾
Ú pour L IN1G&N4H4H4H	N1E
ainsi,
ç
aLJ
ç
ï
T
¿
ç
ï
¿
O
W

ç
ï
T
¿
ç
ï
ou ç

S
LJ
ç
_
T
S
¿
ç
_
S
¿
O
W

ç
_
T
S
¿
ç
_
S
N car
ï
L
ï
¿

Xgf
ou`
ç
ï
¿ et
f
sont d’ordre FclE , ce qui donne :
ç
ï
¿
LJ
ç
_

¿
N4H4H4HN
ç
_
S
¿
N4H4H4HN
ç
_
¼
¿
O
f
LJ


N4H4H4HN

S
N4H4H4HN

¼
O avec

J
ff
T
O
L
¼
r
S
¯


p
SCS

v
H
En partant du mode`le global, nous pouvons le re´e´crire comme suit :
U

Î
Í
LJ
T

O
_
¿
X]
LJ
T

O
J
U
¿

Î
¿
Í
O
Xe
(26)
ou encore :
U

J
T
'
O
U
¿
LJ
Î

J
T

O
Î
¿
O
Í
X]
(27)
Implicitement, ce mode`le n’utilise pas la premie`re observation. Il serait e´quivalent au mode`le
transforme´ global, si nous omettons de ce dernier la premie`re observation.
Pour de´marrer le processus d’estimation, il faut re´aliser un de´veloppement de Taylor d’ordre I
autour du parame`tre ç S pour le mode`le individuel suivant :
U
S


S
U
S
¿
L J
Î
S


S
Î
S
¿
O
Í
S
Xe
S
U
§
S
L
Î
§
S
Í
S
X]
S
par de´finition, le de´veloppement de Taylor d’ordre I autour de ç S donne :
U
§
S
Jﬁ
S
O
L
U
§
S
J
ç

S
Ogh

S
U
S
¿
Î
§
S
Jﬁ
S
O
Í
S
L
Î
§
S
J
ç

S
O
Í
S
gh

S
Î
S
¿
1
Í
S
Ø¾W"
Ú

S
Jﬁ
S
O
L

S
J
ç

S
Ogh

S
_
S
¿



Ñ

¯
À
0i
·
¬

Û
Ø
À

¬

ÚﬃÜ
¯ÂÁ
À

¯ÂØ
Ñ

Ô
Õ

Ú
Y
ﬃj
¯ÂØ
Õ

Ô
Õ

Ú
À

¯
Y
lk
·m

Û
Ø
Y


m

Ú
¯KÁ
¬

¯
µ

¬

Ô
·¹¸

nous avons :
1
À
¯
Y
1
k
avec
1
k
¯Ø
Y

Y
Ú
¶
´
Y

À
et
1
À
j
¯Ø
1
Ñ
Ô
Õ
Ú
1
m
¯
À"W
1
À
¯
\
b
À
1
À

1
m
¯
1
k

Y

1
m
¯ÂÁ
1
À

1
À
¯
1
À

Ø
1
À
·
1
m
Ú
¯
1
À

À
d’ou` :
1
i
ù4n
o?n
¯Ø
1
À

À
Ú¶
´
1
À

Ñ
¯Ø
1
k

Y

À
Ú¶
´
1
k

Y

Ñ
¯ÂØ
À

Y
Ø
Y

Y
Ú¶
´
Y

À
Ú¶
´
À

Y
Ø
Y

Y
Ú¶
´
Y

Ñ (25)
si de plus d"¯pe ·

, alors :
1
i
ù4n
o?n
¯Ø
Y

À
Ú
¶
´
Y

Ñ
.
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par conse´quent, le mode`le individuel se re´e´crit par :
U
§
S
J
ç

S
O
L
Î
§
S
J
ç

S
O
Í
S
X
h

S
J
U
S
¿

Î
S
¿
1
Í
S
Ø!" ¾
Ú

_
S
¿
O
X]
S
J
ç

S
O
L
Î
§
S
J
ç

S
O
Í
S
X
h

S
J
ç
_
S
¿

_
S
¿
O
X
h

S
_
S
¿
X]
S
L
Î
§
S
J
ç

S
O
Í
S
X
h

S
ç
_
S
¿
Xe
S
pour tous les individus, nous obtenons :
U

J
ç

T

O
U
¿
LJ
Î

J
ç

T
'
O
Î
¿
O
Í
X
diag J ç
_

¿
N4H4H4H4N
ç
_
¼
¿
O]h

Xe
(28)
avec
J
h

O
T
LJ
h


N4H4H4HN
h

¼
O et h

S
L
S

ç

S
Soit q
à
L Ë
Î

J&ç
T

O
Î
¿ diag J ç
_

¿
N4H4H4HN
ç
_
¼
¿
O
Ì
, le mode`le (13) devient :
U

J&ç
T

O
U
¿
L
q"¦
§
Xe
avec ¦
§
L
S
T
Í
h

U
V
et

J
1
T
O
L
r
¸

v
W

(29)
Pour trouver des estimateurs efficients re´alisables pour Í et h  , il faut estimer les variances-
covariances de l’e´chantillon de la matrice °
¸
. Elles peuvent eˆtre forme´es en se servant des re´sidus
ç
_
S et des coefficients de corre´lation estime´s ç S :
ç

S

LJ
F
W

ef
W
S
O
W
´
ù
J
F
W

]f
W


O
W
´
ù
ç

T
S
ç

 pour  N L IN4H4H4HN1E
ou` ç

S
L
ç
_
S

ç

S
ç
_
S
¿ et f S
X
I repre´sente la taille des variables explicatives de Î S . Ainsi, nous
obtenons :
1
¦
§
L
S
T
1
Í
1


ç

U
V
LJ
q
T
J
é
r
W


v
W

O]q O
W

q
T
J
é
r
W


v
W

O
J
U

J&ç
T

v
W

O
U
¿
O (30)
L’estimation finale est donne´e par :
1
¦
L
ST
1
Í
1

UV
L
1
¦
§
X
ST
`
ç

UV
 (31)
Sous certaines conditions de re´gularite´, la matrice des variances asymptotiques est la meˆme
que l’inverse de la matrice d’information associe´e a` la me´thode du maximum de vraisemblance.
L’estimateur
1
¦ ignore E observations, une par individu, il pourrait eˆtre moins efficient que
1
¦
Á
qui
tiendrait compte de la premie`re observation. La matrice des variances-covariances de l’estimateur
1
¦ est donne´e par :
r
1
×
L J
q
T
J
é
r
W

'
v
W

O]q O
W

Les deux estimateurs
1
¦ et
1
¦
Á
doivent avoir les meˆmes proprie´te´s asymptotiques et que dans des
e´chantillons de taille finie
1
¦
Á
n’est pas ne´cessairement plus efficiente que
1
¦ .
15
En ignorant la premie`re observation dans chaque e´quation, la proce´dure de transformation est
grandement simplifie´e, car ð ÁS  devient une matrice nulle d’ordre J FhhIO cMF , et donc la matrice de
transformation ð Á devient diagonale d’ordre E J FaIOÓcêEßF sans de´pendre des parame`tres j SCS ,
e´le´ments de la diagonale de la matrice E .
En tenant compte de toutes les observations, il faut inte´grer dans la proce´dure d’estimation
l’e´quation individuelle correspondante a` la premie`re observation :
S
r

¯

j
S

U


L
S
r

¯

j
S

U

Á
n

X
e

r
d¯

S
r

¯

j
S

^

d

Z

d
X
S
r

¯

j
S

_


avec

J
S
r

¯

j
S

_


O
p
L

S

N car

J
_
*
._
*

T
O
L
E

J
_

_
T

OE
T
L
E

Á
E
T
L
r
¸
La de´composition de Cholesky des matrices ó ° et ó
Á
permet de de´duire des estimateurs pour
ç
j
S
 :
ç
E
L
ó
F
ç
G
W
 ou`
ó
F
ó
F
T
L
é
r et
ç
G
ç
G
T
Låç

Á
avec
é
r
LJ
ç

S

O et
ç

Á
L
ç

S

J
Iy
ç

S
ç


O
ç
E
LJ
ç
j
S

O
r
S
En de´pit du fait que E peut eˆtre obtenu nume´riquement d’une fac¸on relativement facile, il est
clair que la transformation de la premie`re observation pour chaque e´quation individuelle est une
proce´dure lourde.
L’estimation de çE permet d’obtenir entie`rement la matrice de transformation estime´e çð , apre`s
transformation approprie´e des premie`res e´quations, et d’en de´duire
1
¦
Á
.
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