We propose a novel approach for synchronizing multiple 
Introduction
Recently, there has been a growing interest in the surveillance systems [4, 5, 11] . Given video recordings captured from surveillance cameras, systems automatically analyze these recordings and extract useful information from them using computer vision techniques. Among the various tasks performed by this system, two important ones are video synchronization and rare event detection. In the video synchronization problem, Carceroni et al. [3] successfully synchronize multiple videos using the timeline constraint despite large misalignments in videos and arbitrary time shift between them. Ukrainitz et al. [12] propose the sequence alignment algorithm based on maximizing local space-time correlations, which is robust to the appearance changes of an object. In the rare event detection problem, Xiang et al. [14] suggest the surveillance system for recognizing normal behaviors in real-time and simultaneously detecting abnormal actions. Boiman et al. [2] successfully detect irregu- Figure 1 . Results of our method in dataset 1. Our method accurately synchronizes videos although there is the severe repetition of kick motions and a large difference in the starting times of the videos. Simultaneously, our method detected a sit motion denoted by red boxes, which is a rare event in these videos. larities of visual data by comparing the visual data with the composition of chunks of data extracted from the database which contains regular patterns.
Let us consider the videos which contain the same physical events captured by multiple cameras at slightly different times, and assume that these videos mostly consist of the repetition of a same motion while including a few distinct (rare) motions. As a matter of fact, the videos captured by surveillance cameras typically contain these patterns. However, it is a difficult problem for the aforementioned approaches to synchronize these videos and detect rare events from them. The reason is that the repetition of an exactly same motion causes a severe ambiguity for conventional video synchronization methods [3, 9, 12] in determining a time-shift between videos. Additionally, it is also a challenging problem to detect rare events in multiple videos at the same time. Conventional rare event detection methods generally consider a single video [2, 14, 15] or multiple videos separately in detecting rare events [1] .
To solve the aforementioned problems, we propose an unified framework for synchronizing videos that contain the same physical events but have different properties such as the view-point or the starting time of recording, and simultaneously detecting the rare events in those videos as shown in Fig.1 . The philosophy of our method is to utilize a com-plementary relationship between video synchronization and rare event detection. In video synchronization, rare event detection helps our method get the accurate alignments between videos. This is because the portion of a video which contains a rare event can reduce the ambiguity caused by the repetition; thus, based on the exact alignment of that portion of the video, we can estimate an accurate time-shift between videos. Video synchronization is also helpful for our method in detecting rare events in multiple videos at the same time. We define rare events as frequently mis-matched events during the process of video synchronization. We also show that this definition well fits with the physical meaning of rareness.
The first contribution of this paper is to propose a unified framework that combines video synchronization and rare event detection. To the best of our knowledge, we are the first to address these two problems simultaneously. Our method, by detecting rare events, solves the problem of video synchronization under challenging environments such as repetition of an exact same motion and arbitrarily large time shift between videos. Moreover, our method, by synchronizing multiple videos, detects rare events simultaneously without any processes of modeling or training. The second contribution of our work is that we first introduce the Cross-Entropy Monte Carlo (CEMC) optimization method [10] in the vision community. In our problem, this method presents an efficient way of optimizing the energy function by sampling, which defines problems of video synchronization and rare event detection altogether.
Energy Model of Our Approach
In this section, we first define a basic energy model for video synchronization and address the problem of this model. And, to solve the problem, we present an unified model that combines both video synchronization and rare event detection.
Basic Energy Model
Let v i and v j be the ith and jth video which contains n i and n j numbers of frames, respectively. Given m number of unsynchronized videos, our problem is to synchronize all pairs of videos v i , v j for i = j, i, j = 1, . . . , m. To do this, we consider the problem of synchronizing videos as finding the optimal alignment path through a graph. The graph consists of n i × n j number of nodes and edges which connect two neighbor nodes. The node (x, y) represents the x-th and y-th frame of the video v i and v j , respectively and an each edge denotes an alignment path between the two videos. The horizontal or vertical edges represent no match between two videos. Hence, the problem of video synchronization is to find an optimal alignment path from node (0, 0) to node (n i , n j ) in the graph as shown in Fig.2 . We represent the alignment path, χ as χ = {(x 1 , y 1 ), . . . , (x k , y k ), . . . , (x |χ| , y |χ| )} where |χ| indicates the number of nodes which belong to the path χ and (x k , y k ) denotes the kth node in the path. Then the first node (x 1 , y 1 ) and the last node (x |χ| , y |χ| ) in the path have to be equal to (0, 0) and (n i , n j ), respectively. Our method evaluates this alignment path according to the following energy function, E b (χ).
where e(χ; x k , y k )
where
is 1 only when the path passes from node (x, y) to (x , y ). In (2) , N CC(x k , y k ) measures the Normalized Cross Correlation between the feature descriptor centered at the x k -th frame of the video v i and y k -th frame of the video v j , and λ denotes a constant value. This energy model makes the path smooth in the diagonal direction and gives a penalty of λ when there is no match between two videos. To find an optimal alignment path between videos, we have to get the path, χ which minimizes the energy, E b (χ) in (1) . Note that the feature descriptor utilized in our method is described in section 4.1.
Unified Energy Model
The main problem of the basic energy model in (1) is that it could get trapped in local minima, especially when the energy landscape is very rough. The problem which we consider in this paper also has a rough energy landscape and produces a lot of local minima in the process of video synchronization. As mentioned in the introduction, we deal with videos which mostly consist of repetition of a same motion and include few distinct (rare) motions. Since videos contain many same motions and start the recordings from an arbitrary time, there exists many numbers of cases in which these videos are synchronized. However, in most of these cases, the portion including few distinct motions in the videos is hardly synchronized since this portion has almost no influence on the energy value calculated by (1). This is also because the length of that portion is very short. Thus, to get the optimal alignment path, we have to accurately synchronize the portion including few distinct motions in the videos. We call this portion as a critical portion hereafter.
To solve the aforementioned problem, our method redefines the energy function in (1) by giving weight to the critical portion of the videos.
where e(χ; x k , y k ) is defined in (2). Comparing with (1), we add ω(x k ) and ω(y k ) to (3), which denotes the weight on the x k -th frame of the video, v i and the y k -th frame of the video, v j , respectively. If the x k -th frame belongs to a critical portion, the weight ω(x k ) has higher value. This weighting term makes the path which has false alignment at the critical portion have a higher energy value, and get finally thrown away in the energy minimization process. From the perspective of energy landscape analysis, this is similar to the funneling process of an energy landscape [8] . The paths which have false alignments only in the critical portion are considered as local minima because they still have lower energies. On the other hand, the paths which exactly synchronize all the portions of a video are considered as the global minimum. To reach this global minimum, our method iteratively changes the original landscape of an energy, E u to a smooth one by removing the local minima. These local minima can be removed by increasing the energy of them as shown in Fig.3 . And, to increase the energy, we give weight to the critical portion of a video using ω(x k ). from to with probability (x, y) Table 1 . Transition probability in the proposal density.
Cross-Entropy Monte Carlo Optimization
To minimize the energy defined by (3), we employ the CEMC optimization method instead of the conventional methods that use dynamic programming (DP). The reason why we utilize the CEMC method rather than DP is that it gives the probability distribution of the optimal paths. Using this distribution, our method simultaneously detects rare events in the video, the detailed process of which will be explained in section 3.2. Again, the rare event detection results help our video synchronization method to escape the local minima and reach a global minimum as explained in section 2.2.
Video Synchronization
The CEMC method is a variant of the Monte Carlo (MC) Sampling method. This method is especially designed for the combinatorial optimization problem. The CEMC method mainly consists of two steps. At the first step, the method simulates samples in accordance with a proposal density. In the second step, the proposal density is updated to produce better samples at the next stage in terms of energy minimization. As this procedure iteratively goes on, samples simulated by the CEMC method get nearer to one another and finally converge. The important tasks in the CEMC method are to define parameters of the proposal density and propose an efficient scheme for updating those parameters.
To adopt this method for the video synchronization problem, we define parameters of the proposal density as the transition probabilities, r(x, y) and d(x, y) of node (x, y) as shown in Table 1 . The proposal density function generates a new path that starts from node (0, 0) and ends at node (n i , n j ) with the transition probability. The proposal density with the transition probabilities is defined by
is 1 only when the sample path χ passes from node (x, y) to (x , y ).
Using this proposal density, which has first been suggested by [7] , our method generates N number of sample paths χ = {χ (1) , . . . , χ (N ) } where each sample path starts from node (0, 0) and ends at node (n i , n j ). Among N number of sample paths, we choose ρN number of good sample paths, χ
(1) , . . . , χ (ρN ) according to the energy calculated by (3) from the smallest to the biggest. ρ is a predefined number less than 1. We set ρ to 0.9 in our experiments. As comparison with MC, the robustness of the CEMC method is that it utilizes statistics of these good samples for updating parameters r and d of the proposal density in (4) as follows.
is 1 only when the n-th sample path χ passes (x, y) irrespective of the next direction. This updating rule is analytically derived from the process of reducing the Cross-Entropy between the proposal density in (4) and the optimal one, which is verified by [7] . With the updated parameters, the CEMC method goes to the next stage and finishes when the stage reaches a predefined number.
Rare Event Detection
The aforementioned critical portion includes few distinct motions compared to the common motions in the other portions of a video. Then, the critical portion can be considered as the set of frames where rare events occur. In this sense, the task of finding the critical portion is similar to the one of detecting the rare event in a video. As mentioned in section 2.2, the critical portion of a video is defined as the set of frames which are not frequently synchronized in the sample paths that have lower energy as shown in Fig.4 . Thus, to find the critical portion, we first determine whether the sample paths reside in the vicinity of the local minima or not. If the sample paths are determined within the localminima paths, we estimate criticalness of the specific por- tion by utilizing the statistic of those sample paths. At stage t, criticalness is measured by ω(x), x = 1, . . . , n i in (3) for all frames of the video v i by utilizing the statistic such that the number of times the specific portion is not synchronized in the sample paths.
where χ (n) t denotes the n-th sample path at the stage t of the CEMC method, |χ (n) t | denotes the number of nodes that belong to the n-th sample path, and (x, ·) represents the node of which the column index is x irrespective of the row index. In (7), I
(
is 1 only when the energy at the node (x, ·) of the n-th sample path is higher than the energy mean at one node. The remaining task of rare event detection is to decide whether the sample paths at stage t of the CEMC method reside in the vicinity of the local minima or not. We measure the local minimality of the sample paths by utilizing the variance of the energy of those sample paths.
where V ar returns the variance on the energy of sample paths at stage t. Fig. 5 shows the local minimality, l(χ t ) as the function of the stage t. In this example, the local minimality of sample paths is maximized when the CEMC method reaches the 46th stage. At the early stage of the CEMC optimization, the sample paths are randomly distributed in a graph. However, at this stage, local minimality, l(χ t ) has a lower value since our method does not sufficiently minimize the energy of sample paths and this results in the concentration of higher energies. As the CEMC method iteratively goes on, the sample paths approach the vicinity of the local minima. At this time, the variance of the energy of the paths becomes very high. This is because the local minima found by the sufficient exploration in the solution space have various energy values. Finally, most Initialize parameters r(x, y) = d(x, y) = and ω(x) = ω(y) = 1 5: for x = 1, . . . , n i , y = 1, . . . , n j 6: End 7: Optimization phase 8: for t = 1 to T do 9: 1.Generate N sample paths using (4). 10: 2.Calculate the energy of the paths using (3). 11: 3.Updatae parameters r,d and ω using (5), (6) and (7), respectively. 12: 4.Estimate the local optimality l using (8). 13: end for 14 Find frames of which R(x) in (9) is greater than 0.5. 20: End of the sample paths converge near to the global minimum at the later stage. In this case, the variance again becomes lower because most of the sample paths have energy similar to the global minimum energy. At the final stage T , we decide rareness of the specific frame of a video by considering both criticalness ω(x) and local optimality l(χ t ) such that
If R(x) is greater 0.5 at some frame x, we consider that this frame contains a rare event. Algorithm 1 illustrates the whole process of the our method (CEMC-U) where CEMC-U represents our CEMC optimization method using the unified energy model in (3).
Experimental Results
In the experiment, we utilized 3000 sample paths at each stage for the CEMC optimization and set the number of stage to be 200. The supplementary material contains videos of experimental results.
Feature and Descriptor
For the feature of video synchronization and rare event detection, we utilized motion and shape features such as the histogram of optical flow (HOF) and histogram of gradient (HOG), since they are robust to the illumination changes. To make our algorithm to be approximately invariant un- (a) Three videos (b) Three synthetic datasets der the view changes, we adopted the Self-Similarity Matrix (SSM) descriptor introduced in [6] and made the SMM image for each video. Then we compare two SMM images using the template matching as illustrated in Fig. 6. 
Synthetic dataset
We utilized three synthetic datasets for the quantitative experiment. These synthetic datasets were made by IX-MAS video [13] which was recorded simultaneously from 5 different views at a rate of 23fps. For each synthetic dataset, we made three videos containing repetition of exactly a same motion and few distinct motions in common. The videos had different recording start times. We describe the detailed properties of each synthetic dataset in Fig. 7 .
Results of video synchronization :
We calculated the average temporal misalignment (ATM) [3] to quantitatively evaluate video synchronization. This is the average differ- . v 3 ) 7.966522 13.304348 7.913043 DP (v 3 vs. v 1 ) 13.26087 26.565228 8.000000 ence between the ground-truth time and the computed time for each frame. Table 2 shows the ATM for three different methods. We calculated the ATM for all pairs of videos (v i , v j ) in the three datasets. For example, the ATM between video v 1 and video v 2 of dataset 1 is 0.093059 second when we used CEMC-U for video synchronization. CEMC-U denotes our CEMC optimization method using the unified energy model, whereas CEMC-B represents the method using the basic energy model. DP indicate the dynamic programming based video synchronization method. Based on these results, CEMC-U is the best in terms of the accuracy in video synchronization. By utilizing rare event information, CEMC-U solved ambiguities of cyclic motions much easier and quicker than the conventional methods [3, 12] . This is because the area of rare event acts as the key frames. One example of the ambiguity is shown in the synchronization between the two video v 3 and video v 1 of dataset 1.
The time-shift between videos is 18.565 second, which is a very large gap in frames. And 92% and 90% of video v 1 and v 3 comprise the repetition of a same motion, respectively. With this ambiguity, CEMC-B got trapped in the local minima and resulted in a severe temporal misalignment while CSMC-U escaped from the local minima with the help of rare event detection. The results show that the ATM of CEMC-B is 16.71875 whereas CEMC-U is 0.147961 in this case. The DP based video synchronization method produced worse results than not only CEMC-U but also CEMC-B except one result between video v 1 and v 2 of dataset 3 . This is mainly because DP is the deterministic method, thus, very weak in the environment where there exist many local minima. The method also got trapped in bad local minima and could not escape from them. Fig.  8 describes the convergence of our method. By iteratively updating parameters r, d and ω by the updating rules (5), (6) and (7), respectively, the proposal density of CEMC-U generates better sample paths as the stage increases. At the final stage, the sample paths generated by the proposal density converge to the vicinity of the global minimum. the figure illustrates the rareness of each frame in a video, which is calculated by (9) . In Fig. 9(a) , the rareness peaks at the 296th frame. This frame is located at the middle of the portion where the sit motion occurs, which is the rare event in the video as shown in Fig 10(a) . In Fig. 9(b) , the rareness peaks at the two point which are the 124th and 716th frames. Those frames also belong to the portions of the rare events which are the turn and sit motion as described in Fig. 10(b) . This result indicates that our method accurately detects rare events even when there are multiple kinds of rare events. For quantitatively evaluating rare event detection, we calculated the precision and recall of detection results by increasing θ that is defined in section 3.2. The precision-recall curve is described in the right column of Fig. 9 . The figure shows that our method robustly detects rare events. Note that our method is the unsupervised method which needs no training or modeling phase. Hence, our method cannot be fairly compared with supervised methods [2, 14] . As comparison with unsupervised methods [1, 15] which deal with a single video separately, since our method considers multiple videos at the same time, the method can increase the accuracy of detecting rare events by exploiting all information from these videos while finding false positives and true negatives.
Real dataset
We also tested two real datasets, dataset 4 and dataset 5 for the qualitative experiment. Each dataset consists of three videos of which view-points are very different. In the videos of dataset 4, some man repeatedly turns around a bag, picks up it and walks to the door with the bag. As shown in Fig. 11(a) , there are severe repetition of a same motion and a large time shift between videos. For example, 90% of video 1 is the repetition of the turn motion and the time-shift between video 1 and video 2 is 47.6 second. Additionally, there are severe scale changes of the moving object. Under this challenging environment, our method accurately synchronized all pairs of three videos and detected rare events (pick motions) in the videos. Rare event detection results can be further improved by checking the consistency of the detection results of three videos. For example, in Fig. 11(a) , the motion at the 1068th frame of video 1 was detected as a rare event. However, the rare event was not detected at the 2556th and 804th frame of video 2 and video 3, respectively, while these frames were synchronized one with the 1068th frame of video 1. In this case, we conclude that the rare event is false positive.
The dataset 5 contains videos such that some man straightly walks, picks a bag up and walks again with the bag. In this dataset, our method got accurate results of video synchronization and rare event detection as described in Fig. 11(b) . Note that the 108th frame of video 2 have to be considered as the portion of a rare event since the synchronized frames of video 1 and video2, 56th and 60th, are detected as rare events. 1 1 If the mean of R(x) calculated by (9) in whole videos is greater than 0.5 at some frame, we consider that the frame contains a rare event.
We additionally tested our algorithm to the PETS 2006 dataset. This dataset contains a person waiting for a train, the person temporarily places his briefcase on the ground before picking it up again and moving to a nearby shop. In the dataset, the rare event is that a person picks the briefcase up. As shown in Fig. 12 , our method accurately synchronized all pairs of four videos and simultaneously detected pick motions although the views of cameras are drastically different and there are severe background clutters. Note that for this experiment, we didn't utilize the camera calibration information to deal with view changes of cameras and the training or modeling phase to detect rare events.
Conclusion
In this paper, we have proposed an unified framework for video synchronization and rare event detection and introduced the CEMC optimization method to solve this combined problem. With rare event detection results, the algorithm efficiently solves the video synchronization under the severe repetition of a sample motion in videos and a large time-shift between them. Our method simultaneously detects rare events in the videos with the help of video synchronization results. Experimental results demonstrated that the proposed method outperformed the conventional video synchronization methods under severe environments while it robustly detected rare events in multiple videos at the same time. 
