Abstract. In this paper we study the topological invariant TC(X) reflecting the complexity of algorithms for autonomous robot motion. Here, X stands for the configuration space of a system and TC(X) is, roughly, the minimal number of continuous rules which are needed to construct a motion planning algorithm in X. We focus on the case when the space X is aspherical; then the number TC(X) depends only on the fundamental group π = π1(X) and we denote it TC(π). We prove that TC(π) can be characterised as the smallest integer k such that the canonical π × π-equivariant map of classifying spaces
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The topological complexity, TC(X), is a numerical homotopy invariant of a path-connected topological space X, originally introduced in [11] (see also [15] ) which is motivated by the motion planning problem of robotics. Roughly, TC(X) is the minimal number of continuous rules which are needed to construct an algorithm for autonomous motion planning of a system having X as its configuration space.
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associates with any pair of states (A, B) ∈ X × X a continuous motion of the system starting at A and ending at B. In other words, a motion planning algorithm is a section of the path fibration p : X I → X × X, p(γ) = (γ(0), γ(1)).
Here X I denotes the space of all continuous paths γ : I = [0, 1] → X equipped with the compact-open topology. It is easy to see that the fibration (1) admits a continuous section if and only if X is contractible [11] . The topological complexity TC(X) is an integer (see Definition 2.1.1 below) reflecting the complexity of this fibration. It has several different characterisations, see [14] . Intuitively, TC(X) is a measure of the navigational complexity of X viewed as the configuration space of a system. TC(X) is similar in spirit to the classical Lusternik -Schnirelmann category cat(X). The invariants TC(X) and cat(X) are special cases of a more general notion of genus of a fibration introduced by A. Schwarz [34] . A recent survey of the concept TC(X) and robot motion planning algorithms in practically interesting configuration spaces can be found in [16] .
One of the main properties of TC(X) is its homotopy invariance [11] , i.e. TC(X) depends only on the homotopy type of X. This property is helpful for the task of computing TC(X) in various examples since cohomological tools can be employed. In the case when the configuration space X is aspherical, i.e. π i (X) = 0 for all i > 1, the number TC(X) depends only on the fundamental group π = π 1 (X) and it was observed in [14] that one should to be able to express TC(X) in terms of the algebraic properties of the group π alone. This remark justifies the notation TC(π) for TC(K(π, 1)).
A similar question for the Lusternik -Schnirelmann category cat(X) was solved by S. Eilenberg and T. Ganea in 1957 in the seminal paper [10] . Their theorem relates cat(X) and the cohomological dimension of the fundamental group π of X.
The problem of computing TC(π) as an algebraic invariant of the group π has attracted the attention of many mathematicians and many interesting partial results have been obtained. It is easy to see that TC(π) = ∞ if π has torsion; therefore we shall always restrict our attention to torsion free groups π.
The initial papers [11] , [14] contained computations of TC(X) for graphs, closed orientable surfaces and tori. In [18] the number TC(X) was computed for the case when X is the configuration space of many particles moving on the plane without collisions. D. Cohen and G. Pruidze [4] calculated the topological complexity of complements of general position arrangements and Eilenberg -MacLane spaces associated to certain right-angled Artin groups.
In a recent breakthrough, the topological complexity of closed non-orientable surfaces of genus g ≥ 2 was computed by A. Dranishnikov for g ≥ 4 in [9] and by D. Cohen and L. Vandembroucq for g = 2, 3 in [5] . In both these articles it is shown that TC(π) attains its maximum, i.e. coincides with cd(π × π), the cohomological dimension of the group π × π.
The estimates of M. Grant [20] give good upper bounds for TC(π) for nilpotent fundamental groups π. In [21] , M. Grant, G. Lupton and J. Oprea proved that TC(π) is bounded below by the cohomological dimension of A × B where A and B are subgroups of π whose conjugates intersect trivially. Using these estimates, M. Grant and D. Recio-Mitter [24] have computed TC(π) for certain subgroups of Artin's braid groups.
Y. Rudyak [33] went in the opposite direction by showing that for any pair of positive integers k, ℓ satisfying k ≤ ℓ ≤ 2k there exists a finitely presented group π such that cd(π) = k and TC(π) = ℓ.
In a recent preprint [17] M. Farber and S. Mescher showed that for a large class of groups (including all torsion free hyperbolic groups) the topological complexity TC(π) equals either cd(π × π) or cd(π × π) − 1. Since hyperbolic groups are typical in many models of random groups this gives an answer with possible error 1 for a typical group. Note that cd(π × π) is obviously an upper bound for TC(π) for any π.
In this paper we tackle the general problem of understanding TC(π) from a different direction, using the tools of equivariant topology. We are not interested in computing examples, but rather in reformulating the problem itself so that interactions with subjects such as group theory and homological algebra become apparent. This re-interpretation, together with previously computed examples of TC(π), provides illustrative examples for Bredon cohomology with respect to a family of subgroups.
Firstly we reduce the problem to a question about classifying spaces of families of subgroups. Namely, we define a special class D of subgroups of G = π × π and prove that the number TC(π) coincides with the smallest k such that the canonical map of classifying spaces
is the classical classifying space for free G-actions and E D (G) is the classifying space for G-actions with isotropy subgroups in the class D. Using this reduction we establish an upper bound
where cd D (π × π) denotes the cohomological dimension of π × π with respect to the family D. Secondly, we use Bredon cohomology to produce lower bounds for TC(π). Namely we show that if (for some O D -module M ) there exists a Bredon cohomology class
is nonzero, then TC(X) ≥ n. Here M denotes the principal component of M and
is a natural homomorphism from the Bredon cohomology to the usual twisted cohomology. The notions we use here are explained in full detail in the sequel. We define a Bredon cohomology generalisation of the canonical class u ∈ H 1 D (π × π; I) which refines the canonical class v ∈ H 1 (π ×π; I) introduced in [6] . We prove a universality theorem for the powers of the Bredon canonical class u which implies, in particular, that cd D (π × π) = height(u) (the height of a cohomology class is the exponent of the maximal non-vanishing power).
In [17] , Farber and Mescher introduced the notion of an essential cohomology class as a class β ∈ H n (π × π, A) which can be obtained via a coefficient homomorphism µ : I n → A from the power v n of the canonical class, i.e. β = µ * (v n ). In this paper we introduce a class of principal groups π and we show that for principal groups a cohomology class in H n (π × π; M ) is in the image of the map Φ from Bredon cohomology if and only if it is essential. We also prove that the class of principal groups includes all torsion free hyperbolic groups and all torsion free nilpotent groups.
Curiously, the fundamental group of the Klein bottle is not principal (see Example 8.0.7) but nevertheless for this group TC(π) = height(v)
as follows from the theorem of D. Cohen and L. Vandembroucq [5] . While results of this paper are more conclusive for TC(π) ≥ 3, we mention that Z is the only group satisfying TC(π) = 1 (as follows from [22] ) and groups with TC(π) = 2 are likely quite restricted, see [1] . The obvious examples of groups π with TC(π) = 2 include Z 2 and the non-commutative free group F .
The first reduction
2.1. The concept of topological complexity. We start by recalling the definition of the invariant TC(X).
Definition 2.1.1. Given a path-connected topological space X, the topological complexity of X is the minimal integer TC(X) = k such that the Cartesian product X × X can be covered by k + 1 open subsets
with the property that for any i = 0, 1, 2, . . . , k there exists a continuous section of the fibration (1)
If no such k exists we will set TC(X) = ∞.
Note that in this paper we are using the reduced version of TC(X) which is one less than the original notion used in [11] , [15] , [16] and [17] .
For convenience of the reader we also recall the notion of the Schwarz genus of a fibration (also known as the sectional category). Definition 2.1.2. Let p : E → B be a Serre fibration over a path-connected topological space B. The Schwarz genus of p is defined as the smallest integer k such that the base B admits an open cover B = U 0 ∪ U 1 ∪ · · · ∪ U k such that the fibration p admits a continuous section over U i for each i = 0, 1, . . . , k.
This paper is mainly dedicated to the problem of computing TC(X) in the case when X is an aspherical finite cell complex. Recall that a connected cell complex X is said to be aspherical if π i (X) = 0 for all i > 1. The notation X = K(π, 1) means that X is aspherical and its fundamental group is π. A key property of TC(X) is its homotopy invariance, see [11] . The homotopy invariance of the topological complexity implies that the number
depends only on the group π.
2.2. Many systems of practical interest have aspherical configuration spaces. Consider for example the problem of coordinated collision free motion planning of a set of objects on the plane R 2 . We may represent the objects by discs of radius r > 0 and the state of each disc is determined by the position of its centre A i ∈ R 2 where i = 1, . . . , n. Thus a state of the system is a configuration of points (A 1 , A 2 , . . . , A n ), where A i ∈ R 2 , such that
Let F r (R 2 , n) denote the configuration space of this system. It is common to relax the problem and consider instead the weaker condition
which leads to the usual configuration space F (R 2 , n) of n distinct points on the plane. It is easy to see that F r (R 2 , n) and F (R 2 , n) are homeomorphic and, moreover, it is well known that the space F (R 2 , n) is aspherical as can be seen using the tower of Fadell-Neuwirth fibrations.
2.3. Consider a continuous partial section s : U → X I of the fibration (1) over a subset U ⊂ X ×X. Using the exponential correspondence, the map s can be viewed as a homotopy h : U × I → X where h(u, t) = s(u)(t) for u ∈ U, t ∈ I. Let p j : X × X → X (where j = 1, 2) denote the projections onto the first and the second factors. The property of s being a section can be expressed by saying that the homotopy h connects the projections of U onto the first and second coordinates, i.e. h(u, 0) = p 1 (u) and h(u, 1) = p 2 (u).
Thus we see that the open sets U i ⊂ X × X which appear in Definition 2.1.1 can be equivalently characterised by the property that their two projections U i → X on the first and the second factors are homotopic.
In the case when the space X is aspherical we can use the following property: For a connected space U that is homotopy equivalent to a cell complex, the set of homotopy classes of maps U → X is in a one-to-one correspondence with the set of conjugacy classes of homomorphisms π 1 (U, u 0 ) → π 1 (X, x 0 ), see Chapter V, Corollary 4.4 in [36] . Recall that two group homomorphisms f, g :
These remarks lead to the following definition:
Definition 2.3.1. Let X be a path-connected topological space with fundamental group
, is defined as the minimal number k such that X × X can be covered by k + 1 open subsets X × X = U 0 ∪ U 1 ∪ · · · ∪ U k with the property that for any i = 0, 1, 2, . . . , k and for every choice of the base point u i ∈ U i the homomorphism π 1 (U i , u i ) → π 1 (X × X, u i ) induced by the inclusion U i → X × X takes values in a subgroup conjugate to the diagonal ∆ ⊂ π × π.
Recall that there is an isomorphism π 1 (X × X, u i ) → π 1 (X × X, (x 0 , x 0 )) = π × π determined uniquely up to conjugation, and the diagonal inclusion X → X × X induces the inclusion π → π × π onto the diagonal ∆. Lemma 2.3.3. Let X be a finite aspherical cell complex with fundamental group π = π 1 (X, x 0 ). Let q : X × X → X × X be the connected covering space corresponding to the diagonal subgroup
Then the D-topological complexity TC D (X) coincides with the Schwarz genus of q.
Proof.
For an open subset U ⊂ X × X, the condition that the induced map π 1 (U, u) → π 1 (X × X, u) takes values in a subgroup conjugate to the diagonal ∆ is equivalent to the condition that q admits a continuous section over U . Using this remark the Lemma follows by comparing the definitions of TC D (X) and of Schwarz genus.
Remark 2.3.4. If we remove the assumption that X is aspherical then the topological complexity TC(X) is greater than or equal to the Schwarz genus of q, see [13] , Theorem 4.1.
Next we introduce terminology and notations which will be used in the statement of Theorem 2.1.
2.4.
Recall that the join X * Y of topological spaces X and Y can be defined as the quotient of the product X × [0, 1] × Y with respect to the equivalence relation (x, 0, y) ∼ (x, 0, y ′ ) and (x, 1, y) ∼ (x ′ , 1, y) for all x, x ′ ∈ X and y, y ′ ∈ Y . We have an obvious embedding X → X * Y given by x → (x, 0, y) where y ∈ Y is arbitrary.
One may use the following notation. A point (x, t, y) ∈ X × [0, 1] × Y / ∼ can be written as a formal linear combination (1 − t)x + ty. This notation is clearly consistent with the identifications of the join.
Let ∆ k denote the standard k-dimensional simplex, i.e.
We may define the multiple join X 0 * X 1 * · · · * X k of topological spaces X 0 , . . . , X k as the quotient of the product ( k i=0 X i ) × ∆ k with respect to an equivalence relation ∼ described below. The points of the join are written as formal linear combinations
and we say that x ∼ x ′ where
2.5. Let π be a discrete group. We shall view π as a discrete topological space with the following left π × π-action:
This action is transitive and the isotropy subgroup of the unit element 1 ∈ π coincides with the diagonal subgroup ∆ ⊂ π × π. The isotropy subgroups of the other elements are the conjugates of ∆.
For an integer
We shall equip E k (π) with the left diagonal π × π-action determined by the π × π-action on π as in §2.5 above. Each E k (π) is naturally a k-dimensional equivariant simplicial complex with k-dimensional simplexes in 1-1 correspondence with sequences (g 0 , g 1 , . . . , g k ) of group elements g i ∈ π. Note that E k (π) is (k − 1)-connected and is in fact homotopy equivalent to a wedge of k-dimensional spheres.
There is a natural equivariant embedding
Using it we may define the simplicial complex
the join of infinitely many copies of π.
2.8. Furthermore, let E(π × π) denote the classical classifying space for free π × π actions, i.e.
the join of infinitely many copies of π × π. We shall view each copy of π × π as a discrete topological space with the left free action of π × π given by (x, y) · (g, h) = (xg, yh) for x, y, g, h ∈ π. The space E(π × π) inherits the diagonal action of the group π × π.
The map
The natural extension of F to the infinite joins defines a π × π-equivariant map
Theorem 2.1. Let X be a finite aspherical cell complex and let π = π 1 (X, x 0 ) be its fundamental group. Then TC(X) coincides with the smallest integer k such that there
Proof. Let p :X → X denote the universal cover of X. HereX is an equivariant cell complex with free left π-action. The map p × p :X ×X → X × X is the universal cover of X × X. We shall view p × p as a principal G = π × π-bundle and for k = 0, 1, . . . construct the associated bundle
First we observe that the fibration q 0 coincides with the covering space q : X × X → X × X corresponding to the diagonal subgroup ∆ ⊂ π × π which appears in Lemma 2.3.3. Indeed, E 0 (π) = π has a transitive G = π × π-action and the isotropy of the unit element 1 ∈ π is the diagonal ∆ ⊂ G = π × π. Hence we obtain a homeomorphism
commuting with the projections onto X ×X; thus we see that the fibration q 0 is isomorphic to the fibration p × p : (X ×X)/∆ → X × X. It is obvious that the latter fibration is isomorphic to the connected covering q corresponding to the diagonal subgroup ∆ ⊂ π × π.
Applying Lemma 2.3.2 and Lemma 2.3.3 we obtain that TC(X) coincides with the Schwarz genus of the fibration q 0 .
Next we apply a theorem of A. Schwarz (see [34] , Theorem 3) stating that genus of a fibration p : E → B equals the smallest integer k such that the fiberwise join p * p * · · · * p of k + 1 copies of the fibration p : E → B admits a continuous section. The fiberwise join of k + 1 copies of the fibration q 0 coincides with the fibration q k . Thus we obtain that TC(X) coincides with the smallest k such that q k has a continuous section.
Finally we apply Theorem 8.1 from [26] , chapter 4, which states that continuous sections of the fibre bundle q k are in 1-1 correspondence with G = π × π-equivariant maps
Thus, TC(X) is the smallest k such that a G = π ×π-equivariant map (6) exists. Finally we observe that the spaceX ×X is G = π × π-equivariantly homotopy equivalent to E(π × π) (in view of the Milnor construction) and the result follows.
The second reduction
In this section we prove the following statement which gives an intrinsic version of Theorem 2.1.
Theorem 3.1. Let X be a finite aspherical cell complex and let π = π 1 (X, x 0 ) be its fundamental group. Then TC(X) coincides with the minimal dimension of a π × π-CW complex L such that the map F (see (4) ) can be factored as follows:
The proof of Theorem 3.1 will follow a brief review of the basic material concerning classifying spaces and families of subgroups; we shall mainly follow [27] .
3.1. Let G be a discrete group. A G-CW-complex is a CW-complex X with a left G-action such that for each open cell e ⊂ X and each g ∈ G with ge ∩ e = ∅, the left multiplication by g acts identically on e.
A simplicial complex with a simplicial G-action is a G-CW-complex (with respect to the barycentric subdivision), see [27] , Example 1.5.
A family F of subgroups of G is a set of subgroups of G which is closed under conjugation and finite intersections.
3.2.
A classifying G-CW-complex E F (G) with respect to a family F of G is defined as a G-CW-complex E F (G) such that (a) the isotropy subgroup of any element of E F (G) belongs to F; (b) For any G-CW-complex Y all of whose isotropy subgroups belong to F there is up to G-homotopy exactly one G-map Y → E F (G). A G-CW-complex X is a model for E F (G) if and only if all its isotropy subgroups belong to the family F and for each H ∈ F the set of H-fixed points X H is weakly contractible, i.e. π i (X H , x 0 ) = 0 for any i = 0, 1, . . . and for any x 0 ∈ X H . See [27] , Theorem 1.9.
3.3. We shall use below the equivariant version of the Whitehead Theorem which we shall state as follows (see [30] , Theorem 3.2 in Chapter 1).
is an isomorphism for i < k and an epimorphism for i = k for any base point x 0 ∈ Y H . Then for any G-CW-complex X the induced map on the set of G-homotopy classes
is an isomorphism if dim X < k and an epimorphism if dim X ≤ k.
3.4.
Proof of Theorem 3.1. First note that G = π × π acts freely on E(π × π) which is the classifying G-CW-complex for free G-actions (the Milnor construction). We refer to Example 1.5 from [27] which implies that E(π × π) is a G-CW-complex.
Next we examine the isotropy subgroups of G = π × π acting on E k (π) and E(π). Recall that G acts on π according to formula (3) . The isotropy of an element g ∈ π is the subgroup {(a, g −1 ag); a ∈ π} ⊂ π × π which is conjugate to the diagonal subgroup ∆.
It is easy to see that for a subgroup H ⊂ G the fixed point set π H is non-empty iff H is contained in a subgroup conjugate to the diagonal ∆ ⊂ G.
For an element x ∈ E k (π),
where x i ∈ π, t i ∈ (0, 1], i = 0, 1, . . . , k, t 0 + t 1 + · · · + t k = 1, the isotropy subgroup is the intersection of the isotropy subgroups of the elements x i . This intersection can be presented as follows. Let S denote the set {x i x −1 j ; i, j = 0, 1, . . . , k}. The symbol Z(S) denotes the centraliser of S, i.e. the set of all a ∈ π which commute with any element of S. Then the isotropy subgroup of x equals
If H ⊂ π × π is a subgroup contained in a subgroup of type (8), i.e. H ⊂ H b,S , then the set π H is not empty and
We see that the space E k (π) H is nonempty and is (k − 1)-connected. At the same time the space E(π) H = π H * π H * · · · (the infinite join) is non-empty and contractible. We will use this property below in order to invoke the Whitehead theorem. We denote by D the family of subgroups of π × π containing the trivial subgroup and the groups H b,S , for all b ∈ π and all finite subsets S ⊂ π.
The above discussion shows that E(π) is the classifying G-CW-complex E D (G) with respect to the family D, see §3.2. In particular, we obtain that any two G-maps X → E(π) are G-homotopic provided all isotropy subgroups of X are in D.
Let k 1 denote the minimal k such that there exists an equivariant map E(π×π) → E k (π). We know that k 1 = TC(X) by Theorem 2.1. Let k 2 be the smallest dimension of a G-CW complex L admitting a factorisation (7). We have k 2 ≤ k 1 since dim E k (π) = k and any two equivariant maps E(G) → E(π) are equivariantly homotopic. On the other hand, suppose we have
with dim L ≤ k. We may apply the Whitehead Theorem 3.2 to the inclusion
We can restate Theorem 3.1 as follows:
Theorem 3.3. Let X be a finite aspherical cell complex and let π = π 1 (X, x 0 ) be its fundamental group. Let G denote the group π ×π. Then TC(X) coincides with the minimal integer k such that the canonical map
is G-equivariantly homotopic to a map with values in the k-dimensional skeleton E D (G) (k) .
Proof. If the map (9) is G-homotopic to a map with values in E D (G) (k) then we can take L = E D (G) (k) to obtain a factorisation of Theorem 3.1. Conversely, given a factorisation of Theorem 3.1, the map L → E D (G) can be deformed into E D (G) (k) using the G-cellular approximation theorem.
Let us recall that the Lusternik -Schnirelmann category of an aspherical space can be characterised in a similar way: Proposition 3.4.1. Let X be a finite aspherical cell complex and let π = π 1 (X, x 0 ) be its fundamental group. Then the Lusternik -Schnirelmann category cat(X) coincides with the minimal dimension of a π-CW complex L such that the identity map E(π) → E(π) can be π-equivariantly factored as follows
This statement is essentially contained in [10] , compare [10, Proposition 1] where, however there is an assumption n ≥ 2. The proof of Proposition 3.4.1 in the general case can be obtained similarly to the proof of Theorem 3.3 and we shall briefly indicate the main steps. Firstly, one states that cat(X) equals the Schwarz genus of the universal coveringX → X, compare Lemma 2.3.2 and Lemma 2.3.3. Secondly, using the theorem of Schwarz about joins we obtain that cat(X) equals the smallest k such that the fibrationX × π E k (π) → X admits a continuous section, compare the proof of Theorem 2.1. Here we view the complex E k (π) with the left π-action which is free. Thirdly, we find that cat(X) equals the smallest k such that there exists a π-equivariant mapX → E k (π), compare Theorem 2.1. And finally, one uses the universal properties of the classifying space E(π) =X and the equivariant Whitehead theorem to restate the result in the form of Proposition 3.4.1. [27] we obtain that E(π) has the equivariant homotopy type of a G-CW-complex of dimension ≤ max{3, cd D (π × π)}. Together with Theorem 3.1 this gives the following Corollary.
Corollary 3.5.1. Let X be a finite aspherical cell complex and let π = π 1 (X, x 0 ) be its fundamental group. Then
Proof. Recall that G denotes π ×π. Assume first that k := cd D (G) ≥ 3, so that there exists a k-dimensional model for E D (G). Since the trivial subgroup is in D, the space E D (G) is contractible. Restricting the G-action to the subgroup π × 1 ⊆ G gives a free π-action, since E D (G) has isotropy in D and (π × 1) ∩ H is trivial for all H ∈ D. Hence E D (G) is a k-dimensional model for E(π), and it follows that cd(π) ≤ k. 
Proof. The space R k is a free, contractible π-CW-complex where the action is given by (a, x) → a + x for a ∈ Z k and x ∈ R k . We may promote this π-action to a G-action on R k , by setting ((a, b), x) → a − b + x (here we use the assumption that π is abelian). It is easily seen that R k with this G-action becomes a model for E D (G). The inequality cd D (π × π) ≤ cd(π) = k is now immediate and the inverse inequality cd(π) ≤ cd D (π × π) is Proposition 3.5.2.
Corollary 3.5.4. Let X be a finite aspherical complex with fundamental group π = π 1 (X, x 0 ), and let K ≤ G = π × π be a subgroup such that K ∩ H = {1} for all H ∈ D. Then cd(K) ≤ TC(X).
Proof. Under these assumptions any model for E D (G) is free and contractible when viewed as a K-CW-complex, hence it is a model for E(K). The same is true for E(G). Letting k := TC(X), we get a sequence of G-maps E(G)
, where L is a G-CW complex of dimension k. Restricting to K-actions we get, up to K-homotopy, a factorisation of the identity map E(K) → L → E(K). This obviously implies that any cohomology class in H m (π, M ) with m > k vanishes, i.e. cd(K) ≤ k, as stated.
As a particular case of the above, let K = A × B where A and B are subgroups of π such that gAg −1 ∩ B = {1} for all g ∈ π. We obtain that cd(A × B) ≤ TC(π), which recovers the main result of [21] .
Lower bounds for TC(X) via Bredon cohomology
In this section we shall give lower bounds for the topological complexity using Bredon cohomology.
First we recall the basic constructions.
The family D.
Let π be a discrete group, we shall denote G = π × π. As above, we denote by D the smallest family of subgroups H ⊂ π × π = G which contains the diagonal ∆ ⊂ π × π, the trivial subgroup and which is closed under taking conjugations and finite intersections. It is easy to see that a nontrivial subgroup H ⊂ π × π belongs to D iff it is of the form
where b ∈ π and Z(S) denotes the centraliser of a finite set of elements S ⊂ π, i.e. Z(S) = {a ∈ π, sa = as for any s ∈ S}.
We denote by O D the orbit category with objects transitive left G-actions having isotropy in D and with G-equivariant maps as morphisms, see [2] . Objects of the category O D have the form G/H where H ∈ D. In other words, M X (G/H) is the free abelian group generated by the set of G-equivariant
O
The homomorphism associated to a morphism f :
If the set X is such that the isotropy subgroup of any point x ∈ X belongs to the family D then the O D -module M X is free and projective, see [35] , chapter 1 or [28] , chapter 2.
The principal component of the
, the free abelian group generated by X. The left action of G on Z[X] is induced by the left action of G on X.
Any equivariant map between G-sets f : X → Y induces naturally a homomorphism of the O D -modules f * : M X → M Y .
Next we consider a few special cases of the previous example. Example 4.2.2. Taking X = * , the one point orbit, we obtain the module M X which will be denoted Z. It associates Z to any orbit π × π/H with the identity homomorphism associated to any morphism of the orbit category O D . Note that Z is not a free O D -module since G = π × π is not in D.
Example 4.2.3. In Example 4.2.1 take X = π, the group π viewed as a G = π × π-set via the action (x, y) · g = xgy −1 . The isotropy subgroup of an element g ∈ π is {(x, g −1 xg), x ∈ π} which belongs to the family D and hence the Bredon module M π is free. Note that M π associates the abelian group Z[π H ] to any orbit G/H.
If H = H b,S then π H coincides with Z(Z(S)) · b −1 . In general, π H is not a subgroup. [31] .
Let X be a G-CW-complex such that the isotropy subgroup of every point x ∈ X belongs to the family D. For every subgroup H ∈ D we may consider the cell complex X H of Hfixed points and its cellular chain complex C * (X H ). A G-map φ :
Kg ⊂ L and therefore Kgx = gx, i.e. gx ∈ X K ). Thus we see that the chain complexes C * (X H ), considered for all H ∈ D, form a chain complex of right O D -modules which will be denoted C * (X); here
Note that the complex C * (X) is free as a complex of O D -modules although the complex C * (X) might not be free as a complex of Z[G]-modules.
There is an obvious augmentation ǫ : C 0 (X) → Z which reduces to the usual augmenta-
If M is a right O D -module, we may consider the cochain complex of (12) is the Bredon equivariant cohomology of X with coefficients in M .
Let M denote the principal component of M . By reducing to the principal components we obtain a homomorphism of cochain complexes
and the associated homomorphism on cohomology groups (13) 4.4. If the action of G on X is free then obviously the homomorphism (13) is an isomorphism and
where on the right we have the usual twisted cohomology. In particular we obtain 4.6. Consider now the effect of the equivariant map F : E(π × π) → E(π), see (4) . Note that any two equivariant maps E(π ×π) → E(π) are equivariantly homotopic. The induced map on Bredon cohomology
, M ) in the notations introduced in §4.4 and §4.5 produces a homomorphism (14) which connects the Bredon cohomology with the usual group cohomology. Now we may state a result which gives useful lower bounds for the topological complexity TC(X). 
is nonzero. Then TC(X) ≥ n. Here M denotes the principal component of M .
Proof. Suppose that TC(X) < n. Then by Theorem 3.1 the map F :
where L is a G-CW-complex of dimension less than n. Then the homomorphism
and the middle group vanishes since dim L < n. This contradicts our assumption that Φ(α) = 0 for some α ∈ H n D (π × π, M ). Remark 4.6.1. Theorem 4.1 can be compared to the classical result concerning the Lusternik -Schirelman category (see Eilenberg -Ganea [10] or Schwarz [34] ) stating that for an aspherical space X the existence of a nonzero cohomology class H n (X, M ) (with some local coefficient system M ) implies that cat(X) ≥ n. It is not true that TC(X) ≥ n if H n (X × X, M ) = 0 for X aspherical. For example, in the case of the circle X = S 1 we know that TC(X) = 1 while H 2 (X × X, Z) = 0. Theorem 4.1 imposes a condition on the nontrivial cohomology class in the usual twisted cohomology to be extendable to a class in Bredon cohomology. We will investigate this property further in §7.
The canonical class in Bredon cohomology and its universality
In this section we define a special Bredon cohomology class which will play an important role in this paper.
The canonical class. Consider an
where X is a Gset, see Example 4.2.1. Recall that G denotes the group π × π. The unique map X → * is G-invariant and induces a homomorphism of Bredon modules ǫ : M X → M * = Z, called the augmentation. We denote by I X the kernel of ǫ. Clearly, I X is a Bredon module whose value on an orbit G/H is
As a special case of the previous construction we obtain the Bredon module I π (where X = π, as in Example 4.2.3). Here
We shall shorten the notation I π to I. The principal component of I is the augmentation ideal I = ker[ǫ :
One obtains a short exact sequence of Bredon modules
The latter defines a Bredon cohomology class
We shall call u the canonical class in Bredon cohomology. It is a refinement of the ordinary canonical class
which was defined in [6] . In [17] , §3 it is shown that v coincides with the class represented by the principal components of the sequence (16), i.e. by the exact sequence of left
Hence, the principal component of the class u (i.e. the image of u under the homomorphism (14)), coincides with v.
The canonical class v is closely related to the Berstein -Schwarz class
which is represented by the exact sequence (17) viewed as a sequence of left Z[π]-modules.
5.2.
The classes u n . Next we define classes
In this paper we shall treat these classes formally and call them the powers of the canonical class u without trying to justify this name. However we shall show that the principal component of the class u n is the n-fold cup product v ∪ v ∪ · · · ∪ v = v n of the canonical class v ∈ H 1 (π × π, I). The Bredon module I n is defined by
We shall define the class u n by describing an explicit exact sequence of O D -modules
in which the intermediate O D -modules C 0 , C 1 , . . . , C n−1 are projective. If
is an O D -projective resolution of Z, we obtain a commutative diagram (unique up to chain homotopy)
The O D -homomorphism f is a cocycle, and its cohomology class
is independent of the choice of the chain map represented by the diagram above. We define the n-th power of the canonical class u n as the cohomology class {f }.
The principal components of the exact sequence (18) define an exact sequence of left
This sequence determines a class in
which is the principal component of the class u n . We shall identify the principal component of u n with v n , see Theorem 5.2.
Construction of the complex (18).
Here we shall generalise a construction of Dranishnikov and Rudyak [8] ; see also [17] . We shall use the operation ⊗ Z of tensor product of O D -modules which is defined as follows. For two right O D -modules M and N we define M ⊗ Z N by the formula
with the obvious action on morphisms.
The following obvious remark will be used in the sequel. Suppose that
is an exact sequence of right O D -modules and let N be a right O D -module such that for any H ∈ D the module N (G/H) is free as an abelian group. Then the sequence
is also exact.
Let X and Y be left G-sets, where G = π × π. Consider the O D -modules M X and M Y , see Example 4.2.1. Note that the tensor product M X ⊗ Z M Y can be naturally identified with M X×Y . We know that the modules M X , M Y and M X×Y are free iff the isotropy subgroups of all elements of X and Y belong to D.
Tensoring the short exact sequence
with M X we obtain an exact sequence Splicing them for r = 1, 2, . . . , n we obtain the long exact sequence of O D -modules
This is a version of the complex (18) . Naturally, there exist many other chain complexes representing the same cohomology class u n .
5.4.
Universality of the canonical class. In this subsection we prove the following statement which is a generalisation of the well-known result of A.S. Schwarz (see [34] , Proposition 34). 
Proof. One may construct a projective O D -resolution of Z extending (18)
The class α can be viewed as a cohomology class of the cochain complex Hom O D (C * , M ). Let f : C n → M be a cocycle representing α. In the diagram
the row is exact and the existence of a O D -homomorphism φ : I n → M follows from the assumption that f is a cocycle. We claim that φ * (u n ) = α. Indeed, the class u n is represented by a similar diagram
Hence we see that the cocycle representing the class α is obtained from the cocycle representing u n by composing with φ.
Theorem 5.1 obviously implies:
where the integer height(u) is defined as the largest n such that the class u n ∈ H n D (π ×π, I n ) is nonzero.
Theorem 5.2. For any integer n ≥ 1 the image of the class
under the homomorphism (14) coincides with the n-fold cup-power
of the canonical class v ∈ H 1 (π × π, I).
Proof. The principal components of the complex (22) is exactly the chain complex (12) from [17] and our statement is identical to Lemma 3.1 from [17] .
Principal O D -modules
In this section G denotes the group π × π and D is the family of subgroups of G defined in §4. 
For a ∈ H we have f H = f H • r a where r a : G → G is the right multiplication by a, i.e. r a (g) = ga. Applying the functor M we see that the homomorphism φ H ≡ M (f H ) takes values in A H , i.e.
Definition 6.1.1. We shall say that an O D -module M is principal if for any subgroup H ∈ D the homomorphism
is an isomorphism.
We obtain the commutative diagram
of orbits and applying the functor M we obtain the commutative diagram
where r * a is multiplication by a. Thus we see that the structure of a principal O D -module M is fully determined by the left Z[G]-module A (the principal component of M ). Viewing A as a left G-set we may write
Principal modules appear in the book of G. Bredon [2] as Example (2), page I-10. 
which in general is an inclusion.
Lemma 6.2.1. The homomorphism (25) is an isomorphism if and only if for any H ∈ D, the set X viewed as an H-set, has the following property: any orbit of H contained in X is either infinite or a single point.
Proof. Suppose that X satisfies the condition of the Lemma. For H ∈ D we may split X into a disjoint union of H-orbits X = ⊔ j X j where each X j is either a single point or infinite. Then
On the other hand the set X H is the union of the sets X j which are single points. Hence (23) is an isomorphism. The inverse statement follows similarly. Namely, suppose that X j ⊂ X is a finite G-orbit which is not a single point. Then the element
We want to restate Lemma 6.2.1 in terms of the isotropy subgroups of points of X. For a point x ∈ X denote by I(x) ⊂ π × π its isotropy subgroup. For a subgroup H ⊂ G = π × π one has x ∈ X H iff H ⊂ I(x). The orbit of x with respect to H is finite iff H contains I(x) ∩ H as a finite index subgroup. Thus we obtain the following Corollary: Recall that the symbol Z(S) denotes the centraliser of S, i.e. the set of all elements g ∈ π which commute with every element of S. The equivalence between (a) and (b) follows from Corollaries 6.2.2 and 6.2.3. The equivalence (b) ∼ (c) follows from the structure of the groups H ∈ D.
Example 6.2.5. Let π = Z n . Then the class D contains only two subgroups, the trivial subgroup and the diagonal ∆. 
is an isomorphism of chain complexes. Here C * = C * (G/1) is the principal component of C * and M = M (G/1) is the principal component of M .
Proof. This follows from Lemma 6.2.8. 
Proof. We apply Corollary 6.2.9 to a O D -free resolution of Z noting that under our assumptions the Bredon module I n is principal (by Corollary 6.2.7).
6.3. Note that the complex C * which appears in Corollary 6.2.10 is a resolution of Z over the ring Z[π × π] but it is neither free nor projective. Any projective resolution P * admits a chain map P * → C * and for any left Z[π × π]-module A we have a chain map
(P * , A) (which is unique up to homotopy) inducing a welldefined homomorphism
Essential cohomology classes
The following notion was introduced and studied in [17] .
Here v n ∈ H n (π × π, I n ) denotes the n-th power of the canonical class v.
In [17] the authors constructed a spectral sequence giving a full set of obstructions for a cohomology class to be essential. The first such obstruction is the requirement for the class β ∈ H n (π × π, A) to be a zero-divisor, i.e. (27) where π ⊂ π × π denotes the diagonal subgroup; see [17] , §5. The condition (27) is obvious since the canonical class v and all its powers v n are zero-divisors.
Here we characterise the essential cohomology classes as principal components of Bredon cohomology classes. 
which associates to a Bredon cohomology class its principal component, see (14) .
(1) Any class β ∈ H n (π × π, A) in the image of Φ is essential.
(2) If the group π is principal then the set of essential cohomology classes coincides with the image on Φ.
Proof. Suppose that β = Φ(α) where M ∈ H n (π × π, M ). By the Universality Theorem 5.1, there exists a O D -homomorphism µ : I n → M such that α = µ * (u n ). On the principal components we obtain a Z[π × π]-homomorphism µ : I n → A such that µ * (v n ) = β. Thus β is essential. Here we used Theorem 5.2 stating that the principal component of u n is v n . This proves statement (1) .
Suppose now that a cohomology class β ∈ H n (π × π, A) is essential, i.e. This completes the proof.
Examples of principal groups
In this section we show that all torsion free hyperbolic groups as well as all torsion free nilpotent groups are principal. Also, we give an example of a non-principal group. Definition 8.0.1. We say that a group π satisfies Property N if, for any a ∈ π and any finite set S ⊂ π, the inclusion a n ∈ Z(S), where n ≥ 1, implies that a ∈ Z(S). Proof. We shall use the property (c) from Definition 6.2.4. To show that the group π is principal we need to show that for any two finite subsets S, S ′ ⊂ π the group Z(S)/Z(S ∪S ′ ) is either trivial or infinite. This will follow once we show that this group is torsion free. An element of order n in Z(S)/Z(S ∪ S ′ ) is represented by an element a ∈ Z(S) such that a n ∈ Z(S ∪ S ′ ). But then Property N implies a ∈ Z(S ∪ S ′ ) i.e. a represents the trivial class in Z(S)/Z(S ∪ S ′ ).
Proposition 8.0.3. If π is a finitely generated torsion free nilpotent group, then π satisfies Property N and therefore π is principal.
Proof. If π is abelian, then Z(S) = π, so Property N holds tautologically. Suppose inductively that any finitely generated torsion free nilpotent group of class < r satisfies Property N . Take π of class r and let a n ∈ Z(S) for some S. Denote the quotient of π by its centre byπ = π/Z(π) and note that: (1) The class ofπ is < r, soπ satisfies Property N and (2) Z(S) maps into Z(S) under the quotient map π →π. Then we see thatā n ∈ Z(S) and, by Property N , we haveā ∈ Z(S). Let g ∈ S so thatḡ ∈S. Then we see that Recall that we have [a n , g] = 1. Expanding [a n , g] using the relation above gives [a n , g] = a n−1 , [a, g] [a, g] [a n−1 , g] = [a, g] [a n−1 , g], where the last equality follows because [a, g] ∈ Z(π). Repeating this step eventually leads to 1 = [a n , g] = [a, g] n . Since π is torsion free, we have [a, g] = 1 and a ∈ Z(S). This completes the inductive step.
Lemma 8.0.4. Let π be a torsion free group such that the centraliser Z(g) of any element g ∈ π − {1} is cyclic. Then any two centralisers Z(g 1 ), Z(g 2 ), where g 1 , g 2 ∈ π − {1}, either coincide Z(g 1 ) = Z(g 2 ) or their intersection is trivial, Z(g 1 ) ∩ Z(g 2 ) = {1}.
Proof. Let a i ∈ Z(g i ) be a generator, i = 1, 2. Assume that the intersection Z(g 1 ) ∩ Z(g 2 ) is not trivial. Then this intersection is an infinite cyclic group. Let x ∈ Z(g 1 ) ∩ Z(g 2 ) denote a generator of the intersection. Then x = a n 1 1 = a n 2 2
for some n 1 , n 2 = 0. Consider the centraliser Z(x) ⊂ π. It is an infinite cyclic group (by our assumption) which contains a 1 and a 2 (because of (29) ) implying that the elements a 1 and a 2 commute. Hence Z(g 1 ) = Z(g 2 ).
Lemma 8.0.5. Assume that a group π is torsion free and the centraliser of any nontrivial element g ∈ π is cyclic. Then π satisfies property N and hence it is principal.
Proof. Let S ⊂ π be a finite subset. By Lemma 8.0.4, if Z(S) is nontrivial then Z(S) = Z(g) for some g ∈ π − {1}. If a n ∈ Z(S) then a n ∈ Z(a) ∩ Z(g). We know that the centralisers Z(a) and Z(g) either coincide or have trivial intersection. If Z(a) = Z(g) then a ∈ Z(g) = Z(S). In the case Z(a) ∩ Z(g) = 1 we obtain a n = 1 and hence a = 1 since π is torsion free.
Corollary 8.0.6. Any torsion free hyperbolic group is principal.
Proof. This follows from Lemma 8.0.5 since in a torsion free hyperbolic group the centraliser of any non-unit element is cyclic.
As example of a group that is not principal we have the following:
