acceptance of such robots is still low. One reason might be the lack of intuitiveness in interacting with complicated interfaces like command consoles. This aggravation not only impedes user acceptance but also the trade-off between usability and outcome. Therefore novel interaction concepts have already been discussed. As Okamura describes, considering haptic feedback is a critical factor to be taken into account [2] . The idea of collaborative robotics as another promising example proposes useful interaction concepts that may lead to high acceptance and intuitive operation. The direct interaction of the surgeon with the machine by physical contact provides promising enhancements to the overall workflow. Studies conducted by Cirillo et al. and Magrini et al. show exemplary concepts on how forces on flexible robotic arms can be measured, either by supplementing the robot with additional sensors or using already integrated features [3, 4] . Such concepts allow the robot to react according to explicitly defined gestures. Furthermore, robotic arms with increased degrees of freedom and movement speed provide the means to place tools in regions that are difficult to reach. Their versatility enables them to be used in a wide range of various treatments. Minimally invasive procedures, as well as non-invasive surgery like focused ultrasound (FUS) or radiation therapy are applicable medical fields. To supplement the idea of easy-to-use collaborative robots and enforce higher acceptance of such systems in the operating room, concepts for the device interaction and the treatment workflow need to be further investigated. Hence, this work aims to analyse the recognition accuracy of simple forcefeedback based touch commands on a robotic arm. The resulting data provides the basis for further work towards integrating collaborative robotics into the surgical workflow.
Material and Methods

System Design
For this study, a robotic platform comprising three main components was set up. A KUKA LBR iiwa 7 R800 robotic arm (Kuka AG, Augsburg, Germany) connected to the standard Sunrise Cabinet console was used to evaluate touch Abstract: Robotic assistance in clinical interventions provides high precision and performance. However, the acceptance of such systems is still very low. The idea of collaborative robotics promises practical solutions for this problem. To further promote these ideas in the medical domain, novel concepts for user interactions are needed. This work presents a preliminary study on the recognition accuracy of touch gesture interaction with a KUKA LBR iiwa robotic arm. A recognition application utilising a set of 4 different touch gestures was implemented and evaluated by eight participants. The overall recognition accuracy of the system is 89.8%. 
Introduction
Modern surgery often comprises tiring and repetitive tasks such as placing tools in specific target regions with very high precision over a long time span. Furthermore, in minimally invasive surgery the medical staff depends on pre-operational imaging modalities like MRI or CT to plan interventions and to navigate in nonvisible regions. Navigation tools (e.g. tracking cameras) are often used to support the surgeon during such procedures. Nevertheless, the overall complexity remains very high and causes stress for the physicians. In this context, robotic systems exhibit benefits to provide high precision and robust workflow. Therefore, many solutions for surgical robotic procedures have been presented in the last two decades. As described by Simirov et al. mostly telemanipulation based systems like the DaVinci robot (Intuitive Surgical, Inc.) for urological and gynaecological procedures were established [1] . However, the user gestures. An additional CPU is connected to the Sunrise Cabinet, to run the touch recognition application. The robot is mounted on a compact rack to avoid extensive swinging and thereby large variations in measured forces. As an exemplary tool, a Clarius L7 (Clarius Mobile Health Corp, Canada) mobile ultrasound probe is mounted to the flange with a 3D printed holder. Figure 1 shows the robot setup.
The recognition software was implemented in C++ using the Robot Operating System framework (ROS). To be able to communicate with the robot via ROS, the ROSSmartServo application developed by Hennersperger et al. was utilised [5] . By connecting to a ROS Master running on the CPU, the required force sensor data is published via ROS-topics. Running in a separate ROS-Node, the recognition application then retrieves and processes the force values as needed with an update rate of 0.05 seconds. The modular approach, underlying the ROS framework provides the possibility for the integration of touch gestures into various applications and mapping them to specific commands. An overview of the system components is depicted in figure 2.
User Interaction
Utilizing the integrated sensors of the KUKA robot, forcevectors at the end effector can be calculated. This allows for the definition of a large amount of recognizable actions, depending on direction alone. To reduce this initial number of gestures, the presented work focuses only on the coordinate axes of the flange/tool, leading to 6 possible directional features (Up, Down, Left, Right). Depending on these features the user can interact with the system by applying forces on the robots end-effector. Currently, two classes of touch gestures are implemented: push and double tap. A push is defined as a force bigger than a given threshold, applied from a fix direction for at least ~2 seconds. A double tap is defined by a single force peak followed by another single force from the same direction within a time window of ~1 second. Both forces again have to be bigger than a given threshold. Each measurement at end-effector is done in comparison to the equilibrium force influenced by the possible weight of tools or the robots own weight. To account for equilibrium changes, caused for example by moving the robot or changing tools, after each successful touch gesture the system waits for ~3 seconds to reset its initial force state. If in this time span another force is acting on the robot, the reset timer restarts until the reset was successful. The mentioned durations all vary slightly depending on the CPUs clock accuracy.
Study Design
A study was conducted to evaluate the accuracy of the touch gesture recognition. Before the evaluation, each gesture was explained and demonstrated to the participants. In this first test-setup, four different touch gestures were examined: left push (LP), right rush (RP), left double tap (LDT) and right double tap (RDT). The participants were given the task to perform each interaction 25 times in random order, resulting in a total amount of 100 gestures per participant. To gather information on the stability of the system in unexpected conditions, each attendant was asked 10 times to perform some unidentified input (e.g. shaking the robot). Every iteration the gesture recognised by the algorithm was documented and mapped to the actual command and acoustic feedback was presented to the user. Throughout the whole evaluation a force threshold of 2.5 N was used. To gather first information on usability and acceptance, a simple questionnaire ranking the intuitiveness and the overall idea in a five-point Likert scale had to be answered additionally.
System performance
The system's performance was measured by calculating the accuracy as well as the precision and recall of the gesture recognition algorithm. The accuracy is defined as the sum of all true positives and all true negatives, meaning the percentage of all gestures, which the system correctly reacted to.
Composition of participants
This study was conducted with eight participants altogether between the ages of 25 and 30. Half of the attendants claimed to already have little or high experience with robotic systems. The remaining participants were novices in the field of robotics. No clinicians were among the participants and the group was split evenly between 5 males and 4 females.
Results
Recording the inputs of all eight participants resulted in a list of 880 performed commands. Table 1 shows the recorded data itemized by true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN). Derived from these numbers, precision and recall for each gesture, including undefined inputs are presented as well. It can be seen that push gestures overall have the highest performance outcome with recall values of more than 98% and precision values of up to 100%. The double tap gestures were classified as undefined in a few instances, resulting in a lower performance of 83% to 87% recall and up to 95% precision. When participants interacted with the system in an undefined way, the algorithm often recognized one of the two double-tap gestures. Therefore the precision of this class was 46.6% and the recall 68.8%. To receive the overall accuracy of the whole interaction system, a confusion matrix was generated as shown in figure 3 .
It can be seen that the accuracy is close to 90%. In the questionnaire, seven participants ranked the intuitiveness of the interactions as high or very high. One attendant ranked it as average. All found the idea itself to be good or very good.
Discussion
The touch gesture recognition application presented in this work enables users to naturally interact with robotic systems. The study to assess the performance of this first version of recognition software with a KUKA LBR iiwa already shows an overall high accuracy of 89.8%. Looking at the data it can be seen, that push gestures were recognized most robustly. Applying constant directional force over a given timespan seems very error proof. Therefore using pushes as command input provides sufficient reliability for interactions with robots. The recognition of double tap gestures however, is less robust. Since users have to time the taps correctly, it happens that one or both of the required inputs won't be recognized. The same problem may occur if the applied forces are too low. Furthermore, the system shows instability with undefined input. Users often applied random shaking or forces that lead to shaking to the robot. These interactions were falsely recognized by the system as user input in 32.1% of the cases. Since this first application is solely using the force sensor readout of the robot arm and reacting accordingly, errors like these were to be expected. Applying more sophisticated methods to filter error prone signals the accuracy can be increased even further. Participants proposed improvements like shortening the duration of push commands. Long reaction times lead to the feeling that a stronger force is necessary to recognize the push gesture. Thus, complaints about having to push too hard were made, despite the fact that the force threshold of 2.5N was very low. Furthermore, proposals were made to integrate feedback directly into the robot arm, for example vibrating while a force is applied. To gather more information on the usefulness of the system, it shall be integrated into a use case specific demonstrator. This allows for preclinical studies to evaluate the workload and time savings.
Conclusion
In this work, a novel interaction concept for robotic interventions was proposed. A compact platform including a KUKA LBR iiwa robotic arm was built and software to map applied forces to specific commands was implemented. A total of 4 touch gestures were evaluated by 8 participants.
Despite occurring errors while performing undefined behaviour like shaking the robot, the overall accuracy of the system is promising and will be used for further investigations. The performance will be enhanced by utilizing more sophisticated methods for signal filtering. The proposed concept can be integrated into various robotic applications using a KUKA or similar robot. Future goals include the integration of a dual-arm robotic system for the application of combined focused ultrasound hyperthermia and radiation treatment into the clinic. Operating two robots at the same time increases the need for simple interaction modalities and the presented approach provides a first realization without the need for additional interfaces. 
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