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Abstract
Cold Shock Proteins (CSPs) are produced when organisms experience cold-shock, a sud-
den drop to roughly 7-10 °C below the optimum temperature, and are thought to aid
the melting of non-functional RNA secondary structures. For this function CSPs are
required to stay flexible at temperatures determined by the optimum environment of
the organism. While the thermodynamic properties of these proteins vary depending on
the optimum temperature of the source organism, their structures are highly conserved,
making this a good model system to explore non-structural adaptations to various envi-
ronments.
Single molecule force spectroscopy was used to measure the mechanical properties of the
CSP from Bacillus Subtilis while in the functional state, i.e. bound to nucleic acids. This
binding was shown to stabilise the protein, without increasing the rigidity, even when
the temperature of the complex was reduced.
The affinity of the CSP binding to ssDNA was measured and this was compared to
the affinity to ssDNA of a CSP from an Arctic soil bacterium, Psychrobacter sp6. The
CSP from the organism adapted to colder environments was found to have a lower bind-
ing affinity to ssDNA and the binding strength of ssDNA to both CSPs increased with
decreasing temperature. When the binding of ssDNA was measured at the respective
cold-shock temperatures of each organism the affinities were of the same order of magni-
tude, suggesting that the strength of this interaction is tuned to the native environment.
To explore how functionality is maintained in organisms adapted to extremely cold en-
vironments, the dynamics of the CSP from Psychrobacter sp6 was measured at low,
physiologically relevant temperatures using a range of NMR techniques. Results showed
evidence of slow exchange with a more disordered state at low temperatures together
viii
with fast dynamics at the active site. These were not seen in measurements of the
CSP from Bacillus Subtilis at low temperatures, indicating they are part of the protein
adaptation to cold environments.
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1Introduction
Since life began on earth, the planet has undergone drastic changes in environment, and
surviving organisms have had to adapt [1]. Currently the most common environments are
at low temperature, with 90 % of oceans on earth below 5 °C, and 80 % of the overall
biosphere permanently cold [2]. Organisms have successfully colonised the majority of
these regions, with measured metabolic activity at -20 °C measured in organisms from the
Siberian permafrost [3]. Microbial communities have been found in subglacial outflows [4]
and sampled directly from subglacial Antarctic lakes [5], where whole ecosystems exist in
dark, cold and salty environments. Because of this, psychrophilic (cold-loving) organisms
are one of the best models we have to explore potential life on other planets in our solar
system [6].
The work described in this thesis explores the molecular mechanisms involved in the
adaptation of organisms to the cold, with a focus on the preservation of flexibility in
biomolecules at low temperatures. The Cold Shock Protein (CSP) and its interactions
with nucleic acids are employed as a model system for this objective, building on previous
work with these proteins [7].
This chapter begins with a brief description of some of the important properties of
biomolecules, how they are affected by temperature and an introduction to the organisms,
termed extremophiles, that have adapted to live in environments that were considered
too hostile for life before the discovery of thermophiles at Yellowstone in the 1960s [8].
This is followed by an overview of the literature surrounding extremophilic proteins and
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some of the techniques employed to investigate adaptations of proteins to extremely cold
environments.
1.1 Biomolecules
Living organisms known on earth are made up of cells, which have been called “The
Building Blocks of Life”. Cells in turn are built up from a mixture of biomolecules each
with its own role in helping the cell survive, grow and reproduce. These include lipids self
assembling to form protective membrane boundaries, cytoskeletons acting as a scaffold
to give cells shape and volume, nucleic acids in the form of DNA and RNA storing the
genetic information and an array of bionanomachines, the proteins.
1.1.1 Nucleic Acids
Genetic information is stored and processed by nucleic acids. These flexible molecules
carry information that informs all of life’s processes from one generation to the next.
1.1.1.1 DNA
DeoxyriboNucleic Acid (DNA) is a chain made up of nucleotides with a sugar-phosphate
backbone. The four nucleotides in DNA, Adenine (A), Thymine (T), Cytosine (C) and
Guanine (G), make up a four letter code in which all the information required for an
organism to grow and live is written. This includes the code for the amino acid sequence
of every protein in the organism. The section of DNA that encodes a protein is called
a gene. DNA forms a double stranded, helical structure, as each nucleotide bonds to
a partner through hydrogen bonding, forming a pair (figure 1.1a). A and T form base
pairs containing two hydrogen bonds, while C and G form pairs with three, leading to
a higher melting temperature. The double strand stabilises the molecule, protecting
the information from damage which might cause a change in the genetic code, called a
mutation.
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(a) (b)
(c) (d)
Figure 1.1: Representation of the production of a protein from the genetic code written in
the DNA, or the central dogma of molecular biology. (a) The order of nucleotides A, T, C
and G form the code in the double stranded DNA structure. (b) When this code is being
read for transcription, the double strand is split and one of the strands is used to form RNA.
(c) This messenger RNA is used by the ribosome for translation, using the RNA code to
sequentially join amino acids into a polypeptide chain, (d) which then folds into the protein
3D structure.
1.1.1.2 RNA
RiboNucleic Acid (RNA) carries a 4 letter code just like DNA but the different sugar
base makes it more flexible, and the thymine base is replaced by Uracil (U). It is usually
found in the single stranded form and can fold into structures that can perform some
catalyst reactions. This is part of the reason RNA is considered to have possibly formed
the basis of the original self replication in early life [9]. One role of RNA is to carry
the genetic information from the DNA to the ribosome (figure 1.1 b and c), where the
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protein polypeptide chain is produced. The versatility of RNA allows it to play many
other roles in the cell, not all of which are fully understood.
1.1.2 Proteins
Proteins come in a huge variety of shapes [10], as they carry out an equally huge range
of tasks to maintain life. These 3D structures are formed from polypeptide chains made
up of the 21 naturally occurring amino acids [11], arranged in order according to code
written in the DNA (figure 1.1 d).
All amino acids have the same base of a carboxyl group and an amino group, which
bond to each other in the ribosome to form a chain (figure 1.2). The polypeptide chain
thus formed is called the primary structure of the protein. The shape and chemistry of
(a) (b)
Figure 1.2: Formation of the peptide bond that makes up the backbone of proteins. (a)
Two amino acids are brought together in the ribosome and (b) a peptide bond is formed
through a condensation reaction, releasing a molecule of water.
each amino acid side chain determines the characteristics that influence the shape of the
protein. By attracting or repelling each other, or the solvent surroundings, the amino
acid make up of the protein determines the protein shape and behaviour. The 21 most
common amino acids are shown in figure 1.3.
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Figure 1.3: Amino acid side chain structures, labels and properties. Non-polar (orange)
and aromatic (green) side chains are hydrophobic, but polar (blue) are hydrophilic. Sulfur
containing side chains (yellow) have the ability to form cysteine bonds, which can be used to
stabilise protein structures as it is a strong covalent bond. Acidic (red) and basic (purple)
residues interact via electrostatics.
1.1.3 Protein Folding
The electric charge, size, shape, polarity or hydrophobicity of the amino acid side chain
leads to forces of attraction or repulsion, demonstrated in figure 1.4. Charged residues
are attracted to oppositely charged residues but repulsed by like charge. The shape of
some side chains reduces the flexibility of the peptide backbone while glycine, containing
only a hydrogen in the side chain position, results in a much more flexible region. Polar
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regions will be attracted to each other and to the polar water molecules in the solvent.
Hydrophobic residues are pushed toward the centre of the protein structure, away from
the solvent and this leads to a hydrophobic core. pi stacking is another interaction
between aromatic rings [12], which are also hydrophobic.
The balance of these interactions will push and pull the linear chain into a structure
(a) Electrostatics (b) Hydrogen bonds
(c) Covalent bond (d) Hydrophobic (e) pi-stacking
Figure 1.4: Interactions between protein residues (a) Electrostatic Interactions between
acidic and basic amino acid side chains (b) Hydrogen bonds between an oxygen and hydrogen
(c) Covalent bond between two sulfur atoms (d) Hydrophobic interaction as residues avoid
exposure to the solvent (d) pi-stacking interaction between aromatic rings.
that minimises the overall free energy of the system. Features called α-helices and β-
sheets, make up the secondary structure (figure 1.5) which usually forms spontaneously.
α-helices are generally quite flexible, while β-sheets form stable structures made up of
β-strands arranged either parallel to one another, or anti parallel.
These features of the secondary structure are then folded into the tertiary structure
of the protein, which is usually represented as a combination of α-helices and β-sheets
with loop regions connecting them. Example 3D protein structures are shown in this
representation in figure 1.6. The titin domain I27 is made up only of β-sheets (figure
1.6a) while the Maltose Binding Protein (MBP) structure is mostly α-helical.
Quaternary structure describes proteins with structures that include multiple domains.
These can be formed from separate polypeptide chains coming together or can fold from
6
Figure 1.5: Secondary structures formed by folding of the polypeptide chain. An α-helix
(red) is one feature that forms and a β-sheet (blue) is the second, which is formed in either
parallel (left) or anti-parallel (right) orientation. Hydrogen bonds between the oxygen and
hydrogen atoms of the peptide backbone are shown (dashed lines)
(a) (b)
Figure 1.6: Example protein tertiary structures. (a) The 3D structure of I27 (PDB code:
1TIT) and (b) the 3D structure of MBP (PDB code: 1N3X) [13,14]
a single long chain with different folded regions connected by linker regions.
1.1.4 Folding Thermodynamics
The process of protein folding from an unfolded (U), disordered 2D chain to a folded (F),
defined 3D structure can be considered a two state system. This process, if reversible,
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results in an equilibrium as shown in equation 1.1.
F −−⇀↽− U (1.1)
The available free energy of the system is the Gibbs free energy (G). The difference in this
energy between the folded and unfolded state (∆G = GU - GF ) determines the stability
of the protein folded state, with a larger negative ∆G describing a folded state that is
more energetically favourable. This available energy is a combination of the enthalpic
(∆H) and the entropic (∆S) energy difference as given by equation 1.2.
∆G = ∆H − T∆S (1.2)
Thermodynamically, entropy is defined by ∆S = qREVT , where qREV is the heat transfer
between the two states and T is the temperature. This change describes the energy
dispersed during the process of folding or unfolding. The entropic component accounts
for the ordering needed for the protein to fold. In terms of entropy the lowest energy state
is an unfolded polypeptide chain, and without any other forces the protein would not
fold. As temperature is increased, the entropic component becomes dominant, as shown
in figure 1.7, and the unfolded state becomes more energetically favourable, leading to
heat denaturing or melting of the protein.
The enthalpy is defined thermodynamically as ∆H = ∆U - ∆(PV) where U is the internal
energy, P is the internal pressure and V is the internal volume of the system. In biological
systems this is usually equated with the internal energy as the pressure and volume are
negligible. The interactions between the amino acid side chains provide the enthalpic,
chemical component of the free energy.
Unlike most ordered molecular systems, proteins usually have a temperature of maximum
stability. The plot of free energy shown in figure 1.7 shows an optimal temperature at
which the free energy difference is largest, where the protein is most stable.
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Figure 1.7: Temperature Dependence of the thermodynamic parameters free energy
∆G(T), enthalpic energy ∆H(T) and entropic energy -T∆S(T) for the folding of a typi-
cal protein. Inset shows an enlarged Gibbs free energy plot. The cold and hot denaturation
temperatures are where the free energy is reduced to zero, and energies of enthalpy and
entropy are equal. Taken from Dias 2010 [15]
1.1.4.1 Cold Denaturation
As there is a temperature of maximum stability, decreasing the temperature below this
point causes the protein stability to decrease, leading eventually to cold denaturation [16].
For most proteins the temperature at which cold denaturation is predicted to occur is
below the freezing point of water [15]. Here the protein stability breaks down as all the
amino acids are compacted and the balance of forces between them is disrupted. In
particular, the hydrophobic force (figure 1.4d) is disrupted [15]. This force is a result of
the high entropic cost of water molecules becoming more ordered at the hydrophobic
surface. This makes the hydrophobic core a consistent feature of proteins, but as tem-
peratures decrease, the reordering of water molecules surrounding the protein reduces
this effect. The hydrophobic force is generally strongest around room temperature and
is weakened by both increasing and decreasing temperatures, making it an important
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feature of protein thermal stability [17]. Experimentally, cold induced unfolding is not
always observed. Some proteins have been measured becoming kinetically trapped in
the state of their native fold while other proteins were measured to be more compacted
at low temperatures [18].
1.1.4.2 Protein Folding Energy Landscapes
This minimisation of energy is described by the protein energy landscape, shown in figure
1.8. In a particular set of conditions, the top of the energy landscape is the free energy of
Figure 1.8: The process of protein folding described by an energy landscape. An unfolded
protein is in a high energy state as the forces between amino acid side chains are not
optimised. This pushes the polypeptide chain down the energy funnel, towards a lower
energy state where the forces are balanced. Protein fluctuations can also be described as
movement between states as shown in the expanded picture. The height of the energy barrier
between the energy minima will determine the rate of exchange (represented here by ns or
ms time-scales) between the two states.
the unfolded protein and the bottom of the funnel is the fully folded protein. The height
of the funnel is the ∆G of folding as represented in figure 1.7, so the funnel is deepest
at the temperature that the protein is most stable. The process of a protein structure
being formed from the polypeptide chain can be described as a protein journey down
the slope of the energy funnel. Each possible conformation of the protein has an energy
associated with it, and the final folded structure is usually where this is at a minimum.
This schematic representation provides a convenient description encompassing all of the
forces behind protein folding and structure. The structure of each protein has been honed
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during the evolution of the organism, and over time each protein will find a structure
in an energy minimum that performs the desired function. The landscape will appear
different for each protein, and can be affected by the surrounding physical and chemical
environment. Some proteins do not have a smooth journey down the energy funnel, and
can get stuck in smaller energy minima in a conformation that is not functional. Protein
chaperones act as catalysts, helping the proteins reach the desired structure by reducing
energy barriers on the slope.
1.1.4.3 RNA folding
As well as proteins, RNA molecules can fold into structures that help RNA in function
and regulation. Because RNA is more flexible than DNA, the formation of base pairs
between complementary nucleotides can result in a large variety of shapes. These can
include loops, where the nucleotides are exposed, and hairpin regions (figure 1.9), where
the nucleotides are paired up, and inaccessible to potential binding partners. In the
Figure 1.9: Example of an RNA stem-loop or hairpin structure
same way that proteins can misfold, RNA can form structures that are unfavourable to
the RNA function [19]. This can be caused by external stresses such as solvent conditions
and temperature, or be due to long strands of RNA finding an energy minimum as it
explores the conformational landscape of long polypeptide chains. Misfolded RNA will
not function in the cell and could cause major problems, so RNA chaperones aid folding
by binding RNA and making the misfolded states energetically unfavourable [20].
1.1.4.4 Rates
Binding and folding processes are governed by the relative energies of the states involved,
whether that is folded and unfolded states, or free and bound states. The rate at which
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a system will change from a high energy state to a lower energy state depends on the
energy barrier in between them. This corresponds to the energy of the transition state
(TS) corresponding to the state the system would have to pass though in order to get to
the lower energy state. This is represented in figure 1.10. The rate at which molecules
Figure 1.10: Energy diagram of the process of changing states. The energy barrier between
the high energy starting state, i, and the low energy final state, f is the difference between
the energy of the transition state (TS) and the final state, GTS - Gf .
change from a high energy state to a low energy state is described by the Arrhenius
equation.
kR = Ae
∆GK
RT (1.3)
This describes the transition rate, kR, between two states where the activation energy
is ∆GK , A is the attempt frequency, R is the gas constant and T is the temperature.
1.1.5 Dynamics and Function
Biomolecules need to be flexible in order to function. DNA needs to be flexible so that
it can be stored compactly in the cell and read by proteins. Too flexible and DNA is
susceptible to damage and tangling, but too rigid and it will be useless to the organism.
At the scale of proteins and nucleic acids, the nanoscale, thermal fluctuations dominate.
Thousands of proteins in each cell have their own very specific task to carry out which
usually involves binding to some other biomolecule. An inflexible, entirely rigid protein
would need to be thrown by random fluctuations into the perfect position and rotation
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with its binding partner before it could carry out this role. Flexibility allows proteins to
use thermal energy to sample a range of conformations (right hand inset of figure 1.8)
which helps them search for binding sites. When two binding partners come together a
subset of the protein conformations are stabilised in the bound state. This adjustment of
protein conformations can trigger a change in protein activity. Activity that is dependent
on ligand binding is a mechanism for protein control in the cell. The protein dynamics
are key to this procesa, as the free protein samples all of the active conformations [21].
1.1.6 Protein-Ligand binding
The role of many proteins involves the binding of some other molecule termed a ligand,
which can be DNA, RNA, small molecules or other proteins. This can be part of a
signalling process, a regulation process or a chaperoning process where one of the binding
partners assists the other in reaching the correctly folded state. The process of binding
shares commonalities with the process of folding, involving many of the same forces seen
in figure 1.4. Molecules are constantly diffusing around the cell, and when they come
into contact with one another, if there are attractive forces between them they will bind.
High affinity binding partners will have binding rates limited only by this diffusion, then
the stability of the complex will determine how long they remain bound.
1.1.7 Dissociation Constant
The overall affinity between the two binding partners can be described by the dissociation
constant, KD. It can also be described as the inverse of the association constant KA.
KD =
1
KA
=
koff
kon
=
[P ][L]
[PL]
(1.4)
Where kon and koff are the rates of binding and unbinding respectively, [P] and [L]
are the concentrations of protein P and ligand L, and [PL] is the concentration of the
complex. The KD has units of molarity which is useful as it describes the concentration
of ligand, [L], at which 50 % of the protein will be bound. It is also useful as this
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number is usually of the same magnitude as the natural concentration of the ligand in
vivo. Affinity that generates a KD that is stronger than the natural ligand concentration
will not be selected for during evolution, as it will not lead to any significant increase in
the fraction of bound states. Similarly, if the KD is much smaller than the natural ligand
concentration then the chances of binding become so much smaller that the protein is
essentially useless.
1.1.8 Environmental Stress
The energetics of biomolecules and the interactions between them are finely balanced
and have been selected for during evolution in the organism’s native environment. If the
energy difference between two states is too large, then processes will be blocked, too small
and there will be no stability and rates will be affected. These energies can be affected by
a number of factors. These include ionic concentration, acidity, pressure, radiation and
temperature which will all affect the folding and binding reactions that keep the organism
alive. Changes in any of these conditions will affect all of the processes described here,
as well as potentially damaging the genetic information stored in the DNA. Survival in
fluctuating conditions requires a stress response mechanism that allows the system to
acclimate to new environments.
RNA is more flexible than DNA and hence more susceptible to environmental stress.
This property has been exploited by organisms, using RNA as sensor mechanisms that
can adjust protein production in a responsive manner [22–24].
1.2 Extremophiles
Life has been found to exist across earth in a wide range of seemingly extremely un-
favourable conditions. From the high temperatures and pressures of deep sea thermal
vents, to freezing temperatures deep below the ice sheets, to highly saline waters. Organ-
isms that live in environments we would consider as hostile are termed extremophiles.
A major component of this adaptation is protein stability [25]. Warm blooded organisms
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maintain an internal environment at the temperature and salinity at which their pro-
teins function best. Without this protective sheltering, the proteins must adapt at the
molecular level to function in whatever environment the organism lives [26].
Extremophiles are categorised by the optimum growth conditions of the organisms. Ther-
mophiles are defined as organisms with optimum growth temperatures between 45 and 80
°C and hyperthermophiles organisms with optimal growth temperatures over 80 °C [25].
These organisms would be unable to survive if their proteins unfolded in these high tem-
peratures [27]. Other biomolecules such as DNA and RNA are also more vulnerable to
damage in these environments and must therefore be protected for species survival [28,29].
At the other end of the temperature-scale psychrophiles are adapted to thrive at temper-
atures lower than 10 °C [30], where there is reduced source of thermal energy for molecular
processes.
1.2.1 Psychrophiles
Living at low temperatures between 10 °C and -20 °C, psychrophilic organisms are
adapted to function with lower levels of thermal energy. This low thermal energy can
lead to cold denaturation of proteins [16], as described in section 1.1.4.1. The tempera-
ture also leads to a reduction in reaction rates, expecially in enzyme catalysis which is
very temperature dependent. This can be seen in equation 1.5, an expanded version of
equation 1.3 for enzyme catalysis [2,31].
kcat = κ
kBT
h
e
−∆GK
RT = κ
kBT
h
e
∆SK
R e
−∆HK
RT (1.5)
Here κ is the transmission coefficient generally close to 1, kB is the Boltzmann constant
(JK−1), h the Planck constant (Js), R the universal gas constant (8.31JK−1mol−1),
and -∆GK the free energy of activation or the variation of the Gibbs energy between
the activated enzyme-substrate complex and the ground state ES. This temperature
dependence of reaction rates is one of the reasons refrigerators are so useful, as they slow
down bacterial functions. This also makes it one of the major issues that psychrophiles
must counter if they are to thrive at lower temperatures (below 10 °C).
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1.2.2 Psychrotrophic Organisms
While the optimal growth temperature of organisms defined as psychrophiles is below
15 °C, psychrotrophs are defined as organisms that can survive in cold environments but
will grow better above 15 °C [6,32]. This is a feature that is true for many cold-adapted
microorganisms, as survival in cold environments is helped by the ability to withstand a
wide range of temperatures. In the rest of this work the term psychrophiles will be used
to cover both psychrophiles and psychrotropic organisms.
For example, Psychrobacter sp. B6 is a Gram-negative coccobacillus bacterium found
in Antarctic soils [33]. It grows at temperatures ranging from 0-30 °C with an optimal
growth temperature of 20 °C, meaning it is defined as a psychrotrophic organism. An
aminotransferase enzyme from this organism has an optimum thermal activity that is
20 °C lower than the mesophilic aminotransferase [34]. The crystal structure showed that
this was not due to an increase in loop length but that an increase in the number of
glycines in key hinge regions allows more flexibility.
1.2.2.1 Flexibility in Cold Adaptation
Much work has gone into understanding how cold adapted enzymes counter this exponen-
tial decrease in enzymatic rates with lower temperatures [31,35]. Simulations have shown
that low temperature catalytic rates are directly promoted by a higher surface mobility
in the enzyme trypsin [36]. In these simulations, the amino acids of the cold adapted
trypsin were not changed but the motion of the protein surface was constrained. Chang-
ing this around the active site was enough to control the low temperature catalytic rate.
Molecular Dynamics (MD) simulations have also been used to show that an increase
in surface mobility, not necessarily near the active site, will increase low temperature
catalytic activity [37]. In a cold environment, this increase in protein flexibility will be
selected for over protein thermal stability, making psychrophilic proteins an interesting
route of investigation when trying to understand the balance between protein function
and stability [38]. To maintain resilience at low temperatures, cold adapted proteins need
to counter the increase in viscosity. One tactic for this, would be to shift to a more
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Figure 1.11: Predicted Energy landscapes for proteins from thermophiles and psy-
chrophiles. Arrows indicate the range of energies that the majority of proteins will have
at the optimum temperatures for each organism, with thermophilic proteins (red) sampling
high energy states and psychrophilic proteins (blue) sampling the lower energy states.
“frustrated” state, meaning the non-covalent interactions are tuned to cause regions of
the protein to repel other spatially close regions. This can be described as a “rough”
energy landscape (figure 1.11), where different protein states are separated by low energy
barriers and each energy well is shallow as the repulsive forces counter stabilisation. As
less energy is required for exchange between these states, the protein will sample a range
of conformations even if there is less thermal energy available.
The schematic energy landscapes shown in figure 1.11 represent the theoretically
favourable funnels for psychrophiles and thermophiles. The thermophile has a higher
energy barrier between the unfolded and folded state. This accounts for the necessary
increase in melting temperature of the protein. The psychrophilic protein conformation
funnel has a lower overall energy well, with more native conformational states at the low
energy levels. At the optimal temperatures for each organism, the proteins are in an
energy conformation at a wide part of the funnel, representing the flexibility of the pro-
tein. At the lower temperatures, the thermophilic protein is trapped in a narrow energy
well, where it would likely be too rigid to function optimally. At higher temperatures
the pyschrophilic protein has too much thermal energy to maintain a folded structure
and would denature. The evolution of these proteins has selected for adaptations that
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suit the native environment of the organism.
1.2.3 Disorder in Cold Adaptation
Intrinsically Disordered Proteins (IDPs) are proteins that have a primary structure that
does not lead to a defined 3D structure. Instead the energetically favourable state for
these proteins is that of an unfolded or disordered state, making them less susceptible
to cold denaturation [18]. This can describe a whole protein, or just a part of the protein
structure that is linked to other more ordered domains. Stress conditions can induce
partial disorder in certain conditionally disordered chaperones, which is thought to aid in
recognition of multiple aggregation-prone proteins [39]. When it comes to cold adaptation,
an IDP region of a cold induced protein can increase the freeze tolerance of the whole
organism [40]. This is thought to aid in maintaining membrane flexibility through lipid
binding. [41]
For low temperature catalysis of enzymes, disordered regions far from the active site
have been shown to increase low temperature activity through dynamic allostery [42]. By
making mutants of the adenylate kinase that favour the unfolding of domains far from the
active site, low temperature catalytic activity was obtained. It was also demonstrated
that affinity and activity could be independently controlled in this manner.
1.3 The Cold Shock Protein (CSP)
To survive changing conditions, bacteria need a strategy of stress response that will
protect fragile components of the cell from damage and adapt functionality to the new
environment [43]. A common source of stress is a change in temperature. Without an
adequate response mechanism, any significant change in temperature would disrupt the
delicate energetic balance of the cellular processes which maintain life. When there is a
rapid decrease in temperature, post-transcriptional events induce an increase in a group
of proteins that help adapt the molecular processes in the cell [45]. This is known as
the “Cold-Shock” response. These proteins are induced during an “acclimation” phase,
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Figure 1.12: The Cold Shock response. Cold Induced Proteins, which includes the CSPSs
(green), are induced when organisms experience a rapid drop in temperature. These proteins
help acclimate the organism to the new conditions. One role of the CSPs is to destabilise
RNA secondary structures, thus allowing the translation of RNA in the new Cold-Adapted
Growth phase. Taken from Horn 2007 [44]
as shown in figure 1.12, while the production of other proteins decreases rapidly, par-
tally due to translation impairment caused by the energetic favouring of non-functioning
mRNA secondary structures. After this initial response to the cold shock, global protein
synthesis is restored at a lower rate, adapted to the colder temperature and this is the
cold shock response [46]. In total nine CSPs have been identified in the genome of E. Coli,
labelled (CspA-CspI). The major CSPs induced at cold temperature are termed CspA,
CspB and CspG [47]. In Bacillus Subtilis three CSPs were identified as CspB, CspC and
CspD. There are many homologues of CSPs, and each play roles of varying importance
under different stress conditions [48], but the mechanism of this stress response remains
similar enough that they can stand in for one another and phenotype alterations are
only seen after two or more CSP genes are deleted [49].
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1.3.1 Structure of the CSPs
Cold shock proteins are ubiquitous throughout prokaryotic life with highly conserved
nucleic acid binding regions [44]. Versions are found in most other life forms as well [50],
as Y-box proteins in eukaryotes [51]. The highly conserved structure [52] consists of 65-70
amino acids that form 5 β-strands folded into a closed barrel, called an OB-fold and
shown in figure 1.13a. The crystal structure of the Bs-CSP is shown in figure 1.13b [53].
(a) (b)
Figure 1.13: Greek Key motif of the OB-fold that is typical for CSPs. (a) The structure is
made up of five β-strands, numbered from the N to the C-terminus (b) Folded into a closed
barrel structure of the CSP (PDB code: 1CSP [53]).
This domain structure is found frequently as a general nucleic acid recognition site [54],
and is present in the human Y-box binding protein [51]. Mutations of the CspA from E.
Coli to mimic the loop regions of the Y-box can even confer the ability to bind double
stranded DNA to the bacterial CSP [55].
1.3.2 Induction of the CSP
In E. Coli, the two proteins identified as the most important to the acclimation phase
are RNase R and CspA [56]. As the decrease in temperature leads to increased misfolding
of RNA into non-functional secondary structures, CspA works to unfold these structures
while RNase R promotes mRNA degradation to achieve optimal Csp:mRNA ratios. The
induction of CspA is caused by a temperature dependent mRNA structure [23], as shown
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in figure 1.14. The start codon, RNA code AUG that initiates the ribosome protein
(a) 37 °C
(b) 10 °C
Figure 1.14: Induction of the cold shock proteins. The RNA structures that translate
to cspA at (a) 37 °C and (b) cold shock temperature, 10 °C. The boxes indicate the start
codon of cspA (green), the conserved “cold box element (blue), and its long-range interaction
region at 10 °C (red). Taken from Zhang 2018 [56].
production, for the CSP is more accessible to the ribosome in the mRNA structure
predicted at 10 °C (figure 1.14b). Through this up-regulation of translation of CSPS
and RNase R, after 3 hours of cold shock they constitute 40 % of the protein synthesis
in E. coli. The scale of this RNA regulation component of the cold shock response is a
sign that the effect of temperature on RNA is an important aspect of cold adaptation.
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1.3.3 Binding of CSPs to Nucleic Acids
The structures of the Bs-CSP bound to ssDNA [57] and ssRNA [58] have been obtained
from both crystalisation and in solution by NMR [59]. This provides a very detailed
picture of the interactions between the binding site of Bs-CSP with nucleic acid bases.
These structures identified a binding site consistent for both DNA and RNA, across the
hydrophic region of the protein surface [60]. This site was found to preferentially bind
thymine nucleotides and can hold 6-7 bases [61]. The site contains two conserved sequence
motifs known as RNP–1 and RNP–2, which are sites Lys13 – Val20 and Val26 – Phe30
respectively in Bs-CSP [62]. It was found in the crystal structure that this site could
bind two short oligos over the two RNA recognition sites and that these oligos can link
multiple proteins to create a crystal lattice [62].
This complex structure is shown in figure 1.15 with the hydrophobic side chains shown
in figure 1.15a and the side chain charge shown in figure 1.15b. The binding region
has a large number of surface hydrophobic residues which bind the nucleotides through
hydrophobic and pi-stacking interactions (figure 1.4). While the overall protein surface
appears to have a mostly negative charge density, the binding region is positive (figure
1.15b). This will help in the binding of negatively charged nucleic acids. The amino
acid side chains involved in the binding of dT6, and shown in figure 1.15a were identified
as Lys 7, Trp 8, Ser 11, Glu 12, Phe 17, Asp 25, Phe 27, His 29, Phe 30, Phe 38, Lys
39, Thr 40, Arg 56, Gly 57, Pro 58, and Gln 59. Most of these residues are aromatic
or Binding studies of the Bs-CSP interacting with nucleic acids was used to design an
oligo with a very high binding affinity. By replacing the 3rd thymine of dT7 with a
cytosine (so the oligo sequence is TTCTTTT), the affinity of dT7 with Bs-CSP at 15
°C increased by ninefold, with the KD reducing from 1.8 ± 0.4 nM to 0.2 ± 0.07 nM,
as measured by tryptophan fluorescence quenching [62]. Figure 1.16 shows schematics
representing binding both in the crystal structure and in solution based on this study.
The hydrophobic residues Phe 15, Phe 17 and Phe 27 are surface exposed hydrophobic
residues that help in binding nucleic acids, but they have also been shown to stabilise
the Bs-CSP [60].This makes the CSP an unusual protein in that it contains a hydrophobic
surface region that stabilises rather than destabilises the protein conformation.
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(a)
(b)
Figure 1.15: Crystal structure of the Bs-CSP bound to hexathymidine ssDNA oligo
(dT6) [57] (a) β-barrel structure with the side chains identified as part of the binding surface
shown with the ssSNA bound (red). (b) Surface charge showing an overall more negative
(red) surface charge but a positive (blue) area around the ssDNA (black) binding site.
(a) Bs-CSP with dT6 in the crystal structure
(b) Bs-CSP complexes in solution
Figure 1.16: Schematic of the binding of ssDNA oligos with Bs-CSP in both (a) the crystal
structure and (b) in solution. Taken from Max 2006 [62]
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1.3.4 CSPs as RNA Chaperones
The ability of CspA to unfold RNA secondary structures has been measured directly in
real time using NMR [63]. By labelling RNA molecules in a way that used real time NMR
to track which nucleotides were in pairs, they could track the hairpin unravelling base
pair by base pair in real time, to a 10 s level of precision. Performing this measurement
both in the absence and presence of CspA, it was shown that the CspA increased the
rate of hetero-duplex formation from 3×10−5s−1 to 20×10−5s−1. The mechanism of
CspA facilitating “unzipping” of these structures starting from the loop region was also
demonstrated as shown in figure 1.17. Two kinetic phases of unfolding were measured in
Figure 1.17: Unfolding of two complementary RNA hairpins to form a hetoro-duplex in
the presence of of CspA. The kinetic rate of unfolding is measured for each hydrogen bonded
base pair. Taken from Rennella 2017 [63]
this experiment, and the slow phase, which accounted for 65 % of the duplex formation,
enabled the differentiation of the unfolding of each base pair in the RNA hairpin. The
rates of unfolding of each nucleotide base pair increases with proximity to the loop in
the hairpin for the hairpin termed ACB, which implies that the CspA is binding to
this region and initiating the hairpin unfolding from here. The other hairpin showed
a consistent unfolding rate across all nucleotides. This provides a clear demonstration
of the CspA functioning as an RNA chaperone, aiding in the melting of non functional
RNA structures.
Other stresses that cause mRNA misfolding such as osmotic pressure, where the increase
in ionic strength affects the mRNA structures, can be alleviated by CSPs [48]. This ability
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to respond to stresses on the molecular level is essential for bacteria, and it has been
shown that by taking the genes of these CSPs and transferring them into wheat, this
tolerance for stress can be appropriated [64]. The modified wheat exhibits a much greater
drought tolerance when the bacterial gene for CspA was incorporated, although the effect
was not observed using the gene for CspB. This ability to maintain translation efficiency
is useful even when it is not part of a stress response, and CSPs have been shown
to be present in high concentrations, above 50 µM, during normal exponential growth
conditions [65]. The location of the proteins in the cell have been shown by fluorescent
labelling to be localised to nucleoids in growing cells [66]. Double CSP deletion mutants,
with two of cspB, cspD and cspB, cspC deleted, showing abnormal nucleoid shapes,
indicating CSPs as important to connecting transcription to translation initiation.
1.3.5 CSP Homologues Adapted to Extreme Environments as Model
Systems
The conserved structure of CSPs make them good models to study mechanisms of adap-
tation to different environments. Structures have been obtained by both Nuclear Mag-
netic Resonance (NMR) and crystallography of CSPs from organisms adapted to a vari-
ety temperature environments [67], including those adapted to colder environments, Lis-
teria monocytogenes and Colwellia psychrerythraea 34H [68,69]. The structure of a CSP
from the hyperthermophile Thermotoga Maritima (Tm-CSP) has been obtained at the
physiological temperature for this organism at 70 °C (343 K) [70]. The Tm-CSP at this
high temperature maintains the OB-fold structure.
1.4 Single Molecule Force Spectroscopy (SMFS)
The melting temperature (TM ) of a protein is the temperature at which 50% of the pro-
teins in a sample have denatured. This gives an idea of the average stability of a protein
population which is very useful for understanding differences between types of proteins.
Differences between individual protein molecules however, are lost in this averaging.
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Single-molecule techniques provide a new level of understanding of protein properties at
the individual level, making details of the kinetic unfolding pathway accessible (figure
1.10).
A range of techniques can be applied to this goal, including optical and magnetic tweez-
ers, FRET and Atomic Force Microscopy (AFM) [71,72]. Each method has advantages
and limitations, with optical tweezers able to precisely monitor small forces between
molecules attached to two beads [73], and magnetic tweezers that can apply both stretch-
ing and twisting forces onto molecules [74]. The application of AFMs to single molecule
studies is very versatile. It can be in the form of imaging molecules that have been
deposited onto a surface with recent advances in scanning speed making it possible to
watch processes unfold at this scale [75], using tips functionalised with molecules to cre-
ate force maps of a surface [76], or using the AFM cantilever to pick up and pull on a
molecule to measure intermolecular forces directly, called Single Molecule Force Spec-
troscopy (SMFS).
1.4.1 Models to Extract Energy Landscape Parameters from SMFS
Experiments
The unfolding of proteins by applied force can be described as a tilting of the energy
landscape, according to the Bell model [77]. The effect of an applied force on the protein
folding energy landscape according to the Bell model is shown in figure 1.18. The force
dependent unfolding rate (kU (F)) and the distance to the unfolding transition state along
the reaction coordinate ∆xU are described by equation 1.6
[77].
KU (F ) = Aexp
(−(∆G∗U − F∆xU )
kBT
)
(1.6)
F is the applied force, A is the attempt frequency, kB is Boltzmann’s constant, T is
the temperature and ∆G∗U is the transition state free energy when the force is applied
as shown in figure 1.18. This incorporates the force of pulling to the reaction energies
shown in figure 1.10 by applying a tilt to the energy landscape, so that the unfolded
state becomes more favourable.
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Figure 1.18: Schematic free-energy profile of a protein folding pathway leading from the
native, folded state (F) to its denatured, unfolded state (U) through a transition state (TS)
at an unfolding rate kU . Applying a force tilts the energy landscape (blue dotted line),
lowering the energy barrier so that the unfolded state (U*) is more populated than the
folded. Taken from Hoffmann 2012 [78]
Thermal fluctuations cause the proteins to unfold in a stochastic manner, the probability
of which is described by the energy landscape. As pulling speed is increased, there is less
time for this stochastic process to cause the proteins to unfold, so this leads to higher
unfolding forces being recorded. The relation between unfolding force and pulling speed
depends on the distance between the folded and unfolded state in the conformational
dimension. This can also be described as the “malleability” of the protein, or how far
from it’s native structure it can be stretched before it unfolds. By performing the FX
experiment at a variety of speeds, this underlying property of the protein can be inves-
tigated. One model for the underlying energy landscape of protein unfolding is the Bell
model [77].
Monte Carlo simulations are used to obtain these parameters from the experimental
speed dependence of the unfolding force measured by SMFS. Using this model, the
speed dependence of an underlying energy landscape is simulated by the probability of
each domain unfolding.
A model that provides more detailed information about the roughness of the unbinding
energy landscape can be applied by using a range of temperatures and forces [79]. This
model can be fit with single molecule results in which the unfolding rate and spread of
forces obtained depends on an auxiliary variable representing an entropy value arising
from fluctuations in internal dynamics [80]. This model incorporates the intrinsic disorder
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of biomolecules [81], as a rough energy landscape (as shown in the right hand insert in
figure 1.8) and uses the effect of temperature on this system to fit SMFS data. Ex-
perimentally this has been applied to measure the “roughness” of the unbinding energy
landscape of the small GTPase Ran and the nuclear transport receptor importin-beta [82].
This measured an energy landscape roughness with a scale of over 5 kBT, by applying
dynamic force spectroscopy across the complex.
1.4.2 CSPs in SMFS
The cold shock protein has been established as a good model for SMFS studies [7,83].
The small size (7.4 kDa), single domain, high β-sheet content and two state folding
pathway [52] make it mechanically robust with a recorded unfolding force of over 20 pN,
which can be readily measured in Force Extension (FX) measurements.
1.4.2.1 Multiple Unfolding Trajectories
As well as unfolding proteins at a constant speed to explore the mechanics of unfolding,
Force Clamp (FC) measurements apply a constant force and measure the responce of
biomolecules [78]. This has been applied to the Tm-CspB and accompanied by Molecular
Dynamics (MD) simulations to explore the unfolding trajectory of this protein [84]. It
was found that underneath the simple two state unfolding process seen in FX, and single
molecule fluorescence [85], was a wide array of possible unfolding trajectories. Which
unfolding trajectory occurred depended on the applied force. These trajectories include
mechanical intermediate states held under the applied force, some of which were recorded
to be held by the protein for a few seconds. The widest range of trajectories was at an
applied force of 50 pN, and the results of these experiments matched with theoretical
predictions. This study highlights the importance of single-molecule studies, as the
individual unfolding of a protein molecule can vary between identical molecules, and
this behaviour would be lost in bulk measurements that record only the population
average.
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1.4.2.2 Temperature Dependence of CSP Unfolding
The temperature dependent malleability of the CSP from the hyperthermophile Ther-
matoga Maritima (TmCSP) has been measured using SMFS [7]. This protein was found
to be mechanically stable across the temperatures used (5-40 °C). The main effect of tem-
Figure 1.19: Schematic depiction of the increase in distance to the transition state along
the mechanical unfolding co-ordinate of the TmCSP with increasing temperature. Taken
from Tych 2013 [7]
perature was to change the distance along the mechanical unfolding dimension (∆xU ) of
the TS, as shown in figure 1.19. This effectively softens the protein at higher tempera-
tures, meaning it can withstand larger perturbations in this direction without unfolding.
For a protein from a hyperthermophile this characteristic may aid in maintaining sta-
bility at the high temperatures in which the organism lives. The key residues for this
property were identified as electrostatically charged residues around the region of the N
and C termini, known as the mechanical clamp. This region is the portion of the protein
bearing the majority of the tension when the protein is pulled by the N and C termini,
and so is therefore the section most likely to trigger unfolding in these measurements.
By mutating the mesophilic Bs-CSP to incorporate three of these charged residues from
the Tm-CSP, the possibility of mimicking this property was investigated [17]. This study
found that the ionic residues around the mechanical clamp did increase the malleability
of the Bs-CSP, while the unfolding forces were not increased.
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1.4.3 Ligand Binding recorded with SMFS
There are two primary ways that SMFS can be used to measure protein-ligand binding.
The first is to measure directly the interaction force by pulling apart the complex and
measuring the force of unbinding. The other method is to unfold one of the binding
partners while the ligand is bound, measuring any change in the unfolding process caused
by the ligand presence. These methods have been established in measuring protein
stability [78,82] and complex binding strength [86] with dynamic force spectroscopy being
applied to explore the energy landscape of either unfolding [7] or unbinding [87].
1.4.3.1 DNA Stretching Forces
The application of single-molecule force spectroscopy (SMFS) to gain a deeper insight
into the mechanics of protein-DNA interactions can be utilised in a number of ways.
These depend on where the force is applied across the protein-DNA complex. Previous
SMFS work has been implemented by stretching the DNA strand and observing the
effects caused by the presence of DNA binding proteins in the solution [88]. This provides
information on how the protein affects the DNA’s mechanical properties [89] which is an
important function of many DNA binding proteins. It can also be used as a method
for measuring the stoichiometry and binding free energy of ligands on a single molecule
level [90]. One issue with this method is that it usually requires the DNA to be in
the stretched form for force measurements. This may affect the protein-DNA binding
mechanics as it will not allow the highly flexible ssDNA to bind in the way it normally
would.
1.4.3.2 Unbinding Forces
A further method applies the force across the complex to directly measure the unbinding
force. Unbinding SMFS measurements have been used to accurately measure disassoci-
ation rates, unbinding forces and energy barriers [91,92].
Using ssDNA as the binding ligand in such experiments, the rupture force between the
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Single Stranded DNA- binding protein and a 60 nucleotide long strand of ssDNA has
been measured in this way [93]. This study used the change in buffer salt conditions and
the influence of this on the flexibility of the ssDNA to observe the change in binding
modes. More recently this technique was used to investigate the binding of APOBEC3A,
a ssDNA cytidine deaminase, with ssDNA [94]. This found a sequence dependent rup-
turing force, with deaminase-specific sequences forming more stable structures. Inves-
tigation into the unbinding energy landscape of aptamers with the proteins IgE and
α-thrombin [95] found that 20-40 nt long strands of ssDNA went through at least one
intermediate state with two energy barriers to overcome.
1.4.3.3 Protein Unfolding Forces
Another SMFS method involves applying the force across the protein rather than the
DNA to measure any changes in unfolding force corresponding to changes in the pro-
tein stability [96]. As a key biological function for many proteins, the binding of ligands
induces conformational changes in the protein structure and an altered thermodynamic
stability [97] as the ligand binding induces a population shift in the protein conforma-
tion [98]. While an increase in thermodynamic stability does not always lead directly to
an increase in mechanical stability [99] the AFM has been applied to investigate whether
there is any accompanying change in mechanical stability in many systems [100]. One of
the first found an increase in unfolding force of 200% in dihydrofolate reductase from
the Chinese hamster ovary when bound to its ligands [101]. Another found an increase of
40% at 400nms−1 in the small protein GB1 when it was bound to fragments of the IgG
antibody [102]. Macromolecular crowding was also found to influence the unfolding path-
way in some cases, leading to an increase in observed unfolding force without a binding
interaction [103]. While some proteins are found to be stabilised by bound ligands, others
show no enhancement at all. This is thought to be due to the mechanical stability being
dependent on the transition state of the protein structure under an applied force [104]
while the thermodynamic stability depends only on the difference between bound and
unbound states. If ligand binding affects the transition state to the same degree as the
bound state then the unfolding force will not increase on binding as the overall change
31
in stability is not detectable. This transition state depends on the unfolding pathway of
the protein in the pulling experiments.
1.4.3.4 Ligand Binding Affect on Protein Unfolding
A SMFS investigation into the binding of small ubiquitin-like modifiers (SUMOs) found
a drastic increase in SUMO unfolding force upon the non-covalent binding of small pep-
tides with SUMO binding motifs (SBMs) [105]. Ligands bind to these proteins and extend
the β-sheet of the SUMO protein, as seen in figure 1.20. In this complex the binding
site is not directly between the N ad C termini where the force is applied in unfolding
experiments. Two such SBM ligands, S10 and S12, with differing dissociation constants
were derived from target proteins RanBp2 and PiasX, respectively. RanBp2 catalyzes
SUMO E3 ligase activity and PiasX plays a role in the interaction with SUMOylated
transcription factor Elk-1. The effect of ligand binding on the mechanical stability was
compared in unfolding experiments.
The SUMO unfolding force was found to increase from around 130 pN to 170 pN,
(a) (b)
Figure 1.20: Structure of the SUMO1 (a) in the ligand-free state and (b) bound with the
S12 ligand shown in blue, PDB entries 1A5R and 2ASQ, respectively. Taken from [105]
or 30%, at a pulling speed of 400nms−1 upon binding and at higher speeds this differ-
ence was increased, as can be seen in figure 1.21. Monte Carlo simulations were used
to calculate the kinetic parameters of unfolding from these pulling-speed dependencies
and demonstrated that the distance to the unfolding transition state was decreased on
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binding. A surprising finding was that when comparing two ligands of varying binding
strength, the weaker bound SBM S12, with a dissociation constant of 6µM, led to a
greater increase in mechanical strength than the stronger bound S10, with a dissociation
constant of 70µM.
For the SUMOs to bind to their targets. the authors concluded that having a higher
(a) (b)
Figure 1.21: (a) Unfolding forces from SMFS experiments plotted against pulling speed
for the SUMO1 protein when ligand-free and in complex with S12 and S10. (b) The effect
of ligand-binding on the unfolding barrier as calculated from Monte Carlo simulations based
on the fits shown in A. Taken from [105]
flexibility while unbound, measured as a spring constant of around 1 Nm−1, allowed the
protein to access more structures. Upon binding, the stiffness of the protein increases to
around 3.5 Nm−1 when the protein no longer needs to be adjustable. The results from
this system demonstrate that residues can directly influence protein mechanical stability
even when they are positioned far from the mechanical clamp. It also demonstrates the
trend usually seen in SMFS studies on the effect of ligand binding on protein stability,
which usually involves an increase in protein rigidity [96,102,106]. This can be compared to
results using other experimental techniques, where the effect of ligand binding has been
shown to both increase and decrease flexibility [107].
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1.4.3.5 Ligand Concentration
The stabilisation effect on the mechanical unfolding force of ligand binding to SUMOs
was not dependent on the concentration of ligand [105]. When this concentration exceeded
a saturation level that was dependent on the dissociation constant of the complex, in-
creasing ligand concentration did not cause an increase in unfolding force. This is the
case for most complexes that induce a mechanical stabilisation in the protein being pulled
in the SMFS experiments [100]. When the mechanical stabilisation effect of binding does
depend in ligand concentration it is supposed that the binding kinetics are responsible
for this effect [108]. If the off-rate (koff in equation 1.4) of binding is significant in relation
to the time-scale of the SMFS experiment then an increase in ligand concentration will
continue to increase, or shift, the measured mechanical stability based on a time average.
Increasing the concentration leads to a higher percentage of unfolding forces measured
when there is a ligand bound to the protein as it unfolds. Using this property, the me-
chanical difference in unfolding force of bound and unbound proteins can be used in a
binding assay to measure a dissociation constant [109]. This allows measurement of the
relative number of unfolding forces on the bound and unbound states measured in the
force extension traces. Measuring these at a range of ligand concentrations, and counting
the number of peaks observed in the bound and unbound state provides a binding curve
for the complex. This allows characterisation of the protein ligand interaction directly
from induced mechanical stability, provided that a measurable change occurs.
For small force measurements (below 10 pN) the unfolding pathway can be influenced
by low concentrations of ligand which affect the apparent unbinding transition state [110].
This is due to the influence of the koff rate becoming dominant in inducing protein
unfolding at these low forces. The unfolding of a protein under force that is stabilised
by a ligand will depend on the rate at which the ligand unbinds more than the rate of
unfolding of the free protein. In this model, the ligand concentration will affect this ap-
parent rate of unfolding, causing a shift in the apparent transition state, in the calculated
energy landscape of unfolding.
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1.4.3.6 DNA Binding Affect on Protein Unfolding
The technique of using SMFS to investigate protein-ligand binding has seldom been
applied to DNA binding. One endeavour to observe the effect of DNA binding on an
unfolding trajectory of a protein used the p53 DNA Binding Domain (DBD) [111]. To
explore the interactions of different sections of this protein and DNA, three complexes
were used in SMFS experiments: The full DBD and no DNA present; The DBD with the
N-terminal removed and no DNA; and the full DBD with DNA present. In the traces
measured there was a correlation seen between the position of unfolding peaks in the
case with no DNA present and the N-terminal removed, and the full DBD with DNA
present.
When there is no DNA present and the whole DBD is unfolded there is only one unfolding
peak seen, indicating that the N- terminal binds across the two domains causing the
whole structure to unfold at once. From this change in the unfolding pathway it was
concluded that the N-terminal and the DBD interact when no DNA is present and that
DNA binding blocks this interaction. This method of detecting ligand binding by SMFS
uses the change in direction of pulling force caused by ligand binding, which can only be
applied to systems with this particular property.
The number of clear peaks measured in this study is fewer than 10 for each of the
set-ups due to a low yield of successful extension. Quantitative measurements of the
unfolding forces involved are therefore statistically unreliable. While this study provides
some insight into this particular DBD and the effect of DNA binding on the unfolding
pathway, due to its complexity, it does not provide any results that could be extracted
to apply to other DNA binding proteins. For results that can be applied more generally
a system with a simpler unfolding pathway is required.
Recently SMFS was applied to the stabilisation of RRM1 domain of TAR DNA binding
Protein (TDP)-43 when bound with short strands of ssDNA [112]. The TDP-41 is a
protein involved in various aspects of RNA processing, and has the ability to bind both
RNA and DNA. This study used an engineered structure incorporating one of the RNA
Recognition Motifs (RRM1) into a chimeric polyprotein chain with 4 I27 domains. SMFS
on this structure was used to measure the unfolding force of the RRM1 domain with
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and without the presence of binding ssDNA oligos. Without the ssDNA bound, only a
Figure 1.22: Force extension traces (left) of the chimeric polyprotein unfolding in the
absence (above) and presence (below) of ssDNA oligos which bind to the RRM1 domains.
Histograms of the measured unfolding forces from multiple unfolding events (right) show
an increase in the average unfolding force of the RRM1 domain in the presence of ssDNA.
There is also a decrease in unfolding events recorded with an unofolding force below 15 pN.
Taken from Wang 2018 [112]
small (mean value less than 30 pN) mechanical unfolding force was recorded, as can be
seen in figure 1.22. When the ssDNA was added this increased to around 40 pN to a
clear, unfolding peak, indicating the binding of ssDNA caused the structure to become
mechanically resistant. This effect was described as the ssDNA acting as a “mechanical
staple” on the protein. This demonstrates that the binding of nucleic acids can impact
the mechanical unfolding properties of proteins.
1.4.3.7 Pulling Direction
The influence of the pulling direction on the unfolding pathway and the effect of ligand
binding was investigated for the maltose binding protein (MBP) [113]. In a similar way
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to the pulling geometry affecting the mechanical resistance measured in proteins [114], it
was found that in this system the pulling direction was key to measuring the difference
caused by maltose binding to the MBP. When the polyprotein was first pulled at the N
and C termini then no effect of maltose binding on the unfolding force could be seen [115].
The locations of the links between proteins in the polyprotein chain was then engineered
so that the applied force direction was across the binding site of the maltose. This led to
a clear enhancement in the unfolding force of around 15 pN, or 12%, at a pulling speed of
1000 nms−1 when maltose was present as opposed to the MBP alone. In this relatively
large (42 kDa) protein structure the unfolding force must be applied across the site of
ligand binding to detect the mechanical stability caused locally by ligand binding.
1.5 Nuclear Magnetic Resonance Theory
Nuclear Magnetic Resonance (NMR) spectroscopy is a versatile technique that can be
used to obtain chemical, structural and dynamic information on small molecules in so-
lution. As most proteins are flexible molecules that function in solution in the cell NMR
is an invaluable measurement method for this class of biomolecules [116]. Here is a brief
overview of some of the theory behind the NMR methods used here. More thorough
descriptions can be found elsewhere [117–120].
1.5.1 The NMR signal
NMR active nuclei have magnetic moments which under normal conditions are randomly
oriented. When a strong magnetic field (B0) is applied, these magnetic moments are
aligned either with B0 in a low energy spin +
1
2 state, or against B0 in a high energy spin
−12 state. The energy (E) of each state is given by equation 1.7 where µz is the magnetic
moment of the nucleus in the direction of B0, usually taken as the z axis.
E = −µzB0 (1.7)
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µz is equal to γm~ where γ is the gyromagnetic ratio, m is the magnetic quantum number
and ~ is the reduced Planck constant. Putting this into equation 1.7 the energy of each
state is given by equation 1.8
E = −γm~B0 (1.8)
The magnetic quantum number is −12 for the high energy state and +12 for the low
energy state, so the difference in energy between the two states is given by equation 1.9
∆E = γ~B0 (1.9)
This energy difference leads to a population difference as more magnetic moments align
in the low energy state, as the energy increases with B0 so does the population difference.
All the nuclei spins precess roughly around the B0 field axis at the Larmor frequency.
This makes it convenient to use the rotating frame to describe the magnetisation vectors.
This frame rotates at the same rate as the observation frequency, allowing the isochro-
mats to be tracked in a more understandable way. At equilibrium, all these individual
spins are randomised and incoherent, so they average each other out, producing no net
magnetisation.
The NMR signal is produced by hitting these nuclei with an electromagnetic radiation
(a) (b) (c)
Figure 1.23: Diagrams showing the production of an idealised NMR signal.(a) After the
RF pulse of resonant frequency, the excited spins form a coherent magnetisation out of
alignment with the B0 field, rotating around the B0 field at roughly the Larmor frequency.
(b) This rotation of a net magnetisation produces a signal in the receiver that (ignoring any
loss of energy through relaxation effects described in section 1.5.4) follows a sinusoidal wave
pattern. (c) Taking the Fourier Transform of this signal produces a frequency map with a
peak at the resonant frequency for all active nuclei sharing that chemical environment.
pulse which is of the appropriate energy, near the Larmor frequency, to cause spins to
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flip to the high energy state. This produces a set of spins acting coherently, which pro-
duce a net magnetisation, M, as shown in figure 1.23a. This net magnetisation M, is the
sum of the magnetisation produced by all the coherent spins, and rotates around the B0
field at the resonant frequency. If it is out of alignment with the B0 field, this produces
a signal in the receiver induction coil. Ignoring the loss of energy through relaxation
processes, this rotation of M induces a sinusoidal signal as shown in figure 1.23b. This
is an idealised form of the Free Induction Decay (FID), without the decay which will
be described in section 1.5.4. Taking a Fourier transform of this signal will identify the
resonant frequencies of the nuclei, as shown in figure 1.23c.
The frequency of this resonance will vary depending on the chemical environment sur-
rounding the nucleus. In the simplest case, nuclei surrounded by a higher electron cloud
density are more shielded, and so have a weaker local magnetic field (Blocal in equation
1.10).
∆E = γ~Blocal (1.10)
Here the local magnetic field Blocal = B0 − Bind where Bind is the field induced by
the electron shielding, opposing the external field. The lower ∆E between high and
low energy spin states in a shielded nuclei means a lower resonant frequency, ω. This
difference in ω is what allows NMR to differentiate between atoms in a protein molecule,
as each one has a unique chemical environment and therefore a unique resonant frequency.
To differentiate these unique frequency signatures a strong magnetic field is required.
As the Blocal of equation 1.10 scales with B0, stronger fields will have fewer overlapping
signals due to the increase in energy difference between high and low energy spin states.
This is why very powerful magnets are desirable in protein NMR, and also why frequency
is not usually the unit used for comparing resonance values. The frequency can be
recorded as angular frequency, ω, or as a rate per second, ν, where ν = ω2pi. This is
generally converted to a chemical shift, with the unit of parts per million (ppm).
δ =
(ν − ν0)
ν0
(1.11)
Here δ is the chemical shift, with units ppm, describing the change in frequency, ν,
relative to the frequency of a universally used marker, ν0, which here is 4,4-dimethyl-4-
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silapentane-1-sulfonic acid (DSS). This is a useful unit because the resonant frequency,
ν, will change with the strength of B0 fields due to the change in Blocal, equation 1.10.
The relative chemical shift will be consistent for the same sample measured in different
B0 fields of different instruments, making data easier to compare.
1.5.2 Multi–Dimensional NMR
Proteins contain a large number of hydrogen atoms, with two in each unit of the peptide
bond and more in the amino acid side chains (figure 1.3). Measuring the NMR signal from
these protons results in a 1D frequency spectrum filled with many peaks corresponding
to the chemical shift for each proton in the protein, plus a large peak corresponding
to the signal from the water in the solvent. Even with the strong magnetic fields used
in NMR increasing the resonant frequency differences between protons, it can be very
difficult to identify separate peaks in even a relatively small protein. This is where multi-
dimensional NMR becomes very useful in studying proteins, where each peptide bond
has a known structure containing hydrogen, nitrogen and carbon atoms (figure 1.2a). By
exploiting the influence neighbouring nuclei have on each other, the net magnetisation
can be passed from one type of nuclei to a neighbour. Each type of nuclei provides
another dimension to the protein spectrum, allowing the signal from each amino acid
residue to be separated and identified.
1.5.2.1 NMR Active Nuclei
1H, 13C and 15N are the most useful NMR active nuclei for studies of proteins. While
1H is already present in abundance and can be used for initial 1D studies on protein
NMR properties, 13C (natural abundance = 1.10% [121]) and 15N (natural abundance =
0.37% [122]) are not. NMR measurements on these isotopes would require high sample
concentrations and long experiment times if reliant on the natural abundance. To be
used practically as probes, these isotopes can be enriched in the protein under study,
which will increase signal-to-noise ratio in measurements so they require less instrument
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time. This is done by growing the bacterium in 13C and 15N containing medium during
protein production.
1.5.2.2 Spin Coherence Transfer
Even with enriched protein samples the low signal-to-noise ratio for 15N and 13C nuclei
is a limiting factor. By passing the spin coherence from the protons to these nuclei
this signal can be increased. The Insensitive Nuclei Enhanced by Polarisation Transfer
(INEPT) method allows the spin coherence to be passed through covalently attached
atoms via the J-coupling between them. J-coupling is the interaction via the local
electrons between two covalently bonded nuclei.
The first step in the spin coherence transfer involves the spin echo pulse sequence, as
Figure 1.24: Representation of the spin echo pulse sequence focusing incoherent spins.
Initially the system follows the same relaxation seen in figure 1.31, then after a time period,
τ applying a 180°pulse. This will cause a refocusing of the spins after the same time τ , as
the faster drifting isochromats catch up to the slower ones.
shown in figure 1.24. This uses a radio-frequency pulse to first align the isochromats
along the x-y plane, with a 90°x pulse. In the rotating reference frame, the nuclei
spins will be aligned immediately after this pulse but will quickly drift out of alignment
according with the T2 relaxation of the system, described in section 1.5.4.3. By then
applying a 180°x pulse after a time, τ , the isochromats are rotated around the y axis.
As the direction of drift is unchanged, the faster moving isochromats now catch up to
the slower ones, similar to a race, if at some point the finishing line is changed to where
the starting line is. This results in all of the magnetisation being focused after the same
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amount of time between the two pulses, τ .
Some of this drift from coherence is due to the J-coupling with neighbouring nuclei. As
the rate of this drift is directly related to the J-coupling constant, this can be used to
transfer the spin coherence to the coupled nuclei. If the time period, τ , is set to the
reciprocal of the J-coupling frequency (figure 1.27), this will allow the spin coherence to
be transferred to the less sensitive nuclei as shown in figure 1.25.
(a)
(b)
Figure 1.25: (a)INEPT pulse sequence passing the spin coherence from the 1H protons
to the 15N or 13C nuclei. The 1H nucleus undergoes a spin echo focusing pulse with delay
time τ/2, where τ is the reciprocal of the J-coupling frequency between the proton and the
second nucleus. (b) Vector representation of the magnetisation of the protons (red) and
second nitrogen or carbon nuclei (blue) for each stage of the sequence. Initially (steps 1-2)
this follows the same sequence as the spin echo to focus the proton spins. Then with the
180°pulse applied to both nuclei (step 3) those proton spins that are J-coupled to the second
nucleus with a frequency of τ−1 will be pulled in the reverse direction. After the same delay
(step 4) they will be oriented in the y direction, so the application of 90°pulses to both nuclei
will result in a spin coherence with the second nuclei on the x-axis and the protons oriented
in the z-direction (step 5).
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1.5.2.3 2D
This INEPT method is used to produce the 1H -15N HeteroNuclear Single Quantum
Coherence (HSQC) spectra. This is done by transferring the spin coherence from the
protons to the 15N nuclei, allowing it to evolve for a time t1, then transferring it back to
the 1H with the inverse of the INEPT pulse sequence. This pathway for a single residue
in the protein backbone is shown in figure 1.26a. The FID of the 1H is recorded while the
15N signal is decoupled to ensure only one peak is produced per 1H -15N bond. Varying
the length of t1 will select 15N signals by their resonant frequency, producing the second
dimension of the spectrum as shown in figure 1.26b.
These HSQC spectra are useful for protein NMR as each amino acid residue (other
(a) (b)
Figure 1.26: Production of a simple HSQC spectrum (a) Pathway of the spin coherence
in the peptide bond from the proton to the 15N and back to the proton for detection (b)
The resulting 2-Dimensional spectrum with the 15N chemical shift as the Y-axis against the
1H chemical shift on the X-axis. A single peak is represented with contour lines (green)
representing the intensity of the signal from the 1H -15N bond. Dotted lines identify the
chemical shift at the peak maximum for each dimension.
than proline residues) contain this 1H -15N bond and should produce a single peak. A
few side chains also contain the 1H -15N bond and so also appear in the spectrum but
are usually easily identifiable. To identify which peak corresponds to which residue in
the protein sequence, more information is required. Some peaks can be identified if the
amino acid has a very characteristic chemical shift in the proton or nitrogen dimension,
but to identify the source of each signal the carbon atoms connecting each residue need
to be included in these measurements.
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1.5.2.4 3D
When a sample labelled with both 15N and 13C is used, this method can be applied to
extend the spectra into a third dimension. By selecting a delay time, τ examples shown
in Figure 1.27, to transfer the magnetisation to various carbon nuclei the residues can
be connected sequentially.
Each experiment is named by the pathway this spin coherence transfer follows, all
Figure 1.27: Approximate delays, τ in ms, for magnetisation transfer between nuclei.
Delays quoted are 1/J where J is the coupling constant between the nuclei, in Hz [123]
starting with HN for the 1H -15N bonds in the protein backbone. HNCA experiments
transfer the magnetisation from 1H nuclei to 15N nuclei to the 13Cα nuclei, and in
HN(CO)CA experiments it transfers from H to N to C’ to the neighbouring Cα nuclei,
as shown in figure 1.28a. This also describes the HNCO, HN(CA)CO and HN(CA)CB
experiments used in backbone and side chain assignment.
Each 1H -15N bond should have two associated HNCA peaks, one for the residue i and one
for the previous residue in the sequence i-1, as shown in figure 1.28. The chemical shift
of the Cα peak in the 13C dimension can be used to identify matching Cα signals from
other parts of the 1H -15N spectrum. By matching HNCA signals in the 13C dimension,
the two 1H -15N bonds that are bridged via this particular Cα can be identified. The
HN(CO)CA peak will then overlap with the HNCA peak, identifying which peak belongs
to the preceding, i-1, residue. This helps build up an order for groups of connected
residues. By then identifying the type of amino acids using the chemical shift values of
the different carbon signals, the peaks in the protein 1H -15N HSQC spectrum can be
assigned to the corresponding protein residues.
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(a)
(b) (c)
Figure 1.28: (a)Pathways for the spin coherence transfer in HNCA (teal) and HN(CO)CA
(purple) measurements. Each backbone 1H -15N bond has two corresponding HNCA signals
in the 13C dimension, corresponding to the Cα nuclei of the residue (i) and the preceding
residue (i-1). There is only one HN(CO)CA signal for the preceding Cα (i-1) (b) Diagram of
the spectra extracted from the 2D HSQC (green) into the 3rd 13C dimension in HNCA and
HN(CO)CA experiments. Two 2D slices of in the 14N dimension show two HNCA signals
(teal) and a single HN(CO)CA (purple) signal for each peak in the HSQC corresponding to
a backbone residue. (c) 2D slices showing how these signals are used to sequentially connect
the residues (i-1, i and i+1) corresponding to each peak in the HSQC spectrum.
1.5.3 Protein dynamics measured by NMR
Due to the dynamic nature of proteins, and the importance this has for protein func-
tion [21,124], having only the static structure does not give the full picture. NMR is a
useful technique to probe these dynamics as it can provide information on the time-
scale of each structural change [125], as well as providing structural information about
each sub-state. As shown in figure 1.29, a range of NMR techniques can be applied
to understanding dynamics at all the different time-scales of protein motion. At the
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Figure 1.29: Diagram of the time–scales accessible by different NMR techniques. Adapted
from Kleckner(2011) [120].
fastest time-scales accessed by NMR experiments, picoseconds to nanoseconds, there is
the physical processes of bond vibration, side chain rotamer interconversion, random coil
and loop motions and backbone torsion angle rotation. At slower scales of 0.3–10 ms
processes include side chain reorientation, loop motion, secondary structure changes and
hinged domain movements.
1.5.4 Nuclear Spin Relaxation
Fluctuations of the molecule in the magnetic field cause fluctuations in the local fields
experiments by each nuclei. These variations cause a change in the rate at which spins
return to the low energy state during the measurement. This is the basic principle of
how NMR relaxation measurements can be used to investigate dynamics of the molecule.
These relaxation rates are related to fast ps-ns molecular motion by 3 principal mech-
anisms. These are Chemical Shift Anisotropy (CSA), Dipolar Coupling (DC) and
Quadrupolar Interactions. CSA is the effect of a changing local magnetic field due to
orientation of the N-H bond with respect to the B0 field. This will vary due to molecular
motion and the oscillating local magnetic field experienced by the nuclei can stimulate
relaxation. The CSA for a nucleus X is given by cX = ∆
(
ωX√
3
)
, where ωX is the chemical
shift of the nucleus X. DC is the through-space interaction between pairs of nuclei, dHX
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for the heteronucleus X with proton H is described in equation 1.12.
dHX =
(
µ0hγHγX
8pi2
)
1
r3HX
(1.12)
Here µ0 is the permeability of free space, h is Planck’s constant, γ is the nuclear gyro-
magnetic ratio, rHX is the length of the bond between H and X. As the orientation and
distance of these pairs changes with motion, the effect they have on the other’s local
magnetic field will change, also leading to oscillating fields that will induce relaxation.
Quadrupolar interactions can occur with nuclei that have spin of 1 or more, such as 2H,
14N and 17O, so is not involved in relaxation processes looked at here.
To quantify the relation between these molecular motions on the ps-ns time-scale and
NMR observables, an orientation correlation function for each bond vector with respect
to time, C(t), can be introduced. This function describes the time taken for each bond
vector to ”forget” previous orientations and become randomised. Taking the Fourier
transform of this gives the spectral density function J(ω), which describes how effi-
ciently oscillation at frequency ω will induce relaxation.
The motion of the protein molecule as a whole through the liquid, including rotational
diffusion and collisions with other molecules, is described as tumbling. This can be de-
scribed with a rotational correlation time, τm, where the correlation function is C(t) =
e(−t/τm) and τm is the time taken for the root mean squared average orientation of the
molecules to move by 1 radian or 60°.
J(ω) =
τm
(1 + ω2τ2m)
(1.13)
Equation 1.13 defines the spectral density function, J(ω), in relation to the rotational
correlation time for molecular tumbling, τm. Due to the increase in tumbling speed
exhibited by smaller molecules or at higher temperatures, the correlation time is shorter
than for larger molecules or higher temperature environments.
The same can rotational correlation time can be introduced for internal motions of the
molecule, τe. This will also contribute to J(ω).
47
1.5.4.1 Heteronuclear NOE
The Nuclear Overhauser Effect (NOE) is a through–space magnetisation transfer be-
tween nuclei. It is useful in structure determination as it is very sensitive to the distance
between nuclei, so can be used to determine distance through space [119]. The Heteronu-
clear NOE is a measure of the NOE between a pair of two different nuclei, in this case the
1H protons and the 15N nuclei they are covalently bonded to. This is measured by taking
the ratio of peak intensities recorded in equilibrium (Iequilibrium) and when the proton
is saturated (Isaturated). It is saturated by hitting it with a radio-frequency pulse strong
enough to cause equal numbers of nuclei in the high and low energy states, meaning there
would be no NMR signal. The ratio of intensities of the nitrogen indicates how much of
this saturation is transferred between the nuclei, {1H} − XhnNOE = IsaturatedIequilibrium , and
for {1H}−N this value can range from -4 to 1 due to the negative gyromagnetic ratio of
15N, γN . When the proton spin population is saturated by irradiation it will affect the
population of the 15N through the dipole-dipole interaction, so this ratio describes the
strength of this interaction. The relation if this interaction to fast dynamics is described
by equation 1.14.
{1H} −XhnNOE = 1 +
(
γH
γX
N
R1
)
d2HX
4
(6J(ωH + ωX)− J(ωH − ωX)) (1.14)
Here γ is the nuclear gyromagnetic ratio, N is the number of 1H atoms attached to the
nucleus X (Here N=1), R1 is the longitudinal relaxation rate described in section 1.5.4.3,
dHX is the dipolar coupling interaction (equation 1.12) and J(ω) is the spectral density
function.
1.5.4.2 The Longitudinal Relaxation Rate R1
The net magnetisation is lost to two forms of relaxation. One is longitudinal relaxation,
and this is the component of magnetisation parallel to the B0 field, or the z-direction,
returning to alignment with the field. This form of relaxation is shown in figure 1.30a.
The change in intensity, I, with time, t, due to this relaxation is described in equation
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(a) (b)
Figure 1.30: Diagrams showing the effect of relaxation on the Free Induction Decay (a)
After the RF pulse of resonant frequency, the magnetisation M (pink) is initially out of
alignment with the B0 field. Longitudinal relaxation, R1 (red), is the process of this mag-
netisation returning to alignment with the B0 field. (b) This rotation of a net magnetisation
produces a signal in the receiver that follows a sinusoidal wave pattern. The intensity of this
signal decays due to both R1 and R2 relaxation, this signal is the FID.
1.15 with the relaxation rate R1. This usually ranges from 0.5 - 5 Hz for most proteins.
I(t) = I(0)(1− e−R1t) (1.15)
The result of both longitudinal and transverse relaxation on the signal is shown in
figure 1.30b. This is the signal recorded on the receiver coil after the RF pulse, or the
FID. Relaxation accounts for the decay of this signal, as it describes the energy lost to
surroundings.
1.5.4.3 The Transverse Relaxation Rate R2
The transverse relaxation rate is the loss of magnetisation in the x-y dimension, as
described in the rotating reference frame, perpendicular to the static field B0. This
is represented in figure 1.31. The source of this magnetisation is the coherence of the
collective spins, this relaxation rate is due to these spins rotating at different rates. The
rate used to describe this, R2, is described in equation 1.16. For most proteins this value
ranges from 5 - 50 Hz.
I(t) = I(0)(e−R2t) (1.16)
A representation of this process in the rotating reference frame is shown in figure 1.31.
The relations between these relaxation rates as measured by NMR experiments, and fast
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Figure 1.31: Representation of T2 relaxation in the rotating reference frame. Time after
the initial 90°pulse progresses from left to right. Red arrows represent a sample of individual
nuclei magnetic vectors, the large purple arrow above represents the overall magnetisation
resulting from these vectors. As time increases the spin coherence is lost and the overall
magnetisation decreases.
molecular motions of the proteins, are given for a residue X in equations 1.17 and 1.18.
R1(X) =
d2HX
4
(J(ωH − ωX) + 3J(ωX) + 6J(ωH + ωX)) + c2XJ(ωX) (1.17)
R2(X) =
d2HX
8
(4J(0) + J(ωH − ωX) + 3J(ωX) + 6J(ωH) + 6J(ωH + ωX))
+
c2X
6
(4J(0) + 3J(ωX)) +Rex(X) (1.18)
In these equations, dHX is the dipolar coupling interaction described by 1.12, J(ω)
is the spectral density function, and cX corresponds to the CSA interaction, where
cX = ∆σX/
√
3 and ∆σX is the effective CSA for nucleus X.
In terms of the molecular motions that contribute to each relaxation rate, J(ω) can be
modelled by the overall molecular motions τm, the internal motions τe and the square of
the generalised order parameter S2 which describes the amplitude of internal motions, on
the nano-picosecond time-scale. R1 and {1H}-N hnNOE are comprehensively described
by equations 1.17 and 1.14, so are determined by dynamics at the ps-ns times-scales.
R2 has an extra term Rex included to account for the influence of µs-ms dynamics, as
described in section 1.5.5.
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1.5.5 Relaxation Dispersion Measured by Carl-Purcell-Meiboom-Gill
(CPMG) Measurements
Intermediate exchange (µs–ms) between states can be measured using the CPMG
experiment [118]. This technique is applicable when there is a measurable difference in
the chemical shift of the different states, as shown in the intermediate exchange region
of figure 1.32.
A(ωA)
kAB−−−⇀↽ −
kBA
B(ωB) (1.19)
Here ωA and ωB are the chemical shifts of state A and B respectively. kAB is the rate
of exchange from state A to B, and kBA is the reverse.
kex = kAB + kBA (1.20)
The difference in chemical shift between the two states ∆ω = (ωA)−(ωB), is a frequency.
Relative to this frequency, |∆ω|, if the exchange kex is fast then the signals will average
out to one peak. Only relatively slower exchange leads to separate peaks (figure 1.32),
and when |∆ω| is close to the value of kex the signal is obscured by line broadening,
which can lead to the signal being undetectable. The exchange process directly affects
the exponential decay of the FID intensity, resulting in an increase in the measured
transverse relaxation rate, so REff2 =R
0
2+Rex where R
0
2 is the relaxation rate if no
exchange is occurring. CPMG uses repeated refocusing pulses to reduce the effect of
exchange with the secondary state on the peak intensity. In the measurements of the
transverse relaxation rate the effect of this exchange is an increase the measured R2 rate,
as accounted for by Rex in equation 1.18. By increasing the number of 180° pulses in a
set time, TRelax, the contribution of Rex is found as it provides the asymmetry in the
spin echo measurement. The CPMG pulse sequence is [τCPMG − pi − τCPMG]N so that
N pi pulses are applied so that TRelax = 2 × N ×νCPMG where νCPMG is the CPMG
frequency.
νCPMG =
1
4τCPMG
(1.21)
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Figure 1.32: Plots demonstrating the signals generated by two states A and B, of popula-
tions PA=75% and PB=25%, undergoing various rates of exchange, kex. When this rate is
lower than the difference in chemical shift between the two states |∆ω| two separate peaks
with intensities corresponding to the state populations are clear, this is known as slow ex-
change. As the exchange rate increases these become more obscured, until there is only one
peak representing an averange of the two states, known as fast exchange. Between fast and
slow exchange is intermediate exchange where peaks are distorted. Adapted from Kleckner
2011 [120]
Residues experiencing a high Rex exchange will experience a reduction in signal as νCPMG
increases.
R2,Eff =
1
TRelax
ln
I
I0
(1.22)
I is the intensity of the peak and I0 is the intensity of a reference spectrum recorded
without the relaxation delay. Plotting R2,Eff against νCPMG will show a relaxation
proportional to Rex if exchange is occurring and no dependence if there is no exchange,
as demonstrated in figure 1.34. This curve can be fit with the two-site chemical exchange
in the Carver-Richards equation [126,127]. As an example, this is described approximately
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Figure 1.33: Example pulses from the CPMG sequence to record R2,Eff . I0 is recorded
with a single spin echo pulse, then the delay between 180°pulses τcp is reduced so that over
the same time period, TRelax there are increasing number, N, of 180°pulses. If chemical
exchange Rex is occurring then the effect of this on R2,Eff will be reduced with increasing
N so that the intensity, I, will increase due to the repeated focusing of this frequency.
Figure 1.34: Example Plot of the measured R2,Eff value with increasing numbers of
CPMG pulses. This differentiates the effect of intermediate exchange (kex) from R2.
for faster (kex >> ∆ω) two-site chemical exchange in equation 1.23
[126].
Rex =
pApB(∆ω)
2
kex
[
1− 2
kexτcp
tanh
(
kexτcp
2
)]
(1.23)
Here pA and pB are the fractional populations of the two states involved in the exchange,
∆ω is the chemical shift difference between the two states, kex is the exchange rate be-
tween the two states and finally τcp is the delay between 180
◦ pulses in the CPMG pulse
sequence. As more 180 ◦ pulses are included in the CPMG sequence (figure 1.33), the
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effect of Rex is reduced, leading to an exponential decay if exchange is occurring.
Without these extra pulses, Rex will obscure measurements of R2. The Carver-Richards
equation contains a large number of variables, which potentially provide a lot of infor-
mation about the exchange process. However if data from only one experiment is being
fit with this relation, |∆ω| can not be uncoupled from the populations, pA and pB, of
each state, so reliable outputs of these values from the fit are not possible. To counter
this the experiment is usually performed using at least two B0 field strengths, as these
will change the value of |∆ω| while all other variables should remain fixed.
1.5.6 ZZ-Exchange
ZZ-exchange experiments, also known as EXchange SpectroscopY (EXSY)is an NMR
method suitable for the slower dynamics (seconds) where distinct signals are seen for
each state as kex << |∆ω|, as described in figure 1.32 [120].
During the ZZ-exchange experiment, magnetisation is stored in the direction of the B0
Figure 1.35: Example of the signal from a probe undergoing slow exchange as exchange
time is increased during the ZZ-Exchange experiment. The two states A and B produce
clear signals in the HSQC spectrum. As the exchange time, T, is increased in the EXSY
experiment, exchange occurs from state A to state B and vice versa. This produces cross-
peaks for each exchange and reduces the intensity of the main states A and B. If T is increased
further, the intensity of all the signals decreases. Adapted from Kleckner 2011 [120].
field, or z-direction, as part of the evolution stage of the pulse sequence. During this time
T, if kex ≥ 1T , conversion will occur between states A and B. This results in some nuclei
being in state B that were initially in state A and vice versa. These conversions during
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the time T result in cross-peaks in the spectrum, as shown in figure 1.35. 1H-15N nuclei
that have transitioned during this time will produce signals that have a chemical shift of
their initial state in the Nitrogen dimension, but a chemical shift signal corresponding to
their final state in the hydrogen dimension. This gives an indication of pairs of peaks in
the HSQC spectrum that correspond to a single set of 1H-15N nuclei experiencing slow
exchange between two protein states.
1.5.7 Relation of Protein Dynamics to Temperature Measured by Nu-
clear Magnetic Resonance (NMR)
Localised dynamics that only affect partial regions of the protein can be studied by NMR.
For studying proteins from psychrophilic and psychrotropic organisms this is suitable for
exploring the the folded energy landscape shown in figure 1.11. Fast dynamics defined
by the order parameter usually follow a linear temperature dependance [128], which in-
corporates the effect of increasing solvent viscosity at lower temperatures, leading to a
change in tumbling rate, and the lowering of thermal energy available for local molecular
motions. Chemical exchange between two distinct states, or the relaxation dispersion
described in section 1.5.5 can have a more complex temperature dependence. An in
depth study of the temperature dependence of Ribonuclease H measured N-H dynamics
across multiple time-scales at a range of temperatures [129]. The temperature dependence
of these motions were shown to depend strongly on the structural element the residue
was a part of.
1.6 Discussion and Aims
The CSPs from the mesophilic organism Bacilus Subtilis and the psychrotropic organ-
ism Psychrobacter sp. 6 provide a good model system to explore the mechanisms for the
function of RNA chaperoning at low temperatures.
Can the effect of nucleic acids binding to the Bs-CSP be measured in the
protein unfolding force?
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The first aim of this work is to establish by SMFS how the binding of ssDNA affects the
mechanical unfolding properties of the Bs-CSP and this is the focus of chapter 3. There
are few studies of the effect of single stranded nucleic acid binding on protein mechan-
ics [112], and most studies on the effect of ligand binding have found that stabilisation
usually involves a decrease in malleability, or increase in spring constant on a previously
flexible protein [105]. The Bs-CSP provides a scaffold that already demonstrates mechan-
ical resistance to unfolding [83].
What are the mechanical properties of the Bs-CSP when bound with nucleic
acids?
In the nucleic acid bound state, maintained flexibility should be inherent to the protein
function as an RNA chaperone [20]. In particular, the role of the CSP as a response to
cold stress implies that this function must be maintained at low temperatures, and a
temperature dependent malleability has already been recorded in a hyperthermophilic
CSP using SMFS [7]. By including the nucleic acid bound state in these studies, more
insight into the mechanisms that aid function of this particular protein can be attained
and these studies are described in chapter 3. With a more general understanding of
ligand binding affects on protein mechanics the potential for future protein and nucleic
acid based biotechnologies can be explored.
Is the binding affinity of the CSPs to nucleic acids regulated relative to the
optimal growth temperature of the organism?
In order to study the bound state, nucleic acid binding studies will be conducted to
explore other properties of the binding in chapter 4. Focusing on the temperature de-
pendence of the affinity to ssDNA, Bs-CSP and PB6-CSP will be used to compare the
two proteins adapted to function in different temperature environments. The ssDNA
binding of Bs-CSP has been studied previously [58,130] so this will be used as a model for
comparison with the PB6-CSP.
Can the unbinding of ssDNA from Bs-CSP be measured by SMFS?
The possibility of SMFS of the unbinding interaction between Bs-CSP and ssDNA is
explored in chapter 4 to establish if it is possible to perform such experiments.
Is there a difference in the way localised dynamics of the PB6-CSP and Bs-
CSP change with temperature?
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The temperature dependent dynamics of the Bs-CSP and PB6-CSP are investigated
using protein NMR spectroscopy in chapter 5. It is expected that the protein from
the psychrotropic organism will display more dynamic behaviour as other cold adapted
CSPs have demonstrated [68,69], but the effect of native temperature conditions on these
dynamics have not been explored before.
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2Materials and Methods
2.1 Materials
2.1.1 General Chemicals
Granulated tryptone and agar were purchased from Fisher Scientific and LB Broth Miller
granulate was purchased from VWR. Carbenicillin Disodium, diThioThreitol (DTT) and
Isopropyl-β-D-ThioGalactoside (IPTG) was purchased from Formedium. Virkon pow-
der, Tris, sodium phosphate, sodium chloride, potassium phosphate, glycerol, chloroform
and Sodium Dodecyl Sulfate (SDS) were purchased from Fisher Scientific, USA. 30%
(w/v) bisacrylamide was purchased from Severn Biotech. EthyleneDiamineTetraacetic
Acid (EDTA)-free Protease Inhibitor Tablets were purchased from Thermo Scientific,
USA. DNase I, calcium chloride, urea, tetramethylethylenediamine (TEMED) and all
other reagents unless otherwise stated were purchased from Sigma Chemical Company.
Ammonium 15N chloride and D-glucose U-13C6 was purchased from Goss Scientific and
D2O was purchased from Fluorochem.
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2.1.2 Molecular Biology Materials
PureYield Plasmid Miniprep, DNA markers for agarose gels and 6 × loading buffer,
restriction enzymes with associated buffers, Q5 Site-Directed Mutagenesis Kits and Gel
Extraction kits were purchased from Promega, USA or Qiagen, Germany. All synthesised
genes and primers were designed and purchased from Eurofins MWG Operon and final
plasmids were sequenced by Beckman Coulter Genomics. E. coli strains BL21 (DE3)
pLysS, XL1-Blue and Sure2 competent cells were purchased from Stratagene.
2.1.3 AFM Materials
MLCT cantilevers and MTFML fluid cells were purchased from Bruker. Custom 4 inch
Si wafers coated with a 100 nm gold layer with no titanium adhesion layer were purchased
from Platypus Technologies. Magnetic disks, glass slides and stickers for attaching the
gold were purchased from Agar Scientific. 76 mm PB doped silicon wafers, single side
polish were purchased from IDB Technologies. 0.4 µm pore size syringe driven filters
were purchased from GE HEALTHCARE WHATMAN
2.1.4 Buffers Used
All buffers were made up using double distilled H2O (ddH2O) and filter sterilised using
a 0.4 µm filter.
Component Final concentration in 50×
Tris 2 M
Glacial Acetic Acid 1 M
EDTA 50 mM
Table 2.1: Composition of 50 times Tris-acetate-EDTA (TAE) buffer
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Component Final Concentration
Bromophenol Blue 0.1 % (w/v)
Tris HCl, pH 6.8 50 mM
DTT 100 mM
SDS 2 % (w/v)
Glycerol 10 % (v/v)
Table 2.2: Composition of 6× gel loading buffer
Stock Solution Final Concentration
1M Tris, pH 8.0 20 mM
5M NaCl 300 mM
2M Imidazole 5 mM
25 % Triton X-100 0.15 %
Table 2.3: Composition of lysis buffer
Stock Solution Final Concentration
1M Tris, pH 8.0 0.25
5M NaCl 300 mM
2M Imidazole 10 mM
Table 2.4: Composition of wash buffer
Stock Solution Final Concentration
1M Tris, pH 8.0 0.25
5M NaCl 300 mM
2M Imidazole 250 mM
Table 2.5: Composition of elution buffer
Stock Solution Final Concentration
1M sodium phosphate, pH 8.0 20 mM
5M NaCl 1 M (High Salt) 50 mM (Low Salt)
EDTA 1 mM
Table 2.6: Composition of high and low salt buffers for ion exchange chromatography
2.2 Molecular Biology
Plasmids for the polyproteins used in Single Molecule Force Spectroscopy (SMFS) ex-
periments were provided by Toni Hoffman and monomers of the two CSPs with a his-tag
were provided by Michael Wilson. Genetic alterations were made to these plasmids as
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needed for particular experiments. Each of these alterations and the section describing
the molecular biology methods used are shown in table 2.7. The his-tag is an extra 6
histidine amino acids engineered onto the N-terminus of the protein for the purification
step described in section 2.3.6.1, commonly used in molecular biology. The presence of a
his-tag could affect NMR measurements of protein dynamics, so for these measurements
the PB6-CSP and Bs-CSP monomers were prepared with a cleavable his-tag. Monomers
containing a cleavage site between the CSP and the his-tag, shown in figure 2.1, were
prepared.
The Bs-CSP plasmid was mutated to include a new protease cleavage site between the
Plasmid
Source
Construct Description Genetic
Alteration
Section
Provided
by
Michael
Wilson
His-Bs-CSP Histidine tagged
WT CSP from
Bacillus Subtilis
NA NA
Bs-CSP CSP with a TEVp
recognition site to
remove the histidine tag
during purification
Insertion of
TEVp
recognition
site
2.2.2
Cys-Bs-CSP Histidine tagged CSP
containing one Cysteine
residue
Substitution
replacing one
amino acid
with Cysteine
2.2.3
Provided
by
Michael
Wilson
PB6-CSP Histidine tagged WT
CSP from
Psychrobacter sp. B6
NA NA
MBP-PB6-CSP CSP with a Histidine
tag and MBP label.
TEVp recognition site to
remove the histidine tag
and MBP label during
purification
Insertion of
the PB6-CSP
gene into the
pMal-c5x
plasmid
2.2.5
Provided
by Toni
Hoffman
(I27-BsCSP)3-
I27
Histidine tagged
chimeric polyprotein
containing 3 Bs-CSP
and 4 I27 domains
NA NA
Table 2.7: Table of the plasmids used throughout this project to produce the protein
constructs. The source of the original plasmid (highlighted in bold) is shown in the first
column and the sections describing the molecular biology used to produce the final plasmid
is identified in the final column. Sequences for each construct can be found in tables A.2
and A.3
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protein and the his-tag. As this only required the insertion of 15 nucleotides, for the 5
extra amino acid residues, the plasmid was engineered using an insertion Q5 mutagene-
sis.
PB6-CSP was expressed fused to Maltose Binding Protein (MBP) to increase protein
expression in minimal medium. MBP is a highly soluble protein that expresses well in
E. coli so is often used as a tag to increase expression and solubility [131,132]. After pu-
rification of the MBP-PB6-CSP construct the MBP and his-tag could be removed. For
this construct the PB6 gene was inserted into the pMal-c5x plasmid, which contains the
MBP gene.
(a) (b)
Figure 2.1: Diagram of the (a) new Bs-CSP construct and (b) PB6-CSP construct for
NMR experiments.
Another variant was used for the single molecule force spectroscopy experiments
measuring the unbinding force between dT7 ssDNA and the Bs-CSP. This required a
Bs-CSP protein with a single cysteine residue to tether the protein to the surface.
2.2.1 Polymerase Chain Reaction (PCR)
Each PCR reaction was carried out in triplicate in thin walled PCR tubes containing
reagents, described in table 2.8.
Component Volume Added Final Conc.
Q5 Hot Start High-Fidelity 2× Master Mix 12.5 µL 1 ×
10 µM Forward Primer 1.25 µM 0.5 µM
10 µM Reverse Primer 1.25 µM 0.5 µM
Template DNA 1 µM 1-25 ng
Nuclease-free water 9 µL
Table 2.8: Reagents used in PCR reactions for insertion and substitution mutations
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Step Temperature (°C ) Time Cycles
Initial Denaturation 98 2 minutes 1
Denaturation 98 15 seconds
Annealing 58 - 62 30 seconds 28
Extension 72 20 seconds
Final Extension 72 10 minutes 1
Hold 4 - 1
Table 2.9: Thermocycling conditions used for PCR. Annealing temperature was 5 °C below
calculated melting temperature of the primers.
2.2.2 Insertion of the TEVp Restriction Site to the Bs-CSP Gene
PCR was used to insert DNA encoding the recognition site for Tobacco Etch Virus
protease (TEVp) into the Bs-CSP plasmid. TEVp has a specific cleavage site, ENLYF\Q,
where it cleaves protein constructs. This site was inserted into the Bs-CSP protein
between the the his-tag and desired monomer using the Q5 Site-Directed Mutagenesis
Kit from NEB labs. Primers used for this reaction are given in table 2.10
Primer Sequence
Forward tactttcagAGCCTGGAAGGCAAAGTG
Reverse caggttttcGTGATGGTGATGGTGATGC
Table 2.10: Primers used for the mutation of the Bs-CSP plasmid. Uppercase letters show
the target specific primer, designed to overlap with the vector.
2.2.3 Insertion of a Cysteine Residue into the Bs-CSP Gene
In order to tether the Bs-CSP to the surface for SMFS protein-DNA experiments, a
cysteine substitution mutation was generated to provide a site where the PolyEthylene
Glycol (PEG) linker could be attached through a maleimide group. The site was chosen
to be on the opposite surface of the protein to the ssDNA binding site as identified in
the crystal structure [62], shown in figure 2.2. Sequence of the mutated protein with
Histidine tag:
MHHHHHHSSLEGKVKWFNSEKGFGFIEVEGQDDVFVHFSAIQGEGFKTLEEGQ
AVCFEIVEGNRGPQAANVTKEA
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Figure 2.2: Crystal structure of Bs-CSP-dT7 complex (protein in green and ssDNA in
red), PDB code 2ES2 [62], showing the residue (blue) mutated from a serine to a cysteine
residue
Primer Sequence
Forward CCAGGCGGTGtGCTTTGAAATTG
Reverse CCTTCTTCCAGGGTTTTAAAG
Table 2.11: Primers used for the replacement of a serine residue with a cysteine in the
Bs-CSP
2.2.4 Agarose Gel Electrophoresis
Agarose gels provide a matrix through which DNA (which has an overall negative charge)
can move by electrophoresis. The DNA movement will be impeded to a greater extent
for longer strands, leading to the separation of DNA by length. This mechanism is used
to separate DNA so that the length of DNA plasmids can be measured and to separate
components that have been cut from other plasmids. Gels were made up using 2.25 g
of agarose added to 150 ml of TAE buffer (table 2.1). This was microwaved in a conical
flask for 1 minute with gentle mixing. After cooling, 15 µL of ethidium bromide was
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added from a 10 mg/ml stock solution and then the final mixture was poured into a cast.
Once the gel was set, the comb was removed and the gel was placed in into the running
tank and covered with 1 times TAE buffer. The DNA samples and markers had gel
loading buffer, see table 2.2, added with a 5:1 ratio. The gel was run at 100 V for about
an hour until the bands were distinct. The resulting gel was then imaged using the UV
light and camera.
If part of the DNA needed to be extracted from the agarose gel this was cut out using
a scalpel. The DNA was then purified using the Quiagen Gel Extraction Kit.
2.2.5 Insertion of the PB6-CSP Gene into the pMal-c5x Plasmid
The gene for the PB6-CSP was provided by Michael Wilson. To increase protein ex-
pression in minimal medium and solubility during purification, an MBP tag was used.
This necessitated the introduction of a protease cleavage site to remove the MBP from
the CSP. PCR was used to amplify the PB6-CSP gene from the original plasmid and
to introduce restriction sites designed to insert into the MBP expression plasmid pMal
c5x. Using primers described in table 2.12 a PCR amplification using Vent polymerase
was performed with reagents shown in table 2.13. The temperature cycle was the same
as shown in table 2.9
Primer Sequence
Forward ataccattgGGATCCGATAAAGTGGAAGGCACCGTG
Reverse AGGCGGAACAGATTGAAGCGATTTAAGAATTCataccattg
Table 2.12: Primers used for the amplification of the PB6-CSP gene, with EcoRI and
BamHI recognition sites underlined
The products of the amplification PCR of the PB6-CSP gene were run on an agarose
gel, shown in figure 2.3. The bands corresponding to the PB6-CSP gene, expected to be
219 bp long, are clear in all three reactions, just below the marker for 250 bp. This band
was cut from the gel and the insert extracted using the Quiagen Gel Extraction Kit.
Once the PB6-CSP insert had been extracted from the gel, the insert and the
pMal-c5X plasmid were digested with BamHI and EcoRI enzymes. Restriction digests
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Component Volume Added µL Final amount
Plasmid DNA 25 ng/µL 2 50 ng
Forward Primer 2 50 ng
Reverse Primer 2 50 ng
MgSO4 0-6 0-6 mM
DMSO 1
Vent Polymerase 0.5 1U
4× PCR Buffer 25 1 ×
Nuclease-free Water To made up 100 µL total
Table 2.13: Reagents used in PCR reactions for amplification of PB6-CSP gene
Figure 2.3: 1.5 % (w/v) agarose gel of the products of the PCR reaction amplifying the
PB6-CSP gene from the provided vector and adding 5’ EcoRI and 3’ BamHI recognition
sites. Three concentrations of magnesium sulphate were used to optimise the yield of the
the PCR reaction. The control contains no plasmid.
were carried out with the extracted insert and with 1 mg of the pMal-c5x plasmid.
These were mixed with 1 unit of each enzyme in a reaction volume of 10 µL 1×
NEBuffer 3.1. Control reactions were also carried out with BamHI and EcoRI only
and neither enzyme. These mixtures were incubated at 37 °C for 1 hour. The vector
was then dephosphorylated to prevent the two overhanging ends of the digested strand
self-ligating. To do this, the PCR mix from the restriction digest of the plasmid was
mixed with 1:10 volume of 10× Antarctic Phosphatase reaction buffer and 1 µL of the
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Antarctic Phosphatase enzyme, in a 40 µL total reaction volume. This mixture was
incubated at 37 °C for 15 minutes and then 65 °C for 5 minutes to heat inactivate the
enzyme. The products of this reaction and the restriction digest of the insert were run
on an agarose gel as shown in figure 2.4.
After cutting out the vector and insert and extracting from the gel, a ligation reaction
Figure 2.4: 1.5 % (w/v) agarose gel of the products of the digestion with enzymes EcoRI
and BamHI
was performed using the T4 DNA Ligase. In a total reaction volume of 10 µL of 1 ×
ligase buffer, the vector DNA was mixed with a molar excess of the insert and 1 µL of
T4 DNA ligase. A control with only the vector DNA, that did not contain the insert
DNA, was also prepared. These were held at 15 °C for 3 hours before being left at 5
°C overnight. The products were then transformed into SURE-2 competent cells and
spread onto agar plates for overnight incubation at 37 °C.
Colonies were observed on ligation plates but not on the control plate. Five colonies
were selected, grown up to 5 ml and plasmids purified using the PureYield Plasmid
Miniprep. These were tested by another restriction digestion with BamHI and EcoRI
enzymes. The agarose gel confirming the new plasmid is shown in figure 2.5. A band
appears around 219 bp identifying the PB6-CSP gene has been separated from the
plasmid by the restriction enzymes, confirming that it has been correctly inserted. The
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plasmid was also sent for sequencing to confirm the insertion of the PB6-CSP gene into
the pMal-c5X vector, primers used for this sequencing are shown in the appendix, table
A.1.
Figure 2.5: 1.5 % (w/v) agarose gel of the products of the digestion with enzymes EcoRI
and BamHI of plasmid with the PB6-CSP inserted into the pMal-c5x vector. pMal-c5x with
a potra domain (1.2 kbp) insert was used as a control.
2.3 Production and Purification of the Cold Shock Pro-
teins
2.3.1 Cell Culture Medium
Proteins and polyproteins were produced using Lysogeny Broth (LB), described in table
2.14, with 100 µg ml−1 carbenicillin added after autoclaving. For the NMR experi-
Component Quantity added per Litre LB (g)
Bactotryptone 10
Yeast Extract 5
NaCl 10
Table 2.14: Composition of Lysogeny Broth (LB) used as growth medium for cell culturing
ments, proteins were produced using M9 Minimal medium, table 2.16 enriched with 15N
ammonium salts and also 13C glucose for the backbone assignment experiments.
68
Component Quantity added per Litre M9 salts (g)
Na2HPO4.H2O 34
KH2PO4 15
NaCl 2.5
15NH4Cl 5
Table 2.15: Composition of 5× M9 minimal salts.
Stock Solution Final Concentration
5×M9 salts 100 ml/500 ml (1×)
1 M MgSO4 2 mM
1 M CaCl2 0.1 mM
20% Glucose (w/v) 0.4 % Added post-autoclave
100 mg/ml Carbenicillin 100 µg/ml
Table 2.16: Composition of M9 Minimal Medium. For 13C enriched protein, labelled
glucose was used.
2.3.2 Large Scale Growth
After transformation into BL21 (DE3) pLysS competent cells, samples were plated on LB
agar plates supplemented with carbenicillin antibiotic. Colonies were selected and used
to inoculate 15 ml of LB medium with 100 µgm−1 carbenicillin for overnight incubation
at 37 °C. 10 litres of LB medium was prepared and incubated at 37 °C. This medium was
then inoculated with the culture and grown at 37 °C to an OD600 of 0.6 before induction
with IPTG (final concentration 1mM) and the reduction of the temperature to 26 °C.
These cultures were then harvested the next morning by centrifugation at 6500 rpm and
pellets were stored in the freezer.
2.3.3 Large Scale Growth in 15N and 13C Labelled Minimal Medium
Proteins produced for NMR measurements requiring 15N labelling were grown in 5 or 10
litres of M9 minimal medium. This medium was prepared using 10g of 15N ammonium
sulphate and incubated in 2 litre flasks each containing 500 ml. After transformation into
BL21 (DE3) pLysS competent cells, samples were plated on LB agar plates supplemented
with 100 µgml−1 carbenicillin and incubated overnight at 37 °C. Single colonies were used
to inoculate 15 ml of LB medium with 100 µgml−1 carbenicillin for overnight incubation
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at 37 °C. 3 ml of this was used to seed 200 ml of M9 minimal medium, which was again
incubated at 37 °C overnight. This culture was used to inoculate the 10 litres of labelled
medium. This was grown at 37 °C to an OD600 of 0.6 before induction with IPTG (final
concentration 1 mM) and the reduction of the temperature to 26 °C. These cultures were
then harvested the next morning by centrifugation at 6500 rpm and pellets were stored
in the freezer.
Figure 2.6: SDS-PAGE of the lysate used in growing double labelled MBP-PB6-CSP .
With an expected mass of 50 kDa
2.3.4 Sodium Dodecyl Sulfate PolyAcrylamide Gel Electrophoresis
(SDS-PAGE)
Expression was checked using SDS-PAGE to detect proteins of the expected size in the
lysate. SDS-PAGE was also used to check the purity of the protein sample after each
purification step.
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Component Stacking Gel volume
(ml)
Resolving Gel
volume (ml)
30% (w/v) Acrylamide; 0.8%
(w/v) bisacrylamide
0.67 5.1
SDS-buffer: 3M Tris.HCl,
0.3% (w/v) SDS pH 8.45
1.24 5.0
Water 3.05 3.22
80% Ammonium persulphate 0.08 0.16
Tetramethylethylenediamine
(TEMED)
0.008 0.015
Table 2.17: Compositions of the Sodium Dodecyl Sulfate PolyAcrylamide Gel. Amounts
make two gels with the lower Resolving gel for separating particles of different size and the
Stacking gel for aligning samples above.
2.3.5 Lysing the Cells
After defrosting, the cells were resuspended in lysis buffer (table 2.3) at a ratio of 10 ml
of buffer for each litre of growth medium. Once homogenised, the solution was sonicated
using a tip sonicator at 40% power for 10 repeats of 30 s, before being centrifuged at
16,000 rpm to pellet insoluble cell components. The remaining solution was then filtered
using a 0.22 µm (0.4 µm for polyproteins) syringe filter to clarify the lysate prior to
chromatography.
2.3.6 Columns used for Protein Purification
2.3.6.1 Nickel Affinity Chromatography
The filtered lysate solution was applied to a 5 ml Histrap FF Nickel-NTA affinity column
(GE Healthcare, Sweden) pre-equilibrated with wash buffer (table 2.4). In this type of
chromatography the histidine tag on the protein constructs binds to the resin (figure
2.7). Wash buffer (table 2.4) was run through to clear any unbound components of the
cell lysis, before a stepped gradient of elution buffer (table 2.5) was applied to elute the
bound protein. Fractions containing protein were collected and buffer exchanged into
low salt buffer for the anion exchange step.
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Figure 2.7: Diagram showing the chemical interaction between histidine residues on the
protein of interest (red) and the Nickel loaded column resin (Blue).
2.3.6.2 Anion Exchange Chromatography
A 6 ml ResourceQ anion exchange column (GE Healthcare, Sweden) was used to remove
DNA bound to the protein. Anion exchange chromatography uses a positively charged
material to bind the negatively charged particles in the solution. A gradient of buffer
ionic strength (table 2.6) is applied to remove particles and separate them by ionic charge,
as shown in figure 2.8. Weakly bound components elute from the column at lower salt
concentrations while tightly bound components, such as negatively charged DNA, stick
until a high salt concentration counters the electrostatic interactions.
2.3.6.3 Size Exclusion Chromatography
For the final purification step, a gel filtration column was used to separate any other
particles, smaller or larger than the protein of interest. This technique uses porous beads
to slow down the passage of smaller particles while larger particles pass through with
relative ease, as shown in figure 2.9. The column was equilibrated with 50 mM Tris-HCl
pH 8.0, 300 mM NaCl, 4 mM DTT. 4.5 ml of highly concentrated protein solutionwas
injected onto the column. Buffer was run through the column at a rate of 3 mlmin−1
until the protein was eluted and collected, separate from contaminates of different size.
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(a) (b) (c)
Figure 2.8: Diagram of the anion exchange column separating particles of differing electro-
static charge by application of an ionic strength gradient. (a) At low ionic strength buffer,
the negatively charged particles bind to the column while neutral or positive charges flow
through. (b) As buffer ionic strength increases particles with a lesser negative charge are
displaced and flow through column. (c) At high ionic strength particles with strong negative
charge are removed from the column.
(a) (b) (c)
Figure 2.9: Diagram of the size exclusion column separating particles by size. (a) Sample
is injected onto the column which is filled with porous beads. (b) The flow is moving from
top to bottom and the larger particles (red) are passing through easily while small particles
(green) are slowed down by getting stuck in the pores of the beads. (c) The largest particles
leave the column to be collected while smaller particles are being separated according to
relative size.
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2.3.7 Cleavage using Tobacco Etch Virus protease (TEVp)
TEVp was produced using a plasmid provided by Robert Schiffrin and methods described
in Blommel 2007 [133]. The plasmid was transformed into E. Coli BL21-Codonplus RIPL
cells (Strategene) according to the Stratagene manual. Transformed cells were grown
overnight on agar plates supplemented with 50 µgml−1 kanamycin. Single colonies were
used to inoculate 100 ml of LB medium (with kanamycin at 50 µgml−1) which was
then incubated at 37 °C overnight. This culture was used to inoculate 10 litres of LB
medium (with kanamycin at 50 µgml−1) which was incubated at 37 °C. When OD600 =
0.6, expression was induced with IPTG at a final concentration of 1mM. Expression was
allowed for 4 hours at 30 °C, then the culture centrifuged at 12,000 rpm. The protease
was then purified with Ni affinity chromatography (section 2.3.6.1) and size exclusion
chromatography (section 2.3.6.3) in buffer containing 25 mM sodium phosphate, 0.2 M
NaCl 10 % glycerol and 5 mM β-mercaptoethanol. The resulting protease solution was
stored at -80 °C.
For the cleavage digestion, the CSP solution collected from the anion exchange step
(section 2.3.6.2) was concentrated down to a volume of 4.5 ml. 0.1 mg of TEVp was
added to the solution which was incubated at room temperature for 20 minutes and then
left overnight at 4 °C.
The TEVp, undigested protein and cleaved MBP were separated from the CSP during
the size exclusion step (section 2.3.6.3). The Bs-CSP had only the his-tag removed by
the TEV protease digestion, which was too similar in size to the protein to be resolved by
size exclusion. The cleaved his-tag and undigested Bs-CSP were removed by Ni affinity
chromatography (section 2.3.6.1).
2.3.8 Purification of Each System
Examples from the purification of each type of protein are described here, with sections
corresponding to each construct identified in table 2.18. The purification of the polypro-
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tein (I27-Bs-CSP)3-I27, the Bs-CSP monomer and the PB6-CSP monomer all include
nickel affinity chromatography (section 2.3.6.1), the anion exchange (section 2.3.6.2) and
the size exclusion chromatography step (section 2.3.6.3). The purification of the PB6-
CSP and the Bs-CSP when being prepared for NMR measurements includes digestion
with the TEVp. Example chromatograms and corresponding SDS-PAGE are shown for
each step.
Construct Variation Experimental
Purpose
Purification
Section
Bs-CSP Monomers His-Bs-CSP Binding studies 2.3.8.2 page 78
Cys-Bs-CSP SMFS unbinding 2.3.8.2 page 78
Bs-CSP Binding and
NMR Studies
2.3.8.3 page 82
PB6-CSP
Monomer
PB6-CSP Binding and
NMR studies
2.3.8.4 page 82
Bs-CSP
Polyprotein
(I27-BsCSP)3-I27 SMFS unfolding 2.3.8.1 page 75
Table 2.18: Table of the main constructs used throughout this project with the sections
describing the purification of each.
2.3.8.1 (I27-BsCSP)3-I27
The lysate containing the polyprotein (I27-BsCSP)3-I27 was applied to the nickel column
as described in section 2.3.6.1. The resulting chromatogram and SDS-PAGE are shown
in figure 2.10. The expected size of the polyprotein construct is 66 kDa, and a clear
band is seen in all 3 peaks of this size (figure 2.10b). Fractions associated with each of
these peaks were pooled and concentrated in low salt buffer for the anion exchange step.
4.5 ml of the protein solution, collected from the fractions corresponding to peaks seen in
the chromatogram (figure 2.10) was loaded onto the anion exchange column. A gradient
of increasing ionic strength was then applied. As the (I27-BsCSP)3-I27 has a lower
calculated pI (4.97) than that expected for most nucleic acids [134], the protein is expected
to be eluted before the DNA. The separation of components by anion exchange is clear
(figure 2.11). The first peak corresponds to contaminates that did not bind to the anion
exchange column, the second is the (I27-BsCSP)3-I27 as shown in the SDS-PAGE by a
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(a)
(b)
Figure 2.10: (a) Chromatogram of elution of His-tagged polyprotein by an increase in
imidazole concentration, by increasing the concentration of elution buffer (green) in steps,
after initial loading of column with lysate (not shown). (b) SDS-PAGE of peaks seen in the
chromatogram. Bands of the expected size, 66 kDa, are seen in all three peaks so fractions
associated with the peaks 1, 2 and 3 were pooled.
band at 66 kDa. The final peak has a large UV absorbance but does not appear on the
SDS-PAGE, indicating this peak is caused by the DNA. Fractions from the second peak
were collected and concentrated for the next step.
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(a)
(b)
Figure 2.11: (a)Chromatogram of protein being eluted from the anion exchange column
by an increase in concentration of high salt buffer (green), which increases the conductance
(red). Peak 1 corresponds to the sample component that did not bind to the anion exchange
column. The increasing concentration of high ionic strength buffer releases the protein of
interest (peak 2) followed by the DNA peak (peak 3).(b) SDS-PAGE of peaks seen in the
chromatogram. Only peak 2 results in bands of the expected size for the polyprotein, 66
kDa. There is no band associated with peak 3 despite a high UV absorbance, indicating this
is the peak corresponding to the DNA.
The final step in purification of the polyprotein (I27-BsCSP)3-I27 was the size exclusion
chromatography step. The chromatogram and SDS-PAGE from this step are shown in
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figure 2.12. The first peak produces a band in the SDS-PAGE where one would be
(a) (b)
Figure 2.12: (a)Chromatogram of size exclusion column.(b) SDS-PAGE of peaks seen in
the chromatogram. The band corresponding to the first peak is of the expected size for the
(I27-BsCSP)3-I27 at 66 kDa.
expected for the pure (I27-BsCSP)3-I27 polyprotein. Fractions corresponding to this
peak were pooled.
2.3.8.2 Bs-CSP monomer
Monomers of the Bs-CSP were prepared the same way. Here cysteine mutated Bs-CSP
(Cys-Bs-CSP ) was purified using the same procedure as established for the wild type
Bs-CSP. The lysate of the Cys-Bs-CSP was applied to the nickel column as described in
section 2.3.6.1. The resulting chromatogram and SDS-PAGE are shown in figure 2.13.
The expected size of the Cys-Bs-CSP with the his-tag is 8.4 kDa, and a clear band is
seen in all 3 peaks of this size (figure 2.13b). Fractions associated with each of these
peaks were pooled and concentrated in low salt buffer for the anion exchange step.
4.5 ml of the protein solution, collected from the fractions corresponding to peaks seen
in the chromatogram (figure 2.13) was loaded onto the anion exchange column. A
gradient of increasing ionic strength was then applied. As the Cys-Bs-CSP has a higher
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(a)
(b)
Figure 2.13: (a)Chromatogram of elution of His-tagged Bs-CSP monomer by an increase
in elution buffer concentration (green) in steps, after initial loading of column with lysate
(not shown). (b) SDS-PAGE of peaks seen in the chromatogram. Bands of the expected
size, 8.4 kDa, are seen in all three peaks so fractions associated with the peaks 1, 2 and 3
were pooled.
calculated pI (5.53) than that of DNA, the protein is expected to be eluted before the
DNA. The separation of components by anion exchange is clear (figure 2.14). The first
peak corresponds to contaminates that did not bind to the anion exchange column, the
second and third are the Cys-Bs-CSP as shown in the SDS-PAGE by a band at 8.4
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(a)
(b)
Figure 2.14: (a)Chromatogram of protein being eluted from the anion exchange column
by an increase in concentration of high salt buffer (green), which increases the conductance
(red). Peak 1 corresponds to the components of the sample that did not bind to the anion
exchange column. The increasing concentration of high ionic strength buffer releases the
protein of interest (peaks 2 and 3) followed by the DNA peak (peak 3).(b) SDS-PAGE of
peaks seen in the chromatogram. Peaks 2 and 3 cause bands of the expected size for the Cys-
Bs-CSP of 8.4 kDa. There is no band associated with peak 4 despite a high UV absorbance,
indicating this is the peak corresponding to the DNA.
kDa. The final peak has a large UV absorbance but does not appear on the SDS-PAGE,
indicating this peak is caused by the DNA. Fractions from the second and third peak
were collected and concentrated for the next step.
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The final step in purification of the Cys-Bs-CSP was the size exclusion chromatography
step. The chromatogram and SDS-PAGE from this step are shown in figure 2.15. The
(a)
(b)
Figure 2.15: (a)Chromatogram of size exclusion column.(b) SDS-PAGE of peaks seen in
the chromatogram. The band corresponding to the fourth peak is of the expected size for
the Cys-Bs-CSP at 8.4 kDa.
fourth peak produces a band in the SDS-PAGE where one would be expected for the
pure Cys-Bs-CSP monomer. Fractions corresponding to this peak were pooled.
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2.3.8.3 Bs-CSP monomer for NMR relaxation Studies
In the case of the Bs-CSP monomer prepared for NMR measurements, with the
removable his-tag, a cleavage digestion was performed with the TEVp (section 2.3.7).
Products of this digestion were separated from the Bs-CSP monomer by application of
nickel resin beads. This removed the TEVp, the cleaved his-tag and any undigested
Bs-CSP with the his-tag still remaining.
2.3.8.4 PB6-CSP
The lysate of the PB6-CSP was applied to the nickel column as described in section
2.3.6.1. The resulting chromatogram and SDS-PAGE are shown in figure 2.16. The
(a) (b)
Figure 2.16: (a)Chromatogram of elution of His-tagged MBP-PB6-CSP by an increase in
elution buffer in steps, with initial loading of column with lysate (peak 1). (b) SDS-PAGE
of peaks seen in the chromatogram. Bands of the expected size, 50 kDa, are seen in peaks 2
and 3, while the lysate that did not bind the column in peak 1 does not show a band of this
size, indicating that the majority of the MPB-PB6-CSP construct has been eluted in peaks
2 and 3.
expected size of the MBP-PB6 construct is 50 kDa, and a clear band is seen in peaks
2 and 3 of this size (figure 2.16b). Fractions associated with each of these peaks were
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pooled and dialysed into low salt buffer for the anion exchange step.
The anion exchange column was loaded using a low salt buffer, 150 mM NaCl with
Tris-HCl pH 8.0. The MBP-PB6-CSP construct was found to be insoluble at low ionic
strength solutions so concentrating in this buffer led to a significant loss of protein. With
a theoretical pI of 5.36, the construct was expected to bind to the anion exchange column,
however after a few trials this was found to not be the case. This meant that it was
possible for the protein construct to be passed through the anion exchange column at
low concentration in the low salt buffer and be collected in the flow-through immediately.
When a gradient to a high salt (1M NaCl) buffer was applied a high absorbance was
observed in the elution, due to DNA. The output of this is shown in figure 2.17. The
purity of the protein was tested by measuring the 260/280 absorbance ratio. Using this
method the ratio was found to be less than 0.8 indicating less than 5% contamination
from nucleic acids [135].
At this stage the PB6-CSP was cleaved from the MBP by the TEVp (section 2.3.7)
in an overnight incubation. The reactants and products of this digestion are shown in
the first and second lanes of the SDS-PAGE shown in figure 2.18b. These products
were then separated by size exclusion chromatography (section 2.3.6.3) as shown in
the chromatogram and SDS-PAGE of figure 2.18. The large third peak seen in the
chromatogram produces a band in the SDS-PAGE at 45 kDa, which is the expected size
of the, now separated, MBP. This peak is distinct from the smaller fourth peak, which
produces a band in the SDS-PAGE at 7.5 kDa, the expected weight of the PB6-CSP
monomer.
2.3.9 Dialysis and Lyophilisation
The concentration of the purified protein solution was calculated by measuring the UV
absorbance at 280 nm and applying the Beer-Lambert law. The Beer-Lambert law
is given in equation 2.1 where A is the absorbance, l is the cuvette length, c is the
concentration and ε is the extinction coefficient calculated from the protein sequence.
A = εlc (2.1)
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(a)
(b)
Figure 2.17: Chromatagram of the anion exchange purification step of the MBP-PB6-CSP
construct. The concentration of high salt buffer (green) was increased to elute protein and
nucleic acids(b) SDS-PAGE of numbered peaks from the anion exchange step. Most of the
MBP-PB6-CSP construct is found in the flow-through of the column, peak 1. The high UV
absorbance in peak 3, does not produce a band on the SDS-PAGE, indicating this peak is
produced by the nucleic acids.
The Bs-CSP and all polyproteins were dialysed into milliQ water, with 50 mM ammo-
nium bicarbonate during the first overnight step. Each sample was then snap frozen in
a mixture of dry ice and ethanol, then put on to the freeze dryer for three days. This
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(a)
(b)
Figure 2.18: (a)Chromatogram of the products of the digestion of the MBP-PB6-CSP by
TEVp.(b) SDS-PAGE of the reactants and products of the digestion with TEVp and peaks
of the separated products in the chromatogram. A band of the expected size for MBP, 45
kDa, is seen in the 3rd peal and a band of the expected size for the PB6-CSP monomer is
seen in the 4th peak so fractions associated with the peak 4 were pooled.
lyophilised protein could then be stored long term in the -20 °C freezer.
After his-tag removal, PB6-CSP became insoluble after lyophilisation so was stored at
4 °C in buffer 50 mM Tris-HCl pH 8.0, 300 mM NaCl, 4 mM DTT. Stored this way it
could remain in solution for 2-4 weeks.
85
2.3.10 Circular Dichroism Spectroscopy
Protein folding and unfolding can be monitered using Circular Dichroism (CD) spec-
troscopy. This technique provides a measure of the degree of secondary structure features
in the protein [136]. CD uses circularly polarised light of left and right handed-ness, which
interact differently with asymmetric protein components, specifically, alpha helices and
β-sheets. Protein samples were prepared at a concentration of 0.3 mg/ml in 300 µL.
This was pipetted into a 1 mm path-length cuvette and placed into the Chirascan CD
instrument. Ellipticity was measured using a Jasco J715 spectropolarimeter between 190
and 280 nm to assess the degree of protein secondary structure, with a bandwidth of 2
nm, a rate of 1 nm/s and 2 repeats.
When using CD to monitor protein unfolding during a temperature ramp, the following
equation was used to fit the data:
f(T ) =
(aF + bFT )e
−∆H
R
( 1
Tm
− 1
T + (aU + bUT
1− e−∆HR ( 1Tm− 1T
(2.2)
The signal f(T)is dependent on the fraction of folded, F, and unfolded, U, protein. aF
and bF define the baseline applied to correct for the folded protein signal, and aU and bU
define the baseline applied to correct for the unfolded protein signal. T is the absolute
temperature, Tm is the melting temperature of the protein, ∆H is the change in enthalpy
on unfolding and R is the gas constant.
2.3.11 Monitoring Protein Aggregation with SEC-MALS
The histidine tag free protein had a low solubility, where it would precipitate out of
solution after around a week at concentrations needed for NMR measurements. This
meant it was necessary to monitor whether the protein remained monomeric at these
concentrations. For this purpose, Size Exclusion Chromatography with Multi-Angle
Light Scattering (SEC-MALS) was used. This incorporates the size exclusion step as
described in section 2.3.6.3 on a superdexTM 75 10/300 GL column, followed by the
static laser light scattering (LS, miniDAWN TREOS from Wyatt technology , Refraction
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Index (RI), Optilab T-rEX (refractometer with EXtended range) and ultraviolet (UV)
detection [137], set up with an A¨KTAmicroTM system. The size exclusion step separates
the injectant into peaks of differing molecular size, then the molecular weight (Mw) is
calculated from the LS, UV and RI measurements [138]. The LS intensity I(w, θ) for a
sample at concentration w and scattering angle θ is used to determine the Rayleigh ratio
R by equation 2.3.
R(w, θ) = kinst[I(w, θ)− I(0, θ)] (2.3)
kinst is an instrumental constant determined during calibration of the LS element with a
scattering standard and I(0,θ) is the LS intensity recorded in pure solvent. The molecular
weight Mw of the protein can then be calculated using the Zimm-Debye formulation of
static LS, equation 2.4
R(w, θ) = Kopt
(
dn
dw
)2
MwwP (θ)[1− 2A2P (θ)w +O(w2)] (2.4)
Kopt is a constant, Kopt =
4pi2n20
γ40NA
where n0 is the refractive index of the solvent, γ0 is the
wavelength of incident light, NA is Avogadro’s number.
(
dn
dw
)
is the specific refractive
increment of solute, A2 is a measure of the effective interaction between the scattering
molecules and P(θ) is a structure factor that is roughly equal to 1 for small (less than
10 nm) molecules. The concentration, w, is then calculated from the UV measurements
and calculated according to the Beer-Lambert law, equation 2.1.
2.4 Measurements of Protein-DNA Interactions
2.4.1 Tryptophan Fluorescence Quenching
Both Bs-CSP and PB6-CSP contain a tryptophan amino acid as part of the nucleic
acid binding surface. When excited by light with a wavelength of 285 nm this residue
fluoresces at around 345 nm. A change in this fluorescence signal can indicate either
unfolding of the protein or binding of a ligand to that site. The fluorescence emission
signal from all three cold shock proteins is quenched on the binding of ssDNA.
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3 ml of protein at a concentration of 300 nM, 90 nM or 30 nM was prepared in a cuvette
with a stirrer bar. The Fluorescence Spectrometers used were a PTI Fluorimeter and
an Edinburgh Instruments Fluorimeter. The excitation and emission slits were widened
to maximise the fluorescence signal of the tryptophan residue without exceeding limits
of the instrument. Each point was measured after the addition of 10 µL of ssDNA
solution at high concentration, followed by equilibration for 2 minutes. The fluorescence
signal was corrected for dilution, background signal and for the inner filter effect, using
equation 2.5 [139], caused by the molecules involved in the titration absorbing signal at
the excitation wavelength and reabsorbing at the emission wavelength.
Ci =
1− 10Ai
2.303Ai
(2.5)
Ci is the correction factor at titration point i, and A is the absorbance given by equation
2.6
Ai = (εP,ex + εP,em)[P ] + (εL,ex + εL,em)[L] (2.6)
εP,ex, εP,em, εL,ex and εL,em are the extinction coefficients of the protein P and ligand L
at the fluorescence excitation and emission wavelengths. This correction is applicable as
long as the absorbance, Ai, remains less than 0.3 which is the case for all experiments
performed here. Any larger absorbance value requires more complex corrections [140].
The fluorescence intensity of the quenching curve was fit using the tight binding equation,
equation 2.7 to obtain a measure of the dissociation constant KD.
I = IM ×
(
[PT ]− ([PT ] + [LT ] +KD)−
√
([PT ] + [LT ] +KD)2 − 4[PT ][LT ]
2
)
+ IBase
(2.7)
In equation 2.7, IM is the fluorescence intensity per mole of unbound protein P, [PL]
is the concentration of the complex, [PT ] and [LT ] are the total concentrations of the
protein and ligand respectively, KD is the dissociation constant and IBase is the baseline
fluorescence intensity of the complex.
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2.4.2 Isothermal Titration Calorimetry
The experiments were performed on a MicroCal 200 ITC instrument at 25 °C. Two cells
are used in a thermally isolated system, one for the protein and ssDNA titration and
one as a reference cell filled with MilliQ water. The energy put into, or taken out of,
the titration cell in order to keep the two at equal temperature is the measure of heat
released or absorbed in the reaction [141]. An initial titration was performed injecting the
ssDNA solution into buffer, this measured the energy change caused by diffusion of the
ssDNA and these readings were removed from the final titration data. After an initial
injection of a very small volume to clear the needle, 20 injections of 80 µM solution of
ssDNA were added to a 10 µM solution of CSP and stirred gently. The power needed
to equilibrate this cell with the reference cell was then integrated with time to get the
overall energy change per injection, and a binding curve produced. This was then fit by
the 1 to 1 binding equation provided in the MicroCal Origin software provided with the
instrument [142].
2.4.3 MicroScale Thermophoresis (MST)
Thermophoresis occurs on length scales smaller than 1 millimetre, and the ther-
modiffusion of particles is labelled positive when they move from a hot to a cold
region (thermophobic) and negative when they move from cold to hot (thermophillic).
Typically, larger molecules are expected to display positive thermophoresis behaviour
while smaller molecules are expected to show negative behaviour. Other factors that
affect the behaviour are the heat conductivity and heat absorption of the particles,
plus the charge and entropy of the hydration shell of molecules. By introducing a
temperature gradient of a few degrees using an infra-red (IR) laser, MST can detect
changes in these properties caused by ligand binding. Lyophilised ssDNA samples with
an Alexa Fluor 488 fluorescent label were re-suspended in the same buffer as the protein
(63 mM sodium phosphate, pH 7.4).
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Figure 2.19: Diagram of the MST equipment with the excitation light and IR laser shone
at the same point in the capillary. On the right is an example of the fluorescence signal
against time obtained when molecules thermodiffuse away from the heated spot (thermo-
phobic). Each capillary has a different concentration of unlabelled protein and produces a
different curve depending on the binding of the protein to the labelled ssDNA. Image from
Nanotemper-technologies website [143]
16 capillaries were prepared containing a 25 nM solution of labelled CT2 ssDNA
and Bs-CSP concentrations starting at 10 µM diluted down to around 0.3 nM by
progressively halving the concentration. The experiment was carried out at 22 ◦C. Each
capillary was then excited by a blue LED so that the label on the ssDNA fluoresced and
an initial scan of the fluorescence signal in each capillary taken to ensure consistency. If
a clear fluorescent signal was measured across all the capillaries the MST measurements
were started. The samples were exposed to the excitation light again and then after a
short time an infra-red laser was turned on aimed at the same spot as the excitation
light introducing a temperature gradient as shown in figure 2.19.
After a short time that allowed the solution to reach equilibrium, this IR laser was
switched off and the temperature gradient stopped. The initial fluorescence signal before
switching on the IR laser was used to normalise the signal so that the movement of the
labelled ssDNA in response to the temperature gradient was measured by the change in
fluorescent signal.
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2.5 Single Molecule Force Spectroscopy (SMFS)
SMFS applies the Atomic Force Microscope (AFM) to the measurement of unfolding or
unbinding forces. AFMs consist of a piezoelectric positioning stage and a small cantilever
that is deflected by small forces. This deflection is monitored by a laser directed by
mirrors to the end of the cantilever, which is then reflected onto a photodetector. By
measuring the position of the laser on this detector, the deflection of the cantilever and
hence force on the tip can be measured. When this is used in imaging mode the cantilever
is scanned over the surface to map out the forces. For SMFS the AFM cantilever pulls
on molecules in the vertical direction to probe molecular forces between them. The set
up for a polyprotein unfolding experiment is shown in figure 2.22.
2.5.1 Polyprotein Unfolding Experimental Set-Up
To prepare a surface that will bind to the cysteine of the polyprotein through a thiol
bond, a glass slide was glued to a a thin (100 nm) layer of gold on a silicon wafer. The
glass slide with gold attached was then cleaved from the silicon wafer, ensuring a clean
gold surface. This was attached to a magnetic disk and placed on the piezo-electric
positioning stage. The (I27-Bs-CSP)3-I27 polyprotein was re-suspended to around 0.1
mg/ml in 63mM sodium phosphate buffer at pH 7.4. This was filtered through a 0.44
µm filter to remove any aggregated protein. 40 µL of this solution was pipetted onto
the gold surface and left to equilibrate for 30 minutes.
The fluid cell was prepared with a rubber o-ring, syringe of buffer and a new MLCT
silicon nitride cantilever. Once the cantilever position was checked under a microscope,
the fluid cell was placed in the multimode head and tightened into place. A webcam was
then used to position the laser onto the appropriate cantilever (the V-shaped cantilever
labelled D, of length 225 ± 5 µm and spring constant 30 pN/nm with a 50 % error,
according to manufacturer specifications was used for all experiments).
After equilibration the protein solution was removed from the gold surface and replaced
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with buffer to remove any polyprotein not attached to the surface. The AFM head, with
fluid cell secured, was positioned over the piezo-electric positioning stage, so that the
fluid cell was filled with the droplet of buffer. This was left to equilibrate for 10 minutes
before calibration.
2.5.2 Calibration of the AFM Cantilever
The Cantilever was calibrated using the thermal equilibration method [144]. After equi-
libration, the frequencies of thermal oscillation were measured by performing a Fast
Fourier Transform (FFT) on the voltage signal measured by the photo-detector over a
period of time sitting at equilibrium, as shown in figure 2.20. The output of the FFT
Figure 2.20: Output of the FFT as used for selection of the fundamental resonant mode in
the thermal equilibration method of calibrating the AFM cantilever. Power is displayed in
decibels (dB) calculated from the voltage signal by 20log10(V/Vt) where Vt is the sum total
of all voltage signals in the spectrum as a reference. Power is plotted against the frequency
of oscillation
calculates the power (in units of V2) associated with each frequency. This allows the
main vibrational mode of the cantilever to be isolated from any background noise. The
first normal mode is isolated as shown by the black markers in figure 2.20. Integrating
to find the area under this peak gives the mean power of the resonance, which is initially
in units of V2. To convert the voltage signal from the photo-detector to the deflection of
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the cantilever the relation of voltage signal to tip deflection must next be calibrated. For
this the surface is raised into contact with the tip and then moved away at a constant
velocity recording a force-extension trace on a clear surface area, as shown in figure 2.21.
As the surface is rigid, the vertical motion of the positioning stage is directly correlated
Figure 2.21: Slope calibration showing the Photo-detector voltage plotted against vertical
position of the surface for a single approach (Red) and retraction (Blue). Black markers
indicate edges of the region used to calculate the slope from pushing the tip into the rigid
surface.
with the motion of the tip of the cantilever when they are in contact and the tip is being
pushed into the surface. Each nanometre of vertical movement of the positioning stage
corresponds to a nanometre movement of the end of the cantilever. Using this relation
for this range of motion, as identified by the two black markers in figure 2.21, the signal
can be converted from a photo-detector voltage to a distance of cantilever tip deflection
(x).
Treating the cantilever as a simple harmonic oscillator the energy of the system is de-
scribed in equation 2.5.2.
<
mω20x
2
2
>=
kBT
2
(2.8)
Here m is the mass of the oscillator, ω0 is the resonant angular frequency of oscillation, x
is the tip displacement, kB is the Boltzmann constant and T is the absolute temperature.
This applies the equipartition theorem to assume that the average of each quadratic
term in the Hamiltonian of the harmonic oscillator, here the kinetic energy, is equal to
kBT/2. As ω0 is equal to
k
m where k is the spring constant and m is the mass of the
oscillator, equation 2.5.2 can be simplified to k = kBT
<x2>
. < V 2 > is the value calculated
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by integration of the power spectrum in figure 2.20, and by applying the conversion of
V to x calculated from the slope in figure 2.21 the value of < x2 > is obtained, and
hence the value of the spring constant k.
2.5.3 Polyprotein Pulling Experiments
Figure 2.22: Diagram of the polyprotein unfolding experiment set up on the AFM. The
mirrors are positioned so that the laser beam shines onto the end of the cantilever and is
reflected to the centre of the four quadrant photodetector. Polyproteins are covalently bound
to the gold surface at one end via a cysteine residue. The cantilever is shown bound to the
other end of a chimeric polyprotein chain. The SMFS experiments are performed as the
piezoelectric positioning stage moves the gold surface away from the cantilever at a constant
velocity, increasing the force across the polyprotein bound to the tip until a protein domain
unfolds or the polyprotein chain unbinds from the tip.
Once the cantilever spring constant had been found, the experiment was started. The
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positioning stage was raised into contact with the cantilever, held for a small amount of
time to allow the polyproteins to attach to the tip, and then lowered at the speed chosen
for that particular experiment. The apparatus is shown in figure 2.22, with one full
(I27-BsCSP)3-I27 construct picked up by the AFM tip. This was repeated in the same
location on the surface 10 times, then the surface was moved 10 nm horizontally and the
approach retract cycle repeated. In this way the gold surface was scanned to maximise
the number of polyprotein unfolding events recorded. This was continued until the end
of the experiment, with adjustments made throughout if there was too little protein
being picked up or too much protein obscuring the measurements.
2.5.4 The Worm Like Chain (WLC) Model
The peaks seen in the force-extension (FX) traces obtained were fitted using the worm-
like chain (WLC) model, (equation 2.9):
F (x) =
kBT
p
 1
4
(
1− xLc
)2 − 14 + xLc
 (2.9)
where p is the persistence length, Lc as the contour length, kB is Boltzmann’s con-
stant and T is the absolute temperature. This allows the proteins to be identified by
their contour length which can be predicted from their amino acid sequence. For I27 this
is around 28 nm and for the Bs-CSP and PB6-CSP it is around 23 nm, with a persistence
length for all between 0.35 nm and 0.40 nm.
2.5.5 Protein Unfolding Analysis
Multiple FX traces are recorded during a SMFS experiment and most of these will not
report a polyprotein unfolding event. Each polyprotein is covalently bound to the gold
surface through a cysteine residue engineered into one end of the chain. The interaction
between the AFM tip and the polyprotein chain is a non-specific interaction so it can
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bind at any part of the polyprotein construct, or not bind at all. The source of this
interaction force is not fully understood, usually it is thought to be due to physioadsorb-
tion and that by holding the tip on the surface for a more extended period of time the
chance of binding a polyprotein increases [145]. Some evidence suggests that the interac-
tion is electrostatic, with charged amino acid side chains measured showing a stronger
interaction with inorganic materials than neutral side chain residues [146].
FX measurements recorded throughout the experiment were checked manually for un-
folding peaks corresponding to at least 2 I27 unfolding events and a clear detachment
peak. An example of the production of an unfolding trace is shown in figure 2.23. Fig-
(a) (b)
Figure 2.23: Production of an unfolding trace (a) Three cantilever positions in the initial
retraction from the surface, first pushed into the surface, then at high force through the
attached polyprotein and finally at no force when the domain unfolding has slackened the
tension between protein and tip. (b) The trace produced by this polyprotein fully unfolding,
with three smaller unfolding peaks for the CSP (green) domain, four larger unfolding peaks
for the I27 (yellow) domain and a final detachment peak.
ure 2.23a shows how a chimeric polyprotein containing three CSP domains and four I27
domains is picked up by the tip and each domain is progressively unfolded, from lowest
unfolding force to highest. Figure 2.23b shows the corresponding trace produced from
this set-up. There are 3 lower force unfolding peaks, one for each CSP domain, four
higher force unfolding peaks for each I27 and then a final detachment peak. Traces were
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rejected if there were more than 7 unfolding events, peaks appeared split, obscured by
noise or if they did not fit with the WLC model (equation 2.9). Once each peak is
identified as a protein unfolding peak by a WLC model, the unfolding force is measured
by taking the height of the peak. The peak-to-peak distance is also recorded, giving
an approximation of the increase in length caused by the domain unfolding. Gathering
these measurements for a whole experiment allows statistical analysis of the unfolding
events of many single molecule unfolding events.
2.5.6 Protein Unfolding Energy Landscape
During SMFS unfolding experiments both thermal and mechanical forces influence the
protein unfolding process. As the pulling velocity increases the time window for thermal
fluctuations while the protein is under mechanical stress decreases, leading to a higher
unfolding force. This effect can be used to explore the underlying energy landscape of
protein unfolding as zero force, by determining the pulling velocity dependence of the
force at which the protein unfolds [145].
Assuming a two-state unfolding process the unfolding rate kU can be described as a
diffusion by Brownian motion over a 1D energy profile described by the Bell model,
(figure 1.18). The effect of force on this energy landscape is to reduce the energy of
the transition state barrier (∆GTS). The force dependent unfolding rate (kU (F)) can be
described using the Bell-Evans Ritchie model [147]:
kU (F ) = Aexp
(−(∆G0TS − F∆xU )
kBT
)
= kUexp
(
F∆xU
kBT
)
(2.10)
where F is the applied force, ∆xU is the distance to the transition state along
the reaction coordinate, A is the attempt frequency, kB is Boltzmann’s constant, T is
the temperature, ∆G0TS is the unperturbed transition state free energy and kU is the
unfolding rate at zero force. This predicts an exponential increase in kU (F) as F is
increased that is dependent on the constants kU and ∆xU .
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2.5.7 Monte Carlo Simulations of Protein Unfolding
Software developed previously [148] for the Monte Carlo simulation of unfolding het-
eropolyproteins was used to match experimental data with underlying energy landscape
parameters. This software mimics the stochastic nature of the unfolding process and
generates histograms of unfolding forces for set values of kU and xU at different pulling
velocities. The values of kU and xU are adjusted until the simulated FU values match
those of experimental values at multiple pulling velocities.
Each simulation begins with a pick-up event in which the AFM tip attaches to the (I27-
BsCSP)3-I27 at one of the protein domains. This pick-up point is randomly selected
between domains 3-7 to ensure the inclusion of 2 I27 unfolding events as this was part
of the selection criteria for experimental data. This point defines the number of folded
domains, N, of each type of protein domain, I27 and CSP. In constant velocity pulling
experiments the force across the polyprotein changes as a function of time and this was
simulated using the WLC model described in equation 2.9, where the distance x increases
with each timestep ∆t according to the pulling velocity, vC . The contour length, LC
is determined by the sum of the folded lengths of each domain. Based on previously
determined structures the folded length of the I27 was set as 4.1 nm, and the folded
length of the CSP was set to 1.4 nm. All parameters used in simulations are summarised
in table 2.19. Based on the sequence of the (I27-BsCSP)3-I27 the linker length between
each domain was set to 2.3 nm.
The probability of a domain unfolding, PU during each timestep, ∆t, is given in equation
2.11.
PU = NkU (F )∆t (2.11)
Here N is the number of folded domains remaining in the polyprotein and kU (F) is the
unfolding rate determined by the Bell-Evans-Ritchie model of stochastic unfolding given
in equation 2.10. The probability PU is then compared to a random number between
0-1, to determine whether the domain unfolds or not. ∆t was set to 0.0001 s to ensure
that that PU << 1 during each timestep.
If the simulation indicates an unfolding event the force, FU , is recorded and the number
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of protein domains N reduced by 1. Then the overall LC length is increased by the
difference between the folded and unfolded lengths of the domain. The simulation then
continues until all of the domains are unfolded. This is repeated to produce a distribution
of unfolding forces for the range of pulling speeds used in experiments.
To obtain the best representation of all of the experimental data collected for each
Parameter Value
Timestep, ∆t 0.0001 s
Number of Iterations 1000
Persistence length, p 0.38 nm
Average Spring constant 34 pNnm−1
Average Linker Length 2.3 nm
Length of folded Bs-CSP 1.4 nm
Length of unfolded Bs-CSP 23 nm
Length of folded I27 4.1 nm
Length of unfolded I27 28 nm
Table 2.19: Parameters used in Monte Carlo simulations of (I27-BsCSP)3-I27 unfolding
events, based on experimental values and previous studies [83]
set of conditions, a linear fit of the median unfolding forces against the natural log of
the pulling speed was determined. MC simulations were then performed until values
matching this fit were obtained, within experimental error. The standard error of the
linear fit was used to determine uncertainties, with simulations performed to match the
steepest and shallowest linear relationships included in the standard error.
2.5.8 SMFS Experiments using Functionalised ssDNA Tips and Bs-
CSP Functionalised Surfaces
Silicon nitride AFM cantilevers and surfaces were functionalised with the cysteine
mutated Bs-CSP (section 2.2.3) and thiolated ssDNA (table 2.20) using NHS-PEG24-
maleimide linkers through four preparation steps.
1 Oxidisation of cantilevers and surfaces
Silicon surfaces and cantilevers were cleaned using piranha solution (3:1 0.5 M H2SO4
with 30% H2O2) before being placed under a UV lamp set to 254 nm for 30 minutes.
2 Aminosalinisation of silicon nitride
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Primer Sequence
Short Thiol-GCTTTTTTT
Long Thiol-CACCATCACCATCACCATCACCATCACCAT-
-CACCATCACCATCACCATCACTTTTTTT
Table 2.20: Sequences of ssDNA strands used for SMFS unbinding experiments
Both cantilevers and surfaces were then placed in a desiccator next to 80 µL of
(3-aminopropyl)triethoxysilane (APTES) and 20 µL of N,-N-diisopropylethylamine
(DIPEA) in small plastic dishes. A vacuum pump was used to evacuate the desiccator
which was then left to incubate for 2 hours before the removal of the APTES and
DIPEA solutions. The desiccator was then filled with nitrogen and left for at least 48
hours to cure.
3 Attachment of NHS-PEG24-Maleimide linkers
The cantilevers and surfaces were submerged for one hour in a solution of 1 ml
chloroform with 15 µL of the NHS-PEG24-maleimide linkers. Then they were washed
with chloroform and dried with nitrogen gas.
4 Attachment of the cysteine mutated protein and thiolated ssDNA
The dried cantilevers were then incubated in a solution of thiolated ssDNA containing
2-4 µM of tris(2-carboxyethyl)phosphine (TCEP) for 30 minutes. 60 µL of protein
solution (0.5mgml−1) with 0.001% TWEEN was added to the surface for 30 minutes.
The TCEP is used to break any disulphide bonds formed between the thiolated ssDNA
strands and the TWEEN is a detergent used to reduce protein surface interactions
which cause the protein to stick to the surface. After this incubation period both the
cantilever and the surface were rinsed using 63mM sodium phosphate buffer at a pH of
7.4.
The cantilever was then loaded into the fluid cell of the force clamp AFM and the
surface was raised by the piezoelectric device so that the surface and the tip were in
contact. After a short delay, usually 0.2 s, the surface was retracted and any unbinding
event measured as a peak in the force-extension trace, as shown in figure 2.24b. This
was repeated at least 2000 times for each experiment and the data was then analysed by
fitting all clear peaks (traces where only one unbinding peak was recorded) with a WLC
model and the rupture forces and fitted contour lengths at unbinding were recorded.
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(a) (b)
Figure 2.24: Production of an unbinding trace between a surface attached protein (green)
and a binding ligand (red) (a) Three cantilever positions in the initial retraction from the
surface, first pushed into the surface, then pulled back by the attached complex and finally
at no force when the ligand has detached. (b) The trace produced by this unbinding, with
one detachment peak.
Software to carry out these analysis steps was written by Yun Chen. The maximum
contour length at the point of rupture is the sum of the length of the two NHS-PEG24-
malemeide linkers, each 9.52 nm plus the total stretched length across the Bs-CSP-dT7
complex. Folded, the Bs-CSP is around 5 nm across and the thiolated ssDNA strand is
around 3 nm, so the contour length is expected to be around 25 nm depending on the
geometry and stretching of the complex. With the longer DNA strand described in table
2.20, this was extended to 45 nm. For these longer ssDNA strands, the complementary
strand for the whole sequence excluding the final 7 thymine nucleotides was added to
reduce flexibilty and interactions between the protein and other regions of the DNA.
If the density of ssDNA on the tip or protein on the surface is too high, then multiple
bonds between the ssDNA and protein will form while the tip is on the surface and peaks
of a higher force and shorter measured contour length will appear as noise in the data [149].
The unbinding interaction and resulting trace are shown in figure 2.24. Unlike the
polyprotein unfolding experiments there is not a clear fingerprint to distinguish an event
from normal surface interactions other than the position of the peak. This is why con-
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trolling the contour length and having a control experiment are vital requirements to
obtaining meaningful results. As a control, after this experiment was complete, ssDNA
with a sequence AAAAAAA (dA7) was added to the solution in the fluid cell. As this is
the complementary sequence to the dT7 on the functionalised tip this should form dou-
ble stranded DNA which the Bs-CSP does not bind to. This will block the interaction
being measured and so should lead to a reduction in measured unbinding traces.
2.6 Protein NMR Methods
All NMR experiments were performed using Varian Inova spectrometers with cryogenic
probes and proton resonance frequency of 600 MHz or 750 MHz, under the guidance of
Dr Lars Kuhn and Dr Arnout Kaldera.
2.6.1 Acquiring HSQC Spectra
15N labelled proteins were used to obtain HSQC Spectra. 600 µl samples were prepared
at a protein concentrtion of 200 µM in 20 mM HEPES, 150 mM NaCl, pH 7.4 in 10%
D2O and with 0.1 mM 4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS) for the PB6-CSP
and in 20 mM HEPES, 50 mM NaCl, 0.1 mM DSS, pH 7.5 in 10% D2O for the Bs-CSP
. 2D 1H -15N HSQC spectra were acquired at 5, 10, 20, 29 or 37 °C using 128 complex
points in the indirect (15N) dimension and 1024 in the direct dimension over 16 scans.
Spectral widths were adjusted to conatin all the chemical shifts in each experiment. All
the data was processed with NMRpipe [150].
2.6.2 Backbone assignment experiments
A uniformly 13C and 15N labelled PB6-CSP sample was prepared at a protein concen-
tration of 200 µM in 20mM HEPES, 150mM NaCl, pH 7.4 in 10% D20 and with 0.1 mM
4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS). Experiments were performed at 20 °C.
HNCA, HNCO, HN(CO)CA and HN(CA)CB spectra were used in the assignment, these
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experiments expand the HSQC in a third dimension (13C) through the spin coherence
transfer as described in section 1.5.2. Processing of the spectra was performed using
NMRpipe [150] and assignment using ccpn Analysis [151].
2.6.3 Relaxation measurements
The 15N labelled PB6-CSP sample was prepared at 200 µM in 20 mM HEPES, 150
mM NaCl, pH 7.4 in 10% D20 and with 0.1 mM DSS. {1H} −XhnNOE proton satu-
rated and unsaturated spectra were recorded. For T2 determination, 9 experiments were
performed with relaxation delays increasing in steps of 16.963 ms, and 2 duplicate spec-
tra were recorded for uncertainty determination. 1H -15N HSQC spectra were recorded
before and after relaxation experiments to monitor sample quality. For the relaxation
dispersion CPMG experiments, 16 spectra were obtained with νCPMG (equation 1.21)
increased from 0 to 1000 Hz in 14 steps, again with 2 duplicate spectra for determination
of uncertainty.
Peak volumes were calculated using Peak INTegration (PINT) software [152,153]. This
Figure 2.25: Peak integration of two overlapped peaks. Model Gaussian peaks are placed
where each peak is identified, then the experimental data (Black) is fit with the simulated
data (White) and volumes are calculated from this shape.
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fits the experimental data with predefined lineshapes which can then be integrated to
find the volume. Overlapped peaks can be separated (figure 2.25) and the peak volumes
calculated used in further analysis of relaxation rates. For the relaxation dispersion mea-
surements, the peak volumes were then loaded into the software Graphical User-friendly
Analysis of Relaxation Dispersion Data (GUARDD) [154]. This program uses MATLAB
software and allows the global fitting of multiple RD curves to the Multiple Quantum
Carver-Richards-Jones all-timescales dispersion equation [155], to extract kinetic details.
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3Impact of Nucleic Acid Binding
on Mechanical Stability of the
Cold Shock Protein
Cold Shock Proteins (CSPs) are understood to function as RNA chaperones [63]. When
organisms experience a drop in temperature, CSPs aid in the melting of RNA secondary
structures unfavourable for translation, helping acclimate organisms to the new condi-
tions. For this role, the protein is functional when it is bound to nucleic acids. The
mechanic properties of the Bs-CSP have not been investigated previously in this bound
state. In this chapter the impact of ssDNA binding on the mechanical unfolding of
the Cold Shock Protein B from Bacillus Subtilis (Bs-CSP) is investigated with Single
Molecule Force Spectroscopy (SMFS). For this purpose, a chimeric polyprotein consisting
of 4 I27 domains interspersed with 3 CSP domains ((I27-BsCSP)3-I27) was prepared as
described in methods section 2.3.8.1 [156]. Mechanical unfolding of this structure was per-
formed on the Atomic Force Microscope (AFM) in the absence and presence of binding
ssDNA oligonucleotides. The effect of ssDNA on the mechanical stability of the Bs-CSP
was measured using different ssDNA oligonucleotides, at a range of pulling speeds and
at two temperatures.
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SMFS provides the ability to measure the behaviour of individual molecules as opposed
to bulk measurements which record signal from averages of the whole population. This
allows a far more detailed view of protein systems, and can elucidate variation in in-
dividual molecule behaviour. In proteins, which are dynamic molecules that sample a
range of conformations through stochastic fluctuations, this can elucidate outliers that
would otherwise be lost in the average.
Mechanical unfolding of proteins is dependent on the kinetics of the unfolding pathway,
which is influence by the energy of the transition state. Other methods to measure pro-
tein unfolding such as with a chemical denaturant or temperature ramp are can only
measure the difference in energies of the initial and final state.
3.0.1 Incorporating I27 in the Polyprotein Chain as a Marker Protein
The CSP monomer is incorporated into a chimeric polyprotein chain with I27 as a
marker protein of well characterised mechanical properties [157].
The giant muscle protein titin has a function that requires mechanical stability and
elasticity [158], and the region of this protein containing repetitions of Immunoglobin-like
domains provides both of these properties at the molecular scale [13]. One of these
domains is I27, and the mechanical unfolding of this structure has been very well
characterised under a range of conditions [159,160]. The successful incorporation of this
monomer into a chimeric polyprotein chain with I27 as a marker with new Gibson
assembly techniques allowing for efficient production of a chimeric polyprotein gene has
been demonstrated [156].
3.1 Determining the Polyprotein-ssDNA Binding Associ-
ation
Tryptophan fluorescence quenching titrations were performed on the polyprotein (I27-
Bs-CSP)3-I27 to ensure that the polyprotein structure did not obstruct binding of ssDNA
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with individual domains. This uses the fluorescence signal observed from the tryptophan
that forms part of the Bs-CSP nucleic acid binding region [59]. When nucleic acids bind
to the Bs-CSP then this fluorescence is quenched, providing a signal proportional to
the free protein in solution. Figure 3.1b shows the resulting quenching effect caused
(a)
(b)
Figure 3.1: (a) (I27-BsCSP)3-I27 consisting of 4 I27 domains (yellow) and 3 Bs-CSP
domains (green) (b) Quenching of tryptophan fluorescence in the polyprotein (I27-BsCSP)3-
I27 as CT2 is titrated into the sample. Experimental data shown by markers for experiments
recorded at 15 °C (pink). Lines show the fits to the tight binding equation, with resulting
KD value of 68 ± 14 nM
by this titration with the ssDNA oligo CTTTTTC (CT2). The CSP domains show a
clear reduction of fluorescence in the presence of CT2, following the trend typical of
quenching by binding at the tryptophan site. This is a clear indication that the CSP
domains are still capable of binding ssDNA while in the polyprotein. The maximal
quenching reached is lower than that seen in the monomer quenching titrations, only
reaching a value of 0.5, but this is likely due to the signal from the I27, which also
contains a tryptophan residue. The signal from this protein should not be affected by
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the presence of ssDNA. The dissociation constant, KD derived from the fit to the tight
binding equation (equation 4.9) was 68 ± 14 nM. For CT2, which has a slightly lower
affinity than dT7, this is in the same order of magnitude as measurements made at 15
°C, where the KD was calculated as 33.7 ± 4.1 nM [62]. This oligo was chosen early in
the experimental process as an alternative to dT7 in order to avoid cross-linking of the
CSP domains in the polyprotein, as observed in the crystal structure of Bs-CSP bound
to dT6 [62]. This potential cross-linking might obscure the unfolding peak of the Bs-CSP
recorded in FX experiments. CT2 contains the high affinity thymine region surrounded
by the two cytosine residues which were shown to have a lower affinity [61,130]. It was
thought that this sequence would be less likely to bridge domains in the polyprotein
structure, while still binding with a high affinity to the Bs-CSP.
3.2 Obtaining a Mechanical Fingerprint for (I27-BsCSP)3-
I27 unfolding
SMFS experiments were carried out using a constant pulling speed to retract the gold
surface on which the polyprotein was bound away from the AFM tip. This results in a
Force Extension (FX) trace with the force measured on the cantilever plotted against
the distance between surface and tip, or extension.
An example trace showing the full (I27-BsCSP)3-I27 structure unfolding is shown in
figure 3.2. The Bs-CSP is mechanically weaker as well as being smaller than the I27
domain so as the distance between the tip and the surface increases, extending the
polyprotein chain, the weakest domain unfolds first. After each unfolding event the
force of the cantilever is reduced to zero, as the tension of the chain has been reduced
by the additional difference in contour length (∆LC).
Each unfolding peak is identified by the fit to the Worm-Like Chain (WLC) model,
described by equation 2.9 in the methods section 2.5.4. The ∆LC of the polypeptide
chain upon unfolding is equal to the unfolded length of the protein minus the length
between the N and C termini while the protein is folded. The persistence length is
typically 0.35-0.4 nm for polyprotein chains. The (I27-BsCSP)3-I27 construct is shown
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Figure 3.2: Force Extension trace of the chimeric polyprotein. An example FX trace
measured at 200 nms−1 contains unfolding peaks for all 7 domains and a detachment peak.
Each peak has been identified with a corresponding domain by fits to the WLC (black). The
peak to peak distance (Pk-Pk) and unfolding force (Fu) are shown in red for the first I27
unfolding peak.
in 3.1a, with the unfolding peaks for each domain identified in 3.2. For I27 the folded
length is around 4 nm while unfolded it is around 32 nm (98 amino acid residues each
adding around 0.32 nm to the length, 98 × 0.32 nm), leading to a ∆LC of 28 nm (32
nm - 4 nm). The smaller Bs-CSP has a folded length of around 1.4 nm and an unfolded
length of around 24 nm, so the ∆LC of Bs-CSP is around 23 nm. Incorporating these
values into the WLC model, shown by the black lines in figure 3.2 and described in
equation 2.9, each unfolding peak of the FX trace can be identified as a domain of a
particular size.
From each unfolding peak in the FX trace, the unfolding force (FU ) and distance
between peaks, or peak to peak distance (P2P), can be identified. These values are
identified in figure 3.2 in red, showing FU as the height of the peak maximum and the
P2P distance as the distance between the top of the peak and a point in the following
peak of equal height. The P2P distance is correlated with the ∆LC and can be obtained
from each FX trace. These values are used in the statistical treatment of these single
molecule studies.
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3.3 Triplicate Experiments show that a Robust Mechanical
Fingerprint can be Obtained
Figure 3.3: Scatter plots of the Unfolding force against the inter-peak distance for three
FX experiments performed on the (I27-BsCSP)3-I27 at 600 nms
−1 and at 23 °C. Peaks were
identified as either Bs-CSP (green) or I27 (yellow) by fits to the WLC model. The median
values calculated for each domain are shown (red) with error bars representing the standard
deviation.
SMFS experiments in each set of conditions are performed in triplicate and statistical
analysis is performed on each experiment separately. This helps confirm that cantilever
calibration has been consistent and that no outlier experiments have been recorded which
might skew results.
FX traces are examined and the values for FU and the P2P distance for each peak are
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collected. Scatter plots of FU against the P2P distance are shown in figure 3.3. This
demonstrates results from three FX experiments performed using the (I27-BsCSP)3-I27
at 23 °C, with a pulling speed of 600 nms−1
The graph plots each peak recorded in the experiment according to the FU and P2P
values. The median values are shown in red, with error bars showing the standard
deviation of each parameter.
These results are plotted as histograms in figure 3.4. The bin size was selected based
on the range of the thermal noise in the FX experiments, here 10 pN was used for the
unfolding force and 0.5 nm for the interpeak distance. Fitting the histograms with a
Figure 3.4: Histograms of the unfolding forces and inter-peak distances of (I27-BsCSP)3-
I27 unfolding events from three experiments, measured at 23 °C and with a pulling speed of
600 nms−1. Bin sizes of 10 pN were chosen based on the thermal noise of the experiment
and the data for each domain parameter was fit to a Gaussian distribution (black).
Gaussian distribution allows assessment as to whether enough data was collected during
the experiment for a statistically significant representation of the stochastic process. The
interpeak distance of the Bs-CSP measured in the third experiment (shown bottom right
of figure 3.4) does not fit well with the Gaussian distribution, however this is due to the
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low forces recorded and as the other properties do follow a normal distribution, data
from this experiment was accepted.
In this way, information from single protein molecule unfolding events were collated.
Bs-CSP I27
Pulling
Speed
Rep.
No.
No. of
peaks
Median
FU
P2P No. of
peaks
Median
FU
P2P
(nms−1) (pN) (nm) (pN) (nm)
1 31 46 ± 13 18 ± 2 75 173 ± 24 24 ± 1
600 2 24 52 ± 16 18 ± 2 71 180 ± 34 23.2 ± 0.9
3 14 49 ± 14 17.8 ± 0.8 57 183 ± 25 23.2 ± 0.6
Av. 49 ± 3 17.8 ± 0.3 178 ± 5 23.5 ± 0.3
Table 3.1: Unfolding forces (FU ) and Interpeak Distances (P2P) measured for the (I27-
BsCSP)3-I27 at 600 nms
−1 and at 23 °C. Experiments in each set of conditions were per-
formed in triplicate and the averages from these triplicates are shown in bold.
Data was obtained from at least three experiments, performed with different protein
surfaces and AFM cantilevers, with median values that agreed within error in each set
of conditions. This is shown in table 3.1, where all of the data shown in figures 3.3 and
3.4 is shown. This controlled for potential systematic error in single experimental set
ups. The agreement between the three experiments verifies the measurement of a robust
mechanical fingerprint of the (I27-BsCSP)3-I27 unfolding.
One this analysis has been performed and the results of each experiment verified, the
Figure 3.5: Histogram showing all 69 of the unfolding forces measured in Bs-CSP unfolding
events in the three experiments performed at 23 °C with a pulling speed of 600 nms−1. Data
is fit with a Gaussian distribution (black).
data can be pooled to look for features of the overall distribution. The histogram for the
FU of all the unfolding events measured in these three experiments is shown in figure
3.5. The unfolding force measured fits well with a Gaussian, shown in black, and the
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centre of this Gaussian fit, 48 ± 1 pN, matches well with the average value of the three
experiments, 49 ± 3 pN.
3.4 Obtaining a Mechanical Fingerprint of the Bs-CSP Un-
folding in the Presence of ssDNA
ssDNA was used in this study as an alternative to RNA, having been shown to bind
in the same manner to the same region of the protein [58]. By adding ssDNA to the
buffer in the fluid cell at an appropriate concentration, the experiments were performed
in conditions that should lead to ssDNA bound to the Bs-CSP in the polyprotein, as
shown in figure 3.6a. To ensure that the majority of Bs-CSP proteins would be in the
bound state, a concentration of ssDNA that exceeded the Bs-CSP concentration by at
least 10 times the KD was used, as described in chapter4. The protein concentration
in solution was known before being bound to the gold surface, and as a large portion
of this protein will not bind to the surface, the surface concentration is unknown, but
must be less than the original concentration in solution. This concentration was used
to calculate the sufficient ssDNA concentration required, usually around 3 µM.
FX experiments were carried out as before, with only the ssDNA concentration in the
buffer changed. An example trace is shown in figure 3.6b. The WLC fits are the same
as for the free Bs-CSP and the data is processed in the same way as described in seciton
3.3. The similarity of the fits to WLC in the absence and presence of ssDNA shows that
the binding of ssDNA does not change the position of the region of the protein between
the N and C termini that is pulled apart, termed the mechanical clamp, of the Bs-CSP .
3.4.1 Identification of Appropriate ssDNA Oligonucleotide Sequence
for further SMFS Experiments
Three different ssDNA oligonucleotides with varying affinities were used in these mea-
surements, as described in table 3.2. The dT7 and CT2 oligo both contain the hight
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(a)
(b)
Figure 3.6: Force Extension trace of the chimeric polyprotein (a) (I27-BsCSP)3-I27 con-
sisting of 4 I27 domains (yellow) and 3 Bs-CSP domains (green) in the presence of ssDNA
(red) (b) An example FX trace measured at 200 nms−1 contains unfolding peaks for all
7 domains and a detachment peak. Each peak has been identified with a corresponding
domain by fits to the WLC (black).
Oligo Label Sequence KD (at 15 °C)
dA7 AAAAAAA NA
CT2 CTTTTTC 33.7 ± 4.1 nM
dT7 TTTTTTT 1.8 ± 0.4 nM
Table 3.2: ssDNA oligonucleotides used in SMFS unfolding experiments. KD values are
taken from values measured by fluorescence quenching by Max 2006 [62]. dA7 has too low
an affinity for it to be determined
affinity thymine region, but CT2 has two cytosines at each termini reducing the over-
all affinity to the Bs-CSP. dA7 contains purely adenine nucleotides which do not bind
strongly with the Bs-CSP. This oligo was used to assess whether any effects observed in
the presence of ssDNA are due to binding or macromolecular crowding [103].
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The measured unfolding forces and interpeak distances of the domains in the (I27-
Bs-CSP I27
ssDNA Rep.
No.
No. of
peaks
Median
FU
P2P No. of
peaks
Median
FU
P2P
(pN) (nm) (pN) (nm)
1 20 63 ± 19 18.3 ± 0.9 30 176 ± 30 23.6 ± 0.9
CT2 2 19 68 ± 14 18 ± 1 37 172 ± 30 23.5 ± 0.6
3 39 59 ± 13 18 ± 1 58 169 ± 30 23.3 ± 0.9
Av. 63 ± 4 18.1 ± 0.2 172 ± 3 23.5 ± 0.2
1 11 62 ± 11 18.4 ± 0.6 21 172 ± 26 23.3 ± 0.5
dT7 2 19 56 ± 11 18.3 ± 0.9 27 172 ± 25 23.4 ± 0.4
3 15 64 ± 18 18 ± 1 25 189 ± 27 23.4 ± 0.5
Av. 61 ± 4 18.3 ± 0.1 180 ± 12 23.4 ± 0.1
1 37 45 ± 14 18 ± 2 41 171 ± 22 23.6 ± 0.8
dA7 2 17 33 ± 14 17 ± 1 20 155 ± 17 23.7 ± 0.9
3 24 47 ± 19 18 ± 1 34 176 ± 19 23.4 ± 0.7
Av. 42 ± 8 17.6 ± 0.2 166 ± 14 23.6 ± 0.3
Table 3.3: Unfolding forces (FU ) and Interpeak Distances (P2P) measured for the (I27-
BsCSP)3-I27 at 23 °C and with a pulling speed of 600 nms
−1. Oligonucleotides were added
to buffer at a concentration of around 3 µM. Experiments in each set of conditions were
performed in triplicate and the averages from these triplicates are shown in bold.
BsCSP)3-I27 in the presence of the ssDNA oligonucleotides are shown in table 3.3. The
I27 domain acts as a second control, as it does not bind ssDNA it should not be affected
by the presence of oligonucleotides, and this can be seen in the median I27 unfolding
forces. These unfolding forces all agree with the value measured with no ssDNA present
(table 3.1) within the error.
Figure 3.7 shows the median unfolding force measured from the Bs-CSP domain in the
absence of ssDNA and in the presence of the three oligonucleotides described in table 3.2.
The measurements recorded in the presence of dT7 and CT2, two oligonucleotides with
high affinity (table 3.2), result in a higher unfolding force of the Bs-CSP than when it is
free. This increase of 14 pN for the CT2, is almost a 30 % increase in the unfolding force
of the Bs-CSP in these conditions. As the presence of the low affinity oligonucleotide
dA7 does not result in an increase in unfolding force of the Bs-CSP, it can be inferred
that it is the binding of ssDNA causing this effect, rather than any molecular crowding.
CT2 was selected as the Bs-CSP binding oligonucleotide as it demonstrated a mea-
surable effect on the unfolding force of the Bs-CSP, as can be seen in the histogram of
the pooled data in figure 3.8, and more data was collected from experiments with CT2
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(a) (b)
Figure 3.7: Comparison of the median (a) Bs-CSP and (b) I27 unfolding forces obtained
from three experiments in the absence of ssDNA (red) and in the presence of dA7 (green),
CT2 (dark blue) and dT7 (pale blue). FX experiments performed with a pulling speed of
600 nms−1 at 23 °C. Errors represent the standard deviation of the triplicate experiments.
Figure 3.8: Histogram showing all 78 of the unfolding forces measured in Bs-CSP unfolding
events in the three experiments performed in the presence of CT2 ssDNA (purple) and in
the absence of ssDNA (green from figure 3.5) at 23 °C with a pulling speed of 600 nms−1.
Data is fit with a Gaussian distribution (black).
than dT7. This might be due to the bridging of CSP domains, observed in the crystal
structure of the Bs-CSP-dT6 complex [62], obscuring unfolding peaks in the FX traces.
3.5 Determining the Pulling Speed Dependence of the Bs-
CSP Unfolding Force
The relationship of the unfolding force of Bs-CSP to the pulling speed of the SMFS
experiments is determined by performing the experiment using a range of pulling speeds.
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Figure 3.9: Example FX traces recorded at 100, 200, 600 and 2000 nms−1 at 23 °C both
in the absence of ssDNA (left) and in the presence of CT2 ssDNA (right). Red line shows
the approach of the cantilever to the surface and the blue line shows the retraction from the
surface.
FX experiments were performed at 100, 200, 600 and 2000 nms−1 at 23 °C. Phosphate
buffer (65 mM NaP, pH 7.4) was used and the experiments were set up in the fluid cell
in the presence and absence of CT2 ssDNA at a concentration of 3 µM. Example traces
from each of these experiments are shown in figure 3.9.
Traces shown demonstrate the range of unfolding events seen in the FX traces. To
ensure that non-specific interactions between the AFM tip and the gold surface were not
included in analysis, traces were only included in analysis if two I27 unfolding events
were seen. This means that traces with 3-7 unfolding events were included if at least 2
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of those unfolding events were identified as I27 domains.
All of the results from these experiments are shown in tables 3.4 and 3.5. Histograms of
all the data recorded at room temperature can be found in figure B.1.
Figure 3.10: Pulling speed dependence of the unfolding force recorded for the (I27-
BsCSP)3-I27 at 23 °C. The FU for both I27 (yellow) and Bs-CSP (green) are shown in
the absence (black outline) and presence (red outline) of the ssDNA oligo CT2. Lines show
linear unweighted fits for each domain. Error bars show the standard deviation from three
experimental repeats, unless this value was below 5 pN as this is the measurement limit of
the instrument in these conditions.
The median values of unfolding force shown in tables 3.4 and 3.5 is represented in
figure 3.10. Both domains show the expected increase in FU with increasing pulling
speed. The I27 FU values recorded in the absence and presence of CT2 ssDNA agree
within error at every speed. The Bs-CSP domain shows an increase in FU on addition
of the ssDNA oligonucleotides, that appears to increase at slower pulling speeds. At
100 nms−1, the slowest pulling speed, this difference is 14 pN, which is almost a 50
% increase in FU from the free Bs-CSP. The low forces at this speed means that this
difference in FU lies just outside the error.
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Bs-CSP I27
Pulling
Speed
Rep.
No.
No. of
peaks
Median
FU
P2P No. of
peaks
Median
FU
P2P
(nms−1) (pN) (nm) (pN) (nm)
1 21 31 ± 16 18 ± 1 28 147 ± 18 23.2 ± 0.5
100 2 13 28 ± 11 18 ± 1 24 145 ± 18 23.4 ± 0.6
3 18 28 ± 11 17 ± 2 27 149 ± 19 23.5 ± 0.9
Av. 29 ± 2 17.7 ± 0.8 147 ± 2 23.3 ± 0.1
1 13 32 ± 14 17.9 ± 0.4 30 163 ± 25 23.0 ± 0.6
200 2 18 42 ± 11 17.8 ± 0.7 28 171 ± 25 23.2 ± 0.5
3 23 45 ± 14 18.0 ± 0.8 29 162 ± 23 23.2 ± 0.5
Av. 39 ± 7 17.9 ± 0.6 165 ± 5 23.1 ± 0.5
1 31 46 ± 13 18 ± 2 75 173 ± 24 24 ± 1
600 2 24 52 ± 16 18 ± 2 71 180 ± 34 23.2 ± 0.9
3 14 49 ± 14 17.8 ± 0.8 57 183 ± 25 23.2 ± 0.6
Av. 49 ± 3 17.8 ± 0.3 178 ± 5 23.5 ± 0.3
1 20 66 ± 20 18 ± 1 47 198 ± 29 24 ± 1
2000 2 37 59 ± 14 18 ± 1 53 197 ± 33 23.6 ± 0.7
3 12 52 ± 12 18.1 ± 0.7 20 198 ± 34 23.5 ± 0.6
Av. 59 ± 7 18.0 ± 0.1 198 ± 1 23.6 ± 0.1
Table 3.4: Unfolding forces (FU ) and Interpeak Distances (P2P) measured for the (I27-
BsCSP)3-I27 at 23 °C. Triplicate averages are shown in bold.
Bs-CSP I27
Pulling
Speed
Rep.
No.
No. of
peaks
Median
FU
P2P No. of
peaks
Median
FU
P2P
(nms−1) (pN) (nm) (pN) (nm)
1 16 42 ± 17 18 ± 1 20 161 ± 21 23.4 ± 0.5
100 2 22 44 ± 14 17.9 ± 0.9 31 163 ± 22 23.3 ± 0.5
3 32 44 ± 14 17.8 ± 0.9 41 168 ± 21 23.5 ± 0.6
Av. 43 ± 1 17.9 ± 0.1 164 ± 4 23.4 ± 0.1
1 11 62 ± 10 18.0 ± 0.6 17 153 ± 21 23.2 ± 0.4
200 2 16 65 ± 10 17.8 ± 0.4 22 175 ± 22 23.3 ± 0.4
3 23 50 ± 13 18.1 ± 0.9 23 151 ± 29 23.3 ± 0.5
Av. 59 ± 8 18.0 ± 0.6 160 ± 13 23.3 ± 0.4
1 20 63 ± 19 18.3 ± 0.9 30 176 ± 30 23.6 ± 0.9
600 2 19 68 ± 14 18 ± 1 37 172 ± 30 23.5 ± 0.6
3 39 59 ± 13 18 ± 1 58 169 ± 30 23.3 ± 0.9
Av. 63 ± 4 18.1 ± 0.2 172 ± 3 23.5 ± 0.2
1 23 65 ± 7 18.1 ± 0.5 36 187 ± 30 23.2 ± 0.4
2000 2 14 65 ± 12 18.0 ± 0.7 33 199 ± 42 23.3 ± 0.5
3 43 67 ± 16 18.4 ± 0.5 65 198 ± 26 23.3 ± 0.4
Av. 66 ± 1 18.2 ± 0.2 195 ± 7 23.3 ± 0.1
Table 3.5: Unfolding forces (FU ) and Interpeak Distances (P2P) measured for the (I27-
BsCSP)3-I27 in the presence of ssDNA at 23 °C. Oligo CT2 were added to buffer at a
concentration of 3 µM. Triplicate averages are shown in bold.
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3.5.1 The Affect of Lower Temperature on Unfolding Force of the Bs-
CSP
Figure 3.11: Example FX traces recorded at 100, 200, 600 and 2000 nms−1 at 5 °C both
in the absence of ssDNA (left) and in the presence of CT2 ssDNA (right). Red line shows
the approach of the cantilever to the surface and the blue line shows the retraction from the
surface.
At lower temperatures, the force at which proteins mechanically unfold is generally
increased due to the lowering of probability that the thermal fluctiations will induce
unfolding while the protein is under mechanical stress [161]. This includes CSPs, with
higher temperatures inducing a mechanical softening for the CSP from a hyperther-
mophilic organism [7]. The binding affinity between the Bs-CSP and the ssDNA is also
increased at lower temperatures [59], and the thermal noise seen in the AFM is decreased.
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For these reasons, the investigation was repeated at 5 °C, to explore if the change in FU
in the presence of ssDNA would increase at lower temperatures. Example traces from
each pulling speed measured at 5 °C are shown in figure 3.11.
These FX traces have clearer peaks for each unfolding event due to the reduction in
thermal noise and increase in protein mechanical stability. These experiments were
performed in the absence (figure 3.11 left) of ssDNA, and in the presence of CT2 ssDNA
oligonucleotides (figure 3.11 right). The data was processed as described previously and
all of the results are summarised in tables 3.6 and 3.7. Histograms for all of the data
recorded at 5 °C can be found in figure B.2.
The resulting median values of FU shown in tables 3.6 and 3.7 are plotted against
the pulling speed in figure 3.12. At 5 °C the impact of ssDNA binding on the Bs-CSP
Figure 3.12: Pulling speed dependence of the unfolding force recorded for the (I27-
BsCSP)3-I27 at 5 °C. The FU for both I27 (yellow) and Bs-CSP (green) are shown in
the absence (black outline) and presence (red outline) of the ssDNA oligo CT2. Lines show
linear unweighted fits for each domain.
unfolding force is clear, as can be seen in figure 3.12. The stabilising effect increases at
lower pulling speeds, so that at 100 nms−1 the median FU measured increases from 51
to 71 pN. This is a 40 % increase in unfolding force of the Bs-CSP, an effect which is
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Bs-CSP I27
Pulling
Speed
Rep.
No.
No. of
peaks
Median
FU
P2P No. of
peaks
Median
FU
P2P
(nms−1) (pN) (nm) (pN) (nm)
1 14 48 ± 15 17 ± 1 16 174 ± 23 23.5 ± 0.6
100 2 11 48 ± 16 18.2 ± 0.8 17 178 ± 28 23.6 ± 0.7
3 16 56 ± 15 17.8 ± 0.5 19 201 ± 20 23.4 ± 0.5
Av. 51 ± 5 17.8 ± 0.8 184 ± 15 23.5 ± 0.6
1 16 51 ± 14 18 ± 1 20 187 ± 41 23.3 ± 0.6
200 2 13 55 ± 20 18 ± 1 21 215 ± 32 23.6 ± 0.4
3 22 58 ± 13 17.8 ± 0.8 32 225 ± 25 23.5 ± 0.5
Av. 55 ± 4 17.9 ± 0.3 209 ± 20 23.5 ± 0.2
1 18 62 ± 17 18.0 ± 0.4 22 239 ± 45 23.9 ± 0.4
600 2 12 59 ± 9 18.0 ± 0.4 20 200 ± 33 23.8 ± 0.9
3 16 64 ± 13 18.3 ± 0.5 24 225 ± 37 23.8 ± 0.6
Av. 61 ± 3 18.1 ± 0.2 221 ± 20 23.8 ± 0.1
1 12 80 ± 19 17.8 ± 0.8 19 248 ± 48 24 ± 1
2000 2 23 68 ± 12 18.4 ± 0.8 37 245 ± 45 24.1 ± 0.7
3 30 84 ± 19 18 ± 2 47 256 ± 42 23.9 ± 0.8
Av. 78 ± 8 18.2 ± 0.3 249 ± 6 24.0 ± 0.1
Table 3.6: Unfolding forces (FU ) and Interpeak Distances (P2P) measured for the (I27-
BsCSP)3-I27 at 5 °C. Triplicate averages are shown in bold.
Bs-CSP I27
Pulling
Speed
Rep.
No.
No. of
peaks
Median
FU
P2P No. of
peaks
Median
FU
P2P
(nms−1) (pN) (nm) (pN) (nm)
1 14 73 ± 21 17.9 ± 0.9 15 170 ± 20 23.2 ± 0.4
100 2 13 63 ± 14 18.4 ± 0.9 21 182 ± 31 23.2 ± 0.6
3 17 75 ± 11 18.0 ± 0.6 24 197 ± 30 23.4 ± 0.5
Av. 71 ± 6 18.1 ± 0.3 183 ± 13 23.2 ± 0.1
1 14 76 ± 19 18.6 ± 0.4 16 199 ± 18 23.6 ± 0.6
200 2 13 75 ± 7 18.2 ± 0.5 13 233 ± 25 23.7 ± 0.4
3 12 64 ± 12 18 ± 1 13 190 ± 18 23.8 ± 0.5
Av. 72 ± 7 18.2 ± 0.4 207 ± 22 23.7 ± 0.1
1 23 73 ± 13 18.1 ± 0.7 27 243 ± 33 23.5 ± 0.6
600 2 20 75 ± 13 18.3 ± 0.4 26 237 ± 36 23.8 ± 0.4
3 22 70 ± 16 18.3 ± 0.8 29 229 ± 23 23.8 ± 0.5
Av. 73 ± 2 18.2 ± 0.1 236 ± 7 23.7 ± 0.2
1 48 83 ± 24 18.4 ± 0.9 57 230 ± 46 24 ± 1
2000 2 25 84 ± 16 18.7 ± 0.8 44 243 ± 33 24.1 ± 0.9
3 16 87 ± 17 18.3 ± 0.9 24 261 ± 41 23.9 ± 0.7
Av. 85 ± 2 18.5 ± 0.2 245 ± 16 23.8 ± 0.3
Table 3.7: Unfolding forces (FU ) and Interpeak Distances (P2P) measured for the (I27-
BsCSP)3-I27 at 5 °C in the presence of the ssDNA oligo CT2. Triplicate averages are shown
in bold.
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not seen at the higher pulling speed of 2000 nms−1, where the difference is reduced to 7
pN, just outside the thermal noise of the AFM.
3.5.2 Determining the Effect of Low Temperature on the Bs-CSP Me-
chanical unfolding in the Presence and Absence of ssDNA Bind-
ing
All of the Bs-CSP unfolding events were pooled and the resulting histograms are shown
in figure 3.13. Due to the stochastic nature of protein unfolding and the small forces
involved, there has to be a statistically significant number of unfolding events recorded.
By pooling the data from all experiments and plotting histograms, the distribution can
be assessed. The resulting histograms in figure 3.13 all fit the Gaussian distribution.
While the experiments performed with ssDNA present do show an increase in the av-
erage unfolding force, the maximum measured unfolding force without ssDNA present
is generally just as high, or higher. This suggests that the ssDNA binding could be
stabilising a conformational state that the Bs-CSP does inhabit briefly as it fluctuates
in the free state.
The medians of Bs-CSP unfolding force are plotted against the natural log of the pulling
speed (in nms−1) in figure 3.14. Both free proteins show a similar relation between FU
and pulling speed in the free state, with higher forces measured at the lower temperature.
Equally, the speed dependence of FU for the Bs-CSP in complex with ssDNA is similar
at both temperatures, with a higher FU at lower temperatures. These linear fits were
used to match results of the Monte Carlo simulations.
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Figure 3.13: Histograms of the unfolding force of the Bs-CSP in all conditions, comparing
free Bs-CSP (green) and with CT2 ssDNA bound Bs-CSP (purple). A bin size of 10 pN was
chosen to account for thermal noise and each distribution was fit to a Gaussian (black).
3.6 Determining Parameters of the Underlying Unfolding
Energy Landscapes of the Bs-CSP using Monte Carlo
(MC) Simulations
The dependence of unfolding force on the pulling speed can be modelled by particular
properties of the shape of the unfolding energy landscape described in the Bell-Evans-
Ritchie Model [147]. To explore the underlying energy landscapes of these unfolding
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Figure 3.14: The median unfolding forces of the Bs-CSP in all conditions plotted against
the natural log of the pulling speed. The Bs-CSP unfolding forces measured with no ssDNA
present are shown for the 23 °C experiment (green) and the 5 °C experiment (blue) and with
CT2 ssDNA present at 23 °C (red outline) and 5 °C (purple outline) with corresponding
linear fits.
events, MC simulations were used as described in section 2.5.7. The parameters, kU
and ∆xU , of the energy landscape were adjusted and simulations performed to produce
unfolding force values for both Bs-CSP and I27 domains at pulling velocities covering
the range used in experiments. The resulting pulling speed dependence of the unfolding
forces were used to find conditions that match the experimental results.
The linear fits shown in figures 3.10 and 3.12 were used to match the MC simulation
results, and the pulling speed dependence of unfolding force for the Bs-CSP in all
conditions is shown in figure 3.14. The standard error of these linear fits were used to
determine the uncertainties of calculated parameters parameters.
The underlying energy landscapes derived from MC simulations matching data at 23
°C and 5 °C are shown in figures 3.15a and 3.15b respectively. Uncertainties calculated
from the maximum and minimum linear fits within the standard error are shown in
table B.1. At both temperatures the ssDNA binding shows a stabilising effect that
both increases the energy difference between the folded and transition state, ∆GU , and
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(a) (b)
Figure 3.15: Underlying energy landscapes calculated from experiments (a) at 23 °C in
the absence (green) and the presence (orange) of the CT2 ssDNA oligo. (b) At 5 °C in the
absence (blue) and presence (purple) of the CT2 ssDNA oligo
increases the distance to this state, ∆xU . At 23 °C the increase in ∆G is around 8
kJmol−1 and at 5 °C it is around 5 kJmol−1. The effect of binding on this value does
not change much with temperature, but the difference in ∆xU is clear. At 23 °C this
increases by 0.15 nm, and at 5 °C it increases by 0.26 nm.
Figure 3.16 compares the energy landscapes at 5 and 23 °C of the free protein and the
(a) (b)
Figure 3.16: Underlying energy landscapes calculated from experiments (a) with no ssDNA
present at 23 °C (green) and at 5 °C (blue). (b) In the presence of the CT2 ssDNA oligo at
5 °C (purple) and 23 °C (orange)
complex. The temperature appears to have more of an impact on the complex energetics
than on the free protein. In the free protein ∆xU decreases with decreasing temperature,
which is the expected relation between ∆xU and temperature in proteins
[161]. This
behaviour has been measured previously in the hyperthermophile CSP Tm-CSP [7].
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The unfolding of the complexed Bs-CSP shows the opposite ∆xU relation to temper-
ature, as the value of ∆xU increases at the lower temperature.
The value of ∆GU increases slightly at lower temperatures for both the free and com-
plexed Bs-CSP. This change is slightly larger in the complex, possibly due to the higher
affinity between ssDNA and Bs-CSP at lower temperatures.
3.7 Discussion
SMFS measurements on the unfolding of the Bs-CSP in the absence and presence
of binding ssDNA oligonucleotides found a clear mechanical fingerprint for both
systems. Molecular dynamics simulations have identified the probable location of
the mechanical clamp in the Bs-CSP across β-strands 1, 4 and 5, when it is pulled
apart by the N and C termini [17]. This is far from the ssDNA binding site iden-
tified in the crystal structure [62], on the opposite side of the protein surface. The
∆LC measured here in both the presence and absence of ssDNA was conserved,
showing that ssDNA binding does not change the location of this mechanical clamp.
My results show that the conformation of the protein in the presence of ssDNA is
still mechanically stabilised by the same mechanical clamp region as it is in the free state.
Measurements of the unfolding force of the Bs-CSP revealed an increase in the
force required to unfold the protein when ssDNA was present. This stabilisation effect
increased the median of the Bs-CSP unfolding force by up to 20 pN. To determine if
this effect was due to macromolecular crowding, a low affinity oligonucleotide was used
in control experiments. Only ssDNA that had a high affinity with the Bs-CSP caused
an increase in unfolding force, indicating this effect as a consequence of ssDNA binding.
Previously, the binding of ssDNA has been shown to increase the mechanical unfolding
force of the RRM1 domain of the TDP-41 protein [112], as discussed in section 1.4.3.6.
In this system the ssDNA acted as a mechanical staple, drastically increasing the
unfolding force by binding across the mechanical clamp and protecting the domain from
unfolding. In my results, the conservation of the ∆LC suggests that it is not ssDNA
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binding across the mechanical clamp causing the increase in FU . Instead the binding of
ssDNA stabilises a protein conformation with a stronger mechanical clamp region.
By completing a pulling dependence study of the mechanical stability of the protein
in the absence and presence of ssDNA, it was found that the increase in stability upon
ssDNA binding was greater at lower pulling speeds. The effect caused upto a 50 %
increase in the unfolding force. This could be due to the ssDNA forming new bonds as
the protein is unfolding. The Csp is a small protein, that can bind an oligonucleotide
chain nonspecifically, so as the protein is stretched the changing shape of the binding
site simply causes bonds to slide along the ssDNA. With the oligonucleotides stabilising
each intermediate unfolding structure, as observed in FC measurements on the Tm-CSP
unfolding [84]. At fast speeds there is less time for these bonds to be formed so the
stabilisation is not measured. At slower speeds the flexible ssDNA could help in holding
the stretched structure together, so rather than acting like a mechanical “staple” in
this complex, the ssDNA acts like an elastic band or a velcro strap. To test for this,
shorter oligonucleotides could be used, however the binding affinity rapidly reduces as
the oligonucleotide size is taken below the 6-7 nucleotide bases that cover the binding
site [59], so this would need to be accounted for.
To explore this effect further, the experiments were repeated at a reduced temper-
ature of 5 °C. This reduction in temperature also increases the affinity between the
Bs-CSP and ssDNA oligonucleotides. In these conditions the increase in unfolding force
of the Bs-CSP on ssDNA binding was observed to increase at lower pulling speeds.
The temperature dependent function of the Bs-CSP makes low temperature be-
haviour a physiologically relevant condition. The CSP is induced and has to function
at cold temperatures. To continue to function as a chaperone in RNA unfolding, the
protein should remain flexible in cold environments. While bound to nucleic acids,
the protein still requires flexibility to aid in the unfolding of RNA structures [20]. This
128
provides a functional explanation as to why the protein does not become more rigid
when bound to the ssDNA ligand.
To compare the underlying unfolding energy landscapes, MC simulations were
performed. These were fit with the pulling speed dependence of the unfolding force
to determine parameters describing the unfolding transition state. At both tem-
peratures the binding of ssDNA increased the ∆GTS of unfolding, and in both the
free and complexed Bs-CSP the reduction of temperature increased this energy bar-
rier as well. This cold induced increase in ∆GTS was larger when the ssDNA was present.
The ssDNA binding increased the distance between the folded and transition state,
∆xU , of the protein at both temperatures. This effect was stronger at the lower
temperature, where ssDNA binding with Bs-CSP is higher affinity. The temperature
dependent change in ∆xU was found to decrease with decreasing temperature for the
ligand free CSP, demonstrating the expected softening of the protein [7]. When high
affinity ssDNA was present, an increase in ∆xU with decreasing temperature was
observed. This effective increase in malleability with binding of ssDNA is the opposite
effect to previously recorded measurements on the influence of ligand binding on protein
mechanics [96,101,105,106,112].
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4Measuring the binding of ssDNA
to the Cold Shock Protein
In this chapter, the affinity of the Cold Shock Proteins (CSPs) from the organisms
Bacillus Subtilis (Bs-CSP) and Psychrobacter 6 (PB6-CSP) binding to single stranded
DNA (ssDNA) oligonucleotides is measured using a range of techniques and under a
range of conditions. The temperature dependence of this affinity is explored using
both tryptophan fluorescence titration and Isothermal Titration Calorimetry (ITC).
MicroScale Thermophoresis (MST) is applied to explore potential stoichiometry effects
and verify effects seen in the fluorescence quenching titrations. FInally, the potential
application of Single Molecule Force Spectroscopy (SMFS) to measure the unbinding
force of a CSP-ssDNA complex is explored.
The ability to bind nucleic acids is essential to Cold Shock Protein (CSP) function. As
a chaperone for RNA unfolding, the affinity must be strong enough to bind and influence
the RNA structure. The binding strength must also be low enough that it does not bind
too tightly and render the RNA useless. Monitoring the chaperone activity of this system
is difficult, as it requires a system that reports on the folded state of RNA molecules.
Recently this was achieved using NMR to monitor RNA oligonucleotides with 13C and
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15N labeled U and G nucleotides that produced a measurable signal change between
the RNA hairpin state and the hetero-duplex state [63]. The function of the Cold Shock
Protein (CSP) as an RNA chaperone requires the non-specific binding of nucleic acids.
To aid RNA unfolding this affinity should be stronger for the unfolded RNA state, with
an energetically favourable complex of unfolded RNA. By measuring the dissociation
constant (kD) of the proteins with single stranded DNA (ssDNA) oligonucleotides, an
approximation of function can be compared for different proteins and different conditions.
4.0.1 Limits of the Equilibrium Titrations
All binding interaction measurements performed were saturation methods, and the lim-
its to these measurements are described briefly here, more detail can be found else-
where [162,163]. The equilibrium between free protein, P, and ligand, L, and the bound
complex, PL, is described in equation 4.1.
P + L
kon−−⇀↽ −
koff
PL (4.1)
The change in complex concentration [PL] over time is dependent on the on and off
rates, kon and koff , and the free protein and ligand concentrations, [P] and [L].
d[PL]
dt
= kon[P ][L]− koff [PL] (4.2)
If the system has reached equilibrium we can assume [PL] has reached the steady state
d[PL]
dt
= 0 (4.3)
kon[P ][L] = koff [PL] (4.4)
As the free protein concentration [P] equals the total protein concentration [PT ] minus
the complex concentration [PL], and the free ligand concentration is the total ligand
131
concentration [LT ] minus the complex concentration.
d[PL]
dt
= 0 (4.5)
kon([PT ]− [PL])([LT ]− [PL]) = koff [PL] (4.6)
([PT ]− [PL])([LT ]− [PL])− koff
kon
[PL] = 0 (4.7)
Where the dissociation constant is defined as KD =
koff
kon
.
[PL]2 − [PL]([LT + PT +KD) + [LT ][PT ] = 0 (4.8)
Equation 4.8 is a quadratic equation so solving this for [PL] gives the final quadratic
velocity equation.
[PL] =
([PT ] + [LT ] +KD)−
√
([PT ] + [LT ] +KD)2 − 4[PT ][LT ]
2
(4.9)
Any equilibrium measurement with a signal dependent on the complex concentration
[PL] can be fit with equation 4.9 and the known variables of [PT ] and [LT ] to find a
value for KD. If there is more than one identical binding site on either the protein or
ligand, this can be incorporated by including the factor n, for n number of sites, with
the protein or ligand concentration, [PT ] or [LT ] depending on where the extra sites are.
So if there are n sites on the protein, [PT ] can be replaced with n[PT ].
The binding isotherm is a measure of the amount of ligands adsorbed as a function
of the concentration or partial pressure of the ligand at a fixed temperature [163]. Any
method used to accurately determine the KD requires a measurable signal from a pro-
tein concentration of the same magnitude as the dissociation constant. If the protein
concentration is too high then saturation is reached very rapidly when the ligand con-
centration approaches the same concentration as [P]. This will lead to high errors in the
determination of the KD as any value lower than about 10 % of the protein concentration
produce binding isotherms that are indistinguishable.
132
4.1 Tryptophan Fluorescence Quenching
Fluorescence spectroscopy can be used to monitor ligand binding if there is a measurable
difference between the free and bound protein fluorescence signal. All of the CSPs have
a surface tryptophan which produces a fluorescence signal. This signal is very sensitive
to environmental changes, making tryptophan a very useful amino acid for monitoring
protein folding and binding. When nucleic acids bind to the CSPs, the fluorescent signal
of this surface residue becomes quenched [61,130,164].
The tryptophan fluorescence provides a signal that is directly related to the free
protein concentration [P]. The quenching of this signal is proportional to the fraction
of protein sites bound, which can be stated as the concentration of complex over the
total protein concentration [PL][PT ] . The tryptophan fluorescence spectra for the Bs-CSP
Figure 4.1: Fluorescent emission signal of the Bs-CSP, excited at 285 nm and at a concen-
tration of 30 nM, before (green) and after titration (up to 1 µM) with the dT7 oligonucleotide
(black).
at 30 nM (green) and the PB6-CSP at 90 nM (blue) concentration, measured at 20 °C
are shown in figures 4.1 and 4.2 before and after (black) the quenching titration. The
protein concentration for each titration was 30 nM, 90 nM or 300 nM, depending on
the corresponding KD value to improve the precision of the fit with the tight binding
133
Figure 4.2: Fluorescent signal of the PB6-CSP, excited at 285 nm and at a concentration of
90 nM, before (blue) and after titration (up to 1 µM) with the dT7 oligonucleotide (black).
equation. Due to the tight binding of Bs-CSP to dT7 in these conditions, a low protein
concentration is required so the signal is lower than that for the PB6-CSP. This also
results in the final, fully quenched signal (black) being lower for the Bs-CSP than for the
PB6-CSP as there is a higher concentration of PB6-CSP and there is still some fluores-
cence signal of the protein when the titration has reached saturation. The fluorescence
emission peak of the tryptophan is quenched by the presence of ssDNA, and by track-
ing the peak height at 345 nm the concentration of the free protein [P] can be monitored.
4.1.1 Bs-CSP
Titrations of the Bs-CSP were performed with the dT7 oligonucleotide at different tem-
peratures (10, 20 and 30 °C) and the resulting isotherms are shown in figure 4.3. The
quenching after each titration step, i, was calculated from the fluorescence emission sig-
nal by Qi =
(F0−Fi)
F0
where F0 is the initial, maximum fluorescence signal. KD values
from the fits with the tight binding equation are shown in table 4.1.
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Figure 4.3: Quenching of tryptophan fluorescence in the Bs-CSP as dT7 is titrated into
the sample. Experimental data shown by markers for experiments recorded at 10 °C (blue),
20 °C (orange) and 30 °C (red). dA7 was also titrated into the Bs-CSP at 10 °C(purple)
but did not produce a significant quenching effect. Lines show the fits to the tight binding
equation, with resulting KD values shown in table 4.1.
Temperature (°C) ssDNA Dissociation Constant, KD (nM)
10 dT7 0.3 ± 1.2
20 dT7 10.2 ± 1.5
30 dT7 48 ± 7
Table 4.1: KD values for the Bs-CSP binding to ssDNA oligonucleotides determined by
fits to the tight binding equation as shown in figure 4.3
Results measured in this work are comparable with those obtained by the same
method at 15 °C in 50 mM cacodylate/HCl, 100 mM KCl (pH 7.0), supplemented
with 40 µM N-acetyl-tryptophanamide by Max et al. [62]. The dissociation constant
for dT7 with Bs-CSP was calculated using these results to be 1.8 ± 0.4 nM. The
temperature dependence is also comparable to that measured by Zeeb et. al. in the
same buffer conditions, which measured the KD to be 1.8 ± 0.4 nM at 15 °C, 60
± 4 nM at 25 °C and 464 ± 31 nM at 35 °C [59]. As the same temperature trend
and magnitude of KD is seen in these measurements and the previously published
results, these titrations were used as a basis to compare the temperature dependent
binding of nucleic acids between the mesophilic Bs-CSP and the psychrotropic PB6-CSP.
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4.1.2 PB6-CSP
The titrations of PB6-CSP with dT7 were performed at 10, 20 and 30 °C and the resulting
isotherms and fits are shown in figure 4.4. At high ssDNA concentrations the quenching
was seen to be reduced. This is most likely due to an effect of stoichiometry (section 4.3).
Fits to the tight binding equation were performed over the region of data where binding
was 1:1, so the final points in these titrations were excluded. The resulting values of KD
are shown in table 4.2.
Figure 4.4: Quenching of tryptophan fluorescence in the PB6-CSP as dT7 is titrated into
the sample. Experimental data shown by markers for experiments recorded at 10 °C (blue),
20 °C (orange) and 30 °C (red). dA7 was also titrated into the PB6-CSP at 10 °C (purple)
but did not produce a significant quenching effect. The affinity with this oligo is too low
to be fit with this method. Lines show the fits to the tight binding equation, fits shown
excluded the final two points of each titration, with resulting KD values shown in table 4.2.
Temperature (°C) Oligo Dissociation Constant, KD (nM)
10 dT7 36 ± 6
20 dT7 182 ± 9
30 dT7 1400 ± 90
Table 4.2: KD values for the PB6-CSP binding to ssDNA oligonucleotides determined by
fits to the tight binding equation as shown in figure 4.4
Overall the PB6-CSP has a lower affinity for the dT7 oligonucleotide. Both the
Bs-CSP and PB6-CSP display the expected, according to equation 4.13, exponential
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(a) (b)
Figure 4.5: Plots showing the temperature dependence of the dissociation constants, KD,
for the proteins Bs-CSP (green) and PB6-CSP (blue) with the oligonucleotide dT7 as mea-
sured by the quenching of the tryptophan fluorescence. Shown with the (a) linear scale and
(b) logarithmic scale used for the x-axis.
dependence of KD on temperature (figure 4.5b). Taking the optimum temperature for
Bacillus Subtilis to be 37 °C [49] and that of the Psychrobacter 6 to be around 20 °C [33],
then 7-10 °C below that temperature is considered “cold-shock” conditions, under which
CSPs are up regulated [33,44,165]. Comparing the dissociation constants measured at these
temperatures, both CSPs have a binding affinity in the tens of nanomolar range. This
suggests the activity of the proteins as chaperones is optimised relative to the optimum
growth temperatures of the organisms.
4.2 Isothermal Titration Calorimetry
ITC measures the emission or absorption of thermal energy upon binding. Using a ther-
mally isolated cell containing the protein, the change in heat upon binding is measured as
the ligand is injected into the reaction cell. Equation 4.10 describes the thermal energy
from ligand binding in the cell.
Q = ∆HV0[PL] (4.10)
Q is the total heat content of the solution, ∆H is the molar heat of ligand binding, V0 is
the total volume in the cell and [PL] is the concentration of the protein ligand complex.
Assuming a single set of identical sites, [PL] can be replaced with equation 4.9 with an
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additional term n, to account for the number of identical binding sites on the protein.
Q =
∆HV0
2
[
n[PT ] + [LT ] +KD −
√
(n[PT ] + [LT ] +KD)
2 − 4n[LT ][PT ]
]
(4.11)
Equation 4.11 now describes the heat content of the cell with the total protein concentra-
tion [PT ], the total ligand concentration [LT ] and the dissociation constant KD. During
the experiment, it is the power required to return the cell to equilibrium temperature
while the ligand is injected that is measured. The total cell thermal energy for each in-
jection (i) can be calculated using equation 4.11, and combined with the thermal energy
from the previous injection (i-1) to calculate the change in thermal energy, ∆Q. The
calculation for change in thermal energy for each injection (i) is shown in equation 4.12.
∆Q(i) = Q(i) +
dVi
V0
[
Q(i) +Q(i− 1)
2
]
−Q(i− 1) (4.12)
Vi is the added volume of the injection and V0 is the original volume. The injected
volume is displacing an equal volume of the original V0, and this will account for about
half the thermal energy contribution as the original volume.
The energy change measured in the cell during the injection of the ligand is fit to equation
4.12 to calculate n, KD and ∆H.
∆G0bind = ∆Hbind − T∆Sbind = RTln(KD) (4.13)
∆G0bind is the Gibbs free energy of binding, ∆Sbind is the entropy of binding, ∆Hbind is
the enthalpy of binding, T is the absolute temperature, R is the gas constant, and KD is
the dissociation constant. As the temperature of the ITC experiment is known equation
4.13 can be used to calculate a value for ∆Sbind.
4.2.1 Bs-CSP
Bs-CSP has been shown previously to have a very high affinity to ssDNA oligonucleotides
with a high thymine content [62]. To investigate the thermodynamic properties (i.e. en-
thalpy or entropy driven) of this interaction, the reaction of Bs-CSP binding to the
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oligonucleotide CT2 (CTTTTTC) was measured using ITC. This oligonucleotide was
chosen due to its lower KD (34 ± 4 nM at 15 °C) relative to dT7. The titration of
(a) (b)
Figure 4.6: Titration of Bs-CSP with CT2 ssDNA at 25 °C (a) the power put into the cell
to keep it equilibrated during 20 injections, including the initial dud injection to clear the
needle. Red line shows the baseline used to adjust for overall temperature drift (b) Energy
per mole of injectant plotted against the molar ratio of ssDNa to protein. Each marker
(black) is the result of integrating the area of each peak using the baseline. This is fit with
the 1 to 1 binding model (red).
Bs-CSP with CT2 ssDNA at 25 °C is shown in figure 4.6a. Each peak corresponds to
the energy put into the thermally isolated cell after one injection of ssDNA, to return
it to the equilibrium temperature. The peaks in figure 4.6a are clear and distinct from
one another, and the resulting isotherm (figure 4.6b) has clear baselines both for the free
protein and bound complex. Fitting this binding isotherm with equation 4.11 produces
values for the thermodynamic parameters of binding (equation 4.13). The value of en-
thalpy determined from this fit was ∆H = -93.6 ± 0.7 kJmol−1. This is within the range
expected from previously measured Bs-CSP titrations with ssDNA strands that are 23
nucleotides in length [130], where the value of dC23 (CCCCCCCCCCCCCCCCCCCC-
CCC) was -25 kJmol−1 and the value for dT23 (TTTTTTTTTTTTTTTTTTTTTTT)
was -110 kJmol−1.
The dissociation constant calculated from the 1 to 1 binding model was (529 ± 25) nM
and the entropy value was calculated as -0.192 kJmol−1K−1.
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4.2.2 PB6-CSP
The PB6-CSP has a lower affinity for ssDNA, so the dT7 ssDNA oligonucleotide was
used in the titration. The results of this titration at 25 °C are shown in figure 4.7.
Parameters derived from the fit to the 1 to 1 binding model in equation 4.11 (figure
(a) (b)
Figure 4.7: Titration of PB6-CSP with dT7 ssDNA at 25 °C (a) the power put into the cell
to keep it equilibrated during 20 injections, including the initial small injection to clear the
needle. Red line shows the baseline used to adjust for overall temperature drift (b) Energy
per mole of injectant plotted against the molar ratio of ssDNA to protein. Each marker
(black) is the area of a peak integrated using the baseline. This is fit with the 1 to 1 binding
model (red).
4.7b) were ∆H = (-10.0±0.1) kJmol−1 and KD = (970 ± 50 nM). The entropy, ∆S was
calculated as -0.219 kJmol−1K−1. Both the dissociation constant and entropy values are
larger for PB6-CSP than for the Bs-CSP.
The titration was repeated at 10 °C to explore the temperature dependence of the binding
thermodynamics. The differential power spectrum seen in figure 4.8a appears to show
two peaks associated with each injection. Initially the main peak and then roughly
10 seconds later a smaller peak, with a height that remains more constant than the
main peak. The second peak was still seen in a repeat after thorough cleaning of the
injection needle. One cause of this feature could be two processes occurring at different
rates. As the second peak only appears at lower temperatures, it could be due to a
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(a) (b)
Figure 4.8: Titration of PB6-CSP with dT7 ssDNA at 10 °C (a) the power put into the cell
to keep it equilibrated during 20 injections, including the initial small injection to clear the
needle. Red line shows the baseline used to adjust for overall temperature drift and insert
in the blue box shows a larger scale plot of the central region where the double peaks are
clear (b) Energy per mole of injectant plotted against the molar ratio of ssDNA to protein.
Each marker (black) is the area of a peak integrated using the baseline. This is fit with the
1 to 1 binding model (red).
conformational change in the protein that is present at higher temperatures but too fast
to be observable as distinct from the main binding process. At 10 °C the PB6-CSP
titration with dT7 had a calculated ∆H of -9.1±0.2 kJmol−1 and a KD value of 230
± 40 nM. These values show the expected increase in affinity at lower temperatures,
but with a slightly decreased enthalpic contribution to the binding. Table 4.3 includes
Temp.
(°C)
ssDNA KD
(nM)
∆G
(kJmol−1)
∆H
(kJmol−1)
∆S
(kJmol−1
K−1)
-T∆S
(kJmol−1)
Bs-CSP
25 CT2 529±25 -35.8 ± 0.3 -93.6 ±0.7 -0.194 57.8
PB6-CSP
10 dT7 230±40 -35.8 ± 0.8 -91 ± 2 -0.195 55.2
25 dT7 970± 3 -34.7 ± 0.3 -100 ± 1 -0.219 65.3
Table 4.3: Parameters obtained from the 1 to 1 binding model fit to ITC measurements of
PB6-CSP and Bs-CSP binding to ssDNA oligonucleotides. From fits shown in figures 4.6b,
4.7b and 4.8b
the ITC parameters calculated for all three systems measured. At 10 °C, the PB6-CSP
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demonstrates very similar measured thermodynamics the Bs-CSP at 25 °C, although
with a slightly different oligonucleotide. The enthalpic and entropic energies from these
experiments are shown graphically in figure 4.9a. Near the cold shock temperautres for
each organism, the contribution to Gibbs free energy from the enthalpic and entropic
contributions are similar. Using equation 4.13, the enthalpy, ∆H and entropy, ∆S can
be used to predict the dissociation constant over a range of temperatures. This assumes
that all these parameters remain constant at the different temperatures, which would
assume the conformations of the binding partners remains the same. A plot of this
predicted temperature dependence is shown in figure 4.9b. The parameters derived from
(a) (b)
Figure 4.9: (a) The enthalpic (green) and entropic (orange) energy components of ssDNA
binding and (b) the temperature dependence of Dissociation constants, KD, calculated from
Gibbs free energy, table 4.3, measured by ITC. The protein and experimental temperature
used to derive each set of parameters are the Bs-CSP at 25 °C (green), the PB6-CSP at 25
°C (orange) and the PB6-CSP at 10 °C (blue).
experiments on the PB6-CSP at 10 and 25 °C do not describe the same temperature
dependence of KD. If the behaviour seen at 25 °C continued to lower temperatures, the
KD value would be much lower, approaching that of the Bs-CSP at low temperatures.
Instead what is seen at 10 °C is an affinity of the same magnitude and thermal parameters
very similar to those derived for the Bs-CSP at 25 °C. This is important as 10 °C is close
to the PB6 cold shock temperature and 25 °C is closer to the Bs cold shock temperature
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as shown in figure 4.9b. This suggests that a component of the binding is changing to
reduce the affinity of the PB6-CSP at lower temperatures, possibly a conformational
change in the protein. This would correlate with low temperature behaviour measured
on this protein with NMR dynamics in chapter 5.
4.3 MicroScale Thermophoresis (MST) to explore Stoi-
chiometry with labelled ssDNA
MST provides a method of tracking a change of signal caused by the free and complexed
ssDNA rather than the protein. CT2 (CTTTTTC) ssDNA oligonucleotides labelled
with a fluorescent tag at a concentration of 25 nM were used to track the binding of
the Bs-CSP. The binding of the protein affects how the ssDNA diffuses in response to a
temperature gradient. This can be described as thermodiffusion or the Soret effect [166].
As the concentration of the complex increases, a change in fluorescence signal at a spot
heated by an InfraRed (IR) laser is observed, providing a signal to track the complex
concentration. The fluorescence signal from the time that the IR laser was switched
on to it being switched off is shown in figure B.3. By tracking a signal based on the
ssDNA and complex concentration, this experiment provides a different perspective on
the binding interaction, tracking the effect off binding on the ssDNA rather than the
protein. Figure 4.10 shows a binding isotherm that peaks at a protein concentration
of 1000 nM and then drops to less than half of the maximum value. The fluorescence
signal at low protein concentrations drops when the IR laser is switched on, indicating
the expected behaviour of the labelled ssDNA moving away from the heated spot.
This behaviour is typical of biomolecules at these temperatures [167]. As the protein
concentration increases beyond 100 nM (4× the ssDNA concentration) the fluorescence
signal starts to increase. This means that as the protein binds to the fluorescently
labelled ssDNA, the complex moves towards the heated spot. In the experiment shown
here, this effect is maximised at the peak around a protein concentration of 600 nM.
This experiment was repeated at 3 different IR laser powers, shown in figure B.4. For
each laser strength the peak appears at a different protein concentration, increasing
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Figure 4.10: Fractional change in fluorescence when the IR laser is switched on plotted
against concentration of Bs-CSP . The change in fluorescence corresponds to the concentra-
tion change in the spot that is heated by the IR laser, at 20 % power. This is decreased
when the fluorescent marker moves away from the heated spot and increased when the
marker moves towards the heated spot.
with IR power, making it difficult to extract any reliable binding parameters from this
experiment.
One cause of this peak could be that the ssDNA oligonucleotides bind at a ratio of 2:1
dT7 to Bs-CSP at high ssDNA concentrations, relative to protein concentration. Then
when the concentration of protein is increased, binding 1:1. This 2:1 binding would
not be observed in tryptophan quenching titrations (section 4.1) or ITC measurements
(section 4.2) as those would not differentiate between 2:1 and 1:1 binding until the
system is saturated with ssDNA.
The interactions between the Bs-CSP and various ssDNA oligonucleotides has been
studied previously using a variety of techniques [44]. The size of the Bs-CSP binding site
has been determined to be between 6 and 7 nucleotides of ssDNA, based on stoiciometry
measurements of longer (23 nucleotides) ssDNA strands [130]. It was also shown to have
a higher affinity for thymine residues [62]. Max et al. analysed the crystal structure of
the complex of Bs-CSP with ssDNA oligonucleotide dT6 (TTTTTT), and designed the
oligonucleotide TTCTTTT to have the highest affinity with Bs-CSP, as shown in the
schematic 1.16. The KD of this sequence with Bs-CSP was measured as 0.2 nM at 15
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°C. The crystal structure also reveals that it is possible for the dT6 strand of ssDNA to
bridge two Bs-CSP and vice versa. This implies that both 2:1 and 1:2 protein:ssDNA
binding is possible, despite the strand of ssDNA being designed to cover the binding
site of one protein.
Based on this ability to bind two ssDNA molecules and a preference for TTCTTTT
over dT7, a model to explain this MST result can be conceived. If the protein binds to
one half of the dT7 strand, as it does in the crystal structure, the free half of the protein
can either bind to the rest of the dT7 strand, or bind to half of another dT7 molecule.
Based on the preference for TTCTTTT, a second dT7 molecule might provide a more
suitable binding partner as it can bind without needing to fit across the part of the
binding surface where a cytosine base is preferable.
4.4 Single Molecule Force Spectroscopy of the ssDNA-Bs-
CSP Complex Unbinding
The force needed to unbind protein complexes is very small relative to SMFS experi-
ments regularly measured and therefore gets lost in ’noise’. A refined analysis procedure
is needed with a distinguishing feature that will identify the unbinding force as sepa-
rate from non-specific interactions. This feature can be a precise length across binding
partners that can be controlled in the experimental design, or a control method that
can block this force and cause a measurable difference. If the interaction force can be
identified then SMFS can be applied to further understand the system at the scale of
individual molecules. This can extract features of the interaction that are otherwise lost
in bulk measurements, which rely on population averages. SMFS has been successfully
applied to a range of protein-DNA interactions in this way [93,94]
To measure the force between the Bs-CSP and the DNA oligonucleotide dT7, a protein
variant (Cys-Bs-CSP ) was prepared with a cysteine residue positioned to link the pro-
tein to one surface with a PEG linker. A dT7 oligonucleotide with a thiol label at the
N-termius was attached to the other surface with a PEG linker. These were used to
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prepare both a functionalised surface and a functionalised AFM tip. Performing force
extension experiments with this system, the force of unbinding a single molecule of sDNA
from single Cys-Bs-CSP was studied.
4.4.1 Cysteine Mutated Bs-CSP binding capability
The site chosen for the cysteine mutation in the Bs-CSP (Ser 35) was far from the
nucleic acid binding site identified in the crystal structure of the complex (figure 2.2) [62].
This is both to avoid interfering with the active site and to control the pulling direction
of the SMFS experiments. To ensure that this substitution does not impede the binding
of the Bs-CSP with ssDNA a tryptophan fluoresence quenching titration was performed
with the ssDNA oligonucleotide dT7 (figure 4.11).
Addition of the dT7 oligonucleotide was found to quench the tryptophan fluorescence
Figure 4.11: Quenching of tryptophan fluorescence of the Cys-Bs-CSP as dT7 is titrated
into the sample. Experimental data shown by markers for experiments recorded at 15 °C
(green) and 25 °C (purple). Lines show the fits to the tight binding equation, with resulting
KD values of 3 ± 16 nM at 15 °C and 42 ± 22 nM at 25 °C, assuming a binding ratio of 2
ssDNA oligonucleotides per Bs-CSP at low ssDNA to Bs-CSP ratios.
at 15 and 25 °C. The fit to the tight binding equation calculated a stoichiometry of
2:1, dT7:Cys-Bs-CSP in these conditions. This titration was performed with a Bs-CSP
concentration of 300 nM as a less sensitive fluorescence spectrometer was used, meaning
the protein was in excess during the initial injections of the titration. As dT7 contains 7
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identical nucleotides it can bind in either the 2:1, 1:1 or 1:2 form of dT7:Bs-CSP. Unlike
the ITC measurements where the signal is dependent on the whole binding site on the
protein, so a 1 to 1 ratio would still be recorded for dT7 oligonucleotides which match
the size of the binding site, this measurement is based on the interactions of a single
amino acid side chain. As seen in the crystal structure, a single ssDNA strand can bind
at the tryptophan site of two Bs-CSPs. This does not match results recorded of the wild
type Bs-CSP (section 4.1) but this titration was performed on an instrument with lower
sensitivity, therefore requiring a larger protein concentration for a fluorescence emission
signal to be recorded. With this fit the KD values were calculated as 3 ± 16 nM at 15
°C and 42 ± 22 nM at 25 °C. This shows that the Cys-Bs-CSP has maintained binding
affinity to dT7 and can be used to investigate this binding interaction by SMFS.
4.4.2 Traces Measured of Unbinding Force at Controllable Length
SMFS experiments were performed using surfaces functionalised with the Cys-Bs-CSP
and tips functionalised with the ssDNA strand dT7. Results were analysed using soft-
ware written by Dr Yun Chen, which fits all potential peaks with the Worm Like Chain
(WLC) model. The WLC is used to to describe polypeptide stretching so peaks that
did not fit with this model were excluded as non-specific interactions such as those be-
tween the tip and the surface. Traces with more than one peak were also excluded as
this implies multiple interactions which can obscure the unbinding force measurement.
Example traces included in analysis from these experiments are shown in figure 4.12.
The combined length of the NHS-PEG24-malemeide linkers, Cys-Bs-CSP and the ss-
DNA strand thiol-GCTTTTTTT was estimated to be 25 nm. Traces measured to have
around this contour length by the fit with the WLC model are shown in figure 4.12, with
the WLC fit shown in black. At this length it is difficult to distinguish between traces
that are due to the CSP-ssDNA unbinding, and those that are caused by other surface
interactions.
The length of the ssDNA was increased by an additional 50 nucleotides, using the se-
quence shown in table 2.20. These longer strands were designed to contain a long region
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Figure 4.12: Example traces from SMFS experiments of the unbinding of the Bs-CSPCSP-
dT7 complex carried out at 600nms−1, with the WLC fit shown in black. Traces with contour
lengths (from left to right) of 31, 22, 25, and 20 nm from experiments using an ssDNA strand
with the overall expected contour length of 25 nm
with a low association for Bs-CSP and low probability predicted of forming secondary
structures, predicted using the online tool Mfold [168]. These regions were added between
the thiol linker and the dT7 sequence with the aim of increasing the expected contour
length by around 17 nm to a total contour length of 42 nm. Unfortunately the optimi-
sation of this set-up was not successful and no reliable measurements of unfolding force
were recorded.
4.4.3 Statistical Analysis of Unbinding Forces
Traces from each experiment were analysed and used to create a probability density map
of the peaks in terms of rupture force and contour length. The two density maps shown
in figure 4.13 a and b show this probability density from experiments performed with
and without the presence of ssDNA dA7 (AAAAAAA), for the shorter predicted contour
length (25 nm). The presence of dA7 was used as a control experiment as it is the com-
plementary strand to the dT7 on the functionalised tip. As the Bs-CSP does not bind
double stranded DNA, the presence of ssDNA should block any measured interactions
of the unbinding force.
Histograms plotted of the contour lengths and rupture forces obtained from the WLC fit
are shown in figure 4.14. These were produced from the data analysis of one experiment,
performed at 600 nms−1 both with and without the presence of dA7, as a control. The
histograms were fit with a Gaussian distribution, except for the contour length in the
presence of dA7 as this was centred at too short a length. The centre of the Gaussian fit
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(a) (b)
(c) (d)
Figure 4.13: SMFS experiments of the unbinding of the BsCSP-dT7 complex carried out
at 600nms−1. (a) Diagram of the unbinding force measurement (b) Peaks identified in
FX traces represented as a probability density of unbinding events by force measured and
contour length obtained from the WLC fit. The red-green scale indicates the probability
density measured from 4000 traces. The predicted contour length of the structure is 25 nm
and some rupture peaks are recorded at this length with forces between 20 and 50 pN that
appear to be less likely in the control experiment (c) Diagram of the control experiment,
where the complementary strand of ssDNA (dA7) was added to the solution to block the
interaction (d) Probability density measured in the control experiment in the presence of
dA7.
of the contour length was 21 ± 1 nm, close to the expected value of 25 nm. The forces
calculated were 38 ± 1 without dA7 and 38 ± 1 with dA7.
In both the experiment and control, the highest proportion of measured contour length
is below 10 nm. This is most likely due to the surface interaction. A number of peaks
of the expected contour length, around 25 nm, were measured in the non control ex-
periment (figure 4.13 a). This number was reduced after the dA7 was added (4.13 b)
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Figure 4.14: Histograms of the WLC fit contour lengths (left) and unbinding forces (right)
measured in one SMFS experiment of the unbinding of the BsCSP-dT7 complex carried out
at 600nms−1 (red) and then repeated in the presence of the ssDNA strand dA7 (blue) as
a control. Contour lengths below 10 nm were excluded and a Gaussian model (black) was
used to fit the data. The centre of the Gaussian fit of the contour length was 21 ± 1 nm
but the the data collected in the presence of dA7 did not fit the Gaussian model. The forces
calculated were 38 ± 1 without dA7 and 38 ± 1 with dA7.
which may be an indication that the unbinding of dT7 ssDNA from Cys-Bs-CSP is being
measured. However, it is difficult to differentiate on an individual level which peaks are
unbinding peaks and which are other, non-specific interactions. The data measured in
the presence of dA7 demonstrates the presence of non-specific interactions in the mea-
surements of force, and as the force calculated in the control (figure 4.14) matches the
force measured in the main experiment it is clear that the non-specific interactions will
obscure any complex interaction data.
There is potential for this system to be improved by finding an appropriate surface
concentration of protein and ssDNA. If the concentrations are too high then single in-
teractions are obscured, but too low and not enough data will be recorded. It could also
be improved by the use of optical tweezers in place of the AFM. These can accurately
determine forces of a smaller scale than the AFM, which is likely the prime cause of
difficulty in these measurements [169].
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4.5 Discussion
The function of the CSP is known to include the role of an RNA chaperone when
systems experience “cold shock”. To perform this role, the CSP must bind nucleic
acids with an affinity strong enough to bind and influence the RNA structure without
hindering the RNA function.
4.5.1 Affinities Adapted to Organism Native Temperature
Tryptophan fluorescence quenching titrations with dT7 ssDNA oligonucleotides per-
formed on the mesophilic Bs-CSP and psychrotropic PB6-CSP , showed PB6-CSP had
a lower affinity for this sequence. The affinity to dT7 ssDNA was highly temperature
dependent in both proteins. At temperatures considered “cold shock” (8-10 °C below
the organism optimum temperature) the measured affinity of both proteins to dT7
ssDNA was in the tens of nanomolar range. This is evidence of the protein function
being adapted to function relative to the organism native temperature [170].
Exploring the driving forces behind this temperature dependent affinity ITC was
performed with both proteins. At 25 °C the Bs-CSP had a stronger affinity to the
ssDNA oligonucleotide, at (529 ± 25) nM, than the PB6-CSP, at (970 ± 53) nM. The
thermodynamic parameters measured for the Bs-CSP matched values predicted for the
binding of CT2 from results measured previously on dC23 and dT23 oligonucleotides [130].
PB6-CSP showed higher enthalpic and entropic energy differences on dT7 binding. This
difference may also have been due to the difference in oligonucleotides used for these
experiments. At the lower temperature measurement of the PB6-CSP these thermody-
namic parameters were much closer to the Bs-CSP values at 25 °C, as shown in table 4.3.
The binding affinity at 10 °C of the PB6-CSP binding dT7 does not follow the trend
predicted from thermodynamic parameters measured at 25 °C by ITC. The PB6-CSP
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appears to dampen the low temperature binding affinity by adjusting the thermodynamic
properties of binding between 25 and 10 °C. This could be related to the extra peak
seen in the injection peaks of the ITC titration. This peak seems to show a slow change
occurring in the presence of ssDNA. The slow process could be a conformational change
that is to fast to observe at higher temperatures, but aids low temperature function.
This possibility is explored in the NMR measurements on PB6-CSP low temperature
dynamics in chapter 5. One consequence of this result is that low temperature behaviour
of proteins cannot be predicted purely from measurements taken at higher temperatures.
Dissociation constants measured by ITC are orders of magnitude larger than those
measured using tryptophan fluorescence quenching. This is partially due to the high
protein concentration required to produce a measurable signal in the ITC experiment.
As the protein concentration used was 10 µM, KD values below 10 % of this value
become less distinct. As all of the KD values measured by tryptophan fluorescence
quenching below 25 °C, are below 1 µM, these will not be precisely determined by ITC.
4.5.2 Stoichiometry of ssDNA Oligonucleotides binding to the CSPs
A concentration dependent stoichiometry was observed by MST, which tracked the
change in ssDNA behaviour in response to increasing protein concentrations. This
showed that at high protein:ssDNA ratios, the stoichiometry appeared to shift to a
lower number of ssDNA oligonucleotides per protein. This suggests that initially two
ssDNA oligonucleotides were bound per protein. This could explain the effects seen
in tryptophan fluorescence quenching titrations performed with protein concentrations
much higher than the KD, such as the titration shown in figure 4.11. Titrations
performed with these concentrations showed evidence of 2:1 binding at low ssDNA
concentrations, while still showing 1:1 binding properties when concentrations of the
protein and DNA were more equal.
Based on the complex structures measured in Max 2006 [62] and shown in figure 1.16,
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(a) (b)
(c) (d)
Figure 4.15: Binding Models based on the crystal and solution structures identified in
Max 2006 [62]. (a) and (b) show partial binding of dT7 with the Bs-CSP with the two halves
bound as seen in the crystal structure. Site 3 of the protein corresponds to the position that
preferentially binds to a cytosine. (c) and (d) show possible binding positions that saturate
the Bs-CSP binding surface, with (d) demonstrating 2:1 binding of dT7:Bs-CSP.
four possible binding conformations are shown in figure 4.15. Of these the complex
measured in solution, figure 4.15c, should be the most stable as it has the maximum
number of bonds between the two molecules. However, due to the identical bases of the
dT7 strand partial binding of the Bs-CSP surface is also possible. From the complex
models identified in figures 4.15a and 4.15b, the preference for a cytosine at site 3 might
make the affinity for a second ssDNA molecule higher than the affinity for the already
bound molecule, as shown in figure 4.15d. If there is a high enough concentration of
ssDNA in the solution, the binding model shown in figure 4.15d might be more likely
than that shown in figure 4.15c and this would explain the behaviour seen in the MST
experiment.
A concentration dependent stoichiometry would account for these results, and could
also be the cause of the reduction in quenching seen at high ssDNA concentrations
in the tryptophan fluorescence quenching of the PB6-CSP seen in figure 4.4. If the
stoichiometry is changing at these high ssDNA concentrations, the fluorescence signal
of the complex could be affected. Potentially, a complex of 2:1 ssDNA to protein
could expose the tryptophan residue, or bind in a manner that does not quench the
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fluorescence as efficiently.
4.5.3 SMFS Measurements of ssDNA Unbinding from the Bs-CSP
Initial experiments were performed to measure the unbinding force of a single molecule
interaction between Cys-Bs-CSP and dT7 ssDNA. Evidence was recorded of an interac-
tion that is disrupted by the addition of dA7, shown in figure 4.13, the complementary
strand to dT7 that should block the protein-ssDNA binding. The high flexibility of the
ssDNA in this interaction is one obstacle in obtaining a clear, disruption force profile.
One potential improvement in the experimental design would be the use of DNA bound
to the surface at both termini with the binding site positioned halfway along the length.
The tethering of both termini would position the binding site of the DNA in a more
uniform orientation when the complex is stretched before unbinding. This could help
counter the flexibility of ssDNA, which results in a wide range of orientations when the
complex is pulled apart, and the potential of protein “sliding” along the ssDNA [171] be-
fore unbinding, leading to weaker measured forces. The experiment could also be moved
to an optical trap system, as this has been shown to be capable of accurately measuring
the low forces of protein DNA interactions [73].
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5Protein Dynamics measured by
NMR
Folded proteins will have dynamic properties determined by the characteristics of the
amino acid side chains, the sequence of amino-acids and the way they interact with each
other. These properties will not be uniform across the whole protein structure and while
many experimental techniques measure average properties of the overall protein, protein
NMR is useful because it can measure structural and dynamical characteristics of indi-
vidual residues.
In this chapter the NMR signals from Cold shock protein from the psychrotropic Psy-
crobacter 6 (PB6-CSP) and from Bacillus Subtilis (Bs-CSP) are investigated at different
temperatures. As Bs-CSP has been studied previously by NMR [58,59], it is used here as
a mesophilic control for PB6-CSP so that the temperature dependence of the dynamics
of each protein can be compared. The structure of Bs-CSP was first measured by X-ray
crystallography [53] and this is shown in figure 5.1a. The side chains associated with
nucleic acid binding are shown in pink, these were identified from the structure of the
protein bound to a strand of single stranded ssDNA, with sequence TTTTTT (dT6) [62].
There is no published structure for the PB6-CSP, so a 3D structure predicted from
the amino acid sequence was obtained using the I-Tasser server [172–174]. This takes the
sequence of the protein and compares it with sequences of protein structures in the Pro-
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(a)
(b)
Figure 5.1: (a) Crystal structure of the Bs-CSP , pdb code 1CSP [53], showing side chains
of residues that interact directly with dT6 ssDNA in the complex structure (pink), pdb code
2ES2 [62], (b) Sequence of the Bs-CSP with structure and ssDNA binding residues identified
(pink)
(a)
(b)
Figure 5.2: (a) Predicted structure of the PB6-CSP using the I-Tasser server [172], showing
side chains of residues conserved from the Bs-CSP and associated with ssDNA binding
highlighted in pink (b) Sequence of the PB6-CSP with structure and ssDNa binding residues
identified (pink)
156
tein Data Bank (PDB) [10] to generate a structure based on similarity. The structure
predicted using this method is shown in figure 5.2a, showing the recognisable CSP β-
barrel backbone structure. The nucleic acid binding residues of the Bs-CSP are easily
identifiable in the PB6-CSP sequence, and are consistent with the nucleic acid binding
surface conserved across cold shock domains [53,57]. The position of these side chains are
shown in figure 5.2a, however these should be considered uncertain as predicting the side
chain positions from the protein sequence is generally unreliable.
These structures (figures 5.1 and 5.2), mean that localised dynamics can be understood
in relation to the functional regions of the protein. To adapt protein function to the cold
shock temperature of each organism, around 29 °C for Bacillus Subtilis and around 10
°C for Psycrobacter 6, it is supposed that the active regions must maintain flexibility.
By mapping the localised dynamics at the functional temperature of each protein, this
theory can be tested. Differences between the two proteins can then be explored to
identify how the temperature dependent function has been adapted.
PB6-CSP has previously been measured by NMR using a N-terminal histidine tagged
variant (Michael Wilson, PhD thesis, University of Leeds). As it is possible that a histi-
dine tag, comprising 6 positively charged histidine residues, will influence the dynamics
of this small protein, a histidine tag free PB6-CSP construct was made. Design of this
construct is described in methods section 2.2.5. For this work the growth and purifi-
cation process of a histidine-tag free protein was then optimised. The polydispersity
of this purified sample was measured using SEC–MALS, ensuring that the protein was
monomeric in the NMR samples. The thermostability was then assessed by Circular
Dichroism spectroscopy to ensure the removal of the histidine tag did not dramatically
alter the properties of the protein. 15N and 13C labelled samples were then used to
assign the backbone residues. These assignments were used to analyse the backbone dy-
namics recorded at different temperatures. Low temperature dynamics of the PB6-CSP
were explored further using dispersion relaxation measurements, which were then used
to calculate properties of the underlying chemical exchange process.
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5.1 Sample Characterisation
15N labelled samples of Bs-CSP and PB6-CSP, and 15N and 13C labelled samples of
PB6-CSP were prepared as described in section 2.3.
5.1.1 Monitoring Polydispersity of PB6-CSP by SEC–MALS
The potential for aggregation at the high protein concentrations required for NMR was
investigated using SEC–MALS. Two 50 µL sample of 5 mgml−1 or 675 µM PB6-CSP
(NMR concentration is 1.5 mgml−1 or 200 µM) were injected onto the size exclusion
column equilibrated to conditions matching those used in NMR measurements at room
temperature with 20 mM NaP, 150 mM at pH 7.4 buffer. The results are shown in
figure 5.3, where both runs are overlaid. As the light scattering intensity is directly
proportional to the ratio of molecular mass to concentration, and the concentration can
be measured by UV absorbance, the molecular mass can be calculated over time. Taking
a time averaged value, the calculated average molecular weight over both runs was 7 ±
2 kDa, error given is standard deviation. This fits with the expected value of 7.4 kDa.
The protein was too small to get a precise measure of the radius of gyration, but the
results give a strong indication that the protein is monomeric under these conditions.
From the results shown in figures 2.18a and 5.3, the PB6-CSP samples prepared for
NMR measurements were pure and monomeric.
5.1.2 PB6-CSP Thermo-Stability measurements using CD
Circular Dichroism was used to measure the thermal stability of histidine-tag free PB6-
CSP in similar buffer conditions as those used in the NMR experiments. As HEPES
gives a strong signal in the far UV range it could not be used as a buffer in these
experiments, so 20 mM NaPh, 150 mM at pH 7.4 was used as a substitute. The results
of the temperature ramp from 7 to 80 °C are shown in figure 5.4.
Figure 5.4a shows the far-UV ellipticity readings during a thermal ramp at six commonly
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Figure 5.3: SEC–MALS results: Light scattering intensity (green and black) and calculated
molecular mass (blue and red) for two runs of PB6-CSP are overlaid. Molecular mass is
calculated from the light scattering intensity and the protein concentration measured by the
UV absorbance.
used wavelengths for CD of proteins, with fits to equation 2.2 shown. From these fits, the
baselines of pre-transition and post transition were used to normalise the measured signal
to fraction of folded protein, shown in figure 5.4b. The average melting temperature
(Tm) from these fits was (41.6 ± 0.4) °C, which is only slightly lower than previous
measurements performed on histidine tagged PB6-CSP by Michael Wilson, (43.2 ± 0.6)
°C.
5.2 NMR Spectra
5.2.1 HSQC
For most proteins, the 1D NMR spectrum of 1H is too crowded to resolve for individual
amino acids. Heteronuclear single quantum coherence (HSQC) spectroscopy is a
technique that results in a 2D spectrum with 1H chemical shift as one axis and the
chemical shift of a covalently attached heteronucleus as the second axis [175], as described
in section 1.5.2.3. As each residue in the protein backbone (except proline) contains
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(a)
(b)
Figure 5.4: Temperature ramp of the PB6-CSP measured by far UV-CD spectroscopy at
six wavelengths. (a) CD values with fits to equilibrium unfolding equation, (b) Fraction
unfolded for each wavelength calculated from the fit.
one nitrogen covalently bonded to hydrogen, 15N labelled protein samples provide a
convenient extra dimension for protein spectroscopy. In the 2D 15N-1H HSQC, each
residue is represented by an individual peak reflecting the chemical environment of the
1H - 15N nuclei, identified in the protein backbone in figure 1.26a. The spectra generated
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with this technique will have a single peak for each N-H bond if the protein structure is
fairly rigid. The chemical environment of each of these nuclei will determine where in
the spectrum these peaks appear, and the dynamics of the N-H bond will influence the
shape of the signal. This is how HSQC spectra provide qualitative information about
the protein state.
5.2.2 Temperature Dependent HSQC spectra
The HSQC spectrum of PB6-CSP was recorded at 5, 10, 20 and 37 °C as shown in
figure 5.5. This temperature variation causes a change in chemical shift for most of
the peaks, this is typical behaviour due to the change thermal motion and hydrogen
bond strength [176,177]. Interestingly other changes are observed: some changes in peak
intensity, with most residues generating the largest signal at 20 °C, also the appearance
of peaks only detectable at low temperatures.
The protein has 70 amino acid residues so 68 peaks, excluding the one proline and
the N-terminal residue, should be visible if they do not overlap with one another. This
excludes side-chain peaks which appear in the region of the spectrum between 110-115
ppm in the 15N dimension and 6-8 ppm in the 1H dimension. At 20 °C, around 75 peaks
were counted. As the temperature is lowered, more peaks appear around the centre
of the spectrum, as shown in figure 5.6. Extra peaks also appear at 37 °C but this
is quite close to the measured melting temperature of 42 °C. The extra peaks at low
temperatures could be due to cold denaturation, but the protein structure, as measured
by CD and shown in figure 5.4, is calculated to be over 99 % folded at 10 °C according
to the two state model.
The appearance of additional peaks could arise for several reasons. Firstly it could
be due to the the population of unfolded protein states that are more solvent exposed,
so that the 1H is exchanging with the deuterium in the solvent. As this effect is
reduced at lower temperatures, the peaks become visible. Secondly, it could be due
to the protein being in slow exchange with states corresponding to these peaks at low
temperatures. This would correspond to a more frustrated protein structure where
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Figure 5.5: HSQC spectra of the PB6-CSP at 5 °C (navy), 10 °C (blue), 20 °C (orange)
and 37 °C (red)
Figure 5.6: Central region of the HSQC spectra of the PB6-CSP at 5 °C (navy) 10 °C
(blue), 20 °C (orange) and 37 °C (red)
low temperatures lead to slow exchange between shallow, minimum energy wells. As
10 °C is the temperature at which this protein should be functional in vivo, this extra
state could be useful for maintaining protein function. To explore this possibility,
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identification of the source of these extra peaks is essential.
The HSQC spectra of the Bs-CSP are shown in figure 5.7. Here little difference is seen
Figure 5.7: HSQC spectra of the Bs-CSP at 10 °C (black), 20 °C (green) and 37 °C (yellow)
between 10 and 20 °C. At 37 °C more peaks are no longer present and some peaks are
broadened, indicating an increase in µs-ms dynamics at this temperature. This is shown
more clearly in figure 5.8 where the central region of the spectrum is shown for the
Bs-CSP spectra. The spectra at 10 and 20 °C have almost the same number of peaks,
with little evidence of any alternative states.
The difference between the low temperature (10 °C) HSQC spectrum of the PB6-CSP
and Bs-CSP suggests that the protein from the cold adapted organism, Psychrobacter 6,
is more dynamic in this environment. The optimum temperatures of Psychrobacter 6 and
Bacillus Subtilis are around 20 °C and 37 °C respectively. If the cold shock temperature
for these organisms is approximated as ∼8 °C below the optimum temperature then the
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Figure 5.8: Central region of the HSQC spectra of the Bs-CSP at 10 °C (black), 20 °C
(green) and 37 °C (yellow)
active temperature for the PB6-CSP is around 12 °C and for the Bs-CSP it is around 29
°C. The extra peaks seen in the PB6-CSP spectrum around this temperature are evidence
of low temperature dynamics that may help this protein function in cold environments.
To explore this possibility further NMR experiments were performed to clarify what
characteristic is causing these extra peaks, which parts of the protein are involved, what
other dynamic effects can be measured and potentially how this could influence the RNA
chaperone activity at low temperatures.
5.3 Protein Backbone Assignment using 3D Triple-
Resonance Experiments
While some idea of what residue corresponds to which peak can be gleaned from an
HSQC spectrum based on typical amino acid characteristics, such as the lower chemical
shifts of glycine in the nitrogen dimension, more information is required to label all the
peaks [123]. For this, triple resonance experiments on a sample labelled with 15N and 13C,
is required.
The Bs-CSP has been assigned in solution at 25 °C in the presence and absence of bound
ssDNA [59]. This spectrum was overlaid onto the spectrum previously measured at 20
°C [59] for the Bs-CSP which matched well for most of the residue assignments, as shown
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in figure 5.9.
Figure 5.9: HSQC of the Bs-CSP with assignments, measured at 20 °C
5.3.1 Assignment of PB6-CSP
PB6-CSP has not been assigned previously, so signals from the backbone residues needed
to be identified by the methods described in section 2.6.2. As an example of this process,
figure 5.10 shows the sequential identification of residues 35-38 using HNCA, HN(CO)CA
and HN(CA)CB spectra, as described in section 1.5.2.4.
63 out of the 70 residues of the PB6-CSP were assigned and these assignments are shown
in figure 5.11. One of these unassigned residues is a proline, residue 62, which does not
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(a) (b)
Figure 5.10: (a) HNCA (teal), HN(CO)CA (purple) and HN(CA)CB (dark blue) spectra
corresponding to 4 neighbouring residues. In panel 1 the location of the HN(CA)CB signal
identifies this residue as a serine. (b) Peptide diagram with colours matching the spectra
produced to the corresponding atoms with the initial H-N residue (i) and previous residue
(i-1) identified. Initial amide bond highlighted in green and magnetisation is passed from
there through HNCA to the Cα (teal), HN(CO)CA to the Cα of the i-1 residue (purple)
and HN(CA)CB to the Cβ atom of the side chain (dark blue)
have a signal in 1H-15N HSQC measurements. The N-terminus residue does not appear
in these measurements due to the free amine group. The remaining 5 unassigned residues
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(Ser2, Gly41, Gly42, Lys59 and Lys 60) make up the N and C terminus of the protein
and a glycine rich region. This positioning makes these regions more likely to be flexible
and hence more prone to dynamic behaviour. Intermediate time-scale dynamics in these
regions would obscure the signal from these residues, as described in figure 1.32.
Unidentified peaks are visible in the centre of the HSQC spectrum (figure 5.11). These
Figure 5.11: HSQC of the PB6-CSP with assignments, measured at 20 
did not match the missing residues described, so it is likely they are produced by an
alternative protein states. While intermediate time-scale chemical exchange will obscure
the peaks in the spectrum so that dynamic regions cannot be assigned, slow exchange will
produce an extra NMR signal for each state. The lesser populated “excited” state would
produce these extra peaks which have lower signal intensity than the peaks produced by
the more highly populated “ground” state.
Some of these peaks did have signals in the C-α and C-β spectra, which connected them
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as a group of 4 neighbouring residues as shown in figure 5.12. Identified here as residues
A, B, C and D, the chemical shifts of these unidentified signals does match the theoretical
chemical shift values of the 4 residues (Ile 67, Glu 68, Ala 69 and Ile 70) that make up
the C-terminus of the PB6-CSP. It is possible that these extra peaks are from a second
protein state in which these residues are in a different chemical environment than they
are in the native, ground state.
5.3.2 Investigating the Additional Peaks
It is possible that the excited state residues may be due to unfolded or denatured proteins
given their position in the centre of the 1H spctrum. However, this seems unlikely given
the thermo-stability measured for the PB6-CSP in figure 5.4b. Figure 5.13 shows a
comparison of the centre of the spectrum where most of the extra peaks appear at low
temperature (blue), with a spectrum recorded at the same temperature, 5 °C, after the
sample had been fully heat denatured (red). The protein was held for a 36 hour period at
37 °C, very near the melting temperature (Tm = 41.6 ± 0.4 °C). This led to a loss of signal
of the assigned peaks, without loss of protein concentration by aggregation, suggesting
that the signal is generated from the majority of the protein population trapped in the
denatured state. While the information gained from this comparison is not ideal as the
structure of the denatured state is unknown, it could indicate that the protein is in
exchange with a fully or partially unfolded state.
The extra, unassigned peaks at 5 °C seen in figure 5.13 match well with the peaks of
the denatured protein. This is an indication that the state causing these extra peaks is
a more disordered one, possibly with residues more exposed to the solvent.
The simplest example to explore is the peak from the tryptophan side-chain, shown in
figure 5.14. As there is only one tryptophan residue in the PB6-CSP sequence, the two
peaks seen in blue in figure 5.14a are a clear signal of an extra protein state. The minor
peak matches the signal from the heat denatured protein state. This minor state peak
also matches the protein state when bound to ssDNA, shown in figure 5.14b which is
taken from previous NMR measurements of this protein (Michael Wilson, PhD Thesis)
with and without dT7 ssDNA bound. This previous work was performed on the PB6-
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Figure 5.12: HNCA (teal), HNCOCA (purple) and HNCACB (dark blue) spectra corre-
sponding to 4 low signal unassigned peaks.)
CSP with a histidine tag and showed that the presence of ssDNA caused a change in the
chemical shift of most residues in the protein. The tryptophan side chain was the only
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Figure 5.13: HSQC spectra of the PB6-CSP at 5 °C (blue), and after heat denaturation
(red) when the protein was held near the melting temperature for 36 hours and seemed to
become kinetically trapped in a heat denatured state.
clear signal that could be identified.
(a) (b)
Figure 5.14: HSQC spectra of the Tryptophan side chain of PB6-CSP , (a) at 5 °C (blue),
and after heat denaturation(red) (b) In free state (blue) ssDNA and with ssDNA bound
(orange)
170
5.4 Relaxation Measurements
5.4.1 ZZ-Exchange
Signals in slow exchange (s) can be identified using the zz-exchange experiment. This will
show cross-peaks between peaks that are the result of a particular residue in undergoing
slow exchange. These measurements were performed on the PB6-CSP by Dr. Arnout
Kaldera at 5 and 10 °C to examine if residues in slow exchange could be identified and
connected to the additional peaks. Under these conditions a few crosspeaks were seen
but it was difficult to connect them with specific residues due to the crowded nature of
the spectrum in these conditions. The residues that were identified as being in exchange
with one of the additional peaks are shown in figure 5.15. Here the presence of peaks
in the zz-exchange spectrum that are not present in the HSQC spectrum, indicate that
there is exchange occurring between the the signals aligned with these cross-peaks. These
(a) Ala 69 (b) Ile 70
Figure 5.15: ZZ-exchange spectra (Pink) with HSQC spectrum (Blue) at 5 °C for (a)
Alanine 69 and (b) Isoleucine 70
results agree with other evidence gathered that sections of the C-terminus β-strand is in
slow exchange with another state. Peaks identified as C and D from the triple resonance
assignment experiments (figure 5.12) are in exchange with residues Ala 69 and Ile 70
respectively. This is more evidence that these peaks are caused by a different chemical
state of the C-terminus, which is in slow exchange with the main “ground” state.
Another exchange signal was identified in an uncrowded region of the spectrum for the
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side chain of the tryptophan 11 residue as shown in figure 5.16a. This indicates that the
(a) (b)
Figure 5.16: (a) ZZ-exchange spectra (Pink) with HSQC spectrum (Blue) at 5 °C for the
side chain of tryptophan 11 (b) the tryptophan residue with the side chain amide bond
highlighted in yellow
tryptophan side chain residue is in slow exchange with the second state corresponding
to a more disordered state, involved in ssDNA binding as shown in figure 5.14.
The location of these residues on the predicted protein structure is shown in figure 5.17.
The tryptophan side chain is a part of the hydrophobic surface associated with nucleic
acid binding and the C-terminal residues (Ala 69 and Ile 70) are on the opposite side of
the β barrel. Between them lies the loop region between β sheets 3 and 4. While the
hydrophobic surface area is highly conserved between CSPs [58], the residues associated
with the C-terminus in PB6-CSP are some of the least conserved between this protein
and those CSPs adapted to warmer environments. Differences in these loop and termini
regions could weaken interactions in this region and expose the hydrophobic core to the
solvent. The comparable motion of the C-termini residues and the tryptophan side-chain
is potentially evidence of allostery being used in the adaptation to the cold [42].
From the triple resonance experiments connecting peaks A, B, C and D (figure 5.12) and
these zz-exchange measurements identifying C and D as alternative states of residues 69
and 70, it follows that peaks A and B correspond to alternative states of residues Ile 67
and Glu 68. As these peaks are also clear in the spectrum of heat denatured PB6-CSP
(figure 5.13) this alternative state is potentially a more disordered one in which β sheet 5
has peeled away from the rest of the protein structure. This exposing of the hydrophobic
core could then lead to the W8 side chain taking a conformation that matches that of
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Figure 5.17: Location on the predicted PB6-CSP structure of the residues identified as
undergoing slow exchange by zz-exchange experiments
the denatured and ssDNA bound state seen in figure 5.14. The crowded spectrum and
relatively low signal intensity of other cross peaks made it difficult to identify other
residues using the zz-exchange method, but the presence of these extra peaks indicates
that these are not the only residues affected by this slow exchange. Methods that can
measure dynamics at faster time-scales were then employed to investigate the sources
of different dynamic behaviour between this cold adapted PB6-CSP and the mesophilic
Bs-CSP.
5.4.2 Relaxation Measurements and Time-scales
Proteins in solution are not static, as Brownian motion causes both global movement
of the protein and more localised motion depending on protein flexibility. One of the
advantages of NMR is that it can be performed in solution so that proteins are in near
native conditions. The signal is also sensitive to these motions and so can be used to
measure them on a nucleus by nucleus basis. The application of the static B0 field induces
a preferred lower energy orientation of the nucleus, but the motions of the particle change
the orientation of B0 with respect to the nucleus. This will affect the signal obtained
and can be used to investigate the motions of each nuclei in the molecule.
The molecular motions of biomolecules occur on a range of times-scales and the relation
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of these motions with biological function is fundamental [178], [37]. A variety of NMR
techniques have been developed to explore these motions with each technique providing
data specific for a particular time-scale (figure 1.29).
At one end of the time spectrum, fast motions are those that occur faster than the
measurement time of the experiment (figure 1.32. This includes bond vibrations and
side-chain orientation. On the other end of the spectrum there is real time NMR, for
processes slower than the time of the measurement (usually 10s of seconds). If the
process results in a change of signal then this can be tracked in real time. In between
these two extremes of time-scale more refined experimentation is required if the protein
exhibits dynamics. 15N-1H-NOE relaxation measurements are influenced mainly by the
fast, ps - ns motions that cause amide bond vibration. Transverse relaxation rates are
also influenced by fast motions, but if there is slower exchange with another state this
will also have an effect that needs to be separated for analysis. Relaxation dispersion
measurement measure these slower, µs - ms rates if they are present.
5.4.3 15N-1H-NOE Relaxation
15N-1H-NOE relaxation measurement gives an indication of fast dynamics of the hydro-
gen and nitrogen nuclei. The resulting ratio of saturated intensity against unsaturated
intensity can range from 1 (less dynamic) to between -3 and -4 (more dynamic) depend-
ing on the field strength of the NMR static field, B0.
The 15N-1H-NOE of the PB6-CSP at 10 and 20 °C is shown in figure 5.18a. The five β
sheets expected from the predicted structure are clearly identifiable in the graph. The N
terminus appears to be more flexible than the C terminus, with low values for residues
2 and 3 at both temperatures. A similarly dynamic region is seen between residues 38
and 43, corresponding to the predicted loop region between β strands 3 and 4. Values
for residues in this region, and around residue 60, are missing and these correspond to
residues that were not identified during assignment. As these are present in highly flex-
ible regions, it can be surmised that these peaks are not clear in the spectrum due to
broadening of the signal by decreased relaxation rates.
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(a) PB6-CSP
(b) Bs-CSP
Figure 5.18: The 15N-1H-NOE ratios for (a) the PB6-CSP measured at 10 and 20 °C (b)
the Bs-CSP measured at 10, 20 and 29 °C. Protein structure and binding regions (pink)
according to structures shown in figures 5.1 and 5.2 are displayed.
The 15N-1H-NOE of the Bs-CSP is shown in figure 5.18b. Compared to the
PB6-CSP profile, the loop regions are less distinct except for the region between
β-sheets 3 and 4, over residues 35-40. Here the C-terminus appears more flexible than
the N-terminus. Temperature does not seem to affect the β-sheet parts of the structure
in this temperature range, and linearly increases the dynamics of the loop region and
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C-terminus.
Comparing the dynamics of figures 5.18a and 5.18b, there is little difference in the
β-sheet regions. The PB6-CSP has regions with a lower 15N-1H-NOE ratio, indicating
more ps-ns dynamics, but this does not vary much with changing temperature. The loop
regions for both PB6-CSP and Bs-CSP are clear, have similar values in both proteins
and show increasing flexibility (decreasing 15N-1H-NOE ratio) with increasing tempera-
ture. The N terminus, at the start of the protein sequence, shows more evidence of fast
dynamics in the PB6-CSP than in the Bs-CSP , and appears to be the most dynamic
region of the PB6-CSP at this time-scale. The more dynamic region of the Bs-CSP is
at the C terminus, which appears less dynamic in the PB6-CSP . The N and C termini
are the regions showing the clearest difference between PB6-CSP and Bs-CSP at this
time-scale, otherwise they appear to undergo similar dynamics at this time-scale.
5.4.4 Transverse Relaxation
The transverse relaxation rate, R2, is the rate at which spin coherence is restored. The
measured value of this is influenced by both fast dynamics and any exchange between
different chemical states. While this is affected by the overall tumbling of the molecule,
differences across the protein can indicate more flexible and dynamic regions.
Figure 5.19a shows the transverse relaxation rate measured across the PB6-CSP pro-
tein. Experiments at 29 °C were attempted but the protein was not stable enough in
these conditions for the length of time needed for the experiments. As this is a tem-
perature at which the protein starts to denature according to the CD melt, holding this
temperature for an extended length of time seemed to cause an irreversible denaturing
of the molecules. While the loop region that was shown to be most dynamic by 15N-
1H-NOE relaxation measurements also shows low R2 relaxation, other regions show a
higher R2 rate that increases with decreasing temperature. In particular the residues
11 and 12, tryptophan and phenylalanine, show a large increase in R2 on decrease in
temperature. To identify which residues were most affected by the change in temper-
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(a) PB6-CSP
(b) Bs-CSP
Figure 5.19: R2 rates for (a) the PB6-CSP measured at 10 and 20 °C (b) the Bs-CSP
measured at 10, 20 and 29 °C. Protein structure and binding regions (pink) according to
structures shown in figures 5.1 and 5.2 are displayed.
ature the R2 rates measured at 20 °C are plotted against the rates measured at 10 °C
in figure 5.20. Outliers 39G, 70I, 69A, 9V, 14E, 50K, 24D, 68E and 13N have R2 rates
that increase with decreasing temperature to a lesser extent than most other residues
in the structure. Residues 43K, 58G, 30V, 63Q, 32A, 61G, 56G, 12F and 11W have
R2 rates that increase at 10 °C more than the rest of the structure. This difference in
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Figure 5.20: R2 rates for the PB6-CSP measured at 20 °C plotted against R2 rates mea-
sured at 10 °C. Residues that appear as outliers are identified.
temperature dependence suggests localised dynamics that have differing responses to a
change in temperature, potentially due to exchange with at least one alternative state.
These extra states represent alternative protein conformations with different chemical
shift signals to the native state. The rate of exchange, Rex will change with temperature
in a manner dependent on the relative energies of the two states and that of the tran-
sition state separating them. This feature is explored more by the relaxation dispersion
measurements in section 5.4.5.
The Bs-CSP was recorded at 10, 20 and 29 °C, as shown in figure 5.19b. Between 10
and 20 °C this appears to follow a linear relationship, with no region standing out as
particularly affected by the change in temperature. This can be seen in figure 5.21,
where like figure 5.20 the R2 rates recorded at 20 °C are plotted against the R2 rates
recorded at 10 °C. Here the outliers appear to be those residues that have R2rates that
increase at 20 °C more than the rest of the structure. These include residues 54G, 41L,
11S, 7K, 8W, 10N and 29H, with only 59Q and 40T appearing to increase more at the
lower temperature 10 °C.
When the temperature is raised to 29 °C, the temperature classed as ”cold-shock” for
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Figure 5.21: R2 rates for the Bs-CSP measured at 20 °C plotted against R2 rates measured
at 10 °C. Residues that appear as outliers are identified.
the organism Bacillus Subtilis, then some regions of the backbone show a significant
jump. This includes the tryptophan residue, which is at position 8 in this protein as
opposed to 11 in the PB6-CSP . Residue 10 disappears above 10 °C, indicating inter-
mediate exchange at these temperatures obscuring the signal. Figure 5.22 shows the
values of R2 measured at 29 °C plotted against those recorded at 20 °C, so the effect of
increased temperature on each residue can be seen more clearly. MAny residues show
an increase in R2 at the higher temperature in this protein. The residues 36A, 38Q and
39G from the loop region between β strands 4 and 5 show a decrease in R2 at 29 °C,
indicating an increase in ps-ns dynamics.
Comparing the change in R2 dynamics with temperature of the PB6-CSP and the
Bs-CSP, it appears that the regions associated with ssDNA binding (shown in pink in
figure 5.19) show the most temperature dependence. For the PB6-CSP this is through
higher R2 values that are increased with decreasing temperature. For the Bs-CSP these
regions are not distinct from the rest of the protein at lower temperatures, but when the
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Figure 5.22: R2 rates for the Bs-CSP measured at 29 °C, close to the cold-shock temper-
ature for this organism, plotted against R2 rates measured at 20 °C. Residues that appear
as outliers are identified.
cold-shock temperature (29 °C) is reached these regions show a considerable increase.
For this CSP variant, localised dynamics increase with increasing temperature. As this
change only occurs in some parts of the protein it is likely due a to a change in localised
dynamics. It is also not seen on in the 15N-1H-NOE ratios (figure 5.18), so is likely due
to slower dynamics, which account for the extra Rex term in equation 1.18.
5.4.5 Relaxation Dispersion measured with CPMG
µ-ms dynamics between states that have distinct chemical shift signals (figure 1.32) in
the HSQC spectrum were measured using relaxation dispersion NMR spectroscopy [179].
These µs - ms dynamics account for the extra term Rex in equation 1.18, because during
the measurement of R2 rates any residue that spends time in a second alternative state
and returns to the state being measured will change the resulting R2,measured. Carl-
Purcell-Meiboom-Gill experiments use increasing numbers of refocusing pulses to amplify
the effect of the second state, Rex, as described in section 1.5.5. This allows the separation
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of Rex from the measured R2,measured value, to obtain the true R2,0 reading. These
results for CPMG measurements on the PB6-CSP recorded at 10 °C are shown in figure
5.23. Some regions of the protein display Rex values indicating the presence of localised
dynamics at this µs - ms time-scale.
Rex values have been recorded at 25 °C for the Bs-CSP both with and without dT7
Figure 5.23: The calculated R2 values from the fits to CPMG dispersion curves. R2,0 (red)
is the transverse relaxation rate when Rex (blue bars) is excluded. Rmeasured (Purple) is
the sum of the other two, so what would be measured without accounting for Rex. Protein
structure and binding regions (pink) according to structures shown in figures 5.1 and 5.2 are
displayed.
ssDNA present [59]. Values up to 10 s1 were recorded in the free state and was associated
with global unfolding at a rate of 12 s−1 of the protein with a refolding rate of 1070
s−1. Most of these dynamics disappeared with the addition of the dT7 oligonucleotide,
indicating that ssDNA binding stabilised the native state.
Example relaxation curves are shown in figure 5.24, with fits that showed fast and slow
exchange for different residues. Relaxation curves with Rex fits for all of the residues
measured can be found in figure B.5. Rex is roughly the difference between R
eff
2 recorded
at νCPMG = 0 and νCPMG 1000 Hz. The relaxation curve of R
eff
2 plotted against νCPMG
can be analysed to extract information about the two states A and B. This includes the
fractional population of state A (PA), the rate of exchange between the two states (kex)
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and the difference in chemical shift between the two states (|∆ω|). For example, for
W11, results of the fit of the relaxation dispersion curve to the Carver-Richards-Jones
all-timescales dispersion equation [155] in figure 5.24a were kex = 2000 ± 1600 s−1 and Pa
= 99 ± 9 %, errors calculated by Monte-Carlo fit. This has a high uncertainty due to
noise in the data and because the fit was performed with all parameters of the Carver-
Richards-Jones all-timescales dispersion equation [155] being left free. Using a similar
approach for Q28, the fit in figure 5.24b gave values kex = 3 ± 3 s−1 and Pa = 79 ± 3 %.
This demonstrates that at 10 °C, the PB6-CSP displays a range of dynamics spanning
different time-scales across different sections of the protein.
Recording these experiments at two different B0 fields allows the separation of the
(a) Tryptophan 11 (b) Glutamine 28
(c) Aspartic Acid 57 (d) Glutamine 66
Figure 5.24: Example relaxations with fits at two B0 fields. (a) Residue 11 is a Tryptophan
with kex = (2,000 ± 1,700) s−1 (b) Residue 28 is Glutamine with kex = (2.6 ± 3.3) s−1 (c)
Residue 57 is Aspartic acid with kex = (930 ± 480) s−1 (d) Residue 66 is Glutamine with
kex =(3.4 ± 3.1) s−1. Fits for all of the residues can be found in figure B.5
chemical shift difference |∆ω|, as this will change with B0 while all other variables should
remain constant. To explain the extra peaks appearing in the spectrum, the residues
exchanging with these states need to demonstrate slow exchange with a low enough Pa
that would generate a state visible in these measurements.
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(a) kex of the PB6-CSP
(b) kex mapped onto protein predicted structure
Figure 5.25: Values measured at 10 °C of (a) kex for the CPMG measurements on the
PB6-CSP as calculated using the GUARDD program. Uncertainties calculated by Monte-
Carlo. (b) These values plotted onto the protein predicted structure. µs dynamics shown in
orange, ms in yellow and no measured exchange shown in blue. Black indicates residues that
were not assigned. Side chains associated with nucleic acid binding are shown in colours
matching the backbone amide motion. The relaxation curves and Rex fits used to generate
this data are shown in figure B.5
Figure 5.25a shows the kex values calculated using the GUARDD software for the
PB6-CSP . This shows a variety of dynamics with some residues showing no evidence
of exchange, while other regions show very fast, over 1000 s−1, exchange. Errors were
calculated using the Monte-Carlo method and are very high for some residues, indicat-
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Figure 5.26: Values of Pb for the CPMG measurements on the PB6-CSP as calculated
using the GUARDD program. Uncertainties calculated by Monte-Carlo.
ing a noisy dispersion curve. The region between residues 9 - 15 shows a consistent
dynamic curve, with slower dynamics surrounding the faster dynamics of residues 11
and 12. As residue 11 is the tryptophan thought to be key to binding nucleic acids, this
extra low temperature flexibility could be key to the low temperature function of this
protein. Another region showing fast dynamics is between residues 55 and 61. Residues
59 and 60 were not assigned, probably because the signal in the backbone measurements
was obscured by intermediate dynamics. This can be seen in figure 5.25a as they are
surrounded by residues displaying Rex values between the µs-ms range.
Parts of the protein also show dynamic behaviour at the slower, millisecond time-scale.
The first region to stand out as being part of a slow exchange is the 5th β-sheet con-
nected to the C-terminus, residues 60 - 70. This is also a region that shows a sizeable
fraction to be in the excited B state, as shown in figure 5.26. Residues 62 - 70 all show a
B state population above 10 %, which could contribute to the slower dynamics observed
in the zz-exchange experiments in section 5.4.1 and the extra peaks seen in the HSQC
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spectrum, figure 5.5, at 10 °C.
5.4.6 Region Separation in Fit of Relaxation Dispersion
By separating the protein into regions and fitting the dispersion curves in groups, areas
that move together can be identified. This links the parameters Pa and kex, and fits
the dispersion curves for a group of residues assuming these values will be consistent.
The quality of the resulting fits can then be assessed and the grouping judged. This can
give a better idea of the Pa and kex parameters as it brings more restrictions into the
non-linear fitting of the curves.
As the residues adjacent to the C-terminus of the PB6-CSP in these conditions seem
to show some consistently slow dynamics they were grouped in various arrangements.
Some of the groupings that gave good fits included residues 66 - 70. The fit of this region
gave a kex value of 6 ± 3 s−1 and a Pa value of 77 ± 3 %. Next to these the group
of 3 residues 63 - 65 was fit with the kex value of 700 ± 500 s−1 and a Pa of 99 ± 3
%. Another region that still generated a good fit of each dispersion curve when grouped
together was residues 10 - 13. This group fit with a Pa value of 50 ± 20 % and a kex of
7000 ± 2000 s−1.
5.5 Discussion
HSQC spectra of Bs-CSP and PB6-CSP both showed temperature dependent changes,
with evidence of fast (ps-ns) dynamics increasing at higher temperatures for the
Bs-CSP. This is represented in figure 5.27, with the higher temperatures resulting in fast
exchange between the native state A and a more excited state B. This is one explanation
for the line broadening observed in figure 5.7 and the increase in R2 relaxation rates at
29 °C seen in figure 5.19b.
The PB6-CSP HSQC spectra shows an increase in the number of peaks at low
temperatures, indicating slow exchange with a second conformational state. Relaxation
measurements of the PB6-CSP show an increase in R2 relaxation at 10 °C, indicating
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(a) 10 °C (b) 20 °C (c) 29 °C
Figure 5.27: Model of Bs-CSP dynamics at (a) 10, (b) 20 and (c) 29 °C represented by
energy landscape diagrams. The protein native state A is fairly stable at 10 and 20 °C, but
at roughly the ”cold shock temperature of 29 °C dynamics increase as the thermal energy
increases the rate of exchange between the more excited, higher energy state B.
the increase in intermediate (µs-ms) exchange in some regions at this lower temperature.
This effect could be explained by the presence of a second state B that is a more
frustrated state than the native state A, as shown in figure 5.28. The second state
B becomes more energetically favourable at low temperatures therefore increasing the
number of molecules in this state at equilibrium. As state B is more frustrated, this
increase in population increases the µs-ms dynamics and hence the Rex contribution
to the R2 measurements as well as the slower exchange between states A and B. This
(a) 10 °C (b) 20 °C
Figure 5.28: Model of PB6-CSP dynamics at (a) 10 and (b) 20 °C represented by energy
landscape diagrams. Exchange between the native state A, and a more frustrated state
B changes with lowering of the temperature, as the more frustrated state becomes more
energetically favourable at 10 °C.
faster exchange is occurring in the backbone region around the tryptophan residue
known to be involved in ssDNA binding. The side chain of this residue is involved
with nucleic acid binding for most CSPs studied previously [44]. Evidence from a range
of measurements show this side chain is involved in slow exchange with a state that
has the same chemical shift signal as that in the denatured and ssDNA bound state.
186
This residue, which is conserved between CSP homologues, has been shown in the
hyperthermophile Tm-CSP to be a key control for ssDNA binding at the cold shock
temperature of the organism [70]. This could also be the case for low temperature
ssDNA binding in this psychrophile homologue, where the excited state seen at lower
temperatures allows for better nucleic acid binding.
Slower exchange is seen around the β-strand closest to the C-terminal, connected to
more fast exchange in the loop region between β-strands 4 and 5. Though in different
regions of the protein, these dynamics could be connected through allosteric interactions.
This could be the difference between the native state A, and the more frustrated state
B as seen in figure 5.28a. If this C-terminus region is looser in the second state B, this
would expose the hydrophobic core to the solvent resulting in a less stable structure, an
effect that can be seen during the cold denaturation of some proteins [18]. The aromatic
residues associated with nucleic acid binding are highly conserved between CSPs, so
mutations for cold adaptation that increase the flexibility of this region remotely is one
possible interpretation. When comparing the conservation of CSP sequences it is the
C-terminus of PB6-CSP that has the least similarity with other CSPs. A solution for
the solvent structure of the PB6-CSP would allow these results to be explored in more
detail. The high quality HSQC spectrum indicates that this would be possible at 10
or 20 °C. Looking at the arrangement of amino acid side chains in these regions could
help elucidate which are the likely cause of these low temperature dynamics not seen in
the mesophile Bs-CSP dynamic measurements. The C-terminus motion could also be
due to a lack of evolutionary pressure for stability in this region in lower temperature
environments. CPMG experiments performed at a different temperature, like 20 °C
could help elucidate the temperature dependence of these dynamics. It would also be
interesting to perform these measurements in the presence of ssDNA, or even to obtain
a structure of the protein while in complex. This could be compared with previous
structures of the complex Bs-CSP with dT6 ssDNA. This could show if the binding
surface is truly conserved, and how the rest of the protein is altered by this interaction.
To act as an RNA chaperone, flexibility is key at the operating temperature of the
protein [20]. The role of protein disorder in cold environments has been demonstrated
to aid freeze tolerance [40], but is also key for nucleic acid interactions [180]. The role of
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localised protein unfolding in regions far from the active site have even been used to
increase low temperature activity in the E. coli adenylate kinase [42]. Mutations made
which favoured localised unfolding far from the binding site were used to tune low
temperature activity and affinity through dynamic allostery.
CSPs from organisms that are adapted to colder environments, Listeria monocytogenes
and Colwellia psychrerythraea 34H have been studied previously using NMR [68,69].
These studies measured the dynamics with and without dT7 ssDNA at 25 °C, showing
these proteins to be more flexible than mesophilic versions, with dynamics that are
reduced in the presence of ssDNA. This adds evidence to the theory that cold adapted
proteins need to be more flexible, but at 25 °C it does not compare the proteins at the
temperatures at which they function in vivo.
Here the low temperature frustration of the PB6-CSP has been demonstrated by
measured chemical exchange not observed in the mesophilic Bs-CSP dynamics. While
it has not been shown that this directly affects the low temperature chaperone activity,
recent experimental developments have shown that this can be measured with real
time NMR [63]. Without these experiments it cannot be confirmed that the PB6-CSP
adaptations aid low temperature function, but the relative dissociation constants
provide some evidence that function is tailored to organism temperature.
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6Discussion and Future Work
6.1 Summary
In section 1.6 certain questions relating to the cold shock proteins were outlined. Here
these questions are answered and discussed on the basis of the research contained here
and previous studies.
Can the effect of nucleic acids binding to the Bs-CSP be measured in the
protein unfolding force?
The mechanical unfolding fingerprint of the Bs-CSP while in a complex with ssDNA was
recorded in the experiments described in chapter 3. The presence of ssDNA oligos that
are known to bind to the Bs-CSP resulted in an increase in the unfolding force of the
Bs-CSP while the presence of oligos that do not bind with high affinity did not. The un-
folding of free Bs-CSP and ssDNA bound Bs-CSP domains resulted in the same recorded
increase in contour length. This implies that the mechanical clamp, the region of the
protein mainly responsible for determining the unfolding force, is in the same location
on the protein whether bound to ssDNA or not. Previous studies on the effect of single
stranded nucleic acid binding on protein mechanics have shown that ssDNA binding over
the mechanical clamp region can induce a large increase in the force required to unfold
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the protein [112]. In this study the ssDNA is thought to have bound on the opposite
side of the protein structure to the mechanical clamp, but still caused an increase in
unfolding force. The ssDNA binding could be stabilising a protein conformation that
is favourable for the forces holding the mechanical clamp together. This implies a
correlation between the mechanical clamp (β-strands 1, 4 and 5) and the nucleic binding
site, identified in the crystal structure as mainly crossing β-strands 1, 2 and 3 (figure 5.1).
What are the mechanical properties of the Bs-CSP when bound with
nucleic acids?
Unfolding the (I27-BsCSP)3-I27 at a range of pulling speeds in the presence and absence
of ssDNA showed an increase in the stabilising effect of ssDNA binding at lower speeds.
This effect was maintained when the temperature was reduced to 5 °C. Other SMFS
studies on the effect of ligand binding have found that stabilisation usually involves
a decrease in protein malleability [105]. The Bs-CSP has already been shown to be
resistant to mechanical unfolding [83]. In this study the addition of flexible ssDNA has
been shown to increase the malleability across the Bs-CSP. This result is represented in
figure 6.1, where the addition of ssDNA across the binding site stabilises the transition
state of the protein, allowing the protein to be extended further by the mechanical force
before it unfolds. The addition of a flexible molecule to a small, rigid protein could be
a tactic used to increase the stability of proteins used in a biotechnological role without
reducing the flexibility.
In the nucleic acid bound state, maintained flexibility should be inherent to the protein
function as an RNA chaperone [20]. In particular, the role of the CSP as a response to
cold stress implies that this function must be maintained at low temperatures, and a
temperature dependent malleability has already been recorded in a hyperthermophilic
CSP using SMFS [7]. This hyperthermophilic protein showed the typical protein
temperature softening [161], with the distance from the folded to the transition state,
∆xU increasing with increasing temperature as can be seen in figure 1.19. This effect
was also observed with the unfolding of the free Bs-CSP , seen in figure 3.16a, with a
very small decrease (0.3 nm) in ∆xU at 5 °C. In contrast, comparing the two unfolding
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Figure 6.1: Schematic of the effect of ssDNA (red) binding on the transition state (TS) of
unfolding when the Bs-CSP is under mechanical force across the N and C termini at 5 °C.
schematics for the Bs-CSP-ssDNA complex at 23 and 5 °C (figure 3.16b), the opposite
effect can be seen. By including the nucleic acid bound state in these studies, more
insight into the mechanisms that aid function of this particular protein was attained.
In future a more general understanding of how ligand binding affects protein mechanics
could unlock the potential for future protein and nucleic acid based biotechnologies.
Is the binding affinity of the CSPs to nucleic acids regulated relative to
the optimal growth temperature of the organism?
When cold shock proteins are induced at low temperatures they act as RNA chaperones
melting RNA hairpins caused by the low temperatures [63]. Here, cold shock proteins
from the mesophile Bacillus subtilis (optimum temperature of 37 °C) and the psy-
chrotroph Psychrobacter 6 (optimum temperature 20 °C) were used in ssDNA binding
studies. In this study an approximation was made by measuring the affinity to short
ssDNA oligonucleotides assuming this to be correlated with enzyme activity because the
role of enzyme activity involves the binding and releasing of the substrate. The RNA
and ssDNA binding surface has been identified as identical in the Bs-CSP [58], so ssDNA
was used as it is the response of the protein that is being studied here. The temperature
dependence of the protein affinity to ssDNA was measured for Bs-CSP and PB6-CSP .
Both were found to have highly temperature dependent binding affinities to the ssDNA
oligonucleotide dT7. At the “operating” temperature of each protein (the cold shock
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temperature defined as 7-10 °C below the optimal growth temperature of the organism)
both proteins demonstrated a similar affinity to dT7. At 30 °C the Bs-CSP affinity to
dT7 was measured to have a KD of 48 ± 7 nM, and the PB6-CSP had an affinity to dT7
at 10 °C with a KD of 36 ± 6 nM. This implies a very controlled affinity so that binding
is of the appropriate strength in the conditions that this protein is required to function.
Following this logic, proteins from organisms adapted to higher temperatures should
have an increased binding affinity. This has been observed in a single stranded ssDNA
binding protein from a hyperthermophilic organism [181]. It has also been observed in
the CSP from the thermophilic Bacillus caldolyticus, which was measured binding to
dT7 with a KD of 0.9 ± 0.2 nM at 15 °C [57], half that of the mesophilic Bs-CSP .
The thermodynamics of the binding of these CSPs to ssDNA was explored further
using ITC in section 4.2. These experiments also provided values for KD of each in-
teraction, given in table 4.3. These values are much higher than those measured using
tryptophan fluorescence quenching, with the KD of the PB6-CSP binding to dT7 at 10
°C increasing by almost 7 fold. This problem has been seen before, with Bs-CSP-ssDNA
interactions measured in previous studies also showing higher KD values when ITC was
used. The interaction between Bs-CSP and dT7 measured at 15 °C by Max et al. [62]
had a KD value of 1.8 ± 0.4 nM when using tryptophan fluorescence quenching while
a KD of 12.1 ± 0.7 nM was measured by Sachs et al. [58] when using ITC. This is also
almost a 7 fold increase. This issue could be due to the need for high concentrations in
ITC, decreasing the precision for emasuring very low KD values. It could also due to the
effects of partial binding shown in figure 4.15. Tryptophan fluorescence quenching would
not differentiate between complexes that only partially cover the protein surface, as the
fluorescence is quenched if the single tryptophan residue is bound to a nucleotide. The
results in the current study showed that the Bs-CSP and PB6-CSP bound to CT2 and
dT7 with similar thermodynamic parameters at 25 and 10 °C respectively. When the
PB6-CSP was measured binding to dT7 at 25 °C, the thermodynamic parameters calcu-
lated were used to predict the binding affinity at lower temperatures, as shown in figure
4.9b. If these parameters were consistent at the cold-shock temperatures, the PB6-CSP
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should have a much higher affinity to the ssDNA. Instead at 10 °C, the measurements
show that this affinity, and the values of ∆H and ∆S are closer to the Bs-CSP values at
25 °C, suggesting that some conditions of this interaction are altered as the temperature
is reduced. This could be something in the PB6-CSP conformation that reduces the low
temperature affinity so that the nucleic acids do not remain bound to the CSP. This
would be necessary for the protein to function successfully as an enzyme that increases
low temperature activity of nucleic acids, as to bind too strongly would decrease the
number of nucleic acids in the free state where they can be used in protein production.
The PB6-CSP interaction at 10 °C also featured a double peak, not visible at 25 °C,
indicating the presence of two processes occurring at different rates after each ssDNA
injection. The second peak was smaller and appeared consistently 10 s after the main
injection peak, also shrinking in intensity as more ssDNA was added. This could be an
indication of a slow conformational change induced by the binding of ssDNA, possibly
one of the exchange processes measured by NMR on the PB6-CSP at 10 °C. It might
even be that this conformational change is what helps reduce the affinity to nucleic acids
at low temperatures, to help maintain the enzyme activity.
Can the unbinding of ssDNA from Bs-CSP be measured by SMFS?
Some indication that the unbinding force of ssDNA from the Bs-CSP had been recorded
was seen in section 4.4. This suggests that this is a viable technique, however the
unbinding forces could not be differentiated from other non-specific interactions. With
optimisation of protein surface concentration and contour length, this system could
be employed to measure unbinding forces directly. Techniques that are more sensitive
to small changes in force would make this approach more tenable. Investigating this
form of extremophile protein adaptation by SMFS could help understand in molecular
detail how the binding affinities are tuned to the native temperature for the organism.
Applying this to hyperthermophilic proteins interacting with ligands an increase in
the forces could be measured. Conversely, if this force could be elucidated for a
psychrophilic protein, the force would likely be lower. However if this could be measured
with more sensitive methods then evidence of whether disorder in psychrophilic proteins
is observed or not at the single molecule level could be measured [31].
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Is there a difference between the PB6-CSP and Bs-CSP in the way
localised dynamics change with temperature?
The temperature dependent dynamics of the Bs-CSP and PB6-CSP were investigated
using protein NMR spectroscopy as reported in chapter 5. It was expected that the pro-
tein from the psychrotropic organism would display more dynamic behaviour, as a more
flexible structure, matching what other cold adapted CSPs have demonstrated [68,69].
Dynamics were compared between the mesophilic Bs-CSP and the psychrophilic
PB6-CSP at 10 and 20 °C. A key difference was the effect of this temperature change
on the dynamics around the ssDNA binding site. Increasing the temperature appeared
to increase µs-ms dynamics in the Bs-CSP with HSQC peaks becoming obscured above
30 °C. The PB6-CSP on the other hand, showed the clearest signal at 20 °C, and µs-ms
dynamics that increased as the temperature was lowered. A source of low temperature
dynamics to compensate for the lack of thermal energy in psychrophilic organisms can
be a frustrated native state, or a rough native energy landscape. This would mean that
the low temperature conformation of the protein causes amino acid residues to repel
other residues that are brought closer by the compression that comes with lowering the
temperature. This then pushes the protein conformation into a range of 3D structures
with shallow energy wells. The exchange between these states is a way of compensating
for the lack of thermal energy, so the protein can still sample functional conformations
at low temperatures, just at a slower rate. The slow dynamics (per second) measured
at 10 °C for the PB6-CSP seemed to show the C-terminus peeling away from the rest
of the protein and exchanging with a more disordered, solvent exposed state. At the
same time, fast dynamics were observed around the binding site. It is possible that the
the unfolding of β-strand five (the β-strand attached to the C-terminus) from the rest
of the protein exposes the hydrophobic protein core. This could then upset the force
balances of the rest of the protein structure and generate the frustrated state thought
to aid in low temperature activity, as represented in the energy landscape of figure 6.2.
This is only one potential model, and more work would be needed to explore whether
or not this is an appropriate description. Experimentally the protein could be grown
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Figure 6.2: Schematic of the effect of reduced temperature on the dynamics of the PB6-
CSP . Dynamics measured by NMR at 10 °C suggest slow dynamics (ms-s) based around
the C-terminal here shown as exchange between state A and B, and faster exchange (µs-ms)
around the binding region, which could be caused by a more frustrated B state.
with sections of the C terminus β-strand removed. NMR measurements could then
be performed to see if the protein is now in the second, more disordered state. This
technique might be difficult as it is likely to reduce the stability of the PB6-CSP.
MD simulations could also be used but the slow exchange rate of the C-terminus
unfolding means this process is out of the time-scale that most MD simulations can
reach. A comparison of the dynamics of the protein when the simulation is started
with the fifth β-strand bound and unbound, or even removed completely, might reveal
if this is the case. The next goal would be an understanding of whether this process
relates to the adaptation of protein activity to low temperatures. This could point
towards methods of optimising enzyme activity to low temperatures in proteins used in
biotechnology. Alternatively it could just be that these proteins are less stable because
in cold environments the protein stability is not selected for.
One conclusion that can be taken from these results is the importance of the temper-
ature at which the protein functions in vivo. When comparing proteins from different
extremophilic organisms, features can be missed if they are compared at one tempera-
ture. The low temperature dynamics of the PB6-CSP would have been overlooked here
if measurements were only recorded above 20 °C.
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6.2 Implications on the molecular adaptation of CSPs to
low temperature function
Results in chapter 3 and 5 demonstrate evidence of a correlation between the region
of the protein associated with stability [182] (the mechanical clamp which includes the
N and C termini) and the active site [62]. The binding of ssDNA was shown to affect
the stability across the N and C termini, and the PB6-CSP low temperature dynamics
found in this region underwent slow dynamics, with around 20 % of the 5 residues
nearest the C-terminus populating the second state (figure 5.26). These dynamics could
be a part of the adaptation of activity to lower energy levels as has been demonstrated
in other extremophilic enzymes [183]. As the nucleic acid binding site is highly conserved
between CSP homologues, the adaptation of activity must come from changing the
structure and dynamics surrounding this site. If the C-terminus is key for the protein
stability, then it could be the easiest source of added flexibility when adapting to cold
environments. The chain termini have previously been shown to be crucial for the extra
stability of the Bc-CSP from Bacillus caldolyticus when compared to the Bs-CSP [184].
Both SMFS measurements of the complex unfolding and the low temperature dynamics
measured by NMR imply a correlation between this region and the function of ssDNA
binding. Figure 6.3 shows two suggestions of how these unfolding dynamics affect the
CSP function as an RNA chaperone. The second state could reduce the overall binding
(a) (b)
Figure 6.3: Representations of how the low temperature exchange with a second state,
possibly by the unfolding of the C-terminus, might influence the PB6-CSP (blue) binding
to nucleic acids (red) and how it functions as a chaperone. (a) The second state might have
a reduced affinity to nucleic acids so that the complex is not stabilised by the decrease in
temperature, allowing the nucleic acid to unbind more easily. (b) The second state might
aid in the unfolding of nucleic acid hairpins.
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affinity of the PB6-CSP to nucleic acids as demonstrated in figure 6.3a. This could
account for the difference in thermodynamics seen at 10 and 25 °C, measured using
ITC (figure 4.9b). Tuning the affinity this way would prevent the ssDNA binding too
tightly at low temperatures by slow conformational exchange with a state that does
not favour tight binding [124,185,186]. In figure 6.3b, the slow dynamics aid in the enzyme
function by facilitating the unfolding of nucleic acid secondary structures. Disorder has
been found to be a common attribute in RNA chaperones [20,21], and it is possible that
this helps loosen kinetically trapped RNA hairpins. It is possible that the reason both
the PB6-CSP and Bs-CSP display increased dynamics at their respective cold-shock
temperatures is that they sample an unfolded state so that when they bind RNA
hairpins the complex can favour the unfolded conformation of the RNA. This could be
explored further by implementing the NMR technique developed recently to track RNA
hairpin unfolding [63], and tracking the abilities of PB6-CSP at low temperatures when
compared to the Bs-CSP.
6.3 SMFS to Confirm Localised Unfolding Identified in
NMR Measurements
The possibility of slow unbinding and rebinding of the C-terminal β-sheet identified
in these NMR relaxation measurements is something that SMFS is ideally suited to
investigate. Mechanical unfolding of the PB6-CSP could reveal an alternative unfolding
trajectory starting from the protein conformation with the C-terminal unbound from
the rest of the PB6-CSP. This would cause an unfolding peak with a smaller ∆LC as
the protein is already partially unfolded in this state. It would likely also unfold at a
lower force as the C-terminus β-sheet is part of the mechanical clamp that causes the
relatively high FU of CSPs.
If the measured unfolding forces of the partially unfolded PB6-CSP are measured to
be significantly lower, then the SMFS could be used to differentiate which state the
protein is in initially. If the presence of ssDNA stabilises the fully folded structure it
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would decrease the number of low force and shorter ∆LC unfolding peaks measured
for the PB6-CSP at low temperatures. Alternatively if the partially unfolded state
is the conformation that binds the ssDNA with higher affinity at low temperatures,
the presence of ssDNA might decrease the measured unfolding force. Combining this
technique with NMR experiments on the PB6-CSP in the presence of ssDNA would
provide a way to compare the single molecule statistical results with those obtained by
NMR on the relative populations.
6.4 Application to Protein Based Materials
Proteins are the machines that keep cells healthy, protected and adaptable. All are
made up of the same limited set of amino acids. The variety of properties comes from
the way these are ordered, according to instructions written into the DNA. If this bottom
up approach could be exploited in material development, it could be possible to create
a range of useful materials with biomedical applications [187]. Such applications would
require proteins that are mechanically stable enough to maintain their shape under
the stress that would be involved in linking the sub-structures together. A material
with proteins incorporated into the structure could be engineered with properties that
respond to biological environments, such as the presence of ligands. As proteins are
known to change conformation upon ligand binding, this material would exploit the
wide range of protein functions to create a responsive bio-material. With mechanical
properties that can be altered by the addition of a small molecule, the many useful roles
that proteins play could be adapted to materials. It could also be applied as a way of
carrying small molecules to a target, with controllable release mechanisms. The ability
of a small material to store RNA or other drugs has been shown to have useful benefits
in suppressing tumours [188,189]. Nucleic acids could even be used as the linking regions,
with highly controlable self assembly properties. The incorporation of proteins into these
materials, shown to be possible for folded proteins [190], would unlock a huge range of
biotechnological tools.
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Appendix A
Appendix Methods
Primer Sequence
Forward CGCCCAGAAAGGTGAAATCA
Reverse GCTTCGCAACGTTCAAATCC
Table A.1: Primers used for the sequencing of the final pMal c5x plasmid containing the
PB6-CSP gene
Protein Amino Acid Sequence
His-tagged Bs-CSP M H H H H H H S S L E G K V K W F N S E K G F G F I E V
E G Q D D V F V H F S A I Q G E G F K T L E E G Q A V S F
E I V E G N R G P Q A A N V T K E A
Bs-CSP with
TEVp cleavage site
M H H H H H H E N L Y F Q G S L E G K V K W F N S E K G
F G F I E V E G Q D D V F V H F S A I Q G E G F K T L E E
G Q A V S F E I V E G N R G P Q A A N V T K E A
Cys-Bs-CSP M H H H H H H S S L E G K V K W F N S E K G F G F I E V
E G Q D D V F V H F C A I Q G E G F K T L E E G Q A V S
F E I V E G N R G P Q A A N V T K E A
Table A.2: Amino Acid Sequences of Bs-CSP Variants used
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Protein Amino Acid Sequence
MBP-PB6-CSP
construct
M H H H H H H K I E E G K L V I W I N G D K G Y N G L A
E V G K K F E K D T G I K V T V E H P D K L E E K F P Q
V A A T G D G P D I I F W A H D R F G G Y A Q S G L L A
E I T P D K A F Q D K L Y P F T W D A V R Y N G K L I A
Y P I A V E A L S L I Y N K D L L P N P P K T W E E I P A
L D K E L K A K G K S A L M F N L Q E P Y F T W P L I A
A D G G Y A F K Y E N G K Y D I K D V G V D N A G A K A
G L T F L V D L I K N K H M N A D T D Y S I A E A A F N K
G E T A M T I N G P W A W S N I D T S K V N Y G V T V L
P T F K G Q P S K P F V G V L S A G I N A A S P N K E L A
K E F L E N Y L L T D E G L E A V N K D K P L G A V A L
K S Y E E E L V K D P R I A A T M E N A Q K G E I M P N I
P Q M S A F W Y A V R T A V I N A A S G R Q T V D E A L
K D A Q T N S S S N N N N N N N N N N L G I E G R I S H M
E N L Y F Q G S D K V E G T V K W F N E A K G F G F I A
Q D N G G Q D V F A H Y S A I Q G G G F K T L A E G Q K
V S F I L G D G K K G P Q A E Q I E A I
Table A.3: Amino Acid Sequence of the MBP-PB6-CSP construct
Figure A.1: CD scan of the Cys-Bs-CSP at room temperature to confirm folding of the
variant.
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Figure A.2: CD scans of the PB6-CSP at start (green) of the temperature ramp, at 80 °C
during the temperature ramp (red), and after returning to 7 °C after the temperature ramp
(blue)
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Appendix B
Appendix Results
Bs-CSP I27
Conditions Linear xU kU ∆GU xU kU ∆GU
Fit (nm) s−1 (kJmol−1) (nm) s−1 (kJmol−1)
23 °C Min 0.62 0.153 36.5 0.31 0.0003 50.9
no ssDNA Fit 0.55 0.3 34.9 0.21 0.001 47.9
Max 0.51 0.37 34.4 0.25 0.004 45
23 °C Min 0.84 0.002 46.5 0.48 0.0000004 66.3
+ CT2 Fit 0.7 0.01 42.8 0.39 0.00002 57.5
Max 0.52 0.09 37.7 0.32 0.0002 51.9
5 °C Min 0.59 0.016 41.7 0.23 0.0004 50.3
no ssDNA Fit 0.52 0.05 39.0 0.21 0.0011 47.9
Max 0.46 0.09 37.7 0.18 0.005 44.4
5 °C Min 0.95 0.000004 60.96 0.24 0.0002 51.9
+ CT2 Fit 0.78 0.0001 53.5 0.19 0.0027 45.8
Max 0.72 0.0003 50.9 0.17 0.007 43.6
Table B.1: Parameters of the underlying energy landscapes calculated by Monte Carlo
Simulations from experiments at 23 °C and 5 °C both with and without ssDNA present.
Errors are estimated by the maximum and minimum linear fits that describe the data.
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(a) No ssDNA present (b) In the Presence of CT2 ssDNA
Figure B.1: Histograms of all the unfolding forces recorded at room temperature on the
(I27-BsCSP)3-I27 polyprotein.
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(a) No ssDNA present (b) In the Presence of CT2 ssDNA
Figure B.2: Histograms of all the unfolding forces recorded at 5 °C on the (I27-BsCSP)3-I27
polyprotein.
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Figure B.3: Raw fluorescence signal over time when the IR laser is switched on (red lines)
until shortly after it is switched off (blue lines) across all concentrations of Bs-CSP . The
change in fluorescence corresponds to the concentration change in the spot that is heated
by the IR laser, here at 20 % power.
Figure B.4: Fractional change in fluorescence when the IR laser is switched on plotted
against concentration of Bs-CSP . The change in fluorescence corresponds to the concen-
tration change in the spot that is heated by the IR laser. Includes 3 repeats carried out at
various IR laser strengths.
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(a) Aspartic Acid 3 (b) Lysine 4 (c) Valine 5
(d) Glutamic Acid 6 (e) Glycine 7 (f) Threonine 8
(g) Valine 9 (h) Lysine 10 (i) Tryptophan 11
(j) Phenylalanine 12 (k) Asparagine 13 (l) Glutamic Acid 14
(m) Alanine 15 (n) Glycine 17 (o) Phenylalanine 18
Figure B.5: First 15 relaxation curves
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(p) Glycine 19 (q) Isoleucine 21 (r) Alanine 22
(s) Glutamic Acid 23 (t) Aspartic Acid 24 (u) Glycine 27
(v) Glutamine 28 (w) Aspartic Acid 29 (x) Valine 30
(y) Phenylalanine 31 (z) Alanine 32 (aa) Histine 33
(ab) Tyrosine 34 (ac) Serine 35 (ad) Alanine 36
Figure B.5: Second group of 15 relaxation curves
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(ae) Isoleucine 37 (af) Glutamine 38 (ag) Glycine 39
(ah) Phenylalanine 42 (ai) Lysine 43 (aj) Alanine 46
(ak) Glutamic Acid 47 (al) Glycine 48 (am) Glutamine 49
(an) Lysine 50 (ao) Isoleucine 54 (ap) Leucine 55
(aq) Glycine 56 (ar) Aspartic Acid 57 (as) Glycine 58
Figure B.5: Third group of 15 relaxation curves
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(at) Glycine 61 (au) Glutamine 63 (av) Alanine 64
(aw) Glutamic Acid 65 (ax) Glutamine 66 (ay) Isoleucine 67
(az) Glutamic Acid 68 (ba) Alanine 69 (bb) Isoleucine 70
Figure B.5: Relaxation curves and Rex Fits (black) from the CPMG experiment on the
PB6-CSP at 10 °C measured at 600 (blue) and 750 (green) MHz field strengths.
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