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В работе предложено обобщение процедуры итерационного динамического программирования с примене-
нием последовательной редукции множества допустимых решений (метода Luus-Jakola) на задачи оптимального 
управления нелинейными непрерывными детерминированными системами с полной обратной связью. Оно вклю-
чает поиск коэффициентов представления закона управления функцией насыщения, учитывающей ограничения на 
величину управления, содержащей в качестве аргумента сумму произведений ортонормированных функций, обра-
зующих базисную систему. На основе предложенного алгоритма разработан комплекс программ, эффективность 
которого продемонстрирована на модельном примере управления химическим процессом. 
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ВВЕДЕНИЕ 
 
В статье предлагается обобщить метод итерационного динамического программирования 
(итерационную процедуру Лууса) на задачи синтеза оптимального управления нелинейными не-
прерывными детерминированными динамическими системами с полной обратной связью по 
вектору состояния. Итерационная процедура Лууса хорошо зарекомендовала себя при нахожде-
нии оптимального программного управления в разнообразных прикладных задачах управления, 
а в задачах синтеза управления с полной обратной связью не применялась [1–3]. Предлагается 
свести задачу к проблеме поиска коэффициентов закона управления, представленного в виде 
функции насыщения, учитывающей ограничения на величину управления и содержащей в каче-
стве аргумента сумму произведений ортонормированных функций, образующих базисную си-
стему. При этом каждая базисная система содержит функции, зависящие от одной из координат 
вектора состояния. В качестве базисных систем могут использоваться, например, многочлены 
Лежандра и нестационарные косинусоиды, широко применяемые в спектральной форме описа-
ния [4]. Полученную задачу параметрической оптимизации предлагается решать методом слу-
чайного поиска глобального условного экстремума с последовательной редукцией области ис-
следования – одним из метаэвристических методов глобальной оптимизации [5–8]. 
На основе описанного подхода сформирован пошаговый алгоритм синтеза оптимального 
управления и создано соответствующее программное обеспечение, эффективность которых де-
монстрируется на модельной задаче управления химическим процессом. 
 
1. ПОСТАНОВКА ЗАДАЧИ 
 
Пусть поведение модели объекта управления описывается обыкновенным дифференци-
альным уравнением ( , ( ), ( ))x f t x t u t , 0 0( ) ,x t x  где x  – вектор состояния системы, ,
nx R  
u  – вектор управления, ( ) ,qu U t R   ( )U t  – некоторое заданное множество допустимых зна-
чений управления, для каждого значения t  представляющее собой прямое произведение отрез-
ков [ ( ), ( )]i ia t b t , 1,2,...,i q ; t  – время,      0 0, ,N Nt T t t T t t T    – промежуток време-
ни функционирования системы, моменты времени 0t  и Nt  заданы, внешние воздействия на объ-
ект управления отсутствуют, ( , , ) : n nf t x u T R U R    – непрерывно дифференцируемая век-
тор-функция. 
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Обозначим:  0 0( , ) , , .
n n
N NQ t t R Q t t R     
Начальные условия 0( )x t  заданы множеством начальных состояний 
nR , т.е. 
0( ) .x t   Условия на вектор состояния на правом конце промежутка времени T   не заданы. 
Предполагается, что при управлении используется информация о времени t  и о всех компонен-
тах вектора x , т.е. управление ( )u t , применяемое в каждый момент времени t T  , имеет вид 
управления ( ) ( , ( ))u t t x tu  с полной обратной связью по вектору состояния. 
Множество допустимых управлений 
nU  с полной обратной связью образуют функции 
( , ) :t xu  ( )T B U t   такие, что функции ( , , ( , ))if t x t xu , 1,..., ,i n  определены на ,Q  непре-
рывны вместе с частными производными по x , кусочно-непрерывны по t . При этом управле-
ние ( ) ( , ( ))u t t x tu  кусочно-непрерывно по t , а в точках разрыва значение управления определя-
ется как предел справа. 
Множество допустимых процессов 0 0( , )t xD  – множество пар ( ( ), ( ))d x u   , удовлетво-
ряющих дифференциальному уравнению и начальному условию почти всюду на T  , где 
( ) , ( ) ( ),nt T x t R u t U t     функции ( )x   непрерывны и кусочно-дифференцируемы, а ( )u   
кусочно-непрерывны. 
На множестве 0 0( , )t xD  определим функционал качества управления 
 
 
0
0( , ( ), ( )) ( ( )),
Nt
N
t
I d f t x t u t dt F x t   
 
где 0( , , ), ( )f t x u F x  – заданные непрерывно дифференцируемые функции. 
Требуется найти такую функцию ( , ) nt x
 u U , что 
0 0( , )
( ) min ( )
d t x
I d I d


D
, 0 ,x   где 
* * * *( ( ), ( ) ( , ( ))d x u x     u . 
Функция ( , ) nt x
 u U  называется оптимальной синтезирующей функцией на множестве 
 . Для каждого начального условия из множества   она порождает оптимальную пару, т.е. 
оптимальную траекторию *( )x   и оптимальное программное управление *( ).u   Предполагается, 
что минимум функционала и функция ( , )t xu  существуют. 
 
2. СТРАТЕГИЯ ПОИСКА РЕШЕНИЯ 
 
Шаг 1. Задать: 
 множество начальных состояний  : 0( ) ,x t     где 1 1( , ..., ) , ( , ...., )
T T
n n         – 
заданные векторы; 
 N  – число стадий по времени; разбить интервал времени 0[ , ]Nt t  на N  стадий длиной 
0Nt tL
N

 . Считать управление кусочно-постоянным на каждой стадии: 
1 1 1( , ( )) ( , ( )) ( ) constk k kt x t t x t u t    u u  при 1[ , ),k kt t t  1, ...,k N . Тогда 
 
1
0
1
1
( , ( ), ( )) ( ( ));
k
k
tN
k N
k t
I f t x t u t dt F x t



    
 
 1, ..., nL L  – масштабы усечения. 
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Шаг 2. Генерировать M  точек на множестве начальных состояний  , используя рав-
номерное распределение: ( ) ( )
0 0( ) ,
i ix t x  1, ...,i M . 
Шаг 3. 
3.1. Задать параметры метода Лууса: P  – число проходов; ITER  – число итераций, вы-
полняемых за один проход; inr  – вектор, характеризующий размер множества допустимых ре-
шений;   – коэффициент уменьшения размера области поиска по управлению;   – коэффици-
ент восстановления размера области поиска по управлению; R  – число управлений, генерируе-
мых в текущей точке. Положить 0q   (число проходов), 1j   (число итераций). 
Задать начальный закон управления 0( , )t xu . Положить *, 0( , ) ( , )j t x t xu u . 
3.2. Положить j q
inr r    (вектор, характеризующий размеры текущей области поиска по 
управлению). 
3.3. Решить уравнение *,
1 1( , ( ), ( , ( ))),    1
j
k kx f t x t t x t k , ..., N  u , 
( ) ( )
0 0( ) ,  1, ...,
i ix t x i M  . 
Для каждого i  результатом являются управление ( ) ,* ( )i ju  , где ( ) , *, ( )1 1 1* ( ) ( , *( ))
i j j i
k k ku t t x t   u , 
1, ...,k N , и траектория ( ) *( )ix  . Подсчитать значение функционала ( ) ( ) ,( *( ), * ( ))i i jI x u  . За-
помнить координаты вектора состояния ( ) *, ( ), 1, ..., 1i j kx t k N  . 
3.4. Реализовать процедуру поиска наилучшего решения на каждой стадии, выполняя 
попятное движение от конца (времени Nt ) к началу (времени 0t ). 
3.4.1. На N-й стадии ( 1[ , ]N Nt t t ) для каждого 1, ...,i M : 
– генерировать R  допустимых векторов управления: ( ) 1, 1( )
i j m
Nu t

   
( )*,
1( ) ,
i j m j
Nu t D r   1, ...,m R  с проверкой условия 
( ) 1,
1 1 1( ) [ ( ), ( )],
i j m
N N Nu t a t b t

    где условие 
принадлежности понимается покомпонентно для каждой координаты вектора управления, mD  – 
диагональная матрица со случайными взаимно независимыми элементами, равномерно распре-
деленными на отрезке [ 1,1] ; 
– решить R  раз уравнение ( ) 1, 1 1( ) ( , ( ), ( )), [ ]
i j m
N N Nx t f t x t u t  t t ,t

    с начальным условием 
( ) *,
1 1( ) ( )
i j
N Nx t x t  . В результате получить решения 
( ) 1,
1( )),   [ ]
i j m
N Nx t  t t ,t

 , 1, ...,m R ; 
– вычислить R  соответствующих значений функционала 
 
1
( )*, 0 ( ) 1, ( ) 1, ( ) 1,
1 1( ( ),1) ( , ( ), ( )) ( ( ))
N
N
t
i j i j m i j m i j m
N N N
t
I x t f t x t u t dt F x t

  
   ; 1,...,m R ; 
 
– среди полученных значений выбрать наименьшее, а соответствующее ему управление 
на -йN  стадии обозначить ( )*, 1 1( )
i j
Nu t

 . Оно соответствует состоянию 
( ) *,
1( )
i j
Nx t  , которому со-
ответствует также управление *, 1 ( ) *, ( )*, 11 1 1( , ( )) ( )
j i j i j
N N Nt x t u t
 
  u ; 
– в сечении при 1Nt t   решить задачу аппроксимации. В M точках с известным векто-
ром ( ) *, 1( )
i j
Nx t   известны M  векторов управления 
( )*, 1
1( )
i j
Nu t

 . Используя метод случайного 
поиска с последовательной редукцией области исследования, решить задачу минимизации: 
 
( ) *, 1
, 1
,...,1
2
( ) *,
1 1 1
1
( ) ( , ( )) min, 1,..., ,
i j
k N
i in
M
i j
k N k N N
ui
u t u t x t k q


  

   
   
 
где  
1
1
1
11
, 1
1 ,... 1 1 1 1
0 0
( , ) sat ... ( , ) ( , ) sat ( , ) , 1,...,
n
n
n
LL
k N
k N i i n n n k N
i i
u t x u p i x p i x u t x k q


 
 
  
    
  
  , 
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 
1 1 1 1
1 1 1 1
1 1 1
( , ), ( ) ( , ) ( ),
sat ( , ) ( ), ( , ) ( ),
( ), ( , ) ( ),
k N k N k N k N
k N k N k N k N
k N k N k N
u t x a t u t x b t
u t x a t u t x a t
b t u t x b t
   
   
  
 

 
 
 
 
1
1
1 1
1
1 1 1 ,
01 1 1 1
( )
2 1
( , ) ,
( )
k
i
i k k
k
x x
i
p i x l
x x x x


 



 
  1 10,1,2,..., 1i L  . 
 
,
0
( )2 1
( , ) ,
( )
n
n
k
i
n
n n
n n n i k k
kn n n
n
x xi
p i x l
x x x x





 
  0,1,2,..., 1;n ni L   
 
maxs sx x , min s
s
x x

  – максимальные и минимальные значения координаты sx , 1,...,s n , 
при 1Nt t   среди соответствующих координат векторов 
( ) *,
1( )
i j
Nx t  , 1,...,i M . 
В результате находятся коэффициенты , 1
,...,1
k N
i in
u

 разложения по многочленам Лежандра для 
представления управления с полной обратной связью 1( , ), 1,...,k Nu t x k q   в момент времени 
1Nt t  . 
3.4.2. На k -й стадии 1( [ , ), 2,..., 1)k kt t t k N   для каждого 1,...,i M : 
– генерировать R  допустимых векторов управления ( ) 1, 1( )
i j m
ku t

   
( )*,
1( ) , 1,...,
i j m j
ku t D r m R     с покомпонентной проверкой условия 
( ) 1,
1 1 1( ) [ ( ), ( )],
i j m
k k ku t a t b t

    1,...,i M ; 
– решить R  раз уравнение ( , ( ), ( ))x f t x t u t  с начальным условием ( )*,1 1( ) ( )
i j
k kx t x t   и 
управлением, которое найти одним из двух способов: 
а) 
( ) ( )
1
( ) 1, ( ) , 1 ( ) , 1
1 1 1
( ) ( )
{ ( ), ( , ( )) ,..., ( , ( ))}
i i
k N
i j m i j i j
k k k N N
u t u t
u t u t x t u t x t

  
   , где управления 1( , ),..., ( , )k Nu t x u t x  
получены на предыдущих стадиях, а векторы ( ) , 1 ( ) , 1 1( ),..., ( )
i j i j
k Nx t x t
 
  находятся в результа-
те интегрирования как компоненты траекторий ( ) , 1 ( ) , 1( ),..., ( )i j i jx t x t   в моменты времени 
1,...,k Nt t  ; 
б) ( ) 1, ( ) ( )1 1{ ( ), ( ),..., ( )}
i j m i i
k k Nu t u t u t

  , где управления 
( ) ( )
1( ),..., ( )
i i
k Nu t u t   определить сле-
дующим образом: 
 в силу интегрирования уравнения ( , ( ), ( ))x f t x t u t  с начальным условием 
( )*,
1 1( ) ( )
i j
k kx t x t   и управлением 
( ) 1,
1( )
i j m
ku t

  на промежутке 1[ , ]k kt t  получить часть траекто-
рии ( ) , 1, ( )i j mx t , а при kt t  – вектор состояния 
( ) 1, ( )i j m kx t
 ; 
 среди векторов ( ) *, ( )i j kx t , 1,...,i M  найти такой 
( ) *, ( )s j kx t , евклидово расстояние от 
которого до вектора ( ) , 1, ( )i j m kx t
  минимально; 
 положить ( ) ( )*, 1( ) ( )i s jk ku t u t
 , т.е. в качестве прикладываемого управления выбрать со-
ответствующее найденному вектору ( ) *, ( )s j kx t , полученное на предыдущих стадиях;  
 выполнить описанные операции при 2,..., 1k N  . 
В результате получить решения ( ) 1, 1( )),   [ ]
i j m
k Nx t  t t ,t

 , 1,...,m R ; 
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– вычислить R  соответствующих значений функционала 
 
1
( )*, 0 ( ) 1, ( ) 1,
1 1( ( ), 1) ( , ( ), ( ))
k
k
t
i j i j m i j m
k k
t
I x t N k f t x t u t dt

 
      
1
0 ( ) 1, ( ) ( ) 1,
1
1
( , ( ), ( )) ( ( ));
s
s
tN
i j m i i j m
s N
s k t
f t x t u t dt F x t

 

 
    
 
– среди полученных значений выбрать наименьшее, а соответствующее ему управление 
на k -й стадии обозначить *, 1 1( )
j
ku t

 . Оно соответствует состоянию 
( ) *,
1( )
i j
kx t  , которому соот-
ветствует также управление *, 1 ( ) *, ( )*, 11 1 1( , ( )) ( )
j i j i j
k k kt x t u t
 
  u . 
3.4.3. На 1-й стадии 0 1( [ , ))t t t для каждого 1,...,i M : 
– генерировать R  допустимых векторов управления: ( ) 1, ( ) *,0 0( ) ( ) ,
i j m i j m ju t u t D r     
1,...,m R  с покомпонентной проверкой условия ( ) 1, 0 0 0( ) [ ( ), ( )],
i j mu t a t b t  1,..., ;i M  
– решить R  раз уравнение ( , ( ), ( ))x f t x t u t  с начальным условием ( ) ( )0 0( )
i ix t x  и 
управлением ( ) 1, ( ) ( )0 1 1{ ( ), ( ),..., ( )}
i j m i i
Nu t u t u t

 , которое найти одним из двух способов, описанных 
на шаге 3.4.2. 
В результате получить решения ( ) 1,
0( )),   [ ]
i j m
Nx t  t t ,t
  , 1,...,m R : 
– вычислить R  соответствующих значений функционала 
 
1
0 1
( ) 0 ( ) 1, ( ) 1, 0 ( ) 1, ( )
0 0 1
2
( , ) ( , ( ), ( )) ( , ( ), ( ))
s
s
tt N
i i j m i j m i j m i
s
st t
I x N f t x t u t dt f t x t u t dt

  


     
( ) 1,( ( ));i j m NF x t
  
 
– среди полученных значений выбрать наименьшее, а соответствующее ему управление 
на 1-й стадии обозначить ( ) *, 1
0( )
i ju t ; оно соответствует состоянию ( )0
ix , которому соответствует 
также управление *, 1 ( ) ( )*, 10 0 0( , ( )) ( )
j i i jt x t u t u ; 
– в сечении при 0t t  решить задачу аппроксимации. В M  точках с известным вектором 
( ) *,
0( )
i jx t  известны M  векторов управления ( )*, 1 0( )
i ju t . Используя метод случайного поиска с 
последовательной редукцией области исследования, решить задачу минимизации: 
 
( ) *, 1
,0
,...,1
2
( ) *,
0 0 0
1
( ) ( , ( )) min, 1,..., ,
i j
k
i in
M
i j
kk
ui
u t u t x t k q


   
    
 
где  
1
1
1
11
,0
0 ,... 1 1 1 0
0 0
( , ) sat ... ( , ) ( , ) sat ( , ) , 1,...,
n
n
n
LL
k
k i i n n n k
i i
u t x u p i x p i x u t x k q

 
  
    
  
  . 
В качестве результата шага получить:  
– либо последовательность управлений с неполной обратной связью в моменты времени, 
соответствующие принятому разбиению 0 1 1{ ( , ), ( , ),..., ( , )}Nu t x u t x u t x , представленные совокуп-
ностями коэффициентов разложения 
1 1 1
,0 ,1 , 1
,... ,... ,...
{ ; ;...; }
n n n
k k k N
i i i i i i
u u u  , 
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– либо совокупностью множеств, образованных парами: 
 
( ) *, ( ) *, 1
0 0{ ( ), ( )}
i j i jx t u t ; ( ) *, ( ) *, 11 1{ ( ), ( )}
i j i jx t u t , …, ( ) *, ( ) *, 11 1{ ( ), ( )}
i j i j
N Nx t u t

  . 
 
Итерация завершена. 
3.5. Уменьшить размер области поиска: 1 .j jr r     
3.6. Положить 1j j  . Если j ITER , то перейти к шагу 3.3. Иначе перейти к шагу 3.7. 
3.7. Положить 1q q  . Если q P , положить 1j   и перейти к шагу 3.2. Иначе процесс 
завершить. В качестве решения выбрать последнее найденное управление (см. конец шага 3.4).  
 
3. РЕШЕНИЕ ЗАДАЧИ УПРАВЛЕНИЯ ХИМИЧЕСКИМ ПРОЦЕССОМ 
 
Модель непрерывной детерминированной системы описывается системой дифференци-
альных уравнений: 
 
 
1 2
2 1 2
2 2 2
3 1 2
;
100 ( 0,5) ( 0,6) ;
5 2,5 0,5 ,
x x
x x x u H t H t
x x x u

       
  
 
 
где 0 2Nt t   , 
1, если 0;
( )
0, если 0.
x
H x
x

 

 Ограничения на управление: 20 ( ) 20u t   . Критерий 
качества управления: 3( )NI x t . Множество начальных состояний  : 10,03 0,03x   , 
20,03 0,03x   3 0x  . 
Выберем следующие параметры метода: число генерируемых решений 100R  ; 
число проходов 10P  ; число итераций за один проход 10ITER  ; коэффициент уменьше-
ния размера множества поиска 0,96  ; коэффициент восстановления начального множе-
ства поиска 0,8 . Для числен-
ного решения дифференциаль-
ных уравнений используется ме-
тод Рунге – Кутты 4-го порядка,  
число шагов интегрирования 
40N  , число точек разбиения 
множества начальных состояний 
30M  . 
Параметры структуры управ-
ления 1 2 35, 2, 2L L L   . Сово-
купность коэффициентов функции 
разложения можно представить ги-
перстолбцовой матрицей при каж-
дом значении времени 0 1 1, ,..., Nt t t  . 
Управление, полученное для 
начального условия  (0) 0; 0; 0
T
x  , 
представлено в табл. 1 и на рис. 1. Оп-
тимальное значение функционала со-
Рис. 1. Оптимальное управление для начального условия  (0) 0; 0; 0 Tx   
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ставило   58,1779.I   Программному управлению, полученному в [8] с помощью стандартной дис-
кретизации задачи и непосредственного применения метода Лууса соответствует значение функцио-
нала   58,1532I  . 
 
Структура матрицы 0t  … 20t  … 39t  
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63,6510
16,4423
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Полученное оптимальное управление с полной обратной связью сравнивалось с про-
граммным управлением, полученным в результате работы комплекса программ, описанного в 
[8]. Для 10 одинаковых точек из множества начальных состояний были получены значения кри-
терия при управлении с полной обратной связью и при программном управлении. Наибольшее 
отклонение наблюдалось при начальном условии  (0) 0,03; 0,01; 0
T
x   , критерий качества 
управления с полной обратной связью составил * 58,1008I  , значение критерия при программ-
ном управлении составило 58,1484I  , таким образом, max * 0,0476I I  , что свидетель-
ствует о приемлемой точности полученного решения. 
 
ЗАКЛЮЧЕНИЕ 
 
В работе рассмотрено применение метода итерационного динамического программиро-
вания и метода случайного поиска с последовательной редукцией области исследования к ре-
шению задачи поиска оптимального управления с полной обратной связью. 
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APPLICATION OF ITERATIVE DYNAMIC PROGRAMMING 
TO OPTIMAL FEED-BACK CONTROL PROBLEM 
 
Panteleev A.V., Rodionova D.A. 
 
This paper presents a generalization of iterative dynamic programming using Luus-Jakola optimization procedure 
applied to the solution of optimal feed-back control for nonlinear deterministic systems. Iterative dynamic programming is 
realized. Efficiency of proposed method is tested on the software complex developed by the authors in C++; a model ex-
ample of chemical process control is presented. 
 
Key words: optimal control, iterative dynamic programming, global extremum, nonlinear deterministic systems, 
bioinspired methods, random search. 
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