Many deep models have been recently proposed for anomaly detection. This paper presents comparison of selected generative deep models and classical anomaly detection methods on an extensive number of non-image benchmark datasets. We provide statistical comparison of the selected models, in many configurations, architectures and hyperparamaters. We arrive to conclusion that performance of the generative models is determined by the process of selection of their hyperparameters. Specifically, performance of the deep generative models deteriorates with decreasing amount of anomalous samples used in hyperparameter selection. In practical scenarios of anomaly detection, none of the deep generative models systematically outperforms the kNN.
INTRODUCTION
An anomaly is a data sample that is so different from the rest of the normal data that it was likely generated by a different underlying process. Anomalous samples are object of interest for various reasons and methods for novelty or anomaly detection try to identify them. These methods are used in a plethora of domains, including medical, computer security or sensor data collection. An overview of anomaly detection methods is presented in [15] . This paper asks the following question -how do anomaly detection methods based on deep neural-network generative models stand in comparison to the methods based on alternative paradigms? In the fashion of [13] or [5] , we do not propose a new algorithm to prove it performs better than the existing methods. Instead, we aim to clarify whether the existing generative models actually bring a significant Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. improvement over classical approaches. To our knowledge, such comparison of anomaly detection methods based on neural networks to some simpler methods is missing. Sadly, most papers proposing new methods (especially those based on deep neural networks) focuse on large image data from MNIST, CIFAR or some other publicly available database that pose an unsurmountable task for classical anomaly detection methods. However, image-based anomaly problems are a rather niche domain, therefore this paper focuses on evaluation on a varied range of datasets. When presenting a novel generative model, the authors usually compare to some baseline generative model against which they are trying to improve, a limited number of classical models such as PCA or OSVM, and at best they use the KDD dataset -see e.g. [1] or [22] .
Furthermore, no one has ever done a thorough comparative study of generative deep models on a large number of different datasets. In the following text, a handful of selected generative models will be compared against each other and classical novelty detection methods in a statistical way on a large number of carefully crafted benchmark datasets. We do not claim to provide a complete overview of generative models applicable to anomaly detection task, but a general comparison that may simplify future assessment of novel methods. We admit that we have not tested or implemented state-of-the art methods such as [24] or [23] .
Additionally, we endeavor to create a standardized, publicly available implementation of different models. Apart from the actual model implementations, we create a framework for proper training, testing and comparing the models. The framework provides an interface for easy evaluation of new algorithms.
Finally, we propose a number of important questions that may lead to a better understanding of individual tested algorithms and their behavior on different datasets. Using experimental data and a thorough comparison methodology, we may be able to answer some of these questions or provide valuable insight.
When the model has learned the normal data distribution, it can be used to compute an anomaly score function f : X → R for a sample x ∈ X from the data space. The convention used here is that higher the anomaly score, the more likely it is that the sample is an anomaly. For generative models, reconstruction error (in case of autoencoders), discriminator score (for adversarial models) or their combination can be used.
This section contains a brief theoretical background of the used generative models based on neural nets and two classical methods. The description of cost functions, anomaly score functions and their parameters will be given.
Autoencoding models

Autoencoder
An autoencoder (AE) is a cornerstone of many multi layer perceptron (MLP) models. Although not a generative model by itself, it may be used as a baseline for the variational autoencoder generative model. It is easily used for the anomaly detection task (see [16] , [20] or the comprehensive review of anomaly detection methods [15] ).
It consists of two MLPs -an encoder and a decoder. The encoder represents the mapping e φ : X → Z that projects a sample x from the data space to code z in the latent space. The decoder reconstructs the code back to the data space via mapping d θ : Z → X . From here on, θ and φ denote hidden parameters of neural nets. Both parts of the autoencoder are trained using backpropagation by minimizing the reconstruction error
Because the dimension of the code z is smaller than that of x, the autoencoder is forced to learn an efficient sparse representation of x while being robust to noise [21] . This roughly equals to learning to reconstruct samples coming from the distribution p(x) of the normal data. When the trained autoencoder is shown an anomaly, it will likely not produce a good reconstruction as it has not been trained with similar samples. Therefore, the anomaly score is given by the reconstruction error of a sample
whereφ,θ are the learned parameters of the AE.
Variational autoencoder
The variational autoencoder (VAE) [11] and its modifications has seen a lot of success especially in generating realistic images. Its design is very similar to that of an ordinary autoencoder. To induce the generative property, we force the encoder to produce codes z that resemble samples from some easy-to-sample-from prior distribution p(z) (e.g. N (0, 1)). Afterwards, new samples that resemble the real data can be generated by inputing codes sampled from p(z) to the decoder.
In VAE, both the encoder and decoder model parameters of conditional distributions denoted as q φ (z|x) and p θ (x|z). We assume that the distributions are Gaussian, therefore at the output layer of the MLPs we obtain the mean and variance of the respective distributions. During training, the aim is to minimize the reconstruction loss of x while simultaneously minimizing the Kullback-Leibler divergence DKL(q φ (z|x)||p(z)), which is zero if the two distributions are equal. Also, an important part of the training is the reparametrization trick, which creates random decoder inputs in the following manner: z = µz + σzǫ, where µz and σz are outputs of the encoder and ǫ is sampled from p(z). The cost function for training a VAE is following
where λ = σ 2 x is a tuning parameter equal to a known variance of data. Since both q φ (z|x) and p(z) are Gaussian, there is an analytical expression for their KL divergence.
There are numerous papers describing the use of VAE for anomaly detection - [19] , [22] , [6] , but none make a more complete comparison with other generative and classical methods and only some use non-image datasets. In [1] , the authors describe the advantages of VAE over AE -it generalizes more easily since it is working on probabilities. The anomaly score function of the VAE is the reconstruction error
Alternatively, the log-likelihood of the code z due to prior p(z) can be used.
Adversarial models
GAN
The simplest adversarial generative model is the generative adversarial network -GAN [9] . It consists of two adversaries -a generator and a discriminator that are represented by MLPs. The generator creates samples that resemble the real data, while the discriminator is trying to recognize the fake samples from the real ones. During training, they both improve -generator creates more believable samples while the discriminator gets more proficient at recognizing fakes.
Inputs of the generator are codes z ∼ p(z), where p(z) is e.g. standard or uniform distribution. The generator is a mapping into the data space g φ : Z → X . Discriminator is a mapping d θ : X → [0, 1], i.e. its output is a scalar representing the probability that a sample comes from the true data distribution p(x). The training alternates between minimizing the logit cross-entropy for discriminator
and a simplified logit cross-entropy for the generator
After training, one can input samples z to the generator and it should be able to generate samples that resemble those from p(x). For anomaly detection application, p(x) is the distribution of normal data. We do not need to know the true form of p(x), we only need to be able to sample from it. The discriminator should ideally learn the however complicated form of p(x) by backpropagation. Anomaly score of a sample x is computed as a weighted average of the discriminator output and a reconstruction error of the generated sample
where z ∼ p(z) and λ is a scalar scaling parameter.
Feature-matching GAN
While GAN enjoys success in generation of realistic images, it is famously difficult to train. The authors of [17] proposed a number of modifications to the original simple training process. One of them is the addition of the featurematching loss to the cost function. It is based on the idea that backpropagation based on a loss computed somewhere else than the final scalar output of the discriminator may provide improved gradients for the generator, thus enabling a more stable training procedure.
The feature-matching GAN (fmGAN) uses an augmented generator cost function
where h θ is the output of some intermediate (e.g. the penultimate) layer of the discriminator and α is a scalar scaling parameter.
The fmGAN has been successfully used for anomaly detection in [18] . The anomaly score function is the same as in the case of the GAN model.
Classical outlier detection methods
kNN
The k-nearest neighbours anomaly detection algorithm [2] is a simple yet powerful model. It is based on the assumption that normal data are grouped in the data space and anomalies are distant from them and therefore can be detected by measuring their distance from the rest of the data. It is relatively easy to implement, well described in literature and quite well performing. A large study [5] concluded that no classical anomaly detection algorithm provides a comprehensive improvement over kNN.
For faster distance computation, the training data are encoded in a KDTree structure [3] . This significantly improves the prediction times on large datasets but requires additional overhead in construction of the tree. The only hyperparameter of the algorithm is k. The version of kNN used for experiments in this paper computes the anomaly score as the average distance to k-nearest neighbours in the training dataset.
Isolation forest
Isolation forest [12] is also one of the more widely used anomaly detection algorithms. During training, the algorithm randomly and recursively partitions the data and stores this partitioning in a tree structure. This partitioning is done numerous times -thus a forest is constructed. Anomalies should be ideally reached on a shorter path in the tree as they require a smaller number of partitionings to be separated from the rest of the data. The hyperparameter to be tuned is the number of trees nt. The anomaly score is computed as the negative of the average path length of a sample over all trees in the forest.
EXPERIMENTS
This section describes the setup of experiment that was conducted on a large number of benchmark datasets. Datasets, algorithm and experiment implementation in the Julia language is made publicly available in a GitHub repository at https://github.com/smidl/AnomalyDetection.jl. Table 1 : Tested hyperparameter settings. M is the dimensionality of a dataset, N is the number of training samples, nt is the number of trees, n h is the number of hidden layers.
Experiment setup
algorithm hyperparameters kNN k ∈ {1, 1 2 √ N , √ N , 3 2 √ N , 2 √ N } Isolation Forest nt ∈ {100, 500} all deep models dim(Z) ∈ {0.1M , 0.2M , . . . , 0.5M }, M = min(200, M ) n h ∈ {1, 2, 3} VAE λ ∈ {10 −4 , 10 −3 , . . . , 1} GAN λ ∈ {0, 0.2, . . . , 1.0} fmGAN α ∈ {10 −4 , 10 −2 , . . . , 10 4 } λ ∈ {0, 0.2, . . . , 1.0}
Benchmark data
In order to evaluate the selected models in the most realistic fashion, the methodology of creating appropriate anomaly detection benchmarks from [8] was adopted. A list of 35 preprocessed basic datasets from [14] was used. A more detailed overview of the basic datasets and of the preprocessing can be found in the same paper.
The basic datasets were originally created from multiclass classification or regression datasets that were split into normal and anomalous data, whitened and further processed. Afterwards, it is possible to sample normal and anomalous data according to different criteria. First, there are four levels of anomaly difficulty -easy, medium, hard and very hard. Second, a contamination rate (the percentage of anomalies in a sampled dataset) can be specified. Third, it is possible to sample anomalies that are clustered or unclustered.
For the purposes of our experiments, we have sampled from each basic dataset to obtain a non-contaminated (containing no anomalies) training dataset and a contaminated testing dataset. We have used 80% of normal data for training and 20% for testing. In each of the basic datasets, there is a different number of anomalies of a given anomaly difficulty level (see the summary table in [14] ). Therefore, the anomaly difficulty levels were chosen (mostly easy or medium) so that there were enough anomalies to be sampled from with respect to the chosen contamination rate. The contamination rate of the testing dataset was 5% and we sampled for non-clustered anomalies. Random sampling was repeated 10 times for each basic dataset to obtain diverse training and testing datasets .
Algorithm setup
The table 1 contains an overview of tested hyperparameter values. An experiment consisting of training of a model and predicting anomaly scores was carried out for every possible combination of hyperparameters. Therefore, a different number of experiments per dataset sampling was realized for different algorithms -that is no more than 5 experiments for kNN but up to 450 experiments in the case of fmGAN. For training of the deep models, the Adam optimizer [10] was used with a learning rate of 0.001. We trained each generative model for a total of 10000 steps with a batchsize of 256 or lower in case of datasets that are not numerous enough. Relu activation functions and dense layers were used. Size of hidden layers was given by linear interpolation between the code dimension dim(Z) and a proper input/output dimension. The code dimension was proportionate to the input dimension dim(X ) but never exceeded 100.
Evaluation methodology
Algorithm ranking
For comparison of different algorithms on multiple datasets, we use the statistical procedure described in [7] . For a given comparison metric, e.g. AUROC (area under ROC curve), we rank algorithms according to their performance on a dataset. If there is a tie, then average rank is given to the tied algorithms. Afterwards, an average rank over datasets is computed for each algorithm. See e.g. Table 5 , where the evaluation metric is the maximum AUROC on the testing dataset (the first ranking criterion in the following text). Based on the average ranks, a number of statistical hypotheses may be tested. In the case of this study, we are interested in two: a) is there enough statistical evidence to reject the hypothesis that all the algorithms perform equally and b) do two individual algorithms perform differently on a statistically significant level? The answers to these questions are given by the Friedman and Nemenyi test, respectively. For our problem size (6 algorithms and 35 datasets), the critical value for the Nemenyi test at 5% confidence level is CD0.05 ≈ 1.2745. If the average rank of two algorithms is larger than that, we can say that their performance is significantly different.
A concise way of visualization are the critical difference diagrams, see e.g. Fig 1. The average algorithm ranks are marked and the statistically equally performing algorithms are connected together with a wide black line.
Hyperparameter selection
After training of an algorithm on the training dataset, a vector of anomaly scores was computed for the testing dataset. Also, a small sample of anomalies was added to the training dataset and a vector of anomaly scores of the resulting ensemble was computed (reasoning behind this follows). Afterwards, testing and training AUROC were computed from these two vectors and known labels. This was done for each individual experiment specified by a combination of dataset, model, resampling iteration and model hyperparameter setting.
We assumed that tuning of hyperparameters is done during training. The rankings of models were produced using the testing AUROC of best-performant model in a resampling iteration, averaged over resampling iterations on a dataset. To simulate different real-world conditions in which hyperparameters are tuned, 3 methods of their selection were used.
1. Firstly, the hyperparameters were selected by the best AUROC on the testing dataset. This gives an idea of the maximum potential of the algorithm, which may be difficult to attain in reality. See Table 5 .
2. Secondly, the hyperparameters were selected by best performance on training dataset with added anomalies (training AUROC). This simulates a more realistic scenario of hyperparameter tuning, where all the labels are known on the training dataset. See Table 6 .
3. Thirdly, the hyperparameters were selected using the p% most anomalous samples of the training dataset Table 3 : Average fit t f and predict tp times.
with added anomalies. However, the performance was measured using the precision (rate of detected anomalies). This is the most realistic scenario in case when the training labels are expensive to obtain. The common practice is then to manually inspect the most p% anomalous samples in the training dataset and select the hyperparameters of the most precise model. For our experiments, we chose p ∈ {1, 5}. See Table 7 and 8.
These ranking methods stimulate interesting questions.
• What is the reason of an algorithm performing well in the first method and not so well in the others? Insufficient tuning of hyperparameters? Overfitting on training? Or just very difficult applicability to realworld problems where labels are not present and such tuning is not possible?
• What is the robustness of different algorithms to variation of the training data? How robust is it to a possible presence of anomalies in the training data?
• How many samples need to be manually inspected to obtain robust optimal hyperparameter settings?
• Can we analyze on which datasets are some methods more successful than the others? Do these datasets have something in common? 
Experimental results
Mean ranks of algorithms across datasets for all hyperparameter selection methods are summarized in Table 2 (the complete AUC scores are shown in Tables 5 -8 in Appendix). Results from Table 2 shows that generative models, namely VAE and fmGAN, can produce excellent results if one has a large number of known anomalies to select right hyperparameters (methods test auc and train auc). Once the number of known anomalies decreases, as is the case of the more realistic methods top 1% and top 5%, generative models becomes inferior to methods robust to hyperparameter selection, namely k-nearest neighbours.
The Friedman test rejects the hypothesis that the models perform equally well in all four ranking criteria. Critical difference diagrams shown in Figs. 1 -4 reveal that unless one selects hyperparameters on testing set, which is obviously cheating, not a single generative model provides a statistically significant improvement over the naive kNN anomaly detection algorithm. VAE seems to be the most robust and therefore more promising deep model, as its ranks relatively well for all the hyperparameter selection criteria.
Although the deep models do not generally outperform kNN when tuned with a limited number of labels, they can still perform well on certain datasets. See Table 8 , datasets cardiotocography, libras and sonar for the ranks of fmGAN. In Table 7 , fmGAN against performs well on these (and additional) datasets. The same can be observed for VAE and the ecoli, miniboone and multiple-features datasets. This may mean that these datasets share some common characteristic which makes them suitable for application of deep models, rather than just a random fluctuation caused by the large number of experiments carried out for fmGAN and VAE. However we have not yet been able to find the connection. It is certainly not the difficulty of the anomalies, as kNN performs relatively well across all difficulty levels.
The only area in which the deep models outperform kNN is the mean prediction time on large datasets (in terms of number of training samples), see Table 3 . Note that the largest benchmark dataset is miniboone with 93565 normal samples. In deep models, the prediction is independent on the training data size. This is however compensated for by the computational demands of their training. 
CONCLUSIONS
In this paper, a selection of deep generative models adopted for anomaly detection were compared against traditional methods of k-nearest neighbours and Isolation Forests. This was done in a systematic way on a large number of benchmark datasets. Most authors of novel anomaly detection methods based on deep models do not compare to kNN, but instead compare to methods such as Local Outlier Factor [4] , despite it has been shown in [14] and [5] that it does not systematically outperform kNN algorithm. We have shown that the robustness of kNN still holds even in comparison with some deep generative models.
From the conducted experiments, the main conclusion is that the major bottleneck for reliable employment of deep generative models for anomaly detection is the difficulty of hyperparameter tuning. Ideally, hyperparameter tuning should be automated and included in the training procedure, which is not the case. Especially adversarial models do not seem to be robust and their training is difficult. On the other hand, generative models showed promising potential and should be studied in a greater depth. We have studied performance of different models under a relatively simple, yet realistic, hyperparameter selection methods and criteria. An interesting question is the existence of a criterion that is more appropriate in the context of limited number of available labels.
This also leads us to questioning the appropriateness of the use of deep generative models in the unsupervised setting. Since we have shown that labels are necessary for hyperparameter tuning, maybe it is worth investigating a semi/fully-supervised deep generative models for anomaly detection.
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APPENDIX
Here, selected results of scores and ranks for algorithms across all datasets are shown. For brevity, we use short codes for dataset names, see Table 4 . Table 7 : AUROC scores and ranks of algorithms using the third hyperparameter selection criterion, using top 5% of samples. Table 8 : AUROC scores and ranks of algorithms using the third hyperparameter selection criterion, using top 1% of samples.
