This model study investigates summer hydrographic changes in response to climate projections following the CMIP5 RCP8.5 scenario. We use the high resolution regional coupled ocean-sea ice-atmosphere model RCA4-NEMO to downscale an ensemble of five global climate projections with a main focus on the Baltic Sea and neighboring shelf basins to the west. We find consistently across the ensemble a northward shift in the mean summer position of the westerlies at the end of the twenty-first century compared to the twentieth century. Associated with this is an anomalous precipitation pattern marked by increased rainfall over northern Europe and dryer conditions over the continental central part. In response to these largescale atmospheric changes, a strong freshening mainly resulting from a higher net precipitation over the year combined with higher annual mean runoff is registered for the Baltic Sea and adjacent seas. The strongest freshening takes place in the southern Skagerrak region where stronger winds enhance the cyclonic circulation and by this, recirculation of fresher waters from the Baltic Sea strengthens. In the Baltic Sea freshening leads to a reduction in basin averaged salinities between 0.6 and 2.3 g kg −1 throughout the ensemble. Likewise, the sea surface temperature response in the Baltic Sea varies between + 2.5 and + 4.7 K depending on the applied global model scenario. The climate induced changes in atmospheric forcing have further consequences for the large-scale circulation in the Baltic Sea. All ensemble members indicate a strengthening of the zonal, wind driven near surface overturning circulation in the southwestern Baltic Sea towards the end of the twenty-first century whereas the more thermohaline driven overturning at depth is reduced by ~ 25%. In the Baltic Proper, the meridional overturning shows no clear climate change signal. However, three out of five ensemble members indicate at least a northward expansion of the main overturning cell. In the Bothnian Sea, all ensemble members show a significant weakening of the meridional overturning. The entire ensemble consistently indicates a basin-wide intensification of the pycnocline (9-35%) for the Baltic Sea and a shallowing of the pycnocline depth in most regions as well. In the Baltic Sea, which is dominated by mesohaline conditions under the historical period, the changes in salinity at the end of the twenty-first century have turned wide areas to be dominated by oligohaline conditions as a result of climate change. Potential consequences for biogeochemical conditions and implications for biodiversity are discussed.
Introduction
Because global climate projections are associated with high uncertainties on regional scales current efforts to provide climate information for certain regions have to be pursued in coordinated experiments and in large ensembles of high resolution regional models. For the atmosphere, this work has been organized by the CORDEX (Coordinated Regional Climate Downscaling Experiment) community as part of the Coupled Model Intercomparison Project (CMIP) which is currently in its 6th phase (Giorgi et al. 2009; Gutowski et al. Electronic supplementary material The online version of this article (https ://doi.org/10.1007/s0038 2-019-04908 -9) contains supplementary material, which is available to authorized users. 2016). However, most of the efforts in CORDEX clearly focus on the atmosphere (e.g. Jacob et al. 2014; Berg et al. 2015; Koenigk et al. 2015; Kotlarski et al. 2015) . More comprehensive assessments that involve also interactively coupled ocean and/or land models thereby allowing to realistically simulate complex feedback loops across climate compartments (e.g. Tian et al. 2013; Sein et al. 2015; Gröger et al. 2015; Sein et al. 2018) are still rare but are currently fostered within CMIP5 (Dethloff et al. 2012; Gutowski et al. 2016) . For the NW European shelf, i.e. the Baltic Sea and North Sea regions the knowledge about the impact of climate change has been recently summarized in two assessments (Meier 2015; Schrum et al. 2016 ). However, both reports are based mainly on climate scenarios according to the Special Report on Emission Scenario (SRES) as part of the previous CMIP phase 3 (e.g. Tinker et al. 2016 ) while only few scenarios have so far been carried out that follow the Radiative Concentration Pathways (RCPs, e.g. Pushpadas et al. 2015; Mathis et al. 2017; Sein et al. 2018) .
Depending on the chosen scenario previous studies have reported a substantial freshening and a sea surface temperature (SST) increase for the Baltic Sea (e.g. Neumann 2010; Neumann and Friedland 2011; Meier et al. 2011 Meier et al. , 2012a Saraiva et al. 2018 Saraiva et al. , 2019 . These changes are consistent with results obtained for other seas on the NW European shelf such as the North Sea (Holt et al. 2012 Gröger et al. 2013; Mathis and Pohlmann 2014; Mathis et al. 2017; Tinker et al. 2016; Schrum et al. 2016 ). Most of these modeling studies have applied uncoupled ocean-only models forced by either output from global climate models scenarios directly or by output from higher resolution regional atmosphere standalone models (e.g., Omstedt et al. 2012; Mathis and Pohlmann 2014; Tinker et al. 2016 ). Both of these strategies have in common that the atmospheric forcing fields are prescribed during the simulation and so any changes in the ocean are ignored by the atmosphere. As a result, the ocean is missing an important response from the atmosphere. However, it was shown that this strategy might be problematic. Recently, Mathis et al. (2017) have shown that such kind of one-way coupled simulations are very tightly constrained by the atmospheric forcing alone with respect to simulated SSTs while interactive coupled air-sea interaction as done in coupled regional ocean-sea ice-atmosphere models can develop more independently. Moreover, Tian et al. (2013) , and Gröger et al. (2015) have shown that interactive air-sea coupling can substantially improve simulated SSTs in hindcast simulations through a realistic simulation of ocean-atmosphere feedbacks. In turn, air-sea thermal feedbacks have been found to play an important role in simulating extreme weather phenomena and interactive coupling can improve results (e.g. Ho-Hagemann et al. 2017; Jeworrek et al. 2017; van Pham et al. 2017 ). On the other hand, fully coupled long-term model simulations are extremely expensive especially when applied in large ensembles and in connection with computationally intensive biogeochemical models. Therefore, in order to address combined biogeochemical and climate related questions, often the output from coupled ocean-sea ice-atmosphere models is used to force standalone ocean-biogeochemical models (e.g. Meier et al. 2011 Meier et al. , 2012a Neumann et al. 2012) . A detailed discussion about the benefit and potential problems of coupled regional modeling compared to the use of stand-alone components has been given in Schrum (2017) .
In contrast to previous studies (Meier et al. 2011; Bülow et al. 2014 ) the present study employs for the first time more than two global earth system models at the lateral boundaries of the regional high resolution model. The analyzed ensemble is to our knowledge so far the largest ensemble of downscaled coupled climate scenarios for marginal seas on the NW European shelf.
Brief description of the study area
The model domain encompasses the Baltic Sea, Kattegat, Skagerrak, and also the North Sea though the latter is not the primary focus in this study (Fig. 1) .
The Baltic Sea is a brackish sea and has very limited water exchange with marine water originating from the North Sea and therefore has long flushing times in the order of 2-3 decades (e.g. Meier 2007; Meier et al. 2018b) . The average depth is about 50 m. It is permanently stratified in most areas due to a strong halocline at 60-80 m depths (e.g. Väli et al. 2013 ). The Baltic Sea has been subdivided in several sub-basins based on its bathymetric configuration ( Fig. 1 ). Salinities range from nearly full marine conditions in the westernmost parts to nearly freshwater conditions in the northernmost part. The Baltic Sea receives a large amount of freshwater from the surrounding catchment area with main rivers located north of 60°N (around 14,000 m 3 s −1 in the long-term yearly average, Meier and Kauker 2003) .
The Baltic Sea is connected with the North Sea by small and shallow channels in the Kattegat (Fig. 1) . Together with the Danish straits this area constitutes the pathway for the more or less sporadic severe inflows of salt-rich water masses from the North Sea to the Baltic Sea (Major Baltic inflows, MBIs) which can be monitored far into the deep Baltic Proper and which play an important role in controlling oxygen conditions in the deep Baltic (e.g. Matthäus and Franck 1992; Meier et al. 2018b) .
The North Sea is a semi-enclosed basin located on the northwest European Shelf adjacent to the northeast Atlantic. The average depth is about 95 m and deepens towards the boundary to the North Atlantic in the north. The model domain ( Fig. 1 ) also comprises the eastern part of the English Channel up to 4°W. The model has a wide open boundary to the Atlantic Ocean at around 59°N and a small one via the English Channel in the west. The general circulation in the North Sea is cyclonic with main inflow of Atlantic waters across the northwestern boundary and through the English Channel and net outflow via the deep Norwegian Trench along the Norwegian coast. Due to its good connection to the adjacent open Atlantic the North Sea is strongly influenced by tides with highest amplitudes along the inflow path of Atlantic waters east of Scotland and in the English Channel (Sein et al. 2015) . The North Sea is seasonally stratified during summer when a strong thermocline develops in the northern, deeper part (e.g. Mathis and Pohlmann 2014) . During the cold season nearly the entire North Sea (with the exception of the Norwegian trench) is well mixed. Due to this and the strong exchange with the North Atlantic the North Sea has a flushing time in the order of 1 year (e.g. Hjøllo et al. 2009 ).
Purpose of this study
In this study we use the interactively coupled ocean-sea ice-atmosphere regional model RCA4-NEMO [Rossby Center Atmosphere model (Strandberg et al. 2014) , Nucleus for European Modelling the Ocean, (Madec 2012) which is setup for the North Sea and Baltic Sea Gröger et al. 2015; Wang et al. 2015) ]. This model has been driven by the output from an ensemble of 15 different global climate simulations comprising the CMIP5 climate scenarios RCP2.6, RCP4.5, and RCP8.5. However, we here concentrate on the strongest warming scenarios following RCP8.5 which results in an ensemble of five scenarios mainly due to two reasons: (1) due to the large inertia of the water body the climate response of the ocean is relatively slow compared to land climate. Hence, on medium range time scales the ocean can be considered to respond more or less linear (with the exception of local sea-ice feedbacks) to external forcing which results in a qualitatively coherent ocean response to different climate scenarios. Thus, we here consider only the strongest RCP8.5 scenario where the responses can be best studied.
(2) Furthermore, we do not investigate the aspect of uncertainty associated with the choice of different global models and different scenarios which has been done elsewhere (e.g. Meier 2015; Schrum et al. 2016; Meier et al. 2018a) . We here focus on processes, i.e. we aim to identify and analyze coherent and incoherent responses across the ensemble and identify the responsible processes.
Thematically, we here concentrate primarily on the summer hydrographic conditions which are likely to influence the marine biology and biogeochemistry (Pätsch et al. 2017) . Previous studies have often discussed the vertical stratification of the water column and its potential influence on biogeochemistry in both global (Steinacher et al. 2010; Bopp et al. 2013) and regional climate changes studies (Holt et al. 2012; Meier et al. 2012a; Bopp et al. 2013; Gröger et al. 2013; Mathis and Pohlmann 2014; Tinker et al. 2016; Saraiva et al. 2018) . However, in regional ocean modeling studies stratification has been inferred mostly from temperature and/or salinity profiles at single stations while basin wide investigations are still rare (e.g. Holt et al. 2010; Väli et al. 2013; Mathis and Pohlmann 2014; van Leeuwen et al. 2015; Tinker et al. 2016) . Therefore, in order to asses stratification, we here calculate pycnocline characteristics in terms of the highest density gradient in the water column and the depth of the pycnocline for every grid point of our ocean model. We further aim to distinguish the individual effect of salinity and temperature changes on the response of the pycnocline to climate warming.
In Sect. 2, we briefly introduce the coupled ocean-sea ice-atmosphere model RCA4-NEMO and the study area and provide a profound validation for present day climate. In Sect. 3, general results of changes in basic atmospheric and oceanographic variables between 1970-1999 and 2070-2099 are described and in Sect. 4 implications for plausible consequences on biogeochemistry and higher trophic species are discussed.
2 The coupled ocean-sea ice-atmosphere model RCA4-NEMO
Model description
The regional climate model (RCM) used here is fully described and comprehensively validated in Dieterich et al. (2019) , so only a brief description with main characteristics is provided. Furthermore, the focus of this study is primarily on the ocean, so atmospheric variables are considered only so far as it is important for the interpretation of oceanic processes.
The coupled model consists of the atmosphere component RCA4 (Strandberg et al. 2014 ) with a resolution of 0.22° (~ 24 km). The regional model RCA4 is setup for the EURO-CORDEX domain and along the open boundaries tracer and momentum from a global circulation model (GCM) are applied every 6 h. The global model can either be a reanalysis like ERA40 or one of the scenarios from CMIP5 climate scenario suite (Taylor et al. 2012) . The ice-ocean component in the RCM is based on NEMO 3.3-LIM3 (Madec 2011; Vancoppenolle et al. 2009 ). This model resolves the North Sea and the Baltic Sea at 2 nautical miles (~ 3.7 km) and uses 56 vertical levels with a resolution of 3 m at the surface, increasing to 9 m in 100 m and to a maximum of 22 m at 711 m. The regional ocean model has two open boundaries, one in the English Channel and another one in the northern North Sea. At those boundaries tracers and sea surface height (SSH) in monthly resolution are prescribed from a GCM. For the hindcast runs the ORAS4 reanalysis Balmaseda et al. (2013) provides the boundary conditions. For the climate scenario runs analyzed in this study the boundary conditions are taken from the ocean component that is part of the coupled global earth system model.
This strategy was chosen to ensure that climate induced changes in the North Atlantic are accounted for in our simulations as we think this is especially important for marginal seas with rapid flushing times like the North Sea (in the order of 1-2 years). Furthermore, the North Atlantic Sector has been identified to be very sensitive to climate change (e.g. Hand et al. 2018) . During the historical period all ensemble members showed the same cyclonic circulation as this is shown for the hindcast case in the validation (e.g. Fig. 4a , Supplementary Material S1).
However, sensitivity studies under hindcast conditions showed that besides lateral boundary conditions for temperature, salinity, and SSH as used in this study, on-shelf barotropic transports prescribed at the lateral boundary yield a more vigorous and realistic circulation in the northern North Sea. Without that, inflow of Atlantic water turned out to be too weak which resulted in a barotropic streamfunction of only 0.6 Sv whereas most models indicate a circulation of around 1 Sv (e.g. Pätsch et al. 2017) . In contrast to the northern boundary, the transports through the English Channel into the North Sea amount to 0.16 Sv which is in accordance with observations (0.14 Sv, Pätsch et al. 2017) . Likewise, the cyclonic gyre circulation in the Skagerrak and the net Baltic inflow into the North Sea compare well with other established models (Suppl. Material; Pätsch et al. 2017 ). However, due to the above described deficiency at the northern boundary we decided to set the main focus of the study on the Baltic Sea, Kattegat, and Skagerrak region and not include barotropic transports at the northern boundary. This was done mainly due to two reasons: (1) validation of temperature and salinity yielded quite good results for the North Sea (see Supplementary Material S1). (2) From a more practical point of view, to obtain appropriate boundary conditions at the northern boundary would have required to generate circulation fields out of a model setup with an extended model domain covering also parts of the North Atlantic. This supports earlier findings by Mathis and Pohlman (2014) who used a larger domain covering the entire NW European shelf to obtain a realistic circulation in their North Sea model and to carry out one single climate projection. However, given the long time interval to simulate 140 years for each of the ensemble members, in this study the required computational effort was beyond available resources.
In addition to the prescription of global model output at the lateral boundaries, 11 tidal constituents are prescribed at the open boundaries taken from the tidal model by Egbert et al. (2010) . Atmospheric information at the lateral boundaries of the atmosphere model RCA4 are likewise taken from global climate models .
The atmosphere and the ice-ocean components of NEMO-Nordic are coupled every 3 h using the OASIS3 coupler (Valcke 2013) . The atmosphere receives ice and sea surface temperatures and the ice fraction and ice albedo. The ice-ocean component receives the vertical components of fluxes of heat, mass and horizontal momentum plus the sea level pressure. Further details of the coupling procedure are described in Gröger et al. (2015) .
Validation of present day climate
The main validation of the ocean component of the coupled model is provided in the Supplementary Material S1 to this paper. In particular, we have tested the models skills to reproduce water temperatures and salinity using observations from in situ measurements at different stations indicated in Fig. 1 as well as satellite derived estimations for SST from the Federal Maritime and Hydrographic Agency, Hamburg, Germany. We further analyzed the skills of the model to reproduce mean circulation and water stratification. However, as demonstrated by Notz (2015) , for climate purposes the model skills to reproduce observational climatologies is not the only factor to judge the usefulness of a model. Instead the models ability to reproduce variability and observed temporal changes are of particular importance for climate change studies. This applies even more when validating interactively coupled models as applied in this study. Thus, the validation is done mainly with respect to future climate applications i.e. the models skills are tested to reproduce mean climate and variability as well as interannual variations and the seasonal cycle. We here summarize these results and refer to the Supplementary Material S1 for a comprehensive validation.
The general cyclonic circulation pattern in the North Sea characterized by inflow at the northwestern boundary and through the English Channel and outflow at the northeastern boundary can be recognized ( Fig. 4 in S1). Although the exchange with the Atlantic is underestimated by about 50% as mentioned above, salinity gradients in the North Sea are reproduced quite well. Comparison with stations of in situ data (see Fig. 1 for station positions) reveals that varying different hydrographic conditions in the North Sea like the stratified Norwegian Coastal Current (NCC), open ocean conditions at Fladden Ground as well as in shallow southern well mixed environments are reproduced. Especially the dynamics of the seasonal thermocline (Figs. 2 and 5 in S1) are simulated. However, a too weak water exchange with the North Atlantic explains too low salinities in the northernmost North Sea. Like for most North Sea models the strongest biases in salinity and temperature occur in coastal regions mainly due to too low vertical resolution and insufficient meteorological forcing (see Pätsch et al. 2017 , for a detailed discussion on that issue). Most important for climate studies however, the interannual variability is well correlated with observations from both satellite derived SST, as well as in situ measurements for water temperature and salinity from the Climate Water Navigation (KLIWAS) data set (Bersch et al. 2013 ).
In the Baltic Sea, the model captures the different hydrographic settings from the transition from the North Sea (Skagerrak, Kattegat, BY2) zone to the Baltic Proper (BY15) and finally to the Bay of Bothnia (F9-A13). Especially the seasonal dynamics of thermal stratification is well reproduced. Generally too low salinities are found in the deeper parts of the Baltic Sea. Thus, the haline stratification is somewhat too weak in the Baltic Sea. Comparison with satellite derived products from the BSH reveals that interannual variations of SST are well reproduced. This is likewise true for the models ability to reproduce interannual variations of the annual maximum sea ice extension as revealed by comparison with satellite derived data from the SMHI (Fig. 8 in S1).
Finally, comparison with compiled data sets from the World Ocean Atlas reveals that the seasonal cycle of stratification as indicated by the potential density anomaly is well captured by the model in both the North Sea and the Baltic Sea ( Fig. 7 in S1).
Besides the main validation provided in the Supplementary Material S1 the ocean component was validated and compared with other models (Pätsch et al. 2017 ). Pätsch et al. (2017) tested in particular the models ability to reliably simulate the hydrographic variables in the North Sea relevant for ecosystem simulations. The authors showed that the model used in this study lies well within the spread of other established North Sea models and compares well with observations. In addition, with focus on the atmospheric part of the model, Wang et al. (2015) showed that the model simulates the present day climate realistically enough to be applied in climate scenarios.
Experimental setup
The global climate scenarios are taken from five global climate scenarios based of the CMIP5 models MPI-ESM-LR (MPIESM in the following), HadGEM2-ES (HadGCM), EC-EARTH, GFDL-ESM2 M (GFDL), IPSL-CM5A-MR (IPSL). These global scenario simulations were downscaled with the high-resolution ocean-sea ice-atmosphere model RCA4-NEMO. Both RCA4 and NEMO needed global model data which were interpolated onto the lateral boundaries of the regional models. At the lateral boundaries of the regional model, necessary forcing fields from the global model were interpolated onto the grid of the respective regional component of RCA4-NEMO. The model simulations were carried out for the historical period from 1961 to 2005, and for the corresponding RCP8.5 scenarios from 2006 to 2100 provided by the global models. Although RCA4-NEMO contains a river routing scheme that allows to diagnose the runoff to the sea from the global scenario simulations this was not applied here because also only small biases in atmospheric precipitation and evaporation fields over the huge drainage basin would accumulate into too strong biases in runoff. Instead, the runoff was taken from the hydrological model E-HYPE (Donnelly et al. 2016 ) that was driven by the ERA interim reanalysis data set for the historical period between 1979 and 2008 (between 1961 and 1978 a daily climatology was used). For the future period an increase was assumed in the order of 10% from 2006 for the Bothnian Sea and Bothnian Bay until 2100. This average value stems from calculations by Meier et al. (2012b) and Saraiva et al. (2018) who analyzed the impact of climate change in different climate scenarios from the hydrological model E-HYPE. Likewise, previous calculations support this number (Meier et al. 2012b) .
The main focus of this study is on climate driven changes in the summer hydrography with relevance for ecosystems. However, where necessary for the interpretation of the results winter and/or annual mean hydrographic changes are included in the analysis. Levang and Schmitt 2015) .
Results

Hydrographic changes and changes in large-scale circulation of the Baltic Sea
Atmospheric response and changes in the Skagerrak hydrography
In agreement with this, our downscalings consistently show a characteristic north-south pattern with increased summer precipitation in the north and lowered precipitation over continental central Europe at the end of the twenty-first century (Fig. 3a) . Moreover, this pattern is in all realizations associated with stronger wind speeds over the Atlantic and the westerlies are likewise shifted/extended further to the north during the warm season (Fig. 3b, c) . However, the dryer conditions during summer over wide areas of the southern North Sea and Central Europe (e.g. EC-Earth and HadGCM) are compensated for by considerably wetter conditions during winter (not shown here) which leads to a freshwater surplus in the annual mean at the end of the twenty-first century.
Hence, SSS (also during summer) are reduced. Regional salinity changes are dominated by a characteristic and consistent pattern in the Skagerrak in all simulations ( Fig. 4 ). Hence, very strong freshening is seen in the southern Skagerrak while in the northern Skagerrak freshening is only weak. This pronounced small-scale pattern is mainly linked to local changes in the surface circulation.
In the Skagerrak, the cyclonic circulation is enhanced as indicated by stronger velocities in the Danish and Norwegian part of the Skagerrak (Fig. 5 ). As a result, more freshwater from the Baltic recirculates and causes a strong negative salinity anomaly in the southern Skagerrak while along the Norwegian coast of the Skagerrak the overall freshening is damped by surplus of higher saline water from the southern Skagerrak originating from the North Sea. The main driver of these changes is an altered wind field at the end of the twenty-first century compared to the twentieth century. Figure 3 shows that most pronounced wind changes occur over the Skagerrak region. Wind flow at 10 m is consistently strengthened across the realizations. The stronger winds stimulate the cyclonic water circulation in the region.
Also the predominant wind direction is important in this concern. In a recent study, Christensen et al. (2018) could show that a NE wind regime tends to facilitate the freshwater export out of the Baltic. Indeed, we found in four out of five ensemble members a strong decline in NE wind occurrences (between − 13.6 and − 27%) at the end of the twenty-first century compared to end of the twentieth century. Likewise, SW winds increased between 7.3 and 22.0% in three ensemble members. Thus the change in wind direction over the Skagerrak region supports longer residence times of freshwater in this region.
Baltic Sea
In the Baltic Sea the projected changes in SSS show a more homogeneous pattern of freshening without dominant small-scale features as described for the North Sea (Fig. 4) . Overall, the basin averaged SSSs (Fig. 2, Table 1 ) decrease between ~ 0.6 (EC-Earth) and 2.3 g kg −1 (IPSL). On longer time scales the salinity in the Baltic Sea may also be influenced by changes in the dynamics of the well-known sporadic inflows of salt rich waters from the North Sea near the bottom. A general definition or unambiguous detection method for the inflow of salt rich water into the Baltic Sea is still lacking. Methods based on observational evidence at specific geographic sites are problematic as discussed in Mohrholz (2018) . Moreover, methods working under present day hydrographic conditions will not necessarily work reliably under future conditions, which are likely to undergo considerable alteration in the course of climate change.
To assess the aforementioned general and basin integrated effect of stronger winds on the Baltic Sea circulation we calculated the meridional overturning circulation following the approach of Döös et al. (2004) . This method integrates the meridional velocity components both over depths and from east to west over a wider region (red rectangle in Fig. 1 ). It is therefore less sensitive to changes in local hydrographic conditions and therefore monitors the large-scale circulation in the Baltic Sea more robustly than times series from specific stations. Figure 6a shows the ensemble mean of the meridional overturning circulation from about 56°N-66°N. The average over the period 1970-1999 shows three main circulation cells from south to north: the main cell located in the southern Baltic Proper up to 58°N (R1 and R2 in Fig. 6a ) is mainly thermohaline driven at depth. The lower limb of this cell largely reflects the flow path of salty water from the North Sea through the Baltic Sea. A second shallower cell is seen in the northern part of the Baltic Proper (~ 58.7° to ~ 60°N). Further to the north lies the small but nevertheless very deep cell of the Åland Deep (R3, 60°N) . The northernmost cells reflect the circulation within the Bothnian Sea (R4) and the Bothnian Bay (not marked in Fig. 6a ).
The ensemble average over the period 2070-2099 shows an overall moderate weaker overturning (Fig. 6a ) in most cells. However, this result is not consistent across all the individual ensemble members. In order to study the temporal evolution of overturning for specific basins we follow earlier The results are from the high resolution regional ocean model NEMO approaches and extracted the maximum value of overturning along the depth axis at key positions along the latitudinal axis (see e.g. Mikolajewicz et al. 2007 ). Figure 6b shows the time series of maximum overturning for the main cell in the southern Baltic Proper between 54.5°N and 57.5°N (R1). Hence, the total overturning within this cell shows no significant trend throughout the twenty-first century. However, in two realizations the northern extension of this cell (R2 in (2070-2099 minus 1970-1999) . Left: sea surface temperature. Right: sea surface salinity Fig. 6a, c) shows significant decreases of ~ 30% (GFDL) and 50% (IPSL). In these realizations the cells extend less far to the north in a warmer climate at the end of the simulations.
Despite this different behavior in large-scale circulation in the Baltic Proper across the ensemble members, the response in deep salinity is at least in qualitative agreement across the simulation. Station BY15 (Fig. 1) in the Gotland Basin is often taken to monitor MBIs further downstream from the overflow area in the Kattegat. The simulated salinity time series at ~ 200 m depth consistently shows negative trends in all realizations towards the end of the century (Fig. 7) . Differences are however, seen in the magnitude and timing of salinity reductions. While IPSL shows a strong negative trend over the whole period, GFDL and HadGCM start to decrease around the middle of the century. MPIESM starts a bit earlier but exhibits large amplitude fluctuations along the whole record (Fig. 7) . These characteristics can be well recognized in the area averaged SSSs (Fig. 2) . Also here (Fig. 7) , IPSL shows a strong decreasing trend right from the beginning while MPIESM, EC-Earth and HadGCM decline later. The magnitude of salinity reductions seen at BY15 is about the same as at the surface in Fig. 2 (EC-Earth weakest, IPSL strongest). By contrast, the temporal evolution of large-scale circulation inferred from the overturning circulation times series (Fig. 6b, c) is uncorrelated to the deep salinity trends (Fig. 7) .
In order to test if the altered salinities of intruding waters take influence on the salinity trends seen at BY15 we analyzed bottom salinities at different stations in the Skagerrak. However, the changes between 1970-1999 average and 2070-2099 average indeed indicate a freshening of the deep Skagerrak but the changes very small (− 0.1 to − 0.9 g kg −1 ) and thus more than one order of magnitude lower than at BY15. Hence, it is very unlikely that lowered salinities of inflowing waters substantially contribute to the trends seen at station BY15 (Fig. 7) compared to the total freshwater surplus from river runoff and precipitation into the Baltic. However, as indicated by the declining overturning circulation in the northern part of the Baltic Proper (R2 in Fig. 6 ), salt inflows possibly proceed less far north into the Baltic at the end of the twenty-first century.
In order to briefly investigate the effect of changes in overflow closer to the core location of the dense salt inflows (Kattegat), we have calculated the overturning function along the zonal direction by integrating the u-velocity component between the southern Baltic coast and 56°N (green rectangle in Fig. 1) . Two main circulation cells are seen in the ensemble mean displayed in Fig. 7b : an upper wind driven cell Skagerrak (1970 Skagerrak ( -1999 . Right: difference (2070 Right: difference ( -2099 Right: difference ( minus 1970 Right: difference ( -1999 . The colour bar indicates current speeds. Shown is the ensemble mean. Note the different scaling of the colour bar and the different scale of the reference vector Fig. 7b . The wind driven upper cell has become substantially stronger at the end of the twenty-first century compared to the end of the twentieth century. Furthermore, the wind driven upper cell extents further to depth (max 30 m compared to max. 40 m at the eastern end of the cell). By contrast the lower thermohaline driven cell became substantially weaker. The maximum value of this cell located at around 15°N is reduced from 25.5 to 18.7 × 10 3 m 3 s −1 or roughly 25%. This suggests the circulation in the lower southern Baltic is much more sluggish while the circulation in the near surface layers is enhanced.
In the same way, we calculated the zonal overturning function to assess the integrated volume transports the mass salt transport was calculated by multiplying the salt concentration (kg ton −1 ) by the volume transports prior to integration. The overturning function then displays the overturning of salt (ton s −1 ). The resulting pattern (not shown) is nearly identical as for the volume overturning, showing the same main cells as seen in Fig. 7b . Here the maximal value in the lower cell at 14.7 N is reduced by ~ 96 tons s −1 (= 36%).
A consistent response in meridional overturning is seen in the Åland Deep (R3, Fig. 6d ) and in the Bothnian Sea (R4 in Fig. 6e) where the overturning circulation decreases in nearly all ensemble members. Here, only the MPIESM realization shows no significant trend (although the overturning remains on a low level around 20,000 m s −1 from 2050 onward). A more step like increase is seen in EC-EARTH (red in Fig. 6d, e ) with main steps around 2000 and 2050.
HadGCM declines strongest during the last 30 years while IPSL and GFDL show a similar strong trend as described for the northern part of the Baltic Proper (R2).
Sea surface temperature
The simulated summer SSTs respond to the warming climate by an increase between ~ 1.5 K (GFDL, MPIESM) and ~ 3.5 K (HadGCM) in the North Sea and between 2.4 and 4.7 K in the Baltic Sea (Fig. 2, Table 1 ). A strong warming of the Baltic Sea is consistent among the models (Fig. 4) . Weakest warming is seen in the Kattegat and Skagerrak region. Although, there is a substantial heat loss due to reduced sea ice thickness and sea ice extent during winter (not shown). However, this does not lead to notably weaker warming in the northern region (e.g. Bothnian Sea and Bothnian Bay) indicating a rather low thermal inertia of these regions.
Stratification
General characteristics
So far we have shown substantial warming and freshening of the Baltic Sea in our downscaling simulations. In the following, we aim to assess the resulting effect on the stratification of the water column. We will further discuss the individual effects of temperature and salinity change on the stratification and discuss the implication for process uncertainty in a broader context.
We here describe the stratification primarily by pycnocline characteristics during summer, i.e. the intensity of the pycnocline (expressed as largest density gradient in the water column), and the depth of the pycnocline. Figure 8a (left) shows the pycnocline depth for the historical period and the change at the end of the twenty-first century (Fig. 8a, right) . Consistently across all models the pycnocline is deepest in the southern Baltic Sea (Arkona and Bornholm basins) in the historical period. The response to climate change (Fig. 8a,  right) is rather inhomogeneous. Areas where at least the sign of change is more or less consistent are the southern Baltic and Skagerrak. In the northern Skagerrak the pycnocline slightly shallows while a deeper pycnocline is registered in the southern Skagerrak at the end of the twenty-first century. This pattern strongly is consistent with the changes described in salinity where strongest freshening is seen in the southern Skagerrak (Fig. 4) . In the Baltic Sea the most areas south of the Bothnian Sea reflect a shallowing of the pycnocline. In particular, the regions south of Sweden, i.e. the Arkona Sea and the Bornholm Sea the pycnocline is substantially shallower at the end of the twenty-first century (Fig. 8a, right) . In this area the pycnocline shallows by up to 27% in the ensemble mean.
A more consistent pattern is seen in the response of pycnocline intensity (Fig. 8b) . Both the North Sea and the Baltic Sea show a widespread intensification of the pycnocline with maxima in the Kattegat/Skagerrak and the eastern North Sea. These regions belong to most intensely stratified areas (Fig. 8b, left) of the North Sea already during the historical period and the extension of these areas causes local maxima in the climate change signal (Fig. 8b, right) . In the Baltic Sea the pycnocline intensification exhibits a more homogeneous and widespread pattern without local hot spots. However, the ensemble spread of intensification is rather large in the Baltic Sea. While in MPIESM the intensification is almost everywhere lower then + 0.03 kg m −3 m −1 , in HadGCM most regions are above + 0.06 kg m −3 m −1 .
In order to get insight into the large-scale temporal dynamics of highly stratified areas we calculated time series of area averaged pycnocline characteristics. Hence, we here only consider the area where the pycnocline intensity exceeds a certain threshold. We further note that the following discussion of summer pycnocline intensity and depth largely refers to changes in the thermal stratification while the halocline dynamics is of less importance (with the exception of the Kattegat and Skagerrak).
In order to classify different areas of stratification van Leeuwen et al. (2015) used the surface to bottom density difference. They used a difference of 0.086 kg m −3 to distinguish stratified from non-stratified areas under present day conditions. However, the classification according to the maximal vertical density gradient as employed here requires to choosing a bit lower reference value.
We here use a reference value of 0.05 kg m −3 m −1 to distinguish areas of intense stratification from moderately stratified or non-stratified areas. This value has no empirical relationship to specific hydrodynamic or biogeochemical processes but was chosen to reflect the dynamics in areas of intense stratification and their response to climate change appropriately. This definition classifies the Skagerrak, Kattegat and large parts of the Baltic Sea (with the exception of parts of the Bothnian Sea and the Bothnian Bay) as intensely stratified in the historical period in most of the ensemble members (Fig. 8b, left) . In the Baltic Sea the total area of stratified water increases in all ensemble members (MPIESM = 23%, HadGCM = 78%, EC-EARTH = 100%, GFDL = 36%, IPSL = 53%, Fig. 9a ). Pycnocline intensity (Fig. 9c ) and pycnocline depth (Fig. 9b) show decreasing trends. Hence the pycnocline becomes shallower but less intense in those areas where intensity exceeds the reference value. However, in all these areas there is a high amplitude low frequency variability.
Influence of temperature and salinity on pycnocline intensity response
We now aim to disentangle the individual contribution of water temperature and salinity changes on the response of pycnocline intensity to climate change. Near the surface both quantities are highly sensitive to the meteorological forcing (radiation, air temperature, net precipitation over the whole discharge area). Strategies to separate the influence of atmospheric forcing parameters on a given quantity such as the vertical density characteristics exist but are very cost intensive. Stein and Alpert (1993) demonstrated a factor separation technique proved for uncoupled simulations that involves many sensitivity experiments. However, this is by far too expensive when large ensembles have to be analyzed. Therefore, in a first step we aim to investigate the effect of temperature changes and salinity changes separately on the vertical density structure. Thus, we recalculate the potential density field by using the salinity as calculated transiently during the model simulation but taking a monthly mean climatology for temperature that is fixed. The temperature climatology is calculated from the same run over a 20-year reference period that represents the climate over the end of the twentieth century (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) . The resulting 3D density time series then reflects the individual influence of salinity changes on the vertical density structure. Correspondingly, the procedure was repeated using transient temperature changes and the fixed climatology for salinity which is used to infer the influence of temperature on density throughout the twenty-first century. Finally, from the resulting 3D density time series the pycnocline characteristics is recalculated. Figure 10 compares the climate change signal of the original pycnocline (Fig. 10a) with climate change signal due to the influence of temperature (Fig. 10b ) and salinity changes (Fig. 10c ). As illustration for how the method works we here include also the North Sea. Visible inspection already indicates that the spatial pattern in the North Sea, Skagerrak, and Kattegat (Fig. 10a, original series) clearly resembles the pattern seen in the picture that reflects the changes in pycnocline intensity due to salinity changes (Fig. 10c ). In the Baltic Sea however, a spatially rather smooth and widespread increase in intensity is seen (Fig. 10a ) which well fits with the pattern seen in the change caused by temperature (Fig. 10b) while changes caused by salinity rather reflect a widespread weakening of pycnocline intensity (Fig. 10c) . Thus, for the MPIESM ensemble member as displayed in Fig. 10 , climate induced changes in the North Sea due to salinity changes appear more important than the effect of temperature changes whereas for the Baltic the opposite is true, i.e. temperature changes are more important.
In order to get a more quantitative estimation for the comparison of the visible spatial patterns we carried out a spatial correlation analysis. Thus, we calculated the spatial correlation coefficients between the original data set and that of the recalculated data sets reflecting the changes due to temperature and salinity changes. The results are presented in Table 2 for the Baltic Sea.
In the Baltic Sea three out of five ensemble members in the Baltic Sea point to salinity changes dominating the response of the pycnocline intensity (yellow highlighted cell pairs in Table 2 ) whereas two ensemble members highlight the importance of temperature changes. By contrast, in case of pycnocline depth the temperature induced changes (green highlighted cell pairs in Table 2 ) explain in all case more of the spatial variance than the salinity induced changes. Thus, the influence of temperature induced changes are primarily important for the change in the spatial pattern of pycnocline depth whereas salinity changes have a significant influence on pycnocline intensity and thus point to larger uncertainties in the model projections.
Summary and discussion
Large-scale changes: overturning circulation and wind forcing
So far, we have shown strong changes in surface salinity and temperature together with changes in the Baltic Sea meridional overturning circulation in the Bothnian Sea (R4 in Fig. 6c ). Our results provide evidence that the circulation in the Baltic Sea becomes more wind driven while the deeper circulation cell gets more sluggish in the northern Baltic Proper (R2 in Fig. 6e ) and salinity at depth reduces (Fig. 7a ). Interestingly, Hordoir et al. (2018) applied the downscaled RCP8.5 atmospheric forcing derived from the same global models EC-Earth and MPIESM as used in this study to drive an ocean only version of a somewhat different NEMO based ocean model version that is used here in interactive coupling with the atmosphere. Contrary to the results reported here the authors found a 15% decrease of the meridional overturning circulation in the southern Baltic at the end of the twenty-first century while the experiments described here are rather stable in the southern Baltic (Fig. 6b, R1 ). Hordoir et al. (2018) found the weaker overturning linked mainly to enhanced stratification in their experiments. However, Hordoir et al. (2018) did not consider climate induced changes in runoff as in this study which may explain the higher sensitivity of the overturning circulation against stratification in their simulation.
Another prominent feature is the increase in wind speed and northward extension of westerlies over the Atlantic sector. Figure S2 (supplementary material S2) indicates a shift in average summer wind speed over the Atlantic part covered by the regional atmosphere model. A distinct pattern is seen in four out of five ensemble members: (1) increased wind speeds around the Biscaya in the southern model domain.
(2) Further to the North a belt with decreased speed is seen which extends differently far to the North. Finally a belt with increased wind speeds is seen over England and further to the North. Probably the pattern will be related to large-scale atmospheric changes such as changes in the strength and/ or the mean position of the Icelandic Low and the High over the Azores. However, in depth investigation about the changes in the atmosphere is beyond the scope of this study.
Potential impact on biogeochemistry
We have further shown that most regions become more stratified, i.e. the pycnocline intensifies almost everywhere and highly stratified areas are spreading. Although our model includes no biogeochemical model, the here described hydrographic changes can be expected to have substantial influence on the ecosystem. In the Baltic Sea the reduction of deep water salinity will on longer times scales probably lead to better oxygen conditions leading to less frequent hypoxia near the sea floor. On the other hand a stronger summer stratification may have negative impact on oxygen conditions during the warm season. Furthermore, Meier et al. (2012a) and Saraiva et al. (2019) showed that changes in the riverine nutrient input from agriculture and industrial sectors is here of greater importance than climate induced changes in stratification and circulation. To facilitate fast inspection cell pairs highlighted in yellow (green) indicate higher correlation between the salinity (temperature) forced changes in pycnocline intensity
Nutrient cycling and productivity
In the North Sea, the warming of water in the near surface layers will certainly stimulate growth rates of phytoplankton. In addition, higher water temperatures will accelerate the decomposition and remineralization of dead organic material by stimulating the microbiological loop. Thus, nutrients formally incorporated in particulate organic matter will be made available again faster. On the other hand, stronger stratification will tend to suppress the vertical nutrient transport into the euphotic layer which will decrease nutrient availability and limit primary production. The complex interaction of the above mentioned processes makes it very difficult to predict the response of primary production to climate warming so that even the sign of primary production change might be difficult to predict in a future climate (Taucher and Oschlies 2011) .
In the Baltic Sea the intensification of the pycnocline may have less impact on the ecosystem because this sea is already under present day climate permanently stratified although also here the area with a intense pycnocline increases (Fig. 9a) . Here, the changes in the pycnocline depth may be of greater importance. This applies especially for the Bornholm Sea where the strongest and most coherent shallowing of the pycnocline depth is registered (Fig. 8a) . Figure 11 shows that here the pycnocline depth decreases between ~ 6.5 and 15 m (20 and 54%, only MPIESM shows no significant trend). In HadGCM pycnocline depth shallows to ~ 12 m at the end of the twenty-first century and thus, is close to the reported Secchi depth in the Bornholm Sea of ~ 9 m (Fleming-Lethinen 2016). This implies that the pycnocline would penetrate further into the euphotic layer and may introduce nutrient limitation there. Most studies investigating the euphotic layer thickness and Secchi depth found a simple linear relationship in which the euphotic layer equals 2.5-3.0 times the Secchi depth (e.g. French et al. 1982; Mencfel 2011) . This would imply the euphotic layer thickness of roughly 22-27 assuming a Secchi depth of ~ 9 m (Fleming-Lethinen 2016) in the Bornholm Basin. However most of these relationships were derived from measurements in freshwater lakes which are not necessarily applicable in the Bornholm Sea.
Changes in water properties and implications for higher trophic species
Many zooplankton species and fish species are restricted to certain habitats consisting of species specific ranges for salinity, temperature, and oxygen concentrations (e.g. Vuorinen et al. 2015; Jutila et al. 2005 for temperature dependence of Atlantic salmon in the northern Baltic). It is plausible to assume that the above described changes in water temperature and salinity will impact on the species habitats. Rather than providing a detailed analysis of habitats for individual species we here follow the more general approach of the Venice water type classification with specific modifications especially for the Baltic Sea ecosystem (Anonymous 1958) . The Venice classification divides water types according to salinity ranges. According to this, we here calculate total average volumes of polyhaline (30-18 g kg −1 ), α-mesohaline (18.0-10.0 g kg −1 ), β-mesohaline (10.0-5.0 g kg −1 ), α-oligohaline (5.0-3.0 g kg −1 ), and β-oligohaline (3.0-0.5) for the Baltic Sea east of 10°E. The results are presented as volume time series in Fig. 12 . Polyhaline water favoring species will moderately benefit by climate change mainly as a result of the strong freshening in the Skagerrak-Kattegat region. Likewise, oligohaline species will substantially find better conditions in the future climate ( Fig. 12d, e ). Most prominent is the change in the β-oligohaline volume which is virtually absent under the historical period but rising significantly in all ensemble members starting at different times (Fig. 12e) . In contrast to oligohaline habitats, mesohaline habitats will substantially shrink in the future climate. Wide areas that show up β-mesohaline, which constitute the biggest water type pool during the historical period properties, turn into the α-oligohaline water type which pool is almost equally large in the future climate (in one case IPSL, it is even the largest pool).
Another important parameter characterizing the ecosystem is the marine biodiversity which also is often reported to be sensitive to climate change (e.g. Vuorinen et al. 2015; Worm and Lotze 2016; Ramirez et al. 2017) . While in most marine environments the change in water temperature is considered an important factor for changing biodiversity, in brackish estuarine environments like the Baltic Sea salinity must be considered as important. Early attempts to relate biodiversity to salinity ranges have been developed on observations in the Baltic Sea (Remane diagram, Remane 1934) and often have been modified later according to a broader context (e.g. Whitfield et al. 2012) . Most concepts indicate the salinity range between 5 and 7 g kg −1 associated with lowest number of species because many freshwater species and marine species are Meier et al. (1999) . Shown is a 20 year running average unable to tolerate water within this range (e.g. Whitfield et al. 2012 ). In Fig. 12f the volume of this water in the Baltic Sea is shown. In four out of five ensemble members, this volume increases between 18 and 45% while in the other one a strong decrease 78% is seen between the end of the twentieth and the end of twenty-first century. Interestingly, up to about year 1990 the evolution is more or less coherent with a first slight increase in the volume followed by a more or less pronounced decrease from 1990 to 2000. These results support previous evidence by Vuorinen et al. (2015) who showed similar shifts in the 5-7 g kg −1 water fraction for simulations forced by the older CMIP3 A1b and A2 climate scenarios.
Finally, it is noteworthy that many of the individual ensemble members show rather abrupt changes or regime shift like behavior. We exemplary emphasize the α-oligohaline water volume simulated by IPSL and GFDL (green and blue series in Fig. 12d ). Both exhibit a shift from about 2100-5000 km 3 though the shift in GFDL occurs about 30 years later.
Concluding remarks
The here analyzed ensemble of coupled regional ocean-sea ice-atmosphere simulations following the RCP8.5 climate scenario revealed strong changes in atmospheric and ocean variables such as wind changes sea surface temperature and salinity. In general, the registered changes were coherent in a qualitative sense. Noteworthy, coherent responses comprise the strong freshening in the Skagerrak which is interconnected with a northward shift/northward extension of the westerlies and associated increase of wind speeds over central and northern Europe (Fig. 3) .
The physical mechanism behind this is a stronger anticyclonic circulation in the Skagerrak in response to decreased occurrences of a NE wind regime (between 13.6 and − 27%) and stronger wind speeds in the westerly wind regime. This supports longer residence times in the Skagerrak cyclonic circulation which is likewise strengthened. This mixes fresher waters from the Norwegian coast to the Danish coast and thus amplifies freshening in the southern Skagerrak leading to the strongest freshening along the Danish coast in the entire model domain in most model ensemble.
The freshening at the surface together with increasing temperature of the uppermost ocean layers consistently leads to an intensification of the pycnocline which in most areas is associated with a shallower pycnocline in the water column (Fig. 8) . Analysis of the response of the vertical density field provides evidence that changes in salinity are more important than changes in temperature for the found enhancement of pycnocline intensity. However, this might complicate Fig. 12 a-e Time series of yearly average volume (km 3 ) for different water types according to the Venice classification system base on salinity. Polyhaline = 30-18 g kg −1 , α-mesohaline (18.0-10.0 g kg −1 ), β-mesohaline (10.0-5.0 g kg −1 ), α-oligohaline (5.0-3.0 g kg −1 ), and β-oligohaline (3.0-0.5). f Volumes relevant for biodiversity in the range 5-7 g kg −1 predictions for the future evolution of pycnocline intensity on the regional scale because water salinity is more difficult to predict than temperature. Especially for the Baltic Sea it was shown that salinity changes were subject to substantial uncertainty in future scenarios (Meier 2015) .
Further consistent responses are registered in the weakening of meridional overturning circulation in the northern Baltic Proper and the Bothnian Sea (Fig. 6c, e ). However, despite the qualitative agreement of the here described changes the quantitative change may differ substantially among ensemble members which certainly reflects the uncertainty due to the driving global models. However, the above mentioned coherent responses in our ensemble indicate at least some reliability based on the process level. Thus, besides the investigation of various sources of uncertainties in regional ensembles (not focused in this study), this study argues for a more profound understanding of processes and causal chain of interconnected changes between the regions of interest and the large-scale drivers of changes that are in most cases far remote from the regions of interest.
With respect to the marine biogeochemistry the intensifying pycnocline and warming waters may worsen the problems of hypoxic areas and strong cyanobacteria blooms in the Baltic Sea in future climates. However, other factors such as future anthropogenic eutrophication scenarios may be more important (Saraiva et al. 2018 ) and can only be tested with a coupled biogeochmical model. With respect to higher trophic species such as fish the most severe changes are expected for the Baltic Sea where the freshening turns large volume of water masses from mesohaline to oligohaline conditions. This will very likely affect species compositions and biodiversity as well in the future.
Finally, our ensemble considers only the time up to 2100. As we here focused on the strongest warming scenario RCP8.5 within the CMIP5 framework the considered period is certainly too short to get the full response to climate change of the Baltic Sea. In the framework of the ongoing phase of CMIP6 this fact is accounted for by including extension runs up to 2300 into the ScenarioMIP protocol (O'Neill et al. 2016 ).
