On weak subdifferentials, directional derivatives, and radial epiderivatives for nonconvex functions by Kasimbeyli, Refail & Mammadov, Musa
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SIAM J. OPTIM. c© 2009 Society for Industrial and Applied Mathematics
Vol. 20, No. 2, pp. 841–855
ON WEAK SUBDIFFERENTIALS, DIRECTIONAL DERIVATIVES,
AND RADIAL EPIDERIVATIVES FOR NONCONVEX FUNCTIONS∗
REFAIL KASIMBEYLI† AND MUSA MAMMADOV‡
Abstract. In this paper we study relations between the directional derivatives, the weak sub-
diﬀerentials, and the radial epiderivatives for nonconvex real-valued functions. We generalize the
well-known theorem that represents the directional derivative of a convex function as a pointwise
maximum of its subgradients for the nonconvex case. Using the notion of the weak subgradient,
we establish conditions that guarantee equality of the directional derivative to the pointwise supre-
mum of weak subgradients of a nonconvex real-valued function. A similar representation is also
established for the radial epiderivative of a nonconvex function. Finally the equality between the
directional derivatives and the radial epiderivatives for a nonconvex function is proved. An analogue
of the well-known theorem on necessary and suﬃcient conditions for optimality is drawn without any
convexity assumptions.
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1. Introduction. The notion of the directional derivative plays an important
role in optimization. Many optimality conditions for convex and nonconvex opti-
mization problems are established by using this notion. There are many attempts
to generalize the diﬀerentiability property by introducing diﬀerent notions of diﬀer-
entials, subdiﬀerentials, generalized subdiﬀerentials, etc. (see, for example, [7]). The
notion of a subgradient became a very convenient tool in convex analysis.
There are many diﬃculties in the investigation of nonconvex problems. The
main ingredient is the method of supporting the nonconvex set under consideration.
Nonconvexity may arise in many diﬀerent forms, and each case may require a special
approach.
In recent years many problems of nonconvex optimization have been studied in the
framework of the so-called abstract convexity. Abstract convexity suggests a variety
of approaches which can be used to analyze diﬀerent nonconvex problems. It general-
izes the existing supporting philosophy for convex sets and suggests diﬀerent ways to
support nonconvex sets by using a suitable class of real functions alternatively to the
class of linear functions used in convex analysis. Abstract convexity has found many
applications in the study of problems of mathematical analysis and optimization. The
books by Pallaschke and Rolewicz [12] and by Singer [17] contain detailed presenta-
tions of many results of the abstract convex analysis, which are concentrated around
notions of subdiﬀerentials and dualities. Some special nonlinear analogues of Lagrange
and penalty functions in nonconvex single-objective optimization are studied in the
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book by Rubinov [13] (see also [14, 15, 16]). These investigations demonstrate the im-
portance of ﬁnding a concrete class of functions deﬁning special nonlinear supporting
surfaces which are suitable to analyze a given nonconvex problem.
The purpose of this paper is to investigate diﬀerentiability properties of a wide
class of nonconvex functions by using the weak subdiﬀerentials. The concept of the
weak subdiﬀerential is introduced by Azimov and Gasimov [1, 2]. This notion allows
one to analytically express the special class of conic surfaces which are supporting to
the given nonconvex set, and thus to investigate some diﬀerentiability and optimality
properties in the nonconvex case.
By using the similar idea, an eﬃcient derivative-free algorithm was developed in
[8]. This algorithm has been generalized then by Gasimov and Rubinov [9].
The theorem on the representation of the directional derivative of a convex func-
tion as a pointwise maximum of subgradients of this function is one of the central
theorems in convex analysis (see, for example, [5, 6]).
In this paper we generalize this theorem to the nonconvex case by using the notion
of the weak subdiﬀerential. We introduce a special class of directionally diﬀerentiable
functions (without any convexity assumptions) and express the directional derivative
as a pointwise supremum of the weak subgradients. It is also remarkable that the
presented class of functions contains convex functions.
The relation obtained between the directional derivative and the weak subdiﬀer-
entials is strengthened by using a notion of the radial epiderivative, which turns out
to be a natural generalization of the directional derivative for the considered class of
functions.
In this paper we use the concept of the radial epiderivative introduced in [11],
where using this notion, some characterization theorems for proper and weak minimiz-
ers in set-valued optimization are presented without any convexity and boundedness
conditions. In [11] the radial epiderivatives of real-valued functions are also inves-
tigated and some relation with the weak subdiﬀerential is established. Note that
in the convex case similar relations are obtained by using the well-known theorems
about the existence of supporting hyperplanes for convex sets and consequently the
subdiﬀerentiability property of convex functions [10]. However, when the function
under consideration is not convex, one cannot guarantee the existence of a supporting
hyperplane to the epigraph of such a function and as a result cannot guarantee the
subdiﬀerentiability of this function.
Optimality conditions in nonconvex set-valued optimization was earlier investi-
gated by Flores-Bazan in [3, 4] with the help of a notion of radial epiderivative in-
troduced by the author in diﬀerent settings. By using these deﬁnitions, Flores-Bazan
obtained optimality conditions for ideal and weak-minimal points. The deﬁnitions
of the radial epiderivatives used by Flores-Bazan in [3] and [4] assume the existence
of the inﬁmum of values of the set-valued map under consideration. The main char-
acterization theorem given in [3] is proved under the assumption that the cone P
deﬁning a partial ordering on the space Y is a convex pointed cone with the property
P ∪ (−P ) = Y (see [3, Theorem 3.9]). Although this assumption was considered as
restrictive by the author (see [4]), in the special case when the main assumptions
made by Flores-Bazan are satisﬁed, the deﬁnitions of the radial epiderivatives given
in [3] and [11] coincide (see [3, Theorem 3.6] and [11, Theorem 3.5]).
In this paper we continue the investigations begun in [11], where the classical
supporting philosophy based on hyperplanes is generalized by using the special class
of conic surfaces. These conic surfaces are analytically represented as graphs of some
superlinear functions.
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The theorem representing the radial epiderivative as a pointwise supremum of
weak subgradients is established. This theorem leads to the equality between the
directional derivatives and the radial epiderivatives for a nonconvex function. As a
result of these representations, the well-known theorem on necessary and suﬃcient
conditions for optimality is drawn without any convexity assumption.
The paper is organized as follows. The deﬁnition of the weak subdiﬀerentials is
presented in the following section. In this section we give some important properties
of the weak subdiﬀerentials and their relation with the directional derivatives. The
deﬁnition and properties of the radial epiderivatives are given in section 3. The main
results on the representation of the directional derivatives and the radial epiderivatives
as a pointwise supremum of the weak subgradients, and the necessary and suﬃcient
optimality conditions are presented in section 4. Finally, section 5 presents some
conclusions.
2. Weak subdiﬀerentials. The notion of the weak subdiﬀerential, which is a
generalization of the classic subdiﬀerential, was introduced by Azimov and Gasimov [1,
2]. By using this notion, a collection of zero duality gap conditions for a wide class of
nonconvex optimization problems were derived. In this section we give some important
properties of the weak subdiﬀerentials and study some relationships between the weak
subdiﬀerentials and the directional derivatives in the nonconvex case. We recall the
concept of the supporting cones and the weak subdiﬀerentials (see [1, 2, 11]).
Let (X, ‖·‖X) be a real normed space, and let X∗ be the topological dual of X .
Let (x∗, c) ∈ X∗ × R+, where R+ is the set of nonnegative real numbers. We deﬁne
the conic surface C(x;x∗, c) ⊂ X with vertex at x ∈ X as follows:
C(x;x∗, c) = {x ∈ X : 〈x∗, x− x〉 − c ‖x− x‖ = 0}.(2.1)
Then the corresponding upper- and lower-conic halfspaces are, respectively, deﬁned
as
C+(x;x∗, c) = {x ∈ X : 〈x∗, x− x〉 − c ‖x− x‖ ≤ 0}(2.2)
and
C−(x;x∗, c) = {x ∈ X : 〈x∗, x− x〉 − c ‖x− x‖ ≥ 0}.(2.3)
Note that if c = 0, the conic surface C(x;x∗, c) becomes a hyperplane. Hence the
supporting cone deﬁned below is a simple generalization of the supporting hyperplane.
Definition 2.1. C(x;x∗, c) is called the supporting cone to the set S ⊂ X if
S ⊂ C+(x;x∗, c) (or S ⊂ C−(x;x∗, c)) and cl(S) ∩C(x;x∗, c) = ∅.
It is clear that the lower-conic halfspace C−(x;x∗, c) is a convex cone with vertex
at x.
Definition 2.2. Let F : X → R be a single-valued function, and let x ∈ X
be the given point where F (x) is ﬁnite. A pair (x∗, c) ∈ X∗ × R+ is called the weak
subgradient of F at x if
F (x) − F (x) ≥ 〈x∗, x− x〉 − c‖x− x‖ for all x ∈ X.(2.4)
The set
∂wF (x) = {(x∗, c) ∈ X∗ × R+ : F (x)− F (x) ≥ 〈x∗, x− x〉 − c‖x− x‖ for all x ∈ X}
of all weak subgradients of F at x is called the weak subdiﬀerential of F at x. If
∂wF (x) = ∅, then F is called weakly subdiﬀerentiable at x. If (2.4) is satisﬁed only
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for x ∈ S, where S ⊂ X, then we say that F is weakly subdiﬀerentiable at x on S.
The weak subdiﬀerential of F at x on S will be denoted by ∂wS F (x).
Remark 2.3. It is obvious that, when F is subdiﬀerentiable at x (in the classical
sense), then F is also weakly subdiﬀerentiable at x; that is, if x∗ ∈ ∂F (x), then by
deﬁnition (x∗, c) ∈ ∂wF (x) for every c ≥ 0. It follows from Deﬁnition 2.2 that the
pair (x∗, c) ∈ X∗ × R+ is a weak subgradient of F at x ∈ X if there is a continuous
(superlinear) concave function
g(x) = 〈x∗, x− x〉+ F (x)− c ‖x− x‖(2.5)
such that g(x) ≤ F (x) for all x ∈ X and g(x) = F (x). The set hypo(g) = {(x, α) ∈
X ×R : g(x) ≥ α} is a closed convex cone in X ×R with vertex at (x, F (x)). Indeed,
hypo(g)− (x, F (x))
= {(x− x, α− F (x)) ∈ X × R : 〈x∗, x− x〉 − c ‖x− x‖ ≥ α− F (x)}
= {(u, β) ∈ X × R : 〈x∗, u〉 − c ‖u‖ ≥ β} .
Thus, it follows from (2.4) and (2.5) that
graph(g) = {(x, α) ∈ X × R : g(x) = α}
is a conic surface which is a supporting cone to
epi (F ) = {(x, α) ∈ X × R : F (x) ≤ α}
at the point (x, F (x)) in the sense that
epi (F ) ⊂ epi(g), and cl (epi (F )) ∩ graph(g) = ∅.
The following theorem describes an important property of the weak subdiﬀeren-
tial.
Theorem 2.4. Let the weak subdiﬀerential ∂wF (x) of the function F : X → R
not be empty. Then the set ∂wF (x) is convex and closed.
Proof. Let {(x∗n, cn)} ⊂ ∂wF (x), and let (x∗n, cn) → (x∗0, c0). Suppose to the
contrary that (x∗0, c0) /∈ ∂wF (x). Then there exist an element z ∈ X and a positive
number ε such that
x∗0(z − x)− c0‖z − x‖ = F (z)− F (x) + ε,
and by the inclusion {(x∗n, cn)} ⊂ ∂wF (x),
x∗n(z − x)− cn‖z − x‖ ≤ F (z)− F (x).
By subtracting the second expression from the ﬁrst one, we obtain
(x∗0 − x∗n)(z − x)− (c0 − cn)‖z − x‖ ≥ ε,
which implies by letting to the limit as n →∞ that 0 ≥ ε. The convexity of ∂wF (x)
is obvious.
It follows from Remark 2.3 and from Deﬁnition 2.2 that the class of weakly subdif-
ferentiable functions are essentially larger than the class of subdiﬀerentiable functions.
Azimov and Gasimov [1] showed that certain subclasses of lower (locally) Lipschitz
functions are weakly subdiﬀerentiable.
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Now we present the deﬁnition of lower Lipschitz functions.
Definition 2.5. A function F : X → (−∞,+∞] is called lower locally Lip-
schitz at x ∈ X if there exist a nonnegative number L (Lipschitz constant) and a
neighborhood N(x) of x such that
F (x) − F (x) ≥ −L ‖x− x‖ for all x ∈ N(x).(2.6)
If the above inequality holds for all x ∈ X, then F is called lower Lipschitz at x with
the Lipschitz constant L.
The following theorem proved in [2] characterizes some classes of weakly subdiﬀer-
entiable functions. It follows from the deﬁnition that the class of weakly subdiﬀeren-
tiable functions includes those nonconvex functions whose epigraph can be supported
from below by a graph of some superlinear function. In the theory of abstract convex-
ity some classes of functions that can be used in nonconvex analysis, alternatively to
the class of linear functions used in convex analysis, are studied in a general setting
(see, for example, [12, 13]). By using a generalized supporting philosophy, diﬀerent
generalizations of subgradients are presented in the framework of abstract convexity.
In this setting, the following theorem can be compared to Proposition 2.1.6 given in
[12].
Theorem 2.6. For any function F : X → (−∞,+∞] and any point x, where
F (x) is ﬁnite, the following properties are equivalent to each other:
(i) F is weakly subdiﬀerentiable at x,
(ii) F is lower Lipschitz at x, and
(iii) F is lower locally Lipschitz at x, and there exist numbers p ≥ 0 and q such
that
F (x) ≥ −p ‖x‖+ q for all x ∈ X.
The following two lemmas deal with weak subdiﬀerentiability of positively homo-
geneous functions which will be used in the proof of main theorems in section 4.
Lemma 2.7. Let F : X → R be a positively homogeneous function bounded from
below on some neighborhood of zero. Then F is weakly subdiﬀerentiable at 0X .
Proof. We will show that under the hypotheses of the lemma, F is lower Lipschitz
at 0X .
By the hypotheses, F is bounded from below on the unit sphere: There exists a
constant l such that
F (z) ≥ l for all z ∈ S1 = {z ∈ X : ‖z‖ = 1}.
Let x ∈ X, x = 0X , be an arbitrary element. Then there exist a nonnegative number
t and an element z ∈ S1 such that x = tz. We have:
F (x) − F (0) = F (x) = F (tz) = tF (z) ≥ tl = tl‖z‖ = l‖tz‖ = l‖x‖.(2.7)
First consider the case that l ≥ 0. In this case (2.7) implies
F (x) − F (0) ≥ l‖x‖ ≥ −L‖x‖,
where L > 0 is an arbitrary number.
In the case where l < 0, by taking L = −l > 0 from (2.7) we have
F (x) − F (0) ≥ l‖x‖ = −L‖x‖.
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Hence we obtain that f is lower Lipschitz at 0X . Then the assertion of the lemma
follows from Theorem 2.6.
Lemma 2.8. Let F : X → R be a positively homogeneous and continuous function.
Then F is weakly subdiﬀerentiable at 0X .
Proof. As F is continuous, l = minx∈S1 F (x) is a ﬁnite number. Then the
assertion of the lemma follows from Lemma 2.7.
Remark 2.9. Let F : X → R be weakly subdiﬀerentiable at x ∈ X . If F is
directionally diﬀerentiable at this point in direction h ∈ X, then for an arbitrary
(x∗, c) ∈ ∂wF (x) we have
F ′(x)(h) = lim
λ→0+
F (x + λh)− F (x)
λ
≥ 〈x∗, h〉 − c ‖h‖ .
Thus, it follows that
F ′(x)(h) ≥ sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂wF (x)}.(2.8)
The following example demonstrates that, for some functions F , the relation in
(2.8) may be satisﬁed as equality. One of the main goals of the present paper is to
investigate such class of functions F.
Example 2.10. Let X = R, and let F (x) = −|x|. Then F ′(0)(h) = −|h|. On the
other hand, it follows from the deﬁnition of the weak subdiﬀerential that
(a, c) ∈ ∂wF (0) ⇔ (a, c) ∈ R× R+ and − |x| ≥ ax− c|x| for all x ∈ R.(2.9)
Hence, the weak subdiﬀerential can explicitly be written as
∂wF (0) = {(a, c) ∈ R× R+ : |a| ≤ c− 1}.(2.10)
It obviously follows from (2.9) that
F ′(x)(h) = max{ah− c ‖h‖ : (a, c) ∈ ∂wF (0)} = −|h|.(2.11)
The next example demonstrates the case for which the inequality in (2.8) is strong.
Example 2.11. Let again X = R, and let F (x) = |x2 − 1|. Then F ′(1)(h) = 2|h|
for all h ∈ R, and ∂wF (1) = {(a, c) ∈ R× R+ : −c ≤ a ≤ c + 2}. While
max{ah− c|h| : (a, c) ∈ ∂wF (1)} =
{
0 if h < 0,
2h if h ≥ 0.(2.12)
In section 4 we will present some conditions that guarantee the equality in (2.8).
3. Radial epiderivatives. In this section we study properties of radial epi-
derivatives for real-valued functions.
We ﬁrst give a deﬁnition of the radial epiderivative in a general setting.
Definition 3.1. Let U be a nonempty subset of a real normed space (Z, ‖·‖Z),
and let z ∈ cl(U) (closure of U) be a given element. The closed radial cone R(U, z)
of U at z ∈ cl(U) is the set of all z ∈ Z such that there are λn > 0 and a sequence
(zn)n∈N ⊂ Z with limn→+∞zn = z so that z + λnzn ∈ U for all n ∈ N .
Note that the closed radial cone can equivalently be deﬁned also as follows.
Definition 3.2. Let U be a nonempty subset of a real normed space (Z, ‖·‖Z).
The closed radial cone R(U, z) of U at z ∈ cl(U) is the set of all z ∈ Z such that there
are λn > 0 and a sequence (zn)n∈N ⊂ U with limn→+∞λn(zn − z) = z.
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It follows from these deﬁnitions that
R(U, z) = cl(cone(U − z)),(3.1)
where cone denotes the conic hull of a set, which is the smallest closed cone containing
(U − z).
Definition 3.3. Let (X, ‖·‖X) and (Y, ‖·‖Y ) be real normed spaces, let S be a
nonempty subset of X, and let F : S → 2Y be a set-valued map.
(i) The set
graph(F ) = {(x, y) ∈ X × Y : x ∈ S, y ∈ F (x)}(3.2)
is called the graph of F .
(ii) The set
dom(F ) = {x ∈ X : F (x) = ∅}(3.3)
is called the domain of F . F is said to be proper if dom(F)= ∅.
(iii) Let Y be partially ordered by a convex cone C ⊂ Y . The set
epi(F ) = {(x, y) ∈ X × Y | x ∈ S, y ∈ F (x) + C}(3.4)
is called the epigraph of F .
Definition 3.4. Let (X, ‖·‖X) and (Y, ‖·‖Y ) be real normed spaces, let Y be
partially ordered by a convex cone C ⊂ Y , let S be a nonempty subset of X, and let
F : S → 2Y be a set-valued map. Let a pair (x, y) ∈ graph(F ) be given. A single-
valued map DrF (x, y) : X → Y whose epigraph equals the radial cone to the epigraph
of F at (x, y), i.e.,
epi(DrF (x, y)) = R(epi(F ), (xy))(3.5)
is called the radial epiderivative of F at (x, y).
The following two theorems from [11] provide some properties of the radial epi-
derivatives and the weak subdiﬀerentials.
Theorem 3.5. Let (X, ‖·‖X) be a real normed space, and let x ∈ X be the
given element. Let in addition, F : X → R be a single-valued function being weakly
subdiﬀerentiable at x. Then the radial epiderivative DrF (x, y) is given as
DrF (x, y)(x) = min{y ∈ R : (x, y) ∈ R(epi(F ), (x, y))} for all x ∈ X,(3.6)
where y = F (x).
Theorem 3.6. Let the assumptions of Theorem 3.5 be satisﬁed. Then
DrF (x, y)(h) ≥ sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂wF (x)} for all h ∈ X,(3.7)
where y = F (x).
The following lemma establishes the conditions under which the radial epideriva-
tive is positively homogeneous.
Lemma 3.7. Let F : X → R be a single-valued function having radial epi-
derivative DrF (x, y) deﬁned by (3.6). Then the radial epiderivative is a positively
homogeneous function.
Proof. Let t be a positive real number. Then by (3.6)
DrF (x, y)(tx) = min{y ∈ R : (tx, y) ∈ R(epi(F ), (x, y))} for all x ∈ X,
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or
DrF (x, y)(tx) = min{y ∈ R : t(x, y/t) ∈ R(epi(F ), (x, y))} for all x ∈ X.
Since R(epi(F ), (x, y)) is a cone, the last relation can be written also as
DrF (x, y)(tx) = min{y ∈ R : (x, y/t) ∈ R(epi(F ), (x, y))} for all x ∈ X.
Now, by letting z = y/t, we obtain
DrF (x, y)(tx) = min{zt ∈ R : (x, z) ∈ R(epi(F ), (x, y))} for all x ∈ X
or
DrF (x, y)(tx) = t ·min{z ∈ R : (x, z) ∈ R(epi(F ), (x, y))} for all x ∈ X,
which leads to the assertion
DrF (x, y)(tx) = tDrF (x, y)(x) for all x ∈ X.
4. Main results. In this section we prove that under some mild conditions,
the inequalities in (2.8) and (3.7) are satisﬁed as equalities. First we present the
following theorem, which is a generalization of the theorem on necessary and suﬃcient
conditions for subgradients through directional derivatives of a convex function (see
[6, Proposition 3.1.16, page 45]).
Theorem 4.1. Let (X, ‖·‖X) be a real normed space, and let function F : X → R
be directionally diﬀerentiable at x ∈ X.
(a) If (x∗, c) ∈ ∂wF (x), then
F ′(x)(x − x) ≥ 〈x∗, x− x〉 − c ‖x− x‖ for all x ∈ X.(4.1)
(b) If
F (x)− F (x) ≥ F ′(x)(x− x) for all x ∈ X(4.2)
and
F ′(x)(x − x) ≥ 〈x∗, x− x〉 − c ‖x− x‖ for all x ∈ X,(4.3)
then (x∗, c) ∈ ∂wF (x).
Proof. (a) Let function F : X → R be directionally diﬀerentiable at x ∈ X , and
let (x∗, c) ∈ ∂wF (x). Then
F ′(x)(x − x) = limλ→0+ 1
λ
(F (x + λ(x − x))− F (x))
≥ limλ→0+ 1λ(〈x
∗, λ(x − x)〉 − c ‖λ(x− x)‖) = 〈x∗, x− x〉 − c ‖x− x‖ for all x ∈ X.
(b) The proof of (b) becomes clear by combining the conditions (4.2) and
(4.3).
Corollary 4.2. Let function F : X → R be directionally diﬀerentiable at x ∈ X,
and let
F (x) − F (x) ≥ F ′(x)(x − x) for all x ∈ X.
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Then F is weakly subdiﬀerentiable at x if and only if the directional derivative F ′(x)
is weakly subdiﬀerentiable at 0X and
∂wF (x) = ∂w(F ′(x))(0).
Proof. Let (x∗, c) ∈ ∂wF (x). Then, by Theorem 4.1(a), inequality (4.1) is satis-
ﬁed. By taking h = x − x in this formula and noting that F ′(x)(0) = 0 (by positive
homogeneity), we obtain (x∗, c) ∈ ∂w(F ′(x))(0).
Now let (x∗, c) ∈ ∂w(F ′(x))(0). By the deﬁnition of the weak subdiﬀerential, this
means
F ′(x)(h)− F ′(x)(0) ≥ 〈x∗, h〉 − c ‖h‖ for all h ∈ X.
By taking h = x−x, this leads to the relation (4.3), which implies by Theorem 4.1(b)
that (x∗, c) ∈ ∂wF (x).
The following theorem deﬁnes a class of weakly subdiﬀerentiable functions which
can be represented as a pointwise supremum of weak subgradients.
Theorem 4.3. Let f : Rn → R be a positively homogeneous function bounded
from below on some neighborhood of zero. Then f is weakly subdiﬀerentiable at 0Rn
and
f(h) = sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂wf(0)} for all h ∈ Rn.(4.4)
Proof. The weak subdiﬀerentiability of f at 0Rn is guaranteed by Lemma 2.7.
Let h ∈ Rn be an arbitrary element. Since for h = 0 the equality in (4.4) is
obvious, we can consider the case where h = 0. By the positive homogeneity of f , it
is suﬃcient to prove (4.4) only for elements h with ‖h‖ = 1.
Let ε > 0 be an arbitrary positive number.
The proof of this theorem is rather technical, and therefore a short overview is
given ﬁrst in order to examine the geometry. We ﬁx the element h and a positive
number ε. In part A it is shown that, for each nonnegative number c, there exists
an element x∗c such that the function gc(x) = 〈x∗c , x〉 − c ‖x‖ is everywhere less than
or equal to f(h) − ε and that gc achieves its maximum value on the unit sphere
S1 = {x ∈ Rn : ‖x‖ = 1} at the point x = h. This allows us to guarantee the
existence of a number cε in part B such that the corresponding pair (x∗ε , cε) is a weak
subgradient of f at zero. Then all these features are used in part C to complete the
proof.
A. Given ε, we seek a pair (x∗, c) such that c ≥ 0 and the function
g(x) = 〈x∗, x〉 − c ‖x‖
satisﬁes the following two conditions:
(i) g(h) = f(h)− ε;
(ii) g′(h)(p) = 0, for each vector p ∈ H = {p ∈ Rn : 〈h, p〉 = 0}, where g′(h)(p) is
a directional derivative of g at h in direction p.
These conditions ensure that
g(x) < f(h)− ε for all x = h, ‖x‖ = 1.
In other words, these conditions ensure that function g corresponding to the pair
(x∗, c) (that will be constructed) achieves its maximum on the unit sphere S1 = {x ∈
R
n : ‖x‖ = 1} at the point x = h.
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Note that
g′(h)(p) = 〈x∗, p〉 − c〈h, p〉/ ‖h‖ for all p ∈ Rn.(4.5)
Then, the equality g′(h)(p) = 0 on the subspace H leads to the relation
〈x∗, p〉 = 0 for all p ∈ H.(4.6)
Thus we obtain that the vector x∗ must be orthogonal to the subspace H. Since H is
an (n−1)-dimensional subspace of Rn, there exists a set of orthonormal basis vectors
{e1, . . . , en−1} in H. Then, by orthogonality of x∗ to the subspace H we have
〈x∗, ej〉 = 0 for all j = 1, . . . , n− 1.(4.7)
Note now that the condition g(h) = f(h) − ε leads to the relation 〈x∗, h〉 − c‖h‖ =
f(h) − ε. By using the equality ‖h‖ = 1 and combining this equality with the n− 1
relations given in (4.7), we obtain n equations for n+1 unknown parameters (x∗, c) ∈
R
n × R+ in the following form:
〈x∗, h〉 = c‖h‖+ f(h)− ε,(4.8)
〈x∗, ej〉 = 0 for all j = 1, . . . , n− 1.(4.9)
Since the vector h is chosen to be perpendicular to the subspaceH and the basis vectors
ej , j = 1, . . . , n− 1 are orthonormal, we obtain that the vectors h, e1, . . . , en−1 are
linearly independent, and therefore the system of linear equations given by relations
(4.8)–(4.9) has a unique solution x∗ for each c.
We now ﬁnd a solution to the system of equations (4.8)–(4.9) explicitly. Recall
that the vector h is orthogonal to the subspace H. Therefore we can seek a solution
to the set of equations (4.9) in the form x∗ = λh, where λ is an unknown coeﬃcient.
By substituting this expression for x∗ in (4.8), we obtain λ = c + f(h)− ε.
Thus we have obtained a pair (x∗, c) ∈ Rn × R+ satisfying the conditions (i)–(ii)
of part A in the form x∗ = (c + f(h)− ε)h for any given c ≥ 0.
Therefore, the function g satisfying (i)–(ii) can be deﬁned as
gc(x) = (c + f(h)− ε)〈h, x〉 − c‖x‖,(4.10)
where c is an arbitrary nonnegative number.
B. Now we show that the number c in the deﬁnition of g can be chosen large
enough such that
gc(x) ≤ f(x) for all x ∈ Rn.(4.11)
For this aim, since gc and f are both positively homogeneous functions, it is
suﬃcient to show (4.11) only for points x in the unit sphere S1.
Suppose to the contrary that there exist sequences {ck} with ck → +∞ and
{xk} ⊂ S1 such that
gck(xk) > f(xk) for all k = 1, 2, . . .
or
ck(〈h, xk〉 − 1) + f(xk)(〈h, xk〉 − 1)− ε〈h, xk〉 > 0 for all k = 1, 2, . . . .(4.12)
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Without loss of generality we can assume that xk is a convergent sequence. Con-
sider two cases.
(C1) Let xk → x˜ = h. In this case, since both h and x˜ are in a unit circle, we
have 〈h, x˜〉−1 < 0. Then, due to the boundedness from below of f on the unit sphere
(by the hypothesis), the relation (4.12) leads to a contradiction for k →∞.
(C2) Let xk → h. Since 〈h, xk〉 − 1 ≤ 0, for all k, it follows from (4.12) that
f(xk)(〈h, xk〉 − 1)− ε〈h, xk〉 > 0.
Now, since f is bounded from below on the unit sphere, by letting to the limit as
k →∞, we obtain −ε > 0, which is a contradiction.
Thus (4.11) is proved, and it is shown that given any ε > 0, there exists a number
cε > 0 such that the function gcε corresponding to the pair (x∗ε , cε) = ((cε + f(h) −
ε)h, cε), deﬁned as in (4.10), that is,
gcε(x) = (cε + f(h)− ε)〈h, x〉 − cε ‖x‖
satisﬁes the following conditions
gcε(x) ≤ f(x) for all x ∈ Rn,
gcε(h) = f(h)− ε.
The ﬁrst relation, in particular, means that (x∗ε , cε) ∈ ∂wf(0).
C. Recalling that ‖h‖ = 1 we have
sup{〈x∗, h〉 − c‖h‖ : (x∗, c) ∈ ∂wf(0)}
≥ (cε + f(h)− ε)〈h, h〉 − cε‖h‖
= cε + f(h)− ε− cε = f(h)− ε.
Since this inequality holds for every ε > 0, we conclude that
sup{〈x∗, h〉 − c‖h‖ : (x∗, c) ∈ ∂wf(0)} ≥ f(h).
On the other hand,
f(h) ≥ 〈x∗, h〉 − c‖h‖ for all (x∗, c) ∈ ∂wf(0),
by the deﬁnition of the weak subdiﬀerential, which leads to the required equality (4.4).
Thus, the proof of the theorem is completed.
For the presentation of main theorems of this section, we use the following stan-
dard assumption.
Assumption 4.4. Let
• function F : Rn → R be directionally diﬀerentiable at x ∈ Rn,
• the directional derivative F ′(x) of F at x be bounded from below on some
neighborhood of 0Rn , and
• the following apply:
F (x)− F (x) ≥ F ′(x)(x− x) for all x ∈ Rn.(4.13)
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Theorem 4.5. Let Assumption 4.4 be satisﬁed for function F : Rn → R. Then
F is weakly subdiﬀerentiable at x ∈ Rn and
F ′(x)(h) = sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂wF (x)} for all h ∈ Rn.(4.14)
Proof. By Assumption 4.4, F is directionally diﬀerentiable at x ∈ Rn and the
directional derivative F ′(x) is bounded from below on some neighborhood of 0Rn . By
positive homogeneity of the directional derivative, Theorem 4.3 implies that F ′(x) is
weakly subdiﬀerentiable at 0Rn , and
F ′(x)(h) = sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂w(F ′(x))(0)} for all h ∈ Rn.(4.15)
On the other hand, by Corollary 4.2, ∂w(F ′(x))(0) = ∂wF (x), and therefore the proof
is completed.
Theorem 4.5 generalizes the well-known result on the representation of the direc-
tional derivative of a convex function as a pointwise maximum of subgradients of this
function (see, for example, [6, Theorem 3.1.8 (Max formula)]).
The use of the superlinear functions in the deﬁnition of weak subgradients, which
is given by the sum of a linear functional and a negative multiple of the norm of Rn,
extends the usual deﬁnition of subgradient and thus allows us to investigate nonconvex
cases.
It is well known that any convex function in ﬁnite-dimensional space Rn can be
completely characterized by a family of functions that depend on n parameters. Sim-
ilar to this, the presented approach shows that a certain class of nonconvex functions
can be characterized by a family of functions that depend on n + 1 parameters.
The next theorem demonstrates that, under some mild conditions, the represen-
tation similar to that given for the directional derivative is also valid for the radial
epiderivative.
Theorem 4.6. Let F : Rn → R be a proper function, x ∈ Rn, and y = F (x) be
ﬁnite. If F is weakly subdiﬀerentiable at x, then it has a radial epiderivative DrF (x, y)
at (x, y) that can be represented by (3.6); that is,
DrF (x, y)(x) = min{y ∈ R : (x, y) ∈ R(epi(F ), (x, y))} for all x ∈ Rn.(4.16)
Conversely, if F has a radial epiderivative DrF (x, F (x)) given by (4.16), then F is
weakly subdiﬀerentiable at x and
DrF (x, y)(h) = sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂wF (x)} for all h ∈ Rn.(4.17)
Proof. If F is weakly subdiﬀeretiable at x, then the existence of a radial epi-
derivative at (x, F (x)) and its expression in the form of (4.16) are given by Theorem
3.5.
Now suppose that the radial epiderivative DrF (x, y) exists and is given by relation
(4.16). It follows from this relation that DrF (x, y) is bounded from below on some
neighborhood of 0Rn and that it is a positively homogeneous function (see Lemma
3.7). Therefore, by Lemma 2.7, it is weakly subdiﬀerentiable at 0Rn .
On the other hand, it follows from the deﬁnition of the radial cone that
(x − x, F (x)− F (x)) ∈ R(epi(F ), (x, Fx)).
Therefore, we obtain the following by (4.16):
DrF (x, Fx)(x − x) ≤ F (x)− F (x).(4.18)
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Now we show that F is weakly subdiﬀerentiable at x and
∂w(DrF (x, y))(0) ⊂ ∂wF (x).(4.19)
Let (x∗, c) ∈ ∂w(DrF (x, y))(0). Then
DrF (x, y)(h) ≥ 〈x∗, h〉 − c‖h‖ for all h ∈ Rn,
or
DrF (x, y)(x− x) ≥ 〈x∗, x− x〉 − c‖x− x‖ for all x ∈ Rn.
By (4.18) this implies
F (x)− F (x) ≥ 〈x∗, x− x〉 − c‖x− x‖, for all x ∈ Rn,
which means that (x∗, c) ∈ ∂wF (x), and hence the relation (4.19) is established.
By Theorem 4.3,
DrF (x, y)(h) = sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂w(DrF (x, y))(0)} for all h ∈ Rn.
By using the inclusion (4.19) in the last equality, we obtain
DrF (x, y)(h) ≤ sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂wF (x)} for all h ∈ Rn.
On the other hand, by Theorem 3.6 the inverse inequality is also true, and therefore
the proof is completed.
Theorems 4.5 and 4.6 establish the conditions that guarantee the equality between
the directional derivative and the radial epiderivative. This is summarized in the
following theorem.
Theorem 4.7. Let function F : Rn → R be given, and let Assumption 4.4 be
satisﬁed. Assume also that the radial epiderivative DrF (x, y) of F exists and is given
by (4.16), where y = F (x). Then F is weakly subdiﬀerentiable at x and
F ′(x)(h) = DrF (x, y)(h) = sup{〈x∗, h〉 − c ‖h‖ : (x∗, c) ∈ ∂wF (x)}(4.20)
for all h ∈ Rn.
Proof. The proof is immediate from Theorems 4.5 and 4.6.
Now we can provide some necessary and suﬃcient optimality conditions in the
nonconvex case. First we give a deﬁnition of the starshaped set.
Definition 4.8. A nonempty subset S of a real linear space is called starshaped
with respect to some x ∈ S if for all x ∈ S,
λx + (1 − λ)x ∈ S for all λ ∈ [0, 1].(4.21)
Theorem 4.9. Let S be a nonempty subset of Rn starshaped with respect to
x ∈ S, and let F : Rn → R be a given function. Suppose that F has a directional
derivative at x in every direction x− x with arbitrary x ∈ S and that
F (x) − F (x) ≥ F ′(x)(x − x) for all x ∈ S.
(a) If x ∈ S is a minimal point of F on S, then
sup{〈x∗, x− x〉 − c ‖x− x‖ : (x∗, c) ∈ ∂wS F (x)} ≥ 0 for all x ∈ S.(4.22)
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(b) If for some x ∈ S the inequality (4.22) is satisﬁed, then x is a minimal point
of F on S.
Proof. The proof follows immediately from Theorem 4.7. Either of the equalities
F ′(x)(x − x) = sup{〈x∗, x− x〉 − c ‖x− x‖ : (x∗, c) ∈ ∂wF (x)} for all x ∈ S(4.23)
or
DrF (x, y)(x−x) = sup{〈x∗, x−x〉−c ‖x− x‖ : (x∗, c) ∈ ∂wF (x)} for all x ∈ S
(4.24)
given in (4.20) can be used for the proof.
The proof of part (a)—ﬁrst way. Take any x ∈ S. Since F has a directional
derivative at x in direction x− x, we have
F ′(x)(x− x) = lim
λ→0+
1
λ
(F (x + λ(x− x))− F (x)).
The point x is assumed to be a minimal point of F on S, and therefore we get, for
suﬃciently small λ > 0,
F (x + λ(x − x)) ≥ F (x).
Consequently, we obtain
F ′(x)(x − x) ≥ 0.(4.25)
Now by using the equality (4.23), we obtain the desired relation.
The proof of part (a)—second way. Since the point x is assumed to be a minimal
point of F on S, by Theorem 3.6 in [11], x is also a minimal point of DrF (x, y)(x−x)
on S, which implies
DrF (x, y)(x− x) ≥ 0 for all x ∈ S.
Then, by using Theorem 4.7 or the equality (4.24), we obtain the desired relation.
The proof of part (b) is immediate from the hypothesis
F (x)− F (x) ≥ F ′(x)(x− x) for all x ∈ S
and the relation (4.23).
5. Conclusions. In this paper, a well-known theorem on the representation of
the directional derivative of a convex function as a pointwise maximum of subgradients
of this function is generalized to a nonconvex case by using the notion of a weak
subgradient.
We introduce a special class of directionally diﬀerentiable functions (without con-
vexity assumption) and express the directional derivative as a pointwise supremum of
weak subgradients for these functions. It is also remarkable that the presented class
includes the class of convex functions.
The main idea behind the weak subgradient is that the classic supporting philoso-
phy based on linear functionals is extended to a special class of superlinear functions.
The level set of such a function is a cone, and the use of these cones as supporting
surfaces leads to the notion of a weak subgradient. Thus, the use of superlinear func-
tions in the deﬁnition of weak subgradients, which is given by the sum of a linear
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functional and a negative multiple of the norm, extends the usual deﬁnition of the
subgradient and hence allows us to investigate nonconvex cases.
It is well known that any convex function can completely be characterized by
a family of linear functions. In the case of ﬁnite-dimensional space Rn, this family
depends on n parameters. The approach presented in this paper shows that some class
of nonconvex functions in Rn can be characterized by a family of “simple” functions
depending on n + 1 parameters.
The representation similar to that obtained for directional derivatives is also es-
tablished for radial epiderivatives. This representation leads to the equality relation
between the directional derivatives and the radial epiderivatives and allows us to
claim that the notion of the radial epiderivative is a generalization of the directional
derivative for the class of functions introduced in this paper.
Finally, as an application of these representations, a theorem on the necessary
and suﬃcient optimality conditions is drawn without any convexity assumptions.
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