Symmetric and semisymmetric graphs are used in many scientific domains, especially parallel computation and interconnection networks. The industry and the research world make a huge usage of such graphs. Constructing symmetric and semisymmetric graphs is a large and hard problem. In this paper a tool called G-graphs and based on group theory is used. We show the efficiency of this tool for constructing symmetric and semisymmetric graphs and we exhibit experimental results.
Introduction
A graph that is both edge-transitive and vertex-transitive is called a symmetric graph. Such graphs are used in many domains, for example, the interconnection network of SIMD computers. But constructing them is a problem.
Usually, the graphical representation of groups is used for the construction of those graphs. A popular representation of a group by a graph is the CAYLEY representation. A lot of work has been done about these graphs [1, 9] . CAYLEY graphs have very nice highly regular properties. But CAYLEY graphs are always vertex-transitive, and that can be a limitation. In this article we present and use G-graphs introduced in [18] . Some properties of these graphs have been studied in [2] [3] [4] . G-graphs, like CAYLEY graphs, have highly regular properties; consequently G-graphs are a good alternative tool for constructing some symmetric graphs. After the definition of these graphs we give a characterisation of bipartite G-graphs. Then, using this characterisation, we build a powerful algorithm based on G-graphs for computing symmetric graphs.
The classification of symmetric graphs is a very interesting problem. Ronald M. FOSTER started collecting examples of small cubic symmetric graphs prior to 1934, maintaining a census of all such graphs. In 1988 a version of the census was published in a book containing some graphs up to order 512 [5] . Finally, in 2006, Marston Conder published on the Web a list of all the cubic symmetric graphs up to the order 2048 [8] . But symmetric graphs are not the only interesting graphs. There exist regular graphs which are edge-transitive but not vertex-transitive [11, 15, 16] ; they are called semisymmetric graphs, and it is quite difficult to construct them [12, 10, 17] . In this paper we exhibit an efficient algorithm, based on G-graphs, for constructing cubic semisymmetric graphs. So, with G-graphs, it becomes easy not only to reconstruct the The Foster Census up to order 1320 but also to construct cubic semisymmetric graphs, quartic symmetric and semisymmetric graphs, quintic symmetric and semisymmetric graphs and so on.
Basic definitions

Graph definitions
We define a graph Γ = (V ; E; ) as follows:
• V is the set of vertices and E is the set of edges.
• is a map from E to P 2 (V ), where P 2 (V ) is the set of subsets of V having 1 or 2 elements.
In this paper graphs are finite, i.e., sets V and E have finite cardinalities. For each edge a, we define (a) = [x; y] if (a) = {x, y} with x = y or (a) = {x} = {y}. If x = y, a is called loop. The elements x, y are called extremities of a, and a is incident to x and y. The set {a ∈ E, (a) = [x; y]} is called multi-edge or p-edge, where p is the cardinality of the set. We define the degree of x by d(x) = card({a ∈ E, x ∈ (a)}).
Given a graph Γ = (V ; E; ), a chain is a non-empty graph P = (V, E, ) with V = {x 0 , x 1 , . . . , x k } and E = {a 1 , a 2 , . . . , a k−1 a k }, where x i , x i+1 (i mod k) are extremities of a i . The elements of E must be distinct. The cardinality of E is the length of this chain. A graph is connected if, for all x, y ∈ V , there exists a chain from x to y. Γ = (V ; E ; ) is a subgraph of Γ if it is a graph satisfying V ⊆ V , E ⊆ E and is the restriction from to E . If V = V then Γ is a spanning subgraph.
An induced subgraph is generated by A, Γ (A) = (A; U ; ), with A ⊆ V , and U ⊆ E a subgraph such as U = {a ∈ E, (a) = [x; y], x, y ∈ A}.
An induced subgraph such that any pair of vertices are adjacent is called a clique. Let Γ = (V ; E; ) be a graph; a component of Γ is a maximal connected induced subgraph.
Let Γ 1 = (V 1 ; E 1 ; 1 ) and Γ 2 = (V 2 ; E 2 ; 2 ) be two graphs; a morphism from
). In this case we will define (g,
is an isomorphism if and only if f is a bijection and f # is a bijection. If there exists an isomorphism between Γ 1 and Γ 2 we will denote this as Γ 1 Γ 2 and we will say that Γ 1 is isomorphic to Γ 2 .
A graph Γ = (V ; E; ) is k-partite if there is a partition of V into k parts such that any part does not contain any edge other than loops. We will write Γ = ( i∈I V i ; E; ), card(I ) = k. A graph is minimum k-partite, k ≥ 2, if it is not (k − 1)-partite. It is easy to verify that for any graph Γ there exists k such that Γ is minimum k-partite. If a graph Γ is k-partite we will say that (V i ) i∈{1,2,...,k} is a k-representation of Γ and we will call (Γ , (V i ) i∈{1,2,...,k} ) a k-graph. A minimum k-partite graph is semi-regular if there exists a k-representation (V i ) i∈{1,2,...,k} such that, for all i ∈ {1, 2, . . . , k}, all the vertices of V i have the same degree.
A
For all i ∈ {1, 2, . . . , k 1 }, there exists j ∈ {1, 2, . . . , k 2 } such that f (V 1,i ) ⊆ V 2, j .
Group definitions
In this paper, groups are also finite. We denote the unit element by e. Let G be a group, and let S = {s 1 , s 2 , . . . , s k }, a non-empty set of elements of G. S is a set of generators from G if any element θ ∈ G can be written in the following way: θ = s i 1 s i 2 s i 3 . . . s i t with i 1 , i 2 , . . . i t ∈ {1, 2, . . . , k}. We say that G is generated by S = {s 1 , s 2 , . . . , s k } and we write G = s 1 , s 2 , . . . , s k . A group G is said to act in the left way on a space Ω when the following operation (a, x) −→ a.x from G × Ω to Ω holds:
A group action is transitive if it possesses only a single group orbit, i.e., for every pair of elements x and y, there is a group element g such that g.x = y. Let H be a subgroup of G; we write H x instead of H {x}. The set H x is called a right coset of H in G. A subset T H of G is said to be a right transversal for H if {H x, x ∈ T H }, is precisely the set of all cosets of H in G.
An S-group is a couple (G, S) where G is a finite group and S is a subset of G. A S-groups morphism between (G 1 , S 1 ) and (G 2 , S 2 ) is a morphism f from G 1 to G 2 such that f (S 1 ) ⊆ S 2 . An automorphism of an S-group is a bijective morphism from (G, S) to (G, S). We denote by Aut(G, S) the group of the automorphisms of (G, S).
Automorphism group
An automorphism of Γ is an isomorphism form Γ to Γ . We denote by Aut(Γ ) the group of the automorphisms of Γ . We denote by Aut * (Γ ) the group of the edge-automorphisms of Γ . Both Aut(Γ ) and Aut * (Γ ) act on Γ . A vertextransitive graph is a graph whose automorphism group Aut(Γ ) acts transitively on its vertices. An edge-transitive graph is a graph whose edge-automorphism group Aut * (Γ ) acts transitively on its edges. A graph that is both edgetransitive and vertex-transitive is called a symmetric graph. A regular graph that is edge-transitive but not vertextransitive is called a semisymmetric graph.
Group to graph process
Mathematical definition
Let G be a group with a set of generators S = {s 1 , s 2 , s 3 , . . . , s k }, k ≥ 1. For any s ∈ S, we consider the left action of the subgroup H = s on G. So we have a partition G = x∈T s s x, where T s is a right transversal of s . The cardinality of s is o(s), the order of the element s.
Let us consider the cycles
of the permutation g s : x −→ sx of Σ G . Hence s x is the support of the cycle (s)x. Notice that just one cycle of g s contains the unit element e, namely (s)e = (e, s, s 2 , . . . , s o(s)−1 ). We define a graph denoted by Φ(G; S) = (V ; E; ) in the following way:
• The vertices of Φ(G; S) are the cycles of g s , s ∈ S, i.e., V = s∈S V s with
Thus, Φ(G; S) is a k-partite graph and any vertex has a o(s)-loop. We denote as Φ(G; S) the graph Φ(G; S) without loops. By construction, one edge stands for one element of G. We can remark that one element of G can label several edges. Both graphs Φ(G; S) and Φ(G; S) are called graphs from groups or G-graphs and we can say that the graph is generated by the group (G; S). If S = G, the G-graph is called the canonic graph.
Algorithmic procedure
The following procedure constructs a graph from a group G and a subset S of G. A list of vertices and a list of edges represent the graph:
Add (s, s ) to E end if end for end for end for end for Return (V, E)
Complexity and examples
It is easy to see that the complexity of our implementation is O(n 2 × k 2 ) where n is the order of the group G and k is the cardinal of the family S. The cycles of the permutation g ab are (ab)e = (e, abe) = (e, ab)
The graph Φ(G; S) is isomorphic to the octahedral graph (see Fig. 1 ). The octahedral graph is a 3-partite symmetric quartic graph.
Example 2. Let G be the cyclic group of order 6, G = {e, a, a 2 , a 3 , a 4 , a 5 }; it is known that G can be generated by an element of order 3 and an element of order 2. Let S be {a 2 , a 3 }, (a 2 ) 3 = (a 3 ) 2 = e. The cycles of the permutation g a 2 are:
The cycles of g a 3 are
The graphΦ(G; S) is isomorphic to K 2,3 (see Fig. 2 ).
Properties of the G-graphs
The following two results can be found in [2] .
This graph is connected if and only if S is a generator set of G.
Proposition 2. Let h be a morphism between (G 1 , S 1 ) and (G 2 , S 2 ); then there exists a morphism, Φ(h), between Φ(G 1 ; S 1 ) and Φ(G 2 ; S 2 ).
We also have:
Proposition 3. Let Γ be a connected bipartite and regular G-graph of degree p, p being a prime number; then either Γ is simple or Γ is of order 2. Proof. The graph Γ is bipartite and regular of degree p, so Γ =Φ(G, {s 1 , s 2 }) with s 1 and s 2 two different elements of order p. But Γ is a connected graph, so the family {s 1 , s 2 } generates the group G; in other words G = s 1 , s 2 . We can notice that the groups s 1 and s 2 are isomorphic to the cyclic group of order p called C p . If s 1 and s 2 are not different we have
Therefore Γ is the graph of the cyclic group C p generated by a family S, with S containing two elements of order p, so the order of the graph Γ is 1. Now let us consider the case where s 1 and s 2 are different. This is equivalent to saying that for all t ∈ {1, 2, . . . , p − 1}, for all k ∈ {1, 2, . . . , p − 1} we have
p being a prime number, s k 2 is generator of s 1 , and the following equality becomes true:
Consequently the only edge between (s 1 )e and (s 2 )e is the edge corresponding to e. More generally, let (s 1 )x and (s 2 )y be two cycles. If x = y, let us suppose that there exist t ∈ {1, 2, . . . , p − 1}, and k ∈ {1, 2, . . . , p − 1} such that s t 1 x = s k 2 y. We have s t 1 = s k 2 , and that led us to the first case. So there can be only one edge between (s 1 )x and (s 2 )y: the edge corresponding to the element x. Let us consider the case where x and y are different. If there is a multi-edge between (s 1 )x and (s 2 )y, then s t 1 x = s k 2 y and s l 1 x = s i 2 y. We can suppose that l = t + n and i = k + m. So we have the following two equalities:
, and that led us to the first case. We will use this well-known result: We are now in position to characterise the bipartite G-graphs:
The three following properties are equivalent:
The group G is a subgroup of Aut * (Γ ) which acts regularly on the set of edges E.
Proof. Suppose that Γ is a G-graphΦ(G; {s 1 , s 2 }). We show that (iii) is true. An edge stands for a unique element of G and an element of G stands for a unique edge. So it is sufficient to show that the action (left multiplication) of G on itself preserves the graphΦ(G; {s 1 , s 2 }). Let e 1 and e 2 be two adjacent edges ofΦ(G; {s 1 , s 2 }) and let g −1 ∈ G. The images of e 1 and e 2 are e 1 .g −1 and e 2 .g −1 . Because e 1 and e 2 are adjacent we have e 1 = s k .u and e 2 = s l .u.
Consequently, e 1 .g −1 and e 2 .g −1 are adjacent and g induces an automorphism of Aut * (Φ(G; {s 1 , s 2 })).
By construction we can remark that, for all x ∈ V 1 , an edge e x incident to x is adjacent to s 1 .e x , and for all y ∈ V 2 , an edge e y incident to y is adjacent to s 2 .e y .
Assume now that (iii) is true and show that the line-graph of LΓ is a Cayley graph verifying the properties of
which acts regularly on the set of vertices of L(Γ ) which characterise the fact that L(Γ ) is a Cayley graph. Moreover it is easy to see that 
.v), for all v ∈ T a 2 . Now, let us put an edge between (a 1 ).u and (a 2 ).v if and only if card( a 1 .u ∩ a 2 .v) = 1. By construction this graph is a graph which has L(Γ ) as line-graph and it is an H -graph. Moreover it has been shown that if (G; S) (H ; A) thenΦ (G; S)
Φ (H ; A).
The construction of symmetric and semisymmetric graphs
Symmetric or semisymmetric graphs of degree p
Let G be a group of order p×n, with p a prime number, G = C p , and S a family such that G = S and S = {a, b}, with a and b of order p. Then the graphΦ(G; S) is simple, bipartite, edge-transitive and regular of degree p. So there are two possibilities:
1.Φ(G; S) is vertex-transitive, so it is a symmetric graph; 2.Φ(G; S) is not vertex-transitive, so it is a semisymmetric graph.
Therefore G-graphs are a very interesting tool for constructing edge-transitive graphs, especially semisymmetric graphs. We establish a list of all small groups G of order 3 × n such that G is generated by two elements of order 3. For that we use GAP and the SmallGroups library. This library gives access to all groups of certain small orders. The groups are sorted by their orders and they are listed up to isomorphism. For computing the list of the groups generated by two elements of order 3 we use the following algorithm:
for all g, group of order n order3=[]; for all x in g if order(x)=3 then add x to order3 end if end for all for all x1 in order3 for all x2 in order3, x2>x1 if <x1,x2>=g add (g,<x1,x2>) to result end for all end for all end for all return result;
After the list is established, it is easy to generate all the corresponding G-graphs and to compute their automorphism group with Nauty [13] . If there is only one orbit in the vertex automorphism group, then the graph is vertex-transitive and symmetric. Otherwise, the graph is semisymmetric, with the automorphism group having two orbits, in view of the fact that every semisymmetric graph is bipartite; see [11] . With that algorithm we establish a list of cubic symmetric graphs up to the order 1320. All the symmetric cubic graphs were already known up to the order 2048 [8] , so no new graphs are built for this case and the Table 1 contains only the graphs that are G-graphs. The semisymmetric cubic graphs were only known up to the order 768 [7] . So Table 2 contains some new graphs.
We denote by Sg-o-n the n-th group of order o in the SmallGroups library. The generators are indicated when the group is not described in GAP as a subgroup of S n . The known graphs are named as in [8] . Table 2 Cubic semisymmetric graphs Table 3 Quintic semisymmetric G-graphs 
Quartic graphs
By the implication (i) ⇒ (ii) of Theorem 2, the line-graph of a cubic G-graph is a quartic CAYLEY graph. Our table of cubic symmetric and semisymmetric G-graphs gives us a table of quartic CAYLEY graphs.
Example 3. Let G be the group sg-12-3 generated by a family S = {a, b} of size 2 with a 3 = b 3 = e. For information, the group named sg-12-3 is isomorphic to A 4 . The G-graphΦ(G; S) is a bipartite cubic graph (see Fig. 5 ).
It is a cubic symmetric G-graph on eight vertices isomorphic to the skeleton of a cube. If we compute the line-graph of the G-graphΦ(G; S) we find a quartic CAYLEY graph (see Fig. 6 ).
It is a symmetric quartic graph isomorphic to the cuboctahedral graph. It is also a G-graph generated by the group
6. An infinite family of symmetric G-graphs
Preliminaries
Let A be the ring Z/m.Z, m ≥ 1. We have G L(A) A × by the following isomorphism:
Hence |G L(A)| = φ(m). Let T = {t b , b ∈ A}, the group of translations; we have T (Z/m.Z, +) by
and G L(A) and T are subgroups of Sym(A). It is well known [14] 
Group construction
Let a be in A × with an order equal to n such that n|φ(m). We have o(λ a ) = o(a) = n. Let h : x −→ a.x + 1, i.e. h = t 1 • λ a , an element of Aff (A). Consider G = h, λ a = t 1 , λ a = T, λ a . From the remarks above we have G = T λ a ; hence |G| = m.n. It is easy to see that
(1)
Remark. We have 0 = a n − 1 = (a − 1)(a n−1 + a n−2 + a n−3 + · · · + a + 1).
• If a, a − 1 ∈ A × in this case a = 1 and a n−1 + a n−2 + a n−3 + · · · + a + 1 = 0. Consequently k = 1.
• If m is prime, Z/m.Z is an integral domain, i.e. there are no zero divisors, and a = 1; hence a n−1 + a n−2 + a n−3 + · · · + a + 1 = 0 and k = 1. Consequently |G| = | h, λ a | = n.m with o(h) = o(λ a ) = n. Moreover if m is prime, A × is cyclic with order equal to φ(m) = m − 1, so for any n divisor of m − 1 there is a ∈ A × with an order equal to n.
Assume that m is prime, m ≡ 1 mod 3; choose a ∈ A × with o(a) = n = 3, so |G| = |T λ a | = 3.m. Set S = {λ a , h}, with h = t 1 • λ a . Theorem 3. Let (G, S) be the group generated by S = {λ a , h} defined above, and letΦ((G, S)) be the G-graph associated with this group. This G-graph is symmetric.
Proof. We are going to show that there is τ ∈ Aut(G, S) such that:
• τ (λ a ) = h which have to have order equal to 3,
These automorphisms are completely determined by:
• τ (λ a ) which have to have order equal to 3, • τ (t 1 ) which have to have order equal to m. Because G is a semi-direct product we have to calculate the order of the elements
Consequently if there is an automorphism with the conditions defined below, this automorphism looks like:
Conversely, let α ∈ {1, 2} and for β, γ let us set:
• ψ(t 1 ) = t β , β = 0.
• ψ(λ a ) = t γ • λ α a . We have: It is easy to check that ψ is an automorphism. Now we have to find an automorphism such that:
• ψ(λ a ) = h.
• ψ(h) = λ a . ψ(λ a ) = ψ(t 0 • λ a ) = t σ 1 • λ a = t γ • λ a = h = t 1 • λ a implies that γ = 1. ψ(h) = ψ(t 1 • λ a ) = t β+σ 1 • λ a = λ a implies that β = −σ 1 or σ 1 = γ . Consequently β = −1 = −γ . Hence ψ(λ a ) = h and ψ(h) = λ a with β = −1 and γ = 1 swap V h and V λ a ; moreover from Theorem 4(c) δ(G) acts transitively on V h and on V λ a ; consequentlyΦ((G; S)) is vertex-transitive.
Semisymmetric G-graphs
In this section we give a sufficient condition to show that a G-graph is semisymmetric. First we need the following result [2] : Theorem 4. (1) Let us have (G; S) with S = {s, t} and s ∩ t = {e}, Φ(G; S) = (V s V t ; E; ε). For g ∈ G we define δ(g) = (δ g , δ # g ) by:
• δ g ((s)x) = (s)xg −1 , s ∈ S, x ∈ G.
• If e = ([(s)x, (t)y], u) ∈ E : δ # g (e) = ([(s)xg −1 , (t)yg −1 ], ug −1 ). Hence we have the following properties: Then there exists (G; S) such that Γ p Φ(G; S).
On the semisymmetric G-graphs we have the following result: Proposition 4. Let Γ = Φ((G; S)) with S = {s, t}, s ∩ t = {e} and o(s) = o(t) ≥ 2. If Aut(Γ ) is a simple group then Γ is semisymmetric.
Proof. Let H = {ϕ ∈ Aut(Γ ) : ϕ(V s ) = V s and ϕ(V t ) = V t }. H is a normal subgroup of Aut(Γ ) (since if σ ∈ Aut(Γ ) and if x ∈ V s with σ (x) ∈ V t , necessarily σ (V s ) = V t , by connectivity of Γ ). But H ⊃ (cf. Theorem 4) and = {I d Γ }; hence Aut(Γ ) = H is not vertex-transitive.
