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Abstract—Attempts from different disciplines to provide a
fundamental understanding of deep learning have advanced
rapidly in recent years, yet a unified framework remains rel-
atively limited. In this article, we provide one possible way
to align existing branches of deep learning theory through the
lens of dynamical system and optimal control. By viewing deep
neural networks as discrete-time nonlinear dynamical systems,
we can analyze how information propagates through layers using
mean field theory. When optimization algorithms are further
recast as controllers, the ultimate goal of training processes
can be formulated as an optimal control problem. In addition,
we can reveal convergence and generalization properties by
studying the stochastic dynamics of optimization algorithms.
This viewpoint features a wide range of theoretical study from
information bottleneck to statistical physics. It also provides a
principled way for hyper-parameter tuning when optimal control
theory is introduced. Our framework fits nicely with supervised
learning and can be extended to other learning problems, such
as Bayesian learning, adversarial training, and specific forms of
meta learning, without efforts. The review aims to shed lights on
the importance of dynamics and optimal control when developing
deep learning theory.
Index Terms—Deep learning theory, deep neural network,
dynamical systems, stochastic optimal control.
I. INTRODUCTION
DEEP learning is one of the most rapidly developingareas in modern artificial intelligence with tremendous
impact to different industries ranging from the areas of social
media, health and biomedical engineering, robotics, autonomy
and aerospace systems. Featured with millions of parameters
yet without much hand tuning or domain-specific knowledge,
Deep Neural Networks (DNNs) match and sometimes ex-
ceed human-level performance in complex problems involving
visual synthesizing [1], language reasoning [2], and long-
horizon consequential planning [3]. The remarkable practical
successes, however, do not come as a free lunch. Algo-
rithms for training DNNs are extremely data-hungry. While
insufficient data can readily lead to memorizing irrelevant
features [4], data imbalance may cause severe effects such as
imposing improper priors implicitly [5]. Although automating
tuning for millions of parameters alleviates inductive biases
from traditional engineering, it comes with the drawback
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of making interpretation and analysis difficult. Furthermore,
DNN is known for being vulnerable to small adversarial per-
turbations [6]. In fact, researchers have struggled to improve
its robustness beyond infinite norm ball attacks [7]. Finally,
while the deep learning community has developed recipes
related to the choice of the underlying organization of a DNN,
the process of the overall architectural design lacks solid
theoretical understanding and remains a fairly ad-hock process.
The aforementioned issues highlight the need towards the
development of a theory for deep learning which will provide a
scientific methodology to design DNNs architectures, robustify
their performance against external attacks/disturbances, and
enable the development the corresponding training algorithms.
Given this need, our objective in this paper is to review and
present in a systematic way work towards the discovery of
deep learning theory. This work relies on concepts drawn
primarily from the areas of dynamical systems and optimal
control theory, and its connections to information theory and
statistical physics.
Theoretical understanding of DNN training from previous
works has roughly followed two streams: deep latent represen-
tation and stochastic optimization. On the topic of deep repre-
sentations, the composition of affine functions, with element-
wise nonlinear activations, plays a crucial role in automatic
feature extraction [8] by constructing a chain of differentiable
process. An increase in the depth of a NN architecture has
the effect of increasing its expressiveness exponentially [9].
This naturally yields a highly over-parametrized model, whose
loss landscape is known for a proliferation of local minima
and saddle points [10]. However, the over-fitting phenomena,
suggested by the bias-variance analysis, has not been observed
during DNN training [11]. In practice, DNN often generalizes
remarkably well on unseen data when initialized properly [12].
Generalization of highly over-parametrized models cannot
be properly explained without considering stochastic optimiza-
tion algorithms. Training DNN is a non-convex optimization
problem. Due to its high dimensionality, most practically-used
algorithms utilize first-order derivatives with aids of adaptation
and momentum mechanisms. In fact, even a true gradient can
be too expensive to compute on the fly; therefore only an
unbiased estimation is applied at each update. Despite these
approximations that are typically used to enable applicability,
first-order stochastic optimization is surprisingly robust and
algorithmically stable [13]. The stochasticity stemmed from
estimating gradients is widely believed to perform implicit reg-
ularization [14], guiding parameters towards flat plateaus with
lower generalization errors [15]. First-order methods are also
proven more efficient to escape from saddle points [16], whose
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2number grows exponentially with model dimensionality [10].
Research along this line provides a fundamental understand-
ing on training dynamics and convergence property, despite
the analysis is seldom connected to the deep representation
viewpoint.
How do the two threads of deep latent organization and
stochastic optimization interplay with each other and what are
the underlying theoretical connections? These are questions
that have not been well-explored and are essential towards the
development of a theory for Deep Learning. Indeed, study of
stochastic optimization dynamics often treats DNN merely as
a black-box. This may be insufficient to describe the whole
picture. When using back-propagation [17] to obtain first-
order derivatives, the backward dynamics, characterized by
the compositional structure, rescales the propagation made by
optimization algorithms, which in return leads to different
representation at each layer. Frameworks that are able to
mathematically characterize these compounding effects will
provide more nuanced statements. One of such attempts has
been information bottleneck theory [18], which describes the
dynamics of stochastic optimization using information theory,
and connects it to optimal representation via the bottleneck
principle. Another promising branch from Du et al. [19], [20]
showed that the specific representation, i.e. the Gram matrix,
incurred from gradient descent (GD) characterizes the dynam-
ics of the prediction space and can be used to prove global
optimality. These arguments, however, have been limited to
either certain architectures [21] or noise-free optimization1.
In this review, we provide a dynamical systems and optimal
control perceptive to DNNs in an effort to systematize the
alternative approaches and methodologies. This allows us to
pose and answer the following questions: (i) at which state
should the training trajectory start, i.e. how should we initialize
the weights or hyper-parameters, (ii) through which path, in
a distribution sense, may the trajectory traverse, i.e. can we
give any prediction of training dynamics on average, (iii)
to which fixed point, if exists, may the trajectory converge,
and finally (iv) the stability and generalization property at
that fixed point. In the context of deep learning, these can
be done by recasting DNNs and optimization algorithms as
(stochastic) dynamical systems. Advanced tools from signal
processing, mean-field theory, and stochastic calculus can then
be applied to better reveal the training properties. We can
also formulate an optimal control problem upon the derived
dynamics to provide principled guidance for architecture and
algorithm design. The dynamical and control viewpoints fit
naturally with supervised learning and can readily extend to
other learning schemes, such as Bayesian learning, adversarial
training, and specific forms of meta learning, This highlights
the potential to provide more theoretical insights.
The article is organized as follows. In Sec. II, we will go
over recent works related to the dynamical viewpoint. Sec. III
1 We note that global optimality for stochastic gradient descent has been
recently proven in [22], [23], yet their convergence theories rely on certain
assumptions on the data set in order to have the Frobenius norm of the
(stochastic) gradient lower-bounded. This is in contract the least eigenvalue of
the prediction dynamics in [19], [20], which is more related to the dynamical
analysis in this review.
and IV demonstrate how we can recast DNNs and stochastic
optimizations as dynamical systems, then apply control theory
to them. In Sec. V, we extend our analysis to other learning
problems. Finally, we conclude our work and discuss some
future directions in Sec. VI.
Notation: We will denote hl and xl as the (pre-)activation
at layer l (x0 ≡ x for simplicity). Mapping to the next layer
obeys hl = W(xl;θl) and xl+1 = φ(hl), where φ is a
nonlinear activation function and W is an affine transform
parametrized by θl ∈ Rm. The full parameter space across
all layers is denoted θ ≡ {θl}L−1l=0 ∈ Rm¯. Given a data set
D := {(x(i),y(i))}i, where x ∈ Rn and y ∈ Rd, we aim
to minimize a loss Φ(·), or equivalently the cost J(·) from
the control viewpoint. The element of the vector/matrix are
respectively denoted as a(i) ≡ ai and A(i,j) ≡ A(i,j). We
will follow the convention 〈·, ·〉 to denote the inner product of
two vectors, with 〈f(·), g(·)〉µ :=
∫
Ω
f(w)Tg(w)dµ(w) as its
generalization to the inner product of two functions weighted
by a probability measure. We will always use the subscript
t to denote the dynamics. Depending on the context, it can
either mean propagation through DNN (Sec. III) or training
iterations (Sec. IV).
II. RELATED WORK
A. Mean Field Approximation & Gaussian Process
Mean field theory allows us to describe distributions of
activations and pre-activations over an ensemble of untrained
DNNs in an analytic form. The connection was adapted in
[9] to study how signals propagate through layers at the
initialization stage. It implies an existence of an order-to-
chaos transition as a function of parameter statistics. While
networks in the phase of order suffer from saturated informa-
tion and vanished gradients, in the chaotic regime expressions
of networks grow exponentially with depth, and exploded
gradients can be observed. This phase transition diagram,
formally characterized in [24], provides a necessary condi-
tion towards network trainability and determines an upper
bound on the number of layers allowable for information to
pass through. This analysis has been successfully applied to
most commonly-used architectures for critical initialization,
including FCN, CNN, RNN, LSTM, ResNet [24]–[28]. In
addition, it can also be used to provide geometric interpretation
by estimating statistical properties of Fisher information [29],
[30]. It is worth noticing that all aforementioned works require
the limit of layer width and i.i.d. weight priors in order to
utilize the Gaussian approximation. Indeed, the equivalence
between DNN and Gaussian process has long been known
for single-layer neural networks [31] and extended to deeper
architectures recently [32], [33]. The resulting Bayesian view-
point enables uncertainty estimation and accuracy prediction
at test time [34].
B. Implicit Bias in Stochastic Gradient Descent (SGD)
There has been commensurate interest in studying the im-
plicit bias stemmed from stochastic optimization. Even without
stochasticity, vanilla GD algorithms are implicitly regulated
as they converge to max-margin solutions for both linear
3predictors [35], [36] and over-parametrized models, e.g. multi-
layers linear networks [37], [38] and shallow neural networks
with nonlinear activations [39]. When the stochasticity is intro-
duced, a different regularization effect has been observed [40].
This implicit regularization plays a key role in explaining why
DNNs generalize well despite being over-parametrized [11],
[41]. Essentially, stochasticity pushes the training dynamics
away from sharp local minima [42] and instead guides it
towards flat plateaus with lower generalization errors [15]. An
alternative view suggests a convolved, i.e. smoothening, effect
on the loss function throughout training [43]. The recent work
from Chaudhari et al. [14] provides mathematical intuitions by
showing that SGD performs variational inference under certain
approximations. Algorithmically, Chaudhari et al. proposed a
surrogate loss that explicitly biases SGD dynamics towards
flat local minima [44], [45]. The corresponding algorithm
relates closely to stochastic gradient Langevin dynamics, a
computationally efficient sampling technique originated from
Markov Chain Monte Carlo (MCMC) for large-scale problems
[46], [47].
C. Information Theory & Statistical Physics
Research along this direction studies the dynamics of
Markovian stochastic process and its effect on the deep repre-
sentation at an ensemble level. For instance, the Information
Bottleneck (IB) theory [18], [48] studies the training dynamics
on the Information Plane described by the mutual informa-
tion of layer-wise activations. The principle of information
bottleneck mathematically characterizes the phase transition
from memorization to generalization, mimicking the critical
learning periods in biological neural systems [49]. Applying
the same information Lagrangian to DNN’s weights has re-
vealed intriguing properties of the deep representation, such
as invariance, disentanglement and generalization [50], [51],
despite a recent debate in [21] arguing the inability of the
findings in references [18], [48] to generalize beyond certain
architectures. In [52], similar statements on the implicit bias
has been drawn from the Algorithmic Information Theory
(AIT), suggesting the parameter-function map of DNNs is ex-
ponentially biased towards simple functions. The information
theoretic viewpoint is closely related to statistical physics.
In [53], [54], an upper bound mimicking the second law
of stochastic thermodynamics was derived for single-layer
networks on binary classification tasks. In short, generalization
of a network to unseen datum is bounded by the summation
of the Shannon entropy of its weights and a term that
captures the total heat dissipated during training. The concept
of learning efficiency was introduced as an alternative metric
to compare algorithmic performance. Additionally, Yaida et
al. [55] derived a discrete-time master equation at stationary
equilibrium and linked it to the fluctuation-dissipation theorem
in statistical mechanics.
D. Dynamics and Optimal Control Theory
The dynamical perspective has received considerable atten-
tion recently as it brings new insights to deep architectures
and training processes. For instance, viewing DNNs as a dis-
cretization of continuous-time dynamical systems is proposed
in [56]. From such, the propagating rule in the deep residual
network [57], xt+1 = xt + f(xt,θt), can be thought of
as an one-step discretization of the forward Euler scheme
on an ordinary differential equation (ODE), x˙t = f(xt,θt).
This interpretation has been leveraged to improve residual
blocks in the sense that it achieves more effective numerical
approximation [58]. In the continuum limit of depth, the flow
representation of DNNs has made the transport analysis with
Wasserstein geometry possible [59]. Algorithmically, efficient
computational methods have been developed in [60], [61] to al-
low parameterization of (stochastic) continuous-time dynamics
(e.g. derivative of latent variables) directly with DNNs. When
the analogy between optimization algorithms and controllers
is further drawn [62], standard supervised learning can be
recast as a mean-field optimal control problem [63]. This is
particularly beneficial since it enables new training algorithms
inspired from optimal control literature [64]–[66].
Similar analysis can be applied to SGD by viewing it
as a stochastic dynamical system. In fact, most previous
discussions on implicit bias formulate SGD as stochastic
Langevin dynamics [67]. Other stochastic modeling, such as
Le`vy process, has been recently proposed [68]. In parallel,
stability analysis of the Gram matrix dynamics induced by
DNN reveals global optimality of GD algorithms [19], [20].
Applying optimal control theory to SGD dynamics results in
optimal adaptive strategies for tuning hyper-parameters, such
as the learning rate, momentum, and batch size [69], [70].
III. DEEP NEURAL NETWORK AS A DYNAMICAL SYSTEM
As mentioned in Sec. II, DNNs can be interpreted as finite-
horizon nonlinear dynamical systems by viewing each layer
as a distinct time step. In Sec III-A, we will discuss how to
explore this connection to analyze information propagation in-
side DNN. The formalism establishes the foundation of recent
works [19], [24], [27], and we will discuss its implications
in Sec. III-B. In Sec III-C, we will draw the connection
between optimization algorithms and controllers, leading to an
optimal control formulation of DNN training characterized by
mean-field theory. Hereafter we will focus on fully-connected
(FC) layers and leave remarks for other architectures, e.g.
convolution layers and residual connections, in Appendix A.
A. Information Propagation inside DNN
Recall the dynamics of a FC-DNN at time step t, i.e. at
layer t-th and suppose its weights and biases are initialized by
drawing i.i.d. from two zero-mean Gaussians, i.e.
ht =W FC(xt;θt) := Wtxt + bt, where
W
(i,j)
t ∼ N (0, σ2w/Nt) b(i)t ∼ N (0, σ2b ) .
(1)
We denote θt ≡ (Wt,bt). σ2w and σ2b respectively represent
the variance of the weights and biases, and Nt is the dimension
of the pre-activation at time t. Central limit theorem (CLT)
implies in the limit of large layer widths, Nt  1, the
distribution of pre-activation elements, h(i)t , also converges to
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(a) The phase diagram of max(χq∗ , χc∗ ) as the function of
σw and σb. The solid line represents the critical initialization
where information inside DNN is neither saturated, as in the
ordered phase, nor exploding, as in the chaotic phase.
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(b) Prediction of the network trainability given its depth and
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2
b fixed to 0.05. The color bar represents the train-
ing accuracy on MINST after 200 training steps using SGD.
It is obvious that the boundary at which networks become un-
trainable aligns with the theoretical depth scale, denoted white
dashed line, up to a constant (∼ 4.5ξc∗ in this case). Also,
notice that the peak around σ2w = 1.75 is precisely predicted
by the critical line in Fig. 1a for σ2b = 0.05.
Fig. 1. Reproduced results2 from [24] for random FC-DNNs with φ = tanh.
a Gaussian. It is straightforward to see the distribution also
has zero mean and its variance can be estimated by matching
the second moment of the empirical distribution of h(i)t across
all Nt,
qt :=
1
Nt
Nt∑
i=0
(h
(i)
t )
2 . (2)
qt can be viewed as the normalized squared length of the
pre-activation, and we will use it as the statistical quantity of
the information signal. The dynamics of qt, when propagating
from time step t to t+ 1, takes a nonlinear form
qt+1 = σ
2
wEh(i)t ∼N (0,qt)
[
φ2(h
(i)
t )
]
+ σ2b , (3)
with the initial condition given by q0 = 1N0x0 ·x0. Notice that
despite starting the derivation from random neural networks,
the mapping in (3) admits a deterministic process, depending
only on σw, σb, and φ(·). We highlight this determinism as the
benefit gained by mean-field approximation. Schoenholz et al.
[24] showed that for any bounded φ and finite value of σw
and σb, there exists a fixed point, q∗ := limt→∞ qt, regardless
of the initial state q0.
Similarly, for a pair of input (x(α),x(β)) we can derive the
following recurrence relation
q
(α,β)
t+1 = σ
2
wE(h(α)t ,h(β)t )T∼N (0,Σt)[φ(h
(α)
t )φ(h
(β)
t )] + σ
2
b (4)
where Σt =
(
qαt q
(α,β)
t
q
(α,β)
t q
β
t
)
(5)
is the covariance matrix at time t and the initial condition
is given by q(α,β)0 =
1
N0
x
(α)
0 · x(β)0 . Under the same con-
ditions for q∗ to exist, we also have the fixed points for
the covariance and correlation, respectively denoted q∗(α,β)
and c∗ = q∗(α,β)/
√
q∗αq∗β = q
∗
(α,β)/q
∗. The element of the
covariance matrix at its fixed point Σ∗ hence takes a compact
form
Σ∗(α,β) = q
∗ (δ(α,β) + (1− δ(α,β))c∗) , (6)
where δ(a,b) is Kronecker delta. It is easy to verify that Σ∗ has
q∗ for the diagonal entries and q∗c∗ for the off-diagonal ones.
In short, when the mean field theory is applied to approximate
distributions of activations and pre-activations, the statistics of
the distribution follows a deterministic dynamic as propagating
through layers. This statistic can be treated as the information
signal and from there the dynamical system analysis can be
applied, as we will show in the next subsection.
B. Stability Analysis & Implications
Traditional stability analysis of dynamical systems often
involves computing the Jacobian at the fixed points. The
Jacobian matrix describes the rate of change of system output
when small disturbance is injected to input. In this vein, we
can define the residual system, t := Σt − Σ∗, and first-
order expand3 it at Σ∗. The independent evolutions of the two
signal quantities, as shown in (3) and (4), already hint that
the Jacobian can be decoupled into two sub-systems. Their
eigenvalues are given by,
χq∗ = σ
2
wEh∼N (0,Σ∗)[φ′′(h(i))φ(h(i)) + φ′(h(i))2] (7)
χc∗ = σ
2
wEh∼N (0,Σ∗)[φ′(h(i))φ′(h(j))] h(i) 6= h(j) . (8)
This eigen-decomposition suggests the information traverses
through layers in the diagonal and off-diagonal eigenspace.
A fixed point is stable if and only if both χq∗ and χc∗ are
less than 1. In fact, the logarithms of χq∗ and χc∗ relate to
2Code is available in https://github.com/ghliu/mean-field-fcdnn.
3We refer readers to the Supplementary Material in [24] for a complete
treatment.
5the well-known Lyapunov exponents in the dynamical system
theory, i.e.
|qt − q∗| ∼ e−t/ξq∗ ξ−1q∗ = − logχq∗ and (9)
|ct − c∗| ∼ e−t/ξc∗ ξ−1c∗ = − logχc∗ , (10)
where ct denotes the dynamics of the correlation.
The dynamical system analysis in (7-10) has several im-
portant implications. Recall again that given a DNN, its
propagation rule depends only on σw and σb. We can therefore
construct a phase diagram with σw and σb as axes and define
a critical line that separates the ordered phase, in which all
eigenvalues are less than 1 to stabilize fixed points, and the
chaotic phase, in which either χq∗ or χc∗ exceeds 1, leading
to divergence. An example of the phase diagram for FC-
DNNs is shown in Fig. 1a. Networks initialized in the ordered
phase may suffer from saturated information if the depth
is sufficiently large. They become un-trainable since neither
forward nor backward propagation is able to penetrate to the
destination layer. Fig. 1b gives an illustration of how ξq∗
and ξc∗ , named depth scale [24], predict the trainability of
random DNNs. On the other hand, networks initialized along
the critical line remain marginal stable, and information is able
to propagate through an arbitrary depth without saturating or
exploding. It is particularly interesting to note that while the
traditional study on dynamical systems focuses on stability
conditions, the dynamics inside DNN instead requires a form
of transient chaos.
The discussion of the aforementioned critical initialization,
despite being crucial in the success of DNN training [71], may
seem limited since once the training process begins, the i.i.d.
assumptions in order to construct (2), and all those derivations
afterward, no longer hold. Fortunately, it has been empirically
observed that when DNN is sufficiently over-parameterized, its
weight will be close to the random initialization over training
iterations [72]. In other words, under certain assumptions, the
statistical property derived at initialization can be preserved
throughout training. This has a strong implication as it can
be leveraged to prove the global convergence and optimality
of GD [19], [20]. Below we provide the proof sketch and
demonstrate how the deep information is brought into the
analysis.
Recalling the information defined in (4-5) for a pair of input,
we can thereby construct a Gram matrix Kt ∈ R|D|×|D|,
where |D| is the size of the dataset and t ∈ {0, 1, · · · , T −1}.
The element of Kt represents the information quantity be-
tween the data points with the corresponding indices, i.e.
K
(i,j)
t := q
(i,j)
t . The Gram matrix can be viewed as a
deep representation of a matrix form induced by the DNN
architecture and dataset at random initialization. The same
matrix has been derived in several concurrent works, namely
the Neural Tangent Kernel (NTK) in [73].
Now, consider a mean squared loss, 12‖y − u‖22, where
y,u ∈ R|D| and each element u(i) := 1Tx(i)T /‖1‖2 denotes
the scalar prediction of each data point i ∈ D. The dynamics
of the prediction error governed by the GD algorithm takes an
analytical form [20] written as
y − u(k + 1) ≈(I− ηG(k))(y − u(k)) ,
where G(i,j)(k) :=〈 ∂ui(k)
∂θT−1(k)
,
∂uj(k)
∂θT−1(k)
〉 . (11)
k and η denote the iteration process and learning rate. Equation
(11) indicates a linear dynamics characterized by the matrix
G, whose element at initialization is related to the one of K
by4
G(i,j)(0) =
1
σ2w
K
(i,j)
T−1Eh∼N (0,ΣT−1)[φ
′(h(i))φ′(h(j))]
=: K
(i,j)
T .
(12)
When the width is sufficiently large, G(k) will be close to
KT (precisely ‖G(k) −KT ‖2 is bounded) for all iterations
k ≥ 0. This, together with the least eigenvalue of KT
being lower-bounded for non-degenerate dataset, concludes the
linear convergence to the global minimum.
C. Training DNN with Optimal Control
To frame optimization algorithms and training processes
into the dynamical system viewpoint, one intuitive way is to
interpret optimization algorithms as controllers. As we will
show in Sec. III-C1, this can be achieved without loss of
generality and naturally yields an optimal control formalism
of the deep learning training process. Such a connection is
useful since the optimality conditions of the former prob-
lem are well studied and characterized by the Pontryagin’s
Minimum Principle (PMP) and the Hamilton-Jacobi-Bellman
(HJB) equation, which we will introduce in Sec. III-C2 and
III-C3, respectively. The fact that back-propagation [17] can
be viewed as an approximation of PMP [64] opens a room for
new optimization algorithms inspired from the optimal control
perspective.
1) Mean-Field Optimal Control Derivation: In [62], a con-
crete connection was derived between first-order optimization
algorithms and PID controllers. To see that, consider the
formula of gradient descent and the discrete realization of
integral control:
θk+1 = θk −∇f(θk) (13)
uk+1 =
∑k
i=0
ei ·∆t (14)
These two update rules are equivalent when we interpret the
gradient −∇f(θk) as tracking error e(k). Both modules are
designed to drive certain statistics of a system, either the
loss gradient or tracking error, towards zero, by iteratively
updating new variables to affect system dynamics. When a
momentum term is introduced, it will result in an additional
lag component which helps increase the low-frequency loop
gain [62]. This suggests accelerated convergence near local
minima, as observed in the previous analysis [74]. In other
words, the parameters in DNNs can be recast as the control
variables in dynamical systems.
4 we set σ2b to 0 in (12) to match the formulation used in [19], [20].
6With this viewpoint in mind, we can draw an interesting
connection between deep learning training processes and op-
timal control problems (15). In a vanilla discrete-time OCP,
the minimization problem takes the form
min
{θt}T−1t=0
J :=
[
Φ(xT ) +
T−1∑
t=0
L(xt,θt)
]
s.t. xt+1 = f(xt,θt) ,
(15)
where xt ∈ Rn and θt ∈ Rm represent state and control
vectors. f , L and Φ respectively denote the dynamics, inter-
mediate cost and terminal cost functions. In this vein, the goal
of (supervised) learning is to find a set of optimal parameters
at each time step (i.e. layer), {θt}T−1t=0 , such that when starting
from the initial state x0, its terminal state xT is close to the
target y. Dynamical constraints in (15) are characterized by the
DNNs, whereas terminal and control-dependent intermediate
costs correspond to training loss and weight regularization.
Though state-dependent intermediate costs are not commonly-
seen in supervised problems until recently [75], it has been
used extensively in the context of deep reinforcement learning
to guide or stabilize training, e.g. the auxiliary tasks and losses
[76], [77].
Extending (15) to accept batch data requires viewing the
input-output pair (x0,y) as a random variable drawn from
a probability measure. This can be done by introducing the
mean-field formalism where the analysis is lifted to distri-
bution spaces. The problem becomes searching an optimal
transform that propagates the input population to the desired
target distribution. The population risk minimization problem
can hence be regarded as a mean-field optimal control problem
[63],
inf
θt∈L∞
E(x0,y)∼µ0
[
Φ (xT ,y) +
∫ T
0
L (xt,θt) dt
]
s.t. x˙t =f(xt,θt) ,
(16)
where L∞ ≡ L∞([0, T ],Rm) denotes the set of essentially-
bounded measurable functions and µ0 is the joint distribution
of the initial states x0 and terminal target y. Note that we
change our formulation from the discrete-time realization to
the continuous-time framework since it is mathematically
easier to analyze and offers more flexibilities. The formulation
(16) allows us to analyze the optimization of DNN training
through two perspectives, namely the minimum principle
approach and dynamic programming approach, as we will now
proceed.
2) Mean-Field Pontryagin’s Minimum Principle: The nec-
essary conditions of the problem (15) are described in the
celebrated Pontryagin’s Minimum Principle (PMP) [78]. It
characterizes the conditions that an optimal state-control tra-
jectory must obey locally. E et al. [63] derived the mean-field
extension of the theorem, which we will restate below. We
will focus on its relation with standard DNN optimization, i.e.
gradient descent with back-propagation, and refer to [63] for
the concrete proof.
Theorem 1 (Mean-Field PMP [63]). Assume the following
statements are true:
(A1) The function f is bounded; f , L are continuous in
θt; and f , L, Φ are continuously differentiable with
respect to xt.
(A2) The distribution µ0 has bounded support, i.e.
µ0
({
(x,y) ∈ Rn × Rd : ‖x‖+ ‖y‖ ≤M}) = 1 for
some M > 0.
Let θ∗t : t 7→ Rm be a solution that achieves the infimum
of (16). Then, there exists continuous stochastic processes x∗t
and p∗t , such that
x˙∗t = ∇pH (x∗t ,p∗t ,θ∗t ) , x∗0 = x0 , (17)
p˙∗t = −∇xH (x∗t ,p∗t ,θ∗t ) , p∗T = ∇xΦ (x∗T ,y) , (18)
∀θt ∈ Rm, a. e. t ∈ [0, T ] ,
Eµ0H (x∗t ,p∗t ,θ∗t ) ≤ Eµ0H (x∗t ,p∗t ,θt) ,
(19)
where the Hamiltonian function H : Rn × Rn × Rm → R is
given by
H (xt,pt,θt) = pt · f(xt,θt) + L(xt,θt) (20)
and pt denotes the co-state of the adjoint equation.
Theorem 1 resembles the classical PMP result except that
the Hamiltonian minimization condition (19) is now taken
over an expectation w.r.t. µ0. Also, notice the optimal control
trajectory θ∗t admits an open-loop process in the sense that
it does not depend on the population distribution. This is in
contrast to what we will see from the dynamic programming
approach (i.e. Theorem 2).
The conditions characterized by (17-19) can be linked to the
optimization dynamics in DNN training. First, (17) is simply
the feed-forward pass from the first layer to the last one. The
co-state can be interpreted as the Lagrange multiplier of the
objective function w.r.t. the constraint variables [79], and its
backward dynamics is described in (18). Here, we shall regard
(18) as the back-propagation [64]. To see that, consider the
discrete-time Hamiltonian function,
H (xt,pt+1,θt) = pt+1 · f(xt,θt) + L(xt,θt) . (21)
Substituting it into the discrete-time version of (18) will lead
to the chain rule used derive back-propagation,
p∗t = ∇xH
(
x∗t ,p
∗
t+1,θ
∗
t
)
= p∗t+1 · ∇xf(x∗t ,θ∗t ) +∇xL(x∗t ,θ∗t ) ,
(22)
where p∗t is the gradient of the total loss function w.r.t. the
activation at layer t.
Finally, the maximization in (19) can be difficult to solve
exactly since the dimension of the parameter is typically
millions for DNNs. We can, however, apply approximated
updates iteratively using first-order derivatives, i.e.
θ
(i+1)
t = θ
(i)
t − η∇θtEµ0H(x∗t ,p∗t+1,θ(i)t ) . (23)
The subscript t denotes the time step in the DNN dynamics, i.e.
the index of the layer, whereas the superscript (i) represents
the iterative update of the parameters in the outer loop. The
update rule in (23) is equivalent to performing gradient descent
on the original objective function J in (15),
∇θtH
(
x∗t ,p
∗
t+1,θt
)
= p∗t+1 · ∇θtf(x∗t ,θt) +∇θtL(x∗t ,θt)
= ∇θtJ . (24)
7When the expectation in (23) is replaced with a sample mean,
E et al. [63] showed that if a solution of (16) is stable5,
we can find with high probability a random variable in its
neighborhood that is a stationary solution of the sampled PMP.
3) Mean-Field Hamilton-Jacobi-Bellman Equation: The
Hamilton-Jacobi-Bellman (HJB) equation [80] characterizes
both necessary and sufficient conditions to the problem (15).
The equation is derived from the principle of Dynamic Pro-
gramming (DP), which reduces the problem of minimizing
over a sequence of control to a sequence of minimization
over a single control at each time. This is done by recursively
solving the value function (define precisely below), and the
obtained optimal policy is a function applied globally to the
state space, i.e. a feedback controller with states as input.
E et al. [63] adapted the analysis to mean-field extension
by considering probability measures as states. Following their
derivations, we will consider the class of probability measures
that is square integrable on Euclidean space with 2-Wasserstein
metrics, denoted P2 (R), throughout our analysis. Importantly,
this will lead to an infinite-dimensional HJB equation as we
will show later. It is useful to begin with defining the cost-to-
go and value function, denoted as J and v∗:
J(t, µ,θt) :=E (xt,y)∼µt
subject to (1)
[
Φ (xT ,y) +
∫ T
t
L (xt,θt) dt
]
(25)
v∗(t, µ) := inf
θt∈L∞
J(t, µ,θt) (26)
Note that the expectation is taken over the distribution evo-
lution, starting from µ and propagating through the DNN
architecture. The cost-to-go function is simply a generalization
of the objective (16) to varying start time, and its infimum
over the control space is achieved by the value function, i.e.
the objective in (16) can be regarded as J(0, µ0,θ0), with
v∗(0, µ0) as its infimum. Now, we are ready to introduce the
mean-field DP and HJB equation.
Theorem 2 (Mean-Field DP & HJB [63]). Let the following
statements be true:
(A1’) f , L, Φ are bounded; f , L, Φ are Lipschitz continuous
with respect to xt, and the Lipschitz constants of f and
L are independent of θt.
(A2’) µ0 ∈ P2
(
Rn+d
)
.
Then, both (25) J(t, µ,θt) and (26) v∗(t, µ) are Lipschitz
continuous on [0, T ]×P2
(
Rn+d
)
. For all 0 ≤ t ≤ tˆ ≤ T , the
principle of dynamic programming suggests
v∗(t, µ) = inf
θt∈L∞
E (xt,y)∼µt
subject to (1)
[∫ tˆ
t
L (xt,θt) dt+ v
∗ (tˆ, µˆ)] ,
(27)
where µˆ denotes the terminal distribution at tˆ. Furthermore,
Taylor expansion of the (27) gives the (28) equation,{
∂tv + infθt∈L∞〈∂µv(µ)(·), f(·,θt)〉µ + 〈L(·,θt)〉µ = 0,
v(T, µ) = 〈Φ(·)〉µ,
(28)
5 The mapping F : U 7→ V is said to be stable on Sρ(x) :=
{y ∈ U : ‖x− y‖U ≤ ρ} if ‖y − z‖U ≤ Kρ‖F (y) − F (z)‖V for some
Kρ > 0.
where we recall 〈f(·), g(·)〉µ :=
∫
f(w)Tg(w)dµ(w) and
accordingly denote 〈f(·)〉µ :=
∫
f(w)dµ(w). Finally, if θ∗ :
(t, µ) 7→ Rm is a feedback policy that achieves the infimum in
(28) equation, then θ∗ is an optimal solution of the problem
(16).
Notice that (A1’) and (A2’) are much stronger assumptions
as opposed to those from Theorem 1. This is reasonable since
the analysis is now adapted to take probability distributions
as inputs. Theorem 2 differs from the classical HJB in that
the equations become infinite-dimensional. The computation
requires the derivative of the value function w.r.t. a probability
measure, which can be done by recalling the definition of the
first-order variation [81] of a function F at the probability
measure µ, i.e. ∂F (µ)∂µ ≡ ∂µF , satisfying the following relation:
F (µ+ f) = F (µ) +  〈∂µF (µ)(·), f(·)〉µ +O(2) , (29)
where  is taken to be infinitesimally small. Note that F (·) and
∂µF (µ)(·) are functions respectively defined on the probability
measure and its associated sample space. In other words, the
derivative w.r.t. µ is achieved by interchanging probability
measures with laws of random variables, to which we can
apply a suitable definition of the derivative.
Due to the curse of dimensionality, classical HJB equa-
tions can be computationally intractable to solve for high-
dimensional problems, let alone its mean-field extension. How-
ever, we argue that in the literature of DNN optimization,
algorithms with a DP flavor, or at least an approximation of it,
have not been well-explored. Research in this direction may
provide a principled way to design feedback policies rather
than the current open-loop solutions in which weights are fixed
once the training ends. This can be particularly beneficial for
problems related to e.g. adversarial attack and generalization
analyses.
IV. STOCHASTIC OPTIMIZATION AS A DYNAMICAL
SYSTEM
We now turn attention to stochastic optimization. Recall
that in Sec. III-C, we bridge optimization algorithms with
controllers. In classical control theory, controllers alone can
be characterized as separated dynamical systems. Stability
analysis is conducted on the compositional system along with
the plant dynamics [82]. Similarly, the dynamical perspective
can be useful to study the training evolution and convergence
property of DNN optimization. Unlike the deterministic prop-
agation in Sec. III-A, stochasticity plays a central role in
the resulting system due to the mini-batch sampling at each
iteration. Preceding of time corresponds to the propagation of
training cycles instead of forwarding through DNN layers. The
stochastic dynamical viewpoint forms most of the recent study
on SGD [14], [45], [70], [83].
This section is organized as follows. In Sec. IV-A, we
will review the statistical property of the mini-batch gradient,
which is the foundation for deriving the SGD dynamics. Recast
of SGD as a continuous-time stochastic differential equation
(SDE), or more generally a discrete-time master equation,
will be demonstrated in Sec. IV-B, and IV-C, respectively.
8The theoretical analysis from the dynamical framework con-
solidates several empirical observations, including implicit
regularization on the loss landscape [11] and phase transition
from a fast memorization period to slow generalization [18].
It can also be leveraged to design optimal adaptive strategies,
as we will show in Sec. IV-D.
A. Preliminaries on Stochastic Mini-Batch Gradient
Slightly abuse the notation and denote the averaging training
loss on the data set D as a function of parameter :
Φ(θ;D) ≡ Φ(θ) := 1| D |
∑
i∈D
J(f(x(i),θ),y(i)) , (30)
where J is the training objective for each sample (c.f. (15))
and f ≡ f0 ◦ f1 ◦ f2 · · · includes all compositional functions
of a DNN. We can write the full gradient of the training
loss as ∇Φ(θ) ≡ g(θ) = 1|D|
∑
i∈D g
i(θ), where gi(θ) is
the gradient on each data point (x(i),y(i)). The covariance
matrix of gi(θ), denoted ΣD(θ), is a positive-definite (P.D.)
matrix which can be computed deterministically, given the
DNN architecture, dataset, and current parameter, as
Var
[
gi(θ)
]
:= 1|D|
∑
i∈D
(
gi(θ)− g(θ)) (gi(θ)− g(θ))T
≡ ΣD(θ) . (31)
Note that in practice, the eigen-spectrum of ΣD often features
an extremely low rank (< 0.5% for both CIFAR-10 and
CIFAR-100 as reported in [14]).
Access of g(θ) at each iteration is computationally prohibit
for large-scale problems. Instead, gradients can only be esti-
mated through a mini batch of i.i.d. samples B ⊂ D. When
the batch size is large enough, | B |  1, CLT implies the
mini-batch gradient, denoted gmb(θ) = 1|B|
∑
i∈B g
i(θ), has
the sample mean and covariance
mean
[
gmb(θ)
]
:=EB[gmb(θ)] ≈ g(θ) (32)
Var
[
gmb(θ)
]
:=EB[
(
gmb(θ)− g(θ)) (gmb(θ)− g(θ))T]
≈ 1|B|ΣD(θ) . (33)
The last equality in (33) holds when B is sampled i.i.d. with
replacement from D.6 For later purposes, let us also define
the two-point noise matrix as Σ˜B := EB[gmb(θ)gmb(θ)
T
]. Its
entry (i, j), or more generally the entry (i1, i2, · · · ik) of a
higher-order noise tensor, can be written as
Σ˜B,(i,j) :=EB[gmb(θi)gmb(θj)] and (34)
Σ˜B,(i1,i2,···ik) :=EB[g
mb(θi1)g
mb(θi2) · · · gmb(θik)] , (35)
where gmb(θi) is the partial derivative w.r.t. θi on the mini
batch. Consequently, we can rewrite (33) as Σ˜B−g(θ)g(θ)T.
Finally, we will denote the distribution of the parameter at
training cycle t as ρt(z) := ρ(z, t) ∝ P(θt = z) and the
steady-state distribution as ρss := limt→∞ ρt.
6 Var
[
gmb(θ)
]
= Var
[
1
|B|
∑
B g
i(θ)
]
= 1|B|2
∑
B Var
[
gi(θ)
]
=
1
|B|ΣD(θ). The second equality holds since Cov(g
i, gj) = 0 for i 6= j.
B. Continuous-time Dynamics of SGD
1) Derivation: The approximations from (32)-(33) allow
us to replace gmb(θ) with a Gaussian N
(
g(θ), 1|B|ΣD
)
. The
updated rule of SGD at each iteration can hence be recast as
θt+1 = θt − ηgmb(θt)
≈ θt − ηg(θt) + η√|B|Σ
1
2
D(θt)Zt ,
(36)
where η is the learning rate and Zt ∼ N (0, I). Now,
consider the following continuous-time SDE and its Euler
discretization,
dθt = b(θt)dt+ σ(θt)dWt (37)
⇒ θt+1 = θt + b(θt)∆t+
√
∆t · σ(θt)Zt , (38)
In the standard SDE analysis [84], b(θt) and σ(θt) refer to
the drift and diffusion function. dWt is the Wiener process, or
Brownian motion, in the same dimension of θ ∈ Rm¯. It is easy
to verify that (38) resembles (36) if we set ∆t ∼ η, b(θt) ∼
−g(θt), and σ(θt) ∼
√
η/| B |Σ 12D. We have therefore derived
the continuous-time limit of SGD as the following SDE,
dθt = −g(θt)dt+
√
2β−1ΣD(θt)dWt , (39)
where β = 2|B|η is proportional to the inverse temperature in
thermodynamics.
Simply viewing (39) already gives us several insights. First,
β controls the magnitude of the diffusion process. A similar
relationship, named noise scale, between the batch size and
learning rate has been proposed in [85], [86]. These two hyper-
parameters, however, are not completely interchangeable since
they contribute to different properties of the loss landscape
[40]. Secondly, the stochastic dynamics is characterized by
the drift term from the gradient descent flow −g(θt) and the
diffusion process from ΣD(θt). When the parameter is still far
from equilibrium, we can expect the drifting to dominate the
propagation. As we approach flat local minima, fluctuations
from the diffusion become significant. This drift-to-fluctuation
transition has been observed on the Information Plane [18] and
can be derived exactly for convex cases [87].
Since the two Wiener processes in (39) and (36) are inde-
pendent, the approximation is valid only up to the distribution
level. While a more accurate approximation is possible by
introducing stochastic modified equations [88], we will limit
the analysis to (39) and study the resulting dynamics using
stochastic calculus and statistical physics.
2) Dynamics of Training Loss: To describe the propagation
of the training loss, Φ(θt), as a function of the stochastic
process in (39), we need to utilize Itoˆ lemma, an extension of
the chain rule in the ordinary calculus to the stochastic setting:
Lemma 1 (Itoˆ lemma [89]). Consider the stochastic process
dXt = b(Xt, t)dt + σ(Xt, t)dWt. Suppose b(·, ·) and σ(·, ·)
follow appropriate smooth and growth conditions, then for a
9given function V (·, ·) ∈ C2,1(Rd × [0, T ]), V (Xt, t) is also a
stochastic process:
dV (Xt, t) =
[
∂tV (Xt, t) +∇V (Xt, t)Tb(Xt, t)
]
dt
+
[
1
2
Tr
[
σ(Xt, t)
T
HV (Xt, t)σ(Xt, t)
]]
dt
+
[
∇V (Xt, t)Tσ(Xt, t)
]
dWt , (40)
where HV (Xt, t) denotes the Hessian. i.e. HV,(i,j) =
∂2V/∂xi∂xj .
Applying (40) to V = Φ(θt) readily yields the following
SDE:
dΦ (θt) =
[
−∇Φ(θt)Tg(θt) + 1
2
Tr
[
Σ˜
1
2
DHΦΣ˜
1
2
D
]]
dt
+
[
∇Φ(θt)TΣ˜
1
2
D
]
dWt ,
(41)
where we denote Σ˜
1
2
D =
√
2β−1ΣD(θt) to simplify the
notation. Taking the expectation of (41) over the parameter
distribution ρt(θ) and recalling ∇Φ = g, the dynamics of the
expected training loss can be described as
dEρt [Φ(θt)] =Eρt
[
−∇ΦT∇Φ + 1
2
Tr
[
HΦΣ˜D
]]
dt , (42)
which is also known as the backward Kolmogorov equation
[90], a partial differential equation (PDE) that describes the
dynamics of a conditional expectation E[f(Xt)|Xs = x].
Notice that dWt does not appear in (42) since the expectation
of Brownian motion is zero. The term Tr[HΦΣ˜D] draws a
concrete connection between the noise covariance and the
loss landscape. In [42], this trace quantity was highlighted
as a measurement of the escaping efficiency from poor local
minima. We can also derive the dynamics of other observables
following similar steps.
When training converges, the left-hand side of (42) is
expected to be near zero, i.e.
Eρss [∇ΦT∇Φ] ≈ 1
2
Eρss [Tr[HΦΣ˜D]] . (43)
In other words, the expected magnitude of the gradient signal
is balanced off by the expected Hessian-covariance product
measured in trace norm. A similar relation can be founded in
the discrete-time setting (c.f. (57)), as we will see later in Sec.
IV-C.
3) Dynamics of Parameter Distribution: The dynamics in
(39) is a variant of the damped Langevin diffusion, which
is widely used in statistical physics to model systems inter-
acting with drag and random forces, e.g. the dynamics of
pollen grains suspended in liquid, subjected to the friction
from Navier-Stokes equations and random collisions from
molecules. We synthesize the classical results for Langevin
systems in the theorem below and discuss its implication in
our settings.
Theorem 3 (Fokker-Plank equation and variational principle
[91]). Consider a damped Langevin dynamics with isotropic
diffusion:
dXt = −∇Ψ(Xt)dt+
√
2β−1dWt , (44)
where β is the damping coefficient. The temporal evolution of
the probability density, ρt ∈ C2,1(Rd × R+), is the solution
of the Fokker-Plank equation ((45)):
∂tρt = ∇ · (ρt∇Ψ) + β−1∆ρt , (45)
where ∇·, ∇ and ∆ respectively denote the divergence,
gradient, and Laplacian operators. Suppose Ψ is a potential
function satisfying appropriate growth conditions, (45) has
an unique stationary solution given by the Gibbs distribution
ρss(x;β) ∝ exp(−βΨ(x)). Furthermore, the stationary Gibbs
distribution satisfies the variational principle — it minimizes
the following functional
ρss = arg min
ρ
FΨ(ρ;β) := EΨ(ρ)− β−1S(ρ) , (46)
where EΨ(ρ) :=
∫
X Ψ(x)ρ(x)dx and S(ρ) :=− ∫X ρ(x) log ρ(x)dx. In fact, FΨ(ρt;β) serves as a
Lyapunov function for the (45), as it decreases monotonically
along the dynamics of FPE and converges to its minimum,
which is zero, at ρss. In other words, we can rewrite (45) as
a form of Wasserstein gradient flow (WGF):
∂tρt = ∇ · (ρt∇(∂ρFΨ)) , (47)
where ∂ρFΨ follows the same definition in (29), and is equal
to log ρρss +1. We provide the derivation between (47) and (45)
in Appendix B.
Equation (45) characterizes the deterministic transition of
the density of an infinite ensemble of particles and is also
known as the forward Kolmogorov equation [84]. The form of
the Gibbs distribution at equilibrium reaffirms the importance
of the temperature β−1, as it determines the sharpness of
ρss. While high temperature can cause under-fitting, in the
asymptotic limit as β−1 → 0, the steady-state distribution will
degenerate to point masses located at arg max Ψ(x). From an
information-theoretic viewpoint, FΨ(ρ;β) can be interpreted
as the free energy, where EΨ(ρ) and S(ρ) are respectively
known as the energy (or evidence) and entropy functionals.
Therefore, minimizing FΨ balances between the likelihood of
the observation and the diversity of the distribution.
Theorem 3 focuses on the isotropic diffusion process. Gen-
eralization to general diffusion is straightforward, and adapting
the notations from our continuous limit of SGD in (39) yields
∂tρt = ∇ ·
(∇Φ(θt)ρt + β−1∇ · (ΣD(θt)ρt)) , (48)
which is the (45) of the dynamics of the parameter distribution
ρt(θ). Notice that when the analysis is lifted to the distribution
space, the drift and diffusion are no longer separable as in (39).
Now, in order to apply the (46), Φ(θ) needs to be treated
as a potential function under the appropriate growth con-
ditions, which is rarely the case under the setting of deep
learning. Nevertheless, assuming these assumptions hold will
lead to an important implication, suggesting that the implicit
regularization stemmed from SGD can be mathematically
quantified as entropy maximization. Another implication is
that in the presence of non-isotropic diffusion during training7,
7 The non-isotropy ofΣD is expected since the dimension of the parameter
is much larger than the number of data points used for training. Empirical
supports can be founded in [14].
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the trajectory governed by (48) has been shown to converge to
a different location from the minima of the training loss [14].
In short, the variational inference implied from (39) takes the
form
arg min
ρ
Eθ∼ρt [Φ˜(θ)]− β−1S(ρt) , (49)
which is minimized at ρss(θ) ∝ exp(−βΦ˜(θ)). The relation-
ship between Φ and Φ˜ at equilibrium is given by8
∇Φ = ΣD∇Φ˜− β−1∇ ·ΣD , (50)
where the divergence ∇ ·ΣD is applied to the column space
of the diffusion matrix. In other words, the critical points of Φ˜
differ from those of the original training loss by the quantity
β−1∇ ·ΣD. It can be readily verified that Φ˜ = Φ if and only
if ΣD is isotropic, i.e. ΣD = cIRm¯×Rm¯ for some constant
c. In fact, we can construct cases in which the most-likely
trajectories traverse along closed loops, i.e. limit cycles, in
the parameter space [14].
4) Remarks on Other SDE Modeling: We should be aware
that (39), as a variant of the well-known Langevin diffusion,
is only one of the possible realization of modeling stochastic
mini-batch gradient. In fact, the metastability analysis of
Langevin diffusion [92] conflicts with empirical observations
in deep learning, as the analysis suggests an escape time
depending exponentially on the depth of the loss landscape
but only polynomial with its width. In other words, theoreti-
cal study implies Brownian-like processes should stay much
longer in sharp local minima. To build some intuition on why
this is true, recall that an implicit assumption we made when
deriving (39) is the finite variance induced by gmb(θ). Upper-
bounding the second moment eventually prevents the presence
of long-tail distributions, which plays a pivotal role in speeding
up the exponential exit time of an SDE from narrow basins.
This issue has been mitigated in [68] by instead considering
a general Leˆvy process:
dθt = −g(θt)dt+ η
α−1
α σα(θt)dL
α
t , (51)
where α ∈ (0, 2] is the tail index and dLαt denotes the α-
stable Leˆvy motion. The mini-batch gradients are now drawn
from a zero-mean symmetric α-stable Leˆvy distribution, SαS-
Levy(0, σα). Note that the moment of the distribution SαS-
Levy is finite up to only α order. When α = 2, SαS-
Levy degenerates to a Gaussian and dLαt is equivalent to a
scaled Brownian motion. On the other hand, for α < 2, the
stochastic process in (51) features a Markov “jump” behavior,
and theoretical study indicates a longer stay in, i.e. the process
prefers, wider minima valleys [92]. The resulting heavy-tailed
density aligns better with the empirical observation [14].
C. Discrete-time Dynamics of SGD
Despite the rich analysis by formulating SGD as a
continuous-time SDE, we should remind us of the implicit
assumptions for Itoˆ-Stratonovich calculus to apply. Beside the
8 The derivation of (50) is quite involved as it relies on the equivalence
between Itoˆ and A-type stochastic integration for the same FPE. We refer
readers to [14] for a complete treatment.
smoothness conditions on the stochastic process, mini-batch
gradients are replaced with Gaussian to bring Brownian motion
into the picture. The fact that the mean square displacement of
Brownian motion scales linearly in time, i.e. E[dWt2] = dt,
leads to a quadratic expansion on the loss function, as shown
in (41). In addition, the recast between (36) and (39) requires
splitting η to
√
η
√
dt. The continuous limit reached by sending
dt→ 0+ while assuming finite √η is arguably unjustified and
pointed out in [55]. The authors instead proposed a discrete-
time master equation that alleviates these drawbacks and is
able to capture higher-order structures. We will restate the
result and link it to the continuous-time SDE formulation as
proceeding.
1) Derivation: Recall that ρt(θ) is the distribution of the
parameter at time t. Its dynamics, when propagating to the
next cycle t+ 1, can be written generally as
ρt+1(θ) = Eθ′∼ρt,B
[
δ
{
θ − [θ′ − ηgmb(θ′)]}] , (52)
where δ{·} is the Kronecker delta and the expectation is taken
over both the current distribution and the mini-batch sampling.
Given an observable O(θ) : Rm¯ 7→ R, its master equation at
steady-state equilibrium ρss can be written as
Eρss [O(θ)] = Eρss
[
EB
[O (θ − ηgmb(θ))]] . (53)
Full derivations are left in Appendix C. Note that the only
assumption we make so far is the existence of ρss. Equation
(53) suggests that at equilibrium, the expectation of an observ-
able remains unchanged when averaging over the stochasticity
from mini-batch gradient updates.
2) Fluctuation Dissipation of Training Loss: Let we pro-
ceed by plugging the training loss Φ(θ) to our observable of
interest in (53). Taylor expanding it at η = 0 gives
Eρss [Φ(θ)]
=Eρss
[
EB
[
Φ
(
θ − ηgmb(θ))]] (54)
=Eρss
[
Φ(θ) +
∞∑
k=1
(−η)k
k!
DkEB
[
Φ
(
θ − ηgmb(θ))]] ,
where DkF denotes the k-ordered expansion on a multivariate
function F . Specifically, the first and second expansions can
be written as9
D1EB
[
Φ
(
θ − ηgmb(θ))] =∑i ∂θiΦ · EB [gmb(θi)]
=∇ΦT∇Φ (55)
D2EB
[
Φ
(
θ − ηgmb(θ))] =∑(i,j)HΦ,(i,j)Σ˜B,(i,j)
= Tr
[
HΦΣ˜B
]
. (56)
9 Applying the chain rule to DkEB [· · ·] in (54) yields a clean form
as DkEB
[
Φ
(
θ − ηgmb(θ))] = ∑Dk
(i1,i2,···ik)Φ(θ) · Σ˜B,(i1,i2,···ik),
where we recall (35) and denote Dk
(i1,i2,···ik) as the k-ordered partial deriva-
tives w.r.t. parameter indices i1, i2, · · · ik . For instance, D1(i)Φ(θ) = ∂θiΦ
corresponds to the i-element of the full gradient. D2
(i,j)
Φ(θ) = ∂2Φ/∂θi∂θj
refers to the (i, j)-entry of the Hessian. The summation
∑
is taken over
combinations of indices i1, i2, · · · ik .
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For the last equality to hold in (54), the expectation of the
infinite-series summation needs to vanish. Substituting (55-56)
to (54), we will obtain the following relation
Eρss
[∇ΦT∇Φ] = η
2
Eρss
[
Tr
[
HΦΣ˜B
]]
(57)
+
∞∑
k=3
(−η)k
k!
Eρss,B
[
DkΦ(θ − ηgmb(θ))] .
(57) can be viewed as the fluctuation-dissipation equation, a
key concept rooted in statistical mechanics for bridging mi-
croscopic fluctuations to macroscopic dissipative phenomena
[55]. It should be noted, however, that (57) is the necessary
but not sufficient condition to ensure stationary.
Let us compare (57) with its continuous-time counterpart in
(43). First, notice the difference between the two-point noise
matrix, Σ˜B, and the covariance matrix of the sample gradient,
Σ˜D. In fact, these two matrices can be related by
Σ˜B ≈
(
1
|B| − 1|D|
)
ΣD = 1η
(
1− |B||D|
)
Σ˜D ≈ 1η Σ˜D , (58)
where the first approximation is followed by Proposition 1
in [93], and the second one by assuming | B |  | D |.
In the small learning rate regime, (43) and (57) are essen-
tially equivalent and we consolidate the analysis from the
continuous-time framework in Sec. IV-B. The higher-order
terms in (57) measure the anharmonicity of the loss landscape,
which becomes nontrivial when the learning rate is large.
D. Improving SGD with Optimal Control
Interpreting SGD as a stochastic dynamical system makes
control theory applicable. Note that this is different from what
we have derived in Sec. III. The state space on which we
wish to impose control is the parameters space Rm¯, instead
of the activation space Rn. The fact that in Sec. III-C we
are managing to apply control in Rm¯ limits out capability to
go beyond theoretical characterization to practical algorithmic
design due to high dimensionality. In contrast, here we do
not specify where the control should take place, depending
on how we introduce it to the stochastic dynamical system.
Such a flexibility has led to algorithmic improvement of SGD
dynamics. For instance, using optimal control to derive optimal
adaptive strategies for hyper-parameters [69].
The literature on adaptive (e.g. annealed) learning rate
scheduling has been well-studied for convex problems [87],
[94]. The heuristic of decaying the learning rate with training
cycle, i.e. ∼ 1/t, typically works well for DNN training, de-
spite its non-convexity. From the optimal control perspective,
we can formulate the scheduling process mathematically by
introducing to (39) a rescaling factor ut ∈ (0, 1] and its
continuous-time function ut→T : [t, T ] 7→ (0, 1]. Applying
similar derivations using Itoˆ Lemma, we obtain
dθt = −utg(θt)dt+ ut
√
2β−1ΣD(θt)dWt , (59)
dE [Φ(θt)] = E
[
−ut∇ΦT∇Φ + u
2
t
2
Tr
[
HΦΣ˜D
]]
dt. (60)
The stochastic optimal control problem from this new dynam-
ics can be written as
min
ut→T
E [Φ(θT )] s.t. (60) , (61)
where T is the maximum training cycle. Li et al. [69] showed
that when Φ(θ) is quadratic, solving (61) using the HJB
equation (recall Theorem 2) yields a closed-form policy
u∗t = min(1,
E[Φ(θt)]
ηΣ˜D
) . (62)
Intuitively, this optimal strategy suggests using the maximum
learning rate when far from minima and decay it whenever
fluctuations begin to dominate. Further expansion on the
ratio E[Φ(θt)]/ηΣ˜D will give us the annealing schedule of
O(1/t). In other words, the strategy proposed in the previous
study is indeed optimal from the optimal control viewpoint.
Also, notice that (62) is a feedback policy since the optimal
adaptation depends on the statistics of the current parameter.
For general loss functions, (62) can serve as a well-
motivated heuristic. The resulting scheduling scheme has been
shown to be more robust to initial conditions when compared
with other SGD variants [69]. Similarly, we can derive optimal
adaptation strategies for other hyper-parameters, such as the
momentum and batch size [69], [70]. Lastly, we note that
other learning rate adaptations, such as the constant-and-cut
scheme, can also be included along this line by modifying
(59) to accept general Markov jump processes.
V. BEYOND SUPERVISED LEARNING
The optimal control framework in Sec. III-C fits with
supervised learning by absorbing labels into the terminal cost
or augmented state space. In this section, we demonstrate
how to extend the framework to other learning problems.
Specifically, by allowing standard (i.e. risk-neutral) (15) and
(16) objectives, which minimize the expected loss incurred
from the stochasticity, to be risk-aware, we generalize the
formulation to consider statistical behaviors from higher-order
moments. Depending on the problem setting, the risk-aware
optimal control problem can be recast to Bayesian learning
and adversarial training, as we will show in Sec. V-B and
V-C. While the former viewpoint has been leveraged to impose
priors on the training dynamics [44], [45], the latter seeks to
optimize worst-case perturbations from an adversarial attacker.
Additionally, we will interpret meta-learning algorithms with
a specific structure as feedback controllers in Sec. V-D.
A. Preliminaries on Risk-Aware Optimal Control
Risk sensitivity has been widely used in Markovian decision
processes (MDPs) that require more sophisticated criteria to
reflect the variability-risk features of the problems [95]. The
resulting optimal control framework is particularly suitable for
stochastic dynamical systems and closely related to robust and
minimax control [96]. To bring risk awareness into the original
training objective, i.e. the per-sample objective J in (15), we
need to consider the following generalized exponential utility
function:
Jk(x, ξ) :=
{
1
k log {Eξ [exp (kJ(x, ξ))]} , k 6= 0
Eξ [J(x, ξ)] , k = 0
, (63)
where ξ denotes any source of stochasticity that is being
averaged over the expectation. When k = 0, Jk reduces to
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the risk-neutral empirical mean, i.e. Φ(θ) in (30). In contrast,
the log partition functional for k 6= 0 has a risk-aware
interpretation, which can be mathematically described as
Jk 6=0(x, ξ) ≈ EξJ + k
2
Varξ [J ] . (64)
We left the full derivation in Appendix D. For positive k, the
objective is risk-averse since in addition to the expectation,
we also penalize the variation of the loss. In contrast, k <
0 results in a risk-seeking behavior as we now favor higher
variability. From the optimization viewpoint, the log partition
functional can be thought of as an approximation of a smooth
max operator. The objective in (63) therefore inherits an inner-
loop max/min optimization, depending on the sign of k:
min
x
Jk 6=0(x, ξ) ≈
 minx maxξ J(x, ξ) if k > 0min
x
min
ξ
J(x, ξ) if k < 0 (65)
From such, it is handy to characterize the optimal policy of
a min-max objective as risk-averse, whereas the one from a
min-min objective often reveals a risk-seeking tendency. This
interpretation will become useful as we proceed to Sec. V-B
and V-C.
B. Bayesian Learning & Risk-Seeking Control
Recall that flatter minima enjoy lower generalization gap
since they are less sensitive to perturbations of the data
distribution [11]. In this spirit, Chaudhari et al. [44] proposed
the following local entropy loss in order to guide the SGD
dynamics towards flat plateaus faster:
Φent(θ; γ) := − log
∫
θ′∈Rm
exp(−Φ(θ′)− γ
2
‖θ − θ′‖22)dθ′ ,
(66)
where Φ(·) is defined in (30) and the hyper-parameter γ
controls the degree of trade-off between the depth and width of
the loss landscape. This surrogate loss is well-motivated from
the statistical physics viewpoint since the objective balances
between an energetic term (i.e. training loss) and entropy
term (i.e. flatness of local geometry). In addition, it can be
connected to numerical analysis on nonlinear PDE [45]. Here,
we provide an alternative perspective from risk-aware control
and its connection to Bayesian inference.
We know from Sec. V-A that the log partition functional
approximates the max operator. Minimizing the local entropy
loss therefore becomes
min
θ
Φent(θ; γ) ≈min
θ
−max
θ′
{
−Φ(θ′)− γ
2
‖θ − θ′‖22
}
= min
θ
min
θ′
{
Φ(θ′) +
γ
2
‖θ − θ′‖22
}
, (67)
which is a nested optimization with an inner loop mini-
mizing the same loss with a regularization term centered at
θ. For fixed θ′, the outer loop simply optimizes a locally-
approximated quadratic γ2 ‖θ − θ′‖22. Casting this quadratic
regularization as a distribution density and recalling the risk-
seeking interpretation of the min-min objective, we have
min
θ
Φent(θ; γ) ≈ min
θ
EPγ,θ [Φ(θ′)]−
1
2
VarPγ,θ [Φ(θ
′)] .
(68)
Pγ,θ denotes the Gibbs distribution, P(θ′; γ,θ) ∝
Z−1 exp(−γ2 ‖θ−θ′‖22), with Z−1 as the normalization term.
The risk-seeking objective in (68) encourages exploration
on areas with higher variability. This implies a potential
improvement on the convergence speed, despite the overhead
incurred from additional minimization.
Solving (67) requires an expensive inner-loop minimization
over the entire parameter space at each iteration. This can,
however, be estimated with the stochastic gradient Langevin
dynamic [97], an MCMC sampling technique for Bayesian
inference. The resulting algorithm, named Entropy-SGD [44],
obeys the following dynamics:
dzs = −
[
gmb(zs) + γ (zs − θt)
]
ds+
√
dWs , (69)
dθt = γ (z − θt) dt , (70)
where z takes the same space as θ ∈ Rm¯ with the initial
condition z0 = θt. Notice that the two dynamical systems
in (69) and (70) operate in different time scales, denoted
ds and dt respectively, and they correspond to the first-
order derivatives of the inner and outer minimization in (67).
Chaudhari et al. [45] showed that in the asymptotic limit of
the non-viscous approximation, i.e.  → 0, gradient descent
on the local entropy loss, θt+1 ← θt − η∇θΦent(θt; γ), is
equivalent to a forward Euler step on the original loss function,
θt+1 ← θt − η∇θΦ(θt+1). In other words, we may interpret
the dynamics in (69) as a one-step prediction (in a Bayesian
fashion with a quadratic prior) of the gradient at the next
iteration.
C. Adversarial Training as Minimax Control
Study on adversarial properties of DNN has become increas-
ingly popular since the landmark paper in [98] revealed its vul-
nerability to human-invisible perturbations. The consequence
can be catastrophic from a security standpoint [99], when
machine learning algorithms in real-world applications, e.g.
perception systems on self-driving vehicles, are intentionally
fooled (i.e. attacked) to make incorrect decisions at test time.
Among the attempts to robustify deep models, adversarial
training proposes to solve the following optimization problem:
min
θ
max
‖δ‖p≤∆
Φadv(θ, δ) :=
1
| D |
∑
i∈D
J(f(x(i) + δ(i),θ),y(i)) .
(71)
Φadv(θ, δ) is equivalent to the original training loss (c.f. (30))
subjected to sample-wise perturbations δ(i), which are of the
same dimension as the input space and constrained within a p-
norm ball with radius ∆. Essentially, adversarial training seeks
to find a minimizer of the worse-case performance when data
points are adversarially distorted.
The min-max objective in (71) implies a risk-averse behav-
ior, in contrast to the risk-seeking in (68). Classical analyses
from the minimax control theory suggest a slow convergence
and a conservative optimal policy. These arguments agree with
practical observations as adversarial learning usually takes
much longer time to train and admits a trade-off between
adversarial robustness (e.g. proportion of data points that are
adversarial) and generalization performance [99].
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Algorithmically, the inner maximization is often evaluated
on a set of adversarial examples generated on the fly, de-
pending on the current parameter, and the adversarial training
objective is replaced with a mixture of the original loss
function and this adversarial surrogate. The min-max problem
in (71) is hence lower-bounded by
min
θ
max
‖δ‖p≤∆
Φadv(θ, δ) ≥ min
θ
αΦ(θ) + (1− α)Φadv(θ, δˆ) ,
(72)
where α ∈ (0, 1] is the mixture ratio and δˆ :=
Proj‖·‖p≤∆[Alg(θ,Φ(·);D)] denotes the p-norm projected
perturbation generated from an algorithm, Alg. The approach
can be viewed as an adaptive data augmentation technique. We
should note, however, that the i.i.d. assumption on the training
dataset no longer holds in this scenario and we may require
exponentially more data to prevent over-fitting [100]. Lastly, it
is possible to instead upper-bound the objective with a convex
relaxation, which will lead to a provably robust model to any
norm-bounded adversarial attack [101].
D. Meta Learning as Feedback Controller
Meta-learning aims to discover prior knowledge from a
set of learnable tasks such that the learned initial parameter
provides a favorable inductive bias for fast adaptation to
unseen tasks at test time. The learning problems, often called
learning to learn, is naturally applicable to those involving
prior distillation from limited data, such as few-shot classifi-
cation [102] and reinforcement learning in fast-changing en-
vironments [103]. It can also be cast to probabilistic inference
in a hierarchical Bayesian model [104]. Here, we bridge a
popular branch of algorithms, namely model-agnostic meta-
learning (MAML) [102], to the feedback control viewpoint.
In the problem formulation of MAML, an agent is given a
distribution of tasks, Ti ∼ PT , with the task-dependent cost
function, ΦTi(·), and asked to find an initialization that can
continuously adapt to other unseen tasks drawn from PT . The
meta-training objective and adaptation rule can be written as
Φmeta(θ;PT ) :=ETi∼PT
[
ΦTi(θ
N
adapt)
]
, where (73)
θn+1adapt = θ
n
adapt − η¯∇θΦTi(θnadapt) and θ0adapt = θ . (74)
θNadapt denotes an N -step adaptation from the current parameter
using gradient descent with the step size η¯ at each update. N
is a hyper-parameter that generalizes standard objectives to
Φmeta(·) for positive N . As N increases, regularization will
be imposed on the meta-training process in the sense that the
agent is encouraged to find a minimizer no more than N steps
away from the local minima of each task, instead of over-fitting
to the one of any particular task.
Now, recall the interpretation of (13) as (14) in Sec. III-C.
Through this lens, the adaptation rule in (74) can be thought
of as an N -step integral controller, and minimizing (73) is
equivalent to searching an optimal initial condition for the con-
troller. Since feedback controllers are originally designed for
problems requiring on-line adaptation and integral controllers
feature zero steady-state errors, we consolidate the theoretical
foundation of MAML-inspired algorithms. Implications from
this viewpoint can leverage knowledge from control literature
to design more sophisticated and/or principled adaptation
rules. We may also derive optimal adaptation rules for other
hyper-parameters, such as the step size η¯ and adaptation
number N , similar to what we have shown in Sec. IV-D.
VI. CONCLUSION
This review aims to align several seemly disconnected
viewpoints of deep learning theory with the line of dynam-
ical system and optimal control. We first observe that the
compositionality of DNNs and the descending update in SGD
suggest an interpretation of discrete-time (stochastic) dynami-
cal systems. Rich mathematical analysis can be applied when
certain assumptions are made to bring the realization to its
continuous-time limit. The framework forms the basis of most
recent understandings of deep learning, by recasting DNN
as an ordinary differential equation and SGD as a stochastic
differential equation. Among the available mathematical tools,
we should highlight the significance of mean-field theory and
stochastic calculus, which enable characterization of the dy-
namics of deep representation and stochastic functionals (e.g.
the training loss or parameter distribution) at the ensemble
level. The dynamical perspective alone has revealed valuable
implications, as it successfully gives predictions to e.g. the
trainability of random networks from critical initialization,
the interaction between gradient drift and noise diffusion
during training, the concrete form of implicit regularization
from SGD, and even the global optimality of deep learning
problems, to name a few.
Another appealing implication, despite receiving little at-
tention, is to introduce the optimal control theory to the
corresponding dynamics. To emphasize its importance, we
note that the celebrated back-propagation algorithm is, in
fact, an approximation of the Pontryagins Minimum Principle
(PMP), a well-known theory dated back to the 1960s that
describes the necessary conditions to the optimal control
problems. Limited works inspired from this viewpoint include
optimal adaptive strategies for hyper-parameters and minimum
principle based optimization algorithms. When the standard
optimal control objective is extended to accept higher-order
statistical moments, the resulting “risk-aware” optimal control
framework generalizes beyond supervised learning, to include
problems such as Bayesian learning, adversarial training, and
meta learning. We wish this article stands as a foundation to
open up new avenues that may bridge and benefit communities
from both deep learning and optimal control.
For future directions, we note that the optimal control theory
for DNNs training is far from being completed, and relaxing
the currently presented theorems to a more realistic setting will
be beneficial. For instance, despite the thorough discussion
in Sec. III-C, our derivation is mainly constructed upon the
continuous-time framework to avoid the difficulties incurred
from the discrete-time analysis. Additionally, while an initial
attempt to bridge other learning problems to the proposed
framework has been taken in Sec. V, more are left to be
explored. Specifically, Generative Adversarial Networks are
closely related to minimax control, and the dynamical analysis
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from an SDE viewpoint has been recently discussed to reveal
an intriguing variational interpretation [105].
APPENDIX A
Critical initialization and mean field approximation can be
applied to convolution layers as the number of channels goes
to limit [27]. Similar results can be derived except t now
traverses with a much richer dynamics through convoluted
operators. For recurrent architectures, e.g. RNN and LSTM,
the theory suggests that gating mechanisms facilitate efficient
signal propagation [25], [26]. However, it also casts doubt
on several practically-used modules, as the analysis suggests
batch normalization causes exploding gradient signal [24]
and dropout destroys the order-to-chaos critical point [106].
Global optimality of GD for other architectures can be proved
following similar derivations. Appendix E in [19] provides a
general framework to include FC-DNN, ResNet, and convo-
lution DNN.
APPENDIX B
First, we notice that the variational functional FΨ(ρ;β) in
(47) can be written as an KullbackLeibler divergence:
FΨ(ρ;β) := EΨ(ρ)− β−1S(ρ) = β−1DKL(ρ||ρss) ,
where ρss ∝ exp(−βΨ(x)). Now, recall that for a functional
F : P2 7→ R of the following form: F(ρ) :=
∫
x
f(ρ(x))dx,
its first variation at ρ is given by ∂ρF(ρ)(·) = f ′(ρ(·)).
Substituting it into (47) will lead to (45):
∂tρt =∇ · (ρt∇(∂ρFΨ))
=β−1∇ · (ρt∇(∂ρDKL(ρt||ρss)))
=β−1∇ ·
(
ρt∇
(
d(ρt log
ρt
ρss )
dρ
))
=β−1∇ ·
(
ρt∇
(
log
ρt
ρss
+ρt
1
ρt
))
=β−1∇ · (ρt∇(βΨ + log ρt))
=∇ · (ρt∇Ψ) + β−1∇ ·
(
ρt
∇ρt
ρt
)
=∇ · (ρt∇Ψ) + β−1∆ρt
APPENDIX C
Here we recapitulate the derivation from [55]. First, recall
(52):
ρt+1(θ) =Eθ′∼ρt,B
[
δ
{
θ − [θ′ − ηgmb(θ′)]}]
=EB
[∫
dθ′ρt(θ′)δ
{
θ − [θ′ − ηgmb(θ′)]}] .
The steady-state distribution therefore obeys the relation
ρss(θ) = EB
[∫
dθ′ρss(θ′)δ
{
θ − [θ′ − ηgmb(θ′)]}] .
(75)
Now, substitute (75) to the expectation of an observable O(θ)
at equilibrium
Eρss [O(θ)]
=
∫
dθρss(θ)O(θ)
=EB
[∫
dθ
∫
dθ′ρss(θ′)δ
{
θ − [θ′ − ηgmb(θ′)]}O(θ)]
=EB
[∫
dθ
∫
dθ′ρss(θ′)O(θ′ − ηgmb(θ′))
]
=Eρss
[
EB
[O (θ − ηgmb(θ))]] .
(76)
We obtain its master equation at equilibrium (53).
APPENDIX D
Recall the Taylor expansion of exp and log functions are
exp(x) = 1+
∑∞
k=1
xk
k! , and log(1+x) =
∑∞
k=1(−1)k−1 x
k
k .
Expanding the objective Jk 6=0 up to second order leads to
Jk 6=0(x, ξ)
=
1
k
logEξ [exp (kJ)]
≈1
k
logEξ
[
1 + kJ +
k2
2
J2
]
≈1
k
[(
kEξJ +
k2
2
EξJ2
)
− 1
2
(
kEξJ +
k2
2
EξJ2
)2]
=
1
k
[
kEξJ +
k2
2
[
EξJ2 − (EξJ)2
]
+O(k3)
]
=EξJ +
k
2
Varξ [J ] +O(k2) .
(77)
For small k, the higher-order term O(k2) is negligible and we
obtain the risk-aware interpretation of (64).
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