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The vibrational density of states D(ω) plays a cen-
tral role to characterize the low-temperature properties
of solids. Here, we propose a simple yet accurate mean
field like approximation to calculate D(ω) of harmonic
spheres near the jamming transition point. We compare
our results with previous numerical simulations in several
spatial dimensions d = 3, 5, and 91. Near the jamming
transition point, we find a good agreement even in d = 3,
and obtain better agreements in larger d, suggesting that
our theory may be exact in the limit of large spatial di-
mensions.
We consider the harmonic potential in d spatial dimen-
sions2:
V =
1,N∑
i<j
h2ij
2
θ(−hij), hij = |ri − rj | − σi + σj
2
, (1)
where ri = {xi1, . . . , xid} and σi denote the position and
diameter of the i-th particle, respectively. The Hessian
of the potential is
Hia,jb = ∂V
∂xia∂xjb
= H(1)ia,jb +H(2)ia,jb,
H(1)ia,jb =
Nz/2∑
µ=1
∂hµ
∂xia
∂hµ
∂xjb
, H(2)ia,jb =
Nz/2∑
µ=1
hµ
∂2hµ
∂xia∂xjb
,
(2)
where
∑Nz/2
µ=1 denotes the summation for all contact pairs
µ = (ij) that satisfy hij < 0. z denotes the number of
contact per particle. The eigenfrequency ω is related to
the eigenvalue of H, λ, as follows ω = √λ, meaning that
D(ω) can be calculate as
D(ω) = 2ωρ(λ = ω2), (3)
where ρ(λ) denotes the eigenvalue distribution of H. Be-
low, we calculate D(ω) by using the two approximations.
We start from the second term H(2). Since H(2) is a
real and symmetric matrix, we can diagonalize it using
the orthogonal matrix O:
(OH(2)O)ia,jb = λiaδia,jb. (4)
We now use the first approximation. In the spirit of the
mean-field theory, we replace λia by its mean value
3:
λia → 1
Nd
1,dN∑
jb
λjb =
1
Nd
1,dN∑
jb
H(2)jb,jb =
z
d
e (5)
a)Electronic mail: hikeda@g.ecc.u-tokyo.ac.jp
where we have defined the pre-stress1:
e = −2(d− 1)
Nz
Nz/2∑
µ=1
hµ
rµ
. (6)
e is proportional to the pressure, e ∼ p, and vanishes at
the jamming transition point. In a previous numerical
simulation4, the packing fraction was used as a control
parameter, however, it has been recently realized that e
is a more natural control parameter1.
The first term H(1) can be calculated as(
OH(1)O
)
ia,jb
=
Nz/2∑
µ=1
(O · nµ)ia (O · nµ)jb , (7)
where nµ is a Nd dimensional vector. For µ = ij, its ka
component is defined as(
nij
)
ka
≡ ∂hij
∂xka
= (δik − δjk) xia − xja|ri − rj | . (8)
For amorphous solids both O and nµ are random. So,
we now use the second approximation:
(O · nµ)ia →
√
2
Nd
ξµia, (9)
where ξµia denotes an i.i.d random variable of zero mean
and unit variance. The pre-factor in Eq. (9) has been
chosen so that
∑Nd
ia (O · nµ)2ia =
∑Nd
ia (n
µ
ia)
2 = 2 on
average.
Using the approximations, Eqs. (5) and (9), we get a
simple expression:
(OHO)ia,jb →
z
d
Wia,jb − z
d
eδia,jb, (10)
where
Wia,jb =
2
Nz
Nz/2∑
µ=1
ξµiaξ
µ
jb (11)
denotes the so-called Wishart matrix. It is well-known
that the eigenvalue distribution of the Wishart matrix
follows the Marchencko-Pastur law5
ρMP(λ) =
z
2d
√
(λ+ − λ)(λ− λ−)
2piλ
, λ± =
(
1±
√
2d
z
)2
.
(12)
Let en be an eigenvector of W , and λ
MP
n be the corre-
sponding eigenvalue. Then, we have
(OHO) · en =
(z
d
λMPn −
z
d
e
)
en, (13)
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FIG. 1. (a) e dependence of z. Markers denote numerical
results taken from Ref.1, while the solid line denotes the the-
oretical prediction. (b)  for the same data. (c) d for the
same data.
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FIG. 2. Density of states D(ω). Markers denote numerical
results taken from Ref.1. The solid lines denote theoretical
predictions.
meaning that en is also an eigenvector of OHO and the
corresponding eigenvalue is λn =
z
dλ
MP
n − zde. Therefore,
the eigenvalue distribution of H is calculated as
ρ(λ) = ρMP(λMP)
dλMP
dλ
=
d
z
ρMP(dλ/z + e). (14)
In particular, the minimal eigenvalue is
λmin =
z
d
(
1−
√
2d
z
)2
− z
d
e. (15)
As the jamming transition is a critical phenomenon,
we expect that the minimal eigenvalue vanishes near the
transition point λmin ≈ 06,7, leading to
z
2d
≈ 1
(1− e1/2)2 . (16)
For e 1, we reproduce the well-known scaling2,6
z − 2d ∼ e1/2 ∼ p1/2. (17)
In Fig. 1 (a), we compare Eq. (16) with numerical re-
sults in several spatial dimensions d. See Ref.1 for the
details of the numerical simulations. The theory well
agrees with the numerical simulations for small e. For
more quantitative discussion, in Fig. 1 (b), we show the
difference between the results of the theory zthe and sim-
ulation zsim:  = (zthe− zsim)/(zthe− 2d). The deviation
 systematically decreases on increasing d. The data col-
lapse onto a single curve if we rescale the vertical axis by
d (Fig. 1 (c)), suggesting that  ∼ 1/d. This is consistent
with common belief that mean-field theories give better
results in higher d.
Using Eqs. (3) and (16), we get
D(ω) ≈
ω2
√
(1− e1/2)3 {8− (1− e1/2)ω2}
2pi
{
2e+ (1− e1/2)2ω2} . (18)
For e  1, we get D(ω) ∼ (2pi)−1ω2√ω2max − ω2/(ω2 +
ω2∗), where ω∗ =
√
2e and ωmax =
√
8. The similar re-
sults have been previously derived by using the effec-
tive medium theory for a disordered lattice6 and replica
method for the perceptron7. In Fig. 2, we compare the
theoretical prediction Eq. (18) and numerical results. Re-
sults are consistent near jamming e = 0.01 even in d = 3,
while there is a visible deviation for small ω far from jam-
ming e = 0.2 even in d = 9. It is an interesting future
work to see if better agreements are obtained in higher
d.
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