Abstract. In this paper, we present a practical case of the multiobjective knapsack problem which concerns the elaboration of the optimal action plan in the social and medico-social sector. We provide a description and a formal model of the problem as well as some preliminary computational results. We perform an empirical analysis of the behavior of three metaheuristic approaches: a fast and elitist multiobjective genetic algorithm (NSGA-II), a Pareto Local Search (PLS) algorithm and an Indicator-Based Multi-Objective Local Search (IBMOLS).
Introduction
During the last decades, combinatorial optimization has received great interest and takes an important and even strategic place in industrial settings. Multiobjective metaheuristics have proven their efficiency for solving many practical problems, which usually consist in handling simultaneously several conflicting objectives [1] .
The aim of this paper is to present a practical problem, proposed by the company "GePI" which works in the social and medico-social domain. This study is unique in the sector because even if this sector is increasingly computerized these last years, it remains among the sectors where optimization is not yet used as a tool for decision support.
The problem considered in this paper consists in elaborating action plans in order to improve the overall management of the considered structure. The aim is to choose a subset of actions within a set of feasible actions while optimizing several objectives. Each action has a realization cost and can influence other objectives (positively or negatively). The global cost of the solution should not exceed a predefined budget. Our problem is a multiobjective knapsack problem [2] , [8] , which is well known in the literature. The action plan represents the knapsack and the selected actions represent the items to put in the knapsack respecting the budget constraint.
The considered problem can include more than one thousand possible actions and involve up to eight objectives. Here, we are interested in providing efficient techniques in terms of solutions quality and response time.
In the following, a description and a formal model of the problem are first introduced. Then, the ways of generating problem instances is provided. Next, we present the first results using three metaheuristic algorithms: PLS (Pareto Local Search) [3] , [4] , IBMOLS (Indicator-Based Multi-Objective Local Search) [5] and NSGA-II [6] . Finally, we end with a conclusion and the future work.
Problem modeling and description
This project is a part of "MSQualité" software developed by the company GePI which is dedicated specifically to the social and medico-social sector that includes 34000 different structures (rest houses, accommodation and rehabilitation centers, work-based support center, etc) [7] . Even if the use of computer resources has made considerable progress in recent years in this sector, they are basically used for the daily management of the structures. In particular, optimization tools are completely absent. In this context of lack of advanced models and tools, GePI has decided to set up this project to develop a multiobjective decision support system to assist managers in their action plan elaboration.
We can define an action plan p as a subset of actions selected among a set of feasible actions A, in order to maximize or minimize a set F of conflicting objectives. p can be represented by a vector p=(a 1 , a 2 , ..., a n ) with n equal to the size of A. a i =1 if the action a i is selected and a i =0 otherwise. The set of the possible action plans (solutions) is denoted by P. The origins of the actions are either issued from action plans already made in the structure itself or other similar structures, or are decided by the managers for continuous improvements.
The objectives can be of varied natures, namely qualitative (such as "improve resident's quality of life") or quantitative (such as "increase the resident's autonomy"). In both cases, each objective is represented by an objective function f j which associates to every action a i ∈A its impact on the objective j.
An action a i ∈A can have a positive or a negative impact on an objective f j ∈F. This impact is evaluated by the function f j (a i )=v ij which assigns to any action a i an integer value v ij ∈[-100,+100] that represents the contribution of the action a i to the achievement of the objective j (v ij >0) or the degradation of the action a i for the objective j (v ij <0). v ij =0 when the action a i has no effect on the objective j. Thus, we can associate to each action a i an objective vector v=(f 1 (a i ), f 2 (a i ), ..., f m (a i )) with m equal to the number of objectives to optimize. We define m in the interval [2, 8] because in practice, an action plan is associated to a project that can have up to eight objectives (otherwise the project management and evaluation 3 will be more difficult). Considering an action plan {a 1 , a 2 , ..., a n }∈ {0, 1} n , the impact that a solution p * has on an objective j is obtained by:
Thus, an objective vector z=(f 1 (p
A constraint c j is added for every objective j determining the minimal threshold accepted for f j . In the following, we consider that all the objectives must be improved:
An additional constraint concerns the realization cost of the solution which should not exceed some budget β fixed by the decision maker. Indeed, every action a i has a realization cost ω i which can take negative values since there may be actions with negative cost when it is about selling of objects or services. Actions with no cost are also to be taken into account. The global cost of a solution p * corresponds to the sum of all costs of the actions that compose p * and is given by:
So, the optimization goal aims to find p * ∈ arg max p∈P F(p) verifying:
Since we treat the multiobjective case, p * is note unique. Instead, we obtain a set of non-dominated solutions (in Pareto optimality sens). The aim is to approximate the Pareto front effectively.
Instance generation
Based on the above model, we have randomly generated a number of instances with different sizes (actions) {50,100,250,500,750,1000} and different number of objectives functions {2,3,4,5,6,7,8}. We have also generated several partially structured instances in order to obtain instances which are more representative of real-world cases. To be as close as possible to the real problem, for each objective function, an action has 50% chance to be neutral, 40% chance to have a positive impact and 10% chance to have a negative impact.
Moreover, the cost of 40% of the actions is set to 0. The non-null actions values are uniformly taken from the interval [0,100] (positively or negatively). The non-null action costs are uniformly taken in the interval [-10000,10000].
Preliminary results
We have tested, on random instances, three metaheuristic algorithms: NSGA-II, IBMOLS and PLS. For NSGA-II, we have used a population of size 100, a mutation probability of 1/n (where n is the number of the actions). The initial population is generated randomly while verifying that the cost of the individuals do not exceed the budget β. For IBMOLS, we have used the iterative version with a population of size 10 (the initial population is generated in the same way as NSGA-II) and the epsilon indicator as realized in [5] and in [9] . The fitness of each individual in the population is evaluated, with respect to the rest of the population, using the following formula:
where k >0 represents the scaling factor [5] (k is set to 0.01 in our experiments).
NSGA-II is used for comparison with IBMOLS and show its inferiority compared with IBMOLS on the large size problems. Indeed, both algorithms use a bounded population and the same selection strategy is adopted: one random neighbor of each individual of the current population is selected to be a member of the child population in NSGA-II or integrate the current population in IBMOLS.
PLS [4] is used with an archive of unbounded size and an initial population of one individual. The neighborhood generation is the same as for PLS and IBMOLS. The i th neighbor of the solution p * =(a 1 , a 2 , ..a i , .., a n ) is obtained by flipping the value of a i and only the neighbors verifying the constraint β are accepted. The budget constraint β is fixed to one million e for the tree methods.
For the quality assessment, we have performed 30 runs of each method to solve each instance. For IBMOLS and NSGA-II, a run time of n 2 * m milliseconds is used for each run (where n is the number of actions and m is the number of objectives). But for PLS, the run time is limited to one hour because the size of the archive and the response time increase exponentially according to the instance size, making PLS inefficient for large size problems. Runs are realized on an Intel core i5-2400 CPU machine with 2 x 3.10Ghz and 16Gb of RAM. Then, we have evaluated our outputs using the R and indicators and we have computed their average values obtained with the 30 runs for each algorithm and each instance tested. For the statistical analysis, we have used the Mann-Whitney test. In our experiments, we say that an algorithm A outperforms an algorithm B if the Mann-Whitney test provides a high confidence level greater than 95%. To calculate the indicator values and the Mann-Whitney test, we have used the performance assessment package (PISA 4 ) provided by Knowles et al. [10] . Table 1 shows a comparison of the mean values obtained for R and indicators with NSGA-II and IBMOLS for 30 runs, using 30 instances with different sizes. The first column presents the instance size "m n" where m is the number of objectives and n is the number of the actions. The values in bold mean that the corresponding algorithm is at least 95% statistically better than the other one for the considered instance and indicator.
From Table 1 we can conclude that on the whole NSGA-II is more efficient on the small instances (instances with 50 actions or no more than 3 objectives) but IBMOLS performs better than NSGA-II as soon as we exceed 4 objectives. It still remains that the diversity of the compromise solutions is reduced with IBMOLS and should be improved. 
Conclusion
In this paper, we presented an application of the multiobjective knapsack problem encountered in the structures of the social and medico-social sector. A formal model of the problem has been provided. The efficiency of IBMOLS and its superiority to NSGA-II on a large size problems has been shown. However, the epsilon indicator of IBMOLS does not always maintain naturally the diversity of the population in the objective space. It should be interesting to consider a modified version of IBMOLS or to evaluate the effectiveness of other quality indicators. In [11] , the hypervolume contribution indicator has shown a high performance level and outperforms the I indicator on different multiobjective combinatorial problems. However, it cannot be applied on the present problem since when the number of objective function is greater than three, the high computational cost of the hypervolume contribution calculation tends to drastically reduce the convergence speed of the algorithm. An interesting idea should be to consider the R2 indicator [12] , which can be good trade-off between a reduced computation cost and an efficient indicator.
