Abstract --A grey number is an uncertain number with fixed lower and upper bounds but unknown distribution. Grey numbers find use in optimization to systematically and proactively incorporate uncertainties expressed as intervals plus communicate resulting stable, feasible ranges for the objective function and decision variables. This paper critically reviews their use in linear and stochastic programs with recourse. It summarizes grey model formulation and solution algorithms. It advances multiple counter-examples that yield risk-prone grey solutions that perform worse than a worst-case analysis and do not span the stable feasible range of the decision space. The paper suggests reasons for the poor performance and identifies conditions for which it typically occurs. It also identifies a fundamental shortcoming of grey stochastic programming with recourse and suggests new solution algorithms that give more risk-adverse solutions. The review helps clarify the important advantages, disadvantages, and distinctions between risk-prone and risk-adverse grey-programming and best/worst case analysis.
Introduction
Over the last three decades, a variety of techniques have surfaced to optimize in the face of uncertainty. Techniques such as chance constraints, grey numbers, fuzzy numbers, probabilistic, possibilistic, flexible, and stochastic programs with recourse have been presented to systematically and proactively incorporate numerical uncertainties in optimization models (Sahinidis, 2004) . Here, I review the proactive systems analysis technique of grey number optimization and suggest some modifications.
A grey number (also called an interval number) takes an unknown distribution between fixed lower and upper bounds, i.e., , are, respectively, the lower and upper bounds for w. In optimization, grey numbers find use to systematically and proactively incorporate uncertainties expressed as intervals plus communicate resulting stable, feasible ranges for the objective function and all decision variables. Grey number programs are decomposed into two computationally-efficient, interacting deterministic sub-models that are then solved sequentially. Decision makers The paper is organized as follows. Sections 2 and 3 review problem formulation and solution techniques for grey linear programs and grey stochastic programs with recourse. Each section identifies problems with existing solution techniques and characterizes situations in which these problems arise. Section 4 presents two alternative grey solution techniques that are more risk adverse. Section 5 discusses and highlights the important advantages, disadvantages, and distinctions between risk-prone and risk-adverse greyprogramming and best/worst case analysis. Section 6 concludes.
Grey linear programming

Model formulation and solution
Early applications of grey linear programming incorporated grey numbers into the objective function (Ishibuchi and Tanaka, 1990) , constraint matrix Moore, 1993, Tong, 1994) , right-hand sides of constraints, and all of the above (Huang, Baetz and Patry, 1992, Huang, Baetz and Patry, 1995, Huang, 1996) . The process works as follows. A linear program with objective function f, decision variables X i , objective function coefficients c i , constraint matrix coefficients a ij , and right-hand-side constraint coefficients b j
is turned into a grey linear program by substituting grey numbers for each of the input coefficients a ± , b ± , and c ± . These substitutions turn the objective function (f ± ) and decision variables (X i ± ) grey and yield the grey linear program (2): 
where f ± is the uncertain grey objective function with lower-and upper bounds, respectively, f -and f + ; similarly for the other decision variables and input coefficients.
We solve grey linear program (2) by decomposing it into two deterministic sub-models (Huang, 1996) . The two sub-models correspond to the upper and lower bounds of the grey objective-function and interact. 
Further, lower bound sub-model (4) also contains an interaction constraint (4d) that requires the lower bound solution (X i -) to be in the solution basis of the upper-bound submodel (X i + opt ). The interaction constraint forces solution consistency across the upperand lower-bound sub-models.
Model discussion and comparisons
Solutions to sub-models (3) and (4) span maximal, stable, feasible ranges for the objective function and decision variables. These ranges are f Further note that for a maximization problem the best case formulation is identical to the upper bound sub-model (3) while the worst case formulation is simply the lower bound sub-model (4) without the interaction constraint (4d). Because the Best/Worst case solutions do not limit the basis, solutions can help judge the system's capability to realize a desired goal but do not necessarily construct a set of stable solutions for generating decision alternatives.
Problems
For a simple optimization problem #GENO-2008-0122, p. 5 . Here the grey solution is identical to the best/worst case solution and the solution basis for the two cases both contain X 2 . However, when the lower bound of the objective function coefficient for X 2 changes from 5 to 2, the solutions diverge (Table 1 ). In this case the grey linear program identifies X 2 as part of the solution basis in the upper bound sub-model while seeking a maximum value for the objective function, but the interaction constraint excludes X 1 from the solution basis for the lowerbound sub-model. Consequently, the objective function value falls to 2. Absent the interaction constraint, the worst-case analysis switches the solution basis to X 1 with an improvement in the objective function value to 3. The grey linear program identifies the maximal, stable feasible range for the objective function but performs worse than the worst case. The lower-bound sub-model is more constrained than the worst-case submodel.
Moreover, because the interaction constraint forces X 1 to stay at zero, the grey linear program fails to report the full stable, feasible range for decision variable X 1 (i.e., for unfavourable coefficient values it is preferable to implement X 1 ). Similar performance worse than the worse case and failure to report the full stable feasible range for the decision variables is also seen when the constraint matrix coefficient for X 2 changes from [1, 1] to [1, 4] (Table 1) .
Solution mischaracterization and performance worse than the worse case identify the grey solution algorithm as risk prone. When unfavourable conditions arise, a decision maker implementing the grey-number solution could do better by adopting a worst-case or possibly other solution.
Conditions under which the problems arise
A retrospective analysis of grey linear program examples (Huang, Baetz and Patry, 1992 , Huang and Moore, 1993 , Huang, Baetz and Patry, 1995 , Tong, 1994 , Huang, 1996 shows that several of grey-number solutions perform worse than the worst case ( Table 2 ). The range of the grey objective function is wider than objective function range for the best/worst cases. However, this analysis was complicated by the facts that several of the works are (i) infeasible as published (Huang, Baetz and Patry, 1992 , Huang, Baetz and Patry, 1995 , Tong, 1994 , (ii) instead use a best/worst case solution algorithm (without interaction constraints) but call it a grey solution technique (Huang, Baetz and Patry, 1992 , Huang and Moore, 1993 , Tong, 1994 , or (iii) do not present enough input data to verify the published solution (Huang and Moore, 1993 , Huang, 1998 , Huang, 1996 , Yeh, 1996 .
Reworking with feasible data and the grey solution algorithm shows that several of the examples perform no different that best/worst case analysis (Huang, Baetz and Patry, 1992 , Huang and Moore, 1993 , Huang, 1996 while others perform worse that the worstcase analysis Patry, 1995, Tong, 1994) . In the former examples, the interaction constraints do not bind, whereas in the later cases they do bind and force a solution that would not otherwise be desirable.
More generally, we note that performance worse than the worst case and solution mischaracterization are seen whenever the grey-number interaction constraints bind. The grey linear program imposes risks and costs to maintain maximal stable feasible ranges for the decision variables. The cost is the shadow value (Lagrange multiplier) associated with the binding grey linear program interaction constraint and the risk is, under conditions of unfavourable parameter values, the objective function performs worse than the worst case.
Grey Stochastic Programming with Recourse
Grey number optimization has also been applied to stochastic programs with recourse, including two-stage linear programs (Huang and Decisions are partitioned into two types. Primary-stage decisions are taken before stochastic information is realized. After the stochastic information is realized, secondstage (recourse) decisions are then implemented to cover the shortfalls not met by primary-stage decision levels. Since shortfalls differ for different stochastic realizations, recourse decisions apply only to a particular realization. Stochastic realizations are described by a probability distribution, which, for a stochastic linear program, is approximated by a set of discrete levels and likelihoods (probabilities). Together, primary stage decisions plus sets of recourse decisions for each stochastic realization constitute the decision portfolio-mix of actions-to respond to the stochastic events.
Model formulation and solution
A two-stage stochastic program that has primary decisions of water allocation targets X i and recourse decisions that are shortage allocations D ie to each sector i for unmet targets given water availability levels q e in events e, can be expressed as follows (Huang and Loucks, 2000) :
Here, f is the objective function, b i are benefits from water allocation to water use sector i, c ie are costs or penalties in water availability event e for delivering a volume below the target, X i -D ie are actual water deliveries to sector i in event e, and q e and p e are, respectively, the water availabilities levels and their associated probabilities. Together, p e and q e describe a set of discrete water availability levels and probabilities that approximate the stochastic distribution of water availability.
Substituting grey numbers for each of the input coefficients (b ( )
According to Huang and Loucks (2000), we solve grey two-stage linear program (7) by decomposing it into two deterministic sub-models. The two sub-models correspond to the upper and lower bounds of the grey objective-function f ± and interact. , and large water availability levels (q e + )]. The program solves for long-term decision levels (X i ± ) since these values influence the objective function positively or negatively depending on recourse (short-term) decisions. The upper-bound sub-model is:
( )
The solution identifies optimal primary-stage water allocation targets (X * i opt ) and recourse-decision shortage levels (D ie -) that maximize net benefits under favourable economic conditions. Water allocation target levels (X * i opt ) that maximize system benefits become inputs to the lower-bound sub-model. ( )
Here, interaction constraint (9d) enforces a stable feasible range for the recourse decisions and the model omits non-negativity constraints for the primary-stage decisions since the upper-bound sub-model fixes the water allocation targets (X * i opt ).
Step 3. Solutions to sub-models (8) and (9) 
Model discussion and comparisons
As with the grey linear program, the best-case formulation for a stochastic maximization problem is the same as the upper bound sub-model (8) . The worst-case formulation allows primary-stage decisions, does not have an interaction constraint, and is:
Here X i -are primary-stage water allocation targets identified under pessimistic economic conditions. The primary difference between the two-stage best/worst case and grey number formulations is that the primary-stage decision variable values are fixed across the grey-number sub-models (interaction) whereas they can change between the best and worst case models. Also, solutions to the best/worst case sub-models do not necessarily construct a set of stable, feasible ranges for selecting decision alternatives.
For a grey two-stage minimization problem, the solution algorithm is essentially reversed. First, solve the lower-bound sub-model allowing primary-stage decisions and without interaction constraint (i.e., sub-model [10] (Table 3) . Here, the grey widths for the grey objective functions (f + -f -) are much wider than the widths associated with the best/worst case sub-models. These results identify grey stochastic solutions as very risk prone-subject to large, undesirable consequences under unfavourable conditions that decision makers could improve upon with a different solution approach such as solutions recommended by a worst-case analysis.
Performance is significantly worse than the worst case because the grey-solution method chooses optimistic primary-stage decision values to maximize system benefits under bestcase conditions. Further, the grey-solution method fixes these optimistic primary-stage decisions across the upper-and lower-bound sub-models. For unfavourable conditions, the grey-number approach must implement the same program of optimistic decision values to maintain feasible ranges for decisions across sub-models. This sub-model interaction then requires the grey-number approach to counteract the fixed and optimistic program of primary-stage decisions with many additional and more costly recourse decisions. The worst-case analysis is not similarly constrained. Under unfavourable conditions, the worst-case basis for primary-stage decisions can exclude, scale back, or identify more appropriate primary-stage decision targets.
Moreover, fixing primary-stage decisions across grey-number sub-models undermines one of the tenants of grey number programming: to identify the stable, feasible range for the decision variables. Existing grey-solution techniques (Huang and Loucks, 2000) do not identify a range for the most important primary-stage planning decisions; they only identify a grey range for the less important recourse-stage operational decisions. I now propose some promising grey-solution techniques that (i) narrow the grey width of the objective function, and (ii) also identify a stable, feasible range for primary-stage decisions.
Alternative grey-solution techniques
Herein, I develop two alternative grey-solution techniques for stochastic linear programs, provide ratiocinations for each technique, and present and discuss solution results for numerous examples. The first technique is termed risk adverse and seeks to reduce the grey-width of the objective function by identifying a single set of primary-stage decisions and stable, feasible ranges for recourse decisions. The second technique imposes interaction constraints on both the primary-and recourse-stage decisions and identifies stable, feasible ranges for both sets of decisions. This approach is termed an interacting primary-stage grey solution technique. Both solution approaches guarantee objective function values equal or better than the worst-case value and work as follows.
Risk adverse technique
The existing risk-prone grey-solution technique (Huang and 
Solution process
For a maximization problem, the risk adverse solution process works as follows.
Step 1. Set up and solve worst-case sub-model (10) (11f)
Step 3. Solutions to sub-models (10) and (11) Fourth, we note (as do Huang et al. (1995, p. 601) ) that solving the lower-bound (worstcase) sub-model first will generate the worst-case solution but that the associated upperbound solution will likely not reach the best-case objective function value. However, this behavior is not required for the risk-adverse solution approach. (Such behavior will occur only when solutions to the best-and worst-case sub-models comprise the same solution basis and the upper-bound sub-model interaction constraint does not bind).
Finally, combining results from Points #3 (feasible objective function value ≥ worst-case objective function value) and #4 (upper-bound objective function value ≤ best-case objective function value) gives a risk-adverse grey objective function range (f + -f -) that is narrower than range obtained by the existing risk-prone solution method.
Resolving each stochastic program example with the risk-adverse grey-solution technique shows that the technique gives an objective function value range that is narrower than both the risk-prone grey-number and best/worst case methods (Table 3) . One bound of the objective function corresponds to the worst-case (lower-bound for a maximization problem; upper-bound for a minimization problem) while the other bound falls "inside" the best-case solution (upper-bound less than the best-case for a maximization problem; lower-bound greater than the best-case for a minimization problem).
The risk-adverse technique identifies primary-stage decisions and stable, feasible range of recourse-stage decisions that minimize deviations of the objective function value. Further, the objective function avoids risk-prone performance worse than the worst-case solution. However, the risk adverse solution approach (like the risk-prone approach) fixes primary-stage decision values across the sub-models; we correct this failing with an interacting primary-stage grey solution approach.
Interacting primary-stage technique
The risk-prone and risk-adverse grey solution techniques fix primary-stage decision values across the upper-and lower-bound sub-models and fail to identify a stable, feasible range for all decision variables. Here, we introduce interaction constraints for primary-stage decisions to identify the stable, feasible ranges for these variables.
Solution process
For a maximization problem, first solve the worst-case sub-model (10) ( )
Here, decision variables include both primary-and recourse-stages (X i + and D ie -) with an interaction constraint (12e) requiring primary-stage decisions under favorable conditions to be above the levels identified in the worst-case sub-model (X i -opt 
Together, solutions to sub-models (10) and (12) 
Ratiocination
The mathematical proof that the interacting primary stage solution technique gives a feasible solution, objective function value equal or better than the worst-case value, and objective function width that is equal or wider than the risk-adverse technique follows the ratiocination provided for the risk-adverse technique. Here, we simply add and account for interaction constraints on the primary-stage variables.
First, we again reinterpret the Theorem 2 and proof made by to allow that first solving the lower-bound sub-model will generate grey solutions of indeterminate but acceptable quality. Second, we show that feasible solutions exist for upper-bound sub-model (12) . This proof is straightforward. Subtracting (10b) from (12b), combining and separating terms, gives This expression is compatible with the prior grey-number parameter definition for q e and interaction constraints (12d) and (12e), and gives feasible solutions for upper-bound allocation targets (X i + ) and lower-bound shortages (D ie -). Together, increases in X i + and decreases in D ie -cannot exceed increased water availabilities seen when moving from unfavorable to favorable parameter conditions. But the expression still allows for a wide range of X i + and D ie -. At worst, X i + = X i -and (12f) reduces to (11f). In this case feasibility conditions shown in the ratiocination for the risk-averse technique similarly apply.
Third, we show f + ≥ f -from upper-bound sub-model (12) and lower-bound (and worstcase) sub-model (10) . This proof is also straightforward. By prior definitions of the greynumber parameters and interaction constraints on recourse decisions (D ie -≤ D ie + , Vi,e, [Eq. 12d]) and on primary-stage decisions (X i + ≥ X i -, Vi, [Eq. 12e]), we simply have: We can also obtain the same expression by formulating the Lagrangian for sub-model (12) , specifying the Kuhn-Tucker conditions, and substituting to eliminate the Lagrange multiplier associated with constraint (12b). This expression says that the interacting primary-stage objective function value will increase above the risk adverse value whenever upper-bound benefits exceed expected lower-bound shortage costs.. Should benefits not exceed expected shortage costs, constraint (12e) will bind so that X i + -X -i opt = 0 with no increase.
Finally, we note again that the associated upper-bound objective function value f + ips will likely not reach the best-case objective function value. However, this behavior is not required of the interacting primary-stage solution approach.
Example results
Resolving each of the stochastic program examples using the interacting primary-stage grey-solution method shows that the approach generates solutions whose objective function widths are wider than the risk-adverse solutions but narrower than the risk-prone or best/worst case solutions (Table 3 ). Figure 1 illustrates and compares these objective function widths for the water resources allocation problem posed by Huang and Loucks (2000) . The primary-stage interaction solution performs no worse than the risk-adverse approach (both methods use worst-case sub-model (10) to solve for the lower bound of the objective function), but shows an improvement over the risk-adverse approach for favourable parameter values. This improvement nearly approaches the large, optimistic upper-bound objective function value seen for the best-case and risk-prone solution methods. The interacting primary-stage method avoids the pitfall of the risk-prone approach (performance worse than the worst-case), allows flexibility to choose primarystage decision values within the identified range, and improves objective function performance for favourable parameter values compared to the risk-adverse solution approach.
Discussion
The Best/Worst-case formulations solve a linear program twice using the most favourable (best case) and least-favourable (worst case) parameter values. Solutions from the two sub-models can help judge the system's capability to realize a desired goal but do not necessarily construct a set of stable ranges for generating decision alternatives. When the solution basis for the best case differs from the solution basis for the worst case, there can be confusion about how to operate the system in the face of uncertain parameter inputs.
Grey linear programs identify maximal, stable, feasible ranges for decision variables by first solving the best-case (upper-bound for a maximization problem) sub-model. They then solve the lower-bound sub-model and introduce interaction constraints to require lower-bound solutions be less than or equal to upper-bound solutions. This interaction identifies stable, feasible ranges for decision variables and simultaneously communicates that decision variables can be chosen within the proscribed ranges while assuring that the objective function value will vary only within the associated specified range.
When the range of uncertainty for input parameters is small and the interaction constraints do not bind, the grey linear program and best/worst-case formulation solutions are identical. In this case, the solution bases for the best and worst cases are also the same. However, when the range of uncertainty for input parameters is significant and the interaction constraints bind, the grey linear program objective function value will be worse than the worst case. The grey linear program will also fail to identify part of the solution basis that is preferable under unfavourable parameter values. There are risks and costs to impose a maximal, stable, feasible range of solutions. The cost is the shadow value (Lagrange multiplier) associated with the binding interaction constraint and the risk is, under unfavourable parameter values, performance worse than the worse case. In these situations, decision makers will likely prefer to adopt a worst-case or other more riskadverse solution. Two simple numerical problems and retrospective analysis of grey linear program examples from the literature demonstrate these problems.
These problems are magnified for grey stochastic programs that have primary-and recourse-stage decisions and incorporate uncertainties expressed as probability distributions and as intervals. Existing grey-solution methods which we term risk-prone identify maximal, stable, feasible ranges for the objective function and recourse-stage decision variables by solving the best-case sub-model first. They then use identified primary-stage decision values as inputs to the lower-bound sub-model. Fixing the primary-stage decision values across the sub-models, risk-prone grey-solution methods fail to identify stable, feasible ranges for primary-stage decisions and often require significant and costly recourse-stage decisions for unfavourable parameter values. This requirement results in wide-ranging and risk-prone objective function values that perform worse than the worst case. Again, under unfavorable parameter conditions, decision makers could do better by adopting a worst-case or other more risk-adverse solution.
To narrow the width of objective function deviations and guarantee performance at or better than the worst case, a risk-adverse grey-solution method solves the worst-case submodel first, then uses the identified primary-stage decision values to solve the upper-bound sub-model. Identifying primary-stage decision levels first for unfavourable parameter values minimizes the cost of and need for recourse-stage decisions, but also reduces potential benefits under favourable parameter conditions. Like the risk-prone approach, the risk-adverse method also fixes primary-stage decision variable values across sub-models and fails to identify a stable, feasible range for these decision variables.
A third solution approach uses interaction to identify stable, feasible ranges for the objective function, primary-stage, and recourse-stage decision variables. The interacting primary-stage grey solution method solves the worst-case sub-model first to identify lower-bounds on the objective function and primary-stage decision variables. Then it solves the upper-bound sub-model and uses an interaction constraint on primary-stage decisions to identify the upper bounds on the objective function and primary-stage decision variables. Together, solutions form stable, feasible ranges for selecting decision alternatives. Because interaction identifies a range for primary-stage decision values, the interacting primary-stage grey solution method is better able to adapt to favourable parameter conditions and typically gives an objective function range that is wider than the risk-adverse approach and nearly approaches the best-case solution value. Table 4 summarizes and compares the four methods to solve stochastic programs with recourse that incorporate uncertainties expressed as intervals. The choice of solution method depends on the modeler's aims, particularly his/her tolerance for objective function deviations. If large deviations and performance worse than the worse case are acceptable should unfavourable conditions arise, then use the existing risk-prone grey solution approach. First solve the best-case (upper-bound for a maximization problem) sub-model and use primary-stage decision values identified for optimistic conditions. However, if objective function value deviations are to be reduced and a solution guaranteed to be at or better than the worst-case, instead use the risk-adverse or interacting primary-stage grey solution approaches. In this case, first solve the worst-case (lower-bound for a maximization problem) sub-model and use the primary-stage decision values identified for pessimistic conditions. Algorithmically, risk tolerance boils down to a choice of first solving the best-or worst-case sub-model.
Conclusions
A grey number expresses uncertainty as an interval between fixed lower and upper bounds. Grey numbers find use in optimization to proactively incorporate uncertainties expressed as intervals and identify maximal, stable, feasible ranges for the objective function and decision variables. These ranges are identified by introducing interaction constraints to limit decision variable values for unfavourable conditions based on decision variable levels first identified for favourable conditions. Ranges for decision variables can then be used to select decision alternatives within proscribed bounds.
Grey number programs represent an improvement over best/worst case analysis because the latter approach, lacking interaction constraints, often offers solutions with different bases for favourable and unfavourable parameter values. However, the interaction constraints also limit grey solutions and grey programs often fail to identify part of the feasible solution space, particularly in the face of unfavourable parameter values. Moreover, interaction constraints often lead the grey-number objective function value to perform worse than the worst-case analysis. This solution mischaracterization and riskprone performance worse that the worse case occurs whenever the interaction constraints bind. The paper shows this mischaracterization and risk-prone performance for numerous linear and stochastic programming examples. Further, the existing grey-solution approach for stochastic programs with recourse fixes primary-stage decision variable values across sub-models and fails to identify a stable, feasible range for these important planning decision variables.
Two alternative grey-solution algorithms are presented to overcome these problems. A risk-adverse grey-solution technique solves the worst-case sub-model first, reduces deviations in the objective function value, and guarantees an objective function value no worse than the worst case. An interacting primary-stage technique introduces interaction constraints on primary-stage decisions, identifies a stable, feasible range for these decision variables, guarantees an objective function value no worse than the worst case, yet offers a range that is wider and an improvement over the risk-adverse technique. These solution behaviors are ratiocinated, demonstrated, and verified for numerous stochastic programming examples.
Ultimately, a modeler's or decision maker's choice of solution method to include uncertainties expressed as intervals depends on their risk preferences-particularly their tolerance for objective function deviations. If wide deviations are acceptable with performance worse than the worst case possible under unfavourable parameter values, then use existing grey-solution techniques. However, if wide deviations are to be avoided such as in risk-adverse decision-making, then the alternative solution approaches may be preferable. Should the goal be only to characterize system performance across favourable and unfavourable conditions without need to enforce solution stability across these different environments, then Best/Worst case analysis may be used. These tradeoffs and distinctions highlight the important advantages, disadvantages, and differences between risk-prone and risk-adverse grey-number programming and best/worst case analysis. 
