In the proof of the BFK-gluing formula for zeta-determinants of Laplacians there appears a real polynomial whose constant term is an important ingredient in the gluing formula. This polynomial is determined by geometric data on an arbitrarily small collar neighborhood of a cutting hypersurface. In this paper we express the coefficients of this polynomial in terms of the scalar and principal curvatures of the cutting hypersurface embedded in the manifold when this hypersurface is 2-dimensional. Similarly, we express some coefficients of the heat trace asymptotics of the Dirichlet-to-Neumann operator in terms of the scalar and principal curvatures of the cutting hypersurface.
Introduction
The zeta-determinant of a Laplacian on a compact oriented Riemannian manifold is a global spectral invariant which plays an important role in geometry, for example in the context of analytic torsion [22] , topology and mathematical physics [5, 11] . However, it is almost impossible to compute the zetadeterminant precisely except for a few cases and hence the gluing formula of this invariant is meaningful at least for some computational reason. The gluing formula for the zeta-determinants of Laplacians on a compact oriented Riemannian manifold was proved by Burghelea, Friedlander and Kappeler in [2] by using the Dirichlet boundary condition and Dirichlet-to-Neumann operator. We will call this formula the BFK-gluing formula (see also [4, 6] ). In the proof of this gluing formula there appears a polynomial of degree less than half of the dimension of the underlying manifold [4] , whose constant term is an important ingredient of the BFK-gluing formula. This polynomial is determined by an arbitrarily small collar neighborhood of a cutting hypersurface and it vanishes when the cutting hypersurface is odd dimensional [14] . Moreover in [14] , when a collar neighborhood of a cutting hypersurface is isometric to a warped product manifold, this polynomial is computed precisely in terms of a warping function. The coefficients of this polynomial are closely related to the small time asymptotic expansion of the heat trace of Laplacians and the asymptotic expansion of ln Det R(λ) for λ → ∞, where R(λ) is a one parameter family of the Dirichlet-to-Neumann operator defined in (1.2) below.
Motivated by the work of [9] , [11] and [21] , the authors recently recognized that the coefficients of the small time asymptotic expansion of the heat trace of R(λ) and the asymptotic expansion of ln Det R(λ) for λ → ∞ can be expressed by the scalar curvatures and principal curvatures of a cutting hypersurface in an underlying manifold. In this paper we are going to use the arguments presented in [21] to express the coefficients of these asymptotic expansions by using the curvature tensors of the cutting hypersurface.
These results together with those of [9] or [11] enable us to express the coefficients of the polynomial by those curvature tensors.
In principle, the method presented in this paper works for all dimensions. However, given the complications when computing the homogeneous symbol of R(λ) defined on the cutting hypersurface, when determining the coefficients of the polynomial we are going to restrict our argument to the case that the cutting hypersurface is a 2-dimensional compact Riemannian manifold.
Let (M, g) be an m-dimensional compact oriented Riemannian manifold with boundary ∂M , where ∂M may be empty. We choose a closed hypersurface N of M such that N ∩ ∂M = ∅. We denote by M 0 the closure of M − N and by g 0 the metric on M 0 induced from g so that (M 0 , g 0 ) is a compact Riemannian manifold with boundary ∂M ∪ N + ∪ N − , where N + = N − = N . We here note that M 0 may or may not be connected. We denote by E → M a vector bundle of rank r 0 and denote by E 0 → M 0 the pull back bundle of E by the identification map p : M 0 → M . We choose an inner product ( , ) on E, which together with the Riemannian metric g gives an inner product , on L 2 (E). We also denote by ∆ M a Laplacian on M acting on smooth sections of E with the Dirichlet boundary condition on ∂M in case of ∂M = ∅. By a Laplacian we mean a non-negative symmetric differential operator of order 2 with principal symbol σ L (∆ M )(x, x m , ξ, ξ m ) = ξ 2 +|ξ m | 2 , where (x, x m ) is a coordinate on M and (ξ, ξ m ) is a coordinate on T * (x,xm) M . We also denote by ∆ M0,D the Laplacian on M 0 induced from ∆ M with the Dirichlet boundary condition on ∂M ∪ N + ∪ N − . We choose a unit normal vector field ∂ xm to N which points outward on N + and inward on N − . For 0 ≤ λ ∈ R, we define the Dirichlet-to-Neumann operator
In fact, ψ is given by ψ = f − (∆ M0,D + λ) −1 (∆ M0 + λ) f , where f is an arbitrary extension of f to M 0 . We define
It is well known that R(λ) is a non-negative self-adjoint elliptic operator of order 1.
For ν = [ m 2 ] + 1, it was shown in [2] (see also [4] ) that
which implies that there exists a real polynomial P (λ) = ν−1 j=0 a j λ j such that
Remark : If M 0 has two components, say, M 1 and M 2 , it is understood that
It is known that P (λ) is determined by some geometric data on an arbitrarily small collar neighborhood U of N , and that P (λ) = 0 when dim M is even [14] . For a smooth function f : [a, b] → R + , we consider a warped product manifold [a, b] × f N . When U is isometric to [a, b] × f N and E is a trivial line bundle, P (λ) was computed explicitly in terms of a warping function f in [12] . Suppose that for t → 0 + ,
where c 0 = 0. As λ → ∞, the left hand side of (1.4) has the following asymptotic expansion (Lemma 2.1 in [13] , eq. (5.1) in [25] ):
where N ≥ m + 1. We note that the constant term does not appear in the above expansion. It was shown in the Appendix of [2] that R(λ) is an elliptic ΨDO of order 1 with parameter of weight 2 and that for λ → ∞, ln Det R(λ) has the following asymptotic expansion,
where each π i and q j can be computed by an integral of some density on N consisting of the homogeneous symbol of the resolvent of R(λ). The comparison of these two asymptotic expansions with (1.4) shows that
Let {φ 1 , · · · , φ l } be an orthonormal basis of ker ∆ M , where l = dim ker ∆ M . We define a positive definite symmetric l × l matrix A 0 as follows,
Then, it is known [15, 19] that
where R := R(0). This fact leads to the final form of the BFK-gluing formula as follows:
In this paper we are going to compute the homogeneous symbol of R(λ) using the boundary normal coordinate system on a collar neighborhood of N . Using this result together with the method presented in [21] , we are going to express some coefficients of the small time asymptotic expansion of Tr e −tR(λ) and the asymptotic expansion of ln Det R(λ) for λ → ∞ by the scalar curvatures and principal curvatures of N in M . These results enable us to express the coefficients of P (λ) by the scalar and principal curvatures on N . As a byproduct we can describe the value of ζ R(λ) (s) at s = 0 by using some coefficient in (1.5).
In fact, to compute the homogeneous symbol of R(λ), we need to perform a long tedious computation.
To avoid further complications, at some point we are going to restrict the argument to the case that N is a 2-dimensional manifold, even though the method of this paper works for any dimension.
The homogeneous symbol of the Dirichlet-to-Neumann operator R(λ)
In this section we are going to discuss the homogeneous symbol of the one parameter family R(λ) of the Dirichlet-to-Neumann operators using the so-called boundary normal coordinate system on a collar neighborhood of N . To compute the asymptotic expansion of ln Det R(λ), we regard λ as a parameter of weight 2 so that the principal symbol of ∆ N + λ is σ L (∆ N ) + λ. In this case, ∆ N + λ and R(λ) are called the elliptic operators with parameter of weight 2. For details of elliptic operators with parameter, we refer to the Appendix of [2] or [10] and [23] .
Recall that E → M is a vector bundle of rank r 0 and ∆ M is a Laplacian acting on smooth sections of E. It is well known [3, 9] that there exists a connection ∇ :
Next, we are going to describe ∆ M by using local coordinates and a local frame for E. We first choose a normal coordinate x = (x 1 , · · · , x m−1 ) on an open neighborhood of p ∈ N with p = (0, · · · , 0). Let u be the parameter along the unit speed geodesic γ x (u) starting from x with the direction of ∂ xm on a collar neighborhood of N , which is outward on N + and inward on N − . Then, (x, u) = (x 1 , · · · , x m−1 , u) gives a local coordinate system, which is called the boundary normal coordinate system. We will use u = x m when notationally convenient, in particular in summations considered later. Since N is compact, we can choose a uniform constant ǫ 0 > 0 such that γ x (u) is well defined for any x ∈ N and −ǫ 0 ≤ u ≤ ǫ 0 . Then,
is a collar neighborhood of N in M with N being exactly the level of x m = 0. We denote
which is diffeomorphic to N . In this coordinate system the metric tensor is given as follows:
where g αβ (x, 0) = δ αβ + O(x 2 ). In the following, the Greek indices α, β, · · · are always assumed to run from 1 to m − 1 and the Roman indices i, j, k, · · · are assumed to run from 1 to m. We denote
We also denote
On U ǫ0 we choose a local frame {ψ 1 , · · · , ψ r0 } and fix it throughout this paper, furthermore we denote by ω :
In the local coordinate (x, x m ) on U ǫ0 , (2.1) is expressed as follows [9] . For φ ∈ C ∞ (E), we have
Lemma 2.1. In the boundary normal coordinate system given in (2.4) , we have
Proof. Using the boundary normal coordinate system, we get 
g αs (g js,i + g si,j − g ij,s )
The second equality is obtained from (2.10).
Corollary 2.2. In the boundary normal coordinate system on U ǫ0 , ∆ M + λ is expressed as follows:
where Id is an r 0 × r 0 identity matrix and
We extend the unit normal vector field ∂ xm to U ǫ0 along the geodesic γ x (u), which we denote by ∂ xm again. We recall that the geodesic γ x (u) and the corresponding coordinate x m flow from N + to N − and M 0 is a compact manifold with boundary ∂M ∪ N + ∪ N − . This shows that for x ± ∈ N ± , (x + , r) with −ǫ 0 < r ≤ 0 belongs to M 0 and similarly (x − , r) with 0 ≤ r < ǫ 0 belongs to M 0 . We keep this fact in mind and define
We define
Remark : If M 0 has two components, then Ψ +
We are going to show that Ψ + 0 (λ) is a smoothing operator. The same method works for
We note that the right hand side of (2.18) does not depend on x m since the normal derivative is taken on N − . Taking the derivative of (2.18) with respect to x m and using ∇ ∂x m = ∂ xm + ω m , we get
. When x m = 0, the above equality leads to
We note that Ψ + 0 (λ), ∂ xm Ψ + 0 (λ), Ψ + 0 (λ) ω m and Q + 0 (λ) are ΨDO's of order 1, and Q + 0 (λ) is an elliptic operator. If we consider the homogeneous symbol of order 2 in (2.19), we can see that the order 1 part of the homogeneous symbol of Ψ + 0 (λ) is zero. Using (2.19) repeatedly, one can show recursively that all parts of the homogeneous symbol of Ψ + 0 (λ) vanish. Hence, Ψ + 0 (λ) is a smoothing operator. The above result with (2.16) shows that it is enough to consider only Q ± 0 (λ) when we compute the homogeneous symbol of R(λ). To compute the homogeneous symbols of Q ± xm (λ), we are going to find two Riccati type equations involving Q ± xm (λ) as follows. This idea goes back to I.M. Gelfand. We recall that for f ∈ C ∞ (E| N0 ), we choose ψ(x, x m ) satisfying the property (2.17). Using ∇ ∂x m = ∂ xm + ω m and the definition of Q + xm (λ) for x m ≤ 0, we get
On the other hand, Corollary 2.2 with (2.17) shows that
which leads to
On the other hand, Corollary 2.2 shows that
which leads to 
Remark : (1) We may identify N xm with N 0 along the geodesic γ x (u). Using this identification, we may regard Q ± xm (λ) to be one parameter families of operators defined on C ∞ (E| N0 ). (2) When M is a closed manifold and M 0 has two components M 1 and M 2 , Q + 0 (0) is equal to the Dirichlet-to-Neumann operator defined in [17] or [21] . In this case, the first equation in the above lemma is equal to the equation given in (1.4) of [17] .
We now use Lemma 2.4 to compute the homogeneous symbols of Q ± xm (λ). We denote the homogeneous
Then, we have
i ∂ x and denote by (x, ξ) a coordinate for T * N . It is well known [8, 23] that
By comparing the degree of homogeneity of the equations in Lemma 2.4, we can compute the homogeneous symbols of Q + xm (λ) and Q − xm (λ). For example, the first three terms are given as follows (cf. (2.2) and (2.3) in [21] ). From now on we often omit Id to simplify the presentation.
Remark : When λ = 0 and x m = 0, the homogeneous symbol of Q + 0 (0) given above is equal to the one for the Dirichlet-to-Neumann operator given in (2.2) -(2.4) of [21] . Similarly,
Since R(λ) = Q + 0 (λ) + Q − 0 (λ) up to a smoothing operator, the homogeneous symbol of R(λ) is given as follows.
29)
where θ 1−j (x, 0, ξ, λ) = α 1−j (x, 0, ξ, λ) + β 1−j (x, 0, ξ, λ). The first three terms of σ(R(λ))(x, 0, ξ, λ) are given as follows.
31)
and hence (α 0 − β 0 )ω m − ω m (α 0 − β 0 ) = 0 since α 0 − β 0 is a scalar function.
We denote the homogeneous symbol of the resolvent (µ − R(λ)) −1 by
Then,
which shows that the first three terms are given as follows:
It was shown in the Appendix of [2] that the coefficients π j and q j in (1.7) are computed by the following integrals:
In the next section, we are going to compute π j and q j in the boundary normal coordinate system when N is a 2-dimensional closed manifold.
The asymptotic expansion of ln Det R(λ) for λ → ∞
For p ∈ N , we choose a normal coordinate x = (x 1 , · · · , x m−1 ) on an open neighborhood of p with p = (0, · · · , 0). We next choose the boundary normal coordinate system (x, x m ) = (x 1 , · · · , x m−1 , x m ) on U ǫ0 as introduced in the beginning of Section 2. Then, {∂ x1 , · · · , ∂ xm−1 , ∂ xm } is a local basis for T M Uǫ 0 .
We denote by ∇ LC the Levi-Civita connection on (M, g) and define the Riemann curvature tensor by
We note that at the point p ∈ N , {∂ x1 | p , · · · , ∂ xm−1 | p , ∂ xm | p } is an orthonormal basis for T p M . In this case, we define the components of the Riemannian curvature tensor and Ricci tensor at p ∈ N as follows.
The scalar curvatures τ N (p) of N and τ M (p) of M at p are defined by
It is well known [21, 24] that for 1 ≤ α, β ≤ m − 1,
which shows that
Since ∂ xm is an inward normal vector field on N − ⊂ M 0 , we are going to define the principal curvatures of N − ⊂ M 0 . The principal curvatures of N + ⊂ M 0 are those of N − ⊂ M 0 with opposite sign. We define the shape operator S p : T p N − → T p N − as follows:
where we used the relation (2.9) with g js (p) = δ js and g mj,k (x, x m ) = 0. Since (g αβ,m (p)) is a symmetric matrix, it is diagonalizable. We initially choose a normal coordinate system on an open neighborhood of p in N such that
Then, S p (∂ xα | p ) = κ α ∂ xα | p , where κ α is a principal curvature of N − embedded in M at p. Since g αβ,m (p) = −g αβ,m (p) [21] , we get g αβ,m (p) = 2κ α δ αβ . We define the r-mean curvature H r (p) of N − by
where σ r : R m−1 → R is the r-th elementary symmetric function defined by σ r (u 1 , · · · .u m−1 ) = 1≤i1<···<ir≤m−1 u i1 · · · u ir [1] . In particular, H 1 (p) and H 2 (p) are defined by
It was shown in [21] that
We summarize these facts as follows ( [21] ).
Lemma 3.1. We consider the boundary normal coordinate system on an open neighborhood U ǫ0 of p ∈ N with metric tensor g = (g ij ) and p = (0, · · · , 0). Then, we have the following equalities: 
where τ M (p) and τ N (p) are scalar curvatures of M and N at p ∈ N , respectively.
Using the above equalities and the integral formula (2.35), we are going to compute the coefficients π j and q k in (1.7). For this purpose we need to compute the homogeneous symbol of (µ − R(λ)) −1 by using the metric tensors and Lemma 3.1, and then apply it to the formula (2.35). In fact, this computation is very tedious and complicated. In order to avoid some of the complications and to simplify the presentation, we restrict the argument to the case of m = 3, even though the method presented here works for a manifold of arbitrary dimension. In the remaining part of this paper we assume that N is a 2-dimensional closed Riemannian manifold. In this case (1. 
where a j = N a j (p) d vol(N ) and
with c 0 = 0 and c j = N c j (p) d vol(N ); see eq. (1.5). The density c j (p) for p ∈ N is computed in Theorem 3.4.1 of [9] or Section 4.2 of [11] as follows. For r 0 = rank E,
Lemma 3.2. For each p ∈ N , the density c 3 (p) is given as
Tr E(p).
Proof. From Theorem 3.4.1 of [9] , we get
By the relation (2.9), we get the following equalities:
g 3s (g js,3 + g s3,j − g 3j,s ) = 1 2 (g j3,3 + g 33,j − g 3j,3 ) = 0, (3.15)
where in the last equality we used the statement (5) in Lemma 3.1. This together with (3.13) yields the result.
We now compute the densities π j (p) and q j (p) for p ∈ N by using (2.34) and (2.35 ). The following lemma is straightforward and will turn out to be very helpful.
Then for Re s > 2 the following integrals are all well defined and one computes:
.
3.1. The coefficients π 0 and q 0 . From (2.34) and (2.35), we note that
Hence,
Denoting the volume form on N as before by d vol(N ), these results yield the following equalities by integration,
Remark : If we compare the coefficients of λ ln λ in the two asymptotic expansions in (3.10), we see that q 0 = −c 1 , which together with (3.12) implies the second equality of (3.17).
3.2.
The coefficients π 1 and q 1 . Since r −2 x, ξ, λ |λ| , µ is an odd function with respect to ξ, the densities vanish, i.e. π 1 (p) = q 1 (p) = 0, and hence π 1 = q 1 = 0.
3.3. The coefficients π 2 and q 2 . We recall from (2.34) that
For two integrable functions f (ξ) and g(ξ) on R 2 , we define an equivalence relation " ≈ " as follows:
In the remaining part of this section we perform a complicated and tedious computation in order to find (I) − (V). We keep in mind that we are using the boundary normal coordinates on an open neighborhood of p ∈ N .
It is straightforward that
Similarly,
Adding the above two terms, we get
The other terms are computed in the same way. Each term is evaluated at x = p ∈ N , which we sometimes omit for simple presentation. The results of the other cases are given as follows.
since g γδ,α (p) = 0.
(1) + (2) + (3) + (4) + (5) + (6) + (7) .
β,γ=1 g βγ,α ξ β ξ γ 4(µ − 2 |ξ| 2 + λ) 2 (|ξ| 2 + λ) x=p = 0, since g βγ,α (p) = 0.
Tr ∂ xα ω α x=p · 2 −s · 1 s + 2 .
Tr ω α ω α x=p · 2 −s · 1 s + 2
Summing up from (3.18) to (3.22) , we have
This leads to the following result, which is one of the main results in this paper.
Theorem 3.4. Let N be a 2-dimensional closed Riemannian manifold. Then the densities q 2 (p) and π 2 (p) are given as follows:
If g is a product metric and ∆ M = −∂ 2 x3 + ∆ N on a collar neighborhood of N with ∆ N a Laplacian on N , then we have the following result, which is already obtained in [16, 20] .
Corollary 3.5. If g is a product metric and ∆ M = −∂ 2 x3 + ∆ N on a collar neighborhood of N , we get π 2 = ln 2 · (ζ ∆N (0) + dim ker ∆ N ).
Proof. If g is a product metric near N , it is well known that H 1 (p) = H 2 (p) = 0 and τ M (p) = τ N (p). Hence, Theorem 3.4 shows that π 2 (p) = r 0 · τN (p) 24π + 1 4π · Tr E(p) ln 2, which together with Theorem 3.3.1 in [9] yields the result.
Comparing the asymptotic expansions in (3.10), we have the following equalities by (3.12) and (3.16 ). a 0 (p) = −π 2 (p), (3.24)
This leads to the following result.
Corollary 3.6. Let N be a 2-dimensional closed Riemannian manifold. Then P (λ) in (1.4) is given as follows.
Remark:
In [14] we consider the gluing formula for the Laplacian on a warped product manifold
In that case r 0 = 1, E(p) = 0, and the metric tensor is given by
25)
where h = (h αβ (x)) is a metric tensor on N . In that context let a < c < b. We assume f (c) = 1 and identify {c} × N with N . Corollary 3.7 of [14] then implies
Using the metric tensor (3.25) one can show that
With the information given, Corollary 3.6 is then seen to agree with (3.26), confirming our previous results. Before finishing this section, we make one observation. If we compare the coefficients of ln λ in the asymptotic expansions in (3.10), we see that q 2 = c 3 . This fact is shown explicitly in Lemma 3.2 and Theorem 3.4.
4.
The heat trace expansion of e −tR(λ) for t → 0 + We begin this section with the following well known asymptotic expansion for t → 0 + ,
where v j (λ) for 0 ≤ j ≤ m is computed by integration of some local density v j (λ)(p) involving the homogeneous symbol of (µ − R(λ)) −1 [18, 21] . As in Section 3, ultimately we will assume that m = 3 and that we are going to compute the densities v 0 (λ)(p), v 1 (λ)(p) and v 2 (λ)(p) for p ∈ N in terms of the scalar and principal curvatures of N in M . However, at the beginning we will keep m general. Here we should mention that in this section we regard λ as a usual constant, not as a parameter of weight 2 as in the previous section. Hence we should put the symbol of the tangential Laplacian as (cf. 2.23)
where
As in (2.22) and (2.29), we denote the homogeneous symbols of Q ± xm (λ) and R(λ) as
where θ j (x, 0, ξ, λ) = α j (x, 0, ξ, λ) + β j (x, 0, ξ, λ). As in Section 3, we use Lemma 2.4, (4.2) and (4.3) to compute α j (x, x m , ξ, λ) and β j (x, x m , ξ, λ), recursively. By adding them, we compute θ j (x, 0, ξ, λ). The only difference is that λ belongs to the zero order term in the homogeneous symbol of the tangential Laplacian D(x, x m , ∂ ∂x ) + λ. For example, the first three terms are given as follows (cf. (2.27), (2.28)) (we omit Id to simplify the presentation as before):
which shows that the first three terms are given as follows (cf. (2.34)), Then, the density v j (λ)(x) (j = 0, 1, 2) computing v j (λ) in (4.1) is given as [8, 21] v j (λ)(
We now use the above formula to compute v j (λ)(x) (j = 0, 1, 2) at x = p ∈ N . The following lemma is straightforward. .
which shows that v 0 (λ) = r 0 8π vol(N ). 
which leads to 1 (2π) 2 T * p N 1 2πi γ e −µ Tr( I) dµ dξ = −r 0 · τ N (p) 48π .
(4.12) (
which leads to 1 (2π) 2 T * p N 1 2πi γ e −µ Tr( 1) dµ dξ = −r 0 · τ N (p) 48π .
( 2) = −∂ ξ θ 0 · D x α 1 2(µ − 2|ξ|) 2 |ξ| x=p = i 2 α=1 ∂ ξα θ 0 · 2 β,γ=1 g βγ,α ξ β ξ γ 4(µ − 2|ξ|) 2 |ξ| 2 x=p = 0, since g βγ,α (p) = 0. Remark : It is interesting to compare Theorem 4.2 with the results of [21] and [18] . When (X, Y, g) is a compact Riemannian manifold with boundary Y and E is the trivial line bundle, we consider the Steklov problem as in [18] and [21] . Then, there appears the Dirichlet-to-Neumann operator D DN : C ∞ (Y ) → C ∞ (Y ). Roughly, this operator is a half of the Dirichlet-to-Neumann operator R(0) discussed in this paper. When dim X = 3 (and so dim Y = 2), it is known that Tr e −tDDN ∼ A 0 t −2 +
It is known [18, 21] that
