In this paper, we build on recent work using a mathematical programming approach for incremental state update in analysis of non-linear mechanics models.
Introduction
Analysis of mechanics models with complex non-linear material behavior arises in different applications such as seismic response simulation of structures.
In a recent paper [1] , we discussed the manner in which when such material behavior is described using an energy approach [2] [3] [4] , state update of the model in each increment of a non-linear analysis can be cast into various mathematical programs. Depending on the type of material model, the corresponding mathematical program could assume different forms such as convex optimization, complementarity problem etc. This mathematical programming approach represents an alternative to the classical displacement-based approach. In the latter, state update is carried out in a nested fashion with displacements computed at a global level, and stresses and other internal variables computed at a material-point level. It was also seen in [1] that models of non-linear behavior that arose historically from disparate contexts, for example the Preisach model [5, 6] and the Bouc-Wen model [7] [8] [9] [10] , could be interpreted within the mathematical programming framework.
In the present paper, we further explore the unifying nature of the mathematical programming approach. We consider quasi-static continuum problems in the linearized kinematics regime, with non-linear material behavior described by convex energy functions. In this case, we find that the classical displacementbased nested approach can be reformulated as solving a reduced dual optimization problem. Some differentiability results related to convex optimization problems play an important role in developing this reformulation. This reformulation in turn provides insights into the working of the algorithm by means of some geometric constructions such as Figure 4 , and obviates some heuristics that are otherwise used. We envision that such insights will guide development of algorithms for more complex models, for example via successive convex programs [11] [12] [13] [14] .
A particular case of non-linear material models with convex energy functions is rate-independent plasticity models. For this case, incremental state update at the material point level is known as return mapping, and has a well-known optimization format [15] . However, the optimization structure at the global level is not commonly recognized or utilized. The purpose of this paper is twofold - (1) to reformulate the classical displacement-based nested approach for incremental state update as an optimization problem (for quasi-static problems with convex energy functions), and (2) identify relationships with several other algorithms recently described in the literature. This paper is organized as follows. First in section 2, governing equations presented in [1] for single-degree-of-freedom systems with energy-based material models are extended to general spatially discretized systems. With some restrictions, when discretized in time, these equations lead to an optimization problem in each time increments. In section 3, three forms of this optimization problem are discussed -a primal problem, a dual problem, and a reduced dual problem.
The reduced dual problem is a reformulation of the classical displacement-based nested approach, and consists of solving an optimization sub-problem at the integration point level. Solution of the reduced dual problem is the subject of section 4. Differentiability of the objective function is considered and derivatives are obtained, so that Newton's method for unconstrained minimization can be applied as described in section 4.2. In section 5, some special classes of material models are discussed, where the integration point level optimization problem admits a simpler solution process. A numerical example is presented in section 6 to illustrate the working of the algorithm of section 4.2. Lastly in section 7, relationships between various solution strategies presented in recent years based on the mathematical programming approach are discussed.
Governing equations and time discretization
We begin by formulating the governing equations for a continuum model that has been spatially discretized, for example by the finite element element method.
We employ a class of non-linear material models described completely by certain energy functions. As discussed in [1] , such a representation of material models is based on the generalized standard material framework [2, 16] , and is also closely related to the hyperplasticity framework [3, 17] . In this energy framework, a material model is characterized by two convex (possibly nonsmooth) functions -a stored energy function ψ(ǫ, α), and a dissipation function φ(ǫ,α), where ǫ is the strain, and α is a vector of kinematic internal state variables (such as equivalent plastic strain, damage etc.). We refer to the Fenchel-Legendre transforms of these functions as the complementary stored energy function ψ c (σ, ζ), and the complementary dissipation function φ c (σ, ζ), where σ is the stress and the ζ is the generalized stress conjugate to α. The governing equations discussed in [1] for simple single-degree-of-freedom dynamic models can be generalized to spatially discretized continuum models as momentum conservation :
Here, v ∈ R NDOF is the vector of free velocity components, M, C d ∈ R
NDOF×NDOF
are respectively positive semi-definite mass and damping matrices, and p ∈ R NDOF is the external load vector. σ ∈ R NσNG is the stress vector comprised of N σ components at each of the N G material points. Similarly, ζ ∈ R N ζ NG is the vector of generalized stress internal variable.
are the complementary stored energy and complementary dissipation functions.
B ∈ R NσNG×NDOF is the linearized deformation-displacement matrix. ∇ denotes the gradient, and ∂ denotes the subdifferential of a nonsmooth convex function [18] . ∇ q and ∂ q denote gradient and subdifferential with respect to argument q of the function. Equations (1) 2,3 are inclusions because ψ c and φ c could be nonsmooth, and hence have set-valued derivatives. We make the following remarks on equation (1).
1. As suggested by their format, equations (1) can be obtained as EulerLagrange equations of a generalized Hamilton's principle [1, 19] .
2. The terminology we have used above in reference to spatial discretization follows the common setting, where displacements and velocities are asso-ciated with nodes, and stresses and other internal variables with element integration points. However, the formulation itself is not restricted to this type of spatial discretization. For example, in a stress-based finite element, σ would denote components of the stress approximation rather than the integration point values, or in an assumed-strain finite element, v would include components of the element-level assumed strain coefficients.
3. For notational convenience, we take that equations (1) 2,3 have been multiplied through by the appropriate integration weights and element Jacobian determinants. This explains our use of the term "deformation rate" instead of "strain rate" in equations (1) 4. In the above, we consider a restricted class of material models for which ψ and φ are convex. One source of non-convexity is so-called non-associated flow in plasticity models. It can be shown that in some instances of non-associated flow models, the complementary dissipation function can be written as φ c (σ, ζ; α) with explicit dependence on the kinematic internal variables [20] . Equations (1) then still apply, as discussed for simple single-degree-of-freedom systems in [1] . Explicit dependence on α then suggests solving the incremental state update as a succession of convex subproblems, computing α in an outer stage.
5. When nonlinear kinematics is considered, the term B in equations (1) 1,2 is replaced by DE(u). E is the nonlinear deformation-displacement map (i.e., the function that maps node displacements to element strains), u is the vector of free displacement components, and D is the derivative operator.
Thus B = DE(0). In some instances, the kinetic energy in the first term of equation (1) 1 may also be of the form 2. The complementary dissipation function is of the form
where C is a convex set given by
⊔ C is its indicator function [18] ( Figure , and ϕ is a smooth vector-valued function, each component of which is convex. In plasticity models, ϕ is the yield function, and C is the elastic region.
We note that this restricted framework is sufficient to describe nonlinear elastoplasticity. We assume for simplicity of presentation that there is an identical number N y of yield functions at each material point. Thus ϕ :
With the restriction (2), the subdifferential of φ c that appears in equations (1) 2,3 can be written as (Figure 1b )
For quasi-static analyses, the first two terms of equation (1) 1 are absent.
Also using the fact that ψ c has been restricted to being smooth and equation (3), equations (1) can be written in the alternate form 
Equations (4) may be formally discretized in time. Using Backward Euler with a time increment ∆t, we get
where u ∈ R NDOF is the vector of free displacements. Multiplying equations (5) 2,3 by ∆t, rearranging, and introducing the symbols µ := u n+1 − u n and λ := ∆tλ, equations (5) become
Equations (6) 
Optimization problems

Primal optimization problem
We recognize immediately that equations (6) are the Karush-Kuhn-Tucker optimality (KKT) conditions [21] for the following minimization problem.
where b σ and b ζ are as defined in equation (6) . The incremental displacements are the Lagrange multipliers corresponding to the equilibrium constraints (motivating the notation µ). The Lagrange multipliers λ corresponding to the yield constraints can be interpreted as incremental equivalent plastic strains.
(7) is a convex minimization problem, since the objective function and inequality constraints are convex, and the equality constraint is linear [22] . We refer to this as the primal optimization problem. We note that (7) corresponds to the mathematical program referred to as "approach 1" in [1] . It is identical to equation (46) of reference [23] (where the notation κ is used for ζ), and similar to equation (5) in [24] . It is also the same as equation (17) in [25] , where dynamics is considered as well (and the notation (F, ζ) is used for (σ, ζ)). We assume in the following that 1. (7) has a solution.
2. ψ c is strongly convex, so that the solution of (7) is unique, and the min in equation (11) is meaningful.
3. (7) satisfies Slater's constraint qualification condition [22] , i.e. that it has a strictly feasible point.
We write (7) in a more convenient form by noting that the objective function and the constraints are separable over integrations points. The objective function can be written as
and the optimization problem as
where subscript m denotes components of a vector or rows of a matrix corresponding to integration point m. We have used ψ c and ϕ in the above equations instead of ψ c m and ϕ m , to minimize notational clutter. Models where the material is not homogenous, so that these functions are different at different integration points presents no additional difficulty. We have also dropped the superscript n + 1 on the load vector p for brevity.
The Lagrangian associated with (PRIMAL) is
where we have defined
The Karush-Kuhn-Tucker (KKT) optimality conditions for (PRIMAL) follow from the Lagrangian (9) as
These are merely equations (6) separated over the integration points. Since the gradient is the transpose of the derivative, while equations (6) 
Dual optimization problem
Duality is familiar in mechanics from the classical principles of total potential energy and total complementary potential energy, and from the upper-and lower-bound theorems of limit analysis. Associated with every optimization problem is a dual problem, which often has a useful interpretation. For convex problems such as (PRIMAL) that satisfy constraint qualification conditions as assumed above, strong duality holds. This means that a dual optimal solution is equal in objective function value to a primal optimal solution, and that the primal-dual solution pair satisfies the KKT conditions. The KKT conditions are also sufficient conditions for a solution of the primal problem [22] .
To construct the dual problem for (PRIMAL), we start from the Lagrange dual function [22] , defined as the minimum of the Lagrangian of Π c over (σ, ζ).
We are able to write min here instead of inf, because of the strong convexity
. . , N G be the minimizers in (11) . Functions σ * m (µ, λ) and ζ * m (µ, λ) are then implicitly defined by the following optimality conditions.
i.e., given (µ, λ), the functions σ * m (µ, λ) and ζ * m (µ, λ) can be evaluated by solving equation (12) . Clearly, this is equivalent to unconstrained minimization of the Lagrangian function of equation (10) .
The Lagrange dual function Π of equation (11) may be written explicitly as
The dual optimization problem corresponding to (PRIMAL) is then min Π(µ, λ) subject to λ ≥ 0 (DUAL)
As discussed above, solving this problem is completely equivalent to solving (PRIMAL). (DUAL) is a convex optimization problem with simple bound con-straints. It is closely related to the mathematical program referred to as approach 2 in [1] . In section 3.3 next, we reduce this to an unconstrained optimization problem in µ alone. This forms the basis for reformulation of the classical displacement-based approach in section 4.
Reduced dual problem
Due to the separability of the objective function Π, minimization over λ in (DUAL) may be carried into the summation in (13) . Thus defining the function
(DUAL) can be reduced to minimization of µ alone as
This reduced problem leads to the reformulation of classical displacement-based approach as an optimization problem. We note that in this way, the solution of (DUAL) is carried out in a nested fashion -the minimization over λ m ≥ 0 within the summation is at the integration point level, while the minimization over µ is at the global level. We reiterate that the integration point-level minimization format is well-known in the context of so-called return-mapping schemes, discussed further in section 5. However, the minimization structure at the global level (REDUCED) is not commonly recognized. We take on the solution of (REDUCED) in section 4. In the remainder of this section, we develop an explicit expression forΠ.
Consider the minimization within the summation in equation (14) .
where the prefix IP is used in the equation tag since the minimization is at the integration point level. Letλ m (µ) be the minimizer. We recognize that (IPDUAL) is the Lagrange dual of
Let (σ m (µ),ζ m (µ)) be the minimizer, given implicitly by the optimality conditions
By strong duality, the optimum values of (IPDUAL) and (IPPRIMAL) are identical. Therefore,Π can be written as
We note as an aside that (σ m (µ),ζ m (µ),λ m (µ)) solve the KKT conditions of (IPPRIMAL), and that the identities σ * m (µ,λ m (µ)) =σ m (µ) and ζ * m (µ,λ m (µ)) = ζ m (µ) hold. Equation (16) provides an explicit expression forΠ. In the next section, we present an algorithm for its minimization, i.e. to solve (REDUCED).
Optimization reformulation of the classical displacement-based nested approach
In this section, we consider numerical solution of the reduced dual problem (REDUCED). We seek to use Newton's method for unconstrained optimization.
For this, we require the first and second derivatives of the objective function (16) .
We discuss differentiability of this function, and computation of these derivatives in section 4.1 below. We then present Newton's method in section 4.2. Solving the reduced dual problem in this manner may be interpreted as a reformulation of the classical displacement-based nested approach as an optimization problem.
The reason for this interpretation is also discussed in section 4.1.
Differentiability and derivatives
We seek to obtain the first and second derivatives ofΠ needed for minimization using Newton's method. In computing these derivatives, is helpful to think of (IPPRIMAL) as a parametric convex optimization problem with parameter µ. The first derivative ofΠ is well-defined, and can be obtained by differentiating (16) as
The optimality condition for (REDUCED), ∇Π(µ) = 0, is thus
which is the equilibrium equation.
Equation ( To compute the second derivative ofΠ, we need the derivative of the functionsσ m (µ). However, in trying to differentiate (15) to obtain this, we realize thatσ m (µ) andζ m (µ) are not differentiable when they are degenerate solutions of (IPPRIMAL), i.e., when ϕ(σ m (µ),ζ m (µ)) = 0 andλ m (µ) = 0 1 . In fact at such points, these functions are only directionally differentiable [26] . When the minimizer of (REDUCED) is such a degenerate point, the rate of convergence of Newton's method is only super-linear rather than quadratic [27] .
Here, we proceed formally ignoring these degenerate points, the set of which has measure zero in R NDOF . We first introduce the index set
The optimality conditions (15) can then be rewritten as
Differentiating this, we get
where
Im:
In the last two equations above, we have used MATLAB-style indexing [28] .
The subscript I m : extracts the submatrix consisting of rows I m and all the where an argument has to be made thatλm(µ) ⊤ Dϕ = 0 at such points.
columns.
The derivative Dσ m (µ) can be obtained by solving (20a). It is of the form K m B m , whereK m is referred to as the consistent tangent stiffness matrix [29] .
When the submatrices in (20a) have a simple form, it may also be less expensive to compute the consistent tangent directly as
Now, by differentiating equation (17), the second derivative of the objective functionΠ, the tangent stiffness matrix, may be written as
Optimization algorithm
With the first derivative ∇Π(µ), the vector of unbalanced forces, and second derivative ∇
2Π
(µ) the tangent stiffness matrix, at hand, the energyΠ(µ) can be minimized using the standard Newton's method for unconstrained minimization [21, 22] , outlined in Procedure 1. A Newton direction δµ is computed by solving the linear system
To assure convergence for large increments, a line search is typically needed.
A step length s is computed by backtracking to satisfy the following sufficient
where β is a sufficient decrease parameter to be in the interval (0, 0.5) [21] , taken in the example in section 6 as 10 ComputeΠ(µ iter ), ∇Π(µ iter ) and ∇
(µ iter ) using Procedure 2
4:
if ||∇Π(µ iter )|| ≤ tol then 5:
end if
7:
Compute search direction δµ by solving (23) 8:
for nback ← 1, MAXBACKTRACK do ⊲ backtracking line search
10:
ComputeΠ(µ iter + sδµ) using Procedure 2
11:
if sufficient decrease (24) is obtained then Compute (σ m ,ζ m ) by solving (IPPRIMAL)
ComputerK m using either of equations (20a) or (21a)
8:
Assemble B ⊤ mK m B m into ∇
2Π
9: end for programming method [21, 22] . Alternately, it may also be advantageous on occasion to solve (IPDUAL), which has simple bound constraints. Such a general approach may often be necessary, particularly for more complex models such as multi-surface plasticity models. However in some cases, specific forms of the complementary stored energy function ψ c and the yield function ϕ may facilitate simpler strategies to solve (IPPRIMAL). These strategies are known as return-mapping algorithms. In the following, we discuss one such case, namely an elastoplastic model characterized by isotropic linear elasticity, linear kinematic hardening, nonlinear isotropic hardening, and von Mises yield condition.
This model is described by
Here, ζ kh and ζ ih are components of the internal variable ζ corresponding to kinematic hardening and isotropic hardening respectively. ζ kh is often referred to as the back stress, and is the same type of object as σ. ζ kh is a scalar. C and H are matrices of elastic and kinematic hardening moduli. The quadratic terms in ψ c correspond to linear elasticity and linear kinematic hardening. The function ψ c ih is not necessarily quadratic, and represents nonlinear isotropic hardening. The relationship between this form of ψ c and the hardening model discussed in [15] is discussed in [1] . von Mises yield function in both 3D and 2D plane-stress cases can be expressed in the form ϕ above with appropriate choice of the matrix P (Table 1 ) [15] . σ y is the uniaxial yield stress.
The optimality conditions (15) corresponding to the model (25) are
where the prime on ψ 
If ϕ(σ trial , ζ trial ) ≤ 0 then this is the solution of (IPPRIMAL).
2. If ϕ(σ trial , ζ trial ) > 0, it can be concluded the material point plastifies. So λ > 0, and (26) 1,2,3,4 constitute four equations in the four unknowns σ, ζ kh , ζ ih and λ. To solve these, a further property of the matrices involved may be invoked. In both 3D and 2D plane-stress cases, the matrices C, H and P share the same eigenvectors. Therefore, there is an orthogonal matrix Q (Table 1) , consisting of these eigenvectors as columns, which simultaneously diagonalizes all three matrices, i.e. Q ⊤ P Q is diagonal matrix Λ P etc. This has been pointed out for the 2D case in [30] . The 3D case is generally presented differently, by decomposing the stress into volumetric and deviatoric parts. In both cases, however, Q represents transformation of stress components to volumentric-deviatoric coordinates. Equations 
where b ζ ih is the component b ζ corresponding to ζ ih . Introducing the coordinate transformation σ = Qy σ and ζ kh = Qy ζ kh , subtracting (28) 2 from (28) 1 , and multiplying through from the left by Q ⊤ , we have (29) where the diagonal matrix Λ (C+H)P = Q ⊤ (C + H)P Q. Solving equation (28) 3 for λ and substituting, we get
Lastly, substituting this in (28) 4 and squaring, we get the following scalar
where r goes from 1 to 6 in 3D and from 1 to 3 in 2D. Equation (30) can also be written equivalently as
where α ih is the kinematic internal state for isotropic hardening, and ψ ih is the Legendre transform of ψ c ih . α ih is the equivalent plastic strain [1] . Equation (31) 4. C, H and P share the same eigenvectors, so that there is a diagonalizing coordinate transformation Q.
In addition, in the 3D case, (Λ P ) 1 = 0 since the von Mises yield constraint applies to the deviatoric part of the stress, and (Λ (C+H)P ) 2:6 = 2(G + G kh )
where G and G kh are the elastic and kinematic hardening shear moduli. The solution of (IPPRIMAL) can also be interpreted as a radial projection of the trial state on the elastic region, and is referred to as radial return mapping [15, 29] . In the 2D plane stress case, squaring the yield condition as done in [30] further simplifies the expression for the consistent tangent. However, here we keep the yield function as shown in (25) 2 , so that it remains a convex function and so that the 3D and plane stress cases can be treated in a uniform manner.
We also note that if isotropic hardening were also linear, then the objective function in (IPPRIMAL) can be written as
Thus the solution can be interpreted as the closest point projection in the C −1 , H −1 norm of the trial state on the elastic region. In the absence of such simplifying features, (IPPRIMAL) must be solved by a general constrained convex optimization strategy.
Numerical example
In this section, we present a numerical example to illustrate the application of Procedure 1. We use a finite element model of a plate with a circular hole subject to uniform extension at the end, considered by Simo and Taylor [30] . Due to symmetry, only a quarter of the plate needs to be represented as shown in Figure   2 . In order to compare the numerical solution and convergence characteristics, we use the same displacement-based finite element and discretization as used in this reference. We note however, that the formulation presented in this paper can be used with other finite element types. A constitutive model characterized by linear elasticity, linear isotropic hardening, and a single von Mises' yield Procedure 3 Solution of (IPPRIMAL) for constitutive model (25)
Solve (31) for α ih 9:
Calculate λ using (28) 3
11:
Compute σ and ζ kh from equation (28) 1,2
12:
CalculateK using equation (21) 13: end if function, is used to represent material behavior. This is a special case of the material model (25) In Procedure 2, the backtracking parameters are taken as β = 10 −4 and γ = 0.5. Table 2 shows norms of the residuals that arise in applying the optimization algorithm of Procedure 1 for each increment. The approximate doubling of significant digits in the residuals in later iterations suggests quadratic rate of convergence. The table also shows the step length used in each iteration, from which we see that at most two backtracking steps used and that the full Newton A typical backtracking process used to obtain the step length is depicted in Figure 4 . Such plots represent cross-sections along the Newton search path, and
show the following as functions of the step length s.
Objective function,Π(µ + sδµ)
2. First order approximation,
These plots illustrate the working of the backtracking search, as well as serve to check derivative computations during implementation. In Figure 4a , the iterate is far away from the solution. Thus the objective function deviates considerably from its second order approximation, and a step length of 0.5 is required to satisfy the sufficient decrease condition (24) . On the other hand in Figure Increment 4b, the iterate is close the solution, the second order approximation closely follows the function, and the full Newton step is taken. We note that because of the optimization reformulation, we are able to select the step length based on sufficient decrease of the objective function, rather than on heuristics such as number of iterations. In this example, despite the rather large displacement increments, at most two backtracking steps are needed in any iteration as seen from Table 2 .
Relationships with other approaches
In section 3, we derived three equivalent optimization problems for incremental state update -a primal problem (PRIMAL), the dual problem (DUAL), and a reduced dual problem (REDUCED). In the present section, we briefly review relationships these problems share with other approaches recently presented in the literature.
There has been recent work on solving the primal problem in the context of quasi-static elastoplastic models. Krabbenhoft et al. [23] arrive at the primal problem through a different route, and solve it directly by an interior point method. Bilotta et al. [24] also solve the primal problem directly, but by a sequential quadratic programming (SQP) approach. Wieners [31] solves a KKT system similar to (6) by SQP. When ψ c is quadratic (corresponding to linear elastic and linear hardening models), and when the yield function is of the form of a 2-norm (as is the case with the von Mises function in section 5), then (7) can be recast as a second order cone program (SOCP) [32] . This can in turn be reformulated as a semi-definite program (SDP) [33] , which can be solved by efficient interior point methods that have been recently developed. Krabbenhoft et al. [14, 34] also use this approach to approximate a non-associated flow model by a convex one. Sivaselvan et al. [25] solve a primal-type problem that arises in dynamics problems. Further relationships to dynamic problems are discussed in [1] . In all of these primal approaches, a concept similar to the ShermanMorrison-Woodbury formula is used to reduce the linear system to be solved [25] . Bilotta et al. [24] discuss the relationship between the primal optimization problem and the displacement-based nested approach through the dual problem, albeit lightly differently than done in this paper. In [35] , the KKT conditions are solved directly as a mixed complementarity problem (MCP).
As noted in section 4.1, equation (18) (14), similar description in [24] ) Nested approach by locally computing plastic strains [39] Discrete equations (6) Using projection [31] Fenchel duality of displacement (REDUCED) (6) Return map (minimization structure of (18) not obvious) Return map reformulated as nonsmooth equation and solved by semismooth methods [37] (equation (18)) Figure 5 : Interrelation of various approaches to elastoplastic problems using optimization since (6) 1,2,4 are the KKT conditions of (IPPRIMAL). However, when viewed in this manner, the minimization structure at the global level is not apparent.
In the context of plasticity models, (σ m (µ),ζ m (µ)) is referred to as a return map. As discussed at the end of section 5, for certain classes of problems, the return map defined by (IPPRIMAL) can be viewed as a projection [15, 31] .
Other approaches are also possible, for example local problem is considered as a linear complementarity problem (LCP) in [36] . Following the seminal paper [29] , Newton's method has been successfully applied to solve (18) in many cases.
However, since the return map is not differentiable, convergence properties of Newton's method cannot be rigorously established. Consequently, semismooth methods have been presented together with convergence analyses [37] .
Optimization problems for quasi-static elastoplasticity can also be derived starting from variational inequality formulations presented for example by Han and Reddy [38] . An optimization problem developed in this manner in terms of displacements µ and kinematic internal states or plastic strains α is considered by Alberty et al. [39] . They use the optimization structure to develop error measures and an adaptive mesh-refining strategy. Gruber and Valdman [40] derive a minimization problem of the form (REDUCED) for a class of elastoplastic models again starting from a variational inequality. They prove the differentiability of a function similar toΠ using the Moreau-Yosida theorem. Recognizing that the second derivative is not continuous, as discussed in section 4.1, they use a slant Newton method. Some of the interrelations described above are shown schematically in Figure 5 .
Concluding remarks
We take a mathematical programming approach to the incremental state update of non-linear mechanics models with material behavior described by stored energy and dissipation function. In the case where these energy functions are convex and of a specific form (equation (2) Minimizer of equation (11) defined implicity in equations (12) ζ, ζ n , ζ n+1 , ζ m Generalized stress internal variable at a material point (∈ R N ζ ) or collection over all material points (∈ R N ζ NG ) depending on context; superscripts denote time increment index, and subscripts material point index ζ kh , ζ ih Components of internal variable ζ corresponding to kinematic and isotropic hardening, used in constitutive model equation (25) ζ * m
Minimizer of equation (11) defined implicity in equations (12) ζ m Minimizer of (IPPRIMAL) Displacement at free DOF, and its values at times n and n + 1
Velocities at free DOF, and its values at times n and n + 1 (∈ R NDOF )
x Generic variable used in Figure 1 y σ , y ζ kh Components of stress and kinematic hardening internal state in volumetric-deviatoric coordinates ∇, ∇ q Gradient of a differentiable function; subscript q denotes with respect to argument q ∂, ∂ q Subdifferential of a nonsmooth convex function; subscript q denotes with respect to argument q ⊔ C Indicator function of the convex elastic region C
