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Introduction
New businesses are an important source of economic growth (see Fritsch, 2013) , especially those start-ups that pose a competitive threat to incumbent firms by introducing a significant innovation. The available data suggest that only a small fraction of all start-ups is of such quality and that their geographic distribution is highly uneven (Fritsch, 2011) . According to the knowledge spillover theory of entrepreneurship (Acs, Audretsch, Braunerhjelm and Carlsson, 2009) , highly innovative new businesses can be especially expected in regions with significant amounts of knowledge, private or public. This paper analyzes the role played by regional knowledge, particularly academic knowledge, in the emergence of innovative start-ups in Germany. Our study makes several significant contributions to this field of study.
2 First, we include all start-ups in innovative and knowledge-intensive industries. 3 Second, our data comprise much more detailed information about higher education institutes (HEIs), such as universities, which allows us to identify those parts and features of a region's academic knowledge base that are most relevant for innovative start-ups. 4 Third, while nearly all the earlier studies are based on pure cross-sections, our analysis uses relatively long time series data that allow us to employ panel estimation techniques. Fourth, our data include more recent periods. Hence, given the changing nature of German universities, our results and conclusions are not only more up to date but also more relevant than the results of studies that investigate the start-ups of the early 1990s. Fifth, we include Eastern Germany, the part of the country that was under a socialist regime until 1989 and a region that is neglected in some of the earlier studies (Harhoff, 1999; Bade and Nerlinger, 2000) .
The following section (Section 2) highlights the theoretical relationship between the three cornerstones of our analysis-innovative start-ups, geography, and knowledge, beginning with a review of previous research on the spatial determinants of innovative new business formation. Section 3 discusses the data and provides an overview of the geographic distribution of innovative start-ups in Germany. Section 4 introduces the estimation approach; the results of the multivariate analysis are presented in Section 5. Section 6 concludes.
Innovative start-ups, knowledge, and geography

Theory: Innovative start-ups as knowledge spillovers
The knowledge spillover theory of entrepreneurship (Acs, Braunerhjelm, Audretsch and Carlsson, 2009 ) is based on the assumption that starting an innovative venture requires a combination of knowledge and entrepreneurial talent. Since a large part of the necessary knowledge resides in incumbent firms, universities, and non-university public research organizations, this approach regards innovative start-ups as a form of knowledge spillover, that is, the institutional knowledge spills over into the newly founded business. A key assumption of the theory is that the knowledge commercialized by the innovative start-up would not be exploited if left in the incumbent organization.
5
In the process of entrepreneurial knowledge spillover, there are at least two reasons why the regional dimension, in terms of geographic proximity, should be relevant. First, new knowledge does not flow freely across space but tends to be regionally bound (Anselin, Varga and Acs, 1997; Asheim and Gertler, 2005; Boschma, 2005) . Second, founders show a pronounced tendency to locate their firm in close spatial proximity to their former workplace or to the place where they reside (Figueiredo, Guimaraes and Woodward, 2002; Dahl and Sorenson, 2009 ). Hence, innovative entrepreneurship is a "regional event"
5 A main reason for the knowledge remaining unexploited by the incumbent organization is that the economic value of new knowledge is highly uncertain and the expected value of any new idea will vary across economic agents. Hence, if an employee in a firm assigns a much higher economic value to a new idea than does the firm's management, the employee may be motivated to start an own business based on this knowledge. For the researcher, starting an own business is often the only way to have an idea realized. For a more detailed discussion of this point, see Audretsch, Keilbach and Lehmann (2006) and Acs, Braunerhjelm, Audretsch and Carlsson (2009) . (Feldman, 2001; Sternberg, 2009) , meaning that the regional knowledge stock, the regional workforce, and the regional conditions for entrepreneurship are important influences in the emergence of innovative new businesses.
Empirical research
Determinants of regional new business formation
Although innovative start-ups may be a special breed, they are not a totally different species than other kinds of new businesses. Hence, some of the results from empirical research into the determinants of regional new business formation should apply to innovative start-ups. According to empirical studies on the regional factors that determine the emergence of new businesses, employment share in small firms, regional industry structure, qualification of the regional workforce, level of innovation activity, and population density play especially important roles (Fritsch and Falck, 2007; Reynolds, Storey and Westhead, 1994; Sternberg, 2009 ). Other factors that may be important are the presence of entrepreneurial role models, regional "mentalities" such as fear of failure (Wagner and Sternberg, 2004) , and a regional "culture" of entrepreneurship (Fritsch and Wyrwich, 2014) .
As people with a high level of formal education tend to have a relatively high propensity to become entrepreneurs (Parker, 2009) , a large share of welleducated people in a regional population should be conducive to new business formation. This may be particularly true for innovative start-ups that require high levels of knowledge and human capital. Since innovation activity is a main source of knowledge and entrepreneurial opportunities, a high level of research and development (R&D) activity in a region should have a positive effect on the emergence of new firms, particularly for innovative start-ups. To the extent that founders of innovative firms worked in R&D before starting their venture, and due to the strong tendency to locate a new business close to the founder's residence, there should be a pronounced correspondence between the spatial distribution of innovative start-ups and that of R&D activity. Because founders are likely to set up their business in the industry in which they previously worked, there should also be a positive relationship between the number of Jena Economic Research Papers 2013 -026 regional employees in innovative industries and the number of innovative startups.
There are two reasons why the share of small and, especially, young business employment could be important to innovative activity. First, small-firm employees show an on average higher propensity to start their own business than do employees of larger firms. 6 Second, a high share of small-firm employment in a region indicates a high share of industries with low minimum efficient size, which implies low barriers to entry. Accordingly, the high start-up rates found in regions with high shares of small-firm employment may be explained by the prevalence of industries with low minimum efficient size (Fritsch and Falck, 2007) .
A number of studies find a significant effect of population density on the propensity of the regional workforce to become self-employed. However, since population density is a "catch-all" variable that is statistically closely related to a number of factors that may be favorable or unfavorable for new business formation (e.g., depth of input markets, intensity of local competition, presence of research institutions and knowledge), this variable is not useful for discovering the reasons behind such a density effect.
Previous work on the geographic distribution of innovative startups
Most empirical studies on innovative new businesses identify them by their affiliation with certain industries that are classified as being innovative. A wellknown classification of industries based on innovativeness is that of the OECD (2005), which chiefly categorizes industries by their R&D intensity. The OECD classification deals only with manufacturing industries, but certain service-sector industries, the "knowledge-intensive services," may also be regarded as being innovative since they also spend rather significant shares of their resources on R&D. 7 In the following, we view knowledge-intensive services as a sub-group of the innovative industries.
Innovative industries tend to be highly concentrated in space (Markusen, Hall and Glasmeier, 1986; Bade and Nerlinger, 2000; Storey and Tether, 1998) .
A number of previous analyses of the regional distribution of innovative startups in Germany have shown a high concentration in larger cities and agglomerations. 8 Bade and Nerlinger (2000) as well as Harhoff (1999) compared the results of multivariate analyses for start-ups in innovative industries with models for new businesses in sectors that are not regarded as being particularly innovative. Both studies find that universities, non-university public research institutes as well as private sector R&D has a statistically significant positive effect only for start-ups in innovative industries, not for new businesses in industries that are not classified as being innovative. Harhoff (1999) also finds a significantly positive relationship between a high qualification of the regional workforce and the emergence of innovative new businesses. and Audretsch, Lehmann and Warning (2005) showed that there is a significantly positive relationship between the number of start-ups in innovative manufacturing and the presence of a university in a region as well as the number of students.
When analyzing the determinants of the regional number of start-ups in high technology and technologically advanced manufacturing industries, Hülsbeck and Pickavé (2012) identify a positive effect of several variables that reflect the activities of universities. According to their results, the number of university patents and the number of Ph.D. students per professor seem to be conducive to new business formation in high-technology industries; other 7 Since many service firms do not have a standardized product program but provide customerspecific services, they are not innovative in the same sense as manufacturing firms. Hence, service industries that may be relevant for innovation are defined as such based on the knowledge intensity of their inputs. These knowledge-intensive service industries include, for example, "computer services," "research and development in natural sciences and engineering," and "business consultancy." For definitions of these groups of industries, see Grupp and Legler (2000) and OECD (2005) . For a review of different methods of identifying innovative businesses, see Fritsch (2011). university-related variables, however, have unexpected and statistically significant negative signs.
9 Baptista and Mendonça (2010) investigate the geographic distribution and determinants of start-ups in innovative industries in Portugal. According to their analysis, the number of students, as well as the number of university graduates, has a significantly positive effect on the number of regional start-ups in all innovative industries, whereas the overall education level of the regional workforce is statistically significant only for the start-ups in knowledge-intensive services. Another significantly positive influence was found for the number of firms in innovative industries per 1,000 inhabitants, which can be regarded as a measure of relevant private-sector knowledge. Distinguishing between students and graduates in different academic fields, Baptista and Mendonça (2010) identify a statistically significant effect for students and graduates in engineering. The number of students and graduates in social sciences has an effect only for new business in knowledge-intensive services, not for start-ups in innovative manufacturing.
In another analysis of Portuguese regions, Baptista, Lima and Mendonça (2011) study the effect the establishment of a university has on the level of new business formation in the region. They find a positive effect on new business formation in innovative industries taken as a whole, but not for subsamples of innovative manufacturing and or knowledge-intensive services, which may be due to there being very few start-ups of these types. They conclude that setting up a university in a region contributes to that region becoming more of a knowledge-based economy.
In a study of Italian provinces, Piva, Grilli and Rossi-Lamastra (2011) find a significantly positive effect of the number of patents per capita as well as a weakly significant effect of the share of people with a tertiary degree in the region on the emergence of start-ups in innovative manufacturing. For new businesses in knowledge-intensive services, the number of patents per capita continued to be statistically significant, but the share of persons with a tertiary 9 The reason for these mixed results may be high correlation between the different indicators (see Section 4).
degree was not. Remarkably, the share of researchers in the resident population had no effect. Bonaccorsi et al. (2013) that are particularly related to innovation activity, such as "architectural and engineering activities," "technical consultancy," and "technical testing and analysis." In addition, we run all models for those industries not classified as innovative or knowledge intensive. A main problem of such a classification is that industry affiliation can be "fuzzy," seeing as there are innovative and not so innovative firms in all industries. Given the limited availability of data on 11 An indication for different effects of size and quality-related university indicators is provided by Fritsch and Slavtchev (2007) , who find that only the volume of external funds has a positive effect on regional innovation activity; no such positive effect can be found for indicators that are related to size, such as the number of professors and academic personnel or the number of students and of graduates.
innovation, however, this is often the only feasible way to identify new businesses as being innovative.
12
Most of the information on the independent variables comes from one of two sources. Data on regional private-sector employment and R&D employment come from the German Employment Statistics, which covers all employees subject to compulsory social insurance contributions (Spengler, 2008) . The second data source is the University Statistics of the German Federal Statistical
Office, which provides detailed information about every university in Germany Year dummies are included as controls for time-specific effects. All independent variables are lagged by one year.
A severe problem of the empirical analysis is the high correlation among most of the indicators for the universities (see Table A4 in the Appendix). These pronounced correlations are to a considerable extent caused by a variation of these variables with size due to complementarity, for example, having a large number of students means a larger teaching staff and a greater amount of 17 A plausible assumption for the selection of "true" zero values could be that the emergence of an innovative start-up in a region requires the presence of at least one university or of a nonuniversity public research institute. This assumption, however, is not unproblematic because it already implies the general hypothesis that innovative start-ups emerge from public research. Running a zero-inflated negative binomial model with the variable "presence of a university or non-university public research institute in the region" for the selection of the "true" zero values, we find that a Vuong test suggests that doing so is not a significant improvement over a standard negative binomial model. 18 A great deal of the financing and legal framework for universities and non-university public research institutes is the responsibility of the Federal States in Germany. Most of the Federal States also operate their own programs for promoting entrepreneurship.
resources. We deal with this problem as follows. In a first step, we estimate a baseline model without the indicators for universities and non-university public research institutes. In a second step, we add only one of these indicators at a time to this model. Our measure for the impact of these indicators is change in the AIC (Akaike Information Criterion) 19 (see Greene, 2008) compared to the baseline model. A decrease in the AIC value due to the inclusion of an additional variable indicates a better fit of the model in terms reducing the remaining "unexplained" variance. An increase in the remaining variance leads to a higher AIC value. In a final step, we perform a factor analysis for the variables that represent public research in order to aggregate this information and add a factor that represents the regional HEIs to the variables of the baseline model. Since the dependent as well as the independent variables are logged, the values of the estimated coefficients can be interpreted as elasticities that indicate the relative importance of the respective effect.
Independent variables and expected results
In our empirical analyses of the factors that determine the emergence of innovative start-ups we expect significant effects for all those variables that can be supposed to be generally conducive to new business formation (see Section 2.2.1). We include the number of regional workforce, which represents the pool of potential entrepreneurs and also reflects economies of size and agglomeration effects. The regional workforce is divided into the number of private-sector R&D employees, the number of employed persons excluding R&D employees, and the number of persons registered as being unemployed.
The number of R&D employees is an important part of the knowledge pool in the region. Since the number of R&D employees is highly correlated with the number of people with a tertiary degree, we do not include an indicator for the share of the workforce holding a tertiary degree. We expect a positive effect on the emergence of innovative start-ups for the number of employed people, particularly the number of R&D employees, but the impact of the number of unemployed people is a priori unclear. On the one hand, innovative start-ups can, of course, be set up by the unemployed. On the other hand, unemployed people have a relatively low propensity for starting their own business (Fritsch and Falck, 2007) , and this may be particularly true when it comes to innovative ventures that primarily represent opportunity, rather than necessity, entrepreneurship and require a relatively high level of qualification. Moreover, a high number of unemployed people in a region can be viewed as an indication of bad economic conditions and, therefore, poor prospects for success, which may prevent potential founders from setting up a firm in the region (Reynolds et al. 1994; Carree 2002; Sutaria and Hicks, 2004) .
We expect that founders have a strong tendency to start a business in the industry with which they were previously affiliated (Fritsch and Falck, 2007 ) and, in turn, this should result in a positive effect for the employment share of these industries. Hence, we include the employment share in the respective group of industries (high-technology, technologically advanced, technology-oriented services, non-innovative industries). This variable also reflects regional specialization in the respective group of industries as well as the available industry-specific knowledge. The share of employees in small establishments (those with fewer than 50 employees) should have a positive effect due to a generally higher propensity of small-firm employees to engage in start-up. 20 A positive effect can also be expected for the number of private R&D employees in adjacent districts, as these represent spatial knowledge spillovers over relatively short distances (Anselin, Varga and Acs, 1997; Asheim and Gertler, 2005) . We also expect a positive effect in the number of patents per 1,000
employees, which is a general measure for regional knowledge and R&D activity.
21
20 Employment in industry groups and small-firm employment are entered in the regressions as shares in overall regional employment because including these numbers would lead to double counting with the overall number of employees and cause multicollinearity. 21 We do not distinguish between patents registered by HEIs, non-university public research institutes, or the private sector for several reasons. One reason is that universities and other public research institutes in Germany are to different degrees selective with respect to patenting inventions so the number of patents is not a meaningful indicator of innovative output. A second reason is a change in the legal framework for university patenting that led to considerable change in patenting behavior during the period of analysis (for details, see Proff, Buenstorf and Hummel, 2012) .
Since the presence of universities and other kinds of public research institutes in the region may be an important source of knowledge for innovative start-ups, we expect a positive effect. Regional proximity to these institutions may be important because a great deal of their knowledge is of a tacit nature and tends to be "sticky," that is, it is regionally bound. This stickiness of regional knowledge is reflected in the pronounced tendency of spin-offs from universities -The presence of at least one extra-university public research institute (yes = 1; no = 0) and the number of such institutes in the region and in adjacent regions. As with the number of HEIs, the number of extra-university research institutes may reflect the variety of research fields.
-The numbers of students, graduates, Ph.D. students, and professors. These variables reflect different aspects of the HEI's size. The number of students and graduates indicates a contribution to workforce's education (i.e., its qualifications); the number of professors and Ph.D. students primarily signifies the volume of research being conducted.
-The amount of internal financing as well as the amount of third-party funds (external funds). To the extent that third-party funds come from private firms, they most likely reflect contract R&D and cooperation with these firms.
Because third-party funds are nearly always allocated via some kind of competitive procedure, they can also be regarded as an indication of research quality.
-The amount of internal funds and third-party funds per professor. These indicators represent the resource endowment and the quality of research largely independent of the HEI's size.
If public and private research in a region is conducive to the emergence of innovative start-ups, we may expect a concentration of this kind of new business in larger cities and agglomerations because both public research institutes as well as private-sector R&D tend to be concentrated in such highdensity areas. Other reasons for expecting a relatively high number of innovative start-ups in larger cities include agglomeration economies, such as large and diversified input markets and rich opportunities for direct face-to-face contacts, which can be assumed conducive to the transfer of knowledge. We do not include a measure for population density in our standard models because of its close statistical relationship with other variables that would lead to severe multicollinearity problems. Due to its close correlation with many other factors that may be the "true" determinants of innovative start-ups, including population density could obscure the effects that these other factors have on the emergence of innovative start-ups. However, in order to analyze the influence of agglomeration effects, we run our models for groups of regions having various population density (see Section 5.2).
Results
We first report the results for the baseline model with and without indicators for public research (Section 5.1). Given the close correlation between the different measures for public research, we perform a factor analysis and include a factor that represents the overall activities of regional HEIs in the model (Section 5.2).
All models are estimated for four groups of industries: high-technology manufacturing, technologically advanced manufacturing, technology-oriented services, and non-innovative or knowledge-intensive industries. Section 5.3 sets out the results of a number of extensions and robustness checks.
Results for the baseline model and indicators for regional public research
In our baseline model we find positive and statistically significant effects for the number of employed persons, excluding R&D employees, as well as for the employment share for the number of start-ups in all four industry groups (Table   2 ). Matching our expectations, the coefficient for the number of R&D employees has the highest value for new businesses in high-technology manufacturing industries followed by those in technologically advanced manufacturing and in technology-oriented service; it is not statistically significant for start-ups in noninnovative industries. The fact that the number of unemployed people has an effect only on start-ups in non-innovative industries clearly indicates that new businesses set up by unemployed people tend to occur in these industries. The share of employees in establishments with fewer than 50 employees also has a statistically significant positive effect except for start-ups in technologically advanced manufacturing. This positive effect may be an indication that founders of new businesses were previously employed in small firms or that the presence of industries with low minimum efficient size is conducive to start-ups (Fritsch and Falck, 2007) .
The number of patents per 1,000 employees has a positive effect on startups in high-technology manufacturing and in technology-oriented services but it is not statistically significant for start-ups in technologically advanced manufacturing ( Table 2) . The relationship with the number of start-ups in noninnovative industries is statistically significant but with a negative sign. This clearly indicates the importance of regional knowledge for the formation of innovative new businesses. We find no significantly positive effect for the number of R&D employees in surrounding regions, suggesting that interregional 
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.0810 (3.42)*** Notes: First row: Change in the AIC value due to the inclusion of the variable. Second row: Estimated coefficient and z-value in parentheses. ***: statistically significant at the 1% level; **: statistically significant at the 5% level; *: statistically significant at the 10% level.
When we include indicators for public research in these models, we find the highest increases of explained variance, as indicated by reduction of the AIC values, for the number of such institutions in a region, i.e., the number of HEIs, and the number of non-university public research institutes (Table 3) The effect of the "other" HEIs (arts colleges and universities of public administration) is considerably weaker than the effect of regular universities and This clearly indicates that public research is rather unimportant for new business formation in these sectors.
Since all independent variables are logged, the estimated coefficients can be interpreted as elasticities and used as indicators for the relative importance of the different variables. Comparing the estimated coefficients of the diverse measures for public research with the coefficients for private-sector R&D, such as the number of R&D employees, we find that many of the public research indicators are much more important. In most cases, the effect of the indicators for public research institutions is strongest for start-ups in high-technology manufacturing and weakest for new businesses in technology-oriented services.
Aggregation of indicators for regional public research
We conducted factor analyses to aggregate the information provided by the diverse indicators for HEIs. The factor analyses showed that different types of HEI activity, such as education and research, could not be meaningfully separated into different factors. Hence, we generated only one factor to represent regional HEIs, which is based on the number of graduates, the number of Ph.D. students, the number of professors, the amount of regular funds, and the amount of external funds (see Table A5 in the Appendix). This factor for HEI activity in the region and in adjacent regions was then included in the baseline model. Since our information about the non-university public research institutes is limited, we included the number of such institutes in the region and in the adjacent regions in order to represent this part of public research.
The results of the baseline model with the aggregate indicators for public research included are displayed in Table 4 . A main difference between these results and those from the baseline model without indicators for public research (Table 2) is that the number of regional private-sector R&D employees loses statistical significance, whereas both indicators for public research in the region are highly significant with the expected sign in the models for innovative and knowledge-intensive industries, but not in the estimate for non-innovative industries. However, it is problematic to conclude from this result that public R&D is more important for innovative start-ups than private-sector R&D due to the considerable correlation between the indicators for the two types of activities.
22 Presumably, the main source of these correlations is that there are pronounced spatially concentrated knowledge spillovers between these two types of R&D (Fritsch and Slavtchev, 2007) . Such spatially bounded knowledge spillovers are one reason for the co-location of public and private-sector R&D facilities. Moreover, both types of R&D prefer the same kind of region, mainly larger cities. The relationship between public and private R&D is complex.
Public institutions of education and research may provide important inputs for private-sector R&D, and R&D in both sectors may be interrelated, particularly at the regional level. 22 The correlation coefficient between the aggregate indicator for the regional HEIs (the number of non-university public research institutes) and the number of private-sector R&D employees is 0.465 (0.596); see Table A2 in the Appendix. The correlation between the regional number of private-sector R&D employees and the aggregate indicator for HEIs (the number of nonuniversity public research institutes) in adjacent regions is 0.323 (-0,021). -8,442.796 -10,201.906 -16,644.181 -20,684.196 AIC (change in AIC compared to the baseline model in Table 3 It is remarkable that the number of non-university public research institutes has a considerably stronger effect than the aggregate indicator for the regional 
Extensions and robustness checks
We performed a number of robustness checks in order to test the stability of the results. 23 First, we ran the models with fixed effects. As expected, a fixed effects panel estimator does not lead to meaningful results. In these models, many of the indicators for public research are not statistically significant, which is obviously due to low levels of variation over time. Second, given the strong effect that we found for the presence of at least one HEI or non-university public research institute, we ran the regressions for only those regions that have at least one such institute (about 62 percent of all regions). Considerable differences in the estimates from the models for all regions could indicate that the coefficients for the number of institutes mainly reflect the presence of at 23 The results are available from the authors upon request. we sorted the regions based on population density into three groups of equal size and ran the regressions separately for regions with relatively low, medium, and high level of population density. We found that the coefficient for the aggregate effect of HEIs is highest in regions with low population density, somewhat lower in regions with medium density, and relatively low in high density areas. These results suggest that HEIs may have a particularly pronounced effect in low-density regions and that their effect in high-density areas is somewhat obscured by other factors, making it difficult to identify their precise role using this type of analysis. We also find that the number of nonuniversity public research institutes has a statistically significant effect only in regions with relatively high population density. One main reason for this result may be the rather high concentration of these institutions in agglomerations and that there are nearly no non-university public research institutions in rural areas.
Another reason could be relatively high correlation between the aggregate indicator for HEIs and the number of non-university research institutes. 
Summary and conclusions
We analyzed a rich dataset containing particularly detailed information about institutes of tertiary education in German regions. According to our empirical analysis, there is a strong relationship between the mere presence of universities and other types of public research institutes and the emergence of new businesses in industries commonly classified as innovative. Other indicators that reflect the size of these institutions or the quality of research are 24 The coefficient of correlation between these two indicators in the overall sample is 0.488 (see Table A2 in the Appendix).
also statistically significant, but have a considerably smaller impact. We also find some positive effects for public research institutes in adjacent regions, thus indicating interregional spillovers, but these effects are modest and often not statistically significant. The impact of public research is particularly pronounced for start-ups in high-technology and technologically advanced manufacturing industries and tends to be considerably less important for new business formation in technology-oriented services. Our results suggest that public research has hardly any impact on new business formation in industries that are not particularly innovative.
Due to the pronounced correlations between many of the various indicators for public research, however, we were not able to exactly determine which characteristics of public research institutions are the most important with regard to the emergence of innovative new businesses. In particular, even factor analysis did not reveal separate factors representing different aspects of public education and research. Moreover, we do not think that even more sophisticated econometric methods applied to aggregate data for whole regions can overcome the problem of strong interrelation between the variables for public research. Further insights that may provide more detailed policy guidance are mainly to be expected from analyzing micro data and by means of qualitative analysis on a case-study basis. Despite such limitations, however, the main conclusion from our analysis is crystal clear: public research in a region is a main source of innovative start-ups and the regional distribution of innovative new businesses is highly influenced by the regional distribution of public research institutions. Hence, policy aimed at increasing and/or improving public research may be crucial for long-term regional development (Carree, Della Malva and Santarelli, forthcoming) . However, this in no way means that other aspects of regional conditions are unimportant. On the contrary, there are strong indications that the effect of public research on regional development may vary considerably across regions. Whether this is due to characteristics of the research institutes or to other region-specific factors (e.g., Astebro and Bazzazian, 2011; Bonaccorsi, et al., 2013; Piva, Grilli and Rossi-Lamastra, 2011 ) is an important avenue for further research. 
