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MODIFIED TURAEV-VIRO INVARIANTS
FROM QUANTUM sl(2|1)
CRISTINA ANA-MARIA ANGHEL AND NATHAN GEER
Abstract. The category of finite dimensional module over the quantum su-
peralgebra Uq(sl(2|1)) is not semi-simple and the quantum dimension of a
generic Uq(sl(2|1))-module vanishes. This vanishing happens for any value of
q (even when q is not a root of unity). These properties make it difficult to
create a fusion or modular category. Loosely speaking, the standard way to
obtain such a category from a quantum group is: 1) specialize q to a root of
unity; this forces some modules to have zero quantum dimension, 2) quotient
by morphisms of modules with zero quantum dimension, 3) show the result-
ing category is finite and semi-simple. In this paper we show an analogous
construction works in the context of Uq(sl(2|1)) by replacing the vanishing
quantum dimension with a modified quantum dimension. In particular, we
specialize q to a root of unity, quotient by morphisms of modules with zero
modified quantum dimension and show the resulting category is generically
finite semi-simple. Moreover, we show the categories of this paper are relative
G-spherical categories. As a consequence we obtain invariants of 3-manifold
with additional structures.
1. Introduction
The numerical 6j-symbols associated with the Lie algebra sl2(C) were first in-
troduced in theoretical physics by Eugene Wigner in 1940 and Giulio (Yoel) Racah
in 1942. These symbols have been generalized to quantum 6j-symbols coming
from tensor categories. If the category is fusion and spherical then the quantum
6j-symbols lead to Turaev-Viro invariants of 3-manifold (see [2, 3, 21, 26, 25]).
The prototype of such a topological invariant arises from a particular category of
modules over the quantum algebra Uq(sl2(C)).
Let us describe the T-V construction for this example. Without modification the
category of finite dimensional modules over Uq(sl2(C)) is not fusion. If q is generic
then there are an infinite number of non-isomorphic simple modules. When q is a
root of unity then the quantum dimension of some of these modules becomes zero.
Loosely speaking, by taking the quotient of such modules one obtains a category
with a finite number of simple modules. More precisely, taking the quotient of the
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category of Uq(sl2(C))-modules by negligible morphisms one obtains the desired
spherical and fusion category S . Here a morphism f : V → W is negligible if for
all morphisms g : W → V we have
Trq(f ◦ g) = 0
where Trq is the quantum trace. If V is a simple module whose quantum dimension
qdim(V ) = Trq(IdV ) is zero then any morphism to or from V is negligible; such a
module is called negligible. The simple modules which are not negligible are said
to be in the alcove.
The Turaev-Viro invariant is defined as a certain state sum computed on an arbi-
trary triangulation of a 3-manifold. The state sum on a triangulation T of a closed
3-manifold M is defined, roughly speaking, as follows: Consider states of T which
are maps from the edges of T to a finite index set I corresponding to isomorphism
class of simple objects in the category S . Given a state ϕ : {edges of T } → I one
associates with each tetrahedron T of T a particular quantum 6j-symbol denoted
by |T |ϕ. The state sum is defined by taking the product of these symbols over all
tetrahedra of T and summing up the resulting products (with certain weights) over
all I colorings of T :
(1)
TV (T ) = D−2v
∑
ϕ state
 ∏
e∈{edges of T }
qdim(ϕ(e))
 ∏
T∈{tetrahedron of T }
|T |ϕ

where qdim(ϕ(e)) is the quantum dimension of the simple module associated to
ϕ(e) and D2 =
∑
i∈I qdim(i)
2.
The main point of this construction is that the state sum TV (T ) is indepen-
dent of the choice of triangulation. This can be verified in two steps. First, the
quantum 6j-symbols satisfy the symmetries of the tetrahedron. Second, any two
triangulations of a closed 3-manifold can be transformed into one another by a finite
sequence of the so called Pachner moves and an ambient isotopy (see [24]). Thus,
it is enough to check that the state sum is invariant under the Pachner moves. For
the category S , these moves correspond to well-known algebraic identities which
the quantum 6j-symbols satisfy.
Obstructions to applying this construction to a general pivotal tensor category
C include:
(1) zero quantum dimensions,
(2) non-semi-simplicity of C ,
(3) infinitely many isomorphism classes of simple objects of C .
Kashaev [19] and later Baseilhac and Benedetti [4] considered 3-manifold invariants
arising from a category with such obstructions, namely the category of modules
over the Borel subalgebra of quantum sl(2) at a root of unity. Geer, Patureau-
Mirand, and Turaev [14] gave an alternate general approach to dealing with these
obstructions and defined a secondary Turaev-Viro invariant of oriented 3-manifolds
M . This is accomplished by three main modifications of the T-V invariant.
First, to address obstruction (1) they replace the vanishing qdim and |T |ϕ in
Equation (1) with corresponding non-zero modified quantum dimension and mod-
ified 6j-symbol, see [13, 14].
The second modification is dealing with the last two obstructions. If the usual
state sum described above is applied to a category with infinitely many isomorphism
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classes of simple objects, this sum is of course infinite. With this in mind, the
authors of [14] required that the pivotal tensor category C had additional structure,
including a G-grading on C where G is an abelian group. To overcome the infinite
sum problem, a finite number of modules are selected using a cohomology class in
H1(M,G). This step also addresses obstruction (2) by requiring that generically
graded pieces of the category are semi-simple.
The final modification is to introduce a link L in the manifold M . If one applies
the changes described above, in the first two steps the invariant can still be zero or
not well defined (see [14]). In particular, the sum of the modified dimensions over
a graded piece is zero, i.e. the analogous quantity associated to D2 in Equation (1)
is zero. To construct a non-zero invariant one can consider triangulations T of M
that realized the isotopy class of L as a so called Hamiltonian link in T (see [4]).
The Hamiltonian link is used to modify the weights in the terms of the state sum.
Let us be more precise. The construction of the modified TV-invariant works in
the context of a relative G-spherical category (see Section 2 for details): Let G be
an abelian group with a small symmetric subset X ⊂ G. Let C =
⊕
g∈G Cg be a
G-graded pivotal k-category such that
(1) Cg is finitely semi-simple for each g ∈ G \ X ,
(2) there exists a t-ambi pair (A, d : A→ k×) where each object of A is isomor-
phic to a unique element of ∪g∈G\XIg and Ig represents the isomorphic
classes of simple objects of Cg,
(3) there exists a map b : A→ k satisfying the condition in Definition 2.3.1.
In [14] it is shown that a relative G-spherical category (with basic data) gives rise to
modified quantum 6j-symbols. In this context, these 6j-symbols are not numbers
but rather tensors on certain multiplicity spaces.
Let M be a closed orientable 3-manifold and L a link in M . Following [4], we
consider H-triangulation (T ,L) of (M,L): T is a quasi-regular triangulation of M ,
L is a set of unoriented edges of T such that every vertex of T belongs to exactly
two edges of L and the union of the edges in L is the link L. Let Φ : {edges} → G
be a G-valued 1-cocycle on T which takes values in G\X . A state of the G-coloring
Φ is a map ϕ assigning to every oriented edge e of T an element ϕ(e) of IΦ(e) such
that ϕ(−e) = ϕ(e)∗ for all e. The set of all states of Φ is denoted St(Φ).
Give a state ϕ and a tetrahedron T of T we can associate a modified 6j-symbols
|T |ϕ, for details see [14]. Any face of T belongs to exactly two tetrahedra of T , and
the associated multiplicity modules are dual to each other. The tensor product of
the 6j-symbols |T |ϕ associated to all tetrahedra T of T can be contracted using
this duality. We denote by cntr the tensor product of all these contractions. Let T1
be the set of unoriented edges T and let T3 the set of tetrahedra of T . Set
TV (T ,L,Φ) =
∑
ϕ∈St(Φ)
∏
e∈T1\L
d(ϕ(e))
∏
e∈L
b(ϕ(e)) cntr
(⊗
T∈T3
|T |ϕ
)
∈ k.
Theorem 1.0.1. TV (T ,L,Φ) depends only on the isotopy class of L in M and
the cohomology class [Φ] ∈ H1(M,G). It does not depend on the choice of the
H-triangulation of (M,L) and on the choice of Φ in its cohomology class.
In this paper we show that the category D of finite dimensional modules over
the quantum linear Lie superalgebra Uq(sl(2|1)) leads to a relative G-spherical
category and so gives rise to a modified TV-invariant. Our approach is based on a
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generalization of the usual technique: we take a quotient by negligible morphisms
corresponding to the modified trace. As we will discuss, the obtained invariants
should have different properties than the usual TV-invariants.
The category D has the obstructions (1)–(3) listed above. When q is generic,
the simple Uq(sl(2|1))-modules are indexed by pairs (n, α) where n ∈ N and α ∈ C.
Even when q is generic most of these simple modules have vanishing quantum
dimensions. Therefore, taking the quotient of D by the negligible morphisms cor-
responding to the quantum trace would trivialize most of the category. Alterna-
tively, the ideal I generated by the four dimensional module V (0, α) has a non-zero
modified trace and corresponding non-zero modified quantum dimensions. When
q = e2pii/l is a root of unity some of these modified quantum dimensions become
zero. In particular, the modified quantum dimensions of modules on the boundary
of the “alcove” vanish. The idea behind this paper is to take the quotient of D by
these modules to obtain a relative G-spherical category.
This construction has a novel feature: The alcove has an infinite number of
non-isomorphic simple modules V (n, α˜) where α˜ ∈ C/lZ, 0 ≤ n ≤ l′ − 2 and
l′ = 2l3+(−1)l . Let V (n, α) be the simple module over Uq(sl(2|1)) when q is generic.
By setting q = e2pii/l the module V (n, α) specializes to V (n, α + lZ) for α ∈ C.
Modified 6j-symbols corresponding to these modules exist for both q generic and
q = e2pii/l. An interesting problem is to see if the 6j-symbols coming from generic
q will specialize to the 6j-symbols constructed in this paper for roots of unity of
any order. If this is true one could see if there exist an invariant defined for
generic q which when specialized to q = e2pii/l, for any l recovers the modified
TV-invariants corresponding to the relative G-spherical categories defined in this
paper. Results in this direction have been obtain for the usual Reshetikhin-Turaev
quantum invariants, see [17, 18, 22, 23] and references within.
What is different in our context is that the modified invariants arising from
the work of this paper require manifolds with additional structures, including the
cohomology class discussed above. This makes the definition of the invariants more
technical but can also add new information. For example, the modified RT-type
invariants of [7, 6] recover the multivariable Alexander polynomial and Reidemeister
torsion, which allows the reproduction of the classification of lens spaces. Also, the
invariants of [7, 6] give rise to TQFTs and mapping class group representations with
the notable property that the action of a Dehn twist has infinite order. This is in
strong contrast with the usual quantum mapping class group representations where
all Dehn twists have finite order. We expect similar properties for the invariants
coming from this paper. Combining such properties with the ideas discussed in the
previous paragraph could lead to appealing applications.
We should also mention that 3-manifold invariants arising from a quantization
of sl(2|1) have already been constructed by Ha in [16]. Ha’s construction uses a
“unrolled” version of quantum sl(2|1). He also uses a modified trace on a different
ideal which consists of projective modules, most of which only exist when q is a
root of unity. In comparison, in this paper the quotient of D we take contains
all the projective modules of D . Also, for 0 ≤ n ≤ l′ − 2 and α ∈ C the ideal
Ha works with does not contain a module which is the specialization of the simple
Uq(sl(2|1))-module V (n, α) discussed above.
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2. Categorical Preliminaries
As mentioned above our main theorem will be that Uq(sl(2|1)) gives rises to a
relative G-spherical category. With this in mind, in this section we will recall the
general definition of such a category, for more details see [11, 14].
2.1. k-categories. Let k be a field. A tensor k-category is a tensor category C
such that its hom-sets are left k-modules, the composition and tensor product of
morphisms is k-bilinear, and the canonical k-algebra map k→ EndC (I), k 7→ k IdI
is an isomorphism (where I is the unit object). A tensor category is pivotal if it
has dual objects and duality morphisms
−→
coevV : I→ V⊗V
∗,
−→
ev V : V
∗⊗V → I,
←−
coevV : I→ V
∗⊗V and
←−
ev V : V⊗V
∗ → I
which satisfy compatibility conditions (see for example [2, 9]).
An object V of C is simple if EndC (V ) = k IdV . Let V be an object in C and
let α : V → W and β : W → V be morphisms. The triple (V, α, β) (or just the
object V ) is a retract of W if βα = IdV . An object W is a direct sum of the finite
family {Vi}i of objects of C if there exist retracts (Vi, αi, βi) of W with βiαj = 0
for i 6= j and IdW =
∑
i αiβi. An object which is a direct sum of simple objects is
called semi-simple.
2.2. Colored ribbon graph invariants. Let C be a pivotal k-category. A ribbon
graph is formed from several oriented framed edges colored by objects of C and
several coupons colored with morphisms of C . We say a C -colored ribbon graph
in R2 (resp. S2 = R2 ∪ {∞}) is called planar (resp. spherical). Let F be the usual
Reshetikhin-Turaev functor from the category of C -colored planar ribbon graphs
to C (see [25]).
Let T ⊂ S2 be a closed C -colored ribbon graph. Let e be an edge of T colored
with a simple object V of C . Cutting T at a point of e, we obtain a C -colored
ribbon graph TV in R× [0, 1] where F(TV ) ∈ End(V ) = k IdV . We call TV a cutting
presentation of T and let 〈TV 〉 ∈ k denote the isotopy invariant of TV defined from
the equality F(TV ) = 〈TV 〉 IdV .
Let A be a class of simple objects of C and d : A → k× be a mapping such
that d(V ) = d(V ∗) and d(V ) = d(V ′) if V is isomorphic to V ′. We say (A, d)
is t-ambi pair if for any closed C -colored trivalent ribbon graph T with any two
cutting presentations TV and TV ′ , V, V
′ ∈ A the following equation holds:
d(V )〈TV 〉 = d(V
′)〈T ′V 〉.
2.3. G-graded and generically G-semi-simple categories. Let G be a group.
A pivotal k-category is G-graded if for each g ∈ G we have a non-empty full sub-
category Cg of C such that
(1) I ∈ Ce, (where e is the identity element of G)
(2) C =
⊕
g∈G Cg,
(3) if V ∈ Cg, then V ∗ ∈ Cg−1 ,
(4) if V ∈ Cg, V ′ ∈ Cg′ then V ⊗ V ′ ∈ Cgg′ ,
(5) if V ∈ Cg, V ′ ∈ Cg′ and HomC (V, V ′) 6= 0, then g = g′.
For a subset X ⊂ G we say:
(1) X is symmetric if X−1 = X ,
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(2) X is small in G if the group G can not be covered by a finite number of
translated copies of X , in other words, for any g1, . . . , gn ∈ G, we have⋃n
i=1(giX ) 6= G.
(1) A k-category C is semi-simple if all its objects are semi-simple.
(2) A k-category C is finitely semi-simple if it is semi-simple and has finitely
many isomorphism classes of simple objects.
(3) A G-graded category C is a generically finitely G-semi-simple category if
there exists a small symmetric subset X ⊂ G such that for each g ∈ G \ X ,
Cg is finitely semi-simple. By a generic simple object we mean a simple
object of Cg for some g ∈ G \ X .
The notion of genericallyG-semi-simple categories appears in [14, 12] through the
following generalization of fusion categories (in particular, fusion categories satisfy
the following definition when G is the trivial group, X = ∅ and d = b = qdimC is
the quantum dimension):
Definition 2.3.1 (Relative G-spherical category). Let C be a generically finitely
G-semi-simple pivotal k-category with small symmetric subset X ⊂ G and let A be
the class of generic simple objects of C . We say that C is (X , d)-relativeG-spherical
if
(1) there exists a map d : A→ k× such that (A, d) is a t-ambi pair,
(2) there exists a map b : A→ k such that b(V ) = b(V ∗), b(V ) = b(V ′) for any
isomorphic objects V, V ′ ∈ A and for any g1, g2, g1g2 ∈ G\X and V ∈ Gg1g2
we have
b(V ) =
∑
V1∈irr(Cg1), V2∈irr(Cg2)
b(V1) b(V2) dimk(HomC (V, V1 ⊗ V2))
where irr(Cgi ) denotes a representing set of isomorphism classes of simple
objects of Cgi .
If C is a category with the above data, for brevity we say C is a relative G-
spherical category. In [14], to construct a 3-manifold invariant from a relative G-
spherical category C the authors assume that C has a technical requirement called
basic data. The following lemma (proved in [11]) says that in most situations X
can be enlarged so that C has basic data. This lemma implies that we can assume
the categories we considered in this paper have basic data.
Lemma 2.3.2. If no object of A is isomorphic to its dual, then C contains a basic
data. In particular, basic data exists if X contains the set {g ∈ G : g = g−1}.
2.4. Traces on ideals in pivotal categories. In this subsection we recall some
facts about right traces in a pivotal k-category C , for more details see [15, 9]. In
this paper we will use right traces to show that a t-ambi pair exists.
By a right ideal of C we mean a full subcategory I of C such that:
(1) If V ∈ I and W ∈ C , then V ⊗W ∈ I.
(2) If V ∈ I and if W ∈ C is a retract of V , then W ∈ I.
A right trace on a right ideal I is a family of linear functions
{tV : EndC (V )→ k}V ∈I
such that:
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(1) If U, V ∈ I then for any morphisms f : V → U and g : U → V in C we
have
tV (gf) = tU (fg).
(2) If U ∈ I and W ∈ C then for any f ∈ EndC (U ⊗W ) we have
tU⊗W (f) = tU
(
(IdU ⊗
←−
evW )(f ⊗ IdW∗)(IdU ⊗
−→
coevW )
)
Next we recall how to construct a right trace. Given an object V of C we define
the ideal generated by V as
IV = {W ∈ C |W is a retract of V ⊗X for some object X}.
In [15] the notion of a right ambidextrous simple object is developed (see Sections
4.2 and 4.4 of [15]). Theorem 10 of [15] implies:
Theorem 2.4.1 ([15]). If V is a right ambidextrous simple object then there exists
a non-zero right trace {tV } on the ideal IV ; this trace is unique up to multiplication
by a non-zero scalar.
Now we will recall a way to show a simple object is right ambidextrous. Let
V be a simple object in C . We fix a direct sum decomposition of V ⊗ V ∗ into
indecomposable objects Wi indexed by a set I:
(2) V ⊗ V ∗ =
⊕
k∈I
Wk.
Let ik : Wk → V ⊗ V ∗ and pk : V ⊗ V ∗ →Wk be the morphisms corresponding to
this decomposition. In particular,
∑
k∈I ikpk = IdV⊗V ∗ and pkik = IdWk , for all
k ∈ I. From Lemma 3.1.1 of [9] we have the following lemma:
Lemma 2.4.2 ([9]). There exists unique j, j′ ∈ I so that
(1) HomC (I,Wj) is non-zero and is spanned by pj
−→
coevV and
(2) HomC (Wj′ , I) is non-zero and is spanned by
←−
ev V ij′ .
Theorem 3.1.3. of [9] gives the following theorem.
Theorem 2.4.3 ([9]). The simple object V is right ambidextrous if and only if
j = j′.
Finally, let us explain how to produce a t-ambi pair from a right trace. Let t be
a right trace on a right ideal I of C . Let d be the modified dimension associated
with t defined by d(V ) = tV (IdV ) for V ∈ I. Set
B = {V ∈ I ∩ I∗ |V is simple and d(V ) = d(V ∗)}
where I∗ = {V ∈ C | V ∗ ∈ I}. The following theorem is Corollary 7 in [15].
Theorem 2.4.4 ([15]). The pair (B, d) is a t-ambi pair.
3. Quantum sl(2|1) at roots of unity
3.1. Notation. Fix a positive integer l ≥ 3 and let q = e
2pi
√−1
l be a lth-root of
unity. Set
l′ =
{
l if l is odd
l/2 if l is even
.
We use two quotients of the complex numbers: C/Z and C/lZ. We will use greek
letters to denote elements of C. We will denote elements in C/Z and C/lZ with
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bars and tildes, respectively. In this paper, both C/Z and C/lZ are abelian groups
induced from the addition in C.
For α ∈ C let α˜ be the element of C/lZ such that α is in the equivalence class of
α˜. In other words, α maps to α˜ under the obvious map C → C/lZ. Similarly, for
α ∈ C or α˜ ∈ C/lZ let α¯ ∈ C/Z such that α or α˜ is mapped to α¯ under the map
C → C/Z or C/lZ → C/Z, respectively. For x in C or C/lZ set {x} = qx − q−x
and [x] = {x}{1} .
3.2. Superspaces. A superspace is a Z2-graded vector space V = V|0| ⊕ V|1| over
C. We denote the parity of a homogeneous element x ∈ V by |x| ∈ Z2. We say
x is even (odd) if x ∈ V|0| (resp. x ∈ V|1|). If V and W are Z2-graded vector
spaces then the space of linear maps HomC(V,W ) has a natural Z2-grading given
by f ∈ HomC(V,W )|j| if f(V|i|) ⊂W|i|+|j| for |i|, |j| ∈ Z2. Throughout, all modules
of over a Z2-graded ring will be Z2-graded modules.
3.3. The superalgebra Uq(sl(2|1)). Let A = (aij) be the 2 × 2 matrix given by
a11 = 2, a12 = a21 = −1 and a22 = 0. Let Uq(sl(2|1)) be the C-superalgebra
generated by the elements Ki,K
−1
i , Ei and Fi, i = 1, 2, subject to the relations:
K±1i Kj = KjK
±1
i , K
−1
i K
±1
j = K
±1
j K
−1
i , KiFjK
−1
i = q
−aijFj ,
KiEjK
−1
i = q
aijEj , [Ei, Fj ] =δi,j
Ki −K
−1
i
q − q−1
,
E21E2 − (q + q
−1)E1E2E1 + E2E
2
1 = 0, F
2
1F2 − (q + q
−1)F1F2F1 + F2F
2
1 = 0
(3)
where [, ] is the super-commutator given by [x, y] = xy−(−1)|x||y|yx. All generators
are even except for E2 and F2 which are odd. The algebra Uq(sl(2|1)) is a Hopf
algebra where the coproduct, counit and antipode are defined by
∆(Ei) =Ei ⊗ 1 +K
−1
i ⊗ Ei, ǫ(Ei) =0 S(Ei) =−KiEi
∆(Fi) =Fi ⊗Ki + 1⊗ Fi, ǫ(Fi) =0 S(Fi) =− FiK
−1
i
∆(Ki) =Ki ⊗Ki ε(Ki) =1, S(Ki) =K
−1
i ,
∆(K−1i ) =K
−1
i ⊗K
−1
i ε(K
−1
i ) =1, S(K
−1
i ) =Ki.
3.4. Representations of Uq(sl(2|1)). A Uq(sl(2|1))-module V is a weight module
if V is finite dimensional and both K1 and K2 act diagonally on V . Let D be the
tensor category of finite dimensional Z2-graded weight Uq(sl(2|1))-modules, whose
unit object is the trivial module I = C. It is easy to see that this category is a
C-category.
A direct calculation shows that S2(x) = K−22 xK
2
2 for all x ∈ Uq(sl(2|1)). Thus,
the square of the antipode is equal the conjugation of a group-like element and so D
is a pivotal category (see [5, Proposition 2.9]). In particular, for any object V in D ,
the dual object and the duality morphisms are defined as follows: V ∗ = HomC(V,C)
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and
−→
coevV :C→ V ⊗ V
∗ is given by 1 7→
∑
vj ⊗ v
∗
j ,
−→
ev V :V
∗ ⊗ V → C is given by f ⊗ w 7→ f(w),
←−
coevV :C→ V
∗ ⊗ V is given by 1 7→
∑
(−1)|vj |v∗j ⊗K
2
2vj ,(4)
←−
ev V :V ⊗ V
∗ → C is given by v ⊗ f 7→ (−1)|f ||v|f(K−22 v),
where {vj} is a basis of V and {v∗j } is the dual basis of V
∗. These morphisms
satisfy the compatibility conditions of a pivotal category.
The simple Uq(sl(2|1))-modules have been studied in [1]. Here we will consider
what they call the typical type A representations : let ω ∈ {±1}, 0 ≤ n ≤ l′− 1 and
α˜ ∈ C/lZ then there exists a highest weight module V (ω, n, α˜) with highest weight
vector v such that
Eiv = 0, K1v = ωq
nv and K2v = q
α˜v.
In [1] it is shown that under certain conditions V (ω, n, α˜) is a simple module of
dimension 4(n+1). Let us now give these conditions. To simplify notation if ω = 1
we set V (n, α˜) = V (1, n, α˜).
Proposition 3.4.1 ([1], page 873). If [α˜] · [α˜+ n+ 1] 6= 0 then V (n, α˜) is simple.
Remark 3.4.2. We use slightly different notation than [1]. Our module V (n, α˜)
corresponds to the module from [1, page 873] with the following parameters:
ω = 1, N = n+ 1, λ1 = q
n, µ1 = n = N − 1, λ2 = q
α, µ2 = α.
Since
[x] = 0⇔
qx − q−x
q − q−1
= 0⇔ qx − q−x = 0⇔ q2x = 1⇔ x ∈
l
2
Z
then the above proposition implies that V (n, α˜) is simple if α˜ ∈ ( l2Z)/lZ∪ ((
l
2Z)−
(n+ 1))/lZ. In particular, if α¯ /∈ {0¯, l¯2} ⊆ C/Z then V (n, α˜) is simple.
Theorem 3.4.3 ([1]). Let n ∈ {0, ..., l′ − 1} and α˜ 6∈ ( l2Z)/lZ ∪ ((
l
2Z) − (n +
1))/lZ. Then V (n, α˜) has a basis {wρ,σ,p|p ∈ {0, ..., n}; ρ, σ ∈ {0, 1}} whose action
of Uq(sl(2|1)) is given by:
K1 · wρ,σ,p = q
ρ−σ+n−2pwρ,σ,p, K2 · wρ,σ,p = q
α˜+σ+pwρ,σ,p,(5)
F1 · wρ,σ,p = q
σ−ρwρ,σ,p+1 − ρ(1− σ)q
−ρwρ−1,σ+1,p, F2 · wρ,σ,p = (1− ρ)wρ+1,σ,p,
(6)
(7) E1 · wρ,σ,p = −σ(1− ρ)q
n−2p+1wρ+1,σ−1,p + [p][n− p+ 1]wρ,σ,p−1,
(8) E2 · wρ,σ,p = ρ[α˜+ p+ σ]wρ−1,σ,p + σ(−1)
ρq−α˜−pwρ,σ−1,p+1.
Here the super grading of this basis is given by |wρ,σ,p| = ρ+ σ ∈ Z/2Z.
Since w1,1,n is a lowest weight vector of V (n, α˜) with weight (−n, α˜+ n˜+1˜) then
we have
V (n, α˜)∗ = V (n,−α˜− n˜− 1˜).
We will use the modules of the form V (0, α˜) extensively. With this in mind we
highlight the structure of such modules. If α˜ 6∈ ( l2Z)/lZ∪ ((
l
2Z)− (n+1))/lZ then
V (0, α˜) is a 4-dimensional module with the following action:
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w0,0 w1,0 w0,1 w1,1
ρ = 0, σ = 0 ρ = 0, σ = 0 ρ = 0, σ = 0 ρ = 0, σ = 0
K1 w0,0 qw1,0 q
−1w0,1 w1,1
K2 q
α˜w0,0 q
α˜w1,0 q
α˜+1w0,1 q
α˜+1w1,1
E1 0 0 w1,0 0
E2 0 [α˜]w0,0 0 [α˜+ 1]w0,1
F1 0 w0,1 0 0
F2 w1,0 0 w1,1 0
We will use the following lemma in the proof of the Decomposition Lemma below.
Lemma 3.4.4. Let V be an object in C . Suppose V1, ..., Vn are simple submodules
of V such that Vi is not isomorphic to Vj for all i 6= j and
dim(V1) + ...+ dim(Vn) = dim(V ).
Then V = V1 ⊕ ...⊕ Vn.
Proof. Consider the statement P (k): if i1, ..., ik, j ∈ {1, ..., n} are all different then
Vj ∩ (Vi1 + ...+ Vik) = {0}.
If P (k) were true for k ∈ {1, ..., n− 1} then V1 ⊕ ...⊕ Vn would be a submodule of
V . The hypothesis on the dimensions would then imply
V = V1 ⊕ ...⊕ Vn.
Thus, it suffices to prove P (k) holds for k ∈ {1, ..., n − 1}. We will do this by
induction.
First, we will show P (1) holds. Let i, j ∈ {1, ..., n} such that Vi ∩ Vj 6= {0} and
i 6= j. Therefore, there is a non-zero vector in Vi ∩Vj which generates a submodule
W of Vi ∩ Vj . In particular, W is a submodule of both Vi and Vj . Since these
modules are simple we have W is equal to both Vi and Vj . Thus, Vi = Vj which is
a contradiction.
Next assuming P (k) is true we will show P (k+1) holds. Let i1, ..., ik+1 and j be
unique elements of {1, ..., n}. Suppose by contradiction that Vj∩(Vi1 + ...+Vik+1) 6=
{0} and let v be a non-zero vector in this intersection. Let < v > be the non-zero
module generated by v. Since v ∈ Vj then < v > is a submodule of Vj . But Vj is
simple so < v >= Vj . Similarly, v ∈ Vi1 + ...+ Vik+1 implying < v > is in this sum
and we conclude
Vj ⊆ Vi1 + ...+ Vik+1 .
From the induction step for P (k), we deduce that Vi1+...+Vik+1 = Vi1⊕...⊕Vik+1.
Combining the last two observations, we have Vj is a submodule of Vi1 ⊕ ...⊕Vik+1 .
This implies HomC (Vj , Vi1 ⊕ ... ⊕ Vik+1) 6= {0} since the inclusion morphism is in
this space.
On the other hand, since the simple modules Vj and Vis are non-isomorphic for
s ∈ {1, .., k + 1} then HomC (Vj , Vis) = {0}. This implies
HomC (Vj , Vi1 ⊕ ...⊕ Vik+1 ) = HomC (Vj , Vi1 )⊕ ...⊕HomC (Vj , Vik+1) = {0}.
But above we showed this homomorphism space was non-zero so we have a contra-
diction. Thus, the induction step is complete. 
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Lemma 3.4.5. (Decomposition Lemma) Let α˜, β˜ ∈ C/lZ with α¯, β¯ 6∈ {0¯, l¯2} and
α¯+ β¯ 6∈ {0¯, l¯2}. Then for any n ∈ {0, ..., l
′ − 2} we have
V (0, α˜)⊗V (n, β˜) = V (n, α˜+β˜)⊕V (n+1, α˜+β˜)⊕V (n−1, α˜+β˜+1)⊕V (n, α˜+β˜+1)
where we use the convention that V (−1, α˜+ β˜ + 1) = 0 in the case when n = 0.
Proof. We will prove the case when n 6= 0 (the case n=0 will be analogous). Since
α¯, β¯ /∈ {0¯, l¯2}, it means that V (0, α˜) and V (n, β˜) have the structure described in
Theorem 3.4.3: let {w
(0,α˜)
ρ,σ } and {w
(n,β˜)
ρ,σ,p } be the bases of V (0, α˜) and V (n, β˜),
respectively.
We will prove that there are four highest weight vectors:
v(n,α˜+β˜), v(n+1,α˜+β˜), v(n−1,α˜+β˜+1), v(n,α˜+β˜+1) ∈ V (0, α˜)⊗ V (n, β˜)
where the weight of v(i,γ˜) is (q
i, qγ˜). First, clearly v(n,α˜+β˜) := w
(0,α˜)
0,0 ⊗ w
(n,β˜)
0,0,0 is
a highest weight vector of weight (n, α˜ + β˜). Second, we want to find a highest
weight vector v2 = v(n+1,α˜+β˜) with weight (q
n+1, qα˜+β˜). We’ll search for v2 as a
combination of the form:
v2 = w
(0,α˜)
0,0 ⊗ w
(n,β˜)
1,0,0 + c · w
(0,α˜)
1,0 ⊗ w
(n,β˜)
0,0,0 .
To find c we check that E1 and E2 act by zero. For any c we have E1(v2) = 0. On
the other hand, E2(v2) = 0 implies c = −q−α˜ ·
[β˜]
[α˜] . So,
v2 = w
(0,α˜)
0,0 ⊗ w
(n,β˜)
1,0,0 − q
−α˜ ·
[β˜]
[α˜]
· w
(0,α˜)
1,0 ⊗ w
(n,β˜)
0,0,0
is a highest weight vector.
Third, we want a highest weight vector v3 = v(n−1,α˜+β˜+1) of the form
c1w
(0,α˜)
0,0 ⊗ w
(n,β˜)
0,1,0 + c2w
(0,α˜)
0,0 ⊗ w
(n,β˜)
1,0,1 + c3w
(0,α˜)
1,0 ⊗ w
(n,β˜)
0,0,1 + c4w
(0,α˜)
0,1 ⊗ w
(n,β˜)
0,0,0 .
After checking the conditions which come from the action of E1 and E2, and setting
c2 = 1 we obtain:
v3 = q
−(n+1)[1][n] · w
(0,α˜)
0,0 ⊗ w
(n,β˜)
0,1,0 + w
(0,α˜)
0,0 ⊗ w
(n,β˜)
1,0,1
−
1
[α˜]
(q−(α˜+β˜+n+1)[1][n] + q−α˜[β˜ + 1]) · w
(0,α˜)
1,0 ⊗ w
(n,β˜)
0,0,1
−
q−1[1][n]
[α˜]
(q−(α˜+β˜+n+1))[1][n] + q−α˜[β˜ + 1]) · w
(0,α˜)
0,1 ⊗ w
(n,β˜)
0,0,0 .
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Similarly we obtain:
v4 = v(n,α˜+β˜+1) = −q
−α˜ [α˜]
[β˜ + 1]
w
(0,α˜)
0,0 ⊗ w
(n,β˜)
1,1,0
+ q−α˜−1
[β˜]
[α˜+ 1]
(q−n + q−1−β˜
[1][n]
[β˜ + 1]
)w
(0,α˜)
1,1 ⊗ w
(n,β˜)
0,0,0
+ (q−n + q−1−β˜
[1][n]
[β˜ + 1]
)w
(0,α˜)
0,1 ⊗ w
(n,β˜)
1,0,0
+ w
(0,α˜)
1,0 ⊗ w
(n,β˜)
0,1,0 −
q−β˜
[β˜ + 1]
w
(0,α˜)
1,0 ⊗ w
(n,β˜)
1,0,1 .
Consider the submoduleW(i,γ˜) of V (0, α˜)⊗V (n, β˜) generated by one of the high-
est weight vectors v(i,γ˜) constructed above. As mentioned above the classification
of Uq(sl(2|1))-highest weight modules is given in [1]. From this classification, since
W(i,γ˜) is a highest weight module of weight (q
i, qγ˜), with γ¯ = α¯ + β¯ /∈ {0¯, l¯2} it
follows that W(i,γ˜) is isomorphic to V (i, γ˜) and is a simple of dimension 4(i+ 1).
Thus, we have
dim(W(n,α˜+β˜)) + dim(W(n+1,α˜+β˜)) + dim(W(n−1,α˜+β˜+1)) + dim(W(n,α˜+β˜+1))
= 4((n+ 1) + (n+ 2) + n+ (n+ 1)) = 4(4n+ 4) = 16(n+ 1).
But dim(V (0, α˜)⊗V (n, β˜)) = 4·4(n+1) = 16(n+1). So, the four submodules satisfy
the conditions of Lemma 3.4.4, which means that their direct sum is isomorphic to
V (0, α˜)⊗ V (n, β˜). 
From the previous result, we obtain that, with some weight restrictions, the
decomposition of the tensor product of two typical modules depends just on the
total weight-sum, and it is independent on the two separate components. More
precisely:
Corollary 3.4.6. Consider α˜, β˜ ∈ C/lZ, n ∈ {0, ..., l′ − 1} such that α¯, β¯, α¯ + β¯ /∈
{0¯, l¯2}. Then
V (0, α˜)⊗ V (n, β˜) ≃ V (0, α˜+ ǫ)⊗ V (n, β˜ − ǫ)
for any ǫ ∈ C such that α+ ǫ, β − ǫ /∈ {0¯, l¯2}.
For g ∈ C/Z, let Dg be the full subcategory of C whose objects are all Uq(sl(2|1))-
module V such that the central element K l2 acts as multiplication by q
lg. In par-
ticular, for 0 ≤ n ≤ l′ − 1 and α˜ ∈ C/lZ we have V (n, α˜) ∈ Dα¯. This gives a
C/Z-grading on the category D and we write D =
⊕
g∈C/Z Dg.
3.5. The subcategory C of D. Now we want to construct a subcategory C of D
that will eventually (after taking a quotient) lead to our invariants for 3-manifolds.
Definition 3.5.1. Set Y = (14Z)/Z. Let C the full sub-category of D containing
the trivial module and all retracts of a module of the form
(9) V (0, α˜1)⊗ V (0, α˜2)⊗ ...⊗ V (0, α˜n)
where α˜1, ..., α˜n ∈ C/lZ such that α¯1, ..., α¯n ∈ (C/Z) \ Y.
Lemma 3.5.2. The category C is a C/Z-graded pivotal C-category, where the
grading and pivotal structure are induced from D .
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Proof. Let W1 and W2 in C . From the definition, for j = 1, 2, there exists
α˜j,1, ..., α˜j,nj ∈ C/lZ, with α¯j,1, ..., α¯j,nj ∈ (C/Z) \ Y such that Wj be is retract of
Vj := V (0, α˜j,1) ⊗ ... ⊗ V (0, α˜j,nj ). Let pj : Vj → Wj and qj : Wj → Vj be the
morphisms of this retract. Then V1⊗V2 is of the form of the module in Equation (9)
with all α¯j,n /∈ Y. It follows that W1 ⊗W2 is an object of C since it is a retract of
V1⊗V2 with maps p1⊗p2 and q1⊗q2. Therefore, C is a tensor category. Moreover,
C is C-category since it is a full sub-category of the C-category D .
Finally, we will check that C is closed under duality. Let W ∈ C . Then W is
a retract of some V := V (0, α˜1) ⊗ ... ⊗ V (0, α˜n) such that α¯1, ..., α¯n ∈ (C/Z) \ Y.
Then W ∗ is a retract of V ∗ and we have that:
V ∗ ∼= (V (0, α˜1)⊗ ...⊗ V (0, α˜n))
∗ ∼= V (0, α˜n)
∗ ⊗ ...⊗ V (0, α˜1)
∗
∼= V (0,−α˜n − 1˜)⊗ ...⊗ V (0,−α˜1 − 1˜).
But −α¯n − 1¯, ...,−α¯1 − 1¯ ∈ (C/Z) \ Y so we have W ∗ ∈ C . Thus, since C is a full
subcategory of D then the duality morphisms of D give a pivotal structure in C .
Finally, the C/Z-grading on D induces a C/Z-grading on C . 
The Decomposition Lemma 3.4.5 says we can decompose the tensor product
V (0, α˜) ⊗ V (0, β˜) into simple modules if α¯ + β¯ /∈ {0¯, l¯2}. Given a module as in
Equation (9), the following lemma says we can always find a pair α˜i, α˜j with this
property. This fact is one of the motivations for the choice of the set Y.
Lemma 3.5.3. For any α˜1, ..., α˜n ∈ C/Z such that α¯1, ..., α¯n ∈ (C/Z) \ Y and
α¯1 + ...+ α¯n /∈ {0¯,
l¯
2
}
then there exist i, j ∈ {1, ..., n} such that i 6= j and α¯i + α¯j /∈ {0¯,
l¯
2}.
Proof. If n = 2, we have just two numbers and from the hypothesis they have the
desired sum.
Let us consider the case n ≥ 3 and let suppose by contradiction that
(10) αi + αj ∈ {0¯,
l¯
2
},
for all i, j ∈ {1, ..., n} with i 6= j. Up to a reordering, we can suppose that there
exists m ∈ {2, ..., n} such that:
• α1 + αi = 0¯, ∀i ∈ {2, ...,m}
• α1 + αj =
l¯
2 , ∀j ∈ {m+ 1, ..., n}.
This implies the following:
• α¯i = −α¯1, ∀i ∈ {2, ...,m}
• α¯i =
l¯
2 − α¯1, ∀j ∈ {m+ 1, ..., n}.
Now we have three cases.
Case 1. If m ≥ 3, then α¯2 = α¯3 = −α¯1 which implies
α¯2 + α¯3 = −2α¯1 /∈ {0¯,
l¯
2
}, since α¯1 /∈ {
1¯
2
,
l¯
4
}
which is a contradiction with our supposition.
Case 2. If n−m ≥ 2, then α¯m+1 = α¯m+2 =
l¯
2 − α¯1 which implies
α¯m+1 + α¯m+2 = −2α¯1.
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Here as above this leads to a contradiction.
Case 3. If we are not in the first two cases and n 6= 2 then it means n = 3 and
m = 2. In this case we have
• α¯2 = −α¯1
• α¯3 =
l¯
2 − α¯1.
The relations above lead to:
α¯2 + α¯3 =
l¯
2
− 2α¯1.
But from the initial supposition, we have that α¯2 + α¯3 ∈ {0¯,
l¯
2}.
If α¯2 + α¯3 = 0¯, it implies that
l¯
2 − 2α¯1 = 0¯, so α¯1 =
l¯
4 which contradicts that
α¯1 /∈ Y =
1
4Z/Z.
If α¯2 + α¯3 =
l¯
2 , then
l¯
2 − 2α¯1 =
l¯
2 , and it means α¯1 ∈ {0¯,
1¯
2 which is impossible
since α¯1 /∈ Y.
Thus all cases lead to contradictions and so the lemma follows. 
The next part is devoted to an argument that will lead to the fact that the
tensor product of simple modules in the alcove is commutative. The proof uses
the braiding of the “un-rolled” quantum UHq (sl(2|1)), studied by Ha in [16]. In his
paper he works with odd ordered roots of unity but as we observe his proof also
works for even roots of unity (at least for the existence of a braiding, it may not
extend to the twist).
Let UHq = U
H
q (sl(2|1)) be the superalgebra generated by the elementsKi,K
−1
i , hi, Ei
and Fi, i = 1, 2, subject to the relations in (3) and
[hi, Ej ] = aijEj , [hi, Fj ] = −aijFj , [hi, hj] = 0, [hi,Kj ] = 0
for i, j = 1, 2. All generators are even except E2 and F2 which are odd. This super-
algebra is a Hopf algebra where the coproduct, counit and anitpode of Ki,K
−1
i , Ei
and Fi are given in Subsection 3.3 and
∆(hi) = hi ⊗ 1 + 1⊗ hi, ǫ(hi) = 0, S(hi) = −hi
for i, j = 1, 2.
For a UHq -module V let q
hi : V → V be the operator defined by qhi(v) = qλiv
where v is a weight vector with respect to hi of weight λi. The superalgebra ideal
I generated by El
′
1 and F
l′
1 is a Hopf algebra ideal (i.e. an ideal in the kernel of the
counit, a coalgebra coideal and stable under the antipode). Let DH be the category
of finite dimensional UHq /I-modules with even morphisms such that q
hi = Ki as
operators for i = 1, 2. Since UHq /I is a Hopf superalgebra then D
H is a tensor
category. Moreover, the maps given in Equation (4) define a pivotal structure on
DH . There is a forgetful functor from DH to D which forgets the action of h1 and
h2. Given two objects V,W of D
H let K : V ⊗W → V ⊗W be the operator defined
by
K(v ⊗ w) = q−λ1µ2−λ2µ1−2λ2µ2v ⊗ w
where hiv = λiv and hiw = µiw for i = 1, 2. Consider the truncated R-matrix:
(11) Rˇ =
l′−1∑
k=0
{1}k
(k)q!
Ek1 ⊗ F
k
1
1∑
s=0
(−{1})s
(s)q!
Es3 ⊗ F
s
3
1∑
t=0
(−{1})t
(t)q!
Et2 ⊗ F
t
2
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where E3 = E1E2 − q−1E2E1, F3 = F2F1 − qF1F2, (n)q =
1−qn
1−q and (n)q! =
(1)q · ... · (n)q .
Theorem 3.5.4. The family {cV,W : V ⊗W →W ⊗ V }V,W∈DH defined by
cV,W (v ⊗ w) = τ(RˇK(v ⊗ w))
is a braiding on DH where τ is the super flip map τ(v ⊗ w) = (−1)|w||v|w ⊗ v.
Proof. The proof is essentially given by Ha in [16]. As mentioned above, in Theo-
rem 3.6 of [16], Ha proves the theorem for odd ordered roots of unity. Ha’s proof
works for even ordered roots of unity as well. In particular, before Proposition 3.5
of [16] Ha uses the PBW basis of Uq(sl(2|1)) to define an algebra U<. In our case,
when defining this algebra one should take powers of E1 and F1 from 0 to l
′ − 1
not l − 1. Then use this algebra to define the projection p : Uq(sl(2|1))→ U
< and
the element
R< = p⊗ p(Rq)
where Rq is the R-matrix defined in [20, 27] for Uq(sl(2|1)) when q is generic. With
these modifications the proofs of Proposition 3.5 and Theorem 3.6 in [16] holds
word for word for both the even and odd case. Note that at the end of the proof
of Theorem 3.6 in [16] Ha says, “The element R< has no pole when q is a root
of unity of the order l.” This is true in our case because we defined R< using p
which only allows powers of E1 or F1 smaller than l
′ − 1 which is analogous to the
definition of Rˇ above. 
For (n, α) ∈ N × C with 0 ≤ n ≤ l′ − 1 and α¯ /∈ {0¯, l¯2}, one can check directly
that there is a UHq (sl(2|1))-module V
H(n, α) with basis {wαρ,σ,p|p ∈ {0, ..., n}; ρ, σ ∈
{0, 1}} whose action is given by
h1 · w
α
ρ,σ,p = (ρ− σ + n− 2p)w
α
ρ,σ,p, h2 · w
α
ρ,σ,p = (α+ σ + p)w
α
ρ,σ,p,(12)
and Equations (5), (6), (7), and (8) with α˜ replaced with α. Moreover, by definition
the operators qhi = Ki are equal on V
H(n, α).
Lemma 3.5.5. For n ∈ {0, ..., l′ − 1} and α ∈ C with α¯ /∈ {0¯, l¯2}, then the actions
of El
′
1 and F
l′
1 are zero on V (n, α˜) and V
H(n, α).
Proof. We will prove the theorem for V (n, α˜) the proof for V H(n, α) is essential
identical. Let us prove the action of F l
′
1 is zero on V (n, α˜) the proof that E
l′
1 act
as zero is similar and left to the reader.
It is enough to prove that F l
′
1 wρ,σ,p = 0 where wρ,σ,p is any of the basis vec-
tors given in Theorem 3.4.3. Equation (6) gives the action of F1 on V (n, α˜). In
particular, if ρ 6= 1 and σ 6= 0 then F1wρ,σ,p = qσ−ρwρ,σ,p+1. Therefore, in this
case,
F l
′
1 wρ,σ,p = q
l′(σ−ρ)wρ,σ,p+l′ = 0
since wρ,σ,i = 0 if i ≥ l′.
Now a direct calculation implies:
F k1 w1,0,p = q
−kw1,0,p+k − q
k−2
(
k−1∑
i=0
q−2i
)
w0,1,p+k−1.
When k = l′ we see each of these terms is zero, since wρ,σ,i = 0 if i ≥ l′ and∑l′−1
i=0 q
−2i = 1−q
−2l′
1−q−2 = 0.
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
Corollary 3.5.6. For n ∈ {0, ..., l′ − 1} and α ∈ C with α¯ /∈ {0¯, l¯2} then the
UHq (sl(2|1))-module V
H(n, α) is an object in DH .
Lemma 3.5.7. (Commutativity Lemma) Let n, n′ ∈ N such that 0 ≤ n, n′ ≤ l′ − 1
and α˜, α˜′ ∈ C/lZ such that α¯, α¯′ /∈ {0¯, l¯2}. Let {wρ,σ,p} and {w
′
ρ′,σ′,p′} be the basis
given in Theorem 3.4.3 for V (n, α˜) and V (n′, α˜′), respectively. Choose α, α′ ∈ C
such that [α] = α˜ and [α′] = α˜′ in C/lZ. Then there exists an isomorphism
ψα,α′ : V (n, α˜)⊗ V (n
′, α˜′)→ V (n′, α˜′)⊗ V (n, α˜)
such that
ψα,α′(w0,0,0⊗w
′
ρ′,σ′,p′) = q
−n(α′+σ′+p′)−α(ρ′−σ′+n′−2p′)−2α(α′+σ′+p′)w′ρ′,σ′,p′⊗w0,0,0
and
(13)
ψα,α′(wρ,σ,p⊗w
′
0,0,0) = q
−(ρ−σ+n−2p)α′−(α+σ+p)n′−2α′(α+σ+p)w′0,0,0⊗wρ,σ,p+
∑
i
cixi⊗yi.
where each xi is a basis element in {w
′
ρ′,σ′,p′} not equal to w
′
0,0,0.
Proof. Recall the forgetful functor from DH to D . Lemma 3.5.5 and Corollary 3.5.6
imply that V H(n, α) maps to V (n, α˜) under this functor. Similarly, V H(n′, α′)
maps to V (n′, α˜′). Now the braiding cV H (n,α),V H(n′,α′) of Theorem 3.5.4 under the
forgetful functor gives the desired isomorphism ψα,α′ in D .
We have
ψα,α′(wρ,σ,p ⊗ w
′
ρ′,σ′,p′) = τ(RˇK(w
α
ρ,σ,p ⊗ w
′α
′
ρ′,σ′,p′))
where
K(wα0,0,0⊗w
′α
′
ρ′,σ′,p′) = q
−n1(α
′+σ′+p′)−α(ρ′−σ′+n′−2p′)−2α(α′+σ′+p′)wα0,0,0⊗w
′α
′
ρ′,σ′,p′
Since E1w
α
0,0,0 = E2w
α
0,0,0 = 0 it follows that Rˇ(w
α
0,0,0⊗w
′α
′
ρ′,σ′,p′) = w
α
0,0,0⊗w
′α
′
ρ′,σ′,p′
and the first formula in the lemma holds.
To prove the second formula, recall from Equation (11) that
Rˇ = 1⊗ 1 +
∑
i
diai ⊗ bi
where each bi is of the form F
k
1 F
s
3F
t
2 where at least one of the indices k, s or t is
non-zero. Therefore, from the defining relations of Theorem 3.4.3 we have biw
′α
′
0,0,0
is a linear combination of basis vectors wα
′
ρ′,σ′,p′ where ρ
′, σ′, p′ are not all zero (since
the action of either F1 or F2 on any basis vector increase at least one of the indices
of the vector, see Equation (6)). Combining the above we have
Rˇ(wαρ,σ,p ⊗ w
′α
′
0,0,0) = w
α
ρ,σ,p ⊗ w
′α
′
0,0,0 +
∑
i
di(ai ⊗ bi)(w
α
ρ,σ,p ⊗ w
′α
′
0,0,0)
= wαρ,σ,p ⊗ w
′α
′
0,0,0 +
∑
j
d′jyj ⊗ xj
where each xi is a basis element in {w′
α′
ρ′,σ′,p′} not equal to w
′α
′
0,0,0. Thus, since K
acts diagonally on the basis, we just need to compute K(wαρ,σ,p ⊗w
′α
′
0,0,0). This can
be done as above to obtain Equation (13). 
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Remark 3.5.8. Clearly, the isomorphism ψα,α′ in Lemma 3.5.7 depends on the
choice of α and α′.
Lemma 3.5.9. Consider α˜1, ..., α˜n ∈ C/lZ with α¯i 6∈ Y, i ∈ {1, ..., n}. From the
Lemma 3.5.3, there exists i, j such that α¯i + α¯j /∈ {0¯,
l¯
2}. Then, for any ǫ ∈ C/lZ
such that: α¯j − ǫ¯ /∈ {0¯,
l¯
2} and α¯i + ǫ¯ /∈ {0¯,
l¯
2} we can modify the weights without
changing the tensor product in the following way:
V (0, α˜1)⊗ ...⊗ V (0, α˜i)⊗ ...⊗ V (0, α˜j)⊗ ...⊗ V (0, α˜n) ≃
V (0, α˜1)⊗ ...⊗ V (0, α˜i + ǫ)⊗ ...⊗ V (0, α˜j − ǫ)⊗ ...⊗ V (0, α˜n).
Proof. From the choice of ǫ, Lemma 3.4.6 implies
V (0, α˜i)⊗ V (0, α˜j) ≃ V (0, α˜i + ǫ)⊗ V (0, α˜j − ǫ).
Combining this isomorphism with Lemma 3.5.7 we have the following isomorphisms:
V (0, α˜1)⊗ ...⊗ V (0, α˜i)⊗ ...⊗ V (0, α˜j)⊗ ...⊗ V (0, α˜n)
≃ V (0, α˜1)⊗ ...⊗ Vˆ (0, α˜i)⊗ ...⊗ Vˆ (0, α˜j)⊗ ...⊗ V (0, α˜n)⊗ V (0, α˜i)⊗ V (0, α˜j)
≃ V (0, α˜1)⊗ ...⊗ Vˆ (0, α˜i)⊗ ...⊗ Vˆ (0, α˜j)⊗ ...⊗V (0, α˜n)⊗V (0, α˜i+ ǫ)⊗V (0, α˜j− ǫ)
≃ V (0, α˜1)⊗ ...⊗ V (0, α˜i + ǫ)⊗ ...⊗ V (0, α˜j − ǫ)⊗ ...⊗ V (0, α˜n).
This concludes the proof. 
4. The right trace and its modified dimension
4.1. The existence of the right trace. In Subsection 2.4 we recalled several
results about right traces. Here we apply these results to construct a right trace on
the ideal generated by V (0, α˜) for α¯ /∈ {0¯, l¯2}.
We’ve seen in the Decomposition Lemma 3.4.5 that for α˜, β˜ ∈ C/lZ such that
α¯, β¯, α¯+ β¯ /∈ {0¯, l¯2} we have the following decomposition:
V (0, α˜)⊗ V (0, β˜) = V (0, α˜+ β˜)⊕ V (0, α˜+ β˜ + 1)⊕ V (1, α˜+ β˜).
In the case
V (0, α˜)⊗ V (0, α˜)∗ = V (0, α˜)⊗ V (0,−α˜− 1)
the decomposition is no longer semi-simple, and the two 4-dimensional modules
corresponding to V (0,−1) and V (0, 0) merge into an indecomposable non-simple
8-dimensional module which we will denote by V1(α˜). More precisely we have the
following result:
Proposition 4.1.1. Let α˜ ∈ C/Z such that α¯ /∈ {0¯, l¯2}. We have the following
decomposition:
(14) V (0, α˜)⊗ V (0, α˜)∗ = V1(α˜)⊕ V2(α˜)
where V2(α˜) is an 8-dimensional simple module and V1(α˜) is an indecomposable
module such that HomC (C, V1(α˜)) and HomC (V1(α˜),C) are both non-zero.
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Proof. Recall V (0, α˜)∗ is isomorphic to V (0,−α˜− 1). Let {wα˜ρ,σ} and {w
−α˜−1
ρ,σ } be
the bases of V (0, α˜) and V (0,−α˜−1) given in Theorem 3.4.3. Consider the vectors
of V (0, α˜)⊗ V (0,−α˜− 1):
v7 = q
−α˜−1[α˜]wα˜1,1 ⊗ w
−α˜−1
0,0 + q
α˜[α˜+ 1]wα˜0,0 ⊗ w
−α˜−1
1,1
and
u0 = [α]w
α˜
0,0 ⊗ w
−α˜−1
1,0 + q
−α˜[α+ 1]wα˜1,0 ⊗ w
−α˜−1
0,0 .
Let V1(α˜) and V2(α˜) be the modules generated by v7 and u0, respectively. The
action of these modules is given in Tables 1 and 2 where {vi} and {ui} are bases
for the corresponding modules.
We will show that module V1(α˜) is indecomposable. Suppose W1 and W2 are
modules such V1(α˜) =W1 ⊕W2. Since {vi} is a basis of V1(α˜) there exists
v = c0v0 + c1v1 + c2v2 + ...+ c7v7
such that c7 6= 0 and v ∈ W1 or v ∈W2. Without loss of generality assume v ∈ W1.
From Table 1 we have F2E2E1E2v is a non-zero multiple of v1. So v1 ∈ W1. Then
Table 1 implies that
{v1, c
−1E2v1, F1v1, F2F1v1} = {v0, v1, v2, v3} ⊂W1.
Similarly, E2F2F1F2v is a non-zero multiple of v5 so v5 ∈ W1 and
{v5, E1v5,−c
−1F2v5} = {v4, v5, v6} ⊂W1.
Since W1 is a submodule we have
v7 = c
−1
7 (v − c0v0 − c1v1 − c2v2 − ...− c6v6) ∈W1
Thus, W1 = V1(α˜) and we have showed that V1(α˜) is indecomposable.
Next we will show that V2(α˜) is simple. Suppose U is a non-zero submodule of
V2(α˜). Notice that the generator u0 of V2(α˜) is a highest weight vector. The idea is
Table 1. Action on V1(α˜), where c = q
−α˜(q−1[α˜]− [α˜+ 1]).
V1(α˜) v0 v1 v2 v3 v4 v5 v6 v7
E1 0 0 v1 0 0 v4 0 0
E2 0 c · v0 0 0 [α˜][α˜+ 1]v3 0 v5 −[α˜][α˜+ 1]v2
F1 0 v2 0 0 v5 0 0 0
F2 v1 0 v3 0 0 −c · v6 0 v4
Table 2. Action on V2(α˜), where c = q
−α˜(q−1[α˜]− [α˜+ 1]).
V2(α˜) u0 u1 u2 u3 u4 u5 u6 u7
E1 0 u0 u5 u6 u7 0 (q + q
−1)v5 0
E2 0 0 0 0 −c · u3 c · u0 c · u1 c · u2
F1 u1 0 u3 0 0 u6 0 u4
F2 u5 u2 0 u4 0 0 u7 0
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to push any non-zero vector of U to a multiple of u0. So let u be a non-zero vector
of U . Write u in terms of the basis {ui}:
u = c0u0 + c1u1 + c2u2 + ...+ c7u7.
If there exists an element x in Uq(sl(2|1)) such that xu is a non-zero multiple of u0
then since u0 is a generator of V2(α˜) we would have U ∼= V2(α˜). We will show this
is true for all possible non-zero coefficients of u.
(1) If c4 6= 0 then from the Uq(sl(2|1))-action given in the above table we have
E1E2E1E2u is a non-zero multiple of u0.
(2) If c4 = 0 and c7 6= 0 then E2E1E2u is a non-zero multiple of u0.
(3) If c4 = c7 = 0 and c3 6= 0 then E1E2E1u is a non-zero multiple of u0.
(4) If c4 = c7 = c3 = 0 and c6 6= 0 then E1E2u is a non-zero multiple of u0.
(5) If c4 = c7 = c3 = c6 = 0 and c2 6= 0 then E2E1u is a non-zero multiple of
u0.
(6) If c4 = c7 = c3 = c6 = c2 = 0 and c5 6= 0 then E2u is a non-zero multiple
of u0.
(7) Finally, if c2 = c3 = c4 = c5 = c6 = c7 = 0 and c1 6= 0 then E1u is a
non-zero multiple of u0.
(8) Finally, if c1 = c2 = c3 = c4 = c5 = c6 = c7 = 0 then c0 6= 0 and u is a
non-zero multiple of u0.
Thus, U ∼= V2(α˜) and V2(α˜) is simple.
Next, we consider the head and socle of V1(α˜). We have
v3 = q
2(−α˜−1)wα˜1,1⊗w
−α˜−1
0,0 −q
−α˜−1wα˜0,1⊗w
−α˜−1
1,0 +q
−α˜wα˜1,0⊗w
−α˜−1
0,1 +w
α˜
0,0⊗w
−α˜−1
1,1
which generates the trivial module in V1(α˜). Thus, HomC (C, V1(α˜)) is non-zero.
Also, from Table 1 we can see the map
V1(α˜)→ C given by c0v0 + c1v1 + ...+ c7v7 7→ c7
is a Uq(sl(2|1))-module morphism. Thus, HomC (V1(α˜),C) is non-zero.
Finally, we prove that Equation (14) holds. Since the dimension of V (0, α˜) ⊗
V (0, α˜)∗ is equal to the sum of the dimensions of V1(α˜) and V2(α˜), it suffices to
show that V1(α˜) ∩ V2(α˜) = {0}. Suppose this is not true. Then there exists a
non-zero v ∈ V1(α˜) ∩ V2(α˜). Since V2(α˜) is simple then V2(α˜) is isomorphic to the
module < v > generated by v. But since v ∈ V1(α˜) then V2(α˜) ∼=< v >⊂ V1(α˜).
Since V1(α˜) and V2(α˜) have the same dimension this implies that V2(α˜) ∼= V1(α˜)
which is a contradiction because V1(α˜) contains the trivial module as a submodule
and V2(α˜) is simple. Thus, we have the decomposition. 
Corollary 4.1.2. Let α˜ ∈ C/lZ such that α¯ /∈ {0¯, l¯2}. Then V (0, α˜) is a right
ambidextrous object in the category C .
Proof. Equation (14) gives a decomposition of V (0, α˜)⊗V (0, α˜)∗ into indecompos-
able as in Equation (2) where W1 = V1(α˜) and W2 = V2(α˜). Since W2 = V2(α˜)
is an 8-dimensional simple module then HomC (C,W2) = HomC (W2,C) = 0.
From Lemma 2.4.2 there are unique j, j′ ∈ {0, 1} such that HomC (I,Wj) and
HomC (Wj′ , I) are non-zero. Thus, j = j
′ = 1 and Theorem 2.4.3 implies V (0, α˜) is
right ambidextrous. 
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4.2. The modified trace. From Theorem 10 of [9] (for a statement see Theorem
2.4.1 above) we have that the right ambidextrous object V (0, α˜) gives a unique
right trace:
Theorem 4.2.1 ([9]). Let α˜ ∈ C/lZ such that α¯ /∈ {0¯, l¯2}. There exists a non-
zero right trace {tV } on the ideal IV (0,α˜) which is unique up to multiplication by a
non-zero scalar.
The following lemma shows that the ideal generated by V (0, α˜) contains all
objects of C except the trivial module C and thus the right trace is defined on all
these objects. It follows that this ideal is independent of α˜ and we will denote it
by I.
Lemma 4.2.2. For any α˜ ∈ C/lZ such that α¯ /∈ {0¯, l¯2} we have IV (0,α˜) = C \ {C}.
Proof. First, we will show IV (0,α˜) ⊆ C \{C}. By definition this ideal is contained in
C so we only need to show C /∈ IV (0,α˜). Suppose on the contrary that IV (0,α˜) = C .
From Lemma 2.4.2 and Theorem 2.4.3 it follows that the trivial module C is right
ambidextrous. By Theorem 2.4.1 there is a unique right trace on IC = C . It is
easy to see this trace is equal to the usual quantum trace in C and its associated
modified dimension is the usual quantum dimension qdim. Since IV (0,α˜) = C = IC
then from the proof of Lemma 4.2.2 in [8] we have qdim(V (0, α˜)) 6= 0 (note [8]
requires a braiding but it is easy to see the cited proof works in our pivotal context).
But this is a contradiction so we have the desired inclusion.
Now, we will show the converse inclusion. First, notice that if β˜ ∈ C/lZ satisfies
β¯, α¯+ β¯ /∈ {0¯, l¯2} then Lemma 3.4.5 implies that V (0, α˜+ β˜) is a retract of V (0, α˜)⊗
V (0, β˜). Therefore, V (0, α˜ + β˜) ∈ IV (0,α˜). Now if µ˜ ∈ C/lZ such that µ¯ /∈ {0¯,
l¯
2}
then there exists β˜, γ˜ ∈ C/lZ such that β¯, γ¯ /∈ {0¯, l¯2}, µ˜ = α˜ + β˜ + γ˜ and α˜ + β˜ /∈
{0¯, l¯2}. Lemma 3.4.5 implies V (0, µ˜) is a retract of V (0, α˜+ β˜)⊗ V (0, γ˜). We have
proved that if µ˜ ∈ C/lZ with µ¯ /∈ {0¯, l¯2} then V (0, µ˜) ∈ IV (0,α˜).
Now let V ∈ C \ {C}. By definition of C there exists α˜1, ..., α˜n ∈ C/lZ with
α¯1, ..., α¯n /∈ Y such that V is a retract of V (0, α˜1)⊗V (0, α˜2)⊗ ...⊗V (0, α˜n). Since
V (0, α˜1) is in the ideal IV (0,α˜) then V ∈ IV (0,α˜). 
4.3. Computations of modified dimensions. In the proof of Theorem 5.2.4
we will show that the ideal I contains V (n, α˜) such that 0 ≤ n ≤ l′ − 2 and
α¯ /∈ {0¯, l¯2}. In the next lemma we will compute the modified quantum dimension
of such modules. Recall that the modified quantum dimension is defined to be
d(V ) = tV (IdV ) for V ∈ I.
Lemma 4.3.1. If V (n, α˜) ∈ I for 0 ≤ n ≤ l′ − 1 and α¯ /∈ {0¯, l¯2} then the right
trace {tV }V ∈I can be normalized so
(15) d(V (n, α˜)) =
{n+ 1}
{1}{α˜}{α˜+ n+ 1}
where {z} = qz − q−z.
Proof. In the proof of Lemma 4.2.2 we showed that V (0, 1˜3 ) ∈ I. The trace is
unique up to a global scalar and we choose a normalization so that
d(V (0,
1˜
3
)) = t
V (0, 1˜
3
)
(Id
V (0, 1˜
3
)
) =
1
{ 1˜3}{
1˜
3 + 1}
.
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Let V (n, α˜) ∈ I for 0 ≤ n ≤ l′ − 1 and α¯ /∈ {0¯, l¯2}. Fix α ∈ C such that α˜ = α
modulo lZ. For U,W ∈ C and f ∈ EndC (U ⊗W ) define
ptrW (f) =
(
(IdU ⊗
←−
evW )(f ⊗ IdW∗)(IdU ⊗
−→
coevW )
)
.
Recall the isomorphisms ψα, 1
3
and ψ 1
3
,α of Lemma 3.5.7.
Let S′
α, 1
3
and S′1
3
,α
be the complex numbers defined by the following equations:
S′1
3
,α IdV (n,α˜) = ptr
V (0, 1˜
3
)
(
ψ 1
3
,αψα, 1
3
)
, S′α, 1
3
Id
V (0, 1˜
3
)
= ptrV (n,α˜)
(
ψα, 1
3
ψ 1
3
,α
)
.
Now from properties of the modified trace we have
d(V (n, α˜))S′1
3
,α = tV (n,α˜)
(
ptrV (0,
1˜
3
)
(
ψ 1
3
,αψα, 1
3
))
= t
V (n,α˜)⊗V (0, 1˜
3
)
(
ψ 1
3
,αψα, 1
3
)
= t
V (0, 1˜
3
)⊗V (n,α˜)
(
ψα, 1
3
ψ 1
3
,α
)
= t
V (0, 1˜
3
)
(
ptrV (n,α˜)
(
ψα, 1
3
ψ 1
3
,α
))
= d
(
V
(
0,
1˜
3
))
S′α, 1
3
.
Now, if S′1
3
,α
6= 0 (which we will show below) then
(16) d(V (n, α˜)) =
S′
α, 1
3(
{ 1˜3}{
1˜
3 + 1}
)
S′1
3
,α
.
Thus, to find a formula for d(V (n, α˜)) it suffices to compute S′1
3
,α
and S′
α, 1
3
.
We now compute S′1
3
,α
. Let {wρ,σ,p}ρ,σ∈{0,1},p∈{0,...n−1} and {w
′
ρ′,σ′,0}ρ′,σ′∈{0,1}
is the weight bases of V (n, α˜) and V (0, 1˜3 ), respectively. Any endomorphism of
V (n, α˜) maps the highest weight vector w0,0,0 of V (n, α˜) to a multiple of itself.
Since V (n, α˜) is simple it is enough to compute this coefficient, in other words
(17) ptrV (0,
1˜
3
)
(
ψ 1
3
,αψα, 1
3
)
(w0,0,0) = S
′
1
3
,αw0,0,0.
Now ψ 1
3
,α and ψα, 1
3
are determined by the action of the R-matrix RˇK on the
UHq (sl(2|1))-modules V
H(n, α) and V H(0, 13 ). Since we are taking a partial trace
only diagonal quantities of this action contribute when writing on the weight vector
basis {w
1
3
ρ,σ,0}ρ,σ∈{0,1} of V
H(0, 13 ) given above. So it is enough to know the values
of ψα, 1
3
(w0,0,0⊗w
′
ρ′,σ′,0) and ψ 1
3
,α(w
′
ρ′,σ′,0⊗w0,0,0) which are computed in Lemma
3.5.7. Note, the terms cixi ⊗ yi in Equation (13) are not diagonal and so do not
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contribute. Thus, evaluating the left side of Equation (17) we have
S′1
3
,α =
1∑
ρ′,σ′=0
q(−2n−4α)(
1
3
+σ′)−2α(ρ′−σ′)(−1)ρ
′+σ′w′
∗
ρ′,σ′,0
(
K−22 w
′
ρ′,σ′,0
)
=
1∑
ρ′,σ′=0
q(−2n−4α)(
1
3
+σ′)−2α(ρ′−σ′)−2( 1˜
3
+σ′)(−1)ρ
′+σ′
= q(−
2
3
−1)(2α+n+1)
(
q2α+n+1 − q−n−1 − qn+1 + q−2α−n−1
)
= q−(
2
3
+1)(2α+n+1){α}{α+ n+ 1}.
Similarly,
S′α, 1
3
= q−(2α+n+1)(
2
3
+1) {n+ 1}
{1}
{1/3}{4/3}.
Finally, since {x˜} = {x} for any x ∈ C then Equation (16) implies the result. 
5. The relative C/Z-spherical category
5.1. Purification of C . The category C that we’ve constructed still needs to be
modified in order to obtain a relativeG-spherical category. One of the main problem
is that there are an infinite number of non-isomorphic simple objects in each graded
piece of C . In order to obtain a finite number of objects in each grading, we will
“purify” the category using the modified trace. This will have the effect of removing
all modules outside the alcove. This generalizes the well known purification of a
category discussed in Chapter XI of [25].
Let V,W ∈ I = C \ {C}. A morphism f ∈ HomC (V,W ) is called negligible with
respect to the right trace t if
tW (f ◦ g) = tV (g ◦ f) = 0
for all g ∈ HomC (W,V ). Denote Negl(V,W ) as the set of negligible morphisms from
V to W . The set Negl(V,W ) is actually a sub-vector space of HomC (W,V ). Thus,
we can take the quotient and obtain a C-vector space HomC (V,W )/Negl(V,W ).
We set Negl(V,C) = Negl(C, V ) = 0 for any V ∈ C .
We describe a purification process of C which will produce a category CN where
all negligible morphism are zero. We define a new pivotal C-category CN whose
objects are the same as in C . The set of morphisms between two objects V and W
of CN is
HomCN (V,W ) = HomC (V,W )/Negl(V,W ).
The composition, tensor product, pivotal structure and grading in CN is induced
from C :
Lemma 5.1.1. The category CN is a pivotal C-category with a C/Z-grading in-
duced from the grading of C .
Proof. First, we will show that CN is a pivotal C-category. There is an obvious
functor F : C → CN which is the identity on objects and maps a morphism to its
class modulo negligible morphisms:
(1) F(A) = A, ∀A ∈ Ob(C ),
(2) F(f) = [f ] ∈ HomCN (A,B), ∀f ∈ HomC (A,B).
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Using this functor we can induce the tensor C-linear structure of C onto CN . We
also define the dual structure on CN as the one coming from C , via the functor
F . Since the dualities morphisms in C satisfy the compatibility conditions for a
pivotal structure, then the corresponding dualities under F will also satisfy these
compatibility conditions in CN .
Recall the definition of a G-graded category given in Subsection 2.3. From
Lemma 3.5.2, we know that C is C/Z-graded. For any g ∈ C/Z, define CNg :=
F(Cg). It is easy to see this gives a C/Z-graded on CN . 
We will use the same notation for the object V (n, α˜) of C and the corresponding
object in CN .
Lemma 5.1.2. If W ∈ C such that W is simple and d(W ) = 0 then every mor-
phism to or from W is negligible.
Proof. It suffices to prove that tW (h) = 0 for any h ∈ EndC (W ). This will imply
that if V ∈ C and f ∈ HomC (V,W ) then
tW (f ◦ g) = 0
for any g ∈ EndC (W,V ). Thus, f is negligible. A similar statement holds for
f ∈ HomC (W,V ).
To prove the first statement, let h ∈ EndC (W ). Since W is simple, EndC (W ) =
C IdW and we will define the scalar < h >∈ C as the solution to the equation
h =< h > IdW . But d(W ) = 0, in other words tW (IdW ) = 0. Thus,
tW (h) = tW (< h > IdW ) =< h > tW (IdW ) = 0.

Lemma 5.1.3. Let V and W be objects in C such that W is simple and d(W ) = 0.
Then V,W are also object in CN with the property that the direct sum V ⊕W is
isomorphic to V in CN , in other words V ⊕W ≃CN V .
Proof. Let i1 : V → V ⊕W and pr1 : V ⊕W → V be the injection and projection
morphisms with pr1 ◦ i1 = IdV in C . This gives the relation pr1 ◦ i1 = IdV in CN .
We want to show i1 ◦ pr1 = IdV⊕W in CN . To do this consider the other inclusion
and projection morphisms i2 : W → V ⊕W and pr2 : V ⊕W →W in C . Then by
definition IdV⊕W = i1 ◦ pr1+ i2 ◦ pr2 in C . But from Lemma 5.1.2 we have i2 ◦ pr2
is negligible. Thus, in CN we have IdV⊕W = i1 ◦ pr1 and so i1 is the inverse of
pr1. 
Corollary 5.1.4. Let γ˜ ∈ C/lZ such that γ¯ /∈ {0¯, l¯2}. If V (l
′ − 1, γ˜) ∈ I then for
any V ∈ CN we have V ⊕ V (l′ − 1, γ˜) ≃CN V. In particular, V (l
′ − 1, γ˜) ≃CN {0}.
Proof. From Lemma 4.3.1, we have that d(V (l′− 1, γ˜)) = 0. Applying the previous
lemma we conclude the isomorphism. 
5.2. Generically finitely semi-simple.
Lemma 5.2.1. Let V be a simple object in C . As an object of CN , V is either
simple or V ≃CN {0}.
Proof. Since V is simple we have that EndC (V ) ≃ C · IdV is the 1-dimensional
vector space. By definition
EndCN (V ) = EndC (V )/Negl(V, V ) = (C · IdV )/Negl(V, V ).
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Thus, EndCN (V ) is either 0 or 1-dimensional corresponding to the two cases of the
lemma. 
Lemma 5.2.2. Let U ∈ C such that U = (C ⊕j∈J Sj) ⊕W where J is a finite
indexing set and Sj is simple for all j ∈ J . Let V ∈ C be a retract of U with maps
i : V → U and p : U → V . Then the following statements are true:
1) There exist J ′ ⊆ J and W ′ ⊆W such that:
Im(i) = (⊕j∈J′Sj)⊕W
′.
Moreover, if i′ : V → Im(i) is the function i but with range Im(i) then i′ is an
isomorphism with inverse p′ := p|Im(i).
2) W ′ is a retract of W .
Proof. 1) Denote by pj : U → Sj and pW : U → W the projections onto direct
summands of U .
Consider J ′ := {j ∈ J |pj ◦ i 6= 0} and W ′ = Im(pW ◦ i). Since for any j ∈ J , Sj
is simple then it is generated by any non-zero element. Using this and the fact that
pj ◦ i : V → Sj is a non-zero morphism for all j ∈ J ′, we obtain that this morphism
is surjective. We conclude that Im(i) = C (⊕j∈J′Sj)⊕W ′. So i′ is surjective and
injective. Moreover, p′ ◦ i′ = p ◦ i = IdV .
2) We prove the second statement in two steps.
Step 1. We will show that (⊕j∈J′Sj)⊕W ′ is a retract of (⊕j∈JSj)⊕W . Consider
ι : (⊕j∈J′Sj) ⊕W
′ → (⊕j∈JSj) ⊕W the natural inclusion, of each component of
the direct sum in the left to the corresponding one on the right hand side. From
the first part of the proof we have
p ◦ ι = p′.
Define π : (⊕j∈JSj)⊕W → (⊕j∈J′Sj)⊕W ′ by π := i′ ◦ p. Then since i′ and p′ are
inverses we have:
π ◦ ι = (i′ ◦ p) ◦ ι = i′ ◦ (p ◦ ι) = i′ ◦ p′ = Id(⊕j∈J′Sj)⊕W ′ .
This concludes the Step 1.
Second 2. Consider ιW ′ : W
′ → (⊕j∈J′Sj) ⊕ W ′ and πW ′ : (⊕j∈J′Sj) ⊕
W ′ → W ′ the injection and projection with respect to the direct summand of
W ′. Similarly, consider the injection ιW : W → (⊕j∈JSj) ⊕ W and projection
πW : (⊕j∈JSj)⊕W →W .
Define ι′ :W ′ →W and π′ :W → W ′ as:
ι′ := πW ◦ ι ◦ ιW ′ and π
′ := πW ′ ◦ π ◦ ιW .
By definition we have:
π′ ◦ ι′ = πW ′ ◦ π ◦ (ιW ◦ πW ) ◦ ι ◦ ιW ′ .
Since Im(ι ◦ ιW ′ ) ⊆ 0⊕W ⊆ (⊕j∈JSj)⊕W , this means that
(ιW ◦ πW ) ◦ ι ◦ ιW ′ = ι ◦ ιW ′ .
So, we obtain:
π′ ◦ ι′ = πW ′ ◦ π ◦ ι ◦ ιW ′ .
Using the conclusion of the first step (π ◦ ι = Id) we have:
π′ ◦ ι′ = πW ′ ◦ ιW ′ = IdW ′ .
This finishes the proof of the second part. 
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Lemma 5.2.3. Let V,W ∈ C such that W is retract of V in C . If V is isomorphic
to the zero module in CN (i.e. V ≃CN {0}) then so is W :
W ≃CN {0}.
Proof. Let i : W → V and π : V → W be the retract in C . Let [i] : W → V and
[π] : V → W be there images in CN . Since V ≃CN {0}, this means the zero maps
in CN :
[0]V : V → {0} and [0]
V : {0} → V
are inverses of each other in CN . In particular, we have:
(18) [0]V ◦ [0]V =CN [IdV ].
Consider the zero maps:
[0]W :W → {0} and [0]
W : {0} →W.
We have [0]W ◦ [0]W =CN [0] =CN [Id{0}]. For the other composition, notice that
[0]W =CN [0]V ◦ [i] and [0]
W =CN [π] ◦ [0]
V
so we have:
[0]W ◦ [0]W =CN ([π] ◦ [0]
V ) ◦ ([0]V ◦ [i]) =CN [π] ◦ ([0]
V ◦ [0]V ) ◦ [i]
=CN π ◦ [IdV ] ◦ i =CN π ◦ i =CN [IdW ]
where third equality comes from Equation (18). Thus, we have shown [0]W and
[0]W are inverses of each other. 
Theorem 5.2.4. Let g ∈ G, g 6∈ {0¯, l¯2}.
1) The category CNg is semi-simple.
2) The set of isomorphism classes of simple objects in
⋃
g∈G\{0¯, l¯
2
}
CNg is{
V (n, γ˜)|0 ≤ n ≤ l′ − 2, γ˜ ∈ C/lZ, γ¯ /∈
{
0¯,
l¯
2
}}
.
Proof. Proof of part 1). To prove the first statement we begin by showing that
elementary tensor products of V (0, α˜) which arrive in grading g are semi-simple in
CNg . To do this we first work in C and use induction on the number of terms in
the tensor product. Then we show such a tensor product is semi-simple in CNg .
Let P (n) be the following statement:
If h ∈ G and α˜i ∈ C/lZ such that h 6∈ {0¯,
l¯
2}, α¯i 6∈ Y for i = 1, ..., n
and α¯1+α¯2+· · ·+α¯n = h then as an object in C the tensor product
V (0, α˜1)⊗ V (0, α˜2)⊗ ...⊗ V (0, α˜n)
can be written as a direct sum of modules of the following form:
(a) V (m, β˜) where m ≤ min{n− 1, l′ − 2} and β¯ = h,
(b) V (l′ − 1, δ˜)⊗W where δ¯ /∈ {0¯, l¯2} and W is an object of C .
Moreover, this decomposition contains at least one module of the
form V (min{n− 1, l′ − 2}, β˜) for some β˜ ∈ C/lZ with β¯ = h and
W = {0} if n < l′ − 1.
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We prove this statement by induction.
The case n = 2. Let h ∈ G \ {0¯, l¯2} and α˜1, α˜2 ∈ C/lZ such that α¯1 + α¯2 = h.
It follows from Lemma 3.4.5 that:
V (0, α˜1)⊗ V (0, α˜2) =C V (0, α˜1 + α˜2)⊕ V (1, α˜1 + α˜2)⊕ V (0, α˜1 + α˜2 + 1).
As we can see, all the modules have the right form V (n, α˜) with n ≤ 1 and there is
one V (1, α˜1 + α˜2) which occurs.
Next we assume P (n) is true and show P (n+1) holds. To do this we need
to consider two cases n ≥ l′ − 1 and n < l′ − 1.
Case 1: n ≥ l′ − 1. Let α˜1, ..., α˜n+1 be as in the statement of P (n+ 1). From
Lemma 3.5.3, there exists i, j ∈ {1, ..., n + 1} such that α¯i + α¯j 6∈ {0¯,
l¯
2}. Choose
ǫ ∈ C/lZ such that:
(1) α¯1 + α¯2 + ...+ ̂¯αj + ...+ α¯n+1 + ǫ¯ 6= 0¯, l¯2 ,
(2) α¯j − ǫ¯ 6= 0¯,
l¯
2 ,
(3) α¯i + ǫ¯ 6= 0¯,
l¯
2 .
Using Lemma 3.5.9 and the Commutativity Lemma 3.5.7, we obtain that:
V (0, α˜1)⊗ ...⊗ V (0, α˜i)⊗ ...⊗ V (0, α˜j)⊗ ...⊗ V (0, α˜n+1) ≃C
V (0, α˜1)⊗ ...⊗ V (0, α˜i + ǫ)⊗ ...⊗ V (0, α˜j − ǫ)⊗ ...⊗ V (0, α˜n+1) ≃C
V (0, α˜1)⊗ ...⊗ ̂V (0, α˜i)⊗ ...⊗ ̂V (0, α˜j)⊗ ...⊗ V (0, α˜n+1)⊗ V (0, α˜i + ǫ)⊗ V (0, α˜j − ǫ).
This shows it suffices to prove that the statement P (n+1) holds for weights of the
form
(α˜1, ..., αˆi, ..., αˆj , ..., α˜n+1, α˜i + ǫ, α˜j − ǫ).
By the choice of ǫ we have α˜1, ..., αˆi, ..., αˆj , ..., α˜n+1, α˜i + ǫ has the total grading
different than 0¯, l¯2 , so it satisfies the property in the statement of P (n). Therefore,
by the induction hypothesis there exists:
m1, ...,mk ∈ {0, ..., l
′−3}, β˜1, ..., β˜k, γ˜1, ..., γ˜s, δ˜1, ..., δ˜p ∈ C/lZ, and W1, ...,Wp ∈ C
such that
V (0, α˜1)⊗ ...⊗ Vˆ (0, α˜i)⊗ ...⊗ Vˆ (0, α˜j)⊗ ...⊗ V (0, α˜n+1)⊗ V (0, α˜i + ǫ)
∼=C (⊕uV (mu, β˜u))⊕ (⊕tV (l
′ − 2, γ˜t))⊕ (⊕k(V (l
′ − 1, δ˜k)⊗Wk))
Taking the tensor product with V (0, α˜j − ǫ) we obtain:
V (0, α˜1)⊗...⊗Vˆ (0, α˜i)⊗...⊗Vˆ (0, α˜j)⊗...⊗V (0, α˜n+1)⊗V (0, α˜i+ǫ)⊗V (0, α˜j−ǫ)
∼=C (⊕u(V (mu, β˜u)⊗ V (0, α˜j − ǫ)))⊕ (⊕t(V (l
′ − 2, γ˜t)⊗ V (0, α˜j − ǫ)))
⊕ (⊕k((V (l
′ − 1, δ˜k)⊗Wk)⊗ V (0, α˜j − ǫ))).
Since the tensor product preserves the grading we have
β¯u = γ¯t = α¯1 + ...+ αˆj + α¯n+1 + ǫ¯
for all u ∈ {1, ..., k} and t ∈ {1, ..., s}. It follows that
β¯u + α¯j − ǫ¯ = α¯1 + ...+ α¯n+1 6∈ {0¯,
l¯
2
}.
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Similarly, γ¯t+ α¯j − ǫ¯ 6∈ {0¯,
l¯
2}. Lemma 3.4.5 implies that the final expression in the
previous tensor decomposition is isomorphic to
⊕u
(
V (mu, β˜u + α˜j − ǫ)⊕ V (mu + 1, β˜u + α˜j − ǫ)⊕
⊕ V (mu − 1, β˜u + α˜j − ǫ+ 1)⊕ V (mu, β˜u + α˜j − ǫ+ 1)
)
⊕
⊕⊕t
(
V (l′ − 2, γ˜t + α˜j − ǫ)⊕ (V (l
′ − 1, γ˜t + α˜j − ǫ)⊗ I)⊕
⊕ V (l′ − 3, γ˜t + α˜j − ǫ+ 1)⊕ V (l
′ − 2, γ˜t + α˜j − ǫ+ 1)
)
⊕
⊕⊕k
(
V (l′ − 1, δ˜k)⊗W
′
k
)
where W ′k = Wk ⊗ V (0, α˜j − ǫ). We notice that from the induction hypothesis
δ¯k /∈ {0¯,
l¯
2} and from the previous relation γ¯t + α¯j − ǫ¯ 6∈ {0¯,
l¯
2}, so all the second
components that occur are not in {0¯, l¯2}. Also, notice that the decomposition
contains V (l′−2, γ˜t+ α˜j− ǫ+1) as a summand. Thus, we proved the step P (n+1)
in this case.
Case 2: n < l′ − 1. The proof of the previous case also works here except that
things are slightly simpler in this case because no module of the form V (l′−1, γ˜)⊗W
appears in the large tensor product. We highlight the differences: the first part of
the proof is the same. Then the induction hypothesis implies there exists:
m1, ...,mk ∈ {0, ..., n− 1}, and β˜1, ..., β˜k ∈ C/lZ
such that
V (0, α˜1)⊗...⊗Vˆ (0, α˜i)⊗...⊗Vˆ (0, α˜j)⊗...⊗V (0, α˜n+1)⊗V (0, α˜i+ǫ) ∼= ⊕uV (mu, β˜u)
where at least one mi = n− 1. As above take the tensor product with V (0, α˜j − ǫ)
then the Decomposition Lemma 3.4.5 implies
(19) V (mu, β˜u)⊗ V (0, α˜j − ǫ)
decomposes into a direct sum of modules of the form V (m, β˜) where m ≤ mu+1 ≤
n < l′ − 1 and β¯ = β¯u + α¯j − ǫ¯ /∈ {0¯,
l¯
2}. Also notice that when mu = mi = n− 1
then the tensor product in Equation (19) as a summand for the form V (mi+1, β˜) =
V (n, β˜). Thus, we have proved that the statement for P (n+ 1) holds.
Now we will show that CNg is semi-simple
Let V ∈ CNg . Then, from the definition, V is a C -retract of a module
(20) V (0, α˜1)⊗ V (0, α˜2)⊗ ...⊗ V (0, α˜n)
where α¯i /∈ Y and α¯1 + α¯2 + · · ·+ α¯n = g. From the first part, we know that there
exist
m1, ...,mk ∈ {0, ..., l
′ − 2}, β˜1, ..., β˜k, δ˜1, ..., δ˜p ∈ C/lZ, and W1, ...,Wp ∈ C
such that
V (0, α˜1)⊗ ...⊗ V (0, α˜n) ∼=C
(⊕
u
V (mu, β˜u)
)
⊕
(⊕
t
(
V (l′ − 1, δ˜t)⊗Wt
))
where β¯u, δ¯t 6∈ {0¯,
l¯
2}. Applying Lemma 5.2.2 to the right side of previous equation
there exists a subset J ′ ⊂ {1, ..., k} and a retract W ′ of ⊕t(V (l′ − 1, δ˜t)⊗Wt) such
that
V ≃C (⊕u∈J′V (mu, β˜u))⊕W
′.
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Now, for all t ∈ {1, ..., p}, Corollary 5.1.4 implies
V (l′ − 1, δ˜t) ≃CN {0}.
This shows that ⊕
t
(
V (l′ − 1, δ˜t)⊗Wt
)
≃CN {0}.
Using 5.2.3, we obtain that:
W ′ ≃CN {0}
Thus we conclude that in CN :
(21) V ≃ ⊕u∈J′V (mu, β˜u).
Since the modules in the previous decomposition are simples in C , then Lemma 5.2.1
implies they are also simple in CN and we obtain that V is semi-simple in CN .
Proof of part 2). Now we will prove the second part of the theorem. Let
V ∈ CNg be a simple object (i.e. EndCN (V ) = C IdV ), with g ∈ G, g /∈ {0¯,
l¯
2}. By
definition V is obtained from a C -retract of tensor products of modules of the form
V (0, α) and from Equation (21) we have
V ≃CN ⊕u∈J′V (mu, β˜u)
where each V (mu, β˜u) is simple in both C and C
N . If the carnality of J ′ was
strictly greater than one then dim(EndCN (V )) ≥ 2 which is a contradiction. So
V ≃CN V (mu, β˜u)
for some 0 ≤ mu ≤ l
′− 2 and β¯i = g. This shows that any simple object that occur
in CNg is of the desired form.
For the other inclusion, let 0 ≤ s ≤ l′ − 2, γ˜ ∈ C/lZ, γ¯ = g /∈ {0¯, l¯2}. We will
show that V (s, γ˜) is in CNg .
In the first part of this proof we showed the statements P (n) hold. The last part
of these statements imply that for all 0 ≤ m ≤ l′ − 2 and h ∈ C/Z \ {0¯, l¯2} there
exists β˜ ∈ C/lZ such that β¯ = h and V (m, β˜) is a simple object in CNh . We use
this as follows.
Choose β¯ ∈ C/Z such that β¯, γ¯ − β¯ /∈ {0¯, l¯2}. There exists a lift β˜ ∈ C/lZ of β¯
so that V (s, β˜) is CN
β¯
as discussed above. Set ǫ˜ = γ˜ − β˜ then ǫ¯ and β¯ + ǫ¯ = γ¯ are
not in {0¯, l¯2}.
In C , by definition V (s, β˜) is a retract of a module:
V (0, α˜1)⊗ V (0, α˜2)⊗ ...⊗ V (0, α˜n).
Taking the tensor product of this module with V (0, ǫ˜), we get that V (s, β˜)⊗V (0, ǫ˜)
is a C -retract of
(22) V (0, α˜1)⊗ V (0, α˜2)⊗ ...⊗ V (0, α˜n)⊗ V (0, ǫ˜).
Since β¯, ǫ¯, β¯ + ǫ¯ /∈ {0¯, l¯2} we have
V (s, β˜)⊗ V (0, ǫ˜) ≃C V (s, γ˜)⊕ V (s+ 1, γ˜)⊕ (1− δ˜s,0)V (s− 1, γ˜ + 1)⊕ V (s, γ˜ + 1)
and we see that V (s, γ˜) is a C -retract of V (s, β˜) ⊗ V (0, ǫ˜). Using properties of
C -retracts (if A is a retract of B and B is a retract of C, then A is a retract of C)
and the previous two decompositions, we have V (s, γ˜) is a C -retract of the module
in Equation (22). This concludes the proof. 
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A set of simple objects A is said to be represented by a set of simple objects RA
if any element of A is isomorphic to a unique element of RA. Lemma 5.1.1 and
Theorem 5.2.4 imply the following corollary.
Corollary 5.2.5. The category CN is a generically finitely C/Z-semi-simple piv-
otal C-category with small symmetric subset X = 12Z/Z. The class of generic simple
objects A of CN is represented by
(23) RA = {V (n, γ˜) | 0 ≤ n ≤ l
′ − 2, γ˜ ∈ C/lZ, γ¯ /∈ X}.
5.3. Trace. Here we will show that the right trace t on I induces a trace in CN .
Lemma 5.3.1. The full subcategory IN := CN \ {C} is a right ideal in CN .
Proof. We need to show that IN satisfies the two conditions to be a right ideal (see
Subsection 2.4). The first condition is true from the definitions of C and CN . For
the second condition we need to check that the trivial object C is not a retract of
an object in CN . On the contrary, suppose there exists an object W in CN and
morphisms f ∈ HomCN (C,W ) and g ∈ HomCN (W,C) such that gf = IdC. But by
definition HomCN (C,W ) = HomC (C,W ) and HomCN (W,C) = HomC (W,C) so f
and g give a C -retract of the trivial module which would imply that I = C which
is a contradiction to Lemma 4.2.2. Thus, C /∈ CN . 
Lemma 5.3.2. For V ∈ IN the assignment tNV : EndCN (V ) → C given by
[f ] 7→ tV (f) is a well defined linear function. Moreover, the family {t
N
V }V ∈IN is
a right trace on IN .
Proof. We need to show tNV does not depend on the representative of [f ] in
EndCN (V ) = HomCN (V, V ) = HomC (V, V )/Negl(V, V ).
Suppose [f ] = [g] then f = g+h for some h ∈ Negl(V, V ). Then tV (f) = tV (g+h) =
tV (g), implying t
N
V ([f ]) = t
N
V ([g]).
In order to prove that tNV is a right trace on IN , we have to prove that this
satisfies the conditions 1) and 2) from the definition.
1) Let U, V ∈ IN and [f ] ∈ HomCN (V, U), [g] ∈ HomCN (U, V ). Let f ∈
HomC (V, U), g ∈ HomC (U, V ) such that the class of f and g in CN are [f ] and [g]
respectively. Then
t
N
V ([g][f ]) = t
N
V ([gf ]) = tV (gf) = tU (fg) = t
N
U ([fg]) = t
N
U ([f ][g]).
2) Consider U ∈ IN and W ∈ C and f ∈ EndNC (U ⊗W ). Let f ∈ EndC (U ⊗W )
such that the class of f in C is [f ]. Then we obtain:
t
N
U⊗W ([f ]) = tU⊗W (f) = tU
(
(IdU ⊗
←−
evW )(f ⊗ IdW∗)(IdU ⊗
−→
coevW )
)
=
= tNU
(
([IdU ]⊗ [
←−
evW ])([f ]⊗ [IdW∗ ])([IdU ]⊗ [
−→
coevW )]
)
The previous two equalities conclude the statement. 
5.4. T-ambi pair. Let d : RA → C be the function given in Equation (15), in
other words:
(24) d(V (n, α˜)) =
{n+ 1}
{1}{α˜}{α˜+ n+ 1}
for V (n, α˜) ∈ RA. Extend this function to A by requiring d(V ) = d(V (n, α˜)) if V
is isomorphic to V (n, α˜).
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Lemma 5.4.1. The pair (A, d) is a t-ambi pair in CN .
Proof. Consider dN the modified dimension on IN coming from the right trace tN
on CN .
Let B := {V ∈ IN
⋂
(IN )∗ | V simple, dN(V ) = dN(V ∗)}. From Theorem 2.4.4,
it follows that (B, dN) is a t-ambi pair. We notice that (IN )∗ = IN .
We will prove that A ⊆ B and that dN is determined by Equation (24). Let
V ∈ A. By definition there exists 0 ≤ n ≤ l′ − 2 and γ˜ ∈ C/lZ with γ¯ /∈ X such
that V ≃ V (n, γ˜). We have
d
N(V (n, γ˜)) = tN([IdV (n, γ˜)]) = t(IdV (n, γ˜)) = d(V (n, γ˜))
and so dN(V (n, γ˜)) is given by the formula in Equation (24).
Since V (n, α˜)∗ = V (n,−α˜− n˜− 1˜), Equation (24) implies
d(V (n, α˜)) = d((V (n, α˜))∗).
We conclude that
d
N(V (n, α˜)) = dN((V (n, α˜))∗)
for any V ∈ A. This shows that A ⊆ B. Thus, since (B, dN) is a t-ambi pair, it is
easy to check that (A, d) is a t-ambi pair. 
5.5. The b map. Here we show CN has a map b as in the definition of a relative
G-spherical category. To do this we need the following technical lemmas.
Lemma 5.5.1. Let L,R ∈ CN with L ∈ CNg , R ∈ C
N
h with g, h /∈ {0¯,
l¯
2}. Suppose
L =CN L1 ⊕ L2 and R =CN R1 ⊕R2 such that
L ≃CN R and L1 ≃CN R1.
Then
L2 ≃CN R2.
Proof. Using Theorem 5.2.4, we have that both L and R are semi-simple in CN .
More precisely, there exists N ∈ N, and S1, ..., SN ∈ RA all different such that:
L = η1S1 ⊕ ...⊕ ηNSN
R = η′1S1 ⊕ ...⊕ η
′
NSN ⊕ J
where ηi, η
′
i ∈ N, are the multiplicities of the simple object Si and J is a direct sum
of elements of RA which are all different than Si, i ∈ {1, ..., N}. As an observation,
from the computation of d we have:
d(V ) 6= 0 for all V ∈ RA,
in particular d(Si) 6= 0, for all i ∈ {1, ..., N}.
We have that:
HomC (L,R) = HomC (η1S1 ⊕ ...⊕ ηNSN , η
′
1S1 ⊕ ...⊕ η
′
NSN ⊕ J)
=
⊕
i,j
(HomC (ηiSi, η
′
jSj))⊕
⊕
i
(HomC (ηiSi, J)).
We notice that Hom(Si, Sj) = 0 for i 6= j and Hom(Si, J) = 0 since J has no
Si-isotipic components so:
HomC (L,R) =
⊕
i
(HomC (ηiSi, η
′
iSi)).
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Nowwe will study the negligible morphisms from this space. By definition Negl(L,R) ⊆
HomC (L,R) as a vector subspace. From the last two relations we obtain that:
Negl(L,R) =
⊕
i
(Negl(ηiSi, η
′
iSi)).
We will prove that actually we have no negligible morphisms between isotipic com-
ponents of Si.
Suppose that there exists f ∈ Negl(ηiSi, η′iSi) which is non-zero. For k ∈
{1, ..., N}, denote by ιk : Si → ηiSi and πk : η′iSi → Si the inclusion and projection
of the kth component.
Since f is non-zero, then there exists k, l ∈ {1, ..., N} such that πl ◦ f ◦ ιk 6= 0.
Also, since Si is simple in C :
πl ◦ f ◦ ιk = πl ◦ f ◦ ιk(1) IdSi .
At the level of the modified trace we have:
tSi(πl ◦ f ◦ ιk) = (πl ◦ f ◦ ιk(1)) tSi(IdSi) = (πl ◦ f ◦ ιk(1)) d(Si) 6= 0.
From the properties of t, we have:
tSi(πl ◦ f ◦ ιk) = tη′iSi(f ◦ ιk ◦ πl) = 0
(since f is negligible).
The last two equalities lead to a contradiction. We conclude that Negl(L,R) =
{0} and so:
HomC (L,R) = HomCN (L,R).
Now let [φ] ∈ HomCN (L,R) be an isomorphism. Consider φ ∈ HomC (L,R) that
gives [φ] in CN . From the previous considerations, φ : L → R is an isomorphism
in C .
Using this, we obtain that J = {0} (it is not possible to have more isotipic
components in R than in L). Also, since we are in a category of representations
which are semi-simple and morphisms between representations, we obtain that
ηi = η
′
i, ∀i ∈ {1, ..., N}.
So now, both R and L are semi-simple modules in C with the same isotipic decom-
position.
Now both L1 and R1 are direct summands in L and R. It means that each of
them has a semi-simple decomposition with modules from the set Si. But L1 and
R1 are isomorphic in C
N . Using the same argument as in the first part with L and
R, we obtain that L1 and R1 are isomorphic in C . It means that they have the same
isotipic decompositions with the same multiplicities. Let us compose φ to the right
with an automorphism of L that makes a permutation on the isotipic components
such that the ones corresponding to L1 are sent onto the ones corresponding to
φ−1(R1) respectively. This means that we obtain an isomorphism
φ˜ : L→ R
such that
φ˜(L1) = R1.
We conclude that
φ˜|L2 : L2 → R2
is an isomorphism in C and also in CN . 
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Lemma 5.5.2. For all α˜, β˜ ∈ C/lZ and n ∈ N such that α¯, β¯, α¯ + β¯ /∈ {0¯, l¯2} and
n ≤ l′ − 2 then given m ≤ n we have
V (m, α˜)⊗V (n, β˜) ≃CN V (0, α˜)⊗
(
V (n+m, β˜)⊕V (n+m−2, β˜+1)⊕· · ·⊕V (n−m, β˜+m)
)
where we set V (k, β˜) = 0 if k ≥ l′ − 1.
Proof. We will show the statement by induction on m. The case m = 0 is true from
Lemma 3.4.5. Next, we will check the case m = 1.
Let α˜, β˜ ∈ C/lZ and n ∈ N such that α¯, β¯, α¯ + β¯ /∈ {0¯, l¯2} and 1 ≤ n ≤ l
′ − 2.
Choose γ˜ ∈ C/lZ such that γ¯, α¯− γ¯, α¯− γ¯+ β¯ /∈ {0¯, l¯2}. From Lemma 3.4.5 we have
V (0, α˜− γ˜)⊗ V (n, β˜) ≃CN V (n, α˜− γ˜ + β˜)⊕ V (n, α˜− γ˜ + β˜ + 1)
⊕ (1− δl′−2,n)V (n+ 1, α˜− γ˜ + β˜)⊕ V (n− 1, α˜− γ˜ + β˜ + 1)
in CN . Take the tensor product of both sides of this equation with V (0, γ˜). Then
decomposing the left side by grouping the first two simple modules together we
have(
V (0, γ˜)⊗ V (0, α˜− γ˜)
)
⊗ V (n, β˜) ≃CN
(
V (0, α˜)⊗ V (n, β˜)
)
⊕
(
V (0, α˜+ 1)⊗ V (n, β˜)
)
⊕
(
V (1, α˜)⊗ V (n, β˜)
)
On the other hand the left side is(
V (0, γ˜)⊗ V (n, α˜− γ˜ + β˜)
)
⊕
(
V (0, γ˜)⊗ V (n, α˜− γ˜ + β˜ + 1)
)
⊕ (1 − δl′−2,n)
(
V (0, γ˜)⊗ V (n+ 1, α˜− γ˜ + β˜)
)
⊕
(
V (0, γ˜)⊗ V (n− 1, α˜− γ˜ + β˜ + 1)
)
Now, using Corollary 3.4.6 we see the first two tensor products in the last two
expressions are the same direct sum of simple modules so they are isomorphic.
Thus, Lemma 5.5.1 implies
V (1, α˜)⊗ V (n, β˜) ≃CN (1− δl′−2,n)
(
V (0, γ˜)⊗ V (n+ 1, α˜− γ˜ + β˜)
)
⊕
(
V (0, γ˜)⊗ V (n− 1, α˜− γ˜ + β˜ + 1)
)
.
Using Corollary 3.4.6 we see the right hand side of this equation is isomorphic to
(1− δl′−2,n)
(
V (0, α˜)⊗ V (n+ 1, β˜)
)
⊕
(
V (0, α˜)⊗ V (n− 1, β˜ + 1)
)
.
Thus, we have proved the lemma for the case m = 1.
Now assume the statement is true for k ≤ m and we will show the statement
holds for m+ 1. Let α˜, β˜, γ˜ and n be as above. Let us denote:
Eβ˜m,n :=
(
V (n+m, β˜)⊕ V (n+m− 2, β˜ + 1)⊕ · · · ⊕ V (n−m, β˜ +m)
)
.
From the induction hypothesis we have
(25) V (0, γ˜)⊗ V (m, α˜− γ˜)⊗ V (n, β˜) ≃CN V (0, γ˜)⊗ V (0, α˜− γ˜)⊗ E
β˜
m,n.
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Using Lemma 3.4.5 to decompose the first tensor product we have the left hand
side of Equation (25) is isomorphic to(
V (m, α˜)⊗ V (n, β˜)
)
⊕
(
V (m, α˜+ 1)⊗ V (n, β˜)
)
⊕
⊕
(
V (m− 1, α˜+ 1)⊗ V (n, β˜)
)
⊕
(
V (m+ 1, α˜)⊗ V (n, β˜)
)
Similarly, the right hand side of Equation (25) is isomorphic to(
V (0, α˜)⊗ Eβ˜m,n
)
⊕
(
V (0, α˜+ 1)⊗ Eβ˜m,n
)
⊕
(
V (1, α˜)⊗ Eβ˜m,n
)
From the induction hypothesis, the first two terms of the last two expressions
are isomorphic, thus from Lemma 5.5.1 we obtain
(26)(
V (m− 1, α˜+ 1)⊗ V (n, β˜)
)
⊕
(
V (m+ 1, α˜)⊗ V (n, β˜)
)
≃CN V (1, α˜)⊗ E
β˜
m,n.
Next, we decompose the right side of this equation. By induction we know that
for any 1 ≤ n′ ≤ l′ − 2 and k ≤ m we have
V (1, α˜)⊗ V (n′, β˜ + k) ≃CN V (0, α˜)⊗
(
V (n′ + 1, β˜ + k)⊕ V (n′ − 1, β˜ + k + 1)
)
.
Applying this to each term of the sum Eβ˜m,n we obtain:
V (1, α˜)⊗ Eβ˜m,n ≃CN V (0, α˜)⊗
(
Eβ˜m,n+1 ⊕ E
β˜+1
m,n−1
)
From the definition Eβ˜m,n we have
V (0, α˜)⊗
(
Eβ˜m,n+1 ⊕ E
β˜+1
m,n−1
)
=
= V (0, α˜)⊗
(
Eβ˜m,n+1 ⊕
(
Eβ˜+1m−1,n ⊕ V (n− 1−m, β˜ +m+ 1)
))
= V (0, α˜)⊗
((
Eβ˜m,n+1 ⊕ V (n− 1−m, β˜ +m+ 1)
)
⊕ Eβ˜+1m−1,n
)
= V (0, α˜)⊗
(
Eβ˜m+1,n ⊕ E
β˜+1
m−1,n
)
≃CN
(
V (0, α˜)⊗ Eβ˜m+1,n
)
⊕
(
V (m− 1, α˜+ 1)⊗ V (n, β˜)
)
where the isomorphism comes from the induction hypothesis. Combining the last
two equation and using Lemma 5.5.1 we see that Equation (26) implies
V (m+ 1, α˜)⊗ V (n, β˜) ≃CN V (0, α˜)⊗ E
β˜
m+1,n
which proves the statement for m+ 1 and concludes the induction step. 
Now we use this lemma to show CN has a b map. In [14] it is shown how to
construct a bmap from a character. Our b map will be defined on the representative
class of simple objects RA and extended to A by setting b(W ) = b(V ) if W ≃ V
for W ∈ A and V ∈ RA.
Here a character is a map χ : RA → C satisfying
(1) χ(V ∗) = χ(V ) for all V ∈ RA,
(2) if V (m, α˜), V (n, β˜) ∈ RA such that α¯+ β¯ /∈ X then
χ(m, α˜)χ(n, β˜) =
∑
k,γ˜
dim
(
HomCN (V (k, γ˜), V (m, α˜)⊗ V (n, β˜))
)
χ(k, γ˜)
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here for simplicity we denoted χ(V (m, α˜)) = χ(m, α˜),
(3) for any g ∈ G \ X , the element Dg =
∑
V ∈CNg ∩RA
χ(V )2 of C is non-zero.
If χ is a character then Lemma 23 of [14] implies the map G \ X → C, g 7→ Dg is a
constant function with value D. Moreover, the map b = 1Dχ satisfies the properties
listed in Definition 2.3.1. We will now show a character exists.
Let V (m, α˜) be in RA. Consider the formal character χ(m, α˜) =
∑
k,γ˜ ck,γ˜e
keγ˜
of V (m, α˜) in C . Here ek and eγ˜ are both formal variables for each k ∈ Z and
γ˜ ∈ C/lZ and ck,γ˜ is the dimension of the (k, γ˜) weight space determined by the
action of (K1,K2).
The variables ek and eγ˜ of a character χ(m, α˜) can be specialized to qk and 1,
respectively to obtain a complex number which we denote by χq(m, α˜) ∈ C. We
will show χq is a character in C
N .
Using the basis in Theorem 3.4.3 we see
χq(m, α˜) = (2 + q + q
−1)(qm + qm−2 + · · ·+ q−m) = (2 + q + q−1)[m+ 1].
In particular, χq(l
′ − 1, α˜) = 0. Also, V (m, α˜)∗ = V (m,−α˜− m˜− 1˜) which implies
χq(V
∗) = χq(V ) for V ∈ RA.
Next, we show property (2) holds for χq. We first do this for the case m = 0 and
0 ≤ n ≤ l′− 2. Let V (0, α˜), V (n, β˜) ∈ RA such that α¯+ β¯ /∈ X . From Lemma 3.4.5
we have
(27) V (0, α˜)⊗ V (n, β˜) ≃C V (n, α˜+ β˜)⊕ V (n+ 1, α˜+ β˜)
⊕ (1− δ0,n)V (n− 1, α˜+ β˜ + 1)⊕ V (n, α˜+ β˜ + 1)
in C . This implies
χ(0, α˜)χ(n, β˜) = χ(n, α˜+β˜)+χ(n+1, α˜+β˜)+(1−δ0,n)χ(n−1, α˜+β˜+1)+χ(n, α˜+β˜+1).
By specializing the variables of this equation we have:
(28) χq(0, α˜)χq(n, β˜) = χq(n, α˜+ β˜) + χq(n+ 1, α˜+ β˜)
+ (1− δ0,n)χq(n− 1, α˜+ β˜ + 1) + χq(n, α˜+ β˜ + 1).
Translating Equation (27) to CN we have:
V (0, α˜)⊗ V (n, β˜) ≃CN V (n, α˜+ β˜)⊕ (1− δl′−2,n)V (n+ 1, α˜+ β˜)
⊕ (1− δ0,n)V (n− 1, α˜+ β˜ + 1)⊕ V (n, α˜+ β˜ + 1).
Since χq(l
′−1, α˜+β˜) = 0 then the last equation implies we can rewrite Equation (28)
as
χq(0, α˜)χq(n, β˜) =
∑
k,γ˜
dim
(
HomCN (V (k, γ˜), V (0, α˜)⊗ V (n, β˜))
)
χq(k, γ˜)
here all but possibly four homomorphism spaces are zero. This implies that if
W ≃CN
⊕s
i=1
(
V (0, α˜)⊗ V (ni, β˜i)
)
where α¯, β¯i, α¯ + β¯i /∈ X and 0 ≤ ni ≤ l′ − 2
for all i ∈ {1, ..., s} then
(29)
s∑
i=1
χq(0, α˜)χq(ni, β˜i) =
∑
k,γ˜
dim (HomCN (V (k, γ˜),W ))χq(k, γ˜).
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Next we consider the general case. Let V (m, α˜), V (n, β˜) ∈ RA such that α¯+ β¯ /∈
X . A direct computation shows
χq(m, α˜)χq(n, β˜) = (2 + q + q
−1)2[m+ 1][n+ 1].
where it can be shown that
[m+ 1][n+ 1] = [n+ 1 +m] + [n+ 1 +m− 2] + ...+ [n+ 1−m].
This implies,
χq(m, α˜)χq(n, β˜)
= χq(0, α˜)
(
χq(n+m, β˜) + χq(n+m− 2, β˜ + 1) + ...+ χq(n−m, β˜ +m)
)
.
But from Lemma 5.5.2 and Equation (29) we have the right side of the last equation
is equal to ∑
k,γ˜
dim
(
HomCN (V (k, γ˜), V (m, α˜)⊗ V (n, β˜))
)
χq(k, γ˜)
and we have shown that property (2) holds.
Finally, we show χq satisfies the last property to be a character. Fix α˜ ∈ C/lZ
such that α¯ = g /∈ X then for any k ∈ {0, ..., l′ − 1} we have
l′−1∑
m=0
χq(m, α˜+ k)
2 = c2
l′−1∑
m=0
[m+ 1]2 =
c2
(q − q−1)2
l′−1∑
m=0
(qm+1 − q−m−1)2
where c = 2 + q + q−1. Let us compute the sum in this expression:
l′−1∑
m=0
(qm+1 − q−m−1)2 =
l′−1∑
m=0
(
q2m+2 + q−2m−2 − 2
)
= −2l′ + q2
l′−1∑
m=0
q2m + q−2
l′−1∑
m=0
q−2m
= −2l′ + q2
q2l
′
− 1
q2 − 1
+ q−2
q−2l
′
− 1
q−2 − 1
= −2l′.
Thus, we have
Dg =
∑
V ∈CNg ∩RA
χq(V )
2 =
l′−1∑
m,k=0
χq(m, α˜+ k)
2 =
l′−1∑
k=0
−2l′c2
(q − q−1)2
=
−2(l′)2c2
(q − q−1)2
which is non-zero.
In summary, χq is a character and as explained above leads to a map b =
1
Dχ
satisfies the properties listed in Definition 2.3.1.
5.6. Main theorem. Here we summarize the results of this paper in the following
theorem.
Theorem 5.6.1. Let G = C/Z and X = 12Z/Z. Let A be the set of generic simple
objects of CN given in Equation (23). Let d : A → C× be the function defined in
Equation (24). Let b : A → k be the function constructed in Subsection 5.5. With
this data CN is a relative G-spherical category with basic data and leads to the
modified TV-invariant described in Theorem 1.0.1.
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Proof. The proof follows directly from Corollary 5.2.5 and Lemmas 5.4.1 and 2.3.2.

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