The latest work for Question and Answer problems is to use the Stanford Parse Tree. We build on prior work and develop a new method to handle the Question and Answer problem with the Deep Contextualized Transformer to manage some aberrant expressions. We also conduct extensive evaluations of the SQuAD and SwDA dataset and show significant improvement over QA problem classification of industry needs. We also investigate the impact of different models for the accuracy and efficiency of the problem answers. It shows that our new method is more effective for solving QA problems with higher accuracy
, etc. Each type of question has a corresponding label for a question or statement.
Earlier work in this field mainly used the Bag-of-words (BoW) to classify sentence types. Many recent works have adopted supervised and deep-learning methods on the question classification and have shown promising results (Lee and Dernoncourt, 2016) . However, most of these approaches have treated the sentence as a text
Introduction
The Question and Answer system (QA) is widely used in the industry. Every week, one company faces hundreds and thousands of questionnaires for the products they publish. QA is a massive problem in Natural Language Processing (NLP), with the application of problem answering, sentence recognitions, etc. There are several types of problems, such as Wh-questions, statement questions, statements classification. Furthermore, the treatment has been isolated from sentence to sentence; therefore, it is unable to reflect conceptual dependencies of the words in the sentences. In reality, the different order of the same words in a sentence can have very different meanings.
The work draws some recent advances in NLP research, like BERT (Jacob et al., 2018) and Elmo (Peters et al., 2018) to produce a sentence classification model to quickly and correctly pick out the question sentence from the target text. Compared with regular algorithms for treating the QA problems, the selflearning algorithm can perform contextualized word representation to get the contextualized word meaning in the sentences. Specifically, we use the hierarchical deep neural network with the self-learning algorithm to model different types of question text, including statement questions, which are a specific type of question in the questionnaires. The research works to achieve state-of-the-art outcomes for classifying the QA problem. We demonstrate how performance could be improved with a combination of different levels of models: the hierarchical deep neural network for classification, self-learning and selfattention model like BERT for the single word embedding, and previous label of the training data with the SQuAD dataset. Finally, we explore different methods to find an effective method toclassify the QA problem.
Related Work
We focus on two primary methods used in recent research. One treats text as text classification, in which each utterance is classified in isolation, while another one treats the text using Contextualized Word Representation Algorithms, such as BERT with self-attention or Elmo.
Text Classification: Lee and Dernoncourt (2016) build a vector representing each utterance and use either RNN or CNN to predict the text details to classify the sentence type. Jacob et al. (2018) used the BERT, and Peters et al. (2018) used Elmo to embed the text into the vector to give the contextual relationship of the sentence for each utterance. Along with these two tools, we use RNN-based or CNN-based hierarchical neural networks to learn and model multiple levels of utterance.
Self-learning:

Model
The task of QA classification takes the sentence S as an input, which varies the length sequence of the utterance U= { " , # , $ , …, % }. For each utterance u " ∈ U, there has a length value of * ∈ L and a corresponding target label * ∈ Y, which represents the QA's result associated with the corresponding sentence. Figure 1 shows the overall architecture of the model, which dimensions from a higher level to a reduce the dimensions from a higher level to a lower level. Then we use the Combination-Level RNN (Section 3.2) which provides us with the previous hidden state of the encoded utterance. It provides us the contextual relationship in the sentences and combines all hidden states of words in sentences. After that, the deep our modifications contextualization word representation encoder encodes the combination into the 2-D vectors of each sentence. We follow the instruction of Peters at el. (2018) to explain below.
An utterance ti, which is the sequence of the sentence, is mapping into the embedded layer. The deep contextualization representation uses BiLM to combine the forward and backend LM. The formulation of the process is as follows:
Moreover, we weigh the perform of the model with computing as indicated here:
In (1), the sj task is softmax-normalized weights, and the scalar parameter γ task allows the task model to scale the entire vector. In the simple case, the representation would choose the involves several main components.
(1) A self-learning Algorithm to encode the sentence with the selfattention, (2) A Combination-level RNN to handle the output of the encoding and to classify the label of the sentence. We describe the details below. 
Context-aware Selflearning
Our self-learning algorithm encodes a variable-length sentence into a fixed size. There are two types of the algorithm; one based on Self-Attention and another based on deep contextualization word representation.
Deep contextualization word representation
The model uses the BiLM to consider the different position of utterances within the sequence. Inspired by Peters et al. (2018) , we use PCA and t-SNE to reduce the 4 WS3 is a matrix of parameters. b is a bias of the vector represented in Equation 2. This can be treated as a 2-layer MLP with bias, and da with a hidden unit.
Combination-level RNN
The utterance representation hi from the past two models are passed into the combination-level RNN. Based on Figure 1 , we would pass all of the hidden layers concatenated into a final representation Ri of each utterance. This process is based on the requirements of the problem. We would fine-tune the algorithm. This is more suitable for the problem classification to put the layers with the proper percentages in the final representation. Then we put the result into the CRF layer to figure out the relationship between the label and the context of the utterances. This method is not independently decoding the label of the utterances; it should consider all of the relationships of the sentences. Then, it should determine the most related decoder to decode them to the related labels. The combination-level RNN would also have the function to supervise the labels and fix them.
Super-attractive
The model that we use combines the final representative of the combination for hidden layers via self-learning and self-attention. It can help us figure out what the labels top layer and E(Rk) = .
Self-Attention
For each word in the utterance, we would use some Self-Attention model to encode them. The most popular Self-Attention model base is on BERT (Devin et al. 2018) . The model will encode a variable-length sequence using an attention mechanism that considers the different position, token, and segment within the sequence. The utterance ti is also mapped into the embedding layer and results in s-dimensional embedding for each word in the sequence based on the Transformer (Vaswani et al. 2017) . Then the embedding is put into the bidirectional-GRU layer.
Vipul Raheja and Joel Tetreault (2019) describe the contextual selfattention score as: (2) Here WS1 is a weight matrix, WS2 and 5 Answering Dataset to use selfattention for the task. The Natural Language Toolkit Dataset (NLTK) (Steven Bird and Edward Loper, 2002) is another significant resource for the test case. We then use the training, validation, and test splits as defined in Lee and Dernoncourt (2016) . Table 1 shows the statistics for both datasets. There are many kinds of labels of the class to classify the kind of sentences they are. There are some special DA classes in both datasets, such as Tag-Question in SwDA and Statement-Question in NLTK. Both datasets make over 25% of the question type labels in each set. 
Data set
Result
We have compared the classification accuracy of our model with several other models (Table 2) . For methods using attention and deep contextualization word representation in some approaches to model the those utterances are and produce the results. The score we compute for the algorithm is to calculate the accuracy of the correct labels in the classifications as Hossin M. and Sulaiman M.N. (2015) suggests. Also, we apply an advanced check for the question and answer problem. For sentences without clear results, we put them into the parser tree for another classification. The parser tree we use is based on Huang (2018) . We use its Tensor Product Representation to rebuild our parser tree for our model. The original Stanford Parser Tree (2008) is good to classify the relationship of the sentences. However, in our model, we use the Bi-LSTM with the attention algorithm to rebuild the parser tree and get the tree graph with POS tags. This is useful to calcify the structure of the sentence. After that, we use the graph we obtain to analyze the structure of utterances and produce the classification of the unsure sentence in the document. Finally, we determine the combination result for the users to check the question and answer problems.
Data
We evaluate the accuracy of the classification model with one standard dataset -the Switchboard Dialogue Act Corpus (SwDA) (Jurafsky et al., 1997) consisting of 43 classes, and make the word extension with the Stanford Question 6 good as that of the Vipul and Joel (2019). The reason for the lower accuracy is dependent on the contextual details and label noise of the dataset. The context in the NLTK dataset indicated the existence of some data not easily readable for the machine, such as some error codes. Also, the label in the NLTK dataset is only 35% of the label for the SwDA ones. As a result, due to the label noise and the contextual details, the performance of NLTK did not show significant gains over that of SwDA.
The performance of our model is more sensitive than the model used commonly for the problems, including the error code. However, it has a higher accuracy considering the complete problem classification. In future research, we should improve our algorithm, which has a higher ability to handle the problem of the label noise and context detail that are not clear.
Conclusion
We developed a new model which carefully performed the QA classification and made comparisons with common-use algorithms by testing the SwDA dataset. We used different utterance representation methods and determined that the context details depend highly on the classification performance. For example, the reason of NLTK is not as good as Vipul and Joel (2019) results was sentence of questionnaire documents, even some of them use the self-attention for the task. However, they did not perform as well as our model. All models and their variables were trained eight times, making an average of the performance as a result. And we find these previous algorithms did not perform as well as our model. Our model is better than Vipul and Joel (2019) by 0.4% in SwDA dataset with measure its accuracy score and 3.9% for the Li and Wu (2016) The improvements based on our model has a significant meaning for other modelsl. However, the performance in NLTK is still not because there were too many label noises and the context details were not so easy to read. Working with attention and combination level to the classification, which has not been previously applied in this kind of task enables the model to learn more from the context and get more real meaning of the words in utterances than previously. It helps to improve the performance of the classification for these kinds of tasks.
In our future work, we will try more attention mechanisms, such as block self-attention (Shen et al., 2018b) , or hierarchical attention (Yang et al., 2016) and hypergraph attention (Song et al. 2019) . They can incorporate the information from different representations for the various positions and can capture both local and long-range context dependency. Also, this approach should help with the problem of the hard-readable context, such as the problem of the NLTK dataset that causes accuracy to become lower than usual. We will seek more dataset combinations to do the question classification work. We will use RACE (Lai et al., 2017) and GLUE (Wang et al., 2019) datasets to do more test work and make more stable algorithms to solve the question classification issues. work and make more stable algorithms to solve the question classification issues. 
