A two-level process for diagnosing crosstalk in photonic Dilated Benes Networks (DBNs) is presented. At level one is the Test-All-Switches (TAS) procedure, which obtains the crosstalk ratios of each and every switch in a N N DBN in 4N tests using O(N log 2 N) calculations. One of its applications is to identify single or multiple crosstalk-faulty switches in the DBN which generate excessive crosstalk. To reduce the number of tests and amount of computation when diagnosing only a few switches suspected of crosstalk-faulty along an arbitrary path, the Test-One-Path (TOP) procedure at level two is proposed. A recursive algorithm applicable to both procedures is used to con gure the DBN for each test such that the necessary power measurements of the signals can be taken accurately. An important feature of the proposed diagnostic process is its suitability for automated test generation.
Introduction
Photonic switching is an essential synergetic approach in optical networks as it keeps data in optical form during the switching, thereby providing virtually unlimited communication bandwidth and transparency to the data rate and encoding format. With conventional electronic switching, on the other hand, optical signals must be converted into a stream of electrons for processing. This optoelectronic conversion can become an impediment in very high speed communications, e.g. above 50 Gbs 1] .
Photonic multistage switching networks can be constructed from 2 2 electro-optical directional couplers 2]. One of the problems with such a directional-coupler, or simply switch hereafter, is the crosstalk, which lowers the signal-to-noise ratio (SNR), and the connections a ected by excessive crosstalk will become unusable. To reduce the negative e ect of crosstalk, various approaches which apply the concept of dilation in either the space, time or wavelength domain have been proposed 4, 5, 6, 7] (note that this de nition of dilation is di erent from the one used in 3]). Several experimental systems based on Dilated Benes Networks (DBNs) have been reported 8, 9] . This paper addresses the diagnostic approaches suitable for photonic switching networks, especially DBNs. As in many elds of electronics industry, testing has become increasingly important in the integrated procedure of design, fabrication and operation 10]. Being able to diagnose a DBN and obtain measurements related to crosstalk in a timely and e ectively way is particularly important. This is because crosstalk can be a ected by many parameters including the control voltage, temperature and polarization. Even if some of these parameters can be maintained at a proper level, aging of the materials (especially in LiNbO 3 ) will increase crosstalk. If a switch generates excessive crosstalk, it will be considered crosstalk-faulty, and has to be replaced, re-tuned or avoided when establishing connections even in a dilated network such as a DBN. Wide-spread use of photonic switching networks have been hampered partly by the lack of low-cost, automated diagnosis and maintenance procedures.
Numerous methods for diagnosing electronic Multistage Interconnection Networks (MINs) for multiprocessor communications and telecommunication switching have been studied 11, 12, 13, 14, 15, 16, 17, 18, 19, 20] . Most of the diagnostic methods studied so far assumed so-called stuckat-x faulty switches. Unfortunately, these methods are no longer applicable to the diagnosis of crosstalk in photonic switching networks. This is because unlike a stuck-at-x electronic switch whose signal at any output port is either 0 or 1, a photonic switch will generate crosstalk whose amount can be anything in between a range, say -10 to -40 dBs (or 1% to 0.01% of the input power). This means that a photonic switch can change its state even when it may be considered crosstalk-faulty. In addition, diagnosing photonic switching is di erent as it involves quanti cation of the amount of crosstalk of each switch, not just determining whether a 0 or 1 is at an output port of the switch. What makes diagnosing photonic MINs more challenging is that not only may one crosstalk-faulty switch mask another crosstalk-faulty switch, as a stuck-at-x faulty switch may do to another stuck-at-x faulty switch in electronic MINs 15, 16, 18] , but two non-crosstalk-faulty switches may generate crosstalk as if one or both of them is or are crosstalk-faulty. Hereafter, we will refer to crosstalk-fault as simply fault in the context of diagnosing photonic switching networks.
Research in diagnosing photonic switching networks is, in contrast to its electronic counterpart, still in its infancy. Most of the approaches used in practice for diagnosing crosstalk in photonic switching networks are ad hoc, and little is known about systematic ways to perform the testing. In a pioneering work by Choy et al 21] , a method requiring a number of tests to detect and locate a (crosstalk) faulty switch in DBNs was proposed. However, the method may either fail to report an actual fault or issue a false alarm if multiple switches can be faulty at the same time.
In this paper, we propose a two-level diagnostic process. At level one is a rigorous and thorough procedure called Test-All-Switches (TAS), which involves 4N tests in a N N DBN. During each test, the DBN is con gured such that the power of the test signal as well as that of the crosstalk signals generated can be measured accurately. Based on these measures, step-by-step calculations are performed to obtain the crosstalk characteristics of each and every switch in the DBN. One of its direct applications is to identify any single faulty switch or any combination of multiple faulty switches, each of which may have multiple types of faults, in the DBN.
Since the amount of time required for each invocation of the TAS procedure, which involves network con guration, test signal injections, power measurements and calculations, can be substantial, an unnecessary invocation of the TAS procedure introduces too much overhead, and thus should be avoided. This motivates us to devise an "on-the-y" procedure called Test-One-Path (TOP) at level two. The TOP procedure is applicable when most of the switches in the DBN are assumed to have not changed their crosstalk characteristics after a recent invocation of TAS. Only the switches along a path are suspected of becoming faulty. The TOP procedure requires only one test to collect necessary measurements, and in addition, involves very little computation to determine if the suspicious switches are actually faulty.
Although TOP has a much lower overhead than TAS, it can not replace TAS because of the possible changes in the crosstalk characteristics of the switches. This is also why the TAS procedure may need to be carried out once in a while as a maintenance routine. Since it can be quite complex to determine how to con gure a DBN, where to inject a test signal and collect power measurements, as well as how to perform calculations, automating the diagnosis process, especially the TAS procedure, is desirable.
The rest of the paper is organized as follows. In the next section, general issues related to diagnosing photonic switching networks, including a model to characterize crosstalk at each switch, fundamental assumptions and major challenges are discussed. In Sec. 3, speci c properties of Dilated Benes Networks (DBNs) related to preliminary discussions on automated test generation are presented. In Sec. 4, the TAS procedure is described. It includes a description of the tests to be performed and step-by-step calculations required to obtain the crosstalk characteristics of each and every switch in a DBN, as well as an algorithm for con guring a DBN during each test called Complementary Subnetwork (or CS). In Sec. 5, the TOP procedure is described, which uses a generalized version of algorithm CS to con gure a DBN. Finally, we summarize our results, point out some future work and conclude the paper in Sec. 6.
Issues in Diagnosing Photonic Networks
An electro-optical switch in photonic networks is shown in Figure 1 . Ideally, when a voltage is applied to the electrodes, optical signals from the upper and lower inputs will exit at the upper and lower outputs, respectively. This is equivalent to setting the switch in the Bar (or straight) state. When no voltage is applied on the electrodes, the switch is set in the Cross (or exchange) state.
In practice, because of the undesirable couplings of the signals between the two waveguides, crosstalk will be generated. For example, in Figure 1 , when a signal is injected in the upper input and the switch is set to Bar, a majority of the signal power exits at the desired upper output. However, a small portion of the signal power "leaks" to the lower output. Similar problems occur when the signal is injected into the lower input, or when the switch is set in the Cross state.
If both inputs of the switch are used, then the crosstalk signal from one connection will a ect the signal on the other connection as shown in Figure 2 (a). A straight-forward way to reduce the negative e ect of the crosstalk is to use only one of the two inputs of the switch at any given time. To establish two connections at the same time, a 2 2 Dilated Benes Network (or DBN) 4] as shown in Figure 2 (b) can be used. Note that although the DBN has four inputs and outputs, only half of them will be available to its users. More speci cally, only input and output numbered, in binary, 00 and 10 are used for establishing two connections. This way, the crosstalk signal generated from one connection will not interfere with the signal carried by the other connection. In general, a N N DBN, whose properties will be described in more details later in Sec. 3, is spatially dilated to avoid crosstalk which results in 2N inputs and outputs, and 2logN stages. Although we will often refer to DBNs as an example, the issues discussed throughout this section are applicable to the diagnosis of general photonic switching networks that are spatially dilated as DBNs.
Crosstalk Model
A model we will use to characterize the crosstalk at each switch in shown in Figure 3 , which considers all four possible con gurations of a switch in a DBN. More speci cally, in type 0 and type 1 shown in (a) and (b), respectively, the switch is in the Bar state and the signal comes from the upper and lower input ports, respectively. Two corresponding con gurations, namely type 2 and type 3, in which the switch is set in the Cross state, are shown in (c) and (d), respectively.
To obtain crosstalk related characteristics, we consider the power of both the output signal and the crosstalk signal it generates. More speci cally, we let S i and X i (0 i 3) denote the power of the output signal and the power of the crosstalk signal, respectively, in type i con guration. We shall call the ratio X i =S i , which is typically less than 1, the type i crosstalk ratio, and denote it by r i . For a given threshold value, T, a switch is said to have type i fault if and only if r i > T.
As mentioned earlier, to obtain r i requires the quanti cation of S i and X i . And thus, diagnosing a photonic switch can be more challenging than diagnosing an electronic switch, even though the latter can have more than four possible faulty con gurations 11, 20] .
Note that, r i does not depend on the absolute power strength of its input signal. In other words, the relative power strength of the two signals at the two outputs uniquely determines the value of r i . Both the TAS and TOP procedures in the proposed two-level diagnostic process aim to determine the crosstalk ratios of the switches. In 21], a similar model is used but the focus was on the power of the crosstalk signal, which is to be compared with a predetermined threshold value to decide if the crosstalk is excessive. This makes their method unsuitable in the presence of multiple faulty switches.
Fundamental Assumptions
Since photonic switching networks are usually circuit-switched to support all-optical communications, our diagnostic method will be based on centralized control, instead of distributed control which is studied in 22, 23, 24, 25] . A practical assumption we make is that not only are the switches in a DBN di erent from one another, each switch may have four di erent crosstalk ratios X i =S i . In other words, it is possible that r i 6 = r j if i 6 = j, where 0 i; j 3. This implies that a switch may have up to four faults at the same time. A simplifying assumption we will make is that the power loss due to radiation, scattering, absorption as well as other undesirable e ects within a switch and waveguide links connecting two stages in the DBN is a known constant. Based on this simplifying assumption, we can further assume that in Figure 3 , for example, if the input signal power is P in all the four con gurations, then (S i + X i )=P = l, where 0 < l < 1 is a constant. This way, the crosstalk ratios, r i 's, can be obtained independently of l as will be illustrated later in Sec. 4 although we note that the proposed diagnostic procedures still work as long as the power loss within a switch and waveguide links are known. The crosstalk ratios of each switch obtained by such diagnostic procedures can be used to not only identify faulty switches, but determine other crosstalk-related characteristics such as the signal-to-noise ratio (SNR) of the network 26] as well. Another fundamental assumption we make when devising diagnostic methods is that only the inputs and outputs of a photonic network are accessible to our testing crew (to simplify our discussions, we assume that all 2N inputs and outputs of the DBN are accessible). This is a practical constraint because it would be too costly to provide the capability of direct access to the input and output ports of each individual switch in an integrated network. However, this makes it di cult to obtain the crosstalk ratios of the switches not at the last stage.
For example, in the 2 2 DBN shown in Figure 2 (b) in the beginning of Sec. 2, one can not access ports a, b, c or d. The power at these four ports, on which the crosstalk ratios of switches C and D depend, can only be obtained as some functions of the power of the signals measured at the outputs, and the crosstalk ratios of switches A and B. More speci cally, let S be the power of the signal carried on the top connection measured at output 00, and X be the power, as measured at output 11, of the crosstalk signal generated at port b. In addition, let r 0 (A) be the type 0 crosstalk ratio of switch A, and r 3 (B) be the type 3 crosstalk ratio of switch B, then the power at port a is P a = S 1 + r 0 (A)]=l, and that at port b is P b = X 1 + r 3 (B)]=l. This way, the type 0 crosstalk ratio of switch C can be computed as r 0 (C) = P b =P a , or X 1+r 3 (B)] S 1+r 0 (A)] . Similarly, the type 3 ratio of switch D can be obtained only after the power at ports c and d are determined.
The above example also implies that it is necessary to calculate the crosstalk ratios of switches A and B before calculating the crosstalk ratios of switches C and D. This is because the power of the signals at port a, for example, will be attenuated partly because of the crosstalk generated at switch A at the following stage. To compensate for the loss, the power of the signal measured at the output has to be multiplied by a term, which we call crosstalk compensation factor or CCF, for each of the following stages. For example, the term 1 + r 0 (A)] is a CCF corresponding to switch A for calculating P a . Clearly, the value of a CCF depends on a certain type of crosstalk ratio of the switch along the signal path at a following stage.
Major Challenges
In diagnosing a large photonic network such as a DBN, one of the challenges is to obtain accurate power measurements of the signals at the outputs of the network, such as the values of S and X mentioned in the previous example. This is because the crosstalk signals will a ect each other even though the network is dilated. This mutual interference between crosstalk signals becomes a problem in diagnosing the network since the power of the crosstalk signals need to be measured in order to compute the crosstalk ratios. For example, in Figure 2 (b), the bottom connection will generate a crosstalk signal which exits at the same output, i.e. 11, as the crosstalk signal generated at port b. Thus, under this setting, the power measured at output 11 can not be simply taken as X. Perhaps a less obvious and less severe problem, which also arises under this setting, is that the accuracy of S is also a ected by the crosstalk signal generated at port c, which, as is the crosstalk signal generated at output b, is called rst-order crosstalk. First-order crosstalk signals do not interfere directly with the signals of the other connection in the DBN, as they would in a Benes (see Figure 2 (a) for an example).
However, they will interfere with the signals of the other connections indirectly. In Figure 2 (b), for example, the rst-order crosstalk signal generated at c, after entering switch A, will generate a second-order crosstalk signal that exits at output 00, thus interfering with the signal carried by the top connection. Since rst-order crosstalk is usually small, say between 20 to 40 DB, second-order crosstalk is even smaller, say between 40 to 80 DB. Hence, when a DBN is in use, such an indirect interference does not a ect the SNR of the network in a signi cant way. However, in order to obtain measurements as accurately as possible, it is desirable not to allow any second-order crosstalk signal to mix with the signals, especially rst-order crosstalk signals, to be measured. Note that since second-order crosstalk signals are usually so weak that, at the outputs, they become not too much stronger than the random noises present in the network, third or higher order crosstalk signals can be ignored. In addition, we can not obtain the power measurements of the second-order crosstalk signals that are meaningful enough to be used in the calculation of the crosstalk ratios of the switches. Speci cally, in the previous example, an obvious way to avoid getting inaccurate measurements of S and X is to use a di erent setting in which only the top connection is established. In this setting, a second-order crosstalk signal will exit at output 10. If we could obtain its power, say X 0 , then we would be able to calculate the type 3 crosstalk ratio of switch B as r 3 (B) = X 0 =X, and in addition, the power at port b as l X + X 0 ]. However, we can not treat the power measured at output 10 as X 0 since a substantial amount of the power may belong to random noises.
The above discussions also imply that yet another di erent setting is needed to calculate r 3 (B). More speci cally, we have to inject a test signal at input 00 and set both switches C and B to Cross.
This way, we can measure the power of the test signal and that of the rst-order crosstalk signal generated at switch B at outputs 11 and 10, respectively. Since each switch has four di erent types of crosstalk ratio, four di erent settings and eight measurements are required. Hence, to obtain the crosstalk ratios of the N switches at the last stage one at a time, 4N setting and 8N measurements are required. As suggested at the end of Sec. 2.2, the crosstalk ratios of the switches at the second-to-the-last-stage can now be obtained. This, however, may take another 4N settings and 8N measurements in addition to some computation. Thus, to obtain the crosstalk ratios of each and every switch in a N N DBN, which has M stages, up to 4MN di erent settings and 8MN measurements may be needed. In addition, a number of calculations based on these measurements are also needed. This makes it important as well as challenging to devise a diagnostic method that uses a smaller (preferrably minimal) number of tests and collects a smaller (preferrably minimal) number of measurements. Since the diagnostic process involving test set-ups, measurements and calculations can be time consuming and sometimes tedious to follow for human beings, it is even more important and challenging to be able to generate these tests and compute the crosstalk ratios of all the switches automatically under the control of a computer program.
Diagnosing Dilated Benes Networks (DBNs)
A Dilated Benes Network (DBN) 4] is based on the classic Benes network for its modularity and minimum number of stages required for being rearrangeably nonblocking. Rearrangeably nonblocking networks are su cient for functioning as switching hubs in Time-Division-Multiplexed (TDM) environments 27, 28] and have also been studied in the Wavelength-Division-Multiplexed (WDM) and multi-divisional (i.e. wavelength, time, and space) environments 29, 30, 31] . A DBN is similar to a Benes in that it can be constructed recursively from 2 2 switches, and di ers from a Benes in that it uses more hardware (e.g. more switches at each stage) to ensure that at most one input (and output) of each switch is used in establishing connections. Note that with current technology, dilating a Benes into a DBN is an e ective way to allow us to build a large network. This is because it is the crosstalk and power loss, not the number of switches that can be integrated, that limits the size of the network 32, 33] . In order to facilitate the presentations of the proposed diagnostic process, especially that of the automatic test generation, we describe some of the properties of the DBNs next.
Interstage Connection
A 2 2 DBN, which is a basic building block in the recursive construction procedure, was shown in To facilitate our discussions on the interconnection pattern used between two stages in a DBN, we number the 2N input and output ports at each stage, including the input and output of the network, from top to bottom from 0 to 2N ? 1 using n + 1 bits, where n = logN. we call a one-bit cyclic shifting from right to left of a binary sequence of n + 1 bits a shu e. Intuitively, a shu e so Note that when p = n+1, these two functions become the ordinary shu e and reversed shu e, respectively.
The connection pattern used between any two stages in a DBN can now be described in terms of these two functions. Let the stages in a N N DBN be numbered from 0 to 2n ? 1 from left to right (since M also equals 2n). The interconnection pattern used between stage i and stage i + 1 can be represented by a (n + 1 ? i)-bit reversed shu e when 0 i n ? 1, and a (i ? n + 3)-bit shu e when n i 2n ? 2. More speci cally, consider output port u at stage i, and let v be the input port at stage i + 1 to which u is linked. We have, v = ReShuf(u; n + 1 ? i) if 0 i n ? 1, and v = Shuf(u; i ? n + 3) otherwise.
Several examples of using the above de ned functions to describe the interconnection pattern used between two stages are given in Figure 5 , where n = 2. First, one can see that a 3-bit (full) reversed shu e is used between stage i = 0 and stage 1. Hence, u = 001 is linked to v = 100. Secondly, a 2-bit (partial) reversed shu e is used between stage i = 1 and stage 2. Hence w = 100 is linked with x = 100. Finally, a 3-bit (full) shu e is used between stage i = 2 and stage 3. And hence y = 100 is linked to z = 001.
A Basic Routing Algorithm
A part of the automatic test generation is to determine where to collect measurements. In this subsection, we discuss an algorithm whose primary objective is to determine the output to which a given input is connected under a given setting. That is, under a given network con guration in which the state of the switches are known. Such an algorithm serves a di erent purpose from, and is less complex than the routing algorithms that determine the network con gurations to establish desired input-output connections 34, 35, 36] .
A N N DBN can be regarded as M columns (stages) and N rows of switches. To facilitate our discussions, let each switch in the DBN be represented by a tuple S 1 ; S 2 ], where 0 S 1 < N is the row number, and 0 S 2 < M is the column (i.e. stage) number of the switch. In addition, we denote the state of a switch by a symbol Q, which is either B for Bar, or C for Cross. Given an input port I of a switch whose state is Q, we can determine the output port of the switch, denoted by O, to which I is connected based on the following de nition: In Figure 5 for example, since all the switches are in Bar, u = 001, and also w = v (= 100).
We note that the row number of a switch and the input (or output) ports of the switch are related. where is a bit-by-bit exclusive-OR operation. In addition, which type of this rst-order crosstalk belongs to can also be determined. More speci cally, if the switch numbered as V=2; i], which generates this rst-order crosstalk signal, is in Bar, then the crosstalk signal generated is of type b 0 . Otherwise, if the switch is in Cross, then the crosstalk signal generated is of type b 0 + 2. Finally, as will be discussed in Sec. 4.2, the Find Out algorithm will also be useful in setting the network con guration for performing tests. 4 Level One: Procedure Test-All-Switches (TAS)
We now describe the TAS procedure which allows us to obtain the crosstalk ratios of each and every switch in a DBN, starting with two important concepts.
First, since each input-to-output path uses M switches, one per stage, one can uniquely represent a path by a path sequence of M symbols, fQ i g, 0 i < M, one symbol per each of these switches. We will call a path a Bar path if Q i = B for all 0 i M ? 1. In a N N DBN, there are in total 2N Bar paths, each corresponding to one of the 2N inputs it originates from (or one of the 2N outputs it terminates at). These Bar paths can be established simultaneously by setting all the switches in the DBN into the Bar state. This is illustrated in Figure 5 for the case N = 4, in which two of the eight Bar paths are highlighted. Similarly, we will call a path a Cross path if all Q i 's in its sequence are C. And there are 2N Cross paths in the DBN.
The second useful concept in describing the proposed diagnostic method is the parity of the input and output ports involved. A port is said to have even-parity, if its binary representation contains an even number of 1's and odd-parity if otherwise. For example, in Figure 5 , ports 000, 011, 101 and 110 have even-parity and the rest have odd-parity. Given an arbitrary path, the parity of its output will be di erent from that of its input if and only if the path sequence contains an odd number of symbols C. This is because, two adjacent ports along a path, one input port and the other output port, will have the same parity if these two ports are connected by a switch set in Bar according to De nition 1, or an interstage link according to De nition 2; Only if these two ports are connected by a switch set in Cross will their parities be di erent. This implies that given any Bar or Cross path, both the input and the output will have the same parity since the number of stages in a DBN is even (i.e. 2logN). This is illustrated for Bar paths in Figure 5 . It can also be veri ed that a Cross path will go from input 000, which has even-parity, to output 110, which also has even-parity.
Test Set-ups and Calculations
Since only the inputs and outputs of a DBN are accessible, the crosstalk ratios of the switches not at the last stage have to be calculated based on the power of the test signal and its rst-order crosstalk signals measured at the outputs of the network. E cient diagnoses require a carefully orchestration of test set-ups and calculations, which are accomplished in two phases in the TAS procedure.
Phase tests, M rst-order crosstalk signals, one from a switch at each stage, will be generated. The power of these M crosstalk signals and the output signal are measured at the outputs and recorded.
As mentioned earlier, one of the challenges is to collect accurate power measurements by avoiding possible mixture of the crosstalk signals with the signals to be measured. For now, we assume that a DBN is con gured by an algorithm at the beginning of each test to facilitate accurate measurements, whose description will be in Sec. 4 .2. Figure 6 shows one of the Bar tests in a 4 4 DBN. With the DBN con gured in the way as shown, all the rst-order crosstalk signals (in dashed lines) exit at distinct odd-parity outputs (i.e. 001, 010, 100 or 111). One may observe that all the second-order crosstalk signals exit at some even-parity outputs (i.e. 011, 101 or 110), but not at the same one used by the test signal (i.e. 000). This enables us to collect accurate power measurements of all M = 4 rst-order crosstalk signals as well as the test signal associated with the Bar path using one test. As mentioned earlier in Sec. 3.2, the outputs at which these measurements should be taken can be determined automatically by using algorithm Find Out. These measurements are needed in order to obtain the crosstalk ratios of the switches along the test signal path (i.e. switches M, I, E and A).
We may refer to a Bar (Cross) test that uses input port i to inject a test signal as Bar (Cross) test i, where 0 i 2N ? 1 After all the 4N Bar and Cross tests have been completed in Phase one, Phase two of the TAS procedure starts, which calculates the crosstalk ratios of all the switches in the DBN based on all the power measurements obtained in Phase one. It does so on a step-by-step (or rather stage-bystage) basis by calculating the crosstalk ratios of the switches at the last stage rst, those of the switches at the second-to-the-last-stage next, and so on. We illustrate its principle by focusing on Figure 6 , in which the notation S 000 is used to represent the power of the test signal injected at input 000. In addition, X 0 (S), where the symbol S is either A, E, I or M, represents the power of type 0 crosstalk generated by switch S. The Step 2: calculate the crosstalk ratios of the switches at stage 2 power at port a is P a = S 000 1 + r 0 (A)]=l. power at port b is P b = X 0 (E) 1 + r 0 (B)]=l. type 0 ratio of switch E is r 0 (E) = P b =P a = X 0 (E) 1+r 0 (B)] S 000 1+r 0 (A)] . types 1, 2 and 3 ratios of switch E are calculated similarly. the ratios of the other three switches at stage 2, namely, F, G and H, are calculated in a way similar to the way that the ratios of switch E are calculated.
Step 3: calculate the crosstalk ratios of the switches at stage 1 type 0 ratio of switch I is calculated based on X 0 (I) and the crosstalk ratios of the switches at stages 2 and 3. This is done in a similar way that the type 0 ratio of switch E is calculated based on X 0 (E) and the crosstalk ratios of the switches at stage 3. Speci cally, power at port c is P c = P a 1 + r 0 (E)]=l, and the power at port d is P d = X 0 (I) 1 + r 0 (F)] 1 + r 0 (C)]=l all other ratios of switches I, J, K and L are obtained in a similar way.
Step 4: calculate the crosstalk ratios of the switches at stage 0 type 0 ratio of switch M is calculated based on X 0 (M) in a similar way to the way that the type 0 ratio of switch I is calculated based on X 0 (I). Speci cally, we can calculate the power at ports e and f rst, and then obtain r 0 (M) = X 0 (M ) 1+r 2 (K)] 1+r 2 (H )] 1+r 1 (D)] S 000 1+r 0 (I )] 1+r 0 (E)] 1+r 0 (A)] .
all other ratios of switches M, N, O and P are obtained in a similar way.
Note that in Steps 2 through 4, each term inside a pair of brackets in the formula for calculating the crosstalk ratios corresponds to the crosstalk compensation factor or CCF of one of the following stages. Based on this observation, we may estimate the number of calculations, e.g. multiplications/divisions/additions, required to obtain the crosstalk ratios as follows. Each of the four crosstalk ratios of a switch at the last stage can be obtained with a simple division operation. Hence, the total number of calculations for the crosstalk ratios of all the switches at the last stage is c N for some small constant c. However We also note that in order to obtain the four crosstalk ratios of each and every switch in a N N DBN in 4N Bar and Cross tests, it is necessary that all the M +1 signals including one test signal and M rst-order crosstalk signals be measured in each test. This is because a switch will be in type i con guration in only one of the 4N tests. If the rst-order crosstalk signal generated by the switch in that con guration is not measured and recorded in the test, its type i crosstalk ratio can not be computed. In addition, the proposed 4N tests and M + 1 measurements collected during each test are su cient for obtaining the crosstalk ratios of each and every switch in the DBN. This is because exactly two of the 2N Bar (or Cross) paths will go through any given switch, setting the switch to type 0 and type 1 (or type 2 and type 3) con gurations, respectively. For example, the two Bar paths depicted in bold lines in Figure 5 are the (only) two Bar paths that go through switch A. They use the upper and lower inputs (outputs) of A, thus setting the switch to type 0 and type 1 con gurations, respectively. A detailed program written in pseudo code, which determines the outputs to collect power measurements during each test, the data structures used to store these measurements, and how to subsequently carry out the step-by-step calculations, was described in 26].
It is interesting to examine if one can test multiple paths during a test, thereby reducing the total number of tests required to be less than 4N. This, however, implies that more than M + 1 signals need to be measured in one test. Since testing any path generates M rst-order crosstalk signals, at least M distinct switches at the last stage will be used, one switch by each of the rst-order crosstalk signals, in order to obtain accurate measurements of these rst-order crosstalk signals. Given that there are N switches at the last stage, the maximal number of paths that may be tested in one test, provided that all the rst-order crosstalk signals can still be measured accurately, is bN=Mc, which is larger than 1 when N 16. However, as will be discussed next, testing even just one path at a time requires careful con guration of a DBN in order to be able to obtain the necessary power measurements of the signals accurately.
Network Con guration
We now turn our attention to how a DBN is con gured so that the M +1 measurements associated with each Bar or Cross path can be collected accurately in just one test. As mentioned earlier, the task of properly con guring a DBN of an arbitrary size for such purposes is by no means trivial. This is because we have to deal with not only the di culties similar to those encounted in diagnosing electronic MINs having multiple paths 13, 17, 19] , but also multiple rst-order and second-order crosstalk signals generated by a test signal. Figure 7 illustrates the problems we face in a DBN even with N being as small as 4. More speci cally, with the network con gured as in Figure 7 (a), the rst-order crosstalk signal generated by switch M will merge with the rst-order crosstalk signal generated by switch A at the same output, making it impossible to obtain the separate measurement of each signal. Even if one changes switch K to Cross as shown in Figure 7 (b), a second-order crosstalk (in dotted line) will a ect the measurement taken at switch A. For a larger DBN (i.e. with N > 4), the task is more di cult because problems similar to those illustrated in Figure 7 will exist not only in its 4 4 subnetworks, but also in the network as a whole.
Our objective, as illustrated in Figure 6 , is to con gure the N N DBN such that all the M rst-order crosstalk signals generated during a test will go to di erent output switches. In addition, if these rst-order crosstalk signals go to even-parity outputs, then all the second-order crosstalk signals will go to odd-parity outputs, and vice versa. Moreover, none of these rst or second order crosstalk signals will exit at the same output as the one used by the output signal. This way, we may collect the measurements of those rst-order crosstalk signals as well as the output signal in one test, and with accuracy.
We now describe an algorithm called Complement Subnetwork (CS), which con gures the DBN properly for collecting power measurements. The idea of the CS algorithm is to con gure the network recursively and at each level of the recursion, the subnetwork used by a rst-order crosstalk signal is con gured in a way complementary to the subnetwork used by the test signal.
To describe the recursion, we will use NET to refer to an N N DBN initially. According to our discussions on DBNs in Sec. 3.1, such a NET consists of two subnetworks. A signal path (e.g. a Bar or Cross path) will go through one such subnetwork, which is referred to as N S . For example, the signal path in Figure 6 goes through the upper subnetwork consisting of switches I, J, E and F. On the other hand, the rst-order crosstalk signal generated by the switch at the rst stage of NET, e.g. switch M in Figure 6 , will go through the other subnetwork, e.g. the lower subnetwork consisting of switches K, L, G and H in Figure 6 , which is referred to as N X . Figure 8 illustrates the con guration of the DBN in a Bar test, which is achieved by con guring the NET recursively according to these three steps :
Algorithm Complement Subnetwork (Bar test version) S1. Set (the switches at) the rst and last stages of the NET to the "Bar" state.
S2
. Set (the switches in) subnetwork N X , through which the rst-order crosstalk signal generated at the rst stage of the NET will go, to "Cross".
S3. Set the other subnetwork, N S , recursively. That is, by treating N S as the NET and con guring it according to steps S1 to S3.
Note that steps S2 and S3 are performed only when N > 2 since a 2 2 DBN only has two stages (and thus step S1 is enough).
Step S2 is a simple yet an important way to avoid problems similar to those illustrated in Figure 7 , as to be discussed next. Readers may refer to Proof. We use an induction proof to show the following hypothesis is true: if a Bar path originates at an even-parity input, then all the M rst-order crosstalk signals will exit at distinct outputs having odd-parity. This is su cient to prove the theorem since the test signal itself will exit at an even-parity output. The case in which the Bar path originates at an odd-parity input is similar.
The hypothesis is true for N = 4 as can be veri ed from Figure 6 . Assuming that the hypothesis is true for a N=2 N=2 DBN, we need to show that it is also true for a N N DBN. To do so, we let the input of the DBN at which the Bar path originates be I = b n b n?1 b n?2 :::b 1 x, which has even-parity. Based on Algorithm Find Out described in Sec. 3.2, the output at which the Bar path terminates is V = b n?1 b n b n?2 :::b 1 x, and thus the rst-order crosstalk signal generated at the last stage exits the DBN at V 0 = b n?1 b n b n?2 :::b 1 x. Clearly, V 0 has odd-parity since both I and V are assumed to have even-parity.
Next, we examine the rst-order crosstalk signal generated at the rst stage. The output port at stage 0 at which this crosstalk signal exits is O = b n b n?1 b n?2 :::b 1 x. Although this crosstalk signal follows a Cross path in subnetwork N x , it exits the subnetwork at an odd-parity port since the number of stages in the subnetwork is even. In addition, since the last stage is in Bar, this crosstalk signal exits the DBN at an odd-parity output. Speci cally, based on Algorithm Find Out, we can determine the output at which this crosstalk signal exits to be W 0 = b n?1 b n b n?2 :::b 1 x. Although W 0 also has odd-parity, W 0 6 = V 0 .
Finally, we examine the other (M ? 2) rst-order crosstalk signals that are generated in subnetwork N S (i.e. at stages 1 through M ? 2) . Given that the induction hypothesis applies at the subnetwork level, these rst-order crosstalk signals exit the subnetwork at distinct odd-parity ports. In addition, since a shu e as de ned in De nition 2 is used to interconnect the last two stages, namely stages M ? 2 and M ? 1, the following two facts can be observed. The rst is that no two output ports at stage M ? 2 in a subnetwork (e.g. N S ) are connected to the same switch at stage M ? 1; the second is that all the odd (or even) parity output ports at stage M ? 2 are connected to the odd (or even) parity input ports at stage M ? 1. The rst fact implies that none of the M ? 2 rst-order crosstalk signals generated in subnetwork N S will exit at output V 0 since they and the test signal will go to di erent switches at stage M ?1. The second fact implies that all the M ? 2 rst-order crosstalk signals from N S and the one from N X go to di erent switches at stage M ? 1 since they all exit at some odd-parity ports at stage M ? 2. Given that the last stage is in Bar, it is clear that these M ? 1 rst-order crosstalk signals exit at distinct odd-parity ports. This completes the induction proof that all the M rst-order crosstalk signals exit at distinct outputs with odd-parity. Q.E.D.
Note that when con guring the network for a Cross test, we can use a similar version of the algorithm which replaces the word "Bar" in step S1 with "Cross" and vice versa in step S2. A similar induction proof can be used to show that all the M rst-order crosstalk signals and the test signal exist at M + 1 distinct outputs in a Cross test when the network is con gured by this Cross test version of the CS algorithm.
In addition to Theorem 1 and its variation for Cross tests, we have:
Theorem 2. In a Bar or Cross test with the network con gured by the CS algorithm, all the second-order crosstalk signals exit at some ports other than those at which the rst-order crosstalk signals and test signal exit. Proof. We prove for Bar tests only, and the proof for Cross tests follows immediately. We use an induction proof similar to the one used above to show that the following hypothesis is true: if a Bar path originates at an even-parity input and terminates at output V , then all the second-order crosstalk signals will exit at some even-parity outputs other than V . This is su cient to prove the theorem since all the rst-order crosstalk signals will exit at some odd-parity outputs, and the case in which the Bar path originates at an odd-parity input is similar.
The hypothesis is clearly true when N = 4 as can be veri ed from Figure 6 . We need to prove that the hypothesis holds for a N N DBN, given that it holds for a N=2 N=2 DBN.
We rst examine the second-order crosstalk signals generated at the last stage. We note that they are generated by the rst-order crosstalk signal generated at stages 0 through M ? 2 only (since the rst-order crosstalk signal generated at the last stage, stage M ? 1, will not generate any second-order crosstalk signals). Since their generating rst-order crosstalk signals exit at some output switches other than the one used by the test signal according to Theorem 1, these secondorder crosstalk signals exit at some outputs other than V . Furthermore, since their generating rst-order crosstalk signals exit at some odd-parity outputs according to Theorem 1, these secondorder crosstalk signals exit at some even-parity outputs.
We now examine the remaining second-order crosstalk signals generated in subnetwork N S . Since the induction hypothesis applies to subnetwork N X , these second-order crosstalk signals exit N S at some even-parity ports other than the one at which the test signal exits N S . Since the last stage is in Bar, these second-order crosstalk signals exit DBN at some even-parity outputs that, based on the rst fact mentioned in the proof of Theorem 1, are di erent from V .
Finally, we examine the second-order crosstalk signal generated at stage j inside subnetwork N X , where 1 j M ?2. Such a second-order crosstalk signal can only be generated by the rst-order crosstalk signal generated at stage 0. Assume that the generating rst-order crosstalk signal exits stage j at port W. Then, the second-order crosstalk signal is generated at port W 0 = W 0:::01 at stage j. It then goes through M ? 2 ? j stages before exiting N X at some port, say W 00 .
Since all the stages in N X are in Cross, the parities of ports W 00 and W 0 will be the same if M ? 2 ? j is even, and di erent if M ? 2 ? j is odd. In addition, since the parities of W and W 0 always di er, and M is even, the parities of W 00 and W will be di erent if j is even, and the same if j is odd. Given that the generating rst-order crosstalk signal enters N X at an odd-parity port, port W will have even-parity if j is odd, and odd-parity port if j is even. Hence, port W 00 will have even-parity whether j is even or odd. This implies that all the second-order crosstalk signals generated within N X will exit N X at some even-parity ports. Since the last stage is in Bar, these second-order crosstalk signals exit the DBN at some even-parity outputs that, based on the second fact mentioned in the proof of Theorem 1, are di erent from V .
Since there is no second-order crosstalk generated at stage 0, we have proved that all the secondorder crosstalk signals generated during the Bar test exit at some even-parity outputs other than V , thus completing the induction proof. Q.E.D.
We note that the above version of the CS algorithm is well de ned. In fact, we will describe a program for a generalized version of the algorithm in the next section. This makes the whole TAS procedure including test setups and calculations amendable to automatic test generation. 5 Level Two: Procedure Test-One-Path (TOP)
One of the applications of the above described TAS procedure is to identify switches that generate excessive crosstalk. More speci cally, since the crosstalk ratios of each and every switch in a DBN are known as a result of invoking TAS, one can simply check if r i > T, where T is a threshold value, for 0 i 3. If r i > T, the switch is considered to have type i fault. However, an invocation of the TAS procedure takes 4N tests and a fair amount of computation. Hence, invoking TAS may not be e cient if only a few switches that are scattered among the DBN need to be checked.
In this section, we describe the Test-One-Path (TOP) procedure which, as an integral part of the two-level diagnostic process, speci cally addresses the e ciency problem by performing "onthe-y" tests and calculations. It is applicable when we suspect that some of the switches along a path have become faulty of a certain type (e.g. type 0, 1, 2 or 3) since the last invocation of TAS, but the crosstalk ratios of the other switches that are not on the path have not changed. For example, a path is exhibiting excessive power loss, which may be a result of excessive crosstalk of a certain type generated by the switches along the path. Such a suspicious path could be neither a Bar path nor a Cross path, and a quick diagnosis is needed to determine which suspicious switch (or switches) is (or are) actually faulty of a certain type.
The proposed TOP procedure requires only one test, during which a test signal is injected into the network along the suspicious path. Similar to the case when a Bar or Cross test is performed, a DBN needs to be con gured appropriately so that certain criteria are met when an arbitrary path is tested. Speci cally, we need to make sure that the test signal, as well as all the rst-order crosstalk signals generated, one by each suspicious switch along the path, will exit at distinct outputs, where they can be measured accurately.
We use an example to illustrate a TOP test. Figure 9 shows a highlighted path, which is suspicious since the signal power measured at its output is weaker than usual for a given input power injected onto the path. This weak output power may be a result of excessive crosstalk of type 3 at either (both) switch A or (and) switch B, and/or excessive crosstalk of type 0 at switch C, and/or excessive crosstalk of type 2 at switch D. The gure also shows a suitable network con guration for testing the path. As can be seen, the rst-order crosstalk signals generated by the suspicious switches (i.e those circled) exit at distinct outputs, which are di erent from the output at which the test signal exits the network. Based on the measurements obtained in this test, type an idea can be applied when testing an arbitrary path as the one shown in Figure 9 , not just a Bar or a Cross path. To describe this generalized version of the CS algorithm, we let fQ i g be the path sequence of the suspicious path to be tested, where Q i is either B or C and 0 i M ? 1 As an example, let us re-examine Figure 9 , where the path sequence fQ i g is CCBB and the input of the path is 000. Therefore, stages 0 and 2 are rst set to Cross and Bar, respectively. In addition, the port at which the test signal enters stage 1 is determined to be 100, and the bounds on the row number of the switches in N S are 10 and 11. Thus, the switches at stages 1 and 2 whose row number is either 10 or 11 (i.e. in the lower subnetwork) are set to Cross and Bar, respectively. On the other hand, the switches at these two stages whose row number is either 00 or 01 (i.e. those in the upper subnetwork) are set to Bar and Cross, respectively. The recursive procedure ends when the middle two stages in N S have been set.
Concluding Remarks
In this paper, we have described a two-level diagnostic process for photonic Dilated Benes Networks. Level one is the Test-All-Switches (TAS) procedure, which obtains the crosstalk ratios of each and every switch in a N N DBN with 4N tests and a modest amount (O(Nlog 2 N)) of computation based on the measurements collected during these tests. These crosstalk ratios can be used to calculate the signal-to-noise ratio (SNR) of the network, or to identify single or multiple switches that are generating excessive crosstalk of one or more types. To improve the e ciency when diagnosing only a few switches along an arbitrary path that are suspected of a certain type of crosstalk fault, level two procedure called Test-One-Path (TOP) may be invoked. A TOP test together with small amount of computation (O(logN)) is su cient to check all the switches along any given path for a certain type of crosstalk fault. However, the applicability of TOP is limited especially since the crosstalk ratios of the switches not along the path need to be known. A natural way is to invoke TAS once in a while as a maintenance routine in order to accommodate possible changes in the crosstalk ratios of the switches, and invoke TOP when a suspicious path needs to be tested but TAS was invoked just a short while ago.
An important feature of the proposed diagnostic process is that it is amendable to automatic test generation. Both TAS and TOP utilize a well de ned algorithm to con gure the network at the beginning of a test so that necessary measurements can be taken accurately. The input at which a test signal is injected, the proper network con guration for this test, and the outputs at which the signals are measured can all be determined by a computer program. In addition, the computation to be performed based on these measurements can also be carried out by a program. It is interesting to examine if the TAS procedure can be speeded up by reducing the number of tests needed (in phase one of TAS), by overlapping the tests with computation (in phase two of TAS), and/or by parallelizing the computation. Another interesting future work is to apply some of the ideas of the proposed diagnostic process to photonic switching networks with architectures other than DBNs. Finally, we note that in this study, the e ects of the nonuniform power losses in the switches and waveguide links, which can only be approximated through experiments, have been largely ignored. Diagnostic methods to detect lossy (or faulty) waveguide links in an integrated 
