This study addresses the problem of joint direction-of-departure (DOD) and direction-ofarrival (DOA) estimation with bistatic multiple-input multiple-output (MIMO) radar. To the best of our knowledge, a limited number of sparse Bayesian learning (SBL)-based methods exist that can be applied to joint DOD and DOA estimation. This is because of the heavy computational load and strong correlation between the nearby basis. To overcome these challenges, we present a new coarse non-uniformly sampled 2D grid and propose an improved SBL-based method for joint estimation of the DOD and DOA in MIMO radar. With the new grid, the computational load can be significantly reduced, and the nearby 2D grid points can provide a low correlation basis. To handle the modeling error derived from the coarse grid, we also introduce a modified linear approximation method into the SBL framework in which the locations of grid points are considered as adjustable parameters, and the grid points can be updated recursively. Finally, a block majorization-minimization algorithm is applied to perform Bayesian inference. Experimental results indicate that our method can improve the joint DOD and DOA estimation performance, particularly in the case of low signal-noise-ratio, limited snapshots, or correlated signals.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) radar has attracted considerable attention in array signal processing, as it has many potential advantages over the conventional phased-array radar (e.g., increased degrees of freedom and improved resolution [1] ). Direction-of-departure (DOD) and direction-of-arrival (DOA) estimation is a key issue in MIMO radar signal processing. Of the existing DOD and DOA estimation methods, the conventional subspace-type methods such as multiple signal classification (MUSIC) [2] and estimation of signal parameters via rotational invariance techniques (ESPRIT) [3] dominate in the literature. Theoretical results have shown that the two-dimensional MUSIC (2D-MUSIC) algorithm can be applied to joint DOD and DOA estimation in MIMO radar, although it requires a high-computational peak search. To reduce the computational cost, a reduced-dimension MUSIC (RD-MUSIC) algorithm was proposed in [4] , which uses one-dimensional (1D) searching instead of 2D searching. The ESPRIT-type The associate editor coordinating the review of this manuscript and approving it for publication was Yanhui Liu . methods [5] - [8] are much faster than RD-MUSIC because they can exploit the invariance property between the transmit and receive arrays to obtain the close-form solution of angle estimation. However, they cannot achieve as high an estimation accuracy as the MUSIC-type methods. Both the MUSIC and ESPRIT-type methods require numerous snapshots to accurately acquire the signal/noise subspace, and their performance may deteriorate considerably with respect to low signal-noise-ratio (SNR) or a limited number of snapshots. Moreover, they may fail to work when signals are highly correlated because of multipath propagation. A maximumlikelihood approach was presented in [9] for joint estimation of the DOD and DOA, where an alternating projection algorithm was proposed to solve the related high-dimensional nonlinear optimization problem. However, the convergence of the proposed method cannot be theoretically guaranteed and its performance is limited by the searching interval.
Recently, the emerging field of sparse representations has renewed the problem of angle estimation [10] - [12] , particularly for DOA estimation [13] - [20] . The sparse representation methods exhibit many advantages over the conventional subspace schemes. For example, they offer VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ improved robustness to noise and allow for a limited number of snapshots as well as correlation of sources [21] . One of the most popular approaches for sparse recovery is sparse Bayesian learning (SBL) [22] , [23] . The SBL-based method exploits the sparsity information from a Bayesian perspective, which includes the l 1 -norm minimization method as a special case when a maximum a posteriori optimal estimate is adopted with a Laplace signal prior [24] , [25] . Many theoretical and empirical results have shown that the SBL-based methods can achieve enhanced performance over l 1 regularized optimization. In the literature, a large number of SBL-based methods have been proposed for the conventional phased-array radar (where only DOA must be estimated). For example, [26] followed a unified SBL framework to address DOA estimation with array manifold calibrations. [27] and [28] proposed off-grid SBL-based DOA estimation methods to deal with the off-grid gap caused by DOA mismatch. In addition, [29] addressed the problem of DOA estimation in impulsive noise from the perspective of SBL. [30] presented an off-grid SBL-based method to handle the problem of estimating DOA in the presence of unknown mutual coupling. Nevertheless, to the best of our knowledge, no SBL-based method exists for jointly estimating the DOD and DOA in MIMO radar systems except for the method that we previously presented in a conference paper [31] . 1 Applying the traditional SBL method to MIMO radar systems, we must use a 2D grid to cover the whole angle domain. The 2D grid imposes several challenges for the traditional SBL method: 1) to maintain a same estimation accuracy, a order greater number of grid points is needed for the 2D grid, which may result in an intractable computational load; and 2) nearby 2D grid points share very similar DODs and DOAs, which results in a high correlation basis in the dictionary matrix. Thus, the traditional SBL method with this type of dictionary matrix may suffer from a critical false peak problem. Note that the atomic norm minimization (ANM) method can recover sparse signals without any grids, and a two-level Toeplitz structure ANM method has been proposed in [32] , [33] to estimate 2D angles. In addition, a fast decoupled ANM method was proposed in [34] . However, these methods apply only to MIMO radar systems with a single-snapshot.
To overcome the aforementioned challenges of the traditional SBL method for MIMO radar systems, we present a new coarse non-uniformly sampled 2D grid as well as an improved SBL-based method for joint estimation of the DOD and DOA in MIMO radar systems. The following summarizes the contributions of our method.
• In order to obtain a feasible dictionary matrix for joint DOD and DOA estimation in MIMO radar, we present a new non-uniformly sampled 2D grid to cover the whole angle domain. With the new grid, the computational load can be significantly reduced, and the nearby 2D grid points can provide a low correlation basis.
• To handle the critical angle mismatch caused by the non-uniformly sampled 2D grid, we introduce a modified grid refinement approach [35] into the SBL framework, where we consider the locations of grid points as adjustable parameters and update the grid points recursively. After several iterations, the updated grid points will tend to approach the true DODs and DOAs, and thus the off-grid gap can be almost eliminated.
• Finally, a block MM algorithm [36] , [37] is adopted to perform the Bayesian inference, and we prove that the iteration sequence generated by the MM algorithm is convergent. Experimental results demonstrate that our method outperforms the existing methods, particularly in the case of low SNRs, limited snapshots, or correlated signals. The rest of this paper is organized as follows. In Section II, we present the data model and problem formulation, and discuss the main challenges of applying the traditional SBL method. Then, we provide the improved off-grid SBL-based method for joint DOD and DOA estimation in Section III. Simulation results and conclusion follow in Sections IV and V, respectively.
II. DATA MODEL AND PROBLEM FORMULATION A. DATA MODEL
Consider a bistatic MIMO radar system with M 1 closely spaced transmit antennas and M 2 closely spaced receive antennas, both of which are uniform linear arrays (ULAs) and are arranged with spacing λ/2 between adjacent antennas, where λ is the wavelength. Assume that K narrowband far-field sources exist, and let θ k and ϕ k , k = 1, 2, · · · , K , be the DOD and DOA of the k-th target with respect to the transmit and receive array normals, respectively. Then, the corresponding transmit and receive steering vector can be written by a t (θ k ) [1, e −jπ sin θ k , . . . , e −jπ(M 1 −1) sin θ k ] T and a r (ϕ k ) [1, e −jπ sin ϕ k , . . . , e −jπ(M 2 −1) sin ϕ k ] T , respectively, and the L measurements of the match filters at the receiver are written as
, ⊗ stands for the Kronecker product. In addition, s(t) = [s 1 (t), s 2 (t), . . . , s K (t)] T , and s k (t) = υ k exp(j2π f k t), in which f k is the Doppler frequency and υ k is the amplitude. Finally, e(t) ∈ C M 1 M 2 ×1 is a complex Gaussian white noise vector with a zero mean and variance matrix σ 2 I M 1 M 2 . Letting W = [w(1), w(2), . . . , w(L)] ∈ C M 1 M 2 ×L , we obtain: 
If the grid is sufficiently fine, all the DODs and DOAs are on the grid (or nearly close to the grid). Then, an on-grid model can be established for W:
where
×L is a zero-expended matrix for S with only K pairs of elements in each column corresponding to target positions. However, signals usually come from random directions in practice. Therefore, the assumption of the true directions on the predefined spatial grid is usually invalid because of the direction mismatch [27] , [35] , [38] . To cope with this problem, we can adopt the linear approximation off-grid model [27] to handle the direction mismatch.
. . , N , be the nearest grid point to the k-th target (θ k , ϕ k ) and the steering vectors a(θ k , ϕ k ) can be approximated by first-order Taylor expansion:
The off-grid model for W can be formulated as
otherwise .
The aforementioned off-grid 2D model (5) yields higher accuracy than that in (3), and a coarser sampling grid can be adopted in the off-grid 2D model to achieve a considerably reduced computational workload with a comparable modeling accuracy.
C. CHALLENGES AND DISCUSSIONS
Applying the traditional SBL method with the 2D off-grid model is straightforward. However, to the best of our knowledge, no such application for jointly estimating the DOD and DOA has been reported except for [31] . The 2D off-grid model imposes several challenges for traditional SBL methods:
• Heavy computational load. When the grid expands from 1D to 2D, a order greater number of grid points is required for the 2D grid to maintain the same estimation accuracy. As illustrated in Fig. 1a , only 11 grid points are required to cover −10 • to 10 • for either DOD or DOA; whereas 121 grid points should be uniformly sampled in the 2D range of [−10 • , 10 • ]×[−10 • , 10 • ]. The massive grid points will produce an intractable computational load. • Strong correlation between nearby grid points. The nearby grid points in the uniform-sampled 2D grid share VOLUME 7, 2019 similar DODs or DOAs, resulting in a high correlation basis in the dictionary matrix. As shown in Fig. 1a , p 1 = (−6 • , 10 • ) and p 2 = (−4 • , 10 • ) are two nearby points. Because a(−6 • , 10 • ) and a(−4 • , 10 • ) share the same DOA 10 • , the correlation between them is very strong. In the presence of a highly correlated basis, the traditional SBL method will suffer from a critical false peak problem. As a consequence, the accuracy of the angle estimation can be degraded substantially. To overcome the first drawback, we may alternatively adopt a much coarser grid to cover the 2D range as in Fig. 1b . Obviously, the computational load can be significantly reduced, but the second drawback remains. For example, p 3 = (−4 • , −4 • ) and p 4 = (−4 • , 2 • ) are two nearby points in Fig. 1b , and the corresponding steering vectors still share the same DOD −4 • . To cope with the second drawback, we propose a non-uniformly sampled 2D grid θ n ,φ n N n=1 , where any two grid points do not share the same DOD and DOA, that is,θ
The simplest grid that satisfies this constraint is the diagonal sampling grid, as shown in Fig. 2a . Alternatively, we can sample the 2D range with multiple diagonal lines, as shown in Fig. 2b and 2c . If m diagonal sampling lines exist, the grid can be characterized by
where · denotes rounding toward minus infinity operation. It is easy to verify that if m = √ N , we can obtain the most uniform grid covering the 2D angle domain.
Note that the modeling error caused by the angle mismatch is critlcal for any coarse grid. Applying the previous off-grid SBL method [27] can alleviate the modeling error, but cannot fully eliminate it. This is because the distance between the target (θ k , ϕ k ) and its nearest grid point (denoted by (θ n t k ,φ n r k )) remains unchanged, which means the modeling error caused by off-grid gap always exists [28] . Thus, we will exploit a modified linear approximation method to fix this problem, which is discussed in detail in the next section.
III. OFF-GRID SPARSE BAYESIAN INFERENCE
In this section, we propose an improved off-grid SBL-based method for jointly estimating DOD and DOA in MIMO radar. We first present the sparse Bayesian formulation. Then, we apply the block MM method to perform the Bayesian inference and introduce a modified linear approximation method for grid refinement to eliminate the modeling error. 
A. SPARSE BAYESIAN FORMULATION
Based on the assumption of white complex Gaussian noises, we have
CN (w(t)|G(ε, ρ)x(t), −1 I), (9) where = σ −2 denotes the noise precision. A gamma hyperprior is assigned to because it is a conjugate prior of the Gaussian distribution [39] :
where we set a, b → 0 as in [22] , [24] to obtain a broad hyperprior. Following the commonly used sparse Bayesian model [22] , we further assign a typical Gaussian prior distribution for each row of X with a distinct precision τ n (n = 1, 2, . . . , N ). Letting τ = [τ 1 , τ 2 , . . . , τ N ] T , we have
where ϒ = diag{τ −1 }. Similarly, τ n s are further modeled as an independent Gamma distribution, that is,
We assume that ε and ρ are noninformative uniform priors.
To obtain the most-probable values * , τ * , ε * , ρ * , we try to maximize the posteriori p( , τ , ε, ρ|W) as follows:
or, equivalently,
Note that the true DODs and DOAs are fully indicated by the significant rows of X. Because τ n controls the precision of the n-th row of X, the n-th row of X becomes significant if and only if τ n tends to zero. Thus, once we obtain τ (together with the off-grid gaps ε and ρ), we can exactly find the true DODs and DOAs.
B. BAYESIAN INFERENCE
Because the optimization problem (14) cannot be calculated explicitly, we adopt a block MM algorithm [36] , [37] to perform the Bayesian inference. We next demonstrate that the iteration sequence generated by the MM algorithm is convergent. Following the main idea of the block MM algorithm [36] , we conduct the following procedures iteratively:
• Construct a lower bound (surrogate) function for the objective function ln p(W, , τ , ε, ρ).
• Maximize the lower bound function with respect to , τ , ε and ρ. Specifically, we construct the surrogate function of ln p(W, , τ , ε, ρ) at any fixed point (˙ ,τ ,ε,ρ) as [37] Q( , τ , ε, ρ|˙ ,τ ,ε,ρ)
Then we update , τ , ε, and ρ as
where (·) j denotes the j-th iteration. Verifying that the updates (16)- (19) give a non-decreasing sequence ln p(W, j , τ j , ε j , ρ j ) is easy (see Appendix A). From [22] , [27] , p(X|W, , τ , ε, ρ) is complex Gaussian:
With (20), we can show that each problem in (16) 
where γ ( , τ , ε, ρ) = L −1 N n=1
nn represents the n-th row and n-th column of a matrix, t ( , τ , ε, ρ) = µ(t)µ(t) H + , denotes a Hadamard product, (·) † denotes a pseudoinverse,
Proof: See Appendix B.
C. MODIFIED GRID REFINEMENT
As mentioned in Section II-C, the modeling error caused by angle mismatch is critical with any coarse grid, and the previous off-grid SBL method [27] will fail to work in this case. To handle this problem, we alternatively consider the locations of grid points as adjustable parameters as in [35] , and proceed to update the grid points directly, that is,
where ε k and ρ k , k ∈ {1, 2, . . . , K }, are the DOD and DOA grid gaps related to the k-th target, respectively. The motivation behind (25) and (26) derives from the fact that θ j+1 k is much closer to θ k thanθ j k , andφ j+1 k is much closer to ϕ k thanφ j k . After several iterations, the updated grid points will tend to approach the true DODs and DOAs. Although the grid points are considered as adjustable parameters in every iteration, the convergence proof of the block MM algorithm remains unchanged. Thus, it is omitted for brevity. In practical implementations, there is no need to refine every grid point in each iteration, because any points corresponding to the rows of X that have non-significant elements can be safely removed. Moreover, after some iterations, we may tailor the problem (5) into a low-dimensional problem by dropping non-significant grid points. Note that MATLAB codes have been made available online at https://sites.google.com/site/jsdaiustc/publication.
D. COMPLEXITY ANALYSIS
The computational burden of our method is given as follows. • Because ε and ρ are jointly sparse with X, the effective dimension of ε and ρ is tiny. Thus, the complexity in updating ε and ρ can be ignored. This suggests the total occupational requirement of our method is O(max(M 1 M 2 , L) · PN 2 ), where P denotes the number of iterations. For ease of comparison, the computational complexities for different schemes (RD-MUSIC [4] , ESPRIT [3] and 3D-OMP/3D-FOMP [20] ) have been summarized in Table 1 . Although our method does not have a advantage over others in terms of computational complexity, it can achieve a much better estimation performance (as will be shown in the simulations), particularly in the case of low SNR, limited snapshots, or correlated signals. 
IV. SIMULATION RESULTS
We conducted several simulations to evaluate the performance of our method. We compared the proposed method with ESPRIT [3] , unitary-ESPRIT [40] , RD-MUSIC [4] , MLE [9] , the propagator method (PM) [6] , and the Cramer-Rao bound (CRB). 2 Unless stated otherwise, m is 2 The derivation for CRB can be found in (9) of [41] . set to √ N for our method, the searching interval is set to 0.1 • for RD-MUSIC, the first and last M 1 − 1 rows of the steering matrix are used to construct the two subspace matrices for the ESPRIT-type methods, and the same parameters mentioned in [9] are adopted for MLE (i.e., 40 coarse search grids covering each of the DOD and DOA regions in the initialization, and 1000 uniform grids covering the searching space during the iterations). We measured the effectiveness of these methods using the root mean square error (RMSE), which is defined as
where N mc denotes the number of Monte Carlo runs, ξ k,m is the estimation of the k-th DOA (DOD) in the m-th Monte Carlo trial, and ξ k is the k-th true DOA (DOD). Simulation 1 examined the impact of SNR on the RMSE performance for the joint DOD and DOA estimation. In this simulation, we assumed that the number of snapshots was Fig. 3 shows the RMSE performance achieved by the different strategies versus SNR. It can be seen that 1) nearly all the methods approached CRB when SNR was increased; 2) RD-MUSIC outperformed ESPRIT, unitary-ESPRIT, MLE, and PM when SNR was higher than −4 dB; 3) MLE yielded a poor RMSE performance when SNR was higher than 0 dB, because its performance was limited by the searching interval; and 4) our method always achieved the best RMSE performance, particularly in the case of a low SNR.
Simulation 2 revealed the RMSE performance with L. In this simulation, the ULA consisted of M 1 = 6 transmit antennas and M 2 = 6 receive antennas, and the SNR was fixed to 0 dB. We assumed that the DODs and DOAs of three uncorrelated sources randomly derived from intervals [−30 • , −20 • ], [10 • , 20 • ], and [40 • , 50 • ] in each trial, and all the results were obtained from 500 Monte Carlo runs. Fig. 4 depicts the RMSE performance achieved by the different strategies versus the number of snapshots L. It is shown that 1) the performance of all the methods was improved as the number of snapshots increased; 2) MLE performed the worst among all the methods when the number of snapshots was smaller than 30, and ESPRIT performed better than unitary-ESPRIT, PM, and MLE; 3) the RMSE of RD-MUSIC was close to our method when the number of snapshots was larger than 20; 4) our method was always closest to CRB and achieved the highest accuracy of joint DOD and DOA estimation among all these methods, regardless of the number of snapshots.
Simulation 3 verified the RMSE improvement of our method under a practical model. Here, we report some experimental results when using the NEC-2 model [42] , where both the transmit and receive array elements were set to be half-wave dipoles, and each dipole was divided into five segments. The frequency of the signals was 100MHz and the dipole radius was 0.01m. We let M 1 = 6 and M 2 = 6, and assumed that three uncorrelated signals were located in (θ 1 , ϕ 1 ) = (−15.1 • , 25.2 • ), (θ 2 , ϕ 2 ) = (10.3 • , −10.4 • ) and (θ 3 , ϕ 3 ) = (30.2 • , 40.1 • ). All the results were obtained from 500 Monte Carlo runs. Fig. 5 shows the RMSE performance achieved by the different strategies versus SNR with L = 20, and Fig. 6 shows the RMSE performance achieved by the different strategies versus the number of snapshots L with SNR= 0 dB. It can be seen that all the curves are very similar to those in Figs. 3 and 4 , which reconfirms the performance improvement of our method. Note that the CRB curves are not included in these figures, because the signal model was generated by the NEC-2 model, and the corresponding steering vector may have deviated from the true one.
In simulation 4, Monte Carlo trials were carried out to investigate the impact of the number of antennas on the Fig. 7 shows the RMSE performance achieved by the different strategies versus the number of antennas, where M 1 = M 2 = 4, 6, 8, 10. It can be seen that 1) the RMSE performance of all the methods was improved as the number of antennas increased; and 2) our method was always closest to CRB and achieved the highest accuracy of joint DOD and DOA estimation among all the methods.
Simulation 5 investigated the impact of different grid sizes on the RMSE performance. In this simulation, the ULA consisted of M 1 = 6 transmit antennas and M 2 = 6 receive antennas. The number of snapshots was set to L = 20, and the SNR was fixed to 0 dB. We assumed that the DODs and DOAs of three uncorrelated sources were randomly selected from four intervals [−20 • , −10 • ], [ Fig. 8 shows the RMSE performance achieved by the different strategies versus the number of grid points. It can be seen that 1) the RMSE of our method decreased rapidly when the number of grid points N increased from 20 to 40; 2) our method was insensitive to the grid size when the number of grid points was sufficiently large (e.g., N ≥ 40 in Fig. 8) ; and 3) our method outperformed others when the number of grid points was sufficiently large.
Simulation 6 examined the RMSE performance of our method in the presence of correlated signals. We considered that the DODs and DOAs of three targets randomly derived from intervals [−20 • , −10 • ], [10 • , 20 • ], and [30 • , 40 • ] in each trial, and the last two sources were correlated. Here, the correlation matrix C is defined as
and 0 ≤ c ≤ 1 denotes the correlation coefficient. Let M 1 = M 2 = 6 and SNR= 0 dB. All the results were obtained from 500 Monte Carlo runs. Fig. 9 shows the RMSE performance achieved by the different strategies versus the correlation coefficient c. It can be seen that 1) the RMSE performances of ESPRIT, unitary-ESPRIT, PM, RD-MUSIC, and MLE degraded substantially as the correlation coefficient c increased; and 2) our method could maintain a good RMSE performance for any value of the correlation coefficient. Simulation 7 investigated the capability of our method to resolve closely spaced sources with limited snapshots (L = 20). The simulation considered a scenario in which a ULA composed of M 1 = M 2 = 6 transmit and receive antennas was used to receive K = 2 closely spaced signals derived from (θ 1 , ϕ 1 ) = (3.5 • , −2 • ) and (θ 2 , ϕ 2 ) = (9.5 • , −6 • ). We indicate that the two signals were resolved in a given run if max k=1,2 {|θ k − θ k |} was smaller than |θ 1 − θ 2 |/2 and max k=1,2 {|φ k − ϕ k |} was smaller than |ϕ 1 − ϕ 2 |/2, where (θ k ,φ k ) denote the estimated DOD and DOA for the k-th signal, respectively. As shown in Fig. 10 , the resolution performance of all methods improved with a higher SNR, and the resolution probability of our method could reach 100% at a lower SNR. 
V. CONCLUSION
The problem of joint DOD and DOA estimation for bistatic MIMO radar was addressed in this study. We applied the SBL method for joint DOD and DOA estimation by adopting a new coarse non-uniformly sampled 2D grid, which yielded a low computational load and a low correlation basis. Because the modeling error generated by the angle mismatch might be critical with any coarse grid, we also introduced a modified linear approximation method for grid refinement into the SBL framework. We then utilize the block MM algorithm to perform the Bayesian inference and demonstrated that the iteration sequence generated by the MM algorithm was convergent. The study showed that our proposed method can improve the performance of joint DOD and DOA estimation significantly, particularly in the case of low SNR, limited snapshots, or correlated signals. The numerical results presented herein verified the effectiveness of our method.
APPENDIX A THE PROOF OF CONVERGENCE
We can obtain the non-decreasing property as
= ln p(W, j+1 , τ j , ε j , ρ j ) ≥ Q( j+1 , τ j , ε j , ρ j | j , τ j , ε j , ρ j ) ≥ Q( j , τ j , ε j , ρ j | j , τ j , ε j , ρ j )
= ln p(W, j , τ j , ε j , ρ j ),
where (29), (30) , (31) , and (32) follow (19) , (18) , (17) , and (16), respectively.
APPENDIX B THE PROOF OF LEMMA 1
In this subsection, we derive the unique closed-form solutions (21)-(24) in detail.
• To obtain the updated , we ignore the independent terms of the objective function in (16) , and then we obtain Q( , τ j , ε j , ρ j | j , τ j , ε j , ρ j ) = p(X|W, j , τ j , ε j , ρ j ) ln p(W|X, , ε j , ρ j )dX + p(X|W, j , τ j , ε j , ρ j ) ln p( )dX
Because the function in (34) is strictly concave related to , we set its derivative to zero to obtain (21) .
• Ignoring the independent terms, the objective function in (17) can be rewritten as
= p(X|W, j+1 , τ j , ε j , ρ j ) ln p(X|τ )dX ( t ( j+1 , τ j , ε j , ρ j )) · diag{τ }). (35) Differentiating w.r.t. each τ n yields
Thus, (22) can be obtained by setting the derivative of (36) to zero.
• Denoting A(θ ,φ) + B r diag{ρ} as Aθ and ignoring the independent items in (18), we obtain Q( j+1 , τ j+1 , ε, ρ j | j+1 , τ j+1 , ε j , ρ j ) = p(X|W, j+1 , τ j+1 , ε j , ρ j ) ln p(W|X, j+1 , ε, ρ j )dX = − p(X|W, j+1 , τ j+1 , ε j , ρ j ) 
where v t = R{ L t=1 diag{μ(t)}B H t (w(t) − Aθ µ(t))} − L · R{diag{B H t Aθ }}, and C is a constant term. Then, (23) can be obtained by setting the derivative of (37), with respected to ε, to zero.
• Similarly, denoting A(θ,φ) + B t diag{ε} as Aφ, we obtain Q( j+1 , τ j+1 , ε j+1 , ρ| j+1 , τ j+1 , ε j+1 , ρ j ) = p(X|W, j+1 , τ j+1 , ε j+1 , ρ j ) ln(W|X, j+1 , τ j+1 , ε j+1 , ρ)dX = − p(X|W, j+1 , τ j+1 , ε j+1 , ρ j ) 
where v r = R{ L t=1 diag{μ(t)}B H r (w(t) − Aφµ(t))} − L · R{diag{B H r Aφ }}. Then, (24) can be obtain by setting the derivative of (38) to zero.
