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Introduction
Until recently estimation methods for frontier production and cost functions widely in use could be divided in two broad groups: parametric-stochastic and nonparametric-deterministic. Both groups have their own advantages and disadvantages. Parametric-stochastic methods such as stochastic frontier analysis (SFA) require the functional specication of the production or cost function as well as the distributions of the stochastic parts but are considered robust against measurement errors. Nonparametric-deterministic methods such as data envelopment analysis (DEA) and free disposal hull (FDH) do not require functional form assumptions or distributional assumptions but are more sensitive to measurement errors.
There is a long history of attempts to combine nonparametric and stochastic methods for eciency analysis. Grosskopf (1996) gives an early overview of those attempts. Most of these methods remained in an experimental state. Recently two approaches, the so-called order-m and order-α approaches which are explained below, appeared which have the potential of combining the advantages of the parametricstochastic and the nonparametric-deterministic approaches. These nonparametric-stochastic approaches not require functional form or distributional assumptions and are robust with respect to measurement errors. This paper reports the results of an extensive Monte Carlo study with scenarios containing dierent production functions, returns-to-scale regimes and the introduction of outliers in addition to the general presence of measurement errors. Considered are a wide range of eciency measurement methods, including SFA, DEA and FDH as well as the recently developed order-m and order-α approaches which are not considered in such comparisons so far. It is not clear a priori that the conceptual advantages of the nonparametric-stochastic methods also materialize in small-sample situations with dierent extents of measurement errors and outliers. Including these methods in a unied Monte Carlo experiment is thus important for evaluating their properties in a direct comparison to the more traditional methods.
Indeed, the simulation results reveal that the traditional methods such as SFA and DEA are not as bad as frequently posited on theoretical grounds, at least in the setting chosen in this paper. Moreover, it is shown the robust nonparametric-stochastic order-m and order-α approaches can be much worse than the more traditional approaches when measurement errors are not excessively large and outliers are absent.
Thus, these methods should not be employed as a standard procedure without cross-checking by other methods.
The plan of the analysis is as follows. The following section 2 presents the methods of eciency measurement which are considered in the Monte Carlo study of this paper. Section 3 gives a brief survey of previous Monte Carlo studies and points out their deciencies. Section 4 describes the design of the Monte Carlo experiment conducted in this paper and section 5 discusses the results of various scenarios.
Finally, section 6 draws conclusions for the choice of appropriate methods of eciency analysis.
Methods for Frontier Function Estimation
In this section we give an overview over the methods for frontier function estimation that are subsequently compared in the Monte Carlo experiment. We consider the three classes of parametric-stochastic, nonparametric-deterministic and nonparametric-stochastic methods in turn. We keep this overview brief and conned to the versions used subsequently in the Monte Carlo experiment. The volume edited by Fried, Lovell and Schmidt (2008) provides a comprehensive and up-to-date overview of the methods.
Parametric-Stochastic
As the rst class of models we consider the parametric methods of corrected ordinary least squares (COLS) and stochastic frontier analysis (SFA). COLS simply estimates a linear regression through the cloud of input-output points of the data sample and then shifts this regression line upwards until none of the residuals is strictly positive. More specically, in log-form the production function is
for a sample of n (i ∈ {1, ..., n}) observations for decision making units (DMUs) which is specied here for the case of two inputs, e.g. capital and labor, x i = (K i , L i ) , and a translog functional form ln f (x i , β) = β 0 + β 1 ln K i + β 2 ln L i + β 3 (ln K i ) 2 + β 4 (ln L i ) 2 + β 5 ln K i ln L i . (2) It is immediate that the Cobb-Douglas production function is a special case of the translog with the parameter restriction β 3 = β 4 = β 5 = 0.
This linear regression in logs can be easily estimated by OLS resulting in the parameter estimateβ and the residualsû 1 , ...,û n . The residuals are then corrected by takingû * i = max i {û i } −û i for all i = 1, ..., n making them all non-negative. This is equivalent to correcting the intercept β 0 of the regression such that all input-output combinations are below the estimated function. In the nal step the measure of technical eciency is computed as T E i = exp(−û * i ). This eciency measure is bounded in the range (0, 1] and represents the relative deviation of the actual output of DMU i from the output it should realize when producing technically ecient on the frontier function. A measure of unity indicates technically ecient DMUs. In COLS no measurement error is allowed for. Therefore COLS is a parametric but not really a stochastic method.
SFA departs from this approach in that the residual is now represented by a two-part error term. In logs the production function is here
where ln f (·) is the translog production function in equation (2) as before. The two-part error term in this stochastic frontier model consists of a normally distributed component,
intended to capture the usual measurement errors, and a half-normally distributed component, denoted (1982) formula. This is a formula for the expected value E(u i |ε i ) with ε i = v i − u i which can be easily applied by plugging in the parameter estimates resulting inû i for i = 1, ..., n. The measure of technical eciency is readily computed as above by T E i = exp(−û i ) with an analogous interpretation. Again a measure of unity indicates technically ecient DMUs. See Kumbhakar and Lovell (2000) and the chapter of Greene in Fried, Lovell and Schmidt (2008) for more details of the parametric-stochastic approach.
Nonparametric-Deterministic
The nonparametric methods of the second class require no assumption about the form of the production function and also no assumption about the distributions of the error terms. They are based on a set of basic axioms discussed e.g. in Färe and Primont (1995) putting restrictions on a technology set which can be generally stated as
This technology set contains all, ecient as well as inecient, DMUs and summarizes the possibilities of transforming inputs x i to an output y i . 1 Based on this technology set an output-oriented distance function can be dened as
1 Actually, in most of the nonparametric eciency literature the case of multiple outputs where y i is a vector of outputs is treated from the beginning. We restrict the notation here to the subsequent implementation with a single output in the Monte Carlo experiment.
where θ is a factor that increases the output holding inputs constant. The result is the largest possible increase of the output such that the resulting input-output combination remains feasible, i.e. an element of the technology set T . For ecient DMUs on the frontier of the technology set we have θ = 1 indicating that the output can not be increased further without leaving the technology set. For inecient DMUs we have θ > 1 indicating the possible increase of the output while staying in the technology set.
Computing these distance functions under the assumptions of a convex technology set and constant returns to scale is the purpose of data envelopment analysis (DEA) under constant returns to scale, denoted DEAC. This is the DEA model originally proposed by Charnes, Cooper and Rhodes (1978) . It amounts to solving the following linear programming problem for each observation i ∈ {1, ..., n} (6) and denoting the solution value by θ i which is equal or larger than unity. This solution can be easily computed by the simplex algorithm or other linear program solvers. The measure of technical eciency is analogous to those dened for the parametric approaches and is here T E i = θ −1 i ∈ (0, 1]. As in case of COLS, all deviations from the frontier function are considered as ineciency. This eciency measure is therefore deterministic in that it does not allow for measurement errors.
The other nonparametric and deterministic methods considered are DEA under variable returns to scale (denoted DEAV) and free disposal hull (FDH). In the former the restriction Σ n j=1 λ j = 1 is added to the linear program (6) (Banker, Charnes and Cooper 1984) . In the latter we abandon the convexity assumption we are computing the FDH solution which retains the previous restriction and adds the integer constraint λ j ∈ {0, 1} to (6) (Deprins, Simar and Tulkens 1984) . This makes the program an integer programming problem for which, however, a very fast numerical algorithm has been proposed by Tulkens (1993) .
Nonparametric-Stochastic
The 
with upper-case letters denoting random variables, i.e. the probability of producing more output with less input than DMU i. Using this concept an output-oriented distance function can be dened as
This distance function gives the largest possible increase of the output such that the resulting inputoutput combination has a probability marginally larger than zero. For the actual computation of the order-m eciency measure the probability is decomposed as
where S(·) is a conditional survivor function and F (·) is a distribution function. Assuming F (x i ) > 0 for the relevant range of inputs, the statement H(θy i , x i ) > 0 in the denition of the distance function is equivalent to the statement S(θy i |x i ) > 0. The algorithm to compute the order-m eciency measure relies on drawing at random a prespecied number m < n of DMUs with no more input than x i from the sample. These DMUs form a partial frontier function against which the eciency of DMU i under consideration is evaluated by DEA or FDH. This procedure is repeated B times resulting in eciency measuresθ 1 mi , ...,θ B mi from which the nal order-m eciency measure is computed as the simple mean By that procedure the eciency of each DMU is repeatedly evaluated against a partial frontier spanned by just m < n of the sample DMUs. This prevents the entire sample being enveloped by the frontier function and thus giving the procedure its robustness, while preserving the nonparametric nature of the eciency measurement. As Cazals, Florens and Simar (2002) have shown, the order-m eciency measure is a consistent estimator and converges at the usual parametric rate of n 1/2 irrespective of the number of inputs and outputs. This is rather exceptional for a nonparametric estimator which is usually subject to the so-called curse of dimensionality meaning that the rate of convergence declines with the dimension of the problem (here the number of inputs and outputs).
The related order-α approach is based on the denition of the production frontier as a quantile instead of the repeated comparison to a partial frontier function. The output-oriented eciency measure of order α ∈ (0, 1] is dened as
where α controls the probability of DMU i after having reduced ineciency in output direction to be dominated by other DMUs which are using not more of the inputs. The choice of α is usually within the interval [0.90, 0.99]. In the case α = 1 we are back at the denition of the frontier function as enveloping all observations. A choice of α = 0.95 compares DMU i with the ve percent of DMUs which are producing more output with no more input. This means falsely classifying a DMU as ecient in ve percent of the cases and is therefore analogous to committing a type-I error in statistical hypothesis testing. This value of α is chosen in the Monte Carlo experiments below. Daouia and Simar (2007) derive the statistical properties of the order-α eciency measure for the general case of multiple inputs and multiple outputs. They show that the order-α eciency measure is strongly consistent and converges at the usual parametric rate n 1/2 to a normally distributed random variable.
Moreover, they show that order-α eciency measures have a bounded inuence function, whereas orderm eciency measures have an unbounded inuence function and therefore are less robust. 2 To compute order-α eciency measures they devise an exact algorithm which is implemented in the software used for this Monte Carlo study. This result is transformed into a measure of technical eciency T E i =θ −1 αi .
All computations are performed with R using the package frontier for the parametric (which is actually based on the Fortran code of the program Frontier 4.1 by Coelli (1996) ) and the package FEAR for the nonparametric methods. The functions of the latter package are described in Wilson (2008) .
Monte Carlo Literature
The rst study with a Monte Carlo investigation of eciency measurement methods was conducted by Banker et al. (1987) . This study initiated a continuous stream of further studies which are reviewed in this section. We provide a brief survey focusing on a selection of the more important studies in this area which are discussed in chronological order.
Banker, Gadh and Gorr (1993) undertake a comparison of SFA 3 and DEA in a setting with one output and two inputs which are combined with a piece-wise Cobb-Douglas production function. As performance 2 The inuence function of an estimator, introduced by Hampel (1974), shows the eect of a small (tending to zero) fraction of outlying observations on the estimator. If the inuence function is unbounded a small fraction of outlying observations is sucient to cause divergence of the estimator. 3 Banker, Gadh and Gorr (1993) call this corrected ordinary least squares but actually mean the stochastic frontier function estimator of Aigner, Lovell and Schmidt (1977) and Meeusen and van den Broeck (1977). measures they use the mean absolute deviations and the Wilcoxon signed rank test of the true and estimated eciencies. The SFA is based on half-normal and exponential ineciency distributions. The results show that SFA is better for sample sizes of 50, 100 and 200 and large measurement errors, whereas DEA performs better for the small sample size of 25 and small measurement errors. Both methods perform bad for large measurement errors. Very important is the nding that SFA fails to decompose ineciency and measurement error (see also Ruggiero (1999) for more on that issue). The number of replications is 5 and is thus extremely low for a reliable Monte Carlo study. Banker, Chang and Cooper (1996) Comparing across methods, the parametric methods appear to be superior to DEA. This statement is, however, only a relative one since all estimators do not perform very well. Further caveats are that the simulation setting favors the parametric methods against DEA and the here also not overly large number of 100 replications. Ruggiero (1999) devotes special attention to the inability of SFA to separate measurement error and ineciency. In a Cobb-Douglas framework with two inputs and one output, dierent ineciency distributions and dierent variances of the measurement error he nds that SFA does not outperform COLS in most cases. Only in the most favorable situation and large sample sizes SFA performs clearly better. The ndings are based on a small number of 100 replications and do not consider nonparametric methods.
Resti (2000) employs a cost function setting based on a piece-wise multi-product Cobb-Douglas technology
with three outputs and two inputs for a comparison of SFA, DEA and three stochastic variants of DEA.
Main nding is that the performance of the stochastic techniques relative to classical DEA variants under constant and variable returns to scale depends on the parameter used to control the compromise between error and ineciency minimization. He points to a reasonable agreement of the classical techniques and concludes that stochastic techniques usually do not outperform the classic ones (Resti 2000, p. 570). Ruggiero (2007) uses the same setting as in his previous study to show that while SFA is not able do separate ineciency and measurement error for cross-sectional data, the additional information contained in panel data allows to do this task more eectively. Comparing SFA and DEA he concludes that the ... results suggest that the stochastic frontier model holds no real advantage over DEA. In particular, the purported advantage of the stochastic frontier, i.e. the ability to allow measurement error, can be overcome by averaging the data to smooth production (Ruggiero 2007, p. 266 ).
Van Biesebroek (2007) compares a number of dierent methods for productivity measurement in a dynamically optimizing framework by means of a Monte Carlo analysis. Especially for comparing DEA and SFA he obtains some interesting general results. As expected, he nds that DEA tends to outperform SFA in small samples and in situations with small measurement errors (conversely, SFA is superior in larger samples and for larger errors) and that specication error is more detrimental to SFA. He nds that the loss of precision in the presence of large measurement errors is more a problem of DEA than of SFA, but also observes the frequent failure of SFA to separate ineciency from noise, especially when measurement error is large. He points to the possible problem of multicollinearity when using the translog function 5
and to the problem of the very low number of replications in many other Monte Carlo comparisons of productivity and eciency measurement methods.
Summarizing it can be said that the ranking of parametric-stochastic and nonparametric-deterministic approaches depends on the specic setting chosen and that there is no clear superiority of one of the approaches. Furthermore, it is striking that the number of Monte Carlo replications is rather low in these 4 See Caudill and Ford (1993) for further results on the biases caused by heteroskedasticity. 5 Gong and Sickles (1992) focus on functional form choice for econometric frontier estimation. They nd in an experiment with simulated panel data that constant elasticity of substitution (CES) and translog functional forms outperform other functional forms and DEA in most cases. A caveat here is that only quite large sample sizes in the range of 500 to 2500 observations are considered. Gadh and Gorr (1993) and Ruggiero (1999) .
Each scenario is simulated for dierent sample sizes n ∈ {50, 100, 200}, extents of ineciency dened by the standard deviation of ineciency σ u ∈ {0.2, 0.3} and extents of measurement error dened by the standard deviations of measurement error σ v ∈ {0.05, 0.1, 0.15} and proceeds according to the following steps:
1. Fix the sample size n, the standard deviation of the ineciency σ u and the standard deviation of the measurement errors σ v .
2. Draw n values of K i and L i from a continuous uniform distribution U (1, 20) and keep them xed. As well draw n values of u i from a half-normal distribution |N (0, σ 2 u )| and transform them to eciency levels by A i = exp(−u i ) which are also kept xed.
3. Generate the output levels by the production function y i = A i · F (K i , L i ) and keep them also xed. 4 . For each of the B = 1000 replications draw n values of v i from a normal distribution N (0, σ 2 v ) and use them as measurement errors disturbing the output y 
7. Finally, average over b = 1, ..., B to reach the M AE and R SP values reported in the tables below. 7
In the baseline scenario a Cobb-Douglas production function F (K i , L i ) = K α i L 1−α i with α = 0.5 is used. Asymmetry is introduced by using the baseline scenario with α = 0.8 as the single change. In the scenarios with variable returns to scale the production function is modied to F (K i , L i ) = (K α i L 1−α i ) ρ with ρ = 0.8 in the case of decreasing returns to scale (DRS) and ρ = 1.2 in the case of increasing returns to scale (IRS). The two scenarios with the CES production function use F (K i , L i ) = (K α i + L α i ) ρ/α where ρ is xed to unity (meaning constant returns to scale) and the parameter α now governs the elasticity of substitution which is equal to 1/(1 − α). We consider two choices of α which lead to a relatively small elasticity of substitution of 2 (α = 0.5) and a relatively large elasticity of substitution of 5 (α = 0.8). Finally, the two outlier scenarios select a fraction η of observations for which the output levels in step 3 are each multiplied by a uniformly distributed random number from the interval [1, 1.5] . Two fractions of outliers are considered corresponding to a relatively small extent of outliers for η = 0.05 and a relatively larger extent of outliers for η = 0.1. All simulations are based on the same set of random draws for each scenario and each combination of parameters generated by xing the seed of the random number generator. 6 To avoid problems with wrong (positive) skewness for the SFA estimates we check the residuals of an OLS estimation of the production function. Only if these are negatively skewed this draw is used to generate a replication of the eciency estimates with all methods. Otherwise a new sample of measurement errors is drawn. 7 The usage of rank correlation coecients is common in the literature and can be justied by results of Ondrich and Ruggiero (2001) who show that neither stochastic nor deterministic frontier methods are able to estimate absolute measures of eciency but only relative ones.
Monte Carlo Results
In this section we present the summary tables for the dierent scenarios and discuss the main insights which can be gained from them. We consider the mean absolute error M AE (meaning the mean absolute deviation of the true eciency level from the eciency level measured by the respective method) and the Spearman rank correlation coecient R SP of the true and the measured eciency levels. A lower M AE indicates that the estimate is closer to the true eciency levels on average, whereas a higher R SP shows that true and estimated eciency levels are more strongly associated.
insert table 1 about here Table 1 contains the results of the baseline scenario. Starting with the comparison of the parametricstochastic and the nonparametric-deterministic methods we observe that SFA mostly has a smaller M AE (with some minor exceptions at the smallest sample size) and a similar R SP compared to DEAC. Comparing DEAC and DEAV we see that DEAC has larger M AE values than DEAV in many cases, but also lower M AE values in other cases. DEAC shows a consistently larger R SP . DEAV itself has much smaller M AE values compared to COLS, but also smaller R SP . M AE of COLS is smaller than FDH only at small error variances, but R SP is uniformly much larger in the case of COLS. FDH itself uniformly dominates order-m in terms of considerably smaller M AE values, but R SP also tends to be smaller for FDH. Order-m has M AE values that are always considerably smaller compared to order-α for n = 100 and n = 200. Order-α, however, is slightly better in the cases with n = 50. In this comparison R SP is uniformly larger for order-m.
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In addition, among the parametric methods the M AE is uniformly smaller for SFA compared to COLS, whereas R SP is about equal. Comparing the nonparametric methods with variable returns to scale, DEAV and FDH, we see that M AE is smaller in the case of the former with exceptions at large error variances. R SP is also uniformly substantially larger in the case of DEAV. Thus, for this smooth Cobb-Douglas production function DEAV relying on a convex technology set provides a better approximation than the non-convex FDH.
In summary, this pattern of results leads to a reasonably clear ranking of the eciency measurement methods SFA DEAC DEAV COLS FDH order-m order-α with indicating strictly better and indicating weakly better. It should be emphasized at this place that the baseline scenario of the Monte Carlo experiment is very advantageous for the parametric econometric approaches so that the good performance of SFA is not overly surprising. A bit more surprising is that COLS is on the one hand dominated by the two DEA variants and on the other hand is better than FDH except at large error variances. Also rather unexpected is that DEAV is frequently better than DEAC in terms of M AE although not in terms of R SP . The performance of the order-m and order-α approaches shows that in the absence of outliers these robust nonparametric methods are not a very fortunate choice. In terms of M AE at the higher measurement error variances order-m and order-α are occasionally (at the largest error variance) better than COLS and DEA but they are never better than SFA or FDH. Compared to FDH, order-m and order-α tend to be better in terms of R SP but they are not better than any of the other methods according to this criterion. 9 We will see in the following how this ranking changes when we depart from the baseline scenario in dierent directions.
insert table 2 about here 8 Results for the mean error M E (not reported here) show that the order-m and order-α approaches have the largest negative biases (meaning the largest overestimation of A). Negative biases are also observed for FDH whereas we have positive biases throughout for COLS. The smallest biases are observed for SFA and the DEA variants. Interestingly, bias is reduced with larger sample size only for SFA and FDH. 9 In the papers of Aragon, Daouia and Thomas-Agnan (2005), Simar (2005, 2007) and Daraio and Simar (2005) in which the order-m and order-α approaches are developed, numerical illustrations are used to demonstrate the advantages of these methods. These numerical illustrations consist of a single draw of a data set and the introduction of a small number (2 to 5) of deliberately positioned outliers and are therefore not comparable to the Monte Carlo analyses we provide in this paper. Table 2 reports the results of one of these deviations, the asymmetry scenario. We nd no, not even numerical, changes for COLS and SFA. This is natural since the parameter change to induce the asymmetry can be perfectly accommodated by the translog production function. The M AE values of DEAC and DEAV increase only by small amounts relative to baseline. For FDH, order-m and order-α the M AE values are decreasing, sometimes substantially. R SP changes in a reverse pattern. It is barely changing for DEAC and DEAV and it is increasing for FDH, order-m and order-α.
insert tables 3 and 4 about here Tables 3 and 4 show the results for the DRS and IRS scenarios, respectively. Again and for the same reason as in the asymmetry scenario the results for COLS and SFA are identical to the baseline scenario.
For the nonparametric methods interesting dierences of the DRS and IRS scenarios relative to baseline CRS show up. We have strong increases of M AE for DEAC which are more pronounced for DRS rather than for IRS. These occur together with marked reductions of R SP , which are again less pronounced for IRS. These changes are more clearly recognizable for small sample sizes and small standard deviations. In Tables 7 and 8 nally report the results for the outlier scenarios with small and large extents of outliers, respectively. Compared to baseline, the introduction of outliers raises M AE substantially for COLS and much less in the case of SFA. R SP decreases in the majority of occasions, in about equal magnitude for COLS and SFA. Consistent with these observations a larger extent of outliers aects COLS much more than SFA. We also observe substantial increases of M AE for DEAC and DEAV with DEAC being more aected than DEAV, simultaneously R SP decreases. FDH shows hardly changed M AE values with a slight tendency to decline whereas R SP decreases somewhat more. Overall FDH appears surprisingly robust compared to the parametric methods and the DEA variants. The robust nonparametric and stochastic order-m and order-α methods are quite stable across all scenarios. M AE values even tend so be slightly smaller in the presence of outliers compared to the baseline scenario. Across methods, order-m and order-α are only on rare occasions better than DEAC (clustered around the cases σ u = 0.2, σ v = 0.15).
Both order-m and order-α are much more frequently worse than DEAV and always worse than FDH and SFA. At least, they are much better than COLS. In most of the cases order-m is better than order-α in terms of M AE. R SP is rather stable with only slight increases/decreases relative to the baseline scenario. The increases of R SP tend to be larger for order-α especially for the smaller extent of outliers. These latter ndings are somewhat puzzling since the comparison is relative to the baseline scenario without the additional outliers.
In general, for the nonparametric approaches it can be stated that a greater extent of outliers leads to increases of M AE for the DEA variants, but is associated with fewer changes and even decreases of M AE in the cases of FDH, order-m and order-α. Moreover, little changes of R SP are observed for order-m and order-α. In this respect they are robust. We recognize that the parametric methods COLS and SFA are not much aected by changes of the Monte Carlo setting except for the introduction of outliers.
Even the case of the CES production function which is not a special case of the translog function (as the Cobb-Douglas function is) leads to only minor changes of M AE and R SP compared to the baseline scenario. This means that the translog function has good approximating power also for the CES function.
Conclusion
Which general guidelines for the application of eciency analysis methods can be derived from the results discussed above? Since we are faced here with results from a Monte Carlo experiment it is dicult to derive general guidelines. All Monte Carlo experiments are faced with the problem of specicity (Hendry 1984, p. 941 ) meaning that those experiments can cover only a small part of the space of possible parameters and functional forms. Thus we have generated only selective results pertaining to a limited set of points of the parameter space.
Keeping this caveat in mind we can summarize a few general patterns. SFA shows a good performance also in the CES scenarios and even in the presence of outliers. Although we have to be cautious with this statement since the experimental design is quite favorable for SFA, we can say that the criticism raised against this method (i.e. that it is not able to separate ineciency and measurement error) can not be conrmed by the present study. The performance of DEA and FDH is also quite remarkable even for larger measurement error variances and in the presence of outliers. Some changes can be observed when increasing or decreasing returns to scale are induced. The results are, however, not much aected by the CES scenarios even in the case of the larger elasticity of substitution.
Overall, we have the ranking of SFA dominating DEA, which itself is dominating FDH and order-m and order-α are dominated in general. Nevertheless, order-m becomes better at larger measurement error variances and for larger extents of outliers. When outliers are induced, order-m and order-α are rather stable and sometimes even slightly better compared to their performance in the baseline scenario.
Moreover, order-m performs better than the theoretically more robust order-α approach. This conclusion is, however, somewhat tentative. Maybe dierently designed Monte Carlo experiments with less well behaved environments change this conclusion.
Compared to that the performance of the robust nonparametric-stochastic methods, the order-m and order-α approaches, appears not to be very advantageous in well behaved settings. At the bottom line it can be said that it is not appropriate to use order-m and order-α routinely in situations which are characterized by a smooth well behaved production environment with no outliers or limited extents of outliers. Even with the induction of additional outliers it depends much on the values of the other parameters whether these methods become better than more traditional methods of eciency analysis.
Thus, it is always wise to cross-check the results with other methods to asses their validity. 
