A PeerJ paper by Nalliah and Allareddy (2014) describes improvement in weaker dental students' scores (and decline in stronger students' scores) by use of a unique instructional method. I argue that the causal conclusion in their paper cannot be justified because of lack of a comparison group. Regression to the mean is a common confound in test-retest studies such as presented in their paper. Inclusion of a comparison group could be used to rule it out. Other minor issues are raised involving scaling and consistency in the data.
Concern Regarding Regression to the Mean 25
The conclusion indicates the observed changes in scores from pre session test to post 26 session test are due to the unique instructional method. However, the data is strongly suggestive 27 of regression to the mean occurring and the design of the study cannot rule out that explanation. 28
The drop in scores for the high scoring group and non-significant changes for the middling 29 scoring students are an alert that regression to the mean is operating. If the study had a 30 comparison group that did not experience the unique instructional method it would be possible to 31 infer any differences between the pre and post session tests could be causally related to the 32 unique instructional method. But, as the study is described in Nalliah and Allareddy (2014) , 33 regression to the mean is the more parsimonious explanation because of the ubiquity of the effect 34 in test-retest situations. 35
A review of regression to the mean is probably appropriate to clarify the concern. These 36 issues are covered in numerous textbooks. As an example, Rosenthal and Rosnow (2008, p. 210 ) 37 describe regression to the mean as the mathematical consequence of any test-retest situation in 38 which the correlation between the two tests is less than a perfect 1. In practice, all test-retest 39 situations have r < 1 assuring regression to the mean occurs. The underlying reason for this is 40 based in classical testing theory, also described in numerous textbooks. As an example, Morling 41 compared to the true score intended to be measured. On a second measurement, the several 51 combining random factors are unlikely to all be repeated and accumulate in the same direction. 52
Therefore, on the second measurement, the extreme low score will usually move higher while the 53 extreme high score will usually move lower. That pattern is the one seen in Nalliah and Allareddy 54 (2014). Further evidence for regression to the mean operating in this study is that the standard 58 deviation for the post session test is consistently larger than for the pre session test. For the 59 middle two groups, it is inevitable because all students had the same score for the pre session test, 60 test and post session test were, respectively, SD = 7.64 and SD = 13.95. For the high scoring 62 group the standard deviation for the pre session test and post session test were, respectively, SD = 63 2.26 and SD = 12.98. That large spread in data from pre session test to post session test for 64 extreme groups is the expected consequence of regression to the mean. 65
Since regression to the mean must be assumed to operate in all test-retest studies a 66 comparison group must be included to have a chance to establish any causal effect of an 67 intervention (Morling, 2015, pp. 312-315) . In the context of Nalliah and Allareddy (2014), a 68 comparison group's purpose would be to quantify the regression to the mean effect so that any 69 greater effect could be judged to be due to the unique instructional method. But, this is the feature 70 critically lacking. Therefore, the causal claim in Nalliah and Allareddy cannot be supported and, 71 in my opinion, the paper should not have been published as a peer-reviewed paper in PeerJ with 72 language that implies causation. 73
Other Minor Concerns 74
Score Rescaling. I have minor concerns in the scaling of the test scores, some statistical 75 calculations, and in the supplemental raw data files. Nalliah and Allareddy (2014) rescaled their 76 21-point test to percentage scores. In this case, the scaling of the test score variables to 77 percentages tends to obscure more than it reveals, in my opinion. While a percentage score will 78 usually communicate to readers more clearly than the 21-point scale of the original test, in this 79 case it tends to communicate a greater degree of change in scores than is really happening. For 80 instance, the mean change score for low scoring students was 9.5%, which is only 2.0 questions 81 on the test. The mean change score for the high scoring students was -6.31%, which is -1. data and tables in the paper reveals that it was the change in from the median of the pre session 97 test scores to the median of the post session test scores. This makes it difficult to determine the 98 real magnitude of change, and tends to make it appear larger than may be warranted. For example, 99 in the low scoring group the median of the change scores was +9.52, lower than the change in 100 medians of +14.3 indicated in the paper. For the high group, the median of the change scores was 101 0 (zero), a smaller degree of change than the -4.76 indicated in the paper. 102 Data Error. Another concern is notable in the data file offered in the supplemental 103 information (DOI: 10.7717/peerj.682/supp-1). It has an apparent error that carried over into the 104 calculations for the paper. The last case in the data shows the number of correct questions for the 105 post session test as 19, but the percentage is "33". Furthermore, 33 is shown as the minimum 106 value for the post session test in the tables in the paper. It suggests one student score 20/21 on the 107 pre session test and 7/21 on the post session test, a very unlikely outcome. The consequence of 108 7 this is to lower the means and medians, and increase standard deviations. Of course, it is not 109 possible for me to definitively determine whether the error was in the recording of the test raw 110 scores or in recording/calculating the percentage. However, the percentage value seems incorrect 111 because the scores for each of four questions groups are in the data file and those scores total to 112 19. Therefore, I did all work for this comment as if the percentage for that particular item was 113 90.48. This has a minor effect on the findings as shown in Table 1 
Conclusions 121
In my opinion, the described paper should not have been accepted as a peer-reviewed 122 publication due to the unsupported causal conclusion indicated in the paper, abstract, and title. 
