The initial value problem of the Korteweg-de Vries (KdV) equation posted on the real line R:
Introduction
In this paper we study computability of the solution operator of the Korteweg- 
The equation was derived by Korteweg-de Vries [9] as a model for long waves propagating in a channel. It was found to be relevant in a number of different physical systems. For example, a large class of hyperbolic models are reducible to the KdV equation.
The initial value problem of the KdV equation (1) is well posed in the classical Sobolev spaces H s (R) with s ≥ 0 (see [2, 3, 7, 8, 16, 15] and references therein). Subsequently it defines a nonlinear map K R from the space H s (R) to the space C(R, H s (R)), which for any t sends every initial Cauchy data ϕ ∈ H s (R) to the Cauchy data u(·, t) ∈ H s (R) at time t, continuously in t. In this paper we prove that the map K R is computable for integer s ≥ 3. The computability concept to be used in the paper is based on Turing's definition of computable real numbers [17] and Grzegorczyk's definition of computable real functions [5] . Among several consistent extensions (e.g., [13, 10, 12, 4] ) we use the representation approach of Type 2 Theory of Effectivity, TTE for short [18] . We prove that there is a Type-2 machine which computes a name for the corresponding solution when fed with a name of the initial data ϕ.
In [6] the authors studied the computability of the solution operator K P of the KdV equation in the (space) periodic case. They proved that K P preserves computability, that is, K P maps every computable initial function to a computable solution. A map which preserves computability is called computably invariant. Every computable map is computably invariant, but the inverse is not necessarily true. By combining the classical fact that the Schwartz space S(R) is dense in H s (R) and the computational properties of the representation δ s for S(R) introduced in Section 2, we prove a stronger result regarding to the solution operator K R of the KdV equation posted in the real axis: The nonlinear operator K R is computable for integers s ≥ 3.
This paper is part of a project to study computability of solutions of differential equations from Physics (KdV equation [6] , wave equation [21] , generalized functions [22] , linear Schrödinger propagator [19] , a non-linear Schrödinger propagator [20] ).
Preliminaries
Among the various models of computation proposed for computable analysis we use Type-2 Theory of Effectivity (TTE for short), as our computational model. We shall review some basic definitions. For details on TTE the reader is referred to the textbook [18] . Let Σ be a sufficiently large finite alphabet, Σ * the set of finite words over Σ with the discrete topology, and Σ ω the set of infinite words over Σ with the Cantor topology. We use to denote the various tupling functions on natural numbers and finite and infinite sequences of symbols (see Sec. 2.1 in [18] ). In particular, infinite tupling on Σ ω is defined 
Through a notation or a representation computations on M are defined by means of computations on Σ * or Σ ω which can be performed by ordinary or Type-2 Turing machines. If δ and δ are representations of M and M , respectively, then a function ψ : 
For formulating and proving the main result we introduce some spaces of functions and discuss some concrete naming systems. Let ν N and ν Q be the standard notations of the set N of the natural numbers and the set Q of the rational numbers, respectively, and let ρ be the standard representation of the set R of the real numbers [18] . Let P denote the set of polynomials defined on R with complex rational coefficients and ν P a standard notation of P.
Let L 2 (R) denote the set of all L 2 -functions defined on R and σ be the set of all rational finite step functions
where k ∈ N, c i is a rational complex number, a i < b i are rational numbers, and
The Fourier transform and its inverse are (δ L 2 , δ L 2 )-computable. The rational finite step functions can be replaced by truncated rational polynomials. Define a notationν
Next, we introduce representations of Sobolev spaces (see [1] ). As usual,
Definition 2.2
For any real number s ≥ 0, the Sobolev space H s (R) is defined as the set of all functions f ∈ L 2 (R) such that
is a separable Hilbert space with the norm
The natural norm associated with this definition is
On the other hand by Def. 2.2,
Therefore,
(the sequences of norms are computationally equivalent). Via Def. 2.2, L 2 -computability induces a natural computability concept on H s (R), which in turn defines a representation of C(R, H s (R)).
Definition 2.3 [21] For any s
), since ρ and δ H s are admissible representations. 
Proposition 2.4 The norm || ||
where for all k, j ∈ N and all φ ∈ C ∞ (R),
Definition 2.6 Let S(R) be the Schwartz space defined by
where
The metric d S endows S(R) with the structure of a metric space. The space (S(R), d S ) is a complete and separable metric space. The following representations δ ∞ of C ∞ (R) and δ S of S(R) are introduced in [22] .
In words, q is a δ ∞ -name of f ∈ C ∞ (R), iff q is a list of names of all derivatives of f .
There are several other representations of C ∞ (R) which are equivalent to δ ∞ [22] . Among them is the Cauchy representation δ P ⊆ Σ ω → C ∞ (R) w.r.t. the computable metric space (C ∞ (R), d c , P, ν P ), where ν P is a standard notation of the set P of rational polynomials, hence
Definition 2.8 The representation δ S ⊆ Σ ω → S(R) of the Schwartz space S(R) is defined as follows: for any φ ∈ S(R) and p, q ∈
Thus a δ S -name q, p of a Schwartz function φ provides us two types of information: p specifies all derivatives of φ whileuantifies how fast the derivatives of φ tend to zero at infinity compared to all monomials.
In the following proposition we list several facts which are needed in the next section. Proofs can be found in [14, 22] . Notice, that Defs. 2.2 and 2.3 can be generalized straightforwardly to real parameters s < 0.
Proposition 2.9 (i) For any real numbers s and t with −∞ < s < t < ∞, S(R) ⊂ H t (R) ⊂ H s (R) and S(R) is dense in H s (R) for all s ∈ R.
(
ii) Both the Fourier transform F : S(R) → S(R) and its inverse F −1 : S(R) → S(R) are (δ S , δ S )-computable. (iii) The differentiation operator ∂ : S(R) → S(R) is
(δ S , δ S )-computable. (iv) u ∈ C(R; H s (R)), iff u is (ρ, δ H s )-continuous. (v) u ∈ C(R, S(R)), iff u is (ρ, δ S )-continuous.
The following definition is sound, since S(R) is dense in H s (R).

Definition 2.10 The representationδ H
s : Σ ω → H s (R) is defined as follows: for any f ∈ H s (R), p ∈ Σ ω is aδ H s -name of f iff p = p 0 , p 1 , p 2 , · · · with p i ∈ dom(δ S ) and ||δ S (p i ) − f || s ≤ 2 −i .
Lemma 2.11 If s ∈ R is computable, then δ H s ≡δ H s .
Proof. The proof (1 page) uses a Cauchy representation of S(R) which is equivalent to δ S [22] . (Details are omitted because of page limit.)
establishes a nonlinear map K R from the initial data ϕ ∈ H s (R), s ≥ 1, to the solution u ∈ C(R; H s (R)), defined by K R (ϕ) = u. The map K R possesses strong regularity. For example, Kenig, Ponce, and Vega proved that K R is Lipschitz continuous from H s (R) to C(R; H s (R)) [11] . In addition to having strong regularity, K R also possesses strong effective content. In this section we shall prove our main result:
In the classical theory of the KdV equation the well-posedness of (5) can be established via the contraction principle [KPV93] using the equivalent integral equation
where E(t)(x) := e ix 3 t . We shall use this approach in our proof. The iteration will be performed on Schwartz space. Since the iteration of a computable function is computable (Thm. 3.1.7 in [18] ), we show that all the operations which are components of the contraction are computable. The following lemmas deal with such operations.
Lemma 3.2 The operator S : C(R, S(R)) × S(R) × R → S(R),
Since the Fourier transform and its inverse and differentiation on S(R) are computable (Prop. 2.9), we can compute S(u, ϕ, t), if addtition, squaring, integration and multiplication by e ix 3 it on S(R) are computable. We prove these properties first.
Proof. The proof (1 page) uses the Cauchy representation δ P of C ∞ (R) which is equivalent to δ S [22] . (Details are omitted because of page limit.)
Corollary 3.5 The square operation: S(R) → S(R)
Proof. The proof (1 page) uses Lemma 3.4. Additionally, for all i, j, n some k must be determined such that |x i (g 2 ) (j) (x)| < 2 −n for |x| ≥ k. (Details are omitted because of page limit.)
Proof. Since the space S(R) is not normed, estimation of approximating Riemann sums requires special care. (The proof (2 pages) is omitted because of page limit.)
Proof of Lemma 3.2. The operator S can be obtained by composition of the computable operators from Prop. 2.9.ii/iii, Lemmas 3.3, 3.6 and 3.7 and Cor. 3.5. For computing (u, τ ) → u(τ ) apply Lemma 2.1.i. ✷
Corollary 3.8 The functionS : C(R, S(R)) × S(R) → C(R, S(R)),
S(u, ϕ)(t) := S(u, ϕ, t),
Proof. This follows immediately from Lemma 3.2 and Lemma 2.1.ii. ✷ 
Lemma 3.9 The function
By (4) Proof of Theorem 3.1. By the following consideration it suffices to show that the solution operator of (5)
Therfore, as the join at 0 of two computable functions, Q is computable for t ∈ R (Lemma 4.3.5 in [18] on the join of real functions can be generalized easily).
For given initial value ϕ ∈ H s (R) and rationalT > 0 we will show how to compute the solution u(t) of the initial value problem (5) for 0 ≤ t ≤T . For this purpose, we first find some appropriate rational number 0 < T <T , and show how to compute u(t) from t (0 ≤ t ≤T ) and 
hence v n solves v n,t + v n v n,x + v n,xxx = 0 and v n (x, 0) = ψ n . (11) We show that for some sufficiently small T > 0 (depending only on ϕ andT ), v j n (t) → v n (t) for all n, and v n (t) → v(t) sufficiently fast unifomly in t ∈ [0, T ]. Then we can find a subsequence of the double sequence (v (iv) For all k ∈ N let j k ∈ N such that 2
(see (13) . 
Appendix
In this section the central propositions 3.10 -3.12 are proved. The 12 pages of proofs require numerous estimations (omitted because of page limit).
