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Reporter genes integrated into the genome are a
powerful tool to reveal effects of regulatory elements
and local chromatin context on gene expression.
However, so far such reporter assays have been of
low throughput. Here, we describe a multiplexing
approach for the parallel monitoring of transcrip-
tional activity of thousands of randomly integrated
reporters. More than 27,000 distinct reporter integra-
tions in mouse embryonic stem cells, obtained with
twodifferentpromoters,show1,000-foldvariation in
expression levels.Dataanalysis indicates that lamina-
associated domains act as attenuators of transcrip-
tion, likely by reducing access of transcription factors
to binding sites. Furthermore, chromatin compaction
is predictive of reporter activity. We also found evi-
dence for crosstalk between neighboring genes and
estimate that enhancers can influence gene expres-
siononaverageover20kb.Themultiplexed reporter
assay is highly flexible in design and can be modified
to query a wide range of aspects of gene regulation.
INTRODUCTION
Control of gene expression in eukaryotes is a complex process
regulated atmultiple levels, such as the local action of enhancers
and other regulatory DNA elements, compartmentalization of the
genome into various types of chromatin domains, and spatial
positioning of genes within the nucleus (Montavon and Duboule,
2012; Bickmore and van Steensel, 2013). One powerful tradi-
tional approach to study the influence of the local environment
on gene expression involves the use of a reporter transgene
integrated in the genome as a sensor. Activity of such an inte-914 Cell 154, 914–927, August 15, 2013 ª2013 Elsevier Inc.grated reporter (IR) depends on its genomic location, which is
known as ‘‘position effect’’ (Dobzhansky, 1936). This phenome-
non has been exploited extensively to deduce causal relation-
ships in the interplay among DNA sequence, chromatin context,
and gene activity. For example, detailed analysis of position
effects in yeast and Drosophila have contributed to a thorough
understanding of heterochromatin (Grewal and Jia, 2007; Girton
and Johansen, 2008), and IRs have also been used widely as
‘‘enhancer traps’’ to identify regulatory elements that promote
transcription (Weber et al., 1984; Korzh, 2007; Ruf et al., 2011).
To study position effects, reporter genes can be either tar-
geted to selected genomic loci or inserted at random positions.
Random integration is achieved by stable transfection or
transposon- or virus-based delivery. Even though in the latter
approach plenty of random IRs can be obtained at once, the
bottleneck is the establishment of clonal lines each harboring a
single reporter, followed by the mapping of each integration
site. The largest systematic reporter integration studies have
yielded dozens to hundreds of characterized clonal lines
(Sundaresan et al., 1995; Gierman et al., 2007; Babenko et al.,
2010; Ruf et al., 2011; Chen et al., 2013), but these studies
were extremely laborious. Furthermore, studies with IRs so far
have required the transgene to be expressed at least to some
degree, which is necessary to identify integration events. As
a consequence, the results may suffer from biases that favor
genomic regions that promote gene expression, whereas
repressive loci are missed.
Here, we combined the traditional transgene reporter assay
with random barcoding technology (Gerlach et al., 2010; Gerrits
et al., 2010) and high-throughput sequencing to develop a
method, termed Thousands of Reporters Integrated in Parallel
(TRIP), that is designed to study position effects genome-wide,
without the need to isolate clonal cell lines. We demonstrate the
utilityof this approachby theanalysisof theactivityof twodifferent
promoters integrated at >27,000 locations (in total) throughout
the genome of mouse embryonic stem (mES) cells. Because of
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Figure 1. Overview of TRIP
A library of transcription reporters containing short
random (16 bp) barcode sequences upstream of
the polyadenylation signal is integrated randomly
in the genome of cells of interest using piggyBac
(PB) transposition. The locations of the IRs are
determined by inverse PCR followed by high-
throughput sequencing. The expression level of
each IR is measured in a pool of cells by high-
throughput sequencing of the barcodes in cDNA.
These cDNA counts are normalized to the corre-
sponding counts from the genomic DNA. See also
Figure S1.the flexible design of the reporter vector, TRIP is a generally appli-
cable technique to study many facets of gene regulation.
RESULTS
Principle of TRIP
TRIP is based on a large set of reporter genes, which are all iden-
tical except for a short random nucleotide ‘‘barcode’’ inserted in
the 30 UTR (Figure 1). These barcodes serve as unique tags used
to track each reporter independently. Using a transposable
element vector, the reporters are randomly integrated into the
genomes of a pool of cells. This pool is then expanded, and the
integration sites are identified together with the barcodes by
high-throughput sequencing. Next, the expression level of each
IR is determined by counting the occurrence of each barcode in
mRNA isolated from the cell pool and normalizing these counts
to the corresponding barcode representation in the genomic
DNA. Combining the mapping and the expression information
yields expression variation as a function of genomic position,
without the need to derive a clonal cell line for each integration.
Experimental Design
As a proof of concept, we applied TRIP to study how the
behavior of two active promoters depends on genomic contextCell 154, 914–927in mES cells. We chose the mouse phos-
phoglycerate kinase (mPGK) promoter,
which is a housekeeping promoter con-
taining all the cis-regulatory elements
required for its full activity (McBurney
et al., 1991) and the tet-Off promoter,
which offers the advantage that its activ-
ity can be tuned by changing the concen-
tration of doxycycline (Dox) in themedium
(Gossen et al., 1995). For integration of
barcoded reporters, we used the piggy-
Bac (PB) transposition system because
of its high efficiency (Cadin˜anos and
Bradley, 2007) and the relatively small
sizes of the essential terminal repeats
(TRs) (Meir et al., 2011).
We generated a PB transposon
plasmid library of reporters for each pro-
moter driving the enhanced GFP (eGFP)transcription unit with one of hundreds of thousands of random
DNA barcodes (16 bp each) between the reporter and polyade-
nylation signal (Figure 1). This library was transfected into mES
cells together with a plasmid expressing PB transposase to
randomly integrate the reporters throughout the genome. The
transfected cells were cultured for 7 days before about 1,000
cells were subcultured to generate a pool of cells (a TRIP
pool). We generated six TRIP pools with the mPGK promoter
construct (mPGK-A to mPGK-F) and four pools with the tet-Off
promoter construct (tet-Off-A to tet-Off-D). Further, each TRIP
pool was split into two halves, and each half was separately
cultured for an additional week and analyzed independently (Fig-
ure S1A available online). These split pools served as technical
replicates.
Mapping of Reporter Integration Sites
By quantitative PCR, we estimated that cells in the pools harbor
on average 23 ± 3 IRs per cell (mean ± SD across all pools). We
mapped the IR integration sites and linked them to the corre-
sponding barcodes by an inverse PCR method coupled to
paired-end high-throughput sequencing (Figure 1). Our mapping
of the locations of barcodes was highly accurate, because more
than 98% of barcodes mapped independently in two technical
replicates were located at the same base position in the genome, August 15, 2013 ª2013 Elsevier Inc. 915
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Figure 2. TRIP Works Robustly and Reproducibly
(A) Positions of mapped mPGK IRs along all chromosomes. Each IR is represented as a tick on one of the strands (depending on the orientation of integration),
colored by expression level. The mapped IR density on X and Y is lower because these chromosomes occur as a single copy (male mES cells were used) and are
relatively repeat dense.
(B) Scheme (top) and results (bottom) of the PCR strategy to validate the locations and barcodes of 11 randomly selected IRs in one of the TRIP pools (mPGK-A).
PCR was done with integration site-specific and IR-specific nested primers (see Table S3 for details) on DNA from the two replicates of this TRIP pool (a1 and a2)
and a different TRIP pool (b) as a control. Sequence of the barcodes was confirmed in each instance by Sanger sequencing (data not shown).
(C) Distribution of expression values for the entire sets of mPGK and tet-Off (no Dox) IRs.
(D) Correlation of IR expression levels between two technical replicates for mPGK (left) and tet-Off (no Dox) (right) pools. r is Spearman’s rank correlation
coefficient.
(E) Correlation between the expression levels of barcodes that were coincidentally present in two different mPGK pools (left) or tet-Off pools (right). Identical
barcodes mapped to the same location in the two distinct pools are shown in green; identical barcodes integrated at different genomic locations are shown
in orange.
(legend continued on next page)
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(Table S1). After merging of the technical replicates and applica-
tion of stringent data quality filters, each cell pool yielded roughly
2,300–3,300 mapped IRs (Figures S1B and S2A; Table S1). In
total, we unequivocally mapped the locations of 17,857 and
10,903 barcodes in six mPGK and four tet-Off pools, respec-
tively (Figure 2A; Data S1 and S2). We checked the accuracy
of the mapping by integration-specific PCR and Sanger
sequencing. For all 11 IRs tested, the mapping and the associ-
ated barcode were correct, and these integrations were absent
in a different TRIP pool (Figure 2B).
PB is known to have a preference for integration near tran-
scription start sites (Huang et al., 2010). We estimate this bias
to be 3-fold; however, the vast majority of integrations occurs
in other areas of the genome (Figures S2B and S2C; see also
below).
IR Expression Strongly Depends on Integration Site
The expression of the set of mapped barcodes was determined
by high-throughput sequencing of the barcodes in the cDNA
from corresponding pools. Strikingly, we observed an 1,000-
fold range in expression of the same reporter integrated at
distinct genomic locations (Figure 2C). This large variation is
not due to experimental noise, because expression levels of
technical replicates were highly correlated (Spearman’s r =
[0.90–0.94]; Figure 2D).
We considered that some barcodes could spuriously contain
binding motifs of transcription factors, microRNAs or RNA-bind-
ing proteins and thereby affect their own expression. We inves-
tigated this using three independent approaches. First, our TRIP
pools were made from a single large pool of cells transfected
with the reporter library, giving rise to situations where the
same barcode sequence was present in different pools either
at the same location (essentially the same clonal cell line grown
in different pools) or at different locations (the constructs with
the same barcode sequences but integrated independently in
different cells). Comparison of such barcode pairs showed that
the barcodes with identical sequences at the same location
were highly correlated (Spearman’s r = [0.85–0.89]), whereas
the sets of identical barcode sequences but integrated at
different locations showed no correlation (Figure 2E). Thus,
genomic location has a much stronger overall effect on IR
expression than barcode sequence.
Second, we searched for anymotifs in our barcode sequences
that may account for variation in IR expression. Employing the
MatrixREDUCE algorithm (Foat et al., 2006), we identified a
few motifs that significantly correlate with barcode expression
levels of IRs; however, they had an almost negligible contribution
to expression. MatrixREDUCE estimates that <10% of the total
expression variance can be explained by sequence motifs pre-
sent in the barcodes (Figure S2D).
Third, we chose 19 barcodes that showed extremely high and
19 barcodes that showed extremely low expression in IRs (Fig-(F) Barcodes do not affect the reporter expression after transient transfection. Barc
color dots) expression (left) were recloned into the reporter plasmid. Plasmids fo
siently transfected. Their pooled expression levels were measured by RT-qP
experiments.
See also Figure S2.ure 2F). These barcodes were reinserted into the mPGK
promoter vector and transiently transfected as two pools of
‘‘low’’ and ‘‘high’’ reporters, in the absence of transposase. Un-
der these conditions, these reporters are not integrated in the
genome, allowing us to directly estimate the effects of sequence
differences between barcodes on reporter expression. Quantita-
tion of the expression showed no significantly elevated expres-
sion of the ‘‘high’’ pool compared to the ‘‘low’’ pool (Figure 2F).
We conclude that the effects of the barcode sequences are of
such low magnitude that they do not compromise our studies
of position effects.
Nonrandom Patterns of IR Expression
Next, we investigated the positional variation in IR expression in
detail. We first focused on the mPGK IRs, because this data set
is larger than that of the tet-Off IRs. ThemPGK IRs have amedian
interinsertional distance of 65 kb. Besides the somewhat nonho-
mogeneous spacing of integration sites (a known feature of PB
transposition; Huang et al., 2010), we noticed that IRs tend to
cluster according to their expression level, with alternating
patches of highly and lowly expressed IRs (Figure 3A). Indeed,
genome-wide we found a significant autocorrelation of IR
expression levels extending over many neighboring IRs (Fig-
ure 3B). Thus, IRs landing in the same areas of the genome
tend to have similar levels of expression.
To further characterize this domain-like expression pattern,
we trained a hidden Markov model (HMM) on the mPGK IR
data set to divide the genome into two states, transcriptionally
permissive and nonpermissive (Figure S3). This yielded domains
with a median size of 1.23Mb (Figures 3A and 3C), with a striking
banding pattern along the chromosomes (Figure S3A). Various
approaches to inferring an HMM gave highly similar results (Fig-
ures S3B–S3E). In contrast, HMM fitting after random permu-
tation of the expression values (but keeping the IR positions
unaltered) resulted in domains of much smaller size (median
0.18 Mb). Therefore, the pattern of large domains cannot be ex-
plained by random expression patterns among the IRs. Further-
more, the tet-Off IR expression values were generally high in the
mPGK permissive domains and low in the mPGK nonpermissive
domains (Figures 3A and 3D), demonstrating that this pattern is
overall consistent between the two different reporter constructs.
IR Expression Patterns Reflect Chromatin Domain
Organization
We compared the IR expression domain pattern to various chro-
matin features known to form large domains (Figures 3A and 3E).
Interestingly, this revealed that nonpermissive IR domains sig-
nificantly overlap with lamina-associated domains (LADs), late-
replicating domains, and to a lesser extent with regions marked
by the histone modification H3K9me2 (Hiratani et al., 2008;
Peric-Hupkes et al., 2010; Lienert et al., 2011). These three
domain types are known to coincide substantially with oneodes frommPGK IRswith very high (n = 19; red color dots) or low (n = 19; green
r each group of barcodes were mixed together in equal proportions and tran-
CR of eGFP (right). Error bars (right) represent SD from three transfection
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Figure 3. Nonrandom IR Expression Pattern Reflect Chromatin Domain Organization
(A) Segment of chromosome 5 showing expression levels for mPGK and tet-Off (no Dox) IRs, together with tracks showing a two-state HMM of mPGK IR activity
(mPGK domains); expression and positions of endogenous genes; and the positions of various types of known chromatin domains (Hiratani et al., 2008;
Peric-Hupkes et al., 2010; Lienert et al., 2011; Dixon et al., 2012).
(legend continued on next page)
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another, and harbor mostly inactive endogenous genes
(Bickmore and van Steensel, 2013). Conversely, permissive IR
domains tend to coincide with gene-dense and transcriptionally
active segments of the genome (Figures 3A, 3F, and 3G). We
found no substantial overlap between the borders of topologi-
cally associated domains (TADs) (Dixon et al., 2012; Nora
et al., 2012) and borders of IR domains (Figure 3A; data not
shown). Although we note that the accuracy of mPGK permis-
sive/nonpermissive HMM domain definitions is compromised
by the irregular spacing of IRs, these results nevertheless indi-
cate that IR expression patterns correspond to some known
aspects of large-scale domain organization of chromatin.
Attenuated Transcription in LADs
LADs are of particular interest because they are confined at the
nuclear periphery and harbor mostly genes that are expressed at
very low levels (Guelen et al., 2008; Peric-Hupkes et al., 2010).
The IRs in LADs show on average a 5- to 6-fold lower expression
compared to IRs in inter-LADs (Figures 4A and 4B). The average
profile of IR expression across the borders of LADs shows a
sharp transition that is again highly similar to that of endogenous
genes (Figure 4C). Thus, LAD positions are predictive of reduced
IR expression.
Because LADs and IR expression are both strongly correlated
with local gene density, gene activity, H3K9me2 domains, and
replication timing (Figures 3A and 3E–3G), these parameters
could form confounding factors in linking IR expression to
LADs. To resolve this issue, we conducted a partial correlation
analysis, taking into account all of these factors. The partial cor-
relation is a conservative approach, because all joint variance
between the variables is removed. However, even using this con-
servative approach, it can be seen that the association between
LADs and reduced IR expression cannot be fully explained by the
other variables (Figure 4D), suggesting a role for LADs in repres-
sion of transcription.
We reasoned that LADs could reduce gene expression in at
least two distinct ways. First, LAD chromatin could pose a
threshold to gene activation that may be overcome only if a pro-
moter reaches a certain minimum strength (which depends on
the types of activators and their occupancy). Second, LAD chro-
matin could act as an attenuator that reduces all transcriptional
activity by a roughly constant factor, without a threshold effect
and independent of intrinsic promoter strength. To discriminate
between these models, we took advantage of the tet-Off IRs.
Here, the concentration of Dox controls the occupancy of the(B) Autocorrelation function showing the similarity (Spearman’s r) between expres
lines indicate significance threshold (p < 0.05).
(C) Distribution of mPGK HMM domain sizes compared to those obtained after r
(D) Distribution of expression levels of mPGK (left) and tet-Off (no Dox) (right) IRs
individual IRs, colored boxes indicate interquartile range, horizontal line inside ea
most extreme data points no further than 1.5 times the interquartile range from the
test. Color legend in (A) also applies to (D)–(G).
(E) Fraction of overlap of known epigenomic domains with mPGK permissive and
(n = 1,000) of the mPGK domains, testing the fold difference of the mPGK nonpe
(F) Gene density in mPGK permissive and nonpermissive domains. The p value w
(G) Distribution of expression levels of endogenous genes in mPGK permissive a
exon per million fragments mapped. The p value was determined by Wilcoxon ra
See also Figure S3.promoter by its activator and, as a result, the promoter strength.
To test whether the efficacy of LAD repression is dependent on
promoter strength, we treated cell pools carrying the tet-Off
IRs with four different concentrations of Dox and measured the
expression level of all barcodes throughout the genome
(Figure S1A).
Quantitative PCR confirmed that the overall expression level of
the IRs depended on the Dox level, over an 50-fold range (Fig-
ure S4). However, individual IRs showed substantial differences
in induction strengths (Figure 4E). Grouping the IRs by LAD/inter-
LAD location revealed that, for all four Dox concentrations, the
expression levels of IRs within LADs were systematically lower
compared to outside LADs (Figure 4F). Even at the highest in-
duction ([Dox] = 0), the expression level of IRs in LADs was
more than 4-fold lower than in inter-LADs. Thus, LADs appear
to act primarily as attenuators, although we cannot rule out a
modest thresholding effect.
LAD Chromatin Reduces DNA Binding of Activators
We wondered how LADs might cause such a consistent
attenuation of gene activity. One possibility is that LAD chro-
matin is less permissive to the binding of activating factors to
their cognate binding motifs. To test this, we used previously
published chromatin immunoprecipitation (ChIP) data sets in
mES cells (Chen et al., 2008; Marson et al., 2008; Handoko
et al., 2011; Li et al., 2012) to analyze the binding of various
factors to their motifs inside and outside LADs (Figure 4G).
Remarkably, occupancies of all six factors at their binding
motifs were consistently lower inside LADs, by 2- to 4-fold.
This inefficient binding of transcription factors to their motifs
inside LADs may explain in part the reduced expression
levels of IRs and endogenous genes that are embedded in
LADs.
IR Expression Is Related to Local Chromatin
Conformation
A popular model is that gene activity is controlled by the degree
of chromatin compaction (Li and Reinberg, 2011). For endoge-
nous genes, this model is, however, difficult to test, because
compaction may be the consequence rather than the cause of
gene activity. In contrast, with IRs, one can ask whether the local
chromatin compaction state prior to integration has predictive
value for IR expression levels. A quantitative way to describe
chromatin compaction is the rate of decay in contact probability
between two loci with increasing genomic distance. This decaysion levels of neighboring IRs (lag = nth neighbor, with 0% n% 40). Red dotted
andom permutation of mPGK IR expression values.
in mPGK permissive and nonpermissive domains. Gray dots show values for
ch box shows median expression, and the ends of the whiskers extend to the
box (same applies for G). The p values were determined byWilcoxon rank sum
nonpermissive domains. The p values were determined by circular permutation
rmissive domain fractions.
as determined as in (E).
nd nonpermissive domains, plotted as in (D). FPKM, fragments per kilobase of
nk sum test.
Cell 154, 914–927, August 15, 2013 ª2013 Elsevier Inc. 919
B
mPGK 
tet-Off (no Dox)
Re
la
tiv
e 
IR
 e
xp
re
ss
ion
All LADs inter-
LADs
0
0.5
1.0
1.5
D
mPGK tet-Off(no Dox)
correlation 
partial correlation 
Sp
ea
rm
an
’s 
ρ
-0.4
-0.3
-0.2
-0.1
0
p 
≈ 
0
p 
≈ 
0
p 
= 
5 
x 
10
-
13
8
p 
= 
2 
x 
10
-
98
G
So
x2 p5
3
N
an
og
O
ct
4
CT
CF
cM
yc
Po
te
nt
ia
l b
in
di
ng
 s
ite
s 
bo
un
d/
po
te
nt
ia
l b
in
di
ng
 s
ite
s
0
0.005
0.010
0.015
0.020
0.025
LADs
inter-LADs
p 
< 
0.
00
1
p 
< 
0.
00
1
p 
< 
0.
00
1
p 
< 
0.
00
1 p 
< 
0.
00
1
p < 0.001
C
Distance from LAD boundary (kb)
-400 -200 0 200 400
lo
g 2
 (IR
 ex
pre
ss
ion
)
-2.0
-1.5
-1.0
-0.5
0
0.5
F
LADs (n=1901)
inter-LADs (n=9002)
All (n=10903)
Concentration of Dox (ng/ml)
100 0.1 0.01 0
lo
g 2
 
(te
t-O
ff I
R 
ex
pre
ss
ion
)
-2
0
2
4
6
E
1
50
100
150
200
250
Re
la
tiv
e 
te
t-O
ff 
IR
 e
xp
re
ss
ion
100 0.1 0.01
Induction strength
R
el
at
iv
e 
fre
qu
en
cy
Concentration of Dox (ng/ml)
0 100 200 300
0
4
8
0
A
-10
0
5
-5
All LADs inter-
LADs
lo
g 2
 (m
PG
K 
IR
 ex
pre
ss
ion
)
n
=
17
84
8
n
=
32
29
n
=
14
61
9
p ≈ 0
inter-LADsLADs
4
6
8
10
mPGK
tet-Off (no Dox)
Endogenous 
genes
 
G
en
es
 lo
g 2
 
(F
PK
M 
+ 1
)
Figure 4. LADs Act as Transcription Attenuators
(A) Expression level distributions for all mPGK IRs and those in LADs and inter-LADs, plotted as in Figure 3D. The p value was determined by Wilcoxon
rank sum test.
(B) Biological reproducibility of relative expression of IRs, separated by LAD or inter-LAD location. Error bars represent SEM of median expression values across
TRIP pools (i.e., the dispersion around the mean of six pool medians for mPGK and four pool medians for tet-Off IRs). Differences between LADs and inter-LADs
are statistically significant (p = 8 3 107 and 2.8 3 102 for mPGK and tet-Off IRs, respectively; two-sided t test).
(C) Expression levels of IRs and endogenous genes around LAD borders. Lines show average values across 20 kb bins (50 bins in total).
(D) Correlation (dark-gray bars) of Lamin B1 binding with the expression of mPGK and tet-Off (no Dox) IRs, compared to partial correlation (light-gray bars) given
H3K9me2, replication timing, and gene proximity.
(E) Expression levels of nine randomly selected tet-Off IRs at different concentrations of Dox. Inset shows the distribution of induction strengths (see Extended
Experimental Procedures) in the whole data set.
(F) tet-Off IR expression levels in LADs and inter-LADs depending on the Dox concentration. Error bars represent SEM of mean expression values across TRIP
pools (i.e., the dispersion around the mean of six pool means for mPGK and four pool means for tet-Off IRs).
(legend continued on next page)
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Figure 5. Local Chromatin Conformation Partially Predicts IR Expression Levels
(A and B) Examples of the dependency of relative contact frequency (as determined by Hi-C; Dixon et al., 2012) on genomic distance in 400 kb windows around
two mPGK IRs. Note the difference in the slope (a) of the fitted line, which reflects a difference in local compaction. r denotes Pearson correlation coefficient.
(C) Expression of IRs as a function of a, for LADs and inter-LADs. The solid lines refer to the mean of median expression values across six mPGK pools, for ten
equally sized bins; the dotted lines represent error bands (±SEM), computed in the same way as the error bars in Figure 4B.
See also Figure S5.function can be inferred from Hi-C data and approximated by a
power law with a scaling exponent a (Lieberman-Aiden et al.,
2009; Sexton et al., 2012). Low (i.e., more negative) a values
correspond to a steep decay function, which reflects decon-
densed chromatin, whereas a values close to 0 correspond to
a flat decay function, reflecting a more compacted chromatin
configuration (Figures 5A and 5B). Using published Hi-C data
for mES cells (Dixon et al., 2012), we found that for most integra-
tion sites the local decay function fitted a power law reasonably
well if a window size of 400 kb was used (Figures 5A, 5B, and
S5A), with highly reproducible a values between replicate Hi-C
data sets (Figure S5B). The a values of integration sites ranged
from 1.0 to 0.31 (5th and 95th percentile; Figure S5C). We
then investigated the relationship between IR expression and
the local a value.
Strikingly, in integration sites that do not overlapwith LADs, we
found a significant inverse correlation (Spearman’s r = 0.80;
p < 2.2 3 1016) between local a values and IR expression (Fig-
ure 5C). This result suggests that the local chromatin configura-
tion contributes to the regulation of IR activity, with IRs being
more active in more decompacted regions. In contrast, integra-
tion sites that overlap with LADs have a very narrow distribution
of a values that is centered around0.5 (Figure S5C), suggesting
that they tend to share a particular chromatin configuration. The
IR expression levels in LADs are another 2- to 3-fold lower
compared to inter-LAD IRs with similar a values (Figure 5C).
Together, these results indicate that the local chromatin
compaction state is partially predictive for IR expression levels,
but chromatin compaction alone (as measured by Hi-C) cannot
fully explain the difference in IR expression between LADs and
inter-LADs.(G) Reduced binding site occupancy by six DNA-binding factors in LADs compare
that is occupied by this factor in mES cells according to ChIP-seq data (Chen et a
were determined by circular permutation (n = 1,000) of LADs, testing the fold dif
See also Figure S4.Proximity Effects of Active Genes and Enhancers
Although LADs and chromatin compaction explain part of the
variation in IR expression, much of the 1,000-fold range in IR
activity remained unaccounted for. This prompted us to study
the possible contribution of smaller elements in the genome.
Previous correlative analyses of genome-wide expression data
sets have suggested regulatory crosstalk between neighboring
genes in mammals (Ebisuya et al., 2008; De et al., 2009). In line
with these studies, we found that IRs proximal to genes are on
average 10-fold more active than those located far from any
gene. This effect is similar in magnitude for IRs upstream and
downstream of genes, decreases gradually with distance, but
is still detectable at 100–200 kb from genes. Splitting the
data according to the expression level of the endogenous genes
indicates that active genes contribute much more to this effect
than inactive genes (Figure 6A).
The remarkably long distance over which IRs appear to be
affected by neighboring active genes could have several expla-
nations. One possibility is that active transcription units them-
selves promote the activity of neighboring transcription units,
for example, because they are tethered to a ‘‘transcription fac-
tory’’ (Sutherland and Bickmore, 2009) and thereby promote
recruitment of cis-linked genes into the same factory. Alterna-
tively, active genes may be surrounded over a long-distance
range by multiple enhancers, which could be responsible for
the activation of IRs. Consistent with the latter model, we
find that active enhancers —as identified by occupancy of
H3K4me1, H3K27ac, and p300—are distributed around genes
over an 200 kb range (Figure 6B), which is in agreement with
observations in human cells (Heintzman et al., 2009). To test
whether these enhancers might stimulate expression of nearbyd to inter-LADs. Bars show the fraction of cognate bindingmotifs for each factor
l., 2008; Marson et al., 2008; Handoko et al., 2011; Li et al., 2012). The p values
ference of the inter-LAD fraction and the LAD fraction.
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Figure 6. Proximity Effects of Genes and Enhancers
(A) Intergenic mPGK IR expression as a function of their distance from the nearest endogenous gene. The endogenous genes are divided into two categories:
expressed (blue) and not detectably expressed (red). The solid lines show the mean of median expression values across six mPGK pools, for ten equally sized
bins on each side of genes; the dotted lines represent error bands (±SEM), computed in the same way as the error bars in Figure 4B (same applies for C and D).
(B) Relative frequency of active intergenic enhancers (for definition, see Extended Experimental Procedures) around endogenous genes. Values above the
dashed horizontal line imply the presence of more enhancers than expected by chance.
(C) Expression of intergenic mPGK IRs as a function of distance from the nearest active enhancer. To avoid confounding effects of neighboring genes, only
enhancers >50 kb away from any endogenous transcription start site were considered.
(D) Expression of intergenic mPGK IRs, without an active enhancer within 50 kb, as a function of distance to the nearest gene.
(E) Change in the expression levels of nearest endogenous genes in 11 monoclonal mPGK cell lines as a result of reporter integration.
(F) Correlation (dark-gray bars) of Lamin B1 binding with the expression of mPGK and tet-Off (no Dox) IRs, compared to partial correlation (light-gray bars) given
gene proximity and enhancer proximity.
See also Figure S6.IRs, we plotted IR expression versus the distance to the nearest
enhancer, while excluding IRs within 50 kb from genes in order
to remove confounding effects of transcription units (Figure 6C).
This revealed a significant correlation between enhancer prox-
imity and IR expression, with the effect extending over 20
kb. Similarly, plotting IR expression versus the distance to the922 Cell 154, 914–927, August 15, 2013 ª2013 Elsevier Inc.nearest gene after removal of all IRs with an enhancer within
50 kb showed a significant residual effect of gene proximity,
again over 20 kb (Figure 6D). These data indicate that en-
hancers as well as transcription units individually promote the
activity of IRs over a distance of 20 kb. We propose that their
collective action results into transcription-promoting regions
that cover on average 100–200 kb on each side of active
genes.
We investigated whether IRs might reciprocally affect the
expression of neighboring genes. For this purpose, we estab-
lished a set of 11 clonal cell lines that each carry 11–131
mPGK IRs of which the genomic location could be mapped.
We subjected each cell line to mRNA sequencing (RNA-seq) to
determine the expression levels of the nearest flanking genes
(Data S3 and S4). We focused our analysis on the 264 IRs that
were intergenic. The expression levels of 178 of the 197 endog-
enous genes located within 100 kb from these IRs were not
significantly altered, whereas 16 genes were significantly upre-
gulated and 3 were significantly downregulated. Interestingly,
all 19 misregulated genes reside within 20 kb distance from
IRs (Figure 6E). However, only a minority (19/118) of the genes
within this distance is significantly affected. Together, these
data indicate that the transcription of one gene can affect the
activity of some neighboring genes, and these effects are mostly
limited to a range of 20 kb.
Based on these results, we considered that the low expression
levels of IRs in LADs may be explained by a lack of nearby
enhancers and active genes. However, partial correlation anal-
ysis indicates a significant residual correlation when taking into
account the local density of these features (Figure 6F), suggest-
ing the presence of an active repressivemechanism inside LADs.
Histone Modification States and IR Expression
Finally, we investigated how IR expression is linked to the local
histone modification state. We used published mES cell chro-
matin immunoprecipitation sequencing (ChIP-seq) data sets
for 11 histone modifications as well as CTCF (Mikkelsen et al.,
2007; Creyghton et al., 2010; Handoko et al., 2011; Hezroni
et al., 2011; Stadler et al., 2011) to identify the 15 most prevalent
combinations (‘‘chromatin states’’) in mES cells (Figures S6A and
S6B) by applying a classification algorithm that was previously
reported (Ernst et al., 2011). H3K9me2 was not included
because a matching ChIP-seq data set was not available.
Between the 15 states, average IR expression varied over
more than 10-fold (Figures S6C–S6F). For themPGK IRs, highest
expression was observed in the states (#2 and #3) enriched in
H3K4me1 and H3K27ac, which are characteristic of enhancer
regions. Lowest expression occurred in a highly prevalent state
(#12) that lacks any of the mapped histone marks, and in a state
(#15) marked by H3K9me3 and H4K20me3. State #8, which
is enriched exclusively for H3K27me3, showed moderate IR
expression levels. A similar expression pattern was observed
for the tet-Off IRs except that the highest expression was de-
tected in the bivalent state (#9). Except for two rare states of un-
clear biological relevance (#13 and #14), all states were covered
by dozens or hundreds of IRs, providing sufficient statistical
power to compare their expression distributions (Figures S6G
and S6H).
DISCUSSION
Genome-wide Surveys of Position Effects by TRIP
We combined random reporter integration with barcoding and
deep sequencing to develop TRIP, amethod tomeasure positioneffects in a high-throughput mode. TRIP helps to establish
causal relationships, because it directly tests the functional
consequence of integration into a certain chromatin environ-
ment. At the same time, the thousands of IRs provide enough
statistical power to infer general, genome-wide relationships.
TRIP thus bridges a gap between reductionist mechanistic
studies of single loci on the one hand, and descriptive
genome-wide mapping approaches such as ChIP, DamID, and
RNA sequencing (Southall and Brand, 2007; Hawkins et al.,
2010; Furey, 2012) on the other hand. Because all IRs are iden-
tical (except for the short barcode) and can be custom designed,
TRIP is more suited for the systematic decoding of regulatory
mechanisms than genome-wide studies of endogenous gene
expression, where every gene is different and cannot be easily
manipulated.
Although PB integrations exhibit some preference for
transcriptional start sites (TSSs) and genes, the thousands of
integrations elsewhere provide sufficient statistical power to
determine the correlation of IR expression with most genomic
features. Naturally, for TRIP studies of rarer features (or combi-
nations of features) it may be necessary to generate larger
data sets in order to probe these features sufficiently frequently.
Other delivery vehicles, e.g., Sleeping Beauty, which has a more
random integration profile (Huang et al., 2010), could further
reduce any bias issues.
The cells used in this study harbored about two dozen IRs on
average. Because each barcode is unique, each IR could never-
theless be tracked individually. Although some IRs could poten-
tially interrupt the genome sequence at critical sites, cells with
such IRs would likely be lost during culture. We note that the
11 clonal lines with 11–131 IRs show highly similar RNA-seq
profiles (pairwise genome-wide correlation coefficients 0.96–
0.99; data not shown), suggesting that the IRs in the established
cell pools rarely cause major changes in the genome-wide
expression program. We cannot completely rule out interference
between IRs in the same cell, e.g., because they compete for
limiting amounts of certain transcription factors, but this seems
unlikely becausemost transcription factors are sufficiently abun-
dant to occupy thousands of sites in the genome (Kind and van
Steensel, 2010).
Future Applications of TRIP
The design of TRIP vectors is highly flexible. The only essen-
tial components are the short PB TRs and a random barcode
of 16–20 bp. A variety of sequence elements in many arrange-
ments can be added to study the influence of chromatin
context on a wide range of processes (Figure 7). In the pre-
sent study, we placed the barcode in the 30 UTR of the
reporters as a transcriptional readout. This approach can
also be used to study how chromatin context affects the reg-
ulatory activity of other elements such as enhancers, si-
lencers, insulators, and synthetic transcription factor binding
sites, alone or in combination. The barcode can also be put
in other locations of a transcription unit; with only minor mod-
ifications in the experimental design, it will then be possible to
explore links between chromatin context and pre-mRNA
processing events, such as mRNA alternative splicing and
polyadenylation.Cell 154, 914–927, August 15, 2013 ª2013 Elsevier Inc. 923
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Figure 7. Potential Applications of TRIP
Barcodes (red boxes labeled ‘‘BC’’) can be combined in many configurations with reporter genes or regulatory elements to determine the effects of local
chromatin context on a variety of molecular processes as indicated. PAS, polyadenylation signal.Furthermore, the barcode may be placed outside of the tran-
scribed region, for example, next to a promoter or enhancer. In
this case, ChIP, DamID, and MeDIP methods (Vogel et al.,
2007; Mohn et al., 2009; Furey, 2012) could be used to investi-
gate how the binding of specific transcription factors and the
deposition of histone modifications, chromatin proteins, and
DNA methylation near the barcode is affected by different chro-
matin environments. We anticipate that TRIP may also be appli-
cable to study other genome-related functions, such as DNA
replication and DNA repair.924 Cell 154, 914–927, August 15, 2013 ª2013 Elsevier Inc.Gene Regulatory Patterns across the Genome
The expression pattern of IRs across the genome is not
random and correlates partially with the previously described
LADs and inter-LADs (Guelen et al., 2008; Peric-Hupkes
et al., 2010). In part, the reduced activity of IRs in LADs
may be explained by the low density of functional enhancers
and active genes in LADs. Partial correlation analysis indi-
cates that another aspect of chromatin architecture at
LADs contributes to attenuated transcription. How this atten-
uation is achieved is not clear, but it is likely to involve
reduced binding of transcription factors to their cognate bind-
ing sites.
IR expression also correlates with the local compaction of
chromatin prior to integration. We note that we calculated the
a values over a 400 kb window, which is large compared to
the size of the IRs; estimates of a values in smaller windows
will require Hi-C data of yet higher resolution. We do not
know whether the differences in chromatin conformation are a
direct determinant of IR expression, or merely reflective of
another key feature of chromatin, such as the presence of
various repressive or activating proteins. Interestingly, the IR
expression in LADs is consistently lower compared to inter-
LAD regions with similar a value. This indicates that chromatin
compaction alone does not fully explain the attenuation of tran-
scription in LADs; other features such as their contacts with the
nuclear lamina or their distinct histone modification state
may render LADs less permissive to transcription (Kind and
van Steensel, 2010). The lack of a clear relationship between
IR expression patterns and TADs may be attributed to the rela-
tively low precision at which both the IR expression domains
and TADs are currently defined; alternatively, TADs and IR
expression domains may be biologically distinct aspects of
chromosome organization.
Our data reveal that IRs are generally more active when
located within 200 kb from active genes. This substantial
crosstalk suggests that the linear order and spacing of genes
along chromosomes is of importance for gene regulation.
Indeed, bioinformatics studies have shown that neighboring
genes tend to be coexpressed (Hurst et al., 2004; Michalak,
2008). Previous experimental studies noted a transcription ‘‘rip-
ple effect’’ between neighboring genes (Ebisuya et al., 2008) and
activation of IRs nearby active gene clusters (Gierman et al.,
2007), but these studies lacked the statistical power needed to
identify the origin of the activating signals. Our analysis suggests
that the crosstalk arises in part from the active transcription units
themselves, and in part from enhancers that surround active
genes. Which component of active transcription units is respon-
sible for the observed crosstalk remains to be determined.
Reciprocal effects of the IRs on neighboring genes are also
limited to a range of 20 kb, but only a minority of neighboring
genes appears sensitive. It will be interesting to further investi-
gate the basis of this differential sensitivity of genes.
Although our initial data analyses point to regulatory contribu-
tions of LADs, chromatin states that differ in the degree of
compaction, neighboring genes, and enhancers, we note that
these features do not fully explain the large dynamic range
(1,000-fold) in IR expression levels. Further computational
modeling of the data may uncover additional features that deter-
mine gene expression.
EXPERIMENTAL PROCEDURES
Plasmid Libraries
Construction of the barcoded piggyBac plasmid libraries is described in the
Extended Experimental Procedures.
Mouse Embryonic Stem Cell Culture and Transfection
mES cells EBRTcH3 expressing the tetracycline-controlled transactivator from
the endogenous ROSA26 promoter (Masui et al., 2005) were cultured in 60%BRL cell-conditioned medium in the presence of leukemia inhibitory factor,
MEK inhibitor PD0325901, and GSK-3 inhibitor CHIR99021 (Ying et al.,
2008). Four hours before transfection, 6 3 106 EBRTcH3 cells were seeded
on a 10 cm dish. The cells were transfected with 22.5 mg of barcoded PB
plasmid library and 2.5 mg of mouse codon-optimized version of PB transpo-
sase (mPB) plasmid (Cadin˜anos and Bradley, 2007) using Lipofectamine 2000
(Invitrogen). Mock-transfected and nontransfected controls were included.
After 36–48 hr, the cells were sorted with fluorescence-activated cell sorting
(FACS) into three populations with respect to eGFP signal. We discarded cells
without any detectable eGFP signal, because they most likely failed to take up
any plasmid. We also discarded cells with very high eGFP signals because
typically these cells have a large number of integrations per cell. The cells
with medium levels of eGFP expression were used to establish the cell pools
with IRs. Note that the sorting of cells was done within a time window when
most eGFP expression is coming from free plasmid; hence, a possible bias
caused by this selection step is most likely minor. Furthermore, a significant
number (>1%) of IRs had undetectable level of expression according to our
measurements (see below). After sorting, the medium-eGFP population was
grown for 5 days before several aliquots of 1,000 cells were subcultured to
establish the ‘‘biological replicate’’ mES cell pools, eachwith a different collec-
tion of integrated transgenes. Because sequencing of each pool identified
7,000–11,000 barcodes (Table S1) of the expected 23,000 (1,000 cells
times 23 IRs/cell on average according to quantitative PCR), it is possible
that we overestimated the number of cells subcultured, that not all cells sur-
vived the subculturing step, or that barcodes were missed in the sequencing
(which is less likely considering large overlap and strong correlation between
the technical replicates). Two weeks after transfection, each cell pool was split
into two ‘‘technical replicates,’’ which were grown independently for another
week before the isolation of total RNA and genomic DNA (gDNA) (Figure S1A).
Preparation of Samples for High-Throughput Illumina Sequencing
Mapping of the barcoded PB insertion sites was done by inverse PCR (Och-
man et al., 1988) coupled with high-throughput sequencing. Briefly, 2 mg of
gDNA was digested with 20 units of DpnII (New England Biolabs) overnight
at 37C in a volume of 100 ml. Subsequently, 600 ng of purified digested
DNA was self-ligated with 40 units of high-concentration T4 DNA ligase
(Promega) overnight at 4C in a volume of 400 ml (two times for each technical
replicate of the TRIP pool). The ligation reactions were phenol/chloroform/iso-
amylalcohol extracted and ethanol precipitated. DNA pellets were dissolved in
30 ml of water. Five microliters of each sample was used as a template for
amplification of fragments containing both the barcodes and flanking genomic
DNA regions. PCR was performed in three rounds (for details, see Table S2),
and purified products were directly used for high-throughput Illumina paired-
end sequencing.
To measure the barcode expression levels, 2 mg of total RNA was reverse
transcribed in a 50 ml reaction containing 50 ng of oligo(dT) primer and 1 ml
of Superscript II (Invitrogen). One microliter of cDNA was used as a template
for amplification of barcode sequences. PCR was performed in two rounds
(for details, see Table S2), and purified products were directly used for high-
throughput Illumina single-read sequencing. To quantify the barcode abun-
dances for normalization, 100 ng of gDNA instead of cDNA was used as a
template.
Validation of Mapped piggyBac Insertions
For the validation of mapping of insertion sites by inverse PCR, 11 IRs were
randomly chosen from the pool mPGK-A. gDNA (100 ng) from each technical
replicate of mPGK-Awas used as a template for amplification with a nested set
of the reporter-specific and the location-specific primers (Figure 2B; Tables S3
and S4). The PCR products were run on a 1.5% agarose gel for visualization.
To verify the barcode sequence, the PCR products were Sanger sequenced
using the primer PB-Valid.Gen.Seq-1 (Table S3). The gDNA from pool
mPGK-B was used as a negative control.
Processing and Analysis of TRIP Data
Detailed descriptions of the processing and analysis of TRIP data are provided
in the Extended Experimental Procedures.Cell 154, 914–927, August 15, 2013 ª2013 Elsevier Inc. 925
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