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We reinvestigate the known bitonic and odd-even merging networks of 3atcher. For each of 
the two networks we do the following: 
We characterize the input vectors which are sorted by the networks. Those vectors are recur- 
sively balanced for the appropriate definition of balance. The set of those vectors is much larger 
than the set of vectors previously known to be sorted by the network. We also characterize the 
output vectors obtainable by applying the network to arbitrary input vectors. Those vectors 
satisfy the appropriate definition of recursive dominance. This characterization is used to show 
that this merging network cannot be a block in a periodic sorting network composed of a sequence 
of identical blocks. 
The genera1 purpose of this investigation is to achieve more insight into the structure of those 
classic merging networks. Such insight can help in the design and analysis of new merging and 
sorting networks which hopefully will have some extra advantages. 
1. Introduction 
The bitonic and odd-even n&works were introduced by Batcher [I] as merging 
networks. Both networks require O(lgn) time to merge two sorted lists of +n 
elements into a sorted list of n = 2k elements. The bitonic (odd-even) merging net- 
work is the basic component in the recursive bitonic (odd-even) sorting network 
which requires 0(lg2 n) time. Stone [9] implemented the bitonic sorting network on 
the shuffle exchange interconnection model such that only one layer of comparatcrs 
is required. Hong and Sedgewick [j] consider the bitonic and odd-even etworks as 
(m, @-merging networks for m fn. For a review on merging networks and sorting 
networks see Knuth [6]. 
A bitonic sequence isobtained by a cyclic shift of a concatenation, in any order, 
of two monotonic sequences, one nonincreasing and one nondecreasing. Two ex- 
amples of bitonic sequences are: (1, 3, 5, 6, 4, 2) and (4, 3, 2, 1, 5, 7, 8, 6). 
The basic unit of the network is, as usual, a two-input, two-output comparator 
transforming the two-input elements in arbitrary order into nondecreasing order. 
Let x be a bitonic input vector of n = 2k elements for the bitonic network. Assume 
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Fig. 1. The bitonic network. 
the index set of x is (41, . . . . n - 1). The first layer of the 2k-bitonic network con- 
sists of +n comparators comparing Xi and x,/~+~, OS i< +n. The first layer parti- 
tions the elements of the bitonic vector x into two bitonic sequences of the +n 
smaller elements in the lower half and the +n larger elements in the upper half. 
These two bitonic sequences are further sorted by applying two 2k-‘-bitonic net- 
works to each half of the vector. A 16-bitonic network appears in Fig. 1 where 
horizontal ines represent the input lines and vertical ines represent comparisons 
between the elements on the corresponding input lines. Note that the bitonic net- 
work is a merging network since if two monotonic sequences are concatenated into 
a bitonic sequence, they are merged by the network into one sorted sequence. 
The input for the odd-even etwork is a vector of n = 2k elements uch that each 
of its two halves contains a nondecreasing order sequence. The 2k-odd-even et- 
work consists of two 2k-1-odd-even etworks applied separately to the even 
elements and to the odd elements of the vector, followed by an extra layer compar- 
ing the (2i- 1)th and the 2ith elements, 1 zs i<+n. A 16-odd-even etwork appears 
in Fig. 2. A 2-odd-even etwork consists of one comparator comparing the two 
elements. 
Batcher introduced these two networks as merging networks. He proves that both 
networks are merging, but the proofs do not provide full understanding of the 
operation of the networks. The purpose of our investigation is to obtain further in- 
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Fig. 2. The odd-even network. 
sight into the operation of the networks. Actually, Batcher himself started this in- 
vestigation by realizing that the bitonic network does not only merge but also sorts 
any bitonic sequence, although this observation is not necessary for proving the 
merging. 
In this work we reinvestigate he bitonic and odd-even etworks from a different 
point of view. We ask the following two questions: 
(1) What are the input vectors which are sorted by the network? 
(2) What is the effect of applying the network to an arbitrary input vector? 
By the zero-one principle [6] it is sufficient o analyze sorting networks for binary 
input. However our analysis for a general input gives more insight. 
In Section 2 we characterize the input vectors orted by the bitonic network. We 
show that this set of vectors is much larger than the set of bitonic vectors. In Section 
3 we characterize the output vectors obtained by applying the bitonic network to an 
arbitrary input. 
We characterize the set of the vectors sorted by the odd-even etwork in Section 
4 and show that it is much larger than the set of vectors previously known to be 
sorted by this network. However, this set is smaller than the set of vectors sorted 
by the bitonic network. In Section 5 we characterize the output vectors obtained by 
applying the odd-even network to an arbitrary input. 
260 Y. Pert 
We do not know any practical application of these characterizations, however the 
insight provided by such characterizations may help in the design and analysis of 
new sorting networks. For example, if this insight had been known before, it could 
have helped in the difficult analysis of the balanced sorting network [3]. 
A periodic sorting network introduced in [4] consists of a sequence of identical 
networks which are called blocks. Such a sorting network has an efficient hardware 
implementation since it is sufficient o construct only one block and recycle the out- 
put again as input. The balanced sorting network [3] is an example of a periodic 
sorting network consisting of lg n blocks which are the balanced merging network. 
The balanced merging network consists of lg n layers and merges the even elements 
with the odd elements. The fault-tolerance properties of the balanced sorting net- 
work are studied in [8]. 
There is one negative result from the characterization of the output vectors ob- 
tained by Batcher’s two merging networks. We show that neither of the two merging 
networks can be a block in a periodic sorting network. 
2. The bitonic network sorts recursively module balanced vectors 
We consider a vector of n =2k elements and assume its index set is {0,1,2, . . . , 
n - 1 i. The even chain E(x) (odd chain O(x)) of a vector x is the subvector of the 
elements with even (odd) indices. The even chain and the odd chain are the level-l 
chains of the vector. The vector itself is the level-0 chain. In general, the set of level-i 
chains of a vector, Olin k, consists of 2’ subvectors of 2k-i elements each, con- 
taining the elements whose indices are equal modulo 2’. Note that if we represent 
the indices in their binary representation, then the indices of a level-i chain have the 
same rightmost (low order) i bits. 
Each level-i chain, Oli< k, consists of two level-(i+ 1) chains. The level-(i+ 1) 
chain containing the first (second) element of the level-i chain is the even (odd) chain 
of the .‘eljel-i chain. The level-i chains, Ori<4, of a vector of 16 elements are 
depicted in Fig. 3. 
A vector x is modufo balanced if, when the elements are arranged in nondecreas- 
ing order and then partitioned into pairs, one element from each pair lies in E(x) 
and the other element lies in O(x). Equivalently, a vector x is modulo balanced if 
for each i, 1 s i<+n, the ith largest element of E(x) (O(x)) is larger than or equal 
to the (i+ 1)th largest element of O(x) (E(x)). 
A vector is recursively mod&o balanced if it is modulo balanced and both its even 
and odd chains are recursively modulo balanced. Clearly any vector of 2 elements 
is recursively modulo balanced. Note that in a recursively modulo balanced vector 
all the level-i chains, Oli< k, of the vector are modulo balanced. A recursively 
modulo balanced vector appears in Fig. 3. 
A similar definition of a recursively balanced vector, based on a different kind of 
chains, appears in the analysis of the balanced sorting network [3]. We choose the 
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Fig. 3. The chains of the vector x which is recursively balanced. 
term modulo balancend to differentiate between the two definitions. However for 
convenience we shall from now on use the terms balanced and recursivezy balanced 
for modulo balanced and recursively module balanced, respectively. 
In the following proofs we use the following straightforward observations. 
Proposition 1. In ihe first k - 1 layers of the 2k-bitonic (odd-even) network there is 
no comparison between the elements of the even chain and the elements of the odd 
chain of the vector. 
Proposition 2. The first k - 1 layers of the 2k-bitonic (odd-even) network consist of 
two independent 2k-‘-bitonic (odd-even) networks applied separately to the even 
and odd chains of the input vector. 
Lemma 3. The 2k-bitonic network sorts any recursively balanced vector of n = 2k 
elements. 
Proof. By induction on k. The lemma is true for k = I. We assume the lemma is 
true for k- 1 and prove it for k. 
Let x be a recursively balanced input vector. Let y be the output vector obtained 
from x after applying the first k - 1 layers of the bitonic network. By definition, E(x) 
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and O(X) are both recursively balanced. Thus, by Proposition 2 and the induction 
hypothesis, E(Y) and O(Y) are both sorted. By Proposition 1, the sets of elements 
of E(x) and E(Y) (O(x) and O(Y)) are equal. Hence Y is balanced since x is balanced. 
These two observations imply that 
YO,YI 5 **- IYn-t,Yn-r * 
Hence the last layer of the network which compares Y2i and Yzi+t, Osi<+n 
yields a sorted output. Cl 
This proof is quite simple. However it does not provide the full insight for the 
operation of the bitonic network on a recursively balanced vector. The next proposi- 
tion, which is a little more difficult to prove provides such an insight. 
Proposition 4. The application of the first layer of the bitonic network to a recur- 
sively balanced vector of 2k elements yields a vector in which every element in the 
lower half is less than or equal to every element in the upper half and both halves 
are recursively balanced. 
Proposition 4 immediately implies Lemma 3. 
Proof. Let the vector x be a recursively balanced vector. Let y denote the vector 
obtained by applying the first layer of the bitonic network to x. 
Suppose the elements of x are arranged in nondecreasing order x,rxjl I 
Xi21”‘5ii,_l. We denote the elements in the lower half of this sequence Xie, 
xii, . . . ,xinn as lower elements and the rest of the elements as higher elements. Note 
that because of possible repetitions among elements, a lower element and a higher 
element may have the same value. However this does not cause any problems in the 
following proof. 
Since x is balanced, each of its level-l chains, E(x) and O(x), contain an equal 
number of iower elements and higher elements. The level-l chains of x are also 
balanced since x is recursively balanced. Thus the level-2 chains of x also contain 
an equal number of lower elements and higher elements. This property of having 
an equal number of lower and higher elements i  similarly true for every level-i chain 
of x, 15 is k, since x is recursively balanced. In particular, this property is true for 
the level-(k - 1) chain of x. Hence each level-(k - 1) chain which contains only two 
elements, contains one lower element and one higher element. 
In the first layer of the bitonic network, we compare the two elements of each 
level-(k - 1) chain directing the lower element o the lower half of the vector y and 
the higher element o the higher half of y. Hence, each element in the lower half 
of y is less than or equal to each element in the upper half. 
It is left to prove that each half of y is recursively balanced. We consider the lower 
half. The proof for the upper half is similar. In the first layer of the bitonic network 
there is no exchange between even elements and odd elements. Hence the even (odd) 
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chain of the lower half of y contains the lower elements of the even (odd) chain of 
X. Thus the lower half of y is balanced since x is balanced. Furthermore, in the first 
layer of the bitonic network there is no exchange between two elements of different 
level-i chains for any i, 1 s i< k. Hence the level-i chains, 1 pi< k, of the lower half 
of y contain the lower elements of the corresponding level-i chains of x. Thus the 
lower half of y is recursively balanced since x is recursively balanced. 0 
Lemma 5. The 2k-bitonic network, kz2, does not sort a vector of n =2k elements 
which is not recursively balanced. 
Lemmas 3 and 5 imply the following characterization. 
Theorem 6. The 2k-bitonic network sorts a vector of 2k elements if and only if it 
is recursively balanced. 
To prove Lemma 5 we first need the following theorem. 
Theorem 7. The number of recursively baIanced permutations of order n = 2k is 
n/2 n . 
Proof. Let f(n) denote the number of recursively balanced permutations of order 
n. A permutation is recursively balanced if it is balanced and its even and odd chains 
are both recursively balanced. If we arrange the elements in increasing order in 
pairs, then the permutation is balanced if exactly one element from each pair is in 
the even chain. Thus there are 2”‘2 ways the elements of the even chain can be 
selected. Once this is done there are f(+n) ways to arrange the even chain and 
f(+n) ways to arrange the odd chain since both chains are recursively balanced. 
Hence 
f(l) = 1, 
f(n) = 2”“[f(+n)12. 
By unfolding the recurrence relation we see that f(n) = nn’2. IJ 
Proof of Lemma 5. It is simple to see that a network containing ccomparators can 
sort at most 2’ permutations. The bitonic network contains +n lg n comparators. 
Thus the number of permutations it can sort is at most 
2” lg n/2 = 21g(n”“) = nn/2 . 
But by Theorem 7 this is the number of recursively balanced permutations which 
by Lemma 3 are sorted by the bitonic network. Hence any vector which is not recur- 
sively balanced cannot be sorted by the bitonic network. El 
A new proof for the known Theorem 9 that the bitonic network sorts a bitonic 
vector is implied by Lemma 3 and the following lemma. 
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Lemma 8. A bitonic vector x of n = 2k elements i  recursively balanced. 
Proof. By induction on k. For k=2 the proof is trivial. Assume the lemma is true 
for k- 1 and prove it for k. 
Note that E(x) and O(x) of a bitonic vector x are bitonic subvectors. Thus by the 
induction hypothesis, E(x) and O(x) are recursively balanced. Thus it is left to show 
that x is balanced. We consider the case that the bitonic vector x is first increasing 
and then decreasing. The proof for the other cases is similar. The two smallest 
elements of x are either x0,x1 or x,_~,x,_ I or x0,x,_ ,. In each case one element of 
the smallest pair of x belongs to the even chain while the other element belongs to 
the odd chain. The same applies for the following pairs since the rest of x is a bitonic 
vector. Hence x is balanced. Cl 
Lemmas 3 and g imply: 
Theorem 9. The 2k-bitonic network merges two sorted lists, one nondecreasing of
length m and the other nonincreasing of length n if m + n = 2k. 
Theorem 9 implies that any two sorted lists of length m and n can be merged by 
the 2k-bitonic network for the lowest k such that m + n I 2k, by arranging the input 
vector, to start with the first list of m elements in nonincreasing order, followed by 
the second list of n elements in nondecreasing order, followed by 2k- (m + n) 00 
values. It is known (see, e.g., [5,6]) that an (m, n)-merging network can be obtained 
from the above bitonic network by removing all comparators “incident” with the 
input lines associated with 00 values. 
Theorem 7 shows that the bitonic network makes use of all its comparators in a 
optimum way in the sense that the number of permutations orted by the network 
is the maximum number of permutations which can be sorted by such a number of 
comparators. 
It is interesting to compare this number nn’2 to the number of bitonic permuta- 
tions of order n which were known before to be sorted by the bitonic network. 
Recall that a bitonic sequence isobtained by a cyclic shift of a concatenation, inany 
order, of two monotonic sequences, one nonincreasing and one nondecreasing. 
First note that a permutation of order n which is obtained by a concatenation of 
an increasing sequence followed by a decreasing sequence must have the element n 
at the concatenation point (actually it can belong to either of the sequences) while 
the element 1 must be at either end of the permutation. For the case of a concatena- 
tion of a decreasing sequence followed by an increasing sequence, the element n 
must be at either end while the element 1 must be at the concatenation point. 
First we count the number of bitonic permutations of order n which have the 
element 1 in the position 1. Those permutations are obtained as a concatenation of 
an increasing sequence of i elements 25 i 5 n starting with the element 1 and ending 
with the element n followed by a decreasing sequence of the rest of the elements. 
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The number of such permutations of order n is 
;<(“I”) =2”-*. 
It is easy to see that each bitonic permutation is obtained exactly once if we take 
all cyclic shifts of the above permutations. Hence the number of bitonic permuta- 
tions is 
n*2”-*. 
Hence the number of recursively balanced permutations i  of higher order than 
the number of bitonic permutations. 
3. The output sf the bitonic network satisfies recursive dominance 
In this section we characterize the output vectors of the bitonic network. Let X 
be a vector of n =2k elements in which the level-#- 1) chains are sorted, i.e., 
XiSXi+n/2* O~i<+n. Then we say that x satisfies dominance or that the upper 
half of x dominates the lower half of x. The vector x satisfies recursive dominance 
if it satisfies dominance and its lower and upper halves each satisfy recursive 
dominance. For example the vector (1,4,2,7,3,6,5,8) satisfies recursive dominance. 
Lemma 10. Let x be a vector that satisfies dominance. Let y be the vector obtained 
from x by applying only two comparators, one connecting Xi and Xj and one con- 
necting Xi+*/* and Xi+_“/* for any pair i and j such that Oli<j<+n and leaving 
the other elements of x unchanged. Then y satisfies dominance. 
Proof. We consider the case XjSXj and Xj+n/2ZXj+n/2. The proof for the other 
cases is similar and is left to the reader. 
In this caseYj=Xj, Yj=Xj, Yj+n/2=Xj+n/z, Yj+n/z=Xj+n/z andY,=X, for all other 
indices. 
Yj=XjIXjIXj+"/*'Yj+n/*, 
Yj = Xj s Xj+n/2sxi+n/2 =Yj+n/** 
Hence y satisfies dominance. Cl 
Lemma 11. The output vector y of the 2k-bitonic network satisfies recursive 
dominance for any input vector x. 
Proof. By induction on k. For k= 1 the proof is trivial. Assume the lemma is true 
for k- 1 and prove it for k. 
The vector z obtained by the application of the first layer of the bitonic network 
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to the input x satisfies dominance. The next k- 1 layers of the 2k-bitonic network 
consist of two 2k-‘-bitonic networks applied separately to the lower and upper 
halves of z, respectively. Thus by the induction hypothesis each of the lower and 
upper halves of y satisfies recursive dominance. Lemma 10 implies that y satisfies 
dominance since z satisfies dominance. Hence y satisfies recursive dominance. Cl 
Theorem 12. A vector y can be an output of the bitonic network if and only if it 
satisfies recursive dominance. 
Proof. Lemma 11 implies one side of the proof. For the other side note that if the 
bitonic network is applied to any vector Y which satisfies recursive dominance, it 
yields the vector y itself. 0 
It is interesting to note that the same characterization was found by S.A. Cook 
for the balanced merging network /3]. However there are differences between the 
two networks. For example if the balanced merging network is applied to a vector 
which satisfies recursive dominance, it yields a different vector and not the same 
vector as for the bitonic network. 
As a matter of fact the balanced merging network serves as the block in the 
periodic balanced sorting network since applying it lg n times yields a sorted output. 
On the other hand the bitonic network cannot serve as a block in a periodic sorting 
network since as we observed the output of the bitonic network satisfies recursive 
dominance and further applications of the bitonic network to such a vector do not 
imply any change in the vector. 
The relation between these two similar networks, the bitonic network and the 
balanced merging network was further studied by Bilardi [2]. He shows that 
although there is no permutation between these two networks, as it is shown in [3], 
they are still isomorphic under a more general transformation. He shows that both 
networks belong to a set of networks which all have the topology of the omega- 
switching network introduced by Lawrie [7] and are isomorphic to one another. This 
characterization explains somehow, why the set of outputs obtained by these two 
networks is the same. 
4. The odd-even network sorts recursively shift-balanced vectors 
As before we consider a vector x of n = 2k elements. A vector is shift-balanced if 
its smallest element belongs to E(x), its largest element belongs to O(x) and when 
the rest of the elements of the vector are arranged in nondecreasing order in pairs, 
one element from each pair lies in E(x) and the other element lies in O(x). 
Equivalently, a vector is shift-balanced if the ith largest element of O(x), 1 ri< 
+n, is not smaller than the ith largest element of E(x) and the ith largest element 
of E(x), 1 ~izz+n -2, is not smaller than the (i+ 2)th largest element of O(x). By 
convention we say that any vector of length 2 is shift-balanced. 
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Fig. 4. The chains of the vector x which is recursively shift-balanced. 
A vector is recursively shift-balanced if it is shift-balanced and both its even and 
odd chains are recursively shift-balanced. Note that in a recursively shift-balanced 
vector all level-i chains, 0 I is k - 2, are shift-balanced. A recursively shift-balanced 
vector appears in Fig. 4. 
Recall that Propositions 1 and 2 are stated for the odd-even network too. 
Lemma 13. The 2k-odd-even network sorts any recursively shift-balanced vector of 
n = 2k elements. 
Proof. By induction on k. The case k= 1 is trivial. Assume the lemma is true for 
k- 1 and prove it for k. 
Let x be a recursively shift-balanced vector. Let y and z be the vectors obtained 
by applying to x the first k- 1 and k layers of the odd-even etwork, respectively. 
E(x) and O(x) are recursively shift-balanced. By Proposition 2 and the induction 
hypothesis, E(y) and O(y) are sorted. By Proposition 1, the sets of the elements of 
the even (odd) chains of x and y are equal. Thus y is shift-balanced and y. and yn_, 
are the smallest and largest elements of y, respectively. The last layer of the odd- 
even network compares yzi_r and y2i, 1 ~ic+n. Thus by the definition of shift- 
balancy, z is sorted. q 
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Lemma 14. The 2k-odd-even etwork, kr2, does not sort a vector that is not 
recursively shift-balanced. 
Lemmas 13 and 14 imply the following characterization. 
Theorem 15. The 2k-odd-even network sorts a vector of 2k elements, kr2, if and 
only if it is recursively shift-balanced. 
To prove Lemma 14 we need first the following theorem. 
Theorem 16. The number of recursively shift-balanced permutations of order 
n = 2k, k 2 1, is 2&n)““. 
Proof. Let g(n) denote the number of recursively shift-balanced permutations of 
order n. A permutation x is recursively shift-balanced if it is shift-balanced and E(x) 
and O(x) are both recursively shift-balanced. Thus the smallest element belongs to 
E(x), the largest element belongs to O(x) and if the rest of the elements are arranged 
in increasing order in pairs, then exactly one element of each pair belongs to E(x). 
Thus there are 2n’2-1 ways to select he elements of E(x). Once this is done there 
are g(+n) ways to arrange E(x) and g(+n) ways to arrange O(x) since both chains 
are recursively shift-balanced. 
Hence 
g(2) = 2, 
g(n) = 2”‘2-‘[g(+n)]2; 
by unfolding the recurrence relation we see that g(n)=2(tn)““. q 
Proof of Lemma 14. The number of comparators in the odd-even network is 
+n lg n - +n + 1. As it is mentioned in the proof of Lemma 5, a network of c com- 
parators can sort at most 2’ permutations. Thus the odd-even network can sort at 
most 
2” Ig n/2-n/2 + 1 = 2lg n”‘z * 2-n” + I = 2(+ n)n/2a 
But by Theorem 16, this is the number of recursively shift-balanced permutations 
of order n which, by Lemma 13, are sorted by the odd-even network. Hence any 
vector which is not recursively shift-balanced cannot be sorted by the odd-even et- 
work. 0 
A new proof for the known Theorem 18 that the odd-even etwork is a merging 
network follows from Lemma 13 and the following lemma. 
Lemma 17. A sequence x obtained by concatenating two nondecreasing sequences 
of 2k-’ elements i  recursively shift-balanced. 
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Proof. By induction on k. For k=2 the proof is trivial. Assume the lemma is true 
for k- 1 and prove it for k. 
The chains E(x) and O(x) are each obtained by concatenating two nondecreasing 
sequences of 2k-2 elements. By the induction hypothesis E(x) and O(x) are recur- 
sively shift-balanced. 
To complete the proof it is left to show that x is shift-balanced. Clearly the 
smallest (largest) element of x belongs to E(x) (O(x)). If the rest of the elements of 
x are arranged in nondecreasing order in pairs, then one element of the first pair 
belongs to E(x) and the other element belongs to O(x). The same applies to all 
following pairs. Hence, x is shift-balanced and recursively shift-balanced. cl 
Lemmas 13 and 17 imply: 
Theorem 18. The 2k-odd-even network merges two sorted lists of 2k-’ elements. 
This known theorem implies that the odd-even network was known to sort 
n ( > n/2 = 0(2”/n 1’2) 
permutations of order n = 2k. Theorem 16 shows that the odd-even etworks sorts 
actually many more permutations of order n. 
Note that the bitonic network sorts more permutations than the odd-even 
network, 
f(n)/g(n) = n”“/(2(i_n)““) = 2”“-‘. 
This is expected since the bitonic network contains +n- 1 more comparators 
than the odd-even network and thus it is more powerful. 
5. The output vectors of the odd-even network 
A vector y of n = 2k elements atisfies pair dominance if y2i_l Iyzi, 1 I i<tn. 
Note that pair dominance has no requirements for the extreme lements y. and 
ym_ 1. The vector obtained by applying the last layer of the odd-even etwork clear- 
ly satisfies pair dominances. 
A vector y of n =2k elements atisfies double dominance if it satisfies both 
dominance and pair dominance. A vector y of n = 2k elements atisfies recursively 
reachable double dominance if there exists a vector z obtainable from y by perform- 
ing exchanges of y2i_1 and y2i for some indices i, 15 i<+n, such that both E(z) 
and O(z) satisfy double dominance and recursively reachable double dominance. 
Lemma 19. For any input vector x of n = 2k elements, the output vector y of the 
2k-odd-even etwork applied to x satisfies double dominance and recursively 
reachable double dominance. 
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Proof. By induction on k. The proof for k=2 is trivial. Assume the lemma is true 
for k- 1 and prove it for k. 
Let z denote the vector obtained by applying to x the first k- 1 layers of the odd- 
even network. By Proposition 2 and the induction hypothesis, both E(z) and O(z) 
satisfy double dominance and recursively reachable double dominance. The vector 
z satisfies dominance since E(z) and O(z) satisfy dominance. 
The last layer of the odd-even network compares z(2i- 1) and z(2i), 1 ri<+n. 
Thus y satisfies pair dominance. 
Also 
_vo = z. 5 z,/2 5 max(zd2, zd2 - I 1 = ~~12~ 
Yn/2-1 =min(z,,2_l,z,,2)~zn,2_1 sznml =ynvl. 
BY Lemma 10, Y$Y~/~+~, 1 I ir in - 2, since z satisfies dominance. Hence y 
satisfies dominance and thus double dominance. 
The vector y satisfies also recursively reachable double dominance since the above 
vector z can be obtained from y by exchanging back the pairs exchanged by the last 
layer and the even and odd chains of z both satisfy double dominance and recursive- 
ly reachable double dominance. 0 
Lemma 20. Let y be a vector of P = 2k elements which satisfies double dominance 
and recursively reachable double dominance. Then there exists a vector x such that 
y is obtained by applying to x the 2k-odd-even network. 
Proof. By induction on k. The proof for k = 2 is trivial. Assume the lemma is true 
for k- 1 and prove it for k. 
The vector y satisfies recursively reachable double dominance. Thus there exists 
a vector z obtainable from y by performing exchanges of y2i-t and y2i for some in- 
dices i, 1~ i<+n, such that the even chain z. and the odd chain z1 of z satisfy 
double dominance and recursively reachable double dominance. By the induction 
hypothesis there exists a vector x0 (x,) of 2k-’ elements uch that applying the 
2k-‘-odd-even etwork to x0 (x,) yields z. (z,). Let x be the vector whose even chain 
is x0 and the odd chain is x1. By Proposition 2, applying the first k- 1 layers of the 
2k-odd-even etwork to x yields z. Applying the last layer of the 2k-odd-even et- 
work to z yields y since y satisfies pair dominance. Hence applying the 2k-odd-even 
network to x yields y. Cl 
Lemmas 19 and 20 imply: 
Theorem 21. A vector y of 2k elements can be an output of the odd-even etwork 
if and only if it satisfies double dominance and recursively reachable double 
dominance. 
There are some vectors which satisfy double dominance and recursively reachable 
double dominance for which no exchange occurs while applying to them the odd- 
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even network. Thus as for the bitonic network, repeated application of the odd-even 
network does not necessarily yield a sorted vector. Hence the odd-even etwork can- 
not serve as a block in a periodic sorting network. 
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