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Problem Description
Background:
A Kaibel distillation column separates a feed into four products with significant lower energy
consumption than a conventional sequence of binary columns. Optimal operation and control of
such systems is an important task in order to obtain the potential energy savings.
A laboratory column has been built at NTNU, Department of Chemical Engineering. At the time of
the diploma work the laboratory column has unfortunately not been available for MPC
experiments.
In practical operation a control structure based on temperature measurements is chosen for the
given case. This structure gives a four-by-four multivariable system. The candidate shall base his
work on a model developed by Jens Strandberg.
Tasks:
1. Describe the model and extend it to include an efficiency parameter describing insufficient
mixing at stages
2. Describe a general linear MPC approach for the system
3. Analyze sensitivity of model errors
4. Evaluate alternative MPC approaches
5. Implement the MPC in MATLAB and illustrate the performance by simulations
6. Prepare a setup for connecting the MPC to the actual laboratory column
Assignment given: 12. January 2009
Supervisor: Ole Morten Aamo, ITK

”I’ll tell you this –
No eternal reward will forgive us now for wasting the dawn.”
JimMorrison
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Abstract
Model predictive control (MPC) of a Kaibel distillation column is the
main focus of this thesis. A model description together with a model exten-
sion is also considered.
The motivation of using a Kaibel distillation column is primarily its en-
ergy saving potential. There is no reason for using such an energy saving
column if the product purities are below some acceptable values. These pu-
rities can be kept above these acceptable values by sufficient control of the
column.
The simulation model of the Kaibel column was extended to include an
efficiency parameter which describes an insufficient vapormixing effect that
occurs in distillation columns. This insufficient mixing leads to increased
impurity flows in open-loop, but this is counteracted by increased reflux flow
in closed-loop. The column can obtain sufficient purities for increasing in-
sufficient mixing until the reflux flow reaches its maximum value.
A single layerMPCand a supervisoryMPCapproachhavebeendescribed,
implemented and tested on the simulation model of the column. These
MPCs show improved dynamic responses compared to the existing decen-
tralized control approach. These MPCs have also been compared in a sen-
sitivity analysis part. The sensitivity analysis shows a clear improvement in
the robustness properties for a supervisory MPC compared to decentralized
control in terms of input uncertainty. The supervisory MPC has also shown
to bemore robust than the single layer MPC.
A brief qualitative discussion regarding alternative MPC approaches has
been done, where inferential control is suggested as an alternative MPC ap-
proach for the Kaibel column.
AnMPC implementation has been done for use at the existing laboratory
column at Department of Chemical Engineering. Also here, based on imple-
mentation issues, the supervisory MPC is preferable compared to a single
layerMPC. A parameter adjusted version of the developed simulation model
is recommended as the MPC’s internal prediction model.
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INTRODUCTION
Distillation is the most widely used fluid separation technology in the process in-
dustry today. The distillation process is a highly energy-consuming process —
enormous amounts of heat is required to separate e.g. crude oil into different fuels
in an oil refinery (see Figure 1.1a). This gives extra motivation for new ideas that
can reduce the energy-usage of distillation columns.
1.1 Motivation
Theworlds focus on reducing CO2 emissions has increased in the latest years. The
industry stands for a large amount of these emissions; therefore only small energy
savings in industry can make a big difference to the total emission. As mentioned
above, distillation arrangements consume a lot of energy. E.g. distillation columns
alone in the US consume 3% of the total energy consumption in the country (Og-
nisty, 1995).
The Kaibel distillation column was introduced in 1987 (Kaibel, 1987) in or-
der to make distillation in the process industry more energy efficient. Halvorsen
& Skogestad (2006) presents a theoretical example that compares the energy us-
age of a Kaibel distillation column with a conventional column setup. The energy
calculation shows an energy reduction of 33% for the Kaibel column. According
to Ž. Olujic´ et al. (2009) such a column arrangement generally reduces the energy
consumption by around 30% compared with a conventional setup.
There are also other advantages of using a Kaibel distillation column than the
energy savings. The distillation products can be separated in a single column shell,
which leads to less investment costs compared to a conventional setup. Since it
can consist of a single column shell, the space required in a process plant is also
smaller.
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(a) Picture of a crude oil distillation
column (Wilhelmshavener Raffinerie
Gesellschaft, 2004).
(b) A binary distillation column. The
feed flow comes into the column at
the left and the two distillation prod-
ucts are drained at the right.
(c) A conventional column setup when
separating four products. This setup re-
quires three reboilers.
(d) Kaibel column setup. This setup
require only one reboiler.
Figure 1.1: Different distillation columns.
To summarize; the motivating factors for using a Kaibel distillation column:
• Less energy consumption
• Less investment costs
• Less physical space required in a process plant
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1.2 The Kaibel distillation column
The Kaibel distillation column is a thermally coupled column which separates a
feed flow into four distillation products in the same column shell.
Let us first explain the difference between the arrangement that is referred to
as a conventional setup and aKaibel column. A conventional setup that separates a
feed into four products consists of three binary columns. A binary column (shown
in Figure 1.1b is themost used distillation column around theworld. When binary
columns are used for separation of four products, the column arrangement can
be like shown in Figure 1.1c, which is referred to as a conventional setup. More
generally, if you want to separate n products using a conventional setup, you will
need n−1 binary columns.
The Kaibel column is shown in Figure 1.1d. In this setup the binary columns
are thermally connected with each other such that they exchange heat and be-
come more energy efficient. As we can see in Figure 1.1c and 1.1d, a conventional
setup would require three reboilers in the bottom (necessary to perform the dis-
tillation process), and the Kaibel column only require a single reboiler.
1.3 Model predictive control
One of the main challenges that come with use of the Kaibel distillation column is
in the field of control. The energy savings are not achieved if the distillation col-
umn does not operate around its optimal operating points. A common objective
where these optimal operating points are resolved from for a distillation column is
to maximize the purities, or equivalently, minimize the impurities. This objective
is used in this thesis.
The column is amultivariable process that gives motivation for use of amodel
predictive controller (MPC). AnMPC finds the optimal inputs to the process by use
ofmathematical optimization based on amathematicalmodel of the process. The
greatest number of MPC applications can be found in petrochemical industries
which generally have shown to be very successful (Camacho & Bordons, 2004).
To clarify the MPC strategy, an MPC analogy taken from Camacho & Bordons
(2004) is presented in Figure 1.2. Suppose the driver of the car uses conventional
PID feedback control for driving, hence the driver’s control actions are based on
past errors, i.e. the driver can only see in the mirror. An MPC predicts future out-
puts for a finite horizon N into the future, based on these predicted outputs it
calculates the optimal inputs for N time steps ahead such that the output can fol-
low a specified trajectory. Thus, the driver can now see through the front window
to control the car.
The cars condition determines its constraints, e.g. maximum speed, acceler-
ation, brakes, steering characteristics etc. An MPC would take these constraints
into consideration when it computes the optimal inputs.
It is important to have a predictionmodel that is close or equal to the physical
4 CHAPTER 1. INTRODUCTION
t +Ntt −1
Figure 1.2: MPC analogy (Camacho & Bordons, 2004). The MPC predicts the pro-
cess’ outputs N time steps into the future and calculates the optimal inputs such
that the process follows a specified trajectory.
model in order to make the control optimal. To continue on the presented MPC
analogy, suppose the driver thinks he drives a Porsche, but in reality he is driving
a Lada. When he brakes down before a sharp turn, he overestimates the Ladas
breaking qualities because he thinks he has the brakes of a Porsche, which causes
a crash. The same thing (not a car crash...) can happen in a real process plant if
the prediction model is to poor.
1.4 Project scope
Therefore, an MPC require a good mathematical model of the process in order to
predict the future outputs. As a part of earlier work a mathematical model has
been made for computer simulations of the Kaibel distillation column. It is desir-
able to make this model be as close to the real physical process as possible, hence
we want to extend the model to include physical effects that occurs in an actual
implementation of the distillation column.
The problem description of the thesis is to do the following tasks:
• Extend the existing model to include an efficiency parameter that describes
insufficient mixing at column stages.
• Describe a general linear MPC approach for the process.
• Implement the MPC in MATLAB and illustrate the performance by simula-
tions.
• Analyze sensitivity of model errors.
• Evaluate alternativeMPC approaches.
• Prepare a setup for connecting theMPC to an actual laboratory column.
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1.5 Thesis outline
Some background information is presented in the Chapter 2 to clarify what work
that has been done earlier regarding the Kaibel column. The rest of the thesis can
roughly be divided into four main parts:
• Theory: Introduction to distillation and the Kaibel distillation column.
• Problemstatement: Adeeper presentation of the problemdescription, which
is meant as a ”bridge” between the introductory part and themain work.
• Modeling: Extension of the existing distillation model.
• Control: Model predictive control of the distillation column.
Chapter 3 starts with the part on the theory of distillation, which presents the
main principles in distillation together with the most important equations. The
Kaibel distillation column model is explained next, followed by a section which
explains how the column has been controlled in earlier work.
Chapter 4 contains the problem statement itself in detail, and more motiva-
tion for why it is important to investigate the presented problems.
Presentation of themain work starts with Chapter 5 which is about themodel
extension part of thework. Chapter 6 provides an introduction tomodel predictive
control. This chapter presents the first optimal controller, the linear quadratic
regulator, then the firstmodel predictive controller, the dynamicmatrix controller,
and thereafter the state-space based MPC.
Implementation and simulation of the MPC is presented in Chapter 7. The
sensitivity analysis is also given in this chapter. A brief discussion on alternative
MPC approaches is given in Chapter 8.
Chapter 9 deals with anMPC implementation on a laboratory distillation col-
umn.
Chapter 10 contains a discussion on the different results obtained in thework.
The final chapter, Chapter 11, provides the concluding remarks, contributions and
suggestions for further work.
1.6 Source code
The ZIP-file attached to this report contains the source code that has been used
in simulations. All code from earlier work has been re-written to make it more
understandable to the author and for those who want to use this code later.
The ZIP-file also contains files that have been used for a practical MPC imple-
mentation on the laboratory column.
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BACKGROUND
2.1 Research at BASF
BASF1 is a German company that is the largest chemical company in the world. It
was Dr. Gerd Kaibel at BASF that in 1987 introduced the Kaibel distillation column
(Kaibel, 1987). The Kaibel column is developed from the dividing wall column
(DWC) (Wright, 1949) and the Petlyuk column (Petlyuk et al., 1965). A dividing
wall column and a Petlyuk column uses the principle of thermally coupled distil-
lation columns in order to save energy. The Kaibel distillation column is able to
separate a mixture into four products in the same column shell, in difference to
a corresponding Petlyuk arrangement that would be much more complex in its
structure and more difficult to control (Strandberg & Skogestad, 2006).
Ž. Olujic´ et al. (2009) reports that there are over 70 DWCs operated by BASF
worldwide. In 2004 Kaibel et al. (2004) reported the first Kaibel column in opera-
tion.
2.2 Work by PhD fellow Jens Strandberg
PhD fellow Jens Strandberg at Department of Chemical Engineering is currently
writing a doctoral thesis with the title ”Optimal operation of Petlyuk and Kaibel
columns” (Strandberg, 2009). The motivation for his work is to gain deeper un-
derstanding of the operation of Petlyuk and Kaibel column arrangements because
of their energy saving potentials. The control strategy that has been used in his
work is self-optimizing control, which has the following definition (Skogestad &
Postlethwaite, 2005):
1BASF originally stood for ”Badische Anilin- und Soda-Fabrik”.
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Self-optimizing control is when we can achieve an acceptable loss
with constant setpoints values for the controlled variables without the
need to reoptimize when disturbances occurs.
In the work of Strandberg (2009) optimal operating points are found by mathe-
matical optimization. These operating points are also used in this thesis. There
are these operating points that are used by the self-optimizing control.
Strandberg has used a decentralized control structure in his work which is the
simplest way to design amultivariable controller. Suppose themultivariable plant
is a linear process described by a transfer function matrix G(s) with input u and
output y . A decentralized controller is described by a transfer functionmatrixK (s)
with diagonal elements only;
K (s)=


k11(s)
. . .
ki i (s)
. . .

 . (2.1)
The diagonal elements ki i (s) can for example be PI controllers2. The open loop
transfer function matrix will be G(s)K (s). Decentralized control will only work
good if the processG(s) is close to diagonal, i.e. it has little interaction (Skogestad
& Postlethwaite, 2005). It is not required that the process is linear.
Suppose the controlled process has a reference setpoint ys which can be such
that the process is operated optimal when this reference is maintained. The block
diagram of this control configuration can be seen in the following figure:
K (s)
u
G(s)
ProcessController
yys
−
Among the things that Strandberg haveworkedwith is theMATLAB / Simulink
model of a Kaibel distillation column. This simulation model is further developed
and used in the work of this thesis.
Pilot plant at Department of Chemical Engineering
PhD fellow Jens Strandberg has built a laboratory pilot plant in the Experimental
Hall at Department of Chemical Engineering in order to do real experiments on
2PI controllers are commonly used in process control, its transfer function is KPI(s) =
Kc
(
1+ 1τI s
)
(parallel form). Suitable values for Kc and τI can be found using the Simple / Skogestad
internal model control (SIMC) tuning rules (Skogestad, 2003b).
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operation and control of a Kaibel distillation column. This laboratory column is
fed with the alcohols butanol, ethanol, methanol and propanol. The column is
controlled by holding some temperatures constant; therefore it has totally 24 tem-
perature sensors installed along the about 8m high column. The process inputs
are physical valves on the column that can be controlled by pulse-width modula-
tion. The column is operated by a computer interface which is connected to an
I/O system fromNational Instruments (Strandberg, 2009). Additional information
on this column is presented later in Chapter 9.
2.3 Final year project work fall 2008
The author wrote a final year project report with the title ”Control and modeling
of Kaibel distillation column” (Kvernland, 2008). The simulationmodel was in this
work extended to include heat loss in order tomake themodel more physical. The
report contained a short discussion on the issue of adjusting the model parame-
ters to fit simulation data with real laboratory measurements. Including the heat
loss and the discussion on the system identification issue was the modeling part
of this project work.
In the control part of the project work, decentralized control was presented
together with model predictive control (MPC). The decentralized controller con-
sisted of several PI controllers controlling an output variable each, i.e. the transfer
functions ki i (s) were transfer functions of PI controllers. Since decentralized con-
trol requires the process to have little interaction some interaction analysis was
done in the project work. The decentralized controller was tuned in work using
Simple / Skogestad internalmodel control (SIMC) tuning rules (Skogestad, 2003b).
The MPC-part of the project was however limited to simulation use only be-
cause the disturbances that occurred during the simulations were assumed to be
known. In a real control implementation this approach would of course not be
sufficiently. A linear MPC was used and this required linearization of the initially
nonlinear distillation model. To simplify the optimization problem for the MPC,
this linearizedmodel was reduced to a lower order still keeping dynamic behavior
for relevant frequencies. Hence, the project work also dealt with model reduction.
Project work conclusions
Some conclusions were made from the project work and computer simulations
which are briefly summarized here.
The model extension with heat loss made the top product more pure since
less was vaporized upwards in the column, but the bottom product and the side
products became less pure.
The discussion on model identification concluded that a further model ex-
tension was preferable in order to obtain an easier identification problem. The
proposedmodel extension was an efficiency parameter that describes insufficient
vapor mixing in the column, which is one of the main tasks in this thesis.
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The interaction analysis that was done did not indicate heavy interactions,
which means that decentralized control can be used as a controller for the Kaibel
column. TheMPC that wasmade for the simulationmodel gave good disturbance
rejection, but since the disturbanceswere assumed to be known, it can not be used
in practical situations.
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INTRODUCTION TO DISTILLATION AND THE
KAIBEL DISTILLATION COLUMN
This chapter does the necessary introduction to the theory behind distillation, the
Kaibel distillation columnmodel and presents the control approach that has been
used in earlier work. Some simulation results are presented to show some dy-
namic behavior of the controlled distillation column.
The bibliographic source of the distillation theory section is Kvernland (2008).
This section is added for the completeness of the thesis.
3.1 Distillation theory
Distillation is a physical process that separates boiling liquid mixtures based on
the difference in volatility. Volatility is a measure of the tendency of a substance
to vaporize (Chang, 2006). Figure 3.1 shows a binary distillation column with feed
input and top and bottom product, D (distillate) and B respectively. A column
has two heat exchangers, one reboiler at the bottom that generates vapor V going
upwards. The other one is a condenser at the top that cools vapor and generate top
product and reflux L. Reflux is condensated liquid that goes back to the column in
the top, and make the top product more pure.
The equilibrium-stage concept
A distillation column is often vertically divided in a number of stages, and at each
stage it is assumed vapor-liquid equilibrium (VLE). The general VLE relation is
given in the equation below. Nc is the number of components to be separated in
the column. y1, y2, . . . , yNc−1 are mole fractions in the vapor phase for Nc −1 com-
ponents, similar for the liquid phase; x1,x2, . . . ,xNc−1. T and P denotes tempera-
11
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D B
B
D
Feed
Reflux
L
V
Vapor
Top product
Bottom product
Condenser
Reboiler
Figure 3.1: Distillation column.
y
x
T P
Liquid phase
Vapor phase
Figure 3.2: Equilibrium-stage concept.
ture and pressure respectively (Halvorsen, 2001). For a Kaibel column, Nc equals
four.
[y1, y2, . . . , yNc−1,T ]= f (P,x1,x2, . . . ,xNc−1). (3.1)
The concept of equilibrium-stage is shown in Figure 3.2.
Material balance on a stage
It is easy to set up amaterial (mass) balance for each stage in a distillation column.
LetNi ,k denote the number of moles of component i on stage k , Lk denotes liquid
molar flow from stage k to k − 1 and Vk is the vapor molar flow from stage k to
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yk+1
xk+1
yk
xk
yk−1
xk−1
Lk+1
Lk
Vk
Vk−1
Figure 3.3: Three stages of a distillation column.
k +1. This is illustrated in Figure 3.3. The material balance will then be
dNi ,k
dt
= (Lk+1xi ,k+1−Vk yi ,k)− (Lkxi ,k −Vk−1yi ,k−1). (3.2)
The number of moles of a component on a stage is equal to Mkxi ,k , where Mk is
the total number of moles at stage k . Using this relation a differential equation for
the liquid mole fraction can be derived from thematerial balance,
dNi ,k
dt
=
d(Mkxi ,k)
dt
=Mk
dxi ,k
dt
+
dMk
dt
xi ,k . (3.3)
The time derivative ofMk is
dMk
dt
= Lk+1−Lk +Vk−1−Vk . (3.4)
The time derivative of xi ,k can then be found,
dxi ,k
dt
=
1
Mk
(
dNi ,k
dt
−
dMk
dt
xi ,k
)
(3.5a)
=
1
Mk
(
Lk+1(xi ,k+1−xi ,k)−Vk (yi ,k −xi ,k)+Vk−1(yi ,k−1−xi ,k)
)
. (3.5b)
14
CHAPTER 3. INTRODUCTION TO DISTILLATION AND THE KAIBEL
DISTILLATION COLUMN
3.2 Equations used in distillation
For ideal mixtures Raoult’s law can be used (given below), where the partial pres-
sure pi of component i equals the product of the liquidmole fraction xi and vapor
pressure p0
i
(T ).
pi = xip
0
i (T ). (3.6)
To determine the vapor pressure p0
i
(T ) the logarithmic equation given below is
commonly used, where the constants a, b, c , d , e and f are found in chemical
handbooks.
lnp0(T )≈ a+
b
c +T
+d ln(T )+eT f . (3.7)
d = e = 0 gives the Antoine equation. Dalton’s law gives the relation between the
partial pressure pi and vapor mole fraction yi ,
pi = yiP. (3.8)
P denotes the total pressure in the vapor phase, the sameas in Figure 3.2 (Halvorsen,
2001).
3.3 The Kaibel distillation column
F
D
S1
B
S2
Figure 3.4: The Kaibel distilla-
tion column.
The Kaibel column shown in Figure 3.4 has
a separate column first which is the prefrac-
tionator (left) where the two lightest and the
twoheaviest products are supposed to be sepa-
rated. In themain column (right) the products
are separated further and drained.
The products are called distillate, side
stream 1, side stream 2 and bottom product
and the flows are denoted D, S1, S2 and B re-
spectively. The distillate is drained at the top of
the main column. The product compositions
(mole fractions) are denoted xD , xS1 , xS2 and
xB respectively.
The input mixture (feed) flow is denoted
with F . The feed has a liquid fraction q and a
composition zF . The composition zF is a vec-
tor of three elements;
zF =
[
zD zS1 zS2
]>
. (3.9)
The fourth composition can be computed from
the three first ones since the composition always sums up to unity.
3.4. DISTILLATIONMODELING 15
Columnmodel
The simulationmodel has adjustable number of column stages, thus, it is possible
to scale it up and down to a desirable size. The simulations performed in this work
have used a model where the total number of stages is 64. The size of a physical
column which has the equivalent number of stages is larger than the laboratory
column at Department of Chemical Engineering. The model’s equivalent size is
more like an industrial column.
The simulation column is shown in Figure 3.5. It consists of seven column
sections (numbered) which each consists of a specific number of stages (numbered
from 1 to 64). The simulation column uses the same alcohols as the laboratory
column as its feed, butanol, ethanol, metanol and propanol. The lightest alcohol
used is methanol and is drained at the top of the column (D). Side stream 1 (S1) is
ethanol, side stream 2 (S2) is propanol and the bottom product (B ) is butanol. The
column has eight degrees of freedom; the four product streams, reflux, vapor boil-
up and liquid and vapor split. The liquid split (RL) decide how much liquid that
goes into the top of the prefractionator from the main column and similar for the
vapor split (RV ), howmuch vapor that goes into the bottom of the prefractionator
from themain column.
3.4 Distillationmodeling
The nonlinear model used in MATLAB / Simulink is basically built from three dif-
ferent differential equations. These differential equations aremass andmole frac-
tion balances, together with an update law for the temperature inside the distilla-
tion column.
Themass balance was presented in Equation (3.4), and the mole fraction bal-
ance was given in Equation (3.5b).
To use themole fraction balance in the simulationmodel the vapormole frac-
tion yi ,k needs to be computed. This vapor mole fraction is determined by using
an extended version of Raoult’s law (Skogestad, 2003a);
Pk yi ,k = xi ,kγi ,kp
0
i ,k(Tk ). (3.10)
p0
i ,k(Tk ) is the vapor pressure and is foundusing theAntoine equation (Equation (3.7)).
γi is the acitivity coefficient and is foundusingWilson’smodel (Gmehling&Onken,
1977). This model uses Wilson coefficients to find the activity coefficient, and
the Wilson coefficients are found by table look-up for the four alcohols (butanol,
ethanol, methanol and propanol) which is used as the feed. Wilson’s model is a
nonlinear model and therefore the complete distillation model for the Kaibel col-
umn is a nonlinear model. By summing over all components in Equation (3.10)
the pressure at each stage can be calculated,
Pk(xi ,k ,Tk )=
Nc∑
i=1
xi ,kγi ,kp
0
i ,k(Tk ). (3.11)
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Figure 3.5: The Kaibel distillation column model with stage numbers. The seven
column sections are also numbered.
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A single simulation step in the simulationmodel
1 Compute liquid and vapor flows for each stage k in the column,
i.e. determine:
Lk ,∀k , where the liquid input of stage 25 is given (see Figure 3.5)
Vk ,∀k , where the vapor input of stage 56 is given (see Figure 3.5)
2 Compute change in mass for each stage k using the differential equation
for mass balance:
dMk
dt = Lk+1−Lk +Vk−1−Vk
3 Compute vapor mole fraction for each component i at each stage k :
yi ,k =
xi ,kγi ,kp
0
i ,k (Tk )
Pk
,
where the activity coefficient γi ,k is found by Wilson’s model
and the pressure at stage k is Pk (xi ,k ,Tk)=
∑Nc
i=1 xi ,kγi ,kp
0
i ,k(Tk )
(liquid mole fraction xi ,k and temperature Tk used in these equations
comes from the previous simulation step)
4 Compute liquid mole fraction for each component i at each stage k :
dxi ,k
dt =
1
Mk
(
Lk+1(xi ,k+1−xi ,k)−Vk (yi ,k −xi ,k)+Vk−1(yi ,k−1−xi ,k)
)
5 Update temperature at each stage k :
dTk
dt =µ
(
P0−P(xi ,k ,Tk)
)
Table 3.1: Distillation model summarization.
The third differential equation that completes the distillation model is an up-
date law for the temperature inside the column. The column is modeled with an
open vent, which means that the pressure inside the column will tend to the at-
mospheric pressure P0. To make sure that the pressure given by Equation (3.11)
converge to P0, the temperature is adjusted. This give rise to the last differential
equation that involves the temperature. This is just a numerical update law that
does not really have any physical meaning, but it assure that the pressure com-
puted using Raoult’s law andWilson’s model converges to the correct pressure P0.
The differential equation is as follows
dTk
dt
=µ
(
P0−P(xi ,k ,Tk)
)
. (3.12)
µ is just a positive constant that decides the speed of convergence.
The simulation model is summarized in Table 3.1.
By using the differential equations presented the states are defined; mass,
mole fractions and temperature for each stage in the distillation column. The
model has 13 inputs which are shown in Table 3.2. The table also show nominal
(steady state) values for each input when the column model is in optimal opera-
tion.
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Variable Explanation Nominal value Unit
L Reflux 2.8492 mol/min
V Vapor boil-up 3.0000 mol/min
S1 Sidestream 1 0.2494 mol/min
S2 Sidestream 2 0.2497 mol/min
RL Liquid split 0.2572 <ratio>
RV Vapor split 0.3770 <ratio>
F Feed stream 1.0000 mol/min
zD Mole fraction of D in feed stream 0.2500 <ratio>
zS1 Mole fraction of S1 in feed stream 0.2500 <ratio>
zS2 Mole fraction of S2 in feed stream 0.2500 <ratio>
q Liquid fraction of feed stream 0.9000 <ratio>
D Top product 0.2508 mol/min
B Bottom product 0.2503 mol/min
Table 3.2: Inputs for column model, see Figure 3.5 for further explanation. The
output flows are actually scaled with respect to the feed, but since the feed equals
1.000mol/min, the same unit is used for the scaled flows. The table is copied from
Kvernland (2008).
Some of the inputs presented in Table 3.2 must be considered as disturbances
since they can not be manipulated on a real plant. The inputs that can be ma-
nipulated from a controller can then be defined as u and the disturbances as d ;
u =
[
L S1 S2 RL D B
]>
, (3.13a)
d =
[
V RV F zD zS1 zS2 q
]>
. (3.13b)
Note that the vapor split (RV ) is considered as a disturbance and not a manipu-
lated input. It was initially thought as a manipulated input, but it has shown to
be very difficult to control the vapor flows in practice. This is a challenge where
no good solution is found yet, therefore the vapor split is not used as a input from
the controller. The vapor boil-up (V ) is also a disturbance in this model because
it is set to constant during operation of the column. Thus, the vapor boil-up is not
manipulated.
The model output can be chosen freely. It is very common in distillation con-
trol to measure temperatures along the column, and then use the controller to
hold certain temperatures at given setpoints to hold the temperature profile along
the column constant. This is the way of thinking that have been used to control
the column in previous work (Strandberg & Skogestad, 2006). The temperatures at
each stage have good correlation with the respective compositions. The compo-
sitions can also be measured by a gas chromatograph, but it is very expensive and
the measurements will arrive with a considerable time delay. Therefore keeping
the temperature profile at an optimal place is preferred in practice.
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The full state-space model can be written as
x˙ = f (x,u,d ), (3.14a)
y = g (x). (3.14b)
Note that the measurements (y) depends only on the states (x).
3.5 Linearized and reducedmodel
The nonlinear model given above in Equation (3.14) can be linearized by perturb-
ing the nonlinear model around the steady state values and approximate the re-
sponses to linear responses. This can be done in MATLAB using the command
linmod. Linearizing themodel gives the following linear model
d
dt
∆x = Al∆x+Bl∆u+Bl ,d∆d , (3.15a)
∆y =Cl∆x. (3.15b)
The ∆-variables are deviations from the steady state values.
When the Kaibel distillation model has 64 stages, the number of states be-
comes 341, which is a quite large state-space system. Kvernland (2008) showed
that the model can be reduced significant without affecting the dynamics behav-
ior for relevant frequencies to much. The model reduction method itself was pre-
sented in Kvernland (2008) and is therefore not presented in greater depth here.
Model reduction make the optimal control problem solved in an MPC much eas-
ier and less time-consuming.
The model reduction algorithm is performed on the linearized model given
by Equation (3.15) and together with a specified order (number of states in the
reduced model) it creates a reduced model,
d
dt
= Ar∆xr +Br∆u+Br,d∆d , (3.16a)
∆y =Cr∆xr . (3.16b)
Subscript r denotes the reduced constants and variables. This reducedmodel can
be discretized (the ∆-notation is now dropped),
xk+1 = Axk +Buk +Bddk , (3.17a)
yk =Cxk . (3.17b)
This discretized model can now be used in anMPC implementation.
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3.6 Control of the distillation column
Asmentioned earlier it ismost common that distillation columns are controlled by
use of temperatures as measurements. The temperature at a stage in a distillation
column is a good indication of its composition. Skogestad (2007) presents some
benefits of using temperature loops for controlling the composition:
1. Stabilizes the column composition profile along the column
2. Gives indirect level control: Reduces the need of level control
3. Gives indirect composition control: Strongly reduces disturbance sensitivity
4. Makes the remaining composition problem less interactive and thusmakes it
possible to have good two-point composition control
5. Makes the column behave more linearly
According to Skogestad (2007) temperature control is a simple way of stabilizing
the column profile, i.e. in terms of composition.
The modeled column has initially eight degrees of freedom, but as we saw in
one of the previous sections vapor boil-up and the vapor split were not consid-
ered asmanipulated inputs, and we are left with six degrees of freedom for control
of the column. These degrees of freedom are the reflux, liquid split and the four
product flows.
Optimal operation
In earlier work (Strandberg & Skogestad, 2006), these six degrees of freedom are
manipulated by six different PI controllers. Two level controllers are used for con-
trolling the level in the condenser and reboiler. These levels are just kept constant
by controlling the product flows in the top (D) and bottom (B ). The other ma-
nipulated inputs (L, RL , S1 and S2) are used for temperature control. Four tem-
peratures are here chosen to be controlled to specified setpoints that automati-
cally leads to optimal steady state column operation, that means they minimize a
specified objective function. It is important to notify that these setpoints are pre-
determined using offline optimization beforehand. The objective function used
to obtain these setpoints weighs the total impurity flow;
J =D(1−xD )+S1(1−xS1)+S2(1−xS2)+B (1−xB ). (3.18)
Figure 3.6 shows how the Kaibel column is controlled in this work. PI controllers
are used for level control of condenser and reboiler in top and bottom of the col-
umn respectively. Some results from the simple approach of using PI controllers
for controlling the compositions are presented in this chapter, but the main fo-
cus in this thesis is the use of MPC for composition control. An MPC can also be
putted on top of the PI controllers, controlling their setpoints.
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measurements
Level control Composition control
Offline optimization
Temperature setpoints
min J
Figure 3.6: Control structure of the Kaibel distillation column.
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PI59
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17
49
Figure 3.7: Decentralized control of the Kaibel column. The figure shows the four
temperature loops.
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Disturbance variable Change from nominal value
Feed flow (F ) + 10 %
Ethanol composition in feed (zS1) + 20 %
Vapor split (RV ) + 10 % and + 50 %
Table 3.3: Disturbance tests (Kvernland, 2008).
In Kvernland (2008) the temperatures controlled were T17, T30, T59 and T49
(the subscript indicateswhich stage the temperaturemeasurement is). These stage
temperatures were controlled by a PI controller eachwhich were tuned using Sim-
ple / Skogestad internal model control (SIMC) tuning rules (Skogestad, 2003b).
The reflux (L) is the manipulated variable for T30, side stream 1 (S1) for T59,
side stream 2 (S2) for T49 and the liquid split (RL) for T17 (Strandberg & Skogestad,
2006). The temperature setpoints are
yref =


T17,ref
T30,ref
T59,ref
T49,ref

=


368.29K
341.97K
355.83K
379.64K

 . (3.19)
This control strategy by using several PI controllers on a multivariable plant is
called decentralized control, as we introduced already in Chapter 2. The decen-
tralized control structure is shown in Figure 3.7 for the Kaibel columnmodel.
If themodel simulates using the nominal values for inputs as given in Table 3.2
the nominal values for the four product compositions will be


xD
xS1
xS2
xB

=


0.9703
0.9361
0.9589
0.9949

 . (3.20)
Disturbance tests
Different disturbance tests are performed to test the control of the column. These
tests are shown in Table 3.3. It is important that the controlled column is able to
handle changes in the feed flow since this flow determined by other parts of the
process plant where this column is in operation. It is very unlikely that the feed is
constant all the time. The feed composition also changes and should be tested in
the simulations.
The vapor split is a degree of freedom with great uncertainty and is therefore
included in the disturbance tests. The uncertainty arises from the difficulty of con-
trolling the vapor; it is not equally of controlling liquid since the vapor behavior is
much more complex.
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Responses using decentralized control on the distillationmodel
To test the decentralized control strategy the disturbances shown in Table 3.3 are
applied at time 500min on the simulation model in MATLAB / Simulink.
Figure 3.8 show how the controlled temperatures is affected by the distur-
bances and how well the controllers manages to control them to their respective
setpoints. Figure 3.9 and 3.10 show the product compositions and the total impu-
rity flow respectively. From the product composition plots it is seen that the prod-
ucts goes to around their initial purity some time after the occuring disturbance.
The reason for some less purity after the disturbance is that the column is tem-
perature controlled; the pre-computed optimal temperature setpoints are changed
some after the constant disturbance has occured. This is verified by the rise of the
total impurity flow in Figure 3.10b and 3.10d. The feed increase disturbance (Fig-
ure 3.10a) has a natural rise in the total impurity flowbecause of increased product
flows.
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Figure 3.8: Disturbances affecting the controlled temperatures.
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Figure 3.9: Disturbances affecting the product compositions.
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Figure 3.10: Disturbances affecting the total impurity flow, which is the objective
function for finding optimal setpoints. The plot in Figure 3.10d does not show
the maximum value because of the chosen axes. However, the maximum value is
0.3587mol/min at t = 517min, which shows that such a disturbance is quite large
relative to the other disturbances tested.
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PROBLEM STATEMENT
One of themain tasks is to improve the simulationmodel tomake it more equal to
a physical implementation of the process. It is mainly two reasons for improving
the simulation model. Most relevant for this thesis is that an MPC needs a correct
model to predict future outputs for optimal control. The other reason is to obtain
a more precise model in order to do simulations instead of building expensive
test plants. Even though a laboratory column has been built at Department of
Chemical Engineering, it is only comparable with an industrial implementation
to some extent.
It is essential that the columnoperates around some specifiedoperatingpoints
in order to obtain acceptable product purities in spite of disturbances that occur.
If acceptable product purities are not achieved, there is no reason for using an en-
ergy saving Kaibel distillation column. Using anMPC this would be achieved only
if the model error is small or if theMPC is robust to model errors.
4.1 Model extension
The modeling part of the work is to include an efficiency parameter that describes
insufficient vapor mixing at the column stages. In a real distillation column is it
unlikely that the vapor flow from a stage only mixes with the stage above. It is
more likely that some vapor would mix with several stages above. This effect is
called vapor bypassing and is described briefly in Honeywell (2008). When the
vapor mixes with more than one stage, the steady state operation is quite similar
to a column with fewer stages without vapor bypassing. Therefore a parameter
that adjusts the bypassed vapor is referred to as an efficiency parameter.
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4.2 Model predictive control
The Kaibel distillation column is a multivariable process as presented in Chap-
ter 3. It has four manipulated variables that control the product compositions,
and four controlled variables that are temperatures. It is possible to control the
process with decentralized PI controllers as shown in Chapter 3, but it can result
in unacceptable product purities for some disturbances.
The Kaibel column is an interacted process, i.e. an input affects all outputs.
Thus, a decentralized controller would give worse performance than an optimal
multivariable controller.
The author wants to implement, test and compare three different MPC de-
signs for control of the Kaibel column model. The first MPC design should be
an MPC designed from scratch in order to use the MPC theory to be presented
in later chapters and in addition obtain deeper knowledge on MPC design issues.
The threeMPCs can be summarized:
• First design: Use the presented theory to design a single layer MPC from
scratch.
• Second design: Design a single layer MPCwith use of MPC Toolbox inMAT-
LAB.
• Third design: Design anMPC combined with the existing PI-control (super-
visory MPC) using MPC Toolbox.
Hence, the first design should bedone for the author’s ownadvantage of learn-
ing basic problems regarding design of an MPC. The two last designs should be
made for further comparison since they aremade using the samedesign tool;MPC
Toolbox inMATLAB. Results from simulations of a single layer MPC compared to a
supervisory basedMPC should confirm theoretical assertions regarding these two
approaches. The phrase supervisoryMPC is explained later in Chapter 6.
An appropriate way to include the comparison of these MPCs is in the sen-
sitivity analysis part that is one of the main tasks of this thesis. It is interesting
to compare these MPCs with respect to different model errors, i.e. input uncer-
tainty, time delay and for different values of the efficiency parameter that is sup-
posed to be included in themodel extension part in the thesis. Because of the lack
of a specific performance requirement for the Kaibel column, the author want to
mainly focus on comparison between these twoMPCs, and also do some compar-
ison with the existing decentralized controller in the sensitivity analysis section.
As pointed out earlier it is important to have a proper mathematical model of
the controlled process in order to fulfill performance criteria when MPC is used.
However, an exact and probable nonlinear model can hardly be used in an opti-
mal controller because it leads to a very difficult optimization problem, typically
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non-convex1. Therefore a simpler MPCwhich e.g. is based on a linearmodelmust
be robust to model errors. Hence, it is important to know if such an MPC imple-
mentationwould result in a satisfactory control performance, and recommend an
MPC design that gives the best performance.
Unfortunately, it was not possible to test the MPC on the laboratory facilities
caused bymechanical problems with the column. However, it is very important to
describe howanMPC implementation should be done at the laboratory for further
work on this. A later experimental test would confirm if model predictive control
of the column is preferable in difference to simple PI-control for future industrial
use.
4.3 Evaluation of alternativeMPC approaches
There exist several MPC approaches; therefore a brief discussion should be done
in order to evaluate these alternatives for control of the Kaibel distillation col-
umn. The author want to give only a qualitative evaluation of some alternative
approaches and spend more of the time on the actual MPC implementations and
testing of these.
1When an unconstrained objective function is convex, it is easy to find the global optimum
because it is located the place where the first derivative of the objective function is zero. For a non-
convex optimization problem things becomes harder, because the first derivative of the objective
function is zero several places and the global optimum is much harder to find. A non-convex op-
timization problem is also much harder than a convex problem when constraints are added to the
problem.
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MODEL EXTENSION
As mentioned, it is important to make the mathematical model of the Kaibel dis-
tillation column more physical. In the work of Kvernland (2008) heat loss was in-
cluded to the model to make it more physical. Heat loss made the overall product
composition to decrease, i.e. increased impurity flow. Since the column became
colder as a result of the heat loss, less was vaporized and the top product became
more pure, but the other product compositions decreased.
A short summarization of the heat loss modeling is added here because of
later use. As mentioned, heat loss make some vapor at each stage be condensed
into liquid in the column. The amount of vapor that is condensed into liquid at a
column stage k is written as
∆Vk =
∆Qk ,loss
∆vapH (Tk)
, (5.1)
where ∆vapH (Tk) is the molar enthalpy of vaporization and Tk is the temperature
at the current stage. The molar enthalpy of vaporization is a constant that can be
found in chemical handbooks for each component. ∆Qk ,loss denotes the heat loss
itself at stage k and is calculated by applyingNewton’s law of cooling;
∆Qk ,loss=UkAk(Tk −Ts), (5.2)
whereUk is the heat transfer coefficient, Ak is the surface area and Ts is the tem-
perature in the surroundings.
5.1 Vapor bypassing
Amore physical model was also amotivation for including vapor bypassing (Hon-
eywell, 2008) to the model.
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Including the vapor bypassing keeps thenumber of column stages to the same,
but introduces an efficiency parameter (α) that describes insufficient vapor mix-
ing at the column stages. The new vapor model is written as
Vk yi ,k = (1−α)Vk−1yi ,k−1+αVk−2yi ,k−2. (5.3)
Summation over all components i shows that the vapor flow from stage k is dis-
tributed to the two stages above; k −1 and k −2,
Vk = (1−α)Vk−1+αVk−2. (5.4)
This principle is shown in Figure 5.1. If this efficiency parameter (also referred
to as the bypass factor) equals zero, we are left with the original model. Since
some vapor skips a step (decided by the bypass factorα) on its way upwards in the
distillation column it is quite intuitive that the products above the bottomproduct
become less pure as the bypass factor increases.
5.2 Simulations with vapor bypassing
The distillation column is simulated using the constant nominal values (from Ta-
ble 3.2) for the inputs and Figure 5.2 show how the product compositions are af-
fected by different bypass factors. The simulations show that the product compo-
sitions changes quite much even for small values of the bypass factor. The bot-
tom product composition is not affectedmuch compared to the three others. Fig-
ure 5.3 shows from the same simulation how the temperature profile along the
distillation column moves from a nominal position when the vapor bypassing is
added to themodel.
It is maybe more interesting to have a look at some simulation results when
the controllers are switched on. This is to see what the controller does to counter-
act the vapor bypassing in order to achieve the temperature setpoints. Plots of the
product compositions, the controlled temperatures and the inputs from this sim-
ulation are shown in Figure 5.4. The simulation starts with nominal values. The
liquid split ratio and the two side streams remain at around the same values, but
the reflux increases (Figure 5.4d).
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Figure 5.1: Bypassing of vapor flow.
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(d) Bottom product (xB )
Figure 5.2: Effect of vapor bypassing with constant inputs (open-loop). α = 0.005
(solid), α= 0.01 (dashed), α= 0.02 (dotted).
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(b) Temperatures along prefractionator col-
umn.
Figure 5.3: Change of temperature profile along column, the vapor bypassing fac-
tor was 0.02 in this open-loop simulation. The nominal temperature profile is to
the right in the two plots. When the profile moves to the left it seems that the
column gets much warmer from an ordinary plot of the temperature versus time.
Stage 1 is the bottom stage and stage 40 is the top stage (see Figure 3.5).
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(d) Reflux
Figure 5.4: Effect of vapor bypassing in closed-loop with decentralized control.
The vapor bypassing factor was 0.02 in this simulation. Increased vapor bypassing
is counteracted by increased reflux.
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INTRODUCTION TO MODEL PREDICTIVE
CONTROL
Model predictive control (MPC) optimizes the future behavior of a plant based on
a multivariable model of this plant. It has mainly been used in the petrochemical
industry (Maciejowski, 2002), but have gradually gained interest in other sectors
of control engineering, e.g. in control of vehicles. Markus & Lee (1967) define
optimal control as
One technique for obtaining a feedback controller synthesis from
knowledge of open-loop controllers is to measure the current control
process state and then compute very rapidly for the open-loop control
function. The first portion of this function is then used during a short
time interval, after which a new measurement of the function is com-
puted for this newmeasurement. The procedure is then repeated.
This chapter presents the linear quadratic regulator that was the first opti-
mal controller to be developed. Dynamic matrix control is also presented to show
the development towards modern MPCs. The MPC that is based on a state-space
model together with related issues are presented in more detail afterwards. It is
this controller that is referred to as an MPC in this thesis, even though dynamic
matrix controllers and other optimal controllers can be considered to be in the
MPC family. A comparison between the introduced linear controllers is done as a
short summary after the MPC section. Finally, some other variants of model pre-
dictive controllers are presented, followed by a discussion onmodel identification
for MPCs and last; use of control layers.
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6.1 Linear quadratic regulator
The linear quadratic regulator (LQR) proposed by Kalman (Kalman, 1960a,b) min-
imizes a quadratic objective function J that penalizes input and state deviations
for each time step k . An objective function for optimal control can be written as1
J =
∞∑
k=0
(
||xk −xk ,ref||
2
Q +||uk −uk ,ref||
2
R
)
. (6.1)
xk is a vector of the future states values at time step k , similar for the inputs; uk .
Their desired values at each time step are given by xk ,ref and uk ,ref. These val-
ues need to be computed on the basis of the desired output yk ,ref and the process
model. x0 is the given initial condition. Q and R are weight matrices for state and
input deviations respectively. The objective function from Equation (6.1) is an in-
finite sum; hence the corresponding optimal controller has an infinite horizon.
The LQR can be applied on the discrete-time, linear state-space model
xk+1 = Axk +Buk , (6.2a)
yk =Cxk . (6.2b)
The system dimension is defined as
xk ∈R
nx , (6.3a)
uk ∈R
nu , (6.3b)
yk ∈R
ny . (6.3c)
If xk ,ref = 0 and uk ,ref = 0, the solution to the minimization problem is shown
to be a proportional controller (Foss, 2004);
uk =−K xk , (6.4)
where thematrix K is computed from the Ricatti equation (Qin & Badgwell, 1997).
If the reference values are nonzero, the feedback term in Equation (6.4) must in
addition include a feed-forward term from the reference values (Foss, 2004).
The linear quadratic gaussian controller (LQG) is an LQR combined with a
Kalman filter. The Kalman filter is used to estimate the states, since it is rarely that
all states are measured in a process. This gives the similar proportional controller;
uk =−K xˆk , (6.5)
where xˆk is the state estimate for time step k .
1The term ||xk −xk ,ref||
2
Q
means (xk −xk ,ref)
>Q(xk −xk ,ref)
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Figure 6.1: How the output yk+1 is written as a sum of past inputs multiplied with
some specified unit step response coefficients, plus an initial condition for the
output and disturbance.
6.2 Dynamicmatrix control
One of the first MPC technologies was presented by Cutler & Ramaker (1979) and
was called dynamic matrix controller (DMC) (Qin & Badgwell, 1997). Unlike LQR
and LQG, the DMC optimizes at every time step. DMC uses a linear step response
model for the process. The output is the measurements (y) that we want to con-
trol. Since it uses a linear step response model the output can be written as sum-
mation of earlier inputsmultiplied with their respective step response coefficients
plus initial output and un-modeled effects (Garcia &Morshedi, 1986),
yk+1 = S1∆uk +S2∆uk−1+·· ·+SM∆uk−M+1+ y0+dk+1
=
M∑
i=1
Si∆uk−i+1+ y0+dk+1, (6.6)
where ∆uk denotes the change in input at time step k . This is illustrated in Fig-
ure 6.1. Si is a matrix of unit step response coefficients and dk represents the
un-modeled factors that affect the output. M is the number of time steps that is
required to transfer the process into steady state. The output at a future time k + l
(l > 0) can be written as sum of effects by future and past moves,
yk+l =
M∑
i=l+1
Si∆uk+l−i + y0
︸ ︷︷ ︸
effect of past moves
+
l∑
i=1
Si∆uk+l−i
︸ ︷︷ ︸
effect of future moves
(6.7)
+ dk+l︸︷︷︸
estimated disturbance at time k+ l
.
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Define the new variable yp
k+l
, which is the effect of past moves,
y
p
k+l
=
M∑
i=l+1
Si∆uk+l−i + y0. (6.8)
The future outputs up to a future time step N can then be written in matrix form,


yk+1
...
yk+N

=


y
p
k+1
...
y
p
k+N

+Λ


∆uk
...
∆uk+N

+


dk+1
...
dk+N

 . (6.9)
Λ is called the dynamic matrix and consist of the unit step response coefficients,
derivation of this matrix can be viewed in Garcia &Morshedi (1986). It is desirable
to have the future output values equal to some target value, thus by setting these
future outputs (left side of Equation (6.9)) equal to these target values given by yref,
and then solve for the inputs gives


yref− y
p
k+1−dk+1
...
yref− y
p
k+N
−dk+N

=Λ


∆uk
...
∆uk+N


⇒


∆uk
...
∆uk+N

=Λ†


yref− y
p
k+1−dk+1
...
yref− y
p
k+N
−dk+N

 , (6.10)
where Λ† is called the pseudoinverse of Λ and is equivalent with the least-square
solution of Equation (6.9) (Strang, 2006). The pseudoinverse of a matrix A is de-
fined as (Strang, 2006),
A† =
(
A>A
)−1
A>. (6.11)
DMC require estimation of the un-modeled effects, dk . These un-modeled
effects can be seen as a constant difference between themeasured output and the
computed output based on earlier inputs, hence
dk = y
m
k − yk , (6.12)
where ym
k
is themeasured output at time step k . A commonway to estimate future
un-modeled effects is to assume that they are constant, i.e.
dk+l = dk , ∀ l = 1, . . . ,N . (6.13)
If the multivariable process is unconstrained, a DMC would work very well.
Unconstrained processes are rarely, so it is desirable to have an algorithm that can
handle limitations on inputs and outputs. By looking from an economically point
of view it is often optimal to operate the plant as close as possible to some speci-
fied constraints. Quadratic dynamic matrix control (QDMC) was first introduced
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byCutler et al. (1983) and it is closer described inGarcia &Morshedi (1986) andCa-
macho & Bordons (2004). QDMC uses a quadratic objective function and handle
the input and output constraints explicitly (Qin & Badgwell, 1997). The quadratic
objective function used in a QDMC can be written as (Ying & Joseph, 1999),
J =
N∑
i=1
(
||yk+i − yref||
2
Q +||uk −uk ,ref||
2
R
)
. (6.14)
This objective function is minimized with respect to the future inputs. Penaliza-
tion of the inputs is often added to the objective function. Constraints on inputs
andoutputs are added to the optimization problem, which is solved by a quadratic
programming (QP) solver.
6.3 Model predictive control
Themajor advantage of today’s MPC technology compared to an ordinary DMC is
the ability to handle constraints on inputs and states. This is an important prop-
erty since we will always have limited inputs to the process and that it is often
desirable to keep the measurements or the states within specified bounds.
There are many variants of model predictive controllers. E.g. there are several
ways of defining the objective function, or whether the MPC uses a linear state-
space model or a nonlinear model as its prediction model.
The following section first deals with the objective function formulation and
the constraints. Afterwards the issue of adding integral action to an MPC is pre-
sented. Smoother control actions are achieved by defining a smooth reference
trajectory towards the real reference value, which is presented next. Thereafter,
a brief discussion on how to solve the optimization problem is given, and finally
some comments on stability of anMPC are made.
Objective function
There are several ways to define the optimization problem that must be solved in
the MPC. First, the objective function can have different formulations. The most
common formulation is a quadratic programming (QP) formulation. In a QP for-
mulation the objective function is quadratic and the constraints are linear. An al-
ternative to the QP formulation is a linear programming (LP) formulation, where
the objective function and the constraints are linear. According to Hovd (2008) a
QP formulation gives smoother control actions and the MPC will have more intu-
itive tuning parameters. The QP formulation is used in this thesis.
The objective function given by Equation (6.1) is an infinite horizon objective
function since it takes account for infinite many time steps into the future. This
infinite horizon formulation is possible when there are no constraints in the op-
timization problem, e.g. for an LQR controller. An MPC uses constraints in the
optimization problem, and a finite horizon formulation must be used. To deal
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with this it is possible to divide the infinite sum into two parts,
J =
N−1∑
k=0
(
||xk −xk ,ref||
2
Q +||uk −uk ,ref||
2
R
)
+
∞∑
k=N
(
||xk −xk ,ref||
2
Q +||uk −uk ,ref||
2
R
)
.
(6.15)
N is the control and prediction horizon introduced in Section 6.2. After this hori-
zon the input can be set to a constant or proportional to the state (e.g. use the LQR
gain). In addition, if the closed-loop system is stable after the horizon (something
else would not be of interest), the second term at the right side of Equation (6.15)
is a finite sum, i.e.
∞∑
k=N
(
||xk −xk ,ref||
2
Q +||uk −uk ,ref||
2
R
)
= ||xN −xN ,ref||
2
P . (6.16)
P is referred to as a terminal state penalty matrix (Muske & Rawlings, 1993). This
matrix depends of the stability of the process to be controlled and the input be-
havior after the horizon. This gives a finite horizon objective function that can be
used in an MPC;
J =
N−1∑
k=0
(
||xk −xk ,ref||
2
Q +||uk −uk ,ref||
2
R
)
+||xN −xN ,ref||
2
P . (6.17)
As mentioned in the first section the matrices Q and R are weight matrices.
These can be chosen freely, but it is required thatQ ≥ 0 and R > 0 (Imsland, 2007)
such that the objective function becomes convex. These matrices can be used to
tune the MPC performance.
Constraints
Input and output constraints can be written in the following form
umin ≤ uk+i ≤ umax, i = 0,1, . . . ,N −1, (6.18a)
∆umin ≤∆uk+i ≤∆umax, i = 1,2, . . . ,N −1, (6.18b)
ymin ≤Cxk+i ≤ ymax, i = 0,1, . . . ,N . (6.18c)
When it comes to constraints for the optimization problem, there are also sev-
eral representations. All inequality constraints can be gathered like presented in
Morari & Lee (1999),
Dxx+Duu ≤ψ. (6.19)
Dx and Du are matrices that must be constructed and ψ will be a vector which
length is equal to the number of inequality constraints. This inequality must in-
clude specified minimum andmaximum constraints for inputs and outputs.
It is necessary to relax the constraints if the optimization problem becomes
infeasible. This infeasibility can arise from huge disturbances on the process. It is
therefore important that theMPC is able to handle such situations. Muske & Rawl-
ings (1993) deals with such situations by using a constraint window. The principle
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is shown in Figure 6.2a. The figure show an example with a single output y with
specified lower and upper bounds, ymin and ymax. Suppose that a large distur-
bance occurs at time k such that the controlled output comes above its maximum
limit. A specified number of steps, Cw , decides how long into the horizon that
the constraints should take effect from and Cp is how long the constraints must
be fulfilled, typically the same as the control horizon, N . By using this window
the output will be in a feasible area for some time after the disturbance so that
the MPC will be able to control it inside its bounds. A similar way to deal with
this constraint problem is to create a funnel, with a specified slope such that the
process variable to be controlled is able to come inside the bounds. This princi-
ple is shown in Figure 6.2b. Another approach to avoid infeasibility problems is
ymax
ymin
k +Cw k +Cpk
Constraint window
y
(a) Constraint window.
ymax
ymin
k
y
(b) Funnel.
Figure 6.2: Constraint relaxing.
to use soft constraints instead of hard constraints. Ordinary inequality constraints
are hard constraints, since they must not be exceeded. Soft constraints can be
exceeded but it is preferable that the constrained variables are inside the origi-
nal feasible region. It is relatively easy to add soft constraints to the optimization
problem by use of a slack variable, ². This positive slack variable is added at the
left side of the inequality constraint and in the objective function. Suppose that
the original objective function is denoted by J , the optimization variable is θ and
the inequality constraint is Ωθ ≤ ω. By use of soft constraints, the optimization
problem will be
min
θ,²
J +ρ||²||2 (6.20a)
subject to
Ωθ ≤ω+², (6.20b)
²≥ 0, (6.20c)
where ρ is a positive constant.
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Integral action
Integral action is not straight forward even for an MPC. Hovd (2008) presents two
approaches to add integral action to an MPC. The most common approach is to
use the input changes as free variables in the optimization, instead of the input
itself. Therefore, instead of Equation (6.17), the objective function will be
J =
N−1∑
k=0
(
||xk −xk ,ref||
2
Q +||∆uk ||
2
R
)
+||xN −xN ,ref||
2
P . (6.21)
Using this objective function formulation we are not required to compute uk ,ref,
which is an advantage.
The other approach to add integral action described is to include a distur-
bance estimate to the model and use this estimate as a feed-forward to the MPC.
If the model is linear, the model given by Equation (6.2) must be modified to in-
clude disturbances. E.g. the model can be like
xk+1 = Axk +Buk +Bddk , (6.22a)
yk =Cxk +pk . (6.22b)
dk and pk are disturbances affecting state and output respectively.
Reference trajectory
The objective function given in Equation (6.21) can bemodified to include a refer-
ence trajectory, which defines a smooth trajectory as the reference from the current
measurement yk towards the real reference value, yref. The objective function is
thenmodified to
J =
N−1∑
k=0
(
||yˆk+1−wk+1||
2
Q +||∆uk ||
2
R
)
+||xN −xN ,ref||
2
P , (6.23)
wherewk is the reference trajectory. This trajectory can be determined from a first
order system as described in Camacho & Bordons (2004),
wk+i =βwk+i−1+ (1−β)yref. (6.24)
This equation must use the initial condition wk = yk . The parameter β (0≤ β≤ 1)
decides the reference trajectory smoothness. The simplest approach is to set β= 0
and thus have no trajectory at all. The principle of reference trajectory is shown in
Figure 6.3.
Solving the optimization problem
By using a QP formulation, the optimization problemwill be an ordinary QP prob-
lem with linear constraints. There exist several algorithms for solving these kinds
of problems. Themost common one is the active set method (Fletcher, 1987). This
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Figure 6.3: Reference trajectory.
method put some of the inequality constraints in a subset called the active set and
treat them as equality constraints. The method starts with an initial solution and
then iteratively solves sub-problems to improve the solution. These sub-problems
are QP problems with equality constraints, those in the active set. A QP problem
with only equality constraints can be solved analytically using the Karush-Kuhn-
Tucker (KKT) conditions (Kuhn & Tucker, 1951) and the improved solution is eas-
ily found. The inequality constraints that are not added in the active set are not
taken in consideration in the sub-problem and the feasibility can be lost when an
improved solution is found. If this happens, line search is used to go back where
the feasibility was lost. Nocedal & Wright (2006) presents the active set method in
closer detail, not just a brief introduction like in this chapter. Other QP algorithms
that are explained in Nocedal & Wright (2006) are interior-point methods and the
gradient projection method.
Stability
The regulation problem is when it is desirable to let xk → 0 as k→∞. According to
Imsland (2007) it is guarantied that xk goes to zero if
1. TheMPC optimization problem is feasible at k = 0,
2. The state must be detectable through the weight matrixQ ,
3. The constraints must hold on the infinite horizon.
The first item is obvious since an infeasible optimization problem would not give
a solution and can not assure stability. To avoid this problem it may be necessary
to slack the constraints as described above. It is also clear that the model must be
detectable, i.e. when all the unobservable modes are asymptotically stable2 (Foss,
2An asymptoticallymode converge to an asymptotic valuewhen the time goes to infinity (Khalil,
2000)
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2004). The third item must also hold because the optimization problem must be
feasible after the horizon. To make sure that the constraints holds on the infinite
horizon theprediction horizonN must be chosen long enough or it can be assured
by adding a terminal state constraint. A terminal state constraint is just an equality
constraint at the end of the horizon that must be fulfilled. This constraint may be
like
xN = 0. (6.25)
A common approach in the design of MPCs is to use a pre-stabilizing state
feedback. This pre-stabilizing feedback make the input be divided into two parts,
uk =−K xk +ck . (6.26)
The feedback term−K xk is a stabilizing proportional controller, which is the pre-
stabilizing feedback. This stabilizing controller K can be chosen freely, but is com-
mon to use the LQR gain (Equation (6.4)). Using this divided input term the opti-
mization variable is ck instead of uk . For unstable processes, pre-stabilizing state
feedback is very common. It is required if terminal constraints mentioned above
are not used.
6.4 LQR, (Q)DMC andMPC comparison
The linear optimal controllers introduced in this chapter are compared inTable 6.1.
6.5 Variants of model predictive controllers
There are various variants of MPCs, this section briefly introduce nonlinear MPC
(NMPC) and explicit MPC (EMPC).
Nonlinear model predictive control (NMPC) is used when the process to be
controlled is highly nonlinear and an ordinary linear MPC cannot be used. An
NMPC can be designed as a linear MPC by simply replacing the linear model as
the operation point changes (Maciejowski, 2002). In this approach a set of linear
models needs to be linearized from the nonlinear model beforehand. The most
common NMPC approach is to re-linearize the nonlinear model during operation
around the present operating point (Maciejowski, 2002). An example on a process
that can be quite nonlinear is a distillation column (Skogestad, 1997). Therefore it
can be preferable to use an NMPC instead of a linear MPC to obtain the desirable
product purities from the column. More NMPC theory can be found in Allgöwer
et al. (2004).
For explicitmodel predictive control (EMPC) the optimizationproblem is solved
beforehand. The state-space is divided into regionswhere the optimal control so-
lution has almost the same input. Figure 6.4 show an example of how the state-
space with only two states (x1 and x2) can be divided. Each region in the figure is
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Re-
optimizes
at every
step
Handles
limita-
tions in
inputs and
outputs
Uses state-
space
model
Nonzero
target value
LQR / LQG No No Yes (if not
all states are
measured)
Yes (re-
quire feed-
forward
from target
values)
DMC Yes No No (only
step re-
sponse co-
efficients)
Yes
QDMC Yes Yes No (only
step re-
sponse co-
efficients)
Yes
MPC Yes Yes Yes Yes
Table 6.1: Comparison between different linear optimal controllers.
associated with two variables, Ki and ki ; where the number i identifies a region.
The control law will then be
uk =−Ki xk +ki . (6.27)
The EMPC is just a look-up table that finds the pre-computed values of Ki and ki
based on the present state. Themain advantage of the EMPC is the computational
efficiency compared to an ordinary MPC which solves a mathematical optimiza-
tion problem in each time step. It is also a safety point of view by using an EMPC
since it is very easy to validate the implementation and do simulations offline.
More on EMPC can be found in Tøndel et al. (2003).
6.6 Identification of model
Model identification or system identification can be defined as (partly taken from
Ljung (1999)):
Input and output signals from the process are recorded and sub-
jected to data analysis in order to infer a model. Hence, the model is
built from experimental data from the process.
The experimental data is often recorded from a designed identification experi-
ment.
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Figure 6.4: Example of a divided state-space for an EMPC with two states.
An MPC require a model because it must predict future behavior to optimize
the control of the process. Most common is to use linear models, like those given
in Equation (6.2) and (6.22). Using linear models give a linear MPC. According
to Hovd (2008) the industrial practice is to use step responses as the basis for the
models. The simplest approach for a multivariable model would be to perturb a
small step in the inputs sequentially and record the behavior of each output. Then
an approximated transfer function matrix can be constructed from the recorded
data and from there a linear model.
If the design of an MPC has required much work on modeling the process,
there is no reason fornot using thismodel. Often thephysical parameters in such a
model needs to be identified, this is called grey box identification,where themodel
structure is known, but not themodel parameters. These parameters can be iden-
tified by various methods; the most common is to use a least square estimation
(Ljung, 1999) for estimating these parameters. Suppose the process output at time
t is written as y(t ) and themodel output is yˆ(t ,θ), where θ is a vector consisting of
the model parameters. Then, by considering a recorded set of data of length Nr ,
the least square problem is written as
min
θ
Nr∑
t=1
(
y(t )− yˆ(t ,θ)
)2
. (6.28)
Least square estimation can also be done recursively (Ljung, 1999), such that the
model parameters are continuously updated as the plant is in operation.
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Identifying models without knowing anything about the process is often re-
ferred to as black box identification. If we want to obtain a linear model for use
in an MPC, the subspace identification method can be suitable. The subspace
method is among other articles and books described in Ljung (1999). Themethod
computes the state-space matrices A, B , C and D from recorded input and out-
put data. Data from step response experiments performed on the process can be
loaded into a subspace method algorithm, and a linear state-space model around
the process’ operating point is easily found.
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6.7 Control layers
Supervisory control
Local optimization
Site-wide optimization
Scheduling
Regulatory control
Control layer
Figure 6.5: Control hierarchy
(Skogestad & Postlethwaite,
2005).
It is common to divide the control of a plant
into different layers. Figure 6.5 show how such
a hierarchy can be like. The regulatory control
is the bottom level of control and typically con-
sists of PID controllers with given setpoints.
These setpoints can come from the supervisory
controlwhich often is anMPC. These two levels
are referred to as the control layer (Skogestad &
Postlethwaite, 2005).
Above the control layer, higher optimiza-
tion objectives are solved. These objectives in-
volve the whole plant operation and can be
controlled by an overall MPC. It is the ”control
layer” that is taken into consideration in this
thesis.
It is not required to have the regulatory
control level; an MPC is able to control the
physical inputs directly instead of a PID con-
troller. This will add some complexity into the
MPC and the plant will be left uncontrolled if
the MPC goes down. Therefore it can be an
advantage to have this basis control level with
PID controllers and use the MPC for setpoint adjustments. There are also other
advantages of using a supervisoryMPC compared to a single layer MPC as we will
come back to later.
The decentralized controllers should be tuned properly in order to obtain a
good time scale separation (Skogestad & Postlethwaite, 2005) between the two
control layers; MPC layer and PI-control layer. By doing this, there will be several
advantages according to Skogestad & Postlethwaite (2005):
• The stability and performance of a lower (faster) layer is notmuch influenced
by the presence of upper (slow) layers because the frequency of the ”distur-
bance” from the upper layer is well inside the bandwidth of the lower layer.
• With the lower (faster) layer in place, the stability and performance of the
upper (slower) layers do not depend much on the specific controller settings
used in the lower layers because they only affect high frequencies outside the
bandwidth of the upper layers.
These items emphasize the importance of well tuned controllers in the lowest
layer.
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MPC
This chapter presents the different MPCs that are designed for the Kaibel column
model. First, anMPCwas constructed using the presented theory. Secondly, MPC
Toolbox in MATLAB was used to control the column.
ThefirstMPCwasmade in order to use thepresented theory andobtain deeper
knowledge onMPCdesign issues. Asmentioned in the background chapter (Chap-
ter 2), an MPC was also made during the author’s final year project, but the oc-
curring disturbances were assumed to be known in the simulations. This is an
unrealistic approach for a real implementation, thus, it is desirable to make a dis-
turbance estimator to work properly. It is only the first MPC design that uses a
specified disturbancemodel in its prediction model.
A sensitivity analysis is done to mainly compare two different MPC designs;
an MPC that controls the physical inputs directly (single layer MPC) and an MPC
that controls the setpoints of the PI controllers used in previous work (supervisory
MPC). These two MPC designs were made by use of MPC Toolbox in MATLAB.
Results from the decentralized controller is also added to this section.
The prediction model that is used in theMPC implementations is without the
vapor bypassing extension that was added to the model in Chapter 5. Hence, the
bypassing factor was set to zero in the model when the linear prediction model
was made in order to keep the prediction model simple. In the sensitivity analysis
part different values of this bypass factor is tested in the simulationmodel to check
the performance of the controllers.
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7.1 MPC designs
MPC from constructed theory
Prediction model
The prediction model is the linearizedmodel representing the distillation column
that was given in Equation (3.17);
xk+1 = Axk +Buk +Bddk , (7.1a)
yk =Cxk . (7.1b)
The future measurements yk need to be estimated to be used in the objective
function given by Equation (6.23). Thesemeasurements are estimated by iterating
the linear model from an initial value of the state. If the state vector is not mea-
sured in the plant, it needs to be estimated by an observer. An observer gives an
estimate xˆk for use in theMPC.
Optimization problem
The objective function formulation presented in the following section is given
in Camacho & Bordons (2004).
The objective function used was given in Equation 6.23;
J =
N−1∑
k=0
(
||yˆk+1−wk+1||
2
Q +||∆uk ||
2
R
)
+||xN −xN ,ref||
2
P . (7.2)
It is desirable to rewrite the linear state-space model from Equation (7.1) to the
following representation
[
xk+1
uk
]
=M
[
xk
uk−1
]
+N∆uk +Pdk , (7.3a)
yk =Q
[
xk+1
uk
]
, (7.3b)
where thematricesM , N , P andQ are given by
M =
[
A B
0 I
]
, N =
[
B
I
]
,
P =
[
Bd
0
]
, Q =
[
C 0
]
.
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Let us now define some vectors,
xˆ =
[
xˆk
uk−1
]
,
y =


yˆk+1
yˆk+2
...
yˆk+N

=


QMxˆ+QN∆uk
QM2xˆ+
∑1
i=0QM
1−iN∆uk+i
...
QMN xˆ+
∑N−1
i=0 QM
1−iN∆uk+i

 ,
u =


∆uk
∆uk+1
...
∆uk+N−1

 ,
d =


dˆk
dˆk+1
...
dˆk+N−1

 .
The N estimated future outputs can then be written as
y = F xˆ+Hu+Gd , (7.4)
where the matrix F is given by
F =


QM
QM2
...
QMN

 .
H andG are block lower triangular matrices defined as
Hi j =QM
i− jN , ∀ i ≥ j ,
Gi j =QM
i− jP, ∀ i ≥ j .
The objective function can now be rewritten,
J = ||y −w ||2Q +||u||
2
R , (7.6)
where w =
[
w>
k+1 w
>
k+2 . . . w
>
k+N
]>
. Q and R are block diagonal matrices.
Equation (7.4) can now be substituted into the objective function given above.
By multiplying the parentheses and removing constant terms that does not have
any effect on the optimal solution we get the following objective function
J =
1
2
u>
(
H>QH +R
)
u+
(
2H>Q (F xˆ+Gd −w )
)>
u. (7.7)
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The constraints can be added as a single inequality constraint,
Φu ≤φ, (7.8)
for some constructedmatrixΦ and vector φ. This constraint can include specified
maximum andminimum limits for input, input change and output.
Estimation
From Equation (7.7) we can see that the MPC needs to estimate the current state
and future disturbances. Future disturbances are often set to be the same as the
first disturbance estimate, hence
dˆk+i = dˆk+1, ∀ i = 2, . . . ,N −1.
By using this assumption it is possible to augment the existing state-space model
given by Equation (7.1); [
xk+1
dk+1
]
=Ω
[
xk
dk
]
+Ψuk , (7.9a)
yk = Z
[
xk
dk
]
, (7.9b)
where thematricesΩ,Ψ and Z are given by
Ω=
[
A Bd
0 I
]
, Ψ=
[
B
0
]
,
Z =
[
C 0
]
.
The augmented model in Equation (7.9) can be used for estimation of both states
and disturbances. A discrete closed-loop observer for this system is written as
(Chen, 1999) [
xˆk+1
dˆk+1
]
=Ω
[
xˆk
dˆk
]
+Ψuk +L
(
yk − yˆk
)
, (7.10a)
yˆk = Z
[
xˆk
dˆk
]
. (7.10b)
yk is the realmeasurement in the present time step and yˆk is the estimated output.
L is the observer gain and must be chosen such that the error dynamics (Ω−LZ )
is stable.
To make sure that the estimates given by the observer is correct, the observed
system need to be observable (Chen, 1999). This property can easily be checked by
finding the rank of the observabilitymatrixwhich is defined as (Chen, 1999)
O =


Z
ZΩ
...
ZΩnx−1

 . (7.11)
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If the observability matrix has full column rank the system is observable and thus,
the states and disturbances converges to their correct values within finite time.
In the implementation the linearized model was reduced down to an order of
20 states, i.e. the size of the system matrix (A) is 20×20. Using this order together
with the four measurements
y =
[
T17 T30 T59 T49
]>
, (7.12)
does not give observability for the system given in Equation (7.9). Hence, some
measurements need to be added. This corresponds with a remark from Borrelli
& Morari (2007) which states that the number of measurements must be greater
or equal to the number of disturbances that needs to be observed for the sys-
tem given by Equation (7.9) to be observable. Since the number of disturbances is
seven, we need at least three more measurements.
There are only temperature sensors that are available at the laboratory col-
umn and therefore we should look for new temperature measurements along the
column. The system (A,C ) is observable, i.e. the states can be estimated alone, but
not the augmented state-space model including the disturbances in addition us-
ing only these four measurements. Therefore by looking at which temperatures
along the column which the disturbances influence most, it is possible to find
good measurements for estimation. This is the same way of thinking as themax-
imum gain rule presented in Skogestad & Postlethwaite (2005). Briefly explained
you should select those outputs that are greatest affected by the inputs. To find
which temperature measurements that are affected most by the disturbances we
want to estimate the, disturbance variables were increased by a step in the nonlin-
ear model, and the temperature with the greatest change in its value was written
down. Table 7.1 shows the results from these simulations. The input step sizes
were around 10% of their nominal values. Figure 7.1 shows the absolute temper-
ature change for each stage in the column when the feed flow was increased with
10%. From Table 7.1 we can see that there are only two different measurements
that are not included in the existing measurement array (Equation (7.12)), T6 and
T53. It is no point in adding the same measurement again (T59) so we need to find
an extra measurement that has some significant change in its value, but is not in
Table 7.1. It was notified during the computation of Table 7.1 that the temperature
T24 also had a great change in its value, therefore this temperature is added. The
total measurement array then becomes
y =
[
T17 T30 T59 T49 T6 T53 T24
]>
. (7.13)
The temperature measurement locations are showed in Figure 7.2. The measure-
ment array above give an observability matrix of full column rank, thus the distur-
bances and states can now be estimated. Note that it is only the four first temper-
ature measurements from the array above that are controlled by theMPC.
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Disturbance Greatest
varible change
V T59
RV T6
F T53
zD T53
zS1 T53
zS2 T53
q T53
Table 7.1: Applying maximum
gain rule to find new measure-
ments. The disturbance vari-
ables were increased by about
10% from their nominal values.
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Figure 7.1: Step in feed flow (10%). We
can see that T53 has the greatest change
with almost 14K.
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Figure 7.2: Temperature measurement locations. Temperatures that are marked
grey are controlled by the MPC, the extra temperature measurements are needed
to make disturbances and states observable.
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Plant model
Unmeasured
disturbance model
vk
dk
uk
xk
yk
Output
disturbance model
Measurement
noise model
yu,k
xdo,k
White noise
White noise
xdu,k
xm,k
White noise ym,k
Figure 7.3: Model used in MPC Toolbox (Bemporad et al., 2009).
MPC Toolbox inMATLAB
MPC Toolbox in MATLAB is a quite simple software tool to design a linear MPC.
This toolbox is used for the next MPC implementations. Let us first present some
theory on how this toolbox is made. The toolbox is closer described in Bemporad
et al. (2009).
Predictionmodel
MPC Toolbox uses the following linear model when predicting future outputs,
xk+1 = Axk +Buuk +Bvvk +Bddk , (7.14a)
ym,k =Cmxk +Dvmvk +Ddmdk , (7.14b)
yu,k =Cuxk +Dvuvk +Ddudk . (7.14c)
vk and dk is measured and unmeasured disturbances respectively, and affects the
states via thematrices Bv and Bd . ym,k denotesmeasured outputs and yu,k are the
outputs that can not be measured. The model is illustrated in Figure 7.3.
Optimization problem
The input changes (∆u’s) are computed with a quadratic optimization problem.
It penalizes the output error, input change and the input error, Equation (7.15a),
(7.15b) and (7.15c) respectively. By input error we mean the deviation from the
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input value, uk , to a target value, uk ,target. This target value needs to be computed.
min
∆u(k |k),...,∆u(m−1+k |k),²
(p−1∑
i=0
(
ny∑
j=1
∣∣∣w y
i+1, j (y j (k + i +1|k)− r j (k + i +1))
∣∣∣2+ (7.15a)
nu∑
j=1
∣∣∣w∆ui , j ∆u j (k + i |k)
∣∣∣2+ (7.15b)
nu∑
j=1
∣∣∣wui , j (u j (k + i |k)−u j ,target(k + i ))
∣∣∣2)+ (7.15c)
ρ²²
2
)
. (7.15d)
p is the prediction horizon and ny and nu is the dimensions of the output and in-
put vectors respectively. The optimization problemminimizes the objective func-
tion using the input deviations from the present time step k to m−1+k as opti-
mization variables. m is the control horizon, which is not necessarily the same as
the prediction horizon as assumed in Chapter 6. The last term in the optimization
problem (Equation (7.15d)) arises because the use of soft constraints which was
presented in Chapter 6. Hence, the variable ρ² is just a weighing variable for the
slack variable ².
Estimation
The unknown variables from the model given in Equation (7.14) needs to be es-
timated in order to obtain good future predictions. MPC Toolbox estimates three
different states, the plant states, the disturbance model states and the measure-
ment noisemodel states, see Figure 7.3. Let the disturbancemodel states be xd ,k =[
xdu,k xdo,k
]>
, then the observer can be written as

 xˆkxˆd ,k
xˆm,k

=

 xˆk−1xˆd ,k−1
xˆm,k−1

+M (ym,k − yˆm,k ). (7.16)
Where the matrix M is the observer gain which is designed using Kalman filter
theory.
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PlantMPC
−
yys u
(a) MPC controlling directly on the physical inputs of the plant.
PlantK (s)MPC
−
yys u
(b) MPC controlling the setpoints that are given to the PI controllers.
Figure 7.4: Block diagram showing the two MPC approaches. K (s) is a diagonal
matrix with the four PI controllers. In Figure a) the setpoints ys has the same val-
ues all the time.
MPC implementation withMPC Toolbox
The state-spacemodel that was used in the implementation for prediction was the
following linear distillation model,
xk+1 = Axk +Buk , (7.17a)
yk =Cxk . (7.17b)
Thus, the prediction model used was without the disturbance dynamics, repre-
sented by Bd in Equation (3.17).
For better estimation the same measurement array was used in the imple-
mentation as for the previous MPC.
MPC controlling setpoints of PI controllers
There can be several good reasons for letting theMPC adjust the PI controller set-
points instead of directly controlling the physical inputs. Putting the MPC on top
of the PI controllers require less work onmodeling and tuning of theMPC accord-
ing to Skogestad (2004). Another reason is that if the MPC for some reason breaks
down, the plant will still be controlled by the PI controllers. This was briefly dis-
cussed under the topic ”Control layers” in Chapter 6.
Figure 7.4 shows the difference between the previous MPC implementation
and the current one. The inner feedback loop in Figure 7.4b reduces the effect of
disturbances that occurs inside this loop, such that the MPC sees a more linear
plant from the regulator control setpoints compared to the single layer MPC.
MPC Toolbox was chosen for implementation of this MPC as well. Therefore,
the optimization problem and the estimation are performed the same way as for
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the previous MPC implementation. The prediction is however some different and
is presented next.
Prediction model
The predictionmodel now becomes different because it has to include the dynam-
ics of the PI controllers. The discrete state-space model describing the distillation
column is written as
xk+1 = Axk +Buk , (7.18a)
yk =Cxk . (7.18b)
Again, we are considering a state-space model without the disturbance dynam-
ics. The inputs uk ’s are controlled by PI controllers. The discrete decentralized PI
controller can be written as (Balchen et al., 2003)
uk = uk−1+G0(ys,k − yk)+G1(ys,k−1− yk−1). (7.19)
Where G0 and G1 are matrices that contain the controller parameters. These ma-
trices are derived in Appendix A. Inserting Equation (7.19) into Equation (7.18a)
gives
xk+1 = Axk +B
(
uk−1+G0(ys,k − yk)+G1(ys,k−1− yk−1)
)
= (A−BG0C )xk +Buk−1+BG1(ys,k−1− yk−1)+BG0ys,k .
We want to make a new state-space model that can be used by the MPC. We want
to measure uk such that it is possible to add constraints to these physical inputs.
Adds uk−1 and σk as new states, where σk is defined as
σk = ys,k−1− yk−1. (7.20)
The new state-space model then becomes

xk+1σk+1
uk

=

A−BG0C BG1 B−C I 0
−G0C G1 I



 xkσk
uk−1

+

BG0I
G0

 ys,k , (7.21a)
[
yk
uk
]
=
[
C 0 0
−G0C G1 I
] xkσk
uk−1

+
[
0
G0
]
ys,k . (7.21b)
When the physical inputs (L, RL, S1 and S2) are added as measurements it
results in direct feed-through from the input to the output for the MPC model.
Hence, the corresponding transfer function matrix is semi-proper1. MPC Tool-
box that was chosen for the implementation of this controller, does not support
1A semi-proper transfer functionmatrixG(s) satisfy the property; limω→∞G( jω) 6= 0 (Skogestad
& Postlethwaite, 2005).
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a prediction model with direct feed-through (see Equation (7.14)). Maciejowski
(2002) presents a trick to avoid this problem by defining a new vector of controlled
outputs,
y˜k = yk −Duk . (7.22)
This new output y˜k depends on the states only. This would however lead to quite
many changes in the optimization problem solved by the MPC because the out-
puts are changed. Therefore, a much easier trick is done in order to avoid the
problem of direct feed-through. A unit time delay is added to the measurements
from the physical inputs. Hence, bymeasuringuk−1 instead of uk , this direct feed-
through is avoided. Thus, the measurements can now be written as
[
yk
uk−1
]
=
[
C 0 0
0 0 I
] xkσk
uk−1

 (7.23)
Adding this small delay does not have any influence on the control performance
since the delay is not comparable with the time constants of the column.
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7.2 Simulation parameters
The simulation parameters used for simulations of the different MPCs are shown
in Table 7.2, 7.3 and 7.4.
Some of the parameters presented in the tables are so-called tuning parame-
ters for theMPCs. According toMaciejowski (2002) tuning parameters for anMPC
is the weighing matrices, the prediction horizon and the disturbance model and
observer dynamics. The MPC designed from scratch is the only MPC that uses a
specified disturbance model in its prediction model.
Some tuning was required to make good responses and to ensure stability
when the first MPC design was tested on the simulation model. A large input
weighing was needed to obtain smooth responses for the controlled temperatures.
By adding a reference trajectory for the output to follow as discussed in Chap-
ter 6, the responses also became smoother. No considerable tuning were done
for the other MPCs, only a smaller input weighing was required to obtain smooth
responses for the supervisoryMPC.
The prediction horizonwas determined from the closed-loop responses using
decentralized control shown in Chapter 3. For the various disturbances, the tem-
peratures settle around 300min after the occurring disturbance. Since the distur-
bance with a 50% change in the vapor split is much larger compared to the other
disturbances tested (discussed in the end of Chapter 3), this disturbance response
was not considered when the prediction horizon was determined. However, if the
response typically settles after 300min, an appropriate horizon length would be
at least of the same length such that the constraints holds on the infinite horizon
as pointed out in the stability section of Chapter 6. Therefore, the horizon length
was chosen to be 500min. The sampling time of theMPCwas chosen to be 10min,
such that the horizon is 50 discrete time steps into the future.
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Predictionmodel
Order 20
Inputs u =
[
L S1 S2 RL
]>
Outputs y =
[
T17 T30 T59 T49 T6 T53 T24
]>
Uses disturbance model Yes
Tuning parameters
Prediction horizon N = 50
Input weighing diag(R)= 106 ·
[
1 1 1 1
]
Output weighing diag(Q)=
[
1 1 1 1 0 0 0
]
Reference trajectory
specification β= 0.5
Constraint specifications
Minimum input umin =
[
0 0 0 0
]>
Maximum input umax =
[
3 1 1 1
]>
Minimum change in input ∆umin =−10 ·
[
1 1 1 1
]>
Maximum change in input ∆umax = 10 ·
[
1 1 1 1
]>
Table 7.2: Parameters for theMPC that was constructed from the presented theory.
There were no specified constraints for the outputs.
Predictionmodel
Order 20
Inputs u =
[
L S1 S2 RL
]>
Outputs y =
[
T17 T30 T59 T49 T6 T53 T24
]>
Uses disturbance model No
Tuning parameters
Prediction horizon p = 50
Control horizon m = 50
Input weighing wu
i , j = 0, ∀ i = 0, . . . ,p−1, j = 1, . . . ,4
Input change weighing w∆u
i , j = 1, ∀ i = 0, . . . ,p−1, j = 1, . . . ,4
Output weighing w
y
i+1, j = 1, ∀ i = 0, . . . ,p−1, j = 1, . . . ,4
w
y
i+1, j = 0, ∀ i = 0, . . . ,p−1, j = 5, . . . ,7
Slack variable weighing ρ² = 105
Constraint specifications
Minimum input umin =
[
0 0 0 0
]>
Maximum input umax =
[
3 1 1 1
]>
Minimum change in input ∆umin =−10 ·
[
1 1 1 1
]>
Maximum change in input ∆umax = 10 ·
[
1 1 1 1
]>
Table 7.3: Parameters for the single layer MPCmade with MPC Toolbox.
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Predictionmodel
Order 28
Inputs u =
[
T17,s T30,s T59,s T49,s
]>
Outputs y =
[
T17 T30 T59 T49 L RL S1 S2
]>
Uses disturbance model No
Tuning parameters
Prediction horizon p = 50
Control horizon m = 50
Input weighing wu
i , j = 0, ∀ i = 0, . . . ,p−1, j = 1, . . . ,4
Input change weighing w∆u
i , j = 0.01, ∀ i = 0, . . . ,p−1, j = 1, . . . ,4
Output weighing w
y
i+1, j = 1, ∀ i = 0, . . . ,p−1, j = 1, . . . ,4
w
y
i+1, j = 0, ∀ i = 0, . . . ,p−1, j = 5, . . . ,8
Slack variable weighing ρ² = 105
Constraint specifications
Minimum output ymin =
[
−∞ −∞ −∞ −∞ 0 0 0 0
]>
Maximum output ymax =
[
∞ ∞ ∞ ∞ 3 1 1 1
]>
Table 7.4: Parameters for the MPC combined with PI-control, MPC Toolbox was
used for this implementation. No constraints were specified for the inputs. Txx,s
means the setpoint for the PI controller controlling temperature xx.
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7.3 Simulations
This section provides some dynamic responses when the column is controlled by
the different MPCs. First, the introduced disturbances are tested and compared
with the decentralized controller. A simulation with a change of the setpoint value
for one of the controlled temperatures is presented next, followed by a simulation
where vapor bypassing is present.
Disturbance simulations
ThedifferentMPCswere testedusing the samedisturbances as presented inChap-
ter 3. The corresponding results from decentralized control are also shown in the
figures (Figure 7.5 and 7.6).
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Figure 7.5: Controlled temperatures. Tuned decentralized PI controllers (solid),
single layer MPC constructed from presented theory (dashed), single layer MPC
made in MPC Toolbox (dash-dotted), MPC combined with PI-control (dotted).
66 CHAPTER 7. IMPLEMENTATION AND SIMULATION OFMPC
Time [min]
To
ta
li
m
p
u
ri
ty
fl
ow
[m
o
l/
m
in
]
0 400 800 1200 1600 2000
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(a) F +10%
Time [min]
To
ta
li
m
p
u
ri
ty
fl
ow
[m
o
l/
m
in
]
0 400 800 1200 1600 2000
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(b) zS1 +20%
Time [min]
To
ta
li
m
p
u
ri
ty
fl
ow
[m
o
l/
m
in
]
0 400 800 1200 1600 2000
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(c) RV +10%
Time [min]
To
ta
li
m
p
u
ri
ty
fl
ow
[m
o
l/
m
in
]
0 400 800 1200 1600 2000
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(d) RV +50%
Figure 7.6: Total impurity flow. Tuned decentralized PI controllers (solid), single
layer MPC constructed from presented theory (dashed), single layer MPCmade in
MPC Toolbox (dash-dotted), MPC combined with PI-control (dotted).
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Setpoint change
Figure 7.7 shows a setpoint change for the controlled temperature T17 at time
500min. The temperature responses are plotted for the three MPCs and the de-
centralized controller. It can be seen that the MPCs reduce the interactions since
they give less response amplitudes for the other temperatures (especially T49 and
T59). All controllers give quite similar responses for the temperature with setpoint
change, T17.
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Figure 7.7: Setpoint change for T17 (+5K) at time 500min. Tuned decentralized PI
controllers (solid), single layer MPC constructed from presented theory (dashed),
single layer MPC made in MPC Toolbox (dash-dotted), MPC combined with PI-
control (dotted).
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Simulations with vapor bypassing
The MPCs were tested with vapor bypassing. They gave very similar responses
and therefore responses of only one of the MPCs are plotted in Figure 7.8. The
simulation is similar to the one shown in Figure 5.4, where the effects of vapor by-
passing were tested in closed-loop with decentralized control. If we compare with
this similar decentralized controller simulation, we can see that theMPC gives less
response amplitudes for the purities and temperatures.
xD
xB
xS1
xS2
Time [s]
M
o
le
fr
ac
ti
o
n
0 400 800 1200 1600 2000
0.85
0.87
0.89
0.91
0.93
0.95
0.97
0.99
1.01
(a) Product compositions
T17
T30
T49
T59
Time [s]
Te
m
p
er
at
u
re
[K
]
0 400 800 1200 1600 2000
335
345
355
365
375
385
(b) Controlled temperatures
S1
S2
RL
Time [s]
In
p
u
t
ra
ti
o
0 400 800 1200 1600 2000
0.2
0.21
0.22
0.23
0.24
0.25
0.26
0.27
0.28
0.29
0.3
(c) Liquid split and side streams
L
Time [s]
R
efl
u
x
fl
ow
[m
o
l/
m
in
]
0 400 800 1200 1600 2000
2.5
2.6
2.7
2.8
2.9
3
(d) Reflux
Figure 7.8: Effect of vapor bypassing in closed-loop with supervisory MPC. The
vapor bypassing factor was 0.02 in the simulation.
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7.4 Sensitivity of model errors
A controller must be robust. Skogestad & Postlethwaite (2005) has the following
definition:
A control system is robust if it is insensitive to differences between the
actual system and themodel of the systemwhichwas used to design the
controller.
Robustness of an MPC can refer to three different things:
• Robust feasibility when the process is exposed to disturbances
• Robust performance when the process is exposed to disturbances
• Robust performance in spite of model errors
The first item deals with the issue of preventing an infeasible optimization prob-
lem when the process experiences large disturbances. Constraint relaxing dis-
cussed in Chapter 6 is a method to avoid infeasibility in such scenarios. It is the
last item in the list above that is the motivation for this chapter. TheMPCmust be
able to handle differences between its internal predictionmodel and the real plant
model. The meaning of this section is to test the performance of the MPC for dif-
ferent model errors. The developed single layer MPC is compared to theMPC that
works as supervisory control for the PI controllers. It is the MPCs that were made
by use of MPC Toolbox in MATLAB that are compared. Similar results from the
decentralized controller are also added for comparison.
Simulation testing versus theoretical analysis
A good theoretical tool for robustness analysis for multivariable systems is the
structured singular value (µ-analysis) (Zhou et al., 1996; Skogestad & Postleth-
waite, 2005). It can be used to test a closed-loop system for robust stability and
robust performance. By robust stability we mean that the system remains stable
for all plants in the specified set of uncertainties. If the controlled system has ro-
bust performance it also satisfies some specified performance requirements in ad-
dition to be robust stable.
Such a theoretical analysis is an elegant solution to a sensitivity analysis, but
the µ-analysis needs a linear plant functionG(s) and a controller matrix K (s). The
Kaibel distillation model is nonlinear and an MPC with constraints can not be
written as a matrix K (s). Bemporad & Morari (1999) also concludes that an an-
alytical approach to MPC and robustness does not exist yet. Therefore a simula-
tion test approach is more suitable for this part of the work, even though it require
many time-consuming computer simulations. By comparing a set of simulations
with model errors, different controllers can be tested against each other.
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We want to test a controller for robust performance, i.e. the controller must
satisfy some kind of specified constraints in an uncertainty set in order to fulfill a
performance requirement.
Measurement of control performance
The optimal temperature setpoints that is used to control the distillation column
were found by minimization of the total impurity flow;
J =D(1−xD )+S1(1−xS1)+S2(1−xS2)+B (1−xB ). (7.24)
This objective function can also be used as the control performance measure-
ment. If we integrate this impurity flow over a simulation, and divide with the
length of the simulation Tsim, the average impurity flow for the simulation can be
found,
Javg =
1
Tsim
∫(
D(1−xD )+S1(1−xS1 )+S2(1−xS2 )+B (1−xB )
)
dt . (7.25)
Hence, if the average impurity flow is large, the control performance is poor. This
impurity flow value is a very simple measurement of controller performance. E.g.
the controlled temperatures can oscillate heavy around their setpoints, still giving
an acceptable value of the impurity flow.
Control performance requirement
A control performance requirement should be specified in order to determine
whether a simulation fulfils performance criteria or not. It is not possible to spec-
ify a maximum constraint for the impurity flow because it depends how the prod-
uct purities are specified for the actual plant. If all product purities are supposed
to be greater than 90%, it results in a maximum value of 0.1mol/min for the im-
purity flow since the nominal feed flow is 1.0mol/min. Strandberg & Skogestad
(2006) has used the following specifications; xD ≥ 0.975, xS1 ≥ 0.94, xS2 ≥ 0.94
and xB ≥ 0.975. Using these specifications give a corresponding impurity flow
of 0.0425mol/min, which is probably a too strict performance criteria since the
average impurity flow after a disturbance simulation is more than in nominal op-
eration.
Input uncertainty
Robust performance can be tested by input uncertainty. That means the plant
real input is not exactly the same as the controller output. This is illustrated in
Figure 7.9. u is the controller output, but the plant input is (I +WI )u, whereWI
is a diagonal matrix which elements decide the input gain error for the different
inputs;
diag(WI )=
[
w I ,L w I ,S1 w I ,S2 w I ,RL
]
. (7.26)
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Plant
WI
Feedback loop
yu
Figure 7.9: Input gain error.
Simulation number w I ,L w I ,RL w I ,S1 w I ,S2
1 −0.1 −0.1 −0.1 −0.1
2 −0.1 −0.1 −0.1 0.0
3 −0.1 −0.1 −0.1 0.1
...
...
...
...
...
40 0.0 0.0 0.0 −0.1
41 0.0 0.0 0.0 0.0
42 0.0 0.0 0.0 0.1
...
...
...
...
...
79 0.1 0.1 0.1 −0.1
80 0.1 0.1 0.1 1.0
81 0.1 0.1 0.1 0.1
Table 7.5: Input uncertainty simulation experiments. Simulation number 41 has
no gain error and the corresponding impurity flowwill be at its minimum value. A
complete table is given in Appendix B.
Hence, when this matrix is a zero matrix, there are no gain errors.
The performance of a controller can be tested for different errors in the input
gain, i.e. for differentWI ’s. The distillation model was therefore simulated with
different combinations of input gain errors for the two different MPC approaches
shown in Figure 7.4, and for the decentralized controller. TheMPC simulation pa-
rameters used were the same ones as given in Table 7.3 and 7.4. All four inputs
were tested with up to 10% gain error. Every combination was simulated in 81
different simulations shown in Table 7.5 (see Appendix B for a complete table).
The simulations lasted for 500min and the input gain error was constant during
the whole simulation. No disturbances occurred during these simulations. Fig-
ure 7.10 show the average impurity flow (from Equation (7.25)) plotted for the dif-
ferent simulations. As it can be seen fromFigure 7.10 it is clear that the supervisory
MPC generally results in less impurity flows.
An interesting result from Figure 7.10 is that gain errors in the side streams do
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Figure 7.10: Values of the total impurity flow for different input gain errors. De-
centralized control (black), single layer MPC (red), supervisory MPC (blue).
not affect the total setpoint error as much as the liquid split and the reflux flow.
From the simulation table we have that the nine first simulations only changes the
input gain for the side streams. In this interval (simulation 1 to 9) all controllers
gives around the same impurity flow. The same happens for other intervals where
only the side stream gains are changed (9 to 18, 18 to 27 etc).
Thus, the largest changes in the impurity flow come as a result of changes in
reflux and the liquid split. Gain errors in the side stream inputs do not seem to
affect the impurity to the same extent. For the decentralized controller it can be
seen that it is important to keep the uncertainty in the liquid split low, since it is
this input that makes greatest change on the impurity flow (see Figure 7.10 and
Table 7.5).
To make a better illustration of the consequences of uncertainties in the re-
flux and the liquid split, some more simulation tests were performed. These sim-
ulations had no gain error in the side stream inputs. The reflux and liquid split
ratio input gains were tested with up to 20% error (wL = −0.2. . .0.2 and wRL =
−0.2. . . 0.2), with an input change of 4% for each simulation (gives totally 121 sim-
ulations). These simulations also lasted for 500min. The results are shown in Fig-
ure 7.11 and 7.12. A similar plot is shown in Figure 7.13, this for the decentralized
controller.
Also these plots show that the MPC in addition to PI-control results in a more
robust performance, since the impurity flow function ismore flat with respect to
the input uncertainties. An interesting observation for the single layer MPC in Fig-
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Figure 7.11: Single layer MPC.
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Figure 7.12: SupervisoryMPC.
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Figure 7.13: Decentralized PI-control. When w I ,L was greater than 0.12 the simu-
lations resulted in error caused by computational issues.
ure 7.11 is that the uncertainties in reflux results in more impurity flows than un-
certainties in the liquid split. For PI-control (Figure 7.13), this is opposite. Without
considering this, the figures show that the decentralized controller has a generally
more flat impurity flow function than the single layer MPCwhen the uncertainties
are as big as 20%. When the uncertainties were maximum 10%, the single layer
MPC was more robust compared to the decentralized controller according to Fig-
ure 7.10.
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Effect of time delay
The MPC must be able to handle some time delay in the feedback loop. The con-
trollers were tested for different values of this time delay, and the results are shown
in Table 7.6. The time delay was set to the same value for all measurements. The
simulations lasted for 2000min with an occurring disturbance at time 500min.
We can see that the supervisory MPC achieves less impurity than the other
MPC approach. As we can see from the table, the decentralized controller is actu-
ally the best controller when time delay is present.
F +10% zS1 +20% RV +10% RV +50%
Single layer MPC
Time delay [min] 0 0.0396 0.0347 0.0357 0.0899
3 0.0563 0.0483 0.0460 0.0946
5 0.0863 0.0729 0.0708 0.1110
7 0.1255 0.1345 0.1189 0.1387
10 0.1928 0.1875 0.1807 0.1780
15 0.2490 0.2273 0.2358 0.3354
Supervisory MPC
Time delay [min] 0 0.0396 0.0350 0.0357 0.0538
3 0.0389 0.0400 0.0363 0.0737
5 0.0403 0.0418 0.0373 0.0800
7 0.0444 0.0472 0.0404 0.0926
10 0.0532 0.0544 0.0538 0.1099
15 0.0745 0.0749 0.0968 0.1466
Decentralized control
Time delay [min] 0 0.0404 0.0360 0.0374 0.0728
3 0.0442 0.0407 0.0379 0.0760
5 0.0443 0.0408 0.0383 0.0770
7 0.0444 0.0410 0.0389 0.0785
10 0.0446 0.0413 0.0408 0.0812
15 0.0451 0.0418 0.0471 0.0861
Table 7.6: Average impurity flow [mol/min] during disturbances for different time
delays.
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Robustness for different values of vapor bypass factor
Robust performance was also tested for different values of the vapor bypass fac-
tor introduced in Chapter 5. It is interesting to see how this new efficiency pa-
rameter affects the control performance. The Kaibel column model was simu-
lated using different values of this bypass factor spanning from 0.010 up to 0.100.
The results from these simulations are shown in Table 7.7. As explained in Chap-
ter 5, increased vapor bypass is compensated by increased reflux flow by the con-
troller. The controllers have a reflux flow saturation of 3mol/min, which gives very
poor performance when the bypass factor is too high (above 0.1). Hence, with the
specified constraint, the control problem becomes infeasible. The compared con-
trollers give approximately the same impurity flows for different bypass factors.
The supervisoryMPC gives slightly better performance for large bypassing factors.
F +10% zS1 +20% RV +10% RV +50%
Single layer MPC
Bypass factor 0.000 0.0396 0.0347 0.0357 0.0899
0.010 0.0389 0.0390 0.0355 0.0936
0.020 0.0390 0.0391 0.0355 0.0921
0.050 0.0390 0.0392 0.0354 0.0899
0.100 0.0531 0.0502 0.0489 0.1088
Supervisory MPC
Bypass factor 0.000 0.0396 0.0350 0.0357 0.0538
0.010 0.0389 0.0396 0.0360 0.0713
0.020 0.0391 0.0397 0.0362 0.0713
0.050 0.0400 0.0403 0.0372 0.0755
0.100 0.0607 0.0578 0.0570 0.0699
Decentralized control
Bypass factor 0.000 0.0404 0.0360 0.0374 0.0728
0.010 0.0400 0.0408 0.0381 0.0757
0.020 0.0407 0.0414 0.0388 0.0764
0.050 0.0449 0.0454 0.0434 0.0774
0.100 0.0680 0.0656 0.0649 0.0978
Table 7.7: Average impurity flow [mol/min] during disturbances for different val-
ues of the vapor bypass factor.
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EVALUATION OF ALTERNATIVE MPC
APPROACHES
This chapter presents a brief discussion on other MPC approaches that can be
used to control the distillation column. First, different optimization objectives are
discussed followed by a discussion on replacing temperature with product com-
positions as controlled variables such that an MPC can control the purities in-
stead of temperatures. After that, three alternative MPC designs, EMPC, NMPC
and QDMC, are briefly discussed for control of the Kaibel distillation column.
8.1 Optimization objectives
The implemented MPC was based on setpoints found by minimization of the to-
tal impurity flow from the distillation column. Strandberg (2009) presents other
objectives that can be optimized with respect to:
• Minimize energy usage
• Maximize profit
• Maximize throughput
The first item has an objective function equal to the total column energy con-
sumption, together with minimum constraints for the product purities. The sec-
ond item represents amore overall optimization objective, an economic objective,
which is probably themost important for an industrial company that operates the
column. Maximization of throughput is often relevant since increased feed flow
into the column results in increased profit (Aske, 2009). Thus, the objective func-
tion will be the negative feed flow, together with the purity constraints.
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8.2 Control of product compositions
For the implemented MPC combined with PI-control, both controllers (MPC and
PI controller) use the samemeasurements, the temperaturemeasurements. Hence,
the MPC’s control actions are computed from the objective of keeping the con-
trolled temperatures close to their respective setpoints. It is possible to let the
MPC compute optimal setpoints for the PI controllers by using the real objective
function, e.g. the total impurity flow. By using this approach, the product compo-
sitions must be known or estimated.
As mentioned earlier compositions can be measured by use of a gas chro-
matograph, but it will add a measurement delay of 10-20 minutes (Mejdell & Sko-
gestad, 1991). It is possible to estimate the compositions by an estimation algo-
rithm. Themeasurement that is often available on a distillation column is temper-
ature measurements. If all temperature measurements are collected in a vector θ
it is possible to obtain a linear estimator that gives estimates of the compositions
(Mejdell & Skogestad, 1991): 

xˆD
xˆS1
xˆS2
xˆB

=Kθ. (8.1)
The matrix K can be found using e.g. Principal Component Regression (PCR) or
Partial Least Squares Regression (PLS) (described inMejdell & Skogestad (1991)).
Figure 8.1 shows the block diagram of such an implementation.
By knowing the purities the MPC is able optimize over the real objective; the
total impurity flow. Let the impurity flow be denoted J , then a possible optimiza-
tion problem in theMPC can be
min J
subject to
xD ≥ 0.90,
xS1 ≥ 0.90,
xS2 ≥ 0.90,
xB ≥ 0.90.
The specified minimum constraints for the purities are of course different for dif-
ferent plants. Other constraints that also needs to be added to the optimization
problem above is the distillation model itself, and other minimum andmaximum
constraints, e.g. for the inputs.
The principle of using regulatory layer controlled measurements for estima-
tion of uncontrolled outputs that is related to the optimization objective is referred
to as ”inferential control” in Skogestad & Postlethwaite (2005).
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Figure 8.1: MPC on top of PI-control with a composition estimator.
8.3 Other MPC designs
DMC, EMPC and NMPC were introduced in Chapter 6 and a brief discussion of
theseMPC alternatives is done here.
Dynamicmatrix control
An ordinary DMC does not handle constraints in inputs and outputs, but the ”ex-
tended” version, the quadratic dynamic matrix controller (QDMC), handles con-
strained control. A QDMC uses step response coefficients instead of a state-space
model, as anMPC does. Ying & Joseph (1999) argues that QDMCs suffers of steady
state errors, inconsistent setpoints and does not take into account economic ob-
jectives.
Because of the need of step responses, a QDMC is most appropriate for tem-
perature control in a distillation column, and not other objectives.
Nonlinearmodel predictive control
AnMPC based on a nonlinear predictionmodel (NMPC) should be considered if a
linear MPC does not meet some specified performance criteria. A distillation col-
umn can be very ill-conditioned (Skogestad, 1997), i.e. be highly nonlinear, and it
may be appropriate to use a nonlinearMPC. The drawback of anNMPC is its com-
plexity; much time can be spent on implementation issues. An MPC combined
with a decentralized controller can therefore be preferred before an NMPC. The
inner decentralized control loop linearizes the plant as it is seen from the MPC
(Skogestad & Postlethwaite, 2005), such that a nonlinear plant can be close to a
linear plant the setpoints of the decentralized controller to the outputs.
There is another common trick to make the plant more linear as it is seen
from the MPC. It is possible to perform a logarithmic transformation of the mea-
surements to obtain more linear behavior. This is discussed in Kvernland (2008).
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Explicit model predictive control
Explicit model predictive control (EMPC) was also briefly discussed in the end of
Chapter 6 together with NMPC. The simpler implementation of an EMPC is an
advantage compared to an ordinaryMPC. However, themainmotivation for using
EMPC is its speed, which is good for processes with dominating time constants
less than the time it takes to solve the optimization problem. For slow processes
as distillation plants this is unlikely, hence this factor is not a motivation for this
project.
Online tuning is not possible for an EMPC because the pre-computed look-
up table must be recomputed for each change in the objective function or in the
constraints.
Therefore, the only motivation for using an EMPC to control distillation ar-
rangements is its simple implementation by a single look-up table and probable
a state estimator. To the author’s knowledge there does not exist any literature on
EMPC of distillation columns.
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APPROACH FOR MPC IMPLEMENTATION AT
THE LABORATORY COLUMN
The work done so far is hopefully important results for further work on the Kaibel
distillation column and later industrial use. Another important thing is to do a
practical implementation of the suggested MPCs such that better control perfor-
mance compared to decentralized control can be concluded or not. Unfortu-
nately, the laboratory column has not been available for experiments during this
work. Therefore, themeaningof this chapter is to present the laboratory columnat
Department of Chemical Engineering, and how an MPC implementation should
be done.
The chapter starts with a brief introduction to the laboratory column. Next,
some practical issues regarding implementation of an MPC are presented. A de-
scription of the software used to implement an MPC is done followed by some
suggestions to experiments that need to be performed on the column for imple-
mentation. The chapter ends with an implementation summary which lists the
things to be done before theMPC can be tested experimentally.
9.1 Laboratory distillation column
The laboratory Kaibel distillation column was briefly introduced Chapter 2. A pic-
ture of the column and a scaled drawing are shown in Figure 9.1. The drawing
shows the location of the temperature sensors installed to the column and the
four product outlets,D, S1, S2 and B , where methanol, ethanol, propanol and bu-
tanol are drained respectively. The laboratory column does not have any reflux
hold-up tank, which means that the condensed liquid from the condenser in the
top is separated directly into distillate product and reflux continuously.
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(a) Picture of pilot plant.
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(b) Scaled drawing of pilot plant.
Figure 9.1: Pilot plant at Department of Chemical Engineering (Strandberg, 2009).
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The amount of reflux versus the amount of distillate is determined by a valve
in the top of the column. The liquid split is also a simple valve which determines
how much liquid flow that goes into the prefractionator compared to the main
column. The column arrangement has totally five storage tanks, four for the prod-
ucts and one for holding the feed. The reboiler is also actually a tank containing a
heating element.
Valves
b
Liquid flow
Pulse-width operated
electromagnet
Product flow
Vapor flow
Figure 9.2: Valve construction.
The valve construction is shown in Figure 9.2.
A pulse-width signal operates an electromag-
net that control a swinging funnel which de-
termines where the liquid flow from the col-
umn section above goes. The time period of
the pulse-width signal is set in the computer
interface that is made for operation of the col-
umn. The input variable from the computer in-
terface that controls the valve is between 0 and
1. A value of 1 means that the valve is closed;
hence the product flow is zero. If the input
value is 0.2 and the pulse-width period is 10s,
the swinging funnel will stay in the same posi-
tion as in the figure for 8s and 2s in a position
where the liquid passes the product outlet.
If the prediction model in the MPC is
based on a parameter adjusted version of the
simulation model, the model inputs needs to
be mapped into the inputs available in the computer interface. This issue is dis-
cussed in Section 9.2.
Column dynamics
The column is similar to the simulation model when it comes to the pressure in-
side the column. It is constructed with an open vent, such that the pressure inside
goes to atmospheric pressure.
The laboratory column is apacked column1, anddoesnot havephysical stages.
The simulationmodel uses a specified number of stages which can work as an ap-
proximation of a packed column.
It was brieflymentioned in Chapter 3 that the equivalent size of the simulation
column is larger than the laboratory column. Thus, the laboratory column has
faster dynamic responses compared to the simulation column.
1A packed column is packed continuously with some kind of packing material instead of phys-
ical stages. The laboratory column is packed with so-called Raschig rings, which are small glass
cylinders.
84
CHAPTER 9. APPROACH FORMPC IMPLEMENTATION AT THE LABORATORY
COLUMN
Decentralized control
As mentioned earlier, the column has earlier been controlled with a decentralized
controller consisting of four PI controllers. Since, the distillate product flow is de-
termined by the same valve that controls the reflux there is no separate controller
for this flow. The bottom product flow is just set to a constant value. Hence, the
four PI controllers control the top product flow, the liquid split and the two side
streams. Temperature sensor T3 (see Figure 9.1b) has earlier been used for control
of the top product flow, TP5 for the liquid split, T7 for side stream 1 and T13 for
side stream 2.
The alcohols used in the feed have the following boiling temperatures (tb)
(Aylward & Findlay, 2008)

tb,methanol
tb,ethanol
tb,propanol
tb,butanol

=


64.7 °C
78.3 °C
97.3 °C
117.7 °C

=


337.9K
351.5K
370.5K
390.9K

 . (9.1)
It is desirable to drain a distillation product the same place where the column
temperature is close to the product boiling temperature, therefore the controlled
temperature setpoints must be chosen such this is fulfilled. The controlled tem-
peratures are all below the corresponding product outlet (D, S1 and S2), which
means that the controlled temperatures must be a little higher than the boiling
temperatures since the temperatures decreases upwards in the column. In earlier
laboratory experiments these setpoints have been used
yref=


T3ref
TP5ref
T7ref
T13ref

=


72.0 °C
83.0 °C
86.0 °C
105.0 °C

=


345.2K
356.2K
359.2K
378.2K

 . (9.2)
9.2 Model predictive controller
An MPC should improve temperature responses compared to the existing decen-
tralized control structure as we saw in Chapter 7.
Two different MPC approaches are emphasized in this thesis, an MPC that
controls the physical inputs directly and an MPC that operates via a regulatory
control layer. The MPC combined with PI-control indicated better performance
than the single-layerMPC in the simulations and sensitivity analysis done inChap-
ter 7. However, both alternatives are discussed here as possible laboratory imple-
mentations.
Inputs
If the prediction model is made from a fitted version of the simulation model,
i.e. grey box identification, the optimal inputs calculated by the MPC needs to
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bemapped into the inputs that are available in the computer interface controlling
the column. This is however not necessary for the supervisoryMPC approach, be-
cause the optimal inputs calculated are setpoints to the PI controllers, which are
the same ones as in the simulation model.
The liquid split valve is in fact implemented the sameway as in the simulation
model, i.e.
uRL =RL, uRL ∈ [0,1], (9.3)
where uRL is the computer interface input. For the distillate flow and the side
streams things becomes some different because of the valve construction like pre-
sented in Section 9.1. These mappings are as follows,
uD = 1−
D
L
, uD ∈ [0,1], (9.4)
uS1 = 1−
S1
L4,bottom
, uS1 ∈ [0,1], (9.5)
uS2 = 1−
S2
L7,bottom
, uS2 ∈ [0,1]. (9.6)
Where Li ,bottom means the total liquid flow at the bottom stage of column section
i , where the column section numbers are defined in Figure 3.5. These liquid flows
are not measured and therefore they need to be estimated. The reflux (L) comes
from the MPC, and does not need to be estimated. The nominal value from Ta-
ble 3.2 can be used for the distillate product flow (D).
Estimation of liquid flows
If the inputmappings given in Equation (9.5) and (9.6) are used in theMPC imple-
mentation, these liquid flows in column section 4 and 7 needs to be estimated. A
simple estimate would be the following
Lˆ4,bottom(t )= (1−RL(t ))L(t ), (9.7a)
Lˆ7,bottom(t )= Lˆ4,bottom(t )−S1(t ). (9.7b)
That is, the estimated liquid flows do not take the time delay of the liquid to go
from the top of the column down to the product outlet into consideration. It does
neither take the effect of heat loss into consideration. Heat loss leads to increased
liquid flow downwards the column because an amount of vapor is condensed at
each stage as explained in Chapter 5. Amore precise estimate of these liquid flows
is therefore presented next.
Consider the liquid flow that comes in at the top of column section 4 at time
t . An estimate of this flow can be
Lˆ4,top(t )= (1−RL(t ))L(t −θ3)+L3,heat loss(TS3), (9.8)
where θ3 is the time the liquid uses to flow through column section 3. The extra
amount of liquid that comes from column section 3 caused by heat loss is denoted
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L3,heat loss(TS3). Note that this amount depends on the temperatures in column
section 3, TS3 (see Equation (5.1)). Similar, estimates for the flows in the bottom of
column section 4 and 7 can be found;
Lˆ4,bottom(t )= Lˆ4,top(t −θ4)+L4,heat loss(TS4), (9.9a)
Lˆ7,bottom(t )= Lˆ4,bottom(t −θ7)−S1(t −θ7)+L7,heat loss(TS7). (9.9b)
Figure 9.3 shows the block diagrams of the two different MPC designs. The
single layer approach needs the presented input mapping and liquid flow estima-
tion in order to work, at least if the prediction model uses the original inputs. The
temperaturemeasurements are needed for the liquid flow estimation as indicated
in its block diagram. This is because of the extra liquid caused by heat loss in
Equation (9.9).
For the supervisory MPC approach there is no need for input mapping be-
cause the physical inputs only were added as measurements in order to constrain
them as we saw in Chapter 7. Hence, for this MPC implementation only the real
inputs need to be measured and constrained;
0≤uD ≤ 1, (9.10a)
0≤uRL ≤ 1, (9.10b)
0≤uS1 ≤ 1, (9.10c)
0≤uS2 ≤ 1. (9.10d)
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MPC
Input mapping
and liquid
flow estimation
L
RL
S1
S2
uD
uRL
uS1
uS2Temperature
measurements
(a) Single layer MPC.
MPC
T 3ref
TP5ref
T 7ref
T 13ref
uD
uRL
uS1
uS2
Temperature
measurements
kl
(b) Supervisory MPC. The decentralized controller is not drawn here
since it is already implemented.
Figure 9.3: Block diagrams showing how the two different MPCs should be imple-
mented at the laboratory.
88
CHAPTER 9. APPROACH FORMPC IMPLEMENTATION AT THE LABORATORY
COLUMN
9.3 Software implementation
Physical plant
I/O system
LabVIEW
OPC server
OPC Toolbox
MATLAB/Simulink
MPC Toolbox
yu
Figure 9.4: Data communication
setup.
The computer interface that is made as a part
of earlier work by Jens Strandberg is a LabVIEW
interface. This interface is further developed
in this work in order to include an MPC. The
LabVIEW software is connected to an I/O sys-
tem that translate the variable values into sig-
nals that controls the valves, and the other
way, converting sensor signals into tempera-
ture measurements. All temperature measure-
ments are available in LabVIEW and the con-
trol inputs aremanipulated from this program.
The MPCs that were implemented earlier
in this thesis was made in Simulink. It is desir-
able to use the same environment when con-
trolling the laboratory column with an MPC.
Therefore, some kind of communication be-
tween Simulink and LabVIEW is needed. OPC
(Object Linking and Embedding for Process
Control) is here very suitable for this use. OPC
is a standard that specifies the communication
of real-time plant data between control de-
vices from different manufacturers. LabVIEW
includes as an OPC server, which is a library
where all variables are stored. OPC Toolbox in
MATLAB contains an OPC client, which con-
nects to the OPC server such that it can access
the variables.
The data communication setup from the
MPC in Simulink to the physical plant signals
is shown in Figure 9.4. The OPC server can add a few seconds time delay to the
feedback loop, but of no consequence since the process has time constants mea-
sured in minutes. Table 7.6 in Chapter 7 confirms this even though the laboratory
has faster dynamics than the simulated column.
Simulink configuration
The Simulink part of the implementation is quite straight forward. TheMPC setup
in Simulink is shown as a block diagram in Figure 9.5. TheOPC client is configured
in a block called ”OPC Configuration” and by adding this to a Simulink diagram,
the simulation will automatically be a real-time simulation. The shared variables
can be read from the block ”OPC Read” and written to the block ”OPCWrite”. The
MPC itself is also just a simple block that uses the measurements and setpoints as
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Figure 9.5: Simulink diagram showing theMPC setup.
inputs and the process inputs as outputs. These outputs are shown in Figure 9.3
for the two MPC approaches considered. If a single layer MPC is used together
with a fitted prediction model, the MPC block must contain the input mapping
and liquid flow estimation as well.
9.4 Experiments to be performed
This section proposes some experiments that need to be done to identify a pre-
diction model and to tune the controllers. The section also suggests some experi-
ments that can be performed in order to test theMPC performance.
Identification
Before the MPC can be tested a prediction model needs to be found. Two ap-
proaches are possible for identification of the prediction model used by the MPC;
black box and grey box identification, which were introduced in Chapter 6. If black
box identification is used to identify a model of the laboratory column it is basi-
cally identified with use of simple step responses. A small step is then perturbed
at each input sequentially, and the responses of the outputs are recorded and fit-
ted to a low-order linear response. If black box identification is used, the input
mappings presented earlier can actually be avoided completely.
Another identification approach is to use the existing simulation model and
find suitable values for different model parameters that can be adjusted such that
simulation results are similar to experimental results. This is grey box identifi-
cation. The model parameters that can be adjusted for the Kaibel model are the
following:
• The efficiency parameter that was added to themodel (see Chapter 5)
• Heat transfer coefficient (see Chapter 5)
• Number of stages in each column section
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After suitable model parameters are found the model needs to be linearized in
order to be used in a linear MPC.
Tuning
If the supervisory MPC is chosen for control of the laboratory column the decen-
tralized controllers should be tuned properly as pointed out in the end of Chap-
ter 6. The Simple / Skogestad internal model control (SIMC) tuning rules (Sko-
gestad, 2003b) can be applied to find good tuning parameters for the controllers
in a simple way. The SIMC tuning rules require a first order approximation of the
process from themanipulated variable to the control variable. Since it is four ma-
nipulated variables controlling the laboratory column, four step responses around
steady state operation is required.
Testing ofMPC performance
The MPC should be compared with the existing decentralized controller to find
out howmuch the operation performance can be increased.
In earlier simulations the different controllers have been tested with different
steps in disturbances. As we remember from Chapter 3 themodeled disturbances
are
d =
[
V RV F zD zS1 zS2 q
]>
. (9.11)
These inputs can be varied at the laboratory column. E.g. if it is desirable to do a
step in the feed flow, the setpoint for the feed pump is changed. A step in the feed
composition, e.g. zS1 +20%, can easily be done by adding more ethanol into the
feed tank. Another possibility to test performance is to change the setpoints given
by Equation (9.2) while the column is in operation.
The simulations in Chapter 7 were compared by calculating the total impurity
flow. This can also be done at the laboratory, but not continuously since samples
must be taken from the product flows for later laboratory analysis in order tomea-
sure the purities exact.
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9.5 Implementation summary
The table below summarizes the MPC implementation procedure for the labora-
tory column.
1 Identify a predictionmodel
Two possible approaches:
a) Step responses from the inputs in open-loop.
b) Use existing simulation model and do a parameter adjustment (ef-
ficiency parameter, heat transfer coefficient and number of column
stages) to fit experimental data.
2 Linearize
Linearize the identified prediction model for use in the MPC.
3 Determine prediction horizon
Perform some disturbance responses in closed-loop with decentralized
controllers and set the prediction horizon at least to the same length as it
takes for the temperatures to settle. The MPC sampling time can be chosen
using the same ratio as in the simulationMPC;Ts =
Tsettling time
50 . Thus, theMPC
will then have a horizon length of 50 discrete time steps.
4 Implement the prediction model in MATLAB
Two possible approaches also here:
a) Single layer MPC: Use the linearized prediction model. Note that this
approach requires input mapping if the prediction model uses the
original inputs as we saw in Figure 9.3.
b) Supervisory MPC: Use Equation (7.21a) and (7.23) to find the predic-
tion model matrices. The decentralized control matrices G0 and G1
needs to be known. Note that the decentralized controllers needs to
be well tuned when this MPC approach is used. Add uD , uRL , uS1 and
uS2 as measurements for theMPC and add constraints on these mea-
surements as given in Equation (9.10).
Note that the linearized model to be used as a prediction model in the MPC
must be discretized using the same sampling time as theMPC; Ts .
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DISCUSSION
This chapter provides a discussion of the results that are obtained in this work.
Results from simulations thatwere done in themodel extension part are discussed
first, followed by discussions regarding model predictive control of the column
model and the laboratory column.
10.1 Model extension
Chapter 5 presented the simulation results after the simulation model was ex-
tended to include vapor bypassing to describe insufficient mixing at the column
stages. The product purities were plotted in Figure 5.2 for different bypass fac-
tors. This figure shows that all purities decrease except the bottom product purity,
which increases some. This behavior corresponds with a theoretical view since
when some vapor skips a stage in the column on its way upwards, the products
above the bottom product gets less pure because the distillation process is less
effective. This is why the vapor bypass factor also is referred to as an efficiency
parameter.
Effect of vapor bypassing
A surprisingly result is that only a small amount of bypassing is needed to do a con-
siderable change in the product purities in open-loop simulations. Only 1% (α =
0.01) vapor bypassing resulted in a total impurity flow of 0.0945mol/min when
the response has settled. The impurity flow without bypassing is 0.0439mol/min,
hence, the impurities has increased with 115%.
To check whether this is an effect that is special only for a Kaibel column,
the author performed some simple simulations on a binary distillation column
(”Column A”) from Skogestad & Postlethwaite (2005). The MATLAB code is given
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by Skogestad (1996). This 41-stage binary column was simulated with a vapor
boil-up of 3.000mol/min, a feed flow equal to 1.000mol/min and product flows
of 0.5000mol/min each. The initial impurity flow without vapor bypassing was
found to be 0.0136mol/min and with 1% vapor bypassing the impurity flow be-
came 0.0325mol/min, giving an impurity flow increase of 139%. This example
shows that vapor bypassing results in a significant increase in the impurity for an
ordinary binary column also, not only for a Kaibel column.
Control compensation
In closed-loop the controllers counteract increased vapor bypass with increased
reflux flow at the top of the column. Increased reflux makes the products above
the bottom more pure as mentioned in the distillation introduction in Chapter 3.
Increased reflux also leads to less product flow in the top since the condensed
liquid from the condenser is separated into reflux and top product flow.
When the vapor bypassing becomes too high the controllers are not able to
hold the temperature profile at its optimal position because of limited amount of
reflux. Simulations that were performed for the sensitivity analysis in Chapter 7
this happened in closed-loop when the bypassing was above 10%.
10.2 MPC simulations
Three differentMPCsweremade for control of theKaibel distillation columnmodel.
Their simulation results are discussed next.
The impurity flow plots (Figure 7.6) show that the MPCs perform better than
the existing decentralized controller for the tested disturbances. This is because
of the MPC’s ability to look forward with its prediction and to handle process in-
teractions in a more optimal manner. Especially two MPCs have been compared
in this thesis; a single layer MPC operating directly on the physical inputs, and a
supervisory MPC controlling the setpoints of a regulatory control layer.
Skogestad & Postlethwaite (2005) argues that a single layer optimal control
approach (referred to as ”Integrated optimization and control”) is not normally
used because of several reasons:
• Cost of modeling
• Difficulty of controller design
• Maintenance andmodification
• Robustness problems
The different MPCs have different temperature responses (Figure 7.5) which
are only comparable to some extent since they also depends on the chosen tuning
parameters. The tuning parameters were found using a trial and error approach
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with an objective to obtain fast and at the same time smooth output responses.
Generally it can be seen from the disturbance responses that the single layer MPC
with disturbance estimation (first design) achieves its setpoints relatively fast with
a smooth response. The second MPC design, singe layer MPC without a distur-
bancemodel made in MPC Toolbox, uses more time to achieve these setpoints.
Without anymodel errors, the single layer MPC and the supervisoryMPC give
quite similar performance. The nominal case, when no model errors are present,
is shown in Table 7.6 (when the time delay equals zero) for the tested disturbances.
The supervisory MPC has some better performance for the large disturbance in
the vapor split. A drawback of the supervisory MPC is that it has quite oscillatory
responses after the disturbances (Figure 7.5), but it should be possible to reduce
these oscillations by spending more time on tuning.
For the setpoint change simulation that was done in Chapter 7 (Figure 7.7), all
controllers, including the decentralized controller, achieved the setpoint in about
the same time. The difference between the decentralized control approach and
the MPCs is that the MPCs avoid much of the responses caused by process inter-
action, i.e. responses on other temperatures. The single layer MPCs reduce this
effect most.
As discussed in the section ”Simulation parameters” in Chapter 7, the first
MPC design needed considerable work on the tuning in order to achieve fast and
smooth responses. This highlights the difficulty of controller design as listed above,
since the supervisoryMPC approach achieved quite nice responses withoutmuch
tuning.
10.3 Simulations withmodel errors
Results from the section ”Sensitivity analysis” in Chapter 7 certainly shows that
a supervisory MPC is preferable compared to a single layer version in terms of
robustness. This correspondswith the list given above. The presented results do of
course also depend on the chosen tuning parameters, but this should not change
much of the discussion.
Input uncertainties
As we saw in the figures 7.10 -7.13 in Chapter 7, the supervisory MPC results in
less impurity flowswhen input uncertainties are present compared the single layer
MPC. The single layerMPCgives relatively large impurity flowwhen the reflux flow
is too low (Figure 7.10 and 7.11). For a decentralized controller, it is gain errors in
the liquid split that causes high impurity. Especially for too low values of RL, i.e.
too much liquid is leaded down the main column. As we can see from Figure 7.10
and 7.12, the supervisoryMPC gives less impurity flows for input uncertainties.
Since the supervisory MPC has an inner PI-control loop, this results in better
robust performance. This inner loop removes a lot of the input gain error and
makes the MPC control problem easier. Skogestad & Postlethwaite (2005) also
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Figure 10.1: Feasible areas when the maximum allowable impurity flow is set to
0.1mol/min.
states that an inner decentralized control loop linearizes the process seen from the
setpoints of the inner loop controllers, which gives a simpler optimization prob-
lem for theMPC.
Under the sensitivity analysis section it was also briefly discussed that uncer-
tainties in the side streams does not affect the impurity flow asmuch as uncertain-
ties in the liquid split and the reflux flow. This can be seen by comparing Table 7.5
with Figure 7.10. This is an important result that emphasizes the importance of
keeping uncertainties in the liquid split and the reflux flow inputs low for a Kaibel
column.
The 3D-plots from Chapter 7 were projected down to a two-dimensional plot
in Figure 10.1. The figure shows which area the impurity flow is less or equal to
0.1mol/min for the different control structures. An impurity flow of 0.1mol/min
corresponds to a minimum purity of 90% for the products if the output flows are
around their nominal values. As we can see in the figure, the largest covered area
is represented by the supervisory MPC, only giving poor performance for too low
values of RL. The plot has poor resolution since the decentralized controller seem-
ingly can not handle too low values of RL at all, but the low resolution is caused by
the number of simulations that were performed to create the plot. Hence, the per-
formance limit is somewhere between 0 and−0.04 for the decentralized controller.
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Effect of time delay
The supervisory MPC also gave better simulation results when time delays were
added to the measurements (see Table 7.6) compared to the single layer MPC. If
the same criteria as above is used (maximum impurity flow of 0.1mol/min), the
single layer MPC is able to handle time delays up to around 5min for the tested
disturbances. The supervisory MPC can handle around twice as much time delay.
It should be noted that the regulatory control layer also suffered from the same
time delays in the simulations, not only the MPC.
It was the decentralized controller that gave best performance when the pro-
cess where suffering from time delay. This is because the prediction models used
by the MPCs not were modeled with time delay. In this case, it can clearly be seen
that a poor prediction model leads to poor performance for anMPC, and a simple
PI-control structure gives better performance. However, it is unlikely that a tem-
perature controlled distillation would suffer of time delay as much as 15min. If
the column was controlled by measuring the purities, it is a reasonable time delay
because of slowmeasuring instruments, but it is not comparable since the column
is temperature controlled in this case.
Effect of vapor bypassing
The decentralized controller and the comparedMPCswere tested for different val-
ues of the vapor bypassing factor. The results were given in Table 7.7. The three
controllers give quite similar performance as we can see in the table. This is prob-
ably because that the vapor bypassing effect is counteracted by simply increasing
the reflux, which all three controllers manage easily.
10.4 Optimization objective
Normally, for a two layer control approach different outputs are controlled in the
different layers. For the supervisoryMPCmade in this thesis both layer objectives
is to control the four selected temperatures to their setpoints. Therefore, a com-
position estimator that was presented in Chapter 8 can be preferable for more op-
timal control of the column. It will be more optimal because the pre-computed
temperature setpoints that are used now, changes when disturbances occurs. By
knowing the purities the MPC will be able to optimize over the real objective that
is used in this thesis; the total impurity flow.
10.5 Implementation at the laboratory column
Issues regarding implementation of an MPC were presented in Chapter 9. The
MPC needs a prediction model that must be identified. Two possible identifica-
tion methods are black box or grey box identification. As mentioned in Chapter 6,
simple step responses are the most common industrial practice, which is black
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box identification. This is clearly the simplest approach to identify the laboratory
column.
It is interesting to fit the existing model to the laboratory column in order to
understand more of the column dynamics. The motive for adding the efficiency
parameter was to describe a physical effect that happens in real columns, includ-
ing the laboratory column. By fitting the simulation model to the laboratory col-
umn the equivalent number of stages, heat loss and the efficiency parameter can
be estimated and from there it can be concluded whether e.g. the column suffers
of to high heat loss. Parameter fitting is amuch harder identification problem than
a simple step response approach and require a lot of experimental data. Kvernland
(2008) also concluded this.
Hence, identification by use of step responses is the fastest and most simple
way to obtain a prediction model, but it does not give any new information about
the column dynamics. Since the laboratory column is built for research purposes
it is probably most interesting to do a parameter adjustment to learn more about
the Kaibel column.
A single layerMPC versus a supervisoryMPCwas also compared in Chapter 9.
Because of the inputmappings caused by the valve constructions, the supervisory
MPC approach is preferable since it does not require this input mapping at all.
However, this approach needs a well tuned regulatory control layer, which can be
time-consuming.
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CONCLUSION
Themain focus of this work has been to do amodel extension to the existing simu-
lationmodel, and describe and implementmodel predictive control for the Kaibel
column. In addition, do some sensitivity analysis of model errors and describe an
approach for MPC implementation at the laboratory column.
11.1 Concluding remarks
The efficiencyparameter thatwas added to theKaibelmodel describes insufficient
vapor mixing that happens between column stages in a distillation column. The
parameter decides howmuch vapor that is bypassed to two column stages above.
The total impurity flow increases when this bypassing increases. In open-loop,
simulations have shown huge effect on the impurity flows only for small amounts
of this bypassing. Simulations of a binary column gave similar results; hence the
large increase in the total impurity flow is not particular for a Kaibel column. In
closed-loop, increased reflux compensates against the effect of increased vapor
bypassing. The limited amount of reflux gives an infeasible control problemwhen
the bypassing becomes too large.
The developed MPCs performed better than the existing decentralized con-
troller in simulations on the Kaibel column model. Typically improvements that
can be seen from the temperature responses are less interaction between the con-
trolled temperatures, and in some cases faster settling time.
The author has chosen to compare a single layer based MPC and a supervi-
sory MPC that controls the setpoints of a regulatory control layer in the thesis.
Withoutmodel errors, these twoMPC approaches have given quite similar perfor-
mance. Whenmodel errors are present, there is a major difference between these
two approaches. Simulations have shown better robustness properties of the su-
pervisory MPC. The MPCs have been tested with different gain errors on the in-
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puts, together with different time delays from the measurements and in addition,
for different values of the efficiency parameter that was added to the model. The
supervisory MPC have shown considerable better performance when gain error
and time delay is present compared to the single layer approach.
Simulations with gain errors on the inputs showed more loss (increased im-
purity flows) for errors in the reflux and the liquid split than the side streams, in-
dependent of the controller. This indicates that it is important to keep the uncer-
tainty in the reflux and liquid split input low when operating a Kaibel column.
Other MPC alternatives have been briefly discussed. An inferential control
structure can be appropriate for control of a Kaibel column, that is estimation
of the purities and let the MPC optimize over these purity estimates. Explicit
MPC (EMPC), nonlinear MPC (NMPC) and a quadratic dynamic matrix controller
(QDMC) are also discussed as possible approaches for control of the column. A
QDMC approach is most appropriate for temperature control only. An NMPC can
be suitable for a highly nonlinear process as a distillation column, but it results
in a complex implementation, and a supervisoryMPC is considered as preferable.
An EMPC does not support the ability for online tuning and in addition, its main
motivating factor which is the computation speed is not necessary for a slow dis-
tillation process.
When it comes to implementation of an MPC at the existing laboratory facil-
ities at Department of Chemical Engineering, a supervisory MPC is suggested for
use. Its robustness properties, together with an easier implementation make this
MPC approach as the recommended one. A parameter adjustment of the simula-
tion model is recommended as the way to obtain a prediction model for theMPC.
Using a fitted simulation model and a single layer MPC require a quite complex
input mapping which is why the supervisory is easier for implementation.
The main conclusions of the thesis can then be summarized:
• Including physical effects to the simulationmodel like the efficiency param-
eter helps for further understanding of the column dynamics. This physi-
cal effect leads to increased impurity flows, but can be counteracted by in-
creased reflux flow, as long as the reflux is below its maximum saturation
limit.
• An MPC performs better than a decentralized controller such that it is eas-
ier to achieve the lower energy consumption that characterizes a Kaibel col-
umn. Especially a supervisoryMPCgivesmuch better performance than the
existing decentralized control structure, in terms of dynamic behavior and
robustness.
• A supervisory MPC is found to be the most appropriate MPC approach for
control of the Kaibel column, both in simulations and for implementation
at the laboratory column.
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11.2 Contributions provided by this thesis
The existing simulation model does not include enough physical effects such that
experimental results canbe explainedproperly fromcomputer simulations. Adding
the efficiency parameter to the model would hopefully make it easier to under-
stand the dynamics of a Kaibel distillation column especially in further work.
To the author’s knowledge model predictive control has never been used to
control a Kaibel distillation column and this can be an important contribution for
making the industry prefer a Kaibel distillation column compared to a conven-
tional column setup in the future.
11.3 Suggestions for further work
The lists below presents further work to be done regardingMPC on the Kaibel col-
umn.
• Use experimental data to identify the adjustable parameters in the simula-
tion model in order to fit experimental and simulation results.
• Perform an experimental test of the MPC and compare with decentralized
control.
• Develop a composition estimator such that an MPC that optimizes over the
total impurity flow can be made.
• Develop an NMPC too see if it improves the performance results given by
the supervisory MPCmade in this work.
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Appendix A
Derivation of PI-control matrices
The discrete decentralized PI controller was given in Chapter 7 as
uk = uk−1+G0(ys,k − yk)+G1(ys,k−1− yk−1), (A.1)
where the matrices G0 and G1 contain the controller parameters. This appendix
shows how these matrices are derived.
A PI controller represented in the time-domain is written as
u(t )=Kc
(
e(t )+
1
τI
∫t
0
e(τ)dτ
)
, (A.2)
where the tuning parameters Kc and τI is the proportional gain and the integral
time respectively. The integral term itself is then written as
1
τI
∫t
0
e(τ)dτ=
u(t )
Kc
−e(t ). (A.3)
The integral term can be divided into two integrals, as follows
∫t
0
e(τ)dτ=
∫t−Ts
0
e(τ)dτ+
∫t
t−Ts
e(τ)dτ, (A.4)
where Ts is the sampling time of the controller. Using the two last equations gives
the following relationship,
u(t −Ts)
Kc
−e(t −Ts)=
∫t−Ts
0
e(τ)dτ. (A.5)
The last integral term from Equation (A.4) can be approximated by use of the
Trapezoidal rule; ∫t
t−Ts
e(τ)dτ≈
1
τI
(
Ts
2
(e(t )+e(t −Ts))
)
. (A.6)
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By replacing t with kT from the time-domain representation and inserting the
integral terms gives the discrete PI controller;
uk =Kc
(
ek +
(
uk−1
Kc
−ek−1
)
+
1
τI
Ts
2
(ek +ek−1)
)
= uk−1+Kc
(
1+
Ts
2τI
)
ek −Kc
(
1−
Ts
2τI
)
ek−1. (A.7)
ek is the setpoint deviation ys,k − yk . Hence, the matrices G0 and G1 in Equa-
tion (A.1) for a multiple input multiple output PI controller would be
G0 =


Kc ,1
(
1+ Ts2τI ,1
)
. . .
Kc ,nu
(
1+ Ts2τI ,nu
)

 , (A.8a)
G1 =


−Kc ,1
(
1− Ts2τI ,1
)
. . .
−Kc ,nu
(
1− Ts2τI ,nu
)

 . (A.8b)
Appendix B
Gain error simulation table
Table B.1 (next page) shows a list of the input uncertainty simulations that were
performed in Chapter 7. The table shows the simulations when the gains for the
inputs L, RL, S1 and S2 were changed.
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Simulation Simulation
number w I ,L w I ,RL w I ,S1 w I ,S2 number w I ,L w I ,RL w I ,S1 w I ,S2
1 −0.1 −0.1 −0.1 −0.1 41 0.0 0.0 0.0 0.0
2 −0.1 −0.1 −0.1 0.0 42 0.0 0.0 0.0 0.1
3 −0.1 −0.1 −0.1 0.1 43 0.0 0.0 0.1 −0.1
4 −0.1 −0.1 0.0 −0.1 44 0.0 0.0 0.1 0.0
5 −0.1 −0.1 0.0 0.0 45 0.0 0.0 0.1 0.1
6 −0.1 −0.1 0.0 0.1 46 0.0 0.1 −0.1 −0.1
7 −0.1 −0.1 0.1 −0.1 47 0.0 0.1 −0.1 0.0
8 −0.1 −0.1 0.1 0.0 48 0.0 0.1 −0.1 0.1
9 −0.1 −0.1 0.1 0.1 49 0.0 0.1 0.0 −0.1
10 −0.1 0.0 −0.1 −0.1 50 0.0 0.1 0.0 0.0
11 −0.1 0.0 −0.1 0.0 51 0.0 0.1 0.0 0.1
12 −0.1 0.0 −0.1 0.1 52 0.0 0.1 0.1 −0.1
13 −0.1 0.0 0.0 −0.1 53 0.0 0.1 0.1 0.0
14 −0.1 0.0 0.0 0.0 54 0.0 0.1 0.1 0.1
15 −0.1 0.0 0.0 0.1 55 0.1 −0.1 −0.1 −0.1
16 −0.1 0.0 0.1 −0.1 56 0.1 −0.1 −0.1 0.0
17 −0.1 0.0 0.1 0.0 57 0.1 −0.1 −0.1 0.1
18 −0.1 0.0 0.1 0.1 58 0.1 −0.1 0.0 −0.1
19 −0.1 0.1 −0.1 −0.1 59 0.1 −0.1 0.0 0.0
20 −0.1 0.1 −0.1 0.0 60 0.1 −0.1 0.0 0.1
21 −0.1 0.1 −0.1 0.1 61 0.1 −0.1 0.1 −0.1
22 −0.1 0.1 0.0 −0.1 62 0.1 −0.1 0.1 0.0
23 −0.1 0.1 0.0 0.0 63 0.1 −0.1 0.1 0.1
24 −0.1 0.1 0.0 0.1 64 0.1 0.0 −0.1 −0.1
25 −0.1 0.1 0.1 −0.1 65 0.1 0.0 −0.1 0.0
26 −0.1 0.1 0.1 0.0 66 0.1 0.0 −0.1 0.1
27 −0.1 0.1 0.1 0.1 67 0.1 0.0 0.0 −0.1
28 0.0 −0.1 −0.1 −0.1 68 0.1 0.0 0.0 0.0
29 0.0 −0.1 −0.1 0.0 69 0.1 0.0 0.0 0.1
30 0.0 −0.1 −0.1 0.1 70 0.1 0.0 0.1 −0.1
31 0.0 −0.1 0.0 −0.1 71 0.1 0.0 0.1 0.0
32 0.0 −0.1 0.0 0.0 72 0.1 0.0 0.1 0.1
33 0.0 −0.1 0.0 0.1 73 0.1 0.1 −0.1 −0.1
34 0.0 −0.1 0.1 −0.1 74 0.1 0.1 −0.1 0.0
35 0.0 −0.1 0.1 0.0 75 0.1 0.1 −0.1 0.1
36 0.0 −0.1 0.1 0.1 76 0.1 0.1 0.0 −0.1
37 0.0 0.0 −0.1 −0.1 77 0.1 0.1 0.0 0.0
38 0.0 0.0 −0.1 0.0 78 0.1 0.1 0.0 0.1
39 0.0 0.0 −0.1 0.1 79 0.1 0.1 0.1 −0.1
40 0.0 0.0 0.0 −0.1 80 0.1 0.1 0.1 0.0
81 0.1 0.1 0.1 0.1
Table B.1: Input uncertainty simulation experiments.
