An optimization technique is used to determine the pairwise interactions between amino acids in globular proteins. A numerical strategy is applied to a set of proteins for maximizing the native fold stability with respect to alternative structures obtained by gapless threading. The extracted parameters are shown to be very reliable for identifying the native states of proteins (unrelated to those in the training set) among thousands of conformations. The only poor performers are proteins with heme groups and/or poor compactness whose complexity cannot be captured by standard pairwise energy functionals.
Introduction
A knowledge of the interaction potentials between amino acids is of crucial importance both for predicting the three-dimensional structure of a protein's native state and for designing novel proteins, folding on a desired target conformation (Bauer & Beyer 1994 , Bowie, Lüthy & Eisenberg 1991 , Bryant & Lawrence 1993 , Casari & Sippl 1992 , Godzik, Kolinsky & Skolnick 1992 , Goldstein, Luthey-Shulten & Wolynes 1992 , Socci & Onuchic 1994 , Huang, Subbiah & Levitt 1995 , Jones, Taylor & Thornton 1992 , Ouzounis, Sander, Sharf & Schneider 1993 , Bowie & Eisenberg 1994 , Dandekar & Argos 1994 , Kolinsky & Skolnick 1994 , Levitt 1976 , Levitt 1983 , Skolnick, Kolinsky, Brooks, Godzik & Rey 1993 , Sun 1993 , Wallqvist & Ullner 1994 , Deutsch & Kurosky 1996 , Srinivasan & Rose 1995 , Creighton 1993 , Branden & Tooze 1991 , Anfinsen 1973 . This builds on the assumption that the interactions between amino acids (and the solvent) are principally responsible for driving the folding of a protein to its native state. This is supported by considerable experimental evidence that the native states of many globular proteins correspond to free energy minima (Anfinsen 1973 , Wolynes, Onuchic & Thirumalai 1995 , Creighton 1993 , Branden & Tooze 1991 .
On a microscopic scale, all-atom potentials are used to carry out "first principle" molecular dynamics for folding (van Gunsteren 1989 ). Due to the high level of details included in such calculations, the folding processes of short peptides can be followed only for rather short time-scales (of the order of 1 µs as in Duan & Kollman (1998) ). While the impact of such "ab initio" calculations is destined to grow rapidly, at present, highly satisfactory results can be obtained by adopting mesoscopic phenomenological approaches. Within this framework, a commonly used approach is to avoid a detailed description of an amino acid but represent it as a sphere or an ellipsoid centered on the C α or C β position (Maiorov & Crippen 1992 , Srinivasan & Rose 1995 , Sun, Brem, Chan & Dill 1995 ). This coarse-grained procedure amounts to integrating out the fine degrees of freedom of a peptide chain and introduces effective interactions between the surviving degrees of freedom.
One commonly used strategy to extract coarse grained potentials between pairs of amino acids has been proposed by Miyazawa & Jernigan (1985) . The method is based on the quasichemical approximation and it entails the calculation of pairing frequencies of amino acids observed in native structures of naturally occurring proteins. Similar approaches have been reviewed by Sippl (1995) and Wodak & Rooman (1993) . Thomas & Dill (1996) have recently tested the validity of this procedure on exactly solvable lattice models for proteins. In all the cases they considered the extracted potentials did not correlate too well with the true potentials, although the two sets shared a common trend.
A different strategy for extracting potentials was suggested by Maiorov & Crippen (1992) and recently an optimized version has been introduced (van Mourik, Clementi, Maritan, Seno & Banavar 1998 . Rigorous tests, similar to the ones in Thomas & Dill (1996) , carried out both for lattice and off-lattice models have shown that the optimized strategy converges to the exact potentials for increasing chain length and/or number of proteins in the training set. The method, explained in detail in section 4, uses the following basic ingredients: the potentials parametrizing a suitably chosen Hamiltonian must be such that the energy of a protein sequence in its own native state is lower than in any other alternative conformations that the protein can attain. For each sequence this yields a set of linear inequalities involving the unknown interaction potentials. Two key points need to be addressed carefully when applying this procedure: the parametrization of the Hamiltonian and the generation of alternative conformations. If the parametrization of the energy is too poor and/or there are unphysical conformations among the decoys (i.e. violating steric contraints), then no consistent solution can be found (unlearnable problem, for an example see van Mourik et al. (1998) and Vendruscolo, Najmanovich & Domany (1999) ) . On the other hand, if the parametrization is reliable and there are no unphysical decoy conformations, the energy parameter satisfying the inequalities lie in a convex region of parameter space. While all points inside the cell satisfy the whole set of inequalities, there is an optimal point, typically equidistant from the hyperplanes bounding the cell. The potential parameters corresponding to the optimal point, ensure that the native states of proteins are maximally stable with respect to alternative structures. Our strategy aims at pinpointing the optimal solution, while the original Maiorov and Crippen strategy stopped when reaching an unspecified sub-optimal point inside the cell. Our approach differs from the one employed in (Maiorov & Crippen 1992 ) also because of the different interaction matrix: in our scheme (as in Miyazawa & Jernigan (1985) or Kolinsky et al. (1993) ) the interaction energy of amino acids pairs does not depend on their sequence separation, while a complementary strategy was followed by Maiorov and Crippen. In the next Section we introduce the coarse grained model for proteins and give an overview of the optimal potential extraction technique. The latter is discussed in detail in Section 4. An assessement of the performance of extracted potentials, and a comparison with previously known interactions, are given in Section 3.
Theory

The Model
We choose not to introduce any subdivision of amino acids in classes and retain the full repertoire of 20 types. As is customary, we used a simplified representation of protein structures and replaced amino acids with a centroid placed at the C β position (Srinivasan & Rose 1995) . A fictitious C β was constructed for glycine and for amino acid entries without it, by using standard rotamer angles following Park & Levitt (1996) .
The basic assumption is that the stable structure of a protein is determined by several factors, that can be ultimately reduced, through an averaging process, to effective contact interactions between amino acids. Thus, we postulate the existence of a functional of the contacts between protein residues, which is in correspondence with the protein energy. The values attained by such a functional should relate to the degree of stability of the conformations housing the sequence.
The strength of a contact between two amino acids whose C β 's are at positions r 1 and r 2 is defined according to the following form, which is a smooth approximation to a stepwise contact function with cutoff at 8.0Å:
The smooth nature of ∆(0, r) ensures that our results are not very sensitive to the actual form of ∆(0, r). For simplicity of notation, in the following, we will indicate contact maps with the symbol ∆.
Two Hamiltonian forms for the energy of a sequence S on a structure Γ were considered. First we adopted the following contact energy function:
where the sum is over all pairs of non-consecutive residues, N is the protein length and A i is the amino acid type (there are altogether 20 types) at r = r i . ǫ is the 20 × 20 matrix of contact energies. Since ǫ is symmetric, there are only 210 distinct entries in the matrix. We also considered a second form with 20 additional terms related to the degree of solvation of amino acid types:
The very last sum in (3) corresponds to the total number of contacts of the ith residue and reflects its degree of burial. Accordingly, polar amino acids, typically residing at a protein's surface are expected to have solvation parameters, ǫ(0, A), larger than the hydrophobic ones. Expression (3) is formally equivalent to (2) in that it can be rearranged to obtain a unique sum involving just 210 terms:
(4) Nevertheless, using our strategy to extract energy parameters, expressions (2) and (3) turn out not to be equivalent. In expression (3), the coefficients multiplying ǫ(0, A) are large with respect to those pertaining to the general ǫ(A, A ′ ) entries. The solvation term will accordingly give a significant contribution to the energy of a sequence. This feature was shown to be very useful to discriminate the native state of a protein from decoy structures (Park & Levitt 1996 , Dahiyat & Mayo 1997 . Furthermore, by using (3), it is possible to estimate the solventamino acid interaction, a procedure not carried out by Maiorov & Crippen (1992) .
The interaction parameters appearing in eq. (2) and (3) are not completely independent since the energy scale can be fixed arbitrarily 1 . To remove this degree of freedom, we choose to set the norm of the vector describing the potentials to 1,
Optimal strategy
The key prescription at the heart of the potential extraction scheme is that a protein sequence attains the lowest possible energy when mounted on its correct native state. Hence, assuming that the energy parametrizations (2) and (3) are reliable, the correct potentials will be such that the native state has the lowest energy when compared to alternative conformations. The first step of the analysis was to compile a list of non-homologous proteins representing a variety of folds (see section 4 for details). For each protein sequence in this training set, S i (with known native state Γ i ), the alternative structures are obtained by threading on conformations in the training set of equal or longer length (Jones et al. 1992) . Thus, for the correct set of potentials:
for all the decoy structures, Γ D , obtained by threading. Therefore, for each sequence in the training set, one obtains an array of inequalities. Due to the finite number of proteins in the training set, the whole ensemble of inequalities will be satisfied by more than a single set of potentials. Indeed, there will typically be a whole region of points in parameter space each corresponding to a set of potentials consistent with inequalities (6). The optimal solution is attained by simultaneously maximizing the stability gap for all proteins in the set. The stability gap is defined as the smallest energy difference between a protein's native state and one of the decoy conformations. The optimal stability requirement implies that the following inequalities should hold simultaneously for each training protein
where c is a positive quantity to be made as large as possible, the Γ D 's belong to the set of decoy conformations and the energy interactions satisfy to (5). The function f in the denominator of (7) is a function of the structural distance between Γ D and Γ i . This serves the purpose of making inequalities (7) more stringent when mounting S i on structurally dissimilar conformations. We used three different trial functions for f :
For the distance function D(Γ, Γ ′ ), appearing in eq. (7), we used the Euclidean distance in contact-map space:
can be viewed as a close relative in terms of contact maps of the standard distance root mean square deviation (DRMSD) but related to our definition of the energy functional.
By threading the training sequences on longer structures, we generated the whole set of inequalities (7). Each of these identifies a hyperplane in parameter space dividing space into two semi-infinite regions; one of which is compatible with the inequality and contains the physical set of parameters (van Mourik et al. 1998) . When more inequalities are used, the physical region containing the correct parameters reduces to the intersection of all physical hyperspaces. Eventually, the region reduces to a small, convex cell (not necessarily closed) whose walls are determined by a number of inequalities of the order of the dimension of parameter space.
The optimal point in the cell is found by using perceptron strategy, as described in Section 4. This procedure has been shown to converge to the true potential when used in exact models where rigorous test are available (van Mourik et al. 1998) . It is also possible that parametrizations (2) or (3) may not be sufficient to guarantee that a solution to inequalities (7) exists. Indeed, if the decoys structures are very competitive with the native structures, three or further body interactions might be necessary to solve inequality (7) consistently (Vendruscolo et al. 1999 ).
This procedure differs significantly from the one of Maiorov & Crippen (1992) where the parameters were determined in a sub-optimal manner.
Results and discussion
We succeeded in finding an optimal solution to the different systems of inequalities (7): the optimal parameters obtained for Hamiltonians (3) and f = 1 are given in table 1.
We found that only a tiny fraction of all inequalities (7) determine the optimal stability solution (more or less 100 out of 1551196 according to the f used or whether solvation term is present). It is important to ensure that the optimal solution does not fluctuate wildly when stringent inequalities are added or removed. To check this, we eliminated the 100 most stringent inequalities. Even though this completely replaces the walls of the physical cell, the new optimal solution slightly differed from the first one: representing the parameters in a 230-dimensional vector space the two vectors were only 15 o apart 2 . Such a degree of correlation is significant because the expected angle between two uncorrelated vectors in a space of ≈ 200 dimensions is about 90 o ± 4 o . This gives confidence in the robustness of the procedure and the statistics of the training set.
The optimal parameters extracted with different trial forms of f in (7) were also closely correlated. As summarized in table 2, their relative angle was always less than 15 o . On the contrary, sub-optimal vectors, for which inequalities (7) are satisfied for c ≈ 0 (in which case the detailed form of f is not relevant) form, on average, an angle of 50 0 with the optimal solution. This fact underscores the importance of introducing an extremal criterion when maximizing (7).
The extracted solvation parameters showed a very good correlation (0.67 correlation coefficient) with the hydrophobicity scales as given by Creighton (1993) . As shown in Fig. 4 .2, the agreement is quite good except, perhaps, for proline. The discrepancy with proline finds a natural explanation within the scheme that we used. In fact, while the hydrophobicity scales in Fig. 4 .2 relate to the propensities of individual, isolated amino acids, the solvation parameter reflects also their structural functionality in a peptide context. In fact, because the prolines are typically located in loop regions, they appear to have an effective hydrophilic propensity larger than their bare value.
Finally, we carried out a stringent validation of the extracted potentials by performing a blind groundstate recognition on a test set. The test set (see Table 3 )was comprised of proteins taken from those used in Miyazawa & Jernigan (1996) and chosen so that they would meet some of the criteria used to select the training set (see section 4). We deliberately introduced proteins with hetero groups, low degree of compactness and also pairs with high structural homology. In all cases we ensured that no protein in the test set had a significant degree of structural homology with those in the training one.
We took, in turn, the sequences of the test set and threaded them on structures in the set with equal or longer length. Hence, we checked whether using the optimal potential parameters of Table 1 , the true native state was recognized as the lowest energy one. Indeed, this turned out to be the case for all but 6 proteins. No higher success rate was found on using some other known sets of potentials consistent with the form of our Hamiltonian.
Another relevant quantity related to the performance of the algorithm is given by the number of wrongly satisfied inequalities of type (7) for the test set. This quantity shows a much higher degree of variability than the number of correctly identified ground states and is given in column 3 of Table 4 .2. It can be seen that the optimal parameters extracted with the solvent and f = 1 perform far better than those without the solvent and previously extracted ones. It also appears that, enforcing optimality provides a dramatic reduction of wrong inequalities compared to the sub-optimal cases. This provides a sound a posteriori justification for the optimal extraction procedure as well as giving confidence in the parameters.
The few cases where the extracted potentials fail are due to one of the following situations: a) the native protein is not too compact or b) it contains stabilizing hetero groups. Situations in which a highly homologous structure has a lower energy score than the native one are not deemed as errors. A typical energy/structural distance plot is shown in Fig. 5 . It is apparent that homologous structures have energies similar to that of native conformations, while distant structures lie higher in energy. Some differences in the performance were observed for the sets of 210 and 230 potentials. While the latter only fail to recognize native states containing heme groups etc., the former occasionally fail to recognize the native states with no atypical feature (e.g. interleukin-4, 1rcb). For proteins with heme groups, several structures score better: they usually present a smaller number of contacts than the native structure being less compact than the native state. This is possibly related to the presence of proline in an unusually buried position, namely the heme pocket. In fact, due to the high effective solvation term assigned to proline, the native structure is penalized with respect to decoy ones where it is confined in more solvent-exposed positions.
An interesting case where the failure relates to a non-compact protein, is given by trp aporepressor (3wrp), for which several better scoring decoys exist. The explanation lies in the fact that 3wrp is always found as a dimer: the side of the protein binding its counterpart has non-polar surface residues usually in contact with non-polar residues on the other dimer, which is not accounted for by our procedure.
Nevertheless, the algorithm appears to work in other instances of non-compact conformations such as troponin c (4tnc) and calmodulin (1cll) and on some cytochrome-c as 1ccr or 1yeb, showing that the optimization procedure succeeds in extracting a potential with a wider applicability range than that given by the folds used in the training set.
Over 15 different pairs of homologous structures (contact map distance less than 0.1), the energy functional is able to rank the true native state as the lowest in just 8 cases. In the other cases the native state attains an energy value slightly higher than the homologous one. As expected, the simple contact potential cannot distinguish the native state among very similar structures but it consistently assigns similar value of energy to similar conformations according to the degree of similarity (see Fig. 5 ).
It is important to note that there is a well-defined trend for the protein ground-state energies as a function of protein length. Deviations from this typical trend could be used to assess the reliability of the predicted fold of a sequence with unknown structure (Fig. 6) .
Methods
Protein data sets
We selected 142 protein structures from PDB (Bernstein, Koetzle, Williams, Meyer, Brice, Rodgers, Kennard, Shimanouchi & Tasumi 1977), listed in Tab. 5, with lengths varying from 36 to 823, following criteria very similar to Maiorov & Crippen (1992) . For each reference protein, we built a set of alternative conformations by threading its sequence on all the other structures in the set with a greater or equal number of amino acids. As explained in Jones et al. (1992) , threading a sequence of L amino acids on a structure, Γ ′ , of length L ′ > L, involves mounting the sequence on all the (L ′ − L + 1) segments (of contiguous amino acids) taken from Γ ′ . This procedure assigns the contact map of the threaded segment to the threading sequence. The inherited contact map is used to calculate the energy of the sequence in the alternative, threaded, conformation, and compared with the energy in its native state, which is required to be the global energy minimum.
Only single chain structures have been selected in order to avoid the occurrence of interchain contacts between amino acids, that are not detected by our procedure and that could cause the stabilization of hydrophobic residues on a protein's surface. Considering multiple chain structures would have introduced spurious effects in the extracted potentials, since inter-chain contacts would not be present in threaded conformations. For simplicity, however, we decided to retain proteins which may be found in polymeric forms. Because the presence of large hetero groups can distort the usual geometry of dihedral angles between amino acids and cannot be treated in a simple way by a pairwise potential, we discarded protein structures with high percentages of non-water HETATM records in their PDB files (like HEM or CPS groups).
We used the classification of 3-D protein structures SCOP (Murzin, Brenner, Hubbard & Chothia 1995) to select proteins spanning a wide range of different three dimensional folds: no pair of proteins in our training set belong to the same SCOP family. Furthermore, we have included only proteins in the first 4 SCOP classes: all-α, all-β, α/β and α + β proteins. Cell membrane or surface proteins and very short peptide chains are excluded because usually they are not stabilized by just amino acid interactions but by some external factors, such as the hydrophobic environment, metal ligands, heme groups etc. No unresolved backbone atoms inside a chain are allowed; disordered or unresolved terminal backbone atoms are eliminated.
We also disregarded proteins that were not typically compact: because there is a clear dependence of the radius of gyration and the number of contacts among amino acids on chain length, we rejected from our training set proteins with too large a radius of gyration or with significantly fewer contacts than expected for their length. The rejection was based using the quantitative procedures discussed in Maiorov & Crippen (1992) .
Optimal Stability Perceptron
It is convenient to recast expression (7) so that the dependence from the interaction parameters between amino acid types A and A ′ , ǫ(A, A ′ ) appears explicitly,
where n S,Γ (A, A ′ ) is the number of contacts between amino acids A and A ′ attained by S on Γ. The indices A and A ′ run over the 20 amino acid classes for parametrization 2. Expression 12 can be rewritten in a more compact form by mapping the independent entries of the ǫ matrix on a one-dimensional vector, ǫ ≡ {ǫ (1, 1), ǫ(1, 2) , ..., ǫ(20, 20)} .
( 13) and likewise for the vector
With the former definitions, equation (11) becomes:
A formally equivalent expression is obtained when using 230 parameters as in eq. (3). Expression (15) leads to a geometrically appealing interpretation of the stability requirement. The optimal stability is reached when the interaction vector has the largest possible inner product with all the N Si,Γi,ΓD vectors, also termed "patterns", originated from the training set. A rigorous solution for this geometrical problem was given by Krauth & Mezard (1987) who suggested an iterative procedure called optimal stability perceptron.
The procedure is the following. Starting from a random (or an otherwise assigned) set of interactions satisfying the norm constraint (5), the stability score of all inequalities is computed. Then, the potentials are updated so to increase the stability of the lowest scoring inequality. This is done by adding to the original potentials vector, ǫ, a small term proportional to the worst scoring pattern (see Fig. 2 ):
where d is the dimension of the parameter space (210 or 230). Then, the inequalities are re-computed with the updated interaction parameters. The lowest scoring one is identified again and a new update of ǫ is carried out. Note that the update (16) will typically change the norm of ǫ. The unit norm (see eqn. (5)) can be conveniently enforced after convergence has been achieved.
While convergence is guaranteed to be reached in a finite number of steps, the time required for each iteration grows linearly with the number of inequalities. In our case, we typically dealt with ≈ 10 6 inequalities, and convergence sometimes required several thousand iterations (each taking few seconds of CPU time). Hence, we devised a scheme to speed up convergence based on the observation that the stability variation due to the change of parameters is proportional to the distance between the inequality point and the parameter direction,
This implies that inequality vectors far from the parameter direction will get the largest score variations (positive or negative) and so they are more likely to become the lowest scoring ones. Accordingly, the standard perceptron procedure was run until reaching a sub-optimal value for the stability threshold, c > 0; this typically needed 300 iterations. Then we temporarily restricted the updating procedure to those inequalities lying outside a cone with axis along the parameter direction and vertex at distance larger than c from origin (see Fig. 3 ). The cone width was determined to limit the number of inequalities to less than 20000 (Fig. 3) . In this way we had to deal with 10 4 inequalities that are 2 orders of magnitude smaller than the original ones, thus decreasing enormously the CPU time needed for optimization. Furthermore, after convergence, the neglected inequalities are found to be satisfied well above the optimal stability threshold c max , thus justifying the numerical shortcut.
We conclude by remarking that, if the relative correction to ǫ(A, A ′ ) in eq. (16) is too large, this may result in a slowing down of the convergence. This difficulty can be readily circumvented by increasing the size of ǫ by an order of magnitude. It was typically necessary to repeat this "inflation" procedure 3-4 times during each run towards convergence (see Fig. 4 ). This was sufficient to reach optimal convergence to the solution: ∆c/c < 10 Table 4 : Performance of the potentials extracted in this work and other known sets. The second column gives the number of unrecognised native states among the 78 ones of Table 5 . The associated number of violated inequalities (against a total of 444199) is given in column 3. The acronyms for the alternative potentials refer to: DBMS= (Dima et al. 1999) , KGS= , MC= (Maiorov & Crippen 1994) . The last part of the table shows the scores of the alternative potentials applied to our training set of 142 proteins generating 1551196 inequalities (on which our potentials, by definition, scores 100% success). (7) is the smallest inner product between the parameter vector ǫ n and each of the inequalities. In case (a) c is given by ǫ · N and ǫ n accordingly aquires a small component parallel to N . An equilibrium situations is shown in (b). Successive updates cause ǫ to bounce on either side of the equilibrium direction. The latter is reached in a finite time, because the relative size of the added component decreases with the number of iterations. 
