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ABSTRACT
Recent progress in deep learning has led to the development of
Optical Character Recognition (OCR) systems which perform re-
markably well. Most research has been around recurrent networks
[4, 8, 11–13, 24, 25, 29] as well as complex gated layers [2, 14] and
[30] which make the overall solution complex and dicult to scale.
In this paper, we present an EcientAnd ScalableTExtRecognizer
(EASTER) to perform optical character recognition on both machine
printed and handwrien text. Our model utilises 1-D convolutional
layers without any recurrence which enables parallel training with
considerably less volume of data. We experimented with multiple
variations of our architecture and one of the smallest variant (depth
and number of parameter wise) performs comparably to RNN based
complex choices. Our 20-layered deepest variant outperforms RNN
architectures with a good margin on benchmarking datasets like
IIIT-5k and SVT. We also showcase improvements over the current
best results on oine handwrien text recognition task. We also
present data generation pipelines with augmentation setup to gen-
erate synthetic datasets for both handwrien and machine printed
text.
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1 INTRODUCTION
Text is a ubiquitous entity in natural images and most real world
datasets like scanned documents, restaurant menu cards, receipts,
tax forms, license plates, etc. ese datasets may contain text
in both, printed as well as handwrien formats. Extracting text
information from such datasets is a complex task due to variety of
writing styles and more so due to limitation of ground truth. Optical
Character Recognition (OCR) systems have been in existence for
quite sometime now [9] and [23]. e improvements and research
in Deep Learning, CNN and LSTM based OCR solutions [3, 4, 8, 11–
13, 24, 25] and [29] have taken the eld by a storm. e results
from these solutions are leaps and bounds ahead of traditional
solutions like Tesseract[28]. e downside of these Deep Learning
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based solutions is their dependence on huge amounts of data and
compute.
Handwrien Text Recognition or HTR is an even more involved
process with countless variation of styles. While OCR for printed
text has seen good improvements, HTR still remains a challenge.
Lack of training data adds to the list of issues. Moreover, the models
trained for printed text do not generalise well (even with transfer
learning) onto HTR tasks.
Ingle et al. in their work “A scalable handwrien text recog-
nition system” [14], showcase improvements on limited datasets
with architectures that have recurrent connections. ey present
Gated Recurrent Convolutional Layers (GRCLs) as specialised con-
volutional layers to perform recurrence along depth as compared
to LSTMs which do the same along time dimension. In this pa-
per we address the problem of training data volume and compute
requirements together by presenting three variants of our fully
convolution architecture devoid of recurrent connections. ese
models handle both, handwrien and machine printed texts. Being
fully convolutional (using only 1-dimensional convolutions) en-
ables development of smaller, faster and parallel trainable models.
is further reduces the barrier for deployment and scalability.
Coquenet et al. [7] challenge the notion of recurrent networks
by presenting gated convolutional networks. ey present results
which are an improvement or are on par in comparison to CNN-
BiLSTM based networks. Works by Shi et al.[27], Jaderberg et al.[15]
and Lee and Osindero[18] improve further by utilising specialised
aention mechanisms, complex recurrent convolutions and other
enhancement techniques to solve the tasks of OCR and HTR.
Another major dierence between EASTER and models described
in [2, 3, 7, 14], etc. (apart from architectural dierences) is the
training data. We focussed our model to perform OCR on word level
inputs, i.e. each input is a single word. is restriction was based
upon practical and deployment considerations of our application.
is simplication also eases our dataset preparation and training
process but does not limit the model’s capability to handle line level
inputs. We conrm our claims by showcasing performance on line
level inputs as well. is shows the robustness of our model and
its generalisation capabilities, all without using RNNs.
Our work is inspired by research in the eld of Automatic Speech
Recognition (ASR). Similar to text recognition, the task of speech
recognition works upon a sequential input where label alignment
is not a trivial task. ASR related work by Li et al. and Collobert
et al. rely on using non-recurrent architectures. ese works rely
on multiple repeating block structures composed of dierent sub-
components. ey also utilise residual connections and experiment
with dierent depths to achieve state of the art performance.
To the best of our knowledge, this is the rst work that leverages
only 1-D convolutions for the task of oine handwriting recogni-
tion without any recurrence. EASTER being a simple architecture,
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Figure 1: EASTER Pipeline consists of a congurable data generator, an image augmentation pipeline and recurrence free
EASTER architecture. Given a list of data patterns like names, addresses, phone numbers, etc. along with a list of fonts,
styles, etc. the congurable data generator can generate training datasets of required size. Augmentation pipeline helps add
perturbations to generate realistic samples
outperforms more complex models in terms of training time, vol-
ume of training data and performance (word and character error
rates). Figure 1 presents the overall setup.
e remainder of this paper is organised as follows: Section 2
describes how we prepare dierent datasets to train EASTER for the
tasks of OCR on machine printed and HTR on handwrien texts.
We also outline the image augmentation pipeline to infuse variance
in the training dataset. Section 3 discusses EASTER architecture in
detail. In section 4 and 5 we discuss dierent experiments with
variations in the EASTER architecture and present results across
dierent datasets respectively. Section 6 concludes the paper.
2 DATA PREPARATION
To prepare training data for both handwrien and machine printed
text, we applied dierent methodologies. e task of preparing
training data for handwrien text is a bit more dicult as compared
to machine printed. First diculty is the availability of annotated
handwrien text followed by the large variations in handwriting
styles. Manually preparing such datasets is time consuming and
cost ineective.
In the following subsections we will cover data preparation
methodologies for both tasks in detail. is will be followed by
details on augmentation of these datasets.
2.1 Handwritten Text
We utilised three dierent approaches to prepare the training dataset
for the task of handwrien OCR. e IAM handwriting dataset [21]
contains stroke information for handwrien text collected from
various contributors in an un-constrained seings. We leverage the
images from the oine subset as input samples which have corre-
sponding transcriptions available. is dataset has limited samples
yet provides line level data points with dierent handwriting styles
and text paerns.
e next approach was to synthetically generate handwrien
text data, similar to how we prepared the machine printed dataset.
For this we leveraged the method presented by Alex Graves [10]
to generate handwrien text. Similar to GRCL [14], we enabled
the model to generate dierent styles and variations as well. We
used specic hyper-parameters to control the mixture density layer
and sampling temperature to generate usable samples. e nal
approach was to manually write as well as label the samples to
make sure we cover a wide variety of text paerns and style. See
gure 2 for samples from our handwrien text dataset.
Together these three approaches led to the training dataset we
utilised for training our HTR model. Note that for some experiments
we utilised only specic subsets of this dataset, more details in the
experiments section.
2.2 Machine Printed Text
Collecting machine printed dataset from with-in the organisation
and from dierent public sources has certain restrictions and issues.
ese factors range from datasets being very clean, limited fonts
or having only specic type of paerns. Instead of collecting and
curating data from such sources, we devised an ingenious method
for synthetically generating a dataset for machine printed text.
e rst step was to assemble a list of common paerns of text
in the real world. ese include text for street addresses, names,
dollar amounts, etc.. e second step was to prepare a repository
of dierent font styles, strokes, formaing (underline, italics, etc.).
e nal step was to use the paerns and styles as inputs to a proba-
bilistic synthetic text data generator. e generator was designed to
have congurable seings to adjust the variation in styles, paerns,
length of text samples and overall dataset size. See gure 2 for
samples from our machine printed text dataset. Using this method,
we virtually have the ability to generate innite such datasets for
training and improving our models.
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Figure 2: Synthetically Generated Random Samples; (a)Handwritten Text samples, (b) Machine Printed Text Samples for ran-
dom name, email address, dollar value and street address
Figure 3: Augmented Samples. Each row represents a ran-
dom sample from the synthetic dataset where le image is
the initial output and the right image represents the output
aer application of one or several augmentations.
2.3 Augmentation
Text available in real world is rarely in noise free conditions. Issues
such as bad scan quality, contrast issues, faded ink (especially in
case of handwrien text), etc. complicate the tasks of OCR and
HTR even more. To develop models which can handle such issues,
we added certain augmentations to our datasets. e augmentation
pipeline was designed to add perturbations to our datasets which
would help mimic real world scenarios. Inspired by degradation
pipeline in [14] and augmentation library imgaug [17] we added
augmentations to both, machine printed and handwrien training
datasets. Noisy backgrounds are a common feature, hence gaussian
noise, salt and pepper, fog, speckle, random lines/strokes, etc. we
used. To handle dierent sizes, we made use of padding across
the four edges or a combination of two to three edges to generate
dierent sizes. Perspective related augmentations involved rotation,
warping, dilation, shear, etc.
ese augmentation techniques were applied to our datasets
using a probabilistic pipeline to ensure enough variability and rep-
resentation. See gure 3 for sample augmentations.
3 ARCHITECTURE
OCR and HTR both involve taking images with text as input and
generating corresponding text as output. Recurrent architectures
make use of LSTMs to capture sequential dependency followed
by Connectionist Temporal Loss (CTC)[11] to help train models
without specically aligning inputs and their labels.
e basic architecture we present here is a 1-D Convolutional
network inspired by the research in the eld of Automatic Speech
Recognition (ASR) tasks. Works of Li et al. [20] Collobert et al. [6]
and Pratap et al. [26] highlight the eectiveness of convolutional
networks in handling sequence to sequence tasks (ASR) without
recurrent connections. We extend the similar thought process for
the eld of OCR and HTR using EASTER (see gure 5).
3.1 EASTER Encoder
EASTER follows a block approach where-in each block consists of
multiple repeating sub-blocks. Each sub-block comprises of a 1-D
Convolutional layer with multiple lters followed by layers for
normalisation, ReLU and dropout. We utilise padding to maintain
the dimensions of the input slice. Each EASTER architecture has
1 preprocessing block and 3 post-processing blocks. e pre and
post processing blocks also follow similar block structure. In our
experiments, we found Batch-Normalisation to outperform other
normalisation techniques, this is similar to the ndings mentioned
in [20]. Figure 4 shows a sample EASTER block. Table 1 shows the
structure of a 3x3 EASTER model. e table outlines the number of
blocks, sub-blocks, number of lters and other hyper-parameters.
3.2 CTC and Weighed CTC Decoder
e Connectionist Temporal Classication (CTC) method [11] is
used to train as well as infer results from our models. e characters
(or vocabulary for our task of OCR/HTR) in the input image vary
in width and the spacing. CTC enables us to handle such a task
without the need to align input images and ground truth.
We denote the training dataset as D = {X ,Y }, where X is the
input image for transcription and Y is the label or ground truth.
Assuming we have a vocabulary set L, then Y = Ls , where s rep-
resents label length. CTC generates outputs at every time step
t . e nal output contains a sequence of repeating consecutive
characters with ϵ (denoting blank space) in between. us, we add
another symbol ϵ representing a blank to the vocabulary set L.
L+ = {L ∪ ϵ} (1)
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Block # # of Sub-Blocks Kernel # of Filters Dropout Dilation Stride
Preprocess-I 2 3 64 0.2 1 2
B1 3 3 128 0.2 1 1
B2 3 4 128 0.3 1 1
B3 3 6 128 0.3 1 1
Postprocess-I 1 7 256 0.4 2 1
Postprocess-II 1 1 512 0.4 1 1
Postprocess-III 1 1 —Vocab— 0 1 1
Table 1: EASTER 3x3: 9 blocks each consisting of 3 1-D Convolutional sub-blocks, 1 preprocessing block and 3 post processing
blocks. Overall the model contains 14 layers with 1Million trainable parameters.
e objective is to minimise the negative log probability of obtaining
Y given an input X , i.e.
Objective = −Σ(X ,Y )ϵDloдp(Y |X ) (2)
e nal output is obtained by merging consecutive repeating char-
acters delimited by ϵ . For instance, an output sequence like 1ϵbbϵϵa
maps to 1ba. To obtain such an output, we dene a functionγ which
squeezes repeating characters to single occurrence and removes
blanks (ϵ). us, γ is a function which maps the intermediate re-
peating sequence output (denoted as pi ) to the nal output y.
p(y |X ) = Σγ (pi )=yloдp(pi |X ) (3)
p(pi |X ) = ΠTt=1ytpit (4)
, where ytpit is the probability of generating label pit at time t . us,
the predicted label y for input X is given as:
y = γ (arдmaxpip(pi |X )) (5)
Due to the way this function is designed, the model generates
far too many ϵ’s as compared to actual characters. is leads to
the model being biased towards the blank class (ϵ). To address
this problem, Li and Wang [19] show multiple ways of adjusting
the class weights for CTC. ese weighting strategies address the
problem of class imbalance and result in fast convergence. e class
weighted CTC method is denoted as:
Class Weiдhted CTC(y |X ) = −Σt Σkαkytk loдytk (6)
, where ytk is the generated output at time t and,
αk =
{
1 − α if k = ϵ
α otherwise
(7)
In our experiments we saw signicant improvement in performance
with weighted CTC while training on small datasets. e most basic
architecture for EASTER is shown in gure 5. It is a 3x3 architecture
with separate preprocessing and post-processing blocks.
3.3 Training
For a typical training input, we rst transform the input image into
grayscale followed by scaling it down to a height of 40-pixels. e
network is able to handle variable width inputs and requires no
additional transformations. Individual characters have specic local
structures and we utilise overlapping 1-D convolutions to exploit
the same. 1-D Convolutions also capture short term sequential
dependencies across sliding frames and further assist in capturing
the underlying temporal aspects of the sequence. EASTER block
Figure 4: Components of EASTER block. Each block contains
multiple repeating sub-blocks consisting of layers for 1-D
Conv, Batch Normalisation, ReLU and Dropout. Dierent
blocks utilize dierent number of convolutional lters and
other hyperparameters.
architecture enables it to learn higher level features without the
need of recurrence or any specialised gated mechanism. We trained
our models using Keras [5] with Tensorow [1] backend.
e smallest model with half million (0.5M) parameters achieves
best results in under 1 hour of training.is enables faster turn-
around time for retraining, experiments and ease of deployment.
We experimented with two more variants , one with increased
number of lters and the other with more depth. e deepest
variant has 28M parameters and outperforms RNN based models
with a good margin on our internal dataset.
4 EXPERIMENTS AND RESULTS
4.1 Handwriting Task
We evaluate EASTER’s performance on IAM dataset for the task
for HTR. To enable comparison with GRCL [14], we follow the
same process of training our models on dierent combinations of
the IAM dataset. Ingle et al. rstly train GRCL with IAM-oine
dataset which contains only 6161 samples and report results on
the IAM-oine test dataset. We repeat the same experiment with
EASTER-5x3 (20 layer variant) and showcase improvements on both
WER and CER by a good margin. We also went a step ahead and
trained our model on only rst 3000 samples out of 6161 samples
,i.e. only 50% of the actual training data. EASTER-5x3’s performance
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Figure 5: Basic ExR EASTER Architecture with 1 preprocessing block and 3 post-processing blocks
on 3k samples was observed to be beer than GRCL with 6161
training samples.
In the second experiment performed by Ingle et al., they con-
catenated smaller input samples in dierent combination to form a
larger training dataset. e resulting training dataset has 511,524
training samples. is is a signicantly larger training dataset as
compared to the rst experiment. We performed this experiment
without the augmentation pipeline and observe a beer perfor-
mance from EASTER. Table 2 refers to the two experiments.
We observed similar performance boost on internal datasets.
e improvements in WER and CER along with need for lesser
training data and a lighter model (in terms of trainable parameters
and memory footprint) helped us meet production requirements as
well.
4.2 Machine Printed Tasks
We performed multiple separate experiments using EASTER for the
task for OCR as well. e rst experiment was based on the dataset
prepared using our data generation pipeline. We utilised this dataset
to benchmark our performance for internal datasets/use cases.
e second set of experiments involved preparing our model
for performance on some of the benchmarking datasets for text
extraction from natural images. Popular benchmarking datasets
we used for our experiments are as follows:
• IIIT-5k [22]: is dataset consists of 2000 training images
collected from the internet. ere are about 3000 test sam-
ples. e dataset also consists of 50 and 100 word lexicon
which we do not use during our experiments.
• Google-SVT [31]: is another interesting dataset consist-
ing of only 257 training images and 647 images for test.
Unlike Wang and Hu, we do not use the lexicon for our
experiments.
e models with best results on the benchmark datasets utilise a
range of techniques to train. Since the volume of training data in
these datasets is not enough, Synth-90k [16] dataset is used as a
training set. As the name implies, this dataset generates realistic
synthetic images. It consists of 900k test images and about 7million
for training. Other techniques like preprocessing input crops to
handle skew, rotation, contrast, super-resolution etc. are also ap-
plied by some of the works. For our benchmarking experiments we
only make use of Synth-90k dataset for training our models. We
do not apply any preprocessing techniques other than resizing. Our
experimental setup consists of a 20 layer deep variant, i.e. EASTER-
5x3), model with residual connections. is model has 28million
trainable parameters and a vocabulary of 62 characters from the
English alphabet (26 lower-case + 26 Upper-case + 10 numerals).
We did not apply any augmentations to our training dataset and
performed greedy decoding. No additional post processing steps
like usage of language models etc were applied. ere were two
major reasons behind experimenting without a language model.
Firstly, training language model requires additional time and data
which is not always available. Secondly, and more importantly,
the usage of language model slows down the inference pipeline
in practice. Since our aim was to develop a deployable and usable
OCR/HTR model, we were experimented without a language model
for EASTER.
Compared to [15, 18, 27], EASTER comfortably improves upon the
WER and CER performance against the IIIT-5k dataset. Our model
is able to achieve 86.76% word accuracy with 4.56% character error
rate. For case of Google-SVT, our model achieves a word accuracy
of 78.51% with a 9.7% character error rate. We did not observe any
improvements while using the training images from Google-SVT
for ne-tuning. Our model improves upon the best in case of IIIT-
5k while nearly achieves benchmark results on Google-SVT. It is
important to note that in both cases, the inference was done with
a greedy decoder without relying on the lexicon. e results and
comparison are shown in detail in table 3 for reference.
5 LIMITATIONS AND DISCUSSION
Although our work can achieve compelling results in many cases,
the results are not so favourable in some scenarios. Figure 6 high-
lights some of the failure modes for IIIT-5k and Google-SVT datasets.
We observed that even though the transcriptions do not match
ground truth, the outputs seem to be honest mistakes. ese mis-
takes can be largely aributed to issues like bad image quality along
with distortions which are completely transforming certain alpha-
bets. For instance, consider the distortions of alphabets ”f” and ”G”
in gure 6(b) and gure 6(e) respectively. e alphabets have been
distorted to such an extent that it is nearly impossible to pick the
correct alphabet without extensive post-processing. ere are also
cases where specic fonts seem to confuse the model (see gure
6(f) and 6(g)). While distortions are tricky to handle, font related
issues can be tackled using more training examples.
e handwrien text recognition task is slightly more complex
than the machine printed case. ough EASTER outperforms bench-
marks both in terms of performance as well as training and compute
requirements, it does face challenges when presented with over-
lapping and highly cursive handwritings. Figure 7 presents a few
failure modes. Most issues in the highlighted examples can be at-
tributed to unintelligible scribbles or at times hard to distinguish
shapes. For instance, in the second example in gure 7, the word
”our” is misread as ”ow” which is again a good enough guess given
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Model Training Dataset # ofTraining Samples Augmentation WER CER
EASTER IAM-O 3,000 No 33.3 14.0
GRCL IAM-O 6,161 No 35.2 14.1
EASTER IAM-O 6,161 No 25.4 9.8
GRCL IAM-O + IAM-On-Long 511,524 No 22.3 8.8
EASTER IAM-O + IAM-On-Long 24,481 No 20.6 7.9
GRCL IAM-O + IAM-On-Long 511,524 Yes 17.0 6.7
Table 2: Results on IAM Oline Dataset as measured using Word Error Rate (WER) and Character Error Rate (CER). GRCL
refers to Gated Recurrent Convolutional Layers as presented by Ingle et al. [14]
Figure 6: Samples where EASTER fails to transcribe correctly. Each example consists of ground truth followed by model output.
Samples (b) and (e) can be attributed to distortions while samples (f) and (g) are associated with font related issues.)
that the model is not making use of any language model or other
post-processing steps.
It is also important that we present cases which highlight the
robustness of our setup. e EASTER setup was largely trained on
straight crops with a few augmentations catering to rotation and
skew of overall text. Despite not being explicitly trained on curved
crops, the model is able to handle such cases with ease. Figure 8
presents a few such examples of successful transcription of curved
texts.
6 CONCLUSION AND FUTUREWORK
We presented a fast, scalable and recurrence free architecture called
EASTER for handwrien and machine printed text recognition tasks.
Inspired from fully convolutional architectures for automatic speech
recognition, we discussed the building blocks and training process
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Figure 7: EASTER for handwritten text. Samples showcase scenarios where overlapping and highly cursive handwriting lead to
incorrect transcriptions.
Model SVT IIIT-5k
Jaderberg et al. 71.1% -
Lee and Osindero 80.7% 78.4%
Shi et al. 80.8% 78.2%
Wang and Hu 81.5% 80.8%
EASTER-5x3 78.5% 86.76%
Table 3: Machine printed natural text recognitionword accu-
racies. All results are in unconstrained setting, i.e. models
do not use lexicons during decoding. EASTER 5x3 in partic-
ular uses only greedy decoding in contrast to others in the
table
Figure 8: EASTER is a robust model which handles crops
which contain curved text as well. Each example consists
of ground truth followed by model output
for EASTER. We described the dataset preparation process for both
handwrien and machine printed text along with a data augmen-
tation pipeline. We also discussed about the impact of weighted
CTC towards faster convergence. We nally presented results on
benchmarking datasets for both HTR and OCR tasks. EASTER is able
to achieve signicant improvements in WER and CER. EASTER’s
performance on internal datasets achieved near state of the art per-
formance. We also showcased that the model performs equally well
on line level data. Due to lesser number of trainable parameters
and eventually smaller memory footprint, EASTER is easier to train
and faster to use in production applications without much tooling.
As part of future work we plan to utilise aention mechanisms to
improve the decoding stage. We also plan to look into quantisation
techniques to further reduce the memory footprint.
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7 APPENDIX
A few additional samples to showcase EASTER’s transcription per-
formance on not so clear machine printed samples (gure 9). Figure
10 showcases additional samples of successful transcription for
handwrien text.
EASTER: Eicient and Scalable Text Recognizer Conference’17, July 2017, Washington, DC, USA
Figure 9: EASTER for Machine Printed Text. Despite unclear images and distortions, transcriptions are of high quality. Each
example consists of ground truth followed by model output
Figure 10: EASTER for Handwritten Text. Each example consists of ground truth followed by model output
