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Abstract—This research paper aims to propose a hybrid of 
ant colony optimization (ACO) and k-nearest neighbour (KNN) 
algorithms as feature selections for selecting and choosing 
relevant features from customer review datasets. Information 
gain (IG), genetic algorithm (GA), and rough set attribute 
reduction (RSAR) were used as baseline algorithms in a 
performance comparison with the proposed algorithm. This 
paper will also discuss the significance test, which was used to 
evaluate the performance differences between the ACO-KNN, 
the IG-GA, and the IG-RSAR algorithms. The dependency 
relation algorithm was used to identify actual features 
commented by customers by linking the dependency relation 
between product feature and sentiment words in customers 
sentences. This study evaluated the performance of the ACO-
KNN algorithm using precision, recall, and F-score, which was 
validated using the parametric statistical significance tests. The 
evaluation process has statistically proven that this ACO-KNN 
algorithm has been significantly improved compared to the 
baseline algorithms. In addition, the experimental results have 
proven that the ACO-KNN can be used as a feature selection 
technique in sentiment analysis to obtain quality, optimal 
feature subset that can represent the actual data in customer 
review data. 
 
Index Terms—Feature Selection; Sentiment Analysis; 
Statistical Analysis; Ant Colony Optimization. 
I. INTRODUCTION 
Sentiment analysis (SA) is often used to mine customers’ 
sentiments by examining written texts [1]. The main 
challenge with sentiment analysis is the large-sized customer 
comments dataset, which may contain irrelevant and 
overlapping features [2] – [4]. Feature selection (FS) is the 
main step in SA that selects the subset feature from the real 
features without altering the original data content [5]. This 
process also involves selecting and evaluating the optimum 
subset based on the evaluation criteria [6]. Researches by [5, 
7] suggested using the ant colony optimization (ACO) and k-
nearest neighbour (KNN) as feature selections to select text 
features from a dataset. An experiment by Aghdam et al. [7] 
had shown that a hybrid ACO-KNN, when used as a text 
feature selection, was able to select the relevant features, thus 
improving the performance. Therefore, this study has applied 
ACO-KNN as the text feature selection to select and choose 
relevant features from customer review datasets. 
In this study, the performance of the ACO-KNN was tested 
using three performance metrics; the precision, recall, and F-
score. More importantly, the results were validated using the 
statistical significance test. This paper will subsequently 
discuss the testing and validating process. The proposed 
ACO-KNN algorithm was compared with baseline 
algorithms, namely the IG, and GA that were applied by 
Abbasi et al. [9], as well as IG combined with the RSAR 
technique, as used in [10]. Customer review datasets on five 
different types of electronic products from the Amazon 
website were used as the experimental data.  
The remainder of this paper is organised as follows: Section 
2 will discuss the feature selection in sentiment analysis. 
Next, Section 3 will outline the statistical analysis, and 
Section 4 will describe the experimental set-up. Then, Section 
5 will present the results and discussion. Lastly, Section 6 will 
conclude this work. 
 
II. FEATURE SELECTION IN SENTIMENT ANALYSIS 
 
Several methods can be employed to perform sentiment 
analysis. This section will discuss related work on feature 
selection in sentiment analysis.   
Ahmad et al. [5] reported that feature selection techniques 
in sentiment analysis can be divided into two categories: 
feature selection techniques based on natural language 
processing, and based on modern methods. There are three 
types of feature selection techniques based on modern 
methods, namely, filter techniques, wrapping techniques, and 
hybrid techniques. Feature selection techniques play a major 
role in improving the performance of sentiment classification. 
Sentiment analysis techniques are based on the machine 
learning approach due to the large-sized features. Several 
studies on sentiment analysis have combined filter techniques 
with metaheuristic techniques to overcome the weaknesses of 
each technique. For example, Abbasi et al. [9], and Agarwal 
and Mittal [10] applied the IG technique to identify important 
features in sentiment classification. According to Agarwal 
and Mittal [10], IG was used to determine the reduction of 
uncertainty in identifying the feature class properties when 
the value of the feature has been identified. The most 
important features are selected to reduce the size of the 
feature vector to obtain a better classification. Agarwal and 
Mittal [10] claimed that IG is a filter technique that can 
determine the importance of these features in a document. 
Nonetheless, its weakness is that the threshold value must be 
set in advance. In addition, this technique does not take into 
account the surplus between features, and there is an absence 
of communication between features [9, 10]. In their study, 
Abbasi et al. [9] combined the IG filter technique with the 
Entropy Weight Genetic Algorithm (EWGA) metaheuristic 
technique. The resulting combination of filters managed to 
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increase the performance of sentiment classification and 
obtained an optimal feature subset. However, their study was 
focused on the document level, which only considered the 
entire document as either positive or negative. The 
disadvantage of this technique is that the contents of the 
document are not thoroughly filtered, and the focus is only on 
one product and not multiple products [1]. In their study, 
Agarwal and Mittal [10] had combined the IG technique with 
the RSAR. The RSAR technique was implemented to reduce 
the number of irrelevant and excessive features, as well as 
noise. RSAR has the advantage of taking into account the 
dependent nature of the combinations of features [12]. 
However, the RSAR has two drawbacks: a) Obtaining an 
optimum feature subset, and this is a non-deterministic 
polynomial-time hard (NP-hard), therefore, the metaheuristic 
algorithm was proposed to overcome this problem [10]; and 
b) Feature selection process is time-consuming [9, 12, 13]. 
Selecting a feature subset is a non-deterministic polynomial 
problem that requires an efficient algorithm, such as a 
metaheuristic algorithm to solve feature selection problems 
[15] – [18]. Metaheuristic techniques, such as the ACO and 
GA have been used by Aghdam et al. [7], and Basiri and 
Nemati [19] as a feature selection technique for text 
classification. Conversely, GA is widely used for text 
classification in sentiment analysis, such as by Abbasi et al. 
[9], Zhu et al. [20], and Kalaivani and Shunmuganathan [21] 
as a feature selection technique. Meanwhile, Liu et al. [22] 
proposed a multi-swarm particle swarm optimization 
(MPSO) algorithm as a feature selection technique to choose 
emotional features found in course reviews. The PSO 
technique has been identified as being used only in the study 
of Chinese [23] and Arabic text classifications [24]. Findings 
by Aghdam et al. [7] showed that ACO was able to obtain the 
optimal feature subset compared to GA in text classification. 
The authors [7] found that the ACO has several advantages: 
a) it can produce a rapid convergence process; b) efficient at 
solving problem space, and c) it can efficiently obtain a 
minimum feature subset. Meanwhile, the GA was found to be 
inefficient at controlling a lot of features, which makes it 
difficult to obtain the optimal feature subset. A combination 
of the ACO-KNN in a study by Aghdam et al. [7] has helped 
obtain the optimal feature subset, and improve the 
performance of text classification. The advantages of the 
ACO-KNN are seen as being potentially able to solve feature 
selection problems in sentiment classification. Therefore, it is 
proposed that the ACO-KNN is used as a feature selection 
technique in this study. 
 
A. Ant Colony Optimization  
During early 1999, the ACO, which is a metaheuristic 
approach, was proposed as a way to solve hard combinatorial 
optimization problems [25]. The ACO algorithm [26], [27] is 
based on the behaviour of ants that interact using a chemical 
medium called pheromone. This chemical leaves a trace on 
the soil to mark their route. An ant uses this marker to find its 
way back to its nest. Additionally, other ants can use the 
marker to identify the best route to a food source. Numerous 
studies have applied the ACO as a feature selection 
technique. For instance, [28] used the ACO as a subset search 
procedure for a voice clarification process. In addition, [29] 
used it in a face identification system. Previous studies [7], 
[19] used the ACO to select features in text form in text 
classification processes, which were applied to the Reuters-
12578 dataset. Kabir et al. [30] also applied the ACO as a 
feature selection technique, whereby a neural network (NN) 
assessed the feature subset derived from the ACO. The subset 
assessment was based on the classification accuracy 
percentage achieved by the NN on the testing dataset. 
Meanwhile, Aghdam et al. [31] combined the ACO with a 
Bayesian classification as the feature selection technique and 
applied on the Post-synaptic dataset. The results of that study 
showed that the combination of ACO and Bayesian 
classification was effective, and resulted in high classification 
accuracy compared to other techniques. Several other studies 
have also implemented ACO as the feature selection 
technique as it is more advantageous compared to other 
techniques [18 – 21]. 
 
B. K-Nearest Neighbour 
The k-nearest neighbour is a simple algorithm that stores 
all available cases and classifies new cases based on a 
similarity measure (e.g., distance functions) [36]. The KNN 
algorithm has been used in statistical estimation, pattern 
recognition, and other processes since the 1970s. There are 
two types of KNN algorithm [36], [37]:  
1) Structureless nearest neighbour (NN) techniques, 
where the distance from all training points to the test 
point is evaluated, and the point with the shortest 
distance is called the nearest neighbour [37]. 
2) Structure-based NN techniques, which are based on 
data structures, such as the orthogonal structure tree 
(OST), Ball Tree, and nearest feature line (NFL) [37]. 
 
The advantages of KNN are its simplicity, easy to 
implement, and it is effective with large training dataset. 
These advantages allow the KNN to be integrated or 
hybridized with the ACO. 
 
C. ACO-KNN Feature Selection Technique for Mining 
Relations 
The idea of using the ACO as the feature selection 
technique was derived from [7], and this technique was 
adjusted to fit the type of dataset used in this study. The 
feature selection problem is depicted in Figure 1, where each 
node represents a feature, while the edges between the nodes 
are the paths to the next node. The search process for the 
minimum feature subset normally starts with the movement 
of ants through the nodes that are present in the graph. Each 
node that the ants pass needs to be assessed by a subset 
assessment method, such as an entropy-based measure [38], 
and a mutual information evaluation function (MILF)[28]. 
  
 
 
Figure 1: Graphical illustration of the movement of ants during feature 
selection 
 
Based on the previous example, an ant at F1 has many 
routes (dotted lines) to choose to travel to the next node. If 
the ant selected F3 as its next node based on the probabilistic 
transition rule formula, then, F6 and F4 will be chosen as the 
nodes through which it will continue its journey. Thus, the 
selected nodes would become subset A {F1, F3, F6, F4). If 
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subset A matches the stopping criterion that has been set for 
traversing the search space, then the search will end. An 
example of a stopping criterion is that when subset A has 
achieved a high classification value, the ants need to finish 
the search process when the optimum feature subset has been 
acquired. If the stopping criterion is not met, the pheromone 
will be updated, a new set of ants will be constructed, and the 
process of searching for features will be repeated again. 
 
D. The Process of Feature Selection 
It is important to identify the actual features commented by 
the customers prior to the process of identifying their 
relationships because each sentence might contain more than 
one feature. The ACO-KNN approach was used to produce 
an optimum feature set. Features that have been selected by 
the ACO and KNN for each sentence were compared with the 
optimum feature set. If a selected feature is present in the 
optimum set, then the next process would be to identify the 
type of the relationship based on Table 1. 
Words that were related to a feature were compared with a 
list of positive or negative sentiment words. This step was 
conducted to categorise the relationship between the feature 
and the sentiment word into either the positive or the negative 
sentiment group. 
 
E. Identifying The Actual Features in the Customer’s 
Review Sentences 
To identify the actual feature that was commented by users, 
a method proposed by [39] was used to identify the sentiment 
word that can be connected to it. A sentiment word can 
describe elements of positive sentiments, such as good, 
excellent, and amazing. Meanwhile, a sentiment word can 
also portray negative sentiments, such as bad and worst. This 
study applied a technique by [39] to determine the actual 
feature as commented by customers. The dependency relation 
algorithm [39] was used to extract the features and identify 
the sentiment words related to them. Somprasertsri et al. [39] 
suggested six types of relationships, as listed in the following 
Table 1.  
 
Table 1  
Types of Relationships [39] 
 
Relationship Description 
Child Product feature depends on the 
sentiment word 
Grandchild Product feature depends on the 
word that depends on the 
sentiment word 
Sibling Both the sentiment word and the 
product feature depend on the 
same word. 
Parent Sentiment word depends on the 
product feature 
Grandparent Sentiment word depends on the 
word that depends on the product 
feature. 
Indirect None of the above relationships 
 
Figure 2 illustrates the dependency relation that describes 
the relationship between a feature and a sentiment word.  
 
 
 
Figure 2:  Dependency relation 
 
Table 2 
Sample of a Sentence 
 
Sentence 1= “The camera is 
fantastic.” 
Dependency Relations 
Feature = ‘camera’ 
Sentiment word = ‘fantastic’ 
 
NNJJ 
 
In Table 2, sentence 1 has the ‘child’-type relationship. The 
product feature is the ‘child’. This relationship explains that 
the product feature is the subject or object of the verb. The 
sentiment word is the verb or a complement of the copular 
verb. The ‘child’ relationship means that the product feature 
depends on the sentiment word. 
For example, typed dependency relation: - 
 
{det(camera-2, The-1, nsubj(fantastic-4, camera-2, 
cop(fantastic-4, is-3)} 
 
The phrase “camera” is the product feature. It is also a noun 
phrase that represents the subject. The word “fantastic” is the 
sentiment word, which is also a complement of the copular 
verb. 
 
F. Sentiment Classification 
Each comment in the customer review dataset contains a 
range of information; features, sentiment words as well as 
sentiment strength, which can be either positive or negative.  
The proposed ACO-KNN algorithm was used to determine 
the optimal feature subset. Results from the ACO-KNN were 
used as input for the algorithm proposed by [39] to detect the 
sentiment words connected to the features found in 
customers’ sentences. The results of this process were 
categorised as {feature, sentiment word, type of sentiment}. 
The outputs were manually compared with the customer data 
review set. 
When the review process was completed, the next process 
was the evaluation. This process was conducted to determine 
the performance of the ACO-KNN as a feature selection 
algorithm when choosing the actual features commented by 
the customers. Thus, in this evaluation process, precision, 
recall, and F-score were utilised to measure its effectiveness 
in identifying the relations between the features and the 
sentiment words. The precision, recall, and F-score were 
calculated using the following formulas [40]:  
 
Precision = 
𝑇𝑃
𝑇𝑃+𝐹𝑃
    (1) 
 
Recall = 
𝑇𝑃
𝑇𝑃+𝐹𝑁
    (2) 
 
F-score = 
(2∗(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙))
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
  (3) 
 
Where TP (true positive) is the number of true relations 
between features and sentiment words. False positive (FP) is 
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the number of unidentifiable relations; feature or sentiment 
word. False negative (FN) is the number of relations that the 
algorithm has failed to determine between the feature and the 
sentiment word. If no relationship can be determined, then, it 
is possible that the feature did not match the subset feature in 
the sentence. In addition, it is also possible that the sentiment 
word has been implicitly described. The evaluation results are 
listed in Table 4. 
 
III. STATISTICAL VALIDATION 
 
In this study, statistical validation in the form of a 
significance test was used to evaluate the mean difference 
between two experimental results for algorithm performance. 
The two methods that can be used to test significance level 
are the parametric and non-parametric tests. 
 
1) Non-parametric tests, such as the Wilcoxon signed-
rank test can be used to test the significance level of a 
model if the experiment has a distribution that is 
abnormal or has a small number of sample testing [41]. 
2) Parametric test methods, such as the t-test and z-test 
can be conducted when the results of two experiments 
are normal and have a number of experiments with at 
least 30 sets of testing [42]. 
 
In this study, the parametric test (t-test) was applied 
because this experiment has more than 30 samples. The 
performance of the algorithm was considered significant if 
the ACO-KNN meet two criteria; (1) the value of p must be 
less than the significance level (p < 0.05), and (2) the mean 
value of the proposed algorithm must be greater than that of 
the baseline algorithms. The mean value in this study refers 
to the larger average value for the group of data set that used 
the proposed algorithm, compared to the average value for the 
group of data set for baseline algorithm. The average values 
for each group were obtained from the t-test. Additionally, 
one of the essential parts in data mining research is to 
statistically validate the experimental results. The differences 
between the algorithms can show whether the proposed 
algorithm was significant or not. In this study, the t-test was 
used to determine the significance of the two algorithms. The 
statistical validation approaches in this study included; (1) the 
significance test, and (2) the mean value of the algorithm. 
 
IV. EXPERIMENTAL SETUP 
 
The proposed algorithm was tested on five benchmark 
customer review datasets on electronic products collected by 
Hu and Liu [43] from the global retailer, Amazon  
(www.amazon.com; see Table 3). These datasets have 
already been manually annotated by [43]. In order to evaluate 
the proposed algorithm according to a data mining approach, 
the dataset was divided into a group of training data. This 
dataset was divided into 10 fractions of 10%, 20%, 30%, 
40%, 50%, 60%, 70%, 80%, 90%, and 100%. Each fraction 
has a different set of data, which did not overlap. The value 
of 10 was given because it has been comprehensively tested, 
and it was indicated that this value is the most appropriate 
representation in generating expected errors [44].  
Abbasi et al. [9] and Zhu et al. [20] were the earliest studies 
that applied the metaheuristic technique. Abbasi et al. [9] 
combined the GA algorithm with the IG filter algorithm, 
while Zhu et al. [20] used only GA as the feature selection 
algorithm. Thus, the study by Abbasi et al. [9] was chosen as 
the baseline algorithm. Furthermore, another baseline 
algorithm, which was a combination of IG algorithm and the 
RSAR algorithm by Agarwal & Mittal [10], was also chosen. 
This is because the RSAR has proven its efficiency as a 
feature selection algorithm, capable of removing irrelevant 
features and noise, and yet, it has difficulty in obtaining 
optimal feature subset. Since Abbasi et al. [9], and Agarwal 
and Mittal [10] used different datasets compared to the 
dataset in this study, the basic comparison technique was 
reevaluated using the dataset in this study.  This means that 
the proposed ACO-KNN algorithm, and the baseline 
algorithms (IG-GA and IG-RSAR) must be applied 10 times 
for each dataset with different data percentages. 
 
Table 3 
Summary of Tagged Features for Each Dataset 
 
 Apex Canon Creative Nokia Nikon 
Number of 
sentences 
739 597 1716 546 346 
Number of 
manually tagged 
features 
110 100 180 109 74 
 
V. EXPERIMENT AND RESULT 
 
Table 4 shows the comparative results between ACO-
KNN, IG-GA, and IG-RSAR in terms of the average value of 
precision (P), recall (R), and F-score for every dataset. The 
results of the significance test are shown in Table 5 (ACO-
KNN & IG-GA), and Table 7 (ACO-KNN & IG-RSAR). The 
p value represents the t-test, where the p value of the ACO-
KNN should be less than 0.05 to make it statistically 
significant compared to the IG-GA and IG-RSAR. The p 
value for the data on Canon was 0.1107, which was greater 
than p = 0.05. These results indicated that ACO-KNN and IG-
GA were not statistically significant. Similarly, the p value 
for the data on Creative was 0.2118, which was greater than 
p = 0.05. Nonetheless, the data on Canon in Table 6 showed 
that the average mean value for ACO-KNN was 83.1% higher 
than the average mean value for the IG-GA algorithm. 
Correspondingly, the average value for ACO-KNN was 
85.4% higher than the IG-GA algorithm for the data on 
Creative. However, Table 5 shows that the mean values for 
the ACO-KNN algorithm were higher than the IG-GA 
algorithm for all datasets. 
 
Table 4 
The Comparative Results (Precision, Recall, and F-score (FS)) for ACO-
KNN, IG-GA, and IG-RSAR Algorithms 
 
Dataset ACO-KNN IG-GA IG-RSAR 
 P R FS P R FS P R FS 
Nikon 89.2 92.7 90.7 74.1 76 74.1 72.3 84 77.3 
Nokia 81.3 84.6 82.7 73.3 61.6 65.9 62.8 61 61.6 
Apex 71.5 71.8 71.5 63 60.5 61.6 62.4 60.5 60.6 
Canon 80.6 86 83.1 78.8 83.4 80.5 76.2 85.3 80.2 
Creative 84.8 86 85.4 82.6 84.5 83.5 78.3 80.2 79.2 
 
Table 5 
The t-Test for ACO-KNN and IG-GA 
 
Dataset p value Significant 
Nikon 0.0489 + 
Nokia 0.0002 + 
Apex 0.0012 + 
Canon 0.1107 - 
Creative 0.2118 - 
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Table 6 
The Mean Values for ACO-KNN and IG-GA 
 
 ACO-KNN IG-GA 
Nikon 81.6 74 
Nokia 82.7 65.9 
Apex 71.5 61.6 
Canon 83.1 80.6 
Creative 85.4 83.5 
 
Table 7 shows that the ACO-KNN was statistically 
improved when its significance results in most datasets were 
less than the significance level, which was p < 0.05, compared 
to the IG-RSAR. Meanwhile, Table 8 shows that the mean 
values for ACO-KNN were higher than for the IG-RSAR 
algorithm for all datasets. 
 
Table 7 
The t-test for ACO-KNN and IG-RSAR 
 
Dataset p value Significant 
Nikon 0.0195 + 
Nokia 0.0027 + 
Apex 0.0083 + 
Canon 0.0085 + 
Creative 0.0494 + 
 
Table 8 
The mean values for ACO-KNN and IG-RSAR 
 
 ACO-KNN IG-RSAR 
Nikon 81.6 77.3 
Nokia 82.7 61.6 
Apex 71.5 60.6 
Canon 83 80 
Creative 85.4 79.2 
 
These experimental results showed that the ACO-KNN 
algorithm was significant as a feature selection technique for 
selecting relevant and optimum features. 
 
VI. CONCLUSION 
 
This study has evaluated the performance of the proposed 
ACO-KNN algorithm using precision, recall, and F-score. 
Moreover, the statistical tests included a significance test, and 
the mean values for these algorithms were used to validate the 
performance of the ACO-KNN, IG-GA, and IG-RSAR 
algorithms. These evaluations have statistically proven that 
the ACO-KNN algorithm had surpassed the IG-GA and the 
IG-RSAR in all performance metrics with significant 
differences. This statistical analysis has proven that the ACO-
KNN was effective as a feature selection technique in 
sentiment analysis, for choosing relevant feature subsets, and 
for representing the actual data. Appropriate choice of feature 
selection technique can improve the performance of 
sentiment classification, as well as be helpful in determining 
the actual feature commented by the customers. 
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