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GAUGE TRANSFORMATIONS IN THE DUAL SPACE, AND PRICING
AND ESTIMATION IN THE LONG RUN IN AFFINE JUMP-DIFFUSION
MODELS
SVETLANA BOYARCHENKO AND SERGEI LEVENDORSKI˘I
Abstract. We suggest a simple reduction of pricing European options in affine jump-diffusion
models to pricing options with modified payoffs in diffusion models. The procedure is based
on the conjugation of the infinitesimal generator of the model with an operator of the form
eiΦ(−i∂x) (gauge transformation in the dual space). A general procedure for the calculation
of the function Φ is given, with examples. As applications, we consider pricing in jump-
diffusion models and their subordinated versions using the eigenfunction expansion technique,
and estimation of the extremely rare jumps component. The beliefs of the market about yet
unobserved extreme jumps and pricing kernel can be recovered: the market prices allow one
to see “the shape of things to come”.
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1. Introduction
The crucial observation, which makes the the Heston model [19], affine term structure models
(ATSMs) [14, 13], Barndorff-Nielsen-Shepard model [2], and other affine models very tractable,
hence, popular, is that, in these models, the characteristic function of the transition density is
of the form of an exponential function of an affine function of factors of the models with the
coefficients depending on time to maturity τ = T − t and spectral parameter ξ:
(1.1) Ext [e
i〈ξ,XT 〉] = exp[〈A(τ, ξ), x〉 +B(τ, ξ)].
Here and below, 〈·, ·〉 denotes the standard inner product in Rn, and i := √−1 is the imaginary
unit. If the stochastic interest rate rt is modelled as an affine function of the factors of the
model, the state space must be enlarged as in the probabilistic version of the Feynman-Kac
formula, and an additional factor Yt =
∫ t
0 rsds added. See [14, 13] for details. The extended
model remains affine, and a representation of the characteristic function in the form (1.1)
becomes possible.
Typically, in applications, the dynamics of the factors is given by a system of stochastic
differential equations (SDE). Hence, the crucial equality (1.1) has to be proved. The formal
proof [14] is straightforward. Denote by V (t, x) the LHS of (1.1), and by L the infinitesimal
generator of X, write down the Cauchy problem for the backward Kolmogorov equation
(∂t + L)V (t, x) = 0, x ∈ D0, t ∈ [0, T ),(1.2)
V (T, x) = ei〈x,ξ〉,(1.3)
where D0 is the interior of the state space D, substitute the anzatz (1.1) into (1.2)–(1.3), and,
using the fact that, in affine models, the coefficients of the diffusion part of A and Le´vy measure
are affine functions of the factors, deduce that the vector-function F (τ, ξ) = (A(τ, ξ), B(τ, ξ))
can be found as the solution of a Cauchy problem for the system of generalized Riccati equations
associated with the model.
From the pure mathematical point of view, pricing European options in affine models is
straightforward: calculate the (conditional) characteristic function solving the associated sys-
tem of generalized Riccati equations, and apply the inverse Fourier transform to calculate the
option price. See [13, 28] and the bibliographies therein. In several popular affine diffusion
models, the associated system of generalized Riccati equations can be solved analytically, and
then numerical realizations of the pricing problem simplify significantly. However, even in this
case, an accurate and fast option pricing is not trivial, and serious errors can result, for options
of short and long maturity especially. See [21, 22] for examples in the context of calibration
of the Heston model, and [27, 8] for efficient numerical integration procedures. In the case of
models of the CIR type, difficulties for accurate calculations are even more serious [28, 8]. If
jumps are added, then, with rare exceptions, an analytic solution of the associated system of
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Riccati equations is impossible, and one has to solve the system numerically. For large values
of the spectral parameter and for options of long and short maturity especially, an accurate
solution is very difficult. In particular, a numerical solution can even blow up although the
exact solution does not. These effects are studied in [28].
An additional advantage of affine and quadratic diffusion models is that options of long
maturity can be efficiently priced using the eigenfunction expansion method (see, e.g., [12,
16, 33, 37] for examples of application of the eigenfunction expansion technique in one-factor
models, and [3, 5, 7] in multi-factor models, non-diagonalizable ones including). The pricing
in the subordinated models is also easy if the eigenfunction expansion approach is applicable
[3, 5, 33]. In [4], options of long maturity in affine and quadratic models with jumps are priced
using elements of asymptotic analysis and eigenfunction expansion technique.
In the present paper, we suggest a simple trick which, in effect, allows one to reduce pricing in
many affine jump-diffusion models to pricing in the same model but with the jump component
eliminated. Hence, the eigenfunction expansion technique becomes applicable.1 A different
applications of the eigenfunction expansion technique in a special case of the so-called basic
affine jump diffusion2 can be found in [35].
Let L = Ldiff+Ljump be the infinitesimal generator of the underlying process, the (stochastic)
discounting being taken into account, let x be the vector of the state variables and denote
D = −i∂x(= −i∇x). We conjugate the infinitesimal generator L with an operator of the form
eiΦ(D). 3 The function Φ is chosen so that
(1.4) Ldiff + Ljump = eiΦ(D)Ldiffe−iΦ(D)
as operators acting on functions of interest. Let P JDt = exp[t(Ldiff + Ljump)] and PDt =
exp[t(Ldiff)] be transition operators in the affine jump-diffusion model and affine diffusion
model, respectively. Let G(XT ) be the payoff of the European option at maturity date T .
Then the option price at time 0, in the jump-diffusion model, can be represented in the form
(1.5) V (T, x) = P JDT G(x) = e
iΦ(D)PDT e
−iΦ(D)G.
The advantage of the multiplicative structure of the right-most side of (1.5) is that the action of
PDT is easier to realize accurately than the action of P
JD
T if the standard iFT (inverse Fourier
transform method) is applied (for pricing options of long maturity, an accurate numerically
realization of P JDT can be extremely difficult), and the direct application of the eigenfunction
expansion method to P JDT is impossible whereas the eigenfunction expansion method is appli-
cable in many models, multi-factor Ornstein-Uhlenbeck driven models including [3, 5]. The
disadvantage is an additional problem of an accurate calculation of Φ(ξ) at points of the grid
in the dual space, used in a chosen numerical Fourier transform method; however, a numerical
solution of this problem is simpler than the numerical solution of the system of Riccati equa-
tions in the jump-diffusion case, for large values of the spectral parameter and long and short
maturities especially.
1In a separate paper, we will construct a version of the trick for quadratic jump-diffusion models, and consider
the same applications as in the present paper.
2CIR model with jumps; the jump sizes are exponentially distributed
3Recall that the pseudo-differential operator A = A(x,D) with symbol a(x, ξ) is defined by A =
F−1ξ→xa(x, ξ)Fx→ξ, where F is the Fourier transform. See, e.g., [10].
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The conjugation with the multiplication operators of the form eiϕ(x) (gauge transformations)
is the standard tool in the theory of electric and magnetic fields; as above, the goal is to
transform the Hamiltonian into a more convenient form. In probability, the conjugation with
functions of the form e〈a,x〉 is interpreted as the change of measure. For a particular choice of
a, this is the well-known Esscher transform in the one-factor case; for Le´vy processes in Rn,
the generalization of the Esscher transform is introduced in [10]. In [3, 5], the conjugation with
operators of the form eΨ(x)e〈a,x〉e〈b,D〉, where a, b are constants and Ψ(x) is a quadratic form,
is used to diagonalize the infinitesimal generator in multi-factor models of Ornstein-Uhlenbeck
type (affine and quadratic diffusion models) or, in the essentially non-self-adjoint case, to reduce
to the case of the infinite direct sum of Jordan blocks. Thus, the novelty of the present paper
is to use a more general functions of D than exponentials of linear functions e〈b,D〉 to establish
the essential equivalency of a certain class of jump-diffusion models and the corresponding class
of pure diffusion models, as far as the pricing European options is concerned. One may expect
that conjugation with pseudo-differential operators of a more general form and more involved
Fourier Integral Operators technique can be used to establish the equivalency of wider classes
of jump-diffusion models.
The plan of the paper is as follows. In Sect. 2, we recall the standard scheme of pricing
in affine jump-diffusion models. The method of gauge transformations in the dual space in
applications to affine jump-diffusion models is in Sect. 3. If the jump component can be
completely eliminated and eigenvalues and a basis consisting of eigenfunctions 4 can be explicitly
calculated then the eigenfunction expansion technique is applicable. We consider examples of
such models and their subordinated versions in Sect. 4. In Sect. 5, the elimination procedure
is used to identify the extremely rare jumps component under the risk-neutral measure chosen
by the market even if these rare jumps were not observed in the past: “the shape of things to
come” as seen by the market. Sect. 6 concludes.
2. Standard scheme of option pricing in affine models
Let D be the state space. We restrict ourselves to the cases D = Rm and D = Rm′+ ×Rm−m
′
,
where 0 ≤ m′ ≤ m. For a, b ∈ Cm, set 〈a, b〉 = ∑mj=1 ajbj, and consider the European option
with the payoff G(XT ) at the maturity date T . Our first standing assumption is
Condition Gˆ. There exists an open set UG ∈ Rm s.t. the Fourier transform
(2.1) Gˆ(ξ) =
∫
D
e−i〈x,ξ〉G(x)dx
is well-defined on a tube domain UG = iUG + Rm ⊂ Cm, and ∀ω ∈ UG, Gˆ(iω + ·) ∈ L1(Rm).
Let ChF (T, x, ξ) = EQ,x
[
ei〈ξ,XT 〉
]
be the characteristic function of XT conditioned on X0 =
x ∈ D, under the risk-neutral measure Q chosen for pricing. In an affine model, ChF (T, x, ξ)
is of the form
ChF (T, x, ξ) = exp[〈A(T, ξ), x〉 +B(T, ξ)],
where A(t, ξ) is a vector-function, A(0, ξ) = iξ, B(t, ξ) is a scalar function, and the vector-
function [A(t, ξ) B(t, ξ)] is the solution of the system of generalized Riccati equations associated
4and generalized eigenfunctions, if the infinitesimal generator of the diffusion process is essentially non-
selfadjoint
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with the model (see [13]). To be more specific, if the infinitesimal generator of the model is of
the form
(2.2) L = 〈x,L(D)〉 + L0(D),
where L(D) = [Lj(D)]
m
j=1, then A is the solution of the system
(2.3)
dAj(t, ξ)
dτ
= Lj(−iA(t, ξ)), j = 1, . . . ,m,
subject to A(0, ξ) = iξ, and the function B is found by integration
(2.4) B(t, ξ) =
∫ t
0
L0(−iA(s, ξ)) ds.
Condition ChF (T ). There exist tube domains UChF = iUChF + Rm ⊂ Cm and U+ChF =
iU+ChF + R
m ⊂ Cm, where UChF ⊂ U+ChF ⊂ Rm are open and non-empty, such that
(i) Lj, j = 0, 1, . . . ,m, are analytic in U+ChF ;
(ii) for any ξ ∈ UChF and any s ∈ [0, T ], −iA(s, ξ) ∈ U+ChF ;
(iii) there exists C > 0 s.t. ReB(T, ξ) < C, ∀ ξ ∈ UChF .
Assume that UChF ∪ UG 6= ∅. Then we take ω ∈ UChF ∪ UG, substitute
(2.5) G(XT ) = (2π)
−m
∫
iω+Rm
ei〈XT ,ξ〉Gˆ(ξ)dξ
into V (T, x) = EQ,x [G(XT )], use Fubini’s theorem to justify the change of the order of taking
integration and expectation, and derive
(2.6) V (T, x) = (2πi)−m
∫
iω+Rm
e〈A(T,ξ),x〉+B(t,ξ)Gˆ(ξ)dξ.
Remark 2.1. (1) In many cases of interest, G depends only on some of the state variables or
a linear combination of state variables; then, as a function of ξ ∈ Rm, Gˆ is a generalized
function, which is a tensor product of an appropriate Dirac delta function and regular
function. The integral reduces to an integral of a lower dimension, in many cases, one-
dimensional integral.
(2) The scheme is simple but if the subsystem (2.3) does not admit an explicit analytical
solution then a sufficiently accurate solution of equation (2.3) and accurate calculation of
integrals (2.4) and (2.6) are very difficult, for options of long maturities especially. See [28]
for an analysis of these difficulties.
(3) The main source of difficulties is a very irregular behavior of the RHS of (2.3) for ξ large in
absolute value. At the same time, typically, Gˆ does not decay fast at infinity, and in models
of CIR type, for any T , the characteristic function decays slowly as ξ → ∞. Hence, one
must numerically evaluate the integral (2.6) taking into account the values of the integrands
at points ξ of large absolute value; these values are very difficult to calculate accurately.
See [28, 8] for examples.
(4) The reduction of a jump-diffusion model to the corresponding diffusion model and appli-
cation of the eigenfunction expansion technique is especially advantageous if the Fourier
transforms of the eigenfunctions decay very fast at infinity. For instance, this is the case in
models of the Ornstein-Uhlenbeck type: the Fourier transform of the eigenfunctions decay
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as exp(−c|ξ|2), where c > 0, hence, it is sufficient to do accurate calculations for ξ of a
moderate absolute value.
(5) In many cases, Conditions Gˆ and ChF are valid with unions of tube domains and coni in
place of tubes domains, and then it is advantageous to deform the flat surface of integration
in (2.6) into a surface stabilizing at infinity to an appropriate cone. See [28, 8] for details.
3. Elimination of a jump component in affine jump-diffusion models
3.1. Elimination-estimation equation (EE-equation). Let the infinitesimal generator of
the model be of the form
(3.1) L = 〈x,L(D)〉 + L0(D) + LJ(D),
where L(D) = [Lj(D)]
m
j=1, and LJ(D) is the component which we want to eliminate. If
Lj(D), j = 0, 1, . . . ,m, are differential operators, then the dual gauge transformation con-
structed below can be used to reduce pricing in affine jump-diffusion models to pricing in affine
diffusion models. We assume that Conditions Gˆ and ChF hold.
Define
(3.2) L0 = 〈x,L(D)〉 + L0(D).
We need to find a function Φ such that that
(3.3) L0 + LJ(D) = eiΦ(D)L0e−iΦ(D)
as operators acting on functions of interest. Since FxF−1 = i∇ξ, and FDjF−1 = ξj , an
equivalent dual form of (3.2) is
(3.4) FL0F−1 =
m∑
j=1
i∂ξjLj(ξ) + L0(ξ) =
m∑
j=1
iLj(ξ)∂ξj + L0(ξ) + L01(ξ),
where L01(ξ) = i
∑m
j=1 ∂ξjLj(ξ). Multiplying (3.4) on the right by e
−iΦ(ξ), and on the left by
eiΦ(ξ), and using eiΦ(ξ)i∂ξje
−iΦ(ξ) = Φξj (ξ) + i∂ξj , we obtain
(3.5) eiΦ(ξ)FL0F−1e−iΦ(ξ) =
m∑
j=1
iLj(ξ)∂ξj + L0(ξ) + L01(ξ) +
m∑
j=1
Lj(ξ)∂ξjΦ(ξ).
Hence, to satisfy (3.3), we need to find a Φ satisfying the following first order PDE
(3.6)
m∑
j=1
Lj(ξ)∂ξjΦ(ξ) = LJ(ξ).
In Sect. 4 and 5, we will use (3.6) in two ways:
(1) if the parameters of L are known, and efficient eigenfunction expansion for L0 is available,
we use (3.6) to eliminate the component LJ and apply the eigenfunction expansion to the
model with the infinitesimal generator L0;
(2) if the parameters of L0 are inferred from the prices of options of short maturities, we
use the prices of options of long maturities to find Φ, and then (3.6) to calculate LJ . In
the multi-factor case, it may be necessary to make a preliminary change of measure (see
Theorem. 3.3).
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3.2. The case m = 1. The solution is straightforward. Let L1(ξ) 6= 0, ∀ ξ ∈ UChF . We fix
a ∈ UChF , and, for and ξ ∈ UChF , define
(3.7) Φ(a; ξ) =
∫
Γ(a,ξ)
Ljump(η)
L1(η)
dη,
where Γ(a, ξ) ⊂ UChF is an arbitrary regular contour in the imply connected domain of interest.
For any a, a′ in such a domain, Φ(a, ·) − Φ(a′, ·) is a constant function, hence, the choice of a
is not important. Several examples:
3.2.1. Ornstein-Uhlenbeck model, m = 1. The infinitesimal generator is
(3.8) L = σ
2
2
∂2x + κ(θ − x)∂x + Ljump(D),
hence,
(3.9) Φ(a; ξ) =
1
κ
∫
Γ(a,ξ)
Ljump(η)
iη
dη.
Let Ljump(ξ) be analytic in a strip (λ−, λ+), where λ− < −1 < 0 < λ+. Then, to price put
options, we take a, ξ and a contour Γ(a, ξ) in the strip {Im ξ ∈ (0, λ+)}, and to price call
options, in the strip {Im ξ ∈ (λ−,−1)}. In simple cases such as the double-exponential jumps
(3.10) LJ(ξ) =
c+iξ
λ+ + iξ
+
c−iξ
−λ− − iξ ,
and in cases when LJ becomes a rational function after a polynomial change of variables, the
integral on the RHS of (3.9) can be calculated explicitly; in the general case, for ξ of interest,
Φ(a; ξ) has to be calculated numerically.
3.2.2. Vasicek model. The infinitesimal generator is
(3.11) L = σ
2
2
∂2x + κ(θ − x)∂x + Ljump(D)− x,
hence,
(3.12) Φ(a; ξ) =
∫
Γ(a,ξ)
Ljump(η)
iκη − 1 dη.
Let Ljump(ξ) be analytic in a strip (λ−, λ+), where λ− < −1 < 0 < λ+. Then, to price put
options, we take a, ξ and a contour Γ(a, ξ) in the strip {Im ξ ∈ (0, λ+)}, and to price call options,
in the strip {Im ξ ∈ (λ−,−1)}. In simple cases such as double-exponential jumps (3.10) and in
cases when LJ becomes a rational function after a polynomial change of variables, the integral
on the RHS of (3.12) can be calculated explicitly; in the general case, for ξ of interest, Φ(a; ξ)
has to be calculated numerically.
8 SVETLANA BOYARCHENKO AND SERGEI LEVENDORSKI˘I
3.2.3. Square root model. The infinitesimal generator is
(3.13) L = σ
2
2
x∂2x + κ(θ − x)∂x + Ljump(D),
hence,
(3.14) Φ(a; ξ) =
∫
Γ(a,ξ)
Ljump(η)
−σ2η2/2 + iκη dη.
Let Ljump(ξ) be analytic in a strip (λ−, λ+), where λ− < −1 < 0 < λ+. Then, to price put
options, we take a, ξ and a contour Γ(a, ξ) in the strip {Im ξ ∈ (0, λ+)}, and to price call
options, in the strip {Im ξ ∈ (λ−,−1)}. In simple cases such as exponential jumps and in cases
when LJ becomes a rational function after a polynomial change of variables, the integral on
the RHS of (3.14) can be calculated explicitly; in the general case, for ξ of interest, Φ(a; ξ) has
to be calculated numerically.
3.2.4. CIR model. The infinitesimal generator is
(3.15) L = σ
2
2
x∂2x + κ(θ − x)∂x + Ljump(D)− x,
hence,
(3.16) Φ(a; ξ) =
∫
Γ(a,ξ)
Ljump(η)
−σ2η2/2 + iκη − 1dη.
Let Ljump(ξ) be analytic in a strip (λ−, λ+), where λ− < −1 < 0 < λ+. Then, to price put
options, we take a, ξ and a contour Γ(a, ξ) in the strip {Im ξ ∈ (0, λ+)}, and to price call
options, in the strip {Im ξ ∈ (λ−,−1)}. In simple cases such as exponential jumps and in cases
when LJ becomes a rational function after a polynomial change of variables, the integral on
the RHS of (3.16) can be calculated explicitly; in the general case, for ξ of interest, Φ(a; ξ) has
to be calculated numerically.
3.3. The case m > 1. We impose an additional condition, which is satisfied in multi-factor
Ornstein-Uhlenbeck models, and, after the conjugation with an appropriate exponential func-
tion, in affine term structure models of type A0(m).
Lemma 3.1. Let condition ChF (T ) holds for any T > 0, and let there exist C, δ > 0 such that
(3.17) |A(T, ξ)| ≤ C(1 + |ξ|)e−δT , ∀ξ ∈ UChF , T > 0.
Then the function
(3.18) Φ(ξ) = −i
∫ +∞
0
LJ(−iA(s, ξ))ds
satisfies (3.6).
Proof. We rewrite (3.6) in the form
(3.19)
m∑
j=1
(−iLj(ξ))∂ξjΦ(ξ) = −iLJ(ξ),
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change the variable ξ = −iA:
(3.20)
m∑
j=1
Lj(−iA))∂AjΦ(−iA) = −iLJ(−iA),
define A as the solution of the system (2.3) subject to A(0, ξ) = iξ, and rewrite (3.20) as
∂Φ(−iA(s, ξ))
∂s
= −iLJ(−iA(s, ξ)).
Integrating the last equality, we obtain (3.18).

Example 3.2. Consider a multi-factor Ornstein-Uhlenbeck driven model, with jumps. The
operator L0 is of the form
(3.21) L0 = 1
2
〈ΣT∂,ΣT ∂〉+ 〈κ(θ − x), ∂〉 − 〈d, x〉 − d0,
where θ, d ∈ Rm, d0 ∈ R, Σ is an invertible m×m matrix, and all the eigenvalues of the matrix
κ0 have positive real parts. Equivalently, κ is anti-stable or −κ is Hurwitz stable. After the
conjugation with exp[−k′d], where κ′ is the transpose to κ, we reduce to the case d = 0. If
d = 0, equation (3.6) is a linear system
(3.22) 〈κ′ξ,∇Φ(ξ)〉 = LJ(ξ).
The system (2.3) is a linear system
(3.23)
dA
dt
= −κ′A,
which admits an explicit solution A(t, ξ) = exp[−tκ′]iξ.
The conjugation with an appropriate exponential function x 7→ e〈a∞,x〉 (equivalently, an
appropriate change of measure) can be used in more general situations.
Theorem 3.3. Let there exist a∞ ∈ Rm and C, δ > 0 such that Lj(−ia∞) = 0, j = 1, 2, . . . ,m,
and, for all ξ ∈ UChF , the solution of the system
(3.24)
dAj
dt
= Lj(−i(A(t, ξ) + a∞)), j = 1, 2, . . . ,m,
subject to A(0, ξ) = iξ, satisfies (3.17). Then
(3.25) Φ(a∞; ξ) = −i
∫ +∞
0
(LJ(−i(A(s, ξ) + a∞))− LJ(−ia∞))ds
satisfies
(3.26)
m∑
j=1
Lj(ξ − ia∞)∂ξjΦ(a∞; ξ) = LJ(ξ − ia∞)− LJ(−ia∞),
and
(3.27)
e−iΦ(D)e−〈a∞ ,x〉(L0 + LJ(D))e〈a∞ ,x〉eiΦ(D) =
m∑
ℓ=1
xℓLℓ(D − ia∞) + L0(D − ia∞) + LJ(−ia∞).
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4. Eigenfunction expansions and subordination
The first applications of the eigenfunction expansion approach to finance can be found in
[30, 38, 43, 44, 41, 12, 16, 1]. Additional applications are in [41, 5, 4, 39, 40, 42, 31, 33, 32, 34, 36];
see also the bibliographies therein. In the papers listed above, with the exception of [3, 5, 4],
one-factor models are considered. Multi-factor Ornstein-Uhlenbeck driven affine and quadratic
terms structure models are used in [3, 5]. The interesting feature of the multi-factor case is
that the models with non-diagonalizable infinitesimal generators L fit the data much better
than the ones with diagonalizable L. To the best of our knowledge, [3, 5] are the only papers
where the generalized eigenfunction expansion is calculated in multi-factor models, including
settings with non-selfadjoint and non-diagonalizable operators L. The pricing formulas involve
series in terms of the eigenvalues and (generalized) eigenfunctions, therefore, the method is
practical only in situations where explicit formulas for the eigenvalues and eigenfunctions can
be derived. If an efficient eigenfunction expansion is available in a diffusion model, one can
construct a model with jumps using subordination and trivially modifying the eigenfunction
expansion in the diffusion model. See [1, 3, 5, 33] and the bibliographies therein. For options
and CDSs of long maturities, efficient eigenfunction expansions can be derived in QTSMs
perturbed by small jump components [4]. To the best of our knowledge, [35] is the only
paper where the closed-form pricing formulas in a jump-diffusion model were derived using the
eigenfunction approach; however, the model in [35] is of a rather special kind: CIR model with
embedded exponentially distributed jumps, and the method strongly relies on explicit formulas
available in this model. The gauge transformation in the dual space allows one to derive efficient
eigenfunction expansions for wide classes of jump-diffusion models and subordinated versions
of these jump-diffusion models.
4.1. Eigenfunction expansion. We want to apply the eigenfunction expansion method to
the operator L given by (3.1) assuming that the eigenvalues of L0 given by (3.2) and a basis in
an appropriate weighted L2-space, consisting of eigenfunctions and generalized eigenfunctions
of L0, are known or can be calculated with a sufficient precision.
The properties formulated in conditions L1-L3 below are the properties of strongly elliptic
differential and pseudo-differential operators (certain types of regular degeneration are admis-
sible), which were extensively studied in PDE literature since the 1960s. See [15, 20, 23, 29, 24].
Define D0 = Rm−m′ × Rm′++.
Condition L1. There exists a positive function w ∈ C(D0) and z0 ∈ C such that L0 − z0 is
an invertible operator in the L2-space L2(w;D) with weight w, and the inverse is a compact
operator in L2(w;D).
One of the main results of Riesz’s theory (the theory is valid not only for operators in Hilbert
spaces: see any textbook on Functional Analysis) is that, under condition L1, L2(w;D) admits
the decomposition into a countable direct sum of finite-dimensional subspaces Vn invariant
under (L0 − z0)−1, equivalently, under L0: L2(w;D) = ⊕∞n=0Vn. Let Pn : L2(w;D) → Vn be
the Riesz’s projection on Vn. Denoting by L0n = PnL0 the restriction of L0 to Vn, we have the
representation of L0 as the direct sum of operators acting in finite-dimensional spaces: L0 =
⊕∞n=0L0n. Assuming that Vn are chosen of the smallest dimensions possible, either dimVn = 1
and −L0n is the multiplication-by-λn(∈ C)-operator, or dimVn > 1 and −L0n is a Jordan block
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with the eigenvalue λn ∈ C. According to Riesz’s theory, the eigenvalues of (L0 − z0)−1
accumulate to 0 only, hence, λ0n →∞ as n→ +∞.
Condition L2. Reλn → +∞ as n→ +∞.
Consider the European option V 0(G;T ;x) with the payoff G(XT ) at maturity date T , at time
0 and X0 = x, in the model with the infinitesimal generator L0.
Lemma 4.1. Let G ∈ L2(w;D) and conditions L1− L2 hold. Then
(4.1) V 0(G;T ;x) = (eTL
0
G)(y) =
∞∑
n=0
(eTL
0
nGn)(x),
where Gn = PnG, and the series converges in L2(w;D)-topology. Furthermore, for any positive
integer m, the series
Lm
( ∞∑
n=0
(eTL
0
nGn)(x)
)
=
∞∑
n=0
((L0)meTL0nGn)(x)
converges in L2(w;D)-topology as well.
In numerical calculations, the infinite sum above is truncated:
(4.2) V 0(G;T ;x) ≈
N∑
n=0
(eTL
0
nGn)(x).
For applications in engineering and finance, it is important to know that the (generalized)
eigenfunction expansion of a function (in finance, price) converges not in the L2(w;D)-norm
only but point-wise as well. Moreover, for the stability of numerical calculations, it is important
to know that the series (4.1) converges in C(D0)-topology. 5 If the eigenfunction expansion is
applied to calculate sensitivities, one needs to know that the expansion converges in Cs(D0)-
topology, where s = 1 (resp., s = 2) if option’s delta (resp., gamma) is calculated. For one-factor
models, conditions for the point-wise convergence of the price can be found in [31, 34].
Condition L3. For s(= 0, 1, 2) fixed, there exists a positive integer m such that, for any
compact K ⊂ D0,
(4.3) ‖u‖Cs(K) :=
s∑
j=0
sup
x∈K
|u(s)(x)| ≤ Cs,K(‖(−L0)m(s)u‖L2(w;D) + ‖u‖L2(K)),
where the constant Cs,K is independent of u ∈ L2(w;D) for which the RHS is finite.
Lemma 4.2 ([7], Lemma 2.1). Let conditions L1 − L3 hold. Then the series (4.1) converges
in Cs(D0)-topology.
For popular models, including multi-factor ones, Lemma 4.2 holds for any s, hence, the
generalized eigenfunction expansion converges in the C∞(D0) topology. In [23, 29, 24, 25, 26],
the reader can find analogs of the bound (4.3) in stronger topologies that take into account
5Recall that un → u in C
s(U) as n → ∞, where U is an open set, if and only if for any compact K ⊂ U ,
un|K → u|K in C
(s)(K) topology. Here, u|K denotes the restriction of u to K.
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the behaviour at infinity and at the boundary of the state space. For instance, in the case of
quadratic term structure models, for any pair of multi-indices α, β there exists m such that
(4.4) ‖yβ∂αu‖L2(Rn) ≤ Cα,β(‖(−L0)mu‖L2(Rn) + ‖u‖L2(Rn)),
and in the CIR model,
(4.5) ‖yu′′‖L2(R+) + ‖(1 + y)u′‖L2(R+) ≤ C(‖(−L0)u‖L2(R+) + ‖u‖L2(R+)).
For similar bounds for some An(m) models and outline of the proof for all An(m) models, with
jumps, see [25, 26].
We can use essentially the same decomposition for the operator L = L0 + LJ(D) if the
following condition holds.
Condition LJ . GΦ := e−iΦ(D)G ∈ L2(w;D), and there exists m ≥ 0 s.t. eiΦ(D)(L0)−m is
bounded in L2(w;D).
Consider the European option V (G;T ;x) with the payoff G(XT ) at maturity date T , at time
0 and X0 = x, in the model with the infinitesimal generator L. Using (3.3) and Lemma 4.1.
we derive
Lemma 4.3. Let G ∈ L2(w;D) and conditions L1,L2,LJ hold.
Then (a)
(4.6) V (G;T ;x) = eiΦ(D)(eTL
0
GΦ)(y) =
∞∑
n=0
(eiΦ(D)eTL
0
nGΦ,n)(x),
where GΦ,n = PnGΦ, and the series converges in L2(w;D)-topology.
(b) Let m > 0, and let there exists m1 such that (L0)meiΦ(D)(L0)−m1 is bounded in L2(w;D).
Then the series
(L0)meiΦ(D)
( ∞∑
n=0
(eTL
0
nGΦ,n)(x)
)
=
∞∑
n=0
((L0n)meiΦ(D)eTL
0
nGΦ,n)(x)
converges in L2(w;D)-topology as well.
Remark 4.1. Part (b) and general apriori estimates of the theory of degenerate elliptic equa-
tions [24] can be used to establish the convergence of the series on the RHS of (4.6) in topologies
significantly stronger than the one of L2(w;D). In particular, one can derive uniform bounds
for the remainder up to the boundary, as in the square root model and CIR model. We leave
the detailed study of the convergence in stronger topologies for the future.
4.2. Numerical realization. For the sake of brevity, we restrict ourselves to the case of
completely diagonalizable L0’s. The modification to the case when some of the eigenspaces
Vn are Jordan blocks can be done similarly to [3, 5]. Let {un}n≥0 be a basis in L2(w;D) of
eigenfunctions of L0, and let λn, n ≥ 0, be the corresponding eigenvalues. The expansion (4.6)
simplifies
(4.7) V (G;T ;x) =
∞∑
n=0
cn(GΦ)e
−Tλn(eiΦ(D)un)(x),
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where
(4.8) cn(GΦ) = (GΦ, un)L2(w;D) =
∫
D
GΦ(x)wun(x)dx.
Remark 4.2. We write wun because in multi-factor models, eigenfunctions can be complex-
valued [3, 5].
Applying Parceval’s equality, we obtain
Lemma 4.4. Let there exist ω ∈ UG ∩ UChF such that the functions x 7→ e〈ω,x〉GΦ(x) and
x 7→ e−〈ω,x〉w(x)un(x) are in L2(D). Then
(4.9) cn(GΦ) = (GΦ, un)L2(w;D) = (2π)
−m
∫
Im ξ=ω
e−iΦ(ξ)Gˆ(ξ)ŵun(ξ)dξ.
Assuming that there exists ω′ ∈ UChF s.t. e−iΦûn ∈ L1(iω′ + Rm), the “twisted” eigenfunc-
tions eiΦ(D)un can be calculated using the Fourier inversion
(4.10) e−iΦ(D)un(x) = (2π)−m
∫
Im ξ=ω′
ei〈x,ξ〉e−iΦ(ξ)ûn(ξ)dξ.
In a number of popular models, ûn(ξ) and ŵun(ξ) can be explicitly calculated. Hence, once
an efficient procedure for the evaluation of Φ(ξ) is designed, the coefficients cn(GΦ) and the
“twisted” eigenfunctions e−iΦ(D)un can be calculated accurately and fast using an appropriate
conformal change of variables and simplified trapezoid rule, as explained in [8, 9].
In some popular models, the eigenfunctions un are polynomials, hence, uˆn are linear com-
binations of Dirac’s delta function δ and its derivatives δ(n), n = 1, 2 . . .. We consider δ(n) as
linear continuous functionals over S(R), the class of functions decaying at infinity faster than
any polynomial, together with all their derivatives, and recall that δ(n) : S(R) → C is defined
by (δ(n), φ) = (−1)nφ(n)(0), where (·, ·) denotes the pairing of a generalized function and func-
tion φ ∈ S(R). See, e.g., [15]. We also need SΦ(R) ⊂ S(R), the subspace of φ ∈ S(R) s.t.(
eiΦ(D)
)∗
φ ∈ S(R). (Recall that the symbol of the operator adjoint to eiΦ(D) is eiΦ(ξ) = eiΦ(ξ)).
If eiΦ and its derivatives increase not faster than polynomially, then SΦ(R) = S(R).
Lemma 4.5. For n ∈ Z+,
(a) Fxn = 2πinδ(n);
(b) as a generalized function over SΦ(R),
(4.11) eiΦ(D)xn =
n∑
ℓ=0
(−i)n−ℓ
(
n
ℓ
)(
∂n−ℓξ e
iΦ(ξ)
)
|ξ=0xℓ.
Proof. (a) We have to trivially modify the proof in [15, Example 2.2] because we use a
marginally different definition of the Fourier transform. For φ ∈ S(R), we have
(Fxk, φˆ) = 2π(xk, φ) = 2π
∫
R
xkφ(x)dx = 2π
(∫
R
xke−ixξφ(x)dx
)
|ξ=0
= 2π(−i)n
(
∂nξ
∫
R
e−ixξφ(n)(x)dx
)
|ξ=0 = 2πinφˆ(n)(0).
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(b) Applying (a), for any φ ∈ SΦ(R), we have(
eiΦ(D)xn, φ
)
=
(
xn,
(
eiΦ(D)
)∗
φ
)
= (2π)−1
(
Fxn, e−iΦ(·)φˆ(·)
)
= (−i)n
n∑
ℓ=0
(
n
ℓ
)(
∂n−ℓξ e−iΦ(ξ)
)
|ξ=0φˆ(ℓ)(0)
=
n∑
ℓ=0
(−i)n−ℓ
(
n
ℓ
)(
∂n−ℓξ e−iΦ(ξ)
)
|ξ=0(2π)−1(Fxℓ, φ)
and (4.11) follows. 
In the square root model and CIR model, the eigenfunctions are polynomials which are
defined on R+ rather than on R. In these cases, instead of Lemma 4.5, we use the following
simple lemma.
Lemma 4.6. For α > −1 and ω < 0, F((1R+(x)xα)(ξ) = (iξ)−α−1Γ(α+ 1).
4.3. Examples, m = 1.
4.3.1. Ornstein-Uhlenbeck model. The affine change of variables x = σ√
2κ
x′ + θ reduces to the
case L0 = κL00, where L00u = u′′ − u′. The operator −L00 is a self-adjoint operator in
L2(w;R), where w(x) = e
−x2/2, with the discrete spectrum Z+, hence, the spectrum of −L0
is κZ+. Each eigenvalue is simple, and the corresponding eigenfunctions are proportional to
Hermite polynomials:
(4.12) un(x
′) = Hn(x′) := (−1)ne(x′)2/2∂nx′e−(x
′)2/2 = (x′ − ∂x′)n1.
The twisted eigenfunctions eiΦ(D)un can be calculated using Lemma 4.5, and the calculation
of the Fourier transform of wun is straightforward:
ŵun(ξ) = (−1)n
∫
R
e−ixξ∂nxe
−x2/2dx(4.13)
= (−iξ)n
∫
R
e−ixξe−x
2/2dx
= (−iξ)ne−ξ2/2
∫
R
e−(x+iξ)
2/2dx
=
√
2π(−iξ)ne−ξ2/2.
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4.3.2. Vasicek model. We conjugate L0 = σ22 ∂2x + κ(θ − x)∂x − x with e−ax, where a = 1/κ, to
eliminate the term −x:
L0κ := eaxL0e−ax
=
σ2
2
(∂x − a)2 + κ(θ − x)(∂x − a)− x
=
σ2
2
∂2x + (κθ − aσ2)∂x − κx∂x +
σ2a2
2
+ aκθ
=
σ2
2
∂2x + κ(θ1 − x)∂x + Λ0,
where θ1 = θ− (σ/κ)2 and Λ0 = σ22κ2 + θ. The affine change of variables x = σ√2κx′+ θ1 reduces
to the case L0κ = κL00 + Λ0, where L00u = u′′ − u′. Hence, the spectrum of −L0κ is Λ0 + κZ+,
and eigenfunctions (in the new coordinates) are the Hermite polynomials Hn(x
′). To apply
the twisted eigenfunction expansion, we add to the calculations of Sect. 4.3.1 the following
additional first and last steps: at the beginning, multiply G by ex/κ (not by ex
′/κ); in the end,
multiply the eigenfunction expansion by e−x/κ.
4.3.3. Square root model. The change of variables x = x′σ2/(2κ) reduces L0 to the case L0 =
κL00, where L00 = x′∂2x′ + (1 + α − x′)∂x′ , and α = 2κθσ−2 − 1 ∈ R. Assume that L00
satisfies the Feller condition. Then −L00 is a self-adjoint operator in L2(w;R+), where w(x′) =
(x′)αe−x
′
, with the discrete spectrum Z+. Each eigenvalue λn = n, n ∈ Z+, is simple, and the
corresponding eigenfunctions are the generalized Laguerre polynomials
un(x
′) := L(α)n (x
′) =
1
n!
x−α(∂x′ − 1)n(x′)n+α.
Hence, the twisted eigenfunctions eiΦ(D)un can be calculated using Lemma 4.6, and the calcula-
tion of the Fourier transform of wun is straightforward. Since w(x)un(x) = e
−x(∂x−1)nxn+α =
∂nxe
−xxn+α, we have
ŵun(ξ) = (iξ)
nF(e−xxn+α)(4.14)
= (iξ)n
∫
R+
e−ixξe−xxn+αdx
= (iξ)n(1 + iξ)−n−α−1Γ(n+ α+ 1).
4.3.4. CIR model. Define a = −(κθ +√(κθ)2 + 2σ2)/σ2. We conjugate L0 = σ22 x∂2x + κ(θ −
x)∂x − x with e−ax, and, taking into account that σ2a2/2 + κθa− 1 = 0, obtain:
L0a := eaxL0e−ax
=
σ2
2
x(∂x − a)2 + κ(θ − x)(∂x − a)− x
=
σ2
2
x∂2x + κθ∂x − (κ+ aσ2)x∂x
=
σ2
2
x∂2x + κ1(θ1 − x)∂x,
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where κ1 = κ + aσ
2 and θ1 = θκ/κ1. Making the change of variables x = σ
2/(2κ1)x
′, one
reduces L0a to the case L0a = κ1L00, where L00 = x′∂2x′+(1+α−x′)∂x′ , and α = 2κ1θ1σ−2−1 ∈
R. Assume that L00 satisfies the Feller condition. Then the spectrum of −L0a is κ1Z+, and
eigenfunctions (in the new coordinates) are generalized Laguerre polynomials L
(α)
n (x′). To
apply the twisted eigenfunction expansion, we add to the calculations of Sect. 4.3.3 the following
additional first and last steps: at the beginning, multiply G by eax (not by eax
′
); in the end,
multiply the eigenfunction expansion by e−ax.
4.4. Example, m > 1: multi-factor Ornstein-Uhlenbeck driven models. The eigen-
functions and generalized eigenfunctions are expressed in terms of Hermite polynomials [3, 5],
hence, the numerical realization is similar to the one in Sect. 4.3.1 and 4.3.2.
4.5. Subordinated affine jump-diffusion processes. A subordinator is a Le´vy process
taking values in [0,+∞), which implies that its trajectories are non-decreasing. The Laplace
transform of the law of the subordinator Z can be expressed as E[exp(−λZt)] = exp(−tΨ(λ)),
where Ψ : R+ → R+ is called the Laplace exponent of Z. The Laplace exponent is given by
(4.15) Ψ(λ) = γλ+
∫ +∞
0
(eλs − 1)F (ds),
where γ ≥ 0, and F (dy) is the Le´vy density of Z, which satisfies
(4.16)
∫ +∞
0
min{1, y}F (dy) < +∞.
The subordinated process Y (t) = X(Z(t)) is a Markov process with the infinitesimal generator
(4.17) Ψ(L) = γL+
∫ +∞
0
(esL − 1)F (ds).
The backward parabolic equation for the price assumes the form
(∂t +Ψ(L))u(t, x) = 0, t < T,(4.18)
u(T, x) = G(x),(4.19)
equivalently,
(∂t + e
−iΦ(D)Ψ(L)eiΦ(D))uΦ(t, x) = 0, t < T,(4.20)
uΦ(T, x) = GΦ(x),(4.21)
L0 can be decomposed into a direct sum of finite-dimensional operators: L0 = ⊕n≥0L0n, hence,
esL0 = ⊕n≥0esL0n and e−iΦ(D)esLeiΦ(D) = ⊕n≥0esL0n . Substituting the last equality into (4.17),
we conclude that
(4.22) e−iΦ(D)Ψ(L)eiΦ(D) = ⊕n≥0Ψ(L0n).
It follows that the pricing problem in the subordinated jump diffusion model can be solved as
the one in the non-subordinated model. In particular, if all the eigenvalues are simple, then the
only change in the pricing formula in the non-subordinated model is the replacement of each
e−Tλn with e−TΨ(λn). If the decomposition of L0 has Jordan blocks, the changes are somewhat
more involved but still simple. See [3, 5].
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5. Estimation of the rare jump component
5.1. Estimation in the long run: general discussion. Recently, in a number of papers
(see [17, 18, 45, 46, 47] and the bibliographies therein), an important problem of the long-term
factorization in Markovian models and recovery of the historic measure from the prices of assets
of asymptotically long maturities were studied. In the framework of these papers, the recovery
procedure is possible if the leading eigenfunction of the pricing operator is recurrent, and the
deep theoretical result useful if the leading eigenfunction can be explicitly inferred from the
data.
We consider the closely related problem of identification of a component of extremely rare
jumps which never happened in the past but whose possibility the market can anticipate. A
natural example is the pricing of assets in the markets vulnerable to extreme climate changes
and related regulatory shocks. Under the following assumptions
(1) the dynamics of prices in the market is described by an affine jump-diffusion model;
(2) the parameters of the diffusion component and frequent small jump component can be
inferred from the prices of assets of short maturities;
(3) a sufficiently large number of options of long maturities is traded in the market,
we derive an explicit formula for the characteristic exponent of the extremely rare jump compo-
nent. Hence, the beliefs of the market about yet unobserved extreme jumps and pricing kernel
can be recovered. If we make an assumption on which the popular Carr-Madan static hedging
procedure [11] is based, namely, that a continuum of put or call options (for our purposes, of
a long maturity T ) are available in the market, then the error of the recovery procedure that
we use decays exponentially as a function of T .
Note that Assumption (3) is rather strong but it is not as strong as the underlying assump-
tions in op.cit.: the process is ergodic, and the leading eigenfunction can be recovered from the
prices of assets of long maturities. The recovery procedure that we derive allows one to see
“the shape of things to come” which have not been observed or, rather, as this shape is seen
by the market.
5.2. Estimation using options on the underlying, in one-factor models. We assume
that the dynamics of the underlying follows the process with the infinitesimal generator L given
by (3.1). We assume that the parameters of L(D) = [Lj(D)]
m
j=0 are inferred from the prices of
options of short maturity, and we want to infer the parameters of the infinitesimal generator
(equivalently, of the characteristic component) using the prices of options of long maturity.
We make an assumption similar to the assumption underlying a popular static hedging
procedure due to P. Carr and D. Madan [11], but do the calculations in the dual space, in the
same vein as the static hedging formula in [9] is derived.
Assumption LTK. For a very large T , there exists a continuum of call options or continuum
of put options on the underlying, of maturity T , with strikes K ∈ (0,+∞) if the model is
exponential or K ∈ (−∞,+∞), if the model is arithmetic.
5.2.1. Exponential model. Set k = lnK. For any ω < −1 in the case of call options, and ω > 0
in the case of put options, the Fourier transform of the option with strike K is well-defined
on the line Im ξ = ω: Gˆ(K; ξ) = K1−iξGˆ0(ξ), where Gˆ0(ξ) = −1/(ξ(ξ + i)). Assume that
{Im ξ = ω} is in the strip of analyticity of the characteristic function, calculate the function
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A, define B0 by the RHS of (2.4) and BJ by the RHS of (2.4) with LJ in place of L0. Then,
in the model with the infinitesimal generator L, the option price is
V (T ;K;x) =
K
2π
∫
Im ξ=ω
eA(T,ξ)x+B0(T,ξ)+BJ (T,ξ)−ikξGˆ0(ξ)dξ.(5.1)
Taking the Fourier transform of V1(T, k, x) := e
−kV (T ; ek;x) w.r.t. k, we obtain
Vˆ1(T ; ξ;x) = e
A(T,ξ)x+B0(T,ξ)+BJ (T,ξ)Gˆ0(ξ).(5.2)
Hence,
(5.3) BJ(T, ξ) = h(T, ξ) := −A(T, ξ)x−B0(T, ξ)− ln Vˆ1(T ; ξ;x)
Gˆ0(ξ))
.
Remark 5.1. (i) A(T, ξ), B0(T, ξ) can be calculated exactly since we assume that the pa-
rameters of L0 are known (inferred from the prices of options of short maturities).
(ii) The spot X0 = x is also presumed to be inferred from the prices of options of short
maturities.
(iii) Vˆ (T ; ξ;x) can be calculated by integration using the data on options of long maturity
T . Any numerical quadrature uses only the values of the underlying at a finite number
of points, hence, the estimation procedure can be used in practice where only a finite
number of options is available.
Under condition (3.17), there exists δ > 0 s.t.
(5.4) BJ(T, ξ)−BJ(+∞, ξ) = O
(
e−δT
)
, T → +∞.
Since −iBJ(+∞, ξ) = Φ(ξ), for large T , we can use the approximation
Φ(ξ) ≈ −ih(T, ξ).
For a given (large) T , the function ξ 7→ h(T, ξ), hence, Φ(ξ), has been inferred from the data.
Functions ξ 7→ Lj(ξ), j = 1, 2, . . . ,m, have been inferred from the data as well. Using (3.6), we
recover the characteristic function ψ(ξ) = −LJ(ξ) of the yet unobserved jump component.
5.2.2. Arithmetic model. Set k = lnK. For any ω < −1 in the case of call options, and ω > 0
in the case of put options, the Fourier transform of the option price the option with strike K is
well-defined on the line Im ξ = ω: Gˆ(K; ξ) = e−iKξGˆ0(ξ), where Gˆ0(ξ) = −ξ−2. Assume that
{Im ξ = ω} is in the strip of analyticity of the characteristic function, calculate the function
A, define B0 by the RHS of (2.4) and BJ by the RHS of (2.4) with LJ in place of L0. Then,
in the model with the infinitesimal generator L, the option price is
V (T ;K;x) =
1
2π
∫
Im ξ=ω
eA(T,ξ)x+B0(T,ξ)+BJ (T,ξ)−iKξGˆ0(ξ)dξ.(5.5)
Taking the Fourier transform w.r.t. K, we obtain
Vˆ (T ; ξ;x) = eA(T,ξ)x+B0(T,ξ)+BJ (T,ξ)Gˆ0(ξ),(5.6)
and continue as in the case of the exponential models.
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5.3. Estimation using options on forwards or bonds of short maturity, in one-factor
models. If options of long maturity are not on the underlying but on forwards or bonds of
short maturity, then, in the construction above, the underlying stochastic factor needs to be
replaced by an affine function of the factor. If options available in the market are on forwards
or bonds of long maturity, then the method of the paper requires modifications, which we leave
for the future.
5.4. Estimation in multi-factor models. The estimation procedure described above admits
a straightforward modification to the case of multi-factor models if the prices of a continuum of
products of options can be inferred from the observations of options traded in the market. We
leave the study of this possibility for the future. In the multi-factor case, it may be necessary
to make a preliminary change of measure (see Theorem. 3.3).
6. Conclusion
In the paper, we use the gauge transformation in the dual space (conjugation with an operator
of the form eiΦ(−i∂x)) to eliminate a jump component of the infinitesimal generator of the model
thereby simplifying the model. We derive the equation (3.6) for Φ and show how this equation
can be solved in several classes of models. If the jump component can be completely eliminated,
and the (generalized) eigenfunction expansion in the diffusion model is available, then the
basis of generalized eigenfunctions in the diffusion model can be used to derive an explicit
series representation of the price (“twisted eigenfunction expansion”). The straightforward
modification of the procedure in [3, 5] is used to derive the representation of the price in
subordinated jump-diffusion models.
The second application of equation (3.6) is estimation of the rare jump component; we sug-
gest to call equation (3.6) the elimination-estimation equation (EE equation). For application
of nature-industry interaction models, it is necessary to infer from the data the dynamics of
future extreme shocks as it seen by the market. Recently, a number of papers addressed an
important problem of the long-term factorization in Markovian models, and recovery of the his-
toric measure from the prices of assets of asymptotically long maturities (Hansen-Scheinkman
factorization and Ross recovery). In the framework of these papers, the recovery procedure is
possible if the leading eigenfunction of the pricing operator is recurrent, and the deep theo-
retical result useful if the leading eigenfunction can be explicitly inferred from the data. We
consider the closely related problem of identification of a component of extremely rare Le´vy
jumps which never happened in the past but whose possibility the market can anticipate. A
natural example is the pricing of assets in the markets vulnerable to extreme climate changes
and related regulatory shocks. The beliefs of the market about yet unobserved extreme jumps
and pricing kernel and can be recovered: the market prices allow one to see “the shape of things
to come”.
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