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I. INTRODUCTION 
Performance bounds play a vital role in assessing the quality of a coded system and giving 
guidelines in code design. It is well known that the analysis of the exact error probability of a coded 
system is prohibitively complicated. As a consequence, people resort to various bounding 
techniques, among which the union bound is most commonly used. Satisfactory results can be 
obtained in many cases, but there exist exceptions. Typical examples are turbo-like codes when 
operating beyond the cutoff rate [1], [2] and space-time codes when transmitted over quasi-static 
fading channels [3], the latter of which is the topic of this paper. The union bound is inadequate for 
these two scenarios, as it may diverge, i.e., the resulted bound may be greater than unity so that it is 
virtually meaningless. This necessitates nonstandard analytic tools that produce sharp bounds 
reflecting the actual performance. In the regime of turbo-like codes, Gallager bounds and their 
variations have been applied with great success (see [1], [4] and references therein.) 
A quasi-static fading channel is often assumed in space-time coding where no other form of 
diversity exists. Currently, performance bounds of space-time codes in quasi-static fading [5], [6], 
[7], [8] rely mainly on the “limit-before-average” (LBA) technique, which was originally developed 
by Malkamäki and Leib [9] for convolutional codes over block fading channels. This technique 
involves a multi-dimensional integration, typically implemented in the Monte Carlo method. The 
multi-integration could be lengthy, which is undesired in computer search for good codes. In this 
paper, we address efficient bounding techniques for space-time codes in the general framework of 
Gallager bounds. In this framework, the LBA technique serves as a limit of the optimum bound. We 
propose ellipsoidal and spherical upper bounds that come as close as within a few tenths of a decibel 
to simulated frame error probabilities, while permitting fast computation because they are derived in 
closed form. The two bounds as well as the LBA bound require knowledge about the weight spectrum 
of a space-time code. To meet this requirement, we present two new approaches of weight 
enumeration on the basis of state diagram reduction, each of which may be more suited to certain 
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applications. In particular, the scalar transfer-function bound is a true upper bound of space-time 
codes in quasi-static fading, in the sense that truncation of the weight spectrum is needed in the other 
approach. Collectively, the bounding techniques, state reduction, and weight enumeration give a 
complete set of analytic tools for space-time codes. They yield surprisingly tight performance bounds 
for all codes considered, in stark contrast to the common intuition that such bounds are not supposed 
to be tight in the case of quasi-static fading. 
  Related works on Gallager bounds were given in Miller et al. [10], [11], yet the applicability of 
their derived bounds appears restricted (to be made clear later). Byun et al. [12] also proposed an 
expression, claimed as an upper bound, which has a computational advantage that only a single 
integral is required. However, in this paper we shall show that it is unnecessarily a valid upper 
bound. Other relevant works include Gallager’s bounding technique applied to the multi-antenna 
random coding regime [13] and the sphere-packing lower bound for space-time codes [14], which 
are not oriented to the analysis of a specific code, though. 
  The Gallager bound is an instance of techniques of overcoming the weakness of the union bound. 
There are some other techniques to improve the union bound, e.g., Bonferroni-type inequalities in 
probability theory [15]. However, such techniques take complicate form and do not yield sharp 
bounds, as they are too general. 
The remainder of this paper is organized as follows. Section II describes the system model of 
space-time coding in quasi-static fading and briefly reviews standard analysis. In Section III, we 
derive closed-form expressions of ellipsoidal and spherical bounds. We also clarify the roles of the 
weight and eigenvalue spectrum when computing Gallager bounds. In particular, it was often 
implicitly assumed that these bounds could be computed from the eigenvalue spectrum. We show this 
is generally not true, except for the spherical bound only. We present state reduction and weight 
enumeration in Section IV. Numerical examples are given in Section V. Section VI takes a brief look 
at Gallager bounds in correlated fading. Conclusions are drawn in Section VII. 
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II. SYSTEM MODEL AND STANDARD ANALYSIS 
  Consider a space-time coded system with nT transmit antennas and nR receive antennas. At each 
time slot t, nT parallel output symbols of the encoder 1 2, , , Tnt t tc c c?  are simultaneously transmitted 
from nT antennas. Following the convention [3], we assume that the elements of the signal 
constellations are contracted by a factor sE  so that the average energy of the constellation is 
unity. Suppose that the frame length is L. The space-time code matrix of size nT × L is defined as 
1 1 1
1 2
2 2 2
1 2
1 2
T T T
L
L
n n n
L
c c c
c c c
c c c
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
?
?
? ? ? ?
?
c . 
  The received signal at the jth receive antenna is a noisy superposition of nT transmitted signals 
corrupted by fading, given by 
,
1
Tn
j i j i j
t s t t t
i
y E cα η
=
= +∑                             (1) 
where the complex additive white Gaussian noise (AWGN) jtη  has zero mean and variance 0 / 2N  
per dimension, and ,i jtα  is the fading gain from transmit antenna i to receive antenna j, modeled as 
complex Gaussian with zero mean and variance 0.5 per dimension. Accordingly 0/s sE Nγ ?  is the 
symbol SNR per transmit antenna (and the symbol SNR per receive antenna is given by T sn γ .) 
Here we focus on quasi-static fading, i.e., the gain , ,i j i jtα α=  remains constant during a frame and 
varies independently from one frame to another. It is further assumed that the fading coefficients are 
spatially white. Later in Section VI we shall make extensions to correlated fading.  
  In matrix form, we have the signal model 
sE= +y αc η                                    (2) 
where y is the nR × L received signal matrix obtained by stacking jtr , η is the nR × L noise matrix 
obtained by stacking jtη , for j = 1, 2, …, nR and t = 1, 2, …, L, and α is the fading matrix given by 
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  Given the fading realization α, the pairwise error probability that the decoder decides another 
codeword cˆ  while c being actually sent can be expressed as 
2ˆ ˆ( , | ) ( , | )
2
s
eP Q d
γ⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
c c α c c α                            (3) 
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= −∑∑∑c c α                          (4) 
is the squared Euclidean distance for given α. 2 ˆ( , | )d c c α  can be rewritten as [3] 
( ) 22 ,
1 1
ˆ( , | ) tr
R Tn n
H i j
i
j i
d λ β
= =
= =∑∑c c α αCα                        (5) 
where ,i jβ ’s are independent and identically distributed (iid) complex Gaussian random variables 
with zero mean and variance 0.5 per dimension, and iλ  for i = 1, 2, …, nT are eigenvalues of the 
codeword-difference correlation matrix C defined as 
ˆ ˆ ˆ ˆ( , ) ( , ), ( , )H −? ?C B c c B c c B c c c c . 
  Using the alternative form of the Q-function [16] 
2
2
/ 2
2sin
0
1( )
x
Q x e d
π
θ θπ
−= ∫ ,     x > 0 
one may express the unconditional pairwise error probability as 
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where ρ denotes the rank of C, and iλ  for i = 1, 2, …, ρ are the corresponding nonzero eigenvalues 
of C. If one applies the Chernoff upper bound on Q(x) (or the fact 2sin 1θ ≤ ), then  
1
1ˆ( , )
2 4
R Rn n
s
e i
i
P
ρρ γλ
− −
=
⎛ ⎞ ⎛ ⎞≤ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠∏c c . 
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The rank-determinant criterion [3] follows immediately: C has to be of full rank for any code 
matrices c and cˆ  in order to achieve the maximum diversity order nTnR, and the minimum 
determinant C  over all pairs (c, cˆ ) should be maximized. The Chernoff technique does not yield 
an asymptotically tight bound on the pairwise error probability (6). There have been several 
attempts to improve the Chernoff bound on pairwise error probabilities (see, e.g., [17], [18]). 
Nonetheless, the rank-determinant criterion remains unchanged, as the Chernoff bound only differs 
from these tightened bounds by a constant factor in the high SNR regime. 
  A common feature of all these bounds is that the pairewise error probability is given in terms of 
C . Let D denote the geometric mean of nonzero eigenvalues of C. By sorting the values of D in 
ascending order and counting the associated frequency of occurrence AD over all pairs of c and cˆ , 
one can define the distance spectrum {D, AD} of the code. Consequently, by employing the standard 
union bound, the frame error rate can be expressed in terms of the distance spectrum. This gives a 
more complete vision of the code performance than just the worst-case pairwise error probability 
[19]. Similarly, denoting by Aλ the average multiplicity of first error events having eigenvalues 
1( , , )Tnλ λ= ?λ , we may define the set of pairs {λ, Aλ} as the eigenvalue spectrum and give the 
exact union bound by employing (6). Unfortunately, union bounds are substantially loose in 
quasi-static fading and may even diverge. If the union bound continues to grow as more error events 
are included, then there is no indication of dominant error events. As a consequence, it is sometimes 
criticized that the rank-determinant criterion is established on “shaky” foundation. 
 
III. GALLAGER BOUNDS 
  In this section we develop tight bounding techniques for space-time codes in the general 
framework of Gallager bounds. We address frame error rates exclusively, but the extension to bit 
error rates is straightforward. 
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  Some works (e.g., [5]) viewed space-time codes as block codes in performance analysis. This is 
necessary for short-frame codes. If the frame size is moderately large so that edge effects are 
negligible, it is more convenient to treat space-time codes as trellis codes. Using first-event error 
characterization of trellis codes, we can bound the frame error rate as [29] 
1 (1 ) , for 1Lf E E EP P LP P≤ − − ≤ ≤  
where EP  denotes the first-event error probability. Conditioned on fading gains α, EP  is given by 
( )2
ˆ
1 ˆ( ) ( , | ) tr
2 2
Hs s
EP Q d A Q
γ γ
≠
⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑∑ ∑? Cc c c Cα c c α αCα                (7) 
which is an extension of [29, eq. (6.9)] to space-time codes. In (7), ?  stands for the cardinality of 
the subcode ?  of sequences starting at a given time epoch, cˆ  runs over first error events1 
diverging from c at this time epoch, and AC denotes the average multiplicity of first error events 
having codeword-difference correlation matrix C. The set of pairs {C, AC} is defined as the 
(multivariate) weight spectrum of a space-time code in this paper. Average over c can be omitted for 
geometrically uniform codes. The remainder of this paper adopts this error event characterization. 
Nonetheless, the results are equally applicable to the block-code characterization subject to minor 
change. 
  With the error event characterization, the union-Chernoff bound takes the form  
UC 1
2 4 2 4
R R
R R
n n
n ns s
f D D
D D
LP L A D A D
ρ ρ
ρ ργ γ− −− −⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑ ∑ . 
Clearly, this bound will diverge for any fixed SNR if AD grows like 1RnDρ −  or faster. On the other 
hand, it is worthy mentioning that the union bound will converge as Rnρ  goes large. This is 
consistent with the analysis in [20], which showed that for a large number of antennas the channel 
approaches the behavior of an AWGN channel. 
                                                        
1 The sum is restricted to so-called “simple error events” for block codes [5]. 
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  In his 1960 dissertation on low-density parity-check (LDPC) codes, Gallager introduced a 
fundamental bounding technique2 [21, p. 24]. In the context of space-time coding, the bound takes 
the form 
Prob(error) Prob(error, ) Prob(error, )
Prob(error, ) Prob( )
= ∉ + ∈
≤ ∉ + ∈
α α
α α
R R
R R
 
where R  is the Gallager region, selected as a subset in the space of fading gains which includes 
the events when all fading gains are relatively small, i.e., the channel is in deep fade. It is expected 
that the union bound will diverge with high probability in this region; thereupon it is simply 
bounded by unity. Then the union bound is applied outside of R , yielding the Gallager bound 
G ( ) ( ) ( )f f EP P L P f d f d≤ +∫ ∫? α αα α α α αR R ,                        (8) 
where ( ){ }( ) exp trR Tn n Hf π −= −α α αα  is the probability density function (pdf) of α, and R  
denotes the complement of R . R  is to be optimized for a tight upper bound. 
A. LBA Bound (Optimum Bound) 
  If we bound ( )ELP α  by unity wherever it exceeds unity, we shall obtain the tightest Gallager 
bound [10]. That is, the optimum Gallager region is given by { }O : ( ) 1ELP= ≥α αR . This is a 
region around the origin with a complicated geometric shape. Interestingly, although the optimum 
bound has no closed form, it turns out to be equivalent to the LBA technique of Malkamäki and 
Leib [9] 
[ ]LBA min 1, ( ) ( )f f EP P LP f d≤ ∫? αα α α .                          (9) 
This technique follows from the fact that the error probability never exceeds unity for given fading 
realization α. Surprisingly, this simple technique indeed gives the optimum Gallager bound, without 
any need of explicit optimization. 
  It is noteworthy that there is a minor difference in use of the relation 1 (1 )Lf EP P≤ − −  between 
the two techniques. The LBA bound can be made slightly tighter by replacing [ ]min 1, ( )ELP α  with 
                                                        
2 Strictly speaking, this is just one of Gallager’s two bounding techniques [1]. 
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[ ]1 (1 min 1, ( ) )LEP− − α  [6]. This appears inapplicable to the Gallager bound since 1 (1 ( ))LEP− − α  
might be negative for some α. Anyway, this improvement is found quite marginal, so we employ (8) 
and (9) throughout this paper. 
  The inherent difficulty in evaluating the LBA bound is the multi-dimensional integral with respect 
to α. Due to the function min(1, x), a closed form is impossible and the integral must be performed 
numerically. Existing analytic tools for fading channels do not apply here. Such an integral involving 
the Gaussian pdf is considered a challenging problem even in the discipline of mathematics [22]. In 
the simplest nontrivial case of nT = 2, nR = 1, it is already a four-dimensional real integral. The direct 
brute-force integration is time-consuming, while multiple quadrature methods are often found 
unstable (quadrature is not as effective in high dimensions [22].) Consequently the Monte Carlo 
method is usually the only practical solution. To obtain accurate results, the Monte Carlo method is 
still lengthy, and the time increases as the error probability decreases. Our computational experience 
shows that even importance sampling [22] (see Appendix A) does not offer a fast solution. The 
computational burden is especially felt for low error probabilities or a large number of antennas. 
Therefore, the value of the LBA bound is more a theoretic reference than a practical means of 
performance analysis. Moreover, an integral form is not very attractive from a theoretic point of view. 
B. Ellipsoidal Bound 
  In this subsection we propose a Gallager bound to circumvent the difficulty of the LBA bound. 
The bound is derived in closed form and near optimum in tightness. We notice that the complicated 
shape of the optimum Gallager region OR  is the obstacle of deriving a closed-form bound. Hence 
it is necessary to find a geometric shape to approximate OR  with reasonable accuracy such that 
the derivation becomes tractable. There are two fundamental requirements in choosing the 
geometric shape. Firstly, the shape must permit the derivation of a closed-form bound. Secondly, the 
bound must admit fast optimization. 
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  We decide to choose an ellipsoid to fit OR , defined by ( ){ }E : tr 1H= ≤α αFαR  where F is a 
Hermitian positive semi-definite matrix. F is to be optimized for a minimum upper bound. The 
reason for the choice of an ellipsoid is as follows. First, it is the optimum shape if there were only 
one matrix C, since then 
( ) ( ) 2O 12 1: tr 1 : tr2 H Hs sLA Q Q LA
γ
γ
−
⎧ ⎫⎧ ⎫⎛ ⎞ ⎡ ⎤⎛ ⎞⎪ ⎪ ⎪ ⎪= ≥ = ≤⎜ ⎟⎨ ⎬ ⎨ ⎬⎢ ⎥⎜ ⎟⎜ ⎟ ⎝ ⎠⎪ ⎪⎝ ⎠ ⎣ ⎦⎪ ⎪⎩ ⎭ ⎩ ⎭
C
C
α αCα α αCαR  
where Q-1(x) denotes the inverse function of Q(x). The reason of using tr(.) in the definition of ER  is 
that there is no point in discriminating between receive antennas because of the assumed spatial 
independence. The relation of OR  and ER  is graphically illustrated in Fig. 1, where a sphere is 
also plotted. Furthermore, the expression HαFα  pertains to classic analytic results on the pdf of a 
Hermitian quadratic form in complex Gaussian variates [23]; our derivation actually benefit from 
classic literature of fading channels. Last but not the least, the optimization with respect to a 
Hermitian positive semi-definite matrix is tractable. While the number of parameters in F is larger 
than the number of integral variables, a crucial point is that optimization can be much more efficient 
than integration. 
 
Sphere 
Ellipsoid 
Optimum Region
O
 
Fig. 1.  Graphic illustration of Gallager regions in the vicinity of the origin O. 
 
  Let us look at the first term on the right-hand side of (8) for an ellipsoidal Gallager region. Using the 
alternative form of Q(x), we have 
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(10) 
where 
Tn
I  denotes the nT-by-nT identity matrix. Our key observation is that the quantity P0 defined 
above may be interpreted as the probability that ( )tr 1H >? ?αFα , where the rows j?α  (j = 1, …, nR) in 
the random matrix ?α , statistically independent of each other, have a common correlation matrix 
( ) 12( ) / 4sinTj H j n sE γ θ −⎡ ⎤ = +⎣ ⎦? ?α α I C . The evaluation of such probability is a standard analytic 
problem in correlated fading channels that is solved by means of the characteristic-function method. 
The Hermitian quadratic form X1 = ( )j j H? ?α F α  has a rational characteristic function [23] 
( )1
1
11
1
2
1
( ) 1
4sin
T
T T
n
sX s
X n n i
i
s E e s sγ µθ
−−
−−
=
⎛ ⎞⎡ ⎤Φ = + + = +⎜ ⎟⎣ ⎦ ⎝ ⎠ ∏
CI I F? ,                 (11) 
where iµ ’s are eigenvalues of ( ) 12/ 4sinTn sγ θ −+I C F . It is easily seen that iµ ’s are real, 
nonnegative. Due to statistical independence, the characteristic function of ( )tr H? ?αFα  is simply 
given by 
1
( )X sΦ  raised to the nR-th power. By inverting the characteristic function, we can express 
P0 as 
1 1
1
1
0
- -
1 ( ) 1 ( )
2 2
R R
j j
n nsx s
X X
j j
dsdx dsP e s s e s
j j
ε ε
ε επ π
∞+ ∞+
−
−∞ ∞+ ∞+
= − Φ = − Φ∫ ∫ ∫                   (12) 
where ε > 0 such that the integration path is chosen in the right half plane. This integral has a 
closed-form expression [18] 
( )1
1
1
1
0
1 1
Res 1 , 0
T
R
nK
ns
i k
k i
P s e s sµ −−
= =
⎡ ⎤= − + <⎢ ⎥⎣ ⎦∑ ∏                        (13) 
where 
1k
s  is the k1th of the K1 (1 ≤ K1 ≤ nT) distinct, negative poles of 1 ( )X sΦ , and Res(.) denotes the 
residue. It is noteworthy that P0 is positive in spite of the minus ahead of the sum. 
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  The second term on the right-hand side of (8) is derived in a similar fashion. Let jα  be the jth 
row of α . The Hermitian quadratic form 2 ( )
j j HX = α F α  has a rational characteristic function 
2
1
( )
TX n
s s
−Φ = +I F . Since the integral 
E
( )f d∫ α α αR  is the probability that ( )tr 1H ≤αFα , we 
have 
E 2 2
1
1
- -
( ) ( ) ( )
2 2
R R
j j
n nsx s
X X
j j
dsdx dsf d e s s e s
j j
ε ε
ε επ π
∞+ ∞+
−
−∞ ∞+ ∞+
= Φ = Φ∫ ∫ ∫ ∫α α αR                 (14) 
where ε > 0 as well. Again, this can be expressed in terms of residues on the left plane: 
( )2E 2
2
1
1 1
( ) 1 Res 1 , 0
T
R
nK
ns
i k
k i
f d s e s sν −−
= =
⎡ ⎤= + + <⎢ ⎥⎣ ⎦∑ ∏∫ α α αR                   (15) 
where iν 's (real, nonnegative) are eigenvalues of F, and 2ks  is the k2th of the K2 (1 ≤ K2 ≤ nT) 
distinct, negative poles of 
2
( )X sΦ . 
  Combining these results we arrive at the ellipsoidal bound in Theorem 1. 
  Theorem 1 (Ellipsoidal Bound): Let {C, AC} denotes the weight spectrum of a space-time code, 
then the frame error rate is upper-bounded by 
1
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(16) 
where the notation F ≥ 0 stands for “F is positive semi-definite”. 
  The ellipsoidal bound involves an integral of the form 
/ 2 2
0
(sin )g d
π θ θ π∫ , which nonetheless can 
be easily evaluated by using the quadrature rule [7, (22)] 
( 1) / 2 1/ 2 2 2
0
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i
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π θ θ ππ
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=
⎛ + ⎞⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑∫ ? ,    N odd, 
or by using the bound [24] 
2
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1( ) exp
2 2sin
N
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xQ x
N θ=
⎛ ⎞≤ −⎜ ⎟⎝ ⎠∑ , 2i
i
N
πθ = . 
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Extremely good accuracy is obtained by using ten points in both methods. As such it is considered a 
closed-form bound. The Chernoff bound corresponds to the case N = 1, which will render the final 
performance bound looser. 
  For a function f(s) in the form as shown in the brackets of (13) and (15), the residue at a pole sk = – 
a of order m is defined as [18] 
[ ] 111Res ( ), ( ) ( )( 1)!
m
m
k m
s a
df s s a s a f s
m ds
−
−
=−
⎡ ⎤= − = −⎣ ⎦− . 
If nR = 1 and there are no repeated eigenvalues of iµ ’s, we can express P0 in (13) in a very simple 
form as 
1
1
0
1
1,
(1 / )
k
T
K
n
k
j k
j j k
eP
µ
µ µ
−−
=
= ≠
=
−
∑ ∏
.                              (17) 
A similar expression exists for (15). Repeated eigenvalues require high-order derivatives, which 
may complicate the expression. There are several methods available in literature to circumvent this 
difficulty. One is the perturbation method of Siwamogsatham et al. [17]. They showed that the pdf 
of Hermitian quadratic form like those considered in this subsection will increase or decrease if any 
pole of the characteristic function is move toward or away from the origin. Then by perturbing the 
multiple poles properly so that the characteristic function has only simple (negative) poles, we are 
able to use the single-pole formula to upper- and lower-bound (13) and (15). The two bounds can be 
made close by reducing the perturbation magnitude. The case of nR > 1 may be treated as repeated 
poles. This method is quite convenient from a computational point of view. Other methods include 
the Euler summation technique [16, App. 9B], the Gauss-Chebyshev quadrature [25] and the 
saddle-point integration [26], in which the Laplace inversions in (12) and (14) are performed 
numerically. These methods are quite efficient and the computation costs are not necessarily higher 
than that of the residue method. In fact, they are often more stable in the numerical aspect. 
  In short, the ellipsoidal bound given F can be computed very efficiently. The minimization of the 
ellipsoidal bound subject to constraint F ≥ 0 is performed as follows. We convert it to an 
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unconstrained optimization problem by applying the Cholesky decomposition H=F T T  where T 
is an upper-triangular complex matrix. This guarantees that F is Hermitian, positive semi-definite. 
Then the unconstrained optimization is carried out over T. There exist a wide spectrum of 
algorithms for unconstrained optimization [27], many of which are available in standard scientific 
software packages such as MATLAB. Algorithms of unconstrained optimization can be broadly 
categorized in terms of the derivative information used. Search methods that only use function 
evaluations are suitable for highly nonlinear problems such as the ellipsoidal bound. They are 
generally less efficient but more robust than gradient-based and high-order methods. We suggest the 
function “fminsearch” in the Optimization Toolbox of MATLAB 6.1, which uses the simplex search 
method. Convergence of the solution is observed for all codes examined, though a formal proof is 
unavailable for now. The number of real-valued free parameters in optimization is 2Tn , as the 
diagonal elements of T can be set real-valued without loss of generality. Moreover, the 
computational complexity in optimization can be traded-off against the tightness of the bound. For 
instance, we may restrict the optimization over the nT diagonal elements of F. This corresponds to 
optimize the axes of the ellipsoid while neglecting the orientation. 
C. Spherical Bound and Its Uniqueness 
  If we make the axes of the ellipsoid have equal length, it reduces to a spherical region 
( ){ }S 2: tr H r= ≤α ααR  where r is the radius. This corresponds to the degenerate case 2/ r=F I . 
It will result in a spherical bound with a single free parameter, thereby permitting exceedingly fast 
optimization. It is necessarily looser than the ellipsoidal bound; however it may virtually be as tight if 
the code has good symmetry. The spherical bound is in a sense unique, since it only requires the 
knowledge of the eigenvalue spectrum rather than the weight spectrum, as will be demonstrated 
below. As such it is treated separately in this subsection. 
  Theorem 2 (Spherical Bound): Let {λ, Aλ } denote the eigenvalue spectrum of a space-time code, 
then the frame error rate can be upper-bounded by 
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where K is the number of distinct nonzero elements in λ, and r0 is the root of the following equation 
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  Proof: For a spherical Gallager region, we set F = 2/
Tn
rI . Via change of variables 2s sr→ , the 
first term of (16) can be rewritten as 
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Obviously it depends on C only through its eigenvalues, therefore can be expressed in the form as 
the first term of (18). The second integral in (8) over SR  is recognized as the pdf of a chi-square 
random variable with 2nRnT degrees of freedom, given by  
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Combining these two integrals we obtain the spherical bound as in (18), with the radius r remaining to 
be optimized. 
  This is achieved by setting G 2/ ( ) 0fP r∂ ∂ = . To solve for the partial derivative, note that the 
derivative and finite integral commute; the derivative and Res(.) also commute, since Res(.) involves 
at most a partial derivative with respect to s. Hence we are able to move the partial derivative inside 
Res(.) to write 
2 2
G / 2 2( 1)
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1 10
1 Res 1 , 0 0
4sin ( 1)!
RT R T
nn n nK
f sr ri s
k
k i R T
P rL A e s s d e
r n n
π λ γ θπ θ
− −
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= =
⎡ ⎤∂ ⎛ ⎞= − + + < + =⎢ ⎥⎜ ⎟∂ −⎝ ⎠⎢ ⎥⎣ ⎦∑ ∑ ∏∫λλ . 
This completes the proof.                                                            
  Equation (19) is well defined and has a unique root. To see this, note that the left-hand side of (19) 
decreases monotonically with r0 (since sk < –1), while the right-hand side increases monotonically. 
Furthermore, the left-hand side approaches zero when r0 → ∞, while the right-hand side equals zero 
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when r0 = 0. Hence there must exist one and only one positive root of r0. By using the bisection 
method, we can easily solve for the optimum value r0. Convergence is always guaranteed. 
  The computational cost of a Gallager bound is roughly given by the number of steps in 
optimization times the cost for calculating (8). The latter cost is similar for ellipsoidal and spherical 
bounds. Since it is easier to determine r0, the computation of the spherical bound is significantly 
faster. 
  When there are no repeated eigenvalues and nR = 1, a similar bound (without a derivation of r0) 
has been attempted in [10] by using a Chernoff-like bound on Q(x), but the expression derived 
therein does not apply to repeated eigenvalues or nR > 1 (in essence a case of repeated eigenvalues), 
which are commonplace in space-time coding. In contrast, these cases are easily handled in our 
bound by solving for the residue or by using the perturbation method. In the latter method, 
substituting the perturbed eigenvalues iλ? , i = 1, …, nRnT into (18), we have 
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A pleasing feature of this form is that the solution of r0 is independent of the SNR, since it is given 
by the root of the following equation 
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.            (21) 
Apparently we do not need to solve for γs 20r  at each new SNR. Besides, it is easily checked that the 
expression of [10] disagrees with (20) when the alternative form of Q(x) is replaced with a 
Chernoff-like bound. 
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  Next we illustrate that the dependence on the eigenvalue spectrum is in fact unique to a spherical 
Gallager region. Consider a generalized Gallager region of arbitrary shape. Using the decomposition 
(5), we can rewrite (8) as 
2G ,
1 1
( ) ( ) ( )
2
R Tn n
i js
f i
j i
P L A Q f d f dγ λ β
= =
⎛ ⎞= +⎜ ⎟⎜ ⎟⎝ ⎠∑ ∑∑∫ ∫C α αC C α α α αR R ,            (22) 
where the notation , ( )i jβ C  reflects its dependency on C. To see the dependency, define ( ) =β C  
1[( ( )) , , ( ( )) ]RnT T T?β C β C  where ,1,( ) [ ( ), , ( )]Tn jj jβ β= ?β C C C , and note the relation 
( ) ( )=β C αU C  where ( )U C  is a unitary matrix arising from eigen-decomposition 
( ) ( )H=C U C ΛU C . Then one tries to change variables of this integral from α to ( )β C . However, 
the region over which the integral is evaluated will generally be rotated, and such rotation U(C) 
varies with C (this appears to be overlooked in [10].) The only exception is a sphere. Since 
( ) ( ) ( ) ( )H H H H= =β C β C αU C U C α αα , a region given as 
{ }, 2 21: | | , 1,...,Tn i j j Ri r j nα== ≤ =∑αR  
is rotationally invariant. Then ( ){ }S 2: tr H r= ≤α ααR  is unique, again as there is no point in 
discriminating between receive antennas. This property agrees with the traditional union bound 
given in terms of the eigenvalue spectrum, since it might be seen as a degenerate spherical bound 
with r0 = 0. 
D. Remarks 
  In this subsection, we make a number of clarifications regarding existing works in this area. 
  From the above analysis, we see that it is inadequate to determine Gallager bounds with other 
shapes of R by using the eigenvalue spectrum alone. In particular, this means that the LBA bound 
needs full information of the weigh spectrum. Equations like those in [12] given in terms of the 
eigenvalue spectrum are not enough. In fact, it was observed in [8] that for the 8-state QPSK code 
of [3], the LBA bound computed with the knowledge of the eigenvalue spectrum is lower than 
simulation points. In Fig. 2, we replot the LBA bound computed from the weight spectrum together 
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with the ellipsoidal bound. Error events with lengths up to 7 branches are included as in [8]. It is 
clear that our bounds are higher than simulation points, thereby indeed valid upper bounds. 
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Fig. 2.  Comparison of performance evaluation methods for the 8-state QPSK code for nT = 2, nR = 
1 and L = 130. 
 
  This is a fundamental difference between Gallager bounds and the standard union bound, as the 
pairwise error probability in the standard union bound is irrelevant to ˆ( , )U c c . An immediate 
implication is that the “cubical bound” ignoring ˆ( , )U c c  as given in [10] is not a true Gallager 
bound for space-time codes. Although a cubical Gallager region still yields an upper bound, the 
derivation of its correct expression appears intractable due to rotation of the Gallager region. An 
exception is single-antenna convolutional codes transmitted over block fading channels [9], where 
the issue of rotation does not arise. Appendix B gives the expression of the cubical bound for 
convolutional codes. 
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  Meanwhile, using the transform (5) again, one can rewrite (8) as  
LBA
1
min 1, ( ) ( )
2
is
f i
i
P L A Q f d
ργ λζ
=
⎡ ⎤⎛ ⎞= ⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
∑ ∑∫ C α
C
C α α                  (23) 
where 
2,
1
( ) ( )Rni i j
j
ζ β=∑?C C  for i = 1, 2, …, ρ are iid chi-square random variables of 2nR 
degrees of freedom. Byun, Park and Lee (BPL) [12] derived an expression requiring only a single 
integral that permits fast evaluation3 
BPL
0
min 1, ( )
2
s
f D
D
P L A Q D f dξ
γ ξ ξ ξ∞ ⎡ ⎤⎛ ⎞= ⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦∑∫                     (24) 
where 
1
ˆ( , )Tn i
i
ξ ζ=∑ c c?  is a chi-square random variable of 2nTnR degrees of freedom. The 
right-hand side of (24) is a well-defined integral. Change of variables is justified because 
{ } { }tr ( ) ( ) trH Hξ = =β C β C αα  is independent of the codeword pair C as long as C has full rank. 
BPL
fP  is quite insightful, clearly indicating the role of the distance spectrum.  
  Byun et al. claimed that BPLfP  is an upper bound on 
LBA
fP , by proving the cumulative 
distribution function (cdf) of 
1
( )iii
ρ λζ=∑ C  is less than or equal to that of 1 ( )iiD ρ ζ=∑ C . Here we 
shall show that, however, BPLfP  is an approximation rather than an upper bound on 
LBA
fP
4. 
  To see why BPLfP  is unnecessarily an upper bound, let us reexamine Byun et al’s proof. They 
stated (24) is an upper bound for one set of eigenvalues λ; then this was extended to the entire code 
as “it equally applies to all different” λ’s [12]. These two steps are problematic. Firstly, since the 
eigenvalue spectrum is inadequate to describe the LBA bound, BPLfP  is unnecessarily an upper 
bound even for one set of eigenvalues; secondly, the statement “it equally applies to all different” 
λ’s corresponds to the case that the random variables 
1
( )iii
ρ λζ=∑ C  are statistically independent for 
different codeword pairs, but this is generally not satisfied. In fact, BPLfP  is an upper bound only if 
there is a single matrix C (and in this case BPLfP  will be asymptotically tight.) It will be clearer in 
                                                        
3 Byun et al. assumed full rank ρ = nT. This condition was indeed necessary, while it is not required by our derived Gallager bounds. 
4 We confirmed this with the authors of [12], and their journal version was corrected. 
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the following counter-example, the purpose of which is to show BPLfP  is unnecessarily an upper 
bound even for one set of eigenvalues. 
  Counter-example 1: For clarity, consider a binary rate-1/2 convolutional code transmitted over 
block Rayleigh fading channels. The system model was given in [9]. Suppose we have one set of 
Hamming distances {d1, d2}, but in different order as (d1, d2) and (d2, d1), and let 1 2d d d= . This 
system is equivalent to a space-time code with two sets of eigenvalues (4d1, 4d2) and (4d2, 4d1), 
1 24D d d= , nT = 2, and nR = 1, except for 3 dB difference in SNR. Then the LBA bound is given 
by 
( ) ( ){ } 1 2( )LBA 1 1 2 2 2 1 1 2 1 2
0 0
min 1, 2 ( ) 2 ( ) x xf s sP L Q d x d x Q d x d x e dx dxγ γ
∞ ∞
− +⎡ ⎤= + + +⎣ ⎦∫ ∫ .     (25) 
Correspondingly, 
( ){ }BPL
0
min 1,2 2 xf sP L Q dx e xdxγ
∞
−⎡ ⎤= ⎣ ⎦∫ .                     (26) 
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Fig. 3.  Comparison of LBAfP , 
BPL
fP , and 
E
fP (=
S
fP ) for the counterexample (viewed as a 
space-time code) for nT = 2, nR = 1 and L = 1000. 
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  Setting d1 = 1, d2 = 4, d = 2, L = 1000, we plot the two curves in Fig. 3 by using numerical 
integration. The ellipsoidal bound is also included, which degenerates into the spherical bound due 
to the symmetry of this counter-example. It is clear that BPLfP  is lower than 
LBA
fP , while the 
ellipsoidal bound is valid. 
  To see how the proof of [12] breaks down, let 1 1 1 2 2Y d X d X= +  and 2 2 1 1 2Y d X d X= + . Via 
change of variables, LBAfP  can be expressed as 
( ) ( ){ } 1 2LBA 1 2 1, 2 1 2min 1, 2 2 ( )f s s Y YP L Q y Q y f y y dy dyγ γ
Ω
⎡ ⎤= +⎣ ⎦∫∫            (27) 
where Ω is the integration region. If Y1 and Y2 were statistically independent, we would be able to 
break up the double integral so that 
( ) ( ){ } 1 2LBA 1 2 1 1 2 2
0 0
min 1, 2 2 ( ) ( )f s s Y YP L Q y Q y f y dy f y dyγ γ
∞ ∞ ⎡ ⎤= +⎣ ⎦∫ ∫           (28) 
and make use of Byun et al.’s inequality for cdf’s to arrive at (26). But it is obvious that Y1 and Y2 
are not statistically independent.                                                      
  In general, BPLfP  and 
LBA
fP  differ by a non-diminishing factor at high SNR. At this point, we 
are unable to determine this factor. This appears to be surprisingly difficult due to the nonlinearity 
introduced by min(1, x). 
E. Summary 
  Gallager bounds proposed in this paper offer a solution of efficient, tight upper bounds of 
space-time codes. Moreover, their applications are not restricted to full-rank codes. 
  The required amount of information, tightness and computational cost of various bounding 
techniques are summarized in TABLE I. When looking at TABLE I, one may ask a natural question: 
does a convergent bounding technique requiring only the information of {D, AD} (as BPLfP ) exist? 
Some researchers calculate the LBA bound by using several leading terms in {D, AD} [6]. Indeed, 
the distance spectrum is a sensible measure, if we are to describe performance of space-time codes 
by using a counterpart of distance spectrum for convolutional codes. 
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TABLE I 
COMPARISON OF BOUNDING TECHNIQUES 
 Tightness Required information Computation cost 
LBA bound Tightest {C, AC} High 
Ellipsoidal (& other 
Gallager) bound Tighter {C, AC} Medium 
Spherical bound Tight {λ, Aλ} Low 
Union bound Loose {λ, Aλ} Loweer 
Union-Chernoff 
(& improved) bound Loose {D, AD} Lowest 
 
  The Gallager region is defined for fading gains in this section. An alternative is presented in 
Appendix C where the Gallager bound is applied to Gaussian noise. This is motivated by the fact 
that this method promises a bound always less than min(1, union bound) in LBAfP . In fact, the 
resultant bound turns out to be slightly tighter than LBAfP  over all range of SNR. However, it is also 
shown that improvement is quite marginal. Compared to the Q-function, the integral in this 
alternative is more computationally intensive. As such this technique is not further pursued in this 
paper. 
 
IV. WEIGHT ENUMERATION 
  Performance bounds of a space-time code require knowledge of the weight, eigenvalue, or distance 
spectrum. Accordingly, an analytic treatment is incomplete without including a procedure to get such 
spectra. Since the eigenvalue or determinant of C is not an additive measure in time, weight 
enumeration for C itself will be invariably involved. Basically, we need to enumerate multiplicities of 
matrices C. This is based on the recursive relation 
1τ τ τ−= +C C χ ,  τ = 1, 2, …                          (29) 
where 1 1ˆ ˆ[ , , ]T Tn n Hc c c cτ τ τ τ τ= − −?χ 1 1ˆ ˆ[ , , ]T Tn nc c c cτ τ τ τ− −? . Weights can be enumerated by using the 
trellis-search algorithms of Aktas and Fitz [19] and of Bouzekri and Miller [10], even though the 
objectives there were to compute the distance spectrum alone. In this section, we follow a more 
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traditional coding-theoretic approach to give two new methods of weight enumeration. Each of the 
three methods has its pros and cons and may be suited to specific applications. 
A. State Reduction 
  Due to the lack of geometric uniformity of space-time codes in general, weight enumeration 
requires a product-state diagram of 2SN  states for an NS-state code [28]. Since 
2
SN  can be large 
even for code with a moderate trellis size, state-reduction techniques are usually necessary. The 
reduction can be significant for codes with high symmetry. For geometrically uniform codes such as 
those constructed in [3], state reduction is unnecessary; since the error probability is irrelevant to 
the reference codeword, the NS-state encoder state-diagram suffices. 
  A product state is defined as the pair encoder-decoder states (i1, i2) for 1 21 , Si i N≤ ≤ . It is labeled 
as good if i1 = i2 and bad otherwise [28]. A first-event error is a path through the product-state 
diagram, stemming from a good state and terminating at a good state once and only once. For 
convenience suppose that there are no parallel transitions in the code trellis and a trellis stage spans 
only one symbol period, but the results easily extend to parallel transitions or multiple symbol 
periods. An edge in the product-state diagram connecting the j1-th state and the j2-th state is labeled 
by 1 2( )1/ 2 j jk W →⋅ χ , where k is the number of source bit per trellis stage, W is a dummy variable, and 
the time index τ is omitted because of time invariance of the trellis. It is understood here that the 
exponent is taken entry-wise in 1 2( )j jW →χ . The factor 1/2k accounts for the average over reference 
codewords. An 2SN -by-
2
SN  state-transition matrix M is defined in which the (j1, j2)th entry is either 
given by the corresponding label or set null if no transition exists. M has the partitioned form [29] 
⎡ ⎤= ⎢ ⎥⎣ ⎦
× d
M
b P
 
where d, b, and P are a diverging, merging and parallel section, respectively, and × denotes an 
irrelevant matrix for our purpose. The transfer function is, in essence, a complete list of correlation 
matrices C and their multiplicities, given by 
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( )2 1
0
( )
S SN N
T W A W τ
τ
∞ −
−=
= = −∑ ∑? CC
C
pd P b1 pd I P b1                       (30) 
where 1 is the NS-by-1 vector of all ones, and p = 1T/NS. We assume here the infinite series converges. 
  Aktas and Fitz [19] have applied the finite-state machine (FSM) theory-based state-reduction 
technique of Schlegel [29] to space-time codes. Compared to other methods, this technique is more 
general. In this technique, states are grouped into equivalent classes, where the equivalence is 
defined in the forward direction. This is the case in classic FSM theory. Nonetheless, Shi and Wesel 
recently showed that it can be extended to the backward direction for the purpose of weight 
enumeration in coding theory [30]. The reason is that the definition of equivalence is relaxed, as 
there is no need for two equivalent FSM’s to produce identical responses for each input here. In 
coding theory, two FSM’s are seen as equivalent if they have identical weight enumerators. 
  In the context of trellis codes, Shi and Wesel further proved that all good states can be combined 
into one state by defining ˆ =d pd  and ˆ =b b1 ; the number of bad states can be reduced by half for 
linear codes [30]. We discover that the reduction by half is possible for all trellis codes5. This is 
based on the following observation. Consider a transition (j1, j2) → (i1, i2) for 1 2j j≠  and 1 2i i≠ . 
Due to the structure of a product-state diagram, there must also exist a mirror-image transition (j2, j1) 
→(i2, i1). Since the correlation matrix χ  is apparently the same for the two transitions, product 
states (j1, j2) and (j2, j1) must be forward equivalent. This observation is useful, as many space-time 
codes are nonlinear. Hence, the reduced product-state diagram contains no more than 
2( ) / 2 1S SN N− +  states for any space-time trellis code.  
  Then forward and backward-equivalence are checked iteratively to arrive at a minimal 
product-state diagram with NR states. In this fashion it is possible to obtain a smaller product-state 
diagram than [19]. In each forward (backward)-equivalent class, we strike all but one row (column) 
of M, and sum up the corresponding columns (rows). Denote by dR, bR, and PR the diverging, 
                                                        
5 This discovery has been acknowledged in [30]. 
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merging, and parallel section in the reduced transition matrix MR, respectively. The transfer function 
may be rewritten as 
( ) 11
0
( )
RR R R R N R R
T W τ
τ
∞ −
−
=
= = −∑d P b d I P b .                       (31) 
B. Transfer-Function Bound 
  The transfer function can be used to derive a closed-form expression of the conditional first-event 
error probability ( )EP α . In a more convenient way, we modify the exponent of W as ( )tr Hαχα . 
This enables us to take advantage of the recursion 
( ) ( ) ( )1tr tr trH H Hτ τ τ−= +αC α αC α αχ α                       (32) 
analogous to (29). Then we have 
( )
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∫
∫
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C
α αCα
d I P b
                 (33) 
This can be combined with the LBA technique to give a bound. It is a true upper bound in a strict 
sense, because the entire weight spectrum is covered. Interestingly, T(W) is a univariate function in 
our approach. Other methods in literature, e.g., Stefanov and Duman [5] or Caire and Colavolpe [7], 
require multivariate weight enumerators. The series of T(W) will converge if the largest eigenvalue 
of PR is less than one. This causes no difficulty, since we may bound ( )ELP α  by unity after all, 
once an eigenvalue greater than or equal to one is detected. 
  There is no need to perform the above matrix inversion symbolically. Numerical inversion at each 
SNR is much more convenient. The inversion of this NR-by-NR matrix is the main computational 
burden ( 3( )RO N , on the order of 
3
RN ) of this approach. Unfortunately, it appears that this approach is 
inapplicable to Gallager bounds or even the standard union bound. 
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C. Truncated Bound 
  For large values of NR, the matrix inversion is a sizable task. When Gallager bounds are desired, we 
need symbolical matrix inversion to obtain the eigenvalue spectrum. This can be hopelessly 
complicated even for codes with moderate-size trellis. Then we usually need to truncate the weight 
spectrum at a level I as 
0
( ) II R R RT W
τ
τ == ∑d P b . Since polynomial matrix computation of RτP  for 
large values of τ is overwhelming, we propose a new recursive method to accomplish the 
computation: 
0 1
ˆ ˆ ˆ,R R RT T Tτ τ −= = +d d P .                               (34) 
The final weight spectrum is given by ˆ( )I I RT W T= b . In actual implementation, we update 
multiplicities of the exponents of W step by step, which will give multiplicities of C when the 
recursion converges. Since C is Hermitian, we need multi-dimensional arrays 
1 2, , , m
j
W W WA ?  (j = 1, …, 
NR – 1), where 2( ) / 2 1T Tm n n= + +  for real signaling and 2 1T Tm n n= + +  for complex signaling, 
respectively. The implementation will be demonstrated in later numerical examples. This method is 
analogous to Divsalar’s calculation for convolutional codes [40]. 
  To keep storage memory from growing infinitely, we impose another truncation iW H≤ , where 
H is a parameter to trade off accuracy against memory complexity. Due to the truncation, the weight 
enumerator converges fast, and a value I of five to ten times of the code memory is usually enough. 
Accordingly, only this type of truncation has effects on accuracy, though we have introduced two 
types of truncation. The overall memory complexity of the algorithm is roughly 2( ) / 2 1T Tn nRN H + +  for 
real signaling and 2 1T Tn nRN H + +  for complex signaling, respectively. Further reduction is possible by 
employing certain properties of signals. For instance, the values of Wi’s must be multiples of four 
for BPSK codes. 
  Since no matrix inversion is involved, this method works for large-trellis codes. However, it has a 
limitation that the memory complexity increases exponentially with 2( ) / 2 1T Tn n+ +  or 2 1T Tn n+ + . 
Therefore, its application is restricted to small values of nT. 
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D. Trellis Search 
  A third method of weight enumeration has been proposed by [19], which searches the reduced 
trellis for ND leading terms of the distance spectrum. In the search process, three lists need to be 
stored: a list of ND terminated first error events with full-rank correlation matrices, a list of 
unterminated first error events with full-rank correlation matrices, and a list of unterminated first 
error events with rank-deficient correlation matrices. For large values of ND, the computational 
complexity appears to grow exponentially with search depth, because all these error events need be 
examined. Hence the computational complexity can be expressed as 13( )c LR TO N n e  (0 < c1 < 1), 
where 3( )TO n  is due to the computation of matrix rank and determinant. The memory complexity 
is 2( )R TO N n  times the total size 2
c Le  (0 < c2 < 1) of the lists, since the latter two lists grow 
dynamically and may be unbounded. The search algorithm of [10] keeps track of all the eigenvalues 
below a threshold and has similar complexity. 
  Unlike the regular realization structure in the second method, the lists here need to be managed 
delicately in the searching process. At each step, the rank and determinant of the signal-difference 
correlation matrix need to be checked. Sometimes the algorithm does not converge [19]. On the 
other hand, this algorithm has an advantage that it is amicable to large values of nT. 
  In TABLE II, we summarize the applicability, memory and computational complexity of weight 
enumeration techniques. 
TABLE II 
WEIGHT ENUMERATION TECHNIQUES 
 Applicability Memory Cost Computation Cost 
Transfer Function LBA Bound 2( )RO N  
3( )RO N  
Truncated transfer 
function All Bounds 
2 1( )T Tn nRO N H
+ +  
2 1( )T Tn nRO IN H
+ +  
Trellis search All Bounds 22( )c LR TO N n e   1
3( )c LR TO N n e  
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E. Implication of Gallager Bounds on Uniformity 
  Geometric uniformity requires the existence of an isometry for any two signal points that leaves the 
signal set invariant [3]. It is a sufficient, but not necessary condition for the property that performance 
bounds are independent of the transmitted codeword. In other words, there exist codes that are not 
geometrically uniform, but are uniform with respect to performance bounds. In fact, a code is uniform 
with respect to a certain performance bound as long as every codeword has the same set of weights, 
eigenvalues, or distances. The condition for code uniformity obviously varies with the bounding 
technique adopted. In such cases, an NS-state diagram is sufficient to evaluate the bound under 
consideration. An in-depth treatment of uniformity may be beyond the scope of this paper. In the 
next section, we shall see an example of non-geometrically uniform codes that are uniform with 
respect to the spherical bound. 
 
V. NUMERICAL EXAMPLES AND DISCUSSION 
  Equipped with a set of bounding techniques and a set of weight enumeration methods, we are ready 
to compute the performance bounds of space-time codes. Following the convention [3], we plot frame 
error rates against T sn γ , the symbol SNR per receive antenna, for L = 130 in the following figures. 
  Example 1 ((1 ,3) Code): The purpose of this example is to demonstrate the convergence of the 
truncated bound and uniformity. Consider the two-antenna, rate-1, 2-state (1, 3) BPSK code with a 
natural spatial parser directing coded bits to antennas, which is the same code used in [5, Figs. 2-4]. 
The code trellis is shown in Fig. 4(a) along with its product-state trellis in Fig. 4(b). Since the 
codeword-difference correlation matrix is Hermitian, only the (1, 1)th, (1, 2)th, and (2, 2)th entries 
are displayed as the exponents of W. 
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Fig. 4.  (a) Trellis of the (1, 3) code; (b) Product trellis of the 2-state BPSK space-time code. 
 
  The state-transition matrix of this code is given by 
(0,0,4) (0,0,4)
(0,0,4) (0,0,4)
(4,4,4) (4, 4,4) (4,0,0) (4,0,0)
(4,4,4) (4, 4,4) (4,0,0) (4,0,0)
1 1
1 11
2
W W
W W
W W W W
W W W W
−
−
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
M . 
The first step of state reduction already means that the reduced trellis contains no more than 
2( ) / 2 1 2S SN N− + =  states. Accordingly, the reduced state-transition matrix is given by 
(0,0,4)
(4,4,4) (4, 4,4) (4,0,0)
11
2R
W
W W W−
⎡ ⎤⎢ ⎥= ⎢ ⎥+⎣ ⎦
M . 
With this matrix the transfer function bound on the conditional error probability is easily seen as 
( ) ( ) ( ) ( )1 2 3 4
2
/ 2 1
tr tr tr tr
0 exp
4sin
1( ) 1
2
H H H H
s
E
W
P W W W W d
π
γ
θ
θπ
−
⎛ ⎞= −⎜ ⎟⎝ ⎠
⎛ ⎞ ⎡ ⎤≤ − +⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦∫ αC α αC α αC α αC αα        (35) 
where 
1
0 0
0 4
⎡ ⎤= ⎢ ⎥⎣ ⎦C , 2
4 0
0 0
⎡ ⎤= ⎢ ⎥⎣ ⎦C , 3
4 4
4 4
⎡ ⎤= ⎢ ⎥⎣ ⎦C , 4
4 4
4 4
−⎡ ⎤= ⎢ ⎥−⎣ ⎦C . 
This transfer function bound is easy to compute, and it always converges. 
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  The computation of the truncated weight spectrum is implemented in an efficient numerical 
method. Noting that T(W) for this code is in fact a trivariate function, we define a three-dimensional 
array 
1 2 3
1
, ,W W WA  to store multiplicities of given tuples ( 1 2 3, ,W W W ). The initial condition is given by 
1 2 3
1 2 31
, ,
1/ 2, if 0, 0, 4;
(0)
0, otherwise.W W W
W W W
A
= = =⎧= ⎨⎩
 
Then the iteration is given by 
1 2 3 1 2 3 1 2 3
1 1 1
, , 4 , , , ,( ) ( 1) (0)W W W W W W W W WA t A t A−= − +                      (36) 
for 1 ≤ t < I. The final result 
1 2 3 1 2 3 1 2 3
1 1
, , 4, 4, 4 4, 4, 4( ) ( 1) ( 1)W W W W W W W W WA I A I A I− − − − + −= − + −                 (37) 
is a list of weights and their multiplicities. 
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Fig. 5.  LBA bounds for the 2-state BPSK code for nT = 2, nR = 2 and L = 130. 
  Fig. 5 depicts simulated frame error rates and the LBA bound with different weight enumeration 
techniques. It clearly exhibits two distinguished features. One is that all the bounds are surprisingly 
tight compared to simulated results. The other is that truncated bounds converge to the 
transfer-function bound rapidly. It is seen that truncated bounds with increasing values of H almost 
coincide, and are extremely close to the transfer function bound. 
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  There exist two noticeable differences between the bounds of this paper and [5]. The analytic 
bounds in [5] are about 3 dB away from simulation results for all codes examined therein. We believe 
this discrepancy is because the number 4 in Fig. 4(b) was mistaken for 2 in [5]. Under the signal 
model of this paper as well as [5], the squared Euclidean distance between symbols 1 and –1 is 4 
rather than 2. The tightness of our bounds agrees with des Rosiers and Siegel [6]. Moreover, our 
bounds appear to converge faster than [5]. It might be attributed to the inclusion of the factor 1/2k in 
state-transition equations, and to the recursive implementation of weight enumeration. 
  The first error events of this code are in the form of 11…10. It is easy to see from Fig. 4(b) that 
the codeword-difference correlation matrix for a first error event of i (i = 1, 2, …) ones followed by 
a zero is given by 
4 4
4 8
i⎡ ⎤= ⎢ ⎥⎣ ⎦C  or 
4 4
4 8
i −⎡ ⎤⎢ ⎥−⎣ ⎦ ,   i = 1, 2, …, 
each of which has multiplicity 0.5. Obviously, the code is not uniform with respect to the LBA 
bound or the ellipsoidal bound. However, the two matrices have the same eigenvalues (and 
determinants). The distance spectrum is given by {D = 4 (2 1)i − , AD = 1} for i = 1, 2, …. Thus the 
code is uniform with respect to the spherical bound or the standard union bound, and a 2-state code 
trellis suffices to compute the two bounds. 
  The naive union-Chernoff bound for this code is given by 
2
2UC
1 1
1 1
2 4 16(2 1) 2 (2 1)
RR
R
R
nn
ns
f s n
i i
L LP
i i
γ γ
− ∞ ∞−
= =
⎡ ⎤⎛ ⎞= =⎜ ⎟ ⎢ ⎥− −⎝ ⎠ ⎣ ⎦∑ ∑ , 
which diverges to infinity when 1Rn = .                                                 
  Example 2 ((5,7) Code): The purpose of this example is to demonstrate the advantage of our state 
reduction and weight enumeration. Consider the two-antenna, rate-1, BPSK space-time code using 
the (5, 7) code in [19, Tables II, V]. The original diagram has 16 states. The sought-after reduced 
transition matrix is given by 
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(4,4,4) (4, 4,4)
(0,0,4) (4,0,0)
(4,4,4) (4, 4,4)
(4,0,0) (0,0,4)
2 0 0
0 0 / 2
/ 2 / 2 2 0 0
0 0 / 2
R
W W
W W
W W
W W
−
−
⎡ ⎤+⎢ ⎥⎢ ⎥= ⎢ ⎥+⎢ ⎥⎢ ⎥⎣ ⎦
M .           (38) 
Again, the (1, 1)th, (1, 2)th, and (2, 2)th entries of the codeword-difference correlation matrix are 
shown. The reduced product-state diagram has 4 states, which are less than 6 states in the reduced 
diagram of [19]. 
  Define three-dimensional arrays 
1 2 3, ,
j
W W WA  (j = 1, …, NR – 1) to store multiplicities of given tuples 
( 1 2 3, ,W W W ). The initial condition is given by 
1 2 3
1 2 3
, ,
1, if 1 and 4, 4, 4;
(0)
0, otherwise.
j
W W W
j W W W
A
= = = ± =⎧= ⎨⎩
 
Then state-transition equations are given by 
1 2 3 1 2 3 1 2 3
1 2 3 1 2 3 1 2 3
1 2 3 1 2 3 1 2 3
1 2 1
, , , , , ,
2 1 3
, , , , 4 4, ,
3 1 3
, , 4, , , , 4
( ) 2 ( 1) (0)
1 1( ) ( 1) ( 1)
2 2
( ) ( 1) ( 1)
W W W W W W W W W
W W W W W W W W W
W W W W W W W W W
A t A t A
A t A t A t
A t A t A t
− −
− −
= − +
= − + −
= − + −
                 (39) 
for 1 ≤ t < I. The final result is 
1 2 3 1 2 3 1 2 3
2 2
, , 4, 4, 4 4, 4, 4
1 1( ) ( 1) ( 1)
2 2W W W W W W W W W
A I A I A I− − − − + −= − + − .               (40) 
Thereafter, the eigenvalue and distance spectra are readily computable. 
  Fig. 6 shows performance bounds and simulation results for this code and the 2-state code. Once 
again, all bounds are rather tight. The transfer function bound for the 4-state code has also been 
evaluated (but not shown in Fig. 6). It is found that it almost coincides with the LBA bound 
truncated at H = 20, thereby again justifying the truncation. For these two codes, it appears that the 
ellipsoidal bound brings little advantage over the spherical bound. However, there exist codes for 
which the advantage is noticeable, as will be seen next.                                    
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Fig. 6.  Performance bounds for the 2 and 4-state BPSK codes for nT = 2, nR = 1 and L = 130. 
 
  In Fig. 7, we plot performance bounds versus simulation results for the 4 and 16-state rate-2 
QPSK codes of Tarokh, Seshadri and Calderbank (TSC) [3]. As these codes are geometrically 
uniform, trellis search is a simple matter. The set {C, AC} corresponding to three leading terms of 
the distance spectrum is used to calculate the bounds. We note that the ellipsoidal bound is 0.5-dB 
tighter than the spherical bound for the 16-state code and is near optimum. For the 4-state code, the 
three bounds cannot be distinguished. The reason is as follows. The first three terms in the distance 
spectrum of this code are {AD = 2, 4, 1} and {D2 = 4, 12, 16}. Its performance is dominated by the 
correlation matrix C = diag(2, 2) with multiplicity 2A =C . Obviously, the ellipsoidal bound is near 
optimum (for one correlation matrix), and spherical bound is also near optimum (for one diagonal 
correlation matrix with equal entries). Meanwhile, the first three terms of the 16-state code are {AD 
= 1, 2, 5} and {D2 = 12, 20, 28}. It is found that C = diag(2, 6) for the error event with D2 = 12. 
Thus the spherical bound is not supposed to be optimum. 
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Fig. 7.  Performance bounds for the TSC 4 and 16-state QPSK codes for nT = 2, nR = 1 and L = 
130. 
  We also compute BPLfP  when plotting the performance bounds. We observe 
BPL LBA
f fP P<  for 
most of the codes. For the TSC 4-state code, BPLfP  and 
LBA
fP  are very close to each other. Again, 
this is because C = diag(2, 2) dominate the performance, and Byun et al’s proof applies to a single 
correlation matrix. This helps to explain why BPLfP  appears to be a valid upper bound in [12], 
where only this code was examined. 
  The rapid convergence of the truncated bounds motivates us to reexamine the role of so-called 
“dominant error events”. A somewhat accepted conception in literature drawn from the 
conventional union bound is that there are no dominant error events in quasi-static fading. However, 
the behavior of the truncated bound on the frame error rate does indicate the existence of dominant 
error events in quasi-static fading. It is the weakness of the standard union bound that masks their 
dominance. Here, we give a qualitative explanation of the behavior by referring to the spherical 
bound (20). Roughly speaking, the spherical bound deceases exponentially, rather than 
polynomially as in the union bound, with the eigenvalues of C at high SNR. Since the eigenvalues 
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are proportional to H, rapid convergence with respect to H is justified. Moreover, differently from 
the bound on bit error rate, the Gallager bound on frame error rate usually gets tighter with 
increasing L. Because the minimum-determinant term belongs to dominant error events, the 
foundation of the rank-determinant criterion is not that “shaky”, although still suboptimum. This 
property may help to reduce the stack size ND in trellis search, for the leading terms are usually 
enough to capture the code performance. Similar convergent behavior of the LBA bound and 
dominant error events were also observed by des Rosiers and Siegel [6]. 
 
VI. CORRELATED FADING 
  In this section, we extend the performance bounds to spatially correlated fading. The fading 
processes are still assumed to be quasi-static in time. Note that the LBA bound already admits 
correlated fading. 
  Let vec( )H Hα α? , where the operator vec(αH) denotes stacking columns of αH, left to right. The 
pdf of α  is given by 
( )11( ) exp Hf π −= −α α αΣ αΣ  
where HE ⎡ ⎤= ⋅⎣ ⎦Σ α α  is the spatial correlation matrix. Likewise, define the ellipsoidal Gallager 
region as ( ){ }E : tr 1H= ≤α αFαR  where F  is an R Tn n -by- R Tn n  positive semi-definite matrix. 
The squared Euclidean distance (4) can written into a quadratic form 
2 ˆ( , | ) [ ]
R
H
nd = ⊗c c α α I C α  
where ⊗ stands for the Kronecker product. It is easy to show that the ellipsoidal bound is given by 
1
1
1
2
2
2
11 1/ 2
E 1 1
2 20 10
11
1
( )1min Res , 0
4sin 4sin
1 Res , 0
R R
R T R T
R T
K
s n s ns
f n n n n k
k
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s
n n k
k
P L A s e s s d
s e s s
π γ γ θπ θ θ
−− −
− −
≥ =
−−
=
⎧ ⎡ ⎤⊗ ⊗⎛ ⎞⎪ ⎢ ⎥= − + + + <⎨ ⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎣ ⎦⎩
⎫⎪⎡ ⎤+ + + < ⎬⎢ ⎥⎣ ⎦⎪⎭
∑ ∑∫
∑
CF C
Σ I C I C
I I Σ F
I ΣF
 (41) 
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where 1 R TK n n≤  and 2 R TK n n≤  are the number of distinct negative poles. 
  In correlated fading channels, the standard union bound requires knowledge of the eigenvalues of 
( )
Rn
⊗Σ I C  [18]. We would like to derive a spherical bound that keeps this property. To achieve 
this goal, we choose a Gallager region ( ){ }S 1 2: tr H r−= ≤α αΣ αR , which corresponds to 
1 2r− −=F Σ . It can be verified that the property is fulfilled by substituting 1 2r− −=F Σ  into (41). 
We give the expression of the spherical bound, omitting the details, as 
2
2
1/ 2 1 2
S
2
1 010
1 Res 1 , 0 1
4sin !
R T R Tn nsr n n nK
ri s
f k
k ni
reP L A s s d e
s n
π λ γ θπ θ
− −
−
= ==
⎡ ⎤⎛ ⎞= − + + < + −⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
∑ ∑ ∑∏∫λ
λ
     (42) 
where iλ ’s are eigenvalues of ( )Rn ⊗Σ I C  and R TK n n≤  is the number of distinct negative poles. 
Note that, strictly speaking, ( ){ }S 1 2: tr H r−= ≤α αΣ αR  is not a sphere geometrically. 
 
VII. CONCLUSIONS 
  We have proposed expeditious bounding techniques for space-time codes in the general framework 
of Gallager bounds. The proposed bounds, ranging from fully-fledged ellipsoidal bounds to spherical 
bounds, are flexible in terms of tightness-complexity tradeoffs. They are easy to use when the weight 
spectrum or eigenvalue spectrum is known. In our computational experience, the spherical bound can 
be computed an order faster than the ellipsoidal bound, and both are much faster than the LBA bound. 
It is noteworthy that the computation costs of the proposed bounds are independent of the SNR, and 
in particular, the optimum radius for the spherical bound can be computed once and for all SNR’s. 
Along with the new methods of weight enumeration, this paper provides a thorough analytic 
treatment of the performance of space-time codes. It will facilitate systematic search for good 
space-time codes on the basis of practical, meaningful performance bounds. 
  In the LBA bound, basically what one needs to do is to derive error probabilities for an equivalent 
AWGN channel, whereas classic analytic tools for fading channels play no role. In contrast, when 
deriving Gallager bounds, we have been able to make use of the classic characteristic-function 
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approach. This bridge between Gallager bounds and an abundance of classic results on fading 
channels [16], [23] could have far-reaching implications. We believe it opens up the door to tight 
performance bounds in other scenarios such as other types of fading and noncoherent schemes (see, 
e.g., [31], [32], [33], [34]). 
APPENDIX A 
IMPORTANCE SAMPLING 
  The idea of importance sampling is to select a biased pdf *( )fα α  so that quicker convergence of 
the estimator is obtained [22]. Note that 
 
[ ]LBA
*
*
min{1, ( )}
min{1, ( )} ( ) / ( )
f E
E
P E LP
E LP f f
=
⎡ ⎤= ⋅⎣ ⎦α α
α
α α α
  
where *E  denotes the expectation with respect to the biased pdf 
*( )fα α . Since at high SNR ( )EP α  
is small for most realizations of α, much time in the Monte Carlo method is actually wasted. 
Intuitively, a simple choice of the biased pdf is just a Rayleigh pdf with smaller variance. The 
scaling factor (∈ [0, 1]) of the variance has to be properly determined to minimize the estimator 
variance. Usually, the search for the optimum scaling factor is realized by using a Newton-like 
method. It should be mentioned that each iteration of the search requires estimating certain the 
expectations, which is done with a Monte Carlo procedure [35]. 
APPENDIX B 
CUBICAL BOUND 
  The cubical bound applies to convolutional codes over block-fading channels considered in [9]. 
Note that since the integration is performed individually for each component, repeated eigenvalues 
are as just easy to handle as single eigenvalues. We omit the much easier derivation and present the 
final form.  
  Theorem 3 (Cubical bound for convolutional codes): Let M be the number of blocks, each of 
equal length L, and Ad  for 1 2( , , , )Md d d= ?d  denote the multi-component Hamming distance 
spectrum, then the frame error rate of a nR-fold diversity decoder can be upper-bounded by 
 37
( )0/ 2C 02 2
110
1 1 exp 1 1
sin sin
R
R
nM M ni s i s
f R
ii
d dP L A n d e
π
ξγ γ ξ θπ θ θ
−
−
==
⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞= + − + + −⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦⎢ ⎥⎣ ⎦∑ ∑∏∫dd  
where ξ0 is the root of the following equation 
0
0
/ 2 12
1
02
10
2
1
1
1 (1 )sin exp 1
sin
1
sin
R
R
M
i s
n MM
i i s
RnM
ii s
i
d
d M eL A n d
ed
π ξ
ξ
γ
γθ ξ θπ θγ
θ
− −
=
=
=
⎛ ⎞+⎜ ⎟ ⎡ ⎤ −⎛ ⎞⎝ ⎠ − + =⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎛ ⎞+⎜ ⎟⎝ ⎠
∑∑ ∑∫ ∏
d
d
. 
 
APPENDIX C 
GALLAGER BOUNDS APPLIED TO GAUSSIAN NOISE 
  For given fading realization α, the vector channel can be converted into an equivalent 1-D 
AWGN channel. More precisely, the frame length of the equivalent 1-D codewords is nRL, and the 
AWGN at the input to the decoder is a 2nRL-D vector of real-valued random variables with variance 
N0/2. Then the Gallager bound and a wealth of variations, such as the tangential bound [36], sphere 
bound6 [37], [38], and tangential-sphere bound [39], well developed for the AWGN channel, are 
ready to be applied. These bounds are essentially specific instances of the Gallager bound with a 
particularized Gallager region [1] (see [15], [40] for a comprehensive overview). These bounds for 
given α are always tighter than the standard union bound, and are always less than one. That is, they 
are always less than min(1, union bound) in LBAfP . This raises a natural question: do these bounds 
offer any improvement over LBAfP  in space-time coding? 
  The tangential bound and tangential-sphere bound require that the codewords lie on the surface of 
a hyper-sphere, i.e., the equivalent 1-D codewords having equal energy. From (1), this is tantamount 
to 
( )2,
1 1 1
tr
R Tn nL
i j i H H
t
t j i
cα
= = =
=∑∑∑ αcc α  equal for all codewords. 
                                                        
6 This sphere bound should not be confused with the spherical bound proposed in this paper. 
 38
A sufficient condition is that the space-time signals are unitary in the sense that H L=cc I . 
Generally this is not satisfied by space-time trellis codes. Therefore, we first show how to apply the 
sphere bound. 
 
ˆsE αc
sE αc
0sE r  
R ˆ( , | )δ c c α
 
Fig. 8.  Description of the Gallager region in the sphere bound. 
 
  Given α, the Euclidean distance between two codewords c and cˆ  is given by 
ˆ ˆ( , | ) ( , | )sE dδ =c c α c c α . The Gallager region7 is a sphere centered at sE αc  with radius 
0sE r  (see Fig. 8), where r0, independent of the SNR, satisfies the following equation [38] 
( )
( )
1
0
0
ˆ( , | )cos
2
2 2
ˆ ˆ: ( , | ) / 2 0
1/ 2
sin ( )R
d
r
Rn L
d r R
n L
d
n L
πθ θ
− ⎛ ⎞⎜ ⎟⎝ ⎠
−
<
Γ −= Γ∑ ∫
c c α
c c c α
. 
Then the error probability conditioned on α and c is bounded by [38] 
2 2
0 0 1
1 1
20 0
1 1 1 1
ˆ ˆ: ( , | ) / 2 ˆ( , | ) / 2 0
( | ) Prob(error, ) Prob( )
( ) ( ) ( ) ,
s s
s
e
E r E r z
z y y
d r E r
P
f z f y dy dz f y dy
δ
− ∞
<
≤ ∈ + ∉
= +∑ ∫ ∫ ∫
c c c α c c α
c α r rR R
            (43) 
where 1 0~ (0, / 2)z NN , 
2
1 2
Rn L
ii
y z==∑ , and 2 1Rn L iiy z== ∑ , with iid components 0~ (0, / 2)iz NN , 
having chi-square distribution with 2nRL – 1 and 2nRL degrees of freedom, respectively. The final 
error probability is obtained by averaging (43) over α and c. 
                                                        
7 Note the difference in the roles of R: it represents the “good” state of the channel when applied to Gaussian noise, while it 
represents the “bad” state of the channel when applied to fading gains.  
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Fig. 9.  Sphere bound for the TSC 4-state QPSK code for nT = 2, nR = 1 and L = 130. 
 
  Numerical results are plotted in Fig. 9 for the TSC 4-state space-time code. It is seen that the 
sphere bound only yields marginal improvement of about 0.1 dB over MLfP . 
  Because of the utilization of the equal-energy property, the tangential and tangential-sphere 
bounds are tighter than the sphere bound (the tangential-sphere bound is in fact the tightest bound of 
this class [15].) Employing the tangential and tangential-sphere bounds, we obtain slightly better 
results for the convolutionally coded Alamouti scheme. Due to the orthogonality of the Alamouti 
scheme, the system is equivalent to a convolutional code operating over a single-antenna 
quasi-static fading channel. Since the derivation has little difference from an AWGN-channel setting 
(followed by average over the fading gain), we refer the readers to original works [36], [39] for 
evaluation of these two bounds. Fig. 10 illustrates the two bounds for the 4-state (5, 7) code with 
minimum Hamming distance 5. It is seen that the improvement of the tangential and tangential 
sphere bound is 0.2 dB and 0.3 dB, respectively. 
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Fig. 10.  Tangential and tangential-sphere bounds for the Alamouti scheme concatenated with the 
(5, 7) code for nT = 2, nR = 1 and L = 130. 
 
  These numerical results show that the improvement of Gallager bounds over LBAfP  is marginal, 
even if the improvement is consistent over all range of SNR. This phenomenon may be explained as 
follows. We know that the improvement of Gallager bounds in AWGN channels is only significant 
in the vicinity of the point where the union bound equals to one. Outside of this vicinity, min(1, 
union bound) is already tight enough: Gallager bounds approaches one at low SNR anyway, while 
the union bound is well known to be tight at high SNR. A fading channel has an instantaneous SNR 
of a certain distribution, ranging from zero to infinity. The percentage of that vicinity is too small to 
yield a significant improvement after averaging over the fading gain. 
  Remark: The tangential bound has also been used in [41] to analyze the performance of the 
convolutionally coded Alamouti scheme, but the bounding was done after averaging with respect to 
fading gains. This rendered the bound divergent. To obtain a convergent bound, the bounding 
should be applied before averaging. 
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