We consider an autoregressive model on R defined by the recurrence equation Xn = AnXn−1 + Bn, where {(Bn, An)} are i.i.d. random variables valued in R × R + and E[log A1] = 0 (critical case). It was proved by Babillot, Bougerol and Elie that there exists a unique invariant Radon measure of the process {Xn}. The aim of the paper is to investigate its behavior at infinity. We describe also stationary measures of two other stochastic recursions, including one arising in queuing theory.
1. Introduction. We consider the following random process on R:
where the random pairs (B n , A n ) in R × R + are independent, identically distributed (i.i.d.) according to a given probability measure µ. This process is called sometimes a first order random coefficients autoregressive model. It appears in various applications, especially in economy and biology; see, for instance [1, 18, 25] and the comprehensive bibliography there.
Many properties of the random process {X n } have been studied under the assumption
where L ± are slowly varying functions. The aim of this paper is to show that under the hypothesis that the measure µ is spread out and has some moments, slowly varying functions are constant. Indeed, we show ν((αx, βx]) ∼ log(β/α) · C ± as x → ±∞ (1.4) (Theorem 2.2).
If the measure µ is of a very specific form, that is, µ = µ t , where {µ t } t>0 is a one-parameter semi-group of probability measures whose infinitesimal generator is a Hörmander type differential operator on R d ⋊ R + (or, more generally, on solvable groups of NA type), then the invariant measure ν has smooth density m and in the situation corresponding to the critical case,
as x → +∞, (1.5) for any t ∈ R d \ {0}, where x · t is an appropriate dilation, [6, 7] . Of course, for these particular measures µ, the present result (1.4) follows from (1.5) .
In the contractive case (1.1) it was observed by Goldie [11] (see also Grey [13] ) that the same problems can be investigated, if the random linear transformations t → At + B are replaced by a general family of transformations {Ψ(t)} t>0 , provided that, for large values t, Ψ(t) is comparable with At. Goldie studied several random processes, proved existence of stationary STOCHASTIC RECURSIONS IN CRITICAL CASE 3 probability measures and described their behavior at infinity that coincided with (1.2) . In the critical case we examine a model due to Letac [21] :
where (A n , B n , C n ) ∈ R + × R × R + are i.i.d. Then, existence and uniqueness of a stationary measure follows from the theory of locally contractive stochastic dynamical systems due to Benda [3] . We shall prove that also in this case the tail behaves regularly and satisfies (1.4) (Theorem 5.1). In particular, the result holds when B n = 0 and we consider the following random process:
where (A n , D n ) ∈ R + × R + are i.i.d. The process {X ′′ n } is called the extremal random process and it plays an important role in modeling of the waiting time for a single server queue [10] .
The structure of the paper is as follows. In Section 2 we describe the autoregressive process in the critical case and state our main result, Theorem 2.2. Next, in Section 3 we describe results concerning solutions of the Poisson equation and their asymptotic behavior. In Section 4 we conclude the proof of Theorem 2.2. Finally, in Section 5 we investigate the Letac's model.
Random difference equation
2.1. Main theorem. Given a probability measure µ on R × R + , consider the following Markov chain on R:
where (B n , A n ) are i.i.d. random variables with values in R × R + , distributed according to µ. The process {X n } is best defined in the group language. Let G be the "ax + b" group, that is, G = R ⋊ R + , multiplication being defined by
We sample (B n , A n ) ∈ G independently according to a measure µ and we write
This paper is about the critical case, that is, our main assumption is
We are interested in the asymptotic behavior of the (unique) invariant Radon measure of the process {X n }, that is, the measure ν on R satisfying
for any positive measurable function f . Here
(We write * G for the convolution induced by the action of G on R defined as above, in order to distinguish it with the convolution on R, i.e., denoted by * R .)
Existence and uniqueness of such a measure ν is due to Babillot, Bougerol and Elie [1] (see also [3, 4] for some comments), who proved the following result:
for all x ∈ R; (2.5)
Then there exists a unique (up to a constant factor) invariant Radon measure ν on R of the process {X n }. Moreover, if the closed semigroup generated by (2.7)
the support of µ is the whole group G, then there exist two slowly varying functions L + and L − on R + such that, for any α, β > 0,
In particular,
for any γ > 0.
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Our aim is to study more precisely the behavior of ν at infinity. We shall prove, under additional assumptions, that the functions L + and L − are just constants.
Define a probability measure µ A on R + being the projection of µ onto the second coordinate µ A = π 2 (µ), that is, for any Borel set U contained in R + , we put µ A (U ) = µ(R × U ). Recall that a measure on R + is called spreadout if for some n, its nth convolution power has a nonsingular component relative to the Haar measure on R + .
Our main result is the following:
Theorem 2.2. Suppose that assumptions (2.3)-(2.7) are satisfied and, moreover, there exists a positive constant δ such that EA δ < ∞ and EA −δ < ∞; (2.10)
Then, for any positive numbers α, β, such that α < β, we have
2.2. Sketch of the proof. Fix two positive numbers α < β, and define a function f on R:
Define a measureμ on R:
for any Borel set U . By (2.3), the mean ofμ is equal to 0.
Define convolution of a function g with a measure η on R:
The key observation is the following lemma.
Lemma 2.3. The function f satisfies the Poisson equation
and, hence,
which proves (2.16).
The Poisson equation on R was studied in the 1960s (see next section for more comments). It is well known that if the function ψ is good enough, there exists a formula describing solutions of (2.15). This is not our case, however, in the next section we prove that even if ψ does not satisfy classical hypotheses, under some other assumptions (Theorem 3.3), one can obtain enough information to describe the behavior of the function f at infinity. In Section 4 we prove that ψ possesses all the required properties and conclude the proof of Theorem 2.2.
Poisson equation.
3.1. Classical results. Given a probability measureμ on R that is centered, that is, R x dμ(x) = 0, and a function φ on R, consider the following
Positive solutions of this equation were studied in a number of papers (see [2, 22, 24, 26] ). For our purpose, we use the result of Port and Stone [24] , who have considered the situation when the function φ is bounded and compactly supported. Then, assuming that the measureμ is spread out, they have found an explicit formula for solutions of (3.1) that are bounded from below. Weaker assumptions onμ were imposed by Ornstein [22] and Baldi [2] ; however, they studied only positive functions φ.
Port and Stone [24] define a potential kernel A, which can be explicitly computed for φ ∈ Φ (Φ is the class of bounded measurable, compactly supported functions). The kernel is of the form
( [24] , Theorem 7.1), where µ 2 is a finite positive measure, b is an appropriately chosen constant, J(φ) = R φ(x) dx, a is a continuous function [23] satisfying
where σ 2 = R x 2μ (dx), and moreover, the convergence is uniform w.r.t. y in compact sets.
The potential A provides solutions of the Poisson equation:
Theorem 3.1 (Port and Stone [24] , Theorem 10.3). Assume that the probability measureμ is centered, spread-out and its second moment is finite. Then, if φ is an element of Φ, all solutions of Poisson equation (3.1), which are bounded from below, are of the form
where d is any constant and |c| ≤ 1.
We observe that (3.2) and (3.3) imply that for large x and |c| ≤ 1 the absolute value of the term cJ(φ) σ 2 x is dominated by a * R φ, so f (x) defined by the right-hand side of (3.4) is bounded from below.
The Poisson equation can be solved for a more general class of functions and all solutions are given by a formula that coincides with (3.4). Indeed, the following result holds. The proof of the foregoing theorem follows the classical path; we present the details of the argument for the reader's convenience in the Appendix.
3.2.
Behavior at infinity. Now, we are going to present a result that will be the main step in the proof of Theorem 2.2 and will also be used in our study of the asymptotic behavior of the invariant measure ν for other recursions considered in the paper. Let ν be a Radon measure on R. Assume that for every positive γ there exists a constant C such that
where the measureμ satisfies the assumptions of Theorem 3.1 and also
for some γ > 0.
We let
Our aim is to solve the Poisson equation (3.6). Assumptions (3.8)-(3.10) are not sufficient to do it directly; therefore, we are going to use a smoothing operator to obtain a "smoothed" version of (3.6). This will satisfy all the hypotheses of Theorem 3.2. We prove that the solution of the regularized equation behaves regularly at infinity, and finally, we obtain the description of the asymptotic behavior of the function f α,β .
Consider the function K(t) = e −t 1 [0,∞) (t) and define a smoothing operator (cf. [11, 15] 
Proof. By (3.8), ψ α,β is integrable, hence,ψ α,β as the convolution of K with ψ α,β is well defined. Next, for every t, we havȇ
Observe, that by (3.5) and the Tonelli theorem, we obtain
which, in view of (3.7), is finite. Finally, the Fubini theorem implies the last conclusion of the lemma.
Applying the smoothing operator to both sides of (3.6), we obtain a new Poisson equation:
Moreover, in this case the functionψ α,β is good enough to yield a description of solutions of the equation.
Lemma 3.5. The functionψ α,β satisfies assumptions of Theorem 3.2, and moreover, it vanishes at infinity.
Proof. Of course, the functionψ α,β is continuous. To prove boundedness ofψ α,β , it is enough to prove that its limits at +∞ and −∞ exist. In fact, as we are going to prove, the limits are equal zero. We have
The validity of the equality follows from Lebesgue's theorem. We also have
The value above is finite, by (3.8) and (3.9).
Proposition 3.6. We have
Proof. The functionf α,β is positive and satisfies the Poisson equation (3.12), moreover,ψ α,β satisfies the assumptions of Theorem 3.2 (Lemma 3.5), therefore, Aψ α,β is a well-defined continuous function and
Notice that both sides of the foregoing equation are continuous functions, therefore, it is satisfied for all x ∈ R. Next, observe that because ν is a Radon measure, for any positive ε, there exists a negative M such that f α,β (u) ≤ ε for u < M . Therefore, for x < M ,
By virtue of (3.3), one can easily prove that
for some constant C and every x ∈ R. Therefore, applying (3.16) and Lemma 3.5, we obtain 0 = lim
which implies J(ψ α,β )(c − 1) = 0 and
In the same way we compute
but one can easily prove J(ψ α,β ) = J(ψ α,β ) = C 1 α,β , which gives (3.14). If
and observing Fix ε > 0 and consider 1 < δ < 1 + ε. We have
Analogously, taking 1 1+ε < δ < 1, we prove lim sup
Comparing (3.18) and (3.19), we obtain
for every ε > 0. Finally, passing in the foregoing inequality with ε to zero and applying (3.10), we conclude
σ 2 , which completes the proof. The same argument justifies the second part of the theorem.
4. Proof of Theorem 2.2. In order to prove Theorem 2.2, it is enough to check that all the assumptions of Theorem 3.3 are satisfied and compute explicitly constants. We begin with a simple lemma. Define the following measure on G:
Proof. For any positive x, we have
which, in view of (2.9), is finite.
Observe that the function ψ = ψ α,β can be written in the form
Lemma 4.3. The function ψ satisfies (3.8) and (3.9).
Proof. First we are going to prove
Choose two small positive numbers δ 1 and δ 2 such that 0 < δ 1 < δ 2 < δ, where δ is as in the hypothesis of Theorem 2.2 and take γ = δ 2 −δ 1 2 . We may assume γ < 1. We have Let us denote the integrals above by I and II , respectively. We have
Observe that for every two positive numbers p, q and every number ε with 0 < γ < ε ≤ 1, there exists a positive constant C such that
Applying this inequality, we may dominate the expression above by
Finally, by the Schwarz inequality, we obtain
and by virtue of (2.10), (2.11), (2.9) and (4.1), the value above is finite. To estimate the second integral, we write
the last integral being finite by (2.10), (2.11) and Lemma 4.2. Similar argument can be used to estimate the integral of ψ − α , which proves (4.3), and moreover, a small modification of the calculations above gives (3.9).
To prove 0 −∞ |xψ(x)| dx < ∞, we use the fact that ψ =μ * R f − f . By (4.1), we have
so the integral is finite by (2.10), (4.1) and Lemma 4.2.
Lemma 4.4. We have
where
Proof. We write
The second part is established in an analogous way.
Repeating the foregoing calculations, one can prove the following: 
Analogously, we may describe behavior of the measure ν on the negative half-line. Namely, the function x → ν(−βe x , −αe x ] satisfies an appropriate Poisson equation and, reasoning as previously, one can prove that all the hypotheses of Theorem 3.3 are satisfied. Therefore, we obtain
.
However, these two constants should be nonnegative, so
Hence, applying again Theorem 3.3, we prove (2.13) with Finally, let us observe that the sum of C + and C − can be expressed by a quite simple formula, namely, assuming (4.1), one can prove (b, a) .
5. Model due to Letac and extremal random process. Goldie [11] has noticed that in the contractive case (i.e., when E log A < 0) the proof of the asymptotic behavior of the invariant measure for the random difference equation can be written in a much more general setting and that the same ideas can be used for other stochastic recursions (see also Grey [13] ). The key observation is that the random transformation t → At + B can be replaced by some other transformations. Although our arguments use the language of groups, under more restrictive hypotheses, one can obtain analogous results for some other recursions for which the invariant measure is no longer probabilistic.
Main theorem.
In this section we are going to consider the following process on R, introduced by Letac [21] :
where (A n , B n , C n ) are i.i.d. random variables with values in R + × R × R + , distributed according to a given measure µ. To simplify the notation, we write
This model has been investigated only in the contractive case, E log A < 0. Then there exists a unique stationary probability measure ν, that is, a measure satisfying
for any positive measurable function f , where
Under some further assumptions, the tail of ν was described by Goldie [11] . We are going to study the critical case
As before, we define the measure µ A being the projection of µ onto the first coordinate: µ A = π A (µ). Our main result concerning the Markov chain {X n } is the following. 
Then there exists a unique (up to a constant factor) invariant measure ν of the process {X n }, and moreover, for every positive α < β,
where C + is a positive constant given by the following formula:
Remark 5.2. The method we use to prove Theorem 5.1 is quite general and it is not hard to see that also other examples of stochastic recursions can be treated similarly. For example, a special case of the Letac's model, which we call extremal random process, defined by the formula
where (A n , D n ) are i.i.d. random variables with values in R + × R + , also possesses an invariant Radon measure in the critical case. Under hypotheses analogous to (5.2)-(5.7) and assuming D ≥ δ a.s., one can describe the behavior at infinity of the invariant measure of {X ′ n }.
5.2.
Existence and uniqueness of an invariant measure. To prove existence and uniqueness of an invariant measure ν of the process {X n }, we apply results of Benda [3] , who, using ideas of Babillot, Bougerol and Elie [1] , has investigated locally contractive stochastic dynamical systems. Benda has proved that if a stochastic dynamical system {Y y n } on R (in fact, he worked in much more general settings) satisfies the following conditions:
• recurrence: for some y, the set of accumulation points of {Y y n (ω)} is nonempty for almost every trajectory ω;
• contraction: for every compact set K and every couple of starting points x, y ∈ R,
for almost any trajectory ω, then there exists a unique (up to a constant) invariant Radon measure ν of the process {Y n }.
Proposition 5.3. Under the hypotheses of Theorem 5.1, there exists a unique invariant Radon measure ν of the process {X n }.
Proof. In view of Benda's result, it is enough to justify that the Markov chain {X n } possesses recurrence and contraction properties.
Define two autoregressive processes
Then both processes satisfy both recurrence and contraction condition [1, 4] . Notice
where X x n is the process defined as in (5.1), but starts from x instead of 0. The inequality above immediately implies recurrence of {X n }. Moreover, for any x, y ∈ R,
hence, for compact sets of the form K = [0, M ], for every positive constant M and almost every trajectory ω,
as n → ∞, which yields the contraction property of {X n }. 
In fact, this is the only step in the proof where (5.8) is really needed. In the proof of the analogous result for the random difference equation (2.9), the structure of the group G has been heavily used and the argument cannot be applied in our situation.
For our purpose, we need an explicit formula for ν (cf. [1] ). Define a random walk on R:
and consider the downward ladder times of S n :
(see Feller [10] ). Next, consider the Markov chain W n = X Ln .
Lemma 5.5. There exists a unique invariant probability measure ν L of the process {W n }.
Proof. Observe that the Markov chain {W n } satisfies the following stochastic recursion:
, where = d denotes equality of the corresponding distributions. Therefore, applying (5.13), (5.10) and results of Grincevicius [14] and Elie [9] , we obtain
Notice that to obtain the Letac's model, we may write the recursion (5.14) in a slightly different way:
Then, under assumption (5.15), existence and uniqueness of an invariant probability measure was proved by Letac [21] and Goldie [11] .
The following lemma can be deduced from [20] . However, we need it in much weaker form than the result proved there and the proof can be considerable simplified, therefore, we give all the details for the reader's convenience. Proof. We have
then, by Spitzer ([26] , p. 181, P5 (a), (c)), we have
where T ′ = min{n : S n ≥ 0}. Let µ ′ be the distribution of S T ′ . Let Y 1 , . . . , Y n be a sequence of i.i.d. random variables distributed according to µ ′ . By [10] ,
where U − = (µ ′ ) * n is the Green kernel. The renewal theorem [10] implies that, for negative x, U − ((x, 0)) increases linearly, therefore, the expression above is finite.
Lemma 5.7. For any positive measurable function f ,
Moreover,
Proof. Denote the right-hand side of the foregoing equation by ν 1 . It is enough to prove that ν 1 is a Radon measure and it is invariant of the process {X n }. Invariance can be proved as in [1] , page 482. Next, observe that, by (5. 
The above value is finite by Lemma 5.6. Finally, because of the uniqueness of ν, we obtain ν = Cν 1 for some positive constant C.
Proof of Proposition 5.4. Because of (5.10) and (5.8),
for every positive x. Therefore, we conclude
and the proposition follows from Lemma 5.6.
5.4.
Proof of Theorem 5.1. We shall proceed as in the proof of Theorem 2.2. Fix two positive constants α and β and define
Then the function f satisfies the following Poisson equation:
Lemma 5.8. The function ψ satisfies assumptions (3.8) and (3.9).
Proof. Take γ = δ/4, for δ as in Theorem 5.1. We have
The fist integral can be estimated as in the proof of Lemma 4.3. The second one we dominate by
Finally, we use the Schwarz inequality and conclude finiteness of the integral. The remaining part of the Lemma can be proved as in lemma 4.3.
Lemma 5.9. We have
Proof. Applying the Fubini theorem, we have
Lemma 5.10. We have
Proof of Theorem 5.1. In view of previous lemmas, the result follows immediately from Theorem 3.3.
APPENDIX: PROOF OF THEOREM 3.2
Lemma A.1. The potential A, given by formula (3.2), can be defined for every function ψ satisfying assumptions of Theorem 3.2. Moreover, the function Aψ is continuous.
Proof. Notice first that µ 2 * ψ is a continuous function, because ψ is bounded and continuous. Next, a * ψ(x) is finite for every x because, by (3.17), Finally, to prove continuity of the function a * ψ, fix x ∈ R and consider a sequence {x n } tending to x. Put h n (y) = ψ(y)a(x n − y). Then by (3.17) , all the functions |h n | are dominated by h(y) = |ψ(y)| · (|a(x − y)| + C), for an appropriate large constant C, which is an integrable function. Therefore, by the Lebesgue theorem and using continuity of the function a, Proof. The foregoing Poisson equation is satisfied when ψ is an element of Φ (Port and Stone [24] , Theorem 10.1). Without any loss of generality, we may assume ψ ≥ 0. Then take any sequence ψ n of positive continuous, compactly supported functions, tending pointwise to ψ and satisfying ψ n (x) ≤ ψ(x) for every x and n. Then µ * R Aψ n (x) = Aψ n (x) + ψ n (x).
Notice that Aψ n tends pointwise to Aψ, which is just a consequence of the Lebesgue theorem. Finally, observe, that by (A.1), Aψ(x) can be bounded by C(|x| + 1) for some constant C, therefore,μ * Aψ is well defined and applying again the Lebesgue theorem, we conclude thatμ * Aψ n tends tō µ * Aψ.
Let us fix a function f , which is a solution of the Poisson equation ( 
