Abstract-Luby et al. derived evolution of degree distributions in residual graphs for irregular LDPC code ensembles. Evolution of degree distributions in residual graphs is an important characteristic which is used for finite-length analysis of the expected block and bit error probabilities over the binary erasure channel. In this paper, we derive detailed evolution of degree distributions in residual graphs for irregular LDPC code ensembles with joint degree distributions.
I. INTRODUCTION
Gallager invented low-density parity-check (LDPC) codes [1] in 1963. LDPC codes are linear codes defined by sparse bipartite graphs. A (l, r)-regular LDPC code is a code such that each variable node has degree l and each check node has degree r. Luby et al. introduced irregular LDPC code ensembles [2] defined by some distributions which represent the degrees of nodes. A irregular code is a code such that variable nodes and check nodes have some degrees chosen according to some distributions. We can obtain flexibility in balancing requirement that variable nodes want high degrees and check nodes want low degrees.
Luby et al. introduced peeling algorithm (PA) [4] , [5] for the binary erasure channel (BEC). PA is an iterative algorithm which is defined on Tanner graphs. Variable nodes receive channel outputs: known messages '0' and '1' or erasures (unknown message) '?'. The variable nodes send their value to check nodes by edges. As PA proceeds edges and nodes which send known messages are removed by the peeling decoder, and the decoding is successful if the graph vanishes. The residual graphs [4] , [5] consist of nodes and edges that are still unknown at each iteration. Evolution of degree distributions in residual graphs can be used for finite-length scaling of decoding performance of belief propagation (BP). Luby et al. [4] derived it for irregular LDPC code ensembles. Amraoui [5] showed that distributions of the number of check nodes of degree one in the residual graph convergences weakly to a Gaussian as blocklength tends to infinity. Moreover, Amraoui [5] showed that block and bit error probability of finite-length LDPC codes are derived by the average and the variance of the number of check node of degree one in the residual graph.
Optimized finite-length LDPC codes in [5] have nonconcentrated degree distribuiotns of check nodes like 0.390753x 4 + 0.361589x 5 + 0.247658x 9 while optimized infinite-length LDPC codes in [6] have concentrated degree distributions of check nodes like x 9 . It is known that joint degree distributions introduced in [3] work well with such non-concentrated degree distributions of check nodes.
In this paper, as the first step to optimize finite-length irregular LDPC codes with joint degree distributions, we investigate detailed evolution of degree distributions in residual graphs with joint degree distributions. We clarify a graphical interpretation of successful decoding.
II. DETAILEDLY REPRESENTED IRREGULAR LDPC CODE ENSEMBLES (DETAILEDLY REPRESENTED ENSEMBLES)
In this paper, we use detailedly represented ensembles. Let b i and d j be a set of variable nodes of degree i and a set of check nodes of degree j, respectively. Let l m and r m be maximum degree of variable nodes and check nodes, respectively. Let B and D be
A detailedly represented ensemble C(n, π) is defined as an ensemble which consists of all bipartite graphs G = (V ∪ C, E) such that n = |V| and π(i, j) = |E i,j |/|E| for all pair of b i ∈ B, d j ∈ D, where E i,j represents a set of edges connected to variable nodes of degree i and check nodes of degree j. Moreover we define
III. DETAILED EVOLUTION OF DEGREE DISTRIBUTIONS IN RESIDUAL GRAPHS WITH JOINT DEGREE DISTRIBUTIONS
We define original degree as the degree of nodes in the Tanner graph on which the code is defined. Residual degree is defined as the degree of nodes in the residual graph. Let L k , R s,s and E k,s be the total number of edges connecting to variable nodes of residual degree k, connecting to check nodes of residual degrees and original degree s, and connecting to variable nodes of original degree k and check nodes of original degree s, respectively. Let E be the number of edges contained in the Tanner graph on which the code is defined. For a given residual graph, we define variable degree distribution l k , check degree distribution r s,s and joint degree distribution e k,s as follows. l k := L k /E, r s,s := R s,s /E and e k,s := E k,s /E. The BEC is characterized by its erasure probability . 
for k ∈ {2, . . . , l m }, s ∈ {2, . . . , r m } ands ∈ {2, . . . , s}.
The proof of Theorem 1 is given in Appendix.
IV. GRAPHICAL INTERPRETATION OF SUCCESSFUL DECODING The following theorem shows a graphical interpretation of successful decoding. For s ∈ {2, . . . , r m }, functions f s ( , y) are defined such that
This functions are call density evolution equations. We start with y (0) = (1, . . . , 1) and apply the recursions y
To prove Theorem 2, we use the following lemmas. Lemma 1. For ∈ (0, 1) and y = (0, . . . , 0), f s ( , y) is increasing in y k for all k, s ∈ {2, . . . , r m }.
Proof: For k, s ∈ {2, . . . , r m }, ∈ (0, 1) and y = (0, . . . , 0), ∂fs( ,y) ∂y k > 0 and we conclude that f s ( , y) is increasing in y k .
Lemma 2.
For ∈ (0, 1), {y ( ) } ≥0 converges to a fixed point and y ( +1) < y ( ) for all ≥ 0.
Proof: It holds that y (1) < y (0) since y
. This shows p ≤ y ( +1) . Therefore, the sequence {y ( ) } ≥0 converges. Let y (∞) := lim →∞ y ( ) . Since the sequence converges, y
is a fixed point. Hence, the sequence {y ( ) } ≥0 converges to a fixed point.
Proof of Theorem 2:
|D| }. From Eq. (1) and (5), it holds
By Lemma 1 and Lemma 2, it can be shown y
If the decoding is successful, then y (∞) = (0, 0, . . . , 0). There exists a path from the point
If the decoding is not successful, then some fixed point, represented by p ∈ (0, 1] |D| , exists. Define P s := {y | y i ∈ [p i , 1], ∀i ∈ {2, . . . , r m }/{s}, y s = p s } for s ∈ {2, . . . , r m }.
, we obtain 0 = r s,1 ( , p) ≥ r s,1 ( , b s ) from Eq(6). Therefore, P s ∩ R = ∅. Every path from the point (1, . . . , 1) to (0, . . . , 0) includes a point in a set P s . Hence, there does not exists any path from the point (1, . . . , 1) to (0, . . . , 0) in the set R.
V. CONCLUSION AND FUTURE WORK
In this paper, we derive detailed evolution of degree distributions in residual graphs using joint degree distributions. From this results, we can derive the average of the number of check nodes of degree one in residual graph. Moreover, we clarify a graphical interpretation of successful decoding.
As a future work, we will derive the variance of the number of check nodes of degree one in residual graph, and show the expected block error probability of finite-length LDPC codes for detailedly represented ensembles.
APPENDIX PROOF OF THEOREM1

A. Differential Equations Description
Let t denote time, which starts from zero and increases by Δt = 1/E for every decoding iteration, where E is the number of edges contained in the Tanner graph on which the code is defined. Let L k (t), R s,s (t) and E k,s (t) be the total number of edges connecting to variable nodes of residual degree k , connecting to check nodes of residual degrees and original degree s, and connecting to variable nodes of original degree k and check nodes of original degree s on time t , respectively. Define r s,s (t) := R s,s (t)/E, l k (t) := L k (t)/E, e k,s (t) := E k,s (t)/E, where k ∈ {2, . . . , l m }, s ∈ {2, . . . , r m },s ∈ {1, . . . , s}. To prove Theorem 1, we use the following lemma.
Lemma 3.
The differential equations for the joint degree distribution e k,s , the variable degree distribution l k and the check degree distribution r s,s of residual graphs, are given as
where
, q i,j := e i,j j e i,j
.
Proof: A check node of residual degree one is chosen uniformly and removed on each iteration. Let h j be the probability that the chosen check node has original degree j. The probability h j is given by h j = r j,1 / j r j ,1 . Let p i,j be the probability that the edge connecting to the check node of original degree j connects to a variable node of original degree i at the other end. The probability p i,j is given by p i,j = e i,j / i e i ,j . Similarly, let q i,j be the probability that the edge connecting to the variable node of original degree i connects to a check node of original degree j at the other end. The probability q i,j is given by q i,j = e i,j / j e i,j . Assume that we have a check node c of residual degree one and original degree j and a variable node v of original degree i. Let v i,j (u 2 , . . . , u rm ) be the probability that i edges connecting to the variable node v connect to u s check nodes of original degree s, for s ∈ {2, . . . , r m } including the check node c, where rm s=2 u s = i. In the blocklength limit, the probability v i,j (u 2 , . . . , u rm ) is given by
The probability generating function for v i,j (u 2 , . . . , u rm ) is given by u2,...,ur m
Letf (e k,s ) j denote the expected change in the number of edges connected to check nodes of original degree s and variable nodes of original degree k, conditioned on the fact that a check node of original degree j is removed. Using Eq.(11), for j = s, we can writê
Similarly, for j = s, we can writê
Letf (e k,s ) denote the expected change in the number of edges connected to check nodes of original degree s and variable nodes of original degree k. From Eq.(12) and (13), we see thatf
dt . Hence, we obtain Eq.(7). Letf
denote the expected change in the number of the edges connected to variable nodes of residual degree k, conditioned on the fact that a check node of original degree j is removed. We can writef
denote the expected change in the number of edges connected to variable nodes of residual degree k. We see that
dt . Hence, we obtain Eq.(8).
Let q i,s,s be the probability that the edge connected to the variable node of original degree i has a check node of original degree s and residual degrees. The probability q i,s,s is given by q i,s,s = q i,s r s,s / s r s,s . Assume that we have a check node c of residual degree one and original degree j and a variable node v of original degree i. Let w i,j (u 2,1 , . . . , u rm,rm ) be the probability that i edges connecting to the variable node v connect to u s,s check nodes of original degree s and residual degrees, for s ∈ {2, . . . , r m } ands ∈ {1, . . . , s}, including the check node c, where rm s=2 s s=1 u s,s = i. In the blocklength limit, the probability w i,j (u 2,1 , . . . , u rm,rm ) is given by
i,rm,rm . The probability generating function for w i,j (x 2,1 , . . . , x rm,rm ) is given by u2,1,...,ur m ,rm
We assume that the edge connected to a check node of original degree s and residual degrees is removed. The decrease in the number of edges connecting to check nodes of original degree s and residual degrees iss. On the other hand, the increase in the number of edges connecting to check nodes of original degree s and residual degrees − 1 iss − 1. Letf (rs,s) j denote the expected change in the number of edges connected to check nodes of original degree s and residual degrees , conditioned on the fact that a check node of original degree j is removed. Using Eq.(14), for j = s ors = 1, we can writê
Similarly, for j = s ands = 1, we can writê
Letf (rs,s) denote the expected change in the number of edges connected to check nodes of original degree s and residual degrees. From Eq.(15) and (16), fors ≥ 2, we see that
Note thatf (rs,s) = drs,s dt . Hence, we obtain Eq.(9) and (10).
B. Outline of Proof of Theorem 1
For j ∈ {2, . . . , r m } and k ∈ {2, . . . , l m }, define the variables y j,k such that
where y j,k = 1 when t = 0. We call the conditions on t = 0 initial conditions. We define y k := (y 2,k , . . . , y rm,k ). Using Eq.(17) for Eq.(8), we can write
We define the substitution Y k = rm j=2 ρ k (j)y j,k , which gives dY k = rm j =2 ρ k (j )dy j ,k and this transforms Eq.(18) to dl k = k dY k Y k l k . The solution is given by l k = C k Y k k for a constant C k to be determined from the initial condition. From the initial condition, we see that l k (t = 0) = C k = λ k , since erasure probability of each variable node is . Hence, we obtain
Using Eq. (17) and (19) for Eq. 
where we use q k,s = e k,s /l k . The solution is given by 
Using Eq.(19) and (21) for Eq.(17), we obtain for j ∈ {2, . . . , r m }, k ∈ {2, . . . , l m } dy j,k y j,k = − h j lm i =2 e i ,j
