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I. Introduction
Dependency parsers, unlike constituency parsers, follow the dependency grammar that is inspired by a basic assumption that the syntactic structure comprises words linked by some binary and asymmetrical relations called dependency relations. Most of the dependency parsers express the relation between two words in the form of a triplet like dependency (head, dependent) , where dependency is the relation and head is the word that has been modified by the dependent. Dependency parsers, now-a-days, are popular in natural language processing for a number of reasons:
as they provide an implicit predicate-argument structure of the sentences, they play an important role in machine translation and information extraction; people with limited knowledge on linguistics can achieve a deeper understanding on the usage of language and its development; and last but not the least, dependency parsers lead to the development of effective syntactic parsers for a number of domains [1] like biomedical and bioinformatics. The extraction of connected biomedical concepts (i.e., disease, treatment, genes) from texts has drawn the attention of the scientists interested in finding functional similarity (i.e., identification of genes involved in human diseases) [2] . To achieve this, researchers are currently not only using dependency parsers for their ability to extract the links among the words but also developing dependency grammar based corpora like BioInfer [3] .
Although the underlying theory of the dependency parsers is the same, their working principles vary for a number of reasons: some dependency parsers, like Stanford Parser, modified the original grammar rules to introduce semantics [4] ; several parsers, like Stanford, Minipar and Link parsers, use different techniques to find the heads of a sentence [5] ; the size and the domain of the training corpus of the parsers vary-like Stanford is trained on the large Penn Wall Street Journal Corpus and Susanne, a wide coverage-small sized corpus was used to train Minipar [6] . Such different working principles have subtle impact on the performances of these dependency parsers. For instance, Comelles et al. [7] reported a comparative and a qualitative analysis on five popular dependency parsers where they found several linguistic errors produced by the parsers. Besides, although Katrenko and Adriaans [8] sustained several drawbacks of the use of the dependency parsers in a specific domain (e.g., parsing biomedical text), domain-specific use of the parsers has been reported in number of research [9] [10] [11] [12] .
This paper reports a quantitative and a qualitative analysis on two dependency parsers, namely Stanford and Minipar, to evaluate their performance in parsing biomedical text. Given a set of 40 pairs of connected concepts from four biomedical texts [13] , the parsers are tested to see if they are able to find out the concepts as connected. The comparison reports that Stanford parser performed better than Minipar in finding connected concepts. For every pair of connected concepts in this set, the sentences of the text that contain both of them are fed to the parsers to get the dependencies in a triplet form like dependency (head, dependent) . Taking this output of the Stanford Parser as a gold standard, the attachment score of Minipar parser, which is the percentage of words that have the correct head, is measured. Then, the F-score (e.g., the equally weighted harmonic mean of the precision and recall) of the attachment scores is calculated. The results show that Minipar performed consistently for the whole set of the connected concepts but its performance on biomedical text is not satisfactory.
In the remainder of the paper, brief introductions to dependency grammar and the chosen parsers are provided in Section II. Section III describes the performance of the parsers on the biomedical texts. Finally, Section IV concludes the paper.
II. Background
In this section, a brief description of dependency grammar and the working principles of the parsers considered for this experimentation, namely Stanford and Minipar, are presented.
A. Dependency Grammar
Since the commencement of the idea to present syntactic structure of a sentence by linking words with a number of dependencies, many variations are proposed. But the basic assumption of dependency grammar remains unchanged: it is possible to relate the words in a sentence by a number of asymmetric and binary dependency relations. Moreover, the words have very specific roles in a dependency relation with one another: the constituent word of a dependency relation can be either a head or a dependent that modifies the head. If we take the sentence Economic news had little effects on financial markets as an example, then the dependency relations can be derived from the Direct Acyclic Graph (DAG) drawn from the sentence. The DAG drawn for every sentence has some properties: the words in the sentence are the nodes of the graph and their relations are asymmetric edges that connect them. However, according to the theory of dependency grammar, a word can modify more than one word but can be modified by at most one word.
So, in the DAG, a word can have many outgoing edges to the words that it is modifying but can have only one incoming edge from the word that modifies it. Fig. 1 shows the DAG drawn for the sentence in our example [1] . Figure 1 . Direct Acyclic Graph (DAG) for a given English Sentence From Fig. 1 , we see that the DAG contains a ROOT, known as the head of the sentence in the dependency grammar, is a mandatory node in the tree and does not modify any word but can be modified by others. In Fig. 1 , we account many dependency relations which are the labels of the arcs. For example, news is the dependent that modifies the head called economic by a dependency relation ATT (shorthand for attribute). In dependency grammar, such a relation is written in the form of a triplet: dependency (head, dependent) or dependency (dependent, head) . Therefore, the dependency between economic and news will be expressed as ATT (economic, news) or ATT (news, economic). The corresponding phrase structure tree, used by most of the constituency parsers, of the given sentence can be seen in Fig. 2 [1] . 
B. The Stanford and Minipar Parsers
Several parsers have been developed to represent the dependency relations in a sentence. Minipar, a statistical parser, descended from its previous installment called Principar [6] and it works based on the basic principles of dependency grammar. It was developed in 1998 and immediately went under strict evaluation on the Susanne Corpus. The evaluation outcome was satisfying as it extracted 79 percent of the dependency relations in the corpus with a high precision of 89 percent. The key advantages of Minipar are: it uses the basic principles of dependency grammar without any modifications, its availability, its simplicity, its performance and its training corpus which was a subset of Brown Corpus that makes it a wide-coverage parser [6] . Minipar drew the attention of the researchers as soon as its performance is published and till to date, its use is manifolds: to parse domain specific texts, to compete in natural language parsers' evaluations and to be counted as a gold standard in many other parser evaluations.
The developers of the Stanford parser originally developed it in 2003 as a statistical constituency parser but its working principle significantly changed when Stanford Dependency (SD) scheme was developed in 2006. The idea of creating a scheme like SD, which is a modified modern version of the early dependency grammar, was revolutionary and the parser started to produce more significant and meaningful dependency relations. Several evaluations on SD also reveal that the scheme not only brings appropriate syntactic dependency relations but also is capable of relating words semantically. The SD scheme is now reported as a widely used grammar scheme for parsing the texts of the domains like biomedical and bioinformatics.
A brief summary of the Stanford and Minipar parsers is provided in Table 1 
III. Performance of the Parsers on Biomedical Texts

A. Setup
To test the parsers, the set of connected pairs of biomedical concepts from four scholarly articles has been used. For every pair in the set, the sentences of the papers that contain both of these concepts will be fed to the parsers.
However, the parsers are not trained with biomedical corpora. That is why if we use the Part of Speech (POS) taggers of these parsers to tag biomedical text, then it is likely that they might assign wrong POS assignments. Therefore, before feeding the sentences to the parsers, the sentences are tagged with Genia POS Tagger [14] , which is trained with biomedical corpora and designed specifically for tagging biomedical text. The working procedure that is followed during this experiment is shown in Fig. 4 . 
B. Quantitative Analysis
First, for every pair of concepts in the given set, the sentences containing both of the concepts are fed to the parsers to assess the ability of them to find out the pairs of concepts as connected. For example, for the connected concepts Ischemia and Glutamate, the sentences containing both of them are fed to the parsers and individual record of the parsers has been kept when the parsers find a triplet like dependency (Ischemia, Glutamate) The detailed record on the parsers' ability to find the given concepts as connected with a dependency relation is shown in Table 2 GABA inhibition was manifested during the observation). From this observation, we can come to a decision that statistical parsers struggle to find the relations between two words if they are at least one clause away from each other.
The previous work [13] assumed that it would find the concepts that hold explicit or implicit semantic connections but it came up with some pairs of concepts that hardly hold such semantic connections. However, the pairs of concepts in Ischemia is called correctly identified head in the Answer (e.g., Attachment score of Answer increases). As both of the parsers have different sets of dependency relations, only the head but both of the head and the relation, is considered to calculate the attachment score.
After calculating the attachment score of the Answer for any given pair of connected concepts, the precision and recall of the attachment score is calculated. The precision of the score is:
Where, are the number of heads present both in the Answer and the Key and are the number of heads present in the Answer but in the Key.
The recall of the score is:
Where, are the number of heads present in the Answer but in the Key.
Finally, the F-Score of the Answer, which is the equally weighted harmonic mean of the precision and the recall, has been measured:
For every pair of connected concepts in the set, Table 3 shows the precision, the recall, and the F-score. Table 3 : Precision, Recall, and F-Score of the Attachment Scores of Minipar
The F-Score of the attachment scores of Minipar shows that the parser maintains a consistent precision and recall throughout the papers. However, its low precision and recall in this case compared to the evaluation on Susanne corpus suggests that the parser is not ready yet to effectively parse biomedical texts.
C. Qualitative Analysis
Both Stanford and Minipar parsers are trained on corpora in which not many questions occur [5] [6] . Although in biomedical texts not many interrogative sentences occur, but when occur, the output of the parsers differ largely that contributes to the low attachment score of Minipar. For example, the parser outputs for an interrogative sentence are shown in Fig. 5 . The Stanford dependency trees are generated by a modified visualization tool offered by Athar [16] and the Minipar dependency trees are generated by a visualization tool offered by University of Zurich [17] . 
Complement of Preposition
Besides the difference in working principles of the parsers, the POS tagging of Genia POS tagger is sometimes responsible for inappropriate parsing as well. For example, Genia POS tagger tags the sentence The thermocouple probe was inserted in the brain striatum as follows-
The/DT thermocouple/JJ probe/NN was/VBD inserted/VBN in/IN the/DT brain/NN striatum/NN
Many would argue, though, to assign thermocouple an NN tag. Improper tagging leads the parsers to select different heads.
Dependency parsers parse the text and instead of making a clause-structure, develop a Direct Acyclic Graph or DAG.
However, Stanford Parser modifies this and is able to produce a DAG with cycles. Minipar does not produce such cyclic DAG. When two parsers in evaluation differ on this aspect of creating cyclic DAG for particular cases, their performance differs as well. For example, Stanford Parser produces a cyclic DAG in Fig. 9 . The cycle is manifested for the relations rcmod (patients, treated) and nsubjpass (treated, patients). In this experiment, strict evaluation is considered-if the heads selected by the parsers did not match fully, it was not counted as an attachment.
Last but not the least, previous research on dependency parser evaluation reported that dependency parsers perform best at the domain of their training corpora [7] . Neither Stanford nor Minipar was trained with a biomedical corpus.
This definitely decreases their performances in this domain.
IV. Conclusions
In this paper, a quantitative and a qualitative analysis on the performance of dependency parsers, namely Stanford and Minipar, to parse biomedical texts have been reported. The experiments showed that the parsers are less successful to find out dependencies between biomedical concepts that are already proved to be connected. The reason for this low success of the parsers is that being statistical parsers, both of them, they cannot find out dependency between words that maintain a decent syntactic distance. The parsing ability for biomedical texts by Minipar was also measured taking the Stanford's as a gold standard in terms of attachment score. The precision, recall and F-Score of the attachment score of Minipar suggest that the parser is not yet ready to parse biomedical texts. However, it is also firmly believed that Minipar's performance on this domain will increase if it is trained with biomedical corpora. /*************************************************************************** * This is the JNI proxy class for accessing the Minipar library.
* @author Rushdi Shams * @date 06/04/2011 **************************************************************************/ Interface to evaluate Minipar Parser /************************************************************************************************* * This class evaluates minipar as a dependency parser for biomedical domain by maintaining * stanford parser's output as gold standard * To evaluate, the number of heads produced by Stanford was compared against the number of heads * produced by minipar. Evaluation metric is precision and recall. 
