Study Objective: Actigraphy is widely used in sleep studies but lacks a universal unsupervised algorithm for sleep/wake identification. This study develops an automated algorithm to effectively infer sleep/wake states. Methods: We propose a Hidden Markov Model (HMM) based unsupervised algorithm that automatically categorizes epochs into sleep/wake states. To evaluate the performance, we applied our algorithm to an Actiwatch dataset collected from 82 2-year-old toddlers, where epoch-byepoch comparisons were made between our algorithm and that in the Actiwatch software. Results: HMM identified more sleep epochs (earlier sleep onset and later wake-up) compared to the Actiwatch software for 386 (87.5%) and 423 (95.9%) out of 445 days for sleep start and end respectively. For the discrepant sleep epochs, 47.5% were zeros and the mean activity count per epoch was 33.0 (SD=29.5), suggesting immobility. HMM identified more wake epochs at sleep start for 21 days (4.8%), and 9.6% of the discrepant wake epochs were zeros and the mean activity count per epoch was 193.3 (SD=166.0), suggesting active epochs. The estimated HMM parameters can differentiate relatively active and sedentary individuals. A parameter denoted as σ for the wake state represents the variability in activity counts, and individuals with higher estimated σ values tend to show more frequent sedentary behavior. Conclusions: Our unsupervised data-driven algorithm overcomes the limitations of current ad hoc methods that often involve variable selection, threshold setting, and model training steps. Real data analysis suggests that it outperforms the Actiwatch software. In addition, the estimated HMM parameters can capture individual heterogeneities in activity patterns that can be utilized for further analysis.
Introduction
In sleep studies, it is important to measure sleep duration accurately. Questionnaires and sleep diaries, either self-reported or recorded by others, are commonly used as they are easy to administer and can directly provide the information on sleep start, sleep end and sleep duration.
However, such methods may be subjective and have potential bias. 1, 2 On the other hand, polysomnography (PSG) is considered as the "gold standard" in sleep studies, but has limited use due to its high cost, in-lab setting, intrusive measures, and difficulty in long-time monitoring. For example, it is not easy to use PSG in pediatric populations due to difficulties in wearing invasive sensors and wires. 3 It is not feasible to use PSG in large scale epidemiological studies either.
Therefore, there is a need to develop methods that can easily and accurately monitor sleep continuously in a non-intrusive manner.
Recently, actigraphy has been adopted in sleep studies as an alternative to sleep diaries and PSG.
It uses an accelerometer that works by monitoring acceleration in one or more directions, and this wristwatch-like device is often worn on the wrist to record activity continuously for several days.
Either the raw data or the transformed activity count data can be used to study sleep-wake patterns and screen sleep disorders. Actigraphy not only avoids the subjectivity and bias issues with sleep diaries but also overcomes the drawbacks of PSG. While actigraphy does not contain as rich information as PSG, it is useful when long-time and non-invasive monitoring is required.
Several studies have been conducted to validate the use of actigraphy in identifying sleep and wake states compared to PSG and sleep diaries. [4] [5] [6] [7] [8] [9] The sleep/wake identification algorithm varies depending on the device used, the study population, and the wearing method. Different devices such as Actiwatch and ActiGraph (GTX3) can have different outputs, such as 1-dimension or 3-dimension, transformed activity count data or 50-Hz raw data. Different populations such as infants, adolescents, adults, and elderly people can have very different sleep and activity patterns. 8, 10, 11 Wearing the device on wrist, ankle or hip also affects the activity data recorded. 12 As a result, the sleep/wake identification algorithms are often developed separately for each particular use, and the validation data from PSG or sleep diaries are always required to train the algorithm.
The most commonly used sleep/wake scoring algorithms were developed by Cole et al. (1992) and Sadeh et al. (1994) . 4, 5 These algorithms utilize information such as activity counts in the previous, the present, and the following epochs as well as the mean, standard deviation, and log of activity counts in the scored epoch window to build the predictive logistic regression models. Because logistic regression models are easy to build and implement, most studies have adopted this approach and included different variables to develop sleep/wake identification algorithms. 10, 11 A new approach based on artificial neural networks and decision trees was proposed as it improves the logistic regression models by taking into account non-linear effects. 13 Nonetheless, all these models have the drawbacks that they rely heavily on the dataset that the model is trained on, so the developed algorithm is ad-hoc and might only work for one particular dataset. Thus, in order for the algorithm to work on a new dataset, one needs to obtain PSG or sleep diaries again and train models a second time in order for the algorithm to work. Obtaining PSG and sleep diaries in addition to actigraphy often requires much manual work, and selecting variables for model training is also labor-intensive. This largely limits the application of the algorithm, unless the device, the population, and the wearing methods of the new dataset are the same as before.
Another type of approaches, such as the one embedded in the Actiwatch software is an unsupervised algorithm that does not necessarily require the model training step. It uses information such as 10 consecutive epochs below a pre-specified immobility threshold as the sleep start and consecutive epochs above a pre-specified mobility threshold as the wake start. 14 The sleep and wake criteria are somehow arbitrary but easy to apply. The major problem with this type of approaches lies in the choices of thresholds and lengths of windows. The Actiwatch software algorithm is validated against certain populations to achieve a satisfactory accuracy, but generalization of the algorithm to other populations needs further validation. 14, 15 In this paper, we propose a sleep/wake identification algorithm based on Hidden Markov Model (HMM) that has several advantages over existing methods. First, it is an unsupervised algorithm that does not require training data such as PSG and sleep logs to train the model. Second, it can be directly applied to datasets from different devices and populations, as it is data-driven that makes full use of the information contained in the dataset to separate sleep and wake states. Third, unlike the Actiwatch software algorithm, it does not use subjective thresholds, which are difficult to choose and justify. We note that HMM has been widely used in classification and pattern recognition, and it is easy to implement and computationally efficient. 16 The adoption of the HMM algorithm based on inference can largely expand the use of actigraphy in sleep studies, as it avoids the labor-intensive model training and fitting steps and makes it feasible to apply actigraphy in large epidemiological studies. It can also aid in pediatric sleep research, as it overcomes the questionnaire issues with parent-report bias and inability of young children to report sleep, and it can serve as an alternative to PSG to monitor sleep continuously for multiple nights in a natural environment.
3, 8, 10, 17 The rest of this article is organized as follows. In the Methods section, we discuss the proposed HMM algorithm in detail, and we also describe the algorithm implemented in the Actiwatch software. We then introduce the Actiwatch toddler data that we use to implement and evaluate the algorithm. In the Results section, we present the HMM results and comparison with the Actiwatch software algorithm. In the Discussion section, we conclude with the implications of our results and future research directions.
Methods

Our Proposed Hidden Markov Model (HMM)
Our proposed unsupervised algorithm for sleep/wake identification is based on a two-state Hidden Markov Model (HMM). 18, 19 In the model, we assume that the sequence of the observed activity counts are generated from an unobservable two-state Markov chain, with the two states being sleep and wake. In the sleep state, the activity counts are mostly zeros with some low activity counts, while in the wake state, the activity counts are generally high with some low counts denoting sedentary behaviors. Therefore, we assume that the activity counts follow different distributions under sleep and wake states, and we can infer the hidden sleep/wake states at each time point based on the observed count data.
In our model, we consider the log transformed data: log(count+1) as the observed data. Although we can directly model the activity count using a Poisson or Negative Binomial distribution in the wake state and a zero-inflated Poisson distribution in the sleep state, the observed activity counts can range from 0 to 4,000 per epoch, and this large range poses both statistical and computational challenges in data analysis. Therefore, we choose to model the log transformed count data and our empirical results suggest that the HMM algorithm works well for the log transformed data.
The structure of our proposed HMM model is shown in Figure 1 . We observe activity count data from time 1 to time : ( ) = { 1 , 2 , … , }, where denotes the log transformed activity count in the th epoch. Let ( ) = { 1 , 2 , … , } denote the sequence of the corresponding hidden states across these T time points, where each Xi can be one of the two possible hidden states = { 1 , 2 } in each epoch, with 1 denoting the sleep state and 2 denoting the wake state. Thus,
We assume that Xi follows a Markov model, that is the hidden state +1 at time + 1 solely depends on , and the observation at time solely depends on the hidden state :
in Figure 1 denotes the transition probability. In our case, the transition matrix is a 2 by 2 matrix, in which represents the transition probability from state to :
The emission probability ( | ) denoted by in Figure 1 depends on the state of . If = 1 in the sleep state, we assume that the log transformed count follows zero-inflated truncated Gaussian distribution, which is truncated from 0 to the left. It has a zero component because sleep is associated with rare movements and activity measurements during sleep often involve many zeros. Therefore:
where is the probability of extra zeros, 1 is the mean, 1 is the standard deviation, (⋅) is the probability density function of the standard normal distribution, and Φ(⋅) is its cumulative distribution function. If = 2 in the wake state, we assume that the log transformed count follows the Gaussian distribution:
where 2 is the mean and 2 is the standard deviation of the Gaussian distribution.
Therefore, the set of parameters for the emission probability is = { 1 , 2 } = { , 1 , 1 , 2 , 2 }.
To initiate the Markov chain process, we also need the initial state probabilities Π = { 0 , 1 } that denote the probability of being in the sleep or the wake state at time = 1 respectively. Given the transition probability, emission probability, and initial state probability Θ = { , , Π}, HMM can be fully specified.
To obtain Θ * = argmax Θ { ( ) | Θ }, we can use the Baum-Welch algorithm, which employs the expectation-maximization algorithm to find Θ * that maximizes { ( ) | Θ } , namely the probability of observing the sequence of count data. 19 Then based on the estimated Θ * , we further look for the optimal path of hidden states ( ) * = argmax ( ) { ( ) , ( ) | Θ * } using the Viterbi algorithm, a dynamic programming method. 20 The optimal hidden states ( ) * are exactly the sequence of inferred sleep/wake states. Based on the obtained sequence of hidden states, we focus on same-state sequences longer than 15 minutes and smooth out shorter sequences to ensure that it captures stable sleep durations.
Our proposed HMM is similar to the Actiwatch software algorithm in that it uses the activity counts (low/high) to infer which state, sleep or wake, most likely generated the observed activity counts.
The HMM is able to suppress frequent transitions between two states, yielding relatively smooth results, namely sequences of stable consecutive wake and sleep states. The model assumptions on the zero-inflated truncated Gaussian and Gaussian for the respective sleep and wake states also work well, or otherwise the algorithm will not converge. Processing of Actiwatch data and implementation of the HMM-based algorithm is in R (version 3.3.2), and an R package has been developed for easy implementation.
Other Methods
In the following, we will compare our HMM algorithm with other methods, including the Actiwatch software algorithm. Note that our method is an unsupervised algorithm, which does not require labeled outcomes, such as true sleep/wake states in our scenario, to train the model and obtain results. In comparison, popular methods such as the logistic regression algorithm in Cole et al. (1992) are supervised algorithms that require labeled outcome upfront, without which it is impossible to train the model. 4 Therefore, we only compare our results to other unsupervised algorithms such as the one in the Actiwatch software to evaluate the performance of HMM.
Our description is based on the Actiwatch manual that provides the sleep/wake detection algorithm. 14 First, it requires the input of go-to-bed time and get-up time, namely the two time points recorded in the sleep diary. Second, it re-scores each data point from each epoch and those surrounding it to make a total score. Specifically, the adjacent epoch within 1 minute is reduced by a factor of 5 and added to the current epoch, and the adjacent epoch within 2 minutes is reduced by a factor of 25 and also added to obtain the total score. Then, to determine the sleep start, the algorithm starts from the go-to-bed time to look for a period of 10-minute consecutive epochs We use Actiwatch data collected at 2-year-old from the healthy infant cohort to implement the proposed sleep/wake detection algorithm. Actiwatch was put on each toddler's ankle for seven consecutive days, and the data format is activity count per 1-minute epoch. We manually examined the Actiwatch data by plotting the time series curves and eliminated the days showing no wear.
Actiwatch data collected for 441 (90.2%) out of 482 days from 82 toddlers were used in further analysis. Sleep diaries for go-to-bed time and get-up time were recorded by parents every day. The Actiwatch software has an embedded algorithm that uses thresholds to determine sleep/wake states, and the sleep start, end, and duration from this algorithm is available for comparison.
Results
HMM Parameters
As shown in Table 1 , the estimated percentage of zeros in the sleep state has mean 0.73. In the truncated Gaussian part for the sleep state, ̂1 has mean 3.09 and a range from 2.60 to 3.60, which corresponds to 22 activity counts per epoch and a range from 13 to 37 activity counts per epoch on the original scale. The estimated standard deviation for the truncated Gaussian has mean 1.39, and the range from 1.20 to 1.60 is relatively narrow.
For the wake state, 2 has mean 6.06 and ranges from 5.41 to 6.70, which corresponds to 428 activity counts per epoch and a range from 224 to 812 activity counts per epoch on the original scale. The estimated standard deviation has mean 1.09, and it has a slightly wider range from 0.58 to 1.51 compared to the sleep state. A smaller standard deviation suggests more concentrated activity counts around the mean while a larger standard deviation suggests a more spread-out pattern.
Among the five HMM distribution parameters, the estimated standard deviation for the wake state has the largest variation, which provides us with insights into the physical activity variability across individuals. As shown in Figure 2 , the estimated parameters for the sleep states do not differ much between ID 271 and ID 273. However for the wake states, the estimated standard deviations for these two individuals suggest different activity patterns. For ID 271, the individual has a small ̂2=0.61 and the activity counts are centered around the mean with few low counts for sedentary behaviors. In contrast, ID 273 has a larger ̂2=1.38 and a wider span of activity counts in the wake states, showing relatively more variability and more sedentary behaviors.
The estimated transition matrix is as expected: the probability for the next epoch to stay in the same state as the current epoch is about 97%, namely that the next epoch is much more likely to stay in the same state.
The normality assumptions for the two states can be studied through the density plots and QQplots as shown in Figure 3 . Since the sleep state contains a zero component and a truncated normal component, we simulated truncated normal distribution to generate the QQ plot. Overall, the normality assumption seems reasonable, though the two distributions may have longer and heavier tails. The distribution for the wake state is skewed to the left, possibly due to sedentary behaviors giving low activity counts.
Comparison with Actiwatch Algorithm
As shown in Figure 4 , the sleep durations estimated by HMM generally fall within the range of 8 to 11 hours. The Actiwatch algorithm tends to estimate shorter sleep durations, mostly from 7 to 11 hours. As many of the previous sleep/wake identification algorithms, we also assess the percentage of sleep duration overlap between the HMM algorithm and the Actiwatch algorithm.
The average percentage of overlap among 441 days is 92.5%. 176 (39.9%) days have more than 95% overlap and 49 (11.1%) days have less than 85% overlap.
As shown in Table 2 days, and the numbers of extra wake epochs are shorter than 30 minutes. These discrepant epochs tend to have high activity counts and low percentages of zeros, suggesting active epochs.
Discussion
HMM-Based Algorithm
Overall, the HMM algorithm works well under the Gaussian distribution assumption for the wake state and the zero-inflated truncated Gaussian distribution for the sleep state for the log transformed activity count. The Gaussian distribution in the wake state is left-skewed to include sedentary behaviors, and the truncated Gaussian distribution component in the sleep state has slightly heavier tails to accommodate rare movements during sleep. Frequent transitions between sleep and wake states are discouraged by the transition matrix, which gives a higher probability to stay in the current state and serves as the penalty to suppress transitions. The mechanism for HMM is similar to the Actiwatch algorithm, as it considers sequences of low/high activity counts to infer sleep/wake states, though a little implicitly, in the algorithm. In summary, the two activity count distributions and the transition between sleep and wake states are well captured by the HMM algorithm.
Comparison with the Actiwatch Algorithm
To evaluate the performance of HMM, we compare it with the algorithm embedded in Actiwatch.
HMM tends to identify more sleep epochs than the Actiwatch software. The epochs classified as sleep by HMM but as wake by the Actiwatch software tend to have low activity counts and high percentages of zeros, suggesting immobility that is most likely associated with sleep. In the rare events that a few epochs shorter than 30 minutes are classified as wake by HMM but as sleep by the Actiwatch software at sleep start, the epochs tend to have relatively high activity counts and low percentages of zeros, suggesting activity rather than sleep. Therefore, HMM outperforms the Actiwatch software algorithm as HMM identifies sleep and wake states more accurately.
The Actiwatch software has the advantage that it takes information such as sleep latency into consideration. However, it has limitations that the subjective activity count thresholds and fixed length of windows may not work for all populations. For given thresholds, it may work well for some individuals but misclassify epochs in data from others. Thus, to achieve optimal performance, it needs validation against a group of individuals. Another limitation of the Actiwatch algorithm is that in the same population, it does not consider individual variabilities in sleep-activity patterns.
In addition, an ad-hoc algorithm like the Actiwatch software algorithm may not be able to consider all detailed situations. For example, if the first ten epochs for sedentary behaviors meet the criteria to be considered as sleep mistakenly, then even if the eleventh epoch has high activity counts, it will still be ignored but treated as movement during sleep. It is not easy to consider all such situations and build a "perfect" ad-hoc algorithm.
In comparison, HMM is data-driven that can make full use of the information contained in the dataset to distinguish sleep and wake states and can be directly applied to data from different 
Comparison with Supervised Methods
For supervised methods such as logistic regression, random forest, and decision trees, they require labeling of the sleep/wake states (either PSG or sleep logs) in order to train the model. 4, 5, 13 This requirement largely limits the use of supervised algorithms when only actigraph data are available.
For example, in pediatric sleep studies, PSG data are hard to obtain from young children due to difficulties in wearing invasive sensors and wire. 22 One often has to rely on sleep logs recorded by parents or researchers, but training the supervised algorithm based on sleep logs may not be accurate since sleep logs can be subjective and biased. In addition, supervised methods rely heavily on the data used for training the model, which limits the use of the algorithm to a few datasets but not others. If new data are from a different population or from a different device, the old algorithm cannot be applied to the new data with confidence.
This largely limits the use of a trained supervised model, as we often need to collect PSG or sleep diaries again for the new study subjects and train the model a second time in order for it to work on the new dataset. In comparison, regardless of the new data source and whether outcome labels are available or not, the unsupervised HMM algorithm can identify sleep/wake states efficiently.
On the other hand, HMM can also be used as a supervised method to train models and infer sleep/wake states. Our HMM algorithm consists of two steps: first, estimate the model parameters, and second, infer the sequence of hidden sleep/wake states. If we have labeled sleep/wake epochs, then instead of using the Baum-Welch algorithm in the first step, we can directly estimate model parameters based on the labeled two states and jump to the second step to infer sleep/wake states.
In this way we can leverage prior knowledge on sleep/wake states to train the algorithm. as the estimated HMM parameters are individual-specific and informative on individual activity patterns, the features of which can be leveraged in further analyses. Given the easy implementation and good performance of the HMM algorithm, it can be widely applied in clinical research and aid in the use of actigraphy in large-scale epidemiological studies. Percentage of Zeros (SD) in the Duration of Difference 
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