Abstract We present a method for the efficient approximation of integrals with highly oscillatory vector-valued kernels, such as integrals involving Airy functions or Bessel functions. We construct a vector-valued version of the asymptotic expansion, which allows us to determine the asymptotic order of a Levin-type method. Levin-type methods are constructed using collocation, and choosing a basis based on the asymptotic expansion results in an approximation with significantly higher asymptotic order.
Introduction
We are concerned with numerically approximating integral
where f : R → R d is a smooth vector-valued function and y : R → R d is a smooth, highly oscillatory vectorvalued function. We assume that y depends on a parameter ω that determines the frequency of oscillations. We also assume that y satisfies the differential equation where Ai is an Airy function and J m is a Bessel function [8] .
For large values of ω, traditional quadrature techniques fail to approximate I[f ] efficiently. Unless the number of sample points is sufficiently greater than the frequency of oscillations, the relative error of GaussLegendre quadrature increases drastically as the frequency increases. In the one-dimensional case of y = e iωg with no stationary points, the integral I[f ] is O ω −1 for increasing ω [12] . This compares with an error of order O(1) of the traditional quadrature methods [3] . This implies that it is more accurate to approximate I[f ] by zero than to use Gauss-Legendre quadrature! The goal of this paper is to generalize a method developed by Levin in [7] to obtain higher asymptotic orders. This will be accomplished in a similar vein to the Levin-type method [9] , which generalized the original Levin collocation method [6] , where the kernel was y = e iωg . In [9] , the asymptotic expansion was used to determine the asymptotic behaviour of the error of a Levin-type method. Thus our first task is to derive a vector-valued kernel version of the asymptotic expansion. This is accomplished in Section 3, using the asymptotic tools developed in Section 2. With an asymptotic expansion in hand, we can successfully find the order of error for a Levin-type method in Section 4. In [9] , it was noted that choosing a particular basis for a Levin-type method causes the asymptotic order to increase without the need for nontrivial multiplicities. In Section 5, we construct a vector-valued version of such a basis, allowing us to obtain higher asymptotic orders with significantly smaller systems.
Remark : After the original submission of this article, the author became aware of contemporary research by Shuhang Xiang with similar results to Theorem 3.1 and Corollary 4.2. Xiang's work is unpublished as of April 2007.
Matrix and function asymptotics
In this section we present notation for the asymptotic behaviour of matrices and functions that depend on ω as a parameter. For the entirety of the paper, all norms are L ∞ norms, for vectors, matrices and functions. The norm of a function is taken over the interval [a, b] . We will use the following notation related to matrices:
The p × q matrix whose entry in the ith row and jth column is a ij .
I p
The p × p identity matrix. I I p , where p is implied by context.
The p × q matrix whose entries are all one: (1) p×q .
1
The matrix 1 p×q , where p and q are implied by context.
The row vector 1 1×q , where the dimension q is implied by context.
|A|
For A = (a ij ) p×q , the p × q matrix whose ijth entry is a ij : ( a ij ) p×q . Note the distinction between |A| and A .
We now define the big-O and little-o notation for matrices. Let A = (a ij ) p×q andÃ = (ã ij ) p×q be two p × q matrices which depend on a real parameter ω, such that the entries ofÃ are always nonnegative. We write A = O Ã for ω → ∞ if it is true componentwise: a ij = O ã ij . This operator has several important properties, where B = (b ij ) q×r ,B = (b ij ) q×r with nonnegative entries and ϕ is a p-dimensional vector:
• A = O(1) implies that all the components of A are bounded for increasing ω.
• Multiplication works as expected: AB = O ÃB .
• O 1Ã is not necessarily equivalent to O Ã , butÃ = O 1Ã andÂ = O Ã 1 .
• A and A have the same asymptotic order:
• ϕ is of the same asymptotic order as |ϕ| 1 p×1 = 1 |ϕ|.
• If A is square and O(1), then det A = O(1).
The definition and properties of the little-o notation o(A) are essentially the same, with all occurrences of O replaced with o. We can find the asymptotic behaviour of A −1 under certain assumptions, which will be necessary for the proof of Theorem 4.1.
Theorem 2.1 Suppose that A = P +G is a square matrix. If P = o(1) and G is invertible with G −1 = O(1), then A is nonsingular when ω is large and A −1 = O(1).
, it follows that M = o(1) and large ω ensures that M < 1. We thus know that the inverse of I −M exists, and furthermore
If (I − M ) −1 was not O(1), we would obtain a contradiction, since the right-hand side of the equality could not be of the same asymptotic order. It follows that (I − M ) −1 = O(1), and we can write
In practice G is typically independent of ω, in which case it is only necessary to show that G is nonsingular. We now turn our attention to functions which depend on ω as a parameter, for example f (x) = Ai (−ωx).
Let f be such a function, andf a nonnegative constant that depends on ω. We write f = O f if the norm of f and its derivatives are all of order O f as ω → ∞. In other words,
The most common usage is f = O(1), which states that f and its derivatives are bounded in [a, b] for increasing ω. We also use this notation for vector-valued and matrix-valued functions in a componentwise manner. Let A(x) = (a ij (x)) p×q be a matrix-valued function that depends on ω, and letÃ = (ã ij ) p×q be a matrix with nonnegative components, which also depends on ω. We write A = O Ã if it is true componentwise:
Note that this class of functions has the following properties, where A = O Ã and B = O B are matrix-valued functions:
• All derivatives of A satisfy the same rate of decay: A (m) = O Ã for every nonnegative integer m.
• If A and B are both p × q matrix-valued functions, then
• If the dimensions of A and B are compatible, then AB = O ÃB .
• Scalar multiplication works as expected: if c = O(c) then cA = O cÃ .
• Integration works as expected:
Asymptotic expansion
An asymptotic expansion is a valuable tool in the analysis of integrals, and for large ω will provide a fairly accurate numerical approximation to I[f ]. Consider for a moment the one-dimensional oscillator y = e iωg . In the derivation of its asymptotic expansion [5] , the fact that y satisfies the differential equation
was used. The asymptotic expansion follows from writing y as A −1 y , assuming that A(x) = 0 in the interval of integration, and integrating by parts:
Throughout the paper the notation A −1 means matrix inverse, not function inverse. As ω becomes large, the term 1 iω
approximates the integral with an error of order O ω −2 , since b a f g y dx = O ω −1 [12] . Furthermore, the error term is itself a highly oscillatory integral, thus we can iterate the process to obtain a full asymptotic expansion.
We obtain a vector-valued version of the asymptotic expansion by using integration by parts in a similar manner:
Theorem 3.1 Suppose that y satisfies the differential equation
where
Thus, by induction, the first equality holds. We now show that σ k = O f Â k . This is obvious when k = 0 from the definition of σ 0 . Otherwise, assume it is true for σ k , and we will prove it for σ k+1 :
The theorem now follows since
Corollary 3.2 follows immediately from Theorem 3.1, and will be used in the proof of Theorem 4.1. It states that the asymptotic behaviour of an integral depends only on the value of f and its derivatives at the endpoints of the integration interval. (right graph), for
The asymptotic expansion for y(x) = e iωg(x) follows immediately when g = 0 within the interval of integration, in which case
For the other two examples, assuming that 0 < a < b,
where the asymptotics of the Bessel and Airy functions can be found in [1] . In the Bessel case, each
, then we have an error of order
In the Airy case, we know that
.
On the other hand, iff = (1, 0) , thenf
As a simple example, consider the integral
In this case f (x) = (cos x, e x ) and y(x) = (Ai (−ωx) , −ωAi (−ωx)) . Figure 1 compares the one-term and two-term expansions. As can be seen, adding an additional term does indeed increase the asymptotic order by 3/2. In this example, as well as in all other examples, the approximation is compared to a GaussLegendre quadrature approximation with sufficient data points and working precision to ensure machine precision accuracy.
Levin-type methods
The fundamental problem with using an asymptotic expansion as a numerical approximation is that for fixed ω the accuracy is limited: the sum Q A s [f ] does not necessarily converge as s → ∞. To combat this issue, we will derive a Levin-type method that has the same asymptotic behaviour as the asymptotic expansion, whilst providing the ability to decrease error further. In [6] , a method was developed to compute integrals using a collocation system. The current author generalized this method to include multiplicities in [9] , for the specific oscillator e iωg . By adding multiplicities to the endpoints, we obtain a method with higher asymptotic order. In this section, we complete the generalization for vector-valued kernels. We will use the asymptotic expansion to determine the asymptotic order of the Levin-type method. Note that we include cases that were not analysed in [6] , such as the Airy function case where A −1 does not decay. When a Levin-type method is equivalent to the original method, we obtain the asymptotic bound derived in [13] , which is more accurate than the bound found in [6] .
Had we known a vector-valued function F such that . We can rewrite this condition as
Finding F explicitly is in general not possible. However, we can approximate this function using collocation. Suppose we are given a sequence of nodes {x 1 , . . . , x ν }, multiplicities {m 1 , . . . , m ν } and basis functions
We determine the coefficients c k by equating the function value and derivatives of L [v] and f at the given nodes, up to the given multiplicities. This is equivalent to solving the system
The number of equations in this system is n, which equals the number of unknowns c k . We then define a Levin-type method as
The following theorem proves the asymptotic order of a Levin-type method, assuming that A −1 = o(1).
Theorem 4.1 Assume that the following conditions are met:
3) The basis {ψ 1 , ψ 2 , . . .} is independent of ω.
4)
The basis {ψ 1 , ψ 2 , . . .} can interpolate at the given nodes and multiplicities.
Then, for large ω, Q L [f ] is well-defined and
where s = min {m 1 , m ν }.
Proof :
We will prove the order of error by employing Corollary 3.2 on the integral
The theorem will follow from this corollary if we can show that both f and L[v] are of order O Ã 1Â f . This is true for f since
The remainder of the theorem consists of proving the order of L [v] . Let P[g] be the n-dimensional vector consisting of the function g evaluated at each node and multiplicity, written in partitioned form as
. . .
Furthermore, let Ψ be the d × n matrix-valued function such that the kth column of Ψ(x) equals ψ k (x), written in partitioned form as Ψ(x) = (ψ 1 (x), . . . , ψ n (x)).
Then we can write the system (4.1) as Bc = ϕ, where c = (c 1 , . . . , c n ) ,
and v = Ψc. Collocating f by v + A v is equivalent to collocating A − f by A − v + v, or in other words,
consists of the basis functions evaluated at the given nodes and multiplicities, thus by hypothesis is nonsingular. It follows that the alternate collocation matrix P A − Ψ + Ψ = P A − Ψ + P[Ψ] satisfies the conditions of Theorem 2.1, hence its inverse exists and is O(1) when ω is large and
We thus find that
The theorem follows since
The following corollary shows, under fairly general conditions, that a polynomial basis will always obtain the desired order of error in a Levin-type method. It proves this order of error for cases which were not including in the preceding theorem, such as the Airy function.
Corollary 4.2 Suppose that
. Then a Levin-type method with the standard polynomial basis has an order of error
The standard polynomial basis is equivalent to taking
Suppose that C = I d , hence A = K. In this case P[Ψ] is a block confluent Vandermonde matrix, where the confluent Vandermonde matrix is the matrix associated with Hermite interpolation. Thus P[Ψ] is nonsingular, and this corollary follows from Theorem 4.1. Now suppose that C = I. The remainder of the proof of this corollary consists of showing that the Levin-type method we have constructed is equivalent to a Levin-type method with the matrix K in place of A, hence both methods have exactly the same error. Note that y 2 = Cy satisfies the differential equation
We have just shown that a Levin-type method for the oscillator y 2 has the requisite order of error. Let v 2 be the collocation function associated with the Levin-type method with y 2 . We will show that v y = v 2 y 2 = v 2 Cy.
For the y 2 collocation system, we solve the system B 2 c 2 = ϕ 2 , where
Because of the block diagonal structure of Ψ, C Ψ = ΨC . Thus we find that
Because of this, and the fact that P[Ψ ] commutes withC ,
It follows that
Q.E.D.
The Bessel function satisfies the conditions of this corollary with C = I. For the Airy function, we take C = diag (ω 3/2 , 1), in which case Ai (−ωx) dx.
and the requisite hypothesis is satisfied. The asymptotic order of error predicted by the preceding corollary is equivalent to that of the asymptotic expansion for both the case wheref = 1 andf = (1, 0) . Returning to the example of Figure 1 , we now approximate the same integral,
using a Levin-type method with polynomial basis in Figure 2 . Using exactly the same information as the asymptotic expansion, we reduce the error by a factor of two. Unlike an asymptotic expansion, we also have the ability to reduce the error further by adding nodes within the interior of the interval. Adding just two nodes, one at 4/3 and one at 5/3, reduces the error by a factor of 100. This figure also demonstrates that adding multiplicities to the endpoints does indeed increase the asymptotic order. As another example, consider the computation of the first moment of the Airy function Ai, in particular 2 1 Ai (−ωx) dx. In this case, y remains the same, while we take f = (1, 0) . As predicted, Figure 3 shows that the approximation has an error of order ω 13/4 with multiplicities both one, which increases to ω 19/4 with the addition of multiplicities. This is indeed a higher asymptotic order than the previous integral involving Airy functions.
Remark : With this approximation in hand we can immediately approximate any of the higher moments, using the integral relation 
cf. [1] . This presents the possibility of constructing a Filon-type method [5] , where we approximate
f (x)Ai (−ωx) dx by interpolating f by a polynomial v, and using the formulae for the moments to com-
v(x)Ai (−ωx) dx. As this idea is tangential to the topic of this paper, we will not investigate it further.
Finally, consider the integral Figure 4 we compare two methods of order O ω −7/2 : the first with endpoints for nodes and multiplicities both equal to two, and the second with an additional node at 3/2 with multiplicity one. We obtain the expected order of error and adding an additional interpolation point further decreases the error.
Asymptotic basis
One key-and easily overlooked-degree of freedom in a Levin-type method is in the choice of basis. Though the obvious choice of using polynomials does indeed provide good approximation, it ignores the wealth of information about f and A which could be used to make L[v] close to f . In [9] it was noted that for the e iωg oscillator, using the functions σ k from the asymptotic expansion as a basis caused the order of the resulting Levin-type method to increase with each additional node point. In this section we show that this carries over to vector-valued kernels as well. This observation is of considerably more importance for the vector-valued case, since it allows us to derive a high-order approximation with a significantly smaller system. Note, however, that we still require the same amount of derivatives for f and A as in the asymptotic expansion.
Define the asymptotic basis as
As in Theorem 4.1, suppose that A = O Ã and , where B is again the matrix (4.2) associated with the collocation system (4.1): B = P[Ψ ] + P A Ψ . We now want to select all the terms B that are of maximum order, thus let G equal all the terms of BW −1 that behave like O(1). The following theorem states that under this choice of basis, a Levin-type method will have a higher asymptotic order.
and that G is nonsingular with G −1 = O(1).
is a Levin-type method using the asymptotic basis and s = min {m 1 , m ν }.
We will show that 
We now wish to show that the term multiplied by ψ k in (5.1), namely det
, the kth column in this determinant is composed of entries of order O Â k , thus the determinant is of the requisite order O n k=1 
and the theorem follows from Corollary 3.2.
Q.E.D.
The decomposition to determine G can be achieved with symbolic algebra in the general case, and by construction in the specific case. As an example, consider the Bessel function J 1 . Then
We can write
. We want to select only the terms of maximum order. The term of maximum order for ψ k is ω −k φ k , where
Thus we obtain the matrix
. the form of G for other examples can be found with the same sort of logic. We once again return to the example from Figure 1 : computing the integral
Consider the case with only the endpoints for nodes and multiplicities both one. Then n = 4, i.e., the dimension times the number of nodes, and the theorem predicts an error of order 
For comparison, to obtain the same order of error we would have needed to take s equal to five in the asymptotic expansion, or a Levin-type method with multiplicities equal to four at the endpoints. This Levin-type method would require solving a much larger system of 4 · 2 · d = 16 equations. Figure 5 confirms the order of error of the new Levin-type method with asymptotic basis, and compares the error to that of the asymptotic expansion of the same order. Note that the method becomes so accurate that it is impractical to extend this graph further: computing the integral with Gauss-Legendre quadrature to sufficient accuracy to make a comparison is extraordinarily expensive. Figure 6 demonstrates that adding a node to Q B [f ] does indeed increase the asymptotic order, using the integral from Figure 4
In this case, Â n = O(ω −n ), hence adding a single node increases the order by two. Note that, because of the large difference in the scaling factor, the errors in the right-hand graph are in fact significantly smaller than those in the left-hand graph.
Remark : The derivatives required to find each ψ k can quickly become unmanageable when either f or A is moderately complicated. This issue can be mitigated since it is possible to show that including the first k of these basis functions, along with any other basis functions of one's choice, results in an error of order O Â k 1 Â s+1 y . In short, adding even just the single, trivially computed, basis function ψ 1 = A − f will increase the asymptotic order. It may also be possible to use finite differences in place of derivatives, in a similar vein to [4] , though this idea has not been thoroughly investigated.
Closing remarks
Highly oscillatory integrals can be efficiently computed when an appropriate method is used. Using a generalization of an asymptotic expansion, the accuracy of the approximation in fact improves as the frequency of oscillations increases. A Levin-type method retains the asymptotic behaviour of the expansion, while increasing the accuracy of the approximation for fixed frequency. Higher order approximations can be achieved by using multiplicities or the asymptotic basis.
There are still several open questions. The first question is whether similar techniques can be used for multivariate highly oscillatory integrals. It may be possible to combine the techniques from this paper and [10] -which derived a Levin-type method for integrals of the form A turning point is any point ξ where the matrix A(ξ) becomes singular, hence the derivation of the asymptotic expansion is no longer valid over an interval containing such a point. The case of e iωg was handled in [2] by going to the complex plane, and integrating along a path that approximated the path of steepest descent. However, the asymptotic order depended on using Gauss-Laguerre quadrature, which exploits the exponential nature of an oscillator, which will not work for other oscillators.
An alternate method was presented in [11] , again for the exponential oscillator e iωg . In this case an interpolation basis was found that could be integrated in closed form, regardless of what the function g was. This basis was constructed by using incomplete Gamma functions [1] as an ansatz in the Levin collocation operator L[v] = v + iωg v, so that it becomes the standard polynomial basis x k whenever g(x) = x r . It might be possible to find a related ansatz for the vector-valued case.
