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Retina image analysis is an important screening tool for early detection of multiple dis-
eases such as diabetic retinopathy which greatly impairs visual function. Image analy-
sis and pathology detection can be accomplished both by ophthalmologists and by the
use of computer-aided diagnosis systems. Advancements in hardware technology led to
more portable and less expensive imaging devices for medical image acquisition. This
promotes large scale remote diagnosis by clinicians as well as the implementation of
computer-aided diagnosis systems for local routine disease screening. However, lower-
cost equipment generally results in inferior quality images. This may jeopardize the
reliability of the acquired images and thus hinder the overall performance of the diagnos-
tic tool. To solve this open challenge, we carried out an in-depth study on using different
deep learning-based frameworks for improving retina image quality while maintaining
the underlying morphological information for the diagnosis. Our results demonstrate
that using a Cycle Generative Adversarial Network for unpaired image-to-image trans-
lation leads to successful transformations of retina images from a low- to a high-quality
domain. The visual evidence of this improvement was quantitatively affirmed by the two
proposed validation methods. The first used a retina image quality classifier to confirm a
significant prediction label shift towards a quality enhance. On average, a 50% increase
of images being classified as high-quality was verified. The second analysed the perfor-
mance modifications of a diabetic retinopathy detection algorithm upon being trained
with the quality-improved images. The latter led to strong evidence that the proposed
solution satisfies the requirement of maintaining the images’ original information for
diagnosis, and that it assures a pathology-assessment more sensitive to the presence of
pathological signs. These experimental results confirm the potential effectiveness of our
solution in improving retina image quality for diagnosis. Along with the addressed con-
tributions, we analysed how the construction of the data sets representing the low-quality
domain impacts the quality translation efficiency. Our findings suggest that by tackling
the problem more selectively, that is, constructing data sets more homogeneous in terms
of their image defects, we can obtain more accentuated quality transformations.




A análise da imagem da retina é um fator essencial na deteção precoce de múltiplas do-
enças, tais como a retinopatia diabética. A deteção de sinais patológicos em imagens da
retina pode ser efetuada tanto por oftalmologistas, como pela utilização de sistemas de
diagnóstico assistido por computadores. Avanços tecnológicos conduziram ao uso de dis-
positivos mais portáteis e economicamente acessíveis para a aquisição de imagens médicas
neste contexto. Assim, é promovido o diagnóstico remoto a larga escala por especialistas,
bem como a implementação de sistemas de diagnóstico assistido por computadores para
rastreios locais. No entanto, os equipamentos de menor custo resultam geralmente em
imagens com qualidade inferior, o que compromete a eficácia das ferramentas de diag-
nóstico referidas. Para ultrapassar o problema identificado, foram desenvolvidos modelos
de inteligência artificial para melhorar a qualidade da imagem da retina, mantendo a
informação morfológica subjacente para fins de diagnóstico. Os resultados obtidos de-
monstram a eficácia do modelo Cycle Generative Adversarial Network para a transformação
de imagens de um domínio de baixa para alta qualidade. As evidências visuais desta
melhoria foram quantitativamente comprovadas pelos dois métodos de validação pro-
postos. No primeiro, foi utilizado um classificador de qualidade de imagem da retina
para confirmar um deslocamento significativo das classificações no sentido de uma me-
lhoria da qualidade. Foi verificado um aumento de imagens qualificadas como tendo
alta qualidade de 50%, em média. No segundo, analisaram-se as alterações de desem-
penho de um algoritmo de deteção de retinopatia diabética, após ter sido treinado com
as imagens de qualidade melhorada. Este método conduziu a fortes evidências de que a
solução proposta satisfaz o requisito de preservar a informação original das imagens para
diagnóstico, e que torna o classificador de patologia mais sensível aos sinais patológicos
presentes nas imagens. Assim, confirma-se a potencial eficácia da solução proposta. Foi
também analisado o impacto da utilização de conjuntos mais homogéneos, em termos dos
seus defeitos de qualidade, para representar o domínio de baixa qualidade. Os resultados
obtidos sugerem que são as transformações de qualidade se tornam mais acentuadas.
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In this Chapter, an overview of the context and motivation behind the research are given.
Moreover, the current state-of-the-art of the research topic is addressed, as well as the
objective of this work.
1.1 Contextualization
Artificial Intelligence (AI) has shown great potential in several fields of research through-
out the last decade. Particularly, AI models applied to Computer Vision led to successful
results which surpassed human capabilities in several applications [1]. Computer-aided
Diagnosis (CADx) is one of these applications, which uses medical images such as MRI,
CT scans, retina images, or even microscopic analysis, for an algorithm-assisted diagnosis
[2].
Technological growth allowed implementing CADx methodologies in more portable
and cheaper hardware for medical assistance, which can have a global impact. This
is particularly relevant in regions where healthcare facilities with advanced imaging
techniques are often inaccessible [3]. Moreover, widely available CADx systems can
render decentralized healthcare a reality with accuracy and performance not seen thus
far [4].
In ophthalmology, CADx methods have been a relevant tool for an automatic detection
of different disorders in retina images, from which we highlight Diabetic Retinopathy
(DR).
DR is the most common microvascular complication of diabetes, which causes damage
to the retina capillaries [5]. The damaged blood vessels might swell and leak, or close,
restricting the blood flow. Additionally, abnormal new blood vessels may grow in the
retina. This condition frequently leads to poor visual functioning and represents the
1
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leading cause of blindness in working-age populations [5]. The International Diabetes
Federation and IDF Diabetes Atlas estimate that in 2019, 463 million adults (20 - 79 years)
had diabetes worldwide [6]. According to the IAPB Vision Atlas, the global prevalence of
DR among individuals with type I and II diabetes is 35% [7]. As the number of individuals
with diabetes continues to grow, the number of DR occurrences increases proportionally,
as illustrated in Figure 1.1.
There is growing evidence documenting the effectiveness of routine DR screening and
early treatment. Clinicians can identify the disease through the presence of lesions asso-
ciated with abnormalities caused by the disease. However, this requires local expertise
and equipment which are often lacking in areas with high diabetes rates [8].
The use of CADx systems allied to portable and cheaper hardware is a powerful solu-
tion for a worldwide detection and tracking of the disease. Furthermore, it contributes
to the overall expansion and diversity growth of retina image databases for further algo-
rithm development and optimization.
Figure 1.1: Global Prevalence of people with diabetes and Diabetic Retinopathy. Adapted
from [7].
It is important to note that, aside from its impact on these algorithm-based diagno-
sis systems, the use of portable and low-priced imaging devices can promote healthcare
decentralization by allowing large-scale remote diagnosis, even by non-experts. This fur-
ther encourages telemedicine, which involves delivering healthcare and sharing medical
knowledge at a distance.
1.2 Motivation
The use of portable and low-priced imaging devices for CADx systems constitutes a tech-
nological simplification with undeniable benefits. However, there is usually a trade-off be-
tween presenting low complexity and cost and assuring high accuracy and performance.
2
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The use of lower-cost equipment generally results in inferior quality images which
may hinder the overall performance of the diagnostic tool [9]. This consequence happens
due to several reasons. Firstly, it becomes more difficult for experts to identify the pres-
ence and severity degree of the disease. This not only jeopardizes expert-based diagnosis
but also constrains the labelling process and consequently the use of the acquired images
for training disease-detection models. Secondly, even if labelling is done correctly, di-
agnosis models will not be as accurate because the pathology-related characteristics are
shrouded by low-quality factors, such as image artifacts. Finally, if the models are trained
using good-quality images only, the classification of the lower-quality examples is likely
to be imprecise as the algorithms will focus not only on pathological features but also on
the image quality discrepancy.
In summary, the lack of quality jeopardises the usefulness of the images for database
construction and model development, as well as the accuracy of their classification for
diagnosis. Thus, it compromises the overall goal of using mobile and economically inex-
pensive devices for automatic diagnosis: worldwide decentralized healthcare.
This project aims at mitigating the aforementioned open challenge by improving the
quality of retina images, possibly acquired with portable and low-priced imaging devices.
This research encompasses a solution to transform image quality while maintaining the
underlying information for diagnostic purposes. The proposed solution is set to be accom-
plished through the development of Deep Learning (DL) methods based on generative
models.
In the long-term, this solution is expected to improve the effectiveness of using more
portable and cheaper hardware for CADx systems, particularly for the detection of retina
pathologies such as DR. Furthermore, the implementation of such image enhancement
methods will allow a more efficient image analysis by ophthalmologists, which can pro-
mote the usage of those images for remote medical assistance. This is especially relevant
in areas with limited access to health facilities.
1.3 Literature Review
The aim of this dissertation is to develop a framework for image quality improvement,
focusing on retina images.
Image quality improvement techniques have been applied to correct images so they
can be more easily interpreted. Furthermore, enhancement methods have been used
as a pre-processing step for making images more suitable for specific computer vision
applications [10]. There are various methods for image quality improvement according to
the type of image and application. Biomedical imaging uses these techniques to control
factors such as image acquisition artifacts, fuzziness, non-homogeneity of luminance, and
contrast levels [11].
Here we present the current state-of-the-art on image quality improvement tech-
niques, addressing both conventional methods and DL approaches.
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1.3.1 Conventional Methods for Image Quality Improvement
Several conventional image enhancement techniques for medical devices can be found in
the literature. These include spatial-domain methods, which operate directly on pixels,
and frequency-domain methods, based on the Fourier transform [12].
Homomorphic filtering has been applied in various studies to modify the illumination
and reflectance components of an image. These methods involve nonlinear mapping
to a frequency-domain where linear filters are used and have shown good results in
overcoming non-uniform illumination [13]. Other long-established solutions from the
frequency-domain include Retinex-based methods, which usually decompose an image
into illumination and reflectance and then transform their information separately. These
have been widely applied for enhancing non-uniform illumination images [14].
Histogram-based techniques have been extensively reported as successful in the spatial-
domain. These models redistribute the grey levels within an image and are used to
enhance contrast [15]. Commonly applied examples are the Adaptive Histogram Equal-
ization (AHE) [16], the Brightness Preserving Bi-Histogram Equalization (BBHE) [17]
and the Contrast Limited Adaptive Histogram Equalization (CLAHE) [18]. Despite their
proven benefits, most HE techniques can cause a washed-out effect and might amplify
existing noises [19]. Moreover, ambiguity can be added which increments uncertainty in
the image information.
To overcome the existing solutions’ limitations, fuzzy-domain approaches have been
proposed which manage the imperfectness of an image modeled as its uncertainty [10].
These methods apply if-then logical rules to image processing and allow an automatic
contrast enhancement. In 2012, Hasikin et al. [20] suggested a fuzzy grey-scale image
enhancement technique by maximizing fuzzy measures contained in the image. Multiple
combinations of HE-based and fuzzy techniques have since been proposed for various
applications. In 2014, for example, Raju and his team [21] presented a novel fuzzy and
histogram-based method to enhance low contrast colour images, a fast method when
compared to other enhancement techniques. Nonlinear image enhancement has also
proven to improve the quality of a fuzzy image as shown by Wang et al. in 2012 [22].
As previously mentioned, image acquisition artifacts may also hinder image quality.
Reflection artifacts are common in photographs taken through glass windows, which is
the case in some mobile device medical applications. Various studies have been carried
out to solve this problem. These suggest different models for separating the transmis-
sion and reflection components of an image [23]–[25]. Researchers have also developed
physics-based methods to correct dirty or partially occluded optics by estimating the
attenuation and the scattering of the lens dirt and remove the artifacts [26].
1.3.2 Deep Learning Methods for Image Quality Improvement
Advances in Deep Learning introduced novel techniques in image quality improvement.
One of the enhancement tasks to which neural networks have been applied is image
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denoising. This process aims at recovering a clean image from a noisy observation which
follows an image degradation model [27]. A common assumption is to consider the
additive white noise as a Gaussian. Convolutional Neural Network (CNN) models have
been employed to perform that separation. Both the Multilayer Perceptron (MLP) and
auto-encoders have been successfully adopted to handle Gaussian noise removal [28],
[29]. Wang et al. [30], Bae et al. [31] and Jifara et al. [32] also proposed residual learning
into deeper CNN for image denoising.
CNNs have been explored to extract more useful information from noisy images with
insufficient quality, which is a recurrent problem in several medical imaging fields. An
example of this is the deep residual network proposed by Gholizadeh et al. [33] that
encompasses dilated convolutions with enlarged receptive fields and reduced network
depth for CT image denoising.
In 2017, Zhang et al. [34] proposed a novel Denoising Convolutional Neural Network
(DnCNN) to extract the latent clean image in the hidden layers. The suggested model
adopts the residual learning formulation by employing a single residual unit to predict
the residual image. The use of batch normalization combined with the residual learning
further improves training speed and stability, as well as the denoising performance. This
DnCNN model proved to successfully handle Gaussian denoising with unknown noise
level (i.e., blind Gaussian denoising). Other methods were proposed to tackle unknown
noise, such as the usage of auto-encoder networks [35].
For handling unpaired noisy images, a model based on the Generative Adversarial
Network (GAN) was suggested in 2018, which was denominated GAN-CNN Based Blind
Denoiser (GCBD) [36]. This solution constitutes a novel two-step framework. First, a
GAN architecture is trained to estimate the noise distribution over the noisy input images
and to generate noise samples. The resulting noisy images are then utilized to construct a
paired training data set. This paired data set is used to train a deep CNN for denoising. An
alternative solution for real-world noisy image correction was the Convolutional Blind
Denoising Network (CBDNet) proposed by Guo et al. [37]. This approach comprises
two subnetworks, one for estimating the noise of the real noisy image, and the other for
obtaining the latent clean image.
CNNs have also been reported as useful for enhancing low-light images and adaptively
enhancing image contrast [38], [39]. The goal is to train convolutional neural network
systems to take dark images as input and produce bright images as output, without dis-
turbing the content of the image. In 2017, Lore et al. [40] proposed a stacked sparse
denoising auto-encoder for simultaneous low-light enhancement and noise reduction (LL-
Net). This method has the disadvantage of not considering the nature of low-light pictures.
To overcome this challenge, Wei et al. [41] introduced a deep Retinex-Net. The suggested
method involves decomposing the input image into reflectance and illumination through
a subnetwork Decom-Net. Then, an encoder-decoder based Enhance-Net corrects un-
even illumination. During this step, the illumination is also adjusted from multi-scale
perspectives through concatenation and the noise on the reflectance is removed. The
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enhanced output image is obtained from the adjusted illumination and reflectance. A
similar yet more recent and efficient solution was proposed by Wang et al. in 2019 [42],
named Retinex Decomposition based GAN. The suggested framework can be divided into
two subsections. The first consists of a Retinex Decomposition Network trained with a
novel loss which is computed on the decomposed reflectance components of the enhanced
and the reference images. The second Fusion Enhancement Network combines the input
low-light image and its decomposed results to generate the final enhanced image.
Alternative deep generative structures for low-light enhancement encompass the us-
age of Variational Autoencoder (VAE) networks, such as proposed by Nazemi et al. [43]
who used conditional VAE structures to model histogram vectors of different colour chan-
nels and parameters of image data.
Other low-light enhancement approaches might include different image decompo-
sition methodologies. Particularly, a study carried out by Atoum et al. [44] suggested
decomposing the input images into lightness and colour components using the CIE LAB
space, where each component is enhanced independently. The output enhanced image
corresponds to the fusion of the two previous results. This mechanism constitutes a
simplification of the low-light image enhancement problem and is able to produce more
realistic colours.
A recent study addressed the low-light image enhancement problem via a novel hybrid
deep network. The proposed system contains a content stream to enhance the visibility
of the low-light input and learn a holistic estimation of the scene content, and an edge
stream devoted to edge detail learning through an improved spatially variant Recurrent
Neural Network (RNN). This method was able to recover more structure details when
compared to other low-light image enhancement algorithms [45].
Artifact removal is also an important factor in image quality improvement. Most state-
of-the-art methods explore neural networks for compression artifact correction. These
artifacts appear when lossy compression algorithms are applied and lead to detail loss
or noise and small structures’ addition. Multiple convolution networks have shown
to be very successful at compression artifact suppression. These include the AR-CNN
proposed by Dong et al. [46], the enlarged and deep CNN approach presented in [47] and
the CAS-CNN with hierarchical skip connections and multi-scale loss function suggested
by Cavigelli et al. [48].
Other artifact removal works relate to acquisition-induced defects that appear in pho-
tographs. Examples are the novel multi-resolution fully convolutional network trained
for automatically removing moiré patterns from photos, presented by Sun et al. [49], and
the cascade deep neural network introduced by Yang et al. [50] for reflection removal.
The latter estimates the reflection and uses it to boost the estimation of the background




Medical imaging-related artifacts tend to be more specific and thus require a par-
ticular assessment. The majority of these studies relate to CT artifact removal. The
deep residual network structure to remove low-dose CT streak artifacts presented in
[51], and the Radial Basis Function Neural Network (RBFNN) used to remove CT ring
artifacts in [52] are examples thereof. Recently, Guan et al. [53] proposed using a modi-
fied CNN architecture termed Fully Dense U-Net (FD-UNet) for removing artifacts from
two-dimensional photoacoustic tomography images.
Some studies reported neural networks to be useful for correcting out-of-focus images
[54]. This topic has been particularly exploited in microscopy images as their lack of
focus constitutes one of the biggest challenges in the field. U-Net architectures have been
successfully employed for refocusing blurry out-of-focus microscopy images [55].
An additional application of CNNs is image scaling enhancement. While most scaling
algorithms base their process solely on nearby pixels or interpolations, neural networks
calculate how to preserve the image quality [56]. Super Resolution Convolutional Neural
Network (SRCNN) algorithms are employed for that end. Since high perceptual quality
images present more valuable details, SRCNNs have been widely used in many areas, such
as medical imaging [57]. Super-resolution (SR) can be classified into Single Image Super-
Resolution (SISR) and Multi-Image Super-Resolution (MISR), according to the number of
input low-resolution images. SISR is much more popular because of its high-efficiency
[57]. The SRCNN can be envisioned as an CNN that approximates the complex mapping
between low/high-resolution spaces in an end-to-end manner.
In 2016, Dong et al. [58] showed that conventional sparse-coding based SR methods
can be reformulated into a deep CNN. Their method starts with a bicubic interpolation
as the pre-processing step. The mapping process conceptually consists of three nonlinear
operations. These are patch extraction, nonlinear mapping, and image reconstruction.
The loss function for optimizing the SRCNN is the mean squared error. Other relatively
shallow Convolutional Neural Networks for SR include the FSRCNN [59] and the ESPCN
[60].
Deeper SR networks methods have since been explored to improve accuracy, such
as the VDSR inspired by VGG-net used for ImageNet classification [61]. Alternatively
solutions also include GAN-based models (SRGAN). These became widely used for this
application as they allow creating more perceptually satisfying and less blurry images.
SR generative models use sets of high-resolution downscaled images and produce an
output of SR images. The discriminator is used to distinguish original high-resolution
images from SR ones. Both the generator and the discriminator are trained through back-
propagation [62]. The SRGAN proposed by Ledig et al. [63] is a successful example of
this methodology. This generative model employs the Deep Residual Network (ResNet)




Another deep network alternative is the Enhanced Deep Super-Resolution Network
(EDSR) proposed by Lim et al. [64]. They also relied on the ResNet structure for their
model but removed unnecessary modules from the conventional ResNet architecture.
Thus, the EDSR algorithm achieved improved results while being more compact.
While using deeper networks proved to bring benefits to representation power, these
did not support optimal use of the feature information from shallow layers, which are
usually associated with low-level features [65]. To overcome this challenge, several meth-
ods introducing concatenation operations between shallow layers and deep layers, as well
as skipping connections, were proposed. The SRDenseNet (which presents skipped con-
nections) [66], and the RDN (which exploits all relevant convolutional features in local
and global manners) [67], are examples of this.
To access more general and realistic settings where low-/high-quality pairs of images
are unavailable, image-to-image translation models have recently been explored for image
quality improvement processes. Namely, for super-resolution, Yuan et al. [68] proposed a
cycle-in-cycle network structure to tackle the problem within three steps. They first map
the input low-resolution images to the clean and bicubic-downsampled low-resolution
space using a CycleGAN. Another well-trained deep model with bicubic-downsampling
assumption then up-samples the intermediate result to the desired size. The last step con-
sists of fine-tuning the two modules in an end-to-end manner to get the high-resolution
output.
A study carried out by Ignatov et al. [69] presented an end-to-end DL approach based
on learning a mapping function between photos from mobile devices and a DSLR camera.
This methodology uses a composite perceptual error function that combines content,
colour, and texture losses. This contributed to prove the efficiency of image-to-image
translation methods in image enhancement but did not fulfill the unpaired image sets
condition, that is, there was still a strong supervision requirement.
Later in 2018, Ignatov et al. [70] suggested another approach using a weakly super-
vised photo enhancer for digital cameras. This was based on GANs and loss functions
designed for accurate image quality assessment. Their model was trained to map low-
quality photos into the domain of high-quality photos without requiring any correspon-
dence, that is, using only two independent image sets representing each domain.
Chen et al. [71] suggested a two-way GAN method for image enhancement by learning
from photographs. They employed an enhanced version of the U-Net as a generator by
augmenting global features. Additionally, they improved the Wasserstein Generative
Adversarial Network (WGAN) stability by an adaptive weighting scheme.
Recently, an adaptive weighted multi-discriminator CycleGAN was introduced by
Park et al. [72] for transforming turbid underwater images into clean ones. This model
was also trained with unpaired image sets.
It is important to note that, besides its recent usage in image quality improvement,
generative models and image-to-image translation methods have been extensively used
for multiple research ends. The work carried out by Welander et al. in [73] represents
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such an example. It encompasses a comparative study of using the UNIT framework and
the CycleGAN for image-to-image translation of T1- and T2-weighted MRI images.
1.3.3 Retina Image Quality Improvement
The quality factor in retina images has become a topic of great importance as it strongly
influences diagnosis efficiency both by experts and AI algorithms. Several studies have
been carried out for developing neural networks capable of automatically assessing the
quality of retina images and thus inspect which are suitable for medical diagnosis. Exam-
ples are the EyeQual model developed by Costa et al. [74] and the MCF-Net proposed by
Fu et al. [75].
Moreover, multiple enhancement techniques have been developed to meet fundus
images’ quality requirements for diagnostic purposes.
Retina vessels can show different states of several diseases (e.g. glaucoma, hyperten-
sion, and Diabetic Retinopathy), making the detection of vessels in retina images crucial.
A spatially adaptive contrast enhancement technique for enhancing retina fundus images
for blood vessel segmentation was proposed by Bandara et al. in 2017 [76]. Another
study by Miri et al. [77] introduced an algorithm for retina image contrast enhancement
based on the second generation of a new multi-resolution analysis tool called Curvelet
Transform. This multi-scale directional transform allows an almost optimal non-adaptive
sparse representation of objects with edges.
To reduce the effect of noise in colour retina images due to the acquisition process,
conventional CLAHE methods have been applied and have shown positive results [78],
[79].
Figure 1.2: An enhancement process of retina images. (a) Original image; (b) Normalized
convolution; (c) Fusion result; (d) Denoising result. Adapted from [80].
In 2016, Dai et al. [80] proposed a novel method also suitable for noise reduction
in colour retina images. It used a normalized convolution algorithm with a domain
transform to obtain an image containing the basic information of the background. That
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image was then fused with the original one and the enhanced result went through a
denoising process using the fourth-order partial differential equations and the relaxed
median filter. Figure 1.2 displays an example of retina images throughout the described
process.
Some studies addressing AI-based methods have been suggested. In 2016, Soomoro
et al. [81] proposed a Radial Basis Function Neural Network (RBFNN) to manage the
noise level of retina fundus images. The retina image colour map was converted to the
green band, as it ensured better contrast, and then fed to the RBFNN filtering method
to determine the denoised image. A novel stack deep convolutional autoencoder was
introduced by Ghosh et al. [82] for retina image denoising. The proposed scheme has
proven to restore structural details of the fundus as well as to decrease the noise level.
However, there is still little research regarding the usage of DL methods for retina image
enhancement, particularly for image generation with unpaired image sets.
1.3.4 Summary
The use of more portable and cheaper hardware has gained vast interest in a medical assis-
tance context as it allows remote expert-based diagnosis and large-scale disease screening
by CADx systems. These processes depend significantly on the quality of the images. In
this Chapter, we presented multiple strategies for image quality improvement based on
both conventional pre-processing methods and DL algorithms.
Regarding conventional image enhancement, it is important to state that some gaps
can be found in earlier research. Particularly, various enhancement frequency-domain
techniques can lead to certain artifacts in the output image. Furthermore, some pixels
may get lost during conversion in frequency-domain methods. Edge degradation can
occur as a result of several enhancement techniques modifying them during processing.
Finally, since various methods concentrate on regions within the image, illuminance
imbalance may also arise [15].
Aside from the referred challenges, conventional methods have proven to be subop-
timal when compared to neural network-based approaches. AI methods have supported
positive results in handling different image quality problems. Recently, generative mod-
els and image-to-image translation algorithms have been reported as successful tools for
many objectives, including image quality enhancement and defect correction. Addition-
ally, several of these methods allow training unpaired images, which is crucial given the
difficulty of obtaining paired medical images. However, to the best of our knowledge,
these models have not yet been explored for medical image quality improvement for





The long-term goal of this project is to employ Deep Learning algorithms for enhancing
the quality of retina images without low-/high-quality pairs of images (unpaired learn-
ing). This quality enhancement is set to improve the efficiency of Diabetic Retinopathy
diagnosis, both by ophthalmologists and CADx systems. More precisely, this project aims
to fulfill the image enhancement necessities of using portable and low-priced imaging
devices for remote diagnosis and CADx applications. To this end, several steps were
defined, which include the handling and processing of the image data sets, DL-based
algorithm development and its optimization, as well as a final validation of the model’s
performance in improving retina image quality.
Figure 1.3: EyeFundusScope system. (a) Android application; (b) Custom optical proto-
type for acquiring retina images. Adapted from [83].
In the scope of the research organization where the work is carried out, Fraunhofer
AICOS, the developed algorithm is intended to be later adapted to the EyeFundusScope
project. This consists of a self-contained mobile-based system capable of detecting early
signs of sight-threatening DR on retina images [83]. Figure 1.3 illustrates the prototype
for the referred system.
The projected algorithm would be implemented for improving the acquired fundus
images and therefore, maximize the diagnostic precision of the presented CADx system.
1.5 Document Structure
The document structure is divided into five chapters as illustrated in Figure 1.4. The
present chapter corresponds to the introduction, in which the study’s contextualization
and motivation, the literature review, and the project objectives are given. Chapter 2
regards the theoretical background required for the development of this study. Chapter 3
contains a detailed description of the implemented frameworks for retina image quality
improvement. Chapter 4 addresses the main results achieved by using the proposed
11
CHAPTER 1. INTRODUCTION
frameworks. Lastly, Chapter 5 comprises the conclusions of this study and suggests
future research directions.











Throughout this chapter, relevant generic concepts related to the proposed dissertation
are presented.
2.1 Artificial Intelligence and Deep Learning
Figure 2.1: Interdependence of the AI,
ML and DL concepts.
Artificial Intelligence (AI) is an interdisciplinary
field of computer science concerned with build-
ing machines capable of performing tasks that
require human intelligence [84]. A consider-
able amount of AI algorithms are based on Ma-
chine Learning (ML), which focuses on develop-
ing systems that can access data and learn from
it. The goal is to allow computer programs to
learn from experience without being explicitly
programmed, so they can perform tasks in an
autonomous way.
The learning process is qualified as super-
vised if the training data is labelled with the cor-
responding class. Upon training, the classifier
should be capable of predicting new outputs. On
the other hand, unsupervised methods aim to
learn the inherent structure of the given data without using provided labels. Train-
ing with only a portion of labelled data (usually more unlabelled data than labelled) is
classified as semi-supervised learning. Lastly, there is reinforcement learning, where
the classifier learns by interacting with a dynamic environment and uses the gathered
13
CHAPTER 2. THEORETICAL BACKGROUND
experience (through actions and corresponding rewards or punishments) to optimise its
performance (e.g. winning a game) [85].
Deep Learning (DL) is a subset of ML that uses deep artificial neural networks to carry
out the process of machine learning. These neural networks are built using neuron nodes
connected together, similarly to the networks present in the human brain. The working
mechanism of these structures is presented in Section 2.3. This methodology was first
theorized in the 1980s but has only recently become ubiquitous. The reason relies on
its need for large amounts of data and substantial computing power. [86]. Figure 2.1
presents a scheme interconnecting the concepts of AI, ML, and DL.
Figure 2.2: Machine learning classification pipeline. The grey objects correspond to the
inputs/outputs of the processes coloured in green.
A schematic representation of a ML classification pipeline is presented in Figure 2.2
to demonstrate all steps included in the process. As can be seen, the pipeline starts with
the data set. The data has to be collected and cleaned (e.g. deleting or correcting incor-
rect/incomplete samples). In supervised learning, data is additionally labelled according
to the ground-truth.
The data is then pre-processed. This step aims at uniformizing data so that the dif-
ference between samples is mainly related to their corresponding class instead of other
arbitrary characteristics. Additionally, several pre-processing methods can be employed
to optimize the performance of the model. This requires performing tests under differ-
ent circumstances and detecting which pre-processing techniques assure a more optimal
classification performance [55]. Image processing methodologies are presented in Section
2.2.
Feature extraction and selection is then performed. This process corresponds to a
dimensional reduction by which the set of data is reduced to more manageable and
relevant characteristics. The selected features must be identifying for the classification
task [87]. For example, in a traffic sign image classification problem, relevant features
might include edge shape, colour, or area. This selection process also requires testing for
reaching an optimal set of relevant features.
14
2.2. IMAGE PROCESSING
DL methods differ from more conventional ML algorithms in this stage, as most of
them do not require feature selection prior to learning. That step is performed by the
neural network itself and is a dynamic process in which the features can be successively
adapted in parallel with learning [88].
The following step consists of applying the ML classifier, which is trained in a trial-
and-error manner to make predictions with considerable accuracy. In DL, this algorithm
corresponds to a neural network.
Upon training, the model receives the pre-processed input, extracts the previously se-
lected features, and predicts the output automatically. The performance of the algorithm
can be later validated by using a test data set that has not been previously presented to
the model [89]. This is accomplished through the comparison of the predicted results
from the unknown data to the ground-truth, using a loss function. Several performance
parameters allow a quantitative analysis of said comparison such as Accuracy, Precision,
Recall, and the F1 Score[90]. The Accuracy allows detecting the fraction of correct predic-
tions within all samples ( T P+TNT P+TN+FP+FN
1). Precision gives us the proportion of positive
identifications that is actually correct, for each class ( T PT P+FP
1). Recall permits know-
ing how well the model can detect a class within all ground-truth positive elements
( T PT P+FN
1). The F1 Score conveys, for each class, the balance between the precision and




Neural networks commonly add an intermediate step to this process. The overall
data set is divided into train, test, and validation. The algorithm is validated each epoch
with unknown data from the validation set. This allows monitoring the progress of the
model’s performance and thus detect anomalous circumstances such as overfitting. This
complication happens when the model achieves a favourable fit on the training data, but
it does not generalize well on new, unseen data [92]. The test set is then utilized for a
final evaluation of the model’s performance.
It is important to note that this pipeline exemplification is based on a classification
example. However, particularly in DL, several models aim at generating data. That
concept is relevant for this research project and thus it is addressed in Section 2.4.
2.2 Image Processing
Image processing is a relevant topic to consider for this work due to two reasons. First,
image quality improvement or image enhancement can be accomplished through different
processing mechanisms. Thus, despite this work focusing on Deep Learning approaches,
it is important to contextualize the concept of quality enhancement in image processing
techniques. Secondly, image pre-processing is a crucial step in preparing image data for
DL models. In this Section, both circumstances are addressed.
1TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False Negatives
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2.2.1 Generic Image Processing Concepts
There are several digital processing techniques to manipulate images. To be processed
digitally, a two-dimensional image f (x,y) is first sampled and transformed into a matrix
of numbers. The processing algorithms operate on the elements of that matrix. Simple
processing methods include matrix calculus for image rotation, shearing, and scaling [93].
More complex digital image processing methods are generally divided into enhancement,
restoration, analysis, and compression [94].
Image enhancement is applied to improve the interpretability of information in im-
ages for subsequent analysis or image display. Various enhancement methods involve
convolutions between kernels (filters) and an image, which replace pixels with a linear
combination of its neighbours. The implementation of these filters can lead to sharpening,
smoothing, and edge enhancement, for example. This type of processing also includes
histogram manipulation, median filtering, image averaging, and subtraction, as well as
frequency-domain filtering such as the Butterworth filter [95].
In image restoration, the goal is to recover an image from its degraded version. It
relies on a statistical or mathematical description of the degradation so that it can be
reverted. The objective is to obtain an approximation of the original image through that
degradation function [94]. One of the most applied methods is the Wiener filter which
includes both the degradation function and statistical characteristics of noise into the
restoration process. Through inverse filtering, it estimates the uncorrupted image by
minimizing the mean squared error [96].
Image analysis focuses on the automatic extraction of information from an image for
its characterization. Several features can be extracted. These include spatial features such
as edges, central moments, or entropy, as well as frequency-domain features that can be
obtained through the Fourier transform. Image segmentation is frequently applied in this
context for separating the images into different regions based on their properties [94].
Image compression aims to reduce the number of bits required for representing an
image, maintaining the required quality. Image compression techniques can be classified
as lossless if the original image can be fully retrieved, and lossy when some levels of error
are allowed for obtaining larger compression rates. Transform coding lossy methods
are widely used. These alter pixel specifications from spatial-domain into frequency-
domain and concentrate energy in very few transform coefficients. That is, only significant
coefficients are used for quantization and encoding. Discrete Cosine Transform (DCT)
is the most commonly applied among these techniques [97]. An example of a DCT
application is JPEG baseline compression.
2.2.2 Pre-processing Methods for AI Applications
Before feeding image data into machine learning models, it needs to be pre-processed.
There are several reasons for conducting this step.
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First, the acquired data is usually disorganized and derives from different sources: the
acquisition equipment, capturing environment, operator collecting the image data, etc.,
may vary considerably. To account for all conditions in which an image is taken, there
needs to be a form of normalizing the data. Employing pre-processing techniques for that
end allows the model to focus more on relevant characteristics for a certain project goal
than on arbitrary features. Additionally, depending on the model, some pre-processing
methods may have to be necessarily applied. For example, most Convolutional Neural
Networks require the input images to have a unified dimension, i.e., a uniform aspect
ratio [98].
Applied methods for uniformizing an image data set include pixel scaling techniques
such as pixel normalization (scale pixel values to the range 0-1), pixel centering (scale
pixel values to have a zero mean), and pixel standardization (scale pixel values to have a
zero mean and unit variance) [99]. An additional commonly employed method is image
resizing which involves increasing or decreasing the total number of pixels in an image.
This allows to obtain images with a uniform aspect ratio and is usually accomplished
through interpolation algorithms such as the nearest neighbor, bilinear, or bicubic. The
working mechanism of these interpolation techniques is based on estimating values at
unknown points using known pixels [100]. Trimming images is also frequently applied
for segmenting the area of interest and minimizing irrelevant sections. For example,
in models receiving retina image data as input, images may be trimmed for obtaining
a square surrounding only the retina area (and thus minimizing black sections) or the
optic disc area. Therefore, even if the original images capture different area proportions
around the retina, the pre-processed data will be more uniform and centered in the same
anatomical structures.
An additional reason relates to optimizing the performance of the models. Applying
pre-processing methods can help reduce the complexity of the problem and increase the
accuracy of the applied algorithm. This can include simple image modifications such
as converting colour images to grayscale to reduce computation complexity or applying
algorithms for adjusting image brightness or contrast (e.g. adaptive histogram equaliza-
tion). Testing the performance of the model under the usage of different pre-processing
techniques allows detecting optimal conditions [98].
For some situations, more complex approaches are required. The performance of AI
algorithms depends on the quantity and quality of the training data. Image quality can be
affected by multiple factors including real-world noise, blur, or other quality degradation
factors [101]. To overcome this problem, both conventional and DL-based image quality
improvement techniques, such as the addressed in Section 1.3, may be employed.
Regarding the quantity of the training data, the performance is jeopardised when
there are few and/or undiversified samples (no representativity of real-world hetero-
geneous settings). A pre-processing strategy that enables a significant increase in the
volume and diversity of data available for training models is data augmentation. This
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involves augmenting the existing data set with perturbed versions of the existing im-
ages. Image augmentation methods may include geometric transformations, colour space
augmentations, and kernel filters application [98].
2.3 Neural Networks
Neural networks consist of several artificial neurons organized in layers. Each neuron is
directly connected to every other neuron in the adjacent layers. The inner layers are often
referred to as hidden layers. Figure 2.3 shows a representation of a common three-layered
neural network. The information flows in two ways: forward- and back-propagation.
Figure 2.3: Schematic representation of a neural network [102].
When performing inference, the information enters through the input units which
trigger the first hidden neurons and so on until the output neurons are reached. This
design is called a feed-forward network. During the forward propagation, each neuron
receives inputs from the units in the previous layer. These inputs are multiplied by the
weights of the connections they travel along and are added a bias term. Throughout the
process, a function is applied to each neuron to determine its level of activation, which
introduces non-linear properties to the network. Rectified Linear Unit (ReLU) is the most
commonly used activation function in this context [103]. The output of each neuron is
given by f (
∑
iwixi+b) where f is the activation function which receives both the weighted
sum of inputs,
∑
iwixi , and the bias, b.
During back-propagation, there is an element of feedback that allows learning. This
involves a loss function that determines the discrepancy between the algorithm’s output
and the given target value (in a supervised setting). Amid learning, the gradients of the
loss function are calculated and the existing parameters (weights) updated accordingly.
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The cycle (epoch) is repeated until reaching the minima of the loss function. By minimiz-
ing the loss, the model’s accuracy is maximized. This learning process can be described by
the simple equation: W (t+1) =W (t)−η∇J(w) whereW is the weight of the neuron, ∇J(w)
the gradient of loss function- J(θ) in respect to the updated weight, and η the learning
rate [104].
Higher η values lead to more abrupt weight changes which accelerate the learning
process. However, the model may overshoot the minimum loss and thus fail to converge.
On the other hand, lower learning rates may allow the model to learn a more optimal
set of weights but may cause training to take significantly longer or get stuck on local
minima [105].
In the scope of this thesis, it is also important to explore the concept of a Convolu-
tional Neural Network (CNN). Figure 2.4 displays a generic scheme of a CNN. This DL
architecture adds a set of layers to the conventional neural network architecture (fully
connected network) that automatically extract relevant features from the input images.
Throughout the learning process, these features are selected and adjusted dynamically.
Figure 2.4: Schematic representation of a convolutional neural network [106].
The process of extracting features is done through convolutions. Each layer convolves
its input with multiple filters learned by the network, usually referred to as kernels. By
applying successive convolutions, it is possible to construct feature maps that characterize
the image and are thus used for classification. The kernel’s coefficients depend on the
features to highlight. During training (back-propagation), the coefficients of the filters
are updated according to the output error. Lower layer filters typically learn lower-level
features such as lines and corners, whereas higher layers learn increasingly higher-level
features, namely textures and whole shapes [107].
In addition to the convolution layers, pooling layers are often applied. These are
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responsible for reducing the spatial size of the convolved features. Pooling techniques
commonly include Max Pooling and Average Pooling. Max Pooling returns the maximum
value from the portion covered by the kernel, in each patch of the feature map. On the
other hand, Average Pooling returns the average of all values from the covered portion in
each patch [106].
Before connecting the feature map to the final classification model, which takes place
in the fully connected layers, there is a flattening process. This consists of converting the
data into a 1-dimensional array. Consequently, the classification input is a single long
feature vector [106].
2.4 Deep Learning in Image Generation
In addition to the conventional classification methods used to differentiate data instances,
Deep Learning can also be applied for image generation. Generative models are a form of
unsupervised learning which focuses on discovering the characteristics and patterns in
input data to generate examples that could have plausibly been drawn from the original
data set [105]. These models can be employed, for example, in image-to-image translation
and reconstruction processes.
For this work, it is important to define the concepts of Variational Autoencoders,
Generative Adversarial Networks, and UNIT.
2.4.1 Autoencoder Networks
An autoencoder neural network is an unsupervised learning algorithm that through back-
propagation learns to generate representations (
∧
x) that are as similar to the original inputs
(x) as possible. This is accomplished by efficiently compressing and encoding data in a
smaller hidden encoding layer, also known as the latent space.
The compression of the input data into a latent vector is carried out by the encoder
while the reconstruction of the reduced encoded representation is obtained through the
decoder and it is set to equal the input. The model’s efficiency relies on its capacity to
learn a meaningful and generalizable latent space representation, that is, to extract only
the most relevant features to describe the natural data [108]. Figure 2.5 shows a generic
scheme of an autoencoder network.
Regular autoencoders have the disadvantage of their latent spaces, where their en-
coded vectors lie, having no defined structure. This happens because the autoencoder is
solely trained to encode and decode with as little loss as possible, independently of how
the latent space is organised. Thus, interpolation is not as easy and overfitting is more
likely to occur [109]. On the other hand, Variational Autoencoder (VAE) architectures
have continuous latent spaces. This regularisation of the latent space allows easy random
sampling and interpolation.
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Figure 2.5: Representation of an autoencoder neural network.
VAE models assume that the source data has underlying probability distributions and
attempt to reach the parameters of those distributions in the encoding process [110]. The
encoded distributions are set to be normal so that the encoder can be trained to return
the mean and covariance matrix that describe these Gaussians. The latent representation
z is then sampled from the prior distribution and lastly, the decoder generates an output
based on the latent representation.
The loss function for these networks is composed of a reconstruction term (final layer),
to minimize the difference between the input and output, and a regularisation term (latent
layer), to regularise the organisation of the latent space by approximating the encoded
distributions to a standard normal distribution. The latter is done using the Kullback
Leibler (KL) divergence metric [109].
Figure 2.6 presents a schematic representation of the steps composing both regular
autoencoder and a variational autoencoder.
Figure 2.6: Difference between autoencoder and variational autoencoder.
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2.4.2 Generative Adversarial Networks
The Generative Adversarial Network (GAN) is an unsupervised Deep Learning algorithm
for training generative models through a controlled learning process.
GAN algorithms combine two neural networks: the generator, which produces new
data instances, and the discriminator, that evaluates them for authenticity. The objective
is to manipulate the generator into producing plausible examples [111]. Figure 2.7 shows
a scheme of this mechanism. As illustrated, the generator receives random numbers
from a known distribution as input and returns a synthetic image. The discriminator
takes the output generated image and returns a probability of authenticity. The generator
then learns to create images that "fool"the discriminator and the process is repeated,
thus creating a feedback loop [112]. The discriminator is trained separately and its loss
function measures the divergence between the classification outputs and the ground-
truth labels (original and generated images are labelled as two binary opposites). The
loss of the generator is calculated from the discriminator’s classification. It decreases if
the generator successfully deceives the discriminator, and gets penalized otherwise.
Figure 2.7: Schematic representation of a GAN model.
There are a number of different types of GANs, each presenting slightly different
alterations. The Cycle Generative Adversarial Network (CycleGAN) is an extension of the
GAN which allows the automatic training of image-to-image translation models without
paired examples. That is, not only do they synthesize images resembling real images
from the domain of interest, but they also allow transforming the domain of an image
while preserving its original core characteristics. This is accomplished by adding a new
generator to the conventional GAN architecture. The first generator translates the original
image into the target domain. The result is then fed to the second generator which
translates it back into the original domain. The output of this reconstruction should
match the original image. This mechanism provides cycle consistency which is a concept
of reversibility in machine translation processes. By introducing an additional loss term
22
2.4. DEEP LEARNING IN IMAGE GENERATION
for measuring the difference between the output of the second generator and the original
image, consistency is assured. Consequently, the original base features are maintained
[113]. An exemplification scheme of this process is displayed in Figure 2.8, where zebras
are converted into horses.
Figure 2.8: Schematic illustration of a CycleGAN model [113].
Another relevant concept based on GANs is the Coupled Generative Adversarial Net-
work (CoGAN). As illustrated in Figure 2.9, the CoGAN consists of a tuple of GANs, each
for synthesizing images resembling real images of a domain. By using shared layers, a
weight-sharing constraint is imposed. This allows the CoGAN to learn a joint distribution
without the existence of corresponding images in the two distinct domains. Consequently,
the CoGAN can generate pairs of images that individually resemble the images in the
respective domains without having paired image examples [114]. Relating to the previ-
ous example, if using two data sets to train a CoGAN, one containing images of horses
and the other of zebras, it would be possible to generate synthetic pairs of corresponding
images that differed only in terms of the presented animal.
Figure 2.9: Schematic illustration of a CoGAN model [114].
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2.4.3 UNIT
The term UNIT initially referred to the general concept of UNsupervised Image-to-image
Translation, which includes multiple models such as the CycleGAN presented in Section
2.4.2. However, it is now highly associated with a particular framework proposed by Liu
et. al [115], which is relevant to define in this context.
The UNIT framework is based on both GANs and VAEs. Each image domain is mod-
elled through a VAE-GAN, which consists of an encoder and a decoder for the reconstruc-
tion process, and a GAN discriminator for evaluating the output’s authenticity. Essen-
tially, the VAE decoder and the GAN generator are collapsed into one. This mechanism
improves the VAE reconstruction capacity by using the feature representations learned
by the GAN discriminator. Consequently, element-wise errors are added to the feature-
wise errors, which can improve the data distribution while offering invariance towards
translation [116].
The model is trained with a weight-sharing constraint for joint distribution learning,
similarly to the CoGAN architecture. This enforces a shared-latent space between the
two VAE-GANs to generate corresponding images in the two domains. Moreover, the
shared-latent space constraint implies the cycle-consistency constraint, which has been
reported to be a successful method for image-to-image translation mechanisms.
This cycle-consistency constraint allows images in the source domain to be mapped
into the target domain and the translated images in the target domain to be mapped back
to the original images in the source domain, similar to the CycleGAN [115].
Upon training, the UNIT framework allows reconstruction processes if using a VAE-
GAN modelling on just one of the domains, and translation processes if a domain shift
is performed in the shared-latent space. The latter is accomplished by using the encoder
from one domain (origin domain) and the decoder from the other domain (target domain).
Figure 2.10: Representation of the UNIT framework. (a) Schematic illustration of the
shared-latent space assumption; (b) UNIT framework.[115].
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Figure 2.11: A building block of residual learning
[117].
In Figure 2.10, a schematic repre-
sentation of the UNIT framework is
presented, where x̃1→11 and x̃
2→2
2 cor-
respond to the self-reconstructed im-
ages, and x̃1→21 and x̃
2→1
2 correspond
to the domain-translated images (do-
main shift in the shared-latent space).
D1 and D2 are the adversarial dis-
criminators for each respective do-
main. These evaluate how realistic
are the translated images.
It is important to note that
the UNIT architecture uses residual
blocks. These were introduced by He
et al. [117] and correspond to skip-connection blocks that learn residual functions regard-
ing the layer inputs, instead of learning unreferenced functions. Figure 2.11 schematically
illustrates a basic residual block.
2.5 Computer-Aided Diagnosis
The concept of Computer-aided Diagnosis was first theorized to support digital image
interpretation on radiologic diagnosis [118]. Early attempts aimed at utilizing this com-
puterized analysis of radiological images to detect abnormalities. However, these exper-
iments were unsuccessful because computers were not sufficiently powerful, there was
a lack of advanced image-processing techniques, and the access to digital images was
limited [2].
Extensive and systematic research and development of several CADx systems were
later restarted in the early 1980s [2]. Multiple CADx systems have since been developed
to assist in the detection and diagnosis of lesions in medical images including computed
tomography, ultrasound, MRI, and endoscopy. These methods have shown to be a partic-
ularly advantageous tool in early detecting multiple types of cancer through the differen-
tiation between benign and malignant tissues. However, recent developments of CADx
systems led to their usage across various other biomedical imaging fields and applica-
tions, showing relevant results in supporting diagnosis. These include detecting brain
diseases such as Alzheimer in MRI images [119], vascular disorders including Diabetic
Retinopathy in retina images [120], and malaria parasite detection based on microscopic
blood images [121].
CADx systems have also been allied to portable and low-priced imaging devices to
allow large-scale screening of certain diseases. Examples are the use of mobile devices for
malignant melanoma detection [122], [123] and retinal abnormality recognition [3]. This
methodology is particularly relevant in regions with limited access to healthcare facilities
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with advanced imaging technology. Furthermore, this strongly encourages telemedicine,
which involves delivering healthcare and sharing medical knowledge at a distance.
Technology growth and AI developments have had a great impact on CADx systems.
Currently, these algorithms generally consist of several steps that may include image
processing, image feature analysis, and data classification through tools such as artificial
neural networks [124]. In Figure 2.12 we displays a generic scheme of a CADx system.
Figure 2.12: Pipeline schematic representation of a generic CADx system.
As represented, the process begins with the image data being pre-processed. This
step might be employed because the model’s learning process was based on images with
particular characteristics (e.g. size or colour map), or because some pre-processing meth-
ods enhance the model’s performance (e.g. contrast or brightness modifications). Image
processing methods commonly include image enhancement to improve the interpretabil-
ity of images for their analysis, and region segmentation to isolate regions of suspected
abnormality [125]. A summary of commonly employed pre-processing methodologies is
presented in Section 2.2.2.
The processed images are then fed into a previously trained AI algorithm. By ex-
tracting relevant pathology-related features, the model is able to provide a diagnostic
prediction regarding the disease(s) of interest. As previously explained, if the model
consists of a conventional ML algorithm, the considered features are previously selected
for optimal classification. On the other hand, most DL algorithms have that selection and
consequent extraction embedded in their network.
As aforementioned, the performance of AI algorithms for image analysis highly de-
pends on the quantity and quality of the training data. CADx systems are required to
have very high-performance levels for their output to be trustworthy in real-world med-
ical assistance settings. This further highlights the importance of using high-quality
images. Using large/diverse data sets also promotes more robust training, as well as










Retina Image Quality Improvement
Framework
This Chapter presents the proposed framework for retina image quality improvement.
The methodology, along with the relevant processes for the implementation, is described.
The developed retina image quality enhancement system is a sequential algorithm
designed to transform a baseline image with low-quality into a quality-improved image
in which pathology-related characteristics are more easily identified. The low-quality
image is set to simulate images acquired with a portable and inexpensive device. The
image quality translation is obtained through Deep Learning methods.
The retina image quality improvement system implementation pipeline is depicted
in Figure 3.1.
Figure 3.1: Retina image quality improvement system pipeline.
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Data selection is the first stage of the process as the DL models require image data to
learn how to perform the quality transformation (Section 3.1). The second step relates
to the employment of pre-processing methods for preparing the selected data (Section
3.2). Three DL mechanisms for the image quality improvement process are considered
for the proposed framework (Section 3.3). To validate the quality-improvement of the
retina images, a last stage is employed in which two validation methods are applied. One
is focused on the quality of the images themselves while the second focuses on the impact
of the quality transformation on a CADx system (Section 3.4).
3.1 Data Sets
The first step to consider is the selection of retina image data sets to train and validate the
algorithms. It is important to note that DL algorithms require considerably large amounts
of data for training. Furthermore, we aim to transform the quality of retina images as well
as to assess the resulting quality improvement and potential impact on AI-based disease-
detection systems. Consequently, it is important to use a data set with images labelled
according to both their quality and the severity degree of the retina-related pathology.
Given these requirements, both the EyePACS and Eye-Quality data sets were selected,
which are introduced in the following subsections.
3.1.1 EyePACS Data Set Overview
The first considered data set is the EyePACS, which contains over 5 million retina images
of diverse populations with various degrees of DR severity. For each subject, the left and
right field are provided. This large set of images was taken under a variety of imaging
conditions and through different types of fundus cameras. Given the different acquisition
conditions, images may contain artifacts, be out of focus, underexposed, or overexposed.
This heterogeneity allows simulating the diversity that exists in real-world settings, not
only in terms of retina anatomies but also regarding different image acquisition-related
conditions [126].
The public set of this database is available on Kaggle, after an algorithm competition
was proposed for training AI models capable of detecting signs of DR in retina images
[8]. This set was used in our experiments and it is composed of 88,703 images rated by a
clinician regarding the presence of the disease. The scale goes from 0 to 4, according to
the following levels:
• Grade 0: No DR signs (Fig. 3.2 (a));
• Grade 1: Mild DR (Fig. 3.2 (b));
• Grade 2: Moderate DR (Fig. 3.2 (c));
• Grade 3: Severe DR (Fig. 3.2 (d));
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• Grade 4: Proliferative DR (Fig. 3.2 (e)).
Figure 3.2: EyePACS data set retina image exemplification, with (a) no DR; (b) mild DR;
(c) moderate DR; (d) severe DR; and (e) proliferative DR.
3.1.2 Eye-Quality Data Set Overview
For image quality assessment, the Eye-Quality (EyeQ) data set has been selected. It
consists of a re-annotation subset from the EyePACS data set, yielding a collection of
28,792 retina images. All images were evaluated by two experts regarding their quality
level for medical diagnosis reliability. The grading system considers four common quality
indicators, including blurring, uneven illumination, low-contrast, and artifacts. However,
the lower-quality images are not separated regarding their low-quality factors. The three
proposed quality grades are defined as [75]:
• ‘Good’: the retina image presents no low-quality factors, and all diabetic retinopathy-
related features are clearly visible ( Fig. 3.3 (a));
• ‘Usable’: some low-quality indicators are visible, yet the lesions are clear enough to
be identified by ophthalmologists (Fig. 3.3 (b));
• ‘Reject’: the retina image has serious quality issues, impeding a full and reliable
diagnosis, even by ophthalmologists (Fig. 3.3 (c)).
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Figure 3.3: EyeQ data set retina image exemplification, with (a) good quality; (b) usable
quality; and (c) rejectable quality.
3.1.3 Low-quality Data Set Separation
The quality heterogeneity within the presented data sets allows simulating both the im-
ages acquired with mobile devices and the reference ones, acquired with advanced imag-
ing equipment. For training the quality-translation algorithms, two retina image sets
were required: a low- and a high-quality one. Initially, solely the quality level division
proposed by Huazhu et al. [75] was considered. The images labelled as ’Usable’ were
used for the low-quality set and the ones labelled as ’Good’ were considered for the
high-quality set. ’Reject’-labelled images were initially discarded as their defects are
much more challenging to correct, some even being irrecoverable since their morpho-
logical structures are not visible. However, after some experiments which are presented
in Section 4.1.3, a further low-quality image selection was performed to construct more
homogeneous data splits. This approach was accomplished by isolating each low-quality
factor. Multiple data sets integrating different image defects were constructed and the
models were trained separately to correct the defects contained in each data set.
To construct the low-quality sets, we first looked into the eyePACS and EyeQ retina
image data sets to inspected which quality defects were more recurrent. For this selection
process, we asked Fraunhofer researchers working in the EyeFundusScope project for
advisory.
The most commonly observed defects were grouped into four low-quality data sets
according to those which overlap the most and that are more visually similar. By grouping
defects that are similar among themselves, more homogeneous low-quality data sets are
obtained. Consequently, the models’ learning process of correcting images with different
low-quality factors is more efficient. The proposed data set division is illustrated in Figure
3.4.
The first low-quality data set contains 2,328 images presenting light low-contrast
due to a hazing effect (Fig. 3.4 (a)), and with uneven illumination as a consequence of
overexposure (Fig. 3.4 (b)). The second low-quality data set is composed of 2,781 images
with overall dark low-contrast (Fig. 3.4 (c)), excessive darkness of the macula (Fig. 3.4
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(d)), and uneven illumination due to underexposure (Fig. 3.4 (e)). The third low-quality
data set contains 2,032 images presenting various types of flash-induced artifacts (Fig.
3.4 (f-g)).
Besides the acquisition defect-related image occurrences, it was also detected that in
several images, the choroid vessels in the backside of the retina were clearly visible. This
occurs due to a higher light penetration during the capturing of the image and it can
vary with different fundus cameras and their specific wavelengths. When the backside
vessels appear subtly, the phenomenon is not problematic. However, several cases in
which the effect was extreme were identified and these were often associated with hyper-
pigmentation, as shown in Fig. 3.4 (h). This can jeopardize the detection of lesions not
only by ophthalmologists but also by AI-based systems that will be deflected from the
relevant image features for diagnosis. Thus, we decided to include this characteristic as a
low-quality factor and constructed a fourth data set containing 1,035 retina images.
Figure 3.4: Retina Image low-quality factors exemplification and data set division, illus-
trating (a) light low-contrast; (b) illumination due to overexposure; (c) dark low-contrast
(d) excessive darkness of the macula; (e) uneven illumination due to underexposure; (f-g)
flash-induced artifacts; and (h) extreme light penetration and hyper-pigmentation.
31
CHAPTER 3. RETINA IMAGE QUALITY IMPROVEMENT FRAMEWORK
The high-quality set is composed of 1,515 images labelled as having ’Good’ quality
from the EyeQ database. However, images containing signs of the above mentioned low-
quality factors were discarded to ensure the algorithm did not associate the considered
defects to the high-quality features.
3.2 Image Pre-processing
Before employing a DL algorithm, image data needs to be pre-processed. This guarantees
uniformity across the data set and allows enhancing relevant image characteristics to
optimize the performance of the models. This phase was divided into three steps which
are presented and explained below.
3.2.1 Uniform Aspect Ratio
One of the first steps is to ensure that the images have the same aspect ratio, which
corresponds to the ratio of their width to their height. Conventionally, neural networks
assume a square shape input image and thus, an algorithm was developed to guarantee all
images have a 1:1 aspect ratio. The employed algorithm checks if each image is squared.
If not, it crops the image by two lateral limits corresponding to the beginning and end
of the retina. These limits are established through a pixel value threshold applied to the
images after converted to grayscale. The height is then adjusted to equal the width, either
by clipping the surplus or by adding black pixels on the top and bottom of the image. This
method ensures the cropping is centred in the middle of the retina and that no section of
it is removed. Furthermore, it minimizes the black areas and consequently, its influence
on the learning process. In Figure 3.5, two examples of this process are presented.
Figure 3.5: Uniform aspect ratio algorithm application examples.
3.2.2 Image Normalization
Image pixel values are often read as unsigned integers in the range between 0 and 255.
Therefore, the requirement of all input parameters (pixels) having the same value dis-
tribution is already satisfied and the images could be directly fed into neural network
models in their raw format. However, this value range is still considerably large which
can potentiate exploding gradients and minimize the ability of the model to converge. To
optimize the learning process and avoid these problems, pixel values were normalized so
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that each pixel value ranges between -1 and 1. This can be achieved by simply dividing
all pixel values by the largest pixel value, which is 255, then multiplying them by 2, and
subtracting 1.
3.2.3 Image Resizing
Neural networks often receive inputs of the same size to guarantee uniformity across
the data set and allow easier image data grouping in batches. This requires resizing the
images to a fixed size before feeding them to the model. Additionally, the size of the
original images coming from the acquisition device, such as a fundus camera, is always
considerably larger than what is computationally accepted to use as input in a neural
network. This occurs both because larger images occupy more space in memory and
because these images result in more complex neural networks. Consequently, image
downsampling should be done. Intuitively, this process implies performance degradation
due to loss of information. Therefore, the fixed size for images constitutes a trade-off
between computational efficiency and model performance.
We have established a fixed size of 224 × 224 because the translation methods applied
in this work (presented in Section 2.4) are quite computationally heavy and using much
larger images would require a demanding GPU usage. Simultaneously, some early tests
were performed which allowed detecting promising quality translation performances
when using a 224 × 224 image size with the proposed CycleGAN architecture.
For the downsampling of the images, bicubic interpolations were employed. This
method uses the weighted average of the closest 4x4 neighborhood of known pixels to
produce the interpolated pixel. The closer pixels are given a higher weighting in the
calculation. This allows producing the best approximation of a pixel’s colour and intensity
based on the values of surrounding pixels [100].
3.3 Image Quality Improvement Methods
The main stage of this research corresponds to the employment of DL methods for trans-
forming the quality of the retina images while maintaining their underlying information
for diagnosis. In this Section, we present the three proposed mechanisms for translating
the images from low- to high-quality.
3.3.1 Variational Autoencoder Framework
The first proposed method is based on a Variational Autoencoder. The working mecha-
nism of these architectures is explained in Section 2.4.1.
VAEs can reconstruct their input by compressing the characteristic information in
the latent dimension. Our goal is to train a VAE to encode and decode successive high-
quality images so that the probability distributions composed by the latent variables, are
associated with high-quality features. Hence, when inputting low-quality images, the
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prediction of latent representations (inference process) would conform to high-quality
distributions. As a consequence, this mechanism would allow a translation mechanism in
which the underlying information of the original image is maintained while high-quality
characteristics are emphasized.
Figure 3.6 illustrates the training mechanism of the model. As presented, the encoder
receives as input high-quality image data that is compressed into a lower-dimensional
space. This is done through latent variables that compose several Gaussian probability
densities. The decoder receives as input that latent representation and generates recon-
structions of the high-quality set.
Figure 3.6: Variational Autoencoder training illustration.
To achieve this workflow, the encoder architecture is composed of successive convolu-
tion layers which lead to the parameters that characterize the latent dimension. Inversely,
the decoder contains successive deconvolution layers that lead to the construction of
image outputs. In Table 3.1, the architecture of the employed encoder and decoder com-
posing the VAE model are presented in detail.
For data augmentation, vertical and horizontal flipping, and rotation in a range of
0-20 degrees were applied.
3.3.1.1 Loss Functions
The VAE loss function is a weighted sum of the Kullback Leibler (KL) loss and the re-
construction loss (Losstotal = wkLossk +wrLossr). The KL loss minimizes the divergence
between the approximate posterior distribution P(z|X) and the true latent distribution
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Table 3.1: Variational Autoencoder architecture. The following abbreviations are used
for ease of presentation: F=Filters, K=Kernel Size, S=Stride, and TS=Target Shape. The
transposed convolutional layer is denoted by DCONV2D.
Layer Encoder
1 CONV2D-(F64, K5, S1), BatchNormalization, LeakyReLU-(α 0.2)
2 CONV2D-(F128, K5, S2), BatchNormalization, LeakyReLU-(α 0.2)
3 CONV2D-(F256, K5, S2), BatchNormalization, LeakyReLU-(α 0.2)
4 CONV2D-(F512, K5, S2), BatchNormalization, LeakyReLU-(α 0.2)
5 CONV2D-(F1024, K5, S2), BatchNormalization, LeakyReLU-(α 0.2)
6 Flatten, Dense-(F2048)
µ Dense-(F latent_m)
log(σ ) Dense-(F latent_m)
Layer Decoder
9 Reshape-(TS 7,7,1024)
10 DCONV2D-(F512, K5, S2), BatchNormalization,LeakyReLU-(α0.2)
11 DCONV2D-(F512, K5, S2), BatchNormalization,LeakyReLU-(α0.2)
12 DCONV2D-(F256, K5, S2), BatchNormalization,LeakyReLU-(α0.2)
13 DCONV2D-(F128, K5, S2), BatchNormalization,LeakyReLU-(α0.2)
14 DCONV2D-(F64, K5, S2), BatchNormalization,LeakyReLU-(α0.2)
15 DCONV2D-(F3, K5, S1), Activation-(tanh)
On the other hand, the reconstruction loss minimizes the difference between the input
data X and the encoded-decoded data P(X|z). This enforces the encoder to generate a
meaningful latent vector z.
Two reconstruction loss methods were considered for the VAE implementation. The
first is the conventional mean squared error function. For this loss function, the weight
losses are set to wk=0.01 and wr=1.
The second approach is a perceptual loss function based on a study carried out by
Justin et al. [127]. This method utilizes a pre-trained network which outputs high-level
feature maps, as can be seen in Figure 3.7.
The feature reconstruction loss is the Euclidean distance between each feature repre-
sentation of the original and the reconstructed images. Our pre-trained model consists
of a simple CNN that classifies the quality of retina images from the EyeQ data set. This
allows ensuring that the pre-trained model has learned to encode the perceptual and se-
mantic information associated with retina images that are relevant for our loss functions.
The total loss function for this approach becomes




where Lossri are the Euclidean distance loss functions for each feature map. The weight
losses are set to wk=1 and wri=0.5.
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Figure 3.7: System overview of a loss network pre-trained for image classification to
define perceptual loss functions that measure perceptual differences between images
[127].
In Table 3.2, the architecture of the proposed pre-trained model used for the percep-
tual loss is presented.
Table 3.2: Loss Network architecture for the perceptual loss approach. The following ab-
breviations are used for ease of presentation: F=Filters, K=Kernel Size, S=Stride, R=Rate,
ACT=Activation, and KR=Kernel Regulation.
Layer Loss Pre-trained Network
1 CONV2D-(F128, K5, S1), LeakyReLU-(α~0.2), Dropout-(R0.25)
2 CONV2D-(F256, K5, S2), BatchNormalization, LeakyReLU-(α~0.2), Dropout-(R0.25)
3 CONV2D-(F512, K5, S2), BatchNormalization, LeakyReLU-(α~0.2), Dropout-(R0.25)
4 CONV2D-(F102, K5, S2), BatchNormalization, LeakyReLU-(α~0.2), Dropout-(R0.25)
5 CONV2D-(F1024, K5, S2), BatchNormalization, LeakyReLU-(α~0.2) , Dropout-(R0.25)
6 GlobalAveragePooling2D, Dense-(F3, ACT ’softmax’, KR l1_2)
For optimization of both the VAE and the perceptual loss network, we employed the
Adam algorithm with a learning rate of 0.0001.
3.3.2 CycleGAN Framework
The second proposed method is based on a CycleGAN architecture [128], whose working
mechanism is explained in Section 2.4.2. As previously mentioned, this technique allows
training unsupervised image translation models based on GAN architectures using un-
paired collections of images from two different domains. In the scope of this thesis, the
image domains are high- and low-quality, which will be further addressed as domain ’A’
and ’B’, respectively.
Figure 3.8 illustrates the training mechanism of the model. As presented, each Cycle-
GAN architecture is composed of two generators and one discriminator. The generators
carry out the translation process into the opposite domain while the discriminator evalu-
ates the authenticity of the generated images, that is, how likely are the translated images
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to belong to the target domain. The model is trained according to the presented scheme,
using two CycleGANs in reversed directions.
While the generators are shared by the two architectures, the discriminators are dis-
tinct for each one, as they evaluate different domain authenticities. Hence, the system is
composed of four neural networks.
Figure 3.8: CycleGAN training illustration in which domain A and B correspond to high-
and low-quality respectively.
For each CycleGAN, the process begins with the image set of one domain. These
images are translated to the target domain and are then evaluated for their authenticity.
Finally, the generated images are translated back to the original domain.
By employing two CycleGANs with inverse directions, the GBA learns to generate
not only high-quality images whose authenticity is evaluated against the ground-truth
but also high-quality images that are forced to match their original form (before the
translation process). Thus, this method maximizes the learning of high-quality features.
Each generator (GBA and GAB) is a U-Net, which consists of a CNN containing a
contraction section with successive convolutions and an expansive section with successive
deconvolutions. In the expansive path, each upsized image is concatenated with the
corresponding image from the contracting path. This allows the network to combine
both the positional and the contextual information [129]. In Table 3.3, the architecture
of the employed generators is presented in detail.
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Table 3.3: CycleGAN Generator Network architecture for the unsupervised image transla-
tion experiments. The following abbreviations are used for ease of presentation: F=Filters,
K=Kernel Size, S=Stride, SI=Size, and ACT=Activation.
Layer U-Net Generator Path
1 CONV2D-(F128,K4,S2), LeakyReLU-(α 0.2), InstanceNormalization
2 CONV2D-(F256,K4,S2), LeakyReLU-(α 0.2), InstanceNormalization
3 CONV2D-(F512,K4,S2), LeakyReLU-(α 0.2), InstanceNormalization Contracting Path
4 CONV2D-(F1024,K4,S2), LeakyReLU-(α 0.2), InstanceNormalization
5 CONV2D-(F2048,K4,S2), LeakyReLU-(α 0.2), InstanceNormalization
6 UpSampling2D-(SI2), CONV2D-(F1024,K4,S2, ACT ’LeakyRelu’), InstanceNormalization
7 Concatenate-(out6, out4)
8 UpSampling2D-(SI2), CONV2D-(F512,K4,S2, ACT ’LeakyRelu’), InstanceNormalization
9 Concatenate-(out8, out3)
10 UpSampling2D-(SI2), CONV2D-(F256,K4,S2, ACT ’LeakyRelu’), InstanceNormalization Expansive Path
11 Concatenate-(out10, out2)
12 UpSampling2D-(SI2), CONV2D-(F128,K4,S2, ACT ’LeakyRelu’), InstanceNormalization
13 Concatenate-(out12, out1)
14 UpSampling2D-(SI2), CONV2D-(F3,K4,S1, ACT ‘Tanh’)
The discriminators (DA and DB) are PatchGAN discriminator networks which eval-
uate the validity of all patches composing an image, outputting a 2D array with local
authenticities [130]. Thus, this method considers different sections of the image for the
assessment. In Table 3.4, the architecture of the employed discriminators is presented in
detail.
Table 3.4: PatchGAN Discriminator Network architecture for the unsupervised image
translation experiments. The following abbreviations are used for ease of presentation:
F=Filters, K=Kernel Size, S=Stride, and R=Rate.
Layer Discriminator
1 CONV2D-(F32,K4,S2), LeakyReLU-(α 0.2), Dropout-(R0.2)
2 CONV2D-(F64,K4,S2), LeakyReLU-(α 0.2), Dropout-(R0.2), InstanceNormalization
3 CONV2D-(F128,K4,S2), LeakyReLU-(α 0.2), Dropout-(R0.2), InstanceNormalization
4 CONV2D-(F256,K4,S2), LeakyReLU-(α 0.2), Dropout-(R0.2), InstanceNormalization
5 CONV2D-(F1,K4,S1)
For data augmentation, vertical and horizontal flipping, rotation in a range of 0-20
degrees, and a slight brightness variation in a range of 0.9-1.1 were applied.
3.3.2.1 Loss Functions
In each epoch, the discriminators are trained separately from the CycleGAN itself as
their goal is to validate the output of the generators. To that end, these networks learn
to differentiate synthetic outputs from ground-truth samples. A mean squared error
loss function was employed for training both PatchGAN discriminators. Regarding the





where the Lossrn corresponds to mean absolute error functions for the reconstruction of
the translated images. This assures cycle-consistency which implies that the underlying
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information of the image is preserved while its domain is shifted. Lossin are mean squared
error loss functions for the validation of the translated images through the discriminator.
The validation loss allows the generators to produce images that could have been realisti-
cally drawn from the target domain set. Lastly, the Lossidn functions correspond to mean
absolute error functions which force the images to equal their original form after passing
through the generator. This further assures that the identity of the images is maintained.
Intuitively, the weight loss of the latter needs to be considerably lower than the first two’s
to guarantee a successful domain translation.
The weights are set to wr = 10, wi = 1 and wid = 0.1, giving a higher importance to
the reconstruction loss that ensures cycle-consistency.
While training the model, it became noticeable that the losses of the discriminators
converged at a high rate when compared to the ones of the generators. This phenomenon
keeps the generators from learning efficiently as they cannot deceive the discriminators.
Thus, a loss threshold was employed below which the discriminators are not trained. This
upper limit was set to 0.26.
For optimization of both the discriminators and the CycleGANs, the Adam algorithm
was implemented with a learning rate of 0.0002.
3.3.3 UNIT Framework
Lastly, we propose using the UNIT framework for translating the low-quality images
into high-quality ones. The working mechanism of these architectures is presented in
Section 2.4.3. As aforementioned, this framework is based on two VAE-GAN architectures,
associated with each domain, that have a shared-latent space constraint. If using only the
VAE-GAN related to one of the domains, image reconstruction in the respective domain
is obtained. On the other hand, if a domain shift is performed in the shared-latent space
(using the encoder of one domain and the decoder/generator of the second domain),
the images are mapped into the opposite domain. Consequently, an image-to-image
translation is achieved.
The model is trained in a cycle-consistency manner, as illustrated in Figure 3.9. As
presented, each encoder is responsible for compressing the data into the shared-latent
space. The generators synthesize the image outputs based on the latent distributions.
The process begins with the image sets of each domain being compressed into a latent
representation. The compressed information is then reconstructed (using the generator
from the same domain as the encoder) and translated (using the generator from the
opposite domain of the encoder). The two translated output sets are evaluated for their
authenticity regarding the target domain. Finally, they are translated back to their original
domain.
For data augmentation, horizontal flipping was applied.
In Table 3.5, the architecture of the employed encoders, decoders, and discriminators
is presented in detail. We employed a PatchGAN discriminator network as used in the
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Figure 3.9: UNIT framework training illustration.
CycleGAN framework presented in Section 3.3.2.
3.3.3.1 Loss Functions
As explained for the CycleGAN architecture, the discriminators are trained separately
from the UNIT itself as their goal is to validate the output of the generators upon per-
forming translation processes. For the discriminators, a binary crossentropy loss function




(wkLosskn +wrLossrn +widLossidn +wiLossin)
where Losskn correspond to Kullback Leibler loss functions (as employed in the VAE
framework in Section 3.3.1), Lossrn correspond to mean absolute error functions for the
reconstruction error, Lossidn correspond to mean absolute error functions for the identity
of the translated images’ reconstructions in comparison to their original form, and Lossin
correspond to binary crossentropy functions for the authenticity validation of the trans-
lated images. The weights were set to wk = 0.1, wi = 10. For wr = wid , three loss weights
were contemplated. These correspond to 100, 2500 and 5000.
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Table 3.5: UNIT architecture for the unsupervised image translation experiments. The
following abbreviations are used for ease of presentation: F=Filters, K=Kernel Size, and
S=Stride. The residual basic block is denoted as RESBLK and the transposed convolu-
tional layer is denoted by DCONV2D.
Layer Encoders Shared
1 CONV2D-(F64, K3, S1), LeakyReLU-(α 0.01) no
2 CONV2D-(F64, K3, S2), LeakyReLU-(α 0.01) no
3 CONV2D-(F64, K3, S2), LeakyReLU-(α 0.01) no
4 RESBLK-(F256, K3, S1) no
5 RESBLK-(F256, K3, S1) no
µ RESBLK-(F256, K3, S1) yes
Layer Decoders Shared
7 RESBLK-(F256, K3, S1) yes
8 RESBLK-(F256, K3, S1) no
9 RESBLK-(F256, K3, S1) no
10 DCONV2D-(F128, K3, S2), LeakyReLU-(α 0.01) no
11 DCONV2D-(F64, K3, S2), LeakyReLU-(α 0.01) no
12 DCONV2D-(F3, K3, S1), Activation-(tanh) no
Layer Discriminators Shared
1 CONV2D-(F64, K3, S1), LeakyReLU-(α 0.01) no
2 CONV2D-(F128, K3, S2), LeakyReLU-(α 0.01) no
3 CONV2D-(F256, K3, S2), LeakyReLU-(α 0.01) no
4 CONV2D-(F512, K3, S2), LeakyReLU-(α 0.01) no
5 CONV2D-(F1, K1, S2), Activation-(sigmoid) no
3.4 Validation Methods
The final developing stage of this work aims to construct methods that validate the quality
improvement of retina images using the proposed DL algorithms. The two methods
proposed for that end are presented in this Section. One estimates the quality label shifts
of retina images using a three-level retina image quality classifier. The second assesses
the quality transformation impact on the performance of a Diabetic Retinopathy severity
classifier.
3.4.1 Retina Image Quality Assessment
The first validation method consists of evaluating the quality of the generated retina
images in comparison to their original form.
A quality classification improvement is relevant both for ensuring the reliability of
diagnoses by ophthalmologists and for promoting a more efficient classification by CADx
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systems. The reason is that the lack of quality can jeopardize disease detection and certain
artifacts can be mistaken as small damages to the blood vessels.
This validation system relies on the quality assessment EyeQ data set presented in
Section 3.1.2. As beforehand mentioned, the images composing this data set are graded
in three quality levels based on four common quality indicators, including blurring,
uneven illumination, low-contrast, and artifacts. Besides the construction of the EyeQ
data set, Fu et al. [75] also proposed a general Multiple Color-space Fusion Network (MCF-
Net) for retina image quality classification implemented on PyTorch. Their experiments
demonstrated that the MCF-Net outperforms other methods. We adapted their model
into a TensorFlow implementation to use for our image quality validation [75].
Figure 3.10: MCF-Net architecture, which contains multiple base networks for different
colour-spaces [75].
As presented in Figure 3.10, the original RGB images are first transferred to HSV
and LAB colour-spaces and fed into the base networks. DenseNet121 algorithms were
implemented as base networks because these were reported to ensure the best results
when compared to other state-of-the-art networks [75]. The feature maps generated
by each base DenseNet and their corresponding predictions are combined in a fusion
block. The fusion block is composed of two levels. First, the feature maps from the base
networks are concatenated and fed to a fully connected layer to produce a feature-level
fusion prediction. On the second level, the predictions of all the base networks and
feature level fusion are concatenated and given as input to a fully connected layer. The
latter generates the final prediction-level fusion result.
This solution allows the integration of the different colour-spaces while still maintain-
ing the independence of each base network by retaining their loss functions.




wiLi +wP LP +wFLF
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where Lossi , LossF and LossP correspond to multi-class cross-entropy loss functions of the
base networks and the two-level fusion layers, respectively. The weights are set to wi =
0.1, wF = 0.1 and wP = 0.6, giving a higher importance to the final prediction-level fusion
layer.
To train the quality assessment model, the EyeQ data set was divided into train, vali-
dation, and test sets, each composed of equal image quality grade proportions. For data
augmentation, vertical and horizontal flipping, and rotation were applied. The initial
weights of each base network are loaded from pre-trained models on ImageNet. For
optimization, the SGD algorithm with a learning rate of 0.01 was employed.
The presented model allows evaluating the quality of the retina images. However, the
interest of this validation relies on assessing alterations in image quality classification
upon the quality transformation. Hence, the proposed algorithm is set to be used for
evaluating the quality of the retina images before and after the quality transformation.
Our goal is to assess the consequent quality classification shift.
3.4.2 Diabetic Retinopathy Computer-aided Diagnosis
The second validation method relies on an automated analysis system that detects Di-
abetic Retinopathy in retina images. The goal is to infer whether the performance of
the model improves when receiving as input the quality-improved images generated by
the proposed translation methods. If the quality enhancement is accomplished, a per-
formance improvement of the DR classifier is theoretically expected. This is because, by
eliminating or attenuating low-quality factors, their impact on the classification is min-
imized. Furthermore, the images become more similar among each other, and thus, the
AI-based algorithm is more efficient in separating them according to only their disease
sign presence instead of other external factors such as image quality.
The construction of this method is based on the EyePACS data set presented in Section
3.1.1. As previously explained, each retina image in this data set is rated on a scale of 0
to 4, according to their DR severity.
An EfficientNet-B0 was implemented as a baseline network, whose structure is illus-
trated in Figure 3.11. This neural network belongs to the EfficientNets family of models,
developed by Tan et al. in 2019 [131]. These networks scale up CNNs dimensions, such
as width, depth, and resolution with a fixed set of scaling coefficients, instead of scaling
them arbitrarily as employed by conventional approaches. These models have proven
to surpass state-of-the-art accuracy with up to 10x better efficiency, being smaller and
faster. The B0 model was utilized because its training input has a size of 224 x 224 pixels,
which matches the width and height fixed for image size in this work. The feature maps
generated by the baseline network is fed to a second block whose architecture is presented
in Table 3.6.
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Figure 3.11: A basic block representation of the EfficientNet-B0 [132].
For the loss function, a conventional mean squared error was employed. To train the
disease severity assessment model, the EyePACS data set was divided into train, valida-
tion, and test sets, each composed of equal DR severity grade proportions. To generate
augmented data for training, vertical and horizontal flipping, rotation, and slight bright-
ness shifts were applied. The initial weights of the EfficientNet-B0 are loaded from the
Noisy Student pre-trained model. The Adam algorithm with a learning rate of 0.01 was
employed for optimization.
Table 3.6: Second block architecture of the diabetic retinopathy severity classification
model for validation. The following abbreviations are used for ease of presentation:
F=Filters, R=Rate, and ACT=Activation.
Layer DR classification model - 2nd Block
1 GlobalAveragePooling2D, Dropout -(R0.5)
2 Dense-(F5, ACT ’LeakyRelu’)
3 Dense-(F1)
Cohen’s Kappa score was used as the performance metric. We opted for this approach
because the classification involved multiple labels with small differences between each
grade interval. This approach implies that predicting a class that is adjacent to the ground-
truth class is less incorrect than predicting a class with a large interval from the ground-
truth. Thus, we believed this metric to be more robust as it accounts for the possibility
of the agreement occurring by chance. In addition, this performance metric has been
commonly and successfully applied to ordinal regression classification problems, such as
the current one [133].
Given the proposed architecture for this DR severity assessment model, we will fur-











This Chapter comprises the results of the proposed dissertation. The resulting efficiency
of using each retina image enhancement framework, as well as the performance results
of the proposed validation methods, are addressed. A critical discussion is given for
each approach, where the positive and negative aspects are presented and suggested
explanations for the found performance are given. To further enrich the analysis of the
obtained results, we propose possible relevant usages of the methods that did not prove
to be successful in achieving the goal of this research project.
4.1 Retina Image Quality Improvement Frameworks
Here, the obtained results for the three proposed frameworks for retina image quality
improvement are addressed. For each methodology, a visual-based analysis of the quality
improvement was performed. When this proved to be successful, a quantitative perfor-
mance evaluation was employed using the proposed validation methods.
It is important to note that these results derive from the already optimized version of
each proposed model. Deep Learning networks encompass multiple adjustable variables
such as the number of layers, number of filters, kernel size, among others. Deciding
all existing variables requires a trial-and-error process whose success will depend on
the architecture of the neural network, as well as on the training data for a specific
task. The chosen parameter values for our frameworks result from researching already
implemented solutions of each selected DL approach (VAE, UNIT, and CycleGAN) and
performing early tests with less data for a time-efficient optimization of the models’
performance.
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4.1.1 Variational Autoencoder Framework
One of the proposed approaches for retina image quality enhancement involved training
a Variational Autoencoder to reconstruct high-quality images. The trained model would
then receive low-quality images as input so these could be reconstructed in a way that
high-quality features were emphasized, as explained in Section 3.3.1. Hence, the first step
was to train the VAE to reconstruct high-quality images. A set of approximately 1,500
retina images from the EyeQ data set, labelled as having ‘Good’ quality was used for that
end. The reason for not using all retina images from that class is because some high-
quality samples present slight signs of the defects detected in the images with inferior
quality labels. Thus, a visual-based selection of the images with a stronger demonstration
of high-quality characteristics within the ‘Good’ label set was performed.
As explained in Section 3.3.1, two VAE architectures with distinct reconstruction loss
approaches were proposed: one employing the conventional mean squared error function,
and the second using a perceptual loss function based on a pre-trained network for retina
image quality classification.
In Figure 4.1 and 4.2, we display the obtained results for the high-quality image
reconstruction using the VAE models trained with the conventional reconstruction loss
function and the perceptual loss function, respectively. For each presented sample, the
input image and its corresponding reconstruction output are illustrated.
Figure 4.1: High-quality image reconstruction exemplification results through the VAE
model trained with a conventional reconstruction loss function.
Based on visual analysis, it can be concluded that the reconstruction of the high-
quality images using a VAE is not sufficiently effective for further use of this approach
in retina image quality enhancement. As presented, the reconstructed images are only
able to reproduce the background of the original images and not the relevant superficial
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Figure 4.2: High-quality image reconstruction exemplification results through the VAE
model trained with a perceptual loss function.
features, namely the blood vessels and detailed characteristics of the optic disc.
The reason for the VAEs not being able to reconstruct images with high precision and
detail results from the fact that these models learn an explicit distribution by fitting the
data into a multi-dimensional Gaussian distribution. This means the input data needs to
be compressed in a latent vector, while gradient descent forces to minimize the difference
between the input and output image. However, the compressed information might be
insufficient to represent the original image or allow a successful encoder/decoder learning.
Because it is not possible to parameterize a complex distribution, the reconstruction
process is often oversimplified, leading to blurry output images.
Regarding the size of the latent dimension, which increase can lead to the compression
of more relevant information, our settings were near the superior limit of the GPU’s
processing capacity. Nonetheless, the referred size could also not be excessively large
because the reconstruction of the low-quality samples required an image modification
margin for the emphasis of high-quality features.
When using the perceptual loss function based on a pre-trained network, a recon-
struction improvement was detected. The output not only presents a colour pattern more
similar to the input retina image, but also a more detailed and accurate delineation of
the optic disc. The reason for this improvement relies on the fact that the perceptual loss
function seeks consistency between the hidden representations of two images. That is, in-
stead of only performing a pixel-by-pixel comparison (as used in the mean squared error
approach), the perceptual loss accounts for similarities in higher-level features between
the two images.
It can be deduced that using perceptual loss functions based on high-level features
extracted from pre-trained networks can improve the performance of the reconstruction
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process. Nevertheless, the detected reconstruction enhancement was still unsatisfying in
reproducing relevant retina image details.
Because the VAE approach proved to be unsuccessful in reconstructing high-quality
retina images in detail, we were not able to inspect whether feeding low-quality images
as input to the already trained network would improve their quality. Despite this, it
was possible to conclude that this method is able to perform accurate background recon-
structions of retina images. Thus, even if the VAE alone is not useful for image quality
improvement, we would like to recommend this VAE-based retina image background
reconstruction mechanism for other applications.
An interesting approach would be to use the background of retina images for segment-
ing and isolating superficial features, such as blood vessels, optic disc details, and other
pathology-related characteristics (e.g. exudates). This could be accomplished by subtract-
ing the background image resulting from the VAE reconstruction from the original retina
image.
Some studies also rely on the fusion of the background image with the original one
for image quality enhancement. The work carried by Dai et al. [80] which is presented in
Section 1.3.3, represents an example of this. The VAE architecture could be employed for
obtaining the background component (1.2 (b)) that is later used in the fusion process for
quality enhancement.
4.1.2 UNIT Framework
This approach aimed to train a UNIT framework containing two VAE-GAN models with a
shared weight constraint. The goal was to allow image reconstruction when maintaining
the same domain in the encoding and decoding paths, and image-to-image translation
when shifting the domain between the encoding and decoding paths. The image-to-image
translation path would then be used to transform the low-quality images into high-quality
ones for the retina image quality enhancement, as explained in Section 3.3.3.
For training the UNIT framework, a set of low-quality images, and a set of high-quality
ones was required. The low-quality data set 1, presented in Section 3.1.3, was used for
that end. This data set contains 2,328 images with hazing effects and uneven illumination
as a consequence of over-exposure. The high-quality set, also addressed in Section 3.1.3,
contains 1,515 images labelled as having ’Good’ quality in the EyePACS data set and
simultaneously not presenting any signs of low-quality factors. For the testing process,
200 images of each set were randomly selected.
To allow a visual comprehension of how the outputs of the UNIT framework are
generated and assessed during the cycle training, Figure 4.3 displays an exemplification
of the generated images.
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Figure 4.3: Exemplification of a generated image while training the UNIT framework.
The first column corresponds to the original images in each domain, the second to the
reconstructions of the original image. In the third column are the image-to-image trans-
lation outputs, and lastly, the fourth column comprises the image translations back to the
original domain.
While training the model, three main indicators were considered for the performance
progression assessment: the visual inspection of the output images; the losses of the dis-
criminators; and the reconstruction losses. Other often applied metrics for judging the
image outputs of generative models, such as the Inception Score (IS) and the Frechet In-
ception Distance (FID), were not employed. The reason is that our focus was on observing
the learning impact on the correction of the different defects/artifacts, throughout its pro-
cess. Hence, a visual analysis would be more sensitive to those changes and, consequently,
more reliable.
To reach optimal performance, the weights of each loss function were adjusted ac-
cording to the detected results. This was mainly done to find an equilibrium between an
efficient image reconstruction and an efficient image-to-image translation. However, it
was not possible to reach a weight loss setting that granted the fulfillment of both require-
ments simultaneously. We selected three different settings to demonstrate the observed
phenomenon.
In Figure 4.4, 4.5, and 4.6, we present the obtained results after training the UNIT
framework when using a wr and wid of 100, 2500, and 5000, respectively. These parame-
ters correspond to the reconstruction and identity weight losses. By shifting these weight
losses, the equilibrium between reconstruction efficiency, which is weighted by wr and
wid , and translation efficiency, which is weighed by wi , is adapted. In Section 3.3.3, the
complete loss function is displayed. For each considered sample, we present the corre-
sponding reconstructed image and the translated image in the opposite domain i.e. the
high-quality domain.
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Figure 4.4: Example results of the processes of reconstruction and domain translation
from low- to high-quality using the UNIT framework with the weight losses wr and wid
set to 100.
Figure 4.5: Example results of the processes of reconstruction and domain translation
from low- to high-quality using the UNIT framework with the weight losses wr and wid
set to 2500.
Figure 4.6: Example results of the processes of reconstruction and domain translation
from low- to high-quality using the UNIT framework with the weight losses wr and wid
set to 5000.
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As presented, none of the displayed images assures an optimal equilibrium between
an efficient image reconstruction and an efficient image-to-image translation.
When analysing the first case (wr = wid = 100), a poorly efficient reconstruction of the
input image can be detected. The reconstructed image lacks original details related to
more superficial features such as blood vessels, detailed characteristics of the optic disc,
or some pathology-related elements (e.g. exudates). As a consequence of that inefficient
image reconstruction, the images generated from the domain translation process are
not faithful to the original inputs in terms of their underlying morphology information.
One can observe that the translated images present misplaced and/or new vessels, not
correctly located optic discs, imprecise delineations of some structures, etc. Thus, it
can be concluded that attributing too little weight to the reconstruction process leads
to translated images whose morphological information varies from the original image.
On the other hand, it is also possible to visualize that images generated in the target
domain are highly realistic high-quality retina images. The reason lies in the fact that
by minimizing the reconstruction weight losses, we endorse the weight of authenticity
validation of the translated images. Therefore, it is expected for these to be more similar
to the training samples in the target domain.
For the higher values of reconstruction weight losses (wr = wid = 5000) the opposite
situation can be observed. The reconstructed images are extremely similar to their cor-
responding inputs as all relevant features (both superficial elements and background
characteristics) are preserved. Consequently, the translated images in the target domain
maintain the original morphological characteristics of the images in the starting domain.
Mainly this refers to the nonexistence of new or incorrectly located blood vessels, as well
as the optic disc placement. However, the weight of the translated images’ authenticity
validation is minimized in comparison to the reconstruction process. As a consequence,
we can detect that the translated images are often not realistic high-quality retina images.
Several comprise checkerboard artifacts, blurred and not properly delineated optic discs,
inaccurate generation of vessels in the optic disc, among others.
Upon detecting the two extreme opposite problems of using unbalanced weight losses,
multiple attempts were made to reach an optimal equilibrium. However, we detected
there was no interval in which both drawbacks were absent: either one of these was ob-
served or they overlapped. Figure 4.5 displays an example of an intermediate weight
loss setting (wr = wid = 2500). As can be visualized, neither the reconstruction nor the
translated process is ideal. On one hand, the reconstructed images are not completely
identical to their input, which leads to some morphological variance of the images gen-
erated in domain-translation. On the other hand, the translated images are not entirely
realistic high-quality retina images as multiple present generation defects, especially in
the optic disc.
In conclusion, we could not reach model settings with which the UNIT framework
proved to be sufficiently effective in retina image quality improvement. None of the
images translated from the low- to the high-quality domain represented an accurate
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example of a truthful representation of a high-quality retina image while maintaining
the underlying morphological information of the original input.
However, it was possible to detect that contrarily to the VAE architecture (whose
results are reported in Section 4.1.1), each VAE-GAN of the UNIT framework yielded
a considerably efficient reconstruction process. This was particularly noticeable when
using high weight loss values for the reconstruction losses, as seen in Figure 4.6. The
reason for the VAE-GAN to outperform the VAE in the reconstruction process is because
we introduce learned feature representations in the GAN discriminator as a basis for
the VAE reconstruction objective. Consequently, feature-wise errors are added to the
element-wise errors which better captures the data distribution while offering invariance
[134].
We thus decided to inspect whether using a VAE-GAN could be efficient for the pro-
posed VAE strategy. This method consisted of inputting low-quality images to a previ-
ously trained network that reconstructs high-quality images, and detecting if the images
gain high-quality features while preserving their original information. To do so, we se-
lected the trained encoder and decoder from the high-quality domain VAE-GAN and then
inputted the images from the low-quality data set 1. The resulting reconstructed images
are presented in Appendix A. Relevant quality improvements were not detected as the
reconstructed images were highly similar to their input and only a few presented slight
uneven illumination corrections.
Despite the UNIT approach not being successful for the retina image quality enhance-
ment objective, we consider this method to have other important potentialities. As ex-
plained in Section 2.2.2, the performance of AI algorithms highly depends on the quality
and quantity of training data. Data augmentation represents a relevant tool for increasing
the volume and diversity of data available for training. When attributing lower impor-
tance to reconstruction (Figure 4.4), the translated images were highly realistic. Thus,
under certain settings, the UNIT model could be used to generate artificial retina images
for data augmentation. This could be useful for generating retina images containing differ-
ent defects to make classifiers more robust to the diversity of real-world image acquisition
settings. It could be also advantageous in increasing the volume of pathological images
with different disease severities as well as negative images (no pathology). Moreover,
the discriminator could be further used to guarantee all produced images do not present
generation defects (consider only outputs which validation by discriminator is above a
certain threshold). This would enlarge the number of examples to which the network is
exposed while learning. Additionally, by generating retina image examples with slight
morphological divergences such as the location and form of blood vessels, data anonymity
could be achieved. This topic has become more relevant with the usage increase of these
images in ophthalmology biometrics for subject identification.
Different data augmentation applications would mainly depend on the employed
training data.
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4.1.3 CycleGAN Framework
The CycleGAN approach aimed to reach a successful image-to-image translation model
capable of transforming retina images from a low-quality domain into a high-quality one,
as explained in Section 3.3.2. Given this objective, the proposed CycleGAN architecture
was trained using low- and high-quality image sets to represent each domain.
Five low-quality data sets were considered for the training process. First, a data set
containing an ensemble of 1,817 EyePACS retina images labelled as having ’Usable’ image
quality was employed. The second approach involved a more strict selection: from the
images labelled as ’Usable’ we used only a subset of 1,690 retina images that had been
classified as ’Usable’ by the MCF-Net presented in Section 3.4.1 with a coefficient higher
than 0.98. This conceded more uniformity among the images regarding their quality as
the samples bordering the ’Good’ or ’Reject’ labels are discarded. Lastly, the low-quality
data sets presented in Section 3.1.3 were considered. These correspond to four image sets
with different low-quality factors that are commonly observed in retina images acquired
with portable and inexpensive hardware.
The high-quality set is the one addressed in Section 3.1.3. It is composed of 1,515
images labelled as having ’Good’ quality in the EyePACS data set from which images
presenting slight signs of low-quality factors were discarded.
Figure 4.7 displays an exemplification of how the outputs of the CycleGAN model
are generated and assessed while training. Similarly to the UNIT approach discussed
in Section 4.1.2, the CycleGAN’s performance assessment amid training was based on
a visual inspection of the output images, as well as the loss values of the model. Other
metrics such as the IS and the FID were discarded for optimal monitoring, following the
same explanation given for the UNIT framework.
Upon training the model with the aforementioned low-quality data sets, the genera-
tors that perform the image-to-image domain translation from low- to high-quality were
isolated. Each generator was applied to correct a set of images containing the low-quality
factors corresponding to its training. For the two generators trained without defect isola-
tion, the test sets are the combination of all other sets, that is, they comprise images with
all the existing low-quality factors.
In Figure 4.8, 4.9 and 4.10 we present the results obtained upon training the Cycle-
GAN architecture when using each of the five low-quality data sets. For each example,
the original low-quality image and the resulting translated image in the target domain
are presented.
When analysing the obtained results from using the first low-quality data set, one
can see there is little or no quality improvement, as illustrated in Figure 4.8. The high
diversity within the low-quality impedes the discriminator from learning what charac-
terizes the low-quality domain and consequently, which features differentiate it from the
high-quality domain. This justifies the necessity of considering a more homogeneous
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Figure 4.7: Exemplification of a generated image while training the CycleGAN frame-
work. The first column corresponds to the original images in each domain, the second
to the image-to-image translation outputs and the third column comprises the image
translations back to the original domain.
low-quality data set. As presented in Figure 4.9, after performing a more strict low-
quality image selection and training the model using the second low-quality data set, a
significant improvement in the enhancement process can be detected. Generally, the de-
fects observed in retina images with inferior quality are partially or completely corrected.
The generated images are seemingly closer to the high-quality set and more similar to
each other. Thus, it can be deduced that performing a more strict low-quality image
selection and guaranteeing more uniformity within a domain set can help discriminators
learning to distinguish low-quality image characteristics from high-quality ones. As a
consequence, generators tend to produce better high-quality samples.
By training the model with the four low-quality data sets containing different common
retina image defects, we could further tackle the problem in an even more selective and
individualized manner. The presented results indicate a considerable improvement in
retina image quality enhancement as each defect is more efficiently corrected (Figure
4.10). This demonstrates how isolating specific low-quality factors in medical images can
help accomplish improved image-to-image translation results in transforming images
with inferior quality into superior quality.
However, it is relevant to note there is a limiting factor when addressing each low-
quality factor separately: when incorporating the quality improvement transformation
to the automatic diagnosis pipeline, an extra classifier must be added to identify the type
of defect present in each retina image.
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Figure 4.8: Example results of the domain translation process from low- to high-quality
using the CycleGAN framework trained with a low-quality set containing ’Usable’-
labelled images.
Figure 4.9: Example results of the domain translation process from low- to high-quality
using the CycleGAN framework trained with a low-quality set containing ’Usable’-
labelled images classified as ’Usable’ by the MCF-Net with a coefficient higher than 0.98.
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Figure 4.10: Example results of the domain translation process from low- to high-quality
using CycleGAN frameworks trained with four different low-quality sets containing par-
ticular defects. Each row presents quality transformations performed by the CycleGAN
generator trained to correct the corresponding low-quality factors of the mentioned data
set.
From a visual-based analysis, it can be concluded the CycleGAN ensures an efficient
retina image quality enhancement. The resulting images present less low-quality factors
and overall upgraded quality. Additionally, the retina images became more similar to
each other in the matter of their quality. This means that upon quality transformation,
besides evident morphological divergences, their differences are mostly related to their
pathological features.
Despite the observed quality improvement, the underlying structural information of
each retina image is preserved. This is also a crucial requirement for our objective of
enhancing retina image quality for diagnostic purposes and it has shown potential to be
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fulfilled by the CycleGAN approach.
Also, it can be concluded that the way images presenting low-quality factors are
grouped into a low-quality domain set highly impacts the efficiency of the quality trans-
formation process. As the heterogeneity within the domain set increases, the less success-
ful are the discriminators in differentiating the original domain from the target domain.
Consequently, the identifying features that characterize the low-quality domain are less
optimal. The opposite phenomenon is observed when addressing each low-quality factor
individually as the discriminator is substantially more likely to learn the most relevant
characteristics of the low-quality domain.
These conclusions lead us to confirm that using a CycleGAN-based image-to-image
translation can be useful to transform images acquired with portable and inexpensive
imaging devices into high-quality ones.
To further evaluate the quality of the generated images, we contemplated using met-
rics such as the IS and the FID. These are two widely employed scores for assessing
the performance of GAN architectures. However, the obtained values were not plausi-
ble, incoherent with the standard range, and not aligned with our positive findings. We
conjecture this occurs because the referred metrics rely on pre-trained deep networks to
represent and statistically compare original and generated samples. This leads to sev-
eral limitations, already reported in other studies [135]. For instance, the networks are
trained to be invariant to image transformations and artifacts, which makes the evalu-
ation method also insensitive to those distortions. Additionally, they are often trained
on large-scale natural scene datasets (e.g. ImageNet) [135]. Thus, applying them to
other domains, such as retina image quality, might be questionable. For the FID’s metric
particular case, which is more often used, it is difficult to assess the alignment between
the distributions representing the original (high-quality set) and the generated images.
This is because it mainly considers their marginal distributions. In the context of this
work, where it is crucial to maintain information from the input domain (low-quality) to
preserve the natural morphology of the images, it becomes intuitive that the synthetic
samples will not approximate as much to the high-quality reference set.
Despite these metrics not being a reliable validation approach for our study, we be-
lieved it would be interesting to report their limitations. Also, this analysis further high-
lights the importance of developing customized validation methodologies for particular
generative tasks, such as the ones proposed in this thesis.
4.2 Validation Methods
Visual image analysis allowed detecting which models are seemingly successful in en-
hancing retina image quality. The successful approaches were set to be quantitatively
evaluated by the two validation methods presented in Section 3.4. One estimates the
image quality classification shift of the retina images upon quality transformation. The
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second assesses the impact of the quality transformation on the performance of a network
detecting the presence of DR signs in retina images.
In this Section, the performance of both validation strategies are presented, as well as
their application to the CycleGAN approach, which proved to be visually successful in
enhancing retina image quality.
4.2.1 Retina Image Quality Validation
The quantitative validation of retina image quality improvement is done through the
MCF-Net which grades retina image quality in ’Good’, ’Usable’ and ’Reject’, as explained
in Section 3.4.1. To train and evaluate the performance of this quality assessment network,
retina image data from the EyeQ data set was used. For the training process, a subset of
data comprising 9,000 retina images with equal image quality grade proportions, that
is, 3,00 images corresponding to each quality label, was selected. To test the model, a
different set of data containing 4,500 images was used. These were also equally divided
between the three existing classes i.e. 1,500 retina images for each. For the validation set,
a random balanced subset corresponding to 10% of the training data was selected.
To evaluate the performance of the employed method four evaluation metrics were
considered: Accuracy, Precision, Recall, and the F1 Score. The performance metrics
obtained on the test set are reported in Table 4.1. In the original paper, only the averages
of the three existing classes for each performance parameter were reported. Here, the
individual values for each class are also presented.
Table 4.1: Performance of our MCF-net implementation on test set in comparison to the
original model.
Performance Metric Class Our MCF-net implementation MCF-net proposed in [75]
’Good’
Accuracy ’Usable’ 0.858 0.918
’Reject’
’Good’ 0.971 -








F1 - Score ’Usable’ 0.792 -
’Reject’ 0.871 -
Average 0.859 0.855
The accuracy of our model is inferior to the one presented by Fu et al. [75]. However,
when we looked into the composition of their training and testing data, we detected
the classes were unbalanced. They used a significantly higher set of images labelled as
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’Good’. By analysing the other performance metrics, it can be inferred that this class is
the most easily detected within the data set due to the higher precision and F1-Score
values. This justifies the observed difference in accuracy. Moreover, when comparing the
remaining metrics, a strong similarity between values can be detected and even a slight
improvement for recall and F1-Score metrics. Therefore, it can be concluded that our
TensorFlow implementation of the MCF-Net is equally effective in detecting the three
proposed retina image quality levels.
By reporting the individual performance metric values, it can also be deduced that
the ’Usable’ class is the most challenging label to identify based on the lower precision,
recall, and F1-Score values. This observation is coherent with our initial intuition as this
class corresponds to an intermediate level between two extremes. Thus, the probability
of having samples near a classification boundary increases.
To allow visualizing the performance of our classification model, the corresponding
confusion matrix is presented in Figure 4.11.
Figure 4.11: Confusion matrix for our TensorFlow implementation of the MCF-Net archi-
tecture.
As presented, most ground-truth labels are in agreement with the predicted labels.
There are relatively few samples being labelled as the adjacent of their true label and
almost none being labelled with two intervals from their true label. This confirms the
model’s efficiency in classifying retina image quality according to the considered quality
grades.
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Upon training the MCF-Net, it is used for evaluating changes in image quality upon
image quality transformation. For that end, the retina images are classified by the network
before and after the DL-based transformation. The quality label shifts are then assessed
to inspect if there is an increase in the percentage of retina images being classified as
having superior quality than their original form.
4.2.2 Diabetic Retinopathy Computer-aided Diagnosis Validation
The quantitative validation of the computer-aided Diabetic Retinopathy diagnosis im-
provement is done through the DR_EffB0-Net which grades the presence of DR in retina
images in five levels of severity using as baseline an EfficientB0 network, as explained in
Section 3.4.2.
To train and evaluate the performance of this DR detection network, retina image
data from the EyePACS data set was used. To train the model, we selected a subset of
data containing 4,805 retina images with equal DR severity grade proportions i.e. 961
retina images for each. For the testing and validation processes, a different subset of
data comprising 2,342 retina images was utilized. It was separated into two sets of data
containing 1,171 retina images equally divided between the five existing classes, that is,
around 234 images corresponding to each DR severity label.
To evaluate the employed method, Cohen’s Kappa coefficient was employed. This was
also the validation metric implemented in the construction of our model. Cohen’s Kappa
coefficient tests inter-rater reliability, that is, it quantitatively measures the magnitude
of agreement between observers [136]. For this study, the observers correspond to the
expert-based classification (ground-truth) and the prediction made by the DR_EffB0-Net.
The reason for using this performance metric relates to the fact that the proposed
model distinguishes five levels of DR severity that present small differences between
each grade interval. This approach implies that predicting a class that is adjacent to the
ground-truth class is less incorrect than predicting a class with a large interval from the
ground-truth.
Table 4.2: Performance of the DR_EffB0-Net model
Cohen’s Kappa coefficient Value’s Interval Interpretability
0.729 0.61–0.80 Substantial Agreement
In Table 4.2, the resulting Cohen’s Kappa coefficient obtained on test data is reported
as well as its interpretation according to [137]. As presented, the obtained result suggests
a significant alignment between the model’s predictions and the expert-based classifi-
cation. Therefore, it can be concluded that the objective of developing a multiple DR
severity classifier with considerable efficiency was accomplished. Despite showing posi-
tive results, the Kappa coefficient is still not within the highest interval (0.81–1.00) which
is interpreted as "almost perfect agreement"[137].
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To allow visualizing the performance of our DR severity classification model, we
present the corresponding confusion matrix in Figure 4.12. Considering there are several
classes in this DR severity grading system, each with relatively small differences to their
adjacent labels, some divergence from the main diagonal of the confusion matrix was
expected to occur, as verified. Nonetheless, a significant agreement between the predicted
and true labels can be detected as most predictions fall within the interval of the direct
borders of the corresponding true label. This analysis further confirms a significant
efficiency of the proposed model in classifying different DR severity levels. However, as
previously verified by the Kappa coefficient, the prediction is not completely precise. This
is not problematic as the DR_EffB0-Net is set to be used for a performance comparison
when trained with retina images before and after the quality transformation. That is,
we aim to enhance the reported performance when training the model with the quality-
enhanced retina images.
Figure 4.12: Confusion matrix for the DR severity classification model.
4.2.3 CycleGAN Results Validation
To further validate the positive results of using the CycleGAN for retina image quality
improvement in a quantitative manner, the presented validation methods were applied.
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4.2.3.1 Retina Image Quality Validation
For the quantitative validation of retina image quality improvement, the MCF-Net was
used. This validation was performed for the images synthesized using the CycleGAN gen-
erators trained with the low-quality data sets that proved to be successful in representing
the low-quality domain. These correspond to the data set composed of ’Usable’-labelled
images with high classification coefficient from the MCF-Net and the four defect-isolated
data sets presented in Section 3.1.3.
As previously explained, the test sets for each quality transformation process are
composed of images containing the low-quality factors correspondent to the low-quality
data set used for training the CycleGAN. These test sets include images with all three
quality labels to detect improvement shifts in the complete grading system spectrum.
Intuitively, there are considerably less ’Good’-labelled images displaying the selected
defects and also few ’Reject’-labelled images with sufficient quality to be considered for
the quality translation process. Consequently, the test sets used for this validation are
mainly composed of images labelled as ’Usable’, and all results are normalized. For the
CycleGAN generator trained without defect isolation, the test set is the combination of
all other sets, that is, it compresses all the existing low-quality factors.
Each trained generator was employed to perform the image-to-image quality transla-
tion and thus correct the images of the test set containing the low-quality factors corre-
sponding to its training. The MCF-Net was used to evaluate changes in image quality in
the five low-quality sets before and after applying the CycleGAN generators.
In Figures 4.13 to 4.17 we display the normalized confusion matrices representing
the classification predictions of the MCF-Net before and after performing the CycleGAN-
based image-to-image quality translation. The results in the first Figure (4.13) were
obtained using the generator whose translation examples are presented in Figure 4.9. The
remaining results were obtained using the four generators whose translation examples
are presented in Figure 4.10, following the same order.
The objective is to inspect whether a shift towards the left direction is observed, that
is, if the images previously predicted as having an inferior quality label are predicted as
belonging to a higher quality class after the quality transformation process.
In all presented confusion matrix-based comparisons, an evident shift of predictions
into higher-quality labels can be detected. This allows us to have strong quantitative
evidence that the images translated into the high-quality domain through the proposed
CycleGAN framework are enhanced in respect of their quality.
To quantify the amount of improvement in a numerical assessment, we report in Table
4.3 the percentage of images for which the predicted quality labels increased, as well as
the overall percentage of upgrades when using each of the considered low-quality data
set representing the low-quality domain. The values presented in the ’Usable’ to ’Good’
column were calculated by the percentage increase of samples being classified as having
’Good’ quality. On the other hand, the values in the column ’Reject’ to ’Usable’ result from
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Figure 4.13: Comparison between confusion matrices before and after low-quality (with
no defect isolation) retina image quality enhancement using a MCF-Net prediction. Trans-
lation examples of the employed generator are presented in Figure 4.9.
Figure 4.14: Comparison between confusion matrices before and after low-quality data set
1 retina image quality enhancement using a MCF-Net prediction. Translation examples
of the employed generator are presented in the first line of Figure 4.10.
the percentage decrease of samples classified as having ’Reject’ quality. Considering that
most prediction shifts occur towards a quality enhance and that these often advance only
in one level, class downgrades or upgrades by two levels were discarded. The calculated
values are thus close approximations of the percentage of images that upgrade from
’Reject’ to ’Usable’ and from ’Usable’ to ’Good’. Therefore, Table 4.3 allows analysing the
general tendency of prediction change after the quality transformation process, as well
as the significance of that change in terms of percentage.
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Figure 4.15: Comparison between confusion matrices before and after low-quality data set
2 retina image quality enhancement using a MCF-Net prediction. Translation examples
of the employed generator are presented in the second line of Figure 4.10.
Figure 4.16: Comparison between confusion matrices before and after low-quality data set
3 retina image quality enhancement using a MCF-Net prediction. Translation examples
of the employed generator are presented in the third line of Figure 4.10.
For all considered low-quality data sets, a significant quality improvement is detected
with overall percentage increases above 25% and reaching maximums of around 65%.
This further confirms the effectiveness of the proposed CycleGAN framework in improv-
ing retina image quality as a considerable portion of images upgraded in quality label
according to our evaluator. However, some differences between the percentage increases
can be noticed which justifies further analysis.
The quality transformation performed by the generator trained with the ’Usable’-
labelled data set as low-quality domain assured the best performance. This is incongru-
ous with the visual-based analysis through which a quality translation improvement is
64
4.2. VALIDATION METHODS
Figure 4.17: Comparison between confusion matrices before and after low-quality data set
4 retina image quality enhancement using a MCF-Net prediction. Translation examples
of the employed generator are presented in the fourth line of Figure 4.10.
detected when approaching each defect separately. This higher rate of quality-class up-
grades is because the used generator is trained with a low-quality set that includes only
’Usable’- labelled images. This training set considers the natural defect diverseness of the
’Usable’ label and consequently, it is more representative of that class. This signifies that
the image-to-image translation of low- into high-quality images is more approximated
to a translation of ’Usable’ into ’Good’. This explanation extends to the transformation
of ’Reject’ into ’Usable’ as the defect of those classes is similar but with different severi-
ties. The majority of the observed defects on those label sets relate to dark low-contrast,
excessive darkness of the macula, and uneven illumination due to underexposure which
are the characterizing low-quality factors of the defect data set 2. Hence, we can detect a
great similarity between their percentage results.
On the other hand, the appearance of choroid vessels in the backside of the retina
and light low-contrast/uneven illumination due to over-exposure are the most relevant
low-factors within the defect data set 3 and 1, respectively. These defects are much more
present in ’Good’-labelled images from the EyeQ data set, even if in a less severe form.
Consequently, the image-to-image translation of low- into high-quality images will not
be such an accurate approximation of a translation of ’Usable’ into ’Good’. The same
extension is done for ’Reject’ into ’Usable’. This explains why the percentage of images
that upgraded in quality-class are inferior when using generators trained with these low-
quality defect data sets.
An additional discrepancy can be detected between the results reported in the two
quality transformation columns. One can observe that there is a generally higher per-
centage of images upgrading from ’Usable’ to ’Good’ than from ’Reject’ to ’Usable’. In
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part, this also relates to the low-quality training sets being more representative of the ’Us-
able’ label. Despite the ’Reject’ images presenting similar defect heterogeneity than the
’Usable’ ones, their characterizing features are not identical. Furthermore, the defects in
’Reject’-labelled images are evidently more extreme and thus more challenging to correct
while maintaining the original image identity.
All things considered, it may be concluded that the retina image quality validation
through the MCF-Net quantitatively confirms a significant increase in quality-class pre-
diction. This corroborates the quality improvement reported by the visual analysis.
Moreover, it was possible to analyse how the construction of the set representing the
low-quality domain used for training the CycleGAN affects the evaluation of quality im-
provement performance by the MCF-Net: the more similar are the domain sets to the
classifier’s prediction classes, the higher rate of shifts upon image-to-image translation.
Table 4.3: Quantitative assessment of retina image quality improvement.The results re-
ported in the first row are associated to the generator which translation examples are
presented in the third line of Figure 4.9. The results in the following rows are associated
to the four generators which translation examples are presented in the four lines of Figure
4.10, following the same order.
’Reject’ to ’Usable’ a ’Usable’ to ’Good’ a Overall Improvement
’Usable’-labelled data set 0.59 0.72 0.655
Defect data set 1 0.24 0.26 0.25
Defect data set 2 0.61 0.68 0.645
Defect data set 3 0.39 0.31 0.35
Defect data set 4 0.47 0.52 0.495
aThis constitutes an approximation as we discard sparse examples when images downgrade in quality
class or when they upgrade from ’Reject’ to ’Good’.
It is important to note that the classification by the MCF-Net is mostly focused on
quality features. This implies that even if larger shifts indicate potential significant
quality transformation, it is also positive that these are not excessive, as that would likely
imply drastic changes in morphological and pathological features of the retina images.
4.2.3.2 Diabetic Retinopathy Computer-aided Diagnosis Validation
Besides validating the quality improvement of the retina images in the previous subsec-
tion, we inspect whether the quality improvement might affect the performance of CADx
system using the DR_EffB0-Net proposed in Section 3.4.2.
The four defect data sets introduced in Section 3.1.3 were combined to construct a data
set containing all commonly observed low-quality factors. This is similarly to what was
used for testing the CycleGAN generator trained without defect isolation in the previous
Section (4.2.3.1).
For the CADx validation study, we used the referred defect combination data set in
three different circumstances. First in its unchanged version, where the images are only
pre-processed, according to the pre-processing methods presented in Section 3.2. In the
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second version, the images are translated from low- to high-quality using the CycleGAN
generator trained with a low-quality domain without defect isolation. Lastly, each subset
of images with a certain defect is translated from low- to high-quality using the Cycle-
GAN generator trained with the low-quality domain correspondent to that specific defect.
That is, each of the four subsets containing particular low-quality factors is transformed
individually through the generator previously trained to correct the respective defects.
In summary, the DR_EffB0-Net is trained and tested using: (1) a data set with low-
quality images presenting different low-quality factors; (2) the same data set but where
the quality of the images is improved using the CycleGAN generator trained without
defect isolation; (3) the same data set but where the images are enhanced separately using
the CycleGAN generators trained to correct each of the correspondent low-quality factors.
The mentioned set contains 7,489 retina images, from which 20% are selected for
validation (10%) and testing (10%). Upon that division, each set is balanced according
to the DR severity grade with fewer samples, reaching around 3640 retina images for
training, 440 for validation, and 440 for testing. The split in train and test is performed
under a random seed condition to replicate the sequence of retina image samples in
training and testing. Intuitively, this data separation and balancing are done individually
for each of the three explained versions of the data set.
As aforehand mentioned, the DR_EffB0-Net model was trained and tested using each
version of the considered data set. The train, validation, and test sets were split according
to three random seeds for a fairer comparison. In Table 4.4, the performance of the
DR_EffB0-Net in the test sets is presented through the Cohen’s Kappa score.
Table 4.4: Classification performance of the DR_EffB0-Net upon training and testing
before and after quality improvement.
Cohen’s Kappa coefficient
Seed Low-quality images Quality-improved images (a) Quality-improved images (b)
12 0.7276 0.7220 0.6666
20 0.7614 0.7666 0.6647
42 0.7051 0.7003 0.7178
µ 0.7314 0.7296 0.6830
aThis refers to the images which quality is transformed using the generator trained without defect
isolation
bThis refers to the images which quality is transformed separately according to their low-quality factors
using the generators trained for correcting each factor
As reported, the performance of the DR severity detection algorithm is very similar
before and after the quality transformation process when using the CycleGAN generator
that was trained with ’Usable’-labelled images with no defect isolation for composing
the low-quality domain (first and second columns). For the images which qualities are
transformed separately using the generators trained for correcting each corresponding
defect (third column), a slight performance downgrade can be detected as the average
Cohen’s Kappa coefficient decreases approximately 5%.
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It is believed that two reasons might justify a performance upgrade between the first
and second columns not being detected.
Firstly, we will discuss the CycleGAN trained with a low-quality set that is composed
of ’Usable’-labelled images with high classification coefficient from the MCF-Net. Accord-
ing to the explanation in [75], the mentioned label indicates that, despite the low-quality
factors, the lesions in the images are clear enough to be identified. As a consequence, even
if the low-quality factors are corrected and thus, the overall image quality is improved,
the detection of DR signs by the AI classifier might not be greatly affected. Despite this
being a possible explanation, it is incongruous with the assumption that minimizing the
low-quality factors can force the algorithm to be more focused on the pathological-feature
differences between the images.
Another possible and more viable explanation is that a trade-off occurs. On one hand,
the quality improvement assures a more uniform data set and consequently, the algorithm
becomes more fixated on detecting differences related only to DR severity characteristics.
On the other hand, when looking into the EyeQ database, it can be seen that there are
much fewer images with higher DR severity levels and that those often coincide with
lower-quality labels. Oppositely, the images with lower levels of DR severity are seem-
ingly more associated with higher quality labels. This apparent tendency was statistically
confirmed in the EyeQ train data set upon balancing it according to the DR labels. When
comparing the quality and DR level variables, a significant positive correlation is found
as the obtained Spearman correlation score is 0.378 with a p-value < 0.0001. This might
happen due to several reasons such as older people, who are more likely to present some
level of DR, being also more probable to have cataracts or hyperopia, which can lead
to certain defects in retina images. Additionally, older subjects are less likely to stay
completely still during the image acquisition period.
This correlation between quality and DR severity might falsely enhance the perfor-
mance of the algorithm as it associates some quality factors to particular DR levels. There-
fore, while improving the images might bring more homogeneity to the image set, which
theoretically should improve the pathology classification process, the augmented homo-
geneity can also interfere with the natural correlation between image quality and pathol-
ogy signs. In practice, this can be a drawback in the performance of the DR severity
classifier in the case of this data set.
Nonetheless, by maintaining the results of the performance metric and because the
effect of the referred correlation is diminished/removed upon quality translation, it can
be deduced that the DR_EffB0-Net algorithm becomes more sensitive to DR severity
signs.
Regarding the third column, we presume that the slight performance downgrade is
related to a more accentuated quality transformation. As detected in the visual-based
analysis, when approaching low-quality factors in images in an individual manner (using
generators from CycleGANs trained to correct specific defects), the transformed images
tend to be more modified as the quality improvement is more noticeable and the defects
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less perceptible. While visually the images are clearly improved in quality, in some par-
ticular cases this might transform areas where pathological signs are located. Hence,
disease-related features might become hidden or less evident. We believe this might
not be significant for most cases because the generators are focused on transforming
low-quality regions of the retina image where, in most cases, the pathological character-
istics are already not visible. This is evident e.g. for dark spots. However, in some less
degrading defects, the concealing of disease signs might occur.
In addition, the positive correlation between the quality labels and DR severity lev-
els is likely to jeopardize the maintenance of pathological features during the quality
transformation. The reason for this is because there are fewer images with high-quality
displaying more severe DR signs. Consequently, the CycleGAN framework might not
be efficiently trained to translate low-quality images into the high-quality domain while
entirely preserving disease-related characteristics (these can be perceived as low-quality
factors by the network). The more accentuated is the quality translation, the more evident
this phenomenon might become, and thus, less successful is the DR detection network in
grading different pathology severity levels.
In Figure 4.18 we display three examples of quality image translations using the low-
quality domain approach in which defect division is performed. As presented, some DR
signs become less evident.
Figure 4.18: Quality translation results using the CycleGAN trained for correcting flash-
induced artifacts where diabetic retinopathy signs become less clear/emphasized.
In conclusion, the objective of improving retina image quality without changing the
underlying information for the diagnosis, that is, guaranteeing at minimum the same
disease detection performance, can be accomplished by the CycleGAN framework.
Because the quality improvement diminishes/removes the positive correlation be-
tween DR severity and quality level, and considering that the model maintains its perfor-
mance when training the CycleGAN with a low-quality domain contemplating no defect
isolation, there is strong evidence that the model becomes more sensitive to DR severity
signs. This implies that, for the same classification accuracy, the separation of the retina
images in different DR levels is more truthful to the actual presence of DR signs. Thus,
the goal of improving the efficiency of the proposed CADx system through the quality
enhancement of the retina images is mostly accomplished.
Nonetheless, it can be deduced that more visual accentuated quality improvements
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might jeopardize the algorithm detection of pathological signs. This occurs if the dis-
ease features become partly concealed during the quality translation process. These
phenomenons are probably strongly influenced by the lack of high-quality samples with
higher DR levels in contrast with the low-quality ones that frequently co-exist with the










Conclusion and Future Work
This Chapter summarises the developed work and the obtained results throughout this
dissertation. Guidelines for future research are also proposed.
5.1 Main Conclusions
Retina image analysis is an important screening tool for early detection of multiple dis-
eases such as Diabetic Retinopathy which greatly conditions visual function and repre-
sents the leading cause of blindness in working-age populations. Image analysis and
pathology detection can be accomplished both by ophthalmologists and by Computer-
aided Diagnosis systems that yield AI algorithm-based diagnosis through image data
learning.
Advancements in hardware technology led to using more portable and less expen-
sive imaging devices for medical image acquisition. This promotes large-scale remote
diagnosis by clinicians as well as the implementation of CADx systems for local routine
disease screening. Furthermore, it allows database expansion which further stimulates
research on the detection of certain pathologies. Particularly, the development of effec-
tive AI models for diagnosis support. However, lower-cost equipment generally results
in inferior quality images. This may jeopardize the reliability of the acquired images and
thus hinder the overall performance of the diagnostic tool.
Throughout this research work, two main contributions were presented. The first
and major part of this dissertation focused on exploring Deep Learning methodologies
for transforming the quality of retina images while maintaining their underlying infor-
mation for diagnosis. Three different frameworks were proposed for that end: an image
reconstruction method using a VAE model and two image-to-image translation processes
through the CycleGAN and UNIT architectures. The second part of the project was
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focused on proposing quantitative validation methods for evaluating the quality improve-
ment performance. Two approaches were suggested. The first consisted of employing a
neural network for retina image quality evaluation before and after the quality translation
and assessing the consequent quality-label prediction shifts. For the second approach, a
novel DL architecture based on the EfficientNet was proposed for detecting different DR
severity levels in retina images. The DR assessment model was trained and tested using
both the original low-quality images and the resulting quality-improved images. Two
analyses were then performed. Firstly, it was inspected if the quality improvement does
not change the underlying information of the image i.e. if the DR detection performance
is sustained, and secondly, if said performance can be improved due to the minimization
of low-quality defects.
Experimental results demonstrate that the VAE and UNIT frameworks are not suf-
ficiently effective in improving image quality while preserving the base morphological
information. The reconstruction of high-quality images through the VAE network was
not successful, as the network is only able to reproduce the background of the retina im-
age and not all remaining relevant superficial features. Thus, its usage for reconstructing
low-quality images while maximizing high-quality features was not viable. The UNIT
framework, on the other hand, could not assure an optimal equilibrium between gener-
ating realistic high-quality retina images and maintaining the underlying characteristics
of the original image. That is, either the outputs are realistic high-quality images but
diverge from the input or they preserve the original features but fail to produce realistic
retina images, particularly in the optic disc area.
Nonetheless, these methods presented promising results for other applications also
relevant in this topic of research. Namely, the VAE could be employed for extracting the
background of retina images, which is used in denoising processes. The UNIT framework,
under certain loss weight settings, might potentially be a useful tool for data augmenta-
tion to increase the volume and diversity of training data.
It was demonstrated that using the CycleGAN framework can provide favourable
results in improving retina image quality. Even so, it was shown that these results are
highly influenced by the construction of the data sets representing each domain. Three
different approaches for composing the low-quality set were suggested in this work. The
first was using a quality separation based solely on the quality labels from the adopted
database (EyeQ). The second method was similar but employed a further quality selection
using the quality evaluator network for a more homogeneous set: only ’Usable’-labelled
images classified as ’Usable’ by the MCF-Net with a coefficient higher than 0.98 were
considered. Lastly, it was proposed using four different low-quality sets containing com-
binations of commonly observed defects in retina images and thus correct the low-quality
factors separately.
The obtained results demonstrate that when training the CycleGAN using a low-
quality set with no quality selection besides the ground-truth labels, no significant image
quality improvements are found. The other two approaches ensured substantial quality
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improvements as defects are minimized and the images become generally closer to the
high-quality domain samples. When visually comparing the two selective settings, a
more accentuated improvement was detected while correcting the low-quality factors
separately. This demonstrates that tackling the problem more selectively helps the Cycle-
GAN’s discriminators distinguishing low-quality image characteristics from high-quality
ones.
For both successful low-quality domain construction approaches, the proposed quan-
titative validation methods were employed to corroborate the visual observed quality
improvement, as well as its impact on a CADx system.
The predictions by the quality evaluator were considerably shifted into higher-quality
labels with an average of around 48% images upgrading their quality level. The percent-
age increase of images evaluated as high-quality retina images after the quality translation
is of 50%, on average. Hence, a significant quality improvement in the retina images is
quantitatively confirmed.
Regarding the study of how the retina image quality improvement influences the
performance of the DR severity detection algorithm, different results were reached for
each low-quality domain approach.
The images transformed using the CycleGAN trained without low-quality factor sep-
aration led to the same performance of the CADx model as before the quality trans-
formation. However, a natural positive correlation between the DR severity levels and
the quality labels in the EyeQ data set was statistically proven through the Spearman
correlation. As the quality improvement minimizes/removes this correlation and the per-
formance accuracy is maintained, there is strong evidence that the model becomes more
sensitive to the presence of DR severity signs. In other words, for the same classification
accuracy, the separation of the retina images in different DR levels is more associated
with the actual presence of DR signs. Therefore, it can be concluded that the quality
improvement impacts the efficiency of DR detection positively.
The images transformed using the CycleGAN trained to correct each low-quality factor
separately led to a slight downgrade in the performance of the CADx model. This is
presumed to happen because there is a more significant modification of the images. As
a consequence, some pathology characteristics located in low-quality regions might be
hidden or become less evident. This phenomenon is believed to be strongly supported
by the positive correlation between image quality and DR severity since few high-quality
samples present severe DR levels. In contrast, the low-quality ones frequently co-exist
with the presence of more severe DR signs. As a consequence, the CycleGAN is not able
to learn how to optimally improve image quality while maintaining the pathological
features.
In addition to the reported contributions, a parallel study using the CycleGAN pro-
posed in this thesis was carried out. This study aimed to generate augmented data for
enhancing the training process of retina disease-detection models. For that end, our
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trained CycleGAN framework was employed to generate both low- and high-quality do-
main retina images. These were then used to construct the training dataset of a glaucoma
severity classifier. The model’s performance validation was done on original retina im-
ages (without transformation). The reached results demonstrate that using the proposed
generative model for data augmentation leads to an improved performance of the pathol-
ogy assessment network. This study resulted in a scientific paper named "Impact of
GANs/synthetic data for image augmentation and image quality evaluation in Glaucoma
CADx"and it is currently submitted to the IEEE Access journal.
5.2 Future Work
Despite this dissertation revealing promising results, there are still some unsolved prob-
lems and research questions that can be addressed in the future.
Firstly and most importantly, it is suggested that other retina image data sets are used
in composing the low- and high-quality domains for training the CycleGAN. Particularly,
image sets in which there is no significant correlation between image quality and dis-
ease presence so that both quality domains present similar pathology-label distributions.
This could ensure greater preservation of the image’s original pathology-related features
while simultaneously allowing accentuated quality modifications. Thus, it might lead to
more significant improvements in the performance of the Diabetic Retinopathy detection
network.
Besides this dissertation focusing on DR diagnosis, other disease assessment algo-
rithms could be explored such as glaucoma detection. This would allow comparing the
impact of image quality improvement in the diagnosis of different retina disorders or
diseases.
Regarding the obtained results, it is suggested that a subjective medical study is per-
formed to inspect if the resulting quality improvements are corroborated by ophthalmol-
ogists. This study could allow assessing the impact of retina image quality improvement
in expert-based diagnosis. The proposed evaluation was envisioned to be performed in
this thesis. However, due to the current medical-collaboration constraints, it was not
possible to fulfill this objective in due time.
We suggest presenting multiple pairs of retina images before and after the quality
transformation to a panel of expert clinicians. The evaluators should be given a quality
grading system with the three quality levels considered in this dissertation (as utilized in
the EyeQ data set). Each quality level must be explained in detail regarding the presence
of low-quality factors, their intensity, and the consequent impact on disease sign visual-
ization. After all pairs of retina images being evaluated by the ophthalmologists’ panel
through the mentioned quality scoring system, a comparative study should be carried
out. Several metrics could be extracted to assess the quality modification tendency ac-




Multiple factors might influence the performance of generative neural networks. It
is suggested that more experiments are performed under different settings to investigate
if a more optimal CycleGAN framework and/or an improved data preparation process
can be achieved. Particularly, we believe image size might have a relevant impact on
the obtained results. As the images grow in size, more details are covered. Hence, the
network might learn what characterizes pathology-related signs more efficiently.
Lastly, to use the proposed quality improvement tool in diagnosis systems, the con-
struction of a fluid pipeline is suggested. The images acquired by the fundus cameras
should first go through a quality assessment stage. This would allow inspecting which
images should be completely rejected, which present high-quality and thus should not be
modified, and the ones that need to be enhanced regarding their quality. Moreover, this
quality assessment step could be useful to infer if image acquisition should be repeated.
Pre-processing methods should then be applied to prepare the retina images to be fed
to neural networks. The employed modifications highly depend on the disease of interest.
If opting to perform the quality improvement process with no low-quality defect sepa-
ration, a single image-to-image translation network needs to be employed. In this case, all
selected retina images are modified simultaneously. On the other hand, if it is favourable
to correct each specific defects individually, an additional step must be considered. This
consists of applying a neural network to detect which type of low-quality factors are
contained in the retina images, within all considered defects. The constructed algorithm
can be trained to separate different low-quality factors which should be congruent with
the ones commonly observed in the images acquired with the utilized fundus camera. In
this dissertation, a low-quality image separation is suggested based on the EyeQ data set
characteristics. Upon separation, the images would go through the quality transformation
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Image improvement experiment through the
VAE-GAN framework
Figure A.1: Example results of low-quality image (from the low-quality data set 1) recon-
struction processes using a VAE-GAN network trained for reconstructing high-quality
retina images. These low-quality images integrate the low-quality dataset 1.
91
