Abstract-Accurate morphological characterization of the multiple neuronal classes of the brain would facilitate the elucidation of brain function and the functional changes that underlie neurological disorders such as Parkinson's diseases or Schizophrenia. Manual morphological analysis is very timeconsuming and suffers from a lack of accuracy because some cell characteristics are not readily quantified. This paper presents an investigation in automating the classification of dopaminergic neurons located in the brainstem of the rodent, a region critical to the regulation of motor behaviour and is implicated in multiple neurological disorders including Parkinson's disease. Using a Carl Zeiss Axioimager ZI microscope with Apotome, salient information was obtained from images of dopaminergic neurons using a structural feature extraction technique. A data set of 100 images of neurons was generated and a set of 17 features was used to describe their morphology. In order to identify differences between neurons, 2-dimensional and 3-dimensional image representations were analyzed. This paper compares the performance of three popular classification methods in bioimage classification (Support Vector Machines (SVMs), Back Propagation Neural Networks (BPNNs) and Multinomial Logistic Regression (MLR», and the results show a significant difference between machine classification (with 97% accuracy) and human expert based classification (720/0 accuracy).
978-1-4244-3553-1/09/$25.00 ©2009 IEEE divergent, yet the anatomical features of their cell soma are similar. These midbrain dopaminergic neurons are located within the A8, A9 and Al 0 nuclei in the rodent. Of these, neurons of the A9 nucleus form the substantia nigra pars compacta (SNC), pars reticulata (SNR), and pars lateralis (SNL) [4] . The Al 0 forms the midline nucleus, the ventral tegmental area (VTA). Another group of dopaminergic inhibitory interneurons are found within a spatially discrete region of the rostral brain, namely the olfactory bulbs (DB).
Whilst the primary neurotransmitter of these neurons is dopamine, neurons within a region may show subtle differences in neurochemistry, e.g. dopaminergic neurons of the VTA may or may not express the calcium binding protein calbindin.
Importantly, whilst the distribution, function and neurochemistry of these dopaminergic neurons were defined within the rodent brain, the cellular morphology of these closely adjacent yet functionally divergent neurons remain to be defined. This paucity of data remains despite early evidence that the morphology of neurons is closely correlated to their function [5] . Further, subtle morphological changes are often correlated to the functional status of neurons, including changes associated with disease.
Neurobiologists classify microscopic images manually, but in almost all cases, the accuracy is not high, due to some cell characteristics being difficult to recognize through manual analysis. In addition, some of the characteristics may not seem to be effective in classification, but play an essential role as a component of an effective feature set. Manual classification is also time-consuming; hence it is costly to use experts for classification purposes. Machine learning techniques are commonly used to resolve classification problems in variety of fields. Recent studies applying machine learning techniques for neurobiology problems show their significant advantage. For example applying a BPNN in a gene selection problem shows a relatively high level of accuracy [12] . A modified MLR performed at 92% accuracy classifying normal/tumour cells in the colon [16] ; and a modified SVM classified gene expression data of cancer tissue (gene expression data contains a high level of noise) with a high level of accuracy [17] . Classification may be done very quickly and accurately using machine learning techniques, thus providing a significant advantage to neurobiological research.
Thus a method for unbiased, rapid, morphological analysis of neurons is needed. Employing feature extraction and machine learning techniques, this paper defines the morphology of three types of dopaminergic neurons of the basal ganglia and discriminates them from each other based on their shape.
III. AUTOMA TIC CLASSIFICATION TECHNIQUE
In order to distinguish different types of dopaminergic neurons, sections were also stained to find cells expressing Calbindin.
Machine learning techniques were successfully used in a wide range of classification problems. This investigation will focus on three popular machine learning techniques (Support Vector Machines (SVMs), the Backpropagation Neural Network (BPNN) and Multinomial Logistic Regression (MLR)) comparing their performance on classifying dopaminergic neurons located at VTA, SNC and OB (from a custom dataset).
B. Backpropagation Neural Network
BPNN is considered a powerful classification method and is a popular Artificial Neural Network (ANN) classification technique, The BP algorithm is a non-parametric estimator [10] . It is a supervised algorithm and can be applied to multilayer networks. A sigmoidal activation function is m~st commonly used in the calculation process, because of Its ability to successfully handle both small and large signals with automatic gain control. Out = f (NET) = I / (I + e,Net) when: NET = I Xi * Wi (2)
A. Support Vector Machines
SVMs are supervised machine learning techniques that have the advantage of being underpinned by a very well developed learning theory (statistical learning theory) . SVMs map the input sample to high dimensional space, and seek a "separating hyper-plane" in this space.
Consider (X i, yD as a training set, where 1~i~N , and where N is the number of training pairs. Each sample must conform to the C ("regularization parameter") that controls the trade off between the complexity of the hypothesis space used and the empirical error. SVMs are considered to be a robust classification method, and were used widely in image classification problems [9] .
The space used by SVMs is a set of hyper-planes through the kernel k in the feature space.
if :II!II~-< oo} where K is the kernel that identifies a Reproducing Kernel Hilbert Space (RKHS). In the above formula, II!II~defines the RKHS norm of the function.
To minimize the trade off between the complexity of the hypothesis space and the empirical error, SVMs classification follows the formula:
A. Dopaminergic neurons
Dopaminergic neurons were characterized by t~eir expression of the enzyme Tyrosine Hydroxylase (TH) usmg immunochemical detection. Calbindin is a calcium-binding protein that is found in some populations of TH-positive cells but not others; hence cells were also characterized by their immunoreactivity to Calbindin. The sections were also stained with DAPI, which intercalates into DNA and so stains all cell nuclei. This provides important information for identifying brain regions and orienting the brain section (Fig.  2) .
II. N EURONA L MORPHOLOGY
All neurons are comprised of four major components: a cell body, axon, dendrites and synapses [6] (see Fig. I ), However, different types of neurons perform different functions and have subtle differences in their morphological properties. The number and form of the neuron 's processes, in addition to its shape, are considered to be the best characteristics of neurons for classification purposes. 
B. Areas ofinterest
We analysed dopaminergic neurons in three brain regions: SNC and VTA, in the midbrain, there are two areas that contain the largest dopaminergic populations ; and the olfactory bulb (OB), located rostrally in the brain, which is also rich in dopaminergic neurons [8] . 
C. Multinom ial Logistic regression (MLR)
MLR is a popular discriminative probabilistic classification model that performs particularly well in bio-image classification problems [II] , [12] . Logistic Regression is considered to be one of the best probabilistic classifiers . It (4) measures both first best and log loss classification accuracy through a number of steps. Using MLR, the probability that x belongs to class i is
and photographed using a Carl Ziess Axio Imager Z 1 microscope equipped with an ApoTome, an attachment for accurate optical sectioning, to provide z-stacks of images for 3D reconstruction of the cells of interest. 
IV. DOPAMIN ERGIC NEURON CLASSIFCATION
To perform classification of dopaminergic neurons located in the VTA, SNC and OB, several steps were completed as described in Fig. 3 .
B. Processing and analysing images
To analyse the images , IMARIS software was used to undertake semi-automated preprocessing and segmentation. Before commencing segmentation, some preprocessing was required to eliminate background noise and remove any other detected objects in the image. This was done by applying a Gaussian filter and setting a suitable threshold. Finding the threshold is a semi-automated process, however IMARIS provided an automatic preview that showed how the image will appear if the selected threshold is applied.
Segmentation involved isolating the chosen neuron from other objects in the image that was being processed using IMARIS object detection. The IMARIS software was also used to identify the centre of the cell body and the neuronal filaments.
C. Feature extraction
We investigated the set of features that best describes the morphological differences between dopaminergic neurons located in the three different locations of the brain, for the purpose of classification. 
D
In the above formula, P is the predicting variable , Wi denotes the weight vector, and superscript T is the vector transpose [13] . 
A. Data capture
The data captured for this research was the result of analysing preprocessed images. Microscopic images were taken from slices of rat brain prepared for immunochemistry Two sets of features were examined in this research:
• Automatically generated features (using IMARIS) • Semi-automatically generated features (using IMARIS) To morphologically analyse the segmented neurons, 16 features were used; 10 of these features are obtained as a result of IMARIS automatic image analysis, and 6 of them are obtained semi-automatically. These features were selected based on statistical information provided by IMARIS from previous work and empirical analysis. In the following sections each feature will be referred to by its '10'.
TABL E I AUTOMATICALLY GENERATEDFEATURES
Automatically generatedfeatures
When segmentation is complete and the desired object was separated, IMARIS automatically generates statistical information about the object (Table 1) . Another geometric feature is the depth (thickness) of the object. In conjunction with Rl and R2, it provides an approximate description of the object's shape.
The image below (Fig. 7) clearly demonstrates the differences in the shape of these three dopaminergic neurons.
Although not all of the neurons from these three classes are this readily distinguishable, they follow the same basic morphology.
To describe this difference, the angle between the axon and two main dendrites are measured (Fig. 8) , together with the angle between the two main dendrites (Fig. 8) Main anglel Fig .7 and Fig .8  15 Main angle2 Fig .7 and Fig .8 16 Branch angle Fig. 7 and Fig. 8 2. Semi-automatically generatedfeatures Images were analysed semi-automatically using IMARIS software , demonstrating the shape of the objects (Table2).
TABL E 2 SEMI-AUTOMATICALLYGENERATEDFEATURES
In the following sections each feature will be referred to by its ' 10 ' .
To be able to get Rl and R2 from the object, the widest 20 image was selected. If a segmented 3D image is made up of a stack of n 20 images, the widest image is the closest to the middle image (Ii ). This 20 image will provide two features describing the width of the object (Fig. 6) .
Protein marker
The two types of Oopaminergic neurons within the VTA are readily distinguishable by identification of marker proteins using specific antibodies and epifluorescence microscopy. As noted above, we analysed two types of dopaminergic TH-immunoreactive neurons of the VTA, those with, and those without, Calbindin immunoreactivity (VTA.2). The three popular classification techniques (BPNN, MLR, and SVMs) were compared, using a set of 100 images. 5-fold cross validation and 10-fold cross validation were used to randomly determine training and testing sets.
One aim of these experiments was to compare the automated classification techniques with each other, and with a human expert, in their ability to use morphological differences to discriminate between dopaminergic neurons in three regions of the brain affected by Parkinson's disease (VTA, SNC and OB).
A. Results
To analyse the morphological differences between these dopaminergic neurons (located in the VTA, SNC and OB), several training sets were used.
The first two sets of experiments focused on classifying dopaminergic neurons located in these three areas (Tables 3-5) .
Then, as the OB neurons can be classified with 100% accuracy, the remaining experiments analysed morphological differences between VTAl, VTA2 and SNC (Tables 6-11 ).
In addition, to analyse the importance of semiautomatically generated features, the classifiers were trained twice; once only using automatically generated features (.1F), and secondly, integrating semi -automatically generated features (.2F).
All three classifiers were trained for each experiment comparing their performance, and all parameters were varied for each to ensure optimum settings.
SNC, VTA and OB
The first component of this experiment is to classify the dopaminergic neurons located in the VTA, SNC and OB, where both types of VTA neurons are marked as VTA, and the second component is when VTA.l and VTA.2 are When using MLR as a classifier, MLR.IF.3 indicates when only automatically generated features are used whereas MLR.2F.3 indicates when semi-automatically generated features are also included.
When using BPNN as a classifier, BPNN.IF.3 indicates when only automatically generated features are used whereas BPNN.2F.3 indicates when semi-automatically generated features are also included. When using BPNN as a classifier, BPNN.IF indicates when only automatically generated features are used; BPNN.2F indicates when semi-automatically generated features are also included. When using MLR as a classifier, MLR.IF indicates when only automatically generated features are used; MLR.2F indicates when semiautomatically generated features are also included. When using SVMs as a classifier, SVM.IF indicates when only automatically generated features are used; SVM.2F indicates when semiautomatically generated features are also included. 
VTAl vs. SNC and VTA2 vs. SNC
The confusion matrix of experiment 2 shows that by separating VTA.I and VTA.2, classification ofVTA.I, SNC and DB reaches the average accuracy of 92%. While the confusion matrix of experiment 1 shows that the OB could be classified at 100% accuracy; therefore DB neurons were
The results show that VTA.I and VTA.2 cannot be accurately distinguished from each other because of morphological overlaps. For these experiments, adding semiautomatically generated features improved accuracy but did not achieve optimal results. All classification techniques performed at a similar accuracy, obtaining an average of 74%.
The results demonstrate that using semi-automatically generated features increases the average accuracy by several percent. It also shows that separating VTA.I and VTA.2 increases the average accuracy. BPNN provides the highest accuracy for these experiments. The results also confirm the positive impact of including semi-automatically generated features. Fig. 10 shows that VTAl and VTA.2 were morphologically similar and difficult to separate. Comparing T3.1 F (when only automatically generated features were used) and T3.2F (when semi-automatically generated features are also included) confirms that including semi-automatically generated features, had a positive effect on classification accuracy. Fig. 9 illustrates that classification of dopaminergic neurons in the VTA, SNC and OB was improved when the VTA.I and VTA.2 categories were separated. The figure shows that before separating VTAl from VTA2, the neurons could be identified with an average accuracy of 88%, whereas after separating them, the accuracy increased to 91%. Fig. 9 also shows that the accuracy was similar between different machine learning techniques. 
VTAl vs. VTA2

B. Discussion
Comparison ofclassification techniques
Comparing the results from machine learning
techniques with a cell expert The performance of the machine learning techniques was compared with the classification accuracy by a human expert using a t-test, Among the machine learning techniques, BPNN was chosen as the most accurate when the combination of automatically and semi-automatically generated features was used (Figs. 9 and II) . Using these parameters, BPNN classified the cells with a 91% accuracy compared to 73% accuracy for the human expert. This difference was statistically significant (p<O.025, t-test), Therefore, on average, BPNN outperformed a human expert with a 97.5% confidence interval.
Comparing the results with that ofprevious work
Previously, 72% was the best accuracy achieved for classifying dopaminergic neurons located at VTA and SNC (using a data set of 18 images) [14] . That method used only automatically generated features (using the IMARIS software). The present study shows that by adding semiautomatically generated features the accuracy improved to 88%, and by separating VTAl from VTA2, the performance increased to 91%. The reason for these improvements in accuracy can be summarized as follows: 
CONCLUSION
The primary objective of this research was to develop a method for automating the classification of dopaminergic neurons in several regions of the brain using morphological differences (employing 16 features). The results obtained for dopaminergic neuron classification demonstrates a significant difference between the machine classification result (91% accuracy with BPNN) and the human expert result (73% accuracy). It also illustrates the efficacy of adding semi-automatically generated features with respect to classification performance. The data from the two types of dopaminergic neurons located at VTA demonstrated the impact of cellular homogeneity on the classification rate (when classifying dopaminergic neurons located at VTA versus the SNC and OB). A significant morphological difference between the two types of VTA dopaminergic neurons was not seen. The results indicate that VTA.I (whose cells only express TH) overlaps morphologically with SNC and VTA.2 (whose cells also express Calbindin). Hence by separating VTA.I from VTA.2 the classification accuracy was improved. The accuracy of the data and the sensitivity of the machine learning techniques in resolving subtle cellular morphometry suggest its potential for multiple applications in future studies. This would include differentiation between specific developmental stages of neurons and their responses to the growth environment, and defining cellular changes within normal and diseased brains.
