Abstract. In this paper we investigate the usage of a clustering algorithm as a feature extraction technique to find new features to represent the protein sequence. In particular, our work focuses on the prediction of HIV protease resistance to drugs. We use a biologically motivated similarity function based on the contact energy of the amino acid and the position in the sequence. The performance measure was computed taking into account the clustering reliability and the classification validity. An SVM using 10-fold crossvalidation and the k-means algorithm were used for classification and clustering respectively. The best results were obtained by reducing an initial set of 99 features to a lower dimensional feature set of 36-66 features.
Introduction
Nowadays, Bioinformatics is an area of research that is rapidly gaining in importance worldwide. It comprises several scientific fields, and is becoming a multidisciplinary science where input from e.g. machine learning research plays an important role.
Most of the problems in bioinformatics concern the analysis of DNA or protein sequences. In order to analyze these sequences, a common approach is to use the representation based on the sequence. However, in the case of protein sequences, more information could be conveyed by the three-dimensional structure. Studies on 3D structure are just another investigation problem in bioinformatics, yet unfortunately predicting the structure from the sequence is not evident. For this reason, we focus in this paper on a classification problem, starting from the primary sequence. The classification problem we consider here is the prediction of HIV drug resistance.
Given the protein sequence of protease, which is an important viral protein, the goal is to predict its resistance to drugs. The protease protein mutates constantly, and therefore resistance emerges easily after the application of a drug.
To solve the resistance prediction problem, several machine learning techniques have been applied previously, such as decision trees, k-nearest neighbor technique (KNN) classifiers, and support vector machines (SVM) [1] , [4] , [10] .
Usually, in problems on sequence analysis, the primary sequence is described using a feature for each amino acid. This representation consists of too much features. Given a problem where the length of the sequences is n and taking into account that there exist 20 amino acids, this results in 20 n possible features, the value of which correspond to the possible mutations of the sequence. The large number of possible mutations results in the fact that existing databases only represent a few of them, mostly having no known instances for each possible type of mutation. However, it can be considered that positions in the protein sequence that never mutate, will not influence the solution found by a machine learning algorithm.
On other hand, sequences are frequently very large, resulting in many possible features. These two observations motivate our work on reducing the dimensionality of the features that represent the protein sequence. Thinking in a first step, we start from a clustering process that looks for associations between amino acids in the sequence. Subsequently, an SVM is used as classification algorithm, where the idea is to find a small number of features that are sufficient to obtain good performance (i.e. values better or at less equivalent to the results obtained using all features).
Methods

Datasets
We used the information in the Stanford HIV Resistance Database Protease to develop our work because it is the one mostly used in the literature and it contains information about the genotype and phenotype for seven of the most widely used protease inhibitors. These inhibitors are: amprenavir (APV), atazanavir (ATV), nelfinavir (NFV), ritonavir (RTV), saquinavir (SQV), lopinavir (LPV) and indinavir (IDV). The genotype is described by the mutated positions with the corresponding change in amino acid. The phenotype is described by the resistance-fold based on the concentration for the drug to inhibit the viral protease as the resistance value. This database is available at http://hivdb.stanford.edu/cgibin/PIResiNote.cgi.
To eliminate missing values, the instances in the dataset with unknown changes in amino acid were discarded. Finally, seven databases were constructed, one for each drug. We took as reference sequence (wild type) the HXB2 protease and built the mutated sequences by changing the amino acid in the corresponding reported mutated positions. For the resistance-fold we used the 3.5 cut-off value, as previously reported in the literature for these drugs [2] , [10] . If the drug resistance is greater than this cutoff value, the mutant is classified as resistant and otherwise as susceptible. In this way we obtain a binary (i.e. two-class) classification problem: {resistant, susceptible}.
Pattern Representation
As in any classification problem, one of the first steps is looking for appropriate features to represent the input information. In problems of sequences analysis like this, it is common to use each amino acid as the information for the features. In this way, we will have the same number of features as the sequence has amino acids.
In some approaches, the simple representation of each sequence position being a binary vector of 20 elements (i.e. the amino acids) has been used. In that case, a value of 1 is given to the analyzed amino acid position and a 0 to all the others. Mutual information profiles have also been used to represent each sequence of the Protease enzyme [1] .
Some methods using information of protein structure have also been reported in the literature [4] . The idea to use the information related to the 3D structure would be ideal, because this structure would allow us to know whether the drug has perfect contact with the protein to inhibit its functionality or not. However, the amount of available 3D data on HIV mutants is not enough in order to build a good training database. Since the amount of primary structure data is significantly higher than the number of 3D structures available, we used data based on primary structures. However, we use a representation of the sequence that allows to some extent to take into account some features related to the 3D-structure. In particular, we chose the amino acid contact energy as an adequate representation because it determines the (un)folding of the protein. Miyazawa and Jernigan (1994) showed that the contact energy changes the protein structure, and the substitution of a simple amino acid suffices to observe this [13] , [14] . For this reason, the energy associated with each amino acid is used to represent the Protease sequence and will be referred to from now on as Energy (equation 1).
where A is the set of 20 amino acids and R is the set of real numbers.
In particular, we have 7 databases, one for each drug. The problem was transformed into seven similar binary classification problems. The target function of each problem is the same (equation 2).
where O = {resistant, susceptible} and A ⊆ R99, because the database consists of sequences of the same length, namely 99 amino acids. Each element of A is a protease sequence identified by an amino acid vector. All amino acids are represented by their Energy, which is a real value. As was explained in the introduction, the databases have some features that never change, which have the same value in all cases. One of the possible solutions to this problem is to find association between positions in the sequence and to do a transformation in the space building new features. Feature extraction can be a technique to compute new features taking into account the information of other features.
Feature Extraction
In mathematical terms, dimensionality reduction is based on the following: given a pdimensional variable that defines the features x = (x 1 ;…; x p ) T ; look for a lower dimensional representation of it (s 1 ;…;s k ) T with k<p, that captures the content in the original data, according to some criterion.
Dimensionality reduction can be focused on feature selection or feature extraction. The first idea is based on finding a subset s of features from the original data x. The second objective is focused on finding a transformation that can be applied to the space in all features.
Any of these techniques can be chosen. Features selection can help to select the positions with more influence in the resistance. However, in our case we did not want to lose the information of each position, as it could be biologically relevant in having an influence on the classification of the resistance. Therefore, we focus in this work on feature extraction.
Feature extraction consists of finding a matrix C k×p , with k<p, from the matrix X n×p where n is the number of data in the database and p the number of features. The idea is to transform the matrix X from the matrix C to obtain the matrix U representing the new features (equation 3).
There are many feature extraction techniques commonly used in the literature for different problems [6] . Due to the characteristics of the problem, the transformation was focused on finding associations between the positions with biological meaning. In this way we can find groups of positions that relate to each other for reasons of resistance modeling. To compute the associations, there exist many statistical and artificial intelligence techniques. We select a clustering method to find the groups of positions in the sequence, as a fast way to do feature extraction. This technique has been used by other authors in other problems of pattern recognition [5] , [15] , [16] .
Clustering is a technique that groups patterns into classes (termed clusters) based on similarity.
Any clustering task can be characterized by the following three principles [9]:
1. Pattern representation 2. Definition of a pattern similarity measure 3. Clustering algorithm The first step was described in the section 2.2.
Step 2 will be explained further in the paper. The last step includes the selection of the clustering algorithm In the literature there are several clustering techniques., reviewed by Jain, A. K. et al. (1999) [9] . One of them, k-means, is a classical algorithm and was chosen to be used in this work.
K-Means
k-means is a popular clustering algorithm which has been used in several applications. Given a set of n data points in R p and an integer k, the k-means algorithm finds a set of k points R p , called "centroids", and associates each point in the data to the nearest centroid. It is very important to select an appropriated similarity function [11] .
This method has the disadvantage that it needs the number of clusters as input information (prior information). However, for our application this is not problematic, as we want to test all possible clusters number.
For the implementation of the clustering, we used Weka, which is a free software package that has implemented this algorithm. Furthermore, it has the advantage that it is easy to add a new similarity function. Weka is available at the following URL: http://www.cs.waikato.ac.nz/ml/weka.
Similarity Function
Selecting a similarity function is a key step for a good clustering process. There are already several functions defined in the literature, depending on the problem. Between the most popular are: Euclidean distance, Minkowski metric, squared Mahalanobis distance [3] , [7] .
In this paper, we defined our own similarity function, which has a biological meaning related to the clustering of sequence positions for drug resistance modeling With this type of function we can keep the interpretability of the data that precisely is a disadvantage of most feature extraction techniques.
As already discussed above, the data of our problem are defined by equations 1 and 2. Each element represents the Energy associated to the corresponding amino acid. However, we need to group the positions of the sequences taking into account the repercussions of the mutations in these positions. Using only the Energy information is not enough to build these groups. One can observe that the positions with the same amino acid will be member of the same group and this result is not valid. In order to keep the idea to find information relative to the 3D structure, we take the position as an additional type of information into account. We combined both Energy and position of each element in the sequence to obtain the following similarity function:
where Z(x) represents the Z-score normalization of the variable x, defined in the equation 5:
( )
Here, X is the mean of X and S x is the standard deviation. In our case: You can define k*e ak =X 1 and l*e al =X 2 , and one can consider equation 4 as the square of the Euclidean distance (see equation 6).
( ) ( ) ( ) [17] . SVM have become an important machine learning technique for many pattern recognition problems, especially in computational biology. For SVM training and testing we also used the Weka software.
Performance Measure
The performance measures used in this work were divided in two parts: one to evaluate the clustering, and the other to evaluate the classification.
To evaluate the classification results we use the Receiver Operating Characteristic curve (ROC curve) to evaluate the results of an SVM [12] .
ROC curves have the advantage that they encapsulate all information contained in the confusion matrix. It is a plot of the true positive rate (TPr) against the false positive rate (FPr). To measure the classification performance, we used the area under the curve (AUC) [8] .
Results and Discussion
The objective of this paper is focused on searching the best features to predict HIV drug resistance starting from feature extraction. We used k-means as clustering algorithm to find associations between the amino acids that describe the protein sequence. In a next step, we used an SVM as a classification method, and compared the results obtained using all features to those using the new features derived from the clustering.
First, we train the SVM using all features and afterwards, we applied k-means for all possible values of k, k=1,,.., p-1 (p denotes the sequence length). With small values of k we obtained good results, as is shown in Table 1 . The first row in this table represents the results for all features (i.e. 99 amino acids). The rows 2 and 3 describe the results of 25 and 28 clusters respectively for each drug. As can be observed, the results for 25 clusters are better or at least as good as those using all features, for 6 of the 7 drugs. Using 28 clusters we already obtain good results for all drugs. With these results, however, we only check the validity of the SVM prediction. In this case we use a non-supervised technique (k-means) and a supervised technique (SVM). To do the validation of the results we need to check the validity of the classification, but we also need to check the reliability of the clustering.
In short, our process is based on the following steps:
1. Run k-means with the matrix X T for k=1,2,..,p-1. Where k is the number of clusters and p is the number of features. In the first step, we use the algorithm k-means implemented in Weka, with a variation of the similarity function, as was shown in equation 4. This algorithm is run with all possible values of k.
However, the way to check the performance of a clustering process depends on the distribution of the elements in the clusters. In other words, if an element is very far from the centroid of a cluster, this could means that we do not have chosen enough clusters to group our data, i.e. this element could define another cluster.
To check the reliability, we defined another measure that from now on will be called "maxim centroid distance" (MCD) defined as follow:
where F is the feature set for clustering. For each f i є F, CD(f i ) represent the distance of the feature f i to the centroid of the corresponding cluster. A value of MCD being too large is not desirable, because it would mean that at least one of the clusters contains some points that are located too far from the centroid. In order to answer the question of finding an appropriate value for MCD, we first need to analyze the similarity function (defined in equation 4) into more detail. The normalization of a variable using equation 5 guarantees that the mean and the standard deviation will be 0 and 1 respectively. The difference of two variables, normalized in this way, has mean 0 and constant variance 2. Based on a basic probability theory the square sum of variables with normal distribution, mean zero and constant variance has a chi-square (χ 2 ) distribution. For this reason, equation 4 is χ 2 distributed. Due to the χ 2 distribution of the similarity function, we can do a reliability analysis based on a χ 2 test. We can define the MCD value as χ 2 observed . We compute χ 2 critic depending on the number "n" of proteins and the level of significance α. We work with α=0.05 i.e., in such a way that the probability or χ 2 was greater than χ 2 critic is lesser than 0.05. This constant χ 2 critic will be compared with χ 2 observed (for each k of clustering). That is, the idea is the following: if the maximum square Euclidean distance between the instances and the centroid (χ 2 observed ) is greater than the value of χ 2 critic we have too few clusters. The objective is then to take a low number of clusters, without elements being too far from the corresponding centroids.
The second step is then to check the reliability of the clustering technique, in other words, to look for the minimum number of clusters needed to describe the variability of the data, and select the subset SK of value of k, which χ 2 observed < χ 2 critic . The next step is based on the computation of the matrix U (defined in equation 3), after finding the matrix C in the previous step with the clustering. For a given k, a clustering with k clusters is obtained. In general, the elements c ij of the matrix C represent the membership of feature j (f i ) to the cluster i (K i ) as shown the following equation:
SK is the subset of all clusters chosen in the previous step. For each sk i є SK we build a new database. The database i has sk i features computed from the matrix U defined in equation 3.
For each sk i , a matrix C p×ki is represented in order to compute the matrix U T , where U represents the new database with the new features. This database will have as features the clusters present in C. Each feature represents a cluster and it is computed as the sum of all features grouped in the cluster.
In short, in this step for each sk i є K, we compute the matrix U, which represents a new database. An SVM is then trained for this new database using Weka.
In the last step we check the classification performance of the SVM using AUC criterion, using 10-fold crossvalidation. Table 2 shows the results obtained in the process described above for the seven databases. It can be observed that the best results for each drug are obtained using a different number of clusters. These results could be expected, because the associations of positions are related in a different way with regard to each drug. In all cases we obtained results that were better than those obtained using all features. This demonstrates that the clustering process effectively reduces the dimensionality. Table 3 shows the comparison between the results obtained previously by James (2004) and Beerenwinkel (2002) [1] , [10] . The column 5 represents the results using SMV with the 99 features and these are similar or better than the previous results obtained by James or Beerenwinkel. All results in this table are described using the accuracy as classification measure. Last column represent the results based on the best clustering described in the Table 2 for each drug. Only in APV and NFV the results are similar to the best results obtained previously, in the rest of the cases, our new method performs best.
Conclusions
In this paper, we focused on the problem of predicting Human Immunodeficiency Virus (HIV) Drug Resistance. We applied a clustering technique as a feature extraction method to sequence features in protein sequences. In applying this technique, a new similarity function with a biological meaning was defined, in order to look for associations between positions in the protein sequence of HIV protease.
We define a process to find the appropriate number of cluster based on the reliability of the results obtained with the k-means algorithm as a clustering method.
SVMs were then used to classify, and averaging using a 10-fold cross-validation we can conclude that the clustering process is a good way to do feature extraction, as well as reduce the dimensionality of the problem. We compared the results to those using all features, and to existing techniques for resistance prediction, concluding that our approach yields better results.
