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ABSTRAKT
Tato páce se zabývá kryptoanalýzou, výpočetním výkonem a jeho distribucí. Popisuje 
především metody distribuce výpočetního výkonu pro potřeby kryptoanalýzy. Dále se zabývá 
různými  metodami  umožňujícími  zvýšení  rychlosti  prolomení  kryptografických  algoritmů 
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Nejprve  popisuje  co  znamená  obecný  pojem  cloud  computing  a  následné  využití 
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Také  se  zabývá  možností  využití  grid  computingu  pro  potřeby  kryptoanalýzy. 
V poslední  části  této  práce je návrh systému využívající  cloud computingu pro prolomení 
přístupového hesla.
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ABSTRACT
This  work deals  with crytpoanalysis,  calculation  performance  and its  distribution.  It 
describes  the methods of distributing  the calculation  performance  for  the  needs  of  crypto 
analysis. Further it focuses on other methods allowing the speed increasing in breaking the 
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breaking access password. 
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Na světě jsou miliony počítačů a většina jejich uživatelů používá jen zlomek jejich 
výkonu.  Pokud  nepočítáme  počítačové  hry,  které  ždímají  počítač  až  na  kraj  jeho 
možností, máme na počítači spuštěné aplikace s minimálními nároky. Nebylo by tedy na 
škodu ten výkon ležící ladem nějakým způsobem využít pro potřeby kryptoanalýzy. 
Zapojení více procesorů je velmi starý způsob jak urychlit výpočet. Nejvýkonnější 
metodou  je  tedy  využití  distribuovaných  systémů,  využívajících  vlastností  stále 
výkonnějšího internetu. V této době i výkon běžně dostupných počítačů dosáhl hodnot 
dříve vyhrazených pro superpočítače.  Kombinací  takových systémů vznikly clustery, 
kde uzly jsou propojeny běžnou sítí s vysokou propustností. S tím, jak propustnost linek 
v Internetu  překročila  parametry  lokálních  sítí,  začalo  být  efektivní  propojovat 
i vzdálené clusteru do stále výkonnějších celků. Vznikly Gridy, výpočetní distribuované 
systémy, propojující desítky tisíc uzlů po celém světě. 
Cloud computing je tajuplný termín. A ti, co se ho snaží prodat dál, ho dělají ještě 
tajuplnější. Skutečnost a současnost je daleko jednodušší. Cloud computing je použití 
internetu  k vykonání  činností,  které  děláte  na  svém  počítači.  A  „cloud“  (mrak)  je 
v tomto případě prostě „Internet“. Pro potřeby kryptoanalýzy a prolomení hesla se jedná 
prakticky jako užívání sítě LAN, ale daleko s věším výpočetním výkonem.
Další  zájem  o kombinované  prostředí  paralelních  a distribuovaných  systémů  se 
objevuje  v souvislosti  s praktickým  zastavením  dalšího  růstu  výkonu  jednotlivých 
procesorů. Vznikají tedy vícejádrové procesory. Běžné pracovní stanice jsou osazovány 
procesory s  více jak jedním jádrem.  Jednotlivé  uzly clusterů pak již  nejsou tvořeny 
jedním procesorem, ale dnes 8 - 16 jádry a tento počet se stále zvyšuje. Vzniká stále 
složitější distribuované prostředí., které na jedné straně nabízí bezprecedentní výpočetní 
výkon,  na  straně  druhé  však  jeho  efektivní  využití  představuje  problém,  který 
informatika stále uspokojivě nevyřešila. 
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1 Kryptografie
Kryptografie  neboli  šifrování  je  věda  o  používání  matematických  metod  k 
zakódování a dekódování dat. Kryptografie je důležitý prostředek k zajištění přístupu do 
počítačových  systémů.  Může  sloužit  k  výběru  bezpečných  hesel  pro  přístup  do 
počítačové sítě.  Slovo kryptografie  pochází z řečtiny –  kryptós je skrytý a  gráphein 
znamená psát. Kryptografie umožňuje uchovávat tajné informace nebo je přenášet přes 
nebezpečné prostředí, jako třeba internet. [13]
Kryptoanalýza  je  věda  o  analýze  a  probíjení  zakódovaných  informací.  Ke 
kryptoanalýze  je  třeba mnoho analytického myšlení,  aplikace  matematických metod, 
hledání cestiček, trpělivosti a štěstí. [11]
Kryptologie spojuje dohromady kryptografii a kryptoanalýzu. 
1.1 Šifra
Slovem šifra  nebo šifrování  budeme označovat  kryptografický algoritmus,  který 
převádí čitelnou zprávu neboli prostý text na její nečitelnou podobu neboli šifrový text. 
Klíč je tajná informace, bez níž nelze šifrový text přečíst. Symetrická šifra je taková, 
která pro šifrování i dešifrování používá tentýž klíč. Asymetrická šifra používá veřejný 
klíč pro šifrování a soukromý klíč' pro dešifrování. Hašovací funkce je způsob, jak z 
celého textu vytvořit krátký řetězec, který s velmi velkou pravděpodobností identifikuje 
nezměněný  text.  Certifikáty a  elektronický podpis  jsou softwarové  prostředky,  které 
umožní šifrování textu.
1.2 Symetrická šifra
Symetrické šifrování je založeno na principu jednoho klíče, kterým lze zprávu jak 
zašifrovat,  tak  i  odšifrovat.  Příkladem symetrického  klíče  je  DES (Data  Encryption 
Standard)  vyvinutý  v  70.  letech  v  USA a  americkou  vládou  také  hojně  používaný. 
Symetrické kódy mají jako hlavní výhodu rychlost algoritmu. Na druhou stranu je nutné 
aby se příjemce i odesílatel dohodli na jednom klíči, který budou znát pouze oni dva. 
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Problémem je tedy distribuce klíče - jak dostat klíč k příjemci aniž by ho získala nějaká 
třetí strana.
Velmi jednoduchou a známou aplikací symetrického klíče je tzv. Ceasarova šifra. 
Její princip je v tom, že je provedeno abecední posunutí po písmenech a klíčem je číslo, 
o  kolik  se  písmeno  posune.  První  standardizovaná  symetrická  šifra  DES  (Data 
Encryption  Standard),  současný kryptografický standard AES (Advanced Encryption 
Standard), ostatní symetrické šifry RC2, RC4, 3DES, IDEA.
1.3 Asymetrická šifra
Asymetrické  šifrování  neboli  kryptografie  veřejného  klíče  je  metoda  vyvinuta 
Whitfieldem Diffiem a Martinem Hellmanem v roce 1975.
Kryptografie  s  veřejným klíčem využívá  dva klíče  pro kódování.  Jeden veřejný 
klíč,  ten je přístupný všem.  Tímto  klíčem lze jakákoli  data pouze zašifrovat.  Druhý 
soukromý  klíč,  kterým pouze  příjemce  může  zprávu  odšifrovat.  Tyto  klíče  je  třeba 
vygenerovat  hned zpočátku a pak veřejný klíč předat  buď přímo lidem, kteří  budou 
zprávy zašifrovávat, nebo umístit na WWW stránku či na "klíčový server". Teoreticky 
by bylo možné vypočítat z veřejného klíče klíč soukromý, ale prakticky (výpočetně) je 
to nemožné.
Hlavní výhodou asymetrického šifrování je, že soukromé klíče jsou pouze u jejich 
majitelů  a  vně  se  pohybují  pouze  veřejné  klíče.  Za  nejvýznamnější  kryptosystémy 
jmenujme  Elgamal,  RSA  -  nejpoužívanější,  Diffie-Hellman,  DSA,  digitální  podpis, 
hashovaní funkce.
1.4 Digitální podpis
Velkou  výhodou  asymetrického  kódování  je  možnost  vytváření  tzv.  digitálních 
podpisů. Digitální podpisy dávají příjemci možnost ověřit si, od koho dokument pochází 
a zda je pravý. Digitální podpis slouží ke stejnému účelu jako podpis psaný rukou. Až 
na to, že rukou psaný podpis lze napodobit, kdežto digitální podpis napodobit nelze a je 
možné i přesně identifikovat podepisujícího. Mnoho lidí používá digitální podpis více 
než vlastní kryptování. Nejjednodušší princip je vidět na obrázku. Princip je v tom, že 
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zakódováváte informace svým privátním klíčem a veřejným klíčem se pouze ověřuje 
pravost zakódování.
1.5 Hash
Hashovací  funkce přijme vstup o proměnlivé  délce  (třeba několik  miliónů bitů) 
a vytvoří sekvenci o určitém pevně daném množství bitů (např. 160 bitů). Hashovací 
funkce zajišťuje, že jakkoli by se vstup změnil i o jediný bit, bude výsledek diametrálně 
odlišný. Pokud je použita hashovací funkce, tak nemůže být jeden podpis umístěn na 
jakýkoli jiný dokument nebo původní dokument jakkoli změněn. I sebemenší změna 
v dokumentu  zapříčiní  chybu  při  verifikaci  podpisu.  Od PGP (Pretty  Good Privacy) 
verze 5.0 se používá SHA (Secure Hash Algorithm). PGP je počítačový program, který 
umožňuje šifrování a podepisování. Je založeno na algoritmu RSA pro asymetrickou 







IDEA - International Data Encryption Algorithm (IDEA, „Mezinárodní algoritmus 
pro šifrování dat“) je bloková šifra. Poprvé byla popsána v roce 1991. Tento algoritmus 
měl nahradit Data Encryption Standard. IDEA je drobným přepracováním dřívější šifry 
PES  (Proposed  Encryption  Standard),  původně  se  nazývala  IPES  (Improved  PES). 
IDEA pracuje po 64bitových blocích za použití  128bitového klíče.  Skládá se z řady 
osmi  identických  transformací  a  vstupní  transformace  (poloviční  průchod).  Procesy 
šifrování a dešifrování jsou podobné. 
DES -  je  symetrická  šifra  vyvinutá  v  70.  letech.  V roce  1977 byla  zvolena  za 
standard  pro  šifrování  dat  v  civilních  státních  organizacích  v  USA  a  následně  se 
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rozšířila  i  do  soukromého  sektoru.  V  současnosti  je  tato  šifra  považována  za 
nespolehlivou, protože používá klíč pouze o délce 56 bitů. Navíc obsahuje algoritmus 
slabiny, které dále snižují bezpečnost šifry.
RSA - (iniciály autorů Rivest, Shamir, Adleman) je šifra s veřejným klíčem, jedná 
se o první algoritmus, který je vhodný jak pro podepisování, tak šifrování. Používá se 
i dnes, přičemž při dostatečné délce klíče je považován za bezpečný. Bezpečnost RSA 
je postavena na předpokladu, že rozložit velké číslo na součin prvočísel (faktorizace) je 
velmi obtížná úloha. Z čísla n = pq je tedy v rozumném čase prakticky nemožné zjistit 
činitele  p  a  q,  neboť  není  znám  žádný  algoritmus  faktorizace,  který  by  pracoval 
v polynomiálním čase vůči velikosti binárního zápisu čísla n. Naproti tomu násobení 
dvou velkých čísel je elementární úloha.
ECC - (Eliptic Curve Cryptography) algoritmus založený na principu eliptických 
křivek - použití pro šifrování i výměny tajného klíče - výpočetně méně obtížná metoda 
s podstatně kratším klíčem (5 - 10 x).
1.6 Lámání hesel
Podle použité metody na prolomení hesla  rozlišujeme dvě základní techniky. Útok 
hrubou silou nebo Slovníkový útok který je možné vylepšit o použití hashů (přesněji 
Hash tables) nebo rainbow tables,  kterých použití  výrazně zkrátí  dobu potřebnou na 
prolomení  hesel.  Nejznámější  program  na  prolamováni  hesel  operačního  systému 
Windows je Live CD Linux aplikace Ophcrack. [15]
Lámání hesel  online -  útok probíhá  v reálném čase proti  autentizační  autoritě 
a může být snadno odhalen, pokud se provádí monitoring, neboť může dojít k uzamčení 
hesla po několika neúspěšných pokusech o přihlášení. [14]
Lámání hesel offline -  v okamžiku,  kdy máme k dispozici  hash hesla, můžeme 
provést tzv. off-line útok. Takový útok není možné odhalit, protože probíhá na jiném 
počítači nebo počítačích a nemůže tak ani dojít k uzamčení účtu, jednoduše proto, že 
nevyužíváme služeb  autentizační  autority  daného systému,  resp.  s  daným systémem 
vůbec nekomunikujeme.
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Délka hesla - je třeba si uvědomit, že pokud jde o prolomení hesla hrubou silou, 
může  útočníkovi  značně  pomoci,  když  odpozoruje  nebo  zaslechne,  kolik  bylo  při 
zadávání hesla stisknuto kláves. Stanovení délky hesla a množiny znaků totiž útočníkovi 
umožní výrazně zkrátit celkovou dobu potřebnou k jeho prolomení. 
Množina znaků
Pokud  máme  určit  znaky,  které  mohou  být  v  hesle  použity,  vyjdeme  z  ASCII 
tabulky a znaky si rozdělíme do těchto skupin:
• 10 číslic: 0123456789
• 26 malých písmen: abcdefghijklmnopqrstuvwxyz
• 26 velkých písmen: ABCDEFGHIJKLMNOPQRSTUVWXYZ
• 33 speciálních symbolů: !”#$%&’()*+,-./:;<=>?@[\]^_`{|}~
• 33 netisknutelných kódů: pozice 0 až 31 a 127
• 128 znaků z rozšířené sady: pozice 128 až 255 
Počet  všech  možných  kombinací,  které  musí  útočník  vyzkoušet  je  dán 
exponenciální funkcí C=Length^Keypsace, kde C je počet všech možných kombinací, 
Length je délka hesla a Keyspace je počet  různých znaků, které v hesle mohou být 
použity. To znamená, že v případě kdy je délka hesla 7 znaků a heslo obsahuje jen malá 
písmena, je počet všech možných kombinací, které musí útočník vyzkoušet jen 7^26. 
Pokud si teď říkáte, že se jedná jen o teoretický příklad a v praxi nikdo takhle slabé 
heslo nepoužívá, mohu vás ujistit, že ještě stále existují systémy, které nejsou, tzv. case 
sensitive a mají omezenou délku hesla.
Rychlost  lámání  hesel -  Pokud  do  proměnné  Speed  dosadíme  kolik  hesel  za 
sekundu (password per second, dále jen pps) je systém schopen vyzkoušet,  můžeme 
vypočíst přibližnou dobu, za kterou je možno heslo prolomit. V případě offline útoku 
zaleží jen na tom, jak velkou výpočetní silou útočník disponuje. 
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Závislost mezi délkou hesla, množinou použitých znaků, rychlostí, počtem počítačů 
použitých  k  lámání  hesla  nás  vede  k závěru,  že  pro  výpočet  doby potřebné  k  jeho 
prolomení můžeme použít následující vzorec:
Time = Keyspace^Length / Speed / N
Keyspace – množina znaků
Length – délka hesla
Speed – rychlost lámaní hesla pps
N – počet počítačů k lámání hesla
Útok hrubou silou (brute force attack) – Jedná se většinou o pokus o rozluštění 
hesla nebo šifry. V praxi se jedná o systematické testování všech možných kombinací 
nebo  omezené  podmnožiny  všech  kombinací  zná-li  útočník  daný  jazyk,  může 
algoritmus,  který  generuje  všechny  možné  kombinace  optimalizovat  tak,  že  využije 
skutečnosti, že frekvence výskytu určitých písmen po některých znacích je vyšší než po 
jiných a tudíž určité kombinace znaků bude zkoušet dříve a jiné bude zkoušet teprve 
tehdy,  až  když  bude  neúspěšný.  Tím,  že  snížíme  počet  kombinací,  které  musíme 
vyzkoušet, podstatně zkrátíme čas potřebný k prolomení hesla. 
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2 Distribuovaný výpočet
Distribuovaný výpočet je výpočet rozdělený na více menších, méně náročných úloh 
za  účelem  rychlejšího  vyřízení  požadavku  předaného  programu.  Lze  ho  využít  jen 
u výpočtů, jejichž algoritmus lze paralelizovat, kdy vzájemně nezávislé části výpočtu 
běží současně. [5]
Výpočet  lze  distribuovat  buď  na  úrovni  operačního  systému  s  přesměrováním 
softwarových vláken  na  jiné  členy clusteru,  nebo přímo  v  režii  programu,  který  se 
nainstaluje v podobě mnoha klientů na každý z počítačů tvořících cluster.
Mezi typické výpočty,  které je vhodné řešit distribuovaně, patří analýza velkého 
množství statistických dat.
Distribuovaný systém je program nebo sada programů, které pro svůj běh využívají 
více  než  jeden  výpočetní  zdroj.  Metody  distribuovaných  výpočtů  pokrývají  široké 
spektrum,  od  multivláknových  aplikací,  přes  aplikace,  které  pro  svůj  běh  využívají 
jeden systém, například síťový klient a server na jednom počítači, až po aplikace, kde 
klientský program a server běží na počítačích často velmi vzdálených, příkladem jsou 
webové aplikace. [26]
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3 Metody distribuce výpočetního výkonu
3.1 Pomocí jednoho PC
Na výkon při výpočtech pomocí CPU má vliv hned několik parametrů: 
• počet procesorů a jader na daném počítači,
• množství jader poskytnutých pro DC,
• % výkonu těchto jader vámi poskytnutém pro DC,
• množství času, kdy daný výkon nevyužívá žádná z běžných aplikací, které mají 
vždy přednost před DC,
• množství času, kdy je PC zapnutý,
• samotný výkon procesoru,
• množství a rychlost operační paměti (RAM). 
Právě poslední zmíněný prvek je dost důležitou věcí, protože náročnost na množství 
paměti je od jednotek MB po desítky GB. Pokud tedy zapojíte do výpočtů například 
dvoujádrový procesor, který může zpracovávat dvě aplikace současně, tak tím se také 
zdvojnásobí i množství požadované operační paměti. Program by tedy měl být natolik 
vyspělý,  aby sám věděl  kolik  operační  paměti  má  k dispozici  a  kolik  je  pro danou 
aplikaci  operační  paměti  potřeba.  Dalším  aspektem  je  rychlost  samotných  pamětí. 
Jakákoliv  prodleva je na celkovém výsledku znát.  Právě paměti  bývají často brzdou 
velice  výkonných sestav  a  jejich  časování  a  takt  významně  ovlivňují  výkon  celého 
počítače a tím rychlost dešifrovacích algoritmů. [19]
3.2 Klasické PC s jedním CPU
– jedná se o standardní využití s kterým se běžný uživatel setká,
– je nejméně ekonomicky náročné,
– pro získání hesla se využívá pouze CPU což u starších počítačů je velmi pomalé 
a lámaní hesla hrubou silou při silných heslech téměř neprolomitelné.
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Využití  vícejádrových CPU, které  přestože jsou dnes  standardní,  pořád vznikají 
problémy  z důvodu,  že  některé  aplikace  stále  s nimi  neumí  pracovat  a  nevyužít 
technologii více jader. To se dá ovšem vyřešit. Například použijeme-li slovníkový útok 
pro prolomení bezdrátové sítě wi-fi která je zabezpečena WPA. Můžeme tento slovník 
rozdělit na dvě části pokud máme dvujádrový procesor, případně na  čtyři části máme-li 
čtyřjádrový procesor  a spustit  na čtyřech  terminálech.  Využívá  se operačním systém 
linux.
Pomocí  softwaru  Advanced  PDF  Password  Recovery  od  ruské  společnosti 
Elcomsoft jsem ověřoval rychlost prolomení hesla pro přístup do souboru s příponou 
*.pdf  za  využití  notebooku  HP  dv5  s procesorem  Intel  Core  2  Duo  P7350  2GHz 
a grafickou  kartou  GeForce  9600M  GT.  Na  tomto  notebooku  byl  dosažen  průměr 
výpočtu  45 341 hesel/s. 
 
Obr. 3.1 Zjištění hesla u souboru s příponou pdf souboru pomocí slovníkového útoku 
v programu Advanced PDF Password Recovery
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Z obr. 3.2 je patrné, jak snadno lze zjistit heslo, zadáme-li správné parametry pro 
zjištění  hesla  pomocí  brute-force.  V tomto  případě  bylo  zvoleno pouze  prověřování 
znaků 0-9. Velikost hesla byla nastavena na hodnotu 1-6. Z toho vyplývá přibližný čas 
všech kombinaci asi 25 s. Uvažujeme-li že počet všech kombinací ∑ = 106 + 105 + 104 
+ 103 + 102 + 101.
Obr. 3.2 Zjištění hesla u souboru s příponou pdf pomocí brute-force v programu 
Advanced PDF Password Recovery
3.3 S využitím více CPU
Na rozdíl od využívání jednoho CPU lze pomocí programu rozdělit výpočty na 
více CPU, tím se urychlí proces výpočtu a tím zkrátí čas pro získání příslušného 
hesla,
– cena tohoto stroje je vyšší v závislosti na počtu CPU, do ceny musíme započítat 
i náklady  na  lepší  základní  desku  a  samozřejmě  i  cenu  kvalitnějších 
a výkonnějších zdrojů.
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3.4 Využití počítačové sítě LAN
– Díky distribuovanému výpočtu můžeme rozdělit prolamování hesel pomocí sítě, 
protože  distribuovaný  výpočet  se  dá  paralelizovat  můžeme  přidělit  každému 
počítači určitý počet hesel,
– bude-li výpočet hesla na jednom PC trvat 10 hodin tak na 10 PC bude trvat 1 h, 
ale pouze za předpokladu, že spustíme program pro výpočet na stejných strojích 
ve stejnou dobu a každý bude mít stejný výpočetní výkon,
– zde můře vzniknout spousta nevýhod, jednou z nevýhod může být použití méně 
výkonného PC, to zapříčiní zpomalení celého procesu výpočtu.
3.5 Pomocí grafického procesoru – GPU
Vývoj  dnešní  výpočetní  techniky  dospěl  do  stádia,  kdy  ke  zvýšení  výkonu 
samotného procesoru pro domácí  a  kancelářské  použití  už není  moc  důvodů.  Místo 
zvýšení výkonu samotného jde vývoj cestou vícejádrových procesorů s nižším taktem, 
ale větším počtem jader na jednom čipu. Vývoj posledních let se ke zvyšování výkonu 
GPU a tím i samotných grafických karet. Zde se hranice stále posouvají a tím i nároky 
na potřebný hardware. Není se proto čemu divit, že GPU v dnešních grafických kartách 
v  mnoha  ohledech  předčí  výkon  klasických  procesorů.  Výkonem  GPU  nelze  plně 
nahradit operace, které provádí CPU, lze však některé aplikace naprogramovat tak, že 
využívají právě potenciálu GPU a tou je i lámání hash funkcí. Konkurenční výrobce 
grafických karet ATI má vlastní projekt na využití výpočetního výkonu GPU jménem 
ATI  Stream.  V  současné  době  jsou  pro  výpočty  podporovány  grafické  katry  ATI 
i nNidia. [19]
Využitím CUDA technologie
NVIDIA  GPU  architektura  dokáže  zvýšit  až  stokrát  matematické  výpočty, 
modelování,  simulaci  a  vizualizaci  výkonnosti.  CUDA  (Compute  Unified  Device  
Architecture),  je  GPGPU  technologie,  která  umožňuje  programátorům  používat 
programovací jazyk C na psaní algoritmů vykonatelných na GPU. [22]
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Většina počítačů je vybavena grafickým procesorem (GPU), který provádí grafické 
výpočty.  Výpočetní  výkon  GPU  rychle  roste,  a  je  často  mnohem  vyšší  než  výkon 
procesoru  počítače  (CPU).  Některé  aplikace  v projektech  BOINC  využívají  pomocí 
klientů výpočetní výkon grafických karet, neboli výkon GPU. Tyto aplikace pak běží 2x 
až 10x rychleji než kdyby používaly výkon CPU. Z tohoto důvodu se BOINC snaží, aby 
výkon GPU uživatelé používali, pokud je to možné.
Uživatelé si můžou ověřit, zdali mají v počítači grafickou kartu s podporu CUDA. 
Program pro ověření lze stáhnout na internetu.  Odkaz pro program GPU-Z.0.5.3.exe 
naleznete na stránkách http://www.techpowerup.com/downloads/1978/mirrors.php.
3.5.1S jednou grafickou kartou
Srovnání výkonu jednotlivých grafických karet  s  čtyřjádrovým procesorem Intel 
Core i7-920 pro zjištění hesla v zabezpečených bezdrátových sítí WPA nebo WPA2-
PSK pak prezentuje na následujícím grafu s rychlostí ověřování generovaných hesel za 
sekundu.
Obr. 3.3 Srovnání výkonu grafických karet včetně čtyřjádrového procesoru 
Intel Core i7-920 [16]
Jak je vidět, dvoujádrový ATI Radeon HD 5970 je schopen vyzkoušet přes sto tisíc 
hesel  za  sekundu, zatímco čtyřjádrový procesor je více než 25× pomalejší.  Výrazně 
pomalejší je i dvoujádrová grafická karta GeForce GTX 295, která je přibližně čtyřikrát 
- 22 -
pomalejší. MD5 vyhledávání, používá GPU pro hledání daného MD5 hash ve slovníku. 
Vypočítá MD5 hash každého slova ve slovníku a následně porovná a nastaví v případě 
shody. 
Tabulka 3.1: Porovnání rychlosti vyhledávání mezi vybranými grafickými kartami 
a procesory [17]
Zařízení Hledání MD5 
(Mhash / sec)
GeForce 8800 GTS 97.4
GeForce 8800 Ultra 155.9
GeForce 8400 GS 6.6
Intel® Xeon™ CPU 3.00GHz (single core) 3.9
Intel® Core™2 Quad CPU Q6700 @ 2.66GHz (single core) 4.3
Intel® Core™2 Quad CPU @ 2.40GHz (single code) 4.1
Srovnání výkonu
Tyto výsledky ukazují, že kód na graf. kartě GeForce 8800 Ultra běží 36x rychleji 
než  stejný  algoritmus  běží  na  jednom  jádru  Intel®  Core™2  Quad  CPU 
Q6700@2.66GHz,  nebo  12x  rychlejší  ve  srovnání  se  všemi  třemi  jádry  CPU  běží 
současně. Z toho vyplývá, že jediný GPU 8800 Ultra pomocí brute-force zlomí MD5 
hash hesla o osmi a méně znaky v rozsahu 62 znaků (AZ, az, 0-9) asi přibližně za 16 
dní. 
3.5.2S více grafickými kartami
Samotné  zapojení  jednoho  GPU  při  řešení  kryptografických  výpočtů  zvýší 
podstatně distribuční výkon. Se zapojením více grafických karet a tím i více GPU do 
systému  se  zvýší  výkon  několikrát.  A  to  podle  toho  kolik  bude  zapojených  GPU. 
Nevýhodou tohoto výkonu je velká spotřeba elektrické energie.
Budeme-li mít skříň s 3x 1200W napájecími zdroji s 8 Nvidia GTX 580 s 512 jádry 
(celkem 4096 jader) a 1,5 gigabajt DDR5. Budeme mít celkem 12 teraflops v grafickém 
zpracování. Další součásti sestavy je Intel X5677 4core procesor, základní deska pro x8 
- 2 široké PCI-E sloty. Použijeme-li zde 12 GB RAM 1333MHz DDR3, Intel X25-E, 
64 GB SDD (solid state disk) a  harddisk  Seagate 500GB 7200RPM. A použijeme-li 
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operační  systém  Ubuntu 10,10 x64 Maverick.  A  za použití  nejnovějších Multiforcer 
0,80 Alpha4, který podporuje více GPU. [20]
Průměr jedné grafické karty je asi 2760 milionů pps, což v případě 8 GTX 590 je to 
kolem 22,1 miliardy hesel za sekundu. Při použití oclHashCat na MD5 počítá průměrně 
asi 14,2 miliardy hesel za sekundu. 
Z toho  vyplývá,  že  8  grafických  karet GTX 590 dosahuje  výkonu kolem 22,1 
miliardy  hesel za  sekundu.   V reálném užití  je  průměr  kolem 14,2 miliard  hesel  za 
sekundu. Z toho plyne,  že  pomocí metody lámání hesel brute-force zlomí MD5 hash 
hesla o osmi a méně znacích v rozsahu 62 znaků (AZ, az, 0-9) asi přibližně za 4 hodiny 
a 16 minut. Z toho plyne že je to přibližně 90x rychlejší jako předchozí test o jedné 
grafické kartě.
3.6 S využitím Internetu
S využitím internetu se dnes řeší velmi mnoho výpočetních výkonů. Na internetu je 
spoustu  serverů  zabývající  se  problematikou  kryptoanalýzy.  Nespočet  serverů  které 
poskytují  distribuovaný  výkon  pro  dešifrování  hashů  převážně  SHA-1,  MD5,  LM. 
Využívá  se  výpočetního  výkonu  vzdálených  serverů.  Příkladně  na  serveru 
http://www.objectif-securite.ch/en/products.php  lze  pomocí  hashe  zjistit  heslo  do 
systému  windows  xp  do  10  sekund  a  to  zcela  zdarma,  stačí  znát  jen  hash.  Server 
poskytuje i možnost získání heslo pro systémy Windows Vista, ovšem za poplatek.
Na internetu nejsou jen servery nebo superpočítače, které poskytují distribuovaný 
výkon, ale také takzvaný „mrak počítačů“ cloud computing. Jeho definici si popíšeme 
později. 
Kdybychom využili výkon všech počítačů připojených k síti internet, tak bychom 
dostali  jeden  obrovský  superpočítač  s neuvěřitelným  výkonem.  Ten  se  ovšem nedá 
spočítat vzhledem k tomu, že neznáme výkon jednotlivých počítačů. V tabulce 3.2 je 
zapsán počet uživatelů připojených k internetu, který dosahuje téměř 2 mld..
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Afrika 1,013,779,050 110,931,700 10.9 % 5.6 %
Asie 3,834,792,852 825,094,396 21.5 % 42.0 %
Evropa 813,319,511 475,069,448 58.4 % 24.2 %
Střední východ 212,336,924 63,240,946 29.8 % 3.2 %
Severní Amerika 344,124,450 266,224,500 77.4 % 13.5 %
Latinská Amerika/Karibik 592,556,972 204,689,836 34.5 % 10.4 %
Oceánie / Austrálie 34,700,201 21,263,990 61.3 % 1.1 %
Světový úhrn 6,845,609,960 1,966,514,816 28.7 % 100.0 %
Zdroj: www.internetworldstats.com/stats.htm dne 25.5.2011
3.7 Superpočítače
Superpočítač je všeobecné označení pro velmi výkonný počítač nebo počítačový 
systém.  Hranice,  kdy  je  možné  počítač  označit  za  superpočítač,  není  přesně  daná. 
V některých  pramenech  se  hovoří  o  minimálně  desetinásobně vyšším výkonu oproti 
běžně dostupným počítačům. Superpočítače se používají pro složité výpočetní úlohy, 
např.  fyzikální  modelování,  kryptoanalýzu  apod.  Pro  některé  úlohy  se  vytvářejí 
specializované superpočítače zaměřené na řešení té konkrétní úlohy. [18]
Architektura  superpočítačů  je  postavená  na  jednoduchém  principu.  Častým 
dnešním  způsobem  návrhu  je  propojení  velkého  množství  běžných  počítačových 
procesorů  prostřednictvím  speciální  vysokorychlostní  počítačové  sítě,  tzv.  cluster. 
Cluster běžných počítačů se výkonností blíží silnému superpočítači, přičemž toto řešení 
je nesrovnatelně levnější.
Mezi  superpočítače  lze  zařadit  i  spojení  velkého  množství  běžných  osobních 
počítačů  pomocí  internetu.  To je výhodné u výpočtů,  které  lze  snadno paralelizovat 
a nevyžadují  rychlou  komunikaci  mezi  jednotlivými  uzly.  Tento  způsob  využívání 
volného  procesorového  času  počítačů  po  celém  světě  pomocí  internetu  se  nazývá 
grinding.
- 25 -
Dějiny  superpočítačů -  první  superpočítače  byly  vytvořené  v  šedesátých  letech 
Seymourem Crayem.  Veřejnosti  byly  zpřístupněné  prostřednictvím  jeho  firmy  Cray 
Research. 
Software - Softwarové nástroje na distribuované procesy standardně obsahuje API 
jako MPI, PVM nebo opens source a to Beowulf WareWulf, openMosix. Tyto nástroje 
umožní vytvoření superpočítače z několika propojených pracovních stanic. 
Využití  -  superpočítače  se  dnes  využívají  téměř  ve  všech  vědních  oblastech. 
Používají se na tvorbu a testování modelů sledovaných nebo zkoumaných jevů:
• modely kvantové fyziky, předpovídání počasí, modely organické chemie,
• kryptoanalýza, modely dopravní situace.
Hardware  a  software -  Výpočetní  síla  superpočítačů  s  sebou  přináší  extrémní 
složitost po hardwarové i softwarové stránce.
Napájení  a  chlazení  je  nejviditelnějším  problémem.  Superpočítače  sestavované 
z velkého množství paralelně zapojených procesorů se spotřebou podobnou jako mají 
běžně  dostupné  počítače  na  trhu.  Vzhledem  na  velikost  celého  systému  je  jejich 
spotřeba enormní, což klade velké nároky na interní elektrické rozvody, které musí být 
chlazené.  V některých případech jsou využívány supravodivé materiály v kombinaci 
s chlazením na teplotu blízkou absolutní nule. Chlazení samotných procesorů je také 
náročná úloha. Dnes nejrozšířenější metodou je využití kapalinového okruhu. Někdy se 
využívá dusíkové nebo héliové chlazení.
Velký  objem  přenášených  dat  je  dalším  problémem.  Sítě  musí  mít  obrovskou 
datovou  propustnost  a  zároveň  musí  být  dostatečně  rychlé.  Jejich  rychlost  je  však 
limitovaná rychlostí šíření elektromagnetického impulzu. Zdali už se jedná o optickou 
nebo kovovou síť, rychlost přenosu dat je limitovaná rychlostí světla.
Operační systémy -  Jak je možné vidět na obrázku 3.4, největší  podíl  v oblasti 
operačních systémů mají varianty systémů UNIX a Linux. Je to způsobené otevřeností 
těchto systémů a jejich zrodem právě v této oblasti.
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Obr. 3.4 Srovnání výkonu grafických karet včetně čtyřjádrového procesoru Intel Core 
i7-920 [16]
Programování - paralelní architektura si přímo vynucuje použití speciálních metod 
a  nástrojů,  aby  bylo  možné  maximálně  využít  dostupný  výkon.  Často  se  používají 
speciální překladače pro jazyk Fortran, které generují rychlejší kódy jako kompilátory 
jazyků  C a C++.  Programovací  jazyk  Fortran  je  přímo určený na vědeckotechnické 
výpočty.  Pro  rozvinutí  paralelizmu  se  používají  prostředí  jako  PVM,  MPI,  nebo 
OpenMP.
Architektura  moderních  superpočítačů -  se  dnes  ustálila.  Prvních  10 
nejvýkonnějších superpočítačů v žebříčku TOP500 má stejnou základní  architekturu. 
Každý z nich je clusterem MIMD (Multiple Instruction stream, Multiple Data stream) 
multiprocesorových sestav,  přičemž každý z procesorů je architektury SIMD (Single 
Instruction/Multiple Data). Superpočítače se radikálně liší počtem multiprocesorových 
jednotek  na  cluster,  počtem  procesorů  na  jednu  jednotku  a  počtem  současně 
vykonavatelných instrukcí na jeden SIMD procesor.
• Počítačový  cluster  je  soubor  počítačů  propojených  vysokorychlostní  sítí, 
přičemž na každém z nich běží samostatné úlohy operačního systému.
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• Multiprocesorový počítač je počítač, na kterém běží jeden samostatný operační 
systém a používá víc jak jeden CPU, přičemž počet uživatelských aplikací je 
jiný  jako  počet  procesorů.  Procesory  sdílejí  úlohy  pomocí  technologií  SMP 
(Symmetric multiprocessing) a NUMA (Non-Uniform Memory Access).
• SIMD  procesor  spouští  stejné  instrukce  na  více  jako  jednom  souboru  dat 
v tomtéž  čase.  Jsou  to  tzv.  vektorové  procesory.  Jejich  výhodou  je  větší 
efektivita s tím spojená nižší spotřeba při stejném výkonu.
Hlavním  problémem  superpočítačů  je  paralelizace  a  s  tím  spojené  dělení 
výpočetních  algoritmů,  velké  datové  proudy  a  podobně.  Proto  jsou  v  mnohých 
případech  nahrazované  clustery  počítačů  standardního  designu.  Ulehčuje  to 
programování, ale snižuje dostupný výkon a efektivitu.
Nejvýkonnější superpočítače současnosti -  Měření výkonu superpočítačů - výkon 
superpočítačů je měřený v jednotkách FLOPS (FLoating Point Operations Per Second). 
Od  roku  1993  jsou  superpočítače  řazené  do  žebříčku  TOP500,  podle  výsledku 
v benchmarku  LINPACK.  Současný  (od  října  2010)  nejvýkonnější  superpočítač  je 
čínský "Tianhe-IA" o výkonu 2 566 TFLOPS.
Amálka  -  je  český  paralelní  superpočítač  umístěný  v  Ústavu  fyziky  atmosféry 
Akademie  věd  ČR.  Jeho  úkolem  je  provádění  náročných  výpočtů,  numerických 
experimentů a vizualizací v rámci kosmického výzkumu. Využití tohoto superpočítače 
se  přitom neomezuje  pouze  na  české  projekty,  ale  spolupracuje  se  i  na  výzkumné 
činnosti  pro  Evropskou  kosmickou  agenturu  a  NASA.  Používaným  operačním 
systémem  je  Linux  Slackware.  Současný  výpočetní  výkon  Amálky  je  6,38  TFlops 
(6. generace), což znamená, že superpočítač zvládne zpracovat 6,38 bilionu operací za 
sekundu.  Co  Amálka  zvládne  vypočítat  za  jednu  sekundu,  by  na  běžném  stolním 
počítači v roce 2007 trvalo odhadem devět hodin. Průměrná úloha, kterou Amálka řeší, 
jí odhadem trvá šest dní.
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Tabulka 3.3 Vývoj českého superpočítače Amálka [18]





1 1998 jednotky MFlops 8 8 8
2 2000 desítky GFlops 16 16 16
3 2003 téměř 1 TFlop 96 188 188
4 2006 2,6 TFlops 138 272 360
5 2007 4,07 TFlops 326 572
6 2009 6,38 TFlops 356 800
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4 Cloud computing
Lze  charakterizovat  také  jako  poskytování  služeb  či  programů  na  internetu 
uložených na serverech s tím, že uživatelé k nim mohou přistupovat například pomocí 
webového  prohlížeče,  nebo  klienta  dané  aplikace  a  používat  prakticky  odkudkoliv. 
Uživatelé neplatí za vlastní software, ale za jeho užívání. Nabídka aplikací se pohybuje 
od  kancelářských  aplikací,  přes  systémy  pro  distribuované  výpočty,  až  po  operační 
systémy provozované v prohlížečích. [24]
Obr. 4.1 Struktura cloud computing [24]
Dělení  cloud  computingu  je  dosti  problematické.  Proto  je  dělen  podle  dvou 
hledisek.  Tato  dvě  hlediska  se  prolínají  jako  jakési  dvě  dimenze.  Cloud computing 
dělíme podle služby kterou poskytují a jak je poskytován.
Cloud  computing  používá  a  poskytuje  velké  množství  společností.  Mezi 
nejaktivnější technologické společnosti patří Google, Amazon a Dell. Ostatně Dell má 
patent  označení  Cloud  Computing  a  snaží  se  tak  toto  spojení  přivlastnit,  ostatní 
společnosti oponují, že se jedná o příliš obecné označení. V každém případě, každá z 
těchto  společností  využívá  Cloud  Computing  jinak.  Microsoft  podniká  především v 
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operačních systémech a tak je pro ně nejdůlěžitější technologií "cloud operační systém". 
Amazon  cloud  computing  prodává  jako  službu.  Google  i  Dell  cloud  computing 
využívají pro různé aplikace. [23]
4.1 Vlastnosti Cloud Computing
• Uživatel  nemusí  znát  princip  výpočetní  techniky  ani  OS,  které  mu  cloud 
poskytuje.
• Cloud Computing umožňuje snazší "vzdálenou" podporu.
• Sdílení HW a SW zdrojů umožňuje lépe přerozdělovat výpočetní výkon mezi 
jednotlivé uživatele.
• Rozšíření funkce,  přidání funkcí, zvýšení výkonu se provádí v datacentru. Šetří 
se tak čas a náklady jako například doprava techniků k místu upgrade odpadá.
• Uživatel se může k datovému centru připojit z libovolného místa.
• Datové  centrum  může  nabídnout  vyšší  výkon  pro  jednoho  uživatele  než 
standardní počítač. Naopak v případě, že výkon není třeba, dokáže tento systém 
šetřit prostředky.
• Zvýšená  bezpečnost.  Celé  datové  centrum je  zabezpečeno  mnohem lépe  než 
jeden  počítač.  Na  druhou  stranu,  v  případě  nabourání  datacentra  může  dojít 
k útoku na všechny uživatele.
• Cloud Computing umožňuje update software všech uživatelů "najednou", update 
tak probíhá rychleji a může být proveden u všech klientů.
• Značnou nevýhodou Cloud Computingu je soukromí uživatelů. Jelikož všechna 
data  jsou  uložena  v  centrálním  bodu,  je  jejich  zneužití  výrazně  snazší  než 
v případě používání klasických sítí LAN a samostatných počítačů. Tato vlastnost 
je také nejvíce kritizována a vytýkána.
• Multitenancy - tento pojem lze volně přeložit jako "více nájmů". Jedná se o to, 
že počítačové zdroje jsou sdílené mezi všemi uživateli.
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• Obrovská  škálovatelnost  a  elasticita  -  umožní  uživatelům  rychle  změnit 
výpočetní zdroje dle potřeby.
4.2 Historie
Základy Cloud Computingu položil počítačový vědec John McCarthy, mimo jiné 
vědec, který přišel s termínem AI (umělá inteligence). V šedesátých letech prohlásil, že 
v budoucnu by se mohla počítačová technika organizovat podobně jako veřejná služba 
(Utility computing). Po nástupu tranzistorů, procesorů a obecně počítačů se k pojmu 
vrátila  především společnost  Amazon.  Té nevyhovovalo,  že využívá pouze 10% své 
kapacity  výpočetní  techniky  a  zbytek  leží  skladem  pro  případy  nárazového  využití 
(špiček). Vznikla tak první komerční služba cloud computing - Amazon Web Services 
(AWS) v roce 2006. [23] 
O  rok  později  se  připojil  Google  a  IBM  a  řada  univerzit  začala  pracovat  na 
vědeckých komerčních programech založených na Cloud Computingu. Od roku 2009 je 
Cloud Computing  vnímán jako klíčová  budoucí  technologie.  Mezi  své nejdůležitější 
technologie ji zařadilo HP i Microsoft.
4.3 Typy cloud computingu
Podle nabízených služeb, kterými jsou obvykle software  nebo hardware nebo jejich 
kombinace, můžeme rozlišit několik typů cloud computingu.
• SaaS – Software-as-a-Service – softwarové aplikace jsou poskytovány přes web, 
jako je  např.  Google  Apps nebo  Salesforce.  Bezpečnost  je  řešena  na  úrovni 
aplikací.  Tím, že je aplikace používána spoustou uživatelů na celém světě, je 
lákavým cílem hackerů, a proto je obvykle i dobře zabezpečena.
• PaaS – Platform-as-a-Service - poskytuje nástroje pro vývoj webových služeb, 
IDE, runtime aplikační platformu, vše pro zajištění SDLC bez nutnosti cokoliv 
vlastnit. Bezpečnost je řešena na úrovni middleware.
• IaaS –  Infrastructure-as-a-Service  -  jsou  za  úhradu  poskytovány  IT  zdroje 
(operační  paměť,  procesorový  čas,  diskový  prostor).  Platí  se  za  množství 
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uložených dat, spotřebovaný procesorový čas. Uživatel má plnou kontrolu nad 
infrastrukturou. [25]
Obr. 4.2 Vrstvy distribučního modelu cloud computingu
4.4 Využití Cloud Computingu
Pro běžného uživatele jsou nejznámější:
• Výpočetní  sítě  -  jedná  se  o  Grid  Computing,  ale  některé  prvky jsou  shodné 
s Cloud Computingem - (FOLDING@HOME, SETI@HOME, Boinc,  GIMPS 
a další),
• Software (online aplikace Google Apps nebo Microsoft Online Services),
• Web  -  jedná  se  o  různé  služby,  například  skladování  uživatelských  dat  - 
(především tzv. „Web 2.0“),
• počítačové hry - dnes Cloud Computing slouží především pro ukládání dat, ale 
připravují se / běží i projekty pro pronajímání výpočetního výkonu pro moderní 
3D hry,
• vyhledávače  -  především  Google  velmi  využívá  technologií  Grid  a  Cloud 
Computing,  nemusí  tak  vlastnit  velké  superpočítače  a  propojuje  "pouze" 
výkonné i kancelářské stanice.
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4.5 Model nasazení
Model nasazení nám říká jak je cloud poskytován.
• Veřejný (Public cloud computing) – Někdy je označován jako klasický model 
cloud  computingu.  Jedná  se  o  model,  kdy je  poskytnuta  a  nabídnuta  široké 
veřejnosti výpočetní služba.
• Soukromý (Private cloud computing) – Oblak je v tomto případě provozován 
pouze pro organizaci a to buď organizací samotnou, nebo třetí stranou.
• Hybridní (Hybrid cloud computing) – Hybridní cloudy kombinují  jak veřejné 
tak soukromé cloudy. Navenek vystupují jako jeden cloud, ale jsou propojeny 
pomocí standardizačních technologií.
• Komunitní  (Comunity  cloud  computing)  –  Jedná  se  o  model,  kdy  je  cloud 
infrastruktura  sdílena  mezi  několika  organizacemi,  skupinou  lidí,  kteří  ji 
využívají.  Tyto  organizace  může  spojovat  bezpečnostní  politika,  stejný  obor 
zájmu.
4.6 Zneužítí claud computingu
Hackeři vystupují do služeb cloud computingu jako legitimní zákazníci, mohou si 
služby zakoupit pro hanebné účely.  Mezi ně patří prolomení hesla a jako prostředek 
k zahájení útoků. 
4.7 Distribuované výpočty v cloud computingu
Za  vznik  distribuovaných  výpočtů  vděčíme  projektu  SETI.  Tento  projekt  se 
původně zabýval hledáním života ve vesmíru za pomocí radiových vln. Hledání života 
v něčem tak rozsáhlém jako je vesmír vyžaduje obrovský výpočetní výkon. Proto v roce 
1995  vědci  David  Gedye  a  Craig  Kasnoff  dostali  nápad  sestrojit  virtualní  počítač 
složený z mnoha počítačů v síti Internet a tento projekt pojmenovali SETI@Home.
Prvním spuštěným projektem, který se uměl sám postarat o stahování a odesílání 
práce, byl projekt distributed.net. Ten se zabýval matematickými výpočty.
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Projekt  SETI@Home šel,  ale  ještě  dál  a  rozhodl  se  vytvořit  stěžejní  platformu, 
která  by  dokázala  spojit  více  projektů  založených  na  distribuovaných  výpočtech 
dohromady.  Výsledkem  byl  BOINC  vyvinutý  na  půdě  laboratoře  vesmírných  věd 
kalifornské univerzity v Berkeley. [6]
4.8 Projekty zabývající se kryptoanalýzou v cloud computing
4.8.1Distributed.net
Asi  nejznámější  projekt  zabývající  se  kryptoanalýzou,  konkrétně  prolamováním 
kryptografických šifer. 
Společnost byla založena v roce 1997,  síť rozrostla a  zahrnuje tisíce uživatelů po 
celém světě, která díky síle  domácích počítačů má obrovský význam pro akademický 
výzkum.  Účast  dobrovolníků v distributed.net se  odhaduje na více  než 60.000 osob 
z téměř každého národa a regionu v celém světě. S kombinovaným zdrojů tolik jako 
500.000 počítačů. 
Na konci roku 2009 bylo na projektu RC5-72 celkově keyrate asi 250 GKeys / sec. 
Nynější aktuální stav projektu je asi 1,5 TKeys / sec, což je asi 6 krát více než loni!
Obr. 4.3 Počet dešifrovaných klíčů za jednu sekundu [9]
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Distributed.net  je  nezisková  organizace,  jejímž  cílem  je  zabývání  se  veškerých 
témat  týkající  se  distribuovaných  výpočtů.  Nebo  proces,  při  kterém jsou  využívána 
velké  množství  počítačů  připojených pomocí  klienta  dohromady k řešení  náročných 
problémů.  Zapojení  do  projektu  je  velmi  jednoduché,  stačí  pouze  stáhnout  malý 
program,  který  bude  komunikovat  se  serverem.  Program  používá  pouze  počítače 
v nečinnosti,  takže  když  chcete  používat  počítač,  bude  klient  automaticky 
pozastaven. [9]
Obr. 4.4 Časová osa projektů hostila distributed.net [29]
4.8.2Amazon.com
Amazon.com hrál  klíčovou  roli  v  rozvoji  cloud  computingu  při  upgradu svých 
datových  center.  Nabízí  mnoho  služeb  a  jednou  z nich  je  dešifrování  hesla 
zašifrovaného v SHA-1 hashi.
Německý hacker úspěšně prolomil šestimístné heslo šifrovacího algoritmu 160-bit 
SHA-1  pomocí  Amazon  cloud  computingu.  Celý  čas  pro  prolomení  algoritmu  byl 
dokončen za 49 minut za cenu pouhých 2,10 dolarů.
Amazon  Web  Service  umožňuje  s použitím  GPU  dešifrovat  hesla  zašifrovaná 
v SHA-1 hashi.
Amazon nabízí  uživatelům sílu dvou NVIDIA Tesla GPU Fermi M2050, a dále 
zahrnuje  22  GB  RAM,  1,69  TB  úložiště  a  64-bitovou  platformu.  Protože  GPU  je 
nejlepší hardwarový akcelerátor pro prolamováni hesel. [30].
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4.8.3WPAcracker.com
WPA  Cracker  je  cloud  služba  pro  prolamování  a  testování  pro  kontrolu 
zabezpečení  WPA-PSK  chráněných  bezdrátových  sítí.  Nabízí  i  prolamování  hesel 
zabalených souborů formátu ZIP. Maximální velikost souboru ZIP je 50MB, může se 
ovšem po dohodě změnit.
WPA-PSK sítě jsou zranitelné vůči slovníkovým útokům, ale běží slušně - velký 
slovník přes prolamování WPA sítí může trvat dny nebo týdny. WPA Cracker umožní 
přístup s pomocí 400 CPU clusteru. I když tato práce trvá průměrně přibližně 5 dnů na 
současné dual-core PC, tak pomocí WPC Crackeru v průměru 20 minut, za pouhých 17 
dolarů. Nabízí podporu německého slovníku a rozšířený anglický slovník s 284 milionů 
slov.
4.8.4Další projekty zabývající se kryptografijí
AndrOINC 
Projekt  se  snaží  prolomit  1024-bit  RSA  klíč  používaný  mobilním  telefonem 
Motorola Milestone, který brání spustit v telefonu vlastní kernel. [7]
Distributed Rainbow Table Generátor
Cílem projektu DistrRTgen (Distributed Rainbow Table Generator), je dokázat, že 
jednoduché  hashování  hesel  je  nebezpečné  a  přimět  tak  vývojáře  používat  více 
bezpečné metody.
Díky rozložení do většího spektra řetězců a distribuování na BOINC klienty, může 
projekt vygenerovat masivní "rainbow tables", které jsou schopny prolomit hesla delší, 
než  kdykoli  předtím.  "Rainbow  tables"  je  pojem  pro  novější  generaci  crackingu 
(prolomení hesla), který využívá výkonnější metody pro prolomení hesel zašifrovaných 
pomocí  technologie  MD5  (Message  Digest  5)  a  LM  (Lan  Manager).  Výsledné 
"Rainbow tables" jsou zveřejněny na webu projektu a jsou volně ke stažení.
- 37 -
Enigma@Home
Projekt  byl  založen  9.ledna 2006. Cílem projektu bylo  na začátku  rozšifrovat  3 
zprávy zachycené v Severním Atlantiku roku 1942. Poté se našly další a v současné 
době je jich již 6. Zprávy byly zašifrovány strojem Enigma M4 - od toho také název 
tohoto projektu.
Princip -  Vždy, když je stisknuto písmeno na klávesnici, tak se první kolo otočí 
o jednu  pozici.  Poté,  co  se  první  okolo  otočí  26x,  otočí  se  druhé  a  nakonec  třetí. 
Dostáváme  tak  celkem  26x26x26,  tj.  17576  různých  stavů.  Pro  ztížení  práce 
kryptoanalytikům byla délka zprávy omezena na 250 znaků, aby se nemohly opakovat 
sekvence, což by útočníkovi velice pomohlo při luštění kódu. Navíc byla použita verze 
M4 - která má o jedno střední kolo víc. První zpráva byla rozluštěna 20.února 2006. 
Druhá zpráva byla rozluštěna 7.března 2006. 
RSA Lattice Sever
RSA  Lattice  Siever  (2.0)  láme  šifrované  512-bitové  klíče  podpisu  operačního 
systému pro  programovatelné  kalkulačky Texas  Instruments.  Prolomení  těchto  klíčů 
umožňuje majitelům těchto kalkulaček mít úplnou kontrolu nad kalkulačkou a umožní 
tak  instalaci  nového  operačního  systému.  Tento  projekt  byl  vytvořen  po  prolomení 
konkrétního  klíče  OS  pro  TI-83+.  Projekt  zkoumá  TI-68k  klíče  (keyti89,  keyti89t, 
keyti92p,  keyv200),  TI-Z80 klíče (  "01",  "02",  "03",  "08",  "0A", "0101" a "0102" ) 
a k0A klíče, aby zjistil klíče pro další programovatelné kalkulačky Texas Instruments. 
Od zrodu projektu 16. srpna 2009 zůstává objevit 11 klíčů.
4.8.5Ostatní projekty - Projekty využívající BOINC
Astrofyzika, vesmír
• Cosmology@Home — Práce s modely popisujícími náš vesmír.
• Einstein@Home — Hledání gravitačních vln.
• MilkyWay@Home — Výzkum vývoje Mléčné dráhy.
• Orbit@Home — Monitoring srážek vesmírných těles s planetami.
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Biologie
• Docking@home — Spojování malých molekul bílkovin.
• Drugdiscovery@home — Modelování sloučenin vhodných pro tvorbu nových 
léků.
• GPUGRID — Studium charakteristiky  biomolekul  výhradně  na GPU nVidia 
a Playstation3.
• Malariacontrol.net — Vědecká činnost v oblasti výzkumu šíření Malárie.
• POEM@home — Optimalizace proteinů metodou volné energie.
• QMC@home — Výzkum v oblasti kvantové chemie.
• RNA World@home — Zkoumání, analýza a předpovídání molekul RNA.
• Rosetta@home — Výzkum struktury bílkovin.
• SIMAP  —  Simap  se  zaměřuje  na  analýzu  známých  proteinů  a  zkoumá 
podobnost jejich funkcí.
Grafika
• BURP — Vývoj distribuovaného systému pro renderování 3D animací.
• Open Rendering Environment — Platforma pro distribuované renderování.
Matematika
• ABC@Home — Projekt zkouší prvočísla a,b,c, pro která platí takzvaná ABC 
rovnice (hypotéza) a + b = c.
• Collatz Conjecture — Projekt se zabývá metodou 3x+1, metodou rozkladu čísel.
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• DNETC@home — Projekt distributed.net.  Řeší blokovou cifru RC5, aktuálně 
RC5-72.
• NFS@home — Faktorizace celých čísel.
• Primaboinca — Hledání protiargumenty k domněnkám.
• Rectilinear  Crossing  Number  —  Ideálních  vykreslení  úplných  grafů  s  "n" 
počtem uzlů.
• SZTAKI Desktop Grid — Hledání zobecněných systémů dvojkových čísel.
• WEP-M+2 — Hledání Marsennových čísel.
• RieselSieve — Hledání prvočísel za pomoci Riesel teorie.
Nové technologie
• AQUA@home — Vývoj adiabatických kvantových mechanismů.
• EDGeS@home — Integrátor Stochastické diferenciální rovnice plazmy.
• Hydrogen@home — Výzkum v oblasti výroby a zpracování vodíku.
• LHC@home — Optimalizace detektorů na urychlovači LHC v CERNu.
• Spinhenge@home — Výzkum nanotechnologií.
• uFluids@home — Simuluje mezní fáze mikrolátek a mikročástic Multiprojekty.
• Climateprediction.net — Předpověď klimatu.
• IBERCIVIS  —  Projekt  sdružující  aplikace  z  různých  oblastí,  například 
termojaderná fúze a nanotechnologie.
• The Lattice Project — Projekt sdružující aplikace z různých oblastí.
• PrimeGrid — Rozklad čísel na prvočísla.
• SETI@home — Hledání mimozemských signálů.
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• World community Grid — Projekt sdružující  aplikace z různých oblastí,  pod 
patronací IBM.
• Yoyo@home — Integrace podprojektů pomocí wrapperu do BOINCu.
Ostatní projekty
• Almere Grid — Projekt holandského městečka Almere pro jeho podporu.
• FreeHAL@home — Vývoj počítačové aplikace umělé inteligence.
• Leiden Classical — Projekt se pokouší o vysvětlení některých základů vědy.
• Quake-Catcher Network — Detekce šíření seismických vln.
• WUProp@home  —  Projekt  vytvářející  rozsáhlou  volně  dostupnou  databázi 
několika parametrů výpočtu z ostatních projektů.
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5 Grid Computing
Grid  computing  je  teprve  na  počátku  svého  vývoje,  ale  již  dnešní  výsledky 
výzkumu naznačují,  že tato oblast  IT bude jedním z prioritně se rozvíjejících směrů 
v computer science. Grid bude zásadním a rozhodujícím faktorem v dalším vývoji vědy 
a celé společnosti [31].
Grid Computing je technologie pro akumulaci a sdílení počítačových zdrojů. Grid 
Computing umožňuje sdílet hardwarové a softwarové prostředky pomoci sítě. Množina 
počítačů  spojena do jedné jednotky se v angličtině  nazývá grid.  V českem překladu 
mřížka nebo volněji síť. Grid může být multiplatformní, tj. výpočetní jednotky zapojené 
v gridu nemusí běžet na stejně platformě. Výpočetní jednotky také nemusí být umístěny 
na stejném místě, podmínkou však je, že tyto jednoty musí být spojeny počítačovou sítí. 
Grid je virtuální superpočítač, kterému je možné zadávat příkazy a kde ústřední server 
gridu  distribuuje  příkazy svým klientům.  Klienti  mohou byt  dedikované  stanice  pro 
výpočty, ale častým jevem jsou i gridy, kde jednotlivé stanice jsou vázány velmi volně 
a jejichž primární účel není poskytovat výpočetní výkon gridu.
Principiálně lze rozlišit tři základní kategorie Gridů, a to:
    * Výpočetní Grid
    * Datový Grid
    * Informační/Znalostní Grid
Výpočetní Grid
Grid  poskytující  výpočetní  servis  je  nazýván  výpočetní  Grid.  Takový  Grid 
poskytuje  zabezpečené služby pro spouštění aplikací na distribuovaných výpočetních 
zdrojích.  Jistým  způsobem  se  jedná  o  virtuální  superpočítač  pro  řešení  náročných 
aplikací,  který dynamicky agreguje výpočetní  kapacitu  velkého počtu individuálních 
počítačů s cílem poskytnout platformu pro řešení náročných aplikací, které není možno 
řešit pomocí jediného systému.
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Datový Grid
Zpracování  rozsáhlých  datových sad pomocí  služeb výpočetního  Gridu se  často 
nazývá datovým Gridem. Datový grid je charakterizován sdílením velkého množství 
dat, poskytováním zabezpečeného přístupu k těmto datům a umožněním jejich následné 
správy. To vše je řešeno formou replikovaných datových katalogů vytvářejících iluzi 
jednotného hromadného datového úložiště.
Informační/Znalostní Grid
Tento  typ  Gridů  (často  také  nazýván  jako  kolaborativní  či  aplikační  Grid)  je 
charakterizován  snahou  o  rozšíření  možností  datových  Gridů  o  poskytování 
kategorizace dat, ontologií, sdílení znalostí a tvorby workflow. Nedílnou součástí tohoto 
typu Gridů jsou virtuální prostředí pro spolupráci resp. virtuální laboratoře umožňující 
vzdálenou kontrolu a správu vybavení, senzorů a zařízení. 
Vývoj
Prvním opravdovým Gridem byl I-WAY (information wide-area year) vytvořený 
v roce 1995 jako experimentální demonstrační projekt na konferenci Supercomputing 
'95. Rozvoj aplikací a infrastruktury pro I-WAY přinesl cenné zkušenosti a odstartoval 
celou řadu dalších souvisejících výzkumných projektů: 
• Globus  -  poskytování  základních  systémových  úrovní  Grid  infrastruktury 
(software Globus Toolkit).
• Condor - plánováním při velkých datových průtocích.
• AppLeS, APST, Prophet - velmi výkonné plánování.
• The Network Weather Service - monitorování a předvídání.
• Storage Resource Broker - jednotný přístup k heterogenním datových zdrojům.
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6 Závěr
Úkolem diplomové  práce  bylo  zaměření  především  na  distribuovaný  výpočetní 
výkon, který záleží především na hardware a software.
Výpočetní výkon grafického procesoru - GPU je v některých případech, až 100 x 
větší  než  u  procesorů  běžných  stolních  počítačů.  Jedná  se  o  využívání  technologie 
CUDA  od  společnosti  Nvidia  a  technologie  ATI  Stream  od  společnosti  ATI.  Tato 
technologie  zatím  není  podporována  v mnoha  programech,  vzhledem  k tomu  že  je 
podstatně  novější  než  CUDA. Zapojením více  grafických karet  do paralelizovaného 
výpočtu  dostaneme obrovský výkon,  který  dokáže  až  kolem 22,1  miliardy  hesel  za 
sekundu, čímž se stává takovým malým sputerpočítačem.
Práce se zabývá i superpočítači a jeho využití v kryptografii. Superpočítač je ovšem 
pro  většinu  uživatelů  nedostupný.  A  spíše  se  používá  k  vědeckým  účelům.  Ke 
kryptografickým výpočtům se užívá převážně jen na akademických půdách pro ověření 
a zkoumaní kryptografických metod.
K distribuci výpočetního výkonu lze velice dobře využít také sítě LAN, která se dá 
velmi dobře paralelizovat, a tím snížit výpočetní výkon v poměru k množstvím počítačů 
v síti.
Prolomení přístupového hesla za použití cloud computingu nebo grid computingu 
lze  s využitím  některých  placených  serverů.  Asi  nejznámější  z placených  serverů 
zabývajících  se  a  využívající  cloud  computing  je  server  Amazon.com.  V práci  se 
zabývám především prolomení  hesla  WIFI sítě  pomocí  vzdálených serverů,  ale  také 
souborů  ZIP.  Pro  běžné  použití  lze  tedy  využívat  těchto  služeb  za  poměrně  malé 
náklady a velmi krátkou dobou. Ovšem pro prolomení  silných hesel,  což jsou hesla 
kombinace malých a velkých písmen, číslic a znaků a o minimální délce hesla osmi 
a více znaků, se tato služba přestává vyplácet a je velmi drahá. To je způsobeno dobou 
výpočtu těchto hesel. Do jaké míry se nám vyplatí využívat již existující zpoplatněné 
služby,  které  už  internet  nabízí,  a  do jaké míry se  už vyplatí  vybudování  vlastního 
distribučního systému, který by pracoval jako grird computing si musí spočítat každý 
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sám dle svého využití. Asi nejznámější projekt zabývající se kryptoanalýzou, konkrétně 
prolamováním  kryptografických  šifer  je  distributed.net.  Je  to  nezisková  organizace, 
jejímž cílem je zabývání se veškerými tématy týkající se distribuovaných výpočtů.
I  přes  vysoký  výkon  dnešních  počítačů,  především  pak  superpočítačů 
a v neposlední řadě využívajících cloud a grid computing, nelze dostatečně silné heslo 
prolomit  pomocí  metody  brute-force.  Pro  ověření  jsou  v příloze  tabulky  výpočtů 
prolomení hesla pomocí tohoto útoku, nebo-li útoku hrubou silou.
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8 Seznam použitých zkratek
LAN (Local Area Network) Místní síť
AES (Advanced Encryption Standard) Standard pokročilého šifrování
DES (Data Encryption Standard) Standard pro šifrování dat
PGP (Pretty Good Privacy) Dost dobré soukromí
SHA (Secure Hash Algorithm) Bezpečný hashovací algoritmus
MD (Message Digest) Přehled zpráv
IDEA (International Data Encryption 
Algorithm)
Mezinárodní algoritmus pro šifrováni 
dat
PES (Proposed Encryption Standard) Navržený kryptovací standard
IPES (Improved PES) Vylepšený PES
DC (Distributed Computing) Distribuovaný výpočet
PC (Personal Computer) Osobní počítač
RAM (Random Access Memory ) Paměť s přímým přístupem
CPU (Central Processing Unit) Hlavní výpočetní jednotka
WPA (Wi-Fi Protected Access) Wi-Fi chráněný přístup
CUDA (Compute Unified Device
Architecture)
Početně unifikovaná architektura 
zařízení
GPU (Graphical Processing Unit) Grafická výpočetní jednotka
BOINC (Berkeley Open Infrastructure for 
Network Computing )
Otevřená infrastruktura pro síťové 
výpočty
API (Application Programming Interface ) Aplikační programovací rozhraní
MPI (Message Passing Interface ) Rozhraní pro posílání zpráv
PVM (Parallel Virtual Machine ) Paralelní virtuální stroj
MIMD (Multiple Instruction stream, 
Multiple Data stream)
Multiinstrukční tok, Vícenásobný 
datový tok
SIMD (Single Instruction/Multiple Data) Jedna instrukce / mnoho dat 
SMP (Symmetric Multiprocessing) Symetrický multiprocesing
NUMA (Non-Uniform Memory Access) Neutorizovaný přístup do paměti
FLOPS (FLoating Point Operations Per 
Second)
Plovoucí bod operací za sekundu
LM (Lan Manager) Síťový manažer
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AI (Artificial Intelligence) Umělá inteligence
SDLC (Systems development life cycle ) Životní cyklus vývoje systémů
SETI (Search for Extra-Terrestrial 
Intelligence)
Hledání mimozemské inteligence
LHC (Large Hadron Collider ) Velký Hardronův Collider
CERN (Conseil Européen pour la recherche 
nucléaire )
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Příloha 1: Tabulky rychlosti prolomení hesla










1 000 000 
pps
10 000 000 
pps
100 000 000 
pps
1 000 000 000 
pps
2 100 okamžik okamžik okamžik okamžik okamžik okamžik
3 1000 okamžik okamžik okamžik okamžik okamžik okamžik
4 10 okamžik okamžik okamžik okamžik okamžik okamžik
5 100 10 s okamžik okamžik okamžik okamžik okamžik
6 1000000 1½ min 10 s okamžik okamžik okamžik okamžik
7 10000000 17 min 1½ min 1½ min okamžik okamžik okamžik
8 100000000 2¾ h 17 min 1½ min 10 s okamžik okamžik
9 1000000000 28 h 2¾ h 17 min 1½ min 10 s okamžik










1 000 000 
pps
10 000 000 
pps
100 000 000 
pps
1 000 000 000 
pps
2 676 okamžik okamžik okamžik okamžik okamžik okamžik
3 17576 < 2 s okamžik okamžik okamžik okamžik okamžik
4 456976 46 s 5 s okamžik okamžik okamžik okamžik
5 118000000 20 min 2 min 12 s okamžik okamžik okamžik
6 3089000000 8½ h 51½ min 5 min 30 s 3 s okamžik
7 8000000000 9 dní 22 h 2¼ h 13 min 1¼ min 8 s
8 2E+11 242 dní 24 dní 2½ dní 348 min 35 min 3½ min
9 5,4E+13 17 let 21 měsíců 63 dní 6¼ dní 15 h 1½ h
10 1,41E+14 447 let 45 let 4½ let 163 dní 16 dní 39¼ h
12 9,5E+16 302,603 let 30,260 let 3,026 let 302 let 30 let 3 let










1 000 000 
pps
10 000 000 
pps
100 000 000 
pps
1 000 000 000 
pps
2 1296 okamžik okamžik okamžik okamžik okamžik okamžik
3 46656 4 s okamžik okamžik okamžik okamžik okamžik
4 16000000 2½ min 16 s 1½ s okamžik okamžik okamžik
5 604000000 1½ h 10 min 1 Min okamžik okamžik okamžik
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1 000 000 
pps
10 000 000 
pps
100 000 000 
pps
1 000 000 000 
pps
2 2704 okamžik okamžik okamžik okamžik okamžik okamžik
3 140608 14 s < 2 s okamžik okamžik okamžik okamžik
4 73000000 12½ min 1¼ min 8 s okamžik okamžik okamžik
5 380000000 10½ h 1 Hour 6 mines 38 s 4 s okamžik
6 19000000000 23 dní 2¼ dní 5½ h 33 min 3¼ min 19 s
7 1E+12 3¼ let 119 dní 12 dní 28½ h 3 h 17 min
8 5,3E+13 169½ let 17 let 1½ let 62 dní 6 dní 15 h
9 2,7E+16 8,815 let 881 let 88 let 9 let 322 dní 32 dní










1 000 000 
pps
10 000 000 
pps
100 000 000 
pps
1 000 000 000 
pps
2 3844 okamžik okamžik okamžik okamžik okamžik okamžik
3 238328 23 s < 3 s okamžik okamžik okamžik okamžik
4 15000000 24½ min 2½ min 15 s < 2 s okamžik okamžik
5 916000000 1 Day 2½ h 15¼ min 1½ min 9 s okamžik
6 57000000000 66 dní 6½ dní 16 h 1½ h 9½ min 56 s
7 3,5E+13 11 let 1 Year 41 dní 4 dní 10 h 58 min
8 2,18E+14 692 let 69¼ let 7 let 253 dní 25¼ dní 60½ h










1 000 000 
pps
10 000 000 
pps
100 000 000 
pps
1 000 000 000 
pps
2 9216 Instant Instant Instant Instant Instant Instant
3 884736 88½ s 9 s Instant Instant Instant Instant
4 85000000 2¼ h 14 min 1½ min 8½ s Instant Instant
5 8000000000 9½ dní 22½ h 2¼ h 13½ min 1¼ min 8 s
6 7,82E+11 2½ let 90 dní 9 dní 22 h 2 h 13 min
7 7,5E+13 238 let 24 let 2½ let 87 dní 8½ dní 20 h
8 7,2E+16 22,875 let 2,287 let 229 let 23 let 2¼ let 83½ dní
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Příloha 2: 10 největších superpočítačů světa
Tabulka 1 10 největších superpočítačů světa
Rank Site System Cores Rmax Rpeak 
1 National Supercomputing 
Center in Tianjin
China 
NUDT TH MPP, X5670 2.93Ghz 
6C, NVIDIA GPU, FT-1000 8C
NUDT 
186368 2566 4701 
2 DOE/SC/Oak Ridge 
National Laboratory
United States 
Cray XT5-HE Opteron 6-core 2.6 
GHz
Cray Inc.
224162 1759 2331  
3 National Supercomputing 
Centre in Shenzhen 
(NSCS)
China
Dawning TC3600 Blade, Intel 
X5650, NVidia Tesla C2050 GPU
Dawning 
120640 1271 2984.3 
4 GSIC Center, Tokyo 
Institute of Technology
Japan 
HP ProLiant SL390s G7 Xeon 6C 
X5670, Nvidia GPU, 
Linux/Windows
NEC/HP 
73278 1192 2287.63 
5 DOE/SC/LBNL/NERSC
United States 
Cray XE6 12-core 2.1 GHz
Cray Inc.
153408 1054 1288.63 
6 Commissariat a l'Energie 
Atomique (CEA)
France 
Bull bullx super-node 
S6010/S6030
Bull SA 
138368 1050 1254.55 
7 DOE/NNSA/LANL
United States 
BladeCenter QS22/LS21 Cluster, 
PowerXCell 8i 3.2 Ghz / Opteron 
DC 1.8 GHz, Voltaire Infiniband
IBM 
122400 1042 1375.78 




Cray XT5-HE Opteron 6-core 2.6 
GHz
Cray Inc 






294912 825.5 1002.7 
10 DOE/NNSA/LANL/SNL
United States 
Cray XE6 8-core 2.4 GHz
Cray Inc.
107152 816.6 1028.66 
Zdroj: http://www.top500.org/sublist/results dne 26.5.2011
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Příloha 3: Cena služby pro zjištění hesla za použití serveru Amazon.com
Tabulka 1 Cena služby pro zjištění hesla za použití serveru Amazon.com 









Cena za výpočet 
hesla
0,1 USDph 1 vlákno 0,5Mpps 3625 dní 8700 $
0,3 USDph 10 vláken 20Mpps 122 dní 878 $
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