In this paper we develop an entirely new constructive global analysis methodology for a class of hybrid systems known as Piecewise Linear Systems (PLS). This methodology consists in inferring global properties of PLS solely by studying their behavior at switching surfaces associated with PLS. The main idea is to analyze impact maps, i.e., maps from one switching surface to the next switching surface, by constructing quadratic Lyapunov functions on switching surfaces. We found that an impact map induced by an LTI flow between two switching surfaces can be represented as a linear transformation analytically parameterized by a scalar function of the state. This representation of impact maps allows the search for quadratic surface Lyapunov functions to be done by simply solving a set of LMIs. Global asymptotic stability, robustness, and performance of limit cycles and equilibrium points of PLS can this way be efficiently checked. These new results were successfully applied to certain classes of PLS. Although this analysis methodology yields only sufficient criteria of stability, it has shown to be very successful in globally analyzing a large number of examples with a locally stable limit cycle or equilibrium point. In fact, it is still an open problem whether there exists an example with a globally stable limit cycle or equilibrium point that cannot be successfully analyzed with this new methodology. Examples analyzed include systems of relative degree larger than one and of high dimension, for which no other analysis methodology could be applied.
Introduction
In this work we are interested in a class of nonlinear systems known as piecewise linear systems (PLS). PLS are characterized by a finite number of linear dynamical models together with a set of rules for switching among these models. Therefore, this model description causes a partitioning of the state space into cells. These cells have distinctive properties in that the dynamics within each cell are described by linear dynamic equations. The boundaries of each cell are in effect switches between different linear systems. Those switches arise from the breakpoints in the piecewise linear functions of the model.
The reason why we are interested in studying this class of systems is to capture discontinuity actions in the dynamics from either the controller or system nonlinearities. Although widely used, very few results are available to analyze most PLS. More precisely, one typically cannot guarantee stability, robustness, and performance properties of PLS designs. Rather, any such properties are inferred from extensive computer simulations.
In [4] , we introduced an entirely new methodology to globally analyze symmetric unimodal limit cycles 1 of relay feedback systems. The idea consisted in finding a quadratic Lyapunov function on a switching surface that can be used to prove that the associated Poincaré map is contracting in some sense. This paper generalizes the ideas from [4] to globally analyze PLS. In a similar way, the main idea consists in finding quadratic Lyapunov functions on associated switching surfaces that can be used to prove that impact maps, i.e., maps from one switching surface to the next switching surface, are contracting in some sense. The notion of an impact map can be though as a generalization of a Poincaré map. Impact maps are known to be "unfriendly" maps in the sense that they are highly nonlinear, multivalued, and not continuous. The novelty of this work comes from expressing impact maps induced by an LTI flow between two hyperplanes as linear transformations analytically parameterized by a scalar function of the state. Furthermore, level sets of this function are convex subsets of linear manifolds with dimension lower than that of the switching surfaces. This allows us to search for quadratic surface Lyapunov functions by solving sets of LMIs using efficient computational algorithms. Contractions of certain impact maps of the system can then be used to conclude about global stability, robustness, and performance of PLS.
In [1] , we show that this new methodology can be used to not only globally analyze limit cycles but also equilibrium points of PLS. For that, we analyze on/off and saturation systems, including those with unstable nonlinearity sectors for which classical methods like Popov criterion, Zames-Falb criterion, IQCs, fail to analyze. Although this analysis methodology yields only sufficient criteria of stability, it has shown to be very successful in globally analyzing a large number of examples with a locally stable limit cycle or equilibrium point. In fact, it is still an open problem whether there exists an example with a globally stable limit cycle or equilibrium point that could not be successfully analyzed with this new methodology. Examples analyzed include systems of relative degree larger than one and of high dimension, for which no other analysis methodology could be applied.
We have shown [2, chapter 8] that this methodology can be efficiently applied to not only globally analyze stability of limit cycles and equilibrium points, but also robustness, and performance of PLS. This success in globally analyzing stability, robustness, and performance of certain classes of PLS has shown the power of this new methodology, and suggests its potential towards the analysis of larger and more complex PLS.
A more complete and detailed version of this paper has been submitted for publication [3] .
Motivation
As discussed in introduction, there exist several tools to analyze PLS. One of the most important [7, 9, 6 ] is based in constructing piecewise quadratic Lyapunov functions in the state space. There are, however, several drawbacks with this approach. First, piecewise quadratic Lyapunov functions in the state space cannot be constructed to analyze most limit cycles. Second, for most PLS, it is not possible to construct piecewise quadratic Lyapunov functions with just the given natural partition of the system. In order to improve flexibility a subdivision of partitions is typically necessary. The analysis method, however, is efficient only when the number of partitions required to prove stability is small. Example 4.1 in [2] shows that even for second order systems, the construction of piecewise quadratic Lyapunov functions can be computationally intractable due to the large number of partitions in the state space required for the analysis. Third, in general, for systems of order higher than 3, it is extremely hard to obtain a refinement of partitions in the state-space to efficiently analyze PLS using piecewise quadratic Lyapunov functions. In fact, only a few and specific examples of PLS of order higher than 3 analyzed with this method have been reported. Finally, existence of piecewise quadratic Lyapunov functions implies exponential stability of the system. Thus, this approach cannot prove asymptotic stability of PLS when these are not exponentially stable.
The construction of piecewise quadratic Lyapunov functions for PLS proposed in [7, 9, 6] imposes continuity of the the Lyapunov functions along switching surfaces. This means that the intersection of two Lyapunov functions with a switching surface-one from each side-defines a unique quadratic Lyapunov function on the switching surface. Therefore, we conclude that if there are piecewise quadratic Lyapunov functions for a certain PLS, then there are also quadratic Lyapunov functions on switching surfaces for that same PLS. Note that the converse is not true. For instance, piecewise quadratic Lyapunov functions cannot be constructed to analyze limit cycles. However, as demonstrated in [4] , quadratic Lyapunov functions on switching surfaces exist and can be efficiently constructed to analyze limit cycles.
The purpose of this paper is to show how Lyapunov functions on switching surfaces can be efficiently constructed. We call these Quadratic Surface Lyapunov Functions. Since a PLS behaves linearly inside each cell, only one of the following three scenarios can happen to a trajectory entering a cell at some point x 0 on a switching surface (see figure 1 ):
1. The cell is unbounded and there exists a trajectory that will grow unbounded without ever switching. In this case,
x 0 belongs to an unstable region of the PLS.
2. There is a locally stable equilibrium point in the cell and the trajectory will asymptotically converge to it without switching. If this is the case, x 0 belongs to a stable region of that equilibrium point. 3. The trajectory will switch in finite time. [4, 1] ). For now, assume that scenario 1 does not happen.
If scenario 2 happens, we are done, i.e., the initial point x 0 is a stable point and so it does not require any further analysis. So, we are left with scenario 3. This scenario raises several interesting questions: what happens to the trajectory after it switches? Will it switch again? And, will it converge to some equilibrium point or some limit cycle? These are the sort of questions we address in this paper. The idea is to start by analyzing individual maps from one switching surface to the next switching surface. Then, we show that the analysis of PLS can be reduced to the simultaneously analysis of different maps from one switching surface to another switching surface.
Analysis of nonlinear systems at manifolds has been used by many researchers for a while now. The so-called Poincaré map was introduced in order to reduce the study of an ndimensional system to a discrete n,1-dimensional system in a manifold (see, for example, [8] for an introduction to Poincaré maps). The problem with Poincaré maps is that they are typically nonlinear, not continuous, and multivalued. Thus, global analysis of PLS is rarely done using these maps. This paper explains how the difficulties inherent to Poincaré maps can be overcome and how they can be used to globally analyze PLS. We show that our results really work in the sense that a large number of examples of certain classes of PLS, that could not be analyzed by any other method, were successfully proven globally stable.
All the problems described above associated with the method proposed by [9, 7, 6] , based on piecewise quadratic Lyapunov functions, were not an issue in the classes of PLS analyzed so far using quadratic surface Lyapunov functions. First, quadratic surface Lyapunov functions can analyze both limit cycles [4] and equilibrium points [1] . Second, it was sufficient to consider only the natural partition of all PLS analyzed so far, with no extra complexity added. Note that none of examples in [4, 1] could be analyzed with just their natural partition using piecewise quadratic Lyapunov functions. Third, our new method scales well with the dimension of the system. And, finally, quadratic surface Lyapunov functions can be used to prove global asymptotic stability of PLS that are not exponentially stable (see example 4.3 in [1] ).
Impact maps
In order to analyze PLS using quadratic surface Lyapunov functions, we first need to understand the behavior of the system as this flows from one switching surface to the next switching surface. A useful notion that we will be using throughout this paper is that of impact map. An impact map is simply a map from one switching surface to the next switching surface. Only after we understand the nature of a single impact map can we look at a PLS as a whole, by combining all impact maps associated with the PLS, to conclude about stability, robustness, and performance properties of the system. Consider the following affine linear time-invariant system _ x = Ax + B (1) where x 2 IR n , A 2 IR nn , and B 2 IR n . Note that we are not imposing any kind of restrictions on A. Matrix A is allowed to have stable, unstable, and pure imaginary eigenvalues. Assume (1) is part of some PLS, and that (1) is defined on some open polytopical set X IR n . Assume also a trajectory just arrived to a subset of the boundary 2 of X belonging to S 0 = fx 2 IR n : C 0 x = d 0 g and the system switches to (1) . In this paper, we are interested in studying the impact map from some subset of S 0 to some subset of S 1 = fx 2 IR n : C 1 x = d 1 g also in the boundary of X. In this scenario, some subsets of S 0 and S 1 are switching surfaces of the PLS. By a solution of (1) we mean a function x defined on 0 t , with x0 2 S 0 , xt 2 S 1 , x 2 X on 0 t 3 , and satisfying (1).
In this case, t is a switching time of the solution x of (1) and we say a switch occurs at xt. Let 1 . In this case, C 0 0 = C 1 1 = 0 . Define also x 0 t as the trajectory of (1), starting at x 0 , for all t 0. The impact map of interest reduces to the map from 0 to 1 (see figure 2 ).
Note that, in general, the impact map from 0 2 S d 0 , x 0 to 1 2 S a 1 , x 1 defined above is not continuous and it is multivalued. This is illustrated in example 3.1 in [1] . 2 The boundary of X is the set of all limit points p of X such that p 6 2 X.
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X denotes the closure of X, i.e, the set X = X fpj p is a limit point of Xg. Thus, in general, impact maps are highly nonlinear, multivalued, and not continuous. This "non-friendly" nature of impact maps is the main reason why global analysis of PLS has not been done before using quadratic surface Lyapunov functions. The following result, however, shows that this map is not as "bad" as it looks, and opens the door to analysis of PLS in switching surfaces. It turns out that the set of points in S d 0 that have a switching time of t is a convex subset of a linear manifold of dimension n , 2 (see figure 3) . Let S t be that set, that is, the set of points x 0 + 0 2 S d 0 such that t 2 t 0 . In other words, a trajectory starting at x 0 2 S t satisfies both x 2 X on 0 t , and C 1 xt = d 1 . Note that since the impact map is multivalued, a point in S d 0 may belong to more than one set S t .
S 0 As we will see in section 4, this result is fundamental in the analysis of PLS using quadratic surface Lyapunov functions. It allows us to find conditions in the form of LMIs that, when satisfied, guarantee stability, robustness, and performance of PLS.
Before moving onto the proofs of the above results, it is important to understand the meaning of the assumption in theorem 3.1. This says the trajectory x 0 t cannot intersect the switching surface S 1 for all t 2 T . With a careful choice of x 0 2 S 0 (the initial condition of x 0 t), there are many cases when this assumption is always satisfied, as explained in [1] .
There are, however, cases where no choice of x 0 2 S 0 satisfies the assumption. Or, in other cases, x 0 is fixed a priori (like in RFS [4] , where the location of x in S 0 cannot be freely chosen), and it may not satisfy the assumption. In these worst case scenarios, there is at least one t s 2 T such that C 1 x 0 t s = d 1 . 
Since, by assumption, C 1 x 0 t 6 = d 1 for all t 2 T , the last expression can be written as
which means 1 reduces to e At 0 + x 0 t , x 1 wt 0 Note that if A is invertible, x 0 t can be written as x 0 t = e At x 0 + A ,1 B , A ,1 B. Proof of corollary 3.1: The only thing left to prove is that S t is a subset of a linear manifold of dimension n,2. Let x 0 = x 0 + 0 2 S t . Since C 1 xt = d 1 , 0 must satisfy equation (3), and C 0 0 = 0 since 0 2 S 0 , x 0 , which are both linear equalities. 0 also satisfies a set of linear inequalities from the fact that x 0 2 S d 0 , xt 2 S a 1 , and x 2 X on 0 t . Therefore, S t , x 0 has at most dimension n , 2 and is linear.
Quadratic surface Lyapunov functions
Construction of Lyapunov functions for nonlinear systems is, and has been, a difficult, and sometimes, frustrating task. As explained before, there has been some results in constructing piecewise quadratic Lyapunov functions for PLS. Although these results are able to analyze equilibrium points of certain classes of PLS, many important PLS cannot be analyzed this way because either they have limit cycles or the method is computationally too expensive.
An alternative to constructing Lyapunov functions in the state space is to construct Lyapunov functions on switching surfaces. Define then two quadratic Lyapunov functions on the switching surfaces S d 0 and S a 1 . Respectively, let V 0 and V 1 be given by
where P i 0, for i = 0 1. These are Lyapunov candidates defined of the switching surfaces with parameters P i 0, g i , and i , to be found.
Next, we want to show an impact map from S d 0 S 0 to S a 1 S 1 is contracting in some sense. In particular, an impact map is quadratically stable if there exist P i 0, g i , i such that
Let P 0 on S stand for x 0 P x 0 for all nonzero x 2 S. As a short hand, we will be using H t for Ht and w t for wt. The following theorem takes advantage of the results from section 3 to derive a set of matrix inequalities equivalent to condition (6) . 
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for all expected switching times t 2 T .
Basically, all this theorem does is substitute (2) in (6), and use both facts that the map 0 to 1 is linear in S t and that, as t ranges over T , S t covers every point in S d 0 .
Approximation by a set of LMIs
There are many ways to approximate condition (7) with a set of LMIs, which can be efficiently solved using available software. By definition, condition (7) is equivalent to This result uses the ideas from the previous section to show that the problem of quadratic stability of an impact map reduces to the solution of a infinite dimensional set of LMIs. As shown in several examples in [4] and [1] , although condition (8) is more conservative than (7), in many situations this is enough to efficiently and successfully globally analyze PLS. Condition (8) can be written as an equivalent set of LMIs by noticing that impact maps are n , 1-dimensional maps. See [1] for details.
It is possible to make condition (8) less conservative at a cost of increase computations. This condition takes only into account that 0 2 S 0 , x 0 . In [1] , we explain how to approximate condition (7) with less conservative sets of LMIs than (8).
Proof of Results
Proof of theorem 4.1: From (6) and using (2) and corollary 3.1, we have 
Global analysis of PLS
We have seen how global analysis of a single impact map can be done using quadratic Lyapunov functions defined on switching surfaces. The next question is how to combine different impact maps associated with a PLS to globally analyze the system? There are several different issues that arise when analyzing PLS using quadratic surface Lyapunov functions. This section explains the three main steps to globally analyze a PLS. These consist on (1) characterization of impact maps, (2) definition of quadratic Lyapunov functions at switching surfaces, and finally (3) solution of stability conditions. These steps consist on (see [1] for more details):
of PLS by increasing order of complexity [4, 1] . Each of these classes was carefully chosen to (1) separately deal with different issues in each step of the algorithm and (2) to illustrate with examples the efficiency of this new methodology. By increasing complexity, we first analyzed relay feedback systems [4] , then on/off systems [1] , and finally saturation systems [1] . The success in globally analyzing a large number of examples of these classes of PLS demonstrated the potential of these new ideas in globally analyzing other, more complex classes of PLS.
The reasons for analyzing these particular classes of PLS are the following. In relay feedback systems [4] , we analyzed limit cycles. The choice to first analyze this class of PLS was based on the fact that, for symmetric unimodal limit cycles, there is only a single impact map that needs to be studied. This means that global analysis of symmetric unimodal limit cycles of relay feedback systems is simply a special case of theorem 4.1.
In the analysis of on/off systems [1] , we explained (1) how this new methodology is used to globally analyze equilibrium points and (2) how more than one impact map is simultaneously analyzed. Finally, with saturation systems [1] we showed how to deal with multiple switching surfaces.
Analysis of other, more complex classes of PLS can be done using a combination of the ideas discussed above. A PLS can have limit cycles or equilibrium points, and several switching surfaces that may or may not contain equilibrium points or intersect limit cycles. After a characterization of all relevant impact maps, these can be simultaneously analyzed to conclude about the stability the system. The main feature remains the fact that quadratic stability of an impact map can be easily checked by solving a set of LMIs, as explained in sections 3 and 4. The latest version of the above algorithm can be obtained at [5] .
Conclusions
Motivated by the need of better, more general, and more efficient global analysis tools for certain classes of hybrid systems, this paper developed an entirely new constructive analysis methodology for PLS using impact maps and quadratic surface Lyapunov functions. This methodology consists in inferring global properties of PLS solely by studying their behavior at switching surfaces associated with PLS. The main idea is to construct quadratic surface Lyapunov functions to show that maps between switching surfaces are contracting in some sense. These results are based on the discovery that maps induced by an LTI flow between two switching surfaces can be represented as linear transformations analytically parameterized by a scalar function of the state. Furthermore, level sets of this function are convex subsets of linear manifolds. This representation allows the search for quadratic Lyapunov functions on switching surfaces to be done by simply and efficiently solving a set of LMIs.
The success and power of this new methodology has been demonstrated in globally analyzing equilibrium points and limit cycles of several classes of piecewise linear systems (PLS): relay feedback systems, on/off systems, and saturation systems. A large number of examples of these classes of PLS with a locally stable limit cycle or equilibrium point were successfully globally analyzed using this analysis methodology. In fact, it is still an open problem whether there exists an example with a globally stable limit cycle or equilibrium point that could not be successfully analyzed with this new methodology.
