Both inflation and unemployment inflict social losses. When a tradeoff exists between the two, what would be the best combination of inflation and unemployment? A well known approach in economics to address this question consists to write the social loss as a function of the rate of inflation p and the rate of unemployment u, with different weights, and then, using known relations between p, u, and the expected rate of inflation π, to rewrite the social loss function as a function of π. The answer is achieved by applying the theory of the calculus of variations in order to find an optimal path π that minimizes the total social loss over a given time interval. Economists dealing with this question use a continuous or a discrete variational problem. Here we propose to use a time-scale model, unifying available results in the literature. Moreover, the new formalism allow us to obtain new insights to the classical models when applied to real data of inflation and unemployment.
Introduction
Time-scale calculus is a recent and exciting mathematical theory that unifies two existing approaches to dynamic modelling -difference and differential equations -into a general framework called dynamic models on time scales [3, 9, 14] . Since a more general approach to dynamic modelling, it allows to consider more complex time domains, such as hZ, q N0 or complex hybrid domains [1] .
Both inflation and unemployment inflict social losses. When a Phillips tradeoff exists between the two, what would be the best combination of inflation and unemployment? A well-known approach consists to write the social loss function as a function of the rate of inflation p and the rate of unemployment u, with different weights; then, using relations between p, u and the expected rate of inflation π, to rewrite the social loss function as a function of π; finally, to apply the theory of the calculus of variations in order to find an optimal path π that minimizes the total * Part of first author's Ph.D., which is carried out at the University of Aveiro under the Doctoral Programme Mathematics and Applications of Universities of Aveiro and Minho. This is a preprint of a paper whose final and definitive form will appear in Control and Cybernetics. Paper submitted 31-Oct-2012; revised 02-April-2013; accepted for publication 17-April-2013.
social loss over a certain time interval [0, T ] under study. Economists dealing with this question implement the above approach using both continuous and discrete models [5, 16] . Here we propose a new, more general, time-scale model. We claim that such model describes better the reality.
We compare solutions to three models -the continuous, the discrete, and the time-scale model with T = hZ -using real data from the USA over a period of 11 years, from 2000 to 2010. Our results show that the solutions to the classical continuous and discrete models do not approximate well the reality. Therefore, while predicting the future, one cannot base predictions on the two classical models only. The time-scale approach proposed here shows, however, that the classical models are adequate if one uses an appropriate data sampling process. Moreover, the proper times for data collection can be computed from the theory of time scales.
The paper is organized as follows. Section 2 provides all the necessary definitions and results of the delta-calculus on time scales, which will be used throughout the text. This section makes the paper accessible to Economists with no previous contact with the time-scale calculus. In Section 3 we present the economical model under our consideration, in continuous, discrete, and time-scale settings. Section 4 contains our results. Firstly, we derive in Section 4.1 necessary (Theorem 27 and Corollary 30) and sufficient (Theorem 33) optimality conditions for the variational problem that models the economical situation. For the time scale T = hZ with appropriate values of h, we obtain an explicit solution for the global minimizer of the total social loss problem (Theorem 34). Secondly, we apply those conditions to the model with real data of inflation [10] and unemployment [17] (Section 4.2). We end with Section 5 of conclusions.
Preliminaries
In this section we introduce basic definitions and theorems that will be useful in the sequel. For more on the theory of time scales we refer to the gentle books [3, 4] . For general results on the calculus of variations on time scales we refer the reader to [8, 11, 13] and references therein.
A time scale T is an arbitrary nonempty closed subset of R. Let a, b ∈ T with a < b. We define the interval [a, b] 
Definition 1 ([3]
). The backward jump operator ρ : T → T is defined by ρ(t) := sup{s ∈ T : s < t} for t = inf T and ρ(inf T) := inf T if inf T > −∞. The forward jump operator σ : T → T is defined by σ(t) := inf{s ∈ T : s > t} for t = sup T and σ(sup T) := sup T if sup T < +∞. The backward graininess function ν : T → [0, ∞) is defined by ν(t) := t − ρ(t), while the forward graininess function µ :
Example 2. The two classical time scales are R and Z, representing the continuous and the purely discrete time, respectively. The other example of interest to the present study is the periodic time scale hZ. It follows from Definition 1 that if T = R, then σ(t) = t, ρ(t) = t, and µ(t) = 0 for all t ∈ T; if T = hZ, then σ(t) = t + h, ρ(t) = t − h, and µ(t) = h for all t ∈ T.
A point t ∈ T is called right-dense, right-scattered, left-dense or left-scattered if σ(t) = t, σ(t) > t, ρ(t) = t, and ρ(t) < t, respectively. We say that t is isolated if ρ(t) < t < σ(t), that t is dense if ρ(t) = t = σ(t).
The delta derivative and the delta integral
We collect here the necessary theorems and properties concerning differentiation and integration on a time scale. To simplify the notation, we define f σ (t) := f (σ(t)). The delta derivative is defined for points in the set
Definition 3 (Section 1.1 of [3] ). We say that a function f : T → R is ∆-differentiable at t ∈ T κ if there is a number f ∆ (t) such that for all ε > 0 there exists a neighborhood O of t such that
exists, i.e., if, and only if, f is differentiable (in the ordinary sense) at t: f ∆ (t) = f ′ (t). If T = hZ, then point 2 of Theorem 4 yields that f : Z → R is delta differentiable at t ∈ hZ if, and only if,
In the particular case h = 1, f ∆ (t) = ∆f (t), where ∆ is the usual forward difference operator.
Theorem 6 (Theorem 1.20 of [3] ). Assume f, g : T → R are ∆-differentiable at t ∈ T κ . Then,
2. For any constant α, αf : T → R is ∆-differentiable at t with (αf ) ∆ (t) = αf ∆ (t).
3. The product f g : T → R is ∆-differentiable at t with
.
Definition 8 ([3])
. A function f : T → R is called rd-continuous provided it is continuous at right-dense points in T and its left-sided limits exists (finite) at all left-dense points in T.
The set of all rd-continuous functions f : T → R is denoted by C rd = C rd (T) = C rd (T, R). The set of functions f : T → R that are ∆-differentiable and whose derivative is rd-continuous is denoted by
Theorem 9 (Theorem 1.74 of [3] ). Every rd-continuous function f has an antiderivative F . In particular, if t 0 ∈ T, then F defined by
is an antiderivative of f . 
Theorem 12 (Theorem 1.75 of [3] ). If f ∈ C rd and t ∈ T κ , then
Theorem 13 (Theorem 1.77 of [3] ). If a, b ∈ T, a c b, α ∈ R, and f, g ∈ C rd (T, R), then:
Delta dynamic equations
We now recall the definition and main properties of the delta exponential function. The general solution to a linear and homogenous second-order delta differential equation with constant coefficients is given.
Definition 14 (Definition 2.25 of [3] ). We say that a function p : T → R is regressive if
The set of all regressive and rd-continuous functions f :
Definition 15 (Definition 2.30 of [3] ). If p ∈ R, then we define the exponential function by
where ξ µ is the cylinder transformation (see [3, Definition 2.21]).
Example 16. Let T be a time scale, t 0 ∈ T, and α ∈ R(T, R). If T = R, then e α (t, t 0 ) = e α(t−t0) for all t ∈ T. If T = hZ, h > 0, and
Theorem 17 (Theorem 2.36 of [3] ). Let p, q ∈ R and ⊖p(t) :=
1+µ(t)p(t) . The following holds:
1. e 0 (t, s) ≡ 1 and e p (t, t) ≡ 1;
Theorem 18 (Theorem 2.62 of [3] ). Suppose y ∆ = p(t)y is regressive, that is, p ∈ R. Let t 0 ∈ T and y 0 ∈ R. The unique solution to the initial value problem
is given by y(t) = e p (t, t 0 )y 0 .
Let us consider the following linear second-order dynamic homogeneous equation with constant coefficients:
We say that the dynamic equation (3) is regressive if 1 − αµ(t) + βµ 2 (t) = 0 for t ∈ T κ , i.e., βµ − α ∈ R.
Definition 19 (Definition 3.5 of [3] ). Given two delta differentiable functions y 1 and y 2 , we define the Wronskian W (y 1 , y 2 )(t) by
We say that two solutions y 1 and y 2 of (3) form a fundamental set of solutions (or a fundamental system) for (3), provided W (y 1 , y 2 )(t) = 0 for all t ∈ T κ .
Theorem 20 (Theorem 3.16 of [3] ). If (3) is regressive and α 2 − 4β = 0, then a fundamental system for (3) is given by e λ1 (·, t 0 ) and e λ2 (·, t 0 ), where t 0 ∈ T κ and λ 1 and λ 2 are given by
Theorem 21 (Theorem 3.32 of [3] ). Suppose that
. If p and µβ − α are regressive, then a fundamental system of (3) is given by cos q
Theorem 22 (Theorem 3.34 of [3] ). Suppose
2 . If p ∈ R, then a fundamental system of (3) is given by e p (t, t 0 ) and e p (t, t 0 )
where t 0 ∈ T κ .
Theorem 23 (Theorem 3.7 of [3] ). If functions y 1 and y 2 form a fundamental system of solutions for (3), then y(t) = αy 1 (t) + βy 2 (t), where α, β are constants, is a general solution to (3), i.e., every function of this form is a solution to (3) and every solution of (3) is of this form.
Calculus of variations on time scales
Consider the following problem of the calculus of variations on time scales:
subject to the boundary conditions
where
, is a given function, and y a , y b ∈ R.
is said to be an admissible path to problem (4) if it satisfies the given boundary conditions (5).
We assume that L(t, ·, ·) is differentiable in (y, v); L(t, ·, ·), L y (t, ·, ·) and L v (t, ·, ·) are continuous at (y, y ∆ ) uniformly at t and rd-continuously at t for any admissible path; the functions
for any admissible path y.
Definition 25. We say that an admissible functionŷ is a local minimizer to problem (4)- (5) if there exists δ > 0 such that L(ŷ) ≤ L(y) for all admissible functions y ∈ C 1 rd satisfying the inequality ||y −ŷ|| < δ. The following norm in C 1 rd is considered:
Theorem 26 (Corollary 1 of [6] ). If y is a local minimizer to problem (4)- (5), then y satisfies the Euler-Lagrange equation
for some constant c ∈ R and all t ∈ [a, b] κ T .
Economical model
The inflation rate, p, affects decisions of the society regarding consumption and saving, and therefore aggregated demand for domestic production, which in turn affects the rate of unemployment, u. A relationship between the inflation rate and the rate of unemployment is described by the Phillips curve, the most commonly used term in the analysis of inflation and unemployment [15] . Having a Phillips tradeoff between u and p, what is then the best combination of inflation and unemployment over time? To answer this question, we follow here the formulations presented in [5, 16] . The Phillips tradeoff between u and p is defined as
where π is the expected rate of inflation that is captured by the equation
The government loss function, λ, is specified in the following quadratic form:
where α > 0 is the weight attached to government's distaste for inflation relative to the loss from income deviating from its equilibrium level. Combining (7) and (8), and substituting the result into (9), we obtain that
where α, β, and j are real positive parameters that describe the relations between all variables that occur in the model [16] . The problem consists to find the optimal path π that minimizes the total social loss over the time interval [0, T ]. The initial and the terminal values of π, π 0 and π T , respectively, are given with π 0 , π T > 0. To recognize the importance of the present over the future, all social losses are discounted to their present values via a positive discount rate δ. Two models are available in the literature: the continuous model
subject to given boundary conditions
and the discrete model
also subject to given boundary conditions (11) . In both cases (10) and (12),
Here we propose the more general time-scale model
subject to boundary conditions (11) and with λ defined by (13) . Clearly, the time-scale model includes both the discrete and continuous models as special cases: our time-scale functional (14) reduces to (10) when T = R and to (12) when T = Z.
Main results
Standard dynamic economic models are set up in either continuous or discrete time. Since time scale calculus can be used to model dynamic processes whose time domains are more complex than the set of integers or real numbers, the use of time scales in economy is a flexible and capable modelling technique. In this section we show the advantage of using (14) with the periodic time scale. We begin by obtaining in Section 4.1 a necessary and also a sufficient optimality condition for our economic model (14) : Theorem 27 and Theorem 33, respectively. For T = hZ, h > 0, the explicit solutionπ to the problem (14) subject to (11) is given (Theorem 34). Afterwards, we use such results with empirical data (Section 4.2).
Theoretical results
Let us consider the problem
subject to boundary conditions
As explained in Section 3, we are particularly interested in the situation where
For simplicity, in the sequel we use the notation [π](t) := (t, π(t), π ∆ (t)). 
Proof. Ifπ is a local minimizer to (15)- (16) , then, by Theorem 26,π satisfies the following equation:
Using the properties of the ∆-integral (see Theorem 12), we can write thatπ satisfies
Taking the ∆-derivative to both sides of (19), we obtain equation (18).
Using Theorem 27, we can immediately write the classical Euler-Lagrange equations for the continuous (10) and the discrete (12) models.
Example 28. Let T = R. Then, µ ≡ 0 and (18) with the Lagrangian (17) reduces to
This is the Euler-Lagrange equation for the continuous model (10).
Example 29. Let T = Z. Then, µ ≡ 1 and (18) with the Lagrangian (17) reduces to
This is the Euler-Lagrange equation for the discrete model (12) .
Corollary 30. Let T = hZ, h > 0, π 0 , π T ∈ R, and T = N h for a certain integer N > 2h. Ifπ is a solution to the problem
for all t ∈ {0, . . . , T − 2h}.
Proof. Follows from Theorem 27 by choosing T to be the periodic time scale hZ.
Example 31. The Euler-Lagrange equation for problem (14) on T = hZ is given by (22):
Assume that 1 + αβ 2 − αβ 2 jh = 0. Then equation (23) is regressive and we can use the well known theorems in the theory of dynamic equations on time scales (see Section 2.2), in order to find its general solution. Introducing the quantities
we rewrite equation (23) as
The characteristic equation for (25) is
In general we have three different cases depending on the sign of the determinant ζ: ζ > 0, ζ = 0 and ζ < 0. However, with our assumptions on the parameters, simple computations show that the last case cannot occur. Therefore, we consider the two possible cases:
1. If ζ > 0, then we have two different characteristic roots:
and by Theorem 20 and Theorem 23 we get that
is the general solution to (25), where C 1 and C 2 are constants determined using the given boundary conditions (11) . Using (2), we rewrite (27) as
2. If ζ = 0, then by Theorems 22 and 23 we get that
is the general solution to (25), where K 1 and K 2 are constants, determined using the given boundary conditions (11) , and p = − A 2Ω ∈ R. Using Example 11 and (2), we rewrite (28) as
In certain cases one can show that the Euler-Lagrange extremals are indeed minimizers. In particular, this is true for the Lagrangian (17) under study. We recall the notion of jointly convex function (cf., e.g., [12, Definition 1.6]). Proof. Since L is jointly convex with respect to (u, v)
for any admissible path y. Let h(t) := y(t) −ŷ(t). Using boundary conditions (5), we obtain that
From (6) we get
Combining Examples 16 and 31 and Theorem 33, we obtain the central result to be applied in Section 4.2.
Theorem 34 (Solution to the total social loss problem of the calculus of variations in the time scale T = hZ, h > 0). Let us consider the economic problem
discussed in Section 3 with T = hZ, h > 0, and the delta derivative given by (1). More precisely, let T = N h for a certain integer N > 2h, α, β, δ, π 0 , π T ∈ R + , and 0 < j ≤ 1 be such that h > 0 and 1 + αβ 2 − αβ 2 jh = 0. Let Ω, A and B be given as in (24).
1. If A 2 + 4BΩ > 0, then the solutionπ to problem (29) is given bŷ
t ∈ {0, . . . , T − 2h}, where
If A
2 + 4BΩ = 0, then the solutionπ to problem (29) is given bŷ
t ∈ {0, . . . , T − 2h}.
Proof. From Example 31,π satisfies the Euler-Lagrange equation for problem (29). Moreover, the Lagrangian of functional Λ h of (29) is a convex function because it is the sum of convex functions. Hence, by Theorem 33,π is a global minimizer. (11) from January (t = 0) and December (t = 11), together with the empirical rate of inflation with real data from 2000 [10, 17] (function in the middle).
Empirical results
We have three forms for the total social loss: continuous (10), discrete (12) , and on a time scale T (14). Our idea is to compare the implications of one model with those of another using empirical data: the rate of inflation p from [10] and the rate of unemployment u from [17] , which were being collected each month in the USA over 11 years, from 2000 to 2010. We consider the coefficients
borrowed from [5] . Therefore, the time-scale total social loss functional for one year is
Empirical values π E of the expected rate of inflation, π, for all months in each year, are calculated using (7) and appropriate values of p and u [10, 17] . In the sequel, the boundary conditions π(0) and π(11) will be selected from empirical data in January and December, respectively. We shall compare the minimum values of the total social loss functional (32) obtained from continuous and discrete models and the value for empirical data, i.e., the value of the discrete functional Λ D (π E ) =: Λ E computed with empirical data π E .
In the continuous case we use the Euler-Lagrange equation (20) with appropriate boundary conditions in order to find the optimal path that minimizes Λ C over each year. Then, we calculate the optimal values of Λ C for each year (see 2nd column of Table 1 ). In the 3rd column of Table 1 we collect empirical values of total social loss Λ E for each year, which are obtained by (12) from empirical data. We find the optimal path that minimizes Λ D over each year using the EulerLagrange equation (21) with appropriate boundary conditions. The optimal values of Λ D for each year are given in the 5th column of Table 1 . The paths obtained from the three approaches, using empirical data from 2000, are presented in Figure 1 . The implications obtained from the three methods in a fixed year are very different, independently of the year we chose. Table 2 shows the relative errors between Λ C and Λ E (the 3rd column), Λ D and Λ E (the 4th column). Our research (14) and Theorem 34, illustrating the fact that the expected rate of inflation given by (30) with h = 0, 22 approximates well the empirical rate of inflation.
was motivated by these discrepancies. Why are the results so different? Is it caused by poor design of the model or maybe by something else? We focus on the data collection time sampling and consider it as a cause of those differences in the results. There may exist other reasons, but we examine here the data gathering. Let us consider our time-scale model in which we consider functional (32) over a periodic time scale T = hZ. In each year we change the time scale by changing h, in such a way that the sum in the functional makes sense, and we are seeking such value of h for which the absolute error between the minimal values of the functional (32) and Λ E is minimal. In Table 1 , the 6th column presents the values of the most appropriate h and the 4th column the minimal values of the total social loss that correspond to them. Figure 2 presents the optimal paths for the continuous, discrete and time-scale models together with the empirical path, obtained using real data from 2000 [10, 17] . In the 2nd column of 
Conclusions
We introduced a time-scale model to the total social loss over a certain time interval under study. During examination of the proposed time-scale model for T = hZ, h > 0, we changed the graininess parameter. Our goal was to obtain the most similar value of the total social loss functional Λ h to its real value, i.e., the value from empirical data. We analyzed 11 years with real data from [10, 17] . With a well-chosen time scale, we found a small relative error between the real value of the total social loss and the value obtained from our time-scale model (see the 2nd column of Table 2 ). We conclude that the lack of accurate results by the classical models arise due to an inappropriate frequency data collection. Indeed, if one measures the level of inflation and unemployment about once a week, which is suggested by the values of h obtained from the timescale model, e.g., h = 0, 11 or h = 0, 2 (here h = 1 corresponds to one month), the credibility of the results obtained from the classical methods will be much higher. In other words, similar results to the ones obtained by our time-scale model can be obtained with the classical models, if a higher frequency of data collection could be used. In practical terms, however, to collect the levels of inflation and unemployment on a weekly basis is not realizable, and the calculus of variations on time scales [2, 7] assumes an important role.
Corrigendum to "A time-scale variational approach to inflation, unemployment and social loss" * We regret to announce that there was an error in the Maple computer file that was used to compute the values for the Example 7 of [1] , which adversely affects the results of the paper. Our aim is to clarify here this matter. 
The characteristic roots λ 1 and λ 2 of (1) .
