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Abstract
The UNIX Fast File System (FFS) is probably the
most widely-used file system for performance
comparisons. However, such comparisons
frequently overlook many of the performance
enhancements that have been added over the past
decade. In this paper, we explore the two most
commonly used approaches for improving the
performance of meta-data operations and recovery:
logging and Soft Updates.
The commercial sector has moved en masse to
logging file systems, as evidenced by their
presence on nearly every server platform available
today: Solaris, AIX, Digital UNIX, HP-UX, Irix,
and Windows NT. On all but Solaris, the default
file system uses logging. In the meantime, Soft
Updates holds the promise of providing stronger
reliability guarantees than logging, with faster
recovery and superior performance in certain
boundary cases.
In this paper, we explore the benefits of both Soft
Updates and logging, comparing their behavior on
both microbenchmarks and workload-based
macrobenchmarks. We find that logging alone is
not sufficient to “solve” the meta-data update
problem. If synchronous semantics are required
(i.e., meta-data operations are durable once the
system call returns), then the logging systems
cannot realize their full potential. Only when this
synchronicity requirement is relaxed can logging
systems approach the performance of systems like
Soft Updates. Our asynchronous logging and Soft
Updates systems perform comparably in most
cases. While Soft Updates excels in some meta-
data intensive microbenchmarks, it outperforms
logging on only two of the four workloads we
examined and performs less well on one.
1 Introduction
For the past several decades, a recurring theme
in operating system research has been file system
performance. With the large volume of operating
systems papers that focus on file systems and their
performance, we do not see any change in this
trend. Conventionally, any new file system designs
or file system improvements are compared to the
performance of some derivative of the 4.2BSD Fast
File System (FFS) [McKusick84]. However, such
comparisons ignore significant improvements that
have been made to FFS during the past decade.
There are three major performance barriers in
the original FFS: I/Os are issued in small (i.e.,
block size) units, disk seeks are often required
between accesses to different files, and meta-data
operations (e.g., creates, deletes) are performed
synchronously. It is frequently argued that large
caches address the issues around read performance
(small I/Os and seeks between accesses to small
files), so much of the literature has focused on
addressing these first two issues in the context of
writes. The first of these barriers (small I/O sizes)
has largely been overcome by clustering sequential
reads and writes to the same file [Peacock88,
McVoy91, Seltzer93]. This solves the problem for
large files. Log-structured file systems optimize all
writes and avoid synchronous meta-data updates
[Rosenblum92]. They also improve read perfor-
mance when the read pattern matches the write pat-
tern. The Co-locating FFS [Ganger97] solves the
inter-file access problem for both reads and writes
when the data access pattern matches the
namespace locality; that is, when small files in the
same directory are accessed together. The synchro-
nous update problem has been addressed most
directly through logging systems [Hagmann87,
Chutani92] and Soft Updates systems [Ganger94].
Unfortunately, none of the previous work quanti-
fies how much each of these barriers actually con-
tributes to end-to-end application performance.
Furthermore, there is no indication as to which
approach, Soft Updates or logging, offers the supe-
rior solution to the synchronous meta-data prob-
lem.
In this paper, we focus on the performance
impact of synchronous meta-data operations and
evaluate the alternative solutions to this problem.
In particular, we compare Soft Updates to logging
under a variety of conditions and find that while
their performance is comparable, each provides a
different set of semantic guarantees.
2The contributions of this work are: The design
and evaluation of two logging file systems, both
FFS-compatible; a novel logging architecture
where the log is implemented as a stand-alone file
system whose services may be used by other file
systems or applications apart from the file system;
and a quantitative comparison between Soft
Updates and logging.
The rest of this paper is organized as follows.
In Section 2, we discuss how to maintain the integ-
rity of file system data structures. In Section 3, we
discuss our two logging implementations. In Sec-
tion 4, we describe our benchmarking methodol-
ogy and framework. In Section 5, we present our
experimental results, and in Section 6 we discuss
related work. In Section 7, we conclude.
2 Meta-Data Integrity
File system operations can broadly be divided
into two categories, data operations and meta-data
operations. Data operations act upon actual user
data, reading or writing data from/to files. Meta-
data operations modify the structure of the file sys-
tem, creating, deleting, or renaming files, directo-
ries, or special files (e.g., links, named pipes, etc.).
During a meta-data operation, the system must
ensure that data are written to disk in such a way
that the file system can be recovered to a consistent
state after a system crash. FFS provides this guar-
antee by requiring that when an operation (e.g., a
create) modifies multiple pieces of meta-data, it
must write those data to disk in a fixed order. (E.g.,
Create writes the new inode before writing the
directory that references that inode.) Historically,
FFS has met this requirement by synchronously
writing each block of meta-data. Unfortunately,
synchronous writes can significantly impair the
ability of a file system to achieve high performance
in the presence of meta-data operations. There has
been much effort, in both the research community
and industry, to remove this performance bottle-
neck. In the following sections, we discuss some of
the most common approaches to solving the meta-
data update problem, beginning with a discussion
of Soft Updates [Ganger94] and logging
[Hagmann87], the two techniques under analysis
here.
2.1 Soft Updates
With Soft Updates, systems maintain depen-
dency information in memory. This dependency
information identifies which pieces of data must be
written to disk before which other pieces of data,
and the system ensures that these ordering con-
straints are met [Ganger94]. This section provides
a brief description of Soft Updates; much more
detail can be found in other publications
[Ganger95, McKusick99, Ganger00].
When using Soft Updates to maintain meta-
data consistency, the file system uses delayed
writes (i.e., write-back caching) for meta-data
changes. Because most meta-data blocks contain
many pointers, cyclic dependencies occur fre-
quently if dependencies are recorded only at the
block level. Therefore, Soft Updates tracks depen-
dencies on a per-pointer basis instead. Each block
in the system has a list of all the meta-data depen-
dencies that are associated with that block. The
system is free to use any algorithm it wants to
select the order in which the blocks are written.
When the system selects a block to be written, it
allows the Soft Updates code to review the list of
dependencies associated with that block. If there
are any dependencies that require other blocks to
be written before the meta-data in the current block
can be written to disk, then that piece of meta-data
in the current block is rolled back to an earlier, safe
state. When all needed rollbacks are completed, the
initially selected block is written to disk. After the
write has completed, the system deletes any depen-
dencies that are fulfilled by the write. In addition,
the system restores any rolled back values to their
current value so that applications inspecting the
block will see the value that they expect. This
dependency-required rollback allows the system to
break dependency cycles. With Soft Updates,
applications always see the most recent copies of
meta-data blocks and the disk always sees copies
that are consistent with its other contents.
Soft Updates rollback operations may cause
more writes than would be minimally required if
integrity were ignored. Specifically, when an
update dependency causes a rollback of the con-
tents of an inode or a directory block before a write
operation, it must roll the value forward when the
write completes. The effect of doing the roll for-
ward immediately makes the block dirty again. If
no other changes are made to the block before it is
again written to the disk, then the roll forward has
generated an extra write operation that would not
otherwise have occurred. To minimize the fre-
quency of such extra writes, the syncer task and
cache reclamation algorithms attempt to write dirty
blocks from the cache in an order that minimizes
the number of rollbacks Soft Updates incurs.
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inconsistencies that can appear on the disk are
blocks and inodes that are marked as allocated
when they are actually free. As these are not fatal
errors, the Soft Updates file system can be mounted
and used immediately, albeit with a possible
decrease in the available free space. A background
process, similar to fsck, can scan the file system to
correct these errors [McKusick99].
2.2 Logging Systems
Logging or journaling file systems maintain an
auxiliary data structure that functions as a log. The
contents of this log describe the meta-data opera-
tions that the file system has performed. The sys-
tem ensures that the log is written to disk before
any pages containing data modified by the corre-
sponding operations. If the system crashes, the log
system replays the log to bring the file system to a
consistent state. Logging systems always perform
additional I/O to maintain ordering information
(i.e., they write the log). However, these additional
I/Os can be efficient, because they are sequential
and they may allow meta-data to be cached longer,
avoiding multiple writes of a frequently-updated
piece of meta-data.
Logging systems are based on standard data-
base write-ahead-logging techniques [Gray93].
Before a piece of data is updated, the system writes
a log record describing the update. In a database
environment, this log record typically contains
enough information to redo the operation if the
system crashes after it completes as well as enough
information to undo the operation if the application
requests it or if the system crashes before the oper-
ation has been logically completed. A logging file
system usually only needs to support the redo oper-
ation, since most file system operations are them-
selves atomic and cannot be undone once the
system call has been completed. Techniques for
constructing write-ahead logging file systems are
well known [Hagmann87, Chutani92, Vahalia95].
In the context of building a logging file system,
the key design issues are:
• Location of the log.
• Management of the log (i.e., space reclamation
and checkpointing).
• Integration or interfacing between the log and
the main file system.
• Recovering the log.
In Section 3, we present two alternative
designs for incorporating logging in FFS, focusing
on how each addresses these issues.
2.3 Other Approaches
Some vendors have addressed the meta-data
update problem by throwing hardware at it, most
notably non-volatile RAM (NVRAM). Systems
equipped with NVRAM can avoid synchronous
writes, safe in the knowledge that the modified
meta-data are persistent after a failure. On a system
crash, the contents of the NVRAM can be written
to disk or simply accessed during the reboot and
recovery process.
The Rio system provides a similar solution
[Chen96]. Rio assumes that systems have an unin-
terrupted power supply, so memory never loses its
contents. Part of the normal main memory is
treated as a protected region, maintained with read-
only protection during normal operation. The
region is made writable only briefly to allow
updates. This memory is then treated as non-vola-
tile and used during system restart after a crash.
Just as in the non-volatile case, storing meta-data
in Rio memory eliminates the need for synchro-
nous writes.
Log-structured file systems (LFS) offer a dif-
ferent solution to the meta-data update problem.
Rather than using a conventional update-in-place
file system, log-structured file systems write all
modified data (both data blocks and meta-data) in a
segmented log. Writes to the log are performed in
large segment-sized chunks. By carefully ordering
the blocks within a segment, LFS guarantees the
ordering properties that must be ensured to update
meta-data reliably. Unfortunately, it may be the
case that all the related meta-data cannot be written
in a single disk transfer. In this case, it is necessary
for LFS to make sure it can recover the file system
to a consistent state. The original LFS implementa-
tion [Rosenblum92] solved this problem by adding
small log entries to the beginning of segments,
applying a logging approach to the problem. A
later implementation of LFS [Seltzer93] used a
simple transaction-like interface to make segments
temporary, until all the meta-data necessary to
ensure the recoverability of the file system was on
disk.
3 Logging Implementations
In this section, we describe two different
implementations of logging applied to the fast file
4system. The first implementation (LFFS-file) main-
tains a circular log in a file on the FFS, in which it
records logging information. The buffer manager
enforces a write-ahead logging protocol to ensure
proper synchronization between normal file data
and the log.
The second implementation (LFFS-wafs)
records log records in a separate stand-alone ser-
vice, a write-ahead file system (WAFS). In theory,
this stand-alone logging service could be used by
other clients, such as a database management sys-
tem, as was done in the Quicksilver operating sys-
tem [Haskin88].
3.1 LFFS-file
LFFS-file augments FFS with support for
write-ahead logging by linking logging code into
the same hooks used for the Soft Updates integra-
tion. Most of these hooks call back into the logging
code to describe a meta-data update, which is then
recorded in the log. The log is stored in a pre-allo-
cated file that is maintained as a circular buffer and
is about 1% of the file system size. To track depen-
dencies between log entries and file system blocks,
each cached block’s buffer header identifies the
first and last log entries that describe an update to
the corresponding block. The former is used to
ensure that log space is reclaimed only when it is
no longer needed, and the latter is used to ensure
that all relevant log entries are written to disk
before the block. These two requirements are
explained further below.
A core requirement of write-ahead logging is
that the logged description of an update must prop-
agate to persistent storage before the updated
blocks. The function LFFS-file calls during initia-
tion of disk writes enforces this requirement. By
examining the buffer headers of blocks to be writ-
ten, LFFS-file can determine those portions of the
log that must first be written. Specifically, all log
information up to the last log entry relating to the
to-be-written block must be flushed. When such
log flushing is required, LFFS-file synchronously
initiates the log flush, which requires a write of the
file system superblock as well, and then initiates
the original disk write. In most cases, the relevant
log entries will already be on disk and synchronous
flushes will be unnecessary.
Another core requirement is that log space
must be reclaimable, since the log is implemented
as a circular buffer. LFFS-file satisfies this require-
ment via standard database checkpointing tech-
niques [Gray93]. Specifically, space is reclaimed in
two ways. First, during the periodic syncer daemon
activity (once per second), the logging code exam-
ines the buffer headers of all cached blocks to
determine the oldest log entry for which a cached
block has not yet been written. This becomes the
new start of the log, releasing previously live space
in the log. The log’s start is recorded in the super-
block, so that roll-forward can occur efficiently
during crash recovery. While this approach is usu-
ally sufficient to keep the log from becoming full,
the logging code will force a checkpoint when nec-
essary. Such a forced checkpoint causes all blocks
with updates described by some range of log
entries to be immediately written to persistent stor-
age.
3.2 LFFS-wafs
LFFS-wafs implements its log in an auxiliary
file system that is associated with the FFS. The log-
ging file system (WAFS, for Write-Ahead File Sys-
tem) is a simple, free-standing file system that
supports a limited number of operations: it can be
mounted and unmounted, it can append data, and it
can return data by sequential or keyed reads. The
keys for keyed reads are log-sequence-numbers
(LSN), which correspond to logical offsets in the
log. Like the logging file in LFFS-file, the log is
implemented as a circular buffer within the physi-
cal space allocated to the file system. When data
are appended to the log, WAFS returns the logical
offset at which the data were written. This LSN is
then used to tag the data described by the logging
operation exactly as is done in LFFS-file (low and
high LSNs are maintained for each modified buffer
in the cache).
LFFS-wafs uses the same checkpointing
scheme as that used for LFFS-file. LFFS-wafs also
enforces the standard write-ahead logging protocol
as described for LFFS-file.
Because LFFS-wafs is implemented as two
disjoint file systems, it provides a great deal of
flexibility in file system configuration. First, the
logging system can be used to augment any file
system, not just an FFS. Second, the log can be
parameterized and configured to adjust the perfor-
mance of the system. In the simplest case, the log
can be located on the same drive as the file system.
This will necessarily introduce some disk conten-
tion between log writes and foreground file system
activity. A higher performing alternative is to
mount the log on a separate disk, ideally a small,
high speed one. In this case, the log disk should
never seek and the data disk will perform no more
5seeks than does a conventional FFS. Finally, the
log could be located in a small area of battery-
backed-up or non-volatile RAM. This option pro-
vides the greatest performance, at somewhat higher
cost.
LFFS-wafs can also be mounted either syn-
chronously or asynchronously, trading off perfor-
mance for durability guarantees. By default, it is
mounted synchronously so that meta-data opera-
tions are persistent upon return from the system
call. That is, log messages for creates, deletes, and
renames are flushed to disk before the system call
returns, while log messages corresponding to bit-
map operations are cached in memory until the
current log block is flushed to disk. For higher per-
formance, the log can be mounted to run asynchro-
nously. In this case, the system maintains the
integrity of the file system, but does not provide
synchronous FFS durability guarantees.
LFFS-wafs requires minimal changes to FFS
and to the rest of the operating system. The
FreeBSD 4.0 operating system was augmented to
support LFFS-wafs by adding approximately 16
logging calls to the ufs layer (that is the Unix file
system layer, independent of the underlying file
system implementation) and 13 logging calls to
manage bitmap allocation in the FFS-specific por-
tion of the code. These logging calls are writes into
the WAFS file system. The only other change is in
the buffer management code, which is enhanced to
maintain and use the LSNs to support write-ahead
logging. The buffer management changes required
approximately 200 lines of additional code.
3.3 Recovery
Both logging file systems require database-like
recovery after system failure. First, the log is
recovered. In both LFFS-file and LFFS-wafs, a
superblock contains a reference to the last log
checkpoint. In LFFS-file, the superblock refer-
enced is that of the FFS; in LFFS-wafs, the super-
block is that of the WAFS. In LFFS-file,
checkpoints are taken frequently and the state
described in the superblock is taken as the starting
state. In LFFS-wafs, superblocks are written infre-
quently and the log recovery code must find the
end of the log. It does so by reading the log begin-
ning with the last checkpoint and reading sequen-
tially until it locates the end of the log. Log entries
are timestamped and checksummed so that the log
recovery daemon can easily detect when the end of
log is reached.
Once the log has been recovered, recovery of
the main file system begins. This process is identi-
cal to standard database recovery [Gray93]. First,
the log is read from its logical end back to the most
recent checkpoint and any aborted operations are
undone. In LFFS-wafs, creates are the only poten-
tially aborted operations. Creates require two log
records, one to log the allocation of the inode and
one to log the rest of the create. If the system
crashes between these two operations, then the first
operation must be undone (aborted) rather than
rolled forward. This happens on the backward pass
through the log. On the forward pass through the
log, any updates that have not yet been written to
disk are reapplied. Most of the log operations are
idempotent, so they can be redone regardless of
whether the update has already been written to
disk. Those operations that are not idempotent
affect data structures (e.g., inodes) that have been
augmented with LSNs. During recovery, the recov-
ery daemon compares the LSN in the current log
record to that of the data structure and applies the
update only if the LSN of the data structure
matches the LSN logged in the record.
Once the recovery daemon has completed both
its backward and forward passes, all the dirty data
blocks are written to disk, the file system is check-
pointed and normal processing continues. The
length of time for recovery is proportional to the
inter-checkpoint interval.
4 Measurement Methodology
The goal of our evaluation is twofold. First, we
seek to understand the trade-offs between the two
different approaches to improving the performance
of meta-data operations and recovery. Second, we
want to understand how important the meta-data
update problem is to some typical workloads.
We begin with a set of microbenchmarks that
quantify the performance of the most frequently
used meta-data operations and that validate that the
performance difference between the two systems is
limited to meta-data operations (i.e., that normal
data read and write operations behave compara-
bly). Next, we examine macrobenchmarks. In addi-
tion to providing end-to-end performance results
from the macrobenchmarks, we characterize their
initial FFS performance and access pattern. We use
the microbenchmark results and this characteriza-
tion to predict and explain the actual end-to-end
numbers that we measure.
64.1 The Systems Under Test
We compared the two LFFS implementations
to both FFS and Soft Updates. We also compared
them to FFS-async, an FFS file system mounted
with the async option. In this configuration, all file
system writes are performed asynchronously.
Because it does not include the overhead of either
synchronous meta-data updates, update ordering,
or logging, we expect this case to represent the best
case performance. However, it is important to note
that such a file system is not practical in production
use as it may be unrecoverable after system failure.
We have multiple, identical test platforms whose
configuration is shown in Table 1. Table 2 shows
the various file system configurations under test.
4.2 The Microbenchmarks
Our microbenchmark suite is reminiscent of
any number of the microbenchmark results that
appear in the file system literature [Rosenblum92,
Ganger94, Seltzer95]. The basic structure is that
for each of a large number of file sizes, we create,
read, write, and delete either 128 MB of data or
512 files, whichever generates the most files. The
files are allocated 50 per directory to avoid exces-
sively long lookup times. The files are always
accessed in the same order.
We add one microbenchmark to the suite nor-
mally presented: a create/delete benchmark that
isolates the cost of meta-data operations in the
absence of any data writing. The create/delete
benchmark creates and immediately deletes 50,000
0-length files, with each newly-created file deleted
before moving on to the next. This stresses the per-
formance of temporary file creation/deletion.
The results of all the microbenchmarks are pre-
sented and discussed in Section 5.1.
4.3 The Macrobenchmarks
The goal of our macrobenchmarking activity is
to demonstrate the impact of meta-data operations
for several common workloads. As there are an
infinite number of workloads, it is not possible to
accurately characterize how these systems will
benefit all workloads. Instead, we show a variety of
workloads that demonstrate a range of effects that
meta-data operations can introduce.
4.3.1 The SSH Build Benchmark
The most widely used benchmark in the file
system literature is the Andrew File System Bench-
mark [Howard88]. Unfortunately, this benchmark
no longer stresses the file system, because its data
set is too small. We have constructed a benchmark
reminiscent of Andrew that does stress a file sys-
tem.
Our benchmark unpacks, configures, and
builds a medium-sized software package (ssh ver-
sion 1.2.26 [Ylonen96]). In addition to the end-to-
end timing measurement, we also measure the time
for each of the three phases of this benchmark:
• Unpack This phase unpacks a compressed tar
archive containing the ssh source tree. This
phase highlights meta-data operations, but
unlike our microbenchmarks, does so in the
FreeBSD Platform
Motherboard Intel ASUS P38F, 440BX Chipset
Processor 500 Mhz Xeon Pentium III
Memory 512 MB, 10 ns
Disk 3 9 GB 10,000 RPM Seagate Cheetahs
Disk 1: Operating system, /usr, and swap
Disk 2: 9088 MB test partition
Disk 2: 128 MB log partition
Disk 3: 128 MB log partition
I/O Adapter Adaptec AHA-2940UW SCSI
OS FreeBSD-current
config: GENERIC + SOFTUPDATES -
bpfilter - unnecessary devices
Table 1. System Configuration. We are using the “current”
version of FreeBSD for submission, but will move to a stable,
easily identifiable version before final copy.
File System Configurations
FFS Standard FFS
FFS-async FFS mounted with the async option
Soft-Updates FFS mounted with Soft Updates
LFFS-file FFS augmented with a file log
log writes are asynchronous
LFFS-wafs-1sync FFS augmented with a WAFS log
log writes are synchronous
LFFS-wafs-1async FFS augmented with a WAFS log
log writes are asynchronous
LFFS-wafs-2sync FFS augmented with a WAFS log
log is on separate disk
log writes are synchronous
LFFS-wafs-2async FFS augmented with a WAFS log
log is on a separate disk
log writes are asynchronous
Table 2. File System Configurations.
7context of a real workload. (I.e., it uses a mix
of file sizes.)
• Config This phase determines what features
and libraries are available on the host operating
system and generates a Makefile reflecting this
information. To do this, it compiles and
executes many small test programs. This phase
should not be as meta-data intensive as the
first, but because most of the operations are on
small files, there are more meta-data operations
than we see in the final phase.
• Build This phase executes the Makefile built
during the config phase to build the ssh
executable. It is the most compute-intensive
phase of the benchmark (90% CPU utilization
running on FFS). As a result, we expect to see
the least performance difference here.
We run the three phases of the benchmark con-
secutively, so the config and build phases run with
the file system cache warmed by the previous
phases.
4.3.2 Net News
A second workload that we examine is that of a
Netnews server. We use a simplified version of
Karl Swartz’s Netnews benchmark [Swartz96]. It
simulates the work associated with unbatching
incoming news articles and expiring old articles by
replaying traces from a live news server. The
benchmark runs on a file system that is initialized
to contain 2 GB of simulated news data. This data
is broken into approximately 520,000 files spread
over almost 7,000 directories. The benchmark
itself consists of two phases:
• Unbatch This phase creates 78,000 new files
containing 270 MB of total data.
• Expire This phase removes 91,000 files,
containing a total of 250 MB of data.
In addition to the sheer volume of file system
traffic that this benchmark generates, this workload
has two other characteristics that effect the file sys-
tem. First, successive create and delete operations
seldom occur in the same directory. Because FFS
places different directories in different regions of
the disk, this results in little locality of reference
between successive (synchronous) meta-data oper-
ations, causing a large number of disk seeks.
The second characteristic of interest is that due
to the large data set that the benchmark uses, it is
difficult for the file system to maintain all of the
meta-data in its buffer cache. As a result, even the
Soft Updates and logging file systems that we are
studying may incur many seeks, since the meta-
data on which they need to operate may not be in
cache. It is important to note that our benchmark is
actually quite small compared to current netnews
loads. Two years ago, a full news feed could
exceed 2.5 GB of data, or 750,000 articles per day
[Christenson97, Fritchie97]. Anecdotal evidence
suggests that a full news feed today is 15 – 20 GB
per day.
4.3.3 SDET
Our third workload is the deprecated SDET
benchmark from SPEC. This benchmark concur-
rently executes one or more scripts of user com-
mands designed to emulate a typical software-
development environment (e.g., editing, compiling,
and various UNIX utilities). The scripts are gener-
ated from a predetermined mix of commands
[Gaede81, Gaede82]. The reported metric is
scripts/hour as a function of the script concurrency.
4.3.4 Postmark
The PostMark benchmark was designed by
Jeffrey Katcher to model the workload seen by
Internet Service Providers under heavy load
[Katcher97]. Specifically, the workload is meant to
model a combination of electronic mail, netnews,
and web-based commerce transactions. To accom-
plish this, PostMark creates a large set of files with
random sizes within a set range. The files are then
subjected to a number of transactions. These trans-
actions consist of a pairing of create or delete a file,
and read or append to a file. Each pair of transac-
tions is chosen randomly, and can be biased with
modifiable parameters. File creation involves creat-
ing a file of a random size within the set range. File
deletion involves unlinking a file from the active
set. File read involves choosing a random file and
reading the entire file in transaction block size
chunks. File append opens a random file, seeks to
the end of the file, and writes a random amount of
data, not exceeding the maximum file size. Our
experiments use the default PostMark configura-
tion of 10,000 files with a size range of 512 bytes
to 16 KB. One run of this default performs 20,000
transactions with no bias toward any particular
transaction type and with a transaction block size
of 512 bytes.
85 Results
Before examining the results in detail, it is
important to understand the different systems
under test, the guarantees that they make, and how
those guarantees affect their performance. These
differences are summarized in Table 3.
Both logging and Soft Updates systems ensure
the integrity of meta-data operations, but they pro-
vide slightly different semantics. The three areas of
difference are the durability of meta-data opera-
tions such as create and delete, the status of the file
system after a reboot and recovery, and the guaran-
tees made about the data in files after recovery.
The original FFS implemented meta-data oper-
ations such as create, delete, and rename synchro-
nously, guaranteeing that when the system call
returns, the meta-data changes are persistent. Some
FFS variants (e.g., Solaris) have made deletes
asynchronous and other variants (e.g., SVR4) did
not make create and rename synchronous. How-
ever, on FreeBSD, FFS does guarantee that create,
delete, and rename operations are synchronous.
FFS-async makes no such guarantees, and fur-
thermore does not guarantee that the resulting file
system can be recovered (via fsck) to a consistent
state after failure. Thus, instead of being a viable
candidate for a production file system, FFS-async
provides an upper bound on the performance one
can expect to achieve with the FFS derivatives.
Soft updates provides looser guarantees about
when meta-data changes reach disk. Create, delete,
and rename operations reach disk within 35 sec-
onds of the corresponding system call. Soft updates
also guarantees that the file system can be restarted
without any file system recovery. At such a time,
file system integrity is assured, but freed blocks
and inodes may not yet be marked as free and, as
such, the file system may under report the amount
of free space. A background process, similar to
fsck, restores the file system to an accurate state
with respect to free blocks and inodes
[McKusick99].
The logging file systems provide a spectrum of
points between the synchronous guarantees of FFS
and the relaxed guarantees of Soft Updates. When
the log is maintained synchronously, the logging
systems provide guarantees identical to FFS; when
the log is run asynchronously, the logging systems
provide guarantees identical to Soft Updates,
except that they require a short recovery phase
after system restart to make sure that all operations
in the log have been applied to the file system.
The third area of different semantics is in the
guarantees made about the status of data in
recently created or written to files. In an ideal sys-
tem, one would never allow meta-data to be written
to disk before the data referenced by that meta-data
is on the disk. For example, if block 100 is allo-
cated to file 1, you would want block 100 to be on
disk before file 1’s inode is written, so that file 1 is
not left containing bad (or highly sensitive) data.
FFS has never made such guarantees. However,
Soft Updates uses its dependency information to
roll back any meta-data operations for which the
corresponding data blocks have not yet been writ-
ten to disk. This guarantees that no meta-data ever
points to bad data. In our tests, the penalty for
enforcing this ranges from 0 (in the less meta-data
intensive ssh benchmark described in Section
4.3.1) to approximately 8% (in the meta-data inten-
sive news benchmark, described in Section 4.3.2).
Neither of the logging file systems provides this
stronger guarantee. These differences should be
taken into account when comparing performance
results.
5.1 Microbenchmark Results
This collection of microbenchmarks separates
meta-data operations from conventional read and
write tests. As the systems under test all use the
same algorithms and underlying disk representa-
tion, we expect to see no significant performance
difference for read and write tests. For the create
and delete tests, we expect both Soft Updates and
the logging systems to provide significantly
improved performance over FFS. The important
question is how close these systems come to
approaching the performance of FFS-async, which
Feature File Systems
Meta-data updates are synchronous FFS,
LFFS-wafs-[12]sync
Meta-data updates are asynchronous Soft-Updates
LFFS-file
LFFS-wafs-[12]async
File data blocks are freed in back-
ground
Soft-Updates
New data blocks are written before
inodes
Soft Updates
Recovery requires full file system scan FFS
Recovery requires log replay LFFS-*
Recovery is non-deterministic and may
be impossible
FFS-async
Table 3. Feature comparison.
9might be viewed as the best performance possible
under any FFS-based system.
All of the microbenchmarks represent the aver-
age of at least five runs; standard deviations were
less than 1% of the average. The benchmarks were
run with a cold file system cache.
Figure 1 and Figure 2 show the read and write
performance of the various systems. As expected,
all file system configurations perform comparably.
Figure 3 shows the results of the create
microbenchmark. The most surprising result is that
Soft Updates outperforms FFS-async for small file
sizes. We believe that this counter-intuitive behav-
ior is a result of an interaction between our bench-
marking methodology (unmounting the file system
before each run) and the fact that Soft Updates pre-
reads all of its cylinder groups at mount time. For
the final paper we will either modify our bench-
marking methodology or provide a more complete
explanation of this phenomenon.
The next significant observation is the shape of
the curves with the various drops observed in
nearly all the systems. These are idiosyncrasies of
the FFS disk layout and writing behavior. In partic-
ular, on our configuration, I/O is clustered into 64
KB units before being written to disk. This means
that at 64KB, many of the asynchronous systems
achieve nearly the maximum throughput possible.
At 96 KB, we see a drop because we are doing two
writes and losing a rotation between them. At 104
KB we see an additional drop due to the first indi-
rect block, which ultimately causes an additional
I/O. From 104 KB to our maximum file size of 4
MB we see a steady increase back up to the maxi-
mum throughput.
At the low performance end of the spectrum,
we see that FFS and LFFS-wafs-1sync perform
comparably until the introduction of the indirect
block. This introduces a synchronous write on FFS
which is asynchronous on LFFS-wafs-1sync, so
LFFS-wafs-1sync takes a lead. As file size grows,
the two systems converge until FFS ultimately
overtakes LFFS-wafs-1sync, because it is not per-
Figure 1. Read Performance as a function of file
size. As expected, the systems show no significant
difference in read performance.
Figure 2. Write Performance as a function of file
size. Like the read case, the systems show no
significant difference in write performance.
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forming costly seeks between the log and data par-
titions.
For small file sizes, where meta-data opera-
tions dominate, LFFS-wafs-2async offers a signifi-
cant improvement over LFFS-wafs-2sync. As file
size grows such that the benchmark time is domi-
nated by data transfer time, the two systems con-
verge.
The delete microbenchmark performance is
shown in Figure 4. Note that performance is
expressed in files per second. This microbench-
mark highlights a feature of Soft Updates that is
frequently overlooked. Not only does Soft Updates
make meta-data write operations asynchronous, it
also performs deletes in the background. That is,
when a delete is issued, Soft Updates removes the
file’s name from the directory hierarchy and creates
a remove dependency associated with the buffer
holding the corresponding directory data. When
that buffer is written, all the delete dependencies
associated with the buffer are passed to a separate
background syncer task, which does the work of
walking the inode and indirect blocks freeing the
associated file data blocks. This background dele-
tion typically occurs 30 to 60 seconds after the sys-
tem call that triggered the file deletion. Thus the
apparent time to remove a file is short, leading to
the outstanding performance of Soft Updates on
the delete microbenchmark.
As soon as the file size surpasses 96 KB, all of
the systems without Soft Updates suffer a signifi-
cant performance penalty, because they are forced
to read the first indirect block in order to reclaim
disk blocks. In contrast, by backgrounding the
delete, Soft Updates removes this read from the
measurement path.
In the region up to and including 96 KB, Soft
Updates still enjoys increased performance
because it performs deletes in the background, but
the effect is not as noticeable. The logging systems
write a log message per freed block, so they suffer
from a slight decrease in performance as the num-
ber of blocks in the file increases.
Our final microbenchmark is the 0-length file
create/delete benchmark. This emphasizes the ben-
efits of asynchronous meta-data operations outside
the presence of any data to allocate/free, thus
removing the effects of the ratio of data writes to
meta-data writes and the backgrounding of frees in
Soft Updates. This benchmark also eliminates the
overheads of compulsory read misses in the file
system cache, as the test repeatedly accesses the
same directory and inode data. Table 4 shows the
results for this benchmark. As this benchmark does
nothing outside of meta-data operations, the syn-
chronous logging implementations behave identi-
cally to FFS. The asynchronous logging
implementations and Soft Updates perform compa-
rably, achieving less than half the performance of
FFS-async. The reason for this is that when the
system is running completely asynchronously, the
files are created and deleted entirely within the
buffer cache and no disk I/O is needed. The log-
ging systems, however, still write log records to
record this activity, thus requiring disk I/O. LFFS-
file outperforms the WAFS-based logging schemes
because it writes log blocks in larger clusters. The
disappointing performance for Soft Updates is due
to an implementation problem that causes many
non-persistent files to be deleted as though theyFigure 4. Delete Performance as a function of file
size.
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FFS 80.4 (0.0)
FFS-async 10782.8 (47.8)
Soft-Updates 4962.0 17.7)
LFFS-file 7695.7 (182.6)
LFFS-wafs-1sync 80.3 (0.0)
LFFS-wafs-1async 4846.4 (74.7)
LFFS-wafs-2sync 80.5 (0.0)
LFFS-wafs-2async 4692.7 (194.0)
Table 4. 0-length File Create/Delete in Files per
Second. Standard deviations are shown in parentheses.
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were already persistent, which results in added disk
I/O and inode utilization.
This benchmark also shows another advantage
of the asynchronous approaches. Not only do they
improve file system performance, they also allow
performance to scale with processor speed, rather
than disk speed.
5.2 Macrobenchmark Results
In this section, we present all results relative to
the performance of FFS-async, since that is, in
general, the best performance we can hope to
achieve.1 For throughput results (where larger
numbers are better), we normalize performance by
dividing the measured result by that of FFS-async.
For elapsed time results (where smaller numbers
are better), we normalize by taking FFS-async and
dividing by each measured result. Therefore,
regardless of the measurement metric, in all results
presented, numbers greater than one indicate per-
formance superior to FFS-async and numbers less
than one indicate performance inferior to FFS-
async. As a result, the performance of FFS-async
in each test is always 1.0, and therefore is not
shown.
5.2.1 Ssh Build
As explained in Section 4.2.1, this benchmark
simulates unpacking, configuring and building
ssh [Ylonen96]. Table 5 reports the normalized
performance of our systems. While many of the
results are as expected, there are several important
points to note. For the CPU-intensive config and
build phases, most of the logging and Soft Updates
systems perform almost as well as FFS-async, with
the synchronous logging systems exhibiting some-
what reduced throughput, due to the few synchro-
nous file creations that must happen.
During the unpack phase, Soft Updates is the
only system able to achieve performance compara-
ble to FFS-async. The synchronous logging sys-
tems demonstrate little improvement over FFS,
indicating that the ratio of meta-data operations to
data operations is significant and that the meta-data
operations account for nearly all the time during
this phase. Both the LFFS-wafs-async systems
approach 90% of the performance of FFS-async.
On LFFS-wafs-1async, we attribute the 10% deg-
radation to the seeks required between the log and
the data.
The LFFS-file system has slower file create
performance on files larger than 64KB, and the
build benchmark contains a sufficient number of
these to explain its reduced performance on the
unpack phase.
5.2.2 Netnews
As described in Section 4.3.2, the Netnews
benchmark places a tremendous load on the file
system, both in terms of the number of meta-data
operations it performs, and the amount of data on
which it operates. The impact of these stresses is
apparent in the benchmark results shown in Table
6. On this benchmark, all of the file systems are
completely disk bound.
All of the asynchronous logging systems
approach the performance of FFS-async (within
5%), but neither Soft Updates nor the synchronous
systems come close. The Soft Updates perfor-
mance is largely due to writes caused by depen-
dency-required rollback. Soft updates performed
1. We have two different test machines whose code bases have
diverged enough to give us results that differ by approximately 10%
between the two systems. After submission, we will merge code bases
and insure that the numbers from both systems are comparable.
Unpack Config Build Total
FFS 0.13 0.73 0.83 0.74
Soft-Updates 0.98 0.99 1.01 1.01
LFFS-file 0.79 0.98 0.99 1.01
LFFS-wafs-1sync 0.17 0.92 0.92 0.84
LFFS-wafs-1async 0.91 0.98 0.99 0.99
LFFS-wafs-2sync 0.20 0.93 0.94 0.87
LFFS-wafs-2async 0.91 0.99 1.00 1.00
Table 5. Ssh Results Normalized to FFS-async. Data
gathered are the averages of 5 runs. All standard deviations
were small relative to the averages. As the config and build
phases are the most CPU-intensive, they show the smallest
difference in execution time for all systems. Unpack, the most
meta-data intensive, demonstrates the most significant
differences.
Unbatch Expire Total
FFS 0.57 0.37 0.48
Soft-Updates 0.86 0.76 0.82
LFFS-file 0.95 0.95 0.95
LFFS-wafs-1sync 0.67 0.46 0.58
LFFS-wafs-1async 0.98 0.94 0.97
LFFS-wafs-2sync 0.88 0.58 0.96
LFFS-wafs-2async 0.99 0.96 0.98
Table 6. Netnews Results Normalized to FFS-async.
These results are based on a single run, but we observed
little variation between multiple runs of any
configuration.
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13% more writes than FFS. The major cause for
these rollbacks is because the data set exceeds the
size of the buffer cache. Frequent cache evictions
force Soft Updates to flush blocks to disk in the
order indicated by the cache’s LRU list, rather than
in its preferred order, based on the dependency
data.
The relatively poor performance of LFFS-
wafs-2sync indicates that there are sufficiently
many meta-data operations to cause the synchro-
nous write of the log to become a bottleneck. How-
ever, as LFFS-wafs-1sync performs even worse,
we see that seeks between the log and the file sys-
tem also account for a significant performance pen-
alty. When the log writes are asynchronous, these
seeks incur a much smaller penalty, evidenced by
the closeness in performance of LFFS-wafs-1async
and LFFS-wafs-2async.
5.2.3 Sdet
Figure 5 shows the results for the SDET test.
Once again we see the systems diverge into the
largely asynchronous ones (Soft Updates, LFFS-
file, LFFS-wafs-[12]async) and the synchronous
ones (FFS, LFFS-wafs-[12]sync), with the syn-
chronous logging systems providing minimal
improvement over FFS. As expected, the synchro-
nous schemes drop in performance as script con-
currency increases, because the scripts compete for
the disk. Soft updates outperforms the other
schemes because of its backgrounding of file dele-
tion. We believe that LFFS-file suffers the same
performance problem here that we observed in the
ssh unpack test, namely that it creates files larger
than 64 KB more slowly than the other systems.
5.2.4 Postmark
This test demonstrates the same phenomenon
that we saw in the create microbenchmark, that
Soft Updates can actually outperform FFS-async.
This is a case that demonstrates the effectiveness of
Soft Updates’ delayed deletions. As 25% of the
operations are file deletions, the lazy deletion of
Soft Updates demonstrates performance superior to
that of FFS-async.
The asynchronous logging systems approach
the performance of FFS-async, with the two-disk
approach yielding only marginal benefit (4%) over
the one-disk approach. In the synchronous case,
LFFS-wafs-1sync provides only marginal improve-
ment over FFS, but the addition of the second disk
(LFFS-wafs-2sync) provides a significant benefit.
When the log writes are synchronous, this causes
the difference between the 1-disk and 2-disk cases.
However, in the asynchronous case, the ability to
write log records lazily removes the disk seeks
from the critical path.
6 Related Work
In Section 2, we discussed much of the work
that has been done to avoid synchronous writes in
FFS. As mentioned in the introduction, small
writes are another performance bottleneck in FFS.
Log-structured file systems [Rosenblum92] are one
approach to that problem. A second approach is the
Virtual Log Disk [Wang99].
Log-structured file systems (LFS) solve both
the synchronous meta-data update problem and the
small-write problem. Data in an LFS are coalesced
and written sequentially to a segmented log. In this
way, LFS avoids the seeks that a conventional file
system pays in writing data back to its original
location. Using this log-structured technique, LFS
also solves the meta-data consistency problem by
carefully ordering blocks within its segments. Like
Figure 5. Sdet Results Normalized to FFS-async.
The results were averaged from five runs with small
standard deviations.
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FFS 0.24
Soft-Updates 1.15
LFFS-file 0.95
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LFFS-wafs-2async 0.99
Table 7. Postmark Results Normalized to FFS-async. The
pre-normalized results were the averages of 5 runs; standard
deviations were all under 2%.
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the logging systems, LFS requires a database-like
recovery phase after system crash and like Soft
Updates, data are written in an order that guaran-
tees the file system integrity. Unlike either Soft
Updates or logging, LFS requires a background
garbage collector, whose performance has been the
object of great speculation and debate [Seltzer93,
Blackwell95, Seltzer95, Matthews97]
Building on the idea of log-structured file sys-
tems, Wang and his colleagues propose an intelli-
gent disk that performs writes at near maximum
disk speed by selecting the destination of the write
based upon the position of the disk head [Wang99].
The disk must then maintain a mapping of logical
block number to physical location. This mapping is
maintained in a virtual log which is written adja-
cent to the actual data being written. The proposed
system exists only in simulation, but seems to offer
the promise of LFS-like performance for small
writes, with much of the complexity hidden behind
the disk interface, as is done in the AutoRaid stor-
age system [Wilkes95]. While such an approach
can solve the small-write problem, it does not solve
the meta-data update problem, where the file sys-
tem requires that multiple related structures be
consistent on disk. It does however improve the sit-
uation by allowing the synchronous writes used by
FFS to occur at near maximum disk speed.
Another approach to solving the small-write
problem that bears a strong resemblance to logging
is the database cache technique [Elkhardt84] and
the more recent Disk Caching Disk (DCD) [Hu96].
In both of these approaches, writes are written to a
separate logging device, instead of being written
back to the actual file system. Then, at some later
point when the file system disk is not busy, the
blocks are transferred back. This is essentially a
two-disk logging approach. The difference
between the database cache techniques and the log-
ging file system technique is that the database
cache tries to improve the performance of data
writes as well as meta-data writes and does nothing
to make meta-data operations asynchronous;
instead, it makes them synchronous but with a
much lower latency. In contrast, DCD places an
NVRAM cache in front of the logging disk, mak-
ing all small writes, including meta-data writes,
asynchronous.
7 Conclusions
We draw several conclusions from our compar-
isons. At a high level, we have shown that both log-
ging and Soft Updates succeed at dramatically
improving the performance of meta-data opera-
tions. While there are minor differences between
the two logging architectures, to a first approxima-
tion, they behave comparably. Surprisingly, we see
that logging alone is not sufficient to solve the
meta-data update problem. If application and sys-
tem semantics require the synchronicity of such
operations, there remains a significant performance
penalty, as much as 90% in some cases. In most
cases, even with two disks, the penalty is substan-
tial, unless the test was CPU-bound (e.g., the con-
fig and build phases of the ssh-build benchmark).
Soft Updates exhibits some side-effects that
improve performance, in some cases significantly.
Its ability to delay deletes is evidenced most clearly
in the microbenchmark results. It is also true that
Soft Updates caches inode blocks preferentially, so
on workloads where the meta-data is larger than
the meta-data cache, we have observed a perfor-
mance boost as a result. However, this does not
seem to manifest itself in any of our macrobench-
marks. For the massive data set of the news bench-
mark, we see that Soft Updates’ ordering
constraints prevent it from achieving performance
comparable to the asynchronous logging systems.
The race between increasing memory sizes and
increasing data sets will determine which of these
effects is most significant.
If our workloads are indicative of a wide range
of workloads (as we hope they are), we see that
meta-data operations are significant, even in CPU-
dominated tasks such as the ssh-build benchmark
where FFS suffers a 25% performance degradation
from FFS-async. In our other test cases, the impact
is even more significant (e.g., 50% for news and
75% for Postmark).
The implications of such results are important
as the commercial sector contemplates technology
transfer from the research arena. Logging file sys-
tems have been in widespread use in the commer-
cial sector for many years (Veritas, IBM’s JFS,
Compaq’s AdvFS, HP’s HPFS10, Irix’s XFS),
while Soft Updates systems are only beginning to
make an appearance. If vendors are to make
informed decisions concerning the future of their
file systems, analyses such as those presented here
are crucial to provide the data from which to make
such decisions.
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