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Abstract—This short paper reports some initial experimen-
tal demonstrations of the theoretical framework: the massive
amount of data in the large-scale cognitive radio network can
be naturally modeled as (large) random matrices. In particular,
using experimental data we will demonstrate that the empirical
spectral distribution of the large sample covariance matrix—a
Hermitian random matrix—agree with its theoretical distribution
(Marchenko-Pastur law). On the other hand, the eigenvalues of
the large data matrix —a non-Hermitian random matrix—are
experimentally found to follow the single ring law, a theoretical
result that has been discovered relatively recently. To our best
knowledge, our paper is the first such attempt, in the context of
large-scale wireless network, to compare theoretical predictions
with experimental findings.
Index Terms—large scale, wireless network, massive data, Big
Data, random matrices, experimental testbed, data modeling.
I. INTRODUCTION
Statistical science is an empirical science. The object of
statistical methods, according to R.A. Fisher (1922) [1], is the
reduction of data: “It is the object of the statistical processes
employed in the reduction of data to exclude this irrelevant
information, and isolate the whole of the relevant information
contained in the data.” In the age of Big Data [2], [3], the
goal set by Fisher has never been so relevant today. In the
work of [4], we make an explicit connection of big data with
large random matrices. This connection is based on the simple
observation that massive amount of data can be naturally
represented by (large) random matrices. When the dimensions
of the random matrices are sufficiently large, some unique
phenomena (such as concentration of spectral measure) will
occur [2], [3].
In the same spirit of our previous work—representing
large datasets in terms of random matrices, we report some
empirical findings in this short paper. In this initial report,
we summarize the most interesting results only when the
theoretical models agree with experimental data. When the
size of a random matrix is sufficiently large, the empirical
distribution of the eigenvalues (viewed as functions of this
random matrix) converges to some theoretical limits (such as
Marchenko-Pastur law and the single ring law). In the context
of large-scale wireless network, our empirical findings will
validate these theoretical predictions. To our best knowledge,
our work represents the first such attempt in the literature,
although a lot of simulations are used in the past work [5].
The structure of this paper is as follows. We first describe
the theoretical models. Then, empirical findings are compared
with these theoretical models.
II. THEORETICAL STATISTICAL MODELS
A. Marchenko-Pastur Law
Let X = {ξij}16i6N,16j6n be a random N × n matrix
whose entries are i.i.d. N is an integer such that N 6 n
and N/n = c for some c ∈ (0, 1]. The empirical spectrum
density (ESD) of the corresponding sample covariance matrix
S = 1nX
HX converges to the distribution of Marchenko-
Pastur law [4], [5] with density function
fMP (x) =
{
1
2pixcσ2
√
(b− x)(x− a), a 6 x 6 b
0 otherwsie
(1)
where a = σ2(1−√c)2, b = σ2(1 +√c)2.
B. Kernel Density Estimation
A nonparametric estimate [6] of the empirical spectral
density of the sample covariance matrix S can be used
fn(x) =
1
ph
p∑
i=1
K(
x− λi
h
) (2)
in which λi, i = 1, ..., p, are the eigenvalues of S, and K(·)
is the kernel function for bandwidth parameter h.
C. Power Law
Sometimes, the empirical spectral density can be fitted by
a power law which is given by
ρβ (x) =
1
2picβΓ (β + 1)
(
cβ
x
)β+2
.∫ X+
X−
tβexp (−cβ
x
t)
√
(t−X−) (X+ − t)dt,
(3)
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where β is the power law parameter that will be experimentally
found via curve fitting. The power law is mainly applicable
for the case when signal is present.
D. The Single “Ring” Law
Let, for each n ≥ 1, An be a random matrix which
admits the decomposition An = UnTnVn, with Tn =
diag (s1, ..., sn) where the si’s are positive numbers and
where Un and Vn are two independent random unitary
matrices which are Haar-distributed independently from the
matrix Tn. Under certain mild conditions, the ESD µAn
of An converges [7], in probability, weakly a determinis-
tic measure whose support is {z ∈ C : a 6 |z| 6 b} , a =(∫
x−2ν (dx)
)−1/2
, b =
(∫
x2ν (dx)
)1/2
. Some outliers to the
single ring law [8] can be observed.
Consider the matrix product
α∏
i=1
Xi, where Xi is the singu-
lar value equivalent [9] of the rectangular N×n non-Hermitian
random matrix X˜i, whose entries are i.i.d. Thus, the empirical
eigenvalue distribution of
α∏
i=1
Xi converge almost surely to the
same limit given by
f α∏
i=1
Xi
(z) =
{
1
picα |z|2/α−2 (1− c)α/2 6 |z| 6 1
0 elsewhere
(4)
as N,n → ∞ with the ratio c = N/n 6 1. On the complex
plane of the eigenvalues, the inner circle radius is (1− c)α/2
and outer circle radius is unity.
III. EXPERIMENTAL RESULTS
All the data are collected under two scenarios: (i) Only
noise is present; (ii) Signal plus noise is present. We have
used 70 USRP front ends and 29 high performance PCs. The
experiments are divided into two main categories: (1) single
USRP receiver, and (2) multiple USPR receivers.
Every such software defined radio (SDR) platform (also
called a node) is composed of one or several USRP RF
front ends and a high performance PC. The RF up-conversion
and down-conversion functionalities reside in the USRP front
end, while the PC is mainly responsible for baseband signal
processing. The USRP front end can be configured as either
radio receiver or transmitter, which is connected with PC via
Ethernet cable.
A. Single USRP receiver
For the single receiver scenario, what we observe at the
USRP receiver is just a time series composed of samples of
baseband waveforms. The matrix X ∈ CN×n is formed from
this time series. Let N = 400, c = 0.25, n = N/c = 1600, as
typical value. Thus the length of the time series is N × n =
640, 000.
The variance and the mean of the random vector x ∈
C1600×1 are denoted as σ2 and µ respectively. The normal-
ization is needed before we convert the time series to the
corresponding random matrix X. Denote the x˜ij as the element
of the raw random matrix X˜ ∈ CN×n directly composed of
Fig. 1. The spectrum of the white noise captured from a USRP receiver.
Fig. 2. Empirical spectrum density of white noise. The histogram (blue line)
and the kernel density estimation (green line) agree with Marchenko-Pasture
Law (red line). The Marchenko-Pasture Law provides an alternative summary
of relevant information in the data of Fig. 1.
N random realizations of the random vector x ∈ C1600×1.
Thus, the (i, j)-th element of the random matrix X is defined
as xij =
x˜ij−µ
σ .
1) White Noise Only: In this scenario, only one USRP
receiver is deployed and no USRP transmitter exists. We
carefully select the receiving frequency to avoid any existing
signal. This case is studied as the benchmark since noise
always present regardless of the presence of a signal.
The noise captured by the USPR receiver could be colored
noise, with local oscillator leakage and DC offset. After
removing the local oscillator leakage and DC offset, we could
obtain the near white noise with spectrum shown as figure 1.
In figure 2, we compare the histogram, kernel density
estimation and the MP-law, for the ESD of the captured white
noise at a single USRP receiver. The kernel density estimation
(in green) matches the histogram (in blue) very well. The
most important observation is that the histogram curve and
the kernel density estimation curve are very close to the MP-
law.
2) Signal plus white noise is present: Any deviation of from
the benchmark (white noise only) will indicate the presence of
“a signal.” We will use different types of signals to investigate
such deviations.
First, we select the frequency with a commercial signal
present. The base band spectrum is given in figure 3. The
corresponding ESD is shown as figure 4. It can be found
that the ESD of the commercial signal deviates from the
benchmark MP-law. The kernel density estimator still works
well, since it adapts to the “correct” density using a kernel
function.
Second, we use another USRP to act as the radio transmitter
to generate a signal with identical, independent distribution. In
Fig. 3. Spectrum with commercial signal has peaks.
Fig. 4. Empirical spectrum density with commercial signal deviates from
the Marchenko-Pasture law (red line).
this case, some random data from a video file are coded as
BPSK waveforms; these waveforms are sent out without any
formatting from upper layers. All the data bits follow i.i.d
Bernoulli distribution. The ESD is obtained in figure 5. It is
found that the ESD agrees with the MP-law, as the case of
white noise.
We summarize that the ESD always agrees MP-law if the
signal or noise follows the i.i.d distribution, as predicted by
the theory (Section II-A). When signal samples are dependent,
the ESD deviates with MP-law. In the real world, the upper
layer of the communications system always add some redun-
dant format information, like the packet header, to cause the
correlation of signal samples. This observation gives an insight
that the signal content can be differentiated from the noise at
the waveform level by analyzing the ESD of the large random
matrix.
Third, the additional question arises from approximating
the ESD of the signal by a theoretical distribution, if this
ESD deviates from the benchmark MP-law. When fitting the
Fig. 5. Empirical spectrum density of the data with signal plus noise is
compliant with Marchenko-Pasture law (red line).
Fig. 6. Fitting the different power law distributions to the captured
commercial signal, by adjusting some model parameters.
data’s histogram to this theoretical power law, we can adjust
two parameters: (1) β; (2) s is used to scale the variance in
normalization: xij = s
x˜ij−µ
σ2 , s ∈ [0.8, 1.2] .
The strategy is to find the optimal pair of (α, s) to mini-
mize the square error between the power law and the kernel
estimation which is actually the smoothed histogram.
The USRP records a time sequence at the frequency of
869.5MHz for a WCDMA system. Figure 6 shows the four
curves used to approximate the ESD of the recorded signal.
With signal present, the MP law deviates from the histogram.
By selecting proper α and s, the power law gives a reasonably
good theoretical approximation of the actual ESD.
B. Multiple USRP receivers
Seventy USRP receivers are organized as a distributed
sensing network. One PC takes the role of the control node
which is responsible for sending the command to all the USRP
receivers that will start the sensing at the same time. The
network time is synchronized by the GPS attached to every
USRP. The 70 USRPs are be placed in random locations within
a room. For every single USRP receiver, a random matrix
is obtained and denoted as Xi ∈ CN×n, whose entries are
normalized as mentioned above. We will investigate the ESD
of the sum and the product of the α random matrices below,
where α is the number of the random matrices.
1) The Sum of the Random Matrix: The sum of random
matrix is defined as Z = 1√
α
∑α
i=1Xi, where Xi ∈ CN×n,
i = 1, · · · , α. The final random matrix is formed using the
received data from α = 70 USRP receivers.
Figure 7 shows that the ESD of the sum of the noise
only random matrix agrees with the MP law. With a signal
(869.5MHz commercial signal) present, Figure 8 shows that
the ESD deviates from the MP law. Some strong network
“modes” are observed.
2) The Product of Non-Hermitian Random Matrices: The
product of α non-Hermitian random matrices is defined as Z =∏α
i=1Xi, where Xi ∈ CN×n, i = 1, · · · , α. Singular value
equivalent is performed before multiplying the original random
matrices. We are actually analyzing the empirical eigenvalue
distribution as (4).
Fig. 7. The ESD of the sum of random matrices agrees with Marchenko-
Pasture law (red line). The sum of 70 normalized random matrices is formed
from the pure white noise captured by 70 USRP receivers.
Fig. 8. The ESD of the sum of random matrices deviates from the benchmark
Marchenko-Pasture law (red line). The sum of 70 normalized random matrices
is formed from the signal captured by 70 USRP receivers.
By specifying α = 5, we performed the experiments for two
scenarios: (i) Pure Noise. In this case, neither the commercial
signal nor the USRP signal is received at all the USRP
receivers. Figure 9 shows the the ring law distribution of the
eigenvalues for the product of non-Hermitian random matrices
when α is 5. The radius of inner circle and outer circle are
well matched with the result in (4). (ii) Commercial Signal
with Frequency. In this case, the signal at the frequency of
Fig. 9. The ring law for the product of non-Hermitian random matrix with
white noise only. The number of random matrix α = 5. The radii of the inner
circle and the outer circle agree with (4).
Fig. 10. The ring law for the product of non-Hermitian random matrices
with signal plus white noise. The number of random matrix α = 5. The radius
of the inner circle is less than that of the white noise only scenario.
869.5MHz is used. Figure 10 shows the ring law distribution
of the eigenvalues for the product of non-Hermitian random
matrices, when signal plus white noise is present. By com-
paring 10 with Figure 9, we find that in the signal plus white
noise case the inner radius is smaller than that of the white
noise only case.
IV. CONCLUSION
We have reported some initial demonstrations of the theo-
retical framework: the massive amount of data can be naturally
represented by (large) random matrices. Although intuitive, the
systematic use of this framework is relatively recent [2]–[5]. It
appears that this work may be the first attempt to investigate
the empirical science, in order to quantify the accuracy of
the theoretical predictions with experimental findings. How
can we exploit the new statistical information available in
the massive amount of these datasets? Apparently, during this
initial stage, our aim is to raise many open questions than
actually answer ones. The initial results are really encouraging.
One wonder if this new direction will be far-reaching in years
to come toward the age of Big Data [2]–[4].
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