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1. SuhfM~Ry 
Let m and n be given integers, 0 < m < n. Let j(x) be a real- or complex- 
valued function of a real variable x on an interval I such that f’“-‘)(x) is 
absolutely continuous and f’“‘(x) is bounded. 
The Landau problem is estimating an intermediate derivative f’“‘(x) 
when bounds for f(x) and f’“‘(x) are given. In this paper we present 
uniform bounds forf(“)(x) in terms of uniform bounds off(x) andf”“(x). 
This improves earlier bounds given by H. Cartan by, roughly, a factor of 
l/(e4”‘). 
Our method is based on the approximation of f”“‘(x) by the mth 
derivative of a polynomial interpolatingf(x) at n points in I. A technique 
to study the sign variations of the Peano kernel earlier used by us, 
Schonhagc, and Schneider is developed further. We also use results by 
Gusev and by Rivlin. 
Our method enables us to get estimates of the truncation error and of 
the magnification of errors in the values employed for j(x) in such 
approximations. 
2. INTROIXJCTION 
Let m and n be integers, 0 <m <n. Let f(,l-‘)(x) be absolutely con- 
tinuous and f’“‘(x) bounded on a compact interval I of the real axis. We 
can, without loss of generality, specify I to be [0, l] or [ - 1, I]. 
Let I= [0, l] and let U= {x,, x2, . . ..x.) be a set of n points in I with 
0 = x, < x2 < . . . < x,, = 1. Let IIJ‘I’ denote the essential supremum of If(x)/ 
when x belongs to I. 
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Moreover let 
j= 1, 2, . ..) n (2.3) 
” 
U-v) = L,(.u, U) = c I,(x) f(x,). (2.4) 
I I 
Then L(s) is the Lagrangian interpolation polynomial collocating with 
f‘(s) at the set c’. 
It is well known that the difference between the derivatives off‘(x) and 
L(X) may be written in the form 
.f’““(X) - L(‘yK) = E,,,,,(x), (2.5) 
where the remainder may be represented with a Peano kernel as 
E,~,,,,(~) = j ffw ~~(0 df. I (2.6) 
The kernel can be written explicitly in the form 
K,(t) = K,(t, C) = ‘,:11’:“1,,1’ - 6 c /)““(X)(X, - t)‘Y- ‘. (2.7) 
: I 
Here (x - r) + = (X - t) when x > t and is 0 elsewhere. 
See for instance Powell [6], Kallioniemi [4], or Schonhage [ 12). 
To emphasize a functions dependence of some of its variables we some- 
times add or drop variables in our notations. It should be clear from the 
context what we mean. 
Every choice of set U will give us an upper bound of intermediate 
derivatives. By (2.5) and (2.6) we get 
jf”“‘(X)l 6 M, i Iy”(.Kt U)l + M,, j, lK,(l, U)I dt, (2.81 
,=I 
where 
M, = Muc = Max \j’(.~,)\, .YjE c: 
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and 
The sum in the right-hand side of (2.8) gives an upper bound of the 
magnification of errors in the true valuesf’(x,) used in Lagrangian numeri- 
cal differentiation while the second term gives an upper bound of the trun- 
cation error. With this notation the Landau problem on finite intervals is 
closely connected with optimal choices of points in Lagrangian numerical 
differentiation. 
Following Salzer [9] and Rivlin [7] we say that our formula (2.5) is 
optimally stable if the set CT is chosen such that it minimizes in,,Jx, U) 
where 
3.,,,(x, U) = i Ipyx, &‘)I. (2.9) 
r=l 
Rivlin [7] proved the equivalence 
i;f in,Jx, U) = max Ip@‘)(x)l = p?)(x), (2.10) 
P E f’. - I 
where P,,- , is the set of algebraic polynomials of degree bn - 1 and with 
absolute value Q I on I. 
The extremal polynomials pr arc known. See Gusev [3] and Rivlin [7]. 
The optimal set U is for every x in I the set of n points where the extremal 
polynomial pX attains the maximum of its modulus. 
According to Gusev [3] there is a subset of I of measure m/(n - 1) 
where p.Y equals the shifted Chebyshev polynomial 7-5 ,(x1 = 
cos(n - 1) arccos(2x - 1). Morcover 
IIp’““II < T*‘“‘( 1 ) \ nl . (2.11) 
The set 
C= {x I IT,*- ,(x)1 = 1) (2.12) 
is thus optimal in / with respect to global stability. This set of points has 
also other advantages in numerical differentiation as pointed out by Salzer 
[lo]. The computational effort needed to calculate the derivatives 
L’“‘(x, U) can be facilitated when ci= C. 
When it comes to truncation error the set C above is not optimal. The 
truncation error is given by our formulas (2.5) and (2.6). From (2.6) we 
infer 
IL?l(x~ VII GM” i IK,(4 VI dt = M,P,,.&, w. (2.13) 
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For a given x in I the truncation error tends to zero when the points in C’ 
tend to that x. Hence to be meaningful the truncation error has to be mini- 
mized either together with the magnifications of roundoff errors or in some 
global sense. In a paper by Schonhagc [ 121 a dominant part of the trunca- 
tion error is minimized with respect to some weighted L,-norms in the case 
rn= 1. 
In this paper we say that the set U is optimal with respect to truncation 
error if it minimizes the maximum of the truncation error in the regarded 
class of functions with bounded nth derivatives, i.e.. if it minimizes 
IP,A-Y fJA. 
If we let j’(x) = c)(x) in the formulas (2.5) and (2.6) we immediately get 
P,,.,,,(X~ c’) 2 
(I)cm’( x, U) / 
n! ; 
If the kernel K,(t) has constant sign when t E [0, 1 ] there will be equality 
in (2.14). 
With ideas taken from Gusev [3] we will prove that there is equality in 
(2.14) when x belongs to a subset of I of measure 1 - M/(/Z - I), independ- 
ently of the set U. If x belongs to the remaining parts of I the kernel K,(t) 
has one change of sign in [0, l] and there cannot be equality in (2.14). Of 
course that must be the case when w (m)(~) equals or is very close to zero. 
The part of I where (2.14) does not hold with equality consists of I? - m 
small intervals surrounding the zeros of or). We can however give 
conditions on U such that 
The right-hand side of (2.15) is then not only “the dominant part” of the 
truncation error, it represents the upper bound of it. With this background 
we may limit our search to sets E which minimize the right-hand side of 
(2.15) and satisfy (2.15). The problem of minimizing the truncation error is 
thus in some way analogue to the equivalence (2.10) for the roundoff error 
bounds. 
The set C which is optimal with respect to global stability is never 
optimal with respect to truncation error but it satisfies (2.15) and is a 
“good” choice. We will USC that set in our inequality (2.8) to get uniform 
bounds off““‘(x). These bounds will improve bounds given by Cartan [ 11. 
In a paper by Pinkus [S] the Landau problem on finite intervals is 
solved in the sense that given bounds for I,/\, and Ilf““)l/ the function with 
largest IS”“‘(x)l is described. This description is rather implicit and does 
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not provide any general information about the size of the least upper 
bounds of the norms of intermediate derivatives. 
3. AUXIIJARY LEMMAS AIW THEOREMS 
In our paper [4] we studied the sign variation of the functions q5jm)(x) 
and of the kernel K,(t). In this section we go a bit further in such studies. 
We begin with some lemmas which can be found in [4]. 
LEMMA 3.1. Let a, = 0 und let ai, i = 2, . . . . n - m he the successive zeros 
of fj\m)(x). Let [I,. m = 1 und let /I,, i = 1, 2, . . . . n - m - 1 be the successive 
zeros of I$!,““( x). Then we have 
“,<Bi<ai 1 I </jr+ I, i = I, 2, . . . . n -m - 1 
and all the numbers #i”“(x), j = 1, 2, . . . . n have the same sign IY and only lf 
xE[ri,/Ii]forsomei, l<i<n-m. 
LEMMA 3.2. The kernel K,(t) hus constant sign in [0, l] when x = 0, 
when x = I, and when x E [pi, xi+ ,I, i = 1, 2, . . . . n -m - 1. The kernel K,,(t) 
changes sign at most once in [0, I ] when x E ]ri, /Ii[, i = 1, 2, . . . . n -m. 
Now let A,! be the subset of I where the numbers c$~“‘(x, U), 
j= I, 2, . ..) n, have the same sign and let B, be the subset of I where the 
kernel K,(t) has constant sign in [0, 11, i.e., let 
n--m 
Au= iJ Cai, 8,l 
i= I 
(3.1) 
B,= {0, I}/ 6-I [fii,ai+,,. (3.2) 
i- I 
Following ideas from Gusev [3] we get that the measures of A, and B, 
are independent of U. More precisely we have 
THEOREM 3.1. The measures of A (,; und of B,,, ure given by 
(3.3) 
m(B,)= 1 -m 
n- 1’ (3.4) 
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Proof: We have 
n7(A,:)=“~n’(~i-Y;)=“~“‘~~,-n~m2, 
r=L i-l I- I 
c+,(x)= fi (x-x,)=x”--‘- i x, xn--‘+ .’ 
r=2 ( > , -2 
4,,tx) = ‘rr’ (x-xi) = .tl 1 - (“I’ ,y,) .xn 2 + . . 
i I r-l 
From (3.6) and (3.7) we get 
By our definitions of u, and ,Oi we also have 
(n-l)! ‘z--m 
dY(x) = (n _ n7 _ , )! i!2 (-w - xi) 
(n- I)! 
L 
)I- m 
=(n-m-l)! xn “? ‘- ,;2 r,xN ‘n *+ 
and in the same way 
(n-l)! 
[ 
n-m-1 
qp”‘(X) = 
PI (n-m _ 1)! xn m-’ - ;L, PN ‘)’ 2 + 
By identifying coefficients of xn- m - ’ WC get 
and 
n 
t ‘pi= 
n-m- 1 pt-1 
n _ 1 C xi. 
I 1 I I 
From our formulas (3.5), (3.12), and (3.13) we then get 
‘f 
‘+ 
,I 
. . I 
MA,:) =B,-m + 
n-m- I 
n _ , 
and the theorem is proved. 
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(3.5) 
(3.6) 
(3.7) 
,I 
-( 3.8) 
1 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
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Remark. When x E B,: the kernel K,(t) has constant sign in [0, 1 ] and 
thus (2.14) holds with equality in the set B,. 
In the interval [/Ii, ai +. ,I, 1 didn-m- 1, the function I&‘)(x)1 has 
exactly one maximum, and the same is true for the function p,,,(x). Hence 
the set B, includes all the local extrema of lo”“‘(x)l. It is our guess that 
in the interval [CL,, /I,] the function p,,,, (x) has exactly one minimum and 
could be majorized by a straight line between the values at the endpoints 
and thus giving (2.15). We have so far not been able to prove or disprove 
such a statement. We can however give conditions on the set U such that 
in [ri, /I;], 1 < i < n -m, the function p n,,n(~) is majorized by the maximum 
of p,,,,(O) and p,,,,( 1). Then the relation (2.15) will follow. 
By repeating the arguments used in [4, 10, 111 we can cxaminc the 
number of sign variations in the differences bctwcen different kernels K,(t). 
We give without proof the following lemma. 
LEMMA 3.3. The ~functions K,(t) + K,(t) and K,(t) + K,(t) change sign 
at most once in [0, 11. 
Our intcrcst in studying only differences of the kind given in the lemma 
above is motivated by the two following lemmas. 
LEMMA 3.4. When l/I”“(x)/ d I/(,“‘( 1 )I we haoe 
j IK:,(t)l dtd j K,(t) dt I I 
(3.15) 
and when I/~‘(x)l d I/!,“‘)(O)l we haoe 
j IWl df&j l&WI dt. (3.16) 
I I 
Proof Since the proofs of (3.15) and (3.16) are almost identical we 
limit ourselves to prove (3.15). Suppose that t >x, , and that 
0 <x < t < 1. Then we get by (2.7) that 
1 
K,(t)= -(n- ,)! Ij:“(X)(l -t)n-’ 
while 
) 
K,(t) = 
1 1 -___ (n-m-l)! (1 -tY-“’ I (n-,)+:m)M1 -f)” ‘. (3.18 ) 
THE LANDAU PROBLEM 79 
Hence it follows that when f is close to 1 we have 
K,(t) > IK&)i. 
We may also represent the kernel K,(t) by 
(3.19) 
-& c [!m’(X)(.y, - t)” ’ when f 2.~ 
K,(r) = 
. r;,>r (3.20) 
& c lyqX)(Xi -,)” ‘, 
when t < x. 
. x,-c, 
See for instance Schonhage [12]. 
Suppose now that t <x2 and that 0 -C t < ?I d 1. By (3.20) it then follows 
that 
1 
Kw=(n- l)! y’(4(-v ‘. (3.21) 
Hence we get that if JIi”*)(x)j </l,n)(l) the inequality (3.19) will hold also 
when t is close to 0. Since K,(t) > 0 in 10, l[ it then follows by Lemma 3.3 
that K,(t)> IK,(t)l in 10, l[ which proves (3.15). 
In our next lemma the conditions in Lemma 3.4 wiil be examined. 
LEYYA 3.5. LEI 
q(x)=q(x, &l-f (x-x;). 
,=2 
(3.22) 
Let the numbers Xi und pi, 1 $ i < n -m, be as in Lemma 3.1 and let 7;. 
i = 2, 3, . . . . n - m - I, he the successive zeros of q’“‘(x). We then have 
xj < ;:, < [j,, 2<i<n-m-l (3.23) 
q$I”‘(yJ 7 qp’(y.) 
id~‘Cx)l f ~d\m);dill, 
2<i<n-m-l (3.24) 
when XE[Z,,;‘~] and 2<iQn-m-l (3.25) 
Iiy(x,I 6 dj”‘(l ), when XE [c(,-,, l] (3.26) 
Icqw f Id!Y(h)l~ when XE [y,, p,] and 26idn-m- 1 (3.27) 
I7y(x,I < lil,m’(o)l, when x E [0, p,]. (3.28) 
Proof: The function /+l”“(x)/ is increasing in [a,, .nrr 11 which gives 
(3.26). The function j~#~““(x)l is decreasing in [0, j,] giving (3.28). Suppose 
now that x E [r,, ,/Ji] for some i, 2 < i< n -m - 1. Then bi”“(~) and r$y’(x) 
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have the same sign. Since #~“‘(a,)=$~‘(,Q,) =0 there must be a point 7 in 
[ai, pi] where 
dI”‘(i4 = d’“‘(7) n . (3.29) 
By differentiating the relations 
$,(x)=(x- 1)4(x) 
and 
A(x) =x4x) 
m times we get 
and 
c$~“‘(x)=(x- 1) q(m)(x)+mq(m-‘)(x) (3.30) 
c)~~)(x) = xq’“‘(x) +mq’“- “(x). (3.31) 
From Eqs. (3.29)(3.31) it then follows that q’““(y) =O, that is, 7 =yi, 
proving (3.23) and (3.24). 
We then get 
and 
4 ‘Im+‘)(“J)=(7-l))4(m+1)(7) (3.32) 
4 ;m + 1 yj)) = yy’” + 1 yy). (3.33) 
Hence the numbers #\““‘(y) and d!,“” ‘j(y) are of opposite sign. Then 
l$(I’“)(x)l must be increasing in [xi, ri] giving (3.25) while l~#!,~‘(x)l must be 
decreasing in [r;, /I,] giving (3.27), which concludes the proof of the 
lemma. 
If the set U is such that lq’“-“(yi)l <qcm “(1) we get by (3.30) that 
If$‘;“‘(-ji)l =mlq(m-‘)(y,)j <my’” “(l)=~~“‘(l). (3.34) 
Hence (3.15) follows by (3.25) for every x in [u;, ri], 2 < id n - m - 1, and 
by (3.26) for every x in [anpm, 11. 
If the set U is such that Iq(“-‘)(yi)l d lq”” l’(O)1 we get by (3.31) that 
kY)(rJl = mIq”“- “bf)l Qmlq’“-“(0)) = I~JS~~‘(O)~. (3.35) 
Hence (3.16) follows by (3.27) for every x in [ri, pi], 2 Q i G n - m - 1, and 
by (3.28) for every x in [O, p,]. 
Hence we have proved the following theorem. 
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THEOREM 3.2. Let K,,(t), o(x), and q(x) be @en hy (2.7), (2.1): and 
(3.22), respectively. If the polynomial q(x) satisfies 
14 (m-‘)(j,i)l < Min{q’“‘-“(I), 14’” -!‘(O)l}, (3.36) 
where y,, 2 d i < n - m - 1, ure the zeros of q’“‘(x), we hate 
(3.37) 
If we want to minimize the right-hand side of (3.37) the following lemma 
might be helpful. 
LEMMA 3.6. Let 
cl,,= u(x)= fi (x-x,) o<x,<xz< . ..x.dl 
i 
. (3.38) 
i; I 
If there is a pol.vnomiul w& in Q,, such that 
li~,T~~m”i < iiQ)(n7)~/ 
for ecery u E Q,, then o:,,, has to satisfy 
(3.39) 
(3.40) 
Proof: Suppose on the contrary that oz,l:“( 1) < I:w~,~J’l. Then there 
must be an interval [0, a] with a> 1, such that 
Let w(x) = a- “wz,,(ax). Then w  E Q, and we get CD’“‘)(X) = a”’ “w* (m)(~~). 
Since a > 1 we get by (3.41) that llc~~(“‘)l/ < IIw~,$)l/ contradicting tikmdefini- 
tion of ox,(x). The second equality in (3.40) is handled similarly. 
Let Q,, be defined by (3.38). According to compactness arguments there 
exists in Q, a polynomial 0,T.J x , no necessarily unique, such that (3.39) ) t 
holds. The extremal polynomial w  z,,(x) may however have multiple zeros. 
In that case we have to allow some of the points of interpolation to coin- 
cide, which requires values off‘(xi) together with some of its derivatives at 
such points. Hence in order to achieve optimality our concept of interpola- 
tion may have to be generalized. 
The Chebyshev polynomials are extremal in the sense that with a given 
leading coefficient they have minimal norm. Since they have an enough 
number of zeros in the required range we get 
0$“(X) = 2’ -“7-Z(x). 
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In a paper by Salzer [9] it is stated that “the dominant term in the 
remainder is minimal for arguments at the zeros of rth order integrals of 
Tschebyscheff polynomials specialized by addition of suitable (r - 1 )th 
degree polynomials chosen to produce real, distinct locations of points 
within or fairly close to the range of optimization.” Salzer’s variable “r” 
corresponds to our variable “m.” Salzer’s “dominant term” corresponds to 
the right-hand side of (2.14). 
This statement by Salzer is, however, not true. We give here without 
proof 
THEOREM 3.3. Let on*,,(x) be extremal in the sense of(3.39). Zf n is even 
we have 
PX 
cu;,J(x)=n23-2’1 
J l-z- l(1) df. 0 
The interior zeros of w$(x) satisfv the condition (3.36) when m = 1 and n 
is even. If n is odd there is no primitive of CT,*- ,(x) in the set Q,. 
4. THE LANDAU PROBLEM ON BOUNDED IXTERVALS 
Let C be defined by (2.12) and let in this section o(x) = w(x, C). This set 
is optimal in the sense that it minimizes the sum in the right-hand side of 
(2.8). Thus it remains to estimate the ‘integral in that inequality. To that 
end we have to see whether the conditions in the preceding section are 
satisfied by the set C. 
We are going to use some well-known properties of the Chebyshev 
polynomials. For a reference see Rivlin [8]. Let now 
c,= (n- 1)22”-3. (4.1) 
We then have 
c,o(x) =x(x - l)( T,*- r)‘(x). (4.2) 
The polynomial T,+- ,(x) satisfies the differential equation 
2x(1-x)(T,* ,)“(~)-(2x-l)(T,f~~)‘(x)+2(n-1)~T,*~~(~)=O. (4.3) 
Moreover we have 
Il(T,* ,)‘“‘I1 <CT,*-,)(“Yl)= I(T,*-,)(m)(0)l. (4.4) 
Let 
4(x, C) = c,,(T,*- 1)‘(x). (4.5) 
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By (4.5) and (4.4) we see that the condition (3.36) is satisfied by q(x, C’). 
We have also 
l$o’““(X, C)II = 0) (‘n)( 1, C) = js’““(O, C). (4.6) 
Proqf: By differentiating Eq. (4.2) m times we obtain 
c,,c~~“‘~‘(x) = x(x - l)( T,*- I)‘m+ “(x) + m(2x - l)( T:- I)‘“J(x) 
+m(m - 1 )( Tz ,)‘m ‘j(x) (4.7) 
and by differentiating (4.3) m - 1 times we obtain 
2x(1 -x)(TZ. *)“n+‘) (x) - (2m - 1)(2x - I )( Tz ,)““(x) 
+2[(n- l)*-(m- l)‘](T,* ,)‘“I “(x)=0. (4.8 1 
From (4.7) and (4.8) it then follows 
2C,S”“)(x)= (2x- l)(r,T-,)““‘(x)+2[(n - l)‘+ (m- l)](T,*- ,)““-‘j(x). 
(4.9) 
Using (4.4) we infer that all the terms in the right-hand side of (4.9) have 
their greatest modulus when x = 1 and when x= 0. which proves the 
lemma. 
From Theorem 3.2 and Lemma 4.1 now follows 
THEOREM 4.1. Let the set C he defined by (2.12). Then we hate 
(4.10) 
The sum in (2.8) is now easy to estimate. We have 
THEOREM 4.2. Let l;(x, C) be defined by (2.1) -(2.3). Then 
i IW(X, C)l < (T,T- ,)(“‘)( I ). (4.1 1 ) 
i= 1 
This theorem can also bc found in Rivlin [7]. We give however a proof. 
which is based upon a lemma due to Duflin and Schaeffer [2]. We for- 
mulate it for the interval I = [O, 11. 
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LEMMA 4.2 (Duflin and Schaeffer). If-f(z) is a polynomial of degree 
n - 1 with real coefficients and satisfying If( < 1, 1 d id n, X,E C then 
fbreverym31 andeveryx,O,<xdl, 
Ifcm’(x+ iy)l d I(T,*- ,)cm’(l + iy)l. (4.12) 
7-k equality occurs only if’!(z) = + T,*- ,(z), 
Proqf of Theorem 4.2. Let 
f(x) = i c,l;(x, C), 
i= 1 
where Isi1 = 1, 1 d i< n. (4.13) 
Then we have j(xi) = si, 1 < i < n, and we get by Lemma 4.2 that for every 
x in I 
If““‘(x)l d (T,* , )““I( 1 ). (4.14) 
Let now x be a lixcd point in I and let 
ci = sgn fjm)(x, C), 1 <idn. (4.15) 
Then the left-hand side of (4.11) equals f““‘(x) and the theorem follows by 
(4.14). 
Remark. If the values fj’n)(~, C) have alternating signs, that is, if x E AC, 
then inequality (4.11) can be sharpened. If we in our formulas (2.5) and 
(2.6) letj(x) = T,* ,(x) we get the remainder E,,,(x) = 0 by which follows 
f I?%, C)l = I(T,* ,)‘“‘(x)l, XE AC. 
i:l 
(4.16) 
By our Theorems 4.1 and 4.2 and formula (2.8) we will now get uniform 
bounds of intermediate derivatives. 
We establish them in a general form. 
THEOREM 4.3. Let f(x) be such that f’” ’ ‘(x) is absolutely continuous 
and f’“‘(x) exists almost everywhere and is bounded in I= [0, a]. Let X~E C 
where C is dejined hy (2.12). Moreover lel 
MW = ,Tf:n I.f‘(ax,)l 
. . 
(4.17) 
and 
M,,= es;syp If(” (4.18) 
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I.f‘(“‘)(x)l < (T* ])(“‘)( I )(a ‘“Mar. + h ’ n n. ,,I a”--“A4 ,Ilh (4.19) 
h 
m(2(n - 1)’ + m - 1 ) 
n.nt = 2 ‘* ‘(n- l)(n-m)(n+m-2)n!’ 
(4.20) 
Proof: With a change of scale it is sufficient to prove the theorem when 
a= I. Using the relation (see [S]) 
(T,* 1)‘k’(1)=2’k (2k)! 
*(,-,)(n+k-2)! 
(n-k-l)! 
(4.21 ) 
with k = m and k = m - 1 we get by (4.9) that 
Cndm)( 1 ) = ;;nz(rr ,:;,+,;I;; (T,*- , )“‘I’( 1 ). j4.22) 
Our formulas (2.8), (4.1), (4.10), (4.11), and (4.22) will then give (4.19) and 
conclude the proof. 
If the interval [0, a] is long enough we can replace the right-hand side 
of (4.19) by its minimum value with respect to u. To that end let 
( 
Moe. m 
> 
I t, 
u‘= ~ 
IV,, (n - m)h,,.,,, 
(4.23) 
If we let a = a’ in (4.19) we get 
Ij““‘(X)l d C,,,( M”c)’ m”‘(A4,,,)‘” n. (4.24) 
where 
C .,m=(T,: ,)““‘(I) &[(yy%n,y (4.25) 
With the aid of Stirlings formula 
(4.26) 
we can write 
(4.27) 
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where 
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n(n - 1) 2(n- l)‘+m- 1 nr:n 
x (n+m)(n+m- 1) 2(n- l)(n+m-2) > 
(4.28) 
and 
B 
(n+m)“‘” 
K~~=(4nm)“(n-m)” m’ (4.29) 
The values A,,, are bounded. More precisely we have 
2 
A n,m < -7 1 <mdn, e 
(4.30) 
while 
(4.31) 
The proofs of these last two statements arc placed at the end of this paper. 
Estimates of the values B,,, are found in the literature. See, for instance, 
Stechkin [13]. We have 
1 <mm<, 
and 
1 dm<n, 
whichever is preferable. 
We will now present our estimates in a simplified form. To avoid the 
dependence of the interval length and of the numbers xi, in the value M,, 
we now let 
MO= max 
o<x?$o 
and 
M, = ess sup 
o<x<‘o 
r(x)l (4.34) 
f’“‘(X)I. (4.35) 
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THEOREM 4.4. Let MO and M, he given by (4.34) (4.35). LetJ‘(x), a, and 
the numbers bns,, he as in Theorem 4.3. Then fur every s in [O, a] and er.zr~~ 
integer m, 1 < m <n, we hate 
If’“‘(x)l <t B,,.,,(Mo)’ -‘n;n( M;,)“““, (4.36) 
where 
M:, = max 
( 
M,, , MM0 
an(n - m)b,,,, > 
(4.37) 
and the r;alues B,,, ure gicen by (4.29) 
Remark. The uniform bounds given by Cartan [ I] are similar to (4.36) 
but are roughly e4” times greater than ours. 
5. PROOFS OF SOME ESTIMATES IN SECTION 4 
In this section we give detailed proofs of our formulas (4.30) and (4.31). 
In the proofs only elementary calculus is needed. We break down the 
proofs by some lemmas. 
LEMMA 5.1. Let the numbers u,,, n 2 1, be dejinned b.) 
Then we hate 
e=a,>a?> ... >a,>a,+,> . >,!(27r). (5.2) 
Prooj: Let In denote the natural logarithm and let 
g(n)=lny= 
” 
l+ n+i Inn 
( > n+ 1’ 
It then easily follows that g”(n) < 0 and that g(n) tends to 0 when II tends 
to infinity. Hence g(n) < 0, which proves that a, > a,, + , . The last inequaiity 
in (5.2) follows from the well known fact that II, tends to &%) when n 
tends to infinity. 
We now return to our formula (4.28). Let 
n(n - 1) 
Dfl~m~~(~)m”t(n+m)(n+m-l) 
(5.4 ;i 
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and 
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Ln = ( 2(n-l)‘+m-1 ml’r 2(n- l)(n+m-2) > . (5.5) 
LEMMA 5.2. Let the numbers D ,,.,,, he dejined by (5.4). We then huve that 
while 
D,,,,, dD,,,n I < I.163 Jar every m, 1 d m d n - 1) (5.6) 
D,,, < 1, when n>2m>2. (5.7) 
h(n, m) = In D,., = - i In (n’ - ml) + In “dn- *) . (5.8) 
n+m-I 
The second derivative of h(n, m), with respect to m, is >O. Hence h(n, m) 
attains its maximum values with respect to m on the boundary. We have 
h(n, l)<lln- - n k+tlnI+:=h,(n). (5.9) 
We get h;(n) > 0 and hence h,(n) is increasing. Since h,(n) tends to 0 when 
n tends to infinity we infer 
h(n, 1) < 0. (5.10) 
When m = n - 1 WC get by (5.8) and (5.2) that 
h(n, n - 1) < ~ 
The derivative of hz(n) is 
(5.12) 
The derivative of h,(n) is ~0 when n>,3. Hence h;(n) has at most one 
zero. We have 
h,(16)>0.016 and h,( 17) < -0.013 
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giving 
h(n,n- l)<max{/t,(l6),h,(17)) ~0.151. 
Hence by (5.10) and (5.13) it follows that 
h(n, m)dmax{h(n, l),h(n,rl- I)} CO.151 
(5.13) 
(5.i4) 
giving 
D,.,,<exp0.151 < 1.163 
and thus proving (5.6). 
In the same way (5.7) will follow if 
(5.i5j 
h(2n2, in) < 0. (5.16) 
By (5.8) and (5.2) WC get 
h(2m, m) CL In 
4 1 
---ln(3m2)+ln 
2m( 2m - I ) 
2 J&i-i 2 3m- 1 =/r,(m). (5.17) 
The derivative of h,(m) is ~0 and hence-h,(m) is decreasing. We have then 
h(2m, m) < h4( 1 ) < -0.14 (5.18) 
which concludes the proof of the lemma. 
LEMMA 5.3. Let E ,,,“, be defined by (5.5). Then E,,,,, inrreoses us a fiinc- 
tion qJ‘ n und decreuses us u function of m and sutikfies 
En,,, G En. I = 1, brhen I <m < n - 1 (5.19) 
while 
Km d &m,m . -==c E,-, < 0.89, when 4 < n < 2m. (5.20) 
ProqJ: Let 
./In9 m) = In E,,.,, 
=E~, 2(n-- l)‘+m- 1 
> 2(n-l)(n+m-2) 
(5.21 I 
n 
The derivative of.f(n, m) with respect to m is ~0 which gives (5.19). The 
derivative of f(n, m) with respect to n is >O which gives the first part of 
(5.20). 
On the other hand E2,,,,, is a decreasing function of rn which secures the 
remaining part of (5.20) and thus concludes the proof. 
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By (4.28) (.5.4), and (5.5) we get 
A anlan+m n. VT = -!- D,,,, En.,, . 
a, - m a2”, Js 
From (5.2) it follows 
ama n+m < 1, when mcnc2m. 
a,, - m LJ2,n 
(5.22) 
(5.23) 
By (5.6) (5.20), and (5.22) we then get 
A,,, -c$ (1.163)(0.89) ~0.732 <z, when m <n <2m. (5.24) 
On the other hand we get from (5.19), (5.7), and (5.2) that 
A 
“.f?l 
< anra,,+m ,,pma2m$c~$, when n>2m. (5.25) 
a 
WC then get from (5.25) and (5.2) that 
An-mc$-J&=&<0J27<E, when n>2m>6. (5.26) 
We also have by (5.25) and (5.2) that 
and that 
A”,, <La,=? 
J 2a2 e’ 
when n>2. 
(5.27) 
From our formulas (5.24).-(5.28) then (4.30) will follow. 
We have E,,, , = 1 and we get from (5.4) that D,,. , tends to I when n tends 
to infinity. Since a,,+, and a,, , have the same limit we then get by (5.22) 
that 
(5.29) 
which proves (4.31) and ensures that (4.30) cannot bc relined. 
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