Abstract. We reconsider the continuous curvelet transform from a signal processing point of view. We show that the analyzing elements of the curvelet transform, the curvelets, can be understood as analytic signals in the sense of the partial Hilbert transform. We then generalize the usual curvelets by the monogenic curvelets, which are analytic signals in the sense of the Riesz transform. They yield a new transform, called the monogenic curvelet transform. This transform has the useful property that it behaves at the fine scales like the usual curvelet transform and at the coarse scales like the monogenic wavelet transform. In particular, the new transform is highly anisotropic at the fine scales and yields a well-interpretable amplitude/phase decomposition of the transform coefficients over all scales. We illustrate the advantage of this new directional multiscale amplitude/phase decomposition for the estimation of directional regularity.
The Fourier multiplier of the Hilbert transform H 0 is displayed in Figure 1 (a). We call a complex-valued function g : R 2 → C an analytic signal in the sense of the partial Hilbert transform (or Hilbert-analytic signal) if its imaginary part is the partial Hilbert transform with respect to any angle θ of its real part, that is, Im g = −H θ (Re g).
The Hilbert-analytic signal has two major drawbacks. The first is that the partial Hilbert transform has a purely one-dimensional nature; thus, the Hilbert-analytic signal does not sufficiently take into account the structure of true two-dimensional signals. The second problem is the dependence on the angle θ. One encounters the problem of choosing a suitable angle θ ∈ [0, 2π). Though there are functions f which allow only one sensible choice for θ, in general, H θ yields a different analytic signal of f for every different angle θ.
Let us illustrate another problem of the partial Hilbert transform concerning the decay rate. Let f ∈ L 2 (R 2 , R) such that f ∈ C ∞ and such that f is supported in a ring around the origin; that is, supp f = B R (0) \ B r (0) with R > r > 0. As f ∈ C ∞ , we get that f is of rapid decay; that is, f ∈ o(|x| −m ) for every m ∈ N. The application of the partial Hilbert transform to f generates a step singularity in f , so H θ f loses its differentiability, independently of the choice of θ. Hence, H θ f is not of rapid decay any longer. Later we will need the following properties of the partial Hilbert transform. Lemma 2.1.
(1) The (unrotated) partial Hilbert transform H 0 commutes with the translation operator τ b ; that is,
(2) H θ can be interchanged with the rotation ρ θ by the following intertwining relation:
Proof.
(1) Using the modulations e −b (ξ) = e −2πi ξ·b , the statement follows from
(2) We use the fact that the rotation commutes with the Fourier transform
= H 0 f cos(θ)ξ 1 + sin(θ)ξ 2 − sin(θ)ξ 1 + cos(θ)ξ 2 = i sign(cos(θ)ξ 1 + sin(θ)ξ 2 )ρ θ f (ξ) = F (H θ ρ θ f ) (ξ).
The monogenic signal.
In order to overcome the aforementioned drawbacks, another generalization of the analytic signal for two dimensions, which is called the monogenic signal, was introduced in [7] . It is considered to be the proper generalization of the onedimensional-analytic signal for image processing [7] and has proved its usefulness in several image processing applications [9, 21, 22] . The monogenic signal is based on the Riesz transform. For f ∈ L 2 R 2 , R the Riesz transform with respect to the axis x ν , ν = 1, 2, is defined in the L 2 -sense by [19] . The Fourier multipliers of the Riesz transforms are displayed in Figure 1 (b)-(c). Unlike the partial Hilbert transform, the Riesz transform does not depend on any orientation θ. Instead we have two transforms R 1 f and R 2 f with respect to the fixed coordinate axes x 1 and x 2 . Consequently, a proper representation of the monogenic signal needs two imaginary parts, one for R 1 f and one for R 2 f . Hence we have to switch from the complex numbers to a hypercomplex algebra which possesses at least two algebraically independent imaginary units. The classical choice for such a hypercomplex algebra are the quaternions
which are an extension of the complex numbers with the three imaginary units i, j, and k. A short description of the quaternions is given in Appendix A. Now we are able to define the monogenic signal Mf by
The monogenic operator M maps a real-valued function f to a quaternion-valued function
We will later use the following important properties of the Riesz transform, which were proved in [19] . 
Amplitude/phase decomposition by analytic signals.
We briefly introduce the notion of amplitude and phase of the complex numbers and the quaternions in an exemplary way. Deeper treatments of the subject can be found in [8, 9, 12] . To prevent differentiation of cases we define an arcus tangens with two arguments by atan2(b, a) := arg(a + i b).
A complex number z = u + i v can be decomposed into an amplitude A C ∈ R + 0 , a phase angle p C ∈ [0, π], and a phase orientation q C ∈ {−i, i}, that is,
where
Analogously to the complex decomposition, we define, for a quaternion h, amplitude by A H = |h| and phase angle by p H = atan2 (|Im h| , Re h). Note that the quaternionic phase orientation q H = Im h |Im h| is purely imaginary. Thus, a quaternion is decomposed as
and the real part is recovered by
We omit the subscripts C or H in the following.
The most important advantage of analytic signals is that they provide a reasonable notion of amplitude and phase of real-valued function f (x). Let us clarify first in which cases we consider an amplitude/phase decomposition as reasonable. The amplitude function A(x) should represent the signal intensity. A(x) should vary slowly, such that A(x) becomes insensitive with respect to small shifts. The phase function p(x) should encode the oscillatory part of f (x), which is the part that is sensitive to small shifts of the signal.
We first consider a naive amplitude/phase decomposition of a real-valued (thus nonanalytic) signal f : R → R, so
The amplitude boils down to the absolute value A(x) = |f (x)|, the phase angle p(x) = arg f (x) ∈ {0, π} becomes a jump-function between 0 and π, and the phase direction q R (x) = i remains constant. This approach obviously does not fulfill the expectations of an amplitude/ phase decomposition; for instance, the amplitude still contains oscillations (Figure 2 
We now illustrate that the analytic signal, on the other hand, yields a reasonable amplitude/phase decomposition. As the analytic signal f (x) − i Hf (x) is a true complex-valued function, we get according to (2. 3) the decomposition
cos(6x) The amplitude now has the interpretation of a slowly varying envelope, and the cosine of the phase encodes the oscillation part of the signal (Figure 2 (e)-(g)).
Analogous arguments hold for the analytic signal of a two-dimensional function f :
, we can take the same amplitude/phase decomposition of the one-dimensional case. For the quaternion-valued monogenic signal
, we have the slight difference that we need the quaternionic amplitude/phase decomposition according to (2.4) . Examples of the monogenic amplitude/phase decomposition will be given in section 5.
The curvelet transform as analytic signal.
We first recall the definition of the continuous curvelet transform (CCT) as proposed in [4] . We then prove that the curvelets are by construction analytic signals in the sense of the partial Hilbert transform. 
The usual continuous curvelet transform (CCT). Let
Examples of admissible windows W and V are given in [14] . Let a ∈ R + , b ∈ R 2 , and θ ∈ [0, 2π). Recall that (r, ω) denote polar coordinates in the frequency domain. A curvelet γ abθ is defined by
where ρ θ is a rotation as defined in section 1.1 and γ a00 is defined by its Fourier transform
The angular windowing is well defined only for scales a smaller than a fixed scale α 0 [4] . Thus for the coarser scales a ≥ α 0 the transform is continued by a purely radial window
The CCT Γ f of a function f is defined by
Note that γ abθ is complex-valued for a < α 0 and real-valued for a ≥ α 0 .
Interpretation of curvelets as Hilbert-analytic signals.
We show that γ abθ is by construction a Hilbert-analytic signal for a < α 0 . To this end, we define the real-valued function β a00 by symmetrizing γ a00 with respect to the origin in the Fourier domain
Now the simple calculation (omitting the subscripts)
yields γ a00 = β a00 − i H 0 β a00 . By the translation invariance and the rotation covariance of the partial Hilbert transform (Lemma 2.1), we get that γ abθ is a Hilbert-analytic signal; that is, Candès and Donoho considered real-valued curvelets in [6] but without establishing this connection to the complex-valued curvelets.
From now on we refer to the usual curvelet transform also as the Hilbert-analytic curvelet transform. We call β abθ real (-valued) curvelets. Examples of the usual curvelets for a fine scale can be found in Figure 3 and for a coarse scale in Figure 4 .
The monogenic curvelet transform (MCT).
In the last two sections we introduced the necessary tools to define the new MCT. In section 2.2.2 we stated that the proper gen-eralization of the one-dimensional analytic signal is not the Hilbert-analytic signal but the monogenic signal. This motivates us to replace the usual curvelets γ abθ , which we identified as Hilbert-analytic wavelets, by monogenic curvelets Mβ abθ . We construct monogenic curvelets by applying the monogenic signal to the real-valued curvelets β abθ as defined in section 3, thus adding the Riesz transforms as imaginary parts:
Illustrations of some monogenic curvelets can be found in Figure 3 for a fine scale monogenic curvelet and in Figure 4 for a coarse scale monogenic curvelet. The monogenic curvelets yield a new quaternion-valued transform, which we call monogenic curvelet transform (MCT). We define the MCT M f by
. We require only that f be a tempered distribution, because β abθ and R ν β abθ ∈ S(R 2 ).
Like the CCT [5] , the MCT has a reproducing formula and a Parseval formula. 
The proof of Theorem 4.1 is similar to the proof in [5] and is given in Appendix B.
Comparison of the MCT and the CCT.
The goal of this section is to point out the differences and similarities between the CCT and the MCT. To this end, we first compare the function plots of the usual curvelets and the monogenic curvelets. At the fine scales, one immediately recognizes the similarities between the imaginary part of γ a00 and R 1 β a00 (Figure 3) . At the coarse scales, on the other hand, there is a big difference, because γ a00 lacks an imaginary part for a ≥ α 0 (Figure 4) . In Figure 5 , the amplitudes and phases of the CCT and the MCT are compared.
Uniform convergence of MCT and CCT at fine scales.
The MCT is quaternionvalued, whereas the CCT is complex-valued; hence they cannot be compared per se. To make them comparable, we isometrically embed the complex values of the curvelets into the quaternions. We define the embedded curvelets γ abθ by
The corresponding embedding of the curvelet coefficients is denoted by
The canonical embedding C → H, a + i b → a + i b is not suitable here, because it is not compatible with the rotations in this setting. With the embedding (5.1) we are able to prove the uniform convergence of the CCT and the MCT (Corollary 5.4). To this end, we need some preliminary lemmas. 
and θ ∈ [0, 2π). For the L 2 -distance of the embedded curvelets γ abθ and the monogenic curvelets Mβ abθ , there holds the equation
Proof. First we calculate
We compute for the first term using Lemmas 2.1 and 2.2
and analogously for the second term
Putting both terms together, we get
where the penultimate equation follows from the trigonometric identity
Now the claim follows because both the Hilbert transform and the Riesz transform commute by Lemmas 2.1 and 2.2 with the translations; that is,
Theorem 5.3. For every b ∈ R 2 , every θ ∈ [0, 2π), and every 0 < a < α 0 it holds that
with a constant C W,V depending only on the choice of the window functions W and V . Proof. From Lemma 5.2, we get
Now we estimate upper bounds for the terms in (5.2), so applying the Plancherel equation and using Lemma 5.1 we get
Summing up both terms and applying Lemma 5.1 again, we get
and the proof is complete.
R). The Hilbert-analytic curvelet coefficients and the monogenic curvelet coefficients converge to each other uniformly in b and θ for
Proof. By virtue of the Cauchy-Schwarz inequality we get
Corollary 5.4 shows that the CCT and the MCT are essentially the same as the scale a when the scale a is near 0. Thus the asymptotic estimates for a → 0 of the CCT in [4] hold true for the MCT.
Coarse scale behavior of the MCT.
We have seen that CCT and MCT are essentially the same at the fine scales. At the coarse scales, in contrast, the transforms differ strongly. The concept of the Hilbert-analytic signal is not applicable to the isotropic scales (see section 2.2.1). Thus, γ abθ remains a purely real-valued function for a ≥ α 0 . Hence the amplitude |γ abθ | boils down to the absolute value of the real numbers. In analogy to the one-dimensional example in Figure 2 , the real absolute value |γ abθ | oscillates and is nonsmooth, even though γ abθ is smooth ( Figure 5 , upper row). The concept of the monogenic signal, on the other hand, can be applied to all scales, so Mβ abθ is an analytic signal also at the coarse scales a ≥ α 0 . Following the arguments of section 2.3, |Mβ abθ | can be interpreted as an envelope of β abθ . We observe that |Mβ abθ | is slowly varying and does not oscillate ( Figure 5 , upper row), whereas the oscillating part is coded in the phase ( Figure 5 , bottom row)
We want to offer a remark about the connection of the MCT with other existing transforms. Consider the case α 0 = ∞. In that case, the angular windowing never applies, so the real parts of the monogenic curvelets are purely isotropic functions. In that case the MCT boils down to the isotropic monogenic wavelet transform of [16] or, after discretization, to the monogenic wavelet frames of [9] . Table 1 depicts the connections we describe in this section.
Discretization and frames.
We briefly recall the frame discretization of the CCT; details can be found in [5] . The discretization of the MCT derives directly from there. Recall that a family of functions {h i } i∈Z is called a tight frame for L 2 (R n ) if there is an A > 0 such that for every h ∈ L 2 (R n ) there holds
The usual curvelet family γ abθ is discretized as follows. The continuous parameters a, b, and θ are replaced by discrete samples, so we set MARTIN STORATH Figure 6 . Schematic tiling of the frequency plane by the curvelet frame.
e l s e .
The curvelet frame yields a tiling of the frequency plane according to the scheme in Figure 6 . Note that now W and V have to fulfill admissibility conditions that are slightly different from those in the continuous case, namely,
We derive a frame of monogenic curvelets Mψ j,k,l in exactly the same fashion as we derived the MCT from the usual curvelet transform in sections 3 and 4. We symmetrize the basic element ϕ j,0,0 with respect to the origin by
to get a tight frame of real-valued functions ψ j,k,l [3] . Because of the symmetry it is sufficient to discretize the angles in the range from [0, π), so we modify L j to L j := 2 · 2 j/2 . In [9, Theorem 5.1], Held et al. proved that the Riesz transforms maps a frame of realvalued elements into a frame of quaternion-valued elements with the same frame bounds. So it follows that
is also a tight frame for L 2 (R 2 , R). [4, 15, 17, 23] .) So the regularity at a point b with respect to the orientation θ, denoted by d θ,b , can be estimated from the relation
To exploit this characterization of regularity in practice, we have to estimate d θ,b from a limited number of scales a j , j = 0, . . . , N. This can be done by wavelet coefficient regression, which is a least squares approach after taking logarithms in (7.1) [1, Chapter 11] .
To get a stable estimation of d θ,b , the amplitude |W f (a j , b, θ)| must behave well for all available scales a j . We pointed out in section 5 that the amplitude of the CCT oscillates at the isotropic scales ( Figure 5 ). This behavior leads to artifacts in the estimation of the decay rates d θ,b . The MCT in contrast does not suffer from these artifacts (Figure 7) .
From a theoretical point of view, only the limit a j → 0 matters for the estimation of regularity. Thus we compute d θ,b from the finest scales a j , which are anisotropic for a sufficiently small a j . However, there are cases where it makes sense to employ the isotropic scales as well for the estimation. For example, if for some reason (e.g., runtime), the number of directions at the finest scale is small, let us assume only four directions. Then we have only three anisotropic scales available (one scale with four directions and two scales with two directions). Hence the anisotropic scales provide only three data points for the computation of d θ,b , which is not sufficient for a robust estimation of d θ,b . The addition of further data points by using the subsequent isotropic scales leads to a more robust estimation; see Figure 8 .
Conclusion and outlook.
We introduced the MCT, which is a new tool for directional multiscale amplitude/phase decomposition. We took the usual curvelet transform with its excellent directional selectivity and imposed the monogenic signal to add a sensible notion of amplitude and phase to the curvelet coefficients for all scales. The uniform convergence of the MCT to the CCT assures us that the MCT inherits the most important properties of the CCT. A frame discretization was derived directly from the discretization of the usual curvelet transform. We illustrated the advantages of the MCT over the CCT by the estimation of directional regularity.
An extension to three-dimensional functions is more or less straightforward. We construct a three-dimensional CCT analogously to the two-dimensional curvelet transform and impose the Riesz transform in the same way as in the two-dimensional case. A discretized version of a three-dimensional curvelet transform is presented in [24] , for example. In the threedimensional case, we get a third imaginary part R 3 f . As the third imaginary unit of the quaternions k is not algebraically independent of the others, that is, k = i j, we have to switch to a hypercomplex algebra with three algebraically independent imaginary units.
Appendix A. The quaternions. The quaternions can be defined as a four-dimensional R-vector space, whose basis, denoted by {1, i, j, k}, is a noncommutative algebra with the properties i 2 = j 2 = k 2 = −1 and k = i j = −j i. As for the complex numbers, a conjugation As β a0θ is defined in polar coordinates, we rewrite the equation via ξ = r(cos ω, sin ω) to get 
