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Abstract
In this paper the author continues his work on arithmetic properties of the solutions of a universal
differential equation at algebraic points. Every real continuous function on the real line can be
uniformly approximated by C∞-solutions of a universal differential equation. An algebraic universal
differential equation of order five and degree 11 is explicitly given, such that every finite set of
nonvanishing derivatives y(k1)(τ ), . . . , y(kr )(τ ) (1 k1 < · · ·< kr) at an algebraic point τ is linearly
independent over the field of algebraic numbers. A linear transcendence measure for these values is
effectively computed.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction and statement of the results
In this paper the author continues his former work on universal differential equations
and on the properties of certain solutions at algebraic points. It has been shown in this
journal that any continuous function on the real line can be approximated by C∞-solutions
y of one specific algebraic differential equation (ADE) such that for every real algebraic
number τ the set{
y(k)(τ ) (k  1): y(k)y(k+1)(τ ) = 0}
is linearly independent over the field of real algebraic numbers [2].
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P
(
y ′, y ′′, . . . , y(5)
)= 0,
with a homogeneous differential polynomial P in five variables with integer coefficients,
satisfying the following conditions: Let f be a real-valued continuous function defined on
the real line and let (εn)n1 be a sequence of positive numbers tending to zero. Then there
is a sequence (yn)n1 of C∞(R)-solutions of the above ADE such that the functions yn
have the following properties:∣∣f (x)− yn(x)∣∣< εn (n 1, x ∈R).
(i) Let (qk)k1 be any sequence of rational numbers. Then, for every integer n 1, the
set {
y(k)n (qk) (k  1): y(k)n y(k+1)n (qk) = 0
}
is linearly independent over the field of real algebraic numbers. For every real alge-
braic number τ the set{
y(k)n (τ ) (k  1): y(k)n y(k+1)n (τ ) = 0
}
is also linearly independent over the field of real algebraic numbers.
(ii) Let (τn)n1 be any sequence of real algebraic numbers. Then, for every integer k  0,
the set{
y(k)n (τn) (n 1): y(k)n (τn) = 0
}
is linearly independent over the field of real algebraic numbers.
(iii) Let n  1 and k  0 be arbitrary integers. Then, for every real algebraic number τ ,
the number
y(k)n (τ )
is transcendental, provided that it does not vanish.
Now we proceed from this qualitative result to a quantitative version: Let
L :=
r∑
ρ=1
ψρy
(kρ)(τ ) (1.1)
denote a linear form with algebraic numbers τ , ψ1, . . . ,ψr , and integers
1 k1 < k2 < · · ·< kr :=K. (1.2)
In Theorem 1.2 below a lower bound for |L| is explicitly given, which is called a linear
transcendence measure of y(k1)(τ ), . . . , y(kr )(τ ). Apart from some minor arguments the
construction of the linear transcendence measure is based on a specific polynomial into
which the linear form L can be transformed. The first five lemmas from Section 2 are
needed to bound the heights of the coefficients of that polynomial. Then, Lemma 2.6 will
be applied to estimate the heights of the zeros of the polynomial. Finally, the desired lower
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(Lemma 3.2).
In order to state the theorem we shall need a number of initial parameters. Additionally,
all the notations from [2] are used without any change. In particular, for any integer z
let Jz := [z,1 + z] denote a compact interval of length 1. For any real-valued continuous
function f defined on Jz the map given by
ω(f, z; δ) := sup{∣∣f (x)− f (y)∣∣: x, y ∈ Jz ∧ |x − y|< δ}
is called the modulus of continuity of the function f on Jz. In what follows f always
denotes a continuous function defined on the whole real line. For any integer z and any
ε > 0 let m denote the smallest even positive integer such that the inequality
ω
(
f, z; 1
m− 1
)
<
ε
16
(1.3)
holds; such an integer exists since ω(f, z; δ) tends to zero with δ→ 0+ for any continuous
function f .
The real number τ is now assumed to be algebraic. Then it satisfies an algebraic identity,
say
n1∑
ν=0
bντ
ν = 0, (1.4)
with integers bν, b := bn1 > 0. Let
C1 := n1
(
1+ |τ |)n1−1 n1∑
ν=1
|bν | (1.5)
and
M := max{2m,1+ 2m|τ |}, (1.6)
where m is the integer satisfying (1.3) with τ ∈ Jz. Moreover, the positive integers a1,
a2, . . . , ar are assumed to be the leading coefficients of the minimal polynomials of the
algebraic numbers ψ1,ψ2, . . . ,ψr in L. Let
W1 := l.c.m.(a1, a2, . . . , ar), W2 := b4K−4. (1.7)
There is no loss of generality to assume ψr = 0 in (1.1). We shall also need
y(K)y(K+1)(τ ) = 0. (1.8)
If P(x) =∑nν=0 bνxν denotes some polynomial with integer coefficients, the height of
this polynomial is defined by H(P) := maxν |bν |. Moreover, when P(x) is the minimal
polynomial from (1.4) of some number α (i.e., P(α) = 0, P irreducible over Q with
coprime integers b0, . . . , bn1 , bn1 > 0), the height h(α) of α is given by the height of its
minimal polynomial: h(α) :=H(P).
Theorem 1.2. Let (εn)n1 be the sequence from Theorem 1.1, let f be any real-valued
continuous function defined on the real line, and let k1, k2, . . . , kr be integers with 1 k1 <
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ψ1, . . . ,ψr ( = 0) be algebraic numbers with deg(ψρ) n2 and h(ψρ) h2 (1 ρ  r). If
(1.3) is assumed for any ε = εn, and when (1.8) holds for the corresponding approximating
function y = yn from Theorem 1.1, we have∣∣f (x)− y(x)∣∣< ε (x ∈R) (1.9)
and
|L|> εC2|ψr |m
K(Mh1h2)
−C3
CK−11 (2m)
n1(K−1)2C1(2m)n1
,
where
C1 = C1(τ )= n1
(
1+ |τ |)n1−1 n1∑
ν=1
|bν |
and
M := max{2m,1+ 2m|τ |}.
The positive numbers C2 and C3 depend at most on n1, n2, r , and K , and they are effec-
tively computable.
We point out that m and M depend on the modulus of continuity of the function f
(restricted on the interval Jz containing τ ). Thus the above transcendence measure depends
on the behavior of the function f within a specific neighborhood of τ .
A much simpler but less general linear transcendence measure is given by the following
corollary. By Lemma 2.3 below we have |τ |  1 + h1  2h1, such that one gets M 
(1+ 4m)h1. Therefore it is clear that
Mh1h2  (1+ 4m)h21h22
holds. Moreover, we now make use of the fact that m depends at most on f and ε, which
follows from (1.3). Altogether, we get
Corollary 1.1. Let (εn)n1 be the sequence from Theorem 1.1, let f be any real-valued
continuous function defined on the real line, and let k1, k2, . . . , kr be integers with 1 k1 <
k2 < · · ·< kr = K . Let τ be some real algebraic number of degree n1 and height h1, let
ψ1, . . . ,ψr ( = 0) be algebraic numbers with deg(ψρ) n2 and h(ψρ) h2 (1 ρ  r). If
(1.3) is assumed for any ε = εn, and when (1.8) holds for the corresponding approximating
function y = yn from Theorem 1.1, we have∣∣f (x)− y(x)∣∣< ε (x ∈R) (1.10)
and
|L|> C5|ψr |(h1h2)
−C4
CK−11 C
C1
6
,
where
C1 = C1(τ ) := n1
(
1+ |τ |)n1−1 n1∑ |bν |.ν=1
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C4 = 2C3 = C4(n1, n2, r,K), C5 = C5(n1, n2, r,K;f, ε),
C6 = C6(n1;f, ε)
is effectively computable.
From Theorem 1.1 we know that all the five derivatives y ′(τ ), . . . , y(5)(τ ) satisfy a
nonlinear algebraic differential equation with integer coefficients. In [2, Section 3] Elsner
describes a method how to compute such a differential equation explicitly.
Theorem 1.3. A specific differential equation in Theorem 1.1 is the following one. It is
homogeneous of degree 11 with 17 terms of weight 22. The corresponding differential
polynomial is irreducible over Q:
3y ′6y ′′3y(5)2 + 8y ′6y ′′2y(4)3 − 24y ′6y ′′2y ′′′y(4)y(5)+ 12y ′6y ′′y ′′′2y(4)2
+ 18y ′6y ′′y ′′′3y(5)− 18y ′6y ′′′4y(4)+ 12y ′4y ′′5y(4)2 + 6y ′4y ′′5y ′′′y(5)
− 60y ′4y ′′4y ′′′2y(4)+ 45y ′4y ′′3y ′′′4 − 6y ′3y ′′7y(5) + 24y ′3y ′′6y ′′′y(4)
− 18y ′3y ′′5y ′′′3 + 6y ′2y ′′8y(4)− 6y ′2y ′′7y ′′′2 − 6y ′y ′′9y ′′′ + 4y ′′11 = 0.
2. Auxiliary results on the height of polynomials and on the height of
algebraic numbers
Lemma 2.1. Let P1,P2 ∈ Z[x] be polynomials of degrees n1 and n2, respectively. Then we
have
H(P1P2) 8−(n1+n2)H (P1)H(P2).
See Lemma IV in [4, Chapter 1].
By deg(·) we denote the degree of some polynomial, whereas degQ(·) is used for the
degree of an algebraic number.
Lemma 2.2. Let a, b, and H denote integers with 0 < |a|H , 0 |b|H . Then, for any
algebraic number α satisfying degQ(α)= n 1 and h(α)= h, we have
(i) h(aα− b) 2nhHn,
(ii) h(aα) hHn.
Proof. Let mα(x) :=∑nk=0 ckxk denote the minimal polynomial of α. The polynomial P
defined by
P(x) := an
n∑
ck
(
x + b
a
)k
k=0
C. Elsner / J. Math. Anal. Appl. 279 (2003) 684–699 689has integer coefficients. Clearly, P(aα − b) = anmα(α) = 0. We know by a = 0 that
n= degQ(α)= degQ(aα− b) holds. Since P is some polynomial of degree n vanishing at
aα− b, it follows that
h(aα− b)H(P). (2.1)
To estimate the height of P , we easily verify that
P(x)=
n∑
k=0
cka
n−k(x + b)k =
n∑
κ=0
{
n∑
k=κ
cka
n−k
(
k
κ
)
bk−κ
}
xκ. (2.2)
This gives
H(P) max
0κn
{
n∑
k=κ
|ck||a|n−k|b|k−κ
(
k
κ
)}
 h max
0κn
{
n∑
k=κ
Hn−κ
(
k
κ
)}
 hHn max
0κn
{
n∑
k=κ
(
k
κ
)}
= hHn max
0κn
{(
n+ 1
κ + 1
)}
 2nhHn.
Then, the first assertion of the lemma follows by (2.1). In order to prove the second
inequality, we put b = 0 into (2.2). From P(x)=∑nk=0 ckan−kxk one gets
H(P)= max
0kn
{|ck||a|n−k} hHn.
This completes the proof of the lemma. ✷
Usually the positive leading coefficient a0 from the minimal polynomial of an algebraic
number α is called the leading coefficient of α and of its algebraic conjugates. The leading
coefficient of an algebraic integer satisfies a0 = 1. When α = 0 denotes some algebraic
number, and when α = α(1), α(2), . . . , α(n) are the algebraic conjugates of α, the positive
number
αH := max
1νn
{|α(ν)|}
is called the house of α and of its conjugates.
Lemma 2.3. For any algebraic number α with height h and leading coefficient a0 the
inequality
αH  1+ h
a0
holds.
This is Hilfssatz 1 in [5, p. 5].
Lemma 2.4. Let α denote any algebraic number of degree n satisfying h(α) h for some
integer h. Moreover, P ∈ Z[x] denotes any polynomial of degree t such that H(P)  H
holds for some integer H . Then we have
h
(
P(α)
)
 16n2nt (1+ t)nHnhnt .
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responding to the number α. Let a0 be the leading coefficient of these numbers. It is a
well-known fact that each of the numbers a0α(1), a0α(2), . . . , a0α(n) is an algebraic integer.
Then it follows from the assumptions of the lemma that
at0P(α
(1)), at0P(α
(2)), . . . , at0P(α
(n)) (2.3)
are algebraic integers of degree k less or equal to n. All the numbers from (2.3) run n/k-
times through a complete system of algebraic conjugates. Let
Q(x) := ant0
n∏
ν=1
(
x − P(α(ν))).
Obviously we have Q(P(α)) = 0 and deg(Q)= n. Now let fν denote the value of the νth
primitive symmetric function fν(t1, . . . , tn) (ν = 0, . . . , n) at tµ = P(α(µ)) (µ= 1, . . . , n),
where f0(t1, . . . , tn) = 1, f1(t1, . . . , tn) = t1 + · · · + tn, f2(t1, . . . , tn) = t1t2 + · · · +
tn−1tn, . . . , fn(t1, . . . , tn)= t1 . . . tn. So we have
Q(x)= ant0
n∑
ν=0
fνx
ν. (2.4)
By its definition, each term in fν consists of ν factors from the set {P(α(1)), . . . ,P (α(n))}.
Since the numbers from (2.3) belong to a complete system of algebraic integers, it follows
by
ant0 fν = a(n−ν)t0 fν
(
at0P(α
(1)), . . . , at0P(α
(n))
)
(ν = 0, . . . , n)
that ant0 fν is some rational integer for every ν. Therefore (2.4) yields
Q(x) ∈ Z[x]. (2.5)
The number of terms in fν is bounded by 2n. In order to get an upper bound for H(Q), we
express the height by (2.4) in terms of fν . Hence
H(Q)= ant0 max
ν=0,...,n
{|fν |} 2nant0 (max{1, ∣∣P(α(1))∣∣, . . . , ∣∣P(α(n))∣∣})n. (2.6)
Next, we apply Lemma 2.3 and the assumptions deg(P )= t , H(P)H :
∣∣P(α(µ))∣∣ (1+ t)H(1+ h
a0
)t
 (1+ t)H (2h)
t
at0
(µ= 1, . . . , n);
the right inequality follows immediately from a0  h. Using (2.6), we thus get an upper
bound for the height of the polynomial Q:
H(Q) 2n+nt (1+ t)nHnhnt . (2.7)
Let T (x) ∈ Z[x] denote the minimal polynomial of P(α). By Q(P(α)) = 0 and by (2.5),
there is some polynomial R(x) ∈ Z[x] with Q= RT . Since Q has degree n, it follows by
Lemma 2.1 that
H(R)H(T ) 8nH(Q).
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lemma, since
h
(
P(α)
)
 8nH(Q) 8n2n+nt (1+ t)nHnhnt
results from (2.7). ✷
The next two lemmas are proved by similar arguments from the theory of algebraic
numbers.
Lemma 2.5. Let α1, α2, . . . , αn be algebraic integers of degrees d1, d2, . . . , dn, respec-
tively, and of heights less or equal to h1. Moreover, let β1, β2, . . . , βn be algebraic integers
of degrees e1, e2, . . . , en, respectively, and of heights less or equal to h2. Put
D :=
n∏
ν=1
dνeν, L :=
n∑
ν=1
ανβν.
Then we have
h(L) (64n)D(h1h2)D.
Lemma 2.6. Let α0, α1, . . . , αt be algebraic integers of degrees d0, d1, . . . , dt , respectively,
and of heights less or equal to h. We assume d0d1 . . . dt  d for some positive integer d .
By ω1,ω2, . . . ,ωt we denote all the roots of the polynomial
P(x) := αtxt + · · · + α1x + α0.
Then we have
(i) degQ(ωρ) td (ρ = 1, . . . , t),
(ii) h(ωρ) (2(t + 1)8t )dhd (ρ = 1, . . . , t).
3. Two additional lemmas
For the convenience of the reader we recall the definition of the rational functions
Qk,κ : (−1,+1)→R (k  1, 0 κ < k)
from [2]. Let Q1,0(t) := 1, and then assume thatQk,κ(t) is already defined for some integer
k  1 and for all integers κ satisfying 0 κ < k. Put
Qk+1,0(t) :=Q′k,0(t),
Qk+1,κ (t) :=Q′k,κ (t)−
2t
(t2 − 1)2
Qk,κ−1(t) (1 κ  k − 1),
Qk+1,k(t) := − 2t
(t2 − 1)2
Qk,k−1(t).
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Pk,κ(t) with integer coefficients such that
Qk,κ (t)= Pk,κ (t)
(t2 − 1)2(k−1)
holds.
(ii) The polynomial Pk,κ from (i) satisfies
deg(Pk,κ) 3k − 2κ − 3 (0 κ  k − 1).
(iii) We also have
H(Pk,κ) 22k−1(k − 1)! (0 κ  k − 1).
Proof. Putting P1,0(t) := 1, Pk,0(t) := 0 (k  2), the first assertion of the lemma is
obviously proved for k  1, κ = 0. We proceed by mathematical induction on k = 1,2, . . . .
For k = 1 the identity holds. So we may assume that for some integer k > 1 and for all
integers κ satisfying 0 κ  k − 1 a specific polynomial Pk,κ(t) exists. It is necessary to
distinguish two cases.
Case 1: 1 κ  k − 1. Applying the induction hypothesis on the functions Qk+1,κ (t),
we get
Qk+1,κ (t) =
(t2 − 1)2P ′k,κ (t)− 2(2k− 2)t (t2 − 1)Pk,κ(t)− 2tPk,κ−1(t)
(t2 − 1)2k
=: Pk+1,κ (t)
(t2 − 1)2k
(1 κ  k − 1). (3.1)
The induction hypothesis guarantees the existence of the polynomials Pk,κ(t) and
Pk,κ−1(t).
Case 2: κ = k. By similar arguments as before we now get
Qk+1,k(t)=−2tPk,k−1(t)
(t2 − 1)2k
=: Pk+1,k(t)
(t2 − 1)2k
. (3.2)
By (3.1) and (3.2), the first assertion of the lemma is completely proved.
The second and third assertion are also proved by mathematical induction on k
using (3.1) and (3.2). For (iii) one additionally needs a specific upper bound for the height
of the product of two polynomials. Let P,Q ∈ Z[t] denote polynomials, where
P(t)=
n∑
ν=0
aνt
ν,
say. The integer l(P ) := |a0| + |a1| + · · · + |an| is called the length of the polynomial P .
Obviously, one has
H(PQ) l(P )H(Q). (3.3)
This completes the proof of the lemma. ✷
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most B ( 2), such that β0 + β1 log 2 (with log 2 ∈R) does not vanish. Then
|β0 + β1 log 2|>B−C,
where C is an effectively computable number depending only on d .
This result from the theory of linear forms in logarithms is a special case of the more
general Theorem 3.1 in [1, p. 22].
4. Proof of Theorem 1.2
In this section we fix some index n from Theorem 1.2. For the sake of brevity we write
ε for εn and y for yn. In [2, Section 2] the approximating function y ∈ C∞(R) has been
constructed piecewise, where the kth derivative of y on suitable small intervals is given by
y(k)(x)=Aναkν
(
k−1∑
κ=0
gκQk,κ (s)
)
21/(s
2−1) (k  1) (4.1)
with s := ανx + βν and g := log 2 [2, (2.25)]. The real parameters Aν , αν , and βν are
suitably chosen such that y (restricted on a small interval) is situated in the ε-neighborhood
of a given continuous function f . From the proof of Lemma 2.1 in [2] it follows that Aν is
bounded by
|Aν |< 3ε8I with I :=
1∫
−1
2−1/(1−t2) dt = 0.6602812. . ..
In order to prove a linear transcendence measure of L, we shall also need a lower bound
for |Aν |. But such a bound cannot be obtained from the proofs in [2]. So we have to modify
the proof of Lemma 2.1 in [2] slightly in the following way: The values of y in the nodes
of the splines are now placed by turns above and below the value of the function f in the
corresponding nodes. In detail the construction is as follows. Let δ := 1/(m− 1), where m
is the even integer satisfying (1.3). Then we have∣∣f (t1)− f (t2)∣∣< ε16
(
t1, t2 ∈ Jz, |t1 − t2|< δ
)
. (4.2)
By 1/m < δ the inequalities from (2.10) and (2.11) in [2] hold. Let η > 0 be an arbitrary
real number from Lemma 2.1 in [2]. Since the set ηI ·Q := {ηIq: q ∈Q} is a dense subset
of R, for any integer µ with 0<µ<m there is a real number εµ satisfying1
f (xµ)+ (−1)µεµ ∈ ηI ·Q and ε16  εµ 
ε
8
. (4.3)
1 The reader is kindly asked not to mistake the elements from the sequence (εn)n1 from Theorem 1.2 for
the numbers ε0, ε1, . . . , εm from the proof of Lemma 2.1 in [2].
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from (4.3). Since m is supposed to be an even number, the hypotheses in (2.5) and (2.6) of
Lemma 2.1 in [2] (corresponding to µ= 0, µ=m) are additionally modified by claiming
ε
16
 ε0, εm 
ε
8
(4.4)
(instead of 0  ε0, εm  ε/8). In [2, Lemma 2.1] the approximation problem was solved
by using
Aµ = f (xµ+1)− f (xµ)+ εµ+1 − εµ
I
.
The proof of the lemma also works with
Aµ := f (xµ+1)− f (xµ)+ (−1)
µ+1εµ+1 − (−1)µεµ
I
(0 µ<m).
Additionally, one has
|Aµ| |(−1)
µ+1εµ+1 − (−1)µεµ| − |f (xµ+1)− f (xµ)|
I
= εµ+1 + εµ − |f (xµ+1)− f (xµ)|
I
 ε/16+ ε/16− ε/16
I
= ε
16I
. (4.5)
Here we have applied the bounds from (4.2)–(4.4); note that for t1 = xµ+1, t2 = xµ, the
hypothesis |t1 − t2| = 1/m< δ in (4.2) holds. There are no more additional changes in [2].
Proceeding from Lemma 2.1 to Lemma 2.2 in [2] (by extending the approximation problem
from Jz to the whole real line), we now write Aν for Aµ. Of course, (4.5) remains true.
In the sequel let x = τ in (4.1). There is a uniquely determined integer z such that τ ∈ Jz.
By (1.3), m depends on ε, f , and Jz. Then s in (4.1) takes the form s = 2mτ + βν , where
βν denotes some integer (see [2, (2.1), (2.2), and (2.8)]). Therefore from −1  s  1 we
obtain that |βν | |s| + 2m|τ | 1+ 2m|τ | holds. Using (1.6), we then get 2m, |βν |M .
Obviously one has degQ(s)= degQ(τ)= n1. So the application of Lemma 2.2(i) gives
h(s) 2n1h1Mn1 . (4.6)
In order to prove a lower bound for |L| we also need a lower bound for |s2 − 1|, which can
be obtained from Liouville’s approximation theorem for real algebraic numbers. We first
treat the case where s  0. The number s − 1 = 2mτ + (βν − 1) does not vanish, since
otherwise y(K)(τ ) = 0 follows from (4.1), which contradicts (1.8). Using degQ(τ) = n1,
by Liouville’s theorem, one has that
|s2 − 1| |s − 1| = ∣∣2mτ + (βν − 1)∣∣ 1
C1(2m)n1
.
The case for s < 0 is treated analogously, where Liouville’s theorem is used to estimate
0 < |s + 1| = |2mτ + (βν + 1)|. By (1.8) one knows that s2 − 1 does not vanish. So it
follows from −1< s < 1 that s2 − 1 =−|s2 − 1|< 0 holds, from which the inequality
21/(s
2−1) = 12 
1
C (2m)n1 (4.7)21/|s −1| 2 1
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1
|s2 − 1|2K−2
> 1, (4.8)
which follows immediately from |s2 − 1|< 1. Here we have used that s does not vanish,
which again is a consequence from (1.8). The arguments for s = 0 are given in full detail
in [2, p. 336] (with τ replaced by some rational qkρ ). Finally, from |s|> 0 and Liouville’s
theorem, one gets that
|s| = |2mτ + βν | 1
C1(2m)n1
. (4.9)
To prepare the application of Lemma 3.2 to L, it is necessary to rearrange the terms from
L with respect to the powers of g. For this purpose let a function g : {0,1, . . . ,K − 1}→
{1,2, . . . , r} be defined by
kµ−1  κ < kµ ⇒ g(κ) := µ,
where 0 =: k0 < k1 < k2 < · · ·< kr =K . Using the identity from (4.1), Lemma 3.1(i), and
αν = 2m, we then get
L=
r∑
ρ=1
ψρy
(kρ)(τ )=Aν21/(s2−1)
r∑
ρ=1
ψρ(2m)kρ
kρ−1∑
κ=0
gκ
Pkρ,κ(s)
(s2 − 1)2kρ−2
= Aν2
1/(s2−1)
(s2 − 1)2kr−2
kr−1∑
κ=0
{
r∑
ρ=g(κ)
ψρ(2m)kρ (s2 − 1)2(kr−kρ )Pkρ ,κ (s)
}
gκ. (4.10)
The term inside of {. . .} in (4.10) may be regarded as a polynomial in s. We estimate the
degree of that polynomial with Lemma 3.1(ii):
degs
(
(s2 − 1)2K−2kρPkρ ,κ (s)
)
 (4K − 4kρ)+ (3kρ − 2κ − 3)
 4K − kρ − 3 4K − 4
(
0 κ K − 1, g(κ) ρ  r). (4.11)
The length of the polynomial (s2 − 1)2K−2kρ equals to 22K−2kρ . By Lemma 3.1(iii) and
by (3.3), we get an upper bound for the height of the above polynomial:
H
(
(s2 − 1)2K−2kρPkρ ,κ (s)
)
 22K−2kρH
(
Pkρ,κ(s)
)
< 22K22kρ−1(kρ − 1)!
 1
22
88K(K − 1)!. (4.12)
In what follows the variable s is considered as some real algebraic number. Consequently,
the numbers
γρ := (s2 − 1)2K−2kρPkρ ,κ (s)
(
0 κ K − 1, g(κ) ρ  r)
are real algebraic numbers too. Since γρ is the value of some integer polynomial at τ , one
has that
degQ(γρ) degQ(τ)= n1. (4.13)
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t  4K − 4 (by (4.11)), and
h := 2n1h1Mn1 (by (4.6)), H := 12288
K(K − 1)! (by (4.12)).
That gives
h(γρ)  16n12n1(4K−4)(4K − 3)n1
(
1
22
88K(K − 1)!
)n1
× 2n21(4K−4)hn1(4K−4)1 Mn
2
1(4K−4)
=:C7hn1(4K−4)1 Mn
2
1(4K−4) < C7h4n1K1 M
4n21K
(
g(κ) ρ  r
)
. (4.14)
C7 depends on n1 and K . The integer b = bn1 from (1.4) represents the leading coefficient
of τ . Therefore the number bs is an algebraic integer. Then, by (1.7) and (4.11), all the
numbersW2γρ (0 κ K−1, g(κ) ρ  r) are algebraic integers too. By the definition
of W1 in (1.7), the same is true for W1ψρ(2m)kρ . We express W1W2L in terms of the
identity from (4.10):
W1W2L= Aν2
1/(s2−1)
(s2 − 1)2K−2
K−1∑
κ=0
{
r∑
ρ=g(κ)
(
W1ψρ(2m)kρ
)
(W2γρ)
}
gκ . (4.15)
The integers n2, h2 from the theorem satisfy degQ(ψρ) n2 and h(ψρ) h2. Assuming
g(κ) ρ  r , with Lemma 2.2(ii) we get
h
(
W1ψρ(2m)kρ
)
 h(ψρ)
(
W1(2m)kρ
)n2  C8h2Wn21 mn2K (C8 := 2n2K). (4.16)
Next, by (4.13), (4.14), and Lemma 2.2(ii), we similarly obtain
h(W2γρ) h(γρ)Wn12 <C7W
n1
2 h
4n1K
1 M
4n21K. (4.17)
The results from (4.16) and (4.17) are now used to estimate the height of the algebraic
number inside the brackets {. . .} in (4.15). For this purpose Lemma 2.5 is applied with
D  (n1n2)r (see (4.13)):
h
(
r∑
ρ=g(κ)
(
W1ψρ(2m)kρ
)
(W2γρ)
)
 C9
(
W
n2
1 W
n1
2 m
n2KM4n
2
1Kh2h
4n1K
1
)(n1n2)r ,
(4.18)
where
C9 = C9(n1, n2, r,K) := (64rC7C8)(n1n2)r .
The terms of the double sum on the right-hand side of (4.15) form a polynomial in g.
The leading coefficient Ω of that polynomial occurs for κ =K − 1, where the inner sum
simplifies to one term by ρ = g(K − 1)= g(kr − 1)= r:
Ω =W1W2ψr(2m)kr γr =W1W2ψr(2m)K(−2s)K−1.
Here we have used that γr = PK,K−1(s) = (−2s)K−1 holds, which follows immediately
from (3.2) for k = K − 1 and from the recurrence formula for Qk+1,k in Section 3. It is
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not vanish either. Altogether, one has Ω = 0, which implies that the polynomial from the
double sum in (4.15) has degree K − 1. Therefore the polynomial can be factorized in the
following way:
W1W2L= Aν2
1/(s2−1)
(s2 − 1)2K−2
W1W2ψr(2m)K(−2s)K−1
K−1∏
ρ=1
(g − βρ). (4.19)
All the preceding estimates of heights and degrees are now applied to estimate the heights
of the roots βρ . We make use of Lemma 2.6(ii), in which we put t :=K−1, d := (n1n2)rK ,
since every coefficient of the polynomial is an algebraic integer of degree at most (n1n2)r .
The right-hand side of (4.18) defines h in Lemma 2.6. Thus one gets
h(βρ) C10
(
W
n2
1 W
n1
2 m
n2KM4n
2
1Kh2h
4n1K
1
)(n1n2)r(K+1) (1 ρ K − 1) (4.20)
with
C10 = C10(n1, n2, r,K) :=
(
2C9K8K−1
)(n1n2)rK .
In part (i) of Lemma 2.6 a bound for the algebraic degrees of the βρ ’s is given:
degQ(βρ) (K − 1)(n1n2)rK (1 ρ K − 1). (4.21)
Dividing (4.19) by W1W2, we then express the modulus of L by
|L| = |Aν |2
1/(s2−1)
|s2 − 1|2K−2
|ψr |22K−1mK |s|K−1
K−1∏
ρ=1
| log2− βρ |. (4.22)
Next, we apply (4.20) and (4.21) to estimate the product on the right-hand side of (4.22) by
the lower bound given in Lemma 3.2. Since log 2 is a transcendental number, the product
does not vanish. Putting d := (K − 1)(n1n2)rK in Lemma 3.2, it follows that
|L|> |Aν |2
1/(s2−1)
|s2 − 1|2K−2
|ψr |22K−1mK |s|K−1C−C(K−1)10
× (Wn21 Wn12 mn2KM4n21Kh2h4n1K1 )−C(K−1)(n1n2)r(K+1) (4.23)
holds, where C = C(n1, n2, r,K) is some effectively computable positive number. In order
to simplify (4.23), by further estimates we now apply (4.5), (4.7)–(4.9):
|L|> ε|ψr |2
2K−1mK
16ICK−11 (2m)
n1(K−1)2C1(2m)n1
C
−C(K−1)
10
× (Wn21 Wn12 mn2KM4n21Kh2h4n1K1 )−C(K−1)(n1n2)r(K+1) . (4.24)
Obviously, one has mM (by (1.6)), and W1  a1a2 . . . ar  hr2, W2 = b4K−4  h4K−41
(by (1.7), (1.4)). These bounds are now used to estimate
W
n2
1 W
n1
2 m
n2KM4n
2
1Kh2h
4n1K
1  (W1W2mMh1h2)
4n21n2K

(
M2h4K−3hr+1
)4n21n2K  (Mh1h2)4(4K−3)(r+1)n21n2K. (4.25)1 2
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C2 := 2
2K−1
16ICC(K−1)10
,
C3 := 4Cn21n2K(K − 1)(4K − 3)(r + 1)(n1n2)r(K+1).
Using these notations and the bound from (4.25), the right-hand side of (4.24) takes the
form
|L|> εC2|ψr |m
K(Mh1h2)−C3
CK−11 (2m)
n1(K−1)2C1(2m)n1
,
which proves the theorem. ✷
5. Proof of Theorem 1.3
The differential polynomial corresponding to the differential equation from Theo-
rem 1.3 is
T (x1, . . . , x5) := 3x61x32x25 + 8x61x22x34 − 24x61x22x3x4x5 + 12x61x2x23x24
+ 18x61x2x33x5 − 18x61x43x4 + 12x41x52x24 + 6x41x52x3x5
− 60x41x42x23x4 + 45x41x32x43 − 6x31x72x5 + 24x31x62x3x4
− 18x31x52x33 + 6x21x82x4 − 6x21x72x23 − 6x1x92x3 + 4x112 .
We shall prove that every function yn from Theorem 1.1 satisfies the differential equation.
The reader will find the expressions for y ′n, . . . , y ′′′′n and some additional information in [3,
Section 3] and [2, Section 3]. Since T is a homogeneous polynomial and since every term
of the differential equation has the same weight, it suffices to show that T (x1, . . . , x5)= 0
holds for
x1 = 1, x2 =− 2gs
(s2 − 1)2
, x3 = 6gs
4 + 4g(g − 1)s2 − 2g
(s2 − 1)4
,
x4 =−24gs
7 + 12g(3g− 2)s5 + 8g(g2 − 3g− 3)s3 − 12g(g− 2)s
(s2 − 1)6
,
x5 = 120gs
10 + 60g(5g− 2)s8 + 48g(3g2 − 7g− 7)s6
(s2 − 1)8
+ 8g(2g
3 − 12g2 − 27g+ 66)s4 − 24g(2g2 − 10g+ 7)s2 + 12g(g− 2)
(s2 − 1)8
,
where −1 < s < 1 and g = log 2. The verification can be easily performed by a computer.✷
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