Abstract. Versions of well known function theoretic operator theory results of Szegö and Widom are established for the Neil algebra. The Neil algebra is the subalgebra of the algebra of bounded analytic functions on the unit disc consisting of those functions whose derivative vanishes at the origin.
Introduction
Let C denote the complex numbers, D = {|z| < 1} ⊆ C denote the unit disk with its boundary T = {|z| = 1}. Denote by H ). Let P denote the set of analytic polynomials that vanish at 0. Thus a p ∈ P has the form, p(z) = n j=1 p j z j for some positive integer n and p 1 , . . . , p n ∈ C. Given a non-negative function ρ on T with log(ρ) ∈ L 1 a (special case of a) well known result of Szegö (see for instance [13] page 219) identifies the L 2 (ρ) distance from the constant function 1 to P. A theorem of Widom characterizes those unimodular functions φ ∈ L ∞ whose distance to H ∞ is less than one in terms of Toeplitz operators. A φ ∈ L ∞ induces a multiplication operator M φ : L 2 → L 2 defined by M φ f = φf. Let V : H 2 → L 2 denote the inclusion. The operator T φ = V * M φ V is the Toeplitz operator with symbol φ. Theorem 1.2 (Widom's invertibility criteria [10, Theorem 7 .30]). Suppose φ ∈ L ∞ is unimodular. There exists an f ∈ H ∞ such that f − φ < 1 if and only if T φ is left invertible.
Sarason [17] established a version of Theorem 1.1 for the annulus and Abrahamse [1, Theorems 4.1 and 4.6] established a version of Theorem 1.2 for multiply connected domains. In this paper we establish Szegö and Widom type theorems for the Neil algebra. The Neil algebra A is the subalgebra of H ∞ (D) consisting of those functions whose derivative vanishes at 0. It is perhaps the simplest example of a constrained algebra. As with extending classical results from the unit disc to multiply connected domains, here it is necessary to replace H 2 with a family of Hilbert-Hardy spaces that parameterize the distinction between harmonic functions and the real parts of analytic functions in A either explicitly or implicitly in the statement of the results and their proofs. In addition to the references already cited, see for instance [2, 3, 15, 7] for related results on multiply connected domains, [4, 5, 6, 11, 9, 15, 16] for results on constrained algebras and finally [12] for a Pick interpolation theorem on distinguished varieties. Let A 0 denote those functions in A that vanish at 0. Hence A 0 = z 2 H ∞ .
Theorem 1.3 (Szegö Theorem for A).
Suppose ρ > 0 is a continuous function on T and let
With these notations,
Remark 1.4. Note that λ = 0 if and only if 1 and e it are orthogonal in L 2 (ρ) and in this case it is evident that the distance from 1 to P is the same as the distance from 1 to the subspace A 0 of P.
To state the analog of Theorem 1.2 for A some notations are needed. Let
It is the Toeplitz operator with symbol φ with respect to α [7] . In particular, if φ ∈ A and f ∈ H Before turning to the proofs of Theorems 1.3 and 1.6, we pause to introduce some conventions and basic background on the spaces
, where the latter is viewed as the subspace of L p (T) consisting of those f with vanishing negative Fourier coefficients, will be used routinely and without comment. Let H 2 1 denote the subspace of H 2 consisting of those f ∈ H 2 whose Fourier coefficientf
The following Lemma can be found in [9] for instance. The first part follows from the easily verified fact that {a + bz, z n : n ≥ 2} is an orthonormal basis for H 2 α ; and the moreover part, from a standard reproducing kernel Hilbert space argument.
In particular, k
and thus k α w = 0 with the exception of α = (0, 1) and w = 0.
Proof of Theorem 1.3
As a first step, observe that it suffices to prove the theorem under the additional hypothesis that C ρ = 0. Indeed, if not letρ = exp(−C ρ ) ρ, so that 
Thus,
as claimed. Accordingly, for the remainder of the proof, assume C ρ = 0.
In particular,
Note that, as sets, L 2 (ρ) and L 2 are the same and thus we may consider H 2 as a Hilbert space with the alternate inner product,
To keep the distinction clear, denote this latter space by
Since ρ is continuous and strictly positive, log(ρ) is continuous. It has Fourier series expansion
where, because it is real-valued, c −j = c j . Moreover, c 0 = 0 and c 1 = λ, since C ρ = 0 and by the very definitions of C ρ and λ. Letting γ denote the H 2 function represented by the series
it follows that log(ρ) = γ + γ * as elements of L 2 . Further, since
Thus, the aim is to find the H 2 -distance from exp(γ) to z 2 H 2 .
Given f ∈ z 2 H 2 , let g = exp(γ) − f and estimate, using g(0) = 1 and the CauchySchwarz inequality,
and note f (0) = 0 and f
and, with this choice of f , equality holds in the Cauchy-Schwarz inequality in equation (2.1).
Toeplitz operators on A
This section contains the proof of Theorem 1.6.
denote the inclusion maps. In particular, V * M φ V is T φ , the usual Toeplitz operator with symbol φ. On the other hand,
Since, as is well known that T φ = φ ( [14] ), the result follows.
Let B(L 2 ) denote the bounded linear operators on L 2 .
Lemma 3.2. Giving B 2 its usual topology and B(L 2 ) its norm topology, the mapping
Proof. Since {a + bz, z n : n ≥ 2} is an orthonormal basis for
Thus, letting Q denote the projection onto z 2 H 2 and F α = (a + bz) (a unit vector),
is the rank one projection operator,
2 , then
functions with Fourier series of the form
The following lemma is the M version of the well known factorization theorem for H 1 functions.
Proof. The function ψ = zh is in H 1 and therefore there exists F, G ∈ H 2 such that zh = F G and h 1 = ψ 1 = F 2 G 2 [10, Corollary 6.27]. Moreover, since ψ
2 such that aF ′ (0) = bF (0).) Thus there is a constant c and an H 2 function F 0 such that
Hence, there is a constant d and H 2 function G 0 such that
Let g = zG, in which case h = F g and g 2 = G 2 . Moreover,
and, for n ≥ 2,
Recall (L 1 ) * = L ∞ with the equality interpreted as the isometric isomorphism determined by the mapping that assigns to φ ∈ L ∞ the linear functional λ φ :
Moreover, letting
is an isometric isomorphism. Finally, if φ ∈ M and ψ ∈ A, then
On the other hand, e ijt ∈ M for j = −1, 1, 2, . . . and therefore if ψ ∈ M ⊥ , then its Fourier series has the form
Hence ψ ∈ A and thus we may view Λ as having domain L ∞ /A. The following lemma summarizes the discussion (see [8, page 88] ).
Proof. Let f, g ∈ H 2 α be given. Since ψg ∈ H 2 α , it follows, using Lemma 3.
An element ψ ∈ A is invertible in A if it does not vanish in D and ψ
Lemma 3.6. Suppose ψ ∈ A. The following are equivalent.
Moreover, in this case (T Proof. Suppose there exists ψ ∈ A such that φ − ψ < 1. In this case 1 − ψφ < 1, since |φ| = 1 (unimodular). Hence, by Lemma 3.1, for a given α ∈ B 2 ,
Proof. Evidently item (i) implies item (iii) implies item (ii). Now suppose there is an
In particular, T 
To show there is an ǫ > 0 such that X α F ≥ ǫ F for all α ∈ B 2 and F ∈ L 2 , we argue by contradiction. Accordingly suppose no such ǫ > 0 exists. By compactness of B 2 , there is a sequence α n = (a n , b n ) from B 2 , that, by passing to a subsequence if needed, we may assume converges to some β = (a, b) ∈ B 2 and a unit vectors F n ∈ L 2 such that ( X αn F n ) n converges to 0. But then,
By norm continuity (Lemma 3.2) the last term on the right hand side tends to 0 and by assumption the first term on the right hand side tends to 0, a contradiction.
To complete the proof, simply observe if Proof. Suppose T α φ is left invertible for each α ∈ B 2 . In this case, Lemma 3.8 applies and thus there is an 1 ≥ ǫ > 0 such that for each α and f ∈ H On the other hand, using the unimodular hypothesis,
Thus, (1 − ǫ 2 ) f 2 ≥ (I − P α )φ f 2 . Therefore,
By Lemma 3.4, it now follows that π(φ) < 1, where π : L ∞ → L ∞ /A is the quotient map; i.e., the distance from φ to A is less than one.
Conversely, if the distance from φ to A is less than one, then there exists a ψ ∈ A such that φ − ψ < 1. It follows from Lemma 3.7 that T α φ is left invertible.
Proof of Theorem 1.6. All that remains to be shown is: T The converse is contained in Lemma 3.7.
