Abstract. Storage of massive data is receiving more and more attention in recent years and it has been widely used in many fields, meanwhile, its security is facing a great challenge, too. In this paper, we propose a distributed authentication protocol to ensure the security of massive data storage, this method utilizes Reed-Solomon codes to ensure the availability and reliability of data. In addition, it makes use of the Sobol sequences token to pre-calculate and verify the integrity of data. The proposed method can not only verify the correctness of the storage, but also recognize the server which executes wrong operation.
Users store data in the servers which are provided by service provider, typically include desk-top computers, lap-top computers, mobile phones etc..
Service provider has a great deal of resources and professional support for data storage. Service provider provide service for data storage, thus users can access service via the Internet.
The third-party verification has professional knowledge and abilities, it can detect the risk of data storage.
In order to solve the security of massive data storage, we propose a distributed authentication protocol which uses Sobel sequences. The method allows users to verify the correctness of data which are stored by service provider, and recognize servers which execute wrong operation without local copy of original data. When users do not have time to verify the correctness of data, they can submit the task to the third-party verification.
Framework of Safe Storage
So as to ensure the security of massive data, in this paper we propose a distributed verification model, which contains three stages: document distribution, token pre-calculation and challenge response protocol. Following are some variables used in the paper.
F denotes data files to be stored, let F denotes m data matrices which have the same size, each group has five blocks, these data blocks are part of (2 ) 
Implementation of the Model
A. Document Distribution Erasure codes are used to ensure the error tolerance and improve performance for distributed storage system. In massive data storage, the proposed method uses this technology to allocate the entire data file, and ensure the availability and reliability of data through k (k=m+n) servers. In A(m+n,n), Reed-Solomon erasure codes can produce n parity-check blocks from m data blocks. Thus the original data can be reconstructed from any m+n blocks, so the original file can be reconstructed from m+n servers, and it do not result in loss of data, furthermore, the space consumed is quite small. Let 2 1
, the distribution of data is odd-even symmetrical, matrix A is: 
where I is an identity matrix of size m by m, P is a matrix of size m by m which is produced by parity-check, one should note that A is Vandermonde matrix, and it is invertible. In order to obtain the code file, we should use the following formula:
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… . The code file contains original data vector F and parity-check G(m+1),…,G(k) produced by F.
B. Token Pre-calculation Files after coding, in order to ensure correctness of massive data storage and recognize the server which executes wrong operation. The proposed method totally depends on Sobol sequences to pre-calculate token. The main idea is before document distribution, users pre-calculate a certain quantity of short verification token via personal data vector G(j). Each token has a group of random data blocks. Then after the token is pre-calculated, users store all the tokens in local devices. When users want to verify the correctness of data, they can verify via the random number produced by data blocks. When service provider receives the request from users, each server needs to calculate a short signature through corresponding random model and return it to users. As for maintaining the integrity of data, the return value
which is pre-calculated. Meanwhile, all the other servers work on the same group of random data block.
C. Challenge Response Protocol Once the data is stored, we challenge the corresponding protocol to verify the integrity of erasure codes and recognize the server which executes wrong operation. However, response of servers is not enough to detect the integrity of data, but it is necessary to recognize the server which executes wrong operation. The procedure of the proposed algorithm is as follows:
(1) Start. to users. 
Conclusions
In this paper, we propose a more effective and flexible method for distributed verification to solve the security of massive data storage. We utilize Reed-Solomon erasure codes to distribute files and ensure the availability and reliability of data. What's more, we use Sobol sequences to verify the integrity of erasure codes. However, the design of model is relatively complex, so in future, we will investigate how to improve the efficiency of the model.
