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Abstract
The self-consistent separable RPA (random phase approximation) method is formulated for
Skyrme forces with pairing. The method is based on a general self-consistent procedure for fac-
torization of the two-body interaction. It is relevant for various density- and current-dependent
functionals. The contributions of the time-even and time-odd Skyrme terms as well as of the
Coulomb and pairing terms to the residual interaction are taken self-consistently into account.
Most of the expression have a transparent analytical form, which makes the method convenient
for the treatment and analysis. The separable character of the residual interaction allows to avoid
diagonalization of high-rank RPA matrices and thus to minimize the calculation effort. The previ-
ous studies have demonstrated high numerical accuracy and efficiency of the method for spherical
nuclei. In this contribution, the method is specified for axial nuclei. We provide systematic and
detailed presentation of formalism and discuss different aspects of the model.
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I. INTRODUCTION
Effective nuclear forces (Skyrme, Gogny, ...) are widely used for description of diverse
properties of atomic nuclei (see, for review [1]). However, their application to nuclear dy-
namics is still limited even in the linear regime which is usually treated within the random-
phase-approximation (RPA). The theory is is plagued by dealing with high-rank matrices
which make the computations quite expensive. This is especially the case for non-spherical
systems with their demanding configuration space. The rank of the matrices is determined
by the size of the one-particle-one-hole (1ph) space which becomes really huge for deformed
and heavy spherical systems.
RPA problem becomes much simpler if the residual two-body interaction of a given mul-
tipolarity λµ is factorized (reduced to a separable form):
∑
mnij
< mn|V λµres |ij > a+ma+n ajai →
K∑
k,k′=1
κλµk,k′Xˆ
λµ
k Xˆ
λµ
k′ ,
Xˆλµk =
∑
ph
< p|Xˆλµk |h > a+p ah (1)
where Xˆλµk are hermitian one-body operators and κ
λµ
k,k′ are strength constants. The fac-
torization allows to reduce a high-rank RPA matrix matrix to a small matrix with a rank
determined by the number of the separable terms. The main problem is to accomplish
the factorization self-consistently, with minimal number of separable terms and with high
accuracy.
Several self-consistent schemes [2, 3, 4, 5, 6, 7, 8, 8, 9] were proposed during last decades
and signified a certain progress in this problem. However, these schemes are not sufficiently
general. Some of them are limited to analytical or simple numerical estimates [2, 3, 4, 5],
the others are not fully self-consistent [7]. Quite promising is the approach [8, 9] for Skyrme
forces. However, it still deals with RPA matrices of rather high rank (∼ 400). Besides,
it neglects contributions to the residual forces from the Coulomb interaction and time-odd
densities and currents .
In this connection, we proposed some time ago a general self-consistent separable RPA
(SRPA) approach relevant to arbitrary density- and current-dependent functionals [10, 11,
12, 13]. The method was implemented to the Skyrme functional [14, 15]. In SRPA the one-
body operators and strength constants of the separable expansion are unambiguously derived
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from the given energy functional. Since we use the self-consistent procedure, there is not
need in any new parameters in addition to those in the initial functional. The factorization
dramatically reduces rank the of RPA matrix. Usually a few separable terms (or even one
term) are enough for accurate reproduction of the genuine residual interaction V λµres [10]. Such
impressive result becomes possible due to the effective self-consistent procedure [4] based on
solid physical arguments. Besides, the separable operators are constructed to have maxima
at different slices of the nucleus and thus cover both nuclear surface and interior [10]. Hence
SRPA exhibits accuracy of most involved RPA versions but at much less expense.
One of the main SRPA advantages is its simple and transparent formalism which makes
the method very convenient for the analysis and handling of the numerical results. Being
self-consistent, SRPA allows to identify spurious admixtures connected with violation of the
translational or rotational invariance.
SRPA exploits the full 1ph space and thus equally well treats collective and non-collective
states. However, quite often (e.g. for giant resonances) we do not need the detailed RPA
description. Then the strength function method, when we completely avoid the calculation
of the RPA states, is much more optimal. The separable character of SRPA allows to
construct the strength function based on the Lorentz smoothing function. The strength
function is naturally separated into two terms, from the mean-field and correlations.
SRPA has a peculiarity to incorporates to the residual interaction the contributions of
both time-even and time-odd variables (densities and currents). The time-odd variables
naturally appear in the Skyrme functional constructed to contain all the possible bilinear
forms from the basic nucleon and spin densities together with their derivatives up to the
second order [16]. Besides, time-odd densities and currents are necessary to keep the Galilean
and gauge invariance of the Skyrme functional [15, 16]. Skyrme functionals of this kind are
actively used for investigation of both ground state and dynamics of atomic nuclei (see e.g.
[17] and references therein).
The recent studies with Gogny forces show that contributions of the spin-orbital and
Coulomb forces to the residual interaction can be important for the description of low-
lying states and giant resonances in exotic nuclei [18]. SRPA takes into account both these
contributions. We plan to scrutinize their impact in our further studies.
SRPA is quite general and in principle can be applied to a variety of finite Fermi systems
and different functionals. For example, it was derived for the Kohn-Sham functional [19, 20]
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and widely used for description of linear dynamics of valence electrons in spherical and
deformed atomic clusters [21, 22, 23, 24, 25, 26].
In the previous SRPA studies, we considered nuclear dynamics in spherical nuclei [10, 12].
However, ability of SRPA to reduce the computational effort is much more decisive for
deformed systems with its huge 1ph configuration space. So, in the present paper we specify
the Skyrme SRPA formalism to axial atomic nuclei. The pairing and its contribution to the
residual interaction are taken into account. One of the aims of this paper is to present the
SRPA by systematic and even tutorial way, with all necessary details.
The paper is organized as follows. In Section II, the derivation of the general SRPA
formalism is given and discussed. The method is SRPA is specified for Skyrme forces in Sec.
III. The choice of the initial operators is discussed in Sec. IV The summary is done in Sec.
V. Details of the formalism can be found in Appendices A-H.
II. BASIC SRPA EQUATIONS
A. Main requirements
The present model provides the self-consistent factorization of the residual interaction to
the explicit form
Vˆres → Vˆ sepres = −
1
2
∑
ss′
K∑
k,k′=1
{κsk,s′k′XˆskXˆs′k′ + ηsk,s′k′YˆskYˆs′k′} . (2)
We assume the residual interaction of a fixed multipolarity (λ for spherical nuclei and λµ for
deformed nuclei) but, for simplicity, skip hereafter the multipole index. In (2), indices s and
s′ label neutrons and protons; Xˆsk and Yˆsk are time-even and time-odd hermitian one-body
operators. Their time-parity properties formally read
TXˆskT
−1 = γXT Xˆsk, γ
X
T = +1,
T YˆskT
−1 = γYT Yˆsk, γ
Y
T = −1,
where T is the operator of time inversion. The expansion (2) includes time-odd operators
because some Skyrme functionals possess both time-even and time-odd densities and currents
[1], see their list in the Appendix C. As was mentioned above, the time-odd densities are
necessary to keep the Galilean and gauge invariance of the Skyrme functional [15, 16].
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Though these densities do not contribute to the static mean field Hamiltonian of spin-
saturated systems, they can provide time-dependent perturbations and thus have to be
taken into account in the description of nuclear dynamics.
The presence of both time-even and time-odd variables naturally leads to formulation of
the model in terms of hermitian operators with given time-parity. These operators have the
useful property that
< 0|[Aˆ, Bˆ]|0 >∼ (1− γAT γBT ) (3)
i.e. the average commutator does not vanish only for operators Aˆ and Bˆ having the opposite
T-parities (γAT = −γBT ), see Appendix B 2 for more details. This property will be widely
used in our derivation.
The model should satisfy some principle requirements. The expansion (2) has to be self-
consistent. It should involve the minimal number of the separable terms and, at the same
time, accurately reproduce the true residual interaction. The operators Xˆk and Yˆk and their
weights should have simple and physically transparent structure. Below we will develop the
scheme which fulfills these requirements.
B. Time-dependent Hamiltonian
The nucleus is assumed to undergo small-amplitude harmonic vibrations around Hartree-
Fock (HF) or Hartree-Fock-Bogoliubov (HFB) ground state. We start with a general time-
dependent functional E(Jαs (~r, t)) involving a set of arbitrary neutron and proton densities
and currents Jαs (~r, t) (where s = n, p ; α labels densities and currents)
E(Jαs (~r, t)) =< Ψ(t)|Hˆ|Ψ(t) >=
∫
H(~r)d~r (4)
where |Ψ(t)> is the wave function of the vibrating system described as the time-dependent
Slater determinant. Time-dependent densities and currents are determined through the
corresponding operators as
Jαs (~r, t) =s< Ψ(t)|Jˆαs (~r)|Ψ(t) >s=
occ∑
hǫs
ϕ∗h(~r, t)Jˆα(~r)ϕh(~r, t) (5)
where ϕh(~r, t) is wave function of the hole (occupied) single-particle state. The set (5)
includes both time-even and time-odd densities and currents, see examples in the Appendix
C.
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In the linear regime, the time-dependent density reads as a sum of the static part and
the small time-dependent perturbation:
Jαs (~r, t) = J¯
α
s (~r) + δJ
α
s (~r, t) (6)
Then, substituting (6) into (4) and keeping the terms up to the linear order for δJαs (~r, t),
one gets the single-particle Hamiltonian
hˆ(t) = hˆ0 + hˆres(t) (7)
with the static mean-field part
hˆ0 =
∑
α,s
δE(Jαn , J
α
p )
δJαs
Jˆαs (8)
and the time-dependent response
hˆres(t) =
∑
α′s′
[
δhˆ0
δJα
′
s′
]J=J¯δJ
α′
s′ (t) =
∑
αs
∑
α′s′
[
δ2E(~r)
δJαs δJ
α′
s′
]J=J¯δJ
α′
s′ (t)Jˆ
α
s . (9)
The later determines oscillations of the system. For the brevity of notation, we skip the
dependence on space coordinates in (7)-(9) and hereafter in this section. The explicit space
dependence of the key SRPA operators and values can be found in the Sec. III.
The next step in our derivation is to specify the unknown density variations (or transition
densities)
δJαs (t) =< Ψ(t)|Jˆαs |Ψ(t) > − < 0|Jˆαs |0 > (10)
where |0 > is the static ground state. For this aim we should define the perturbed many-body
wave function |Ψ(t) >.
C. Scaling perturbed wave function
The macroscopic perturbed many-body wave function |Ψ(t)>s is obtained from the static
HF or HFB ground state |0 >s by the scaling transformation [4]
|Ψ(t)>s=
K∏
k=1
exp[−iqsk(t)Pˆsk]exp[−ipsk(t)Qˆsk]|0 >s . (11)
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Here both |Ψ(t)>s |0 >s are Slater determinants; Qˆsk(~r) and Pˆsk(~r) are generalized coordi-
nate (time-even) and momentum (time-odd) hermitian operators with the properties
Qˆsk = Qˆ
+
sk, γ
Q
T = 1,
Pˆsk = i[Hˆ, Qˆsk]ph = Pˆ
+
sk, γ
P
T = −1 (12)
where Hˆ = hˆ0 + Vˆres is the full Hamiltonian embracing both one-body and two-body parts.
The subscript ph in the commutator means the mapping into particle-hole domain. If the
functional includes only time-even densities, then Vˆres does not contribute to the commutator
and so one may use hˆ0 instead of Hˆ.
Operators (12) generate time-even and time-odd real collective deformations qsk(t) and
psk(t). Using (11), the transition densities (10) are expressed through these deformations as
δJαs (t) =< Ψ(t)|Jˆαs |Ψ(t) > − < 0|Jˆαs |0 >= (13)
= i
∑
k
{qsk(t) < 0|[Pˆsk, Jˆαs ]|0 > +psk(t) < 0|[Qˆsk, Jˆαs ]|0 >} .
Then the response Hamiltonian (9) can be recast as
hˆres(t) =
∑
sk
{qsk(t)Xˆsk + psk(t)Yˆsk} (14)
where all time-independent terms are collected in the hermitian one-body operators
Xˆsk =
∑
s′
Xˆs
′
sk =
∑
s′
i
∑
α′α
[
δ2E
δJα
′
s′ δJ
α
s
]J=J¯ < 0|[Pˆsk, Jˆαs ]|0 > Jˆα
′
s′ , (15)
Yˆsk =
∑
s′
Yˆ s
′
sk =
∑
s′
i
∑
α′α
[
δ2E
δJα
′
s′ δJ
α
s
]J=J¯ < 0|[Qˆsk, Jˆαs ]|0 > Jˆα
′
s′ (16)
with the properties
Xˆsk = Xˆ
+
sk, γ
X
T = +1, Xˆ
∗ = Xˆ, (17)
Yˆsk = Yˆ
+
sk , γ
Y
T = −1, Yˆ ∗ = −Yˆ . (18)
As is shown below, Xˆsk and Yˆsk are just the time-even and time-odd operators to be exploited
in the separable expansion (2). Following the property (3), time-even densities contribute
only to Xˆsk while time-odd densities only to Yˆsk. The upper index s
′ in the operators (15)-
(16) determines the isospin (proton or neutron) subspace where these operators act. This is
the domain of the density operator Jˆα
′
s′ entering (15)-(16).
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To complete the construction of the separable expansion (2), we should still determine the
matrices of the strength constants κsk,s′k′ and ηsk,s′k′. This can be done through variations
of the basic operators (13):
δXˆsk(t) ≡< Ψ(t)|Xˆsk|Ψ(t) > − < 0|Xˆsk|0 >= (19)
= i
∑
s′k′
qs′k′(t) < 0|[Pˆs′k′, Xˆs′sk]|0 >= −
∑
s′k′
qs′k′(t)κ
−1
s′k′,sk ,
δYˆsk(t) ≡< Ψ(t)|Yˆsk|Ψ(t) > − < 0|Yˆsk|0 >= (20)
= i
∑
s′k′
ps′k′(t) < 0|[Qˆs′k′, Yˆ s′sk ]|0 >= −
∑
s′k′
ps′k′(t)η
−1
s′k′,sk
where
κ−1s′k′,sk = κ
−1
sk,s′k′ = −i < 0|[Pˆs′k′, Xˆs
′
sk]|0 >= (21)
=
∫
d~r
∑
αα′
[
δ2E
δJα
′
s′ δJ
α
s
] < 0|[Pˆsk, Jˆαs ]|0 >< 0|[Pˆs′k′ , Jˆα
′
s′ ]|0 > ,
η−1s′k′,sk = η
−1
sk,s′k′ = −i < 0|[Qˆs′k′, Yˆ s
′
sk ]|0 > (22)
=
∫
d~r
∑
αα′
[
δ2E
δJα
′
s′ δJ
α
s
] < 0|[Qˆsk, Jˆαs ]|0 >< 0|[Qˆs′k′, Jˆα
′
s′ ]|0 > .
Eqs. (21)-(22) represent elements of the symmetric matrix which is inverse to the matrix of
the strength constants in (2). Indeed Eqs. (19)-(20) can be recast to
−
∑
sk
κs′k′,skδXˆsk(t) = qs′k′(t) , (23)
−
∑
sk
ηs′k′,skδYˆsk(t) = ps′k′(t) . (24)
Then the response Hamiltonian (14) gains the form
hˆres(t) = −
∑
s′k′
∑
sk
{κs′k′,skδXˆsk(t)Xˆs′k′ + ηs′k′,skδYˆsk(t)Yˆs′k′} (25)
which leads to the same eigenvalue problem as the separable Hamiltonian
Hˆ = hˆ0 + Vˆ
sep
res (26)
with Vˆ sepres from (2). See also [2]) for relevant discussion.
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In principle, we have already in our disposal the formalism for linear regime of the col-
lective motion in terms of collective harmonic variables
qsk(t) = q¯sk cos(ωt) =
1
2
q¯sk(e
iωt + e−iωt) , (27)
psk(t) = p¯sksin(ωt) =
1
2i
p¯sk(e
iωt − e−iωt) . (28)
Indeed, Eqs. (15), (16), (21), and (22) deliver the one-body operators and strength matrices
which we need for the separable expansion of the two-body interaction. The substitution of
the response Hamiltonian (25) and the perturbed wave function (11) into time-dependent
HF equation
i
d
dt
|Ψ(t) >= (hˆ0 + hˆres(t))|Ψ(t) > (29)
would result in the eigenvalue problem. The number K of the collective variables (and thus
of the separable terms) depends on the accuracy we need in the description of collective
modes (see discussion in Sec. IV). For K = 1, the method reduces to the sum rule approach
with one collective mode [27]. For K > 1, we have a system of K coupled oscillators and
the method is reduced to so-called local RPA [27, 28] suitable for a rough description of
main branching and gross-structure properties of collective modes. However, the method is
still not ready to describe the Landau fragmentation. For this aim, we should consider the
detailed 1ph space. This will be done in the next subsection.
D. Coupling with 1ph space
Collective modes can be viewed as superpositions of 1ph configurations. To derive this
relation, it is convenient to introduce an alternative perturbed many-body wave function
|Ψ(t) >= (1 +
∑
s
∑
phǫs
csph(t)Aˆ
+
ph)|0 > (30)
where
Aˆ+ph = a
†
pah (31)
is operator of the creation of 1ph pair and
csph(t) = c
s+
ph e
iωt + cs−ph e
−iωt (32)
are time-dependent amplitudes of particle-hole configurations in the perturbed state. Here
we used the Thouless theorem [29] which establishes the connection between two arbitrary
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Slater determinants. The wave function (30) is obviously the microscopic counterpart of the
macroscopic wave function (11).
Substituting (14) and (30) into the time-dependent HF equation (29), one gets, in the
linear approximation, the relation between c±ph and collective deformations q¯sk and p¯sk
cs±phǫs = −
1
2
∑
s′k′[q¯s′k′ < ph|Xˆss′k′|0 > ∓ip¯s′k′ < ph|Yˆ ss′k′|0 >]
εph ± ω , (33)
where εph is the energy of 1ph pair.
In addition to Eqs. (19)-(20), the variations δXˆsk(t) and δYˆsk(t) can be now obtained
with the microscopic perturbed wave function (30):
δXˆsk(t) =
∑
s′
∑
phǫs′
(cs
′
ph(t)
∗ <ph|Xˆs′sk|0> +cs
′
ph(t) <0|Xˆs
′
sk|ph>), (34)
δYˆsk(t) =
∑
s′
∑
phǫs′
(cs
′
ph(t)
∗ <ph|Yˆ s′sk |0> +cs
′
ph(t) <0|Yˆ s
′
sk |ph>) . (35)
E. Eigenvalue problem
But both amplitudes cs±ph and collective variables q¯sk and p¯sk are still unknown. The time-
dependent HF equation was already exploited and cannot be used once more to determine
these unknowns. Thus we need for this aim some additional physical constraint. It can be
naturally formulated as equality of the dynamical variations of the basic operators δXˆk and
δYˆk, obtained with the macroscopic (11) and microscopic (30) perturbed wave functions.
Thus we should equate (19)-(20) and (34)-(35). This gives
−
∑
s′k′
qs′k′(t)κ
−1
s′k′,sk =
∑
s′
∑
phǫs′
(cs
′
ph(t)
∗ <ph|Xˆs′sk|0> +cs
′
ph(t) <0|Xˆs
′
sk|ph>), (36)
−
∑
s′k′
qs′k′(t)η
−1
s′k′,sk =
∑
s′
∑
phǫs′
(cs
′
ph(t)
∗ <ph|Yˆ s′sk |0> +cs
′
ph(t) <0|Yˆ s
′
sk |ph>). (37)
Substituting (28) and (32) into these expressions and collecting, for example, the terms with
eiωt, we gets
−
∑
s′k′
q¯s′k′κ
−1
s′k′,sk = 2
∑
s′
∑
phǫs′
{(cs′−ph )∗ <ph|Xˆs
′
sk|0> +cs
′+
ph <0|Xˆs
′
sk|ph>}, (38)
i
∑
s′k′
p¯s′k′η
−1
s′k′,sk = 2
∑
s′
∑
phǫs′
{(cs′−ph )∗ <ph|Yˆ s
′
sk |0> +cs
′+
ph <0|Yˆ s
′
sk |ph>}. (39)
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Then, by using (33), all the unknowns in the expressions are reduced to the collective
variables q¯k and p¯k and we finally get∑
s¯k¯
{q¯s¯k¯[F (XX)s′k′,s¯k¯ − κ−1s¯k¯,s′k′] + p¯s¯k¯F
(XY )
s′k′,s¯k¯
} = 0 ,
∑
s¯k¯
{q¯s¯k¯F (Y X)s′k′,s¯k¯ + p¯s¯k¯[F
(Y Y )
s′k′,s¯k¯
− η−1
s¯k¯,s′k′
]} = 0 (40)
with
F
(XX)
s′k′,s¯k¯
=
∑
s
∑
phǫs
1
ε2ph − ω2
{< ph|Xˆss¯k¯|0 >∗< ph|Xˆss′k′|0 > (εph + ω)
+ < ph|Xˆss¯k¯|0 >< 0|Xˆss′k′|ph > (εph − ω)}, (41)
F
(Y X)
s′k′,s¯k¯
= −i
∑
s
∑
phǫs
1
ε2ph − ω2
{< ph|Yˆ ss¯k¯|0 >∗< ph|Xˆss′k′|0 > (εph + ω)
+ < ph|Yˆ ss¯k¯|0 >< 0|Xˆss′k′|ph > (εph − ω)}, (42)
F
(XY )
s′k′,s¯k¯
= i
∑
s
∑
phǫs
1
ε2ph − ω2
{< ph|Xˆss¯k¯|0 >∗< ph|Yˆ ss′k′|0 > (εph + ω)
+ < ph|Xˆss¯k¯|h >< 0|Yˆ ss′k′|ph > (εph − ω)}, (43)
F
(Y Y )
s′k′,s¯k¯
=
∑
s
∑
phǫs
1
ε2ph − ω2
{< ph|Yˆ ss¯k¯|0 >∗< ph|Yˆ ss′k′|0 > (εph + ω)
+ < ph|Yˆ ss¯k¯|0 >< 0|Yˆ ss′k′|ph > (εph − ω)}. (44)
These equations can be simplified using the relations
< 0|Xˆss¯k¯|ph >=< ph|Xˆss¯k¯|0 >∗=< ph|Xˆss¯k¯|0 >= < ph|Xˆss¯k¯|0 >, (45)
< 0|Yˆ ss¯k¯|ph >=< ph|Yˆ ss¯k¯|0 >∗= − < ph|Yˆ ss¯k¯|0 >= −i< ph|Yˆ ss¯k¯|0 > (46)
which directly follow from the properties (17) and (18) and expressions (15) and (16). Then
elements of the RPA matrix can be rewritten in terms of real (overline) matrix elements as
F
(XX)
s′k′,s¯k¯
= 2
∑
s
∑
phǫs
εph< ph|Xˆss¯k¯|0 > < ph|Xˆss′k′|0 >
ε2ph − ω2
, (47)
F
(Y X)
s′k′,s¯k¯
= F
(XY )
s′k′,s¯k¯
= −2
∑
s
∑
phǫs
ω< ph|Yˆ s
s¯k¯
|0 > < ph|Xˆss′k′|0 >
ε2ph − ω2
, (48)
F
(Y Y )
s′k′,s¯k¯
= 2
∑
s
∑
phǫs
εph< ph|Yˆ ss¯k¯|0 > < ph|Yˆ ss′k′|0 >
ε2ph − ω2
. (49)
Supposing determinant of the system (40) to be zero, we obtain the dispersion equation
for determination of the RPA eigenvalues ων .
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F. Normalization condition
The standard RPA operators of excited one-phonon states |ν > are defined as
Qˆ+ν =
1
2
∑
s
∑
phǫs
{cνs−ph Aˆ+ph − cνs+ph Aˆph} (50)
and fulfill the normalization and orthogonality conditions
〈[Qˆν , Qˆ+ν′]〉 = δν,ν′ , 〈[Qˆ+ν , Qˆ+ν′ ]〉 = 〈[Qˆν , Qˆν′]〉 = 0, (51)
where Aˆ+ph and c
ν±
ph are given by (31) and (33), respectively. In the quasi-boson approximation
([Aˆph, Aˆ
+
p′h′] = δpp′δhh′), the normalization condition [Qˆν , Qˆ
+
ν ] = 1 results in the relation∑
s
∑
phǫs
{(cνs−ph )2 − (cνs+ph )2} = 2. (52)
By using (33), it can be recast in terms of the RPA matrix coefficients (47)-(49):∑
s
∑
phǫs
{(cνs−ph )2 − (cνs+ph )2} (53)
=
∑
s′k′
∑
s¯k¯
1
4
{q¯νs′k′ q¯νs¯k¯
∂F
(XX)
s′k′,s¯k¯
(ων)
∂ων
+ 2q¯νs′k′ p¯
ν
s¯k¯
∂F
(Y X)
s′k′,s¯k¯
(ων)
∂ων
+ p¯νs′k′ p¯
ν
s¯k¯
∂F
(Y Y )
s′k′,s¯k¯
(ων)
∂ων
} = 2Nν .
Hence the variables q¯νsk and p¯
ν
sk should be renormalized by the factor 1/
√
Nν .
G. Pairing contribution
The pairing Hamiltonian reads
hˆpair = −
∑
s=n,p
Gsχˆ
+
s χˆs (54)
where
χˆ+s =
∑
jǫs
a+j a
+
j¯
χˆs =
∑
jǫs
aj¯aj . (55)
Then, after the Bogoliubov transformation from particle to quasiparticle operators, the
hermitian one-body operators have a general form
Aˆ =
∑
ij
< ij|A|0 > (a+i aj + a+j ai) (56)
= 2
Kj ,Ki>0∑
ij
{< ij|A|0 > (uivj + γAT ujvi)(αˆ+i αˆ+j¯ + γAT αˆi¯αˆj)
+(uiuj − γAT vjvi)(αˆ+j αˆi − γAT αˆi¯αˆ+j¯ )} (57)
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where i¯ are time-reversed states and the time-inverse factor γAT defines time-parity of the
operator Aˆ (see details in Appendix B 1).
Hence the time-even (γAT = 1) and time-odd (γ
B
T = −1) operators read
Aˆ = 2
Kj,Ki>0∑
ij
< ij|A|0 > (uivj + ujvi)(αˆ+i αˆ+j¯ + αˆi¯αˆj) , (58)
Bˆ = 2
Kj,Ki>0∑
ij
< ij|B|0 > (uivj − ujvi)(αˆ+i αˆ+j¯ − αˆi¯αˆj) , (59)
i.e. obtain the pairing factors
u
(+)
ij = uivj + ujvi, u
(−)
ij = uivj − ujvi. (60)
This is the case of time even-operators Qˆsk and Xˆsk and the time-odd operator Yˆsk. The
situation with the time-odd operator
Pˆsk = i[Hˆ, Qˆsk] = i{[hˆ0, Qˆsk] + [Vˆ sepres , Qˆsk]} = i[hˆ0, Qˆsk]− Yˆsk
is more complicated because of the additional term i[hˆ0, Qˆsk]. Taking into account (58) and
(??) this operator reads
Pˆsk = 2
Kj ,Ki>0∑
ijǫs
{i2ǫiju(+)ij < ij|Qsk|0 > −u(−)ij < ij|Y ssk|0 >} (αˆ+i αˆ+j¯ − αˆi¯αˆj). (61)
It is seen that Pˆsk keeps the same operator structure αˆ
+
i αˆ
+
j¯
− αˆi¯αˆj as (59) but, at the same
has, unlike Yˆsk, the diagonal (i = j matrix elements. The later is the obvious consequence
of the term i[hˆ0, Qˆsk]. Explicit expressions for the matrix elements of the operator Pˆsk are
given in the Appendix G 1.
Besides the factors (60) the pairing results in the specific contribution to the time-even
part of the response Hamiltonian hˆres(t). This contribution can be derived in close analogy
with other time-even densities. Then we get
δhˆpairres (t) =
∑
ks
qks(t)
∑
s
Xˆ
s(pair)
ks (62)
where
Xˆ
s(pair)
ks = −GsχX,sk
∑
jǫs
(u2j − v2j )(αj¯αj + α+j¯ α+j ). (63)
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The pairing response reads
χX,sk = i < 0˜|[Pˆks, χˆ+s + χˆs]|0˜ >
= i
∑
jεs
8iǫju
(+)
jj < jj¯|Qks|0 >
∑
lεs
(u2l − v2l ) < 0˜|[(α+j α+j¯ − αj¯αj), (αl¯αl + α+l¯ α+l )]|0˜ >
= 16
∑
jεs
εj (u
2
j − v2j ) u(+)jj < jj¯|Qks|0 > (64)
where we used the diagonal part of the operator (61). Finally, the pairing contribution to
the strength matrix is
[κ
(pair)
sk′sk ]
−1 = −i < 0˜|[Pˆk′s, Xˆs(pair)sk ]|0˜ >= GsχX,sk′χX,sk. (65)
It worth noting that in all the sections except of the present one, the pairing factors (60)
are supposed to be included into the matrix elements and transition densities and thus are
not depicted explicitly.
H. Strength function method
In exploration of the system response to external fields, we are usually interested in the
total strength function instead of the responses of particular RPA states. For example, giant
resonances in heavy nuclei are formed by thousands of RPA states whose contributions in
any case cannot be distinguished experimentally. In this case, it is reasonable to implement
the strength function formalism. Besides, the calculation of the strength function is much
easier.
For electric external fields of multipolarity Eλµ, the strength function can be defined as
SL(Eλµ;ω) =
∑
ν
ωLνM
2
λµνζ(ω − ων) (66)
where
ζ(ω − ων) = 1
2π
∆
(ω − ων)2 + (∆/2)2 (67)
is Lorentz weight with an averaging parameter ∆ and
Mλµν =
1√
2
∑
s
eeffs
∑
ijǫs
< ij|fˆλµ|0 > (cνs−ij + cνs+ij ) (68)
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is the matrix element of Eλµ transition from the ground state to the RPA state |ν >.
The pairing factor is included to the matrix elements. The forward and backward two-
quasiparticle amplitudes cνs±ij follow from (33) (with the subsequent normalization). The
operator of the electric external field in the long-wave approximation reads
fˆλµ = e
1
1 + δµ,0
rλ(Yλµ + Y
†
λµ). (69)
Further, eeffs is the effective charge (in the dipole case e
eff
p = N/A and e
eff
n = −Z/A and e
is the proton charge); ων is the energy of the the RPA state |ν >.
It is worth noting that, unlike the standard definition of the strength function with using
δ(ω−ων), we exploit here the Lorentz weight. It is convenient to simulate smoothing effects.
For direct use of the expression (66), we still have to know all the RPA eigenvalues and
eigenvectors. This needs an appreciable computational effort. To avoid this, let’s recast (66)
to the form which does not need the information on the particular RPA states [30]. For this
aim, we will use the Cauchy residue theorem. Namely, the strength function will be recast
as a sum of the residues for the poles z = ±ων . Since the sum of all the residues (covering
all the poles) is zero, the residues with z = ±ων (whose calculation is time consuming) can
be replaced by the sum of residues with z = ω ± i(∆/2) and z = ±εph whose calculation is
much less expensive. Now let’s consider this procedure step by step.
First, we use (33) and rewrite the matrix element (68) to the form
MEλµν = − 1√
2Nν
∑
s
eeffs
∑
ijǫs
< ij|fλµ|0 >
ε2ij − ω2ν
(70)
·
∑
s′k′
{εij q¯νs′k′ < ij|Xˆss′k′|0 > +iων p¯νs′k′ < ij|Yˆ ss′k′|0 >}
= − 1√
2Nν
∑
s′k′
{q¯νs′k′A(X)s′k′(Eλµ) + p¯νs′k′A(Y )s′k′(Eλµ)} (71)
where
A
(X)
s′k′(Eλµ) =
∑
s
eeffs
∑
ijǫs
εij < ij|Xss′k′|0 >< ij|fλµ|0 >
ε2ij − ω2ν
, (72)
A
(Y )
s′k′(Eλµ) = i
∑
s
eeffs
∑
ijǫs
ων < ij|Y ss′k′ |0 >< ij|fλµ|0 >
ε2ij − ω2ν
. (73)
For the sake of brevity, we introduce the new index β = {skg} where g = 1 and 2 for
time-even and time-odd quantities, respectively. Then the squared matrix element can be
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written in the compact form [30, 31]
M2Eλµ =
1
2N
∑
ββ′
RβRβ′AβAβ′ =
1
2N
∑
ββ′
2N
Fββ′
∂
∂ω
detD
AβAβ′ =
∑
ββ′
Fββ′
∂
∂ω
detF
AβAβ′ (74)
where F is the determinant of RPA matrix (40), Fββ′ is its algebraic supplement and
Rsk g=1 = q¯
ν
sk, Rsk g=2 = p¯
ν
sk, (75)
Ask g=1 = A
(X)
sk (Eλµ), Ask g=2 = A
(Y )
sk (Eλµ). (76)
Substituting (74) to (66), one gets
SL(Eλµ;ω) =
∑
ν
ωLν
∑
ββ′ F
ν
ββ′A
ν
βA
ν
β′
∂
∂ων
detF ν
ζ(ω − ων). (77)
Then, taking into account that the determinant detF ν has first-order poles ω = ων , the
strength function can be rewritten through the residue of these poles on the complex plain,
or equivalently, through the corresponding contour integrals:
SL(Eλµ;ω) =
∑
ν
Res{zL
∑
ββ′ Fββ′(z)Aβ(z)Aβ′(z)
detF (z)
ζ(ω − z)}z=ων
=
1
2πi
∑
ν
∮
z=ων
zL
∑
ββ′ Fββ′(z)Aβ(z)Aβ′(z)
detF (z)
ζ(ω − z). (78)
Unlike (77), the denominator in (78) includes the RPA determinant instead of its derivative.
Following Cauchy theorem, sum of all the residues (covering all possible poles of the
strength function) is zero and so one can express the residues with z = ων through the rest
of the others:
Res[S]z=ων = −(Res[S]z=−ων +Res[S]z→∞ +Res[S]z=ω±i(∆/2) + Res[S]z=±εij) (79)
where the poles z = ω ± i(∆/2) and z = ±εij originate from the Lorentz weight and
denominator Fββ′(z)Aβ(z)Aβ′(z), respectively. The RPA determinant F (z) has zeros only
at z = ±ων .
It’s easy to prove that for L = 0, 1, 2 we have lim|z|→∞ S(ω, z) = 0. Also, Res[S]z=−ων and
Res[S]z=−εij can be neglected for large positive z-values (high energies of giant resonances)
and relevant values of the averaging parameter ∆. Remaining residues over the poles z =
ω ± i(∆/2) and z = εph give the final outcome
Res[S]z=ων ≃ −Res[S]z=ω±i(∆/2) − Res[S]z=εij . (80)
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Finally, the strength function for L = 0, 1, 2 reads
SL(Eλµ, ω) =
1
π
ℑ
[
zL
∑
ββ′ Fββ′(z)Aβ(z)Aβ′(z)
F (z)
]
z=ω+i(∆/2)
(81)
+
∑
s
(eeffs )
2
∑
ijǫs
εLij < ij|fλµ|0 >2 ζ(ω − εij).
The first term in (81) is contributions of the residual interaction. It vanishes at Vres = 0.
The second term is the unperturbed (purely quasiparticle) strength function.
I. General discussion
Equations (15)-(16), (21)-(22), (33), (40), (47)-(49), and (53) constitute the basic SRPA
formalism. Before proceeding the specification to Skyrme functional it is worth to comment
some essential points of the model.
• One may show (e.g. by using a standard derivation of the matrix RPA) that the separable
Hamiltonian (26) with one-phonon states (50) results in the SRPA equations (40)-(49) if to
express unknowns cν±ph through q¯k¯ and p¯k¯. Familiar RPA equations for unknowns c
ν±
ph require
the RPA matrix of a high rank equal to size of the 1ph basis. The separable approximation
allows to reformulate the RPA problem in terms of a few unknowns q¯k¯ and p¯k¯ (see relation
(33)) and thus to minimize the computational effort. As is seen from (40), the rank of the
SRPA matrix is equal to 4K (where K is the number of the separable operators) and hence
is quite low.
• The number of RPA states |ν > is equal to the number of the relevant 1ph configurations
used in the calculations. In heavy nuclei, this number ranges the interval 103-104. Every RPA
state |ν > is characterized by the particular set of the values q¯νsk and p¯νsk which, following
(33), self-consistently regulate relative contributions of different time-even and time-odd
operators of the residual interaction to this state.
• Eqs. (15), (16), (21), (22) relate the basic SRPA values with the starting functional and
input operators Qˆsk and Pˆsk by a simple and physically transparent way. After choosing the
initial operators Qˆsk, all other SRPA values are straightforwardly determined following the
steps
Qˆsk ⇒ 〈0|[Qˆsk, Jˆαs ]|0〉 ⇒ Yˆsk, η−1sk,s′k′ ⇒ Pˆsk ⇒ 〈0|[Pˆsk, Jˆαs ]|0〉 ⇒ Xˆsk, κ−1sk,s′k′. (82)
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As is discussed in Sec. IV, the proper choice of Qˆsk is crucial to achieve good convergence
of the separable expansion (2) at a minimal number of separable operators.
• SRPA restores the conservation laws (e.g. translational invariance) violated by the static
mean field. Indeed, let’s assume a symmetry mode with the generator Pˆsym. Then, to keep
the conservation law [Hˆ, Pˆsym] = 0, we simply have to include Pˆsym into the set of the input
generators Pˆsk together with its complement Qˆsym = i[Hˆ, Pˆsym].
• The basic SRPA operators can be expressed via the separable residual interaction (2):
Xˆsk = −i[Vˆ sepres , Pˆsk]ph, Yˆsk = −i[Vˆ sepres , Qˆsk]ph (83)
where the index ph means the 1ph part of the commutator. It is seen that the time-odd
operator Pˆsk retains the time-even part of V
sep
res to build Xˆsk. Vice versa, the commutator
with the time-even operator Qˆsk keeps the time-odd part of V
sep
res to build Yˆsk. Equations (83)
hints also the relation between the SRPA operators and the true (not separable) residual
two-body interaction.
• Some of the SRPA values read as averaged commutators between time-odd and time-even
operators. This allows to establish useful relations with other models. For example, (21),
(22) and (83) give
κ−1s′k′,sk = −i〈0|[Pˆs′k′, Xˆs
′
sk]|0〉 = −〈0|[Pˆs′k′, [Vˆ sepres , Pˆsk]]|0〉, (84)
η−1s′k′,sk = −i〈0|[Qˆs′k′, Yˆ s
′
sk ]|0〉 = −〈0|[Qˆs′k′, [Vˆ sepres , Qˆsk]]|0〉. (85)
Similar double commutators (but with the full Hamiltonian instead of Vˆ sepres ) correspond to
m3 and m1 sum rules, respectively, and so represent the spring and inertia parameters [28]
in the basis of collective generators Qˆsk and Pˆsk. This demonstrates the connection of the
SRPA with the sum rule approach [32, 33] and local RPA [28].
• The commutator form of the SRPA values allows to represent them through the matrix
elements from the operators entering the commutators. Namely, the strength constants and
responses gain the form (see Appendix B 3)
i < 0|[Qˆsk, Bˆs]|0 > = −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0 > ℑ{< ij|Bˆs|0 >} , (86)
i < 0|[Pˆsk, Bˆs]|0 > = −4i
Ki,Kj>0∑
ij
< ij|Pˆsk|0 > ℜ{< ij|Bˆs|0 >} (87)
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where Bˆ equals to Xˆ for the strength constants and to Jˆ (the density operator) for the
responses. Since the involved matrix elements are already in our disposal, these forms
considerably simplify the calculations. Besides, these forms are convenient for analysis. For
example, they allow to determine the conditions of vanishing some response components,
see Appendix B 3 for more details.
• In fact, SRPA is the first TDHF iteration with the initial wave function (11). A single
iteration is generally not enough to get the complete convergence of TDHF results. However,
SRPA calculations demonstrate that high accuracy can be achieved even in this case if to
ensure the optimal choice of the input operators Qˆsk and Pˆsk and keep sufficient amount of
the separable terms (see discussion in Sec. IV). In this case, the first iteration already gives
quite accurate results.
• SRPA equations are very general and, after simple modifications, can be applied to diverse
systems (atomic nuclei, atomic clusters, etc.) described by density and current-dependent
functionals, see for the case of atomic clusters Refs. [21, 22, 23, 24, 25, 26]. Even Bose
systems can be covered if one redefines the many-body wave function (30) exhibiting the
perturbation through the elementary excitations. In this case, the Slater determinant for 1ph
excitations should be replaced by a perturbed many-body function in terms of elementary
bosonic excitations.
III. SPECIFICATION FOR SKYRME FUNCTIONAL
A. Skyrme functional and its mean field Hamiltonian
We use the Skyrme functional [14] in the particular form [15, 16, 27]
E =
∫
d~r
(
Hkin +HSk(ρs, τs, ~σs,~js, ~Js) +HC(ρp)
)
− Ecm, (88)
where
Hkin = ~
2
2m
τ, (89)
HC = e
2
2
∫
d~r′ρp(~r)
1
|~r − ~r′|ρp(~r
′)− 3
4
e2(
3
π
)
1
3 [ρp(~r)]
4
3 , (90)
HSk = b0
2
ρ2 − b
′
0
2
∑
s
ρ2s −
b2
2
ρ(∆ρ) +
b′2
2
∑
s
ρs(∆ρs) (91)
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+
b3
3
ρα+2 − b
′
3
3
ρα
∑
s
ρ2s
+b1(ρτ −~j2)− b′1
∑
s
(ρsτs −~j2s )
−b4
(
ρ(~∇~ℑ) + ~σ · (~∇×~j)
)
− b′4
∑
s
(
ρs(~∇~ℑs) + ~σs · (~∇×~js)
)
are kinetic, Coulomb and Skyrme terms respectively. The densities and currents used in
this functional are defined in the Appendix C. Densities without the index s involve both
neutrons and protons, e.g. ρ = ρp + ρn. Parameters b and α are fitted to describe ground
state properties of atomic nuclei. The value Ecm is the center mass correction.
First functional derivatives read [27]
Us(~r) =
δE
δρs(~r)
= b0ρ(~r)− b′0ρs(~r) (92)
+ b3
α + 2
3
ρα+1(~r)− b
′
3
3
{αρα−1(~r)
∑
s′
ρ2s′(~r) + 2ρ
α(~r)ρs(~r)}
+ b1τ(~r)− b′1τs(~r)− b2∆~r ρ(~r) + b′2∆~r ρs(~r)
− b4 ~∇~r ~ℑ(~r)− b′4 ~∇~r ~ℑs(~r)
+ δs,p e
2{
∫
d~r1
ρp(~r1)
|~r − ~r1| − (
3
π
)1/3[ρp(~r)]
1/3},
Bs(~r) =
δE
δτs(~r)
=
~
2
2m
+ b1ρ(~r)− b′1ρs(~r), (93)
~Ws(~r) =
δE
δ~ℑs(~r)
= b4 ~∇~r ρ(~r) + b′4~∇~r ρs(~r). (94)
for time-even densities and currents and
~As(~r) =
δE
δ~js(~r)
= −2b1~j(~r) + 2b′1~js(~r)− b4(~∇~r × ~σ(~r))− b′4(~∇~r × ~σs(~r)) , (95)
~Ss(~r) =
δE
δ~σs(~r)
= −b4(~∇~r ×~j(~r))− b′4(~∇~r ×~js(~r)) . (96)
for time-odd ones. The last line in (92) is the Coulomb contribution. It includes only proton
density (s = p). Since static ground-state time-odd densities are zero, the values ~σ(~r) and
~j(~r) in (95) and (96) are reduced to the time-dependent density variations (6). We assume
that the functional derivatives (92)-(96) and the involved densities are have time dependent
but, for the sake of simplicity, do not depict this.
Using (92)-(94), we get the time-even part of the mean field Hamiltonian (8)
hˆs+(~r) = Us(ρ, z)− ~∇Bs(ρ, z)~∇− i ~Ws(ρ, z) · ~∇× ~ˆσ (97)
= Us(ρ, z) +
←−∇Bs(ρ, z)~∇− i ~Ws(ρ, z) · ~∇× ~ˆσ.
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If to implement the static densities and currents, one gets the ground-state Hamiltonian, i.e.
hˆs+ → hˆs0. The ground-state mean filed of even-even axial nuclei has no any contributions
from the time-odd variables.
The part of the mean field Hamiltonian (8) from the time-odd densities reads
hˆs−(~r) = −
i
2
{ ~As(ρ, z), ~∇}+ 1
2
{~Ss(ρ, z), ~ˆσ} (98)
=
i
2
(
←−∇ · ~As(ρ, z)− ~As(ρ, z) · ~∇) + ~Ss(ρ, z) · ~ˆσ.
It is used only for derivation of the response Hamiltonian. Hence the involved current and
spin densities are represented merely by their time-dependent variations.
B. Time-even response
For time-even densities, the second functional derivatives read
δ2E
δρs1(~r1)δρs(~r)
=
δUs(~r)
δρs1(~r1)
(99)
= {b0 − b′0δss′ + (−b2 + b′2δss1)∆~r1 + b3(α + 2)(α+ 1)ρα(~r)
− b′3[
(α(α− 1)
3
ρα−2(~r)
∑
s2
ρ2s2(~r) +
2α
3
ρα−1(~r)(ρs(~r) + ρs1(~r)) + δss1
2
3
ρα(~r)]
− δs,s1δs,p
1
3
(
2
π
)1/3[ρp(~r)]
−2/3} δ(~r − ~r1)
+ δs,s1δs,p
e2
|~r − ~r1| ,
δ2E
δτs1(~r1)δρs(~r)
=
δUs(~r)
δτs1(~r1)
= [b1 − b′1δss′]δ(~r − ~r1) , (100)
δ2E
δ~ℑs1(~r1)δρs(~r)
=
δUs(~r)
δ~ℑs1(~r1)
= [b4 + b
′
4δss1]
~∇~r1δ(~r − ~r1) , (101)
δ2E
δρs1(~r1)δ
~ℑs(~r)
=
δ ~Ws(~r)
δρs1(~r1)
= −[b4 + b′4δss1 ]~∇~r1δ(~r − ~r1) . (102)
The last two terms in (99) represent the exchange and direct Coulomb contributions. The
pairing second functional derivative is not presented here. The pairing contribution to the
response is considered in Sec. IIG.
Following (15), the operator Xˆs
′
sk(~r) reads
Xˆss1k1(~r) = i
∑
αα1
∫
d~r1[
δ2E
δJα1s1 (~r1)δJαs (~r)
]J=J¯ < 0|[Pˆs1k1 , Jˆα1s1 ]|0 > (~r1)Jˆαs (~r)]
= Uss1k1(~r)ρˆs(~r) +B
s
s1k1
(~r)τˆs(~r) + ~W
s
s1k1
(~r)~ˆℑs(~r) + δs,s1Xˆs(pair)sk1 (103)
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and its matrix element is
< ij|Xˆss1k1|0˜ > =
∫
d~r{Uss1k1(~r)ρsij(~r) +Bss1k1(~r)τ sij(~r) + ~W ss1k1(~r)~ℑsij(~r)} (104)
+ δs,s1 < ij|Xˆs(pair)sk1 |0˜ >
where ρsij(~r), τ
s
ij(~r), and
~ℑsij(~r) are transition densities (D3)-(D5). Expressions for opera-
tor Xˆ
s(pair)
sk1
and matrix element < ij|Xˆs(pair)sk1 |0˜ > are done in (63) and the Appendix G 2,
respectively. The functions Uss1k1(~r), B
s
s1k1
(~r), and ~W ss1k1(~r) read
Uss1k1(~r) =
∫
d~r1 [
δ2E
δρs1(~r1)δρs(~r)
ρX,s1k1(~r1) +
δ2E
δτs1(~r1)δρs(~r)
τX,s1k1(~r1) (105)
+
δ2E
δ~ℑs1(~r1)δρs(~r)
~ℑX,s1k1(~r1)]
= U¯ss1k1(ρ, z) cosµθ,
Bss1k1(~r) =
∫
d~r1
δ2E
δρs1(~r1)δτs(~r)
ρX,s1k1(~r1) = B¯
s
s1k1
(ρ, z) cosµθ, (106)
~W ss1k1(~r) =
∫
d~r1 [
δ2E
δρs1(~r1)δ
~ℑs(~r)
ρX,s1k1(~r1) +
δ2E
δτs1(~r1)δ
~ℑs(~r)
τX,s1k1(~r1) (107)
+
δ2E
δ~ℑs1(~r1)δ~ℑs(~r)
~ℑX,s1k1(~r1)]
= ~eρW¯
s
s1k1;ρ
(ρ, z) cosµθ + ~ezW¯
s
s1k1;z
(ρ, z) cosµθ + ~eθW¯
s
s1k1;θ
(ρ, z) sin µθ
where the values U¯ss1k1(ρ, z), B¯
s
s1k1
(ρ, z), W¯ ss1k1; ρ(ρ, z), W¯
s
s1k1; z
(ρ, z), and W¯ ss1k1; θ(ρ, z) are
given in the Appendix G 2.
Contribution of the Coulomb integral to the matrix element (104) reads
< i|Xˆss1k1 |j >Coul = δs1,pδs,pe2
∫
d~r
∫
d~r1
ρXk1 ,p(ρ1, z1) cosµθ1
|~r − ~r1| ρ
s
ij(~r) (108)
= δs1,pδs,pe
2
∫
d~r UCoulk1 (ρ, z) cosµθρ
s
ij(~r)
where UCoulk1 (ρ, z) is determined in (F9). It should be included to U¯
s
s1k1
(ρ, z), see (G8).
In our case, the singularity problem for the Coulomb interaction cannot be treated by the
familiar methods. These methods mainly deal with spherical systems [34] or axial systems
in the static ground state [36] and, in any case, do not master the specific structure of the
dynamical response in axial systems, given in (108). Hence we propose in Appendix F the
new prescription.
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C. Time-odd response
For time-odd densities, the second functional derivatives read
δ2E
δ~js1(~r1)δ~js(~r)
=
δ ~As(~r)
δ~js1(~r1)
= 2[−b1 + b′1δs,s1]δ(~r1 − ~r) , (109)
δ2E
δ~σs1(~r1)δ~js(~r)
=
δ ~As(~r)
δ~σs1(~r1)
= −[b4 + b′4δs,s1]~∇~r1 × δ(~r1 − ~r) , (110)
δ2E
δ~js1(~r1)δ~σs(~r)
=
δ~Ss(~r)
δ~js1(~r1)
= −[b4 + b′4δs,s1]~∇~r1 × δ(~r1 − ~r) . (111)
Following (16), the operator Yˆ s
′
s1k1
(~r) has the form
Yˆ ss1k1(~r) = i
∑
αα1
∫
d~r1[
δ2E
δJα1s1 (~r1)δJαs (~r)
]J=J¯ < 0|[Qˆs1k1 , Jˆα1s1 ]|0 > (~r1)Jˆαs (~r)]
= ~Ass1k1(~r)
~ˆjs(~r) + ~S
s
s1k1(~r)~ˆσs(~r) . (112)
and its matrix element is
< ij|Yˆ ss1k1|0˜ >=
∫
d~r [A¯ss1k1;ρ(~r)j
s
ij;ρ(~r) + A¯
s
s1k1;z(~r)j
s
ij;z(~r) + S¯
s
s1k1;θ(~r)s
s
ij;θ(~r)] (113)
where
~Ass1k1(~r) =
∫
d~r1 [
δ2E
δ~js1(~r1)δ~js(~r)
~jY,s1k1 +
δ2E
δ~σs1(~r1)δ~js(~r)
~sY,s1k1 ]
= 2[−b1 + b′1δs,s1]~jY,s1k1 − [b4 + b′4δs,s1](~∇× ~sY,s1k1)
= ~eρA¯
s
s1k1;ρ
(ρ, z) cosµθ + ~ezA¯
s
s1k1;z
(ρ, z) cosµθ + ~eθA¯
s
s1k1;θ
(ρ, z) sinµθ , (114)
~Sss1k1(~r) =
∫
d~r1
δ2E
δ~js1(~r1)δ~σs(~r)
~jY,s1k1
= −[b4 + b′4δs,s1](~∇×~jY,s1k1)
= ~eρS¯
s
s1k1;ρ
(ρ, z) sinµθ + ~ezS¯
s
s1k1;z
(ρ, z) sin µθ + ~eθS¯
s
s1k1;θ
(ρ, z) cosµθ , (115)
and
(~∇× ~sY,sk) = ~eρ[µ
ρ
sY,sk;z(ρ, z)− ∂zsY,sk;θ(ρ, z)] cosµθ (116)
+ ~ez[
1
ρ
∂ρ(ρsY,sk;θ)− µ
ρ
sY,sk;ρ] cosµθ + ~eθ[∂zsY,sk;ρ − ∂ρsY,sk;z] sinµθ ,
(~∇×~jY,sk) = ~eρ[−µ
ρ
jY,sk;z(ρ, z)− ∂zjY,sk;θ(ρ, z)] sin µθ (117)
+ ~ez[
1
ρ
∂ρ(ρjY,sk;θ) +
µ
ρ
jY,sk;ρ] sinµθ + ~eθ[∂zjY,sk;ρ − ∂ρjY,sk;z] cosµθ .
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Expressions for A¯s
′
Y,sk;ρ(ρ, z), A¯
s′
Y,sk;z(ρ, z), A¯
s′
Y,sk;θ(ρ, z), S¯
s′
Y,sk;ρ(ρ, z), S¯
s′
Y,sk;z(ρ, z), and
S¯s
′
Y,sk;θ(ρ, z) are given in the Appendix G 3.
IV. CHOICE OF INITIAL OPERATORS
As was discussed in Sec. II I, all SRPA operations start from initial (generating) operators
Qˆsk, see the sequence of the model steps in (82). The SRPA formalism itself does not provide
these operators. At the same time, their proper choice is crucial to get good convergence
of the separable expansion (2) with a minimal number of separable operators. The choice
should be simple and universal in the sense that it can be applied equally well to all modes
and excitation channels.
We propose the choice inspired by physical arguments. The main idea is that the gener-
ating operators should explore different spatial regions of the nucleus, the surface as well as
the interior. The leading scaling generator should have the form of the applied external field
in the long-wave approximation, which is most sensitive to the surface of the system. Since
nuclear collective motion dominates in the surface region, already this generator should pro-
vide a good description. Next generators should be localized more in the interior to describe
an interplay of surface and volume vibrations. For Eλ-excitations in spherical nuclei, the
best set of the generators was found to be [10]
Qˆk(~r) = Rk(r)(Yλµ(Ω) + Y
∗
λµ(Ω)) , Pˆk = i[Hˆ, Qˆk] (118)
with
Rk(r) =

 r
λ, k=1
jλ(q
k
λr), k=2, 3, 4
(119)
qkλ = ak
zλ
Rdiff
, a2=0.6 , a3=0.9 , a4=1.2
where Rdiff is the diffraction radius of the actual nucleus and zλ is the first root in jλ(zλ) = 0.
The separable operators Xˆk and Xˆk with k = 1 are mainly localized at the nuclear surface
while the operators with k > 1 are localized more and more in the interior. This simple set
seems to be a best compromise for the description of nuclear giant resonances in light and
heavy nuclei.
In deformed nuclei, we exploit even simpler set with
Rk(r) = r
λ+2(k−1). (120)
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Similar to the previous set, the separable operators Xˆk and Xˆk with k = 1 are mainly
localized at the nuclear surface while the next ones are localized more and more in the
interior. We expect that already the first generators with k = 1 and 2 are quite enough for
description of giant resonances.
In the case of magnetic modes, the initial generators should be the time-odd. Following
the same logic, the leading (k=1) operator should coincide with the transition operator for
the external magnetic field in the long-wave approximation. The next generators can be
produced following the prescription (120) for the radial parts. The time-even conjugates of
the time-odd generators can be obtained as Qˆk = i[Hˆ, Pˆk]ph.
V. CONCLUSIONS
A general procedure for self-consistent factorization of the residual nuclear interaction
is proposed for arbitrary density- and current-dependent functionals. The separable RPA
(SRPA) constructed in the framework of this approach can dramatically simplify the cal-
culations while keeping high accuracy of numerical results. The economical effect of SRPA
is especially actual for deformed nuclei. In the present contribution, SRPA is specified for
description of axial nuclei with Skyrme forces.
SRPA can be used for description of Eλ (and Mλ) response in both spherical and de-
formed nuclei. The approach can also serve for getting the basis of one-phonon RPA states
for further description of anharmonic corrections, vibrational admixtures in the low-energy
states in odd and odd-odd nuclei, etc. One of the most promising lines of future studies is
dynamics of exotic nuclei obtained in radioactive beams.
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APPENDIX A: CYLINDRICAL COORDINATES
1. Expressions for cylindrical coordinates
Cylindrical coordinates are defined as
x = ρcosϑ ~ex = ~eρcosϑ− ~eϑsinϑ ~eρ = ~excosϑ+ ~eysinϑ
y = ρsinϑ ~ey = ~eρsinϑ+ ~eϑcosϑ ~eϑ = −~exsinϑ+ ~eycosϑ
z = z ~ez = ~ez ~ez = ~ez
The gradient operator reads
~∇ = ~eρ∇ρ + ~eϑ∇ϑ + ~ez∇z
where
∇ρ = ∂ρ, ∇ϑ = 1
ρ
∂ϑ =
iLˆz
ρ
, ∇z = ∂z
and Lˆz = −i∂ϑ is the third component of the orbital momentum operator.
The Laplacian, divergence, and curl read [37]
∆ = ~∇ · ~∇ = ∂2ρ +
1
ρ
∂ρ +
1
ρ2
∂2ϑ + ∂
2
z ,
div ~A = ~∇ · ~A = 1
ρ
∂ρ(ρAρ) +
1
ρ
∂ϑAϑ + ∂zAz,
rot ~A = [
1
ρ
∂ϑAz − ∂zAϑ]~eρ + [∂zAρ − ∂ρAz]~eϑ
+[
1
ρ
∂ρ(ρAϑ)− 1
ρ
∂ϑAρ]~ez.
The vector of Pauli matrices is
~ˆσ = ~eρ ~ˆσρ + ~eϑ ~ˆσϑ + ~ez ~ˆσz,
where
σˆρ =

 0 e−iϑ
eiϑ 0

 , σˆϑ = i

 0 −e−iϑ
eiϑ 0

 , σˆz =

 1 0
0 −1


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2. Single-particle wave function in cylindrical coordinates
The single-particle particle wave function and its time reversal are expressed in the cylin-
drical coordinates as spinors
Ψi(~r) =

 R(+)i (ρ, z)eim(+)i ϑ
R
(−)
i (ρ, z)e
im
(−)
i ϑ

 , (A1)
Ψi(~r) = TˆΨi(~r) =

 −R(−)i (ρ, z)e−im(−)i ϑ
R
(+)
i (ρ, z)e
−im
(+)
i ϑ

 (A2)
where Ki is the projection of the complete single-particle moment onto symmetry z-axis of
the axial nucleus.
In short notations covering both the state i and time-inverse i¯ states, the spinors read
R˜
(σ)
i (ρ, z)e
im˜
(σ)
i ϑ =

 R(σ)i (ρ, z)eim(σ)i ϑ for ordinary state i
−σR(−σ)i (ρ, z)e−im
(−σ)
i¯
ϑ for time reversal state i¯

 (A3)
where
m
(σ)
i = K −
1
2
σ, m
(−σ)
i = m
(σ)
i + σ, m
(σ)
i¯
= −m(−σ)i . (A4)
APPENDIX B: USEFUL RELATIONS
1. Hermitian and time-conjugate properties
All the operators used in the model are hermitian (Aˆ = Aˆ†) and have the definite time
density
ˆ¯A = TAˆT−1 = γAT Aˆ, γ
A
T = ±1
where T is the time-inversion operator: T |i >= |¯i >, T |¯i >= −|i >.
There are useful transmutation relation for the hermitian operators
< j|Aˆ†|i >=< j|Aˆ|i >=< i|Aˆ|j >∗ (B1)
and relations for time-inverse states and operators
< j¯|A¯|¯i > = < j¯|T−1TA¯T−1T |¯i >=< T j¯|TA¯T−1T |¯i >∗=< j|A|i >∗,
< j¯|A¯|i > = − < j|A|¯i >∗ . (B2)
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In axial even-even nuclei, the densities are built from the pairs
< i|A|i > + < i¯|A|¯i >=< i|A|i > +γAT < i|A|i >∗=< i|A|i > (1 + γAT ) (B3)
and hence vanish for time-odd operators.
2. Connections for operators with definite time-parity
Operators with the definite time-parity have the useful property
< 0|[Aˆ, Bˆ]|0 >=< 0|AˆBˆ|0 > (1− γAT γBT ) (B4)
i.e. the average value of the commutator survives only if operators Aˆ and Bˆ are of the
opposite time-parity. Indeed,
< 0|[Aˆ, Bˆ]|0 >=< 0|AˆBˆ|0 > − < 0|BˆAˆ|0 >
= < 0|AˆBˆ|0 > − < 0|T−1TBˆT−1TAˆT−1T |0 >=< 0|AˆBˆ|0 > −γAT γBT < 0|T−1BˆAˆT |0 >
= < 0|AˆBˆ|0 > −γAT γBT < T0|BˆAˆ|T0 >∗=< 0|AˆBˆ|0 > −γAT γBT < 0|BˆAˆ|0 >∗
= < 0|AˆBˆ|0 > −γAT γBT < 0|(BˆAˆ)+|0 >=< 0|AˆBˆ|0 > (1− γAT γBT ) . (B5)
3. Representation through matrix elements
Responses (15)-(16) and inverse strength matrices (21)-(22) read as the averaged com-
mutators
〈0|[Aˆ, Bˆ]|0〉 with γAT = −γBT . (B6)
Calculation of these values can be greatly simplified if to express them through the matrix
elements of the operators Aˆ and Bˆ, because in practice these matrix elements are already
in our disposal. In this case, the commutator reads
< 0|[Aˆs, Bˆs]|0 > =
∑
ij
{< 0|Aˆs|ij >< ij|Bˆs|0 > − < 0|Bˆs|ij >< ij|Aˆs|0 >} (B7)
= 2
Ki,Kj>0∑
ij
{< ij|Aˆs|0 >∗< ij|Bˆs|0 > − < ij|Aˆs|0 >< ij|Bˆs|0 >∗}.
The sum runs all the states, both ordinary and time reversed. Using the properties (B1)-
(B2), the matrix elements < i¯j¯|Aˆs|0 > and < i¯j|Aˆs|0 > are reduced to < ij|Aˆs|0 > and
< ij¯|Aˆs|0 >, respectively. Hence the coefficient 2.
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In the SRPA, the operator Aˆ is associated with operators Qˆ or Pˆ , which have real or
imagine matrix elements, respectively. Then
< 0|[Qˆsk, Bˆs]|0 > = 2
Ki,Kj>0∑
ij
< ij|Qˆsk|0 > (< ij|Bˆs|0 > − < ij|Bˆs|0 >∗)
= 4i
Ki,Kj>0∑
ij
< ij|Qˆsk|0 > ℑ{< ij|Bˆs|0 >} , (B8)
< 0|[Pˆsk, Bˆs]|0 > = −2
Ki,Kj>0∑
ij
< ij|Pˆsk|0 > (< ij|Bˆs|0 > + < ij|Bˆs|0 >∗)
= −4
Ki,Kj>0∑
ij
< ij|Pˆsk|0 > ℜ{< ij|Bˆs|0 >} (B9)
where ℑ{...} and ℜ{...} mean the imagine and real parts of the values in the parenthesis.
Then the strength matrices read
κ−1s′k′,sk = −i < 0|[Pˆs′k′, Xˆs
′
sk]|0 >= 4i
Ki,Kj>0∑
ij
< ij|Pˆs′k′|0 > ℜ{< ij|Xˆs′sk]|0 >}
= −4
Ki,Kj>0∑
ij
< ij|Pˆs′k′|0 > < ij|Xˆs′sk]|0 > , (B10)
η−1s′k′,sk = −i〈0|[Qˆk′ , Yˆk]|0 >= 4
Ki,Kj>0∑
ij
< ij|Qˆs′k′|0 > ℑ{< ij|Yˆ s′sk ]|0 >}
= 4
Ki,Kj>0∑
ij
< ij|Qˆs′k′|0 > < ij|Yˆ s′sk ]|0 > (B11)
where the overline matrix elements
< ij|Pˆs′k′|0 > = −i < ij|Pˆs′k′|0 >, < ij|Xˆs′sk]|0 > =< ij|Xˆs
′
sk]|0 >, (B12)
< ij|Qˆs′k′|0 > = < ij|Qˆs′k′|0 >, < ij|Yˆ s′sk ]|0 > = −i < ij|Yˆ s
′
sk ]|0 > (B13)
are real. It is seen that both strength matrices (B10) and (B11) are real as well.
The case of responses is more involved in the sense that matrix elements of the second
operator in the commutator are transition densities (D1)-(D5) which are generally complex.
The responses entering Xˆ and Yˆ operators read
RαX,sk = i < 0|[Pˆsk, Jˆαs ]|0 >= −4i
Ki,Kj>0∑
ij
< ij|Pˆsk|0 > ℜ{< ij|Jˆαs |0 >}
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= 4
Ki,Kj>0∑
ij
< ij|Pˆsk|0 > ℜ{< ij|Jˆαs |0 >}, (B14)
RαY,sk = i < 0|[Qˆsk, Jˆαs ]|0 >= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0 > ℑ{< ij|Jˆα|0 >}
= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0 > ℑ{< ij|Jˆαs |0 >} (B15)
where < ij|Jˆαs |0 > are transition densities. It is seen that all the responses are real.
Following (D1)-(D5), the transition densities (or their components) for µ = Ki ±Kj are
proportional to e−iµϑ = cosµϑ − i sin µϑ or ie−iµϑ = i cosµϑ + sin µϑ. Hence the response
obviously vanishes at µ = 0, if its ℑ{...} or ℜ{...} part delivers sinµϑ.
APPENDIX C: DENSITIES AND CURRENTS FOR SKYRME FUNCTIONAL
In Skyrme forces, the complete set of the densities involves the ordinary density, kinetic-
energy density, spin-orbital density, current density and spin density:
ρs(~r, t) =
occ∑
hǫs
ϕ∗h(~r, t)ϕh(~r, t), Tˆ ρTˆ
−1 = ρ
τs(~r, t) =
occ∑
hǫs
~∇ϕ∗h(~r, t)· ~∇ϕh(~r, t), Tˆ τ Tˆ−1 = τ
~ℑs(~r, t) = −i
occ∑
hǫs
ϕ∗h(~r, t)(
~∇× ~ˆσ)ϕh(~r, t), Tˆ ~ℑTˆ−1 = ~ℑ
~js(~r, t) =
−i
2
occ∑
hǫs
[
ϕ∗h(~r, t)
~∇ϕh(~r, t)−~∇ϕ∗h(~r, t)ϕh(~r, t)
]
, Tˆ~jTˆ−1 = −~j
~σs(~r) =
occ∑
hǫs
ϕ∗h(~r, t)~ˆσϕh(~r, t), Tˆ~σTˆ
−1 = −~σ
where the sum runs over the occupied (hole) single-particle states h. The associated hermi-
tian operators are
ρˆs(~r) =
Ns∑
i=1
δ(~ri − ~r),
τˆs(~r) =
Ns∑
i=1
←−∇δ(~ri − ~r)~∇,
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~ˆℑs(~r) =
Ns∑
i=1
δ(~ri − ~r)~∇×~ˆσ,
~ˆjs(~r) =
1
2
Ns∑
i=1
{
~∇, δ(~ri − ~r)
}
,
~ˆσs(~r) =
Ns∑
i=1
δ(~ri − ~r)~ˆσ .
where ~ˆσ is the Pauli matrix, Ns is number of protons or neutrons in the nucleus.
APPENDIX D: TRANSITION DENSITIES
1. Explicit expressions
For µ = |Ki −Kj| with Ki, Kj > 0, the transition densities read
< ij|~ˆjs|0˜ > (~r) = [~eρ · ijsij; ρ(ρ, z) + ~ez · ijsij; z(ρ, z) + ~eϑ · jsij; ϑ(ρ, z)]e−i(Ki−Kj)ϑ , (D1)
< ij|~ˆss|0˜ > (~r) = [~eρ · ssij; ρ(ρ, z) + ~ez · ssij; z(ρ, z) + ~eϑ · issij; ϑ(ρ, z)]e−i(Ki−Kj)ϑ , (D2)
< ij|ρˆs|0˜ > (~r) = ρsij(ρ, z)e−i(Ki−Kj)ϑ , (D3)
< ij|τˆs|0˜ > (~r) = τ sij(ρ, z)e−i(Ki−Kj)ϑ , (D4)
< ij|~ˆℑs|0˜ > (~r) = [~eρ · ℑsij; ρ(ρ, z) + ~ez · ℑsij; z(ρ, z) + ~eϑ · iℑsij; ϑ(ρ, z)]e−i(Ki−Kj)ϑ (D5)
where the components with low indices ij are real. The case of the time-inverse state j¯ is
straightforwardly obtained by Kj → −Kj . As is shown below, the components accompanied
by the imagine unit (jsij; ρ, j
s
ij; z, s
s
ij; θ, and ℑsij; θ) demonstrate the specific features.
Using wave functions from the Appendix A2 and density operators from the Appendix
C, one gets expressions for the real components of the transition densities (D1)-(D5) and
for their transmutation properties:
jsij; ρ(ρ, z) =
1
2
U (−)ij
∑
σ=+,−
[
(∂ρR˜
(σ)
i )R˜
(σ)
j − R˜(σ)i (∂ρR˜(σ)j )
]
, (D6)
jsij; z(ρ, z) =
1
2
U (−)ij
∑
σ=+,−
[
(∂zR˜
(σ)
i )R˜
(σ)
j − R˜(σ)i (∂zR˜(σ)j )
]
, (D7)
jsij; ϑ(ρ, z) =
1
2
U (−)ij
∑
σ=+,−
[ R˜(σ)i R˜(σ)j
ρ
(m˜
(σ)
i + m˜
(σ)
j )
]
. (D8)
jsji; ρ(ρ, z) = j
s
ij; ρ(ρ, z), j
s
ji; z(ρ, z) = j
s
ij; z(ρ, z), j
s
ji; ϑ(ρ, z) = −jsij; ϑ(ρ, z).
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ssij; ρ(ρ, z) = U (−)ij
∑
σ=+,−
[
R˜
(−σ)
i R˜
(σ)
j
]
, (D9)
ssij; z(ρ, z) = U (−)ij
∑
σ=+,−
σ
[
R˜
(σ)
i R˜
(σ)
j
]
, (D10)
ssij; ϑ(ρ, z) = U (−)ij
∑
σ=+,−
σ
[
R˜
(−σ)
i R˜
(σ)
j
]
. (D11)
ssji; ρ(ρ, z) = −ssij; ρ(ρ, z), ssji; z(ρ, z) = −ssij; z(ρ, z), ssji; ϑ(ρ, z) = ssij; ϑ(ρ, z).
ρsij(ρ, z) = U (+)ij
∑
σ=+,−
[
R˜
(σ)
i R˜
(σ)
j
]
. (D12)
ρsji(ρ, z) = ρ
s
ij(ρ, z).
τ sij(ρ, z) = U (+)ij
∑
σ=+,−
[
(∂ρR˜
(σ)
i )(∂ρR˜
(σ)
j ) + (∂zR˜
(σ)
i )(∂zR˜
(σ)
j ) +
m˜
(σ)
i m˜
(σ)
j
ρ2
R˜
(σ)
i R˜
(σ)
j
]
. (D13)
τ sji(ρ, z) = τ
s
ij(ρ, z).
ℑsij;ρ(ρ, z) =
1
2
U (+)ij
∑
σ=+,−
σ
[
R˜
(σ)
i (∂zR˜
(−σ)
j ) + R˜
(σ)
j (∂zR˜
(−σ)
i )
+(m˜
(σ)
i + m˜
(σ)
j )
R˜
(σ)
i R˜
(σ)
j
ρ
]
, (D14)
ℑsij;z(ρ, z) =
1
2
U (+)ij
∑
σ=+,−
[
σ
(
R˜
(−σ)
i (∂ρR˜
(σ)
j ) + R˜
(−σ)
j (∂ρR˜
(σ)
i )
)
−(m˜(−σ)i + m˜(σ)j )
R˜
(σ)
i R˜
(−σ)
j
ρ
]
, (D15)
ℑsij; ϑ(ρ, z) =
1
2
U (+)ij
∑
σ=+,−
[
σ
(
R˜
(σ)
i (∂ρR˜
(σ)
j ) + R˜
(−σ)
j (∂ρR˜
(−σ)
i )
)
−R˜(σ)i (∂zR˜(−σ)j ) + R˜(−σ)j (∂zR˜(σ)i )
]
. (D16)
ℑsji; ρ(ρ, z) = ℑsij; ρ(ρ, z), ℑsji; z(ρ, z) = ℑsij; z(ρ, z), ℑsji; ϑ(ρ, z) = −ℑsij; ϑ(ρ, z).
2. Useful features
Some components of the vector responses become zero at µ = 0. These cases can be
revealed by inspecting the specific combinations of the transition densities involved into
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responses. Following (B14)-(B15), these combinations are
< ij|Jˆαs |0˜ > + < ij|Jˆαs |0˜ >∗= 2 ℜ{< ij|Jˆαs |0˜ >}
for time-even densities
< ij|Jˆαs |0˜ > − < ij|Jˆαs |0˜ >∗= 2i ℑ{< ij|Jˆαs |0˜ >}
and for time-odd ones.
Specifically, these combinations read
< ij|~ˆjs|0˜ > − < ij|~ˆjs|0˜ >∗
= 2i[(~eρ · jsij; ρ(ρ, z) + ~ez · jsij; z(ρ, z)) cosµϑ− ~eϑ · jsij; ϑ(ρ, z) sin µϑ],
< ij|~ˆss|0˜ > − < ij|~ˆss|0˜ >∗
= 2i[−(~eρ · ssij; ρ(ρ, z) + ~ez · ssij; z(ρ, z)) sinµϑ+ ~eϑ · ssij; ϑ(ρ, z) cosµϑ].
< ij|ρˆs|0˜ > + < ij|ρˆs|0˜ >∗= 2ρsij(ρ, z) cosµϑ,
< ij|τˆs|0˜ > + < ij|τˆs|0˜ >∗= 2τ sij(ρ, z) cosµϑ,
< ij|~ˆℑs|0˜ > + < ij|~ˆℑs|0˜ >∗
= 2[(~eρ · ℑsij; ρ(ρ, z) + ~ez · ℑsij; z(ρ, z)) cosµϑ− ~eϑ · ℑsij; ϑ(ρ, z) sinµϑ] .
For µ = 0, the combinations with sin µϑ vanish
(< ij|~ˆℑs|0˜ > + < ij|~ˆℑs|0˜ >∗)θ = 0, (< ij|~ˆjs|0˜ > − < ij|~ˆjs|0˜ >∗)θ = 0, (D17)
(< ij|~ˆss|0˜ > − < ij|~ˆss|0˜ >∗)ρ = 0, (< ij|~ˆss|0˜ > − < ij|~ˆss|0˜ >∗)z = 0 (D18)
and hence the corresponding response components
µ = 0 → jθY,sk = szY,sk = sρY,sk = ℑθY,sk = 0. (D19)
The curl in cylindrical coordinates is
rot ~A = ∇× ~A = [1
ρ
∂ϑAz − ∂zAϑ]~eρ + [∂zAρ − ∂ρAz]~eϑ + [1
ρ
∂ρ(ρAϑ)− 1
ρ
∂ϑAρ]~ez. (D20)
Then, taking into account (D17)-(D18) and zero value of the derivatives ∂θ from all the
transition densities at µ = 0, one gets
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µ = 0 → {∇× (< ij|~js|0˜ > − < ij|~js|0˜ >∗)}ρ = 0, (D21)
{∇ × (< ij|~js|0˜ > − < ij|~js|0˜ >∗)}z = 0,
{∇ × (< ij|~ss|0˜ > − < ij|~ss|0˜ >∗)}θ = 0,
{∇ × (< ij|~ℑs|0˜ > + < ij|~ℑs|0˜ >∗)}ρ = 0,
{∇ × (< ij|~ℑs|0˜ > + < ij|~ℑs|0˜ >∗)}z = 0.
These relations are used in derivation of the first and second functional derivatives
of the Skyrme functional (terms with b4 and b
′
4).
APPENDIX E: RESPONSES
The responses have the general form (B14)-(B15). The explicit expressions read
~jY,sk(~r) = ~eρj
ρ
Y,sk(~r) + ~ezj
z
Y,sk(~r) + ~eθj
θ
Y,sk(~r)
= ~eρj
ρ
Y,sk(ρ, z) cosµθ + ~ezj
z
Y,sk(ρ, z) cosµθ + ~eθj
θ
Y,sk(ρ, z) sinµθ , (E1)
~sY,sk(~r) = ~eρs
ρ
Y,sk(~r) + ~ezs
z
Y,sk(~r) + ~eθs
θ
Y,sk(~r)
= ~eρs
ρ
Y,sk(ρ, z) sinµθ + ~ezs
z
Y,sk(ρ, z) sin µθ + ~eθs
θ
Y,sk(ρ, z) cosµθ ,
ρX,sk(~r) = ρX,sk(ρ, z) cosµθ
τX,sk(~r) = τX,sk(ρ, z) cosµθ
~ℑX,sk(~r) = ~eρℑρX,sk(~r) + ~ezℑzX,sk(~r) + ~eθℑθX,sk(~r)
= ~eρℑρX,sk(ρ, z) cosµθ + ~ezℑzX,sk(ρ, z) cosµθ + ~eθℑθX,sk(ρ, z) sinµθ , (E2)
The components of time-odd responses have the form
jρY,sk(~r) = i < 0˜|[Qˆsk, jˆρs ]|0˜ >= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > ℑ{< ij|jˆρs ]|0˜ >}
= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > jsij; ρ(ρ, z) cosµθ = jρY,sk(ρ, z) cosµθ, (E3)
jzY,sk(~r) = i < 0˜|[Qˆsk, jˆzs ]|0˜ >= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > ℑ{< ij|jˆzs ]|0˜ >}
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= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > jsij; z(ρ, z) cosµθ = jzY,sk(ρ, z) cosµθ, (E4)
jθY,sk(~r) = i < 0˜|[Qˆsk, jˆθs ]|0˜ >= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > ℑ{< ij|jˆθs ]|0˜ >}
= 4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > jsij; θ(ρ, z) sinµθ = jθY,sk(ρ, z) sin µθ, (E5)
sρY,sk(~r) = i < 0˜|[Qˆsk, sˆρs]|0˜ >= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > ℑ{< ij|sˆρs ]|0˜ >}
= 4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > ssij; ρ(ρ, z) sin µθ = sρY,sk(ρ, z) sinµθ, (E6)
szY,sk(~r) = i < 0˜|[Qˆsk, sˆzs]|0˜ >= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > ℑ{< ij|sˆzs]|0˜ >}
= 4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > ssij; z(ρ, z) sin µθ = szY,sk(ρ, z) sin µθ, (E7)
sθY,sk(~r) = i < 0˜|[Qˆsk, sˆθs]|0˜ >= 2i
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > 2i ℑ{< ij|sˆθs]|0˜ >}
= −4
Ki,Kj>0∑
ij
< ij|Qˆsk|0˜ > ssij; θ(ρ, z) cosµθ = sθY,sk(ρ, z) cosµθ . (E8)
The time-even responses and their components are
ρX,sk(~r) = i < 0˜|[Pˆsk, ρˆs]|0˜ >= −4i
Ki,Kj>0∑
ij
< ij|[Pˆsk|0˜ > ℜ{< ij|ρˆs]|0˜ >}
= 4
Ki,Kj>0∑
ij
< ij|Pˆsk|0˜ > ρsij(ρ, z) cosµθ = ρX,sk(ρ, z) cosµθ, (E9)
τX,sk(~r) = i < 0˜|[Pˆsk, τˆs]|0˜ >= −4
Ki,Kj>0∑
ij
< ij|[Pˆsk|0˜ > ℜ{< ij|τˆs]|0˜ >}
= 4
Ki,Kj>0∑
ij
< ij|Pˆsk|0˜ > τ sij(ρ, z) cosµθ = τX,sk(ρ, z) cosµθ, (E10)
ℑρY,sk(~r) = i < 0˜|[Pˆsk, ℑˆρs]|0˜ >= −4i
Ki,Kj>0∑
ij
< ij|[Pˆsk|0˜ > ℜ{< ij|ℑˆρs]|0˜ >}
= 4
Ki,Kj>0∑
ij
< ij|Pˆsk|0˜ > ℑsij; ρ(ρ, z) cosµθ = ℑρX,sk(ρ, z) cosµθ, (E11)
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ℑzY,sk(~r) = i < 0˜|[Pˆsk, ℑˆzs]|0˜ >= −4i
Ki,Kj>0∑
ij
< ij|[Pˆsk|0˜ > ℜ{< ij|ℑˆzs]|0˜ >}
= 4
Ki,Kj>0∑
ij
< ij|Pˆsk|0˜ > ℑsij; z(ρ, z) cosµθ = ℑzX,sk(ρ, z) cosµθ, (E12)
ℑθY,sk(~r) = i < 0˜|[Pˆsk, ℑˆθs]|0˜ >= −4i
Ki,Kj>0∑
ij
< ij|[Pˆsk|0˜ > ℜ{< ij|ℑˆθs]|0˜ >}
= −4
Ki,Kj>0∑
ij
< ij|Pˆsk|0˜ > ℑsij; θ(ρ, z) sinµθ = ℑθX,sk(ρ, z) sinµθ. (E13)
The overline matrix elements are defined in (B12)-(B13). The pairing factors (60) are
included into the matrix elements and transition densities. The values (E1)-(E13) are real.
Time-even responses have diagonal contributions i = j while time-odd ones not.
For µ = 0, the responses fulfill (D19) and
(∇×~jY,sk)ρ = 0, (∇×~jY,sk)z = 0, (∇×~jY,sk)ϑ = ∂zjρY,sk − ∂ρjzY,sk,
(∇× ~sY,sk)ρ = −∂zsϑY,sk, (∇× ~sY,sk)z =
1
ρ
∂ρ(ρs
ϑ
Y,sk), (∇× ~sY,sk)ϑ = 0, (E14)
(∇× ~ℑX,sk)ρ = 0, (∇× ~ℑX,sk)z = 0, (∇× ~ℑX,sk)ϑ = ∂zℑρX,sk − ∂ρℑzX,sk.
It is easy to see that the properties (D19) and (E14) of the responses fully repeat
the properties (D17)-(D18) and (D21) of the combinations of the transition densities,
entering the responses.
APPENDIX F: COULOMB CONTRIBUTION
The contribution of the Coulomb integral to the SRPA response is
UCoulk (~r) = e
2
∫
d~r ′
ρX,pk(ρ
′, z′) cosµθ′
|~r − ~r ′| . (F1)
The typical trouble is connected with the singularity at the point ~r = ~r′. Because of the
angular dependence cosµθ′ in the nominator of (F1), this trouble cannot be circumvented by
common methods. For example, the FTT solver method [34] and procedures [35, 36] do not
assume any angular dependence of this kind. So, we should develop our own prescription.
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First, we bypass the logarithmic singularity by using the Vauterin identity [35, 36]
∆~r ′ |~r − ~r ′| = 2|~r − ~r ′| . (F2)
Then, after integration by parts, the integral (F1) is reduced to
UCoulk (~r) =
e2
2
∫
d~r′|~r − ~r ′|∆~r′ρX,pk(ρ′, z′) cosµθ′
=
e2
2
∫
ρ′dρ′dz′[∂2ρ′ +
1
ρ′
∂ρ′ − µ
2
(ρ′)2
+ ∂2z′ ]ρX,pk(ρ
′, z′)
·
∫ 2π
0
dθ′|~r − ~r ′| cosµθ′. (F3)
For µ = 0, the angular integral in (F3) is recast to
I(~r; ρ′, z′) =
∫ 2π
0
dθ′|~r − ~r′| cosµθ′ = 4
√
d(ρ, z)E(
4ρρ′
d(ρ, z)
) (F4)
where d(ρ, z) = (ρ+ ρ′)2 + (z − z′)2 and E( 4ρρ′
d(ρ,z)
) is the elliptic integral of the second order.
This integral can be approximated by a standard polynomial formula. However, in the
general case µ ≥ 0 we cannot get this result. So, we should develop another procedure.
First of all, we should take into account that all the terms in (105) have the common
angular dependence cosµθ. This should be the case for the Coulomb term as well. To prove
this, it is convenient to rewrite the angular integral from (F3) in the form
I(~r; ρ′, z′) =
∫ 2π
0
dθ′|~r − ~r ′| cosµθ′ = I1 cosµθ − I2 sinµθ (F5)
where
I1(ρ, z; ρ
′, z′) =
∫ 2π
0
dθ′|~r − ~r ′| cosµ(θ′ − θ), I2(ρ, z; ρ′, z′) =
∫ 2π
0
dθ′|~r − ~r′ | sinµ(θ′ − θ).
(F6)
One may show that I2=0 and I1 does not depend on the angle θ. Hence (F5) is reduced to
I = I1 cosµθ (F7)
thus delivering the desirable angular dependence in (F1).
Altogether, the Coulomb contribution (F1) to the response is recast to the form
UCoulk (~r) = U
Coul
k (ρ, z) cosµθ (F8)
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with
UCoulk (ρ, z) = e
2
∫
ρ′dρ′dz′ I1(ρ, z; ρ
′, z′) · [∂2ρ′ +
1
ρ′
∂ρ′ − µ
2
(ρ′)2
+ ∂2z′] ρX,pk(ρ
′, z′)
= e2
∫
ρ′dρ′dz′
∫ π
0
dθ1[(ρ+ ρ
′)2 + (z − z′)2 − 4ρρ′ cos2 θ1]1/2 cos 2µθ1
·[∂2ρ′ +
1
ρ′
∂ρ′ − µ
2
(ρ′)2
+ ∂2z′] ρX,pk(ρ
′, z′) . (F9)
The matrix element (108) reads as
< i|Xˆppk|j >Coul= e2
∫
ρdρdz UCoulk (ρ, z)ρ
s
ij(ρ, z) ·
∫ 2π
0
dθ cosµθe−iµθ . (F10)
APPENDIX G: MATRIX ELEMENTS
This Appendix represents the matrix elements of the operators Pˆsk, Xˆ
s′
sk and Yˆ
s′
sk . The
pairing factors are supposed to be included into the matrix elements.
1. Matrix elements of operator Pˆsk
The matrix element of operator Pˆsk reads
< ij|Psk|0˜ > = 2iǫij < ij|Qsk|0˜ > − < ij|Y ssk|0˜ > (G1)
= i{(2ǫij< ij|Qsk|0˜ >−< ij|Y s(1)sk |0˜ >) (δµ,Ki−Kj + δ−µ,Ki−Kj)
+< ij|Y s(2)sk |0˜ > (δµ,Ki−Kj − δµ,Ki−Kj)}
for µ = |Ki −Kj| and
< ij¯|Psk|0˜ > = 2iǫij < ij¯|Qsk|0˜ > − < ij¯|Y ssk|0˜ > (G2)
= i{2ǫij< ij¯|Qsk|0˜ >−< ij¯|Y s(1)sk |0˜ >+< ij¯|Y s(2)sk |0˜ >}δµ,Ki+Kj
for µ = Ki +Kj . Here, Ki and Kj are projections of the complete single-particle moment
onto symmetry z-axis of the axial nucleus. Expressions for < ij|Y s(1)sk |0˜ > and < ij|Y s(2)sk |0˜ >
are given in the section G3. The combinations of Kronecker symbols follow from the angular
integrals. Because of the specific combinations in (G1), all the terms of this matrix element
have the same permutation properties for i↔ j.
38
2. Matrix elements of operator Xˆs
′
sk
The matrix element of operator Xˆs
′
sk reads
< ij|Xˆs′sk|0˜ > = < ij|Xˆs
′(1)
sk |0˜ >(δµ,Ki−Kj + δµ,Kj−Ki) (G3)
+ < ij|Xˆs′(2)sk |0˜ >(δµ,Ki−Kj − δµ,Kj−Ki),
for µ = |Ki −Kj| and
< ij¯|Xˆs′sk|0˜ >= {< ij¯|Xˆs
′(1)
sk |0˜ >+< ij¯|Xˆs
′(2)
sk |0˜ >}δµ,Ki+Kj (G4)
for µ = Ki +Kj .
Here
< ij|Xˆs′(1)sk |0˜ > = π
∫
ρdρdz [U¯s
′
sk(ρ, z)ρ
s′
ij(ρ, z) + B¯
s′
sk(ρ, z)τ
s′
ij (ρ, z) (G5)
+ W¯ s
′
sk;ρ(ρ, z)ℑs
′
ij;ρ(ρ, z) + W¯
s′
sk;z(ρ, z)ℑs
′
ij;z(ρ, z)]
+ δs,s′< ij|Xˆs′(pair)sk |0˜ >
< ij|Xˆs′(2)sk |0˜ > = π
∫
ρdρdz W¯ s
′
sk;θ(ρ, z)ℑs
′
ij;θ(ρ, z) , (G6)
< ij|Xˆs(pair)sk |0˜ > = −δµ,0δi,jGsχX, ks(u2i − v2i ) . (G7)
The values entering (G7) are defined in Sec. IIG.
Further
U¯s
′
sk(ρ, z) = {b0 − b′0δs,s′ (G8)
+ [−b2 + b′2δs,s′][∂2ρ +
1
ρ
∂ρ − µ
2
ρ2
+ ∂2z ] + b3
(α + 1)(α + 2)
3
ρα(ρ, z)
− b′3[
α(α− 1)
3
ρα−2(ρ, z)
∑
s”
ρ2s”(ρ, z)
+
2
3
αρα−1(ρ, z)[ρs(ρ, z) + ρs′(ρ, z)] +
2
3
ρα(ρ, z)δs,s′]
− δs′,pδs,pe
2
3
(
3
π
)1/3ρ−2/3p (ρ, z)} ρX,sk(ρ, z) + δs′,pδs,pU (Coul)k (ρ, z)
+ [b1 − b′1δs,s′] τX,sk(ρ, z)
− [b4 + b′4δs,s′][
1
ρ
∂ρ(ρℑρX,sk(ρ, z)) + ∂zℑzX,sk(ρ, z)) +
µ
ρ
ℑθX,sk(ρ, z)] ,
B¯s
′
sk(ρ, z) = [b1 − b′1δs,s′]ρX,sk(ρ, z) , (G9)
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W¯ s
′
sk; ρ(ρ, z) = [b4 + b
′
4δs,s′]∂ρρX,sk(ρ, z) , (G10)
W¯ s
′
sk; z(ρ, z) = [b4 + b
′
4δs,s′]∂zρX,sk(ρ, z) , (G11)
W¯ s
′
sk; θ(ρ, z) = −[b4 + b′4δs,s′]
µ
ρ
ρX,sk(ρ, z) . (G12)
The overline matrix elements are real. The combinations of Kronecker symbols follow from
the angular integrals. Expressions for U
(Coul)
k (ρ, z) in (G8) is done in (F9). The matrix
elements (G4) and (G6) vanish at µ = 0. Instead, the pairing matrix element (G7) exists
only at µ = 0.
3. Matrix elements of operator Yˆ s
′
sk
.
The matrix element of operator Yˆ s
′
sk reads
< ij|Yˆ s′sk |0˜ > = i{< ij|Yˆ s
′(1)
sk |0˜ >(δµ,Ki−Kj + δµ,Kj−Ki)
− < ij|Yˆ s′(2)sk |0˜ >(δµ,Ki−Kj − δµ,Kj−Ki)}, (G13)
for µ = |Ki −Kj| and
< ij¯|Yˆ s′sk |0˜ >= i{< ij¯|Yˆ s
′(1)
sk |0˜ >−< i|Yˆ s
′(2)
sk |j >}δµ,Ki+Kj (G14)
for µ = Ki +Kj . The overline matrix elements are real.
Further
< ij|Yˆ s′(1)sk |0˜ > = π
∫
ρdρdz (G15)
· [A¯s′sk;ρ(ρ, z)js
′
ij;ρ(ρ, z) + A¯
s′
sk;z(ρ, z)j
s′
ij;z(ρ, z) + S¯
s′
sk;θ(ρ, z)s
s′
ij;θ(ρ, z)],
< ij|Yˆ s′(2)sk |0˜ > = π
∫
ρdρdz (G16)
· [A¯s′sk;θ(ρ, z)js
′
ij;θ(ρ, z) + S¯
s′
sk;ρ(ρ, z)s
s′
ij;ρ(ρ, z) + S¯
s′
sk;z(ρ, z)s
s′
ij;z(ρ, z)].
and
A¯s
′
sk;ρ(ρ, z) = 2[−b1 + b′1δs,s′]jY,sk;ρ(ρ, z) (G17)
− [b4 + b′4δs,s′][
µ
ρ
sY,sk;z(ρ, z)− ∂zsY,sk;θ(ρ, z)] ,
A¯s
′
sk;z(ρ, z) = 2[−b1 + b′1δs,s′]jX,sk;z (G18)
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− [b4 + b′4δs,s′][
1
ρ
∂ρ(ρsY,sk;θ)− µ
ρ
sY,sk;ρ]
A¯s
′
sk;θ(ρ, z) = 2[−b1 + b′1δs,s′]jY,sk;θ (G19)
− [b4 + b′4δs,s′][∂zsY,sk;ρ − ∂ρsY,sk;z] ,
S¯s
′
sk;ρ(ρ, z) = [b4 + b
′
4δs,s′][
µ
ρ
jY,sk;z(ρ, z) + ∂zjY,sk;θ(ρ, z)] , (G20)
S¯s
′
sk;z(ρ, z) = −[b4 + b′4δs,s′][
1
ρ
∂ρ(ρjY,sk;θ) +
µ
ρ
jY,sk;ρ] , (G21)
S¯s
′
sk;θ(ρ, z) = −[b4 + b′4δs,s′][∂zjY,sk;ρ − ∂ρjY,sk;z] . (G22)
For µ = 0, one puts
A¯s
′
sk;θ(ρ, z) = S¯
s′
sk;ρ(ρ, z) = S¯
s′
sk;z(ρ, z) = 0 (G23)
since these terms adjoin sinµθ. The remaining terms are reduced to
A¯s
′
sk;ρ(ρ, z) = 2[−b1 + b′1δs,s′]jY,sk;ρ(ρ, z)− [b4 + b′4δs,s′]∂zsY,sk;θ(ρ, z) , (G24)
A¯s
′
sk;z(ρ, z) = 2[−b1 + b′1δs,s′]jY,sk;z − [b4 + b′4δs,s′]
1
ρ
∂ρ(ρsY,sk;θ) , (G25)
S¯s
′
sk;θ(ρ, z) = −[b4 + b′4δs,s′][∂zjY,sk;ρ − ∂ρjY,sk;z] . (G26)
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