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GLOBAL COMPILATION OF PROLOG* 
TIMOTHY HICKEY AND SHYAM MUDAMBI 
D Current WAM-type compilers employ incremental compilation, in which __ _ - 
each procedure is compiled in isolation from 
approach is ideal for the initial stages of 
procedures can be compiled and recompiled 
oped global compilation techniques to be 
the program as a whole. This 
program development, since 
very quickly. We have devel- 
used in the final stages of 
program development. These techniques use data-flow and control-flow 
information to optimize the intermediate code. Specifically, the optimiza- 
tions involve using inferred mode information to generate indexing code 
which intermixes unification instructions, primitive test instructions, and 
switching instructions. One of the primary goals of this research is to 
develop global compilation techniques which eliminate the need for the user 
to insert cuts in the program to improve performance. Empirical results 
show that these optimizations can result in significant time and space 
savings. a 
1. INTRODUCTION 
1.1. Global Compilation versus Incremental Compilation 
Most current WAM-type compilers’ employ incremental compilation, that is, they 
compile the procedures in isolation from the program as a whole and hence do not 
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‘Familiarity with the Warren-abstract-machine technique of PROLOG compilation, as presented in 
[19], will be assumed throughout this paper. Memory management in the WAM will be briefly reviewed 
in Section 2, however. 
THE JOURNAL OF LOGIC PROGRAMMING 
$QElsevier Science Publishing Co., Inc., 1989 
655 Avenue of the Americas. New York, NY 10010 0743.1066/89/$3.50 
194 TIMOTHY HICKEY AND SHYAM MUDAMBI 
use global data-flow and control-flow information. The rationale behind this ap- 
proach is that it allows a single procedure to be modified and recompiled in time 
independent of the size of the program, and thereby provides the user with the 
convenience of an interpreter and the speed of compiled code. Thus it is an ideal 
environment for the initial stages of program development, since individual proce- 
dures can be interactively tested and, if necessary, modified, without having to 
recompile the entire program. 
Global compilation has goals and methods which differ from those of incremen- 
tal compilation. The main goal is to produce executable code from a PROLOG 
program which is as time and space efficient as possible, with little regard given to 
how long it takes to produce the code. The method used in global compilation is to 
first perform a static analysis of the data-flow and control-flow properties of the 
program, and then use this information to generate optimized code. 
The principal objective of the present paper is to develop global compilation 
techniques which produce space-efficient code (that is, code which uses a minimal 
amount of memory during execution) without requiring the user to insert cuts 
throughout the program. Our approach is based on two observations: (1) unification 
in PROLOG plays the role of both assignments and conditionals in imperative 
languages, and (2) PROLOG programs can be made more efficient if unification is 
replaced by explicit assignments and conditionals whenever possible. The method 
we use to realize goal (2) is to perform a mode analysis of the source program, and 
to use the information obtained by this analysis to generate enhanced indexing 
code. The indexing code produced by a standard WAM relies exclusively on 
switching instructions to select the appropriate clauses. Our indexing code allows 
unification instructions and primitive tests to be interspersed with the switching 
instructions. The empirical results in Section 10 show that significant improvements 
in both time and space efficiency can be achieved using this approach. 
Three indexing techniques will be introduced: complete indexing, quadratic 
indexing, and shallow backtracking. The space efficiency of the code produced using 
these techniques is the same for all three methods. These techniques differ in two 
ways: (1) the size of the code they generate, and (2) the time efficiency of their code. 
We have found that there is a tradeoff between (1) and (2). The complete-indexing 
algorithm will generate code which selects the appropriate rules very quickly, but in 
the worst case this algorithm will generate exponentially many switching instruc- 
tions (relative to the number of rules in the procedure). The shallow-backtracking 
algorithm is on the other end of the spectrum; it will generate at most a linear 
number of switching instructions, but these instructions are less efficient with 
respect to the time they require to find the appropriate rule at runtime. Quadratic 
indexing strikes a middle ground, generating at most a quadratic number of 
indexing instructions whose time efficiency lies between that of the two other 
algorithms. 
The experiments described in Section 10 suggest that the complete-indexing 
algorithm will generate a relatively small amount of indexing code in practice, and 
that the worst-case exponential behavior should not be a problem for noncontrived 
programs. Thus, as a practical matter we feel that complete indexing is the best of 
the three algorithms. The other two indexing techniques are interesting from a 
theoretical viewpoint in that they demonstrate the tradeoffs that can be obtained 
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between execution time and code space, but they are not the best choice from an 
implementation perspective. 
The complete-indexing algorithm increases the space efficiency of the code it 
generates by decreasing the number of choice points that must be pushed during 
execution of the code. As will be explained in Section 2, eliminating unneeded 
choice points can yield significant space-efficiency gains on all five of the WAM’s 
dynamic data areas. 
Additional optimizations can be applied when all procedures in a program (or a 
module) are deterministic. For example, tail recursive procedures can be imple- 
mented as loops, and nontail recursive procedure calling can be implemented using 
a PASCAL-style recursion stack instead of the (backtrackable) local stack used for 
general PROLOG procedure calls. These optimizations are discussed in Section 9. 
1.2. Related Work 
There are three points during the compilation of a program at which optimization 
can be performed: 
(1) at the source level (source-to-source transformations), 
(2) at the intermediate code level (optimization of the WAM code), 
(3) at the machine-language level (e.g., machine register allocation). 
Debray, in his thesis [5], has considered the problem of using mode inference to 
perform source-to-source optimizations. In our opinion more efficient code can be 
generated by performing optimizations at the intermediate code level, especially if 
the compiler writer is free to expand the instruction set of the abstract machine 
which executes the intermediate code. Specific examples of optimizations that 
cannot be achieved by source-to-source transformations are discussed in Section 11. 
The problem of performing optimizations at the machine-language level is not 
considered here, but is, in our opinion, an important problem whose solution can 
yield significant speedups. 
This article is concerned with optimizations at the intermediate code level. Van 
Roy, Demoen, and Willems [18] have also considered the problem of developing 
intermediate-code-level optimizations using mode information. The main difference 
between their method and our complete-indexing method is that they do not allow 
switching instructions to be combined with unification instructions and primitive 
tests. Thus, their indexing code always begins by switching on the main functors of 
the parameters of the call and using this information to jump to the appropriate 
try / trust block. They then use a form of shallow backtracking to execute the 
clauses in the t ry / t rust block. Consider, for example, the following procedure, 
which is called with the first parameter bound to a term containing no variables: 
sort(CA,Bl,CA,Bl) :- A @< B. 
sort(CA,Bl,CB,Al) :- B @< A. 
sort(CA,Al,CA,Al). 
Since the indexing code generated by the method of Van Roy et al. only examines 
the main functor of the procedure parameters, their code would have to rely on 
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backtracking to select the appropriate clause. The code would repeatedly attempt to 
unify the first parameter of the call to the first parameter of each of the three rules. 
In the worst case, the first parameter of the call would be unified with the term 
CA,Bl twice, and with CA,Al once. Moreover, both comparison tests would be 
performed, and would fail. 
The indexing code produced for this procedure by the complete-indexing algo- 
rithm would unify the first parameter of the call with the term CA,Bl and then 
would use a series of nested conditional tests to determine which of the three rules 
applies. Thus, there would be no repeated unifications or backtracking, and at most 
one of the two primitive tests would be performed. 
1.3. Some Examples 
We now provide two examples of the type of programs that are most amenable to 
the optimizations discussed in this paper. The first example, which appears in Figure 
1, is a sorting program that is deterministic in a strong sense: for each procedure 
call that occurs during the execution of the program, there is at most one rule whose 
head unifies with the call and whose primitive body goals succeed. This type of 
determinism is called primitive determinism and will be defined more precisely in 
Section 3. 
FIGURE 1. A sorting program. 
X 
toplevel :- readlist(L),sortlist(L,S) ,writelist(S). 
% 
readlist (L) :- read(X),atom(X),addtolist(X,L). 
% 
addtolist(end_offile ,[I). 
addtolist(X.[XlL]) :- X # end_of_file,readlist(L). 
% 
sortlist(L,S) :- quicksort(L, [I,s>. 
% 
quicksort(C1,L.L). 
quicksort([PivotlRestl,L,Sorted) :- 
partition(pivot,Rest,Littles,Bigs), 
quicksort(Bigs,L,TempSorted), 
quicksort(Littles,[PivotiTempSortedl,Sorted). 
% 
partition(X. Cl,Cl,Cl). 
partition(X,CYITI,CYILittlesl,Bigs) :- 
Y @< X, partition(X,T,Littles,Bigs). 
partition(X.[Y IT] .Littles.CYlBigsl) :- 
Y Q> X, partition(X,T,Littles,Bigs). 
x 
writelist( 
writelist(CHlT1) :- write(H),nl,writelist(T). 
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toplevel :- 
write('First. Last. >>'), 
read(First),atom(First),read(Last),atom(Last), 
idmumber(ID,name(First,Last)),vrite(ID), 
vrite('Another (y or n)? '),read(Ans), nextcAns). 
next(y) :- toplevel. 
next(n) :- write('exiting....'). 
idnumber(iOO,name(john,smith)). 
idnumber(007,name(james,bond)). 
idnumber(623,name(george,smith)). 
idnumber(777,name(james,bond)). 
. . . 
FIGURE 2. A potentially nondeterministic table-lookup rogram. 
The code generated for this program by a compiler employing the complete-inde- 
xing method and the techniques in Section 9 has the following properties: 
0) 
(2) 
(3) 
The switching code is mixed with unification code and primitive tests so as to 
completely avoid using the choice stack or the trail. 
Allocation of local variables for procedures is done using a PASCAL-style 
recursion stack. 
Upon completion of sort 1 i s t ( L, S 1 the only nongarbage cells in the heap 
are those which occur in S. 
In short, the space requirements of the code produced for this program would be the 
same as the space requirements of the code produced by a c or PASCAL compiler for 
a similar program. Considerable gains in execution speed would also accrue. 
A second, and more typical, example of the type of program our optimizations 
are most suited for is the (potentially) nondeterministic program in Figure 2, which 
looks up identification numbers of certain persons. 
A standard WAM compiler would produce indexing code for the id-number 
procedure, which would use the first parameter of the procedure call to attempt to 
select the appropriate clause. Since that parameter will always be a variable, all rules 
for id-number will be tried sequentially until either a match is found or the last 
rule is tried. Even if the parameters of the i d_numbe r procedure were reversed, the 
standard WAM code would still not be able to select the appropriate clause rapidly. 
This is because the WAM switching instructions only examine the main functor of 
the first parameter, which in this case would always be the atom name. Thus, the 
rules in the procedure would again have to be tried sequentially. 
The indexing technique of Van Roy et al. would index on the main functors of 
both parameters of i d-number. But, as in the case of the standard WAM indexing 
code, the rules of id-number would still need to be tried sequentially, since the 
main functors of the second parameter of the rules in the procedure are all the same 
atom: name. 
The complete-indexing algorithm, on the other hand, would generate efficient 
indexing code for i d_numbe r. This code would first use unification instructions to 
decompose the second parameter of the procedure call and then would employ 
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standard indexing techniques on the first and last names. For example, if the user 
requests the i d_numbe r of a person whose name appears in only one rule, then the 
appropriate clause will be selected in constant time, using a hashing scheme. If the 
person selected appears in more than one rule (e.g., j ames bond), then hashing 
will be used to find the address of a try / trust chain which will use choice points 
to backtrack over each of the possible rules for that person. 
These two examples how that combining unification with switching and primi- 
tive tests can produce indexing code which is superior to that produced by more 
conventional indexing techniques. 
2. MEMORY MANAGEMENT IN THE WAM 
The current WAM techniques used to generate intermediate code employ several 
space-saving optimizations, which we briefly summarize in this section. Full details 
can be found in [19,20]. The five dynamic data areas in the Warren abstract 
machine are the following: 
(1) the choice stack, which stores backtracking information, 
(2) the trail, which stores the addresses of bound variables which will need to be 
unbound during backtracking, 
(3) the heap, which stores all data structures created by unification 
(4) the local stack, which stores the environments of procedures and which is 
used to implement procedure calls. 
(5) the code array, which stores the WAM code of the program being executed. 
In some implementations of the WAM, the choice stack and local stack are 
combined into a single stack. 
In this section we will discuss the features of the standard WAM which are used 
to minimize the space needed for each of the five data areas. In particular, we will 
show that any optimization which eliminates unnecessary choice points will also 
decrease the size of these five data areas. At the end of this section, we discuss the 
benefits and disadvantages of using cuts to improve the space efficiency of a 
program. 
2.1. The Choice Stack 
As mentioned in the Introduction, the method used by the standard WAM to avoid 
creating unnecessary choice points is called indexing. The standard WAM imple- 
ments indexing using a family of instructions that examine the type and main 
functor of the first parameter and use this information to jump to a label in the 
program. If the parameter is a variable, then all clauses must be tried. If the 
parameter is an atom or a structure (lists included), then the atom or the main 
functor of the structure is used to select those clauses which might unify with the 
current call. In many cases, such as when the well-known append procedure is used 
to combine two lists to form a third, this method of indexing can eliminate the need 
to push any choice points. 
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Veteran PROLOG programmers are familiar with the method their compiler 
employs to produce indexing code and will deliberately place the most appropriate 
parameter in the first argument of a procedure so that indexing will be more 
efficient. They will also order the clauses of a procedure in such a way as to increase 
the space efficiency of their program. 
Consider for example the following procedure, sp 1 i t ( L,Odds, Evens 1, which 
splits a list into two sublists: 
split(Cl,C3,Cl). 
split(CHl,CHl,Cl). 
split(CA1,A2(Rl,CAl]Rll,CA2~R2l) :- split(R,Rl,RZ). 
If it is called with the first parameter bound to a list and the other two parameters 
unbound, it will push at most one choice point. Suppose now that the order of the 
clauses for sp 1 i t were reversed. This would have considerable ffects on the size of 
the choice stack, since a choice point would be pushed for all recursive calls except 
the last. Thus, after splitting a list with 2N elements, the choice stack would have N 
additional choice frames. We will see that the code produced by the indexing 
algorithms in this paper would not push any choice points for either ordering of the 
clauses. 
2.2. The Trail 
A common misconception is that whenever a variable is bound, the binding has to 
be trailed because it might have to be undone upon backtracking. This is not strictly 
true. Only variables that were created before the last choice was made have to be 
trailed [20]. Indeed, any variable created after the last choice was made will be 
discarded when the heap pointer is reset upon backtracking. 
To implement this modified trailing mechanism, the WAM needs an additional 
register Las t-heap-top which stores the address of the top of the heap when the 
last choice point was pushed. Whenever a variable is bound, its address in the heap 
is compared with the address in Las t-heap-top to determine if it was created 
before the most recent choice point was pushed. If so, the address of the variable is 
stored in the trail; otherwise, the variable is not trailed. 
The effectiveness of this optimization depends on the frequency with which 
choice points are pushed. Thus, any optimization which eliminates unnecessary 
choice points also decreases the size of the trail. In the extreme case, when no choice 
points are ever pushed, trailing can simply be disabled, since it will never be needed. 
This case will be discussed in greater detail in Section 9. 
2.3. The Heap 
There are two ways in which the size of the heap can be diminished. The simplest 
occurs during backtracking when the top of the heap is simply reset to the value it 
had when the most recent choice point was pushed. This mechanism can be viewed 
as a primitive form of garbage collection, since it discards all data structures which 
were created during an unsuccessful traversal down a branch of the search tree. The 
other approach [15] to diminishing the size of the heap is to traverse the choice and 
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local stacks, marking all data structures which are accessible from either of these 
two stacks, and treating all other data structures in the heap as garbage which can 
be collected. 
The main point to observe here is that any optimization which eliminates 
unnecessary choice points will automatically, decrease the number of cells in the 
heap which may be needed at some future point in the execution of the program. 
Thus, the garbage collector will be able to collect more garbage and the size of the 
heap will be diminished. 
2.4. The Code Space 
A new semantics for as se r t and ret ra c t is presented in [ll]. This semantics is 
based on the principle that any modification of the procedure database should not 
apply to the procedure call which makes the change. A consequence of this 
semantics is that the ret ra c t or abo 1 i s h operations do not remove the code for 
any procedure until all choice points corresponding to the original version of that 
procedure have been removed from the stack. It follows that any optimization which 
decreases the number of choice points which must be pushed will also decrease the 
size of the code space. By using techniques of Debray [S], one can perform mode 
inference on dynamic logic programs (those using assert and 
mode information can then be used to perform optimizations on 
procedures. 
2.5. The Local Stack 
retract). This 
the nondynamic 
The most important optimization which decreases the size of the local stack is the 
tail-recursion optimization (TRO) [14,1,20]. As is well known, the local stack is 
actually implemented as a tree so as to facilitate backtracking. TRO is a method for 
pruning this tree whenever it can be ascertained that none of the frames which were 
generated after the current environment are reachable from the choice stack. 
It follows that the efficiency of TRO is directly related to the amount of 
determinism in the program, since each choice point pushed onto the stack may 
prevent several local frames from being deleted by TRO. Consider, for example, the 
following program de t a b ( L, S 1 which is called with L bound to a list of ASCII 
numbers and which constructs S by replacing all occurences of 9 (tab) by 32 
(space): 
de tab( Cl, Cl 1. 
detab(CH]Tl,CNewH]NewTl) :- change(H,NewH), detab(T,NewT). 
change(X,X) :- X # 9. 
change(9,32). 
The code produced by a standard WAM compiler would cause a choice point to be 
pushed for every call of change which matches the first clause. Thus, TRO would 
only be applicable to those calls of de t a b in which the head of the list is a tab 
(H = 9). If the list has N elements and contains M tabs, then when the original call 
to detab exits, the local stack will contain N - M additional frames. The code 
produced by the algorithms described in this paper would not cause any choice 
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points to be pushed during the execution of de t a b, and hence TRO would always 
be applicable and considerable local stack space would be saved. 
2.6. Performance Cuts 
Programmers can, and often do, increase the space efficiency of their programs by 
judicious use of cuts. When a cut is encountered, any choice points for the current 
procedure are removed, thereby enabling potential savings in each of the five data 
areas described above. 
A primary goal of this paper is the development of compilation techniques which 
obviate the need for inserting cuts solely to improve performance. Inserting cuts 
into a PROLOG program in order to improve efficiency can cause errors that are 
hard to find. Sterling and Shapiro have distinguished two types of cuts [17] in an 
attempt to clarify when a cut will not introduce an error. We will call these cuts 
performance cuts and control cuts. A performance cut is one that prunes a subtree of 
the search tree that contains no solutions and no side effects. Thus, a performance 
cut can never change the observed behavior of the program. Any other cut is called 
a control cut. Programmers often use control cuts rather than performance cuts 
because they do not want a test to be performed twice. For example, in the 
following procedure they might add a cut to the end of the first clause and leave the 
test off of the body of the second clause: 
min(A,B,A) :- A @< B. 
min(A,B,B) :- A @> B. 
Our indexing technique will perform the primitive test A @I B during indexing and 
use the result of that single test to select the appropriate clause. Programmers who 
are aware of this feature of the compiler would then have no reason to introduce 
either a performance cut or a control cut into the procedure, and would be 
encouraged to write in a more declarative style. 
The main practical drawback of using cuts to improve space efficiency is that 
incorrectly placed cuts may unintentionally eliminate some choice points that lead 
to desired solutions. This, in turn, can lead to incorrect reF?llts if the se to f 
predicate or the negation-by-failure predicate (not) is used. Moreover, the manner 
in which performance cuts must be inserted into a procedure depends on the way in 
which the procedure is going to be used. The standard example of this phenomenon 
is the deterministic member procedure: 
membero(,CXJLl) :- !. 
member(X,CYITl) :- member(X,T). 
If the procedure is used to test membership (i.e. is called with both parameters 
bound to ground terms), then the cut in the first clause is a performance cut, and 
will not introduce an error into the program. If, however, the procedure is used to 
nondeterministically generate elements of a list, then the cut will eliminate all but 
the first desired solution. This example shows that inserting cuts into a procedure 
restricts the manner in which the procedure can be called. 
Another drawback of the use of cuts to improve performance is that, from a 
theoretical point of view, cut-free programs have a very simple and useful semantics 
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based on the notion of the completion of the program [3]. This semantics does not 
apply to programs containing cuts. 
3. PROGRAM ANALYSIS 
The indexing algorithms described in this paper use global analysis to determine the 
input/output behaviors (modes) which actually occur for each procedure in a 
program. This information is then used to generate enhanced indexing code. For 
example, if the append procedure is used in one part of the program to build a list 
and in another part to partition a list, different code will be generated for each 
instance. The mode-inference technique we have developed is an extension of other 
recently introduced techniques [2,4,5-8,131, since it infers the modes of procedures 
on a call-by-call basis, rather than on a definition-by-definition basis. 
We also use mode inference to determine if a procedure is primitive deterministic 
(as defined in Section 3.3). In the special case where all procedures in a program are 
primitive deterministic, as in the sorting procedure of the Introduction, the program 
can be compiled much more efficiently. The optimizations which apply in this case 
are discussed in Section 9. 
3.1. Mode Inference 
The mode-inference technique we use partitions the parameters of a procedure call 
into two classes: c-parameters (for constant), which are known to be bound to 
ground terms when the procedure is called, and d-parameters (for don’t know), 
about which nothing is known. The program is transformed into another program 
by determining, for each procedure call in the program, which modes might occur in 
that call, and then creating a new version of the procedure for each such mode. 
These versions are distinguished by adding a suffix to their names which gives the 
mode as a sequence of c’s and d’s. For example, consider the following simple 
program, which generates all lists of length 6 containing one 0 and five l’s: 
toplevel :- 
append(CH]Tl,L,CH]Rl) :- append(T,L,R). 
This program would be transformed into the following: 
toplevel :- 
append_ddc(X,Y,C1,1,1,1,11), 
append_ccd(X,CO(Yl,L),write_c(L),fail. 
append_ddc(L’l,L,L). 
append_ddc(CH(Tl,L,CH]Rl) :- append_ddc(T,L,R). 
append_ccd(Cl,L,L). 
append_ccd(CH]Tl,L,CH]Rl) :- append_ccd(T,L,R). 
The second version of the append procedure can be compiled so that no choice 
points will be pushed during its execution, and it can be subjected to other 
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optimizations which will capitalize on its determinism. For example, we will see (in 
Section 9) that the code for the deterministic version of append can be compiled 
into a wh i 1 e loop. Debray’s mode inference system [7] would combine these two 
modes for append and would infer that the procedure has mode ddd, which 
implies that nothing is known about its arguments. Such a mode inference scheme 
would not allow us to perform any mode-based optimizations of the append 
procedure in this example. 
In the remainder of this paper all procedures will bear the mode suffixes and 
these modes will be used to optimize the compilation. 
3.2. Head Determinism 
The mode analysis of a program allows one to detect certain types of determinism 
by examining the heads of the rules in the program. More precisely, we say that a 
procedure is head deterministic f whenever it is called in a given program, there is at 
most one rule whose head unifies with the call. 
Inferring head determinism is a simple matter once the calling mode of the 
procedure is known. We simply have to remove the d-parameters from the clause 
heads and check whether any pair of the modified heads are unifiable. If even one 
pair of the modified clause heads unify, the procedure is not head deterministic. For 
example, consider the following procedure which XORs the corresponding bits in two 
lists of length N: 
xorlist_ccd(Cl,Cl,Cl). 
xorlist_ccd(CHl ~Tll,CH2~T2l,CH3(T31) :- 
xor_cd(CHl,HZl,H3), xorlist_ccd(Tl,T2,T3). 
xor_cd(CO,Ol,O). 
xor_cd(CO,ll,l). 
xor_cd(~l,Ol,l). 
xor_cd(Cl,ll,O). 
Since the first arguments of the rules for xo r-cd are pairwise nonunifiable 
c-parameters, the procedure is head deterministic. For the same reason, 
xo r 1 i s t _ c cd is also head deterministic. 
Notice that the code generated by a standard WAM compiler would push N 
choice frames and N local frames during the execution of this program. The choice 
frames are only popped when the last clause of xor_cd applies. In all other cases, 
the local frames for the xo r 1 i s t-c cd procedure are protected by a choice point 
and so cannot be removed by TRO. Moreover, the lists [HI, H21 created in the 
calls to xor_cd in which one of the first three clauses applies would be accessible 
from the choice stack. Hence, these lists could not be freed by a garbage collector. 
Finally, about half of the variables that are created during the execution of the 
procedure would be trailed. 
The indexing algorithms we consider would infer that these procedures are head 
deterministic and would compile them so that (1) no choice points would be pushed, 
(2) all local frames would be removed, and (3) all intermediate lists [HI ,H21 would 
be recognizable as garbage, upon the return of the corresponding xo r-cd proce- 
dure, (4) only one variable binding would be stored on the trail. 
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3.3. Primitive Determinism 
Many deterministic procedures rely on primitive tests rather than unification to 
select the appropriate clause for a given procedure call. For example, in the 
following insertion sort program, the sort-cd procedure is head deterministic, but 
the c-parameters of the heads of the last two clauses of the i riser t_ccd procedure 
are unifiable and rely on an arithmetic test to select the appropriate clause: 
sort_cd(CX]Xsl,Ys) :- sort_cd(Xs,Zs),insert_ccd(X,Zs,Ys). 
sort_cd(Cl,Cl). 
insert_ccd(X,Cl,CXl). 
insert_ccd(X,CY]Ysl,CY]Zsl) :- X> Y, insert_ccd(X,Ys,Zs). 
insert_ccdtX,CY]Ysl,CX,Y]Zsl) :- Xl Y. 
We have developed a simple algorithm which can detect procedures which exhibit 
this more general type of determinism, which we call primitive determinism. 
The algorithm to detect primitive determinism proceeds as follows. First, we find 
all pairs, (r,, r2), of rules for the procedure whose c-parameters are mutually 
unifiable. If there are no such rules, then the procedure is head deterministic, and 
therefore also primitive deterministic. Otherwise, for each such pair, we form the set 
S ‘1,‘2 of primitives which occur in the bodies of the two rules, and which satisfy the 
following two properties: 
(1) the parameters are known to be ground when the procedure is called, and 
(2) the primitive is not preceded by a procedure call whose execution could cause 
a side effect (e.g. assert, cut, or write). 
The second property can be verified using global data-flow analysis techniques 
similar to the ones used to infer modes. The last step in inferring that the procedure 
is primitive deterministic is to show that, for all pairs (rl, r2), there are no bindings 
of the c-parameters of the procedure such that the primitives in Sr, Tz are all 
simultaneously satisfied. 
The problem of determining the existence of a solution to a general set of 
PROLOG primitives is in general unsolvable. For example, to determine whether 
the following procedure is primitive deterministic would require a solution to the 
Fermat problem: 
p_cccd(X,Y,Z,yes) :- 
X-N + Y-N = Z-N, X > 0, Y > 0, N S 2, 
integer(X),integer(Y),integer(Z). 
p_cccd(X,Y,Z,_). 
More generally, since the existence of a root of an integer-valued polynomial in 
several integer-valued variables is recursively unsolvable [12], the primitive deter- 
minism detection problem is also, in general, unsolvable. It is, however, quite 
feasible and relatively straightforward to implement a restricted test for primitive 
determinacy in which only simple inequalities are considered. This is the method 
that has been used in this paper. 
Note that we have only implemented mutual exclusion at the level of primitives. 
Thus if insert_ccd used a user-defined test such as less_cc(X,Y) (given 
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below) rather than the system primitive X < Y, the above algorithm would not 
recognize the procedure as being deterministic: 
less_cc(a(Keyl,Vall),a(Key2,Val2)) :- Key1 < Key2. 
Extending the optimizations to encompass this more general type of determinism is 
one of our future objectives. 
An interesting analogy which may help in guiding future extensions to this 
approach is one which relates deterministic PROLOG programs with deterministic 
grammars.* Just as there are special subclasses of deterministic grammars [LL(k)] 
which can be deterministically parsed in an efficient manner, we suspect that there 
are corresponding classes of deterministic PROLOG programs which can be effi- 
ciently executed. For example, one interesting class of deterministic procedures 
consists of those for which the appropriate rule can be selected by examining only 
the top k levels of the c-parameters. 
4. CODE GENERATION: FOUR EXAMPLES 
Once a PROLOG procedure has been found to be primitive deterministic, opti- 
mized indexing code may be produced for that procedure. In order to take 
advantage of the determinism, unification instructions will be mixed with indexing 
instructions, so that indexing may be applied to constants and functors which occur 
inside structures. Consider, for example, the spli t_cdd procedure of Section 2.1: 
spLit_cdd(Cl,Cl,Cl). 
split_cdd(CHl,CHl,Cl). 
spLit_cdd(CAl,A21Rl,CA1 IRll,CA21RZl) 
:- spLit_cdd(R,Rl,R2). 
In order to distinguish between clauses 2 and 3, we must index on the tail of the first 
argument. If it is a list, then clause 3 applies, and if it is nil, then clause 2 applies; 
otherwise, the procedure fails. 
4.1. New Indexing Instructions 
The indexing instructions used to compile primitive deterministic procedures are 
similar to Warren’s [19] and are described below: 
g_swi tch reg, Table. This instruction assumes that the argument register 
reg contains a ground term, and switches to the appropriate location after a 
hash table lookup in Table of the principle functor and arity of the term 
whose address is stored in the register. This instruction also plays the role of a 
get _s t rut tu re instruction when the term being indexed on is a structure; 
thus, control must jump to a series of uni fy instructions in this case. For 
example, the first instruction in the code for the sp 1 i t_cdd procedure would 
be 
g_swi tch Al, ((Cl/O),L1),(./2,L2).(else,fail~~ 
‘This analogy was suggested by our colleague Jacques Cohen 
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where Ll is the label of the code for the body of the first clause, and L2 is a 
label for the code which determines whether clause 2 or clause 3 holds. 
goto Label. This is an unconditional jump to the Label. 
The WAM instruction set has also been extended to allow conditional jumps 
based on the result of primitive tests. For example, the primitive g t Regl , Reg2 
succeeds if the term stored in Regl is a number that is greater than the number 
stored in Reg2; otherwise it initiates backtracking. The switching instruction that 
corresponds to this primitive test is the following: 
if_gt Regl, Reg2, Thenlabel. This instruction tests whether the num- 
ber contained in Regl is greater than that in Reg2, and if so, control jumps to 
the Then labe I; otherwise control passes to the next instruction. 
Similar instructions have been added for each primitive procedure which can be 
used as a test (e.g. a tomi c or f unc tor). 
4.2. Merging Two Ordered Lists 
Generating code which avoids pushing choice points for primitive deterministic 
procedures can be rather involved. For example, consider the following primitive 
deterministic procedure merge_ccd. Note that the second rule has been written so 
that it is not applicable in the case when both c-parameters are the empty list. This 
was done to make the procedure primitive deterministic and is an example of the 
type of programming techniques needed to take full advantage of these optimiza- 
tions. If the second clause had been written with CB 1 Bsl replaced by a simple 
variable L, then both the first and the second rule would apply to the case of 
FIGURE 3. The switching tree for merge_ccd. 
g-switch Al 
Ll: g-switch A2 
1 I/O / \I2 
rule 1 rule 2 
L2: g-switch A2 
[l/o / \I” 
rule 1 L3: get-list Al 
unify_var Xl 
unify_var X2 
get_list A2 
unify_var X3 
unify_var X4 
Xl < x3 
rule 3 rule 4 
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merging two nil lists and a choice point would need to be pushed: 
1. merge_ccd(L,Cl,L). 
2. merge_ccd(Cl,CB~Bsl,CB)Bsl~. 
3. merge_ccd(CAJAsl,CB~Bsl,CA(Csl~ :- A @< B, 
merge_ccd(As,CBIBsl,Cs). 
4. merge_ccd(CAIAsl,CB~Bsl,~B~CslI :- A @z B, 
merge_ccd(CAIAsl,Bs,Cs). 
FIGURE 4. Intermediate code for merge_ccd. 
X merge_ccd(L,[],L). 
% merge-ccd(Cl,CBI Bsl, [BIBS]). 
% merge_ccd([A IAs], CBIBsl,[AlCsl) :- A Qc B, merge-ccd(As, CBIBSI,CS). 
% merge-ccd(CAIAsl,CB IBsl,CBlCsl) :- A 62 B, merge_ccd([AIAs],Bs,Cs). 
% 
merge_ccd: 
Ll: 
L2: 
L3: 
Mia: 
Mlb: 
M2: 
M3: 
M4: 
g-switch Al, ((O/O,Ll), (else.L2)) 
g-switch A2, ((Cl/O,Mia). (./2,M2), (else,fail)) 
g-switch A2, ((CI/O,Mlb), (./2,L3), (else,fail)) 
unify-variable Xl 
unify-variable x2 
get-list A2 
unify-variable x3 
unify-variable x4 
iflt Xl, x3, M3 
ifge Xl, x3, M4 
getnil A3 
proceed 
get-value Al, A3 
proceed 
unify-variable X3 
unify-variable X4 
getlist A3 
unify-value x3 
unify-value x4 
proceed 
get-list A3 
unify-value Xl 
unify-variable A3 
put-value X2, Al 
execute mergercd 
getlist A3 
unify-value x3 
unify-variable A3 
put-value X4, A2 
execute merge-ccd 
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In order to choose the correct clause, we begin by indexing on the first parameter. 
If it is Cl, then either rule 1 or rule 2 applies, and the second parameter must be 
examined to distinguish between them. If it is a list, then the only candidates are 
rules 1, 3, and 4; and again the second parameter must be examined. This sort of 
switching can be described by a switching tree. The interior nodes of this tree 
represent switching instructions on a particular register, and each leaf represents a 
single rule. The complete switching tree is shown in Figure 3. The actual code 
embodying the above switching tree is shown in Figure 4. Observe that at label L3 
the indexing instructions are combined with unification instructions to expose 
embedded terms. 
In our implementation of the WAM, the A-registers and the X-registers are 
separate data areas. For example, Al and Xl refer to different registers. In our 
opinion, the WAM code is clearer when the registers do not have multiple names. 
Note that our implementation does not place any restrictions on where A-registers 
and X-registers can occur in the WAM code, and hence is a purely syntactic 
restriction on the WAM code. 
4.3. Masked Choice-Point Instructions 
The indexing techniques introduced in this paper can also be used to reduce the 
space requirements of procedures which are not primitive deterministic. By examin- 
ing the heads and the primitive calls of a procedure, one can generate indexing code 
that examines the c-parameters of the procedure and selects a try / trust chain of 
rules which can then be executed by pushing choice points. Moreover, since the 
unifications which are common to all clauses in a group are performed during the 
indexing, the subterms which have been exposed by the unification instructions can 
be stored in the choice point and the unifications will not need to be repeated for 
each clause in the procedure. 
To implement this optimization, we introduce a modified version of the 
t ry_me_e lse family of instructions, which are responsible for creating choice 
points and for restoring register values after backtracking. The try and retry 
instruction will store in a choice point only those registers which will actually be 
used in one of the remaining clauses in the try/trust chain. The new instructions are 
the following, in which the operand Mas kLi s t specifies which registers (A and X) 
should be stored in the choice point (for try and retry) and which should be 
restored upon backtracking (for ret ry and t rust). Those registers marked by a 
“-” will be restored by a retry or a trust for use in the current clause, but will 
then be removed from the choice point. Thus, none of the registers in a try 
masklist are flagged with a “-“, and all of the registers in a trust are so flagged. 
The modified instructions are as follows: 
try-me-else JumpLabel, MaskList 
try-else CLauseLabel, JumpLabel, MaskList 
retry-me-else JumpLabel, MaskList 
retry-else CLauseLabel, JumpLabel, MaskList 
trust-me ClauseLabel, MaskList 
trust ClauseLabeL, MaskList 
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To illustrate the use of these instructions, consider the following procedure, 
guardian_cd(person(P,Mom,Dad),mom(Mom)I. 
guardian_cd(person(P,Mom,Dad),dad(DadII. 
guardian_cd(person(P,Mom,Dad),the_state). 
Since the first parameters of the two rules are identical, the procedure is not head 
deterministic. The complete-indexing algorithm would produce the following code 
for this procedure: 
guardian-cd: 
get-structure person/3, Al 
unify-variable Xl 
unify-variable X2 
unify-variable X3 
Ll : 
try-me-else L2, (Xl,X3,A2) 
get-structure morn/2, A2 
unify-value X2 
proceed 
L2: 
retry-me-else L3, (-Xl,-X3,A2) 
get-structure dad/2, A2 
unify-value X3 
proceed 
L3: 
trust-me (-A21 
get-constant the-state A2 
proceed 
Observe that the mask in the ret ry_me_e lse instruction at label L2 directs the 
WAM to restore registers Xl, X3, and A2, and to then delete registers Xl and X3 
from the choice point. 
This optimization has two main effects on the performance of the program: 
(1) 
(2) 
when backtracking occurs, the unification of Al with the first parameter of 
the procedure will not have to be repeated; 
the garbage collector may be able to detect more garbage, since the choice 
point only contains pointers to terms which will actually be used if backtrack- 
ing occurs. 
4.4. Consistent Register Usage 
In the process of executing the indexing code, three different goals are accom- 
plished. First, the appropriate clause or sequence of clauses is determined. A 
sequence of clauses will be selected only if the heads of all rules in that sequence are 
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g-switch Al 
getst g/2, A2 
unify-var Xl 
unify_var X2 =w 
g-switch Xl 
a/O c/o /” 11 f (31 
getst g/2, A3 getst g/2, A2 
unify-const c unify-const c 
unify-var X3 = Z unify-var X3 = W 
goto Rule3 goto Rule3 
(531 
getst g/2, A3 
unify-var Xl 
unify-var X2 
g-switch Xl 
FIGURE 5. Inconsistent register allocation. 
simultaneously unifiable. Second, the c-parameters of the procedure call are com- 
pletely unified with the c-parameters of the heads of all rules in the sequence. 
Unification of c-parameters selects subterms from the terms coming into the 
procedure and stores these subterms in X-registers. Third, some of the primitive 
procedures in the bodies of the rules are executed. 
After the indexing is completed, the values which have been stored in the 
X-registers are used to create the arguments to the procedure calls in the bodies of 
the rules. As we have seen in the switching tree for merge_ccd (Figure 3), the 
switching tree for a procedure may have more than one path that leads to a given 
rule. Since the unification of the c-parameters is performed in the indexing code, 
problems can arise if care is not taken to maintain a consistent register usage along 
all branches of the switching tree. This problem does not arise in the standard 
WAM, because the indexing code does not perform any unification. 
Consider, for example, the following procedure: 
f_ccc(a, g(a,R), S). 
f_ccc(b, T, g(b,U)). 
f_ccc(V, g(c,W), g(c,Z)) :- a_cd(Z,Q), b_dc(Q,W). 
Figure 5 shows a switching tree for this procedure in which there are two paths 
through the search tree which lead to the last rule. Both paths completely unify the 
head of the last rule with the call, but there is a problem. At the end of one path, W 
is in X2 and Z is in X3, whereas in the other path Z is in X2 and W is in X3. Thus, 
before jumping to the body code, the contents of these two X-registers must be 
swapped in one branch or the other. 
The need to permute the contents of the X-registers can be avoided altogether by 
choosing X-registers for subterms of the head, before generating the switching tree. 
These choices can be easily explained by introducing another tree, which we call the 
position tree for the procedure. 
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1641) 2 (A4 3 (A3) /\ ;:%A. The position tree 
I rule 1 rule 2 rule 3 
____ I ________________________~~_______~~~~~~ 
Al I b V 
A2 I T gk,W) 
A3 I s g(b.U) g(c.Z) FIGURE 6B. Register 
Xl I a C 
allocation for f _ c c c . 
x2 I R W 
x3 I b C 
x4 I U Z 
A position tree for a single PROLOG term has the same form as the underlying 
tree for that term except that each functor is replaced by a number specifying its 
position with respect to its parent. Numbering the tree in this fashion allows us to 
refer uniquely to subterms of the heads of each rule by the sequence of numbers 
encountered from a root to leaf path. Thus in the case of the f _c c c procedure, W is 
in position C2,2 I of the third rule, and there is a b in positions C II and C3,ll of 
the second rule. The position tree for an entire procedure is obtained by combining 
the position trees for the heads of each clause. After constructing the position tree 
for a procedure, a unique X-register is allocated to each node in this tree except the 
root and its children (which already reside in A-registers). Thus a register is 
allocated for each possible position that might have to be examined while creating 
the switching tree. Figure 6(a) shows an allocation scheme for the position tree of 
the f _ccc procedure. The table in Figure 6(b) shows the registers which are 
allocated to each of the subterms of the heads of three rules of f _ c c c according to 
the allocation scheme in Figure 6(a). 
4.5. The Eflects of Variable Aliasing 
A subtle complication in generating a correct switching tree can occur if the same 
variable name appears twice in the c-parameters of a rule. We will refer to this 
phenomenon as aliasing. If no variable occurs more than once in the head of any 
clause, then after switching on a position, one can prune the position tree, so that 
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{4xX,4, a(Y,v,Y), 46Gw 
g-switch A3 
\ 
{4f,v,Y), 4w,Z,Z)> 
g-switch Al 
3/ \ 
{a(w,v,w), 4w,Z,Z)) {,(Ytv7Y)> 
g-switch A2 
{+v-,~)~ dw,v,v)> 
g-switch A3 
FIGURE 7. An example of variable aliasing. 
one does not have to examine that position again. But when variables are repeated, 
one cannot always prune the set of visible nodes. For example, consider the head 
deterministic procedure shown below: 
1. a_ccc(X,X,u). 
2. a_ccc(Y,v,Y). 
3. a_ccc(w,Z,Z). 
This procedure is head deterministic due to variable aliasing. As can be seen by 
examining the switching tree, which is given in Figure 7, there is a path through the 
indexing code which contains two switches on register AS. The first time the e L se 
alternative applies, and nothing is known about the values of Y and Z. After 
switching instructions are executed on Al and A2, there is a path in the switching 
tree in which Y q w and Z q v. The value of A3 must now be reexamined to determine 
which of the two remaining rules applies. 
5. THE COMPLETE-INDEXING ALGORITHM 
5.1. An Overview and an Example 
The first step in the complete-indexing algorithm is to transform the clauses in the 
procedure so that the unification of the d-parameters will take place in the body of 
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the procedure rather than in the head. More precisely, let 
p(Tl,...,Tn,Sl,...,Sm) :- Pl,P2,...,Pr,Bl,B2,...,Bs. 
be a clause in the procedure, where 
(1) the Pi are primitive procedures which do not cause side effects, and whose 
parameters are known to be ground after the unification of the head is 
complete, 
(2) Bl either is a nonprimitive goal, or is a goal that produces a side effect, or has 
a parameter which is not known to be ground when p is called, 
(3) the Ti are c-parameters, and the Si are d-parameters. We have assumed that 
the c-parameters precede the d-parameters simply as a matter of notational 
convenience. 
Let Zl,... , Zm be variables which do not appear in the rule, and rewrite the rule in 
the following, equivalent form: 
p(Tl,...,Tn,Zl,...,Zm) :- % the indexing head 
Pl,P2,...,Pr, % the indexing primitives 
Zl=Sl,..., Zm=Sm, f31,82,...,Bs. % the indexing body 
The transformed rule has been decomposed into three parts. The head of the 
transformed procedure will be called the indexing head; the primitives on the second 
line will be called the indexing primitiues. The last line, which contains the unifica- 
tions of the d-parameters of the original procedure and the remaining body goals, 
will be called the indexing body. 
The code generated by the complete-indexing algorithm consists of three parts: 
the indexing code, the t ry I t rus t chains, and the code for the procedure bodies. 
The indexing code will perform all unifications in the indexing head and will 
evaluate (possibly at compile time) all indexing primitives. The information gained 
by executing the indexing code will be used to jump to a single indexing body or to 
a try / trust block for a sequence of indexing bodies which need to be executed. 
When performing the unifications it will expose subterms of the c-parameters and 
store them in the X-registers specified by the position tree discussed in Section 4.4. 
The try / trust chains for each rule set have the form 
Tl: try-else Rule-l, T2, Mask-1 
T2: retry-else Rule_2, T3, Mask-2 
im: trust Rule-m, Mask-m 
where Rule 1 _ , . . . , Ru 1 e-m are the addresses of the code for the indexing bodies of 
the rules in the set, and where the nonnegated registers in each Mask-i are precisely 
those registers in the position tree which are used in one of the remaining indexing 
bodies. Thus Mask-i + 1 is a (signed) subset of the non-negated registers in Mask-i. 
If there is only one try / trust chain, then the t ry_me_e 1 se family of instruc- 
tions can be used. 
The indexing bodies are compiled with the standard WAM techniques, using the 
position tree (discussed in Section 4.4) to determine which registers contain which 
subterms. 
214 TIMOTHY HICKEY AND SHYAM MUDAMBI 
Consider for example the following procedure, plane_pos_cd(Pos, 
New Coo rd 1, which succeeds if Pos specifies a point in three-dimensional space 
which lies on one of two intersecting half planes: H : {x I 0, z = 0} or G : {x = y, 
z 2 0). If the point lies on H, NewCoord is bound to h(x), and if it lies on G, 
NewCoord is bound to g(z). There is some nondeterminism because the two planes 
intersect in a half line: H n G : {x = y, x I 0, z = O}. The rules for the procedure 
are: 
plane_pos_cd(p(X,Y,O),ho) :- X (, 0. 
plane_pos_cd(p(X,X,Z),go) :- Z > 0. 
The complete-indexing algorithm will first transform the procedure by moving all of 
the unifications of d-parameters into positions in the body following the primitives: 
plane_pos_cd(p(X,Y,O),W) :- 
X <, 0, 
W=h(X). 
plane_pos_cd(p(X,X,Z),W) :- 
Z ? 0, 
w= g(Z). 
Each of the rules has been written with the indexing head on the first line, the 
indexing primitives on the second line, and the indexing body on the third line. 
In the process of selecting the appropriate clause (or sequence of clauses), the 
indexing code will unify the indexing head with the procedure call and will execute 
FIGURE 8. Switching tree for plane_pos_cd. 
LO: getstructure p/3, Al 
unify-var Xl 
unify-var X2 
unify-var X3 
g-switch X3 
L5: rule 2 
L2: rule 1 
M12: try-me-else rule 2 
rule 1 
L4: rule 2 
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% plane_pos_cd(p(X,Y,O),h(X)) :- X 5 0. 
'/. plane_pos_cd(p(X,X,Z),g(Z)) :- Z 2 0. 
x 
pla.ue_pos_cd: 
% the indexing section 
LO: get-structure p/3, 
unify-variable Xl 
unify-variable X2 
unify-variable X3 
Al 
g-switch X3. ((O/O.Ll),(else,LS)) 
Ll: if-equal XI, X2, L3 
L2: le Xl, 0 
got0 FL1 
L3: ifle Xl, 0, Tl 
L4: got0 R2 
L5: equal Xl, X2 
ge X3, 0 
goto R2 
x 
% this is the try/trust section of the code 
Tl: try-else Rl, T2, (A2,X3) 
T2: trust R2, (-A2,-X3) 
x 
% this is the "body" of the first rule 
RI: get-structure h/I, A2 
unify-value Xl 
proceed 
% this is the "body" of the second rule 
R2: get-structure g/l, A2 
unify-value X3 
proceed 
FIGURE9. Intermediate code for 
plane_pos_cd. 
all indexing primitives (for each clause in the sequence). After the indexing is 
complete, control will jump either to an indexing body or to a try / trust chain of 
indexing bodies. Figures 8 and 9 show the switching tree and the code which will be 
produced for this procedure by the complete-indexing algorithm. 
Observe that the code in Figure 9 is divided into three parts, corresponding to the 
indexing code, the try / trust chains, and the body code. Each of the bodies 
simply completes the unification of the second parameter of its rule. Observe that 
the t ry_e 1 se instruction, which wilI be executed only if both rules must be tried, 
contains a mask which specifies that only registers A2 and X3 should be saved, since 
these are the only values which will be needed in the indexing body of the second 
rule. The indexing code is generated from a switching tree shown in Figure 8, whose 
construction is discussed informally below. 
The first step in the construction of the switching tree is to observe that both 
rules have the structure p / 3 in the first parameter; thus by performing a 
get _s t rut tu r e instruction we can expose the three subterms of p / 3. As the 
code shows, these subterms are placed in the registers Xl, X2, and X3. If the 
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unification fails, then both rules will fail, so there is no harm in performing this 
unification first. 
Next, observe that if X3 is not equal to zero, then the second rule must apply, so 
we can generate a switching instruction which will test if X3 equals zero. If it does 
not, then rule 1 can not apply, so if Xl = X2 and X3 z 0, then control can jump 
to the indexing body of rule 2. 
Suppose then that X3 is equal to zero. We can now determine whether Xl = X2, 
using a primitive test. If Xl # X2, then rule 2 can not apply and so we can execute 
the test Xl 5 0 and jump to the indexing body of the first rule. 
If Xl and X2 are equal, then the indexing heads of both of the rules unify, and 
we must consider the primitives. Observe that the primitive test Z > 0 in the 
second rule will succeed at this point, since we know that X3 = 0. Thus, we need 
only test whether Xl (, 0. If not, then control can jump to the indexing body of the 
second rule. Otherwise, control must jump to the t ry_e L se instruction at label Tl, 
which will nondeterministically execute both indexing bodies. 
5.2. An Algorithm to Construct the Switching Tree 
The algorithm which generates the switching tree will be presented as a recursive 
function 
switch(Positionset,RuLeset) 
which has two input parameters: 
Positionset: The set of exposed nodes of the position tree for the proce- 
dure. Initially, Posi t ionse t consists of the A-registers. As unification in- 
structions are executed and subterms are stored in the X-registers, they too 
become exposed. 
Ru Lese t: A set of partially instantiated rules. The variables in these rules are 
partially instantiated each time a unification is performed. 
The value returned by the recursive function SW i t c h is the switching tree. Each 
node contains pointers to its children and the three additional fields: a subset of the 
rules, a sequence of unification instructions, and a branch instruction. 
The body of the function is presented below. It consists of a nested series of 
i f _ t hen statements, which determine which type of switching instruction should 
be generated next, and then complete the rest of the tree recursively. 
There are five types of switching instructions considered: (1) unification instruc- 
tions, (2) g_swi t c h instructions, (3) equality tests resulting from repeated occur- 
rences of a variable in the indexing head, (4) indexing primitive tests, and 
(5) unconditional jumps to the code for an indexing body or to the try / trust 
code for a sequence of indexing bodies. 
The algorithm does not specify how to choose among different possibilities within 
these five types of instructions. Thus, if there are two or more primitive tests that 
could be carried out, an unspecified heuristic must be used to choose one of them. 
The heuristic that we have used, which seems to generate close to optimal code in 
practice, is to make a choice so as to maximize the number of branches of the 
switching tree at that point. If there are two choices that produce the same number 
of branches, we choose the one which minimizes the size of the largest rule set. 
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The recursivefunction switch(Positionset,Rule.set). 
If there is an exposed position (in PO s i t i on set) whose corresponding subterm is 
the same in all rules, then (1) choose one such position, (2) generate @ication 
instructions to expose the arguments of the subterm, (3) modifv POST t ionse t 
accordingly, and (4) make a recursive call to complete the tree. 
For example, the initial rule set for pLane_pos_cd is 
plane_pos_cd(p(X,Y,O),W) :- X <, 0,W q h(X). 
% rule set at LO 
pLane_pos_cd(po(,X,Z),W) :- Z 2 0,W q g(Z). 
Since both rules have a p / 3 structure in Al, the subterms of this structure can be 
exposed using the following four instructions, which place the three parameters of 
p / 3 in the registers Xl, X2, and X3: 
pLane_pos_cd: 
LO: get-structure p/3, Al 
unify-variable Xl 
unify-variable X2 
unify-variable X3 
else, if there is an exposed position (in Pos i t i onse t) whose corresponding 
subterm diflers in at least two of the rules, then (1) choose one such position, 
(2) generate a g-s w i t c h instruction to determine which of the two rules applies, 
(3) create a new Ruleset for each of the alternatives of the g_swi tch instruction, 
and (4) make recursive calls to construct the switching trees corresponding to each of 
those alternatives. 
Continuing with the p Lane_pos_cd example, after unifying Al with 
p( Xl ,X2, X3 1, the rule set is the same as before: 
plane_pos_cd(p(X,Y,O),W) :- X <, 0,W = h(X). 
% rule set at LO 
plane_pos_cd(p(X,X,Z),W) :- Z z 0,W = g(Z). 
but now the subterms corresponding to X, Y, and Z are exposed. Since there is a 
potential conflict at X3, the following switching instruction would be generated: 
g-switch X3, ((O/O,Ll),(eLse,L5>) 
The modified rule set for the first alternative, X3 = 0, is 
plane_pos_cd(p(X,Y,O),W) :- X (_ 0, W=h(X). 
% rule set at Ll 
pLane_pos_cd(p(X,X,O),W) :- W = g(O). 
and the rule set for the second alternative else is 
plane_pos_cd(p(X,X,Z),W) :- Z >_ 0, W=gtZ). 
% ruleset at L5 
Since there is only one rule left in the latter rule set, code can be generated which 
completes the unification of the head, executes the primitive test, and jumps to the 
indexing body which carries out the d-parameter unification W = g ( Z 1. 
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else, if there exist two exposed position such that the corresponding subterms in one 
rule are identical variables and in another ule are different variables, then (1) choose 
such a pair of positions, (2) generate a branching instruction which tests if the terms in 
the two positions are equal, and (3) make recursive calls to construct he subtrees 
corresponding to the two alternatives of the test. 
Continuing the plane_pos_cd example, the rule set in the case ~3 = 0 is 
plane_pos_cd(p(X,Y,O),W) :- X <, 0, W=h(X). 
% rule set at Ll 
plane_pos_cd(p(X,X,O),W) :- W = g(O). 
Since there is a potential shared-nonshared-variable conflict for the registers Xl and 
X2, the following test will be generated at label Ll : 
Ll: if-equal Xl, X2, L3 
If the test succeeds, then the new rule set is 
plane_pos_cd(p(X,X,O),W) :- X <, 0,W = h(X). 
% rule set at L3 
plane_pos_cd(p(X,X,O),W) :- W = g(O). 
Otherwise only rule 1 remains in the rule set: 
plane_pos_cd(p(X,Y,O),W) :- X <, O,W=h(X). 
% rule set at L2 
and so the test X 5 0 can be performed and control will jump to the indexing 
body. 
else, if there is an untried indexing primitive, then (1) choose one such untried 
primitive, (2) generate a test instruction for that primitive, (3) create the new rule sets 
for each of the two outcomes of the test (true or false), and (4) complete the switching 
tree by making a recursive call corresponding toeach of the two outcomes. 
Continuing the example, the rule set for the case Xl = X2 is 
plane_pos_cd(p(X,X,O),W) :- X (, 0,W = h(X). 
% rule set at L3 
plane_pos_cd(p(X,X,O),W) :- W = g(O). 
The only way to determine which of the two rules holds at this point is to perform 
the following primitive test: 
L3: if-e Xl, 0, Tl 
If the test fails, then rule 1 must fail and so the new rule set contains only rule 2: 
plane_pos_cd(p(X,X,O),W) :- W=g(O). % rule set at L4 
If the test succeeds then the rule set contains both rules, with all primitives 
removed : 
plane_pos_cd(p(X,X,O),W) :- W=h(X). % rule set at Tl 
plane_pos_cd(p(X,X,O),W) :- W=g(O). 
and control jumps to a try / trust chain as described in the next case. 
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else, if none of the above conditions hold, then jump to the indexing body, or to the 
try I t rust chain of indexing bodies, speciJied by the rule set. 
Completing the example from the set where Xl (, 0: 
plane_pos_cd(p(X,X,O),W) :- W=h(X). % rule set at Tl 
plane_pos_cd(p(X,X,O),W) :- W=g(O). 
Since the indexing heads of both rules unify with the procedure call, and all of the 
indexing primitives have been successfully executed, a try / trust chain must be 
generated. The chain and the code for the indexing bodies are the following: 
T1 : try-else RI, T2, (A2,X3) 
T2: trust R2,(-A2,-X3) 
RI: get-structure h/l, A2 
unify-value Xl 
proceed 
R2: get-structure g/l, A2 
unify-value X3 
proceed 
The masklist in the try-else instruction at Tl is obtained by observing that the 
only registers which are used in the second rule are A3 and X2. Thus, no other 
registers need to be restored when backtracking occurs. 
6. WORST-CASE PERFORMANCE 
In this section we show that there are cases in which the switching tree can be of 
exponential size with respect to the number of clauses. 
The exponential size of the switching tree is due to the presence of variables in 
the c-parameters of the head. If there are no variables in the heads of the clauses, 
then each time a switching instruction is generated during the complete-indexing 
algorithm, the current rule set will be partitioned into a finite number of disjoint 
subsets, which are then used recursively to construct the child subtrees. Thus, each 
leaf of the switching tree corresponds to a single rule, and no rule will appear at 
more than one leaf. This implies that the number of nodes in the switching tree will 
be linear in the number of rules. 
On the other hand, if there are variables in the c-parameters of the indexing 
heads of rules, all those rules which have a variable in a position being indexed on 
will be put in each of the children’s rule sets. As we will see in the next section, this 
duplication of rules in rule sets can result in a switching tree of exponential size for 
some (contrived) procedures. In practice the complete-indexing algorithm seems to 
generate a switching tree whose size is linear (with a small constant) in the number 
of rules. 
6.1. An Exponentially Large Switching Tree 
We will now construct, for each positive integer n, a procedure p which has n rules 
and n(n - 1)/2 c-parameters. The procedure will be constructed so that its switch- 
ing tree has more than 2” nodes. 
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Since p will have n rules, there are n( n - 1)/2 pairs of distinct rules (i, j) with 
i < j. Since there are also n (n - 1)/2 parameters for the procedure, we can choose, 
for each pair ij, a unique parameter rlj. 
The ith rule will be a fact whose parameters either are anonymous variables or 
are equal to the integer i. The k th parameter of the i th rule is selected using the 
following criterion: 
(i) if there is no j such that rij = k or r,, = k, then position k will contain an 
anonymous variable, 
(ii) if there is such a j, then position k has the value i. 
Observe that, if the procedure p is constructed as above, then for each pair of rules 
(i, j), the heads of these two rules will unify in every parameter except for the rjith. 
Moreover, in the rijth parameter, rule i has an i and rule j has a j. 
Below is an example of this procedure and of the “conflict parameters” rji, when 
n =4: 
1. p_cccccc(l,l,_,l,_,_). 
2. p_cccccc(2,_,2,_,2,_). 
3. p_cccccc(_,3,3,_,_,3). 
4. p_cccccc(_,_,_,4,4,4). 
F-12 = 1, 
‘13 = 2, r23 = 3, 
r14 = 4, r24 = 5, f-34 = 6. 
The switching tree for this procedure (when n = 4) is shown in Figure 10. It is 
easy to see that the switching tree for the procedure constructed with n rules will 
have more than 2” nodes, asymptotically. Indeed, let s, be the number of nodes in 
FIGURE 10. Switching tree for four rules. 
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the switching tree; then 
i 
2s n-i+Sn-2+1 if n>2, 
s,= 4 if n=2, 
1 if n=l, 
and the solution to this equation is 
s, = +(l + a)“- i + 0(1/n), 
so s, > i(2.414”) for large n. 
We have not yet encountered any procedure in a noncontrived program which 
exhibited this pathological behavior. In our opinion the exponential worst-case 
behavior of the complete-indexing algorithm is similar to the exponential worst-case 
behavior of the unification algorithm as it is usually implemented. In both cases, we 
feel it is unlikely that the exponential behavior will occur in the type of PROLOG 
programs which are written today. 
Since programming styles may change, however, we describe in the next two 
sections some alternative indexing techniques, quadratic indexing and shallow 
backtracking, which have acceptable worst-case behavior, but which will not pro- 
duce optimal indexing code. The quadratic-indexing technique is based on the 
observation that the switching trees that are generated in the worst-case examples 
have many repeated rule sets. Thus, considerable code space savings could be 
attained by coalescing nodes which have the same rule sets. Shallow backtracking is 
based on the observation that primitive deterministic procedures can be compiled so 
that if any of the unifications or primitive tests for a rule fail, then control can jump 
directly to the next rule without having to reset the arguments or the trail. 
4.2. An NP-Complete Switching Problem 
The problem of finding an “optimal” switching tree seems to be quite difficult for 
any reasonable definition of optimal. In this section, we show the NP-completeness 
of a problem related to optimal indexing. 
Let p be a head-deterministic procedure with n c-parameters. Let S be any 
subset of the n argument positions. We say that S is a complete position set if no 
two rules unify at all positions in S. Such a set could be used to devise a switching 
tree that would examine the minimal number of parameters and would not need to 
push a choice point. The complete-position-set problem is the following: 
Given: a head-deterministic procedure p of size N (measured in the number of 
characters in its ASCII representation) 
Find : the smallest integer n such that there is a complete position set of size n 
for p. 
We will show this problem is NP-complete by reducing it to the set-covering 
problem [9]. 
First we reduce the complete-position-set problem to the set-covering problem, to 
show it is in NP and to provide motivation for the obverse reduction. For each 
position k, let C, be the set of all pairs (i, j) such that rules i and j differ at the 
k th position. Let C, be the set of all pairs (i, j) of rules. If S is any set of positions, 
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then S is complete if and only if no two rules agree at all positions of S, or 
equivalently, if and only if 
CO= u C, 
kcS 
This shows that our problem is at most as hard as the set-covering problem. 
Now we will reduce the set-covering problem to the complete-position-set prob- 
lem by showing that if R = { C,, . . . , C,,,} is any collection of subsets of C,, [which is 
a set of size n(n - 1)/2], then we can construct a procedure p of arity at most m 
such that the set of pairs (i, j) such that rules i and j differ in the k th position is 
precisely C,. 
Each of the parameters for the rules of p will be a list of size n(n - 1)/2 whose 
elements are constructed similarly to the arguments of the example in Section 6. The 
only difference is that if (i, j) is not in the set C,, then the riith member of all of the 
lists is set to be a variable. For example, if C, = {(12),(23),(34)} and C, = 
{(12),(13),(14)}, the corresponding procedure would be 
1. P_cc(~1,_,_,_,_,_~,~1,1,_,1,_,_~). 
2. P_CC(C2,_,2,_,_,_3,[2,_,_,_,_,_1)- 
3. p_cc([_,_,3,_,_,33,[_,3,_,_,_,_1). 
4. P_cc(c_,_,_,_,_,41,[_,_,_,4,_,_1). 
It is easy to check that if p is the procedure constructed in this way, then C, is the 
set of pairs (i, j) of rules which differ in the k th parameter, as was to be shown. 
Thus, a minimal complete set of registers for this procedure solves the correspond- 
ing set-covering problem. 
6.3. Worst-Case Estimate for Procedures with Bounded Head Size 
A more reasonable stimate of the size of the switching tree can be made under the 
assumption that there is a bound on the size of the heads of the rules in the 
procedure. More precisely, let P be a procedure, let S be the set of all positions of 
c-parameters of rules in P, and let s be the size of S (the set of positions is defined 
in Section 4.4). For example, if all c-parameters are either variables or constants, 
then S is just the set of c-parameters. We will find a worst-case stimate for the size 
of the switching tree in terms of s and the number m of clauses in the procedure. 
To simplify the analysis, we will also assume that there are no repeated variables 
in the c-parameters of any rule in. P, and that there are no indexing primitives. In 
this case, the nodes in the switching tree are either g _s w i t c h nodes or unification 
nodes which expose common positions. Since the number of children of any 
g _s w i t c h node is bounded by m, and since there will be at most one g, SW i t c h 
instruction at each position, we see the switching tree will be a subtree of a complete 
m-ary tree of height s with at most s unification instructions occurring before each 
g, s w i t c h instruction. Thus, an upper bound for the size of the switching tree is 
m s+l -1 
s(l+m+m2+ ... +m’)=s 
m-l 
= O(sms). 
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7. SHALLOW BACKTRACKING 
In this section we provide an overview of the shallow-backtracking indexing scheme 
for primitive deterministic procedures. This scheme is a special case of the approach 
used in [18] to compile indexing for general PROLOG procedures. 
The main observation that underlies this approach is the following: for any call 
to a primitive deterministic procedure there is at most one clause for which (1) the 
unification of the ground parameters of the call with the c-parameters of the 
procedure will succeed, and (2) all of the executions of a primitive procedure in 
the body whose arguments are ground when called will succeed. 
Suppose then that the procedure is compiled so that all c-parameter unification is 
performed and all indexing primitives are executed before any d-parameter unifica- 
tion is attempted and before any other goals are called. 
If any rule should fail during the c-parameter unification or while executing the 
indexing primitives, then no heap variables will have been bound, nor will any 
nonprimitive goals in the body have been called, and no side effects will have taken 
place. Therefore, in this case, rather than pushing a complete choice point, it suffices 
to push only the address of the next clause to be attempted and to set a flag (the 
shallow failure flag) so that failure simply causes a jump to the next clause. 
On the other hand, if all c-parameter unification and all indexing primitives for a 
rule succeed, but the d-parameter unification fails, then no other rules are applicable 
and the entire procedure should fail. Thus, after a unique clause has been selected, 
the shallow failure flag should be reset so that a failure will cause full backtracking 
to the previous choice point. 
The code space requirements for the shallow-backtracking indexing scheme 
applied to primitive deterministic procedures are linear in the number of rules (even 
in the worst case). This scheme will not in general produce code which is as time 
efficient as that produced by the complete indexing algorithm, but the code it 
produces will have the same run-time space requirements, since it will cause no 
choice points to be pushed. 
8. THE QUADRATIC INDEXING ALGORITHM 
We now describe another indexing scheme which is similar to the complete-indexing 
method except that it only applies to primitive deterministic procedures and it uses 
a directed acyclic graph to represent he switching instructions, rather than a tree. 
This modification reduces the worst-case code size from exponential to quadratic. 
More precisely, the switching code it generates is guaranteed to have size at most 
0(hn2), where n is the number of rules and h is the maximum height of any term in 
any rule of the procedure. 
The rule sets in the DAG that represent the switching instructions for the 
quadratic indexing algorithm are all of the form 
r(x, Y) = (x, Y, Y + 1, y + 2,. . . , n), where x < y and there are n rules. 
The switching code for node r(x, y) attempts to expose positions at which rules IX 
and y differ. Since at most one of the rules, x and y, can unify with the procedure 
call at the exposed positions, the node r(x, y) has three children whose rule sets are 
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1234 
FIGURE 11. Switching DAG for four rules. 
FIGURE 12. Code produced by the quadratic switching algorithm. 
% p_cccccc(1,1,_,1,_,_). 
% p_cccccc(2,_,2,_,2,_). 
% p_cccccc(_,3,3,_,_,3). 
% p_cccccc(_,_,_,4,4,4). 
% 
x 
p_cccccc: 
L1234: g-switch Al, ( (l,L134).(2,L234),(else,L34) > 
L134: g-switch A2, ( (l,Ll4), (3,L34), (else,M4a) ) 
L234: g-switch A3. ( (2,L24), (3,L34), (else,M4b) ) 
L14: 
L24: 
L34: 
Ml: 
M2: 
M3: 
M4a: 
M4b: 
M4c: 
M4d: 
u4e: 
g-switch A4, ( (l.Ml), (4,M4c), (else.fail) > 
g-switch A5, ( (2,M2), (4,M4d), (else,fail) ) 
g-switch A6, ( (3,M3), (4,M4e), (else,fail) 1 
proceed 
proceed 
get-integer 3, A2 
get-integer 3, A3 
proceed 
get-integer 4, A4 
get-integer 4, A5 
get-integer 4, A6 
proceed 
getinteger 4, A4 
get-integer 4, A6 
proceed 
getinteger 4, A4 
get-integer 4, A5 
proceed 
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the following: 
T(X, y + 1) if the x-positions unify with the call positions, 
r( y, y + 1) if the y-positions unify with the call positions, 
r( y + 1, y + 2) if neither the x-positions nor the y-positions unify with the call 
positions. 
An example of the switching DAG for a procedure with four rules is shown in 
Figure 11, and the code generated by this algorithm when applied to the “worst 
case” example p_ccccc c in Section 6 is shown in Figure 12. Since this DAG has 
0(n2) nodes, and since the number of unification instructions for each node is at 
most O(h), the space complexity is as claimed. Moreover, the leaves all consist of 
single rules, and so this indexing scheme will not need to push any choice points. 
9. FULLY PRIMITIVE DETERMINISTIC PROGRAMS 
In this section, we consider a few optimizations that can be applied to programs in 
which every procedure is primitive deterministic. Since such a program can be 
compiled into code which does not push any choice points, there is no need to use 
the choice stack or the trail. If failure should occur during the execution of the 
program, then the entire program fails. Moreover, all procedure call instructions in 
the program can be replaced with deterministic versions which use a PASCAL-style 
stack mechanism, extended to use TRO, in which the environment manipulation 
usually performed by a 1 locate and dea 1 locate is performed by variants of the 
ca 11, execute, and proceed instructions. This optimization will save space in 
the local stack, since there will no longer be a need to store a pointer to the parent 
environment. It will also save execution time, since TRO will always be applied and 
hence no tests will be needed to determine if TRO is applicable. 
Deterministic procedure calls can be implemented as follows. Let ep be the 
variable storing the top of the local stack, and let pc store the location of the next 
WAM instruction to be executed. The local variables Y i will be stored on top of the 
stack in loca 1 [ep + i 1. Deterministic procedure calling will be performed using 
the following three new instructions, which simply push and pop the current 
environment onto the local stack without storing a pointer to the parent environ- 
ment (since the parent environment is always the previous frame): 
d_ca IL ProcName, Lots 
localCep+Locs+ll = Lots 
localCep+Locs+23 = the return address 
ep = ep + Lots + 2 
PC = ProcName. 
d_exec ProcName 
PC = ProcName. 
d-proceed 
PC = localCep1 
ep = ep - LocalCep-13 - 2 
Notice that the allocate and deallocate instructions are not needed in 
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10. EMPIRICAL RESULTS 
deterministic procedure calls, since all local stack manipulation is performed by the 
three new instructions above. 
The deterministic procedure-call optimization can also be applied, with some 
modification, to primitive deterministic subprograms, that is, to subprograms con- 
sisting entirely of primitive deterministic procedures. 
The results obtained by comparing the time and space complexity of the code 
produced using the complete indexing algorithm with the complexity of the code 
produced by a standard WAM compiler have been very encouraging. We present 
here a comparison of the time and space performance of code produced by three 
compilers, 
IND: a simple WAM indexing compiler which ignores cuts, 
IND_C: a simple WAM indexing compiler which implements cuts, and 
DET: a determinacy-checking compiler which uses the complete-indexing algo- 
rithm, and which ignores cuts. 
Two sample programs were compiled with these compilers, and each of the two 
programs was executed with three different inputs by an extended WAM interpreter. 
The resulting six runs were the following: 
sort200: a quicksort program sorting a list of size 200 
sort.500: a quicksort program sorting a list of size 500 
sortZ000: a quicksort program sorting a list of size 1000 
compapp : a simple PROLOG to WAM compiler compiling 
dure 
compsort : a simple PROLOG to WAM compiler compiling 
gram 
the append proce- 
the quicksort pro- 
compcomp : a simple PROLOG to WAM compiler compiling itself 
The quicksort program contains cuts in the pa r t i t i on procedure (see Figure l), 
and the simple PROLOG-to-WAM compiler contains a single cut which is executed 
after each procedure is compiled. Both of these programs are fully primitive 
deterministic, even when the cuts are ignored. 
10.1. Comparison of Run-Time Stack Sizes 
Table 1 shows the space usage for the six examples when compiled by the IND 
compiler. This example shows that in order to have reasonable stack space usage 
when the standard WAM indexing compiler is used, performance cuts must be 
inserted into the program. 
Table 2 compares the maximum stack usage of the code produced by the 
IND_C and the DET compilers. The maximum space requirements of the code 
produced by the IND_C compiler could be made as small as that produced by DET, 
but only if cuts were placed in almost every rule of the program. (Note that the 
sample programs we consider here are all fully primitive deterministic, so the DET 
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TABLE 1. Space for IND compiler on six examples 
LoCal Choice Trail 
quick200 5411 12115 1508 
quick500 15394 50761 5260 
quick1000 32719 151680 14498 
compapp 487 613 89 
compsort 6197 1252 1005 
compcomp 50589 61552 7897 
TABLE 2. Maximum height of stacks during execution 
LOCal 
IND_C 
Choice Trail LoCal 
DET 
Choice Trail 
quick200 128 22 5 128 9 3 
quick500 198 22 5 198 9 3 
quick1000 311 22 5 317 9 3 
compapp 367 366 15 56 9 1 
compsort 2141 1894 315 632 9 1 
compcomp 2650 2871 568 116 9 1 
code will push exactly one choice point at the beginning of the program. If any 
procedure fails, this choice point will be used to reset the abstract machine to its 
initial state before halting execution.) 
10.2. Comparison of Execution Times 
Table 3 compares the execution times of the code produced by the three compilers. 
The IND_C code is slightly slower than the IND code because of the overhead in 
setting up a choice point and subsequently removing it upon encountering a cut. 
The DET code is faster than the IND_C code by a factor of 2 for the sorting program 
and by 1.25 for the compiler. The relatively large speedup in the sorting program is 
due to the fact that most of the execution time is spent in the partition procedure, 
TABLE 3. Execution time and speedup on six examples 
Example 
Execution time, set (speedup) 
IND IN&C DET 
quick200 0.67 (1) 0.72 (0.93) 0.34 (1.97) 
quick500 1.94 (1) 2.06 (0.94) 0.96 (2.02) 
quick1000 4.39 (1) 4.68 (0.93) 2.36 (1.86) 
compapp 0.05 (1) 0.05 (1) 0.05 (1) 
compsort 0.74 (1) 0.76 (0.97) 0.61 (1.21) 
compcomp 5.36 (1) 5.55 (0.97) 4.40 (1.22) 
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TABLE 4. Compilation times and code sizes 
IND DET 
Compilation Code size Mode-inf. time Total time Code size 
ExamDIe (set) (32-bit words) (set) (set) (32-bit words) 
quick200 3.1 612 12.8 18.2 607 
compapp 28.7 4836 113.2 185.2 4600 
which must always push a choice point in the IND_C code, but which never pushes a 
choice point in the DET code. 
10.3. Comparison of Compilation Time and Code Size 
Table 4 shows the compilation time and code size for the IND_C and DET compilers 
on the two programs. Although the DET compiler will generate excessive amounts of 
code in the worst case, this table shows that for typical programs it actually 
generates less code than standard indexing does. The reason for this reduction in 
code space is that the DET compiler combines the unification which is in common 
with several clauses, whereas the IND_C compiler must repeat each instance of the 
common unification code. 
The compilation time for the DET compiler has two components: (1) the time to 
infer the modes of the procedures in the program, and (2) the time to compile the 
program using this mode information. Our current DET compiler is about 5-10 
times slower than the IND_C compiler, and roughly two-thirds of this compilation 
time is accounted for by mode inference. For most programs our mode-inference 
algorithm makes a single pass over the program and so is linear in the program size. 
11. FINAL REMARKS 
Il. I. Source-to-Source Transformations 
In this paper we chose to perform optimizations at the WAM-code level rather than 
performing source-to-source transformations. By optimizing the WAM code we 
were able to easily obtain (hashed) indexing on arbitrary subterms and were able to 
introduce the masked choice-point optimization (Section 4.3) and the totally deter- 
ministic subprogram optimizations (Section 9). These three optimizations would be 
difficult to realize using source-to-source transformations. Nevertheless, many of the 
time and space savings obtained by the WAM-code optimizations could equally well 
have been obtained using source-to-source optimizations. 
Consider, for example, the plane_pos_cd procedure (which was presented in 
Section 5): 
pLane_pos_cd(p(X,Y,O),ho) :- X 5 0. 
plane_pos_cd(p(X,X,Z),go) :- Z k 0. 
After applying the complete-indexing algorithm to this procedure, it can be trans- 
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formed to the following equivalent PROLOG program: 
% Indexing code 
plane_pos_cdCp(Xl,X2,X3),W) :- 
(X3 # 0) -> 
(Xl ==X2, X3)0, plane_pos_cd_2C_,X3,W)); 
(Xl # X2) -> 
(X1=(0, plane_pos_cd_lCXl,_,W)); 
(Xl>01 -> 
plane_pos_cd_2(_,X3,W); 
Cplane_pos_cd_lCXl,X3,W); 
plane_pos_cd_2CXl,X3,W)). 
% 
% Clause code 
plane_pos_cd_lCXl, _, hCX1)). 
plane_pos_cd_2( -,X3, gCX3)). 
% 
% Definition of "A -> B;C", which is read 
"if A then B else C" 
CA -> B;C) :- A,!,B. 
CA -> B;C) :- C. 
Thus, a partial implementation of the optimizations discussed in this paper could be 
obtained using a three-pass compiler which first infers the modes of the procedures, 
then applies the complete indexing algorithm and uses the resulting switching tree to 
perform a source-to-source transformation of the program, and finally compiles the 
transformed program using standard techniques. 
11.2. Directions for Future Research 
The global program analysis and compilation techniques that have been discussed in 
this paper can certainly be improved and will hopefully produce even more efficient 
programs. Two directions that seem promising in this regard are the following: 
(1) developing and using more sophisticated program analysis techniques than 
the simple mode inference algorithm used here, so as to expand the class of 
body goals which can be incorporated into the indexing, and 
(2) combining the complete indexing algorithm with other optimizations (such as 
compile-time garbage collection [2]). 
It is our belief that compilation techniques can be developed which will allow 
PROLOG programs to be as efficient, if not more efficient, than programs written in 
the standard imperative languages in use today. 
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