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Abstract
The amount of collected digital information grows with each day. This development
is facilitated by advanced technology, allowing for more detailed and more complex
measurements. As a result, huge data sets gathered in this way are no longer easily
comprehensible for a human person. Dimensionality reduction constitutes an important
tool to visualise highly complex data in two dimensions, allowing users to gain insight
about the structure of the data.
In this thesis, we give an overview on dimensionality reduction and discuss challenges
arising in this context. Moreover, we elaborate in detail the capabilities of dimensionality
reduction on two exemplary techniques: generative topographic mapping, as a paramet-
ric technique, generating a model of the data; and t-distributed stochastic neighbour
embedding, as a nonparametric projection technique, based on a cost function. As a
core contribution of this thesis, we will discuss four major limitations of dimensionality
reduction techniques, and present solutions to overcome these problems.
(i) One important requirement for a visualisation technique regards the extensibility to
new data: after constructing a mapping for given data, new data should be visualised in a
consistent way. While this is readily available for parametric techniques, nonparametric
methods are lacking this property, and we present a general approach to provide an
explicit mapping.
(ii) Another limitation regards the treatment of complex data: in many scenarios classical
feature vectors are no longer sufficient, instead, the use of pairwise data relations in the
form of similarity or dissimilarity measures becomes mandatory. Some algorithms are
not capable of dealing with dissimilarity data, therefore we develop an approach to solve
this problem via an implicit vectorial embedding.
(iii) The techniques working on (dis-)similarity data suffer from high computational and
memory complexity, since the matrix with pairwise relations grows quadratically with
the number of data points. To drastically reduce the complexity, the Nystro¨m approx-
imation technique can be applied. In this context, we generalize the Nystro¨m method
for arbitrary symmetrical (dis-)similarity matrices, and define a universal framework
resulting in linear time algorithms.
(iv) Finally, we address the problem of data visualisation being ill-posed, since there are
multiple ways to reduce the dimensionality and it is in general not clear which one is the
best. Therefore, we follow the metric learning paradigm to focus on dimensions which are
important for class separation. We investigate this approach for a parametric technique
on the one hand and introduce a general framework for nonparametric techniques on the
other hand.
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Chapter 1
Introduction
Motivation
Due to new developments as regards measurement and sensor technology, dedicated
data formats, and data storage technology, the amount of data which can be collected
and stored electronically increases rapidly in many application domains [73]: prominent
examples include next generation sequencing and genomics data, social networks and the
web, environmental data e.g. characterising climate conditions, digital images, data from
sensor networks, astronomy, extensive digital literature data bases incorporating meta
information as well as full texts, etc. [16, 41, 79]. This tremendous growth of digital
information and its potentially high social and economical impact has caused the fact that
’big data’ has been proclaimed as one of the major challenges of this century [76, 148].
This increasing digitalisation of society bears both, promises and challenges: On the one
hand, the analysis of these data sources carries the promise to gain new insights into
relevant existing processes and to advance into new areas of research. On the other hand,
there are limits on how much objects a human person can track at the same time [22],
so that even experts become overwhelmed with unprocessed digital information, e.g. in
the form of a table, after a certain size is exceeded. Hence, one major challenge in this
context is how to make such amounts of digital data accessible to humans.
One possibility for immediate data access, to overcome the problem of big data sets
or high data dimensionality, is by visualising the data, thus relying on the astonishing
cognitive capabilities of a human to process visual information [108]: as an example,
humans can instantly capture structural forms such as grouping or outliers in visual
displays. Hence, data visualisation offers one prominent methodology to enable the
interactive analysis of large amounts of digital information. There are different approaches
to perform this task, for example, using specially constructed forms such as diagrams,
pie charts, graphs, parallel coordinates or similar [85]. Such technology can be combined
with suitable interactive strategies, such as investigated e.g. in the field of visual analytics
[168]. Another focus in the context of data visualisation centres around the question how
to suitably deal with very high dimensional data, where the dimensionality ranges from
a few ten up to a few million entries. In this realm, the field of nonlinear dimensionality
reduction has emerged as one important area in machine learning [98, 132, 147, 159].
In this thesis, we will focus on data visualisation techniques based on the vehicle of
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dimensionality reduction (DR) methods. This means, data are represented as points in
a high-dimensional vector space, and the goal is to generate low-dimensional projections
of the data in such a way, that as much structure as possible is preserved [98]. Due to
the direct visual display, the latter is then directly accessible for humans. Since it is
not priorly clear what the term ’structure’ refers to, many different instantiations of this
principle have been proposed in the literature, ranging from manifold learning [147] up
to the preservation of distances or more local structural descriptions of the data [132].
Further, methods differ as to whether data are explicitly given as vectors, or whether such
explicit descriptions are not known and data are characterised in the form of pairwise
relationships such as distances or similarities [119]. In the latter case, an additional
challenge is given by the fact that dissimilarity data requires quadratic storage capacity,
since pairwise relationships increase quadratically with the number of given data points.
The increasing complexity of the data does not only cause novel challenges for the
practitioner who wants to inspect such data, but the increasing complexity of data and
data volume poses new challenges for the involved visualisation algorithms: Diverse areas
of application lead to specialised scenarios which require sophisticated techniques to be
dealt with. Hence, the challenge arises how to transform DR techniques in such a way
that they can incorporate the specific needs required for a given application scenario.
Big data sets prohibit their processing with techniques which require more than constant
memory or more than linear time. Thus, machine learning techniques have to be adjusted
to meet these strict time and memory restrictions. Further, more and more complex
structured data arises in areas such as bioinformatics or text processing. These data
can often not reliably be represented by vectors, hence visualisation cannot rely on
vectorial techniques, rather pairwise problem specific similarities such as e.g. structure
metrics have to be taken into account. Further, for big data sets, often severe noise
or irrelevant information is encountered, which requires methods which can focus on
relevant information for its reliable processing. In this thesis we will develop techniques
which are capable of dealing with such tasks.
Novel contributions in this thesis will address the following questions:
• How to extend DR to include prior information? We will present two different
possibilities: metric learning by means of relevance learning, and metric adaptation
according to given Fisher information.
• How to extend vectorial DR techniques to deal with non-vectorial data described
by pairwise dissimilarities only, such as structured data characterised by structure
metrics? We will propose an extension of the generative topographic mapping to
general dissimilarities.
• How to extend nonparametric methods to an explicit out-of-sample prescription?
We will propose a general way how to extend DR methods to an explicit mapping
prescription.
• How to enhance the computational efficiency of nonlinear DR techniques? We
will investigate the possibility to integrate the Nystro¨m approximation technique
into DR methods which are based on pairwise similarities, and we accompany this
3linear time approximation by a formal proof of the matrix approximation also for
indefinite symmetric matrices, as well as a general framework how to efficiently
realise matrix correction techniques such as flip or clip, if required.
Structure and contributions of the thesis
In the thesis, we first present a gentle overview on the most popular DR techniques
and their rationale in chapter 2. There, the historical development of DR is depicted,
separating the techniques into parametric and nonparametric ones and discussing their
advantages and disadvantages. This chapter also illustrates different problems and new
concepts which arise in the context of DR. Further, it gives first ideas about approaches
to take them into account. Many of these concepts, such as relevance learning, relational
data, out-of-sample extension and efficiency are dealt with in the following chapters more
thoroughly. Thus, the second chapter lays the ground towards the challenges tackled in
this thesis, by providing a structured overview of the relevant underling DR technology,
and discussing the open problems dealt within this thesis.
In the third chapter we extend the generative topographic mapping (GTM), as one
very reputable generative approach to DR based on a solid statistical modelling, to
relevance learning. This changes the focus of GTM to a discriminative one and allows a
qualitatively new view on the data, since auxiliary information is taken into account for
the DR process.
To extend the applicability of GTM to certain domains, where the data is given only
in form of pairwise relations, we present relational GTM in the forth chapter. While
leading to an elegant way to directly tackle pairwise similarities or dissimilarities, this
extension increases the computational effort of the technique to quadratic complexity,
thus turning it infeasible for large data sets.
This problem is addressed in chapter 5, where we give an in-depth discussion on the
nature of the relational data and we present a solution to deal with the complexity of
relational techniques. The incorporation of the Nystro¨m approximation technique allows
to arrive at linear time and constant memory schemes. Interestingly, it is possible to
accompany this approximation technique by formal guarantees as to the consistency
of the approximation also for general (possibly non-euclidean) (dis-)similarity matrices.
Further, the Nystro¨m approximation opens a way to efficiently perform preprocessing
steps for similarities or dissimilarities such as frequently used clip or flip operations.
In the last chapter we present a general approach, which provides a parametric mapping
for any nonparametric DR technique. This allows to perform out-of-sample extension
efficiently and thus decreases the necessary computational effort to visualize large data
sets significantly. Another advantage of this approach is, that it allows to efficiently
include label information in the form of the Fisher information matrix, which would be
too time consuming otherwise.
To summarise, the questions covered in this thesis are depicted schematically in Table
1.1. We will exemplary deal with two popular DR techniques, which represent two
different frameworks to realize DR: parametric generative modelling using the generative
topographic mapping (GTM), and nonparametric cost function based data projection
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Table 1.1: Questions treated in this thesis.
Topic Relational Out-of-Sample Efficiency Relevance
Technique Data Extension vectorial relational Learning
GTM ?
√ √
? ?
t-SNE
√
? ? ?
using t-distributed stochastic neighbour embedding (t-SNE). For these techniques we
address the following questions:
• Which type of data can the technique deal with? While t-SNE can handle every
type of data characterized by pairwise dissimilarities, we refer to such data as
relational data, GTM is restricted to euclidean vectors in its original form similar
to many classical machine learning techniques.
• Does the visualization lend itself to direct out-of-sample extensions for new data
points? While this is simple for parametric techniques such as GTM which offer
an explicit mapping prescription, this is not obvious for nonparametric techniques
such as t-SNE, which provide an embedding of the given training data only.
• How efficient are the techniques? While vectorial GTM offers a linear time method,
extensions to general dissimilarities, as well as t-SNE, display quadratic complexity
which is infeasible for big data sets.
• How to shape the ill-posed problem of DR such that the information, the user
is interested in, is displayed? Both, GTM and t-SNE depend on the given data
representation and thus provide unsuitable results if this representation contains
irrelevant data or noise. One very elegant way to shape the DR according to the
user’s needs is by the incorporation of auxiliary information, which guides the
relevance of the given inputs.
Background of the thesis
As an important and very hot topic, DR is the subject of ongoing research with many
scientists across the world dealing with it. During his PhD studies, the author visited
several international conferences and workshops, where he had an opportunity to learn
from other researchers and to discuss interesting topics with them, which turned out
to be beneficial overall. He was also invited to various research seminars at Dagstuhl
and at the Max Planck Institute for the Physics of Complex Systems in Dresden. He
participated in the Erasmus teacher exchange programme, in which framework he visited
Amaury Lendasse at the Aalto University in Espoo, Finland. Another research visit took
him to Birmingham, England, where he collaborated with Peter Tino. He also had a
very productive discussion on functional analysis with Alexander Grigor’yan from the
Bielefeld University in Germany. Last but not least the author is glad to be a part of the
5Theoretical Computer Science group headed by Barbara Hammer and positioned at the
Cognitive Interaction Technology Center of Excellence in Bielefeld. During this period
the author was supported by the DFG under grant number HA 2719/7-1 and by the
CITEC center of excellence.
While working on this thesis the author has contributed to many conference and
workshop papers as well as to journal articles. The thesis at hand is based on five of
these journal articles. This selection can be seen as a round up representation of the
work carried out during the PhD, while other articles were written with only a minor
contribution of this thesis author, or on related topics, which were not quite fitting in
this thesis thematically. The full list of contributions of the author to research in DR
can be seen in the following:
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Chapter 2
Overview on nonlinear dimensionality
reduction techniques
In this overview, we focus on DR techniques for data visualization such as in the popular
approaches [132, 147, 158], for example. Interestingly, albeit the earliest techniques for
DR such as multidimensional scaling date back more than 50 years [153], nonlinear DR
techniques constitute a very active field of research with a variety of diverse methods
having been proposed in the last years [24, 48, 93, 96, 157, 158, 174]. One of the reasons
behind this circumstance is given by the fact that DR constitutes an ill-posed problem: the
goal of DR is to reduce dimensionality of the data while preserving as much information
as possible; however, it is not clear how information preservation should be defined in a
precise mathematical way. Often, it depends on the given data set and the situation at
hand which information is regarded as relevant, and since generally it is not possible to
retain the whole information, we have to specify what exactly we want to preserve. In
consequence, different mathematical principles emerged according to different reasonable
interpretations of information preservation.
Imagine a sheet of paper, which is essentially two-dimensional; assume this sheet is
bent and twisted in three dimensions. If we are not interested in spatial orientation
but rather in the information written on the paper, we can represent it in only two
dimensions without loosing any relevant aspects. DR techniques which try to achieve
this goal are called manifold learners, popular ones being presented in [15, 147], for
example. One underlying assumption of these techniques is that the data points lie on a
two-dimensional manifold embedded somehow in a high-dimensional space. Then, the
algorithms try to detect this manifold and visualize it as a two-dimensional figure.
Often, data sets are not so simple and their intrinsic dimension is larger than two,
hence a trustful representation of data in two dimensions is not possible. In such a case
we can define a goal, in mathematical terms a cost-function of what we want to preserve.
Different techniques aim at different aspects of the data which should be preserved, e.g.
multidimensional scaling preserves the distances or t-SNE preserves the neighbourhood
structures of the data points [18]. In this overview, we will exemplarily explain different
principles based on which DR techniques can be built, and we discuss the properties of
the resulting techniques as regards their computational complexity, capability of mapping
novel data points, way of data representation, and similar. In addition, we exemplarily
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present the result of popular DR techniques on two typical benchmark data sets, and we
discuss the different results obtained by the algorithms.
Since many data sets cannot be directly accessed in any way, formal quantitative
evaluation criteria constitute a crucial aspect of DR besides the visual inspection of
the results. Such criteria allow to indicate to the user whether the displayed data are
trustworthy or not. In addition, explicit quantitative criteria constitute indispensable
tools to compare different techniques and to automatically optimize parameters of the
methods. DR being ill-posed, there cannot exist a definite evaluation measure to judge
the quality of such methods. Nevertheless, several formal evaluation criteria have been
proposed which measure reasonable characteristics of such mappings such as their degree
of neighbourhood preservation. We will give a short overview about different measures
which have been proposed in this context.
Finally, we will have a short look at a number of issues which are currently in the
focus of research: extensions of vectorial techniques to more general data structures,
discriminative DR, and big data sets, respectively. Non-vectorial data arise if complex
data are dealt with which possess an additional (usually discrete) structure such as
bioinformatics sequences, texts, graphs, or tree structures [61]. In such cases, a natural
interface to the data is given by a data-adapted similarity or dissimilarity measure such
as e.g. an alignment distance for structures. While many DR techniques rely on distances
only, vectorial techniques such as the self-organizing map have to be transferred to this
setting.
Discriminative DR refers to one particularly promising technique which allows the user
to shape explicitly which information should be regarded as relevant for visualization:
enhancing the data by class labels, the aspects of the data which are relevant for the
given labels should be visualized. This principle can be integrated into DR techniques
in different ways, one possibility being e.g. a metric-based approach, as we will discuss
in this overview [45].
Finally, a very important issue concerns dealing with large data sets, which are becom-
ing more and more common in recent time [148]. The problem is, that most nonlinear
DR techniques provide quadratic time complexity which becomes prohibitive for large
data sets. Different methods have recently been proposed to circumvent this problem
and which approximate the original techniques in an appropriate way. We will have a
short look at recent approaches in this overview.
Data sets
Before explaining basic principles of different DR techniques, we introduce two data sets
which we will use to demonstrate the behaviour of the techniques in the following. In the
literature, a variety of different benchmark data sets have become popular to test DR
techniques with different underlying characteristics such as intrinsically low-dimensional
manifolds or clustered data, see e.g. [158, 159]. We will use two data sets with different
characteristics in the following, a simple synthetically generated one and a real word
data set:
• sphere consists of 1,000 three-dimensional data points sampled uniformly from
the surface of a sphere as shown in the Figure 2.1 (left). The position in the 3rd
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Figure 2.1: Data sets used for the demonstration of the dimensionality reduction tech-
niques, sphere (left) and mnist (right). For sphere, the color is used
to represents the position in the 3rd dimension. For mnist, examples of
handwritten digits are shown.
dimension is also taken as the label of each data point. To better represent the
structure of the data set, the label is displayed as a color code in the figures.
• mnist is a handwritten digits recognition data set [94]. It consists of 60,000 pictures
with 28 times 28 pixels representing the handwritten digits 0 to 9. Each picture can
be represented as a 784-dimensional vector. A few digits are exemplarily depicted
in Figure 2.1 (right). Since most DR techniques display a high computational
complexity, we will use for this data set only a randomly sampled subset of 100
points per class, i.e. 1,000 points, unless stated otherwise.
2.1 Parametric techniques
A principled distinction of different DR techniques can be based on the fact whether
they provide a parametric mapping of data points to a low-dimensional embedding, or
whether they are nonparametric in nature. Essentially, this distinction addresses the
following setting: assume data points x are given in a high-dimensional data space. The
goal of DR techniques is to find corresponding projections y in two dimensions, such
that the characteristics of the projections y resemble the characteristics of x as much
as possible. For parametric methods, an explicit functional form is taken y = f(x),
one popular choice being a simple linear function f , for example, and parameters of the
function f are then determined by the DR technique. Nonparametric methods do not
assume a specific functional form, rather they directly assign data points yi to every
given point xi and optimize these projections yi directly.
Note that the notion ’parametric’ versus ’nonparametric’ is not necessarily disjoint
and, depending on the given setting, parametric methods can have a nonparametric
flavour and vice versa. The essential difference between parametric and nonparametric
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methods is that the former are based on an explicit choice of the number of parameters
involved which is independent of the number of given data, and an explicit functional
form is specified based on this choice. Nonparametric methods choose the number of
parameters identical to the number of given data points, and an explicit functional form
is not directly given. Hence parametric methods provide out-of-sample extensions per
construction while nonparametric methods do not. In practice, there exists a continuum
of these methods: methods such as the self-organizing map often use a large number
of parameters and the underlying mapping is a simple locally constant, discontinuous
mapping provided by the winner takes all rule. Hence, albeit being defined via an explicit
functional form, they have a strong nonparametric flavour. Conversely, nonparametric
methods can be equipped with interpolation techniques which enhances the methods with
an explicit parametric mapping. Albeit this parametric flavour, they are trained without
any reference to this mapping, such that we still refer to such settings as nonparametric
techniques.
As we will see, most of the classical techniques belong to the parametric class of
methods, while many modern nonlinear techniques belong to the nonparametric class,
enjoying a larger flexibility since no restriction is imposed on the form of the mapping.
However, other drawbacks arise due to this choice, as we will discuss in the following.
First, we focus on parametric techniques.
2.1.1 Linear techniques
Linear techniques assume a simple linear functional form of the mapping, thus their
flexibility of mapping data is restricted. Principal component analysis (PCA) constitutes
a classical technique which is still widely used due to its simplicity and efficiency [153].
It defines a linear mapping
y = L · x (2.1)
where x ∈ RD is a point in the high-dimensional data space, y ∈ RD′ is a point in the
low-dimensional projection space (for visualization, D′ = 2 holds), and L is the D′ ×D
projection matrix. For PCA, the matrix L is given as the solution of the costs
min
L
∑
i
‖xi − L>L · xi‖2
for orthonormal vectors in L, where the sum is taken over a finite set of given data
points xi. This cost function models the objective that information of the data should
be preserved in the sense that, after projecting the points to low-dimensional space
and then back to the high-dimensional space, a point close to the original one should
be obtained. Relying on simple algebra, one can show that the rows of the projection
matrix correspond to the directions of the largest variance in the data (see Fig. 2.2),
thus they correspond to the main principal components of the data space.
As can be seen in Figure 2.3, a linear projection to the largest variances is often not
enough to detect relevant structure of the data. In our case, the sphere is projected
by simply ignoring one of the three dimensions instead of unfolding it, such that local
neighbourhood structures of the sphere become disrupted. Similarly, when considering
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Figure 2.2: The principal components of a two-dimensional data set.
the mnist data set, no separated class structures are visible due to the restriction of
PCA to linear mappings only. Still, PCA constitutes a very useful technique for data
preprocessing if the dimensionality of a data set is very high, since many directions of
the data do not contain any relevant information in such cases. As an example, the
784 dimensions of the mnist data set can be reduced to 50 dimensions by PCA, while
preserving nearly all variances present in the data.
Probabilistic formulation of PCA allows to compute the first D′ principal components
with the time complexity of only O(NDD′) [131], which scales linear in the number of
data points. Further, PCA yields a unique projection with an easy interpretation in terms
of the data variance. These facts often make PCA the first choice for data inspection,
and it can already reveal interesting insights in particular if very high-dimensional data
are dealt with [10]. If a data set is extremely high-dimensional, however, even PCA
becomes costly.
An alternative widely used linear DR technique is offered by random projection [11, 82].
Similarly to the PCA, the mapping has a linear form where the matrix L has random
values with columns normalized to length one. Random projection constitutes a valid DR
technique for high-dimensional data provided the projection dimension is still sufficiently
large, in particular, it usually does not constitute a valid visualization method where
D′ = 2 only. The reasons for its validity lie in the Johnson-Lindenstrauss lemma: for
such settings the pairwise distances between the given points and their projections are
approximately the same with high probability [11].
After a reduction of the dimensionality with PCA it is no longer possible to interpret the
features, since they are linear combinations of the original features only. In cases where
interpretable features are important as is often the case e.g. in biomedical applications,
one can select a small subset of the original features for further computation or also data
display. There are different techniques to achieve feature selection [56]. Techniques can
roughly be divided into three groups. Filter approaches analyse correlation of features
with e.g. Pearson correlation or mutual information to remove redundant features. They
are often used as a quick preprocessing technique. Wrapper approaches evaluate the
appropriateness of groups of features based on some learning algorithm used to process
14 Chapter 2. Overview on nonlinear dimensionality reduction techniques
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Figure 2.3: PCA projections of the two data sets sphere (top) and mnist (bottom).
The color represents the position in the 3rd dimension for sphere and the
class for mnist.
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the data. These feature groups are then modified and the process is repeated until an
optimum is reached. For wrapper approaches, it is possible to select relevant features
to a specific task. Finally, embedded techniques incorporate the feature selection into
a learning algorithm, e.g. by optimizing a cost function which not only maximizes the
desired goal, but also minimizes the number of features. For an overview on feature
selection see e.g. [56].
2.1.2 Nonlinear extensions of PCA
PCA projects the data onto principal components, i.e. vectors which are essentially
straight lines, thus it is limited as regards the data structures it can capture, in partic-
ular curved manifolds are beyond its reach. There exists a variety of extensions which
transforms linear PCA to more general nonlinear shapes. In principle, these extensions
can be differentiated according to two lines: local extensions, where locally linear pro-
jections based on PCA are combined, or global extensions where more general shapes
than simple lines are considered. In the latter case, the idea is to project the data
onto more general shapes, such as curves, manifolds, or even graphs (see e.g. [54, 68]).
For manifold charting [15], on the contrary, local fits are found using linear PCA and
these charts are then glued together to create a visualization of the whole data set. An
alternative way to extend PCA globally to nonlinear projections is by integrating a fixed
nonlinear preprocessing or kernel to the mapping. This method, frequently referred to
as kernelization, leads to kernel PCA [136]. Thereby, using a kernel function, data are
mapped implicitly into a very high-dimensional space where the principal components
are computed. Due to this kernel trick it is possible to compute nonlinear projections of
data efficiently.
Typical results of these nonlinear extensions of PCA are depicted in the Figures 2.4 and
2.5 for both data sets. Thereby, a Gaussian kernel is used for kernel PCA. Obviously, in
all cases, a nonlinear projection is present. Due to its local structure, manifold charting
is capable of tearing the original data manifold, providing a continuous projection of
the sphere without overlapping regions, and being capable of separating some of the
classes of the mnist data sets in the projection. For kernel PCA, the effects are less
obvious since it still relies on a globally smooth mapping, and regions where classes are
projected on top of each other can still be observed in the projection. Compared to
PCA, the computational complexity of the methods increases since kernel PCA requires
the computation of the full kernel matrix, which has quadratic effort, while manifold
charting requires the coordination of the patches, the computational complexity of which
depends on the number of patches and data involved in each of those.
Apart from these extensions, there exists a popular family of techniques which can be
interpreted as nonlinear extensions to PCA similar to manifold charting, thereby relying
on principles inspired by biological self-organization processes: self organizing maps [176].
2.1.3 Topographic mappings
The self organizing map (SOM) is a neural network motivated by the human brain [86],
mimicking self-organizing processes of the cortex. Technically, high-dimensional sensory
16 Chapter 2. Overview on nonlinear dimensionality reduction techniques
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Figure 2.4: Results for kernel PCA for the two data sets sphere (top) and mnist (bot-
tom). The color represents the position in the 3rd dimension for sphere and
the class for mnist.
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Figure 2.5: Results for manifold charting for the two data sets sphere (top) and mnist
(bottom). The color represents the position in the 3rd dimension for sphere
and the class for mnist.
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data are mapped to an essentially two-dimensional manifold in a topology preserving
fashion using self-organizing learning.
The SOM consists of neurons which are connected to each other in a regular form in
a grid. This could be for example hexagons with the whole network having the form
of a honeycomb or, as we will use it in our example, a rectangular grid as depicted in
Figure 2.6. Each neuron has an associated weight, which is a vector in the original
data space, covering a certain region of the input space, its receptive field. In an online
way, the map is trained as follows: a single data point is presented and the winner
neuron, i.e. the neuron with the weight closest to this point, is determined. The neuron’s
weight as well as its neighbourhood in the grid are then pulled towards the direction of
the data point. This way, during training, the net unfolds to cover the data and thus
can be used for visualization. An example visualization of the sphere data is shown in
Figure 2.6. It can be seen that the SOM captures the two-dimensional manifold perfectly,
unfolding of it to the original grid yielding a two-dimensional visualization. As explained
in [128], for example, SOM can be interpreted as a nonlinear extension of locally linear
PCAs. Interestingly, due to its iterative adaptation, SOM has only linear time complexity.
Despite its simple training algorithm, its precise mathematical analysis turns out rather
complicated. Although it was possible to reformulate SOM as an optimisation of an
explicit cost function, still quite a few open problems remain unsolved today [40, 66, 72].
The generative topographic mapping (GTM) constitutes a probabilistic counterpart of
SOM [12] which models data in terms of a constraint mixture of Gaussians. In contrast
to the original version of the SOM it relies on a cost function of the model which is
optimized during training. Similarly to SOM its neurons are placed on a regular grid
in a low-dimensional latent space. GTM defines a nonlinear mapping from this latent
space to the high-dimensional data space, such that a data distribution in the latent
space induces a distribution in the data space, thereby adding Gaussian noise to the
grid centres. This way, a low-dimensional manifold given by the grid is embedded in
the high-dimensional space. During training, the mapping parameters as well as the
bandwidth of the Gaussians are determined in such a way as to maximize the data log
likelihood function on an observed set of training data. Usually, training takes place by
a classical expectation maximization scheme, leading to a visualization similar to SOM,
as shown in Figure 2.7.
We will have a close look at GTM as one prominent parametric DR technique in
chapters 3 to 5 where we will discuss the questions how to integrate prior knowledge into
GTM, how to extend it to non-vectorial data, and to deal with the resulting quadratic
time complexity provided big data sets, respectively.
2.1.4 Auto-encoder network
Auto-encoder networks constitute a DR technique which is based on the principle of
encoding and decoding the data as faithfully as possible in low-dimensional space thereby
relying on an appropriate nonlinear mapping [75, 159]. Classically, multilayer neural
networks have been used for this purpose, whereby an intermediate layer with only
few (two) neurons, the encoding layer, provides a visualization of data. In classical
approaches, the weights of the connections are trained in such a way that the input
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Figure 2.6: Visualization of data using the self-organizing map: (top): a typical rectan-
gular SOM grid, (middle): trained SOM for the sphere data depicted in the
data space, (bottom): unfolding of the SOM to achieve a two-dimensional
visualization.
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Figure 2.7: Visualization of data using the generative topographic mapping: (top):
trained GTM for the sphere data depicted in the data space, (bottom):
unfolding of the GTM to achieve a two-dimensional visualization.
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vectors are reproduced by the output layer, directly minimizing the mean squared error
on a given training set. Although the resulting training complexity is linear in the number
of data points, the model has usually a large number of parameters and a deep structure,
such that training is complicated.
In recent years, it has been observed that similar deep architectures could be a principle
in human information processing of the brain, indicating the cognitive plausibility of this
approach [75]. It has been observed that the problems of training deep networks can be
avoided by incorporating principles of statistical physics, leading to a new boost of an
area typically referred to by deep learning [75, 137]. Due to the typically large number of
parameters, however, auto-encoders typically require a large number of training data for
valid generalization. The result can be interpreted as a nonlinear extension of PCA with
the encoding part of the network to two dimensions yielding two nonlinear components
which best describe the data in a least mean squares sense.
All parametric techniques described in this section have in common that they provide
an explicit mapping f(x) for the visualization of data, thus the techniques can map
new data points per definition. The price paid for this capacity is a limited flexibility
of the techniques due to a priorly fixed form of the mapping f . The methods differ
in the complexity of f , PCA restricting to very simple linear functions with excellent
generalization capability but very limited flexibility, not being capable of capturing
nonlinear structures of the given data set. On the contrary, deep auto-encoders built
their capability on a flexible mapping given by deep auto-encoder networks, paying for
this flexibility with high computational costs and the need for a large number of training
data to faithfully determine the model parameters.
The afore-mentioned generalisation capability is important for the parametric as well
as nonparametric DR techniques. The process of DR can be seen as learning a regression
function from high-dimensional to low-dimensional vectors. Thus, the complexity of the
mapping function f should be chosen carefully. A too simple mapping, as e.g. in PCA,
would be not sufficient to learn the data structure and a too complex mapping would not
trustfully represent the data, as e.g. in a deep auto-encoder network, where each point
could be projected to an arbitrary position. The overfitting of a cost function on a small
amount of points would result in a mapping where the training points are visualised as
best as possible but the regions between these points are mostly ignored, thus disturbing
the original data structure. Visualisation of new additional points would generate a
completely different projection, or not trustworthy projection of the new points. Both
cases are undesired for data analysis.
2.2 Nonparametric techniques
Nonparametric techniques, on the contrary, do not fix a functional form, rather every
projection point yi can be chosen independently of the others, yielding to a large flexibility
of the mappings. This way, nonparametric techniques are capable of following local
nonlinear distortions or tears of the data; so they are ideally suited to visualize nonlinear
effects of a given data set. As a downside, they do no longer provide an explicit mapping
for new data points such that their suitability for DR as preprocessing technique rather
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than visualization is limited. Most DR techniques for data visualization which have been
proposed in the last years belong to the class of nonparametric techniques.
2.2.1 Multidimensional scaling
Multidimensional scaling (MDS) is the name for a group of classical DR techniques which
are based on the aim of distance preservation [98]. Classical MDS (CMDS) or metric
MDS tries to preserve the original Euclidean distances of the data in the low-dimensional
space. It can be related to PCA by turning pairwise distances into pairwise scalar
products. For the resulting similarity matrix, the first two principal components yield
the optimum projection dimensions in a least squares sense. CMDS has the benefit of a
unique solution which can be determined analytically.
Note that if the data is centred, the PCA and CMDS generate the same results.
Their difference comes from the optimised cost function, i.e. while PCA has a priori
fixed number of parameters in the cost function, the number of parameters in CMDS
is proportional to the number of data points. This makes the former to a parametric
technique and the later to a nonparametric one.
Variants of MDS reformulate the cost function of CMDS to account for the fact that
the relative relationship or ordering of the neighbourhood should be preserved rather
than the exact distances itself. Most variants aim at an optimization of cost functions,
typically called stress functions in the context of MDS, which relate to a weighted sum of
a costs resulting from differences of the original distances and the distances of projected
points to each other, thereby e.g. weighting close points higher than far away pairs for
the so-called Sammon’s stress. Still, Sammon’s mapping often yields restricted results
when it comes to highly nonlinear structures, as can be seen in Figure 2.8. Another
form of MDS is offered by curvilinear component analysis (CCA) [34], which focusses
on distances which are close in the projection space rather than the original data space,
weighting these points higher. As CCA, Curvilinear distance analysis (CDA) [95] weights
points in low-dimensional space and, as motivated by Isomap, which we will describe in
the next section, relies on geodesic distances in high dimensional space. This results in
an unfolding of the data manifold, similarly to SOM. Typically, these variations can no
longer be optimized in closed form, rather gradient techniques or heuristics are used.
Recently, it has been pointed out that CCA and Sammon’s mapping constitute two
examples which, in fact, address two different objectives of DR: the trustworthiness of
the mapping, referring to the fact that, if two points are displayed close together, this
should stem from two points which are also neighboured in the original setting; on the
other hand, the continuity of the mapping, referring to the fact that points which are
neighbours in the original data space are also depicted as neighbours in the visualization
[162]. Based on this observation, local MDS proposes to simultaneously optimize both
objectives in a suitably weighted form, such that the user can choose the trade off between
trustworthiness and continuity [162].
Due to their intuitive motivation, MDS techniques still constitute very popular non-
linear DR techniques. However, they have the drawback that, similar to PCA, their
capability to capture nonlinearities can be rather limited, and non-metric extensions of
classical MDS often require the fine-tuning of optimization parameters, since their cost
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Figure 2.8: Results for Sammon’s mapping for the two data sets sphere (top) and mnist
(bottom). The color represents the position in the 3rd dimension for sphere
and the class for mnist.
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functions possess local optima. This fact also leads to a non-deterministic behaviour with
possibly different visualizations resulting from different runs on the same data set. The
computational complexity of the techniques is usually quadratic due to the dependency
on pairwise distances.
2.2.2 Spectral embeddings
Spectral embeddings are a group of techniques analysing the data using spectral decom-
position, i.e. the eigenvalue decomposition S = UΛU>, of a similarity matrix S which
is computed based on the data. Thereby, the big advantage of spectral methods is the
uniqueness of the obtained results such that, unlike non-metric MDS, for example, a
reproducible visualization is obtained. The techniques deviate in the way in which the
similarity matrix S is computed from the data.
As a simple example [98], CMDS can be seen as a spectral technique, since it transforms
the matrix of pairwise Euclidean distances of data to the matrix of scalar products using
double centring, and than referring to its eigenvalue decomposition. The projection takes
the form Y = ID′×NΛ1/2U>, where Y is the matrix of D′-dimensional projections yi
and ID′×N is the N ×N unity matrix with D′ ones on the diagonal.
Isomap is very similar to CMDS [147], the only difference being that, instead of
Euclidean distances, geodesic distances of the original data manifold are used. The idea
is, given a low-dimensional manifold embedded in high-dimensional space, to unfold the
latter based on the distances computed along the manifold. The exact geodesic distances
are usually not available, but an approximation is possible based on the data, assuming
a locally almost flat structure. Then, the local neighbourhood graph reliably describes
the local distance structure and global distances can be based thereon taking shortest
distances in the graph. Typically, the graph is constructed by taking all points as vertices
and adding edges between k-nearest neighbours or all neighbours in an -environment,
respectively. The choice of k or  is thereby an important parameter of the method. If
it is chosen too large, the manifold can not be unfolded; if it is chosen too small, the
produced graph may be not connected and only parts of the data can be visualized.
Isomap yields excellent results for locally two-dimensional data sets, as can be seen in
Figure 2.9. However, the behaviour for intrinsically higher dimensionality is unclear, as
can be seen when inspecting the projection of the mnist data set as depicted in Figure
2.9. Clear class structures are hardly visible in this projection.
The preservation of the local neighbourhood structure of the data is also the goal of
locally linear embedding (LLE) [132]. Here, the local linear relationships of data are
preserved as much as possible. To achieve this, each point is represented as weighted
linear combination of its k-nearest neighbours. This weighting should stay the same in
high and low-dimensional space. The solution to this problem involves computation of
an eigenvalue problem and the projections are given as the eigenvectors associated to
the D′ smallest eigenvalues unequal zero of this matrix. LLE is capable of unfolding the
sphere, as can be seen in Figure 2.10, and to also display a few of the different clusters
present in mnist, albeit not conveying the full structure in the latter case.
Similar to LLE, Laplacian eigenmaps (LE) aim at preserving the neighbourhood
structure of the given data [8]. To achieve this, a neighbourhood graph is constructed
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Figure 2.9: Results for Isomap for the two data sets sphere (top) and mnist (bottom).
The color represents the position in the 3rd dimension for sphere and the
class for mnist.
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Figure 2.10: Results for locally linear embedding for the two data sets sphere (top) and
mnist (bottom). The color represents the position in the 3rd dimension for
sphere and the class for mnist.
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which induces the corresponding graph Laplacian which depends on the distances of
these local neighbours. Again, the projections are given as the eigenvectors of the graph
Laplacian associated to the D′ smallest eigenvalues unequal zero. As can be seen in
Figure 2.11, the integration of the full graph Laplacian yields a clearer unfolding of the
sphere, while still only a few cluster structures become apparent for the mnist data.
Maximum variance unfolding (MVU) preserves the distances of a data point to its
closest k nearest neighbours as much as possible [170]. While these neighbourhoods are
preserved, the variance between unconnected points is maximized, thus the manifold
can be unfolded. The cost function is optimized by using semidefinite programming to
compute a kernel matrix which fulfils the necessary constraints. The projection is then
given by the eigenvectors associated to the D′ largest eigenvalues.
Maximum entropy unfolding (MEU) is closely related to MVU and motivated by
its background [92]. Again, this technique tries to preserve the local neighbourhood
distances as far as possible. Unlike MVU, it defines a probability distributions of the
data points and maximizes the entropy of it to obtain a uniform distribution of the data
apart from the relations determined by the neighbourhood structure. The maximum
likelihood solution of this probability gives a similarity matrix which can be visualized
in a similar way as in CMDS. It has been shown in [92] that the alternatives Isomap,
LLE, LE, and MVU are strongly connected to MEU and in fact can be interpreted as
approximations of the projection given by MEU. In consequence, the projections of
typical data manifolds look pretty similar, as can be seen in Figures 2.9 to 2.12.
Since all these techniques are nonparametric, they do not provide an explicit mapping
of the data. In consequence, these methods are not capable of directly visualizing a
new data point which has not been used during training, and extra effort is necessary to
achieve this, as explained e.g. in [9, 18, 132]. Some of the techniques have been turned
into parametric, mostly linear methods such as the linear mappings neighbourhood
preserving embedding [70] and orthogonal neighbourhood preserving projections [89],
and locally linear coordination (LLC) motivated by LLE [130], or the linear technique
locality preserving projections [71] motivated by Laplacian eigenmaps. In addition to
these variants, it is also possible to kernelize some of these approaches, yielding nonlinear
extensions, or to integrate auxiliary information in the form of supervision, a principle,
which we will detail in Section 2.4.2.
2.2.3 Neighbourhood preserving techniques
The nonparametric DR techniques discussed above aim at preserving pairwise distances
while projecting the data. These distances might be original, weighted or nonlinearly
preprocessed distances. Some techniques, such as e.g. LLE or LE, focus explicitly on
small distances, in order to preserve the local structure of the data. The same motivation
gives rise to a multitude of methods which focus on the local structure by preserving the
neighbourhoods. This principle already guides SOM which due to its parametrization
converges to locally linear approximations of the data space. It is possible to extend these
ideas towards nonparametric approaches which are capable of following locally nonlinear
structures as well. Like SOM, some of these techniques are based on heuristics rather
than an explicit cost function, and all methods usually possess local optima such that
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Figure 2.11: Results for Laplacian eigenmaps for the two data sets sphere (top) and
mnist (bottom). The color represents the position in the 3rd dimension for
sphere and the class for mnist.
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Figure 2.12: Results for maximum variance unfolding for the two data sets sphere (top)
and mnist (bottom). The color represents the position in the 3rd dimension
for sphere and the class for mnist.
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results are non-deterministic.
One early method is given by Isotop [97] which tries to overcome the problems of SOM
induced by the priorly fixed topology. Isotop, in contrast, builds a local neighbourhood
graph directly on the data or a quantization of it, respectively. This data driven lattice is
then unfolded in the plane by using an iterative update which attracts the lattice points
towards data which are randomly generated on the plane driven by the current embedding
of the lattice points. The exploration machine (XOM) is very similar to Isotop, the only
difference being that it directly relies on pairwise distances in the original data space
rather than a precomputed lattice given by the local neighbourhoods.
In contrast to these heuristic approaches, stochastic neighbour embedding (SNE) [74]
relies on an explicit cost function for the preservation of pairwise distances of the data.
Essentially, these distances are turned into probabilities of points being neighbours using
a Gaussian model. Then, projections are determined such that the resulting distribution
is as similar as possible to the original one as measured by the Kullback-Leibler divergence.
One essential parameter of the method is the bandwidth of the Gaussians in the high-
dimensional data space, which has to be adjusted locally to fit the local data density.
Typically, an external global parameter, the so-called perplexity, is set, representing the
number of effective neighbours as induced by the local bandwidths. The resulting cost
function can possess local optima, and it is typically optimized by a gradient technique,
such that the result is non-deterministic.
SNE suffers from a problem that is typically referred to as the crowding problem: in low
dimensions, the space is rather limited as compared to the original high-dimensional data
space, such that some distances necessarily have to be stretched, unless several regions
of the space are mapped on top of each other. Since the cost function does not account
for this effect, typically, points are clumped together by the resulting mapping. To
overcome this problem t-distributed SNE (t-SNE) has been introduced in [158]. Instead
of Gaussian probabilities in the projection space, the Student t-distribution is used, which
is a long-tail distribution. Hence large distances can be matched by a wide range of
scales in the projection, this way avoiding the crowding problem. t-SNE is particularly
good in displaying cluster structures, as can be seen in Figure 2.13: different clusters
of the mnist data set are clearly laid out on the visualization. It has been shown in
[96] that a comparable effect can be achieved with SNE as well, if instead of a simple
Kullback-Leibler divergence symmetric variants or divergences of higher order are used.
One example of a symmetric difference is introduced in the neighbourhood retrieval
visualizer (NeRV) which also has a counterpart in an information theoretic approach to
DR [163]. t-SNE as one of the most prominent nonlinear nonparametric DR techniques
available today, will be in the focus in chapter 6. There, we will address the question
how to enhance t-SNE to obtain a parametric technique for easy out-of-sample extension
and integration of prior knowledge.
The collection of algorithms described in sections 2.1 and 2.2 covers some of the
most popular DR techniques available today, their properties, and their motivation. As
demonstrated, the results of the techniques and their properties are rather diverse, such
that different algorithms can give optimum performance in different settings. As a
summary, the most relevant algorithms and their properties are shown in Table 2.1. As
explained before, we distinguish the important properties of the techniques (i) being
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Figure 2.13: Results for t-distributed stochastic neighbour embedding for the two data
sets sphere (top) and mnist (bottom). The color represents the position
in the 3rd dimension for sphere and the class for mnist.
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parametric or nonparametric, (ii) providing linear or nonlinear visualization, (iii) the
data type the techniques are capable of dealing with, in some cases restricting to vectors,
in others relying on a similarity or dissimilarity matrix only, (iv) the question whether
the results are unique, or e.g. due to local optima different outcomes can be present
in different runs of the algorithm, (v) the underlying objective, (vi) and whether the
latter is formulated in terms of a mathematical cost function or realized via heuristic
terms. There exists a variety of further techniques which we do not mention here such
as extensions of MEU based on its modelling via Gaussian random fields [92], extensions
of XOM or t-SNE to more general divergences [19], alternative kernel approaches to DR
[145], alternative probabilistic models [109], or further spectral techniques for DR [31].
2.3 Evaluation
Due to a large amount of DR techniques with different motivations and approaches to
the problem, naturally, the question arises how to compare the methods and how to
objectively evaluate the performance of the techniques for a given data set. Eventually,
the suitability of a DR technique depends on the concrete setting since there is no general
objective for the unsupervised problem of DR. Nevertheless, a few principled evaluation
measures have been proposed which quantitatively measure in how far the results conform
with a specific objective of DR.
Note that the development of the evaluation techniques is parallel to the development of
the visualization techniques and any DR technique which is based on a mathematical cost
function also provides a quantitative evaluation measure and vice versa. Still, evaluation
techniques can help to analyse which properties an algorithm has and which algorithm is
the most suitable to the problem at hand. Furthermore, quality evaluation can be used
to detect convergence issues and to handle the automatic parameter selection of specific
algorithms.
One principled approach is based on the notion of information preservation in terms
of the reconstruction error of the data. Assume not only a projection xi → yi of data
is available but there exists also a way to judge in how far the original data point can
be reconstructed given the projection only yi 7→ x˜i. This inverse projection is explicitly
given for auto-encoder networks, for example. For techniques such as PCA or SOM, the
reconstruction mapping is provided by the pseudo-inverse or the weights attached to a
lattice point, respectively. In these cases, one can measure the reconstruction error in
a mean squared error sense (MSE): MSE = 1/N
∑N
i=1 ‖xi − x˜i‖2. This cost function is
directly optimized by PCA or auto-encoder networks. In particular for nonparametric
approaches, however, the notion of an inverse mapping yi 7→ x˜i is not defined.
Often auxiliary information is available for the given data in form of class label infor-
mation. In such cases, one can measure in how far a projection respects this auxiliary
information by evaluating in how far classes separate in the projection. A simple way to
measure this property is offered by the k-nearest neighbour (kNN) technique. For fixed
k, the label of a given point is compared to the majority label of its k nearest neighbours.
If the amount of misclassifications is increased significantly by the DR as opposed to
the original data, this can act as an indicator that the projection is not suited under
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34 Chapter 2. Overview on nonlinear dimensionality reduction techniques
the assumption that the given auxiliary information contains relevant information of
the data. Interestingly, a k nearest neighbour labelling approach has also been taken in
[159] to evaluate the preservation of local neighbourhood structures; in this case labels
are attached to the original data by a simple uniform tessellation of the original space.
It should be noted though, that this approach is only meaningful if the labelling has a
reasonable structure, i.e. the labelling is smooth as regards the data topology and classes
are balanced. After all, the goal of DR is not to achieve the best possible classification
accuracy, but instead to find a low-dimensional projection which correlates with the
structure of the original data as far as possible. Because of this observation, this form
of evaluation measure has been used together with a manually created labelling of the
data which respects the topological ordering [159]. Data in the original feature space are
decomposed into two classes by means of a regular checkerboard structure for example,
resulting in balanced classes which respect the data topology. Any decrease in accuracy
would indicate structural mistakes made by the evaluated DR technique.
In the last years, evaluation measures have often focussed on the structure preservation
properties of the DR techniques, this way accounting for the intuition that the exact
scaling of the data becomes irrelevant while projecting, but the overall data shape should
be preserved. Early approaches to quantify structure preservation have already been
developed in the context of self-organizing maps: To measure if a SOM is unfolded
correctly with respect to the data the topographic product has been proposed [7] and
later modified to the topographic function [164], which can better take into account
curvatures of the data manifold. Essentially, the topographic product tests for each
neuron whether its neighbours in the data space are the same as in the SOM grid.
Depending on this information it is possible to compute whether the network lies on a
smooth manifold. If the topographic product is negative, then the dimensionality of the
network is lower than the intrinsic dimensionality of the data and the network has to fold
itself to cover the data space. On the other side, if the topographic product is positive,
then the dimensionality of the network is higher than that of the data. The topographic
function Φ(k) gives more insight into the topology preservation and is defined on the
interval [−K,K], with K being the number of neurons. A mapping is topology preserving
iff Φ ≡ 0 and especially iff Φ(0) = 0, since Φ(0) is an agglomeration of Φ. The values
of k for which Φ(k) 6= 0 show where the topology is disturbed. If Φ(k) deviates from
zero for small values of |k|, then the disturbance is present on the local scale. For a large
value of |k| flaws on the global scale are indicated. If the dimensionality of the network
is lower than the intrinsic dimensionality of the data, then Φ(k) 6= 0 only for k > 0. On
the other side Φ(k) 6= 0 for all values of k if the dimensionality of the mapping is too big.
Although the topographic product and the topographic function give insight into the
topology and neighbourhood preservation, their computation is quite costly, and they
have been proposed for techniques which use prototypes on a regular grid only.
Trustworthiness and continuity [83] can be seen as a transfer of these ideas to general
nonparametric mappings. The measures address the neighbourhood preservation based
only on the original and the projected data, independent of the used mapping technique.
Essentially, trustworthiness and continuity count how many neighbours of the original
data are preserved while projecting and vice versa, respectively. A trustworthy visualiza-
tion guarantees that points shown next to each other in the projection are also neighbours
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in the high-dimensional space. On the other hand, continuity measures if there are any
tears in the visualization, by counting how many points extrude the neighbourhood of the
original data space. These two quantities are evaluated for all neighbourhood sizes, thus
giving functions which show the quality of DR on different scales. A similar technique
called local continuity meta-criterion has been proposed by [23]. It measures the overlap
between the neighbourhoods of size k in high- and low-dimensional spaces. Similarly,
the mean relative rank error [98] measures rank deviations in neighbourhoods relative to
the rank, since for already high ranked neighbours small permutations are not critical.
In [99] a unifying framework for rank based criteria has been proposed. The above
criteria can be derived thereof by a summation over different blocks of the so called
co-ranking matrix. This (N − 1)× (N − 1) matrix Q with elements qkl counts for how
many points the rank to some other point changed from k to l while projecting the point.
Interestingly, the entries of the matrix obey certain invariances. Because of this insight,
a quality measure has been proposed in [99] which describes the overall quality of a
mapping and whether the mapping has intrusive or extrusive behaviour [100]. The same
authors also propose scale-independent quality criteria, which characterize the quality
function which is a graph depending on the neighbourhood size by only two scalar values
characterizing their local and global behaviour[101].
It has been proposed in [113] to use this quality measure as a point-wise indicator
about the reliability of a given mapping and to explicitly integrate this information into
the visualization by means of color coding. This way, the user can get an intuition
about which parts of the visualization might be erroneously displayed. Since an intuitive
interpretability of the displayed colors is crucial for this procedure, it has been proposed
in [113] to take the sums over a slightly different part of the co-ranking matrix in a
much more intuitive way such that the parameters involved in the summation have a
natural interpretation for a human observer: the interesting neighbourhood size and the
tolerated error range, respectively. This formulation allows to analyse different kinds of
errors in more detail, e.g. the preservation of small neighbourhoods, global relationships
of the data, or detection of tears.
2.4 Recent developments
The topic of nonlinear DR is subject of quite some research regarding diverse topics such
as e.g. its combination with classical information visualization approaches, its extension
towards dynamic data, mathematical foundations and guarantees of the algorithms, or
challenging applications. Here, we exemplarily highlight three topics in which some
results could be achieved recently.
2.4.1 General data structures
DR in its original form addresses the projection of high-dimensional vectors to a low-
dimensional space. Often, however, data are not given in form of vectors, but as pairwise
relations between data points, or data possess additional structural elements such as a
time dynamics, or an underlying graph structure.
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There have been quite some efforts to develop DR techniques for structures such as
graph structures or time series, see e.g. [139] for a very promising graph drawing approach
developed in the context of machine learning, or the overviews [5, 63] for extensions of
the self-organizing map to deal with temporal or structural data by means of recursive
processing. In this overview, we shortly have a glimpse at a more general approach,
which treats arbitrary data in terms of pairwise similarities or dissimilarities only. This
opens the way towards quite general structures, since a variety of dedicated metrics exist
in this context such as alignment distances for biological sequence data, time warping
for times series objects, or the normalized compression distance to compare texts [61].
Note that many DR techniques are based on the notion of distances or more general
dissimilarities, such that they can directly be applied to such cases; this includes, for ex-
ample, distance based techniques such as MDS, t-SNE, or XOM as well as methods which
built on a neighbourhood graph such as Isomap or CCA. Prototype based techniques on
the other hand, such as SOM or GTM, need a vector space to represent positions of the
prototypes. As suggested in [69], it is possible to express the prototypes as an implicit
linear combination of the data points even though the explicit positions of the points
are not known. The resulting algorithm relational SOM [60] produces the same results
as SOM, if the distances are computed from Euclidean vectors. In the case that the
distances are not metric, the algorithms can be related to an implicit embedding of data
in the so-called pseudo-Euclidean space [59, 119]. The extension of GTM to a relational
counterpart will be the subject of chapter 4.
2.4.2 Discriminative dimensionality reduction
Since DR is an ill posed problem, many different paradigms of which information to
preserve have been developed. These formalizations, however, have the drawback that
they are based on mathematical terms rather than the intuition of the user, thus allowing
the user little possibility to explicitly shape the visualization according to the aspects
he/she thinks most important.
One very promising way to allow a human observer to influence the results of the
DR method is framed under the umbrella of discriminative DR: here, data are provided
together with auxiliary information, such as class labels for each data point. This
information is given by the user to shape the method in such a way that the information
which is most relevant for the given class labelling should be visualized.
A variety of different techniques has been proposed to incorporate auxiliary information
in the form of class labels into a visualization technique, see e.g. [30, 43, 141] for ad hoc
modifications of existing approaches or [18, 21, 84, 125] for diverse principled approaches.
One of the most popular discriminative visualizers is offered by linear discriminant analysis
(LDA) [39], a parametric linear technique very similar to PCA. Here, the projection
matrix L is chosen in such a way, that the distance between different classes is maximized
and the distance inside each class is minimized. In simple cases LDA can produce
excellent results, however, it cannot cope with nonlinearities in the data or multimodal
class structures. To partially overcome these problems kernelized approaches such as
general discriminant analysis [6] and kernel clustering-based discriminant analysis [106]
have been proposed.
2.4. Recent developments 37
Another linear technique motivated by PCA is the Neighbourhood Components Anal-
ysis (NCA) [51]. Instead of using the Euclidean metric in the data space, it learns a
quadratic metric in such a way, that k-nearest neighbour performance is maximized. If
the learned metric is chosen to be of a low rank, then NCA can be used for DR. Large
margin nearest neighbour (LMNN) [171] pursuits this idea even further. It reformulates
the problem in terms of semidefinite programming, so that it becomes convex and effi-
ciently solvable. The linearity of the technique, however, limits its flexibility as can be
seen in Figure 2.14.
A general learning metrics principle has been proposed for SOM [84, 125]. Here, a
flexible Riemannian metric is defined which is induced by the Fisher information matrix
at a given data point. The local tensor is thereby learned based on the training data
with labels in such a way, that the distance between neighbours with the same class
is shortened and enlarged for different classes. Here, direct nonparametric methods or,
alternatively, more efficient parametric approaches can be used to capture the label
information. Since the computation of minimum distances in terms of Riemannian path
integrals is quite costly, several approximations have been proposed [84, 125]. This way,
the learning metrics principle allows to compute discriminative distances between points
in a principled way which can then be plugged into any distance based visualizer such
as t-SNE or NeRV [124], see Figure 2.16 for an example visualization for the mnist data.
This approach yields very good results but at the cost of a high computational load. We
will discuss the integration of this learning metrics principle into parametric kernel t-SNE
in chapter 6.
To overcome this problem limited rank matrix learning vector quantization (LiRaM
LVQ) has been proposed [20]. The idea is to approximate the Riemannian metric by a
locally constant quadratic metric. This is achieved by clustering the data using vector
quantization into areas with locally similar metric. Each cluster can be represented by a
prototype with attached quadratic metric. Similar to NCA the rank of the metric can
be limited to produce a linear DR mapping. The areas represented by prototypes can
be glued together using manifold charting to obtain a globally nonlinear mapping. A
similar approach can be applied to GTM [44], as we will show in chapter 3.
An alternative approach to perform DR tuned by human observer, without auxiliary
information, was presented in [127]. The idea is to allow the user to modify parameters
of a DR technique and to update the low-dimensional projection in real time. Thus,
allowing to discover different aspects of the data in an interactive way. In order to be
responsive, this approach precomputes a large number of low-dimensional projections,
one for each possible combination of parameters sampled on a grid, and interpolating
the projections in between. This, of course, requires a large amount of computational
time and it is desirable to develop fast techniques, which might be even able to compute
the updated projections on the fly. We will address this topic in the next section.
2.4.3 Scalability
Due to modern technology, which results in more precise and faster sensors, it is possible
to collect not only very high-dimensional data but also large amounts of data points. The
issue of big data sets constitutes one of the major challenges of information technology
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Figure 2.14: Results for large margin nearest neighbour for the two data sets sphere
(top) and mnist (bottom). The color represents the position in the 3rd
dimension for sphere and the class for mnist.
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these days [148]. Often, nonlinear DR techniques take into account pairwise relations
between data points, such that their computational effort is at least quadratic in the
number of points, hence methods are infeasible already for medium sized data sets.
Techniques relying on a complete eigenvalue decomposition, e.g. spectral methods, often
have even O(N3) runtime complexity. In order to overcome this problem different
approaches have been taken.
Heuristic approaches and approximations
The goal of the High-Throughput MDS (HiT-MDS) [143] is to optimize the Pearson
correlation coefficient between the high and low-dimensional distances. First the dimen-
sionality of the data is reduced by a random projection to generate a sufficient initial
solution. Then the cost function is optimized iteratively taking into account the gradient
regarding only one point at a time. The algorithm converges when for all points no fur-
ther improvements can be made. Since each step requires only linear amount of memory
and time, this algorithm is well suited for online applications for big data sets.
Recently, a very powerful speed-up technology has been proposed for neighbour embed-
ding techniques such as t-SNE [157, 174]. The underlying ideas stem from approximations
used in physics to simulate multiple particle systems. For the simulation to be trust-
worthy the forces between all pairs of particles have to be considered or, due to their
number, efficiently approximated. The Barnes-Hut algorithm [4] creates a tree which
hierarchically separates the data into groups. Depending on the distance to a point, a
group can be approximated by its mean, thus reducing the number of computations sig-
nificantly. The approximation allows to reduce the complexity of embedding techniques
such as t-SNE or neighbour embedding to O(N log(N)).
Nystro¨m approximation technique
One possibility to reduce the complexity of DR approaches which are based on a simi-
larity or dissimilarity matrix is to use the Nystro¨m approximation of the matrix. This
approximation technique has been proposed in the physical domain by [117] and later
reintroduced to machine learning by [173] to approximate positive semi-definite matrices
in the context of the support vector machine. Recently it has been shown [49] that it
can also be applied to an arbitrary symmetrical matrix.
To apply the Nystro¨m approximation to N points, one first selects a small subset
of m points, so called landmarks. Typically they are chosen randomly, but there exist
more sophisticated selection techniques [177]. A (dis-)similarity matrix K can then be
approximated by taking into account only a linear part of this matrix. The approxima-
tion has the form K ≈ KN,mK−1m,mK>N,m where KN,m consists of the (dis-)similarities
between all N points and m landmarks; K−1m,m is the Moore-Penrose pseudo inverse of
the matrix containing the (dis-)similarities between the landmarks. This way, for a small
m, only a linear part of the matrix needs to be computed and stored. Further, using this
decomposition in matrix based learning algorithms, yields to linear time computation
only if matrix vector operations are evaluated in a suitable order. Some algorithms can
be modified accordingly to employ this technique and reduce the memory complexity to
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O(mN) and the computational complexity to O(m2N).
Obviously, the Nystro¨m approximation is suitable for spectral techniques and it has
been applied e.g. in Landmark MDS and landmark Isomap [33]. In [9] this idea has
been extended towards a general approach covering MDS, Isomap, LLE, and LE. Also,
the Nystro¨m method can be applied for prototype based techniques which operate on
(dis-)similarities as has been shown for relational GTM [49]. In chapter 5, we will
discuss possibilities to obtain linear time methods for techniques based on similarities or
dissimilarities in a general way.
It has been stated in [24] that an approximated solution does no longer optimize the de-
sired cost function and even does not fulfil the stated constraints, if any. Correspondingly,
the Nystro¨m technique for MVU has been extended to so-called Maximum Variance Cor-
rection [24], which corrects the errors produced by the Nystro¨m approximated manifold
learning techniques.
Explicit mapping
One general approach to large data sets relies on the assumption that already a subset of
all data carries the relevant information to learn the principled shape of the mapping, all
other data are not necessary to infer the overall structure. Based on this assumption, it has
been proposed in [18, 46] to infer a DR based on a subsample of all points only, obtaining
the visualization of all data afterwards. For this principle, however, it is mandatory to
obtain an explicit mapping function hence powerful nonparametric techniques cannot
directly be used for this principle.
Correspondingly, there has been some work how to infer a nonlinear function form the
data rather than the projection points only, see e.g. [18, 46, 156]. In [156] an explicit
function is given in the form of a deep neural network which is trained using a Boltzmann
machine approach. This has the drawback of quite high computational load and, due to
its large flexibility, a large number of necessary training data. In [18] a general approach
is demonstrated using a linear function as well as locally linear functions in combination
with the t-SNE costs, yielding respectable results. In chapter 6, we will propose a kernel
based mapping:
f(x) =
∑
i
αi · k(x,xi)∑
l k(x,xl)
where xi are the training points, αi mapping parameters which have to be trained, k(., .)
a kernel function such as e.g. Gaussian kernel. Then, training reduces to a simple matrix
inversion A = K−1 ·Y where the matrices A, K and Y consist of αi, k(xi,xj) and yi,
respectively. Since the mapping is trained on a small number of points m, it is fast,
although its complexity is O(m3). It is also capable to trustworthily infer the local data
structure, as can be seen on the Figure 2.15.
A disadvantage of the approach is that, given only a small amount of points, some
DR techniques such as t-SNE are partially not yet capable of learning the full structure
underlying in the data. In such cases, additional knowledge in form of auxiliary label
information might aid the visualization techniques. In [18] metric learning is used to
achieve better clustering and thus more homogeneous areas for locally linear mapping. As
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Figure 2.15: Results for t-SNE for the mnist data set (top), as well as its extension
towards the full data set of about 60,000 data points (bottom).
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Figure 2.16: Results for Fisher-t-SNE for the mnist data set (top), as well as its extension
towards the full data set of about 60,000 data points (bottom).
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we will discuss in chapter 6, distance based techniques can easily be turned into supervised
techniques by substituting Euclidean distance by the Fisher distance. The disadvantage
of time consuming computations can be circumvented by combining Fisher distances with
the kernel mapping, resulting in Fisher kernel t-SNE, which we will introduce in chapter
6. An example visualization of t-SNE enhanced by the Fisher information provided by
the clusters as well as its generalization towards the full data set using a kernel mapping
is displayed in Figure 2.16.
Although these techniques are presented only for kernel t-SNE in this overview, an
extension of the ideas towards other nonparametric methods is obviously possible.
2.5 Summary
In this chapter, we have revised some of the most popular DR techniques used today
for visualizing high-dimensional data in the plane and we have laid the ground for
challenges, which will be tackled in the following chapter of this thesis. This way,
along the structuring elements of parametric versus nonparametric techniques, we have
covered very different mathematical formalizations to address the underlying problem
of information preservation while projecting. This heterogeneity is also mirrored by a
large diversity of evaluation measures, with general approaches such as the co-ranking
framework just popping up in the last years.
Interestingly, as already indicated in a few examples, major problems are widely shared
by different techniques. This fact gives rise to new paradigms which focus on solving
these problems by adapting the existing techniques accordingly. One of these problems is
the ability to deal with complex structured, relational data. Typically, it is not an issue
for nonparametric techniques, since they often require only the distances between objects,
but is problematic for parametric techniques, as they require a vector space to define a
projection mapping. On the other hand, scalability, which is characterized by efficient
out-of-sample extension and low computational complexity, is a positive characteristic of
parametric techniques, while nonparametric techniques suffer from being slow and not
having an explicit mapping. Finally, we have relevance learning, which redefines the goal
of DR by focusing on preservation of structures according to auxiliary information, thus
making the problem less ill-posed.
Table 2.2: Questions treated in this thesis.
Topic Relational Out-of-Sample Efficiency Relevance
Technique Data Extension vectorial relational Learning
GTM chapter 4
√ √
chapter 5 chapter 3
t-SNE
√
chapter 6 chapter 6 chapter 6
In the following chapters, as noted in the Table 2.2, we will address these problems
in more detail on the example of two techniques, parametric GTM and nonparametric
t-SNE.

This chapter is based on: Andrej Gisbrecht and Barbara Hammer. Relevance learning
in generative topographic mapping. Neurocomputing, 74(9):1351–1358, 2011.
Chapter 3
Relevance learning in generative
topographic mapping
Generative topographic mapping (GTM) has been introduced as a generative statistical
model corresponding to the classical self-organizing map for unsupervised data inspec-
tion and topographic mapping [12]. An explicit statistical model has the benefit of great
flexibility and easy adaptability to complex situations by means of appropriate statistical
assumptions. Further, by offering an explicit mapping of the latent space to the observa-
tion space and a constrained Gaussian mixture model based thereof, GTM offers diverse
functionality including visualization, clustering, topographic mapping, and various forms
of data inspection. Like standard unsupervised machine learning and data inspection
methods, however, GTM shares the ‘garbage in - garbage out’ problem: the information
inherent in the data is displayed independent of the specific user intention. Hence, if
‘garbage’ is present in the data, the structure of this ‘garbage’ is presented to the user
since the statistical model has no way to identify the information important to the user.
In this chapter, we extend GTM to the principle of learning metrics by combining the
technique of relevance learning as introduced in supervised prototype-based classification
schemes and the prototype-based unsupervised representation of data as provided by
GTM. We propose two different ways to adapt the relevance terms which rely on different
cost functions connected to prototype-based classification of data. Unlike [17], where a
separate supervised model is trained to arrive at appropriate metrics for unsupervised
data visualization, we can directly integrate the metric adaptation step into GTM due
to the prototype-based nature of GTM. We test the ability of the model to visualize
and cluster given data sets on a couple of benchmarks. It turns out that, this way, an
efficient and flexible discriminative data mining and visualization technique arises.
3.1 Related work
The domain of data visualization by means of DR techniques constitutes a matured
field of research, many powerful nonlinear reduction techniques as well as a Matlab
implementation being readily available, see e.g. [8, 53, 98, 132, 147, 158, 159, 168, 169].
However, researchers in the community start to appreciate that the inherently ill-posed
problem of unsupervised data visualization and DR has to be shaped according to the
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user’s needs to arrive at optimum results. This is particularly pronounced for real-life data
sets which frequently do not allow a widely loss-free embedding into low dimensionality.
Therefore, it has to be specified which parts of the available information should be
preserved while embedding.
On the one hand, formal evaluation measures have been developed which allow an
explicit formulation and evaluation based on the desired result, see e.g. [100, 161, 162,
163]. On the other hand, researchers start to develop methods which can take auxiliary
information into account. This way, the user can specify which information in the data
is interesting for the current situation at hand by means of e.g. labelled data.
There exist a few classical mechanisms which take class labelling into account to reduce
the data dimensionality: Feature selection constitutes one specific type of DR. Feature
selection constitutes a well investigated research topic with numerous proposals based
on general principles such as information theory or dedicated approaches developed for
specific classifiers; see e.g.[56] for an overview. However, this way, the DR is restricted
to very simple projections to coordinate axes.
Several classical discriminative DR tools apply more flexible, but still linear projection
methods: Fisher’s linear discriminant analysis (LDA) projects data such that within
class distances are minimized while between class distances are maximized. One impor-
tant restriction of LDA is given by the fact that, this way, a meaningful projection to
dimensionality at most c− 1, c being the number of classes, can be obtained. Hence, for
two class problems only a linear visualization is found. Partial least squares regression
(PLS) constitutes another classical method which objective is to maximize the covariance
of the projected data and the given auxiliary information. It is also suited for situations
where data dimensionality is larger than the number of data points; in such cases a
linear projection is often sufficient and the problem is to find good regularizations to
adjust the parameters accordingly. Informed projection [30] extends principal component
analysis (PCA) to also minimize the sum squared error of data projections and the mean
value of given classes, this way achieving a compromise of DR and clustering in the
projection space. Another technique relies on metric learning according to auxiliary class
information. For a metric which corresponds to a global linear matrix transform to low
dimensionality this results in a linear discriminative projection of data, as proposed e.g.
in [20, 51].
Modern techniques extend these settings to general nonlinear projection of data into
low dimensionality such that the given auxiliary information is taken into account. One
way to extend linear approaches to nonlinear settings is offered by kernelization. This
incorporates an implicit nonlinear mapping to a high dimensional feature space together
with the linear low dimensional mapping. It can be used for every linear approach which
relies on dot products in the feature space only such that an efficient computation is
possible, such as several variants of kernel LDA [6, 106]. However, it is not clear how to
choose the kernel since its form severely influences the final shape of the visualization.
In addition, the method has quadratic complexity with respect to the number of data
due to its dependency on the full Gram matrix.
Another principled way to extend DR to auxiliary information is offered by an adap-
tation of the underlying metric which measures similarity in the original data space.
The principle of learning metrics has been introduced in [123, 125]: the standard Rie-
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manian metric of the given data manifold is substituted by a form which measures the
information of the data for the given classification task. The Fisher information matrix
induces the local structure of this metric and it can be expanded globally in terms of path
integrals. This metric is integrated into self-organizing maps (SOM), multidimensional
scaling (MDS), and a recent information theoretic model for data visualization which
directly relies on the metric in the data space [123, 125, 163]. A drawback of the proposed
method is its high computational complexity due to the dependency of the metric on path
integrals or approximations thereof. A slightly different approach is taken in [43]: Instead
of learning the metric, an ad hoc adaptation is used which also takes given class labelling
into account. The corresponding metric induces a k-nearest neighbour graph which is
shaped according to the given auxiliary information. This can directly be integrated into
a supervised version of Isomap. The principle of discriminative visualization by means
of a change of the metric is considered in more generality in the approach [21]. Here, a
metric induced by prototype based matrix adaptation as introduced e.g. in [134, 135] is
integrated in several popular visualization schemes including Isomap, manifold charting,
locally linear embedding, etc.
Alternative approaches to incorporate auxiliary information is to modify the cost
function of DR tools to include the given class information. The approaches introduced in
[77, 109] can both be understood as extensions of stochastic neighbour embedding (SNE).
SNE tries to minimize the deviation of the distribution of data induced by pairwise
distances in the original data space and projection space, respectively. Parametric
embedding (PE) substitutes these distributions by conditional probabilities of classes,
given a data point, this way mapping both, data points and class centres at the same
time. For this procedure, however, an assignment of data to unimodal class centres needs
to be known in advance. Multiple relational embedding (MRE) incorporates several
dissimilarity structures in the data space induced by labelling, for example, into one
latent space representation. For this purpose, the difference of the distribution of each
dissimilarity matrix and the distribution of an appropriate transform of the latent space
are accumulated, whereby the transform is adapted during training according to the
given task. The weighting of the single components is taken according to the task at
hand, whereby the authors report an only mild influence of the weighting on the final
outcome. It is not clear, however, how to pick the form of the transformation to take
into account multimodal classes.
Coloured maximum variance unfolding (MVU) incorporates auxiliary information into
MVU by substituting the raw data which is unfolded in MVU by the combination of
the data and the covariance matrix induced by the given auxiliary information. This
way, differences which should be emphasized in the visualization are weighted by the
differences given by the prior labelling. Like MVU, however, the method depends on the
full Gram matrix and is computationally demanding, such that approximations have to
be used.
These approaches constitute promising candidates which emphasize the relevance of
discriminative nonlinear dimensionality reduction. Only few of these methods allow an
easy extension to new data points or approximate inverse mappings. Further, most
methods suffer from high computational costs which make them infeasible for large data
sets. In this context, GTM poses a promising approach to be extended for discriminative
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DR. It defines an explicit mapping from low-dimensional to high-dimensional space with
the possibility to compute the inverse projection and is quite fast with only linear time
complexity.
3.2 The generative topographic mapping
The GTM [12], see also [146] for a detailed derivation, provides a generative stochastic
model of data x ∈ RD which is induced by a mixture of Gaussians with the means given
by the points u positioned on a regular grid in the low-dimensional latent space. These
are mapped to prototypical target vectors in the high-dimensional data space
u 7→ x = y(u,W), (3.1)
where the function y is parametrized by W. This is shown schematically on the Figure
3.1. Typically a generalized linear regression model is chosen
y : u 7→ Φ(u) ·W (3.2)
induced by the base functions Φ, such as equally spaced Gaussians with variance σ−1.
Every latent point induces a Gaussian distribution
p(x|u,W, β) =
(
β
2pi
)D/2
exp
(
−β
2
‖x− y(u,W)‖2
)
(3.3)
with variance β−1, which generates a mixture of K modes
p(x|W, β) =
K∑
k=1
p(uk)p(x|uk,W, β) (3.4)
where p(uk) is often chosen according to the uniform distribution, i.e. p(uk) = 1/K.
During the training of GTM the data log-likelihood
ln
(
N∏
n=1
(
K∑
k=1
p(uk)p(xn|uk,W, β)
))
(3.5)
is optimised with respect to W and β, where independence of the data points xn is
assumed. This can be done by means of an EM approach which treats the generative
mixture component uk for the data point xn as a latent variable. Choosing a generalized
linear regression model and a distribution of the latent points which is uniformly peaked
at the lattice positions, EM training can be computed explicitly. It computes alternately
the responsibilities
Rkn(W, β) = p(uk|xn,W, β) = p(xn|uk,W, β)p(uk)∑
k′ p(xn|uk′ ,W, β)p(uk′)
(3.6)
of component k for point number n, and the model parameters by means of the formulas
ΦTGoldΦWnew = Φ
TRoldX (3.7)
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Figure 3.1: Schematic representation of the GTM. Low-dim. latent variables on a regular
grid induce a Gaussian mixture model in the high-dim. data space.
for W, where Φ refers to the matrix of base functions Φ evaluated at points uk, X to
the data points, R to the responsibilities, and G is a diagonal matrix with accumulated
responsibilities Gnn =
∑
nRkn(W, β). The variance can be computed by
1
βnew
=
1
ND
∑
k,n
Rkn(Wold, βold)‖Φ(uk)Wnew − xn‖2 (3.8)
where D is the data dimensionality and N the number of data points.
3.3 Relevance learning
The principle of relevance learning has been introduced in [65] as a particularly simple and
efficient method to adapt the metric of prototype based classifiers according to the given
situation at hand. It takes into account a relevance scheme of the data dimensionalities
by substituting the squared Euclidean metric by the weighted form
dλ(x, t) =
D∑
d=1
λ2d(xd − td)2 . (3.9)
In [65], the Euclidean metric is substituted by the more general form (3.9) and, parallel
to prototype updates, the metric parameters λ are adapted according to the given
classification task. The principle is extended in [134, 135] to the more general metric
form
dΩ(x, t) = (x− t)TΩTΩ(x− t) (3.10)
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Using a square matrix Ω, a positive semi-definite matrix which gives rise to a valid
pseudo-metric is achieved this way. In [134, 135], these metrics are considered in local
and global form, i.e. the adaptive metric parameters can be identical for the full model,
or they can be attached to every prototype present in the model. Here we introduce the
same principle into GTM.
Labeling of GTM
Assume that data point xn is equipped with label information ln which is element of a
finite set of different labels. By posterior labelling, GTM gives rise to a probabilistic
classification of data points, assigning the label of prototype tk to data point xn with
probability Rkn. Thereby, posterior labelling of GTM can be done in such a way that
the classification error
∑N
n=1
∑K
k=1Rkn(1 − δk(xn)) is minimized with δk(xn) equal to
one, if the prototype tk has the same label as xn and equal to zero otherwise. Thus the
prototype tk = y(uk,W) is labelled
c(tk) = arg max
c
 ∑
n|ln=c
Rkn
 . (3.11)
Metric Adaptation in GTM
We can introduce relevance learning into GTM by substituting the Euclidean metric in
the Gaussian functions (3.3) by the more general diagonal metric (3.9) which includes
relevance terms or the metric induced by a full matrix (3.10) which can also take cor-
relations of the dimensions into account. Thereby, we can introduce one global metric
for the full model, or, alternatively, we can introduce local metric parameters λk or Ωk,
respectively, for every prototype tk. We refer to the latter version as local method.
Using this posterior labelling of the prototypes, the parameters of the GTM model
should be adapted such that the data log-likelihood is optimum. Analogous to [12], it
can be seen that optimization of the parameters W and β of GTM can be done the same
way as beforehand, whereby the new metric structure (3.9,3.10) has to be used when
computing the responsibilities (3.6).
We assume that the metric is changed during this optimization process on a slower time
scale such that the auxiliary information is mirrored in the metric parameters. Thereby,
we assume quasi-stationarity of metric parameters when performing original EM training.
A similar procedure has been used in [134] for simultaneous metric and prototype learning,
and [142] provides an explanation in how far this procedure is reasonable in the context
of self-organizing maps. Essentially, the adaptation can be understood as an adiabatic
process this way [13], overlaying fast parameter adaptation by EM optimization of the
log-likelihood and slow metric adaptation according to the objectives as will be detailed
below.
Now the question is how to design an efficient scheme for metric learning based on
the structure as provided by GTM and the given auxiliary labelling. Unlike approaches
such as fuzzy-labelled SOM [133], we use a fully supervised scheme to learn metric
parameters. Unlike the original framework of learning metrics [123, 125], however, we
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make use of the prototype-based structure of the induced GTM classifier which allows us
to efficiently update local metric parameters without the necessity of a computationally
costly approximation of the Riemannian metric induced by the general Fisher information.
For this purpose, we introduce two different cost functions E (see below) motivated from
prototype-based learning which are used to optimize the metric parameters.
For metric adaptation, we simply use a stochastic gradient descent of the cost functions.
Naturally, more advanced schemes would be possible, but a simple gradient descent
already leads to satisfactory results, as we will demonstrate in experiments. To avoid
convergence to trivial optima such as zero we pose constraints on the metric parameters
of the form ‖λ‖ = 1 or trace(ΩTΩ)2 = 1, respectively. This is achieved by normalization
of the values, i.e. after every gradient step, λ is divided by its length, and Ω is divided
by the square root of trace(ΩTΩ). Thus, a high-level description of the algorithm is
possible as depicted in Tab. 3.1. Usually, we alternate between one EM step, one epoch
of gradient descent, and normalization in our experiments. Since EM optimization is
much faster than gradient descent, this way, we can enforce that the metric parameters
are adapted on a slower time scale. Hence we can assume an approximately constant
metric for the EM optimization, i.e. the EM scheme optimizes the likelihood as before.
Metric adaptation takes place considering quasi stationary states of the GTM solution
due to the slower time scale.
Note that metric adaptation introduces a large number of additional parameters into
the model depending on the input dimensionality. One can raise the question whether
this leads to strong overfitting of the model. We will see in experiments that this is
not the case: when evaluating the clustering performance of the resulting GTM, the
training error is representative for the generalization error. One can substantiate this
experimental finding with a theoretical counterpart: using posterior labelling, GTM offers
a prototype based classification scheme with local adaptive metrics. This function class
has a supervised pendant: generalized matrix learning vector quantization as introduced
in [134]. The worst case generalization ability of the latter class can be investigated based
on classical computational learning theory. It turns out that its generalization ability
does not depend on the number of parameters adapted during training, rather, large
margin generalization bounds can be derived. In consequence, very good generalization
ability can be proved (and experimentally observed) as detailed in [134]. Since the formal
argumentation in [134] depends on the considered function class only and not the way in
which training takes place, the same generalization bounds apply to GTM with adaptive
metrics as introduced here.
Now, we discuss concrete cost functions E for the metric adaptation.
Generalized Relevance GTM (GRGTM)
Metric parameters have the form λ or λk for a diagonal metric (3.9) and Ω or Ωk for a
full matrix (3.10), depending on whether a local or global scheme is considered. In the
following, we define the general parameter Θk which can be chosen as one of these four
possibilities depending on the given setting. Thereby, we can assume that Θk can be
realized by a matrix which has diagonal form (for relevance learning) or full matrix form
(for matrix updates).
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Table 3.1: Integration of relevance learning into GTM
init
repeat
E-step: determine Rkn based on the general metric
M-step: determine W and β as in GTM
label prototypes
adapt metric parameters by stochastic gradient descent of E
normalize the metric parameters
The cost function of generalized relevance GTM is taken from generalized relevance
learning vector quantization (GRLVQ), which can be interpreted as maximizing the
hypothesis margin of a prototype based classification scheme such as LVQ [65, 134]. The
cost function has the form
E(Θ) =
∑
n
En(Θ) =
∑
n
sgd
(
dΘ+(xn, t
+)− dΘ−(xn, t−)
dΘ+(xn, t
+) + dΘ−(xn, t
−)
)
(3.12)
where sgd(x) = (1 + exp(−x))−1, t+ is the closest prototype in the data space with the
same label as xn and t
− is the closest prototype with a different label.
The adaptation formulas can be derived thereof by taking the derivatives. Depending
on the form of the metric, the derivative of the metric is
∂dλ(x, t)
∂λi
= 2λi(xi − ti)2 (3.13)
for a diagonal metric and
∂dΩ(x, t)
∂Ωij
= 2(xj − tj)
∑
d
Ωid(xd − td) (3.14)
for a full matrix.
For simplicity, we denote the respective squared distances to the closest correct and
wrong prototype, respectively, by d+ = dΘ+(xn, t
+) and d− = dΘ−(xn, t−). The term
sgd′ is a shorthand notation for sgd′((d+ − d−)/(d+ + d−)). Given a data point xn
the derivative of the corresponding summand of cost function E with respect to metric
parameters yields
∂En
∂Θ+
= 2 sgd′ · d
−
(d+ + d−)2
· ∂d
+
∂Θ+
(3.15)
for the parameters of the closest correct prototype and
∂En
∂Θ−
= −2 sgd′ · d
+
(d+ + d−)2
· ∂d
−
∂Θ−
(3.16)
for the parameters attached to the closest wrong prototype. All other parameters are not
affected. These updates take place for the local modelling of parameters, which we refer
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to by local generalized relevance GTM (LGRGTM) or local generalized matrix GTM
(LGMGTM), respectively. If metric parameters are global, the update corresponds to
the sum of these two derivatives, referred to by generalized relevance GTM (GRGTM)
or generalized matrix GTM (GMGTM), respectively.
Robust Soft GTM (RSGTM)
Unlike GRLVQ, robust soft LVQ (RSLVQ) [138] has the goal to optimize a statistical
model which defines the data distribution. It is assumed that data are given by a Gaussian
mixture of prototypes which are labelled. The objective is to maximize the logarithm of
the probability of a data point being generated by a prototype of the correct class versus
the overall probability. In the limit of small variance of the Gaussians, a learning rule
which is similar to the standard LVQ rule results. The objective for a general variance
β−1 of the Gaussian modes corresponds to the following cost function:
E(Θ) =
∑
n
En(Θ) =
∑
n
log
(∑
k|c(tk)=ln p(uk)p(xn|uk,W, β)
p(xn|W, β)
)
(3.17)
Here, we can choose Gaussian modes as provided by GTM, i.e. the modes and corre-
sponding mixture are given in analogy to formulas (3.3,3.4) where the new parametrized
metric (3.9,3.10) as well as the labelling (3.11) of GTM are used.
We obtain the update rules by taking the derivatives, as beforehand:
∂En
∂Θk
= ((1− δk(xn))(Qkn −Rkn)− δk(xn)Rkn)
(
1
Sk
· ∂Sk
∂Θk
− β
2
· ∂dΘk(xn, tk)
∂Θk
)
(3.18)
where δk(xn) indicates whether prototype and data label coincide,
Qkn =
p(xn|uk,W, β)p(uk)∑
k′|c(tk′ )=ln p(xn|uk′ ,W, β)p(uk′)
(3.19)
refers to the probability of mode k among the correct modes, and
Sk =
(
β
2pi
)D/2
· det(Θk) (3.20)
normalizes the Gaussian modes to arrive at valid probabilities. The derivative is
1
S
· ∂S
∂λi
=
1
λi
(3.21)
for a relevance vector and
1
S
· ∂S
∂Ωij
= Ω−1ji (3.22)
for full matrices.
We refer to this version as local relevance robust soft GTM (LRSGTM) and local
matrix robust soft GTM (LMRSGTM), respectively. The global versions can be obtained
by adding the derivatives, we refer to these algorithms as relevance robust soft GTM
(RSGTM) and matrix robust soft GTM (MRSGTM), respectively.
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Table 3.2: Parameters used for training
data number of prototypes number of base functions
Landsat 10× 10 4× 4
Phoneme 10× 10 4× 4
Letter 30× 30 30× 30
3.4 Experiments
Classification
We test the efficiency of relevance learning in GTM on three benchmark data sets as
described in [125, 163]: Landsat Satellite data with 36 dimensions, 6 classes, and 6,435
samples, Letter Recognition data with 16 dimensions, 26 classes, and 20,000 samples, and
Phoneme data with 20 dimensions, 13 classes, and 3,656 samples. Prior to training all
data sets were normalized by subtracting the mean and dividing by standard deviation.
GTM is initialized using the first two principal components. The mapping y(u,W) is
induced by generalized linear regression based on Gaussian base functions. The learning
rate of the gradient descent for the metric parameters has been optimized for the data
and is chosen in the range of 10−6 to 10−2. More precisely, an exhaustive search of the
parameter range is done and the value is picked for the learning rate which leads to the
best convergence of the relevance profile. Thereby, the number of epochs is chosen as
100, which is sufficient to allow convergence of matrix parameters; typically, convergence
of the EM scheme can be observed at a faster scale. The number of prototypes and
base functions has been taken to suite the size of the data, it is shown in Tab. 3.2. The
parameters are the same for Landsat and Phoneme. For Letter the number of prototypes is
larger because there are more classes and data points. This data set is also more complex
structurally, so that more base functions had to be chosen. Due to the complexity of
the training, an exhaustive search of these parameters has been avoided, but reasonable
numbers have been chosen. Typically, the results are only mildly influenced by small
changes of these numbers. The variance of the Gaussian base functions has been chosen
such that it coincides with the distance between neighboured base functions.
We report the results of a repeated stratified ten-fold cross-validation with one repeat
(letter) and ten repeats (phoneme, landsat), respectively, reporting also the variance
over the repeats. We evaluate the models in comparison to several recent alternative
supervised visualization tools by means of the test error obtained in the cross-validation.
These alternatives are taken from [163].1 The alternative methods include parametric
embedding (PE), supervised Isomap (S-Isomap), coloured maximum variance unfolding
(MUHSIC), multiple relational embedding (MRE), neighbourhood component analysis
(NCA), and supervised neighbourhood retrieval visualizer (SNeRV) based on different
weighting of retrieval objectives in the cost function of the model (l) and a Riemannian
metric based on the Fisher information matrix
The results are shown in Fig. 3.2. In two of the three cases, metric adaptation improves
1We would like to thank the authors of [163] for providing the results.
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Figure 3.2: Mean accuracy of the classification obtained by diverse supervised GTM
schemes as introduced in this article and alternative state-of-the-art ap-
proaches.
the classification accuracy compared to simple GTM. Thereby, matrix adaptation yields
to superior results compared to the adaptation of a simple relevance vector. Further,
results based on the robust soft learning vector quantization seem slightly better for all
data sets. For all three data sets, we obtain state-of-the-art results which are comparable
to the best alternative supervised visualization tools which are currently available in the
literature. We also report the results obtained by a 5-nearest neighbour classifier for the
original data in the original (high dimensional) data space. Interestingly, for all cases,
the supervised results using the full information are only slightly better than the results
obtained by GTM with local matrix adaptation in two dimensions. This demonstrates
the high quality of the supervised visualization. Note that, unlike the experiments from
[163] which restrict to a subset of 1,500 samples in all cases due to complexity issues, we
can train on the full dataset due to the efficiency of relevance GTM, and, in two of the
three cases, we can even perform a ten-fold repeat of the experiments in reasonable time.
Visualization
The result of a visualization of the Phoneme data set and the MNIST data set (this
data set consists of 60,000 points with 768 dimensions representing the ten digits, a
subsample of 6,000 images was used in this case) using robust soft GTM with local
matrix adaptation are shown in Figs. 3.3 and 3.5, whereby the full data set is used for
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training. A comparison to simple GTM shows the ability of matrix learning to arrive
at a topographic mapping which better mirrors the underlying class structures: the pie
charts display the percentage of points of the different classes assigned to the respective
prototype based on the receptive fields. Interestingly, in both cases, the pie charts
obtained with metric learning display less classes for the single prototypes corresponding
to better separated receptive fields, whereas the classes are spread among the prototypes
if metric adaptation does not take place. This is also mirrored in the better classification
accuracy of GTM with matrix learning. The arrangement of the classes on the map differs
for the different visualizations. For metric learning, multiple modes of the classes can be
observed. For standard GTM, the distribution is less clear since the single prototypes
combine different classes in their receptive fields.
One important property of GTM is the topology preservation, which can be measured
with the U-matrix approach [155], computed here using the SOM toolbox [160], and is
shown in Figures 3.4 and 3.6. The U-matrix allows to get insight into the shape of the
map via colouring the area between the prototypes according to the distance between
them. This way it is possible to see whether the prototypes lie on a smooth manifold
or are heavily perturbed. For the MNIST data set, see Fig. 3.4, robust soft GTM is
able learn a smoother manifold than GTM, which is indicated by brighter colors in the
middle of the map, while having a few prototypes on the edges positioned away from
its neighbours. In the case of Phoneme data set, see Fig. 3.6, the difference is less
pronounced, which might indicate, that already GTM is able to detect the true topology
of the data.
During the training, robust soft GTM learned the local metric at each prototypes posi-
tion. This metric can be represented by the relevance profiles assigned to the prototypes,
as shown in Figure 3.7. For the MNIST data set the profiles have a clear interpretation:
since each feature represents a pixel in an image, the relevances of all features can be
depicted as a grayscale picture. The dark areas correspond then to low and bright areas
to high relevance. On Figure 3.7 (top) the shapes resembling digits can be recognised.
They indicate which form the digits in the corresponding receptive field have, or instead
show features which are important for discrimination from a neighbouring cluster. For
Phoneme, Fig. 3.7 (bottom), the relevance profiles are shown as bar plots, each vertical
line indicating the weighting of each feature. Interestingly, only a small deviation from
the Euclidean metric can be observed, apparently it is already enough to result in a clear
discrimination of the classes.
3.5 Summary
In this chapter, as noted in the Table 3.3, we proposed to integrate auxiliary information in
terms of relevance updates into GTM; the benefit of this approach has been demonstrated
on several benchmarks. Unlike approaches such as fuzzy-labelled SOM [133], metric
parameters are adapted in a supervised fashion based on the classification ability of
the model. As [125], the work is based on adaptive metrics to incorporate auxiliary
information into the model. However, as already hinted in 2.4.2 the work presented in
[125] is too costly to be applicable in practice. The proposed method on the other side
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Figure 3.3: Visualization of the result of GTM (top) and robust soft GTM with local
matrix learning (bottom) on the MNIST data set. Pie charts give the respon-
sibility of the prototypes for the given classes. Supervision achieves a better
separation of the classes within receptive fields of prototypes, introducing
dead units if necessary.
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Figure 3.4: Visualization of the U-matrix for GTM (top) and robust soft GTM with local
matrix learning (bottom) trained on the MNIST data set.
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Figure 3.5: Visualization of the result of GTM (top) and robust soft GTM with local
matrix learning (bottom) on the Phoneme data set. Pie charts give the
responsibility of the prototypes for the given classes. Supervision achieves a
better separation of the classes within receptive fields as can be seen by the
pie charts.
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Figure 3.6: Visualization of the U-matrix for GTM (top) and robust soft GTM with local
matrix learning (bottom) trained on the Phoneme data set.
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Figure 3.7: Visualization of the relevance profiles of robust soft GTM for MNIST (top)
and Phoneme (bottom) data sets.
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Table 3.3: Introducing relevance learning for GTM.
Topic Relational Out-of-Sample Efficiency Relevance
Technique Data Extension vectorial relational Learning
GTM ?
√ √
?
√
t-SNE
√
? ? ?
relies on the prototype-based nature of GTM and transfers the relevance update scheme
of supervised learning schemes such as [65, 134] to this setting, resulting in an efficient
topological mapping. Still, the work presented in [125] is a powerful concept and we will
return to it in the chapter 6.
As demonstrated on several benchmarks, the classification accuracy is competitive to
state-of-the-art methods for supervised visualization, whereby GTM provides additional
functionality due to the explicit topographic mapping of the latent space into the obser-
vation space accompanied by an explicit generative statistical model. As demonstrated
by means of visualization, the class separation is much more accurate for supervised
GTM compared to the original method, thus clearly focussing on the relevant aspects
for the given classification.
This chapter is based on: Andrej Gisbrecht, Bassam Mokbel, and Barbara Hammer.
Relational generative topographic mapping. Neurocomputing, 74(9):1359–1371, 2011.
Chapter 4
Relational generative topographic mapping
Rapidly increasing technology such as improved sensor technology and advanced methods
of data preprocessing and data storage make the data more and more complex, concerning
data dimensionality and information content contained in the representation. Therefore,
often, a simple comparison of data in terms of the Euclidean norm and a standard
representation by means of Euclidean vectors is no longer appropriate to capture the
relevant aspects of the data. Rather, dissimilarity measures which are adjusted to the
data type and application area at hand should be used, including, for example, alignment
distances for genomic sequence analysis in bioinformatics, the compression distance to
compare texts, or structure kernels to compare complex graphs and tree structures. For
this reason, data mining tools which rely solely on a dissimilarity representation of data
offer powerful methods for problem adapted data modelling via the canonical interface
offered by the dissimilarity matrix.
In this chapter, we extend the principle of relational data processing by means of an
implicit representation of prototypes to GTM. For this purpose, we use the trick of an
indirect representation of prototypes in the image space in terms of linear combinations
of data points and the associated possibility to compute distances in the space without
an explicit reference to the vector representation of points. This way, the EM scheme
of GTM can be transferred to the new setting to obtain the parameters of the model
by maximizing the data log-likelihood. The efficiency and feasibility of this method,
relational GTM, is demonstrated on several benchmark data sets given by dissimilarity
matrices.
4.1 Related work
Classical data mining tools such as the self-organizing map (SOM) or its statistical coun-
terpart, the generative topographic mapping (GTM) provide a sparse representation of
high-dimensional data by means of latent points arranged in a low-dimensional neigh-
bourhood structure which is useful for visualization. However, they have been introduced
for Euclidean vectors only [12, 87]. Several extensions of SOM to the more general setting
of data characterized by pairwise relations have been proposed, including median SOM
which restricts prototype locations to data points [88], online and batch SOM using a
kernelization of the classical approach [14, 175], and methods which rely on deterministic
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annealing techniques borrowed from statistical physics [55]. These methods have the
drawback that they can deal with discrete and restricted prototypes only (median SOM),
they are restricted to kernels (kernel SOM), or they require an additional inner loop due
to the necessary annealing step (deterministic annealing techniques). For specific data
types such as recursive structures, the dynamics of SOM can be extended to incorporate
the dependencies of data constituents. See e.g. the overviews [5, 64]. For GTM, a
complex noise model as proposed in [150] allows the extension of the method to discrete
structures such as sequences. Further, a kernelization of the methods is possible as
described in [14, 118]. These proposals, however, are applicable to specific (recursive)
data structures or kernels only.
Recently, an intuitive extension of SOM to dissimilarity data has been proposed in
[67] which relies on techniques as introduced in [69]: assume that only a dissimilarity
matrix characterizes the data and an explicit vectorial representation is unknown. If
prototypes have the special form of convex combinations of data points, classical SOM can
be computed indirectly by adapting the coefficient vectors without any explicit reference
to the underlying vector space or an explicit formula of the dissimilarity measure. The
resulting algorithm, relational SOM, arrives at a sparse representation of dissimilarity
data in terms of virtual prototypes represented by coefficient vectors. Unlike median
SOM, a continuous adaptation of prototypes is possible via the implicit representation of
prototypes in terms of coefficient vectors. Interestingly, the algorithm can be interpreted
as an implicit application of the SOM algorithm for an unknown vector space embedding
of the underlying data, as shown in [67]. Since the algorithm relies on the dissimilarities
only, this shows the invariance of the method with respect to the chosen embedding.
The algorithm can be extended to an approximate iterative scheme which drastically
reduces the computation time and space requirement, resulting in a linear algorithm for
dissimilarity data, as proposed in [67]. This way, an efficient data mining method for
very large dissimilarity data results.
SOM has the drawback that it relies on a heuristic motivation, albeit a foundation
of a slightly altered version in terms of a cost function is possible [72]. The generative
topographic mapping offers an alternative based on a generative statistical model [12].
It models a restricted Gaussian mixture model where the Gaussian centres are induced
by a mapping of prototypes from a low-dimensional latent space. This way, visualization
and sparse representation of data becomes possible. Unlike SOM, GTM training can be
derived as a maximization of the data log-likelihood by an expectation maximization
scheme. Further, an explicit mapping of the latent space to the data space is learned such
that data can be visualized at any desired degree of granularity by choosing appropriate
lattice points in the latent space.
4.2 Relational GTM
We assume that data x are given only indirectly in terms of pairwise dissimilarities
dij = d(xi,xj) = ‖xi − xj‖2, but the vector representation x of the data is unknown.
We assume, however, that vectors x exist which yield the dissimilarity matrix, albeit the
corresponding vector space is not known. Therefore, the positions of the prototypes in
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the data space, induced by the latent variables, are not known explicitly and the mapping
tk = y(uk,W), (4.1)
cannot be defined in the same way as in the vectorial case. In [69], the following
fundamental observation, which allows to circumvent this issue, is presented: assume
that prototypes are restricted to linear combinations of data points of the following form:
tk =
N∑
n=1
αknxn where
N∑
n=1
αkn = 1. (4.2)
Then, the prototypes tk can be represented indirectly by the means of the coefficient
vector αk. This allows to compute the dissimilarity between a data point xn and a
prototype tk implicitly as in [69]
d(xn, tk) = [Dαk]n − 1
2
· αTkDαk (4.3)
where D refers to the matrix of pairwise dissimilarities of data points and [·]i is component
i of the vector. It has been shown in [67], that relation (4.3) holds even for every vector
space equipped with bilinear form if the targets fulfil (4.2), whereby coefficients αij must
sum to 1 but they can be negative. This observation has been used in [67] to derive
a relational variant of SOM. We show, that the same principle allows us to generalize
GTM to relational data described by a dissimilarity matrix D.
Thus, we assume a dissimilarity matrix D is given. We restrict prototype vectors tk
to linear combinations of data points as in (4.2). That means, the relation
T = α ·X (4.4)
holds where T denotes the target vectors, α denotes the matrix of their implicit coefficient-
based representation in terms of αk, and X is the matrix of observed data vectors. Note
that the coefficients are not restricted to nonnegative values, since target vectors can lie
outside the convex hull of the data points, i.e. αkn ∈ R. Depending on the smoothness
of the mapping of the latent space to the data space, this fact seems reasonable to arrive
at a topology representing map. We can represent these prototypes indirectly in terms
of coefficients αk without any reference to an explicit vectorial representation.
Since the embedding space of tk is not known, we directly treat the mapping of latent
points to prototype points as a mapping of the latent space to the coefficients which
represent the targets:
y : uk 7→ αk = Φ(uk) ·W (4.5)
where, now, W ∈ RM×N . This corresponds to a generalized linear regression of the
latent space into the (unknown) surrounding vector space due to the linear dependency
of the targets and coefficients (4.4). As before, Φ refers to M base functions such as
equally spaced Gaussians with variance σ−1 in the latent space. In the α-space of linear
combinations of data points, data points xi itself are represented by unit vectors, i.e.
(0, . . . , 0, 1, 0, . . . , 0) in consequence, the data matrix X is now the identity matrix I.
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As before, the targets tk induce a distribution in the data space given by a mixture of
Gaussians centred around these points
p(x|u,W, β) =
(
β
2pi
)D/2
exp
(
−β
2
‖x− y(u,W)‖2
)
. (4.6)
The targets tk are restricted to images of data points on a regular lattice in a low
dimensional latent space, i.e. they are obtained via a generalized linear regression model
of points u in latent space.
To apply (4.3), we put the restriction∑
n
[Φ(uk) ·W]n = 1. (4.7)
This way, the likelihood function
ln
(
N∏
n=1
(
K∑
k=1
p(uk)p(xn|uk,W, β)
))
(4.8)
can be computed based on (4.6) where the distance computation can be performed
indirectly using (4.3).
As for GTM, we can use an EM optimization scheme to arrive at solutions for the
parameters β and W, where, again, the mode uk responsible for data point xn serves
as latent variable. As in the vectorial case, an EM algorithm in turn computes the
responsibilities
Rkn(W, β) = p(uk|xn,W, β) = p(xn|uk,W, β)p(uk)∑
k′ p(xn|uk′ ,W, β)p(uk′)
(4.9)
using now the alternative formula for the distances (4.3), and it optimizes the expectation∑
k,n
Rkn(Wold, βold) ln p(xn|uk,Wnew, βnew) (4.10)
with respect to W and β under the constraint (4.7). This latter problem reads as
max l(W) := ln
(
N∏
n=1
(
K∑
k=1
p(uk)p(xn|uk,W, β)
))
(4.11)
subject to
gk(W) :=
∑
n
[Φ(uk) ·W]n − 1 = 0. (4.12)
This is a constrained optimization problem and can be solved using the method of
Lagrange multipliers. The corresponding Lagrangian function is
Λ(W, µ) := l(W) +
∑
k
µkgk(W), (4.13)
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where µk are the Lagrange multipliers. The optimum of this function can be derived by
solving ∇W,µΛ = 0. This leads to the equations
∇WΛ = 0⇔ βΦTGΦW = βΦTRI−ΦTµ1TN (4.14)
and
∇µΛ = 0⇔ ΦW1N = 1K , (4.15)
where Φ refers to the matrix of the base functions Φ evaluated at points uk, R to the
responsibilities, and G is a diagonal matrix with accumulated responsibilities Gnn =∑
nRkn(W, β). By left multiplying (4.15) with βΦ
TG we get
βΦTGΦW1N = βΦ
TG1K
A substitution with (4.14) leads to(
βΦTRI−ΦTµ1TN
)
1N = βΦ
TG1K (4.16)
βΦT (RI1N −G1K) = ΦTµN. (4.17)
In the equations (4.14) to (4.17) I refers to a representation of the data points in the
space of linear combinations, it is the identity matrix. In consequence, the left side
vanishes. Because of the linear independence of the base functions Φ, µ must be a
zero vector. Thus, it follows that the standard solution of this cost function without
constraints automatically fulfils the given constraints. Hence the model parameters can
be determined in analogy to (3.7,3.8) where, now, functions Φ map from the latent space
to the space of coefficients α, i.e. we solve
ΦTGoldΦWnew = Φ
TRoldI (4.18)
for the weights and we calculate
1
βnew
=
1
ND
∑
k,n
Rkn(Wold, βold)d (Φ(uk)Wnew,xn) (4.19)
for the variance where we use (4.3) to compute the dissimilarity. Here, D denotes the
intrinsic dimensionality of the space of coefficients. This is upper bounded by the number
of data points but in general smaller. It has to be estimated based on the given data set.
In practice, setting D to a larger value or even the upper bound N does hardly affect
the result of the method. We refer to this iterative update scheme as relational GTM
(RGTM). The pseudocode of the full algorithm is shown as Algorithm 1.
Initialization
Original GTM is initialized based on a principal component analysis (PCA) to avoid
convergence to local optima. The risk of convergence to local optima would be large,
otherwise, due to the rapid convergence of the EM scheme. PCA is applied to the matrix
of vectorial data points and yields eigenvalues e and eigenvectors A of the covariance
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matrix, which correspond to the first two principal components of the data. The Euclidean
GTM is initialized by solving
ΦW = UAT , (4.20)
where the left hand side denotes the nonlinear mapping of the latent points to the data
space and the right hand side denotes the linear projection of latent points U = (ui)i
to the two primary components A. To obtain an appropriate scaling of the grid, the
eigenvectors [A]i are multiplied with the square roots of their eigenvalues ei and the latent
points U are normalized to have zero mean and standard deviation one. Afterwards the
mean of the data, which is removed by the PCA, is added to the linear component of W.
A similar principle can be applied to RGTM: In the case of RGTM we can obtain
the first two principal components of the data points which are given only indirectly by
using multidimensional scaling (MDS). MDS is applied to the dissimilarity matrix and
yields matrix A, which N rows are two dimensional representations of N data points.
The columns of A denote the two principle components of the data, given as the linear
combination of the data points. Based on this observation, the initialization of RGTM
is done via (4.20), where, now, the left hand side denotes the nonlinear mapping of the
latent points to the space of the coefficients, i.e. affine combinations, and the right hand
side denotes the linear projection of the latent points U to the two primary components
of the data in the affine space. To obtain the same scaling as in the vectorial case, the
latent points U are normalized as above and the columns of the matrix A are multiplied
by their standard deviation and divided by the corresponding eigenvalues of AAT .
The data points in the space of affine combinations lie on the hyperplane, which has
the distance
√
1/N from the origin. Since MDS removes the mean of the data, the
resulting mapped manifold contains the origin. It should be shifted, to match the data.
This can be achieved by adding 1/N to the linear component of W.
4.3 Convergence of RGTM
Euclidean case
RGTM has been derived under the assumption that a vector space exists with data
points xi such that the dissimilarities can be expressed as dij = ‖xi − xj‖2. Under this
assumption, instead of performing GTM in the unknown vector space, RGTM optimizes
the data log-likelihood implicitly in the space of coefficient vectors αi which induce
prototypes t in the vector space by a linear combination T = α ·X, T being the matrix
of prototype vectors in the (unknown) data space. The procedure of RGTM is equivalent
to original GTM in the data space due to the following reasons:
• The constraint ∑n αkn is automatically fulfilled for solutions of GTM. Therefore,
because of the equality of the distances (4.3) there is a one-one correspondence of
target vectors found by GTM and coefficient vectors found by RGTM.
• The solution found by RGTM depends on the model for y. We can choose it as
generalized linear regression model for GTM and for RGTM. Since targets and
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Algorithm 1 Relational GTM
1: function RelGTM(D)
2: generate the grid of latent points {uk}, k = 1, . . . ,K
3: prepare the generalized linear regression model
4: init W, using MDS
5: init β
6: compute αk = [Φ]kW
7: compute Dist where d(xn, tk) = [Dαk]n − 12 · αTkDαk
8: for i = 1 : epochs do
9: compute R from (3.6) using Dist and β
10: compute G where Gnn =
∑
nRkn
11: compute W =
(
ΦTGΦ
)−1
ΦTR
12: compute αk = [Φ]kW
13: compute Dist where d(xn, tk) = [Dαk]n − 12 · αTkDαk
14: compute β = ND
(∑
k,nRknDistkn
)−1
15: end for
16: return Φ, W and β
17: end function
coefficient vectors are linearly dependent, these two choices correspond to each
other.
• PCA initialization of weights W based on the data points X corresponds to an
MDS initialization of weights according to the dissimilarity matrix D.
• The variance β−1 is adapted using the dimensionality of the data. If the intrinsic
dimensionality is known, then the variance is computed in the same way for RGTM.
Therefore, if an Euclidean embedding of data exists, convergence of RGTM is guaranteed,
and the procedure implicitly optimizes the data log-likelihood of the underlying (unknown)
data space. GTM and RGTM yield the same results. We demonstrate this fact in a
simple example involving a two-dimensional mixture of Gaussians (see Fig. gtm-rgtm).
The results of GTM and RGTM are exactly identical as can be seen in Figure 4.1.
Pseudo-Euclidean case
In general, a Euclidean embedding of an arbitrary dissimilarity matrix D need not exist.
We assume that D has zero diagonal dii = 0 and symmetric entries dij = dji. In this case
a so-called pseudo-Euclidean embedding in a vector space can be found as explained e.g.
in [119], see also section 5.2.2. That means, one can find a vector space with a bilinear
form. This form need not be positive definite, but there can exist negative eigenvalues,
more precisely p components are positive, q are negative. In formulas, the bilinear form
is given as
〈x,y〉p,q =
p∑
i=1
xiyi −
q∑
i=p+1
xiyi (4.21)
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Figure 4.1: Comparison of GTM and RGTM on an Euclidean toy data set. The grid
was plotted in the original data space. Obviously, for Euclidean data, the
results are identical.
In this setting, we can find vectors xi in pseudo-Euclidean space with the property dij =
〈xi−xj ,xi−xj〉p,q. The bilinear form needs not correspond to a positive semidefinite form,
the number of negative contributions q in (4.21) referring to the necessary corrections of
the data to achieve Euclideanity. Data are Euclidean iff q = 0.
In this general setting, RGTM can in principle be applied as beforehand since all
operations of RGTM are defined. In fact, all operations of GTM being vector space
operations (and thus being well defined also in pseudo-Euclidean space), RGTM corre-
sponds to an application of the GTM algorithm in the pseudo-Euclidean vector space
also for this general setting – however, without the guarantee that the data log-likelihood
is optimized by this procedure. In fact, a few things can happen:
• The distance as computed by (4.3) can become negative due to the negative eigen-
values of the bilinear form. Then the corresponding probability (3.3) does not
constitute a valid probability. Experimental observations indicate that this situa-
tion happens in practical experiments, but it does not seem to harm the result. The
mathematical counterpart of this operation, however, is not clear, one major prob-
lem being that an appropriate mathematical definition of probability measures in
pseudo-Euclidean space does not yet exist [119]. The problem of non-Euclideanity
and, in consequence, no well-defined probability, could be cured by a transforma-
tion of the negative parts of pseudo-Euclidean space, operations such as flipping
negative eigenvalues, clipping negative eigenvalues, or performing a spread trans-
formation having been proposed in the literature [25, 129]. However, important
information can be lost this way and results which incorporate the full information
can be better, as demonstrated in [67, 91].
• β as computed in (4.19) can become negative. In this case, numerical problems
occur apart from the fact that a negative variance does no longer correspond to
a valid probability measure. Although this is a theoretical possibility, we never
observed this behaviour in practice.
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• The algorithm can diverge since it does not optimize the log-likelihood by an EM-
scheme. Like its deterministic counterpart, the relational SOM, this setting can be
observed in theoretical model situations [67]. It is due to the fact that the weight
matrix as computed by (3.7) can correspond to a saddle point of the maximization
step. However, as also reported for its deterministic counterpart [67], we never
observed this behaviour for any real-life data set due to the fact that the positive
parts of the pseudo-Euclidean space usually outweigh contributions due to the
negative eigenvalues.
Thus, it seems possible to safely use RGTM also for general dissimilarity data sets,
albeit a clear mathematical foundation in terms of a likelihood optimization is so far not
available in this case.
We will discuss relational data in more detail in chapter 5. The experimental results
presented there imply, that an eigenvalue correction, which would solve the problems
presented here, can lead to results comparable to the state of the art. However, it is still
not clear which effects occur by modifying the underlying space.
Complexity
The memory complexity of the original GTM algorithm isO(KN), where K is the number
of latent points. This is due to the storage of the pairwise distances of prototypes and
data points, as well as the corresponding responsibilities. The computational complexity
of PCA, which is used for the initialization, is O(ND) for a D-dimensional data set
and projection to two dimensions [131]. The most demanding task in training is the
computation of the distances, which is O(KN). The matrix inversion necessary for
computing W is cubic in the number of basis functions, which is small for a small
amount of basis functions. Thus, the overall complexity of GTM is linear in the number
of data points.
RGTM requires more memory than GTM. In addition to the distances and responsi-
bilities, the larger parameter matrix W and the coefficients α have to be stored. These
matrices are O(MN) and O(KN) respectively, where M denotes the number of basis
functions. Still, the memory complexity stays linear. In RGTM, instead of PCA, MDS
is used for initialization. Its computational complexity is O(N3), but since we project
into 2D, only the first two components are needed, which can be computed in O(N2).
Since the distances are calculated using the dissimilarity matrix and coefficients, the
complexity becomes O(KN2). Hence, the overall computational complexity of RGTM
per epoch is dominated by O(N2) for large data sets. That means, while RGTM extends
the applicability of GTM to settings where pairwise dissimilarities rather than vectors
are given, it pays the prize of an increased quadratic instead of linear complexity. This
is still more efficient than an explicit embedding of the dissimilarity data into a vector
space which would be O(N3).
In addition, this effort is comparable to the effort of current state of the art visual-
ization techniques for dissimilarity data. The computational complexity of t-distributed
stochastic neighbour embedding (t-SNE) as one of the most popular visualization tools
[158] is O(N2) per epoch, being a gradient method for a cost function involving O(N2)
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terms. The memory requirement is dominated by the embedding coefficients, i.e. O(N).
Thus, assuming K is constant, the requirements of RGTM and t-SNE match.
In the recent time the focus of DR shifted towards big data, so that more efficient
DR techniques were developed. The Barnes-Hut technique was applied to t-SNE and
similar algorithms [157, 174], resulting in methods with computational complexity of
O(N log(N)). Also, RGTM was accelerated to linear time using the Nystro¨m approxi-
mation, which is a popular technique to speed up kernel methods. An investigation of
the Nystro¨m method for dissimilarities in the context of RGTM can be found in [47] and
will be discussed more generally in chapter 5.
4.4 Experiments
Evaluation on benchmark data sets
First, we test RGTM on several benchmark dissimilarity data sets as introduced in
[25, 59]:
• Cat cortex data: The cat cortex data originates from anatomic studies of cats’
brains. The dissimilarity matrix displays the connection strength between 65
cortical areas [55]. For our purposes, a preprocessed version as presented in [57]
was used. The matrix is symmetric with zero diagonal, but the triangle inequality
does not hold. The data is labeled with four classes.
• Protein data: The protein data set, as described in [110], consists of 226 globin
proteins which are compared based on their evolutionary distance. The samples
originate from different protein families: hemoglobin-α, hemoglobin-β, myoglobin,
etc. Here, we distinguish five classes as proposed in [57]: HA, HB, MY, GG/GP,
and others. Unlike the other data sets considered here, the protein data set has
a highly unbalanced class structure, with class distribution HA (31.86%), HB
(31.86%), MY (17.26%), GG/GP (13.27%), and others (5.75%).
• Aural sonar data: The aural sonar data set, as described in [25], consists of 100
returns from a broadband active sonar system, which are labelled in two classes,
target-of-interest versus clutter. The dissimilarity is scored by two independent
human subjects each resulting in a dissimilarity score in {0, 0.1, . . . , 1}.
• Patrol data: The patrol data set describes 241 members of seven patrol units and
one class corresponding to people not in any unit, i.e., eight classes. Dissimilarities
are computed based on every person in the patrol units naming five other persons
in their unit, whereby the responses were partially inaccurate. Every mentioning
yields an entry of the dissimilarity matrix, see [25]. Data are sparse in the sense
that most entries of the matrix correspond to the maximum dissimilarity which we
set to 3.
• Voting data: The voting data set describes a two-class classification problem
incorporating 435 samples which are given by 16 categorical features with 3 different
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possible values each. The dissimilarity is determined based on the value difference
metric, see [25].
If necessary, the data sets were linearly transformed from similarities to dissimilarities
prior to training. Also, in case the dissimilarities were not symmetric, we symmetrized
the dissimilarity matrix D by setting D˜ = (D + DT )/2 . Diagonal values were set to
zero, ignoring any self-dissimilarities: d˜ii = 0 ∀i ∈ {1 . . . N} .
For one data point, we refer to the nearest prototype in data space as the winner.
In case of RGTM, the winner for a certain point is therefore the latent point with the
highest responsibility with respect to the data point. Since all benchmark data sets
are labelled, it is possible to evaluate the clustering result by the classification accuracy
obtained by posterior labelling. For RGTM, one can choose different labelling strategies
depending on the application context: We can use standard labelling given by a majority
vote as usually done for crisp approaches such as self organizing maps or neural gas. As
an alternative, we can rely on the averaged responsibilities of prototypes for data Rkn
and label prototypes according to accumulated responsibilities. Here we used majority
voting to ensure comparability to neural gas and similar: a latent point is assigned the
label which the majority of data points in its receptive field carries, these are all data
points for which it is the winner.
We report the results of a repeated cross-validation with ten repeats, where we used 2
folds for the cat cortex data and aural sonar data and 10 folds for the other data sets
to maintain comparability with the results from [59]. For the cross-validation, out-of-
sample extensions of the assignments can be computed the same way as for relational
neural gas, see [59]. To classify out-of-sample data, we assigned the class label of the
closest prototype in data space that does carry a class label. The classification accuracy
obtained on the respective test set is listed in Table 4.1. For comparison, we report the
classification accuracy of deterministic annealing (DA) and relational neural gas (RNG)
as presented in [59]. In the RGTM, we used 900 latent points (a 30-by-30 regular grid)
and 4 Gaussian base functions (a 2-by-2 grid) for all data sets. The amount of base
functions implies the degree of freedom of the manifold in data space, to which the
latent points are mapped to. The number of base functions was generally chosen as
small as possible to preserve the topology of the data. The target manifold therefore
has a low degree of freedom, so a certain amount of unlabelled prototypes are to be
expected, since they are mapped to locations with no data in their receptive fields. This
fact justifies the use of more prototypes in RGTM in comparison with the experiments
performed with RNG in [59], the latter not being restricted by topological constraints.
The variance of the base functions, σ−1, has been chosen such that it fits the distance
between neighbouring base function centres. This parameter setting was chosen with
regard to all data sets.
The classification accuracy on the test set and the corresponding standard deviation is
reported in Tab.4.1. Obviously, the results of RGTM are comparable to these two alter-
natives and are even better for two of the five classification tasks. Hence, RGTM offers
a feasible alternative to DA and RNG, where RGTM provides additional functionality
such as topographic mapping and visualization due to an explicit modelling by means of
a low-dimensional latent space.
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Table 4.1: Mean classification accuracy on the data sets obtained by a repeated cross
validation, the standard deviation is given in parenthesis.
RNG DA RGTM
cat cortex 0.698 (0.076) 0.803 (0.083) 0.765 (0.063)
proteins 0.919 (0.016) 0.907 (0.008) 0.936 (0.004)
aural sonar 0.834 (0.014) 0.856 (0.026) 0.837 (0.026)
patrol 0.665 (0.024) 0.521 (0.051) 0.666 (0.046)
voting 0.950 (0.004) 0.951 (0.005) 0.938 (0.006)
Visualization experiments
In Figs. 4.2 to 4.6 we show mappings of the introduced benchmark data sets obtained
by RGTM in comparison with the respective visualizations by t-distributed stochastic
neighbour embedding (t-SNE) as one of the currently best nonlinear data visualization
techniques and the relational self-organizing map (RSOM) as an alternative model which
relies on topology preservation, see [67, 87, 158]. For RGTM and RSOM we also show
the corresponding U-matrices, which allow to analyse the regularity of the maps in the
data space [155]. In addition to each map, we display qualitative measures for the given
visualization in the graphs in Fig. 4.7.
Several quantitative evaluation measures for data visualization have recently been
proposed: these include techniques which rely on neighbourhood ranking such as the
trustworthiness and continuity [83, 162], which can be put into a very elegant more
general framework by means of the co-ranking matrix as recently proposed in [100]. As
an alternative, the contribution [163] proposes an information theoretic point of view,
measuring precision and recall of local neighbourhoods induced by the low dimensional
visualization as compared to the original data. In our case, the projection of data is
induced by a clustering in low-dimensional space such that several data are represented by
the same location in low dimensions. In this case, the evaluation measure as proposed by
[100] is not applicable (see also [111]). Hence we use the information retrieval perspective
on visualization, see [163].
The framework yields the mean precision and mean recall for dimensionality reduction
scenarios, by evaluating errors in the proximity relationships between data points, oc-
curring under spatial transformation. For every data point, a neighbourhood is defined
in the original data space, and, correspondingly, in the visualization space. Following
the information retrieval perspective, the former represents the truthful information,
and the latter is viewed as the retrieval result. Their consistence can be compared in
terms of true positives, false positives, and misses, which yields the basis for precision
and recall. The neighbourhood of a data point is the set of all other points within a
fixed radius from the respective data point, where the radius can be defined by any
consistent notion of proximity. One possibility is to use a rank-based distance for the
radius, i.e., define the neighbourhood set as the k nearest neighbours, breaking the ties
deterministically. Therefore, the mean precision and mean recall is calculated for every
possible neighbourhood radius k ∈ {1 . . . N − 1} , where the respective mean is taken
over the k-ary neighbourhoods of every data point.
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Table 4.2: The topographic products for the RSOM and RGTM grids produced in the
visualization experiments on the benchmark data sets, see Figs. 4.2 to 4.6.
RSOM RGTM
cat cortex 0.03285 0.00008
proteins -0.03613 0.00019
aural sonar -0.02585 0.00034
patrol -0.14677 0.00009
voting -0.00197 -0.00426
In our case, we obtain a visualization of data by the prescription x 7→ uk such that
d(x, y(uk,W)) is minimum (computed implicitly as given by (4.3)). Hence data points
are displayed at the position of their winning prototype point in the grid. Note that,
this way, all points in the receptive field of prototype uk are displayed at the same
position. As we will see later, it is possible to increase the granularity of the RGTM
grid without retraining, such that a finer resolution of the grid structure would lead to
a finer resolution of the representation of data. To evaluate the precision and recall, we
use the definitions in [163] which are applicable to this setting as discussed in [111]. The
graphs in Figure 4.7 show the measurements for every number k of nearest neighbours,
ranging from 1 to N − 1. For both, the mean precision and mean recall, a value of 1
represents the highest, and 0 the lowest quality, while the combination of high precision
and high recall is the desired situation, since it marks the highest preservation of spatial
relationships.
For further evaluation, we report the topographic product, see [7], for each RGTM
and RSOM visualization in Table 4.2. The topographic product constitutes an efficient
measurement which approximately measures the degree of neighbourhood preservation
as given by the grid structure. Here, a value of 0 refers to a perfect preservation of the
map topology. To calculate the topographic product properly, only absolute values of
distances between prototype positions in data space were considered, since these distances
can become negative due to the non-Euclidean characteristics of the data space. Also,
if the values were smaller than 10−7, we reset them to this value to avoid numerical
instabilities. Additionally, to investigate the topology of RGTM and RSOM in more
detail we show the corresponding U-matrices in Figures 4.2 to 4.6, which were computed
using the SOM toolbox [160]. The U-matrix colours the area between the prototypes
according to the distance between them, whereby blue and red colors represent small
and big distances respectively. This way the visualisation shows, whether the neurons in
high-dimensional space are placed on a regular grid, or on a distorted one.
The parameter settings used in the experiments are listed in Table 4.3. As before, we
used the majority vote for posterior labelling, and the variance of the base functions,
σ−1, was set such that it fits the distance between neighbouring base function centres.
For the RSOM, the initial neighbourhood range r0 was set to one half of the number
of data points, as stated in Table 4.3. The neighbourhood range defines how much the
update process of one neuron influences the neighbouring neurons in the RSOM grid,
for details, see [67]. It is annealed exponentially to 0.01 during training, by calculating
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Table 4.3: Overview of the parameter settings used in the visualization experiments on
the benchmark data sets.
method parameter setting
RGTM number of latent points 900 (30-by-30 grid)
RGTM number of base functions 4 (2-by-2 grid)
RGTM number of training epochs 30
RSOM number of neurons 900 (30-by-30 grid)
RSOM number of training epochs 500
RSOM initial neighbourhood range N/2
t-SNE initial dimensionality bN/4c
t-SNE perplexity 30
the range for the current epoch ec as rc = r0 · (0.01/r0)ec/e, where e refers to the total
number of epochs. As it is common when applying t-SNE, the dimensionality of the data
is first reduced by PCA, before the t-SNE mapping is calculated. This initial projection
dimensionality was set to one fourth of the number of data points, as stated in Table 4.3.
As can be seen from the visualization and the evaluation in Figures 4.2 to 4.7, RGTM
displays clear class structures and clear separations of the clusters in the form of unlabelled
units, if appropriate. RGTM is able to preserve the topology quite well, since the
flexibility of the mapping is determined by the number of base functions, which is chosen
to be very small in these experiments. On the contrary, RSOM tries to optimize the
quantization error in the limit, and thus spreads all prototypes among the data even at
the cost of topological deformations or neighbourhood deformations, as can be seen on
the visualisations of the U-matrices. They show, that RGTM has very regular grids while
RSOM introduces deformations to allow clustering of the prototypes. This fact is also
mirrored by the values of the topographic product as shown in Table 4.2, for which GTM
yields much smaller values for all but one example. Thus, RGTM generates visualizations
which are much closer to the corresponding t-SNE visualization as compared to RSOM.
Unlike t-SNE, however, RGTM provides additional functionality such as grouping and
an explicit lattice structure.
Interestingly, the quality as evaluated by precision and recall is much less clear. Here,
RGTM leads to worse values for very small neighbourhood range k as compared to t-SNE
and RSOM in almost all cases. This can be attributed to two facts: on the one hand, it
clusters points such that, due to identical positions for several data points, the precision
is low for small neighbourhood sizes. In addition, RGTM is quite constrained in its local
projections provided a small number of base functions is chosen such that almost locally
linear projections for the data manifold are observed. While this ensures an excellent
global image and topology preservation as measured by the topographic product, local
nonlinearities cannot be precisely captured. Due to the clustering which prevents very
good values at small ranges k, the interesting region for medium sized k starting from
about k = 10 displays a different behaviour. RGTM is at least competitive to t-SNE and
RSOM, being even clearly superior to the latter in some cases, approaching the quality
of t-SNE in these cases.
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(a) RGTM
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1
1.4
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(b) U-matrix for RGTM
(c) RSOM
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1
1.4
1.8
(d) U-matrix for RSOM
(e) t-SNE
Figure 4.2: The cat cortex benchmark data set visualized by t-SNE, as well as RGTM
and RSOM with corresponding U-matrices.
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(b) U-matrix for RGTM
(c) RSOM
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(d) U-matrix for RSOM
(e) t-SNE
Figure 4.3: The proteins benchmark data set visualized by t-SNE, as well as RGTM and
RSOM with corresponding U-matrices.
4.4. Experiments 79
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(b) U-matrix for RGTM
(c) RSOM
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(d) U-matrix for RSOM
(e) t-SNE
Figure 4.4: The aural sonar benchmark data set visualized by t-SNE, as well as RGTM
and RSOM with corresponding U-matrices.
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(b) U-matrix for RGTM
(c) RSOM
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(d) U-matrix for RSOM
(e) t-SNE
Figure 4.5: The patrol benchmark data set visualized by t-SNE, as well as RGTM and
RSOM with corresponding U-matrices.
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(a) RGTM
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(b) U-matrix for RGTM
(c) RSOM
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(d) U-matrix for RSOM
(e) t-SNE
Figure 4.6: The voting benchmark data set visualized by t-SNE, as well as RGTM and
RSOM with corresponding U-matrices.
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Aural sonar data set
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Figure 4.7: Mean precision and mean recall for the RGTM, RSOM, and t-SNE mappings
of five benchmark data sets.
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Parameters for data visualization
The parameter σ, which determines the variance of the base functions, has only a slight
effect on the algorithm, if it stays in a reasonable interval. Throughout the experiments,
it was set to fit the distance between neighbouring base function centres, and the number
of base functions was chosen as small as possible to preserve the topology of the data.
Changing the number of latent points generally changes only the sampling of the data
but qualitatively the shape of the map stays the same. So with a smaller number, the
algorithm is faster and sparsity of the representation is increased; with a larger number,
the algorithm is slower but more details in data relations can be discovered.
As already mentioned before, data points are projected to the grid position of its
respective winning prototype in latent space. Interestingly, it is possible to use different
grid resolutions for data display based on a trained map (trained using only one fixed
resolution): RGTM yields an explicit mapping of latent space to the data space by means
of the function (3.1). This can directly be used to create an image of any grid in latent
space. This behaviour is displayed in Fig. 4.8 on the cat cortex data, trained originally
with a 10-by-10 grid. Here, the grid size is changed and the trained mapping of latent
points into the data space is reused to do the posterior labelling for the new grids. In
this visualisation, each prototype is labelled by the class with the highest accumulated
responsibility. If the highest responsibility of a prototype is below a specified threshold,
then the prototype is not responsible for any class and no label is assigned to it. Obviously,
the overall structure of the map remains the same, but it is possible to focus on a different
level of detail on demand using an appropriate grid resolution.
By setting the grid resolution reasonably large, a very detailed resolution, in the limit
a one-to-one mapping of data points to prototypes and corresponding grid positions can
be achieved, i.e., all data points are individually mapped to different latent points. To
favour such a mapping in an experiment, the number of latent points in the grid has to be
larger than the total number of data points. Of course, depending on the topology, idle
prototypes are present in the map to represent empty space. Thus, the grid resolution
should be chosen as a multiple of the number of data. The standard course of action
would be, to first choose a reasonable grid size, and increase the grid size, if the data
are not yet represented individually. The latter is possible without retraining, relying on
the explicit mapping of the latent space to the data space. Such an almost one-to-one
mapping is presented for the cat cortex data in Fig. 4.9 in comparison with a t-SNE
mapping. Here, a latent point is only assigned a label, if it is the winner for some data
point. This way, RGTM arrives at an almost individual projection of points, rather than
prototypes which deliver a compressed display of the data.
It is also possible to first train GTM with a small grid, increase the grid resolution
afterwards and finally fine tune the mapping with a large grid. In this case the training
with a small grid would act as an initialisation, allowing to capture the global topology
of the data. The fine tuning step could then be used to construct a much more complex
mapping, which would focus more on the local data structure. A similar idea is pursued
by the hierarchical GTM [151]. There, a relatively small grid presents the global view
on the data and each prototype can be unfolded hierarchically to a grid depicting the
local data structure.
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(a) 30-by-30 grid
(b) 10-by-10 grid (Original) (c) 3-by-3
Figure 4.8: The trained RGTM on the cat cortex data reused for new mappings in
different grid sizes.
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(a) Projection of data points to their position on a 30-by-30
grid by RGTM
(b) t-SNE projection
Figure 4.9: Visual comparison of the mapping of the cat cortex data, obtained by t-SNE
and RGTM. Here, the RGTM was trained using a fine grid resolution, and
only winner prototypes were labelled after training. Therefore, the ratio of
labelled prototypes to original data points is approximately 1 to 1.18, so a
one-to-one mapping is nearly achieved.
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4.5 Summary
In this chapter, as noted in Table 4.4, we extended GTM towards data given by a
dissimilarity matrix rather than Euclidean vectors. The resulting algorithm, relational
GTM, can be used directly on the dissimilarity matrix. It has been demonstrated in the
experiments that RGTM provides a reasonable topographic mapping of the data which
is competitive to alternatives for clustering of dissimilarity data such as deterministic
annealing or relational neural gas, and to alternatives for projection of dissimilarity data
such as t-SNE and relational SOM.
Table 4.4: Extending GTM to relational data.
Topic Relational Out-of-Sample Efficiency Relevance
Technique Data Extension vectorial relational Learning
GTM
√ √ √
?
√
t-SNE
√
? ? ?
Note that RGTM leads to a sparse representation of data in terms of a set of latent
points in latent space together with a prescription of how this generates a probability
distribution in data space. In particular, due to an explicit mapping of the latent space
to the data space, an appropriate resolution of the mapping can be chosen posterior to
training.
One drawback of RGTM compared to vectorial approaches is its dependency on the
dissimilarity matrix which is quadratic in the number of points. This causes difficulties if
large data sets are dealt with. In [59], approximation schemes have been proposed in the
context of relational neural gas which, on the one hand, result in a sparse representation
of prototypes, on the other hand, allow a patch processing of huge dissimilarity matrices
for which the computational load would otherwise be too big. This way, the resulting
topographic mapping scheme is linear in the number of data points. The transfer of this
method to RGTM was presented in [179]. Another way to deal with large data sets is to
incorporate the classical Nystro¨m technique to approximate the dissimilarity matrix in
linear time. This way, a linear time complexity algorithm is achieved as demonstrated
in preliminary experiments in [47]. The comparison of both approximation techniques
was discussed in [179]. It appears, that patch processing is well suited for streaming
data, while Nystro¨m approximation is good for dissimilarity matrices with low rank. An
in-depth discussion on the Nystro¨m technique as well as relational data in general will
be given in the next chapter.
This chapter is based on: Andrej Gisbrecht and Frank-Michael Schleif. Metric and
non-metric proximity transformations at linear costs. Neurocomputing. Submitted.
Chapter 5
Efficient processing of proximity data
In many application areas such as bioinformatics, text mining, image retrieval, spec-
troscopy domains or social networks the available electronic data are increasing and
get more complex in size and representation. In general these data are not given in
vectorial form and domain specific (dis-)similarity measures are used as a replacement
or complement to Euclidean measures. These data are also often associated to dedicated
structures which make a representation in terms of Euclidean vectors difficult: biological
sequence data, text files, XML data, trees, graphs, or time series [25, 88, 115] are of
this type. These data are inherently compositional and a feature representation leads
to information loss. As an alternative, tailored dissimilarity measures such as pairwise
alignment functions, kernels for structures or other domain specific similarity and dis-
similarity functions can be used as the interface to the data. But also for vectorial data,
non-metric proximity measures are common in some disciplines. An example of this type
is the use of divergence measures [29] which are very popular for spectral data analysis
in chemistry, geo- and medical sciences [114, 116, 149], and are not metric in general.
In such cases, machine learning techniques which can deal with pairwise similarities or
dissimilarities have to be used [119].
In previous chapter, we already discussed the relational GTM as a technique capable of
dealing with such data. In section 4.3 we encountered issues which are also characteristic
for most methods based on pairwise relations of data points. Typically, naive approaches
have quadratic memory complexity and quadratic or even cubic runtime complexity.
They are also often based on non-convex optimization schemes, which may result in
convergence issues as shown in e.g. [67]. Thus, not only in dimensionality reduction, but
also in other areas, such as e.g. clustering or classification, it is desirable to have fast
and reliable (dis-)similarity based techniques. Kernel methods, readily available for a
large variety of tasks, could solve this problem perfectly. They constitute some of the
most effective and generic data mining techniques [140] and using the Nystro¨m technique
[173] they could be applied in an efficient way. Unfortunately, they are available only
for metric similarities and can not be used for dissimilarities or non-metric similarities.
Accordingly, it is of strong interest to get access to kernel approaches for a variety of
potentially non-metric proximity data. In this chapter, we present a general approach
which allows the transformation of dissimilarities to similarities and vice versa, but also
from non-metric to metric data in linear time. Thus, it allows to apply relational and
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kernel techniques on an arbitrary type of data in an efficient and consistent way.
The rest of the chapter is organized as follows. First we give a brief review of re-
lated work. Subsequently we review common transformation techniques for dissimilarity
data and discuss the influence of non-Euclidean measures, by eigenvalue corrections.
Thereafter we discuss alternative methods for processing small dissimilarity data. We
extend this discussion to approximation strategies and give an alternative derivation
of the Nystro¨m approximation together with a convergence proof, also for indefinite
kernels. This allows us to apply the Nystro¨m technique to similarities as well as for
dissimilarities. Thus, we can link both strategies effectively to use kernel methods for
the analysis of (non-)metric dissimilarity data. Then we show the effectiveness of the
proposed approach by different exemplary supervised experiments aligned with various
error measures. We also discuss differences and similarities to some known approaches
supported by experiments on simulated data.
5.1 Related work
Similarity and dissimilarity learning or for short proximity learning has attracted wide
attention over the last years, pioneered by work of [52] and major contributions in
[119] and different other research groups. As will be detailed more formally in the next
section, the learning of proximities is challenging under different aspects: in general
there is no underlying vector space, the proximities may be non-Euclidean, the data may
not be metric. As mentioned before a matrix of metric similarities between objects is
essentially a kernel and can be analysed by a multitude of kernel methods [140]. But
complex preprocessing steps are necessary, as discussed in the following, to apply them on
non-metric (dis-)similarities. Some recent work discussed non-metric similarities in the
context of kernel approaches by means of indefinite kernels see e.g. [105, 122], resulting
in non-convex formulations. Other approaches try to make the kernel representation
positive semi definite (psd) [25, 27], but with high computational costs. In fact, as
discussed in the work of Pekalska [119], non-Euclidean proximities can encode important
information in the Euclidean as well as in non-Euclidean parts of space, represented by
the positive and negative eigenvalues of the corresponding similarity matrix, respectively.
Thus, transformations of similarities to make them psd, by e.g. truncating the negative
eigenvalues, may be inappropriate [121]. This however is very data dependent and for a
large number of datasets negative eigenvalues may actually stem from noise effects while
for other data sets the negative eigenvalues carry relevant information [90, 91]. Often
non-psd kernels are still used with kernel algorithms but actually on a heuristical basis,
since corresponding error bounds are provided only for psd kernels in general. As we
will see in the experiments for strongly non-psd data it may happen that standard kernel
methods fail to converge due to the violation of underlying assumptions.
Another strategy tries to learn appropriate similarity functions based on the given
data which then can be used for predictive models [3, 81]. A practical approach of the
last type for classification problems was provided in [80]. The model is defined on a fixed
set of landmarks per class and a transfer function, both heuristically optimized. The
results are however in general substantially worse than those provided in [25] where the
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datasets are taken from. The same authors extended this concept in [81] to the problem
of regression incorporating a sparse optimization strategy on i.i.d. sampled landmarks.
There the problem is formulated as a sparse linear regression problem. While very
appealing the effectiveness of the approach for larger, realistic data sets including outliers
is not addressed and it is not clear if the proposed approach is superior to other sparse
regression approaches using strategies of [25, 26, 27] to address non-psd similarities.
In the following we will focus on non-metric proximities and especially dissimilarities.
Native methods for the analysis of dissimilarity data have been proposed in [49, 55,
119], but are widely based on non-convex optimization schemes and with quadratic to
linear memory and runtime complexity, the later employing some of the approximation
techniques discussed subsequently and additional heuristics. The strategy to correct
non-metric dissimilarities is addressed in the literature only for smaller data sets. This is
caused by the two complicated steps of double centring and eigenvalue correction which
are used in general and scale quadratic and cubic, respectively.
Large (dis-)similarity data are common in biology like the famous UniProt-/SwissProt-
database with ≈ 500.000 entries or GenBank with ≈ 135.000 entries, but there are many
more (dis-)similarity data as discussed in the work based on [119, 120]. These growing
data sets request effective and generic modelling approaches, applicable for a wide range
of data sets.
Here we will show how potentially non-metric (dis-)similarities can be effectively pro-
cessed by standard kernel methods with linear costs, where linear can also apply to the
transformation step. The proposed strategies permit the effective application of many
kernel methods for these type of data under very mild conditions.
Especially for metric dissimilarities the approach keeps the known guarantees like
generalization bounds (see e.g. [35]). For non-psd data we give a convergence proof, but
the corresponding bounds are still open, yet our experiments are promising.
5.2 Transformation techniques for (dis-)similarities
Let vj ∈ V be a set of objects defined in some data space, with |V| = N . We assume,
there exists a dissimilarity measure such that D ∈ RN×N is a dissimilarity matrix
measuring the pairwise dissimilarities Dij = d(vj ,vi)
2 between all pairs (vi,vj) ∈ V 1.
Any reasonable (possibly non-metric) distance measure is sufficient. We assume zero
diagonal d(vi,vi) = 0 for all i and symmetry d(vi,vj) = d(vj ,vi) for all i, j.
5.2.1 Transformation of dissimilarities and similarities into each other
Every dissimilarity matrix D can be seen as a distance matrix computed in some, not
necessarily Euclidean, vector space. The matrix of the inner products computed in this
space is the corresponding similarity matrix S. It can be computed from D directly by
a process referred to as double centring [119]:
S = −JDJ/2
J = (I− 11>/N)
1We assume Dij to be squared to simplify the notation.
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with identity matrix I and vector of ones 1. Similarly, it is possible to construct the
dissimilarity matrix elementwise from the matrix of inner products S
Dij = Sii + Sjj − 2Sij .
As we can see, both matrices D and S are closely related to each other and represent
the same data, up to translation, which is lost in the dissimilarity matrix.
The data stems from an Euclidean space, and therefore the distances dij are Euclidean,
if and only if S is positive semi-definite (psd). This is the case, when we observe only
non-negative eigenvalues in the eigenspectrum of the matrix S associated to D. Such psd
matrices S are also referred to as kernels and there are many classification techniques,
which have been proposed to deal with such data, like the support vector machine (SVM).
In the case of non-psd similarities, the kernel based techniques are no longer guaranteed
to work properly and additional transformations of the data are required. To define these
transformations we need first to understand the pseudo-Euclidean space.
5.2.2 Pseudo-Euclidean embedding
Given a symmetric dissimilarity with zero diagonal, an embedding of the data in a
pseudo-Euclidean vector space is always possible [52].
Definition 1 (Pseudo-Euclidean space [119]) A pseudo-Euclidean space ξ = R(p,q)
is a real vector space equipped with a non-degenerate, indefinite inner product 〈., .〉ξ. ξ
admits a direct orthogonal decomposition ξ = ξ+ ⊕ ξ− where ξ+ = Rp and ξ− = Rq and
the inner product is positive definite on ξ+ and negative definite on ξ−. The space ξ is
therefore characterized by the signature (p, q).
A symmetric bilinear form in this space is given by
〈x,y〉p,q =
p∑
i=1
xiyi −
p+q∑
i=p+1
xiyi = x
>Ip,qy
where Ip,q is a diagonal matrix with p entries 1 and q entries −1. Given the eigendecom-
position of a similarity matrix S = UΛU> we can compute the corresponding vectorial
representation V in the pseudo-Euclidean space by
V = Up+q |Λp+q|1/2 (5.1)
where Λp+q consists of p positive and q negative non-zero eigenvalues and Up+q consists of
the corresponding eigenvectors. It is straightforward to see that Dij = 〈vi−vj ,vi−vj〉p,q
holds for every pair of data points.
Similarly to the signature (p, q) of a space ξ, we describe our finite data sets, given
by a matrix D or S, by the extended signature (p, q,N − p − q) which represents the
number of positive eigenvalues p, the number of negative eigenvalues q and the number
of the remaining zero eigenvalues in the similarity matrix.
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5.2.3 Dealing with pseudo-Euclidean data
In [25] different strategies were analysed to obtain valid kernel matrices for a given
similarity matrix S, most popular are: flipping, clipping, vector-representation, shift
correction. The underlying idea is to remove negative eigenvalues in the eigenspectrum
of the matrix S. One may also try to learn an alternative psd kernel representation
with maximum alignment to the original non-psd kernel matrix [25, 27, 103] or split the
proximities based on positive and negative eigenvalues as discussed in [119, 122].
The flip-operation takes the absolute eigenvalues of the matrix S. This corresponds
to ignoring the separation of the space ξ into ξ+ and ξ− and instead computing in the
space Rp+q. This approach preserves the variation in the data and could be revoked for
some techniques after the training by simply reintroducing the matrix Ip,q into the inner
product.
The shift-operation increases all eigenvalues by the absolute value of the minimal
eigenvalue. This approach performs a nonlinear transformation in the pseudo-Euclidean
space, emphasizing ξ+ and nearly eliminating ξ−.
The clip-operation sets all negative eigenvalues to zero. This approach corresponds to
ignoring the space ξ− completely. As discussed in [121], depending on the data set, this
space could carry important information and removing it would make some tasks, as e.g.
classification, impossible.
After the transformation of the eigenvalues, the corrected matrix S∗ is obtained as S∗ =
UΛ∗U>, with Λ∗ as the modified eigenvalue matrix using one of the above operations.
The obtained matrix S∗ can now be considered as a valid kernel matrix K and kernel
based approaches can be used to operate on the data.
The analysis in [121] indicates that for non-Euclidean dissimilarities some corrections
like above may change the data representation such that information loss occurs. This
however is not yet systematically explored and very data dependent, best supported by
domain knowledge about the data or the used proximity measure.
Alternatively, techniques have been introduced which directly deal with possibly non-
metric dissimilarities. Using the equation 5.1 the data can be embedded into the pseudo-
Euclidean space. Classical vectorial machine learning algorithms can then be adapted
to operate directly in the pseudo-Euclidean space. This can be achieved by e.g. defining
a positive definite inner product in the space ξ. Variations of this approach are also
possible whereby an explicit embedding is not necessary and the training can be done
implicitly, based on the dissimilarity matrix only [119].
A further strategy is to employ the so called relational or proximity learning methods
as we already discussed in chapter 4. More examples are presented in e.g. [49]. The
underlying models consist of prototypes, which are implicitly defined as a weighted linear
combination of training points:
wj =
∑
i
αjivi with
∑
i
αji = 1 .
But this explicit representation is not necessary because the algorithms are based only on
a specific form of distance calculations using the matrix D and the potentially unknown
vector space V is not needed. The basic idea is an implicit computation of distances
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d(·, ·) during the model calculation based on the dissimilarity matrix D using weights α:
d(vi,wj)
2 = [D · αj ]i − 1
2
· α>j Dαj . (5.2)
Detailed explanation of this technique, on the example of relational GTM, can be seen
in chapter 4. As shown e.g. in [59] the mentioned methods do not rely on a metric
dissimilarity matrix D, but it is sufficient to have a symmetric D in a pseudo-Euclidean
space, with constant self-dissimilarities.
Dissimilarity space approach is another technique which does not embed the data
into the pseudo-Euclidean space [119]. Instead, one selects a representative set of points
wi ∈W and considers for every point the dissimilarities to the setW as features, resulting
in a vectorial representation xi = [d(vi,w1), d(vi,w2), d(vi,w3), ...]
>. This corresponds
to an embedding into an Euclidean space with the dimensionality equal to the size of
the selected set of points. These vectors can then be processed using any vectorial
approaches. A negative point of this representation is the change of the original data
representation which may disturb the structure of the data. It is also highly reliable on a
good representative set, since highly correlated sampled points generate similar features
and the correlation information is lost in the embedded space.
5.2.4 Complexity
The methods discussed before are suitable for data analysis based on similarity or dissim-
ilarity data where the number of samples N is rather small, e.g. scales by some thousand
samples. For large N , most of the techniques discussed above become infeasible. All
techniques which use the full (dis-)similarity matrix, have O(N2) memory complexity
and thus at least O(N2) computational complexity.
Double centring, if done naively, is cubic, although after simplifications it can be
computed in O(N2). Transformation from S to D can be done elementwise, but if the
full matrix is required it is still quadratic.
All the techniques relying on the full eigenvalue decomposition, e.g. for eigenvalue
correction or for explicit pseudo-Euclidean embedding, have an O(N3) computational
complexity. Relational GTM and other methods working implicitly by using the dissimi-
larity matrix have at least quadratic complexity.
The only exception is the dissimilarity space approach. If it possible to select a good
representative set of a small size, one can achieve linear computational and memory
complexity. The technique becomes quadratic as well, if all data points are selected for
representative set.
Other then this, only for metric, similarity data (psd kernels) efficient approaches have
been proposed before, e.g. the Core-Vector Machine (CVM) [154] or low-rank linearised
SVM [178] for classification problems or an approximated kernel k-means algorithm for
clustering [28].
A schematic view of the relations between S and D and its transformations is shown
in Figure 5.1, including the complexity of the transformations. Some of the steps can be
done more efficiently by known methods, but with additional constraints or in atypical
settings as discussed in the following.
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Figure 5.1: Schema of the relation between similarities and dissimilarities.
In the following, we discuss techniques to deal with larger sample sets for potentially
non-metric similarity and especially dissimilarity data. We show how standard kernel
methods can be used, assuming that for non-metric data, the necessary transformations
have no severe negative influence on the data accuracy. Basically also core-set techniques
[2] become accessible for large potentially non-metric (dis-)similarity data in this way,
but at the cost of multiple additional intermediate steps. In particular, we investigate the
Nystro¨m approximation technique, as low rank linear time approximation technique; we
will show its suitability and linear time complexity for similarities as well as dissimilarities,
applied on the raw data as well as for the eigenvalue correction.
5.3 Nystro¨m approximation
As shown in [173], given a symmetric positive semi-definite kernel matrix K, it is possible
to create a low rank approximation of this matrix using the Nystro¨m technique [117].
The idea is to sample m points, the so called landmarks, and to analyse the small m×m
kernel matrix Km,m constructed from the landmarks. The eigenvalues and eigenvectors
from the matrix Km,m can be used to approximate the eigenvalues and eigenvectors of
the original matrix K. This allows to represent the complete matrix in terms of a linear
part of the full matrix only. The final approximation takes the simple form
Kˆ = KN,mK
−1
m,mKm,N , (5.3)
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where KN,m is the kernel matrix between N data points and m landmarks and K
−1
m,m is
the Moore-Penrose pseudoinverse of the small matrix.
This technique has been proposed in the context of Mercer kernel methods in [173]
with related proofs and bounds given in [35] and very recent results in [50]. It can be
applied in conjunction with algorithms using the kernel matrix in multiplications with
other matrices or vectors only. Due to the explicit low rank form as in Equation (5.3)
it is possible to select the order of multiplication, thus reducing the complexity from
quadratic in the number of data points to a linear one.
5.3.1 Eigenvalue decomposition of a Nystro¨m approximated matrix
In some applications it might be useful to compute the exact eigenvalue decomposition
of the approximated matrix Kˆ, e.g. to compute the pseudo-inverse of this matrix. We
will show now, how this decomposition can be computed in linear time. The psd matrix
approximated by Equation (5.3) can be written as
Kˆ = KN,mK
−1
m,mKm,N
= KN,mUΛ
−1U>K>N,m
= BB>,
where we defined B = KN,mUΛ
−1/2 with U and Λ being the eigenvectors and eigenvalues
of Km,m, respectively. Further it follows
Kˆ2 = BB>BB>
= BVAV>B>,
where V are the orthonormal eigenvectors of the matrix B>B and A the matrix of its
eigenvalues. The corresponding eigenequation can be written as B>Bv = av.Multiplying
it with B from left we get the eigenequation for Kˆ
BB>(Bv) = a (Bv) .
It is clear, that A must be the matrix of eigenvalues of Kˆ. The matrix Bv is the matrix
of the corresponding eigenvectors, which are orthogonal but not necessary orthonormal.
The normalization can be computed from the decomposition
Kˆ = BVV>B>
= BVA−1/2AA−1/2V>B>
= CAC>,
where we defined C = BVA−1/2 as the matrix of orthonormal eigenvectors of Kˆ. Thus,
Kˆ = CAC> is the orthonormal eigendecomposition of Kˆ.
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5.3.2 Convergence proof
The Nystro¨m approximation was proposed for the psd matrices and thus, it was not
accessible for distance matrices and similarities coming from non-psd kernel functions.
First developments to apply the Nystro¨m technique to indefinite matrices were presented
in [47, 49]. Although supported with experiments, a formal proof was lacking. Here we
present a proof, that in fact, if the number of landmarks is large enough, the Nystro¨m
approximated, possible indefinite kernel converges in the operator norm to the true
underlying kernel. Generalization bounds will be a subject of the future work.
Let K be an integral operator and its kernel k ∈ L2(Ω2) be a continuous symmetric
function (not necessarily psd):
Kf(x) :=
∫
Ω
k(x, y)f(y)dµ(y).
Without loss of generality let Ω be an interval [a, b] ⊂ R with measure 1. Then K is a
compact operator in a Hilbert space H
‖K‖L2→L2 := sup
x
∫
Ω
|k(x, y)|dµ(y) ≤ ‖k‖∞,
with the operator norm ‖.‖L2→L2 and supremum norm ‖.‖∞.
We define a measurement operator Tm which divides the space Ω into m spaces Ωj ,
each with the measure 1/m. It converts functions f ∈ H to functions fm ∈ Hm which are
piecewise constant on each Ωj . The corresponding integral kernel of Tm is defined as:
tm(x, y) :=
{
m x, y ∈ Ωj for any j
0 else.
It follows for an x ∈ Ωj that
Tmf(x) =
∫
Ω
tm(x, y)f(y)dµ(y) = m
∫
Ωj
f(y)dµ(y),
where we can see, that the right hand side is the mean value of f(y) on Ωj and thus
constant for all x ∈ Ωj . This way, the operator Tm allows us to approximate a function
f(x) by measuring it at m places f(xj) and assuming that it is constant in between.
Measuring the operator K we get Km := Tm ◦K with the integral kernel∫
Ω
tm(x, z)k(z, y)dµ(z) =
m∑
j=1
∫
Ωj
tm(x, z)k(z, y)dµ(z)
=
m∑
j=1
1Ωj (x)m
∫
Ωj
k(z, y)dµ(z)
=
m∑
j=1
1Ωj (x)kj(y)
=: km(x, y),
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where 1Ωj (x) is the indicator function which is 1 if x ∈ Ωj and 0 elsewhere and we defined
kj = m
∫
Ωj
k(z, y)dµ(z).
We can now analyse the convergence behaviour of Km to K. ∀x ∈ Ωj and ∀y ∈ Ω we
get
|km(x, y)− k(x, y)| =
=
∣∣∣∣∣m
∫
Ωj
k(z, y)dµ(z)−m
∫
Ωj
k(x, y)dµ(z)
∣∣∣∣∣
≤ m
∫
Ωj
|k(z, y)− k(x, y)| dµ(z).
Since k is continuous on the interval [a, b], it is uniformly continuous and we can bound
|k(z, y)− k(x, y)| ≤ D(Ωj) := sup
x1, x2∈Ωj
y∈Ω
|k(x1, y)− k(x2, y)|
≤ δm := max
j
D(Ωj)
and therefore
sup
x∈Ω
y∈Ω
|km(x, y)− k(x, y)| ≤ δm.
For m→∞ the Ωj become smaller and δm → 0, thus kernel km converges to k. For the
operators K and Km it follows
‖Km −K‖L2→L2 → 0
which shows thatKm converges to K in the operator norm, if the number of measurements
goes to infinity.
Applying Km on f results in
Kmf(x) =
∫
Ω
km(x, y)f(y)dµ(y)
=
m∑
j=1
1Ωj (x)
∫
Ω
kj(y)f(y)dµ(y)
=
m∑
j=1
aj1Ωj (x)
where aj :=
∫
Ω kj(y)f(y)dµ(y) is a constant with respect to x. It is clear that Kmf is
always in the linear hull of 1Ω1(x), ..., 1Ωm(x) and the image of the operator =Km =
span{1Ω1(x), ..., 1Ωm(x)} is m dimensional. Since the coefficients aj are finite, Km is a
compact operator and because the sequence of Km converges to K, we see that K is in
fact a compact operator.
According to the ”Perturbation of bounded operators” theorem [166], if a sequence
Km converges to K in the operator norm, then for an isolated eigenvalue λ of K there
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exist isolated eigenvalues λm of Km such that λm → λ and the corresponding spectral
projections converge in operator norm. This theorem allows us to estimate the eigenvalues
and eigenfunctions of the unknown operator K by computing the eigendecomposition of
the measured operator Km.
The eigenfunctions and eigenvalues of the operator Km are given as the solutions of
the eigenequation
Kmf = λf. (5.4)
We know that the left hand side of the equation is in the image of Km and therefore an
eigenfunction f must have the form
f(x) =
m∑
i=1
fi1Ωi(x) (5.5)
where fi are constants. For the left side of the Equation (5.4) it follows
Kmf(x) =
∫
Ω
m∑
j=1
1Ωj (x)kj(y)f(y)dµ(y)
=
m∑
j=1
1Ωj (x)
∫
Ω
kj(y)
m∑
i=1
fi1Ωi(y)dµ(y)
=
m∑
j=1
m∑
i=1
1Ωj (x)fi
∫
Ωi
kj(y)dµ(y)
=
m∑
j=1
m∑
i=1
1Ωj (x)
1
m
fikji
and we defined kji = m
∫
Ωi
kj(y)dµ(y) = m
2
∫
Ωi
∫
Ωj
k(y, z)dµ(y)dµ(z) which represents
our measurement of the kernel k around the i-th and j-th points. If we combine the
above equation with the Equation (5.4) for an x ∈ Ωj we get
m∑
i=1
1
m
kjifi = λfj .
This equation is a weighted eigenequation and we can turn it into a regular eigenequation
by defining λ˜ = mλ and f˜i = fi/
√
m. Thus, we get
m∑
i=1
kjif˜i = λ˜f˜j .
Hence λ˜ and f˜ are the eigenvalues and eigenvectors of matrix (kji). Note, that fi are
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scaled to guarantee the normalization of f˜
1 =
∫
Ω
f(x)f(x)dµ(x)
=
∫
Ω
m∑
i=1
f2i 1Ωi(x)dµ(x)
=
m∑
i=1
f2i
∫
Ωi
dµ(x)
=
m∑
i=1
(
fi√
m
)2
.
The eigendecomposition takes the form
(kji) =
m∑
l=1
λ˜lf˜ l(f˜ l)′
and for a single measured element we get
kij =
m∑
l=1
λ˜lf˜ li f˜
l
j .
According to the spectral theorem [172] the eigendecomposition of k is
k(x, y) =
∞∑
l=1
γlφl(x)φl(y)
where γl and φl are the eigenvalues and eigenfunctions, respectively. Since K is a compact
operator, γl is a null sequence. Thus, the sequence of operators K˜m with the kernel
k˜m(x, y) =
∑m
l=1 γ
lφl(x)φl(y) converges to K in the operator norm for m→∞ [172] and
we can approximate
k(x, y) ≈
m∑
l=1
γlφl(x)φl(y)
=
m∑
l=1
∫
Ω
k(x, z)φl(z)dµ(z)
1
γl
∫
Ω
k(y, z′)φl(z′)dµ(z′),
where we assume that none of the γl are zero. Further, due to the ”Perturbation of
bounded operators” theorem, the eigenvalues λl converge to γl and the corresponding
eingenspaces converge in the operator norm and we can approximate
k(x, y) ≈
m∑
l=1
∫
Ω
k(x, z)f l(z)dµ(z)
1
λl
∫
Ω
k(y, z′)f l(z′)dµ(z′).
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Taking into account the Equation (5.5) the above formula turns into
k(x, y) ≈
m∑
l=1
∫
Ω
k(x, z)
m∑
i=1
f li1Ωi(z)dµ(z)
· 1
λl
∫
Ω
k(y, z′)
m∑
j=1
f lj1Ωj (z
′)dµ(z′)
=
m∑
l=1
m∑
i=1
f li
∫
Ωi
k(x, z)dµ(z)
1
λl
m∑
j=1
f lj
∫
Ωj
k(y, z′)dµ(z′)
=
m∑
i=1
m∑
j=1
ki(x)
(
m∑
l=1
f li√
m
1
mλl
f lj√
m
)
kj(y)
=
m∑
i=1
m∑
j=1
ki(x)
(
k−1
)
ij
kj(y),
where k−1 is the pseudo-inverse of the matrix consisting of elements kij . It is now clear,
that after measuring ki(x) at N places and writing the above formula in matrix form,
we retain the original Nystro¨m approximation as in Equation (5.3).
Note, that the approximation of k(x, y) consists of two approximations. The first one
is the approximation of the rank of the matrix and the second one is the approximation
of the eigenfunctions and eigenvalues. Although we don’t know the exact eigenvalues
and eigenfunctions of kernel k(x, y), the approximation is exact if the kernel has the rank
m. This fact is known for the Nystro¨m approximation and can be validated by simple
matrix transformations. The reason is, that if the rank of a kernel is m then it can be
represented as an inner product in a pseudo-Euclidean space and m linearly independent
landmarks build a basis which spans this space. The position of any new point x is then
fully determined by k(x, xi), with xi being the landmarks, so that all inner products
between any points are determined and the matrix K can be computed precisely.
The Nystro¨m approximation involves the computation of KN,m and inversion of Km,m
with the corresponding complexities of O(mN) and O(m3), respectively. The multipli-
cation of both matrices as well as multiplication of the approximated matrix with other
matrices, required for further processing and training, has the complexity of O(m2N).
Thus, the overall complexity of the Nystro¨m technique is given by O(m2N).
5.4 Transformations of (dis-)similarities with linear costs
The Nystro¨m approximation was proposed originally to deal with large psd similarity
matrices with kernel approaches in mind [173]. To apply these techniques on indefinite
similarity and dissimilarity matrices additional transformations, as discussed in section
5.2, are required. Unfortunately, these transformations have quadratic or even cubic
time complexity, making the advantage gained by the Nystro¨m approximation pointless.
Since we can now apply the Nystro¨m technique on arbitrary symmetric matrices, it is
not only possible to approximate the dissimilarities directly, but also to perform the
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Figure 5.2: Updated schema from Figure 5.1 using the discussed approximation. The
costs are now substantially smaller, provided m N .
transformations in linear time. Thus, we can apply relational and kernel techniques on
similarities and dissimilarities regardless, performing eigenvalue correction if necessary.
In this section we will elaborate how the transformations discussed in section 5.2 can
be done in linear time if applied for the Nystro¨m-approximated matrices. The updated
costs are shown on the Figure 5.2.
5.4.1 Transformation of dissimilarities and similarities into each other
Given a dissimilarity matrix D, there are two ways to construct the approximated matrix
Sˆ. First, we can transform D to S using double centring and then apply Nystro¨m
approximation to S. Obviously, this approach has quadratic time complexity due to
the double centring step. Second, we can approximate D to Dˆ first and then apply
double centring. As we will show in the following, this transformation requires only
linear computational time.
As mentioned before, from the dissimilarity matrix D we can compute the corre-
sponding similarity matrix using double centring. This process is noted as S(D) in the
following:
S(D) = −JDJ/2
where J = (I−11>/N) with identity matrix I and vector of ones 1. Expanding the right
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side of the equation we get
S(D) = −1
2
JDJ
= −1
2
((
I− 1
N
11>
)
D
(
I− 1
N
11>
))
= −1
2
(
D− 1
N
D11> − 1
N
11>D +
1
N2
11>D11>
)
.
Approximating S(D) requires computation of a linear part of each summand, but still
involves summation over the full matrix D.
Alternatively, by approximating D first, we get
S
Ny≈ S(Dˆ) = −1
2
[
DN,m ·D−1m,m ·Dm,N −
1
N
DN,m (5.6)
·(D−1m,m · (Dm,N1))1> −
1
N
1((1>DN,m) ·D−1m,m)
·Dm,N + 1
N2
1((1>DN,m) ·D−1m,m · (Dm,N1))1>
]
.
This equation can be rewritten for each entry of the matrix S(Dˆ)
Sij(Dˆ) = −1
2
[
Di,m ·D−1m,m ·Dm,j
− 1
N
∑
k
Dk,m ·D−1m,m ·Dm,j
− 1
N
∑
k
Di,m ·D−1m,m ·Dm,k
+
1
N2
∑
kl
Dk,m ·D−1m,m ·Dm,l
]
,
as well as for the sub-matrices Sm,m(Dˆ) and SN,m(Dˆ), in which we are interested for the
Nystro¨m approximation
Sm,m(Dˆ) = −1
2
[
Dm,m − 1
N
1 ·
∑
k
Dk,m
− 1
N
∑
k
Dm,k · 1>
+
1
N2
1 ·
∑
kl
Dk,m ·D−1m,m ·Dm,l · 1>
]
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SN,m(Dˆ) = −1
2
[
DN,m − 1
N
1 ·
∑
k
Dk,m
− 1
N
∑
k
DN,m ·D−1m,m ·Dm,k · 1>
+
1
N2
1 ·
∑
kl
Dk,m ·D−1m,m ·Dm,l · 1>
]
.
Now, the matrix S(Dˆ) can be approximated via the matrix Sˆ(Dˆ) using the matrices
Sm,m(Dˆ) and SN,m(Dˆ). This requires only a linear part of D and involves linear compu-
tation time.
Comparing this approach to the quadratic computation of SN,m, we see, that the first
three summands are identical and only the forth summand is different. This term involves
summation over the full dissimilarity matrix and, depending on the approximation quality
of Dˆ, might vary. The deviation is added to each pairwise similarity resulting in a
nonlinear transformation of the data. If m corresponds to the rank of D then double
centring is exact and no information loss occurs during the approximation. Otherwise,
the information loss increases with smaller m for both approaches and the error is made
by approximating S in the first case and by approximating D in the second case. If the
Nystro¨m approximation is feasible for a given data set, then the second approach allows
to perform the transformation in linear instead of quadratic time.
It should be mentioned that a similar transformation is possible with the landmark
multidimensional scaling (LMDS) [33]. The idea is to sample a small amount m of points,
the so called landmarks, compute the corresponding dissimilarity matrix followed by a
double centring on this matrix. Finally the data are projected to a low dimensional
space using an eigenvalue decomposition. The remaining points can then be projected
into the same space, taking into account the distances to the landmarks, and applying a
triangulation. From this vectorial representation of the data one can easily retrieve the
similarity matrix as a scalar product between the points.
It was shown, that LMDS is a Nystro¨m technique as well [126], but compared to our
proposed approach in Equation (5.6) it makes not only an error in the forth summand,
but also in the second and the third. Additionally, and more importantly, by projecting
into Euclidean space it makes an implicit clipping of the eigenvalues. As discussed above
and will be shown later, this might disturb data significantly, leading to qualitatively
worse results. Thus, our proposed method can be seen as a generalization of LMDS and
should be used instead.
Similarly to the transformation from D to Sˆ, there are two ways to transform S to Dˆ.
First, transform the full matrix S to D using Dij = Sii + Sjj − 2Sij and then apply the
Nystro¨m approximation
Dˆ = DN,mD
−1
m,mD
>
N,m. (5.7)
Second, approximate S with Sˆ and then transform it to Dˆ. The first approach requires
quadratic time, since it transforms the full matrix. In the second approach only DN,m
is computed, thus making it linear in time and memory. Obviously, both approaches
produce the same results, but the second one is significantly faster. The reason is, that
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for the computation of Dˆ only the matrix DN,m is required and it is not necessary to
compute the rest of D.
5.4.2 Eigenvalue correction
For non-Euclidean data, the corresponding similarity matrix is indefinite. We would
like to make the data Euclidean in order to avoid convergence issues, or to be able
to use kernel methods. A strategy to obtain a valid kernel matrix from similarities
is to apply an eigenvalue correction as discussed in section 5.2.3. This however can
be prohibitive for large matrices, since to correct the whole eigenvalue spectrum, the
whole eigenvalue decomposition is needed, which has O(N3) complexity. The Nystro¨m
approximation can again decrease computational costs dramatically. Since we can now
apply the approximation on an arbitrary symmetric matrix, we can make the correction
afterwards, reducing the complexity to a linear one, as we will show now.
Given non-metric dissimilarities D, we can first approximate them and then convert
to approximated similarities Sˆ(Dˆ) using the Equation (5.6). For similarities Sˆ, given
directly or obtained from Sˆ(Dˆ), we need to compute the eigenvalue decomposition in
linear time. As we have shown in the section 5.3.1, it is possible to compute the exact
eigenvalue decomposition of a Nystro¨m-approximated psd matrix in linear time. Since Sˆ
is indefinite, we can not apply the above technique directly. Instead, since in a squared
matrix the eigenvectors stay the same, we first compute
Sˆ2 = SN,mS
−1
m,m (Sm,N · SN,m) S−1m,mSm,N
= SN,mS˜m,mS
>
N,m.
The resulting matrix can be computed in linear time and is psd. This means, we can
determine its eigenvalue decomposition as described in section 5.3.1:
Sˆ2 = CA˜C>,
where A˜ are the eigenvalues of Sˆ2 and C are the eigenvectors of both Sˆ2 and Sˆ.
Using the eigenvectors C, the eigenvalues A of Sˆ = CAC> can be retrieved via
A = C>SˆC. Then we can correct the eigenvalues A by some technique as discussed in
section 5.2.3 to A∗. The corrected approximated matrix Sˆ∗ is then simply
Sˆ∗ = CA∗C>. (5.8)
Thus, using a low rank representation of a similarity matrix we can compute its eigenvalue
decomposition and perform eigenvalue correction in linear time. If it is desirable to work
with the corrected dissimilarities, then using the Equation (5.7), it is possible to transform
the corrected similarity matrix Sˆ∗ back to dissimilarities resulting in the corrected and
approximated matrix Dˆ∗.
5.4.3 Out-of-sample extension
Usually models are learned by a training set and we expect them to generalize well on
the new unseen data, or the test set. In such cases we need to provide an out-of-sample
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extension, i.e. a way to apply the model on the new data. This might be a problem for
the techniques dealing with (dis-)similarities. If the matrices are corrected, we need to
correct the new (dis-)similarities as well to get consistent results. Fortunately this can
be easily done in the Nystro¨m framework.
If we compare the Equations (5.3) and (5.8) we see that the correction is performed
on a different decomposition of Sˆ, i.e.:
SN,mSm,mS
>
N,m = Sˆ = CAC
>. (5.9)
If we correct A it is not clear what happens on the left side of the above equation. There-
fore, to compute the out-of-sample extension we need to find a simple transformation
from one decomposition to the other. Taking a linear part SˆN,m from the equation 5.9
we get
SN,m = CN,mAC
>
m,m,
which leads after a simple transformation to
CN,m = SN,m
(
AC>m,m
)−1
.
Plugging the above formula into Equation (5.8) we get
Sˆ∗ = SN,m
(
AC>m,m
)−1
A∗
((
AC>m,m
)−1)>
S>N,m
= SN,m(C
>
m,m)
−1A−1A∗A−1C−1m,mS
>
N,m
= SN,m(C
>
m,m)
−1(A∗)−1C−1m,mS
>
N,m
= SN,m
(
Cm,mA
∗C>m,m
)−1
S>N,m
and we see that we simply need to extend the matrix SN,m by uncorrected similarities
between the new points and the landmarks to obtain the full approximated and corrected
similarity matrix, which then can be used by the algorithms to compute the out-of-sample
extension. The same approach can be applied to the dissimilarity matrices. Here we first
need to transform the new dissimilarities to similarities using Equation (5.6), correct
them and then transform back to dissimilarities.
In [25] a similar approach is taken. First, the whole similarity matrix is corrected by
means of a projection matrix. Then this projection matrix is applied to the new data, so
that the corrected similarity between old and new data can be computed. This technique
is in fact the Nystro¨m approximation, where the whole similarity matrix S is treated as
the approximation matrix Sm,m and the old data, together with the new data build the
matrix SN,m. Rewriting this in the Nystro¨m framework makes it clear and more obvious,
without the need to compute the projection matrix and with an additional possibility to
compute the similarities between the new points.
5.4.4 Proof of concept
We close this section by a small experiment on the ball dataset as proposed in [37]. It is
an artificial dataset based on the surface distances of randomly positioned balls of two
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Figure 5.3: Test results for 10 times repeated 10-fold SVM classification on the ball
dataset for different number of landmarks using the different encodings.
classes having a slightly different radius. The dataset is non-Euclidean with substantial
information encoded in the negative part of the eigenspectrum. We generated the data
with 300 samples per class leading to an N ×N dissimilarity matrix D, with N = 600.
The data have been processed in five different ways to obtain a valid kernel matrix S.
First, the proposed technique was applied, i.e. the matrix D was approximated by the
Nystro¨m technique, then the exact eigenvalue decomposition of the approximated matrix
was computed, the eigenvalues were corrected via flipping, resulting in an encoding
denoted as SIM1, and via clipping, resulting in an encoding SIM2. Another encoding
was constructed using the landmarks MDS, denoted as SIM3. For comparison, two
further encodings were constructed by converting D to S with double centring, computing
the full eigenvalue decomposition and correcting the eigenvalues via flipping, resulting in
an encoding denoted as SIM4, this approach is also refered to as standard approach in the
following, and via clipping, resulting in an encoding SIM5. The encodings SIM1, SIM2
and SIM3 can be constructed in linear time, while the encodings SIM4 and SIM5 have
cubic computational complexity. The encodings were processed by a Support Vector
Machine in a 10 times repeated 10-fold crossvalidation. The corresponding similarity
matrices were used as the kernel matrix, the constraint C, which allows the soft margin,
was chosen as 0.2, and least squares formulation was used for optimization.
For the encoding SIM4 the SVM was consistently able to achieve perfect classification.
For the encoding SIM5 the accuracy was 93.00% with the standard deviation of 2.05%.
This result shows what already was mentioned earlier: the data contain substantial
information in the negative fraction of the eigenspectrum. Accordingly, one may expect
that negative eigenvalues should not be removed. This is also reflected in the results
for approximated encodings as shown on the Figure 5.3. While flipping-based encoding
SIM1 is able to achieve almost perfect classification with a sufficient number of landmarks
m, the encodings based on clipping tend to an accuracy of only 93% even for large m.
Interestingly, there is also a clear difference between both clipping-based techniques. The
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accuracy of SIM2 increases almost linearly with m, and except for small values of m
has low standard deviation. The performance for SIM3 on the contrary, stays at almost
random classification until a significant amount of landmarks is selected and even then,
the variance of the achieved classification is rather high. Thus, the proposed Nystro¨m
technique with the exact eigenvalue correction, clearly outperforms the landmark MDS
on this data set.
As a last point it should be mentioned that corrections like clipping, flipping and
their effect on the data representation are still under discussion and considered to be
not always optimal [119]. Additionally, the selection of landmark points is discussed
in [177]. Further, for very large data sets (e.g. some 100 million points) the Nystro¨m
approximation may still be too costly and some other strategies have to be found, as
suggested in [102].
5.5 Experiments
We now apply the priorly derived approach to five non-metric dissimilarity and similarity
data and show the effectiveness for a classification task. The considered data are:
• The SwissProt similarity data as described in [88] (DS1, 10988 samples, 30
classes, imbalanced, signature: [8488, 2500, 0]).
• The chromosome dissimilarity data taken from [115] (DS2, 4200 samples, 21
classes, balanced, signature: [2258, 1899, 43]).
• The proteom dissimilarity data [36] (DS3, 2604 samples, 53 classes, imbal-
anced, signature: [1502, 682, 420]).
• The Zongker digit dissimilarity data (DS4, 2000 samples, 10 classes, balanced,
signature: [961, 1038, 1]) from [36] is based on deformable template matching. The
dissimilarity measure was computed between 2000 handwritten NIST digits in
10 classes, with 200 entries each, as a result of an iterative optimization of the
nonlinear deformation of the grid [78].
• The Delft gestures dissimilarity data (DS5, 1500 samples, 20 classes, bal-
anced, signature: [963, 536, 1]) taken from [36]. This data set is generated from a
sign-language interpretation problem. It consists of 1500 samples with 20 classes
and 75 samples per class. The gestures are measured by two video cameras observ-
ing the positions of the two hands in 75 repetitions of creating 20 different signs.
The dissimilarities are computed using a dynamic time warping procedure on the
sequence of positions [104].
All datasets are non-metric, multiclass and contain multiple thousand objects, such
that a regular eigenvalue correction with a prior double centring for dissimilarity data,
as discussed before, is already very costly but can still be calculated to get comparative
results.
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Table 5.1: Average test set accuracy for SwissProt gestures using a Nystro¨m approxi-
mation of 1% and 10% or 30% and no or flip eigenvalue correction.
Landmarks No Flip p-Value
1% Signature [109, 1, 10878] [110, 0, 10878]
Accuracy 92.51 (0.96) 92.76 (0.66) 0.5966
10% Signature [1086, 12, 9890] [1098, 0, 9890]
Accuracy 62.65 (13.60) 96.85 (0.19) 0.0002
30% Signature [3001, 294, 7693] [3295, 0, 7693]
Accuracy 55.73 (9.07) 96.87 (0.15) 0.0002
Table 5.2: Average test set accuracy for chromosome using a Nystro¨m approximation
of 1% and 10% or 30% and no or flip eigenvalue correction.
Landmarks No Flip p-Value
1% Signature [41, 1, 4158] [42, 0, 4158]
Accuracy 91.88 (4.55) 94.38 (0.35) 0.0814
10% Signature [296, 123, 3781] [419, 0, 3781]
Accuracy 38.78 (18.60) 95.74 (1.77) 0.0002
30% Signature [760, 496, 2944] [1255, 0, 2945]
Accuracy 57.34 (10.89) 96.53 (0.77) 0.0002
5.5.1 Classification performance and matrix approximation accuracy
The data are analysed in two ways, employing either the flipping strategy as an eigenvalue
correction, or by not-correcting the eigenvalues2. To be effective for the large number
of objects we also apply the Nystro¨m approximation as discussed before using a sample
rate of 1%, 10%, 30%3, by selecting random landmarks from the data. Other sampling
strategies have been discussed in [38, 177], also the impact of the Nystro¨m approximation
with respect to kernel methods has been discussed recently in [32], but this is out of the
focus of the presented approach.
In the first experiment we investigate the influence ofN for a fixed number of landmarks
on the classification accuracy. In the first case, the kernel matrix is approximated and then
corrected using the same 500 landmarks. In the second case, the standard approach is
applied. In both cases the size of the data set is increased continuously. The classification
results in a 10-fold cross-validation with 10 repeats using the Core-Vector-Machine (CVM)
[154] are reported in Figure 5.4. It can be observed, that the proposed approach does
not sacrifice classification performance for computational speed.
In the next experiment, different Nystro¨m approximation rates ≈ 1%,≈ 10% and
≈ 30% are investigated on the uncorrected kernels and on kernels corrected using flip
2Clipping and flipping were found similar effective, with a little advantage for flipping. With flipping
the information of the negative-eigenvalues is at least somewhat kept in the data representation so
we focus on this representation. Shift correction was found to have a negative impact on the model
as already discussed in [25].
3A larger sample size did not lead to further substantial improvements.
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Figure 5.4: Top: box-plots of the classification performance for different sample sizes of
DS1 using the proposed approach with 500 landmarks. Bottom: The same
experiment but with the standard approach.
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Table 5.3: Average test set accuracy for proteom using a Nystro¨m approximation of 1%
and 10% or 30% and no or flip eigenvalue correction.
Landmarks No Flip p-Value
1% Signature [26, 1, 2577] [27, 0, 2577]
Accuracy 45.69 (13.49) 84.94 (2.72) 0.0002
10% Signature [242, 11, 2351] [252, 0, 2352]
Accuracy 63.18 (24.34) 96.40 (2.30) 0.0004
30% Signature [595, 124, 1885] [722, 0, 1882]
Accuracy 69.44 (14.00) 97.91 (0.92) 0.0002
Table 5.4: Average test set accuracy for Zongker using a Nystro¨m approximation of 1%
and 10% or 30% and no or flip eigenvalue correction.
Landmarks No Flip p-Value
1% Signature [15, 5, 1980] [20, 0, 1980]
Accuracy 18.95 (11.37) 84.22 (2.28) 0.0002
10% Signature [116, 83, 1801] [200, 0, 1800]
Accuracy 22.30 (5.23) 93.94 (1.25) 0.0002
30% Signature [326, 274, 1400] [600, 0, 1400]
Accuracy 36.85 (3.33) 93.86 (0.82) 0.0002
Table 5.5: Average test set accuracy for Delft gestures using a Nystro¨m approximation
of 1% and 10% or 30% and no or flip eigenvalue correction.
Landmarks No Flip p-Value
1% Signature [14, 1, 1485] [15, 0, 1485]
Accuracy 73.07 (11.94) 87.47 (2.99) 0.0008
10% Signature [131, 19, 1350] [150, 0, 1350]
Accuracy 44.55 (22.37) 95.84 (1.43) 0.0002
30% Signature [334, 115, 1051] [450, 0, 1050]
Accuracy 49.35 (7.26) 92.17 (8.05) 0.0002
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Figure 5.5: Local quality (top) and the cross-validation accuracy (middle) for the Swis-
sProt data set using the proposed approach with an interleaved double cen-
tring and Nystro¨m approximation on the dissimilarity data. Bottom: a
logarithmic representation of the eigenspectrum of the unapproximated and
double centred matrix.
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(c) Chromosome eigenspectrum
Figure 5.6: Local quality (top) and the cross-validation accuracy (middle) for the chro-
mosome data set using the proposed approach with an interleaved double
centring and Nystro¨m approximation on the dissimilarity data. Bottom: a
logarithmic representation of the eigenspectrum of the unapproximated and
double centred matrix.
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Figure 5.7: Local quality (top) and the cross-validation accuracy (middle) for the proteom
data set using the proposed approach with an interleaved double centring
and Nystro¨m approximation on the dissimilarity data. Bottom: a logarith-
mic representation of the eigenspectrum of the unapproximated and double
centred matrix.
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Table 5.6: Average test set accuracy for SwissProt (DS1), Chromosome (DS2), Proteom
(DS3), Zongker (DS4), Delft gestures (DS5) using the dissimilarity space
representation and a linear kernel or an elm kernel.
Data set linear elm
DS1 26.01± 5.49 72.09± 0.96
DS2 76.76± 1.11 89.88± 0.96
DS3 68.36± 2.48 85.37± 2.86
DS4 93.70± 2.04 95.05± 1.71
DS5 87.73± 3.83 91.67± 2.58
with the proposed technique. Again, classification rates are calculated in a 10-fold cross-
validation with 10 repeats using the Core-Vector-Machine (CVM). To compare the results
the Wilcoxon rank-sum test is employed and the corresponding p-values are reported. To
cancel out the selection bias of the Nystro¨m approximation, the cross-validation does not
include a new draw of the landmarks, instead CVM uses the same precomputed kernel
matrices. However, our objective is not maximum classification performance (which is
only one possible application) but to demonstrate the effectiveness of our approach for
dissimilarity data of larger scale. The classification results are summarized in Tables
5.1 to 5.5. First, one observes that the eigenvalue correction has a strong, positive
effect on the classification performance consistent with earlier findings [25]. However
in case of a small number of landmarks the effect of the eigenvalue correction is less
pronounced compared to the uncorrected experiment as shown in Tables 5.1 and 5.2 for
DS1 and DS2, respectively. In these cases the Nystro¨m approximation has also reduced
the number of non-negative eigenvalues, as shown by the corresponding signatures, such
that an implicit eigenvalue correction is obtained. For DS3, see Table 5.3, the remaining
negative eigenvalue has a rather high magnitude and a strong impact accordingly, such
that the classification performance is sub-optimal for the uncorrected experiment. For
DS4, see Table 5.4, the CVM shows particularly bad results for uncorrected input data,
indicating that the negative eigenvalues carry important information, but also that the
corresponding kernel has a strong negative definite component, which prevents CVM
from converging properly. Usually, raising the number of landmarks, in Tables 5.1 to 5.5,
improves the classification performance for the experiments with eigenvalue correction.
For the experiments without eigenvalue correction however, the performance degenerates
instead. This can be explained by the fact, that more and more negative eigenvalues are
still kept with raising number of landmarks as shown in the signatures 4.
In Table 5.6 we also show the cross-validation results by use of the priorly mentioned
dissimilarity space representation. For simplicity we use an N dimensional feature space
and analyse the obtained vector representation by means of a linear kernel and a de
facto parameter free elm kernel [42]. For the majority of the experiments the obtained
results are significantly worse with the exception of DS4. Also for DS5 a comparison
4Comparing signatures at different Nystro¨m approximations also shows that many eigenvalues are close
to zero and are sometimes counted as positive, negative or zero.
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with a 1% Nystro¨m approximation gives still acceptable results. It should be noted that
the results of the elm-kernel experiments are consistently better compared to the linear
kernel, indicating the high nonlinearity of the data. Obviously the dissimilarity space
representation is in general no reasonable alternative. Additionally it becomes very costly
for out-of-sample extensions if the number of considered features becomes large.
In an another experiment, see Figures 5.5 to 5.7, we analysed the proximity preservation
of the approximated and corrected matrix with respect to the unapproximated and
corrected matrix. One would expect that for very low Nystro¨m rates (high approximation),
only the dominating eigenvalues are kept and the approximation suffers mainly when the
eigenspectra are very smooth. At increasing Nystro¨m rates (lower approximation), first
more and more small eigenvalues (also negative ones) are kept leading to a more complex
data set and accordingly also a more complex proximity preservation task. Finally
if the Nystro¨m rates are high (almost no approximation) one would expect a perfect
preservation. This effect is indeed observed in Figures 5.5 to 5.7.
We used the evaluation measure Qlocal, which was proposed in [101] and explained
in more detail in section 6.5, to measure how far the local neighbourhoods defined by
the proximities (e.g. distances), as calculated by the two approaches, deviate from each
other. Low quality values indicate that the neighbourhoods consist of different points in
both data sets. Comparing the local quality results (top row in Figures 5.5 to 5.7) with
the prediction accuracy on the test data (middle row in Figures 5.5 to 5.7) we see that
the neighbourhood preservation in most cases has no effect on accuracy. This agrees
with our expectation that the data are potentially clustered and local errors in the data
relation have only a weak or no effect on the classification model.
From the analysis we can conclude that, even if the local neighbourhood relations are
kept only for approximation rates of above 60%, the classification accuracy is still high
for 10% of landmarks. As one can see from smooth eigenspectra in Figures 5.5 to 5.7,
the rank of the data sets is rather high, accordingly only for large m the approximation
can keep detail information, effecting the local relationships of the data points. Thus,
if the different classes are close to each other and have complex nonlinear boundaries,
a too small number of landmarks leads to an increased classification error. In practice,
as can be seen on the Figures 5.5 to 5.7, the number of the landmarks needs to be very
small to have effect on classification. It is thus possible to approximate the matrices by
selecting m sufficiently small, without sacrificing the classification accuracy.
5.5.2 Runtime performance
As shown exemplary in Figure 5.4 the classification performance on eigenvalue-corrected
data is approximately the same for our proposed strategy and the standard approach.
But the runtime performance is drastically better for an increase in the number of
samples. To show this we selected subsets from the considered data with different sizes
from 1000 to the maximal number, while the number of landmarks is fixed by L = 500
and calculated the runtime and classification performance using the CVM classifier in
a 10-fold crossvalidation. The eigenvalues have been flipped in this experiment. The
results of the proposed approach compared to the standard approach are shown in the
plots of Figure 5.8. For larger N the runtime of the standard method (red/dashed line)
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Figure 5.8: Runtime analysis of the proposed vs the standard approach for the considered
dissimilarity data sets. All eigenvalues of the data sets have been processed
by flipping.
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is two magnitudes larger on log-scale compared to the proposed approach.
5.6 Summary
In this chapter we addressed the analysis of potentially non-metric proximity data and
especially the relation between dissimilarity and similarity data. We proposed effective
and accurate transformations across the different representations. Dedicated learning
algorithms for dissimilarities and kernels are now accessible for both types of data. The
specific coupling of double centring and Nystro¨m approximation permits to compute
an exact eigenvalue decomposition in linear time which is a valuable result for many
different methods depending on the exact calculation of eigenvalues and eigenvectors of a
proximity matrix. Also the approximation of the data matrix by the Nystro¨m technique
improves the complexity of many algorithms to linear one. In particular, this can be
applied for relational GTM, as noted in the Table 5.7. It allows not only to process
pseudo-Euclidean distances by kernel methods, but also having a corrected euclidean
distance matrix is beneficial to relational techniques and can solve different problems,
such as convergence issues, as discussed in 4.3.
Table 5.7: Improving the efficiency of relational GTM.
Topic Relational Out-of-Sample Efficiency Relevance
Technique Data Extension vectorial relational Learning
GTM
√ √ √ √ √
t-SNE
√
? ? ?
While our strategy is very effective e.g. to improve supervised learning of non-metric
dissimilarities by kernel methods, it is however also limited again by the Nystro¨m ap-
proximation, which itself may fail to provide sufficient approximation and accordingly
further research in this line is of interest. Nevertheless, dedicated methods for arbitrary
proximity data as addressed in [121] will also be subject of future work. For non-psd
data the error introduced by the Nystro¨m approximation and the eigenvalue correction
is not yet fully understood and bounds similar as proposed in [35] are still an open issue.
This chapter is based on: Andrej Gisbrecht, Alexander Schulz, and Barbara Hammer.
Parametric nonlinear dimensionality reduction using kernel t-SNE. Neurocomputing,
147:71–82, 2015.
Chapter 6
Parametric nonlinear dimensionality
reduction using kernel t-SNE
In the previous chapters we dealt with the generative topographic mapping, as a para-
metric DR technique. Although we showed, that GTM can be extended to a supervised
technique and to relational data in an efficient way, parametric techniques are still limited
due to their functional form. E.g. for GTM we assume that the data is distributed along
a low dimensional manifold which is embedded in high dimensional space and define our
mapping function accordingly. For the real data however, we usually don’t know priorly
which kind of functions would explain these data in the best way.
Nonparametric DR techniques on the other hand are not limited by a functional form
and can produce more powerful and flexible visualizations of high-dimensional data. This
property, at the same time, results in a drawback of nonparametric techniques, since
they lack an explicit out-of-sample extension. In this chapter, we propose an efficient
extension of t-distributed stochastic neighbour embedding (t-SNE), a novel nonparametric
DR technique, to a parametric framework, kernel t-SNE, which preserves the flexibility
of basic t-SNE, but enables explicit out-of-sample extensions.
In the following, we will first discuss the related work and shortly review popular DR
techniques, in particular t-SNE in more detail. Afterwards, we address the question
how to enhance nonparametric techniques towards an explicit mapping prescription,
emphasizing kernel t-SNE as one particularly flexible approach in this context. Finally,
we consider discriminative DR based on the Fisher information, testing this principle in
the context of kernel t-SNE.
6.1 Related work
As discussed in chapter 2, most recent DR methods belong to the class of nonparametric
techniques: they provide a mapping of the given data points only, without an explicit
mapping prescription how to project further points which are not contained in the data
set to low dimensions. This choice has the benefit that it equips the techniques with
a high degree of flexibility: no constraints have to be met due to a predefined form
of the mapping, rather, depending on the situation at hand, arbitrary restructuring,
tearing, or nonlinear transformation of data is possible. Hence, these techniques carry
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the promise to arrive at a very flexible visualization of data such that also subtle nonlinear
structures can be spotted. Naturally, this flexibility comes at a price to pay: (i) even if the
techniques pursuit the same goal, such as e.g. neighbourhood preservation, depending on
the constructed cost function or how it is optimized, very different results can be obtained.
Commonly, all techniques necessarily have to take information loss into account when
projecting high-dimensional data onto lower dimensions. The way in which a concrete
method should be interpreted and which aspects are faithfully visualized, which aspects,
on the contrary, are artefacts of the projection is not always easily accessible to applicants
due to the diversity of existing techniques. (ii) There does not exist a direct way to map
additional data points after having obtained the projection of the given set. This fact
makes the technique unsuitable for the visualization of streaming data or online scenarios.
Further, it prohibits a visualization of parts of a given data set only, extending to larger
sets on demand. The latter strategy, however, would be vital if large data sets are dealt
with: all modern nonlinear nonparametric DR techniques display an at least quadratic
complexity, which makes them unsuitable for large data sets already in the range of about
10,000 data points with current desktop computers. Efficient approximation techniques
with better efficiency are just popping up recently [157, 174]. Thus, it would be desirable,
to map a part first, to obtain a rough overview, zooming in the details on demand.
These two drawbacks have the consequence that classical techniques such as PCA or
SOM are still often preferred in practical applications: Both, PCA and SOM rely on
very intuitive principles as regards both, learning algorithms and their final result. They
capture directions in the data of maximum variance, globally for PCA and locally for
SOM. Online learning algorithms such as online SOM training or the Oja learning rule
mimic fundamental principles as found in the human brain, being based on the Hebbian
principle accompanied by topology preservation in case of SOM [87]. In addition to this
intuitive training procedure and outcome, both techniques have several practical benefits:
training can be done efficiently in linear time only, which is a crucial prerequisite if large
data sets are dealt with. In addition, both techniques do not only project the given data
set, but they offer an explicit mapping of the full data space to two dimensions by means
of an explicit linear mapping in case of PCA and a winner takes all mapping based on
prototypes in case of SOM. Further, for both techniques, online training approaches
which are suitable for streaming data or online data processing, exist. Therefore, despite
the larger flexibility of many modern nonparametric DR techniques, PCA and SOM still
by far outnumber these alternatives regarding applications.
In this chapter, to address this gap, we discuss recent developments connected to the
question of how to turn nonparametric DR techniques into parametric approaches without
losing the underlying flexibility. In particular, we introduce kernel t-SNE as a flexible
approach with a particularly simple training procedure. We demonstrate, that kernel
t-SNE maintains the flexibility of t-SNE, and that it displays excellent generalization
ability within out-of-sample extensions.
This approach opens the way towards endowing t-SNE with linear complexity: we
can train t-SNE on a small subset of fixed size only, mapping all data in linear time
afterwards. We will show that the flexibility of the mapping can result in problems in this
case: while subsampling, only a small part of the information of the full data set is used.
In consequence, the data projection can be sub-optimum due to the missing information
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to shape the ill-posed problem of DR. Here, an alternative can be taken: we can enhance
the information content of the data set without enlarging the computational complexity
by taking auxiliary information into account. This way, the visualization can concentrate
on the aspects relevant for the given auxiliary information rather than potential noise.
In addition, this possibility opens the way towards a better interpretability of the results,
since the user can specify the relevant aspects for the visualization in an explicit way. One
specific type of auxiliary information which is often available in applications is offered
by class labelling.
There exist quite a few approaches to extend DR techniques to incorporate auxiliary
class labels: classical linear ones include Fisher’s linear discriminant analysis, partial least
squares regression, or informed projections, for example [30, 98]. These techniques can
be extended to nonlinear methods by means of kernelization [6, 106]. Another principled
way to extend dimensionality reducing data visualization to auxiliary information is
offered by an adaptation of the underlying metric. The principle of learning metrics has
been introduced in [84, 125]: the standard Riemannian metric is substituted by a form
which measures the information of the data for the given classification task. The Fisher
information matrix induces the local structure of this metric and it can be expanded
globally in terms of path integrals. This metric is integrated into SOM, MDS, and a
recent information theoretic model for data visualization [84, 125, 163]. A drawback of
the proposed method is its high computational complexity. Here, we circumvent this
problem by integrating the Fisher metric for a small training set only, enabling the
projection of the full data set by means of an explicit nonlinear mapping. This way, very
promising results can be obtained also for large data sets.
6.2 Dimensionality reduction
Assume a high-dimensional input space X is given, e.g. X ⊂ RN constitutes a data
manifold for which a sample of points is available. Data xi, i = 1, . . . ,m in X should be
projected to points yi, i = 1, . . . ,m in the projection space Y = R2 such that as much
structure as possible is preserved. The notion of ‘structure preservation’ is ambiguous,
since it does not specify which structure of the data should be preserved. Accordingly,
many different mathematical specifications of this term have been used in the literature.
One of the most classical algorithms is PCA which maps data linearly to the directions
with largest variance, corresponding to the eigenvectors with largest eigenvalues of the
data covariance matrix.
PCA constitutes one of the most fundamental approaches and one example of two
different underlying principles [152]: (i) PCA constitutes the linear transformation which
allows the best reconstruction of the data from its low dimensional projection in a
least squares sense. That means, assuming centred data, it optimizes the objective∑
i(xi−W (W txi))2 with respect to the parameters of the low-dimensional linear mapping
x→ y = W tx. (ii) PCA tries to find the linear projections of the points such that the
variance in these directions is maximized. Alternatively speaking, since the variance of
the projections is always limited by the variance in the original space, it tries to preserve
as much variance of the original data set as compared to its projection as possible. The
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first motivation computes PCA by learning a mapping function, the latter by optimizing
the individual positions of the projected points. Due to the simplicity of the underlying
mapping, the results coincide.
This is, however, not the case for general nonlinear approaches. Roughly speaking,
there exist two opposite ways to introduce DR, which together cover most existing
DR approaches: (i) the parametric approach, which takes the point of view that high-
dimensional data points are generated by or reconstructed from a low-dimensional struc-
ture which can be visualized directly, (ii) and the nonparametric approach, which, on
the opposite, tries to find low-dimensional projection points such that the characteristics
of the original high-dimensional data are preserved as much as possible. Popular models
such as PCA, SOM, its probabilistic counterparts the probabilistic PCA or the generative
topographic mapping, and encoder frameworks such as deep autoencoder networks fall
under the first, parametric framework [12, 98, 159]. The second framework can cover
diverse modern nonparametric approaches such as Isomap, MVU, LLE, SNE, or t-SNE,
as recently demonstrated in the overview [18] and already discussed in chapter 2.
A note on parametric approaches
Parametric approaches are often less flexible as compared to nonparametric ones since
they rely on a fixed priorly specified form of the DR mapping. Depending on the form of
the parametric mapping, constraints have to be met. This is particularly pronounced for
linear mappings, but also nonlinear generalizations such as SOM or GTM heavily depend
on inherent constraints induced by the prototype-based modelling of the data. Note that
a few alternative manifold learners have been proposed, partially on top of nonparametric
approaches, which try to find an explicit model of the data manifold and usually provide
a projection mapping of the data into low dimensions: examples include tangent space
intrinsic manifold regularization [144], manifold charting [15] or corresponding extensions
of powerful prototype based techniques such as matrix learning neural gas [1]. Manifold
coordination also takes place in parametric extensions of nonparametric approaches such
as proposed in locally linear coordination [130]. However, these techniques rely on an
intrinsically low-dimensional manifold and they are less suited to extend modern nonlinear
projection techniques which can also cope with information loss.
Note that not only an explicit mapping, but usually also an approximate inverse is
given for such methods: for PCA, it is offered by the transposed of the matrix; for SOM
and GTM, it is given by the explicit prototypes or centres of the Gaussians which are
points in the data space; for auto-encoder networks, an explicit inverse mapping is trained
simultaneously to the embedding; generalizations of PCA towards local techniques allow
at least a local inverse of the mapping [1]. Due to this fact, a very clear objective of
the techniques can be formulated in the form of the data reconstruction error. Based
on this observation, a training technique which minimizes this reconstruction error or a
related quantity can be derived. This fact often makes the methods and their training
intuitively interpretable. Besides this fact, an explicit mapping prescription allows direct
out-of-sample extensions, online, and life-long training of the mapping prescription.
In particular for streaming data, very large data sets, or online scenarios, this fact
allows the user to adapt the mapping on only a part of the data set and to display a
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part of the data on demand, thereby controlling the efficiency and stationarity of the
resulting mapping by means of the amount of data taken into account.
Albeit classical parametric methods have been developed for vectorial data only, a
variety of extensions has been proposed in the last years, which rely on pairwise distances
of data rather than an explicit vectorial representation. Examples include kernel and
relational variants of SOM and GTM [58, 59, 175]. In particular, we already presented
relational GTM in chapter 4. Due to their dependence on a full distance matrix, these
techniques have inherent quadratic complexity if applied for the full data set. In chap-
ter 5 we discussed the Nystro¨m technique as one possibility to overcome this problem.
Unfortunately, in cases where relations between all pairs of points have to be computed
explicitly, a low rank representation of a matrix does not result in an improved compu-
tational complexity. As an alternative, with an explicit mapping and a corresponding
strategy to iteratively train the mapping on parts of the data only, it is possible to reduce
the complexity to linear one. Thereby, different strategies have been proposed in the
literature, in particular patch processing has been proposed which iteratively takes into
account all data in terms of compressed prototypes [58, 59].
Nonparametric approaches
Nonparametric methods often take a simple cost function based approach: the data
points xi contained in a high-dimensional vector space constitute the starting point; for
every point coefficients yi are determined in Y such that the characteristics of these
points mimic the characteristics of their high-dimensional counterpart. Thereby, the
characteristics differ from one method to the other, referring e.g. to pairwise distances
of data, the data variation, locally linear relations of data points, or local probabilities
induced by the pairwise distances, to name a few examples.
We consider t-SNE [158] in more detail, since it demonstrates the strengths and
weaknesses of this principle in an exemplary way. Probabilities in the original space are
defined as pij = (p(i|j) + p(j|i))/(2m) where
pj|i =
exp(−0.5‖xi − xj‖2/σ2i )∑
k,k 6=i exp(−0.5‖xi − xk‖2/σ2i )
depends on the pairwise distances of points; σi is automatically determined by the
method such that the effective number of neighbours coincides with a priorly specified
parameter, the perplexity. In the projection space, SNE [74] defines the probabilities in
the similar way as in the original space. This leads to the so called crowding problem:
in low dimensions it is not enough space to visualise high-dimensional data and unless
the data is somehow stretched, several regions of high-dimensional space are mapped on
each other. To overcome this problem, t-SNE defines the probabilities in the projection
space by the Student t-distribution
qij =
(1 + ‖yi − yj‖2)−1∑
k
∑
l,l 6=k(1 + ‖yk − yl‖2)−1
which has a long tail and allows separation the data. The goal is to find projections yi such
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that the difference between pij and qij becomes small as measured by the Kullback-Leibler
divergence (KL divergence). t-SNE relies on a gradient based optimization technique.
Many alternative nonparametric techniques proposed in the literature have a very
similar structure, as pointed out in [18]: They extract a characteristic of the data points
xi and try to find projections yi such that the corresponding characteristics are as
close as possible as measured by some cost function. [18] summarizes some of today’s
most popular DR methods this way. In the following, we will exemplarily consider
the alternatives maximum variance unfolding (MVU), locally linear embedding (LLE),
and Isomap. The rationale behind these methods is the following: MVU aims at a
maximization of the variance of the projected points such that the distances are preserved
for local neighbourhoods of every point. This problem can be formalized by means
of a quadratic optimization problem [169]. LLE represents points in terms of linear
combinations of its local neighbourhood and tries to find projections such that these
relations remain valid. Thereby, problems are formalized as a quadratic optimization task
such that an explicit algebraic solution in terms of eigenvalues is possible [132]. Isomap
constitutes an extension of classical multidimensional scaling which approximates the
manifold distances in the data space by means of geodesic distances. After having done
so, the standard eigenvalue decomposition of the corresponding similarities allows an
approximate projection to two dimensions [147].
These techniques do not rely on a parametric form such that they display a rich
flexibility to emphasize local nonlinear structures. This makes them much more flexible as
compared to linear approaches such as PCA, and it can also give fundamentally different
results as compared to GTM or SOM, which are constrained to inherently smooth
mappings. This flexibility is paid for by two drawbacks, which make the techniques
unsuited for large data sets: (i) The techniques do not provide direct out-of-sample
extensions, (ii) the techniques display at least quadratic complexity. Thus, these methods
are not suited for large data sets in their direct form.
6.3 Kernel t-SNE
How to extend a nonparametric DR technique such as t-SNE to an explicit mapping? We
fix a parametric form x→ fw(x) = y and optimize the parameters of fw instead of the
projection coordinates. Such an extension of nonparametric approaches to a parametric
version has been proposed in [18, 46, 156] in different forms. In [156], fw takes the form of
deep-autoencoder networks, which are trained in two steps: first, the deep auto-encoder
is trained in a standard way to encode the given examples; afterwards, parameters are
fine tuned such that the t-SNE cost function is optimized when plugging the images of
given data points into the mapping. Due to the high flexibility of deep networks, this
method achieves good results provided enough data are present and training is done in an
accurate way. Due to the large number of parameters of deep auto-encoders, the resulting
mapping is usually of very complex form, and its training requires a large number of
data and large training time. In [18] the principle of plugging a parametric form fw in
any cost function based nonparametric DR techniques is elucidated, and it is tested in
the context of t-SNE with linear or piecewise linear functions. Due to the simplicity of
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these functions, a very good generalization is obtained already on small data sets, and
the training time is low. However, the flexibility of the resulting mapping is restricted as
compared to full t-SNE since local nonlinear phenomena cannot be captured by locally
linear mappings. In [46], already first steps into the direction of kernel t-SNE have been
proposed: the mapping fw is given by a linear combination of Gaussians, where the
coefficients are trained based on the t-SNE cost function, or in a direct way by means
of the pseudo-inverse of a given training set, mapped using t-SNE. Surprisingly, albeit
being much simpler, the latter technique yields comparable results, as investigated in [46].
We will see that this latter training technique also opens the way towards an efficient
integration of auxiliary information by means of Fisher kernel t-SNE. Due to this fact, we
follow the approach in [46] and use a normalized form of such a kernel mapping together
with a particularly efficient direct training technique.
The mapping fw = y underlying kernel t-SNE has the following form:
x 7→ y(x) =
∑
j
αj · k(x,xj)∑
l k(x,xl)
where αj ∈ Y are parameters corresponding to points in the projection space and the
data xj are taken as a fixed sample, usually j runs over a small subset X
′ sampled from
the data {x1, . . . ,xm}. k is the Gaussian kernel parameterized by the bandwidth σj :
k(x,xj) = exp(−0.5‖x− xj‖2/σ2j )
In the limit of small bandwidth, for the points xj ∈ X ′ the original t-SNE visualisation
is retained. For these points, in the limit, the parameter αj corresponds to the projected
yj of xj . For other points x, an interpolation takes place according to the relative
distance of x from samples xi in X
′.
Note that this mapping constitutes a generalized linear mapping such that training can
be done in a particularly simple way provided a set of samples xi and y(xi) is available.
Then the parameters αj can be analytically determined as the least squares solution
of the mapping: Assume A contains the parameter vectors αj in its rows, K is the
normalized Gram matrix with entries
[K]i,j = k(xi,xj)/
∑
l
k(xi,xl)
and Y denotes the matrix of projections yi (also as its rows). Then, a minimum of the
least squares error ∑
i
‖yi − y(xi)‖2
with respect to the parameters αj has the form
A = K−1 ·Y
where K−1 refers to the pseudo-inverse of K.
For kernel t-SNE, we use standard t-SNE for the subset X ′ to obtain a training set.
Afterwards, we use this explicit analytical solution to obtain the parameters of the
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Algorithm 2 kernel t-SNE
1: function ktsne(X, nTrain, perpl)
2: (Xtr,Xtest) = selectTrainingSet(X, nTrain)
3: Dtr = calcPairwiseDis(Xtr,Xtr)
4: Dtest = calcPairwiseDis(Xtr,Xtest)
5: Ytr = tsne(Dtr, perpl)
6: σ = determineSigma(Dtr)
7: for all entries (i, j) from Dtr do
8: [K]i,j = k(xi,xj)/
∑
l k(xi,xl)
9: end for
10: A = K−1 ·Ytr
11: for all entries (i, j) from Dtest do
12: [K]i,j = k(xi,xj)/
∑
l k(xi,xl)
13: end for
14: Ytest = K ·A
15: return (Ytr,Ytest)
16: end function
mapping. Having obtained the mapping, the full set X can be projected in linear time by
applying the mapping y. Obviously, it is possible to extend alternative DR techniques
such as Isomap, LLE, or MVU directly in the same way. We refer to the resulting
mapping in terms of kernel Isomap, kernel LLE, and kernel MVU, respectively.
The bandwidth σi of the mapping constitutes a critical parameter of the mapping since
it determines the smoothness and flexibility of the resulting kernel mapping. We use a
principled approach to determine this parameter as follows: σi is chosen as a multiple of
the distance of xi from its closest neighbour in X
′, where the scaling factor is typically
taken as a small positive value. We determine this factor automatically as the smallest
value for which all entries of K can be represented numerically or are inside a predefined
interval.
Algorithm 2 summarizes the kernel t-SNE method. The matrix X contains all the
data vectors in its rows. The method selectTrainingSet randomly selects a subset
of the data of size nTrain for the training of the mapping. In section 6.6 we investigate
which size is a proper choice. The method calcPairwiseDis calculates pairwise distances
between all points in the given data matrices. tsne performs the t-SNE algorithm on the
training set with the perplexity parameter perpl. Finally, the method determineSigma
selects the σi parameters for the kernels as described previously.
6.4 Discriminative dimensionality reduction
Kernel t-SNE enables to map large data sets in linear time by training a mapping on
a small subsample only, yielding acceptable results. However, it is often the case that
the underlying data structure such as cluster formation is not yet as pronounced based
on a small subset only as it would be for the full data set. Thus, albeit kernel t-SNE
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shows excellent generalization ability, the results are different as compared to t-SNE
when applied for the full data set due to missing information in the data used for training
of the map. How can this information gap be closed?
As it has been proposed in [84, 125, 163] and already demonstrated in chapter 3
nonlinear DR techniques such as the self-organizing map can be enriched by auxiliary
information in order to enforce the method to display the information which is believed as
relevant by an applicant. A particularly intuitive situation is present if data are enriched
by accompanying class labels, and the information most relevant for the given classifi-
cation at hand should be displayed. We follow this approach and devise a particularly
simple method to incorporate this information into the mapping based on kernel t-SNE.
Formally, we assume that every data point xi is equipped with a class label ci. Projec-
tion points yi should be found such that the aspects of xi which are relevant for ci are
displayed.
From a mathematical point of view, this auxiliary information can be easily integrated
into a projection technique by referring to the Fisher information, as detailed e.g. in
[125]. We consider the Riemannian manifold spanned by the data points xi. Each point x
is equipped with a local Riemannian tensor J(x) which is used to define a scalar product
gx between two tangent vectors u and v on the manifold at position x:
gx(u,v) = u
TJ(x)v.
The local Fisher information matrix J(x) is computed via
J(x) = Ep(c|x)
{(
∂
∂x
log p(c|x)
)(
∂
∂x
log p(c|x)
)T}
.
Thereby, E denotes the expectation, and p(c|x) refers to the probability of class c given
the data point x. Essentially, this tensor locally scales dimensions in the tangent space in
such a way that exactly those dimensions are amplified which are relevant for the given
class information.
A Riemannian metric is induced by this local quadratic form in the classical way, we
refer to this metric as the Fisher metric in the following: For given points x and x′ on
the manifold, the distance is
d(x,x′) = inf
γ
∫ 1
0
√
gγ(t)(γ′(t), γ′(t))dt
where γ : [0, 1] → X ranges over all smooth paths with γ(0) = x to γ(1) = x′ in X.
We refer to this metric as the Fisher metric in the following. This metric measures
distances between data points x and x′ along the Riemannian manifold, thereby locally
transforming the space according to its relevance for the given label information. It
can be shown that this learning metrics principle refers to the information content of
the data with respect to the given auxiliary information as measured locally be the
Kullback-Leibler divergence [84].
There are two problems to this approach: first, how to compute this learning metrics
efficiently for a given labelled data set? In practice, the probability p(c|x) is not known.
Further, optimum path integrals cannot be efficiently computed analytically. Second,
how can we efficiently integrate this learning metrics principle into kernel t-SNE?
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Efficient computation of the Fisher metric
In practice, the Fisher distance has to be estimated based on the given data only. The
conditional probabilities p(c|x) can be estimated from the data using the Parzen non-
parametric estimator
pˆ(c|x) =
∑
i δc=ci exp(−0.5‖x− xi‖2/σ2)∑
j exp(−0.5‖x− xj‖2/σ2)
.
Although very simple to implement, this approach has a few important disadvantages.
Typically, in a high-dimensional data set, the data is not spread uniformly across the
whole space, instead it lies on nonlinear low-dimensional manifolds embedded in this
space. The density around a training point will then be concentrated along the directions
of the manifold, whereas an isotropic Gaussian centred at the same point would weight
all directions equally, thus giving too much probability to the empty space and too
little to the manifold [165]. Manifold Parzen Window approach [165] can deal with this
problem by learning the covariance matrices associated to each point. Another problem
appears in large data sets, since estimation of the probability at a single point requires
already O(N) computations. The usual approach to overcome this problem is to use a
sophisticated sampling strategy and select a sub set of the data, which can represent the
whole data set trustfully [167]. Here, for the sake of simplicity, the dimensionality of the
data is reduced with PCA, and the above formula is used to estimate the probabilities
p(c|x) on a small subset of the data.
The Fisher information matrix becomes
J(x) =
1
σ4
Epˆ(c|x)
{
b(x, c)b(x, c)T
}
where
b(x, c) = Eξ(i|x,c){xi} − Eξ(i|x){xi}
ξ(i|x, c) = δc,ci exp(−0.5‖x− xi‖
2/σ2)∑
j δc,cj exp(−0.5‖x− xj‖2/σ2)
ξ(i|x) = exp(−0.5‖x− xi‖
2/σ2)∑
j exp(−0.5‖x− xj‖2/σ2)
E denotes the empirical expectation, i.e. weighted sums with weights depicted in the
subscripts. If large data sets or out-of-sample extensions are dealt with, a subset of the
data only is usually sufficient for the estimation of J(x).
There exist different ways to approximate the path integrals based on the Fisher matrix
as discussed in [125]. An efficient way which preserves locally relevant information is
offered by T -approximations: T equidistant points on the line from xi to xj are sampled,
and the Riemannian distance on the manifold is approximated by
dT (xi,xj) =
T∑
t=1
d1
(
xi +
t− 1
T
(xj − xi),xi + t
T
(xj − xi)
)
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where d1(xi,xj) = gxi(xi−xj ,xi−xj) = (xi−xj)TJ(xi)(xi−xj) is the standard distance
as evaluated in the tangent space of xi. Locally, this approximation gives good results
such that a faithful DR of data can be based thereon.
This approximation allows to compute the Fisher metric, but still the involved costs
are quite high. For a data set with N points in D dimensions O(N2) distances have
to be computed. For each distance there are T intermediate points which should be
taken into account. For each such point x the Fisher information matrix J(x) and the
conditional probability p(c|x) have to be estimated. As stated above, the computation
of p(c|x) for a single point is O(ND) for small amount of classes. The computation of
J(x) requires O(D2) for the matrix itself and O(ND) for the computation of b(x, c).
Together, this results in O(TN2 · (ND +D2)) computational complexity. Alternatively,
if the path integrals are required, a graph with all O(TN2) intermediate points has to
be build. The distance is then computed as the shortest path in this graph, resulting
in the computational complexity of O(TN2 · (ND + D2) + T 3N6). In this case, the
Fisher matrices have to be stored, resulting in O(TN2D2) memory complexity. From
this calculations it becomes clear, that some sampling strategies as well as preprocessing
with PCA become necessary for a large high-dimensional data set.
Efficient integration of the Fisher metric into kernel t-SNE
In [45], it has been proposed to integrate this Fisher information into kernel t-SNE by
means of a corresponding kernel. Here, we take an even simpler perspective: we consider
a set of data points xi equipped with the pairwise Fisher metric which is estimated based
on their class labels taking simple linear approximations for the path integrals. Using
t-SNE, a training set X ′ is obtained which takes the auxiliary label information into
account, since pairwise distances of data are computed based on the Fisher metric in this
set. We infer a kernel t-SNE mapping as before, which is adapted to the label information
due to the information inherent in the training set. The resulting map is adapted to the
relevant information since this information is encoded in the training set. We refer to
this technique as Fisher kernel t-SNE in the following.
Algorithm 3 details the resulting procedure. Again, calcPairwiseDis calculates the
pairwise Euclidean distance between all points in the given matrices. calcPairwise-
FisherDis calculates the Fisher distance given by dT (xi,xj) for each pair. The major
difference to kernel t-SNE is that the t-SNE projection is based upon the Fisher distances,
while the kernel values in K are still computed based on the Euclidean metric. As a
consequence, Fisher distances do not need to be computed for projections of new points
yielding fast out-of-sample extensions.
6.5 Evaluation measures
DR being ill-posed, it eventually depends on the task at hand which results are considered
as optimum. Nevertheless, as motivated in section 2.3, formal quantitative measures
are vital to enable a comparison of different techniques and an optimization of model
meta-parameters based on this general objective. In the last years, there has been great
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Algorithm 3 Fisher kernel t-SNE
1: function fktsne(X, nTrain, perpl)
2: (Xtr,Xtest) = selectTrainingSet(X, nTrain)
3: DtrDisc = calcPairwiseFisherDis(Xtr,Xtr)
4: Dtr = calcPairwiseDis(Xtr,Xtr)
5: Dtest = calcPairwiseDis(Xtr,Xtest)
6: Ytr = tsne(DtrDisc, perpl)
7: σ = determineSigma(Dtr)
8: for all entries (i, j) from Dtr do
9: [K]i,j = k(xi,xj)/
∑
l k(xi,xl)
10: end for
11: A = K−1 ·Ytr
12: for all entries (i, j) from Dtest do
13: [K]i,j = k(xi,xj)/
∑
l k(xi,xl)
14: end for
15: Ytest = K ·A
16: return (Ytr,Ytest)
17: end function
effort in developing such a baseline, culminating in the formal co-ranking framework as
proposed by Lee and Verleysen, which summarizes a variety of different earlier approaches
under one common hat [100]. In this work we will stick to this measure, albeit there are
intuitive possibilities to extend this proposal [112].
Here, we do not introduce the full co-ranking matrix as given in [100], rather we
restrict to the resulting quantitative value referred to as quality in [100]. Essentially, it is
generally accepted that a DR technique should preserve neighbourhoods of data points
in the sense that close points stay close and far away points stay apart. Thereby, the
precise distances are less important as compared to the relative ranks. In addition, the
exact size of the neighbourhood one is interested in depends very much on the situation
at hand, usually some small to medium sized range is in the focus of interest. Because
of these considerations, it is proposed in [100] to determine the k nearest neighbours for
every point xi in the original space and the k nearest neighbours of the corresponding
projections yi in the projection space. Now it is counted, how many indices coincide
in these two sets, i.e. how many neighbours stay the same. This is normalized by the
baseline km, m being the number of points, and averaged over all data points. A quality
value Qm(k) results.
This procedure yields a curve for every visualization which judges in how far neigh-
bourhoods are preserved for a neighbourhood size k one is interested in. A value close
to 1 refers to a good preservation, the baseline for a random mapping being k/(m− 1).
However, this evaluation measure has a severe drawback: it is not suited for large data
sets, it’s computation being O(m2 logm), m being the number of points. For this reason,
it is worthwhile to use approximation techniques also for the evaluation of such mappings.
A simple procedure can be based on sampling. Instead of the full data set, a small subset
of size M is taken and the quality is estimated based on this subset. Then the relation
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Qm(k) ≈ QM (mk/M) holds. Naturally, this procedure has a large variance such that
taking the mean over several repetitions is advisable.
Based on the co-ranking matrix, this quality measure produces a curve with qualities for
each value of the neighbourhood parameter k, providing a detailed assessment of quality.
However, a single scalar value is often more useful when a comparison of many projections
is necessary. For this purpose, the evaluation measure Qlocal has been proposed in [101]
which is based on Qm(k). First, the neighbourhood size is determined, for which the
visualisation has the best quality:
kmax = arg max
k
(
Qm(k)− k
N − 1
)
,
where from the quality curve of a visualisation the baseline for a random projection
was subtracted, and the maximum of the resulting curve was taken as the searched
neighbourhood size. All the neighbourhood sizes below kmax are then treated as ’local’
and the summation over them results in the local quality:
Qlocal =
1
kmax
kmax∑
k=1
Qm(k).
If auxiliary information such as class labels is available, it is possible to additionally
evaluate whether the classes are respected in low dimensions by taking the simple k-
nearest neighbour classification error in the projections.
6.6 Experiments
In this section we conduct several experimental investigations in order to better under-
stand the effects of applying the proposed kernel mapping.
• We apply the kernel mapping to four different DR techniques and evaluate the qual-
ity. The results indicate that t-SNE achieves superior performance and, therefore,
we focus our following experiments to kernel t-SNE.
• We empirically analyse the trade off between size of the training set, required
time to compute the projection and the resulting generalization performance of the
mapping.
• We analyse the distribution of the projected points: How well does the distribution
of the projected training set match the distribution of the out-of-sample set?
• We experimentally evaluate the generalization ability of kernel t-SNE towards
novel data and compare it to a current state of the art approach for this purpose:
parametric t-SNE [156]. This method has been briefly described in section 6.3.
• We examine the effect of including Fisher information into the framework, i.e. of
Fisher kernel t-SNE.
For the experiments, we utilize the following four data sets.
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- The letter recognition data set describes distorted images of letters in 20 different
fonts. It employs 16 features which are basically statistical measures and edge
counts. The data set contains 26 classes, i.e one for each capital letter of the
English alphabet. 20,000 data points are available.
- The mnist data set contains 60,000 images of handwritten digits, where each image
consists of 28 × 28 pixels.
- The norb data set contains 48,600 images of toys of five different classes. These
images were taken from different perspectives and under six different lighting con-
ditions. The number of pixels of the images is 96 × 96.
- The usps data set describes handwritten digits from 0 to 9. Each of these 10 classes
consists of 1,100 instances resulting in an overall set of 11,000 points. The digits
are encoded in 16 × 16 gray scale images.
6.6.1 Applying the proposed kernel mapping to various nonparametric
dimensionality reduction techniques
The proposed kernel mapping is a general concept for out-of-sample extension and hence
applicable to many nonlinear DR techniques. We enhance Isomap, LLE, MVU and t-SNE
with this kernel mapping and we evaluate the generalization performance exemplary on
the usps data set. We use 1,000 data points to train each DR technique and employ
our kernel mapping in order to project the remaining 10,000 data points. In Figure 6.1
the evaluation based on the quality value Qm(k) is depicted where each projection - the
direct projection of the training data as well as the out-of-sample extensions (referred
to as ’test’ here) - is evaluated and plotted into one figure. In order to be independent
of the individual sample sizes and to save computational time, we use the sub-sampling
strategy for quality evaluation, described previously in section 6.5, with 100 points in
each repetition.
The first important observation is that the train and the corresponding test curve
lie close together. This already gives a first indication of the out-of-sample quality of
the proposed method. Globally, t-SNE, Isomap and MVU show a similar quality, while
locally t-SNE outperforms the remaining approaches if considering small neighbourhood
sizes.
6.6.2 Properties of the kernel mapping exemplarily evaluated on kernel
t-SNE
In order to systematically investigate the influence of the size of the training set on
the projection quality, we evaluate different ratios of the training and test set. For this
purpose, we apply kernel t-SNE to the usps data set (since it is the smallest it is possible
to project the whole data set). The ratios 1%, 10%, 20%, 30%, ..., 90% are used for the
training set and the evaluation of each projection is based on the training set and its
corresponding out-of-sample extension.
We employ the scalar quality evaluation measure Qlocal since it allows us to compare
the qualities of many projections in a single plot. We also compute the KL divergence
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Figure 6.1: Evaluation of various nonlinear dimensionality reduction approaches together
with our proposed kernel mapping on the usps data set.
between the points in high- and low-dimensional spaces. Thereby, we calculate 10
projections for each training set and average the resulting values. The results are shown
on the Figure 6.2. The local Quality Qlocal is depicted on the first left axis and referred
to as Qtrain and Qtest for training and testing sets, respectively. The KL divergence is
depicted on the second left axis and referred to as KLtrain and KLtest for training and
testing sets, respectively. In addition, we depict the required running time on the right
coordinate axis.
The quality of the projected training set decreases with larger training sets. This is
plausible since the evaluation measure quantifies how well the ranks are preserved and
it is obviously easier to preserve ranks if only few data points are available. In this case
of very few points, however, the generalization performance degenerates. The quality of
the out-of-sample projections stays approximately constant after 10% to 20% while the
required computational time grows quadratically. Consequently, using only 10% of the
data for the training set (1100 data points) is enough to obtain a good generalization for
the usps data set, as measured by Qlocal. This can also be supported by an experiment:
the quality of the visualisation from ten different subsamples deviated not more than 2%,
for training and test sets, respectively. Interestingly, the KL divergence anticorrelates
with the Quality Qlocal. This is because the KL divergence is a part of the cost function
evaluated by the quality assessment and it is the reason, why t-SNE along with NeRV
achieve so good results according to the quality evaluation.
An interesting question concerning the kernel mapping is the following: How well does
the distribution of the projected training set fit the distribution of the out-of-sample
extension projected by the kernel mapping? In order to answer this question, we visualize
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Figure 6.2: Local qualities Qlocal and required computational time of the projections
based on a varying size of the training set.
the distribution of the probability values qij calculated by the t-SNE mapping for the
training and test set. For this illustration, we have again used the usps data set. The
values of qij are grouped into blocks, each block containing probabilities with the value
from the specific interval. This way, the horizontal axis shows different blocks and the
vertical axis shows the number of probability values in each block. After scaling of both
axes (this is necessary due to the different numbers of data points in both data sets),
plotting the distribution of the training set above zero and the distribution of the test
set below (after flipping horizontally) gives the illustration shown in Figure 6.3. The left
image is the original distribution and the right one is zoomed in on the y-axis.
In the left figure we can see that the most probability values are close to zero. From
the right we can deduce statements concerning the similarity of both distributions: the
amounts of probability values for train set versus test set are very similar for all blocks
except the last one. The highest probability value qij occurs in the test set much more
often than in the training set. qij can be interpreted as the probability that two projected
data points yi and yj are close together. This implies that there are points in the out-of-
sample projection which are very close together or lie on top of each other. And indeed,
we have observed that some points are projected to the origin. We believe that this is
caused by some high-dimensional points lying far apart from all the points of the training
set. Managing this issue will be subject to future research.
6.6.3 Comparisons of kernel t-SNE and Fisher kernel t-SNE to parametric
t-SNE
Furthermore, we compare the performance of kernel t-SNE to that of parametric t-SNE:
we apply both methods on a part of the complete data sets. For usps we utilize 1,000 and
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Figure 6.3: Distribution of the probability values qij as observed in the training set of
t-SNE (above zero) and in the out-of-sample extension (below zero after
flipping horizontally). The right figure is zoomed in on the y-axis.
for the remaining three data sets 2,000 data points. Before applying kernel t-SNE, we
preprocess the data by projecting them down to 30 dimensions with PCA (for all data
sets except letter which is already 16 dimensional). The preprocessing was applied to
speed up the computation and the number of dimensions was selected in such a way that
it does not impair the visualisation quality. For parametric t-SNE the deep architecture
of the network, used for this method, realizes a preprocessing step by itself [156]. In
preliminary experiments PCA preprocessing had no apparent effect and was therefore
left out. For the application of kernel t-SNE we first train t-SNE on the training set to
obtain for each xi a two-dimensional point yi and then use these pairs to optimize the
parameters of our mapping fw as described in section 6.3.
Figures 6.4 and 6.5 show the resulting projections by kernel t-SNE and parametric
t-SNE, respectively. In both cases, the left columns show the projections of the training
sets and the right columns those of the complete sets.
We have measured the running time of the two methods on these data sets. The elapsed
time includes the preprocessing as well as the training and prediction time, it is shown
in Table 6.1. Kernel t-SNE is usually much faster than parametric t-SNE. This fact can
be addressed to the higher training complexity of parametric t-SNE as opposed to kernel
t-SNE: while kernel t-SNE relies on an explicit algebraic expression, parametric t-SNE
requires the optimization of a cost function induced by t-SNE on the deep autoencoder.
For the latter, well-known problems of a classical gradient technique for deep networks
prohibit a direct gradient method and pre-training e.g. based on Boltzmann machines is
necessary [137].
Further, we apply Fisher kernel t-SNE to obtain visualizations which take the labelling
of the data into account. Here we also preprocess the data by projecting them to 30
dimensions. The results are depicted in Figure 6.6.
In order to evaluate the mappings we use the rank based evaluation measure Qm(k)
for different neighbourhood sizes k as described in section 6.5. We use the approximation
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Figure 6.4: Left column: t-SNE applied on the four data sets letter, mnist, norb and
usps (from top to bottom). Right column: out-of-sample extension by kernel
t-SNE.
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Figure 6.5: Left column: parametric t-SNE mapping learned from the four data sets
letter, mnist, norb and usps (from top to bottom). Right column: out-of-
sample extension by parametric t-SNE.
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Figure 6.6: Left column: Fisher t-SNE trained on the four data sets letter, mnist, norb
and usps (from top to bottom). Right column: out-of-sample extension by
Fisher kernel t-SNE.
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Table 6.1: Processing time of kernel t-SNE and parametric t-SNE for all four data sets
(in seconds).
data sets kernel t-SNE parametric t-SNE
letter 124 275
mnist 145 340
norb 141 161
usps 38 126
described in this section, as well: the sample size is fixed to 100 and the evaluation
is performed and averaged over ten times. Usually, small to medium values for k are
relevant, since they characterize the quality of the local structure preservation.
Figure 6.7 shows the quality curves for the letter (left) and mnist (right) data sets.
For the letter data set, kernel t-SNE shows clearly better results locally than parametric
t-SNE, i.e for values of k up to 10 for out-of-sample extension and up to 15 for the training
set. For larger values of k, parametric t-SNE shows higher accuracy values but as already
mentioned before, smaller values of k are usually more important since they characterize
the quality of the local structure preservation. Concerning the generalization of kernel
t-SNE, the quality curve of the out-of-sample extension lies slightly lower than the one
of the training set but approaches the latter with increasing neighbourhood range. The
training and test curves of Fisher kernel t-SNE proceed similarly as those of kernel t-SNE
but lie a bit lower.
The quality curves for the mnist data set are all very close to each other. However, a
similar tendency as before is present: For small neighbourhood sizes (until k = 10) the
curve of kernel t-SNE is higher while for larger ones the quality of parametric t-SNE gets
better.
The generalization quality of kernel t-SNE on the norb data set (Figure 6.8, left) is
excellent since the quality curves of the training and test set lie very close together.
The quality curve of parametric t-SNE for this data set lies much lower. This can
Figure 6.7: Quality curves for the data sets letter (left) and mnist (right).
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be attributed to the fact that parametric t-SNE relies on deep autoencoder networks,
for which training constitutes a very critical issue: for an often required large network
complexity, a sufficient number of data is necessary to learn the structure of the data
properly, unlike kernel t-SNE which, due to it’s locality, comes with an inherent strong
regularization.
The visualization quality of the usps data set is shown in Figure 6.8 (right). The
quality curves of all methods lie close together, while a similar tendency as previously
persists: For small neighbourhood sizes the quality of kernel t-SNE is better while for
larger values the quality curve of parametric t-SNE is higher.
In many of these evaluations, Fisher kernel t-SNE obtained worse values than kernel
t-SNE. This has the following reason: The Fisher metric distorts the original metric
(according to the label information) and, therefore, also the neighbourhood ranks. How-
ever, this is intended since the methods tries to focus on those changes in the data which
affect the labelling of the data. Therefore, a better evaluation for this method would be
a supervised evaluation like the k-nearest neighbour classifier described in Section 6.5.
Here, we choose k = 1. Table 6.2 shows the classification accuracy of the visualizations of
all data sets and all methods. Here, ’train’ refers to the training set of the DR mapping
and ’test’ to its out-of-sample extension.
This evaluation shows that Fisher kernel t-SNE emphasizes the class structure of the
data: The classification accuracies on the out-of-sample extensions are at least as good
as those from the other methods. For usps, the accuracy is much better and, therefore,
improves the generalization of kernel t-SNE.
6.7 Summary
We have introduced kernel t-SNE as an efficient way to accompany t-SNE with a paramet-
ric mapping. We demonstrated the capacity of kernel t-SNE when faced with large data
sets, yielding convincing visualizations in linear time if sufficient information is available
in the data set or provided to the method in the form of auxiliary information. For
Figure 6.8: Quality curves for the data sets norb (left) and usps (right).
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Table 6.2: Accuracies of the nearest neighbour classifier for the training and test set of
each method on four different data sets.
data sets kernel t-SNE parametric t-SNE fisher kernel t-SNE
letter
train 84.1% 21.3% 85.5%
test 80.1% 27.8% 80.4%
mnist
train 90.7% 85.4% 91.1%
test 85.8% 62.5% 86.3%
norb
train 88.2% 43.0% 85.4%
test 85.4% 38.5% 85.6%
usps
train 90.5% 86.5% 96.6%
test 84.8% 58.6% 87.4%
the latter, Fisher kernel t-SNE yields a particularly simple possibility of its integration
since the training set can easily be shaped according to the given information. All these
improvements are summarized in Table 6.3.
Table 6.3: Benefits achieved by parametric t-SNE.
Topic Relational Out-of-Sample Efficiency Relevance
Technique Data Extension vectorial relational Learning
GTM
√ √ √ √ √
t-SNE
√ √ √ √
The presented approach opens the way towards life-long or online visualization tech-
niques since the mapping provides a memory of already seen information. It is the subject
of future work to test suitability of this approach in stationary as well as non stationary
online visualization tasks. Furthermore, it might be beneficial to dynamically adapt the
sampled subset X ′ in order to further improve the generalization towards new data.

Chapter 7
Conclusions
DR is a powerful data mining concept designed to help humans to deal with vast amounts
of electronic data. As such, DR should be able to handle large amounts of arbitrarily
complex data and produce simple and interpretable results at the same time. In this
thesis we presented a variety of techniques which contributed to bridge the gap between
existing DR technology and efficient universal methods which can easily be used by
practitioners in applications.
In the second chapter we gave an overview on different DR techniques and discussed
the categorical separation of the available techniques into parametric and nonparametric
ones. We illustrated the typical problems characteristic to each category. Parametric
techniques define an explicit mapping from high- to low-dimensional space and are often
fast, i.e. they have linear time computational complexity, but since they operate on
vectorial data, they can not be applied to complex structured data. Nonparametric
techniques, on the other side, directly optimise positions of low-dimensional points and
thus are capable of producing a more flexible result. However, this comes with the
disadvantage, that they can no longer map new points easily. Further, since all pairs of
points are concerned, they frequently have quadratic or even cubic complexity.
We also described relevance learning as a principled way to shape the goal of DR.
Generally, it is not possible to produce a low-dimensional projection of high-dimensional
data without information loss. Thus, one might formulate the goal of DR as to preserve
as much information as possible. Unfortunately, this can be interpreted in an arbitrary
way, making DR an inherently ill-posed problem. This formulation gives rise to different
approaches, which try to e.g. preserve geodesic distances or neighbourhoods, leading
to results which can hardly be shaped by practitioners and their specific demands. By
focusing on the aspects of the data which are important according to given auxiliary
information we are able to clarify the problem and produce a visualization which is most
helpful for the user according to the given auxiliary focus.
In the third and forth chapters we worked with GTM, which is a parametric proto-
type based technique. We extended it towards supervised visualization by learning the
underlying metric. This results in topographic maps which focus on the discriminative
information and thus visualise the in-between class relationships. Also, the learned rele-
vance profile allows an insight on importance of different dimensions. In combination with
the ability to inspect the prototypes, we obtain a technique with high interpretational
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capability.
Although GTM is a powerful technique, there are still shortcomings which limit its
applicability. It can not be directly applied to structured data, such as graphs, gene
sequences or texts. To overcome this limitation we extended GTM to relational data
in chapter 4. Since relational data is characterised by a similarity value for each pair
of objects it requires squared amount of space and thus the time complexity of GTM
increases from linear to quadratic, making this technique no longer feasible for large data
sets. This problem was addressed in chapter 5, where we showed that any symmetric
matrix can be approximated by the Nystro¨m technique in linear time. We also gave an
in-depth discussion on the nature of the relational data and presented a general approach
to convert non-metric (dis-)similarity matrices into metric ones efficiently. This principle
allows to process arbitrary data with any proximity based technique, such as e.g. kernel
PCA.
In the last chapter we dealt with nonparametric techniques based on the example of
t-SNE. It provides a more flexible mapping than a parametric technique, but it is hard to
extend an already trained map to new unseen data. Another feature is, that it is already
a relational technique, since it operates on similarities between objects. However, due to
the same reason, it also has high computational complexity, which makes it problematic
for large data sets. To solve this problems we presented a general approach, which allows
to extend any DR technique to an explicit mapping and thus map new data in the same
way as the training data. It is then possible to train the mapping on a small part of the
data for which computational complexity is not yet an issue and extend the mapping in a
simple way to the remaining data. To improve the quality of the visualization on a small
data set we used an approach for relevance learning as presented in [125]. This technique
is too time consuming to apply for a given big data set as a whole, but it is viable
on a small data set. Thus, both techniques complement each other and produce good
visualization results. These results extend DR methods as proposed in the literature to
flexible, user adaptable, generic methods in several respects.
Albeit the developments presented in this thesis solve many important issues, there
are still major challenges left which are in the focus of research today. Many of these
problems arise when the DR techniques are applied in practice by users who are not
experts in machine learning. A variety of user demands or technology in the context of
user interaction are still open in DR. We have a short glimpse at a few aspects which
arise in this context.
The goal of DR in applications is to visualise data in a way suitable for the user. Often
this means, instead of optimising a mathematical cost function only, other objectives
should also be concerned which take into account the way in which humans perceive
visual information on the one hand, and implicit assumptions of the respective application
domain on the other hand. Thus, it is important to analyse, what exactly the users want
to see and in which way the visualisation could be most beneficial for them. Relevance
learning as introduced in this thesis offers one possibility along this line, further intuitive
ways to influence the result are certainly necessary. One interesting approach which has
recently been proposed is to incorporate topological indices into the judgement of DR
results [107].
The techniques should also be designed in an interactive way, so that the user could
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modify the visualisation on the fly, focusing on the aspects important for the given
task and gaining more insight into the data by looking at it from different perspectives.
To achieve this, the user has to understand how the visualisation is generated and how
interaction, i.e. through modification of parameters, affects it. This causes the need for so
called white box techniques, which have to be transparent and comprehensible, in contrast
to the black box techniques, which are, despite being sophisticated, too complicated for
operators who are not familiar with DR. For current DR technologies, for example, the
influence of model parameters is not yet fully understood, and an intuitive interactive
way to set appropriate meta-parameters is lacking. Related questions are the subject of
research in the field of interactive data analysis and visual analytics, for example [62].
Another important issue concerns the reproducibility of visualisation results. Due to
randomness in the algorithms, as e.g. in the initialisation, but also if the training set
changes slightly, the generated visualisation might differ significantly. This results in
an uncertainty for the user regarding which visualisation is the right one. A consistent
visualisation would generate more reliable results which could be compared to each
other e.g. in slightly different experiments. A related problem is the reliability of the
visualisation. Given a visualisation, it is not clear, if it is the only right visualisation
for certain data; instead many possibilities exist, each making errors at different places.
It would be beneficial to indicate non-trustworthy areas to show, that the underlying
structure of the data might be too complicated to visualise. Interesting directions along
this line have been proposed in [113], for example.
These challenges, among others, turn visualisation into a a very active research topic
with many solutions already discovered, but also with challenges which should be the
subject of the future work.
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