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Precise knowledge of optical lattice depths is important for a number of areas of atomic physics, most notably
in quantum simulation, atom interferometry and for the accurate determination of transition matrix elements.
In such experiments, lattice depths are often measured by exposing an ultracold atomic gas to a series of off-
resonant laser-standing-wave pulses, and fitting theoretical predictions for the fraction of atoms found in each
of the allowed momentum states by time of flight measurement, after some number of pulses. We present a
full analytic model for the time evolution of the atomic populations of the lowest momentum-states, which is
sufficient for a “weak” lattice, as well as numerical simulations incorporating higher momentum states for both
relatively strong and weak lattices. Finally, we consider the situation where the initial gas is explicitly assumed
to be at a finite temperature.
I. INTRODUCTION
Precision measurement of optical lattice [1] depths is im-
portant for a broad range of fields in atomic and molecular
physics [2, 3], most notably in atom interferometry [4, 5],
many body quantum physics [6, 7], accurate determination
of transition matrix elements [8–12], and, by extension, ul-
traprecise atomic clocks [13, 14]. Lattice depth measurement
schemes include methods based on parametric heating [15],
Rabi oscillations [16], and sudden lattice phase shifts [17].
The most commonly used scheme is Kapitza–Dirac scatter-
ing [18], where an ultracold atomic gas is exposed to a pulsed
laser standing wave and theoretical predictions for the frac-
tion of atoms found in each of the allowed momentum states
are fitted to time of flight measurements [7, 19–21]. However,
when determining the matrix elements of weak atomic tran-
sitions, the lattice depths involved are correspondingly small
(V.0.01ER for any atom, here V is the lattice depth and ER
is the laser recoil energy), such that signal-to-noise consider-
ations become an issue [22].
Recently, the work of Herold et al. [23] and Kao et al. [24]
has suggested that this complication can be mitigated by us-
ing multiple laser standing wave pulses, alternating each with
a free evolution, such that each alternating stage has a dura-
tion equal to half the Talbot time [25–27]. With each pulse,
population in the first diffraction order is coherently increased,
improving contrast relative to the zeroth order.1
The modeling approach taken in [23, 24] is valid for a weak
lattice which is pulsed a small number of times, correspond-
ing to the “weakly-diffracting limit”. Following description
of our model system and its general time evolution in sec-
tion II, in section III we present a full analytic model for the
time evolution of the atomic populations of the zeroth and
first diffraction orders; this is sufficient for a “weak” lattice.
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1 In practice, this additive effect is only maintained for a certain number of
pulses set by the lattice depth, as we discuss in section IV.
In section IV we present numerical simulations incorporating
higher momentum states at both large and small lattice depths
V (“small” is taken to mean when V is less than a tenth of the
recoil energy ER), which we compare for typical experimental
values. We also explore the role of finite-temperature effects
in such experiments (section V), and present our conclusions
in section VI.
II. MODEL SYSTEM: BEC IN AN OPTICAL LATTICE
A. Alternating Hamiltonian evolutions
We consider an atomic Bose–Einstein condensate (BEC)
with interatomic interactions neglected.2 This can be achieved
experimentally by exploiting an appropriate Feshbach reso-
nance [28–31], or by allowing the cloud to expand adiabati-
cally [32]. Working in this regime means that we need only
consider the single-particle dynamics of each atom. The op-
tical lattice laser is far off resonance such that we consider
the atomic center of mass motion only [33], and we consider
the atoms to be periodically perturbed by a 1d optical lattice,
alternated with a free evolution [34]. The atomic center of
mass dynamics are then alternatingly governed by the follow-
ing Hamiltonians:
HˆLatt =
pˆ2
2M
− V cos(Kxˆ), (1a)
HˆFree =
pˆ2
2M
, (1b)
where pˆ is the 1d momentum operator in the x direction (see
Fig 1), xˆ is the associated position operator, M is the atomic
mass, and V the lattice depth3 (dimensions of energy) of a
2 The quantum degeneracy is not important in our analysis, as the require-
ment is simply for a very narrow initial momentum spread.
3 It is conventional to define the lattice depth with respect to a potential of
the form U0 sin2(Kx/2). In this work we refer to the lattice depth as V =
−U0/2 = −~Ω2/8∆ for a laser Rabi frequency Ω and detuning ∆ ≡ ωL−ω0.
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FIG. 1. (Color online) Diagram of a multi-pulse atom-diffraction
setup. (a) shows a cold atomic gas subjected to multiple lattice
pulse evolution sequences, before a time of flight beam measures
the atomic population in each of the allowed momentum states, (b)
shows the modulation of the lattice depth in time, where V is the
lattice depth (dimensions of energy) when the standing wave pulse
is on, and T1/2 is the Talbot time as defined in Eq. (2). For sim-
plicity, the laser standing wave has been oriented orthogonally to the
gravitational direction, however we note that this is equivalent to a
vertically oriented system in which a phase-shifter element is used
to introduce a time dependent phase on the standing wave, which is
tuned to cancel out gravity [34, 37].
lattice with wavenumber K (K = 2KL, where KL is the laser
wavenumber) [35, 36].
As stated in the introduction, Herold et al. [23] and Kao
et al. [24] proposed that when measuring very small lattice
depths (V∼0.01ER, here ER = ~2K2/8M), the signal can be
optimized by both the lattice pulse and free evolution having
a duration equal to the half Talbot time [38],
T1/2 =
2piM
~K2
. (2)
This is half the full Talbot time, which is the elapsed time
for which the free evolution operator [generated by Eq. (1b)]
collapses to the identity when applied to a momentum state
that is an integer multiple of ~K.4
B. Time evolution
The time-periodicity of the system admits a Floquet treat-
ment [44]; the time evolution of an initial state |ψ(t = 0)〉 for
4 For an initially zero-temperature gas, these conditions yield an antireso-
nance in the quantum δ-kicked particle (the momentum width of the gas is
bounded, and alternates in time between two values) [26, 27, 35, 39–46].
N successive lattice-pulse sequences is given by repeated ap-
plications of the system Floquet operator Fˆ to the initial state,
i.e., |ψ(t = N)〉 = FˆN |ψ(t = 0)〉.
We determine the relevant Fˆ, governing a lattice pulse of
duration T1/2 [Eq. (2)], followed by a free evolution of the
same duration, straightforwardly from the time evolution op-
erators generated by Eqs. (1a) and (1b). The spatial periodic-
ity of the laser standing wave also enables us to invoke Bloch
theory [47]. Recasting the momentum operator pˆ such that:
(~K)−1 pˆ = kˆ + βˆ, (3a)
kˆ|(~K)−1p = k + β〉 = k|(~K)−1p = k + β〉, (3b)
βˆ|(~K)−1p = k + β〉 = β|(~K)−1p = k + β〉, (3c)
with k ∈ Z and β ∈ [−1/2, 1/2) [48], we elucidate that the to-
tal dimensionless momentum (~K)−1p associated with a sin-
gle plane wave is the sum of k, the discrete part, and β as
the continuous part or quasimomentum, which is a conserved
quantity. Hence, only momentum states separated by integer
multiples of ~K are coupled [34, 49]. Within a single quasi-
momentum subspace, the system Floquet operator can there-
fore be written:
Fˆ(β) =Fˆ(β)FreeFˆ(β)Latt = exp
(
−i
[
kˆ2 + 2kˆβ
2
]
2pi
)
× exp
(
−i
[
kˆ2 + 2kˆβ
2
− Veff cos(θˆ)
]
2pi
)
,
(4)
where Veff = VM/~2K2 is the dimensionless lattice depth, θˆ =
Kxˆ and the rescaled half Talbot time is equal to 2pi.5 Using Eq.
(4) to calculate |ψ(t = N)〉 = ∑ j c j(N)|k = j〉, the population
in each discrete momentum state |k = j〉 after N pulses is given
by the absolute square of the individual coefficients P j(N) =
|c j(N)|2. In this paper we employ both the well-known split-
step Fourier approach [34, 50], and matrix diagonalization in
a truncated basis [23, 51] to determine |ψ(t = N)〉 beyond the
weakly-diffracting limit, as well as an analytic approach in the
weakly-diffracting case.
III. ANALYTIC RESULTS IN A TWO-STATE BASIS
For an initially zero-temperature gas (β = 0) subjected
to a small number of pulses from a shallow lattice, a useful
approximation is to assume that no population is diffracted
into momentum states with |p| > ~K, the so-called “weakly-
diffracting limit”. Mathematically, this regime corresponds to
the time evolution of an initial state |ψ(t = 0)〉 = |k = 0〉 in a
space spanned only by the |k = −1〉, |k = 0〉 and |k = 1〉 states
of the β = 0 quasimomentum subspace.
The symmetry of the lattice and free evolution Hamiltoni-
ans about |k = 0〉 guarantees that, for our chosen initial state,
5 In generality Eq. (4) should include the operator βˆ, however, restricting our
analysis to states within a single quasimomentum subspace, β is a scalar
value, and relative phases depending solely on β can be neglected.
3the population diffracted into the |k = 1〉 state is identical to
that diffracted into the |k = −1〉 state. We therefore express
the system Hamiltonians (1a), (1b) as matrices in the trun-
cated momentum basis:
|0〉 = |k = 0〉 =
 01
0
 , (5a)
|+〉 = 1√
2
(|k = 1〉 + |k = −1〉) =
 10
0
 , (5b)
|−〉 = 1√
2
(|k = 1〉 − |k = −1〉) =
 00
1
 , (5c)
yielding the following 3×3 matrix representation of the lattice
Hamiltonian:
H3×3Latt =
 1/2 −Veff/
√
2 0
−Veff/
√
2 0 0
0 0 1/2
 . (6)
There is no coupling between the |0〉 state and the antisym-
metric |−〉 state. Hence, for an initially zero-temperature gas,
there is no population transfer into the |−〉 state for all time.
The relevant basis is therefore two-dimensional, with basis
states |0〉2 ≡
(
0
1
)
and |+〉2 ≡
(
1
0
)
. We use these to represent
Eq. (1a) as the 2 × 2 matrix:
H2×2Latt =
(
1/2 −Veff/
√
2
−Veff/
√
2 0
)
. (7)
We recognize Eq. (7) as a Rabi matrix, the eigenvalues and
normalized eigenvectors of which are well known [52]. We
use these to calculate the populations after N pulses of the |0〉
and |+〉 states [P0(N,Veff) and P+(N,Veff), respectively]:
P0(N,Veff) = 1 − A sin2(Nφ/2), (8a)
P+(N,Veff) = A sin2(Nφ/2), (8b)
A =
8V2eff sin
2
(
pi
√
1 + 8V2eff/2
)
8V2eff + cos
2
(
pi
√
1 + 8V2eff/2
) , (8c)
φ = 2 arctan

√
8V2eff + cos
2
(
pi
√
1 + 8V2eff/2
)
sin
(
pi
√
1 + 8V2eff/2
)
 , (8d)
as explicitly derived in Appendix A.
From Eqs. (8a) and (8b), we see that in the weakly-
diffracting limit P0 and P+ oscillate sinusoidally with the
number of pulses N, and are entirely characterized by an am-
plitude A and a “frequency” φ, both of which depend solely
on the dimensionless lattice depth Veff . We note the similar-
ity to the result reported in [21] for single pulse diffraction.
We display the variation of A and of φ versus Veff in Fig. 26;
6 Note that when explicitly evaluating Eq. (8d), it is desirable to use the
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FIG. 2. (Color online) Plot of the variation of φ/2pi, (a), and the
amplitude A, (b), versus Veff , all quantities are dimensionless. The
blue curves [beginning at φ/2pi = 0 for (a), and A = 1 for (b)] give the
full analytic form for each expression, corresponding to Eqs. (8d) and
(8c) respectively. The solid red lines show our linear approximation
to φ for Veff  1, φ ≈ 4
√
2Veff [the straight line of (a)], and our
limiting value of A for Veff → ∞, A = sin2(
√
2piVeff) [the lowermost
curve of (b)]. The horizontal dashed line in (a) appears at φ = pi,
which is a physically relevant value about which φ oscillates beyond
its first turning point. The vertical lines correspond to the points
where φ = pi, and A = 0, both of which always occur simultaneously.
φ initially increases approximately linearly with Veff , mean-
ing that over a sufficiently small range of lattice depths, we
should expect to see an approximate universality in the popu-
lation dynamics when the time axis is scaled by Veff (we ex-
plore this scaling in Section IV). In the limit where Veff → 0,
it follows that φ = 4
√
2Veff (see Appendix B), depicted by the
solid straight line plotted in Fig. 2(a). Substituting this result
into Eq. (8b) and expanding the corresponding Taylor series to
leading order, we recover the familiar quadratic dependence of
Herold et al. [23, 24] (see Appendix B 3):
P+ = 8N2V2eff ∝ N2. (9)
The validity of this result is subject to Nφ(Veff)/2  1. In-
creasing Veff beyond this regime, A, which decreases steadily
in the range of linearity of φ, first reaches a node at Veff =√
3/(2
√
2) ' 0.612, and afterwards at all points where Veff =√
4m2 − 1/(2√2), m ∈ Z+, depicted by the vertical dashed
lines of Fig 2. Physically, these values of Veff correspond to
there being no pulse-to-pulse population transfer out of the
|k = 0〉 state, at least in the weakly-diffracting limit. As shown
in Appendix B, φ = pi at those values of Veff where A has a
node, visualised by the intersection of the vertical and hori-
zontal dashed lines in Fig 2(a).
In the limit where Veff → ∞, φ = pi whenever Veff = n/
√
2,
with an overall oscillatory behavior of ever-decreasing ampli-
tude around this value, while A takes on the form of a sinu-
soidal oscillation: A = sin2(
√
2piVeff).
“Atan2” numerical routine in, e.g., Python. This ensures that the sign of the
argument is taken into account, which avoids singularities in the frequency.
4IV. INCORPORATING HIGHER DIFFRACTION ORDERS
A. Numerical simulations for a large momentum basis
Having obtained analytic results for the time-evolved popu-
lations in the weakly-diffracting limit, we test their domain of
validity by using standard numerical techniques to compute
the full momentum distribution of the system, and sampling
the population in the |k = 0〉 state, P0. We follow the same
approach as [44, 50] and work within the momentum basis.
The action of the Floquet operator (4) on the total state of the
system, |ψ〉, is calculated by a split-step Fourier method, on a
basis of 2048 momentum states, which is exhaustive for any
practical purpose.
In Fig. 3 we compare the analytic results of Eqs.
(8a,8b,8c,8d) to this exact numerical calculation for fixed val-
ues of the effective lattice depth Veff . From Fig. 3(a) we see
that the sinusoidal character of the analytic result for P0 is
revealed for higher values of Veff , as well as a similar oscil-
latory behavior in the exact numerics. Naively, we may say
that increasing Veff gives rise to a greater deviation of the ex-
act numerics from the analytics. This is true when comparing
over a fixed number of pulses, however we can use our ar-
gument that there is an approximate universality in Veff and
the number of pulses (see section III) to clarify this statement
by means of the universal curve displayed in Fig. 3(b). This
clearly shows that the universality holds approximately for the
exact numerics also, and that the analytics cease to agree with
the exact numerics at approximately the same point on the
universal curve, regardless of the value of Veff in the chosen
range. Hence, more completely, the analytics are sufficient
to understand the system provided the product of the number
of pulses and effective lattice depth is sufficiently small. We
note specifically that there is a frequency drift which increases
along the curve, and a marked reduction in amplitude of the
exact numerics as compared to the analytics at its first revival.
Both features appear due to leakage of population into mo-
mentum states with |p| > ~K, and inform our discussion of
the range of validity of the weakly-diffracting limit taken in
previous work. Indeed, the quadratic result of Herold et al.
[Eq. (9), shown as dashed lines in Fig. 3] deviates from the
exact numerics at a significantly smaller value of NVeff than
our exact analytic result for two diffraction orders.
In [23, 24], the regime in which the weakly-diffracting
limit is satisfied (recast in our system of variables) is given
by NVeff  1/4. Though this inequality places an upper
bound on the allowed value of NVeff , it is reasonable to ask
at what point is NVeff “much smaller” than 1/4? By inspec-
tion of Fig. 3(b), we can see that at NVeff = 1/4, there is
still excellent agreement between our analytics and exact nu-
merics. We calculate the RMS difference between our ana-
lytics and full numerics [53] at this point over the range of
chosen lattice depths (defined as RMS=[
∑N
j=1{P0(N,Veff) j −
P0(Numerical)(N,Veff) j}/N]1/2, whereN is the number of lattice
depth values) to be 0.0011 (deviation at the 0.1% level). The
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FIG. 3. (Color online) (a): Plot of population in the |k = 0〉 state, P0,
versus number of pulses, as calculated in a truncated momentum ba-
sis with |k| ≤ 3 by numerical diagonalization (hollow markers), and
a 2048 state basis using a split-step Fourier method (solid markers).
The solid lines correspond to the analytic solution for P0 in a two
state basis, as given by Eq. (8a), while the dashed lines represent the
quadratic solution of Herold et al. [Eq. (9)]. Each set of markers cor-
responds to a fixed value of the effective lattice depth ranging from
the slowest-oscillating curve at Veff = 0.01 to the fastest oscillating
one at Veff = 0.11 in steps of 0.02. (b): Reproduction of (a), with the
number of pulses axis scaled by the dimensionless lattice depth Veff
to reveal an approximate universal curve both in the analytics and
the numerical simulations. The data have been extended to span the
full range of the horizontal axis. The universal curve reveals a drop
in the amplitude of P0 as calculated by the full numerics at the first
revival, which is not reproduced by the analytics, but is reproduced
in the truncated momentum basis. In (b), the oscillation frequency of
the numerical curve increases compared to that of the analytic result
as the number of pulses or the lattice depth is increased. After three
half-oscillations on the universal curve, the truncated basis result be-
gins to deviate appreciably from the full numerics.
corresponding quadratic result deviates at the 42% level.7 The
point at which leakage into higher momentum-states first be-
comes appreciable is NVeff ∼ 1/2, with an RMS of 0.0043
(deviation at the 0.4% level). Though this is clearly suffi-
7 In practice, the discretization of the time axis in the number of pulses means
that we cannot generally assume that any data points from the full numerics
will fall at the exact value NVeff = 1/4, and so we have chosen the data
closest to this point in our calculation of the RMS.
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FIG. 4. (Color online) Comparison between population dynamics for differing values of the dimensionless lattice depth Veff , as computed by
exact numerics and the two-state analytic model of Eqs. (8a) and (8b). Row 1 [(a), (c), (e)] comprises momentum distributions versus the
number of lattice pulses for an initially zero-temperature gas in a basis of 2048 momentum states. Each false-color plot shows the time evolved
population in the first 13 momentum states (|k| < 6), to be read on the colorbar to the right. A cutoff population value of Pcutoff = 10−11 has
been applied to each population distribution to accommodate the log scale. This illustrates that for this choice of parameters, the amount of
population diffracted into momentum states with |p| > 3~K is negligible. Row 2 [(b), (d), (f)] shows firstly, slices through the momentum
distribution corresponding to the population in the k = 0 state, P0, (red circles) and the |p| = ~K states, P±1, (blue squares), to which our
two-state analytic model is compared (red and blue solid lines respectively). To clarify the drop in amplitude in the first revival of P0, the
green triangles have been added, which correspond to 1 − P±2 and almost intersect the red circles corresponding to P0, indicating that the
overwhelming majority of the population which has left P0 at this point, has in fact been diffracted into the |k| = 2 states. At the second revival,
the two sets of points are further apart. Population leakage into the |p| = 3~K states, corresponding to the magenta diamonds, which represent
1 − P±3, explains this effect. Solid lines have been added as a guide to the eye. Each column corresponds to a fixed value of Veff , [(a),(b)]
Veff = 0.07, [(c),(d)] Veff = 0.10, [(c),(d)] Veff = 0.13.
ciently small to still be considered within the range of validity
of the weakly-diffracting limit, beyond NVeff ∼ 1/2, where the
RMS becomes larger, we must incorporate higher momentum-
states. This motivates the question of how many momentum
states are necessary to include for such a model to be useful
for a reasonable choice of experimental parameters.
Figures 4 (a,c,e) show a selection of momentum distribu-
tions for a range of values of Veff as calculated by the full
numerics, showing momentum states up to |p| ≤ 6~K, with
Figs. 4 (b,d,f) showing corresponding slices through the mo-
mentum distributions. The log scale makes clear that there
is very little population leakage into momentum states with
|p| > 3~K for the chosen values. Instead we see that there are
pronounced oscillations in population between the |p| = 0 and
|p| = ~K states, which are modulated by population leakage
into the |p| = 2~K states, and to a lesser extent the |p| = 3~K
states. By inspection of the lattice Hamiltonian in the momen-
tum basis, this can be explained by the decrease in magnitude
of the off-diagonal coupling terms with state number. In fact,
the decrease in amplitude at the first revival in Fig. 3(b) is al-
most entirely due to population leakage into the |p| = 2~K
states, suggesting that a model incorporating only n = 5 mo-
mentum states should be sufficient to capture the dynamics,
up to at least Veff = 1.1.
B. Small momentum bases of dimension > 2
To incorporate higher momentum-states we numerically di-
agonalize Eqs. (1a) and (1b), in a truncated basis of n momen-
tum states, and propagate the time-evolution using the proce-
dure described in Appendix C. Our analysis in the previous
section suggests that simulations using a basis of n = 5 mo-
mentum states ought to be sufficient for practical purposes.
6Corresponding results are shown by the hollow markers in
Fig. 3(b). The five state model is an order of magnitude more
accurate than the analytics at NVeff = 1/4 and NVeff = 1/2,
with RMS differences with respect to the full numerics of
0.00018, and 0.00011 respectively. As expected, the decrease
in amplitude at the second revival on the universal curve is
reproduced by this approach, but is clearly also valid over a
larger range, up to the fourth turning point (NVeff ∼ 1.6, RMS
deviation 0.0022), beyond which the model begins to overes-
timate and then underestimate the exact numerical result.
This difference appears as a result of the basis truncation,
as population leakage into states with |p| ≥ 5~K is explicitly
not possible in this model, though it should be noted that this
effect would only be relevant to experiments performed using
a very large effective lattice depth. An attractive feature of the
five state model is that it can in principle be solved analytically
for the time-evolution of the populations, which could be fit to
experimental data to extract more accurate lattice depths.
V. FINITE-TEMPERATURE RESPONSE
The results presented in the previous sections are valid
for a gas which is assumed to be initially at zero temper-
ature; in practice this regime is never fully achieved, even
for a BEC. To find the response of P0 versus the number
of pulses for a finite-temperature gas, we calculate the time
evolution of P0 for an ensemble of initial momentum states
|ψ(t = 0)〉 = |(~K)−1p = k + β〉 according to Eq. (4), where
the initial momentum is defined in a Bloch framework with
k and β as free parameters. For a sufficiently cold gas [tem-
perature Tw . (~2K2/64kB)K]8 we need only consider initial
states with k = 0 in order to capture the essential features. In
this regime we choose a fixed value of the lattice depth and
scan across the full range of the quasimomentum β as the only
free parameter, to find the momentum dependence in the first
Brillouin zone [47] displayed in Fig. 5.
Figure 5 clearly shows the central resonance at β = 0, where
our zero-temperature analysis is applicable. Increasing the
quasimomentum to |β| = 0.0625, we see that the oscillation
in P0 has an amplitude of less than 50% of that at β = 0, and a
substantially different frequency. Hence, the width of the cen-
tral resonance is relatively narrow compared to the full width
of the Brillouin zone. For an initial momentum distribution
of appreciable width we must consider the surrounding struc-
ture when calculating the population dynamics, as the zero-
temperature behavior will be washed out over time, or even be
unresolvable altogether if the temperature is sufficiently high.
Note that for broader initial momentum distributions the
dynamics will include the secondary resonances at |β| = 0.5,
which have a periodicity of the form P0(N) = cos2(piVeffN),
such that P0 varies between 0 and 1 for all Veff .
Having characterized the first Brillouin zone, we calculate
the full finite-temperature response of P0 by performing Gaus-
8 This rule of thumb is chosen such that the initial width of the momentum
distribution is at most one quarter that of the first Brillouin zone.
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FIG. 5. (Color online) (a) False-color plot of the time evolution of P0
as computed in a basis of 2048 momentum states for values of the di-
mensionless quasimomentum β [see Eq. (3)] ranging from β = −0.5
to β = 0.5 in steps of β = 0.00025 (4001 quasimomentum values).
We have chosen a relatively large lattice depth of Veff = 0.1 such that
the different dynamical behaviors are made clear for the chosen num-
ber of pulses N = 40. (b) Slices taken through the quasimomentum
distribution parallel to the time axis for β = 0, 0.0625, 0.125, then
increasing in increments of β = 0.125 up to a maximum of β = 0.5,
enclosing the full range of dynamics in the k = 0 subspace. Each
vertical set of markers in (a) corresponds to the position in the quasi-
momentum distribution of the slices in (b), where the solid lines have
been added as a guide to the eye.
sian weighting in momentum space according to a rescaled
Maxwell-Boltzmann distribution:
Dk=0(β) =
1
w
√
2pi
exp
(−β2
2w2
)
, (10)
where the dimensionful temperature is given by Tw =
~2K2w2/MkB [44], and kB is Boltzmann’s constant.
Figure 6 shows the variation of P0 with the number of
pulses, including both the strong and weak lattice regimes,
and three different values of the initial momentum distribu-
tion width w. In overview: in regimes where we have a weak
lattice and low temperature the analytic formula is adhered to
almost perfectly; in regimes where we have a weak lattice and
a higher temperature we begin to see noticeable deviations,
which occur for a smaller number of pulses as the temperature
is increased; in regimes where we have a strong lattice and
low temperature, although the analytic formula is not strongly
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FIG. 6. (Color online) Plot of the finite temperature response of P0 vs (number of pulses)×Veff , where Veff is the dimensionless lattice depth
[see Eq. (4)], as calculated for an ensemble of 4001 particles each evolved in a basis of 2048 momentum states. The left column [(a), (b)]
corresponds to the weak-lattice regime, and the right column [(c), (d)] to the strong-lattice regime. The top row of plots [(a), (c)] shows the
finite-temperature response of P0 at a temperature of w = 0.00125 for a selection of different lattice depths, Veff = 0.01, 0.02, 0.05 (all curves
fall on top of each other) in the weak regime (a) and Veff = 0.1, 0.2, 0.5 (lower, middle and uppermost curves) in the strong regime (b). For the
bottom row [(b), (d)], each set of curves and markers corresponds to the response of P0 at a different temperature (w = 0.00125, 0.0125, 0.125;
lower, middle and uppermost curves respectively), where the effective lattice depth is kept constant at Veff = 0.1 in the strong-lattice case
and Veff = 0.01 the weak-lattice case. In all panels, the solid lines correspond to the exact numerical result for a given lattice depth at zero
temperature, while the dashed lines represent the corresponding analytic result at zero temperature in a basis of three momentum states [Eq.
(8a)].
adhered to as the lattice depth increases, the oscillation fre-
quency appears to be reasonably robust as Veff increases and
the amplitude of oscillation consequently decreases; finally in
the regime of strong lattice and higher temperature, the an-
alytic formula is again only adhered to for relatively short
times, with that time being dependent on the temperature.
VI. CONCLUSIONS
We have a zero-temperature analytic formula which yields
significant insight assuming that we are working in the
weakly-diffracting limit. We have shown that at zero tempera-
ture, very small basis sizes are sufficient to capture the essen-
tial features of the population dynamics outside the weakly-
diffracting limit. We have explored the effects of finite temper-
ature initial distributions, and elucidated regimes from which
the lattice depths can be determined from the observed dy-
namics in the lowest diffraction order.
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Appendix A: Time evolution for 2 diffraction orders
1. Floquet operator in two-state basis
We may calculate the time evolution of the |0〉 and |+〉 state
populations by first diagonalizing Eq. (7) (reproduced here for
convenience)
H2×2Latt =
(
1/2 −Veff/
√
2
−Veff/
√
2 0
)
, (A1)
8using the well known eigenvalues and normalized eigenvec-
tors of a Rabi matrix, E± = (1 ±
√
1 + 8V2eff)/4, and
|E+〉 =
(
cos(α/2)
− sin(α/2)
)
, (A2a)
|E−〉 =
(
sin(α/2)
cos(α/2)
)
, (A2b)
respectively, where α = arctan(2
√
2Veff). H2×2Latt can then be
written:
Hdiag = R†H2×2LattR =
(
E+ 0
0 E−
)
, (A3)
such that R is the matrix of normalized eigenvectors. This
leads directly to the part of the Floquet operator governing the
lattice evolution:
FLatt = R†
(
e−2piiE+ 0
0 e−2piiE−
)
R. (A4)
Expressing FFree in the truncated momentum basis, |0〉2 ≡
(
0
1
)
;
|+〉2 ≡
(
1
0
)
, we can represent the total Floquet operator in ma-
trix form thus:
F = FFreeFLatt =
(−1 0
0 1
)
R†
(
e−2piiE+ 0
0 e−2piiE−
)
R. (A5)
2. Floquet evolution for a general two-level system
Any time-evolution operator associated with a two-level
system can be expressed as a 2 × 2 unitary matrix, and all
unitary matrices are diagonalizable, hence we may represent
such a time-evolution operator thus:
U = SUdiagS † =
(
v+1 v
−
1
v+0 v
−
0
) (
λ+ 0
0 λ−
) (
v+1 v
−
1
v+0 v
−
0
)†
. (A6)
Here S is a matrix composed of the normalized eigenvectors
of U:
~v+ =
(
v+1
v+0
)
, ~v− =
(
v−1
v−0
)
, (A7)
and λ± are the corresponding eigenvalues of U, which have
unit magnitude and so can be expressed as:
λ± = exp(−iθ±), (A8)
where θ+ and θ− are phase angles to be determined. The ma-
trix which produces N successive evolutions can therefore be
written:
U = SUNdiagS
† =
(
v+1 v
−
1
v+0 v
−
0
) (
(λ+)N 0
0 (λ−)N
) (
v+1 v
−
1
v+0 v
−
0
)†
=
(
(λ+)N |v+1 |2 + (λ−)N |v−1 |2 (λ+)Nv+1 (v+0 )∗ + (λ−)Nv−1 (v−0 )∗
(λ+)Nv+0 (v
+
1 )
∗ + (λ−)Nv−0 (v
−
1 )
∗ (λ+)N |v+0 |2 + (λ−)N |v−0 |2
)
. (A9)
Suppose that the initial state of the system can be represented
by |0〉2 ≡
(
0
1
)
, and the excited state by |+〉2 ≡
(
1
0
)
, the proba-
bility of the system occupying the |0〉 state after N evolutions
can be written:
P0(N) =
∣∣∣∣∣∣(0 1)UN
(
0
1
)∣∣∣∣∣∣2 = ∣∣∣∣[(λ+)N |v+0 |2 + (λ−)N |v−0 |2]∣∣∣∣2 ,
(A10)
which is the absolute square of the top-left matrix element of
Eq. (A9). The corresponding probability of the system being
in the |+〉 state is simply P+(N) = 1 − P0(N). Since S is a
unitary matrix, v+0 and v
−
0 must satisfy |v+0 |2 + |v−0 |2 = 1, using
this identity and inserting Eq. (A8), P0(N) and P+(N) can be
written:
P0(N) = 1 − 4|v+0 |2|v−0 |2 sin2(N[θ+ − θ−]/2) (A11a)
P+(N) = 4|v+0 |2|v−0 |2 sin2(N[θ+ − θ−]/2). (A11b)
By finding v±0 and θ± for our specific Floquet operator (A5),
we explicitly determine Eq. (A11a) and (A11b), in terms of
the number of pulses N and the effective potential depth Veff ,
this is the origin of Eq. (8a) and (8b).
3. Back to the system Floquet operator
Both the amplitude A = 4|v+0 |2|v−0 |2, and the oscillation fre-
quency φ = θ+ − θ− can be determined by calculating the
eigenvalues and eigenvectors of the Floquet operator (A5), re-
produced here for convenience:
F = FFreeFLatt =
(−1 0
0 1
)
R−1
(
e−2piiE+ 0
0 e−2piiE−
)
R, (A12)
where
R =
(
cos(α/2) − sin(α/2)
sin(α/2) cos(α/2)
)
. (A13)
Introducing µ± = e−2piiE± , cos(α/2) = c and sin(α/2) = s, we
can express (A5) in the the more compact form:
F =
(−µ+c2 − µ−s2 µ+cs − µ−cs
−µ+cs + µ−cs µ+c2 + µ−s2
)
. (A14)
Using s2 = 1 − c2 we can write (A14) as:
F =
(−c2(µ+ − µ−) − µ− cs(µ+ − µ−)
−cs(µ+ − µ−) s2(µ+ − µ−) + µ−
)
. (A15)
9Further, introducing the shorthand c2 ≡ c2(µ+ − µ−), s2 ≡
s2(µ+ − µ−), sc ≡ sc(µ+ − µ−), we have:
F =
(−c2 − µ− sc
−sc s2 + µ−
)
, (A16)
the eigenvalues of which can be written:
λ± =
1
2
− (c2 − s2) ±
√(
c2 − s2
)2
+ 4µ−
(
c2 − s2 + µ−
) .
(A17)
Noting that (c2 − s2)2 = (c2 − s2)(µ+ − µ−)2, and (c2 − s2)2 =
1 − 4s2c2, we can simplify the argument of the radical (c2 −
s2)2 +4µ−(c2− s2 +µ−) = (µ+ +µ−)2−4s2c2(µ+−µ−)2, leading
to:
λ± =
(µ+ − µ−)
2
− (c2 − s2) ±
√
−4s2c2 +
(
µ+ + µ−
µ+ − µ−
)2 .
(A18)
Recalling that µ± = e−2piiE± , and E± = (1 ±
√
1 + 8V2eff)/4, it
can be shown that
(µ+ − µ−) = −
(
eipi[E+−E−] − e−ipi[E+−E−]
)
e−ipi[E++E−]
= −2 sin(pi[E+ − E−]), (A19a)
(µ+ + µ−) = −
(
eipi[E+−E−] + e−ipi[E+−E−]
)
e−ipi[E++E−]
= −2i cos(pi[E+ − E−]), (A19b)
where we have made use of the fact that E+ + E− = 1/2,
leading to:(
µ+ + µ−
µ+ − µ−
)2
= −cos
2(pi[E+ − E−])
sin2(pi[E+ − E−])
= − cot2(pi[E+ − E−]).
(A20)
Since (A20) and (A19a) are always real and negative, it is
straightforward to separate the eigenvalues (A18) into their
real and imaginary parts:
λ± = Re(λ±) + i Im(λ±)
=
(µ+ − µ−)
2
[
−
(
c2 − s2
)
± i
√
4s2c2 + δ2
]
, (A21)
where we have introduced δ ≡ i(µ+ + µ−)/(µ+ − µ−) and δ2 ≡
−(µ+ + µ−)2/(µ+ − µ−)2. We can now solve the eigenvalue
equation:
F
(
v±1
v±0
)
=
(µ+ − µ−)
2
[
−
(
c2 − s2
)
± i
√
4s2c2 + δ2
] (v±1
v±0
)
,
(A22)
for v±0 , v
±
1 . Equation (A22) leads directly to:
v±1 = i
(
 ±
√
2 + 1
)
v±0 , (A23)
where we have introduced the shorthand  ≡ −δ/2sc. We can
now state that:
~v+ ∝
(
i
[
 +
√
2 + 1
]
1
)
, ~v− ∝
(
i
[
 − √2 + 1
]
1
)
, (A24)
and noting that
√
2 + 1−  = (√2 + 1+ )−1, we can express
the normalized eigenvectors thus:
~v+ =
1√
2
√
2 + 1
 i
√√
2 + 1 + √√
2 + 1 − 
 , (A25a)
~v− =
1√
2
√
2 + 1

√√
2 + 1 − 
i
√√
2 + 1 + 
 . (A25b)
The amplitude A=4|v+0 |2|v−0 |2 can now be determined from the
product of the absolute squares of the bottom entries of ~v+ and
~v−:
A =
4(√
2
√
2 + 1
)4 [(√2 + 1 − ) (√2 + 1 + )]
=
1
2 + 1
. (A26)
Inserting 2 = δ2/4s2c2 and 4s2c2 = sin2(α) =
sin2(arcsin(2
√
2Veff/
√
1 + 8V2eff)) = 8V
2
eff/(1 + 8V
2
eff) we can
express the amplitude in terms of the effective lattice-depth
Veff :
A =
8V2eff sin
2
(
pi
√
1 + 8V2eff/2
)
8V2eff + cos
2
(
pi
√
1 + 8V2eff/2
) , (A27)
which corresponds to Eq. (8c). Using Eq. (A21), we can also
determine the oscillation frequency φ = θ+ − θ− = arg(λ−) −
arg(λ+). We can express φ as:
φ = arctan
(
Im(λ−)
Re(λ−)
)
− arctan
(
Im(λ+)
Re(λ+)
)
= 2 arctan
(
Im(λ−)
Re(λ−)
)
, (A28)
where we have used the relations Re(λ−) = Re(λ+), and
Im(λ+) = −Im(λ−). Substituting in Re(λ−) = −(µ+ − µ−)(c2 −
s2)/2 and Im(λ−) = −(µ+ − µ−)
√
4s2c2 + δ2/2 we have:
φ = 2 arctan
 √4s2c2 + δ2c2 − s2
 , (A29)
which, noting that 4s2c2 = 8V2eff/(1 + 8V
2
eff) and recalling that
δ2 = cot2(pi
√
1 + 8V2eff/2), can be written:
φ = 2 arctan

√
8V2eff + cos
2
(
pi
√
1 + 8V2eff/2
)
sin
(
pi
√
1 + 8V2eff/2
)
 ,
which corresponds to Eq. (8d).
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Appendix B: Limiting behaviours of Equations (8c) and (8d)
1. Weak coupling regime, Veff → 0
Equation (8d) can be linearized in the weak coupling
regime as Veff → 0. To clarify the procedure, we introduce
the following notation:
φ = 2 arctan
(Y
X
)
, (B1a)
Y =
√
8V2eff + cos
2
(
pi
√
1 + 8V2eff/2
)
, (B1b)
X = sin
(
pi
√
1 + 8V2eff/2
)
. (B1c)
Clearly as Veff → 0, it follows that Y → cos(pi/2) = 0, X →
sin(pi/2) = 1, and therefore φ → 2 arctan(0/1) = 0. However,
we can still find an approximation to φ that is linear in Veff by
means of a Taylor expansion:
φ = 2 arctan(Z) ≈ Z − Z
3
3
+
Z5
5
. . . , (B2)
where Z = Y/X. Hence, near Veff = 0, φ is given ap-
proximately by φ ≈ 2Y/X. Note that sin(θ) = cos(θ − pi2 ),
cos(θ) = − sin(θ − pi2 ), and hence
sin
(
pi
√
1 + 8Veff/2
)
= cos
(
pi
[ √
1 + 8Veff − 1
]
/2
)
, (B3a)
cos
(
pi
√
1 + 8Veff/2
)
= − sin
(
pi
[ √
1 + 8Veff − 1
]
/2
)
. (B3b)
The arguments of the trigonometric functions on the right
hand side tend to zero as Veff → 0, which simplifies the ex-
pansions of (B3a) and (B3b), since we can use standard small-
angle approximations. We can simplify the arguments further
by use of the binomial approximation
√
1 +  ≈ 1+/2, yield-
ing:
cos
(
pi
[ √
1 + 8Veff − 1
]
/2
)
≈ cos(2piV2eff) ≈ 1 −
4pi2V4eff
2
,
(B4a)
sin
(
pi
[ √
1 + 8Veff − 1
]
/2
)
≈ sin(2piV2eff) ≈ 2piV2eff . (B4b)
Hence, carrying out these approximations subsequent to sub-
stituting Eq. (B3a) into Eq. (B1b) and Eq. (B3b) into Eq.
(B1c):
Y =
√
8V2eff + sin
2
(
pi
[√
1 + 8V2eff − 1
]
/2
)
≈
√
8V2eff + 4pi
2V4eff ≈ 2
√
2Veff , (B5)
X = cos
(
pi
[√
1 + 8V2eff − 1
]
/2
)
≈ cos
(
2piV2eff
)
≈ 1 − 2pi2V4eff ≈ 1. (B6)
Therefore, to leading order in Veff , around Veff = 0,
φ ≈ 2 × 2
√
2Veff
1
= 4
√
2Veff . (B7)
We may follow a similar procedure for Eq. (8c), reproduced
here for convenience:
A =
8V2eff sin
2
(
pi
√
1 + 8V2eff/2
)
8V2eff + cos
2
(
pi
√
1 + 8V2eff/2
) . (B8)
Using Eqs. (B3a) and (B3b), it follows that, around Veff =
0, sin2(pi
√
1 + 8V2eff/2) ≈ 1 and cos2(pi
√
1 + 8V2eff/2) ≈ 0,
leading to:
A ≈ 8V
2
eff × 1
8V2eff + 0
≈ 1. (B9)
2. Strong coupling regime, Veff → ∞
To determine the behavior of φ as Veff → ∞ we first rear-
range Eq. (B1b):
Y =
√
8V2eff + cos
2
(
pi
√
1 + 8V2eff/2
)
= 2
√
2Veff
1 +
cos2
(
pi
√
1 + 8V2eff/2
)
16V2eff
 . (B10)
Clearly, as Veff→∞, Y≈2
√
2Veff , whereas
X= sin(pi
√
1 + 8V2eff/2) simply oscillates. Therefore, re-
calling Eq. (B1a), if X = 0 and Y > 0, then φ = pi. Also, for
nonzero X, then as Veff → ∞, Y → ∞, and therefore φ → pi,
either from below (X > 0) or above (X < 0). The curve of
φ as a function of Veff crosses through the line where φ = pi
whenever pi
√
1 + 8V2eff = mpi for m ∈ Z+, in other words
where:
Veff =
√
4m2 − 1
8
, (B11)
or, as Veff → ∞,
Veff =
m√
2
. (B12)
3. Quadratic approximant to Equation (8b)
Equation (8b) can be rewritten in terms of the first few or-
ders of a Taylor expansion:
P+(N,Veff) = A sin2(x) ≈ Ax2 − A3 x
4 + · · · , (B13)
with x ≡ Nφ/2, in a regime where x  1. Further, assuming
that Veff is near zero, we may replace φ and A with our leading
order approximations of Eqs. (B7,B9), with x ≈ 2√2NVeff .
Hence, to leading (quadratic) order in x:
P+(N,Veff) ≈ 8N2V2eff∝N2, (B14)
which corresponds to the result used in [23, 24] where P+ ≡
P1 and Veff = V0/(16ER) = U0/(16ER).
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Appendix C: Numerical diagonalization
To diagonalize the lattice Hamiltonian in the zero-
quasimomentum subspace, we first express Eq. (1a) as:
M
~2K2
Hˆlatt = H˜latt =
kˆ2
2
− Veff
2
(
ei2kl xˆ + e−i2kl xˆ
)
. (C1)
Here ei2kl xˆ and e−i2kl xˆ are momentum displacement operators,
which act on the momentum eigenkets in the following way:
ei2kl xˆ|k = α〉 = |k = α + 1〉, e−i2kl xˆ|k = α〉 = |k = α − 1〉.
(C2)
The matrix elements of the Hamiltonian can, therefore, be ex-
pressed in the momentum basis thus:
H˜latt γ,α = 〈k = α|H˜latt|k = γ〉 = γ
2
2
δγ,α − Veff2 (δγ,α−1 + δγ,α+1)
=
γ2
4
δγ,α − Veff2 δγ,α−1 + H.c., (C3)
where α, γ ∈ Z. Equation (C3) can then be expressed in ma-
trix form, and numerically diagonalized in order to find the
time evolution of an initial momentum eigenstate.
By expressing Eq. C3 in matrix form thus:
Hlatt =

. . .
...
...
...
...
. . . 1/2 −Veff/2 0 . . .
. . . −Veff/2 0 −Veff/2 . . .
. . . 0 −Veff/2 1/2 . . .
...
...
...
...
. . .

, (C4)
we can construct the matrix Pn×n diagonalizing Hn×nlatt , such
that Hn×nlatt,diag = (P
†)n×nHn×nlatt P
n×n. We are led to the expression:
|ψ(t = N)〉n×1 = [Hn×nfree Pn×nHn×nlatt,diag(Pn×n)†]N |K = α〉n×1,
(C5)
for |ψ(t = N)〉n×1, the time evolution due to N pulse sequences
of an initial eigenstate |K = α〉n×1, where α ∈ [−(n−1)/2, (n−
1)/2]. The n × 1 superscript denotes that the ket should be
understood as an n-dimensional column vector.
[1] Oliver Morsch and Markus Oberthaler, “Dynamics of Bose-
Einstein condensates in optical lattices,” Rev. Mod. Phys. 78,
179 (2006).
[2] Johann G Danzl and Manfred J Mark and Elmar Haller and
Mattias Gustavsson and Russell Hart and Andreas Liem and
Holger Zellmer and Hanns-Christoph Na¨gerl, “Deeply bound
ultracold molecules in an optical lattice,” New J. Phys. 11,
055036 (2009).
[3] S. Kotochigova and E. Tiesinga, “Controlling polar molecules
in optical lattices,” Phys. Rev. A 73, 041405 (2006).
[4] Alexander D. Cronin, Jo¨rg Schmiedmayer, and David E.
Pritchard, “Optics and interferometry with atoms and
molecules,” Rev. Mod. Phys. 81, 1051 (2009).
[5] A. Miffre and M. Jacquey and M. Bu¨chner and G. Tre´nec and J.
Vigue´, “Atom interferometry,” Physica Scripta 74, C15 (2006).
[6] Immanuel Bloch, Jean Dalibard, and Wilhelm Zwerger,
“Many-body physics with ultracold gases,” Rev. Mod. Phys. 80,
885 (2008).
[7] Gyu-Boong Jo, Jennie Guzman, Claire K. Thomas, Pavan Ho-
sur, Ashvin Vishwanath, and Dan M. Stamper-Kurn, “Ultra-
cold atoms in a tunable optical kagome lattice,” Phys. Rev. Lett.
108, 045305 (2012).
[8] J. Mitroy, M. S. Safronova, and Charles W. Clark, “Theory and
applications of atomic and ionic polarizabilities,” J. Phys. B: At.
Mol. Opt. Phys. 43, 202001 (2010).
[9] Bindiya Arora, M. S. Safronova, and Charles W. Clark, “Tune-
out wavelengths of alkali-metal atoms and their applications,”
Phys. Rev. A 84, 043401 (2011).
[10] B. M. Henson, R. I. Khakimov, R. G. Dall, K. G. H. Baldwin,
Li-Yan Tang, and A. G. Truscott, “Precision measurement for
metastable helium atoms of the 413 nm tune-out wavelength at
which the atomic polarizability vanishes,” Phys. Rev. Lett. 115,
043004 (2015).
[11] R. H. Leonard, A. J. Fallon, C. A. Sackett, and M. S. Safronova,
“High-precision measurements of the 87Rb D-line tune-out
wavelength,” Phys. Rev. A 92, 052501 (2015).
[12] Logan W. Clark, Li-Chung Ha, Chen-Yu Xu, and Cheng Chin,
“Quantum dynamics with spatiotemporal control of interac-
tions in a stable bose-einstein condensate,” Phys. Rev. Lett. 115,
155301 (2015).
[13] M. S. Safronova, M. G. Kozlov, and Charles W. Clark, “Pre-
cision calculation of blackbody radiation shifts for optical fre-
quency metrology,” Phys. Rev. Lett. 107, 143006 (2011).
[14] J. A. Sherman, N. D. Lemke, N. Hinkley, M. Pizzocaro, R. W.
Fox, A. D. Ludlow, and C. W. Oates, “High-accuracy measure-
ment of atomic polarizability in an optical lattice clock,” Phys.
Rev. Lett. 108, 153002 (2012).
[15] S. Friebel, C. D’Andrea, J. Walz, M. Weitz, and T. W. Ha¨nsch,
“co2-laser optical lattice with cold rubidium atoms,” Phys. Rev.
A 57, R20–R23 (1998).
[16] Yu. B. Ovchinnikov, J. H. Mu¨ller, M. R. Doery, E. J. D. Vre-
denbregt, K. Helmerson, S. L. Rolston, and W. D. Phillips,
“Diffraction of a released bose-einstein condensate by a pulsed
standing light wave,” Phys. Rev. Lett. 83, 284–287 (1999).
[17] C. Cabrera-Gutie´rrez, E. Michon, V. Brunaud, T. Kawalec,
A. Fortun, M. Arnal, J. Billy, and D. Gue´ry-Odelin, “Robust
calibration of an optical-lattice depth based on a phase shift,”
Phys. Rev. A 97, 043617 (2018).
[18] S. B. Cahn, A. Kumarakrishnan, U. Shim, T. Sleator, P. R.
Berman, and B. Dubetsky, “Time-domain de Broglie wave in-
terferometry,” Phys. Rev. Lett. 79, 784 (1997).
[19] G. Birkl, M. Gatzke, I. H. Deutsch, S. L. Rolston, and W. D.
Phillips, “Bragg scattering from atoms in optical lattices,” Phys.
Rev. Lett. 75, 2823 (1995).
12
[20] P. Cheiney, C. M. Fabre, F. Vermersch, G. L. Gattobigio,
R. Mathevet, T. Lahaye, and D. Gue´ry-Odelin, “Matter-wave
scattering on an amplitude-modulated optical lattice,” Phys.
Rev. A 87, 013623 (2013).
[21] Bryce Gadway, Daniel Pertot, Rene´ Reimann, Martin G. Co-
hen, and Dominik Schneble, “Analysis of Kapitza-Dirac
diffraction patterns beyond the Raman-Nath regime,” Opt. Ex-
press 17, 19173 (2009).
[22] Felix Schmidt, Daniel Mayer, Michael Hohmann, Tobias
Lausch, Farina Kindermann, and Artur Widera, “Precision
measurement of the 87Rb tune-out wavelength in the hyperfine
ground state f = 1 at 790 nm,” Phys. Rev. A 93, 022507 (2016).
[23] C. D. Herold, V. D. Vaidya, X. Li, S. L. Rolston, J. V. Porto, and
M. S. Safronova, “Precision Measurement of Transition Matrix
Elements via Light Shift Cancellation,” Phys. Rev. Lett. 109,
243003 (2012).
[24] Wil Kao, Yijun Tang, Nathaniel Q. Burdick, and Benjamin L.
Lev, “Anisotropic dependence of tune-out wavelength near Dy
741-nm transition,” Opt. Express 25, 3411 (2017).
[25] L. Deng, E. W. Hagley, J. Denschlag, J. E. Simsarian, Mark
Edwards, Charles W. Clark, K. Helmerson, S. L. Rolston, and
W. D. Phillips, “Temporal, matter-wave-dispersion Talbot ef-
fect,” Phys. Rev. Lett. 83, 5407 (1999).
[26] J. F. Kanem, S. Maneshi, M. Partlow, M. Spanner, and A. M.
Steinberg, “Observation of High-Order Quantum Resonances
in the Kicked Rotor,” Phys. Rev. Lett. 98, 083004 (2007).
[27] C. Ryu, M. F. Andersen, A. Vaziri, M. B. d’Arcy, J. M. Gross-
man, K. Helmerson, and W. D. Phillips, “High-Order Quantum
Resonances Observed in a Periodically Kicked Bose-Einstein
Condensate,” Phys. Rev. Lett. 96, 160403 (2006).
[28] S. Inouye, M. R. Andrews, J. Stenger, H.-J. Miesner, D. M.
Stamper-Kurn, and W. Ketterle, “Observation of Feshbach
resonances in a Bose-Einstein condensate,” Nature 392, 151
(1998).
[29] Thorsten Ko¨hler, Krzysztof Go´ral, and Paul S. Julienne, “Pro-
duction of cold molecules via magnetically tunable Feshbach
resonances,” Rev. Mod. Phys. 78, 1311 (2006).
[30] M. Gustavsson, E. Haller, M. J. Mark, J. G. Danzl, G. Rojas-
Kopeinig, and H.-C. Na¨gerl, “Control of Interaction-Induced
Dephasing of Bloch Oscillations,” Phys. Rev. Lett. 100, 080404
(2008).
[31] Peter K. Molony, Philip D. Gregory, Zhonghua Ji, Bo Lu,
Michael P. Ko¨ppinger, C. Ruth Le Sueur, Caroline L. Blackley,
Jeremy M. Hutson, and Simon L. Cornish, “Creation of Ultra-
cold 87Rb133Cs Molecules in the Rovibrational Ground State,”
Phys. Rev. Lett. 113, 255301 (2014).
[32] Alan O. Jamison, J. Nathan Kutz, and Subhadeep Gupta,
“Atomic interactions in precision interferometry using bose-
einstein condensates,” Phys. Rev. A 84, 043643 (2011).
[33] P. Meystre, Atom Optics (Springer, New York, 2001).
[34] Benjamin T. Beswick, Ifan G. Hughes, Simon A. Gardiner, Hip-
polyte P. A. G. Astier, Mikkel F. Andersen, and Boris Daszuta,
“-pseudoclassical model for quantum resonances in a cold di-
lute atomic gas periodically driven by finite-duration standing-
wave laser pulses,” Phys. Rev. A 94, 063604 (2016).
[35] M. Saunders, P. L. Halkyard, S. A. Gardiner, and K. J. Challis,
“Fractional resonances in the atom-optical δ-kicked accelera-
tor,” Phys. Rev. A 79, 023423 (2009).
[36] Y. Zheng, Chaos and momentum diffusion of the classical and
quantum kicked rotor, Ph.D. thesis, University of North Texas,
USA (2005).
[37] R. M. Godun, M. B. d’Arcy, M. K. Oberthaler, G. S. Summy,
and K. Burnett, “Quantum accelerator modes: A tool for atom
optics,” Phys. Rev. A 62, 013411 (2000).
[38] Y. Zhai, C. H. Carson, V. A. Henderson, P. F. Griffin, E. Riis,
and A. S. Arnold, “Talbot-enhanced, maximum-visibility imag-
ing of condensate interference,” Optica 5, 80 (2018).
[39] D. H. White, S. K. Ruddell, and M. D. Hoogerland, “Phase
noise in the delta kicked rotor: from quantum to classical,” New
J. Phys. 16, 113039 (2014).
[40] Pascal Szriftgiser, Jean Ringot, Dominique Delande, and
Jean Claude Garreau, “Observation of Sub-Fourier Resonances
in a Quantum-Chaotic System,” Phys. Rev. Lett. 89, 224101
(2002).
[41] M. E. K. Williams, M. P. Sadgrove, A. J. Daley, R. N. C.
Gray, S. M. Tan, A. S. Parkins, N. Christensen, and R. Leon-
hardt, “Measurements of diffusion resonances for the atom op-
tics quantum kicked rotor,” J. Opt. B: Quant. Semiclass. Optics
6, 28 (2004).
[42] G. J. Duffy, S. Parkins, T. Mu¨ller, M. Sadgrove, R. Leonhardt,
and A. C. Wilson, “Experimental investigation of early-time
diffusion in the quantum kicked rotor using a Bose-Einstein
condensate,” Phys. Rev. E 70, 056206 (2004).
[43] A. Ullah, Delta-kicked rotor experiments with an all-optical
BEC, Ph.D. thesis, University of Auckland, New Zealand
(2012).
[44] M. Saunders, P. L. Halkyard, K. J. Challis, and S. A. Gardiner,
“Manifestation of quantum resonances and antiresonances in a
finite-temperature dilute atomic gas,” Phys. Rev. A 76, 043415
(2007).
[45] P. L. Halkyard, M. Saunders, S. A. Gardiner, and K. J. Challis,
“Power-law behavior in the quantum-resonant evolution of the
δ-kicked accelerator,” Phys. Rev. A 78, 063401 (2008).
[46] W. H. Oskay, D. A. Steck, V. Milner, B. G. Klappauf, and M. G.
Raizen, “Ballistic peaks at quantum resonance,” Opt. Comm.
179, 137 – 148 (2000).
[47] N.W. Ashcroft and N.D. Mermin, Solid State Physics (Saunders
College, Philadelphia, 1976).
[48] R. Bach, K. Burnett, M. B. d’Arcy, and S. A. Gardiner,
“Quantum-mechanical cumulant dynamics near stable periodic
orbits in phase space: Application to the classical-like dynam-
ics of quantum accelerator modes,” Phys. Rev. A 71, 033417
(2005).
[49] M. Bienert, F. Haug, W. P. Schleich, and M. G. Raizen, “Kicked
rotor in Wigner phase space,” Fortschr. Phys. 51, No. 45, 474
486 (2003).
[50] B. Daszuta and M. F. Andersen, “Atom interferometry using δ-
kicked and finite-duration pulse sequences,” Phys. Rev. A 86,
043604 (2012).
[51] Saijun Wu, Ying-Ju Wang, Quentin Diot, and Mara Pren-
tiss, “Splitting matter waves using an optimized standing-wave
light-pulse sequence,” Phys. Rev. A 71, 043602 (2005).
[52] S. M. Barnett and P. M. Radmore, Methods in Theoretical
Quantum Optics (Clarendon Press, Oxford, 1997).
[53] I. G. Hughes and T. P. A. Hase, Measurements and their Uncer-
tainties (Oxford University Press, New York, 2010).
