Abstract. We consider causally sufficient acyclic causal models in which the relationship among the variables is nonlinear while disturbances have linear effects, and show that three principles, namely, the causal Markov condition (together with the independence between each disturbance and the corresponding parents), minimum disturbance entropy, and mutual independence of the disturbances, are equivalent. This motivates new and more efficient methods for some causal discovery problems. In particular, we propose to use multichannel blind deconvolution, an extension of independent component analysis, to do Granger causality analysis with instantaneous effects. This approach gives more accurate estimates of the parameters and can easily incorporate sparsity constraints. For additive disturbance-based nonlinear causal discovery, we first make use of the conditional independence relationships to obtain the equivalence class; undetermined causal directions are then found by nonlinear regression and pairwise independence tests. This avoids the brute-force search and greatly reduces the computational load.
Introduction
Given some observed variables, scientists, engineers, and policy-makers often wish to find their causal relations, as well as to understand how to control a particular variable by manipulating others. Discovering causal relations from non-experimental data has attracted the interests of researchers in many areas, such as philosophy, psychology, machine learning, etc [13, 19] . In this paper we focus on the causally sufficient acyclic causal models [13] of continuous variables. That is, we assume that there are no confounders nor any feedback in the causal relations.
There are some frequently-used models for acyclic causal discovery, and traditionally they are estimated with different principles. For example, for Gaussian variables with linear relations, conditional independence between the variables allows one to find a set of acyclic causal models which are in the dseparation equivalence class [13] . Generally speaking, with more specific information about the disturbance distribution or the causal structure, one can find the underlying causal model more accurately. Based on the independent component analysis (ICA [8] ) technique, a class of linear, non-Gaussian, and acyclic models (LiNGAM) can be estimated very efficiently [18] . Moreover, in economics, Granger causality analysis [4] is a popular way to examine the causal relations between times series. It exploits the temporal constraint that causes must precede effects and uses the vector auto-regression (VAR) for parameter estimation.
In this paper, we consider a large class of acyclic causal models in which the causal relations among observed variables are nonlinear but the effect of disturbances is linear, as extensions of the linear models mentioned above. We show that for such causal models, mutual independence of the disturbances is equivalent to conditional independence of observed variables (as well as the independence between the disturbance and the parents affecting the same variable). Furthermore, they are achieved if and only if the total entropy of the disturbances is minimized. The three criteria above, namely, conditional independence of variables (together with the independence between each disturbance and the corresponding parents), mutual independence of disturbances, and minimum disturbance entropy, can all be exploited to estimate such causal models. In practice, which one should be chosen depends on the problem at hand.
We then consider two causal discovery problems, and show how our results help solve them efficiently. One is discovery of Granger causality with instantaneous effects. Previous methods consist of two separate steps: the first step performs ordinary Granger causality analysis by using VAR's, and the second step finds the instantaneous causal relations [16, 10] . Although these methods are consistent in large samples, they are not efficient, because the Gaussianity assumption for the innovations made in the first step is usually not true. We propose a more efficient approach to estimate this model by making the disturbances mutually independent, as achieved by multichannel blind deconvolution (MBD) [1] , an extension of ICA.
The second problem on which we apply our theory is nonlinear causal discovery with additive disturbances in the case of more than two variables. The existing approach requires an exhaustive search over all possible causal structures and testing if the disturbances are mutually independent [6] . It becomes impractical when we have more than three or four variables. The proposed approach, which can easily solve this problem with tens of variables, consists of two stages. First, using nonlinear regression and statistical independence tests, one can find the d-separation equivalence class. Next, among all possible causal models in the equivalence class, the one consistent with the data can be found by examining if the disturbance is independent of the parents for each variable.
Equivalence of Three Estimation Principles for Acyclic Causal Models
In this section we consider a kind of acyclic data generating processes in which each variable is generated by a nonlinear function of its parents plus the disturbance. Such processes can be represented graphically by a directed acyclic graph (DAG). Mathematically, each of the observed variables x i , i = 1, · · · , n, is written as
where pa i denotes the parents of x i , and the disturbances e i are independent from each other. A well-known approach to identify the acyclic causal relations is based on a test called d-separation, which examines conditional independence between variables [13, 19] . In the following theorem, we show that mutual independence of the disturbances and conditional independence between observed variables (together with the independence between e i and pa i ) are equivalent. Furthermore, they are achieved if and only if the total entropy of the disturbances is minimized.
Theorem 1 Assume that the data x 1 , · · · , x n are causally sufficient, and were generated by the acyclic causal model in Eq. 1. Then, when fitting the model Eq. 1 with the causal structure represented by a DAG to x 1 , · · · , x n , the following three properties are equivalent:
(i) The causal Markov condition holds (i.e., each variable is independent of its non-descendants in the DAG conditional on its parents), and in addition, the disturbance in x i is independent from the parents of x i .
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(ii) The total entropy of the disturbances, i.e., i H(e i ), is minimized, with the minimum
The disturbances e i are mutually independent.
See Appendix for a proof. From this theorem, one can see that
can be used as a measure to compare the quality of different acyclic causal model. Generally, we prefer the model with the smallest n i=1 H(e i ). This is intuitively appealing from a physics viewpoint. In physics, it is often claimed that causality increases entropy [3] . Therefore, the disturbances e i , which are pure causes of the observed variables x i , should have the least total entropy, compared to any observed variables they generate. Another interesting point is that although the causal relations among x i increases the total entropy of the observed variables, i.e., i H(x i ), the joint entropy of the x i remains the same, with the value i H(e i ). In addition, the property (ii) for the acyclic causal model relates causality and predictability from an information theory viewpoint. The causal relations give the best prediction all variables in the system in an acyclic manner, since the uncertainty (measured by entropy) in all errors e i is minimized.
All the three criteria in Theorem 1 can be used for causal discovery. However, for a given problem, they may result in different techniques and involve different computational loads. It should be noted that when using the minimum disturbance entropy criterion, one needs to constrain the causal models to be acyclic; otherwise, minimization of this criterion tends to introduce cyclic relations into the model, to reduce the magnitude of the disturbances.
It should be noted that the theorem does not state when the solution of the problem is unique. It is well-known that for Gaussian variables, there may be several solutions providing independent disturbances, and thus minimum entropy.
Finding exact conditions for uniqueness is an important problem for future research. For example, non-Gaussianity, or temporal order, have been shown to make the solution unique in the linear case [18, 4] .
On Granger Causality with Instantaneous Effects
Granger causality [4] exploits the temporal information that the cause occurs before the effect, such that the directions of the possible causal effects are known. Consequently, it can be determined uniquely. A stationary process X 1 : {x 1t } is said to Granger cause the process X 2 : {x 2t } if it contains information about the predictability for x 2,t+1 contained nowhere else in some large information set, which includes x 1,t−k , k ≥ 0 [4] . Using the language of conditional independence, this means that X 1 is not conditionally independent of x 2,t+1 given the large information set. In this sense, Granger causality is a kind of conditional independence-based causality combined with the constraint that effects must follow causes. Here we would like to treat x i,t as random variables, and use a DAG to represent the possible causal relations among them. If there exist significant causal relations x i,t−k → x j,t (k > 0, and i = j), then the process X i Granger causes X j .
As the causal relations among x i,t are linear and acyclic, the three properties in Theorem 1 can all be used to estimate this model. Conventionally, all of e i,t are treated as Gaussian, and minimization of the disturbance entropy is reduced to minimizing the prediction error (in the mean square error sense), as achieved by VAR's. It should be noted that when e it are not Gaussian, although the estimate given by VAR's is consistent in large samples, it is not efficient. With Granger causality analysis, it is sometimes observed that there is significant contemporaneous dependency between the innovations e i . This means that there are some instantaneous relations among x it , which cannot be captured by traditional Granger causality.
Granger Causality with Instantaneous Effects
Mathematically, Granger causality analysis of x 1t , · · · , x nt with instantaneous effects can be formulated as
where
T , e t = (e 1t , · · · , e nt ) T , and B τ are n × n matrix of coefficients. Here we have assumed that all involved random variables have been made zero-mean. We also assume that the instantaneous causal relations, which are implied in B 0 , are acyclic. That is, B 0 can be transformed to a strictly lowertriangular matrix by simultaneous equal row and column permutations [18] . Equivalently, the representation Eq. 2 can be written as
Existing Methods
Existing methods for Granger causality analysis with instantaneous effects consist of two steps [10, 16] . Multiplying both sides of Eq. 3 by (I − B 0 ) −1 from the left, one can get
This is exactly the Granger causality model without instantaneous effects with the errors (I − B 0 ) −1 · e t . Therefore, one can first find (
by ordinary VAR analysis. In the second step, one needs to estimate B 0 by examining (the estimate of) the errors (I − B 0 ) −1 · e t . One way is based on conditional independence graphs [16] . It is a combination of VAR for lagged causality and conditional independence-based method [13] for instantaneous causality. Due to the Gaussianity assumption, this method produces a distribution-equivalence class of causal models. Another way, recently proposed in [10] , resorts to the ICA-based LiNGAM analysis [18] . The method is very easy to implement, and also consistent in large samples. But when at most one of the disturbance sequence is Gaussian, it is not efficient due to the wrong assumption of Gaussianity of the disturbances in the first step and the error accumulation of the two-step method.
Estimation by Multichannel Blind Deconvolution
According to the causal model Eq. 2, the causal relations among random variables x it are linear and acyclic. According to Theorem 1, such a causal model can be estimated by making the disturbances e it mutually independent for different i and different t. That is, we need to make e it , which are a mixed and filtered version of x t , both spatially and temporally independent. Estimation of the model Eq. 3 (or equivalently, Eq. 2) is then closely related to the multichannel blind deconvolution (MBD) problem with causal finite impulse response (FIR) filters [1, 8] . MBD, as a direct extension of ICA [8] , assumes that the observed signals are convolutive mixtures of some spatially and independently and identically distributed (i.i.d.) sources. Under the assumption that at most one of the sources is Gaussian, by making the estimated sources spatially and temporally independent, MBD can recover the mixing system (here corresponding to e it and B τ ) up to some scaling, permutation, and time shift indeterminacies [11] . This implies that Granger causality with instantaneous effects is identifiable if at most one of the disturbances e i is Gaussian.
In Eq. 2, the observed variables x it can be considered as convolutive mixtures of the disturbances e it . We aim to find the estimate of B τ , as well as e it , in Eq. 2, by MBD with the filter matrix
There exist several well-developed algorithms for MBD. For example, one may adopt the one based on natural gradient [1] . Comparing Eq. 5 and Eq. 3, one can see that the estimate of B τ (τ ≥ 0) can be constructed by analyzing W τ : by extending the LiNGAM analysis procedure [18] , we can find the estimate of B τ in the following three steps, based on the MBD estimates of W τ .
1. Find the permutation of rows of W 0 which yields a matrix W 0 without any insignificant entries on the main diagonal. Note that here we also need to apply the same permutations to rows of W τ (τ > 0) to produce W τ . 3. To obtain the causal order in the instantaneous effects, find the permutation matrix P (applied equally to both rows and columns) of B 0 which makes B 0 = P B 0 P T as close as possible to strictly lower triangular.
Sparsification of the Causal Relations
For the interpretation or generalization purpose, we need to do model selection on the causal structure (i.e., to set insignificant entries ofB τ to zero, and to determine p, if needed). This is difficult to do in the two-step methods [16, 10] , but is easily achieved in our method. Analogously to the development of ICA with sparse connections [20] , we can incorporate the adaptive L 1 penalties into the likelihood of the MBD model to achieve fast model selection. More importantly, the model selection result obtained by this approach is consistent with that by traditional information criteria, such as BIC [17] . 4 To make W τ in Eq. 5 as sparse as possible, we maximize the penalized likelihood
where l({W τ }) is the likelihood, w i,j,τ the (i, j)th entry of W τ , andŵ i,j,τ a consistent estimate of w i,j,τ , such as the maximum likelihood estimate. To achieve BIC-like model selection, one can set λ = log T , where T is the sample size.
Simulation
To investigate the performance of our method, we conducted a series of simulations. We set p = 1 lag and the dimensionality n = 5. We randomly constructed the strictly lower-triangular matrix B 0 and matrix B 1 . About 60% of the entries in these matrices were set to zero, while the magnitude of the others is uniformly distributed between 0.05 and 0.5 and the sign is random. The disturbances e it were generated by passing i.i.d. Gaussian samples through a power nonlinearity with exponent between 1.5 and 2.0 (the original sign was kept). The observations x t were then generated according to Eq. 4. Various sample sizes (T = 100, 300, and 1000) were tested. We compared the performance of the two-step method proposed in [10] , the method by MBD (Section 3.3) and the MBD-based method with the sparsity constraint (Section 3.4). In the last method, we set the penalization parameter in Eq. 6 as λ = log T to make its results consistent with those obtained by BIC. In each case, we repeated the experiments for 5 replications. Fig. 1 shows the scatter plots of the estimated parameters (including the strictly lower triangular part of B 0 and all entries of B 1 ) versus the true ones. Different subplots correspond to different sample sizes or different methods. The mean square error (MSE) of the estimated parameters is also given in each subplot. One can see that as the sample sizes increases, all methods give better results. For each sample size, the method based on MBD is always better than the two-step method, showing that the estimate by the MBD-based method is more efficient. Furthermore, due to the prior knowledge that many parameters are zero, the MBD-based method with the sparsity constraint behaves best. 
Application in Finance
In this section we aim at using Granger causality analysis with instantaneous effects to find the causal relations among several world stock indices. T , with 1200 samples.
We applied the MBD-based method with the sparsity constraint to x t . The kurtoses of the estimated disturbancesê it are 3.9, 8.6, 4.1, and 7.6, respectively, implying that the disturbances are non-Gaussian. We found that more than half of the coefficients in the estimated W 0 and W 1 are zero. B 0 and B 0 were constructed based on W 0 and W 1 , using the procedure given in Section 3.3. It was found that B 0 can be permuted to a strictly lower-triangular matrix, meaning that the instantaneous effects follow a linear acyclic causal model. Finally, based on B 0 and B 1 , one can plot the causal diagram, as shown in Fig. 2 . Fig. 2 reveals some interesting findings. First, DJI t−1 has significant impacts on N225 t and HSI t , which is a well-known fact in the stock market. Second, the causal relations DJI t−1 → N225 t → DJI t and DJI t−1 → HSI t → DJI t are consistent with the time difference between Asian and USA. That is, the causal effects from N225 t and HSI t to DJI t , although seeming to be instantaneous, are actually mainly caused by the time difference. Third, unlike SSEC, HSI is very sensitive to others; it is even strongly influenced by N225, another Asian index. Fourth, it may be surprising that there is a significant negative effect from DJI t−1 to DJI t ; however, it is not necessary for DJI t to have significant negative autocorrelations, due to the positive effect from DJI t−1 to DJI t going through N225 t and HSI t .
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Additive Disturbance-Based Nonlinear Causal discovery with More than Two Variables
The additive disturbance causal model Eq. 1 has been proposed for nonlinear causal discovery very recently by Hoyer et al. [6] . They mainly focused on the two-variable case and showed that the model is able to distinguish the cause from effect for some real-world data sets. Suppose we have two variables x 1 and x 2 . The method to find the causal relation between them is as follows. First, examine if they are independent using statistical independence tests, such as the kernel-based method [5] . If they are, no further analysis is needed. Otherwise, one then continues by testing if the model x 2 = f 2 (x 1 ) + e 2 is consistent with the data. Nonlinear regression is used to find the estimate of f 2 and e 2 . Ifê 2 is independent of x 1 , the causal model x 2 = f 2 (x 1 ) + e 2 is accepted; otherwise it is rejected. One then needs to test if the reverse model x 1 = f 1 (x 2 ) + e 1 is acceptable. Finally, if one model is accepted and the other is rejected, the additive disturbance nonlinear causal model is uniquely found. If both models hold, one can conclude that in this situation the additive disturbance causal model cannot distinguish the cause from effect. If neither of the models holds, one can conclude that the model cannot explain the data well, possibly due to the existence of hidden variables or a different data generating process. When performing nonlinear regression, one should carefully avoid over-fitting.
Existing Methods
It is much more difficult to find the causal relations implied by the causal model Eq. 1 when we have more than two observed variables. In this case, a brute-force search was exploited in [5] ; for each possible acyclic causal structure, represented by a DAG, one performs nonlinear regression of each variable on its parents, and tests if the residuals are mutually independent with statistical independence tests. The simplest causal model which gives mutually independent disturbances is preferred. Clearly this approach may encounter two difficulties. One is that the test of mutual independence is difficult to do when we have many variables. The other is that the search space of all possible DAG's increases too rapidly with the variable number. In fact, it is well-known that the total number of all possible DAG's is super-exponential in the number of variables. Consequently, this approach involves high computational load, and is not suitable when we have more than three or four variables.
A More Practical Approach
We propose an approach which is suitable for identifying the nonlinear causal model Eq. 1 with moderate-sized variables, say, with tens of variables. According to Theorem 1, the nonlinear causal model Eq. 1 can be identified by enforcing the causal Markov property and the independence between the disturbance and the parents associated with the same variable. This motivates a two-stage approach to identify the whole causal model. One can first use conditional independencebased methods to find the d-separation equivalence class. Next, the nonlinear causal model Eq. 1 is used to identify the causal relations that cannot be determined in the first step: for each possible causal model contained in the equivalence class, we estimate the disturbances, and determine if this model is plausible, by examining if the disturbance in each variable x i is independent of the parents of x i . 5 In this way, one avoids the exhaustive search over all possible causal structures and statistical tests of mutual independence of more than two variables.
In the first stage of the proposed approach, we need to find an efficient way to derive the conditional independence relationships and to construct the equivalence class. This brings up two issues. One is how to reliably test conditional independence for variables with nonlinear relations. Traditionally, in the implementation of most conditional independence-based causal discovery algorithms, such as PC [19] , it is assumed that the variables are either discrete or Gaussian with linear causal relations. This assumption greatly simplifies the difficulty in conditional independent tests. But here we need to capture the nonlinear causal effects. Some methods, such as the probabilistic non-parametric test proposed in [12] , have been developed for this task. However, they may be unreliable when the conditional set contains many variables, due to the curse of dimensionality. Alternatively, one may simplify the conditional independence test procedure by making use of the particular structure of the nonlinear causal model Eq. 1. This can be done by extending the partial correlation concept to the nonlinear case.
Partial correlation measures the degree of linear association between two variables, with the effect of a set of conditional variables removed. In particular, the partial correlation between X and Y given a set of variables Z, denoted by ρ XY ·Z , is the correlation between the residuals R X and R Y resulting from the linear regression of X with Z and of Y with Z, respectively. Here we assume that the data follow the nonlinear generating process Eq. 1. Due to the additive disturbance structure, one can examine if X and Y are conditionally independent given the variable set Z by performing independent tests on the residuals R N X and R N Y , which are obtained by nonlinear regression of X with Z and of Y with Z, respectively. In our implementation, Gaussian process regression with a Gaussian kernel [15] is adopted for nonlinear regression, and the involved hyperparameters are learned by maximizing the marginal likelihood. The kernelbased independence test [5] with the significance level 0.01 is then used to test if the residuals are independent.
The other issue is how to construct the independence-based equivalence class with as few conditional independence tests as possible. We adopt the total conditioning scheme discussed in [14] , which was shown to be very efficient provided the underlying graph is sparse enough. It first finds the Markov blanket of each variable and builds the moral graph. The Markov blanket of the variable X is the set of parents, children, and children's parents (spouses) of X. Let V be the set of all variables. The variable Y is in the Markov blanket of X if X and Y are not conditionally independent given V \ {X, Y }. In particular, in our case we use nonlinear regression combined with the kernel-based independence test to perform the conditional independence test, as discussed above. Next, it removes the possible spouse links between linked variables X and Y by looking for a d-separating set around X and Y . When spouse links are removed, the Vstructures can be oriented using collider sets. One can then find the equivalence class by propagating orientation constraints. For details of the total conditioning scheme for causal discovery based on Markov blankets, see [14] . In order to construct the moral graph, one needs to perform nonlinear regressions for n(n − 1) times and independence tests for
times, where n is the number of observed variables. To find the possible spouse links, one further needs to do nonlinear regressions for 2 α+1 times and corresponding independence tests for 2 α times, where α = max X,Y |Tri(X − Y )|, with Tri(X − Y ) denoting the set of variables forming a triangle with X and Y .
Finally, for each DAG in the equivalence class, we use nonlinear regression to estimate the disturbances and then test if the disturbance and parents are independent for each variable. Those that make each disturbance independent of the parents associated with the same variable are valid models.
Simulation
In this section we investigate how the proposed approach behaves with a simulation study. The data generating process is given in Fig. 3 . It consists of seven variables with both linear and strongly nonlinear causal relations, and the disturbances are Gaussian, uniform, or super-Gaussian. The sample size is 1000. Data-generating process: x1 = v1, with normal v1; x2 = x1/2 + x 3 1 /10 + v2, with normal v2; x4 = v4, with normal v4; x3 = x2 + x4 + v3, with super-Gaussian v3; x5 = x2x3 + v5, with uniform v5; x6 = x3/2 + x 3 3 /10 + v6, with normal v6; x7 = |x3| 1.3 (1 + x2 + tanh(x4)) + v7, with normal v7. Fig. 3 . The true data-generating model used in the simulation, where vi are mutually independent, the standard deviation of vi is a random number between 0.2 and 1, and v3 is obtained by passing a Gaussian variable through the power nonlinearity with exponent 1.5.
We first used nonlinear regression and independence test to construct the moral graph, with the result shown in Fig. 4(a) . One can see that it is exactly the moral graph corresponding to the causal model generating the data. The edge x 2 − x 4 was then found to be a spouse link, since they are (unconditionally) independent. Consequently, x 3 and x 7 are colliders and thus common children of x 2 and x 4 . That is, we have x 2 → x 3 ← x 4 and x 2 → x 7 ← x 4 . Furthermore, since x 5 (x 6 ) is not connected to x 4 in the moral graph, one can find the orientation x 3 → x 5 (x 3 → x 6 ). To avoid cyclicity, the causal direction between x 2 and x 5 must be x 2 → x 5 . The resulting equivalence class is shown in Fig. 4(b) , with only the causal direction between x 1 and x 2 and that between x 3 and x 7 are not determined. Under the hypothesis x 3 ← x 7 , we found that the disturbance estimated by nonlinear regression is independent of the assumed parents (x 2 , x 4 , and x 7 ), while the disturbance is not independent of the parents for the variable x 7 under the hypothesis x 3 → x 7 , so we obtained x 3 ← x 7 . Similarly, one can find the causal direction x 1 → x 2 . The obtained causal model is given in Fig. 4(c) , which turns out to be the same as the one generating the data (Fig. 3) . For comparison, we also show the equivalence class obtained by the PC algorithm [19] implemented in Tetrad 6 with the significance level 0.01. One can see that since the linearity assumption in PC is violated in this case, the resulting equivalence class is significantly different from the true causal model; in fact, half of the edges are spurious. 
Application in Causal Discovery of MEG Data
As an illustration of the applicability of the method on real data, we applied it on magnetoencephalography (MEG), i.e., measurements of the electric activity in the brain. The raw data consisted of the 306 MEG channels measured by the Vectorview helmet-shaped neuromagnetometer (Neuromag Ltd., Helsinki, Finland) in a magnetically shielded room at the Brain Research Unit, Low Temperature Laboratory, Helsinki University of Technology. The measurements consisted of 300 seconds of resting state brain activity earlier used in [9] . The subject was sitting with eyes closed, and did not perform any specific task nor was there any specific sensory stimulation.
As pre-processing, we performed a blind separation of sources using the method called Fourier-ICA [9] . This gave nine sources of oscillatory brain activity. Our goal was to analyze the causal relations between the powers of the source, so we divided the data into windows of length of one second (half overlapping, i.e., the initial points were at a distance of 0.5 seconds each) and computed the logarithm of the local standard deviation in each window. This gave a total of 604 observations of a nine-dimensional random vector, on which we applied our method.
We first tested if the obtained variables have linear causal relations. If the variables have linear acyclic causal relations and at most one of the disturbances is Gaussian, the de-mixing matrix obtained by ICA can be permuted to lower-triangularity, and the causal model can be uniquely found [18] . We applied FastICA [7] , a widely-used linear ICA algorithm, to the data, and found that the de-mixing matrix is far from a permuted lower-triangular matrix. Furthermore, some independent components are not even truly independent, as verified by the kernel-based independence test [5] , which gave the p-value 7 × 10 −3 . These findings imply that a linear acyclic causal model does not fit the data well.
We then applied the proposed approach to do nonlinear causal analysis. The results, including the moral graph and the final causal diagram, are shown in Fig. 5 . Note that there is a bidirected edge x 2 ↔ x 3 in the final result (Fig. 5(b) ); in fact, neither of the causal relations x 2 → x 3 and x 2 ← x 3 could make the disturbance independent of the parents. This means that the causal relation between x 2 and x 3 could not be represented by Eq. 1, or that there exists some confounder. For comparison, the result by the PC algorithm is given in Fig. 5(c) . It contains clearly more edges, with two bidirected and three undirected. For illustration, Fig.6 plots the effect of the causes for each variable which has parents. One can see that three of the causal relations (x 9 → x 6 , x 5 → x 8 , and (x 1 , x 7 ) → x 9 ) are close to linear, while others are clearly nonlinear. The obtained causal connections are something completely new in neuroscience. Their interpretation will require a lot of work from domain experts. Fig. 6 . The effect of the causes on each target variable in the MEG data. For clarity, we also give the fitted surface in 3D plots.
Conclusion
In this paper we focused on the acyclic causality discovery problem with an additive disturbance model. For the acyclic causal models in which the causal relations among observed variables are nonlinear while disturbances have linear effects, we have shown that the following criteria are equivalent: 1. mutual independence of the disturbances, 2. causal Markov property of the causal model, as well as the independence between the disturbance and the parents associated with the same variable, and 3. minimum disturbance entropy. From this viewpoint, conventional conditional independence-based methods, non-Gaussianitybased linear methods, and the Granger causality analysis could be unified.
The criterion of mutual independence of disturbances then inspires us to exploit multichannel blind deconvolution, a well-developed extension of ICA, to estimate Granger causality with instantaneous effects. Compared to other methods, this approach is more efficient (in the statistical sense), and it admits simple ways for model selection of the causal structure by incorporating suitable penalties on the coefficients. Finally, we showed that nonlinear causal discovery with additive disturbances can be achieved by enforcing the causal Markov condition and the independence between the disturbance and parents of the same variable.
The resulting approach is suitable for moderate-sized problems. Simulations and real-world applications showed the usefulness of the proposed approaches.
