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Chapter 1
Introduction
1.1 A friendly tour for the layman
Among the diverse ﬁelds of mathematics we ﬁnd stochastic calculus, also called stochastic
analysis, an area which has become more and more interesting to mathematicians and also to
scientists due to its numerous applications in real world sciences. The word "stochastic" comes
from Greek (mid. 17th century) stokhastikos, from stokhazesthai "aim at, guess, conjecturing".
Hence, we can comprehend stochastic calculus as a mathematical tool which aims at "guessing"
uncertain phenomena with uncertain outcomes. The core objects within this ﬁeld are stochastic
processes which are a collection of random variables, that is, variables that incorporate uncer-
tainty or randomness. For instance, if we toss a die, a certain outcome (i.e. with no randomness
involved) would be that the die will fall onto the ﬂoor, provided that we all agree on the laws
of physics. On the other hand, one is unable to predict which face of the die will come up.
Nevertheless, we can compute or estimate the probabilities of each outcome. Unfortunately,
tossing a die does not fall into the typology of real-life problems a scientist needs to face; for
this reason, one needs to develop more advanced machinery to tackle these problems.
Given an experiment of interest, a random variable gives a description of the possible out-
comes or events of the experiment. Then we assign a probability to each event, namely, the
probability that such event occurs. Now, because some experiments involve several different
aspects and also in many cases evolve in time, one is compelled to consider a whole family of
random variables. This is known as a stochastic process. Then, one can start studying properties
of these objects and build a whole theory on how to handle, interpret and operate these objects
and of course, draw conclusions from them.
Some of the vernacular key words associated to the branch of stochastic calculus that one
may hear in daily conversation are, for example, experiment, probability, distribution, determin-
istic, random, uncertainty, stochastic processes, random phenomena, impossible, surely, almost
surely, outcome, law, hypothesis, parameter, expectation, mean, variance, volatility, etc.
The interest of stochastic analysis arises in many areas, as in physics, where it is used to
explain and model the effects of random motion on physical phenomena. It also occurs in en-
gineering in the so-called ﬁltering problem which, in brief, approaches the problem of trying to
ﬁnd the best estimates of the true value of a system given only some noisy observations of idem.
Also, in engineering, control theory, which deals with the performance of dynamic systems with
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inputs and how their behaviour is affected by such inputs. Another stochastic example from ﬁ-
nance is that of an agent investing money in the market who changes her strategy according
to the random ﬂuctuations of the market prices; here, the way she should make decisions and
implement them can be answered using control theory in the stochastic analysis setting. As
already hinted, one ﬁnds plenty of applications in ﬁnance, such as in the theory of pricing and
hedging ﬁnancial derivatives or risk-management which deals with the assessment of risk and
its consequences. We ﬁnd stochastic models in biology for modelling reproduction and environ-
ment of populations, as well as in sociology or politics, where one tries to connect theoretical
models to the data of sociology; this typically takes the form of surveys performed on indi-
viduals or is given as proportions of people doing or believing something. All these examples
suggest obtaining an equation or stochastic process based on some theoretical assumptions that
try to model the chances of an individual changing state in a given interval of time.
In this thesis we primarily focus on two of the aforementioned topics. First, stochastic
calculus itself, involves stochastic differential equations, widely known and used in all the pre-
ceding areas of application, as well as some of their properties. Secondly, a main concern is the
application of stochastic calculus to ﬁnance, especially in the so-called sensitivity analysis of
ﬁnancial options.
A stochastic differential equation can be viewed as a mathematical object which tries to
explain certain phenomena in nature, for example. The substantial difference between stochastic
differential equations and a classical differential equation is the presence of random inputs
created by uncertainty. In classical analysis an (ordinary) differential equation typically takes
the form
d
dt
Xxt = u(t,X
x
t ), X
x
0 = x, t ≥ 0 (1.1)
where here (the input) u gives some information about some experiment or phenomenon and
(the output) X represents the total understanding of such phenomenon. Here, X is a "process"
or "function", Xt is its associated value at a given time t, (say t =’tomorrow’) and x denotes the
”initial state”, that is, the state of the system when we start our study, which is, in some cases,
completely known. Hence, solving (1.1) (ﬁnding X or having full understanding of X) means
having full understanding of the phenomenon of study. The equation in (1.1) can in many cases
be solved if the "law u" explaining the phenomenon is well behaved—if it behaves quietly and
smoothly with no sudden changes or spikes.
Figure 1.1: Illustration of the difference between good (in blue) and bad behaviour (in red).
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In a summary, one can think of u as "what we know" about an experiment or phenomenon
and X of the total answer to understanding why such phenomenon behaves as it does. In
classical analysis a model like (1.1) is said to be deterministic (as opposed to stochastic or
random), which means that such phenomenon can be predicted perfectly. Examples of this
are physical experiments for which well-known laws apply, let us say, dropping a ball from a
second ﬂoor on a day with no wind. One can by means of (1.1) compute the speed, time and
acceleration of the ball at all times until it touches the ground with fair enough accuracy.
There is a whole theory and mathematical machinery to study problems like (1.1) and ﬁnd-
ing a solutionX . Namely, classical differential analysis or differential calculus, mainly credited
to celebrated mathematicians Isaac Newton (1643–1727) and Gottfried Leibniz (1646–1716).
One may already observe that real-life challenges very rarely involve "nice behaviours" and
therefore one may fail to ﬁnd a complete answer X or even any answer at all. Even worse, in
real-life experiments, there is a lot of uncertainty involved and u may well be subject to "ran-
domness" and therefore not chosen correctly, which then may lead to wrong predictions. For
instance, a widely known example is weather forecasting. Imagine u represents the information
available to predict the weather conditions over the next ten days. Then, one ﬁnds answer X
broadcasted on television and it turns out that we observe different weather. Of course, one
concludes that u was not the right "law" to follow.
A possible answer to this problem is to add "randomness" into (1.1), that is
d
dt
Xxt = u(t,X
x
t ) + ”noise”, X
x
0 = x, t ≥ 0 (1.2)
where, indeed, the term "noise" introduces uncertainty to our predictions and studies of a prob-
lem. There is an enormous variety of ways to introduce noise into a model. One of the most
celebrated noises is the so-called Wiener process which describes Brownian motion. Since this
thesis is notably based on and uses Brownian motion as driving noise for the modelling of un-
certainty we should not fail to mention the ﬁndings of Robert Brown (1773–1858), a Scottish
botanist and palaeobotanist who observed what is today called Brownian motion in the move-
ment of pollen grains of the plant Clarkia pulchella suspended in water under a microscope.
... While examining the form of these particles immersed in water, I observed many of them
very evidently in motion; their motion consisting not only of a change of place in the ﬂuid,
manifested by alterations in their relative positions, but also not unfrequently of a change of
form in the particle itself; a contraction or curvature taking place repeatedly about the middle
of one side, accompanied by a corresponding swelling or convexity on the opposite side of the
particle. In a few instances the particle was seen to turn on its longer axis. These motions were
such as to satisfy me, after frequently repeated observation, that they arose neither from currents
in the ﬂuid, nor from its gradual evaporation, but belonged to the particle itself. Fragment of
the original document by Robert Brown (1828), Phil. Mag. 4, 161–173.
In the context of mathematics, the "random jittery" motion is modelled by the red curve in
Figure 1.1. Using the standard denotation for Brownian motion "dBtdt ", the equation (1.2) now
reads as
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d
dt
Xxt = u(t,X
x
t ) + ”
dBt
dt
”, Xx0 = x, t ≥ 0. (1.3)
A solution to problem (1.3) is typically a stochastic process, i.e. a family of random vari-
ables, hence, the uncertainty is captured at once by X , saying that, for a given time t, the state
of the nature Xt is a random variable, i.e., not completely determined. Some examples where
equation (1.3) is used are in modelling the ﬂuctuations of prices in the stock market, the move-
ment of particles in a ﬂuid due to collisions with ﬂuid molecules (so-called Langevin equation),
weather prediction, etc.
As it was the case for the (deterministic) problem (1.2), here one also needs to develop a
(stochastic) differential calculus to deal with objects like (1.3) and to solve them. The most
widely used calculus to treat (1.3) is Itô calculus, attributed to Japanese mathematician Kiyoshi
Itô (1915–2008). He deﬁned the concepts of Itô stochastic process, Itô integral and a whole
methodology of rules to deal with stochastic differential equations and how to solve them.
It is very worth mentioning that the classical problem described in (1.1) where no random-
ness is included may fail to have a unique answer (solution) or, even worse, it may fail to have
any answer at all. This is the case if, for instance, the object u behaves like the red curve in
Figure 1.1 instead of the blue one. One of the most remarkable peculiarities about stochas-
tic differential equations is that the corresponding equivalent problem in (1.2) admits a unique
solution X even if the input u behaves roughly.
In summary, before we proceed to greater technicalities, this thesis deals with the study of
objects like (1.3) when u is very irregular and how to construct a solution (answer) X in that
case. Also, we give an example where this can be applied in the context of ﬁnance. We also
study the problem of changing the noise "dBtdt " into much rougher noise, that is, much more
irregular than the red curve in Figure 1.1 in order to see what kind of impact this has on solution
X .
1.2 Context and lines of investigation
This thesis, presented for the degree of Doctor Philosophiae, consists of six articles written over
the last four years. The intention of this section is to embed the thesis into its mathematical
framework, describe the different lines of investigation taken into consideration and give a brief
résumé of the state of the ﬁeld.
The common line of research in all of these articles is to provide a better understanding of
the behaviour and effects of Brownian motion in differential equations. We consider stochastic
differential equations driven by Brownian motion, or fractional Brownian motion in the last
article, as the core object of study, that is
dXxt = b(t,X
x
t )dt+ dBt, X
x
0 = x ∈ Rd, t ∈ [0, T ], (1.4)
where Rd denotes the d-dimensional Euclidean space of real numbers, b : [0, T ]× Rd → Rd is
a vector ﬁeld indexed by t, B = {Bt, t ∈ [0, T ]} is a Brownian motion relative to a stochastic
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basis
(Ω,F , P ), {Ft}t∈[0,T ]
whereΩ is the sample space,F the σ-algebra of events, P a probability on (Ω,F) and {Ft}t∈[0,T ]
the family of σ-algebras generated by the random variables Bt, t ∈ [0, T ] including all P -null
sets. Finally, x ∈ Rd is the initial state which is taken to be deterministic and T is the ﬁnal time
horizon.
The stochastic process B is deﬁned as the process satisfying the following four conditions
1. B0 = 0, P -a.s.
2. The increments of B are independent, i.e., Bt4 −Bt3 and Bt2 −Bt1 with times t4 > t3 >
t2 > t1 are independent random variables.
3. The increments are stationary, i.e., given times t2 > t1 the law of Bt2 − Bt1 is the same
as the law of Bt2−t1 .
4. At each given time t ≥ 0, the law of the random variable Bt is normally distributed with
zero mean and variance t, i.e., in notation form, Bt ∼ N(0, t).
It follows from Kolmogorov’s continuity criterion that there is a version with almost surely
continuous sample paths.
If problem (1.4) admits a solution X = {Xt, t ∈ [0, T ]} it makes sense to write
Xt = x+
∫ t
0
b(s,Xxs )ds+ Bt (1.5)
where the integration is understood in the sense of Lebesgue, hence we will just consider vector
ﬁelds b for which the integral makes sense. For example, if b is Lipschitz continuous uniformly
in time t and has, at most, linear growth, then one has the classical existence and uniqueness re-
sult for SDEs like (1.4). Unfortunately, in many applications where SDEs appear, as mentioned
in the previous section, the vector ﬁeld b is far from being Lipschitz and the natural question
arises of whether a solution exists or not, for instance, if b is discontinuous.
1.2.1 Existence and uniqueness of solutions
The interest in studying such equations can be justiﬁed by looking at the classical Cauchy
problem
dXxt = b(t,X
x
t )dt, X
x
0 = x ∈ Rd, t ∈ [0, T ], (1.6)
where we have removed the source of noiseB. Now, if b is "nice" enough we know, by classical
results, that (1.6) admits a unique solutionX . For instance if b is Lipschitz continuous, i.e., there
is a ﬁnite constant C > 0 independent of t such that
|b(t, x)− b(t, x)| ≤ C|x− y|, x, y ∈ Rd,
then Picard-Lindelöf’s theorem guarantees (local) existence and uniqueness of a differentiable
function [0, T ]  t → Xt ∈ Rd such that (1.6) holds. Nevertheless, if b fails to be Lipschitz, a
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solution to problem (1.6) might fail to be unique, or even to exist. For example, if x = 0 and
b(t, y) = y2/3, which is not Lipschitz continuous, then uniqueness breaks down. Both Xt = 0
and Xt = t3 solve the equation. A remarkable effect of adding Brownian noise into (1.6) is that
it possesses a ”regularising” effect on (1.6) in the sense that, even if b is not Lipschitz, existence
and uniqueness of solutions of (1.4) may still be fulﬁlled even if b has discontinuities.
For studying existence recall that one may distinguish between two different concepts of
solutions of (1.4). This means it is sometimes easier to prove that relation (1.4) holds for two
given pair of processes (X,B) by a simple application of Girsanov’s theorem but it is not
always the case that X is adapted to the ﬁltration of B, i.e., X can not always be represented
as a functional of the driving noise. In this case we say a pair (X,B) satisfying (1.4) where X
need not be adapted to {Ft}t∈[0,T ] is a weak solution of (1.4). On the contrary, if X is adapted
then we say X is a strong solution.
For studying uniqueness, one may discriminate between different concepts of uniqueness;
we say two solutions are weakly unique or unique in law if their ﬁnite dimensional laws coin-
cide. On the other hand, we say strong uniqueness or pathwise uniqueness holds if the solutions
deﬁned on the same probability space agree on a full-measure set. Of course, pathwise unique-
ness implies uniqueness in law.
In 1965, A. V. Skorokhod in [104] showed that there are solutions of SDEs under the condi-
tion that the coefﬁcients are just continuous; for this reason, the problem of uniqueness becomes
important. In 1971 T. Yamada and S. Watanabe, in [108], contributed with a new method to
prove existence and uniqueness of strong solutions of SDEs, relying on the fact that two weak
solutions that are pathwise unique must be strong, in short, pathwise uniqueness implies strong
existence. A breakthrough within the theory of stochastic differential equations was to prove
that problem (1.4) admits a unique strong solution even if b is merely measurable and bounded.
This was done by A. K. Zvonkin in [110] in the one-dimensional case in 1974 and then gen-
eralised to several dimensions ﬁve years later by A. Y. Veretennikov in [105]. Both authors
employ the Yamada-Watanabe principle in connection with Kolmogorov’s equation.
Other examples of the construction of solutions of SDEs with irregular coefﬁcients based
on a pathwise uniqueness argument are N. V. Krylov and M. Röckner in [68], where the drift
coefﬁcient is assumed to be integrable. Other examples are [54] and [55], as well as in [28]
and [29] in inﬁnite dimensions. A widely used approach is what the authors in [29] call the
"Itô-Tanaka trick" which makes use of the (backward) Kolmogorov’s equation associated with
the diffusion (1.4). Consider the parabolic partial differential equation
∂tu+ b∇u+ 1
2
Δu = b (1.7)
on [0, T ] × Rd. One may replace the irregular term in (1.5) by the following expression by
simply using Itô’s formula on u(t,Xt). Namely,∫ t
0
b(s,Xs)ds = u(t,Xt)− u(0, x)−
∫ t
0
∇u(s,Xs)dBs, t ∈ [0, T ], (1.8)
where now u solves (1.7) and is better behaved. Certainly, one of the limitations of this approach
is that the system must be Markovian, which, for instance, we do not assume in a case in which
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we consider a fractional noise instead of the noise B.
To overcome this limitation we employ a different approach based on the so-called Malliavin
calculus. Before we go into the details of the method we will ﬁrst outline a short overview of
this topic.
1.2.2 Malliavin’s calculus of variations
Another major tool exploited in this thesis is Malliavin calculus. This type of calculus in some
sense extends the classical variational calculus for functions to stochastic processes. It is a
variational calculus and allows for the computations of derivatives of random variables in a
certain sense.
This calculus is attributed to the French mathematician Paul Malliavin. His motivation came
from Hörmander’s results on a sufﬁcient condition, the so-called Hörmander’s condition, for a
differential operator to be hypoelliptic. Malliavin wanted to give a probabilistic proof that Hör-
mander’s condition implied that the density of a solution of a stochastic differential equation is
smooth, see [78], while Hörmander’s proof was based on the theory of partial differential equa-
tions. For this purpose, he developed a variational calculus on the Wiener space which allows
for "differentiation" of random variables in a certain sense. His calculus enables him to prove
properties for the densities of random variables and in particular study regularity properties of
the densities of solutions of SDEs and to ﬁnd bounds. In fact, Malliavin’s calculus of variations
has had an even greater impact than just studying densities of random variables. For instance,
one can construct an anticipative stochastic calculus using Malliavin calculus which has abun-
dant applications in ﬁnance, for example in cases of insider information. Also, Malliavin cal-
culus allows one to determine explicitly the kernel in the stochastic integral of the martingale
representation theorem, i.e., the so-called Clark-Ocone formula.
The idea of how Malliavin calculus was developed can be stated in a simple way, as an
extension of classical calculus. It is known that the Lebesgue measure has the following invari-
ance property on R, that is, for any integrable function f in the sense of Lebesgue and any real
number ε > 0 we have ∫
R
f(x)dx =
∫
R
f(x+ ε)dx.
The latter allows us to derive the well-known integration by parts formula by simply choos-
ing f = gh where g and h are two integrable functions, then differentiating with respect to ε,
i.e. ∫
R
f ′(x+ ε)dx =
∫
R
g′(x+ ε)h(x+ ε)dx+
∫
R
g(x+ ε)h′(x+ ε)dx
and ﬁnally using the invariance property∫
R
(gh)′(x)dx =
∫
R
g′(x)h(x)dx+
∫
R
g(x)h′(x)dx.
The aim is to extend this idea to random variables in a probability space (Ω,F , P ) where
Ω = C0([0, 1]) is the Wiener space and P is the Wiener measure. It is known that the Wiener
measure does not satisfy the invariance property as is the case of the Lebesgue measure on R.
Nevertheless, the Cameron-Martin theorem gives the corresponding factor which arises from
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"translating" P . If W is a Wiener process and h is a square integrable predictable process then
in the case of random variables one has
E
[
F
(
W + ε
∫ t
0
hsds
)]
= E
[
F (W ) exp
{
ε
∫ 1
0
hsdWs − 1
2
ε2
∫ 1
0
h2sds
}]
.
Then differentiating with respect to ε on both sides and evaluating at ε = 0 we obtain the
following integration by parts formula, also known as duality relation
E
[
〈DF (W ),
∫ t
0
hsds〉
]
= E
[
F (W )
∫ 1
0
hsdWs
]
where the left-hand side represents the Malliavin derivative of the random variable F in the
Cameron-Martin direction
∫ t
0
hsds. The stochastic integral on the right-hand side is in the sense
of Itô. The expression still makes sense even for non-adapted integrands h as long as the inte-
gration is understood in the sense of Skorokhod.
Malliavin calculus has also been further developed by Srinivasa S.R. Varadhan, Daniel
Stroock, Jean-Michel Bismut, Shinzo Watanabe, David Nualart, Denis Bell and others.
Nowadays, there are two common approaches to Malliavin calculus and the Malliavin
derivative. One is based on the Wiener-Itô chaos decomposition which basically states that
any random variable in L2(Ω) can be represented as a series of iterated Itô integrals, i.e.
F =
∞∑
n=0
In(fn), F ∈ L2(Ω)
where In represents an iterated Itô integral, that is
In(fn) =
∫
[0,T ]n
fn(t1, . . . , tn)dWt1 · · · dWtn
for a suitable deterministic symmetric kernel fn ∈ L2([0, T ]n), n ≥ 0. The convergence of the
above series is in L2(Ω) and one has the corresponding Itô isometry
‖F‖2L2(Ω) =
∞∑
n=0
n!‖fn‖2L2([0,T ]n).
Then we say that F is Malliavin differentiable and denote the space of Malliavin differen-
tiable random variables by D1,2, if
‖F‖2
D1,2
:=
∞∑
n=0
nn!‖fn‖2L2([0,T ]n) < ∞.
If the above sum converges then F ∈ D1,2 and we deﬁne the Malliavin derivative DtF of F at
time t as the expansion
DtF =
∞∑
n=1
nIn−1(fn(·, t)), t ∈ [0, T ],
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where In−1(fn(·, t)) is the (n−1)-fold iterated integral of fn(t1, . . . , tn−1, t) with respect to the
ﬁrst n− 1 variables and tn = t is left as parameter. See [36] for more details.
The second common approach to Malliavin calculus is built in more general terms via a
closable operator deﬁned on a space of simple random variables: Let W = {W (h), h ∈ H}
an isonormal Gaussian process associated with a Hilbert space H with scalar product 〈·, ·〉.
Assume W is deﬁned on a complete probability space (Ω,F , P ) where F is generated by W .
Let S denote the space of smooth random variables in the sense that F ∈ S has the form
F = f(W (h1), . . . ,W (hn)), h1, . . . , hn ∈ H, f ∈ C∞0 (Rn).
Then the Malliavin derivative of a smooth random variable is deﬁned as the H-valued ran-
dom variable
DF =
n∑
i=1
∂if(W (h1), . . . ,W (hn))hi.
It can be proven that D is a closable operator from L2(Ω) to L2(Ω;H). The domain of D is
usually denoted by D1,2, which coincides with the closure of S with respect to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H).
One can also verify that D satisﬁes most common properties, such as the product rule, the
chain rule, an integration by parts formula, etc.
In this thesis we mainly treat the case when H = L2([0, T ]) with T > 0 being a ﬁnite time
horizon and W (h) =
∫ T
0
hsdWs is the usual Itô integral.
To end this section, we present what we consider to be a very important result in the context
of Malliavin calculus, specially when applied to stochastic differential equations: a compactness
criterion for subsets of L2(Ω) due to Giuseppe Da Prato, Paul Malliavin and David Nualart
which can be found in [30]. Essentially, the criterion states that if one can control the Malliavin
derivatives of a sequence of random variables in L2(Ω) and the Malliavin derivatives possess
some Hölder-regularity, then the sequence is relatively compact. In other terms, if {Xn}n≥0 ⊂
L2(Ω) and
sup
n≥0
‖Xn‖1,2 = sup
n≥0
‖Xn‖L2(Ω) + sup
n≥0
‖D·Xn‖L2([0,T ]×Ω) < ∞
and ∫ T
0
∫ T
0
E [|DsXn −Ds′Xn|2]
|s− s′|1+2β dsds
′ < ∞
for some β > 0 then the sequence {Xn}n≥0 is relatively compact in L2(Ω). This criterion will
be used in Chapter 5, Chapter 6 and Chapter 7 to construct solutions to SDEs where the random
variables Xn, n ≥ 0 will play the role of an approximating sequence of the solution.
1.2.3 A new method to construct strong solutions based on the Malliavin
calculus of variations
In recent years, Frank Proske and Thilo Meyer-Brandis in [83] have developed a new method
for constructing (unique) strong solutions of SDEs for irregular coefﬁcients based on this new
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variational calculus for stochastic processes. The novelty of the method is that not only does
it not rely on the Yamada-Watanabe principle but it also gives the additional insight that such
solutions are differentiable in the Malliavin sense. Thus, the method indicated that the property
of a solution being Malliavin differentiable is solidly linked to the "nature" of strong solutions.
This method is based on the compactness criterion mentioned at the end of the previous section
and it is used to show that the solution can be approximated by a sequence of processes that
are compact in the linear subspace of adapted processes in L2(Ω). Finally, uniqueness in law
is enough to verify strong uniqueness. Hence, this method is in some sense opposed to the
Yamada-Watanabe principle. Here, one starts with proving strong existence and then uniqueness
in law. The Malliavin differentiability then follows automatically since one is compelled to
prove that the Malliavin norms are uniformly bounded. This method is also applied in [81],
in [87] to construct Sobolev differentiable stochastic ﬂows associated with a solution of (1.4)
and in [88] to construct solutions with even discontinuous unbounded drift coefﬁcients in the
one-dimensional case.
Recall the following stochastic differential equation in the setting of (1.4)
dXxt = b(t,X
x
t )dt+ dBt, X
x
0 = x ∈ Rd, t ∈ [0, T ]
where b is a very irregular vector ﬁeld.
This method can mainly be divided into the following central steps:
• One approximates the irregular term b by a sequence of nicely-behaving functions {bn}n≥0.
Then Xnt denotes the solution of the SDE when we replace b with bn.
• One constructs a weak solution (X,B), usually by means of Girsanov’s theorem. A priori,
X does not need to be adapted to the ﬁltration generated by B.
• One shows that the sequence of well-behaved solutions Xnt converges to E[Xt|Ft] in the
weak topology of L2(Ω).
• By use of the compactness criterion from [30] as explained at the end of the previous
section, one can show that {Xnt }n≥0 ⊂ L2(Ω) is relatively compact. Hence, by the previ-
ous step one has that Xnt converges to E[Xt|Ft] in L2(Ω) and that E[Xt|Ft] is Malliavin
differentiable.
• A transformation property of the type E[ϕ(Xt)|Ft] = ϕ(E[Xt|Ft]) for all bounded con-
tinuous functions ϕ allows us to conclude that E[Xt|Ft] = Xt being thus X adapted to
{Ft}t∈[0,T ], and hence is a strong solution.
• Finally, we prove that the solutions are unique in law and since they are strong then
pathwise uniqueness holds.
This method is very general and can be applied to a wide class of SDEs. The reason that
the SDE has additive noise simpliﬁes the computations considerably. Nevertheless, one can
consider more generalC1 bounded diffusions, or, by a simple application of Itô’s lemma one can
include a large class of non-trivial diffusion coefﬁcients which are found in many applications.
Another main advantage of this method is that, for instance, no PDE theory is required and no
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Markovianity of the system is assumed. Hence, while the "Itô-Tanaka" trick in (1.8) may fail,
as is the case of fractional Brownian motion as driving noise, the method described above can
still be employed. Chapter 7 details an example of this. Last but not least, the method can also
be applied to even inﬁnite dimensional non-Markovian systems as for instance
dXt = (AXt + b(Xt))dt+QdW
H
t , X0 = x ∈ H
for mild solutions X , where A is a densely deﬁned linear operator on a separable Hilbert space
H , b : H → H is an irregular functional, Q a Hilbert-Schmidt operator and WH a cylindrical
Brownian motion.
1.2.4 Regularity of the solution and the Bismut-Elworthy-Li formula
One important direct application we ﬁnd of the Malliavin differentiability is the derivation of the
so-called Bismut-Elworthy-Li formula. This formula is a representation of the spatial deriva-
tives of the solution of Kolmogorov’s equation; in other words, it gives an expression for the
derivative in space of a strongly continuous semigroup associated to a Markovian diffusion inde-
pendently of the derivative of the function involved. This formula was shown in [21] and further
extended in [40]. In [50] the authors use a different technique relying on Malliavin calculus to
prove the formula and then use it for the computation of Δ-sensitivities of ﬁnancial options. As
mentioned, the additional Malliavin regularity can help derive the Bismut-Elworthy-Li formula,
which is an important application within ﬁnance. Hence, when constructing Malliavin differen-
tiable strong solutions via the method described in the previous section, one can directly derive
the corresponding Bismut-Elworthy-Li identity associated with the strong solution. These two
aspects, the construction of solutions and the corresponding Bismut-Elworthy-Li formula, are
central common characteristic of this thesis.
Another important feature in the study of SDEs and their regularity is the study of the den-
sities of their solutions. There is very little known about the densities of solutions of SDEs with
very irregular coefﬁcients. Nevertheless, some advances in this direction have been made. For
instance, M. Hayashi, A. Kohatsu-Higa and G. Yûki in [57] showed that SDEs with Hölder con-
tinuous drift and smooth elliptic diffusion coefﬁcients have solutions with Hölder continuous
densities at any time. An important tool for studying regularity of densities are integration by
parts formulas. V. Bally and L. Caramellino in [5] derive an integration by parts formula and
relate the integrability properties of the weight to the regularity of the density of the undery-
ing process. Also, S. De Marco in [31] proved smoothness of the density on an open domain
where the usual conditions of ellipticity and smooth coefﬁcients on such domain are fulﬁlled.
A remarkable fact is that Hörmander’s condition is not used. Both results rely substantially
on Malliavin calculus and the aforementioned integration by parts formula in connection with
tail estimates on the Fourier transform of the solution. One must also mention the results of
V. Bally and A. Kohatsu-Higa [6], in which they provide bounds for the density of a type of
a two-dimensional degenerated SDE. For this case, it is assumed that the coefﬁcients are ﬁve
times differentiable with bounded derivatives. A curious result in the same direction is by A.
Kohatsu-Higa and A. Makhlouf in [64] where they show smoothness of the density for smooth
coefﬁcients that may also depend on an external process whose drift coefﬁcient is irregular.
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Upper and lower estimates for the density are also given.
As one can observe it seems very demanding to obtain further good properties of densities
for very bad coefﬁcients. Malliavin calculus appears to be a widely common tool for dealing
with problems involving study of densities. Nevertheless, it seems troublesome to gain regu-
larity with singular coefﬁcients via Malliavin calculus. For example, let us point out a notable
result by A. Debussche and N. Fournier in [32] on this topic, in which they show that the ﬁnite
dimensional densities of a solution of an SDE with jumps lies in a certain (low regular) Besov
space when the drift is Hölder continuous. The novelty is that their approach does not rely on
Malliavin calculus. To give an idea why we believe Malliavin calculus might not be the best
tool to study densities of solutions of SDEs with very irregular coefﬁcients one can look at the
result in Chapter 2 where it is shown that an SDE with Lipschitz continuous drift has a twice
Malliavin differentiable solution and for this reason its density is Cα-Hölder continuous for any
α ∈ (0, 1). On the contrary, the SDE (1.4) with drift coefﬁcient b(t, x) = 1{x>0} which is
discontinuous has a Lipschitz continuous density. One can even construct a random variable in
D1,1 which has a continuous density or which does not admit a density at all.
In this thesis we are also concerned with this problem as we believe it improves one’s un-
derstanding of the nature of SDEs driven by Brownian motion and their regularity. Our results
in this direction have been to develop a new method for studying densities of Itô-type processes
and obtain very explicit lower and upper bounds for the densities in a very general (even non-
Markovian) context which, as an innovation, does not rest on Malliavin calculus techniques.
In a summarised picture, the idea is the following. Consider the following family of pro-
cesses
dXu(t) = u(t)dt+ dW (t), Xu(0) = 0 ∈ Rd, t ∈ [0, T ], (1.9)
where W is a given d-dimensional standard Brownian motion on a probability space (Ω,F , P )
with the ﬁltration {Ft}t≥0 generated byW (t), t ≥ 0. The process u is a bounded and {Ft}t∈[0,T ]-
adapted process with integrable trajectories. We are only concerned with weak solutions so u
bounded is enough to guarantee existence of a weak solution of (1.9) which admits a density ρt
for every t > 0. Then one can show that the density of Xu(t) can be computed as
ρt(x) = lim sup
ε→0
P (|Xu(t)− x| ≤ ε)
Vε
,
where Vε = π
d/2εd
Γ(d/2+1)
is the Lebesgue measure of the d-dimensional Euclidean ball with ra-
dius ε > 0 and Γ here denotes the gamma function. Because of the above expression, study-
ing bounds for the density ρt can be reduced to studying bounds for the distribution function
P (|Xu(t) − x| ≤ ε). In other words, to obtain the upper-bounds for ρt we need to obtain the
biggest values of P (|Xu(t)− x| ≤ ε). This can be posed as a control problem in the following
way
sup
u∈A
P (|Xu(t)− x| ≤ ε),
where A denotes the set of admissible controls u, i.e., the set of bounded and adapted pro-
cesses. Intuitively, the process that maximises the probability of being near 0, that is, in [−ε, ε]
is u(x) = −sign (x) where sign denotes the generalised signum function, i.e., sign (x) =
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x
|x|1{x=0}, x ∈ Rd. Similarly, the process that minimises this probability is then u(x) = sign (x).
Hence, the densities of the solutions X-sign(t) and X sign(t) provide upper- and lower-bounds
for the densities of any process of the form Xu(t) = x +
∫ t
0
u(s)ds +W (t), u ∈ A, t ∈ [0, T ].
Observe that u here is very general so in particular this class of processes include solutions
of SDEs with merely bounded drift and are possibly path-dependent as well. We believe this
method can be further studied in detail to obtain more regularity of the densities although this
may be a difﬁcult task. A work in progress on this issue in [13] revealed that the densities are
in fact Hölder continuous of any order α ∈ (0, 1) in dimension one. Indeed, by employing the
same idea, the control problem is now considered on the Fourier-Stiltjes transform of the law of
X(t), t > 0. Thus, ﬁnding the worst characteristic function among all characteristic functions
of SDEs with bounded, measurable and path-dependent drift coefﬁcient. As a consequence,
we show that the fundamental solution of the Fokker-Planck equation in dimension one is even
Hölder continuous of order α ∈ (0, 1) which remained as an open question.
1.2.5 Mathematical ﬁnance
Another prominent line of investigation is ﬁnance or rather, mathematical ﬁnance, which can
be regarded as the ﬁeld of applied mathematics concerned with ﬁnancial markets. In general, a
ﬁnancial mathematician is concerned with modelling ﬁnancial asset values, as for instance, the
value of a commodity or ﬁnancial asset, the price of a company’s shares, etc. While economists
may try to ﬁnd an explanation or reason why a company has a certain share price, a ﬁnancial
mathematician will take the price as given and will try to derive, by means of formulas and
models from stochastic calculus, values for the so-called ﬁnancial derivatives and contracts
written on the stock of interest. One can mainly divide this area into two main categories: on
the one hand, derivative pricing theory and on the other, risk- and portfolio management. In
both one tries to assess certain quantities and assign a value to them when one has a given model
as underlying dynamics. Then the so-called sensitivity analysis plays a role. Usually, models in
stochastic analysis depend on unknown parameters that have to be estimated, as, for example,
drift parameters, volatility, initial value, interest rate parameters, etc. One then wishes to derive
the price of a contract and compute how "sensitive" this price is with respect to variations
in the underlying parameters. The latter concerns us in one of the scientiﬁc articles. More
concretely, we show that for an SDE with irregular coefﬁcient, one can still study the sensitivity
of the solution with respect to the initial condition in a classical sense. For this purpose we
make use of Malliavin calculus and techniques based on integration with respect to the local
time of a process. As mentioned, we also derive in this case a Bismut-Elworthy-Li formula
for the derivative with respect to the initial condition of the price of an option, independently
of the derivatives of the functions involved in the model. The ﬁrst authors to use Malliavin
techniques to study sensitivities were E. Fournié, J-M. Lasry, J. Lebuchoux, P-L. Lions and N.
Touzi in [50]. Our results can be regarded as a non-trivial extension of the latter to the case of
discontinuous and unbounded coefﬁcients both in the drift and pay-off function in dimension
one, as well as some proposed approximations to treat Asian-type options which usually involve
Skorokhod-type integrals that are in most cases hard to simulate.
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1.2.6 Regularising effects of fractional Brownian noise
Finally, we go one step further by looking at fractional Brownian motion which is a generalisa-
tion of Brownian motion. Fractional Brownian motion is a Gaussian stationary process which
was ﬁrst introduced by Benoit B. Mandelbrot and John W. Van Ness in the paper Fractional
Brownian motions, fractional noises and applications in 1968, see [80]. The following is the
exact deﬁnition given in their paper: let 0 < H < 1 and let b0 be an arbitrary number. We
call the following random function BH(t, ω) fractional Brownian motion with parameterH and
starting value b0 at time t = 0. For t > 0, BH(t, ω) is deﬁned by
BH(0, ω) = b0
BH(t, ω)− BH(0, ω) = 1
Γ (H + 1/2)
{∫ 0
−∞
[
(t− s)H−1/2 − (−s)H−1/2] dB(s, ω)
+
∫ t
0
(t− s)H−1/2dB(s, ω)
}
,
where the stochastic integration is understood in both the pathwise sense and L2-sense.
The authors explain that fractional Brownian motion can be used to describe numerous phe-
nomena in nature, for instance in the study of ﬂuctuations in solids. Another class of phenomena
with extremely long dependence is encountered in hydrology: Hurst 1951, 1956 discovered that
the range of cumulated water ﬂows changes proportionately to dH with 1/2 < H < 1. Hurst’s
law has signiﬁcant practical importance in the design of water systems.
Another application which is more related to our research interest is within economics and
is explicitly stated in the paper as follows
It is known that economic time series ”typically” exhibit cycles of all orders of magnitude;
the slowest cycles have periods of duration comparable to the total sample size. The sample
spectra of such series show no sharp ”pure period” but a spectral density with a sharp peak
near frequencies close to the inverse of the sample size. (B. Mandelbrot, J. W. Van Ness. SIAM
Review: 10 (4), 1968, 422-437)
Patrick Cheridito has studied the use of fractional Brownian motion in ﬁnance. He found
out in [26] that models involving this process may give rise to the presence of a weak form of
arbitrage, the so-called "free lunch with vanishing risk" introduced by Freddy Delbaen and Wal-
ter Schachermayer in [34] due to the fact that BH is not a semimartingale whenever H = 1/2.
Nevertheless, he manages to rule out arbitrage strategies by introducing a minimal amount of
time that lies between two consecutive transactions which, on the other hand, is a very plausible
assumption.
Fractional Brownian motion can also be deﬁned as a process BHt , t ∈ [0, T ] on a probability
space (Ω,F , P ) that is centred Gaussian with covariance function given by
RH(t, s) := E[B
H
t B
H
s ] =
1
2
(
s2H + t2H − |t− s|2H) , t, s ≥ 0.
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The process BH enjoys the following self-similarity property
{BHαt}t≥0 law= {αHBHt }t≥0
for all α ≥ 0. In fact, fractional Brownian motion is the only stationary Gaussian process
satisfying the latter property.
Now then, it is interesting to study the following stochastic differential equation with frac-
tional noise
Xxt = x+
∫ t
0
b(Xxs )ds+ B
H
t , 0 ≤ t ≤ T, x ∈ Rd (1.10)
whereBH = {BHt , t ∈ [0, T ]} is a d-dimensional fractional Brownian motion on a given ﬁltered
probability space (Ω,F , P ), {Ft}t∈[0,T ] where the ﬁltration is generated by BH and augmented
by all P -null sets.
The main difﬁculties that one faces in this context are that BH does not satisfy the Markov
property and hence, the increments are not independent. Another difﬁculty encountered is that
BH , H = 1/2 is not a weak semimartingale as mentioned before. For these reasons it becomes
an arduous task to construct a stochastic calculus based on BH , H = 1/2, especially in the case
H < 1/2. No well-established Itô’s formula is known for general Itô processes and very little
is known about its corresponding Kolmogorov’s equation. For this reason, constructing strong
solutions to SDE’s with even additive fractional noise as we explained for the case H = 1/2 in
(1.8) is no longer possible as no PDE theory for BH is established for H < 1/2.
Some results in one dimensional have been achieved by using comparison theorems. For
example, in 2002 David Nualart and Youssef Ouknine in [91] prove that there is a unique strong
solution of SDE (1.10) wirh H < 1/2 when b is bounded and measurable and d = 1. The
method is based on the Yamada-Watanabe theorem and comparison theorems and hence the
dimensional restriction.
In Chaper 7, using the method based on Malliavin calculus introduced before we manage
to overcome the constraints encountered by considering fractional noise with small Hurst pa-
rameters and thus are able to construct unique strong solutions of (1.10) with singular drift
coefﬁcients, even in high dimensions, for the ﬁrst time. We see this case as an example of
the strength of the method to construct strong solutions of SDEs. Furthermore, we show that
BH possesses a regularising effect on the solution X seen as a function of the initial value, i.e.
x → Xxt . Namely, we are able to show that the rougher the noise BH is, the more regular
x → Xxt gets. In other words, we show that for a small enough Hurst parameter H < H(k),
being k some natural number, we have
{x → Xxt } ∈ L2
(
Ω, Ck(Rd)
)
.
1.3 Structure of the thesis and contributions
This thesis can be divided into four main parts, all of which explore stochastic differential
equations, their properties and some applications. These four parts can be embedded into two
main groups: nicely-behaving coefﬁcients in the two ﬁrst chapters and irregular coefﬁcients in
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the left chapters. In the ﬁrst stage we have Chapter 2 and Chapter 3 dealing with the regularity
of solutions in the Malliavin and Sobolev sense and the Bismut-Elworthy-Li formula for mean-
ﬁeld SDEs. Chapter 4 deals with the problem of studying densities of Itô-type processes and
ﬁnding lower- and upper-bounds. For this purpose a new method is presented which in some
sense overcomes the limitations of Malliavin calculus for the study of similar problems. This
method can further be investigated as a future research. Chapter 5 and Chapther 6 are related to
each other. In both we construct strong solutions of SDEs when the drift coefﬁcient is irregular
and derive the corresponding Bismut-Elrworthy-Li formula in each case. Finally, in Chapter 7
we start with the study of SDEs driven by fractional noise. This includes the ﬁrst steps toward
future research in this direction.
Chapter 2 is extracted from the paper Malliavin and ﬂow regularity of SDEs. Application
to the study of densities and the stochastic transport equation, [14] co-authored with T. Nilssen.
We give a criterion to determine the regularity of solutions of SDEs in both the Malliavin and
Sobolev sense according to how regular the drift coefﬁcient is. As an application we can im-
prove the regularity of densities of such solutions. Also, as a direct consequence, we can prove
that the stochastic transport equation admits a classical solution when the ﬁeld is Lipschitz.
Chapter 3 is extracted from the paper The Bismut-Elworthy-Li formula for mean-ﬁeld
stochastic differential equations, [7]. As an application of the previous result and the fact that
the solution of an SDE with Lipschitz drift is not only once but twice Malliavin differentiable
and its Malliavin derivative is integrable in the sense of Skorokhod, we are able to derive a
Bismut-Elworthy-Li formula for systems whose coefﬁcients depend on the moments of the so-
lution. This gives rise to expressions involving integration in the Skorokhod sense which usually
requires higher order Malliavin regularity.
Chapter 4 is extracted from the paper Optimal bounds for the densities of solutions of
SDEs with measurable and path dependent drift coefﬁcients, [12] co-authored with P. Krühner.
In this paper we study the problem of densities of Itô processes with additive noise, a classical
problem which has plenty of applications, including ﬁnance, as for instance in the computations
of Greeks using the so-called density method. As a start, in this chapter we develop a new
method for ﬁnding sharp lower- and upper-bounds of densities of SDEs with irregular and path-
dependent drift coefﬁcients. We believe this method can be exploited to gain higher regularity
of densities with very irregular drift coefﬁcients.
Chapter 5 is extracted from the paper Construction of Malliavin differentiable strong so-
lutions of SDEs under an integrability condition on the drift without the Yamada-Watanabe
principle, [11] co-authored with S. Duedahl, T. Meyer-Brandis and F. Proske. It provides a new
method for constructing Malliavin differentiable strong solutions of SDEs whose drift satisﬁes
some integrability condition and in which no continuity or regularity is assumed. The method
is a mixture of a compactness criterion of L2(Ω) together with the classical idea of interchang-
ing the irregular term with an expression involving the solution to the associated Kolmogorov’s
equation, which has better behaviour. As an application of the Malliavin differentiability of the
solution we show a Bismut-Elworthy-Li formula.
Chapter 6 is extracted from the paper Computing Deltas without derivatives, [10] co-
authored with S. Duedahl, T. Meyer-Brandis and F. Proske. In the same direction as previous
chapter, but in the spirit of applying our research, we study the sensitivity of European, lookback
and Asian options with respect to the initial condition, also known as Delta-sensitivity when
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both the drift coefﬁcients of the underlying dynamics of the stock and the pay-off function are
very irregular. Even in such a situation the price of the option is continuously differentiable and
a classical Delta can be computed. We also analyse the numerical methods developed showing
some simulations.
Chapter 7 is extracted from the paper Strong existence and higher order differentiability
of stochastic ﬂows of fractional Brownian motion driven SDEs with singular drift, [15] co-
authored with T. Nilssen and F. Proske. Finally, we turn to the study of the problem of fractional
Brownian noise. We also see this as the beginning of a study of other interesting problems in-
volving fractional Brownian motion, as well as its implications in mathematical ﬁnance, as with
the study of Greeks mentioned above. In this chapter we consider an SDE driven with frac-
tional Brownian motion with very irregular drift coefﬁcient and show that in this case one can
also construct Malliavin differentiable strong solutions despite the fact that the solution process
is neither Markovian nor a weak semimartingale, which means that classical techniques cannot
be applied. To overcome these limitations we use the new method based on Malliavin calculus
together with an ad hoc local-time variational calculus and an integration by parts formula. As
an application, we also show that fractional Brownian motion regularises the ﬂow associated to
the SDE as the Hurst parameter gets smaller. In other words, one obtains a very regular ﬂow
with very irregular drift coefﬁcient by using the adequate noise. We believe this phenomenon
can be studied in other types of equations and stochastic partial differential equations.

Chapter 2
Malliavin and ﬂow regularity of SDEs.
Application to the study of densities and
the stochastic transport equation
David R. Baños and Torstein Nilssen
Abstract: In this work we present a criterion for the regularity, in both space and Malliavin
sense, of strong solutions to SDEs driven by Brownian motion. We conjecture that this crite-
rion is optimal. As a consequence, we are able to improve the regularity of densities of such
solutions.
We also apply these results to construct a classical solution to the stochastic transport equa-
tion when the drift is Lipschitz.
2.1 Introduction
This paper is mainly divided into two parts. First, we are interested in studying the regularity
properties of the following Stochastic Differential Equation (SDE)
dXt = b(t,Xt)dt+ dBt, 0 ≤ t ≤ T, X0 = x ∈ Rd, (2.1)
where Bt, t ∈ [0, T ] is a d-dimensional Brownian motion and b is a measurable function such
that a unique strong solution exists. Our goal is to analyse the regularity of strong solutions
to (2.1) both in space and in the Malliavin sense. We give a criteria based on the regularity
properties of b to obtain regularity properties ofXt, t ∈ [0, T ]. Then we study the consequences
of the aforementioned properties and we take two different directions. On one hand, the Malli-
avin regularity allows us to improve the regularity of densities of strong solutions. On the other
hand, the regularity in space entitles us to study the associated Stochastic Transport Equation
and gain more regularity on the solution. Namely, for b Lipschitz we are able to show that one
obtains a classical solution to the Stochastic Transport Equation.
Considerable research in the direction of regularity of densities of solutions to SDEs has
been done in the past years. There are well-known results on conditions for a density to be
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smooth when the coefﬁcients are smooth, for example, in [90] or in the case of SDEs with
boundary conditions in [65] under the so-called Hörmander’s condition.
We highlight the work by S. Kusuoka and D. Stroock in [73] where the authors show that
if b ∈ Cn+2b (Rd), n ≥ 0 then the density lies in Cnb (Rd) using Sobolev inequalities associated
to the H-derivative of the solution. Here, we improve the regularity of the density and skip
the boundedness of b, instead we consider additive noise and provide an extension to a class
of non-degenerate diffusion coefﬁcients. In [72] S. Kusuoka also gives criteria for the law to
be absolutely continuous with respect to the Lebesgue measure when drift coefﬁcients are non-
Lipschitz, his work is closely related to the ﬁndings of N. Bouleau and F. Hirsch in [24] where
the authors show that for global Lipschitz coefﬁcient a density exits, here we show that such
density is Hölder continuous with exponent α < 1. An improvent was given in dimension one
in [51] where they show that for a Hölder continuous drift of, at most, linear growth and Hölder
continuous diffusion coefﬁcient the solution admits dentities at any given time.
Our technique is mainly based on Malliavin calculus and an a sharp estimate on the moments
of the derivative of the ﬂow associated to the solution, together with a strong result by V. Bally
and L. Caramellino in [5] on the regularity of densities of random variables with sufﬁcient
Malliavin regularity. In addition, we also look at the regularity in space. As a consequence
of the relationship between the Malliavin and Sobolev derivatives we are also able to give a
criterion to determine the regularity of solutions to (2.1) in the Sobolev sense (locally) and
show that such derivatives admit moments of any order. At the end of the section we also give
an extension to more general diffusions.
The last application of the paper is devoted to the study of the Stochastic Transport Equation
(STE) since it is closely related to the SDE (2.1) by the inverse of the ﬂow of the solution. We
use the results obtained in the ﬁrst part of the paper to show that, for b Lipschitz, the solution is
classical. Work in the direction of SPDE’s and in particular the Stochastic Transport Equation
has brought a lot of interests in the last years. In [47] F. Flandoli, M. Gubinelli and E. Priola
study the well-posedness for Hölder-continuous drifts and show pathwise uniqueness of the
weak solution. In [88], in dimension one, it is shown that when the drift is a step function then
the solution to the transport equation is even once continuously differentiable.
2.2 Framework
In this section we recall some facts from Malliavin calculus and Sobolev spaces, which we aim
at employing in Section 2.3 to analyse the regularity of densities of strong solutions of SDEs.
See [90, 78, 79, 36] for a deeper insight on Malliavin Calculus. As for theory on Sobolev spaces
the reader is referred to [75, 42].
2.2.1 Basic elements of Malliavin Calculus
In this Section we brieﬂy elaborate a framework for Malliavin calculus.
Let {(Ω,F , P ) ;H} be a Gaussian probability space, that is (Ω,F , P ) is a probability space
and H a separable closed subspace of centered Gaussian random variables of L2(Ω), which
generate the σ-ﬁeld F . Denote by D the derivative operator acting on elementary smooth
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random variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
Further letDk,p(Ω), k, p ≥ 1 be the closure of the family of elementary smooth random variables
with respect to the norm
‖F‖
Dk,p(Ω) := ‖F‖Lp(Ω) +
k∑
i=1
∥∥∥∥D i)· · ·DF∥∥∥∥
Lp(Ω;H⊗i)···⊗H)
.
Our framework will rely on the special case where H = L2([0, T ];Rd), then we have that
the Malliavin derivative is a process {DtF}t∈[0,T ] in L2(Ω× [0, T ];Rd) deﬁned as
DtF =
n∑
i=1
∂
∂xi
f
(∫ T
0
h1(u)dWu, . . . ,
∫ T
0
hn(u)dWu
)
hi(t)
and in this case we take the closure w.r.t. the norm
‖F‖Dk,p(Ω) = E[|F |p]1/p +
k∑
i=1
E
[∫ T
0
· · ·
∫ T
0
‖Dt1 · · ·DtiF‖pdt1 · · · ti
]1/p
where ‖ · ‖ denotes any norm in Rd×i)···×d.
The operator D
k)· · ·D is then a closed operator from Dk,p(Ω) to Lp(Ω× [0, T ]k;Rd×k)···×d) for
all p ≥ 1. Moreover, for p ≤ q and k ≤ l we have
‖F‖Dk,p(Ω) ≤ ‖F‖Dl,q(Ω)
and as a consequence
D
k+1,p(Ω) ↪→ Dk,q(Ω)
if k ≥ 0 and p > q.
We shall say that a random variable is k-times Malliavin differentiable with derivatives in
Lp(Ω), p ≥ 1 if it lies on Dk,p(Ω).
Finally, we have the chain-rule for the Malliavin derivative. Let ϕ : Rm → Rm be a function
such that
|ϕ(x)− ϕ(y)| ≤ K|x− y|
for any x, y ∈ Rm. Suppose F = (F 1, . . . , Fm) is a random vector whose components belong
to the spaceD1,2(Ω). Then ϕ(F ) ∈ D1,2(Ω) and there exists a random vectorG = (G1, . . . , Gm)
bounded by K such that
Dϕ(F ) =
m∑
i=1
GiDF
i.
In particular if ϕ′ exists and the law of the reandom variable F is absolutely continuous with
respect to the Lebesgue measure, then G = ϕ′(F ).
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2.2.2 Basic facts of theory on Sobolev spaces
In this section we concisely review some basic facts about theory on Sobolev spaces.
Let U be an open bounded subset of Rd. Fix 1 ≤ p ≤ ∞ and let k ≥ 0 an integer. The
Sobolev space W k,p(U) is composed by all locally Lp-integrable functions u : U → Rd such
that for any multiindex αwith |α| ≤ k, thenDαu exists in the weak sense and belongs to Lp(U).
We endow the space W k,p(U) with the topology generated by the norm
‖u‖Wk,p(U) :=
⎛⎝∑
|α|≤k
∫
U
|Dαu|pdx
⎞⎠1/p , 1 ≤ p < ∞
or
‖u‖Wk,∞(U) :=
∑
|α|≤k
ess sup
U
|Dαu|, p = ∞.
The following relations will be of high relevance for our purposes. For 1 ≤ p < q ≤ ∞,
k > l such that (k − l)p < d and
1
q
=
1
p
− k − l
d
then we have the following continuous embedding
W k,p(Rd) ↪→ W l,q(Rd). (2.2)
Also, we have the following embedding as a consequence of Morrey’s inequality; if k−r−α
d
=
1
p
with α ∈ (0, 1) then
W k,p(Rd) ↪→ Cr,α(Rd). (2.3)
Essentially, this means that if we have enough Sobolev regularity then we may expect some
continuous classical derivatives up to some order.
We will though use ∂
∂x
to denote differentiation in both the weak and classical sense when
the context is clear.
2.2.3 Shufﬂes
Let m,n ∈ N0 and denote by Sm = {σ : {1, . . . ,m} → {1, . . . ,m}} the set of permutations of
length m. Deﬁne the set of shufﬂe permutations of length m+ n as
S(m,n) := {σ ∈ Sm+n : σ(1) < · · · < σ(m), σ(m+ 1) < · · · < σ(m+ n)}.
Fix s, t ∈ [0, T ] with s < t and deﬁne the m-dimensional subset of [0, T ]m
Λms,t := {(u1, . . . , um) ∈ [0, T ]m : s < u1 < · · · < um < t}.
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Let fi : [0, T ] → R, i = 1, . . . ,m+ n be integrable functions. Then, we have(∫
Λms,t
m∏
i=1
fi(ui)du1 · · · dum
)(∫
Λns,t
m+n∏
i=m+1
fi(ui)dum+1 · · · dum+n
)
=
∑
σ−1∈S(m,n)
∫
Λm+ns,t
m+n∏
i=1
fσ(i)(ui)du1 · · · dum+n
(2.4)
since {
s < u1 < · · · < um < t, s < um+1 < · · · < um+n < t
}
=
⋃
·
σ∈S(m,n)
{
(w1, . . . , wm+n) ∈ [0, T ]m+n : s < wσ(1) < · · · < wσ(m+n) < t
}
,
which can also be found in [77, Theorem 2.15].
We will also need the following formula. Given an index r ∈ N such that 1 ≤ r ≤ n.
Introduce the subset Sr(m,n) of S(m,n) deﬁned as
Sr(m,n) :=
{
σ ∈ S(m,n) : σ(1) < · · · < σ(m), σ(m+ 1) < · · · < σ(m+ r − 1),
σ(l) = l, m+ r ≤ l ≤ m+ n
}
.
We have∫
Λns,t×Λms,um+r
m+n∏
i=1
fi(ui)du1 · · · dum+n =
∫
s<u1<···<um<um+r
s<um+1<···<sm+n<t
m+n∏
i=1
fi(ui)du1 · · · dum+n
=
∑
σ−1∈Sr(m,n)
∫
s<w1<···<wm+n<t
m+n∏
i=1
fi(wi)dw1 · · · dwm+n.
(2.5)
Observe also that
#S(m,n) =
(m+ n)!
m!n!
where # denotes the number of elements in the given set. Then by using Stirling’s approxima-
tion, one can show that
#S(m,n) ≤ Cm+n
for a large enough constant C > 0. Moreover,
#Sr(m,n) ≤ #S(m,n).
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2.3 Malliavin and ﬂow regularity of strong solutions of SDEs
Consider the stochastic differential equation (SDE) given by{
dXt = b(t,Xt)dt+ dBt,
X0 = x ∈ Rd,
(2.6)
where the drift coefﬁcient b : [0, T ] × Rd → Rd is a Borel measurable function and Bt is a
d-dimensional Brownian motion deﬁned on the ﬁltered probability space (Ω,F , {Ft}t∈[0,T ], P )
where the ﬁltration {Ft}t∈[0,T ] is the one generated by Bt, t ∈ [0, T ] augmented by the P -null
sets.
If b is of linear growth and Lipschitz continuous it is well-known that there exists a unique
global strong solution to the SDE (2.6) which belongs to D1,2(Ω). In fact, under more relaxed
conditions on b one has the same result, see for instance [81], [88].
In this section we are concerned with the regularity of the solution in the Malliavin sense in
terms of the regularity of b. We will assume the following hypotheses for b, for every (t, x) ∈
[0, T ]× Rd
|b(t, x)| ≤ C(1 + |x|), C > 0,
Db(t, ·), D2b(t, ·), . . . , Dkb(t, ·) ∈ L∞(Rd) (H)
for some k ≥ 1 where here, the derivatives are understood in the weak sense. In particular, b is
k − 1 times continuously differentiable in virtue of the Sobolev embedding (2.3) and equation
(2.6) admits a unique strong solution.
Before we proceed to the main statements of this section we need two preliminary results
which are essential for our targets.
Lemma 2.1. Let {bn}n≥0 be a sequence of compactly supported smooth functions approximat-
ing b a.e. in t ∈ [0, T ] and x ∈ Rd such that supn≥0 |bn(t, x)| ≤ C(1 + |x|), all x ∈ Rd and
t ∈ [0, T ]. Then for any compact subset K ⊂ Rd there exists an ε > 0 such that
sup
x∈K
sup
n≥0
E
[
E
(∫ T
0
bn(u,B
x
u)dBu
)1+ε]
< ∞. (2.7)
where Bxt := x+Bt and E(Mt) denotes the Doléans-Dade exponential of a martingale Mt. In
particular we also have
sup
x∈K
E
[
E
(∫ T
0
b(u,Bxu)dBu
)1+ε]
< ∞. (2.8)
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Proof. Indeed, write
E
[
E
(∫ T
0
bn(u,B
x
u)dBu
)1+ε]
=
= E
[
exp
{∫ T
0
(1 + ε)bn(u,B
x
u)dBu −
1
2
∫ T
0
(1 + ε)|bn(u,Bxu)|2du
}]
= E
[
exp
{∫ T
0
(1 + ε)bn(u,B
x
u)dBu −
1
2
∫ T
0
(1 + ε)2|bn(u,Bxu)|2du
+
1
2
∫ T
0
ε(1 + ε)|bn(u,Bxu)|2du
}]
= E
[
exp
{
1
2
∫ T
0
ε(1 + ε)|bn(u,Xε,xu )|2du
}]
where the last step follows from Girsanov’s theorem and hereXε,xt is a solution of the following
SDE {
dXε,xt = (1 + ε)bn(t,X
ε,x
t )dt+ dBt, t ∈ [0, T ]
Xε,x0 = x.
Observe that, since b has at most linear growth, we have
|Xε,xt | ≤ |x|+ C(1 + ε)
∫ t
0
(1 + |Xε,xu |)du+ |Bt|
for every t ∈ [0, T ]. Then Grönwall’s inequality gives
|Xε,xt | ≤ (|x|+ C(1 + ε)T + |Bt|) eC(1+ε)T , (2.9)
and the sublinearity of bn and the estimate (2.9) give
|bn(u,Xε,xu )| ≤ Cε,T (1 + |x|+ |Bt|)
where Cε,T denotes the collection of all constants depending on ε, T .
As a result,
E
[
exp
{
ε(1+ε)
∫ T
0
|bn(u,Xε,xu )|2du
}]
≤ E
[
exp
{
C˜ε,T
∫ T
0
(1 + |x|+ |Bu|)2 du
}]
≤ eC˜ε,T (1+|x|)2E
[
exp
{
C˜ε,T (1 + |x|)
∫ T
0
(|Bu|+ |Bu|2)du
}]
where C˜ε,T > 0 is a constant such that limε↘0 C˜ε,T = 0. Clearly, for every compact setK ⊂ Rd
we can choose ε > 0 small enough such that
sup
x∈K
sup
n≥0
E
[
exp
{
ε(1 + ε)
∫ T
0
|bn(u,Xε,xu )|2du
}]
< ∞.
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Remark 2.2. We point out that the ﬁnite dimensional laws of the strong solution of (2.6) are
absolutely continuous with respect to the Lebesgue measure. To see this, let A denote a set with
null Lebesgue measure. Then since b is of, at most, linear growth, by Girsanov’s theorem, see
e.g. [62, Proposition 5.3.6] and Lemma 2.8 one has for some ε > 0 small enough
P (Xt ∈ A) ≤ E
[
1{Bxt ∈A}E
(∫ T
0
b(u,Bxu)dBu
)]
≤ CεP (Bxt ∈ A)
ε
1+ε
= 0.
Next, we give a crucial estimate for the proof of our main results.
Proposition 2.3. Let B be a d-dimensional Brownian Motion starting from z0 ∈ Rd and
b1, . . . , bm be compactly supported continuously differentiable functions bi : [0, T ] × Rd → R
for i = 1, 2, . . .m. Let αi ∈ {0, 1}d be a multiindex such that |αi| ≤ 1 for i = 1, 2, . . . ,m.
Then there exists a universal constant C (independent of {bi}i, m, and {αi}i) such that∣∣∣∣∣E
[∫
t0<t1<···<tm<t
(
m∏
i=1
Dαibi(ti, Bti)
)
dt1 . . . dtm
]∣∣∣∣∣ ≤ Cm
∏m
i=1 ‖bi‖∞(t− t0)m/2
Γ(m
2
+ 1)
(2.10)
for every t0, t ∈ [0, T ] where Γ is the Gamma-function. Here Dαi denotes the partial derivative
with respect to the j′th space variable, where j is the position of the 1 in αi.
Proof. Observe that |αi| ≤ 1, that is we allow for the possibility of some of the functions in
(2.10) not being differentiated. For the case when |αi| = 1 for all i = 1, . . . ,m a detailed proof
of the estimate can be already found in [81, Proposition 3.7]. Here, we will show that the result
still holds when we have less derivatives involved in the integrand by use of the same ideas as
in [81], which on the other side seems intuitive.
So, without loss of generality, assume that ‖bi‖∞ ≤ 1 for i = 1, 2 . . . ,m. Denote by
Λm(ti, t) := {(ti+1, . . . , tm) ∈ [0, T ]m, ti < ti+1 < . . . , tm < t}
for any i = 0, . . . ,m− 1. Moreover, denote by z = (z(1), . . . z(d)) a generic element of Rd and
by | · | the usual Euclidean norm. With P (t, z) = (2πt)−d/2e−|z|2/2t and the independence of the
increments of the Brownian motion write the left hand side in (2.10) as
∣∣∣∣∣
∫
Λm(t0,t)
∫
Rdm
m∏
i=1
gi(ti, zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzmdt1 . . . dtm
∣∣∣∣∣ (2.11)
where
gi ∈ {bi, Dαibi}, i = 1, . . . ,m (2.12)
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In order to make notation more tangible, we assume, without loss of generality, that the
integrand of (2.11) is of the form
m∏
i=1
gi = G1,j1Gj1+1,j2 · · · Gjk−1+1,jk
with indexes j1, . . . , jk where jk = m and each Gji−1+1,ji for each i = 1, . . . , k represents the
(simplest) block of size ji − ji−1, (j0 = 0) where all functions are equal in the sense described
in (2.12) and k is the total number of blocks. In other words, for each i = 1, . . . , k
Gji−1+1,ji(tji−1+1, . . . , tji , zji−1+1, . . . , zji) =
ji∏
l=ji−1+1
gl(tl, zl)
with either all gl = bl or gl = Dαlbl, l = ji−1 + 1, . . . , ji and i = 1, . . . , k. Assume, for
instance, that k is even and that the blocks Gji−1+1,ji with odd i = 1, 3, . . . , k − 1 consist of
bji−1+1, . . . , bji and the ones with even i = 2, 4, . . . , k consist of D
αji−1+1bji−1+1, . . . , D
αji bji .
Introduce the notation
Jαm(t0, t, z0)
=
∫
Λm(t0,t)
∫
Rdm
k∏
i=1
Gji−1−1,ji(tji−1−1,...,tji , zji−1−1, . . . , zji)
m∏
j=1
P (tj − tj−1, zj − zj−1)dzdt
where z = (z1, . . . , zm) ∈ Rdm, t = (t1, . . . , tm) ∈ Rm and α = (αj1 , . . . , αjk) ∈ {0, 1}md
such that αji := (αji−1+1, . . . , αji) = 0 for i odd. We can then write J
α
m as follows
Jαm(t0, t, z0)
=
∫
Λm(t0,t)
∫
Rdm
k∏
i=1
i odd
ji∏
l=ji−1+1
bl(tl, zl)
k∏
i=1
i even
ji∏
l=ji−1+1
Dαlbl(tl, zl)
m∏
i=1
P (ti − ti−1, zi − zi−1)dzdt.
We shall show that |Jαm(t0, t, 0)| ≤ Cm(t−t0)m/2/Γ(m/2+1), thus proving the proposition.
To do this, we will use integration by parts to shift the derivatives onto the Gaussian kernels.
We are only interested in transferring the Dαl from the blocks Gji−1+1,ji corresponding to the
even i = 1, . . . , k. Observe that, given an even i, the derivatives involved in the block Gji−1+1,ji
inﬂuence the block of Gaussian kernels
∏ji
l=ji−1+1 P (tl − tl−1, zl − zl−1) and the ﬁrst kernel
from the next block, i.e. P (tji+1 − tji , zji+1 − zji). Thus, we see that we can write Jαm(t0, t, z0)
as
Jαm(t0, t, z0) =(−1)|α|
∫
Λm(t0,t)
∫
Rdm
m∏
i=1
bi(ti, zi)D
αj1+1 · · ·Dαj2Dαj3+1 · · ·Dαj4 · · · (2.13)
· · ·Dαjk−1+1 · · ·Dαjk [P (t1 − t0, z1 − z0) · · ·P (tm − tm−1, zm − zm−1)]dzdt.
We will proceed by introducing an alphabet, as the authors did in [81, Proposition 3.7], as fol-
lows: consider A(α1, . . . , αm) = {P,Dα1P, . . . , DαmP,Dα1Dα2P, . . . Dαm−1DαmP} where
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Dαi , DαiDαi+1 denote the derivatives in z on P (t, z). We will only need a special type of
strings, and we say that a string is allowed if, when all the DαiP ’s are removed from the string,
a string of the form P ·DαsDαs+1P ·P ·Dαs+1Dαs+2P · · ·P ·DαrDαr+1P for s ≥ 1, r ≤ m−1
remains. Also, we will require that the ﬁrst derivatives DαiP are written in an increasing order
with respect to i.
We see that the derivatives in the integrand in (2.13) produce sums of differentiated Gaussian
kernels (because of Leibniz product rule) and one may observe that the resulting kernels in each
of these summands are of the form
P
j1)· · · P Sj1+1,j2+1 P
j3−j2−1)· · · P Sj3+1,j4+1 P
j5−j4−1)· · · P · · · Sjk−1+1,m (2.14)
where each Sji−1+1,ji+1 := Sji−1+1 · · ·SjiSji+1, for even i, is an allowed string in A(αji−1+1,
. . . , αji , αji+1) and for the last one we agree that Sjk+1 = 1. Denote by S ∈ B(α) strings of the
form described in (2.14), in other words, strings such that when removing all P · · ·P ’s from the
string (2.14), we remain with an allowed string.
Deﬁne for a string S = S1 · · ·Sm ∈ B(α)
IαS (t0, t, z0) =
∫
Λm(t0,t)
∫
Rdm
m∏
i=1
bi(ti, zi)Si(ti − ti−1, zi − zi−1)dzdt.
This allows us to write
Jαm(t0, t, z0) =
2N−1∑
l=1
lI
αl
Sl
(t0, t, z0)
where each l is either −1 or 1, each Sl is an string in B(α) and
N =
∑
i=1,...,k
i even
ji − ji−1.
Observe that 2N−1 is the total number of summands so if we only have one block (k = 1) then
j1 = m and N = 2m−1. The proof can be easily reduced to the case in [81, Lemma 3.8].
We know that the estimate holds only for allowed strings S ∈ A(α) due to [81, Proposition
3.7]. So for even 1 ≤ i ≤ k we have for some constant C > 0∫
Λm(tji−1 ,t)
∫
R
(ji−ji−1)d
Sji−1+1(tji−1+1 − tji−1 , zji−1+1 − zji−1) · · ·Sji(tji − tji−1, zji − zji−1)
× Sji+1(tji+1 − tji , zji+1 − zji)dzji+1 · · · dzji−1+1dtji+1 · · · dtji−1+1
≤ Cji−ji−1 |tji − tji−1 |
ji−ji−1
2
Γ
(
ji−ji−1
2
+ 1
) .
This and the fact that
∫
Rd
P (t, z)dz = 1 give
|IαS (t0, t, z0)| ≤
∏
i=1,...,k
i even
Cji−ji−1
Γ
(
ji−ji−1
2
+ 1
) ∫
Λm(t0,t)
∏
i=1,...,k
i even
|tji − tji−1 |
ji−ji−1
2 dtm · · · dt1.
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Further,
∫
Λm(t0,t)
∏
i=1,...,k
i even
|tji − tji−1 |
ji−ji−1
2 dtm · · · dt1 ≤ |t− t0|
1
2
∑
i even
ji − ji−1 |t− t0|m
Γ(m+ 1)
≤ Mm |t− t0|
m/2
Γ(m+ 1)
for some constant M .
Finally, since
Γ
(m
2
+ 1
)
≤
∏
i=1,...,k
i even
Γ
(
ji − ji−1
2
+ 1
)
Γ (m+ 1)
the result follows.
We turn now to one of the main results of this section.
Theorem 2.4. LetXt, t ∈ [0, T ] denote the solution to equation (2.6) with b : [0, T ]× Rd → Rd
a function satisfying hypotheses (H) with k = 1, i.e. of linear growth with bounded weak
derivative, then we have Xt ∈ D2,p(Ω) for all p ≥ 1. In particular the result holds if b is
(globally) Lipschitz.
Proof. In order to carry out the proof of Theorem 2.4, we use the following result in [90,
Proposition 1.5.5.].
Proposition 2.5. Let {Xn}n≥0 a sequence of random variables such that Xn → X in Lp(Ω),
p ≥ 1 and such that for k ≥ 1
sup
n≥0
‖Xn‖Dk,p(Ω) < ∞,
then X ∈ Dk,p(Ω).
We start with the proof of Theorem 2.4 by showing that the solution Xt of (2.6) can be
approximated by random variables in Lp(Ω) for every t ∈ [0, T ].
We have b′ ∈ L∞(Rd) and b has linear growth, i.e. there is C > 0 such that
|b(t, x)| ≤ C(1 + |x|)
for every t ∈ [0, T ] and x ∈ Rd. Then we can approximate b a.e. in t ∈ [0, T ] and x ∈ Rd
by a sequence of functions {bn}n≥1 ⊂ C2(Rd) such that supn≥0 |bn(t, x)| ≤ C(1 + |x|) and
supn ‖b′n‖∞ < ∞. For each t ∈ [0, T ], denote by Xnt the sequence of random variables in
Lp(Ω) solution to equation (2.6) with drift coefﬁcient bn. Then
Xnt = x+
∫ t
0
bn(u,X
n
u )du+ Bt.
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Denote by pXt the density of Xt for a ﬁxed t ∈ [0, T ] from Remark 2.2. Denote by | · | the
Euclidean norm in Rd, then
E
[|Xnt −Xt|p] = E [∣∣∣∣ ∫ t
0
(bn(u,X
n
u )− b(u,Xu)) du
∣∣∣∣p]
≤ (2t)p−1E
[∫ t
0
|bn(u,Xu)− b(u,Xu)|pdu
]
+ (2t)p−1E
[∫ t
0
|bn(u,Xnu )− bn(u,Xu)|pdu
]
≤ (2t)p−1E
[∫ t
0
|bn(u,Xu)− b(u,Xu)|pdu
]
+ (2t)p−1‖b′n‖p∞E
[∫ t
0
|Xnu −Xu|pdu
]
.
Using Grönwall’s inequality we obtain
E [|Xnt −Xt|p] ≤ (2t)p−1 exp
{
(2t)p−1t sup
k
‖b′k‖p∞
}
E
[∫ t
0
|bn(u,Xu)− b(u,Xu)|pdu
]
≤ C
∫ t
0
∫
Rd
|bn(u, x)− b(u, x)|ppXu(x)dxdu
for a constant C > 0 independent of n. Then Lebesgue’s dominated convergence theorem gives
the Lp(Ω)-convergence.
Let us now proceed with the proof that the random variables Xnt are bounded in D
2,p(Ω) for
every p ≥ 1: Fix s1, t ∈ [0, T ], s1 ≤ t. Then
Ds1X
n
t = Id +
∫ t
s1
b′n(u,X
n
u )Ds1X
n
udu. (2.15)
The above equations for Ds1X
n
u , n ≥ 1, are linear equations with matrix-valued unknowns.
Since each bn is smooth we have a unique solution of (2.15). Again, for notational conve-
nience we denote by Λm(s, t) := {(u1, . . . , um) ∈ [0, T ]m : s < u1 < · · · < um < t} the m-
dimensional simplex. Then using a Picard iteration argument we may write the solution of
(2.15) as a series expansion as follows
Ds1X
n
t = Id +
∑
m≥1
∫
Λm(s1,t)
b′n(u1, X
n
u1
) · · · b′n(um, Xnum)du1 · · · dum. (2.16)
To see that the above expression is indeed the solution of (2.15) just make the following obser-
vation
d
dt
Ds1X
n
t = b
′
n(t,X
n
t )
(
Id +
∑
m≥1
∫
Λm(s1,t)
b′n(u1, X
n
u1
) · · · b′n(um, Xnum)du1 · · · dum
)
.
Take now 0 ≤ s1 ≤ s2 ≤ t. Then
Ds2Ds1X
n
t =
∑
m≥1
∫
Λm(s2,t)
Ds2
[
b′n(u1, X
n
u1
) · · · b′n(um, Xnum)
]
du1 · · · dum. (2.17)
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We expand the integrand of (2.17) using Leibniz’s rule as follows
Ds2
[
b′n(u1, X
n
u1
) · · · b′n(um, Xnum)
]
=
m∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, Xnur)Ds2Xnur · · · b′n(um, Xnum).
Remark 2.6. We recall here that b : [0, T ] × Rd → Rd so Db(t, ·) : Rd → L(Rd,Rd) and
Db(t, x) ∈ L(Rd,Rd). The second derivative is then D2b(t, ·) : Rd → L(Rd, L(Rd,Rd)) so
D2b(t, x) : L(Rd, L(Rd,Rd)) ∼= L2(Rd × Rd,Rd) denoting by L2(Rd × Rd,Rd) the bilinear
forms from Rd × Rd into Rd.
Inserting the representation (2.16) for Ds2X
n
ur in this case we have that the above quantity
can be written as
m∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, Xnur)
(
Id +
∑
m≥1
∫
Λm(s2,ur)
b′n(v1, X
n
v1
) · · · b′n(vm, Xnvm)dv1 · · · dvm
)
× b′n(ur+1, Xnur+1) · · · b′n(um, Xnum).
Altogether
Ds2Ds1X
n
t =
∑
m1≥1
∫
Λm1 (s2,t)
m1∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, Xnur)
×
(
Id +
∑
m2≥1
∫
Λm2 (s2,ur)
b′n(v1, X
n
v1
) · · · b′n(vm2 , Xnvm2 )dv1 · · · dvm2
)
× b′n(ur+1, Xnur+1) · · · b′n(um1 , Xnum1 )du1 · · · dum1 .
=
∑
m1≥1
∫
Λm1 (s2,t)
m1∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, Xnur) · · · b′n(um1 , Xnum1 )du1 · · · dum1
+
∑
m1≥1
∫
Λm1 (s2,t)
m1∑
r=1
b′n(u1, X
n
u1
) · · · b′′n(ur, Xnur)
×
(∑
m2≥1
∫
Λm2 (s2,ur)
b′n(v1, X
n
v1
) · · · b′n(vm2 , Xnvm2 )dv1 · · · dvm2
)
× b′n(ur+1, Xnur+1) · · · b′n(um1 , Xnum1 )du1 · · · dum1 .
We reallocate terms by dominated convergence and respecting the order of matrices
Ds2Ds1X
n
t =
∑
m1≥1
m1∑
r=1
∫
Λm1 (s2,t)
b′n(u1, X
n
u1
) · · · b′′n(ur, Xnur) · · · b′n(um1 , Xnum1 )du1 · · · dum1
(2.18)
+
∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
Λm1 (s2,t)
∫
Λm2 (s2,ur)
b′n(u1, X
n
u1
) · · · b′′n(ur, Xnur)
× b′n(v1, Xnv1) · · · b′n(vm2 , Xnvm2 )b
′
n(ur+1, X
n
ur+1
) · · · b′n(um1 , Xnum1 )dv1 · · · dvm2du1 · · · dum1 .
=: In1 + I
n
2 ,
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where In1 and I
n
2 denote respectively the two summands in the expression. Denote by ‖ · ‖ the
maximum norm on Rd×d×d. Then Minkowski’s inequality gives
E‖Ds2Ds1Xnt ‖p = E‖In1 + In2 ‖p ≤ 2p−1 (E‖In1 ‖p + E‖In2 ‖p)
Let p ≥ 1 and choose p1, p2 ∈ [1,∞) such that pp1 = 2q for some integer q and 1p1 + 1p2 = 1.
We focus now on the term In2 . Then by Girsanov’s theorem we have
E‖In2 ‖p = E
[∥∥∥∥ ∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
Λm1 (s2,t)
∫
Λm2 (s2,ur)
b′n(u1, B
x
u1
) · · · b′′n(ur, Bxur)
× b′n(v1, Bxv1) · · · b′n(vm2 , Bxvm2 )bn(ur+1, B
x
ur+1
) · · · b′n(um1 , Bxum1 )dv1 · · · dvm2du1 · · · dum1
∥∥∥∥p
× E
(
d∑
i=1
∫ T
0
b(i)n (u,B
x
u)dB
(i)
u
)]
where Bxt := x+ Bt, t ∈ [0, T ].
Then choose p2 = 1 + ε and p1 = 1+εε with ε > 0 sufﬁciently small and apply Lemma 2.8
to obtain
E‖In2 ‖p ≤ Cε
∥∥∥∥ ∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
Λm1 (s2,t)
∫
Λm2 (s2,ur)
b′n(u1, B
x
u1
) · · · b′′n(ur, Bxur)b′n(v1, Bxv1)
× · · · b′n(vm2 , Bxvm2 )bn(ur+1, B
x
ur+1
) · · · b′n(um1 , Bxum1 )dv1 · · · dvm2du1 · · · dum1
∥∥∥∥p
L2
q
(Ω;Rd×d×d)
(2.19)
Now we carry out the product of linear and bilinear forms in the integrand of (2.19). Recall
that b′′(u,Bxu) =
(
∂2
∂xj∂xk
b(i)(u,Bxu)
)
i,j,k=1,...,d
and b′(u,Bxu) =
(
∂
∂xj
b(i)(u,Bxu)
)
i,j=1,...,d
where
the superscript b(i)(u,Bxu) here denotes the i-th component of the vector b(u,B
x
u) and
∂
∂xj
, resp.
∂2
∂xj∂xk
, denote the weak derivative of b(i)(u,Bxu) with respect to the j-th space component, resp.
with respect to the j-th and k-th space components. So we represent the second order derivatives
as a matrix of matrices in this case, i.e. b′′(t, x) = ∇⊗∇b(t, x)where⊗ denotes the Kronecker
tensor product.
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Hence we can represent the second order derivatives in the integrand in (2.19) in this manner
b′′(u,Bxu) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂
∂x1
⎛⎜⎝
∂
∂x1
b(1)(u,Bxu) · · · ∂∂xd b(1)(u,Bxu)... . . . ...
∂
∂x1
b(d)(u,Bxu) · · · ∂∂x1 b(d)(u,Bxu)
⎞⎟⎠
...
∂
∂xd
⎛⎜⎝
∂
∂x1
b(1)(u,Bxu) · · · ∂∂xd b(1)(u,Bxu)... . . . ...
∂
∂x1
b(d)(u,Bxu) · · · ∂∂x1 b(d)(u,Bxu)
⎞⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.20)
The product of b′′(Bu) with b′(Bv) is then
b′′(u,Bxu)b
′(v, Bxv ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂
∂x1
⎛⎜⎝
∂
∂x1
b(1)(u,Bxu) · · · ∂∂xd b(1)(u,Bxu)... . . . ...
∂
∂x1
b(d)(u,Bxu) · · · ∂∂x1 b(d)(u,Bxu)
⎞⎟⎠ b′(v, Bxv )
...
∂
∂xd
⎛⎜⎝
∂
∂x1
b(1)(u,Bxu) · · · ∂∂xd b(1)(u,Bxu)... . . . ...
∂
∂x1
b(d)(u,Bxu) · · · ∂∂x1 b(d)(u,Bxu)
⎞⎟⎠ b′(v,Bxv )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.21)
As a result
b′′(u,Bxu)b
′(v, Bxv ) =
(
d∑
l=1
∂2
∂xk∂xl
b(i)(u,Bxu)
∂
∂xj
b(l)(v, Bxv )
)d
i,j,k=1
Hence, taking maximum norm over all products
E‖In2 ‖p ≤ Cp
( ∑
m1≥1
m1∑
r=1
∑
m2≥1
d∑
i,j,k=1
d∑
l1,...,lm1+m2−1=1
∥∥∥∥ ∫
Λm1 (s2,t)
∫
Λm2 (s2,ur)
∂
∂xl1
b(i)n (u1, B
x
u1
)
× ∂
∂xl2
b(l1)n (u2, B
x
u2
) · · · ∂
∂xlr−1
b(lr−2)n (ur−1, B
x
ur−1)
∂
∂xk
∂
∂xlr
b(lr−1)n (ur, B
x
ur)
× ∂
∂xlr+1
b(lr)n (v1, B
x
v1
) · · · ∂
∂xlr+m2
b
(lr+m2−1)
n (vm2 , B
x
vm2
)
∂
∂xlr+m2+1
b
(lr+m2 )
n (ur+1, B
x
ur+1
)
× · · · ∂
∂xj
b
(lm1+m2−1)
n (um1 , B
x
um1
)dv1 · · · dvm2du1 · · · dum1
∥∥∥∥
L2
q
(Ω;R)
)p
.
(2.22)
Observe the second order partial derivatives in the integrand.
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The following step is to apply expectation and get rid of the second order derivatives. To do
so, we will use the estimate from Proposition 2.3.
Before applying Proposition 2.3 we need to make the following observation on the integrat-
ing regions in connection to (2.22): the iterated integrals of (2.22) can be split up as a sum of
integrals where the regions which we integrate over are ordered. Indeed, using formula (2.5)
we express the term in (2.22) as follows
E‖In2 ‖p
≤Cp
( ∑
m1≥1
m1∑
r=1
∑
m2≥1
d∑
i,j,k=1
d∑
l1,...,lm1+m2−1=1
∑
σ∈Sr(m,n)
∥∥∥∥ ∫
Λm1+m2 (s2,t)
∂
∂xl1
b(i)n (wσ(1), B
x
wσ(1)
)
× ∂
∂xl2
b(l1)n (wσ(2), B
x
wσ(2)
) · · · ∂
∂xlr−1
b(lr−2)n (wσ(r−1), B
x
wσ(r−1))
∂
∂xk
∂
∂xlr
b(lr−1)n (wσ(r), B
x
wσ(r)
)
× ∂
∂xlr+1
b(lr)n (wσ(r+1), B
x
wσ(r+1)
) · · · ∂
∂xlr+m2
b
(lr+m2−1)
n (wσ(r+m2), B
x
wσ(r+m2)
)
× ∂
∂xlr+m2+1
b
(lr+m2 )
n (wσ(r+m2+1), B
x
wσ(r+m2+1)
) · · ·
· · · ∂
∂xj
b
(lm1+m2−1)
n (wσ(m1+m2), B
x
wσ(m1+m2)
)dwσ(1) · · · dwσ(m1+m2)
∥∥∥∥
L2
q
(Ω;R)
)p
.
(2.23)
Now that the sets over which we integrate are symmetric we can use deterministic integra-
tion by parts or formula (2.4) iteratively in order to write the integrals in (2.23) to the power two
as a sum of at most 22m summands of the form∫
Λs2m(s2,t)
g1(w1) · · · g2m(w2m)dw1 · · · dw2m
where m := m1 +m2 and gl ∈
{
∂
∂xj
b(i)(·, Bx· ), ∂
2
∂xl1∂xl2
b(k)(·, Bx· ), i, j, k, l1, l2 = 1, . . . d
}
and
l = 1, . . . , 2m. Once more, we can write the integrals to the power four as a sum of at most 28m
summands of the form ∫
Λs4m(s2,t)
g1(w1) · · · g4m(w4m)dw1 · · · dw4m.
Repeating this principle, one can write the integrals to the power 2q as a sum of at most 2q2qm
summands of the form ∫
Λs
2qm
(s2,t)
g1(w1) · · · g2qm(w2qm)dw1 · · · dw2qm.
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Combining this with Proposition 2.3 we obtain∥∥∥∥ ∫
Λm1+m2 (s2,t)
∂
∂xl1
b(i)n (wσ(1), B
x
wσ(1)
)
× ∂
∂xl2
b(l1)n (wσ(2), B
x
wσ(2)
) · · · ∂
∂xlr−1
b(lr−2)n (wσ(r−1), B
x
wσ(r−1))
∂
∂xk
∂
∂xlr
b(lr−1)n (wσ(r), B
x
wσ(r)
)
× ∂
∂xlr+1
b(lr)n (wσ(r+1), B
x
wσ(r+1)
) · · · ∂
∂xlr+m2
b
(lr+m2−1)
n (wσ(r+m2), B
x
wσ(r+m2)
)
× ∂
∂xlr+m2+1
b
(lr+m2 )
n (wσ(r+m2+1), B
x
wσ(r+m2+1)
) · · ·
· · · ∂
∂xj
b
(lm1+m2−1)
n (wσ(m1+m2), B
x
wσ(m1+m2)
)dwσ(1) · · · dwσ(m1+m2)
∥∥∥∥
L2
q
(Ω;R)
≤
(
2q2
q(m1+m2)C
2q(m1+m2)
d,p,T ‖b′n‖2
q(m1+m2)∞ |t− s2|2q−1(m1+m2)
Γ (2q−1(m1 +m2) + 1)
)2−q
=
2q(m1+m2)Cm1+m2d,p,T ‖b′n‖m1+m2∞ |t− s2|(m1+m2)/2
[(2q−1(m1 +m2))!]
2−q
(2.24)
Using the bound in (2.24) we get
E‖In2 ‖p ≤
≤
( ∑
m1≥1
m1∑
r=1
∑
m2≥1
Cm1+m2
dm1+m2+22q(m1+m2)Cm1+m2d,p,T ‖b′n‖m1+m2 |t− s2|(m1+m2)/2
[(2q−1(m1 +m2))!]
2−q
)p
≤
( ∑
m1≥1
∑
m2≥1
m1C
m1+m2
dm1+m2+22q(m1+m2)Cm1+m2d,p,T ‖b′n‖m1+m2 |t− s2|(m1+m2)/2
[(2q−1(m1 +m2))!]
2−q
)p
≤
(∑
m≥1
mCm
dm+22qmCmd,p,T‖b′n‖m∞|t− s2|m/2
[(2q−1m)!]2
−q
)p
≤ Cd,p,Tf(‖b′n‖∞)
for some continuous function f only depending on d, p and T . As a result,
sup
n≥0
sup
s1,s2∈[0,T ]
E‖In2 ‖p ≤ Cd,p,T sup
n≥0
sup
s1,s2∈[0,T ]
f(‖b′n‖∞) < ∞.
Finally, one can bound E‖In1 ‖p using exactly the same steps as for In2 .
We are now in a position to state one of the main results of this section on the Malliavin
regularity of the solution to SDE (2.6).
Theorem 2.7. Assume that b satisﬁes condition (H) for some k ≥ 1. Let Xt, t ∈ [0, T ] denote
the solution to equation (2.6). Then
Xt ∈
⋂
p>1
D
k+1,p(Ω).
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Proof. The proof of this more general result relies on Theorem 2.4 by iterating all arguments
up to k + 1. Similarly as before, let {bn}n≥1 ⊂ Ck+1(Rd) be an approximating sequence of
functions such that bn → b a.e. in t ∈ [0, T ] and x ∈ Rd as n → ∞ and supn≥0 |bn(t, x)| ≤
C(1+ |x|) and supn ‖b(j)n ‖ < ∞, j ≤ k where ‖·‖ denotes the maximum norm inRd× j). . .×Rd,
j ≤ k. For each t ∈ [0, T ], denote by Xnt the sequence of random variables in Lp(Ω) solution
to equation (2.6) with drift coefﬁcient bn. Then we wish to compute the Malliavin derivative of
Xnt upto order k + 1. This becomes a large expression where the terms increase at a binomial
speed. We saw in the proof of Proposition (2.4) that the second order Malliavin derivative of
Xnt can be written as Ds2Ds1X
n
t = I
n
1 + I
n
2 where the integrals in I
n
2 are doubled. If we ﬁx
s3 ∈ [0, t] then Ds3Ds2Ds1Xnt = Ds3In1 +Ds3In2 = In1 + In2 + In3 + In4 and so on. Each term
Ini , i = 1, 2, 3, 4 is a sum of integrals of the form (2.18) with at most one factor b
(3)
n . Iterating
this argument, we have that for ﬁxed 0 ≤ s1 ≤ · · · ≤ sk+1 ≤ t
Dsk+1 · · ·Ds1Xnt = In1 + · · ·+ In2k
where each Ini , i = 1, 2, . . . , 2
k is an integral over at most Λm1+···+mk+1 with at most one factor
b
(k+1)
n and the rest b
(j)
n , j ≤ k. This can be readily checked by looking at expression (2.18).
Then, estimating In
2k
implies that all former terms are also bounded.
To illustrate In
2k
we use expression (2.18) and applyDs3 · · ·Dsk+1 and focus on the last term.
In order to simplify notation and make the reading clearer we consider indices m1, . . . ,mk+1,
r1, . . . , rk ∈ N \ {0} and denote
∑
m1,...,mk+1
r1,...,rk
:=
∑
m1≥1
m1∑
r1=1
∑
m2≥1
m1+m2∑
r2=1
· · ·
m1+···+mk∑
rk=1
∑
mk+1≥0
,
as well as, ∫
Δ
:=
∫
Λm1 (sk+1,t)
∫
Λm2 (sk+1,t)
· · ·
∫
Λmk+1 (sk+1,t)
.
Then In
2k
will take the following form
In2k =
∑
m1,...,mk+1
r1,...,rk
∫
Δ
A(u11, . . . , u1m1 , . . . , uk+11 , . . . , uk+1mk+1)duk+11 · · · duk+1mk+1 · · · du11 · · · du1m1
with integrand
A := gn(u11) · · · gn(u1r1)
[
gn(u
2
1)·gn(u2r2)
[
· · · gn(uk+11 ) · · ·
· · · gn(uk+1mk+1)
]
gn(u
k
rk+1
) · · · gn(u2m2)
]
gn(u
1
r1+1
) · · · gn(u1m1)
where the functions gn denote an element in the set
gn ∈ {Dbn, D2bn, · · · , Dk+1bn}.
Then, using exactly the same procedure as for In1 and I
n
2 , mutatis mutandis, we obtain an integral
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of products of partial derivatives of at most order k + 1, this together with Proposition 2.3 one
is able to get rid of the k + 1-th derivative as we did for In2 in Theorem 2.7.
To emphasize that the solution depends on the initial point x we write Xxt . Next result gives
a criteria for the regularity of x → Xxt in the space variable in the Sobolev sense.
Theorem 2.8. Assume that b satisﬁes condition (H) for some k ≥ 1. Let U ⊂ Rd be an open
bounded set and Xt, t ∈ [0, T ] denote the solution to equation (2.6). Then
X ·t ∈
⋂
p>1
L2
(
Ω,W k+1,p(U)
)
.
Proof. This result actually follows by observing that the process ∂
∂x
Xxt satisﬁes the following
linear ODE
∂
∂x
Xxt = Id +
∫ t
0
b′(u,Xxu)
∂
∂x
Xxudu.
This equation is the same as (2.15) when s = 0. Using this observation, in connection with
the same method employed in the proof of Theorem 2.7 by replacing the Malliavin derivative of
Xt with ∂∂xX
x
t we get that for the approximating sequence of solutions X
n,x
t , n ≥ 0 described
in Theorem 2.7 we have
sup
n≥0
sup
x∈U
E
[
‖ ∂
j
∂xj
Xn,xt ‖p
]
< ∞
for all j = 0, . . . , k+1 and any p > 1 soXn,·t is bounded in the Sobolev normL2(Ω,W k+1,p(U))
for each n ≥ 0. Indeed
sup
n≥0
‖Xn,·t ‖2L2(Ω,Wk+1,p(U)) = sup
n≥0
k+1∑
i=0
E
[
‖ ∂
i
∂xi
Xn,·t ‖2Lp(U)
]
≤
k+1∑
i=0
∫
U
sup
n≥0
E
[
‖ ∂
i
∂xi
Xn,xt ‖p
]
dx
<∞.
Since L2(Ω,W k+1,p(U)) is reﬂexive for p > 1, by Banach-Alaoglu’s theorem we get that the
set {Xn,xt }n≥0 is weakly compact in the L2(Ω,W k+1,p(U)) topology. Thus, there exists a sub-
sequence n(j), j ≥ 0 such that
X
n(j),·
t
w−−−→
j→∞
Y ∈ L2(Ω,W k+1,p(U)).
On the other hand, we have that Xn,xt → Xxt strongly in Lp(Ω), so by uniqueness of the
limit we can conclude that
X ·t = Y, P − a.s.
Remark 2.9. The previous result actually gives classical derivatives of the solution upto order
k + α with α ∈ (0, 1) as a consequence of the Sobolev embedding (2.3).
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2.4 Application to the regularity of densities
As mentioned in the introduction one implication of improving the Malliavin regularity of SDEs
with drift coefﬁcient satisfying hypotheses (H) is that the ﬁnite dimensional laws have k-times
differentiable densities due to a result by V.Bally and L.Caramellino, see [5]. We see this as an
improvement of the regularity criterion given by [73] for the additive noise case. In addition,
we see that the boundedness of b is not needed.
The following is a consequence of Theorem 2.7 for the special case d = 1 and illustrates
how we may gain regularity of the densities of solutions to (2.6) and provide with an explicit
expression for the density and its derivatives. Later on, we will show it for higher dimensions.
Corollary 2.10. For d = 1, let pXt denote the density of the solution Xt to equation (2.6) for a
given t ∈ [0, T ]. If b satisﬁes (H) for some k ≥ 1 then pXt ∈ Ck−1(R) for every t ∈ [0, T ].
Proof. Let G0, G1, G2, . . . , Gk be the random variables deﬁned as G0 = 1 and for each i =
1, . . . , k
Gi = δ
(
Gi−1 ·
(∫ T
0
DsXtds
)−1)
.
It is known that if Xt ∈ D1,2(Ω),
∫ T
0
DsXtds = 0, P − a.s. and Gi
(∫ T
0
DsXtds
)−1
∈ Dom(δ)
for each i = 0, . . . , k then Xt has a density of class Ck(R) and
di
dyi
pXt(y) = (−1)iE
[
1{Xt>y}Gi+1
]
(2.25)
for each i = 0, . . . , k. See [90, p115].
We will then prove that Gi
(∫ T
0
DsXtds
)−1
∈ Dom(δ) for i = 0, . . . , k − 1. First, observe
that for dimension d = 1 we can easily solve the linear SDE for DsXt and write
DsXt = exp
{∫ t
s
b′(u,Xu)du
}
(2.26)
where b′ denotes the weak derivative of b (one may also use local time to express (2.26) in-
dependently of b′ if b is non-regular, see [39]). Hence, for any t ∈ [0, T ] there is an ε > 0
such that
∫ T
0
DsXtds ≥ ε > 0. Since x → 1x is smooth on the domain (ε,∞) we see that(∫ T
0
DsXtds
)−1
∈ Dk,2(Ω) since Xt ∈ Dk+1,2(Ω) by Theorem 2.7.
Denote F :=
(∫ T
0
DsXtds
)−1
. Now, since F ∈ D1,2(Ω) we have F ∈ Dom(δ) and G1 =
δ(F ) = FW (T )+
∫ T
0
DsFds. Then we see thatG1 ∈ D1,2(Ω) and henceG1F ∈ D1,2(Ω) there-
fore G1F ∈ Dom(δ) with G2 = δ(G1F ) = G1FW (T )−
∫ T
0
[DsG1F +G1DsF ]ds. Again, it
is readily checked that G2 ∈ D1,2(Ω) since G1, F ∈ D1,2(Ω) so G2F ∈ Dom(δ). For a ﬁxed
i = 0, . . . , k − 1 we have Gi, F ∈ D1,2(Ω) therefore GiF ∈ Dom(δ) with Gi+1 = δ(GiF ) =
GiFW (T ) −
∫ T
0
[DsGiF + GiDsF ]ds. So Gi is well-deﬁned for i = 0, . . . , k but we can not
say anything about Gk+1 so pXt is at least k − 1-times differentiable with derivatives given by
(2.25).
2.4. APPLICATION TO THE REGULARITY OF DENSITIES 39
As a consequence of the Malliavin regularity we have shown for SDEs of the form (2.6)
we may apply the results by V.Bally and L.Caramellino, see [5], to be able to obtain regularity
of the densities, also in higher dimension. In order to do so, we need to study integrability
properties of the Malliavin covariance matrix. Let us denote
γijXt := 〈D·X(i)t , D·X(j)t 〉L2([0,T ]), i, j = 1, . . . , d,
the Malliavin covariance matrix of the process Xt, given t ∈ [0, T ]. We will say that γXt =
(γijXt)i,j=1,...,d satisﬁes the non-degeneracy condition whenever
(det γXt)
−1 ∈
⋂
p≥1
Lp(Ω). (2.27)
Next, we invoke a result by [5, Proposition 23] which gives us the desired properties on the
density of Xt, t ∈ [0, T ].
Proposition 2.11. Let F = (F 1, . . . , F d) with F 1, . . . , F d ∈ ⋂p≥1Dk+1,p(Ω). Assume that
condition (2.27) holds for γF . Denote by pF the density of F . Then pF ∈ Ck−1,α(Rd) with
α < 1, i.e. pF is k − 1-times differentiable with Hölder continuous derivatives of exponent
α < 1.
In view of the above result we only need to check that the non-degeneracy condition (2.27)
is fulﬁlled. To do so, we use the following intermediate result.
Lemma 2.12. Let Z : Ω → E be a random variable taking values on a separable Banach
space with norm ‖ · ‖E . Fix p > 0. Then the following are equivalent
(i)
E
[‖Z‖−pE ] < ∞. (2.28)
(ii) There exists ε0 > 0, depending on p, such that∫ ε0
0
ε−(p+1)P (‖Z‖2E < ε)dε < ∞.
Proof. We have that, for any positive integrable random variable Y ,
E[Y ] =
∫ ∞
0
P (Y > η)dη.
Condition (i) implies that ‖Z‖E > 0 P -a.s. so
E
[‖Z‖−2pE ] = ∫ η0
0
P (‖Z‖−2pE > η)dη +
∫ ∞
η0
P (‖Z‖−2pE > η)dη
≤ η0 +
∫ ∞
η0
P (‖Z‖−2pE > η)dη
= η0 + p
∫ η−1/p0
0
ε−(p+1)P (‖Z‖2E < ε)dε
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where in the last step we have used the change of variables η = ε−p.
Now we are in a position to prove the non-degeneracy condition for the Malliavin matrix as-
sociated to the solution of the SDE (2.6). The proof of this result is much inspired in Proposition
8.1 from [103].
Proposition 2.13. Let Xt, t ∈ [0, T ] be the solution to SDE (2.6) with drift coefﬁcient b satisfy-
ing condition (H) for k = 1. Then the Malliavin covariance matrix γXt satisﬁes
(det γXt)
−1 ∈
⋂
p≥1
Lp(Ω)
Proof. ConsiderXnt with drift coefﬁcient bn approximating b a.e. such that supn≥0 ‖b′n‖∞ < ∞.
It sufﬁces to show that
sup
n≥0
E
[∣∣∣∣ ∫ T
0
‖DsXnt ‖2∞ds
∣∣∣∣−p
]
< ∞
for any p ≥ 1.
Recall that for 0 ≤ s ≤ t, t ∈ [0, T ] we have
DsX
n
t = Id +
∑
m≥1
∫
s<u1<···<um<t
b′n(u1, X
n
u1
) · · · b′n(um, Xnum)du1 · · · dum.
Then for any δ > 0, t− δ > 0 one has∫ T
0
‖DsXnt ‖2∞ds ≥
∫ t
t−δ
‖DsXnt ‖2∞ds ≥
δ
2
− In(t, δ)
where
In(t, δ) :=
∫ t
t−δ
∥∥∥∥∑
m≥1
∫
s<u1<···<um<t
b′n(u,X
n
u1
) · · · b′n(u,Xnum)du1 · · · dum
∥∥∥∥2
∞
ds.
Clearly, we have
sup
n≥0
E [|In(t, δ)|p] ≤ Cδp (2.29)
since b′n, n ≥ 0 are uniformly bounded.
Then by the previous estimates
P
(
‖D·Xnt ‖2L2(Ω,Rd×d) < ε
)
≤ P
(∫ t
t−δ
‖DsXnt ‖2∞ds < ε
)
≤ P
(
In(t, δ) ≥ δ
2
− ε
)
≤
(
δ
2
− ε
)−p
E[|In(t, δ)|p]
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for any p ≥ 1 due to Chebyshev’s inequality. Now, by estimate (2.29) we obtain that
sup
n≥0
P
(
‖D·Xnt ‖2L2(Ω,Rd×d) < ε
)
≤ C
(
δ
2
− ε
)−p
δp.
By virtue of Lemma 2.12 we can conclude if we ﬁnd δ : (0,∞) → R, ε → δ(ε) such that
limε↘0 δ(ε) = 0 and ∫
0
ε−(p+1)
(
δ(ε)
2
− ε
)−p
δ(ε)pdε < ∞
for an arbitrary large p ≥ 1.
We claim that
δ(ε) :=
∣∣∣∣∣ 2ε
1
2p
+2
ε
1
2p
+1 − 2
∣∣∣∣∣
does the job.
Finally, we are able to state our criteria to determine the regularity of densities of solutions
to SDEs.
Corollary 2.14. Let Xxt , t ∈ [0, T ] be the strong solution to SDE (2.6). Assume b satisﬁes
condition (H) for some integer k ≥ 1. Then the density pXt belongs to Ck−1,α(Rd), α < 1,
i.e. k − 1-times continuously differentiable with Hölder continuous derivatives with exponent
α < 1.
We end this section by giving an example that shows that the Malliavin regularity we ob-
tained in Theorem 2.7 is optimal when k = 1, for the general criteria we conjecture it is also
optimal.
Example 2.15. In this example we show that Theorem 2.4 is an optimal result in the sense
that, if b is of linear growth and one time weakly differentiable with bounded derivative then
Xt ∈ D2,p(Ω) for all p ≥ 1 and Xt /∈ D3,p(Ω) for any p ≥ 1. Just choose b, in dimension d = 1,
to be such that
b′(x) = 1(0,∞)(x), x ∈ R.
Then ﬁx t ∈ [0, T ] and for s1 ≤ t
Ds1Xt = exp
{∫ t
s1
b′(Xu)du
}
.
Denote by b˜(x) := b(a) +
∫ x
a
b(y)dy, a ∈ R a primitive of b. Itô’s formula implies
Ds1Xt = exp
{
2b˜(Xt)− 2b˜(Xs1)− 2
∫ t
s1
b2(Xu)du− 2
∫ t
s1
b(Xu)dBu
}
.
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Then by Theorem 2.7, Ds1Xt ∈ D1,2(Ω) for all t ∈ [0, T ]. So for s2 ≤ t
Ds2Ds1Xt =Ds1Xt
(
2b(Xt)Ds2Xt − 2b(Xs1)Ds2Xs1)− 4
∫ t
s1∨s2
b(Xu)b
′(Xu)Ds2Xudu
− 2b(Xs2)− 2
∫ t
s1∨s2
b′(Xu)Ds2XudBu)
)
.
(2.30)
Now observe that b(Xt) ∈ ∩p≥1D1,p(Ω) for all t ∈ [0, T ], hence all terms are immediately
Malliavin differentiable with all moments except from maybe
∫ t
s1∨s2 b(Xu)b
′(Xu)Ds2Xudu and∫ t
s1∨s2 b
′(Xu)Ds2XudBu. The stochastic integral is in fact not Malliavin differentiable. Indeed,
by [90, Lemma 1.3.4] ∫ t
s1∨s2
b′(Xu)Ds2XudBu ∈ D1,2(Ω) (2.31)
if, and only if
b′(Xu)Ds2Xu ∈ D1,2(Ω).
On the other hand we have b′(Xu) = 1(0,∞)(Xu) /∈ D1,2(Ω) since 0 < P (0 < Xu < ∞) < 1,
see [90, Proposition 1.2.6], and so Ds1Xt
∫ t
s1∨s2 b
′(Xu)Ds2XudBu /∈ D1,2(Ω).
Let us ﬁnally prove that
Yt :=
∫ t
s1∨s2
b(Xu)b
′(Xu)Ds2Xudu ∈ D1,2(Ω).
Let {bn}{n≥0} be a sequence of smooth functions such that bn(x) → b(x) a.e. in x ∈ R as
n → ∞ and supn≥0 ‖b′n‖∞ < ∞ and bn(x), b′n(x), b′′n(x) ≥ 0 for all x ∈ R, we claim that this
is trivially possible by the very concrete shape of the function b in this example. Deﬁne
Y nt :=
∫ t
s1∨s2
b(Xu)b
′
n(Xu)Ds2Xudu.
Clearly, Y nt → Yt in L2(Ω) for all t ∈ [0, T ]. We only need to bound ‖D·Y nt ‖L2([0,T ]×Ω)
uniformly in n ≥ 0. Then
Ds3Y
n
t =
∫ t
s∗
b′(Xu)Ds3Xub
′
n(Xu)Ds2Xudu
+
∫ t
s∗
b(Xu)b
′′
n(Xu)Ds3XuDs2Xudu+
∫ t
s∗
b(Xu)b
′
n(Xu)Ds3Ds2Xudu
where s∗ := max{s1, s2, s3}.
Then the critical term is
In := E
[∫ T
0
(∫ t
s∗
b(Xu)b
′′
n(Xu)Ds3XuDs2Xudu
)2
ds3
]
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Denote B˜s,t := exp
{∫ t
s
b′(Bxu)du
}
. Then, by Girsanov’s theorem and Lemma 2.8 we have for
a suitable ε > 0
In =
∫ T
0
E
[(∫ t
s∗
b(Bxu)b
′′
n(B
x
u)B˜s3,uB˜s2,udu
)2
E
(∫ T
0
b(Bxu)dBu
)]
ds3
≤ Cε
∫ T
0
E
[(∫ t
s∗
b(Bxu)b
′′
n(B
x
u)B˜s3,uB˜s2,udu
)2 1+ε
ε
] ε
1+ε
ds3.
Now we focus on the expectation. Choose ε > 0 so that p := 21+ε
ε
is a natural number. Then
since |B˜s3,uiB˜s2,ui | ≤ e(|t−s3|+|t−s2|)‖b′‖∞ ≤ C < ∞ and since b and b′′n are positive we have∣∣∣∣∣E
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)B˜s3,uiB˜s2,uidu1 · · · dup
]∣∣∣∣∣ ≤
≤ E
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
∣∣b(Bxui)b′′n(Bxui)B˜s3,uiB˜s2,ui∣∣du1 · · · dup]
≤ CE
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
∣∣b(Bxui)b′′n(Bxui)∣∣du1 · · · dup]
= CE
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)du1 · · · dup
]
.
Then since (u1, . . . , up) → b(Bxu1)b′′n(Bxu1) · · · b(Bxup)b′′n(Bxup) is symmetric we may write
E
[ ∫ t
s∗
· · ·
∫ t
s∗
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)du1 · · · dup
]
≤ p!E
[ ∫
s∗<u1<···<up<t
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)du1 · · · dup
]
and the last may be bounded independently of b′′n by using Proposition 2.3. In fact,
sup
s∗∈[0,T ]
sup
n≥0
E
[ ∫
s∗<u1<···<up<t
p∏
i=1
b(Bxui)b
′′
n(B
x
ui
)du1 · · · dup
]
≤ C
for a ﬁnite constant C. So
sup
n≥0
In < ∞
being thus Yt ∈ D1,2(Ω) for every t ∈ [0, T ].
In a summary, we have in (2.30) a sum of Malliavin differentiable terms except for the last
one −4Ds1Xt
∫ t
s1∨s2 b
′(Xu)Ds2XudBu . In conclusion Ds2Ds1Xt /∈ D1,2(Ω).
Finally, we give an extension of Theorem 2.7 and Corollary 2.14 to a class of non-degenerate
d−dimensional Itô-diffusions.
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Theorem 2.16. Consider the time-homogeneous Rd−valued SDE
dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x ∈ Rd, 0 ≤ t ≤ T, (2.32)
where the coefﬁcients b : Rd −→ Rd and σ : Rd −→ Rd× Rdare Borel measurable. Require
that there exists a bijection Λ : Rd −→ Rd, which is twice continuously differentiable. Let
Λx : R
d −→ L (Rd,Rd) and Λxx : Rd −→ L (Rd × Rd,Rd) be the corresponding derivatives
of Λ and assume that
Λx(y)σ(y) = idRd for y a.e.
as well as
Λ−1 is Lipschitz continuous.
Suppose that the function b∗ : Rd −→ Rd given by
b∗(x) := Λx
(
Λ−1 (x)
) [
b(Λ−1 (x))
]
+
1
2
Λxx
(
Λ−1 (x)
) [ d∑
i=1
σ(Λ−1 (x)) [ei] ,
d∑
i=1
σ(Λ−1 (x)) [ei]
]
satisﬁes condition (H), where ei, i = 1, . . . , d, is a basis ofRd. Then the conclusions of Theorem
2.7 and Corollary 2.14 also apply to Xt, t ∈ [0, T ] and its density.
Proof. The proof can be directly obtained from Itô’s Lemma. See [83].
2.5 A classical solution to the stochastic transport equation
The Sobolev regularity of the solution shown in Theorem 2.4 with respect to the initial condition
entitles us to construct a classical solution to the stochastic transport equation when the drift is
Lipschitz which to our knowledge is not proved.
The Stochastic Transport Equation is written in differential form{
dtu(t, x) +∇u(t, x) · b(t, x)dt+
∑d
i=1 ei · ∇u(t, x) ◦ dB(i)t = 0
u(0, x) = u0(x),
(2.33)
where b : [0, T ] × Rd → Rd is a given vector ﬁeld and u0 : Rd → R a given initial data. The
stochastic integration is understood in the Stratonovich sense.
Deﬁnition 2.17 (Classical solution). Let u0 and b be given functions. We say that a stochastic
process u ∈ L∞(Ω× [0, T ]× Rd) is a classical solution to (2.33) if
1. There exists a measurable set Ω˜ ⊂ Ω with full measure such that for ﬁxed t ∈ [0, T ] and
p ≥ 1, the mapping x → u(ω, t, x) is in W 2,ploc (Rd) on Ω˜;
2. For ﬁxed x ∈ Rd there are (Ft)-adapted versions of t → u(t, x) and t → ∇u(t, x);
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3. The following integral equation is satisﬁed
u(t, x) +
∫ t
0
b(s, x) · ∇u(s, x)ds+
d∑
i=1
∫ t
0
ei · ∇u(s, x) ◦ dB(i)s = u0(x) (2.34)
for a.e. (ω, x) ∈ Ω× Rd.
Notice that we are using the Stratonovich integral in our deﬁnition, but following the same
idea as in [47], Lemma 13, we can recast (2.34) in Itô-form as
u(t, x)+
∫ t
0
b(s, x)·∇u(s, x)ds+
d∑
i=1
∫ t
0
ei·∇u(s, x)dB(i)s +
1
2
∫ t
0
Δu(s, x)ds = u0(x). (2.35)
We will use these formulations interchangeably.
Before we proceed further we will introduce the concept of stochastic ﬂow associated to
SDE (2.6):
Deﬁnition 2.18 (Stochastic ﬂow of diffeomorphisms). A function ϕ : [0, T ]× [0, T ]×Rd×Ω →
Rd, ϕs,t(x, ω) is said to be a stochastic ﬂow of diffeomorphisms of the SDE (2.6) if there exists
a full-measure set Ω˜ ∈ F such that for any ω ∈ Ω˜ the following holds true:
(i) ϕs,t(x, ω), s, t ∈ [0, T ], x ∈ R is a (global) strong solution to the SDE (2.6).
(ii) ϕs,t(x, ω) is continuous in (s, t, x) ∈ [0, T ]× [0, T ]× R.
(iii) ϕs,t(·, ω) = ϕu,t(·, ω) ◦ ϕs,u(·, ω) for any s, u, t ∈ [0, T ] .
(iv) ϕs,s(x, ω) = x for all x ∈ R and s ∈ [0, T ].
(v) ϕs,t(·, ω) : Rd → Rd are diffeomorphisms (of class Ck) for all s, t ∈ [0, T ].
For the rest of this section we will assume that b satisﬁes condition (H) for k = 1 which in
particular means that b is globally Lipschitz, uniformly in time.
To get a globally deﬁned (i.e. on the entire Rd) stochastic ﬂow of diffeomorphisms of the
SDE (2.6) we notice that since b is uniformly Lipschitz there exists a unique solution to
ϕs,t(x, ω) = x+
∫ t
s
b(r, ϕs,r(x, ω))dr + Bt(ω)− Bs(ω)
for all ω ∈ Ω.
It is easy to check conditions (i) to (iv) in Deﬁnition 2.18 holds for all ω ∈ Ω.
Fix p ≥ 1 and N ∈ N and invoke Theorem 2.8 to guarantee that there exists a measurable
subset ΩN ⊂ Ω with full measure such that the local solution
ϕNs,t(x, ω) = x+
∫ t
s
b(r, ϕNs,r(x, ω))dr + Bt(ω)− Bs(ω).
satisﬁes ϕNs,t(·, ω) ∈ W 2,p(B(0, N)) for all ω ∈ ΩN and x ∈ B(0, N). By uniqueness we
have that ϕs,t|B(0,N)×ΩN = ϕNs,t.
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If we let Ω˜ := ∩∞N=1ΩN , we get that Rd  x → ϕs,t(x, ω) ∈ Rd is twice weakly differen-
tiable for every ω ∈ Ω˜, and thus condition (v) in 2.18 is satisﬁed for k = 1.
In [47] the authors study (2.33) under the considerably weaker condition (at least for d > 1),
b ∈ L1loc([0, T ] × Rd;Rd), divb ∈ L1loc([0, T ] × Rd) and u0 ∈ L∞(Rd). However, in this case,
one is restricted to study analytically weak solutions in the sense that for every test function
θ ∈ C∞0 (Rd) one has∫
Rd
u(t, x)θ(x)dx =
∫
Rd
u0(x)θ(x)dx (2.36)
+
∫ t
0
∫
Rd
u(s, x) [b(t, x) · ∇θ(x) + divb(t, x)θ(x)] dxds
+
d∑
i=1
∫ t
0
(∫
Rd
u(s, x) · ∂
∂xi
θ(x)dx
)
◦ dB(i)s .
Moreover, the equation is uniquely solved by u(t, x) = u0(ϕ−1t (x)).
Although we consider more restrictive coefﬁcients, we arrive at an analytically stronger
solution:
Theorem 2.19. Let b satisfy condition (H) for k = 1 and u0 ∈ C2b (Rd). Then there exists a
unique classical solution to the stochastic transport equation.
Moreover, the equation is explicitly solved by u(t, x) = u0(ϕ−1t (x)).
Proof. By the above discussion we know that for every test function θ ∈ C∞0 (Rd), the equation
(2.36) is satisﬁed P -a.s. by u(t, x) = u0(ϕ−1t (x)). We now choose Ω˜ such that x → ϕ−1t (x) is
in W 2,ploc (R
d) on Ω˜. Then we get that u satisﬁes condition (i) and (ii) of Deﬁnition 2.17, and by
integration by parts we have∫
Rd
u(t, x)θ(x)dx =
∫
Rd
u0(x)θ(x)dx
−
∫ t
0
∫
Rd
∇u(s, x) · b(t, x)θ(x)dxds
−
d∑
i=1
∫ t
0
(∫
Rd
∇u(s, x)θ(x)dx
)
◦ dB(i)s .
or equivalently∫
Rd
u(t, x)θ(x)dx =
∫
Rd
u0(x)θ(x)dx
−
∫
Rd
∫ t
0
∇u(s, x) · b(t, x)θ(x)dsdx
−
∫
Rd
d∑
i=1
∫ t
0
∇u(s, x)tdB(i)s θ(x)dx−
1
2
∫
Rd
∫ t
0
Δu(s, x)dsθ(x)dx.
Since θ was arbitrary, this proves the claim.
Chapter 3
The Bismut-Elworthy-Li formula for
mean-ﬁeld stochastic differential equations
David R. Baños
Abstract: We generalise the so-called Bismut-Elworthy-Li formula to a class of mean-ﬁeld
differential equations whose coefﬁcients might depend on the law of the solution.
3.1 Introduction
It is known that the spatial derivative of the solution to the (backward) Kolmogorov equation
can be represented as an expectation of a functional of the solution of an SDE with some weight,
namely the so-called Bismut-Elworthy-Li (BEL) formula as shown in [21] and extended in [40].
In [50] the authors use techniques from Malliavin calculus to prove BEL formula and employ it
for the computation of Δ-sensitivities of ﬁnancial options.
In many applications, it is very natural to expect that the coefﬁcients of a stochastic differ-
ential equation (SDE) may depend on properties of the law of the solution, such as dependence
on its moments. Here, we want to extend the formula to mean-ﬁeld type SDEs following the
essence of [50] and show that such generalisation is actually non-trivial, requiring more regular-
ity of the solution in the sense of Malliavin. First, we give a relationship between the Malliavin
derivative and the spatial derivative of the solution with respect to the initial condition. Already
here we see that such generalisation involves an extra factor which is no longer adapted, thus
requiring more (Malliavin) regularity on the solution which is not immediate. Fortunately, if
b and σ are Lipschitz then the solution is twice Malliavin differentiable, see [14] and hence a
formula using Skorokhod integral can be expected. Using such relation one can ﬁnd the BEL
formula in this context. A merely illustrative example is provided to give a better insight on the
effect of mean-ﬁeld SDEs in the BEL formula.
Notations: Denote by | · | the Euclidean norm in Rd, d ≥ 1. Given a Banach space E,
denote by ‖ · ‖E its associated norm. Let k, p ≥ 0 integers and Dk,p be the space of k times
Malliavin differentiable random variables with all p-moments. Denote by Ds, s ≥ 0 denote
the Malliavin derivative as in [90, Chapter 1, Section 1.2.1] and δ its dual operator (Skorokhod
integral). Denote by Dom δ the domain of δ (Skorokhod integrable processes). Denote the
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trace of a matrix M ∈ Rd×d by tr(M) := ∑dj=1Mj,j and by M∗ its transpose. For a (weakly)
differentiable function f : Rd × Rd → Rd, (x, y) → f(x, y), denote by ∂1, respectively by ∂2,
(weak) differentiation w.r.t. the ﬁrst variable x ∈ Rd, respectively the second variable y ∈ Rd.
3.2 The (mean-ﬁeld) Bismut-Elworthy-Li formula
The object of study is a mean-ﬁeld type stochastic differnetial equation (SDE) of the form
dXt =b(t,Xt, ρt)dt+
m∑
k=1
σk(t,Xt, πt)dW
k
t , X
x
0 = x ∈ Rd, t ∈ [0, T ]
ρt :=E[ϕ(Xt)], πt := E[ψ(Xt)]
(3.1)
where T ∈ R, T > 0, b : [0, T ]× Rd × Rd → Rd, σk : [0, T ]× Rd × Rd → Rd, k = 1, . . . ,m,
ϕ : Rd → Rd, ψ : Rd → Rd are measurable functions and W = {Wt, t ∈ [0, T ]} is an m-
dimensional Brownian motion on some probability space (Ω,F , P ) equipped with the natural
ﬁltration, denoted by {Ft}t∈[0,T ].
We will usually consider the solution as a function of x and hence write Xxt to stress this
fact. Otherwise, we will just write Xt. Moreover, we will assume the following conditions as
in [25]
(i) the functions (t, x, y) → b(t, x, y) and (t, x, y) → σk(t, x, y), k = 1, . . . ,m are con-
tinuously differentiable with bounded Lipschitz derivatives uniformly with respect to
t ∈ [0, T ].
(ii) Assume d ≤ m and the matrix (σ1, . . . , σm) is uniformly elliptic and admits a right
pseudo-inverse.
(iii) The functions ϕ and ψ are continuously differentiable with bounded Lipschitz derivatives.
The following two propositions prepare for the main results of this note.
Proposition 3.1. Let X = {Xt, t ∈ [0, T ]} be the unique global strong solution of (3.1). Then
the function x → Xxt is continuously differentiable.
Proof. See [25].
Proposition 3.2. Let Y = {Yt, t ∈ [0, T ]} be the solution to the following matrix-valued linear
SDE
dYt = AtYtdt+
m∑
k=1
Bkt YtdW
k
t , Y0 = I, t ∈ [0, T ]
where At := ∂1b(t,Xxt , ρ
x
t ) and B
k
t := ∂1σk(t,X
x
t , π
x
t ), k = 1, . . . ,m. Then
(detYt)
−1 ∈
⋂
p≥1
Lp(Ω).
As a consequence, Yt is P -a.s. invertible for every t ∈ [0, T ].
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Proof. We want to show that
E
[|detYt|−p] < ∞
for every integer p ≥ 1. Indeed, in virtue of (stochastic) Liouville’s formula which can be found
in [106] one has
detYt = exp
{∫ t
0
(
trAu +
1
2
m∑
k=1
(trBku)
2
)
du+
m∑
k=1
∫ t
0
trBkudW
k
u
}
, P − a.s.
Hence, by using the property that E[Mt] = E[M0] = c for a martingale Mt. The claim can be
reduced to show that
sup
t∈[0,T ]
∣∣∣∣E [exp{λ ∫ t
0
trAudu
}]∣∣∣∣+ sup
t∈[0,T ]
∣∣∣∣∣E
[
exp
{
λ
∫ t
0
m∑
k=1
(trBku)
2du
}]∣∣∣∣∣ < ∞
for every λ ∈ R which holds since A and Bk, k = 1, . . . ,m are uniformly bounded.
The following is one of the main observations for the derivation of the Bismut-Elworthy-Li
formula in the mean-ﬁeld context.
Theorem 3.3. Let X = {Xt, t ∈ [0, T ]} be the solution of (3.1). Then for every s, t ∈ [0, T ],
s ≤ t one has the following relationship between the spatial derivative and the Malliavin
derivative of Xxt
∂
∂x
Xxt = DsX
x
t σ
−1(s,Xxs , π
x
s )Ys
(
I +
∫ t
0
Y −1u
(
αu −
m∑
k=1
Bkuβ
k
u
)
du+
m∑
k=1
∫ t
0
Y −1u β
k
udW
k
u
)
(3.2)
for s ≤ t where σ−1 denotes the right pseudo-inverse of σ, Y = {Yt, t ∈ [0, T ]} is the d × d
fundamental matrix satisfying
dYt = AtYtdt+
m∑
k=1
Bkt YtdW
k
t , Y0 = I, t ∈ [0, T ]
and where A = {At, t ∈ [0, T ]}, α = {αt, t ∈ [0, T ]}, Bk = {Bkt , t ∈ [0, T ]}, βk = {βkt , t ∈
[0, T ]}, k = 1, . . . ,m are matrix valued processes deﬁned as:
At := ∂1b(t,X
x
t , ρ
x
t ), αt := ∂2b(t,X
x
t , ρ
x
t )
∂
∂x
ρxt
Bkt := ∂1σk(t,X
x
t , π
x
t ), β
k
t := ∂2σk(t,X
x
t , π
x
t )
∂
∂x
πxt
for k = 1, . . . ,m.
Proof. Differentiating with respect to x ∈ Rd we have that ∂
∂x
Xxt satisﬁes the following matrix-
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valued linear equation
∂
∂x
Xxt = I +
∫ t
0
(
∂1b(u,X
x
u , ρ
x
u)
∂
∂x
Xxu + ∂2b(u,X
x
u , ρ
x
u)
∂
∂x
ρxu
)
du
+
m∑
k=1
∫ t
0
(
∂1σk(u,X
x
u , π
x
u)
∂
∂x
Xxu + ∂2σk(u,X
x
u , π
x
u)
∂
∂x
πxu
)
dW ku .
(3.3)
Using the notations in the statement of the theorem, we can solve (3.3) and express ∂
∂x
Xt as
∂
∂x
Xt = Yt
(
I +
∫ t
0
Y −1u
(
αu −
m∑
k=1
Bkuβ
k
u
)
du+
m∑
k=1
∫ t
0
Y −1u β
k
udB
k
u
)
where Y = {Yt, t ∈ [0, T ]} is the d× d fundamental matrix satisfying Y0 = I and
dYt = AtYtdt+
m∑
k=1
Bkt YtdW
k
t , t ∈ [0, T ].
By the well-known classical relation, see e.g. [90, Chapter 2, Section 2.3.1], it is true that,
Yt = DsXtσ
−1(s,Xxs , π
x
s )Ys, s ≤ t
where σ−1 denotes the right pseudo-inverse of σ and hence the relation follows.
Remark 3.4. For the relation Yt = DsXtσ−1(s,Xs, πs)Ys, s ≤ t to hold in the mean-ﬁeld
setting one also needs the property that x → Xxt deﬁnes a stochastic semiﬂow. In the mean-
ﬁeld case we point out that the fact that b, σ, ϕ and ψ are continuously differentiable with
bounded derivatives is enough, see e.g. [70].
It is shown in [14] that SDE (3.1) is twice Malliavin differentiable when the vector ﬁeld
b does not depend on the law of X and one has additive noise. Nevertheless, using the same
method one can prove the same result since the dependence on E[Xt] does not bring stochas-
ticity to the equation. In the sense that the Malliavin derivative of Xt for every ﬁxed t ∈ [0, T ]
takes the same form as in the usual linear setting.
Henceforth, we will assume the following technical condition for simplicity.
• There exists a bijection Λt : Rd → Rd, for every t ∈ [0, T ], such that the function
b∗ : [0, T ]× Rd × Rd × Rd → Rd deﬁned as
b∗(t, x, ρt, ϕt) := ∂tΛt(Λ−1t (x)) + ∂xΛt(Λ
−1
t (x))[b(t,Λ
−1
t (x), ρt)]
+
1
2
∂2xΛt(Λ
−1
t (x))
[
d∑
i=1
σ(t,Λ−1t (x), ϕt)[ei],
d∑
i=1
σ(t,Λ−1t (x), ϕt)[ei]
]
where {ei}i=1,...,d is a basis of Rd, is Lipschitz continuous uniformly with respect to t ∈
[0, T ].
The reason of the above condition is to use Itô’s formula on the process Zt = Λ(Xt) so that Z
satisﬁes an SDE with additive noise for which the results from [14] can be applied. Although,
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it might seem that the class of such processes is small, it covers a wide variety of models which
are relevant in applications, such as for instance geometric-type models.
Proposition 3.5. Let X = {Xt, t ∈ [0, T ]} be the unique global strong solution of (3.1). Then
we have
Xt ∈
⋂
p>1
D
2,p(Ω)
for every t ∈ [0, T ].
Proof. See [14].
Proposition 3.6. Let t ∈ [0, T ] and deﬁne F := ∫ t
0
Y −1u
(
αu −
∑m
k=1B
k
uβ
k
u
)
du and G :=∑m
k=1
∫ t
0
Y −1u β
k
udB
k
u, then F,G ∈ Dom δ.
Proof. Since D1,2 ⊂ Dom δ, see [90, Proposition 1.3.1.], one needs to show that F,G ∈ D1,2.
Since Yt = DsXtYs, s ≤ t andXt ∈ D2,2 for every t ∈ [0, T ] we have together with Proposition
3.2 that Y −1t ∈ D1,2 for every t ∈ [0, T ]. The result follows since the functions α, Bk and βk
are continuously differentiable with bounded derivatives in the ﬁrst variable.
Corollary 3.7. Let
u(s) := σ−1(s,Xxs , π
x
s )Ys
(
I +
∫ t
0
Y −1u
(
αu −
m∑
k=1
Bkuβ
k
u
)
du+
m∑
k=1
∫ t
0
Y −1u β
k
udW
k
u
)
with 0 ≤ s ≤ t. Then u ∈ Dom (δ).
Proof. Indeed, the process u is the product of an adapted process, hence Skorokhod integrable
and by Proposition 3.6 a Skorokhod integrable random variable.
Theorem 3.8 (Bismut-Elworthy-Li formula). Let X = {Xt, t ∈ [0, T ]} be the unique global
strong solution of (3.1). Let Φ : R → R+ be a measurable function such that Φ(Xxt ) ∈ L2(Ω).
Deﬁne the function
v(x) := E[Φ(Xxt )].
Then
∂
∂x
v(x) = E
[
Φ(Xxt )
∫ t
0
a(s)
[
σ−1(s,Xxs , π
x
s )u(s)
]∗
δWs
]∗
where ∗ denotes matrix transposition,
u(s) := Ys
(
I +
∫ t
0
Y −1u
(
αu −
m∑
k=1
Bkuβ
k
u
)
du+
m∑
k=1
∫ t
0
Y −1u β
k
udW
k
u
)
,
here a : [0, T ] → R is an integrable function such that ∫ T
0
a(s)ds = 1 and functions α, Bk, βk,
k = 1, . . . ,m are deﬁned as in Theorem 3.3.
Proof. Assume ﬁrst that Φ is inﬁnitely differentiable with compact support. By Theorem 3.3
we have
∂
∂x
Xt = DsXtσ
−1(s,Xxs , π
x
s )u(s), s ≤ t, P − a.s.
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Then multiplying both sides by the function a and integrating over s ∈ [0, t] we have
∂
∂x
Xxt =
∫ t
0
a(s)DsXtσ
−1(s,Xxs , π
x
s )u(s)ds, P − a.s. (3.4)
As a consequence,
∂
∂x
v(x) =E
[
Φ′(Xxt )
∂
∂x
Xxt
]
=E
[
Φ′(Xxt )
∫ t
0
a(s)DsXtσ
−1(s,Xxs , π
x
s )u(s)ds
]
=E
[∫ t
0
a(s)DsΦ(Xt)σ
−1(s,Xxs , π
x
s )u(s)ds
]
=E
[
Φ(Xt)
∫ t
0
a(s)
[
σ−1(s,Xxs , π
x
s )u(s)
]∗
δBs
]∗
where we have used relation (3.4), the chain rule for the Malliavin derivative (backwards) and
the duality formula for the Malliavin derivative which is justiﬁed by Corollary 3.7.
To extend the formula to bounded functions, one can use a limit argument. For general
functions Φ one can use a monotone class argument using the given relation.
Example 3.9 (Black-Scholes model with continuous dividend payments). Let S = {Sxt , t ∈
[0, T ]} represent the price dynamics of some asset with initial price x > 0 governed by the
following SDE
dSxt
Sxt
= (μ− qρxt )dt+ σdBt, ρxt := E[Sxt ], t ∈ [0, T ], Xx0 = x > 0 (3.5)
where μ, q, σ ∈ R and σ > 0. Let S0t = ert, t ∈ [0, T ], r ∈ R with r > 0 be the risk-less asset
and Φ : R → [0,∞) a pay-off function, then the price of a European option at current time with
maturity T > 0 (under the risk-neutral valuation approach) is given by
pT (x) = e
−rTEP˜ [Φ(S
x
T )]
where P˜ is the risk-neutral measure, i.e.
dP˜
dP
∣∣∣∣
Ft
= Mxt := e
− ∫ t0 θxudWu− 12 ∫ t0 (θxu)2du, t ∈ [0, T ]
where
θxt :=
μ− r − qρxt
σ
, t ∈ [0, T ].
It follows that ρxt =
xμeμt
qxeμt+μ−qx solution to a Riccati equation. Also,
∂
∂x
ρxT =
ρxt
x
and ∂
∂x
θxt =
− q
xσ
ρxt . Then the Δ-sensitivity of an option Φ on S
x
T is given by
Δ = e−rTE
[
Φ(SxT )
(
∂
∂x
MxT +
1
xσ
(
1− q
∫ T
0
ρxudu
)∫ T
0
a(s)MxT δWs
)]
.
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Using the integration by parts formula for the Skorokhod integral we ﬁnd that∫ T
0
MxT δWs =
(
W (T ) +
∫ T
0
θxsds
)
MxT
and hence, taking a ≡ 1
T
we ﬁnd that under the risk-neutral measure P˜ , the Δ-sensitivity is
given by
Δ = e−rTEP˜ [Φ(S
x
T )ZT ]
with Malliavin weight
ZT :=
1
Txσ
(
qT
∫ T
0
ρxudWu + qT
∫ T
0
θxuρ
x
udu+
(
1− q
∫ T
0
ρxudu
)(
W (T ) +
∫ T
0
θxsds
))
.
Finally, observe that if ρxt ≡ 0 then
Δ = e−rTEP˜
[
Φ(SxT )
W (T ) +
∫ T
0
θxsds
Txσ
]
= e−rTEP
[
Φ(SxT )
Wˆ (T )
Txσ
]
,
where Wˆ is a standard Brownian motion under P and hence the Δ coincides with the classical
one.

Chapter 4
Optimal bounds for the densities of
solutions of SDEs with measurable and
path dependent drift coefﬁcients
David R. Baños and Paul Krühner
Abstract: We consider a process given as the solution of a stochastic differential equation
with irregular, path dependent and time-inhomogeneous drift coefﬁcient and additive noise.
Explicit and optimal bounds for the Lebesgue density of that process at any given time are
derived. The bounds and their optimality is shown by identifying the worst case stochastic
differential equation. Then we generalise our ﬁndings to a larger class of diffusion coefﬁcients.
4.1 Introduction
The study of regularity of solutions of stochastic differential equations (SDEs) has been a topic
of great interest within stochastic analysis, especially since Malliavin calculus was founded.
One of the main motivations of Malliavin calculus is precisely to study the regularity properties
of the law of Wiener functionals, for instance, solutions to SDEs, as well as, properties of
their densities. A classical result on this subject is that if the coefﬁcients of an SDE are C∞
functions with bounded derivatives of any order and the so-called Hörmander’s condition (see
e.g. [59]) holds, then the solution of the equation is smooth in the Malliavin sense. Then P.
Malliavin shows in [78] that the laws of the solutions at any time are absolutely continuous
with respect to the Lebesgue measure and the densities are smooth and bounded. Another
approach is attributed to N. Bouleau and F. Hirsch where they show in [23] absolute continuity
of the ﬁnite dimensional laws of solutions to SDEs based on a stochastic calculus of variations
in ﬁnite dimensions where they use a limit argument. Also, as a motivation of [23], D. Nualart
and M. Zakai [93] found related results on the existence and smoothness of conditional densities
of Malliavin differentiable random variables.
It appears to be quite difﬁcult to derive regularity properties for the densities of solutions
to SDEs with singular coefﬁcients, i.e. non-Lipschitz coefﬁcients, in particular in the drift.
Nevertheless, some ﬁndings in this direction have been attained. Let us for instance remark
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here the work by M. Hayashi, A. Kohatsu-Higa and G. Yûki in [57] where the authors show
that SDEs with Hölder continuous drift and smooth elliptic diffusion coefﬁcients admit Hölder
continuous densities at any time. Their techniques are mainly based on an integration by parts
formula (IPF) in the Malliavin setting and estimates on the characteristic function of the solution
in connection with Fourier’s inversion theorem. Another result in this direction is due to S. De
Marco in [31] where the author proves smoothness of the density on an open domain under the
usual condition of ellipticity and that the coefﬁcients are smooth on such domain. A remarkable
fact is that Hörmander’s condition is skipped in this proof. Moreover, estimates for the tails
are also given. The technique relies strongly on Malliavin calculus and an IPF together with
estimates on the Fourier transform of the solution. One may already observe that integration by
parts formulas in the Malliavin context are a powerful tool for the investigation of densities of
random variables as it is the case in the work by V. Bally and L. Caramellino in [5] where an IPF
is derived and the integrability of the weight obtained in the formula gives the desired regularity
of the density. As a consequence of the aforesaid result D. Baños and T. Nilssen give in [14] a
criterion to obtain regularity of densities of solutions to SDEs according to how regular the drift
is. The technique is also based on Malliavin calculus and a sharp estimate on the moments of
the derivative of the ﬂow associated to the solution. This result is a slight improvement of a very
similar criterion obtained by S. Kusuoka and D. Stroock in [73] when the diffusion coefﬁcient
is constant and the drift may be unbounded. Another related result on upper and lower bounds
for densities is due to V. Bally and A. Kohatsu-Higa in [6] where bounds for the density of
a type of a two-dimensional degenerated SDE are obtained. For this case, it is assumed that
the coefﬁcients are ﬁve times differentiable with bounded derivatives. Finally, we also mention
the results by A. Kohatsu-Higa and A. Makhlouf in [64] where the authors show smoothness
of the density for smooth coefﬁcients that may also depend on an external process whose drift
coefﬁcient is irregular. They also give upper and lower estimates for the density.
It is worth alluding the exceptional result by A. Debussche and N. Fournier in [32] on this
topic where the authors show that the ﬁnite dimensional densities of a solution of an SDE with
jumps lies in a certain (low regular) Besov space when the drift is Hölder continuous. The
novelty is that their method does not use Malliavin calculus as in the aforementioned works.
It is therefore important to highlight that in this paper we do not use Malliavin calculus or
any other type of variational calculus and we see this as an alternative perspective for studying
similar problems. Instead, we employ control theory techniques to, shortly speaking, reduce
the overall problem to a critical case for which many results in the literature are available.
In particular, our technique entitles us to ﬁnd a worst case SDE whose solution has an explicit
density that dominates all densities of solutions to SDEs among those with measurable bounded
drifts.
We believe this method is robust since no well-behaviour on the drift is needed other than
merely boundedness and no Markovianity of the system is assumed. Certainly, no regularity is
obtained but we are conﬁdent that the method can be exploited to gain more regularity of the
densities.
This paper is organised as follows. In Section 4.2 we summarise our main results with some
generalisations to non-trivial diffusion coefﬁcients and to any arbitrary dimension. We also
give some insight on concrete properties of the bounds as well as some examples with graphics.
Section 4.3 is devoted to thoroughly prove the assertions of the main results. More speciﬁcally,
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we will give an argument based on a control problem to reduce the problem to one critical case.
We will also prove in detail the properties adduced in the previous section.
4.1.1 Notations
We denote the strictly positive numbers by R++ := (0,∞), the trace of a matrix M ∈ Rd×d
by tr(M) :=
∑d
j=1Mj,j and ± simply denotes either + or −. The Skorokhod space D(Rd)
is the set of all càdlàg functions from R+ to Rd equipped with the Skorokhod metric, c.f. [60,
Chapter VI.1]. The canonical space is the triplet (D(Rd),D, (Dt)t≥0) where D is the σ-algebra
generated by the point evaluations and (Dt)t≥0 is the right-continuous ﬁltration generated by the
canonical process X : R+ × D(Rd) → Rd, (t, f) → f(t). We denote the generalised signum
function by sgn(x) := 1{x=0}x/|x| for any x ∈ Rd. This is the orthogonal projection to the
unit Euclidean sphere. For a complex number z ∈ C we denote its real resp. imaginary part by
Re(z) resp. Im(z).
Further notations are used as in [60].
4.2 Main results
In this section we present our main result and some direct consequences. In particular, we will
ﬁnd sharp explicit bounds for SDEs with additive noise in the one-dimensional case and give
some extensions to the d-dimensional case with more general diffusion coefﬁcients.
Throughout this section let (Ω, (Ft)t≥0,A, P ) be a ﬁltered probability space with the usual
assumptions on the ﬁltration F = (Ft)t≥0, i.e. F0 contains all P -null sets and F is right-
continuous, W be a d-dimensional standard Brownian motion and we deﬁne the process classes
A+ := {u : u is a stochastic process bounded by 1}
A := {u ∈ A+ : u is F-adapted}.
The next results constitutes one of the core results of this section and will be proven in detail
in the next section.
Theorem 4.1. Let C > 0, W be a d-dimensional standard Brownian motion and u ∈ A. Then
X(t) :=
∫ t
0
Cu(s)ds+W (t) has Lebesgue density
ρt(x) := lim sup
→0
P (|X(t)− x| ≤ )
V
, x ∈ Rd
where V = π
d/2
Γ(d/2+1)
d denotes the volume of the d-dimensional Euclidean ball with radius 
and Γ denotes the gamma function. Moreover, ρt satisﬁes
0 < αd,t,C(x) ≤ ρt(x) ≤ βd,t,C(x) ≤ βd,t,C(0)
for any t > 0, x ∈ R where
αd,t,C(x) := lim sup
→0
P (|Y +Cx(tC2)| ≤ C)
V
, βd,t,C(x) := lim sup
→0
P (|Y −Cx(tC2)| ≤ C)
V
,
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and Y +x and Y
−
x are the unique solutions to the SDEs
Y +x (t) = x+
∫ t
0
sgn(Y +x (s))ds+W (t),
Y −x (t) = x−
∫ t
0
sgn(Y −x (s))ds+W (t)
for any t ≥ 0.
Proof. See at the end of Section 4.3.
If d = 1, then the functions α, β as well as some of their properties can be derived explicitly,
cf. Theorem 4.10. In the multidimensional case we can give some of their properties. Let us
summarise the formulas.
Theorem 4.2. Let t > 0, C > 0 and α, β be given as in Theorem 4.1. Then
α1,t,C(0) =
1√
t
ϕ
(
C
√
t
)
− CΦ
(
−C√t
)
, and
β1,t,C(0) =
1√
t
ϕ
(
C
√
t
)
+ CΦ
(
C
√
t
)
where Φ resp. ϕ denotes the distribution resp. density function of the standard normal law. For
x ∈ R\{0} we have
α1,t,C(x) =
∫ tC2
0
Cα1,tC2−s,1(0)ρθCx0 (s)ds and
β1,t,C(x) =
∫ tC2
0
Cβ1,tC2−s,1(0)ρτCx0 (s)ds
where
ρτx0 (t) =
|x|√
2πt3
e−
(|x|−t)2
2t and
ρθx0 (t) =
|x|√
2πt3
e−
(|x|+t)2
2t
for any s > 0. Moreover, we have
2d
Cddd/2
d∏
i=1
α1,t,C(xi) ≤ αd,t,C(x) ≤ βd,t,C(x) ≤ 2
d
Cd
d∏
i=1
β1,t,C(xi), x ∈ Rd
where Cd := π
d/2
Γ( d2+1)
for any x ∈ Rd.
Proof. This is part of the statements of Theorems 4.10 and 4.12 below.
In what follows, we will derive bounds for the densities of solutions of general SDEs. The
following is an immediate consequence of Theorem 4.1.
4.2. MAIN RESULTS 59
Corollary 4.3. Let C > 0, x0 ∈ Rd, b : R+ × C(R+,Rd) → R be predictable and bounded by
C. Then any weak solution of the SDE
X(t) = x0 +
∫ t
0
b(s,X)ds+W (t), t ≥ 0
has density ρt at time t > 0 which is bounded from below by x → αd,t,C(x−x0) and from above
by x → βd,t,C(x − x0) where α and β are given in Theorem 4.1 and W is a d-dimensional
Brownian motion. Moreover, the bounds are optimal in the sense that for any x1, x2 ∈ Rd
there are two functionals bx1 , resp. bx2 for which the density ρt of the solution to the SDE
dX(t) = bx1(X(t))dt + W (t), X(0) = 0, resp. dX(t) = bx2(X(t))dt + W (t), X(0) = 0
attains the upper bound in x1, resp. the lower bound in x2.
Proof. Deﬁne Y (t) := X(t)− x0 and u(t) := b(t,X) for any t ≥ 0. Then
Y (t) =
∫ t
0
u(s)ds+W (t), t ≥ 0.
The bounds follow from Theorem 4.1. Shifts of the processes Y −, resp. Y + attain the upper,
resp. lower bounds at the given points.
Now we focus on our second main result which is an application of Corollary 4.3. This time
X is given as a solution of an SDE with measurable drift and a diffusion coefﬁcient which is
continuously differentiable.
Theorem 4.4. Let b : R+ × C(R+,Rd) → Rd be predictable, σ : R+ × Rd → Rd×d be
continuously differentiable and assume the following conditions.
1. σ(t, x) is an invertible matrix for any t ≥ 0, x ∈ Rd.
2. There is a function F : R+ × Rd → Rd such that D2F (t, x) = (σ(t, x))−1 for any t ≥ 0,
x ∈ Rd where D2F (t, x) denotes the Fréchet derivative of F (t, ·) with respect to x.
3. The function
b˜ : R+ × C(R+,Rd) → Rd,
(t, f) → ∂1F (t, f(t)) + σ(t, f(t))−1b(t, f)
+
1
2
(
tr
(
σ(t, f(t))H2Fk(t, f(t))σ(t, f(t))
))
k=1,...,d
is bounded by some constant C > 0 where H2Fk(t, x) denotes the Hessian matrix of
Fk(t, ·), i.e. (∂xi∂xjFk(t, x))i,j=1,...,d for any t ≥ 0, x ∈ Rd.
Then any solution of the SDE
X(t) = x0 +
∫ t
0
b(s,X)ds+
∫ t
0
σ(s,X(s))dW (s)
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has, at each time t, Lebegsue density ρt and for every x ∈ Rd we have
ρt(x) ≤ βd,t,C(F (t, x)− F (0, x0))
tr(σ(t, x))
where αd,t,C , βd,t,C are deﬁned as in Theorem 4.1. Moreover, if additionally F (t, ·) is invertible
for any ﬁxed t > 0, then
0 <
αd,t,C(F (t, x)− F (0, x0))
tr(σ(t, x))
≤ ρt(x) ≤ βd,t,C(F (t, x)− F (0, x0))
tr(σ(t, x))
.
Proof. Deﬁne Y (t) := F (t,X(t)) and u(t) := b˜(t,X) for any t ≥ 0. Then Itô’s formula yields
Y (t) = F (0, x0) +
∫ t
0
u(s)ds+W (t), t ≥ 0.
Theorem 4.1 states that Y (t) has Lebesgue density ρY (t) which admits the bounds
αd,t,C(y − F (0, x0)) ≤ ρY (t)(y) ≤ βd,t,C(y − F (0, x0))
for any t > 0, y ∈ Rd.
From the deﬁnition of Y (t) we directly get
ρt(x) ≤ ρY (t)(F (t, x)− F (0, x0))
tr(σ(t, x))
≤ βd,t,C(F (t, x)− F (0, x0))
tr(σ(t, x))
for any t > 0, x ∈ Rd.
If we assume that F (t, ·) is invertible for any t > 0, then
ρt(x) =
ρY (t)(F (t, x)− F (0, x0))
tr(σ(t, x))
for any x ∈ Rd and, hence, the additional claim follows.
The conditions (1) to (3) appearing in Theorem 4.4 simplify considerably in dimension 1.
Moreover, due to Itô-Tanaka’s formula we can relax the conditions on σ.
Theorem 4.5. Let X be a solution of the SDE
X(t) = x0 +
∫ t
0
b(s,X)dt+
∫ t
0
σ(X(s))dW (s)
where x0 ∈ R, W is a standard Brownian motion, b : R+ × C(R+,R) → R predictable and
bounded by some constant Cb, σ : R → R+ is a Lipschitz continuous function with Lipschitz
bound L and σ(x) ≥  for some constant  > 0.
Then X(t) has Lebesgue density ρt and
0 <
αt,C(|F (x)− F (x0)|)
σ(x)
≤ ρt(x) ≤ βt,C(|F (x)− F (x0)|)
σ(x)
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for any t > 0 where αt,C and βt,C are deﬁned as in Theorem 4.1 when d = 1, F (x) :=
∫ x
0
1
σ(u)
du
and
C := sup
{∣∣∣∣ b(t, f)σ(f(t))
∣∣∣∣ : t ∈ R+, f ∈ C(R+,R)}+ L/2.
Moreover, C ≤ Cb

+ L/2 where Cb is a uniform bound for b.
Proof. Deﬁne Y (t) := F (X(t)). Since σ is Lipschitz continuous there is a function σ′ : R+ →
R which is bounded by L and σ(x) = σ(0) +
∫ x
0
σ′(u)du. Then Itô-Tanaka’s formula [100,
Theorem VI.1.5] yields
Y (t) = F (x0) +
∫ t
0
(
b(s,X)
σ(X(s))
− 1
2
σ′(X(s))
)
ds+W (t).
Let G := F−1 and deﬁne
b˜(s, y) :=
b(s,G ◦ f)
σ(G(f(s))
− 1
2
σ′(G(f(s))), s ∈ R+, f ∈ C(R+,R)
which is predictable and bounded by C. Then the result follows from Corollary 4.3.
In the next section we will give precise deﬁnitions and mathematical computations of the
functions αd,t,C and βd,t,C in dimension 1 and why these are the optimal bounds (in the sense
of Corollary 4.3) for the densities of SDEs with bounded measurable drifts. Before we do
that, let us give some intuitive insight on the shape and behaviour of these bounds for the one-
dimensional case. Consider any one-dimensional process of the form
X(t) =
∫ t
0
u(s)ds+W (t), t ≥ 0, u ∈ A
as in Theorem 4.1. In particular, X can be the solution to the following SDE, dX(t) =
b(t,X)dt + dW (t), X(0) = 0, t ≥ 0, with b bounded and predictable as in Corollary 4.3.
Furthermore, denote by ρt the density of X(t) at a ﬁxed time t > 0. Then Theorem 4.1 grants
that 0 < αt(x) ≤ ρt(x) ≤ βt(x) for any x ∈ R. In the following ﬁgure we can observe the
functions αt and βt for different values of t > 0 and see how they behave. We can see the
function αt in orange and βt in green. Any density lies between these two curves and these
bounds are optimal in the sense that, for given x0, y0 ∈ R we can ﬁnd drifts ux0 and uy0 such
that the associated densities ρx0t , resp. ρ
y0
t for these drift coefﬁcients satisfy ρt(x0) = αt(x0),
respectively, ρt(y0) = βt(y0). As an illustration we just take the drift to be +sgn(x − 0.25) in
blue and −sgn(x− 1) in red.
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Figure 4.1: Upper and lower bounds for C = 1 starting at x = 0 (in green and orange) with the
respective densities when the drift coefﬁcients are sgn(x − 0.25) and −sgn(x − 1) (blue and
red) at different times t ∈ {0.25, 0.5, 0.75, 1}.
As we can see, both densities are bounded by αt and βt and the bounds are attained in
0.25 for density of the process with drift +sgn(x − 0.25) (in blue) and in 1 when the drift is
−sgn(x− 1) (in red).
4.3 Reduction and the critical case
In this section we will see how to derive the functions αt,C and βt,C explicitly for the case d = 1
as well as some of their properties, cf. Theorem 4.10. Then we will show that these are indeed
the bounds for the densities of any solution to SDEs with bounded measurable drift by solving
a stochastic control problem, cf. Theorem 4.18 and thereafter we give the proof for Theorem
4.1. In the sequel, consider the process
Y ±x (t) := x±
∫ t
0
sgn(Y ±x (s))ds+W (t), t ≥ 0, (4.1)
c.f. [105] for existence and (pathwise) uniqueness. Moreover, at some point we will also use the
property that the solution to equation (4.1) is strong Markov, even for the multidimensional case.
This can be for instance justiﬁed using [3, Theorem 6.4.5] in connection with [100, Corollary
IX.1.14].
4.3. REDUCTION AND THE CRITICAL CASE 63
Lemma 4.6. For every t > 0, Y +0 (t) resp. Y
−
0 (t) has density ρY +0 (t), resp. ρY −0 (t) given by
pt(0, y) := ρY +0 (t) =
1√
t
ϕ
( |y| − t√
t
)
− e2|y|Φ
(
−|y|+ t√
t
)
, resp.
qt(0, y) := ρY −0 (t) =
1√
t
ϕ
(
t+ |y|√
t
)
+ e−2|y|Φ
(
t− |y|√
t
)
for y ∈ R and any t > 0 where ϕ, resp. Φ, denote the density, resp. the distribution function, of
the standard normal law.
Proof. The density for Y −0 (t) is the statement of [62, Exercise 6.3.5] as for Y
+
0 (t) computations
are fairly similar.
The computation of the densities ρY +0 (t) and ρY −0 (t) in the previous lemma are relatively easy
given the fact that the local-time of the Brownian motion starting from 0 is symmetric and the
joint law of W (t) and the local time of W , LWt (0) is explicitly known, see [62]. Nevertheless,
one is able to ﬁnd reasonably explicit expressions for the densities of Y +x (t) and Y
−
x (t) which
yield representations for α and β if d = 1.
First we focus on the computation of the density of Y −x (t) and then for Y
+
x (t) which is
similar.
Lemma 4.7. For every t ≥ 0, the density of Y −x (t) is given by
qt(x, y) =
1√
2πt
e−
(sgn(x)(x−y)−t)2
2t
(
1− e− 2xyt
)
1{sgn(xy)≥0} +
∫ t
0
qt−s(0, y)ρτx0 (s)ds
where x, y ∈ R, x = 0 and τx0 is the ﬁrst hitting time of the process Y −x (t) at 0 whose density
function is explicitly given by
ρτx0 (s) =
|x|√
2πs3
e−
(|x|−s)2
2s , s > 0.
Proof. Let τx0 be the ﬁrst time the process Y
−
x hits 0, i.e.
τx0 := inf{t ≥ 0 : Y −x (t) = 0}.
Then it is clear, that Y −x (t) = x − sgn(x)t +W (t) for any t ∈ [0, τx0 ]. Deﬁne W˜ := −W and
B(t) := sgn(x)t + W˜ (t). The process B(t) is a Brownian motion with drift starting at 0. It is
clear, that τx0 = inf{t ≥ 0 : B(t) = x}, whose law is known, namely τx0 is inverse Gaussian
distributed and [22, p.223, Formula 2.0.2] states that its density is given by
ρτx0 (t) =
|x|√
2πt3
e−
(|x|−t)2
2t , t > 0.
Now deﬁne fε(z) := 12ε1(y−ε,y+ε)(z) for a ﬁxed y ∈ R, then
E[fε(Yx(t))] = E[fε(Y
−
x (t))1{t<τx0 }] + E[fε(Y
−
x (t))1{t≥τx0 }]
= A1 + A2
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where A1 := E[fε(Y −x (t))1{t<τx0 }] and A2 := E[fε(Y
−
x (t))1{t≥τx0 }]. We have
P
(
Y −x (t) ≤ y, t < τx0
)
= P (x− sgn(x)t+W (t) ≤ y, t < τx0 )
= P (B(t) ≥ x− y, t < τx0 ) .
We start with the case x > 0. Observe that τx0 = inf{t > 0 : B(t) = x} and hence
{t < τx0 } = {M(t) < x} where M(t) := sups∈[0,t]B(s). As a consequence
P
(
Y −x (t) ≤ y, t < τx0
)
= P (B(t) ≥ x− y,M(t) < x)
= E
[
1{B(t)≥x−y,M(t)<x}
]
= EQ
[
1{B(t)≥x−y,M(t)<x}
1
Z(t)
]
where Q is the equivalent measure w.r.t. P deﬁned by
dQ
dP
∣∣∣∣
Ft
= exp
{
−sgn(x)W˜ (t)− t/2
}
=: Z(t), t ≥ 0.
[95, Theorem 8.6.4] yields that the process B(t) = sgn(x)t + W˜ (t), t ≥ 0 is a standard Q-
Brownian motion andM(t) is therefore the running maximum of the standard Brownian motion
B, hence
P
(
Y −x (t) ≤ y, t ≤ τx0
)
=
∫ ∞
0
∫ w
−∞
1{z≥x−y,w<x}esgn(x)z−t/2ρB(t),M(t)(z, w)dzdw (4.2)
where ρB(t),M(t) denotes the joint density of B(t) and M(t) which is explicitly given, see
[62, Proposition 2.8.1], by
ρB(t),M(t)(z, w) =
2(2w − z)√
2πt3
exp
{
−(2w − z)
2
2t
}
, z ≤ w, w ≥ 0.
We have
A1 =
1
2ε
P
(
y − ε ≤ Y −x (t) ≤ y + ε, t ≤ τx0
)
=
1
2ε
∫ ∞
0
∫ w
−∞
1{x−y−ε≤z≤x−y+ε,w<x}esgn(x)z−t/2ρB(t),M(t)(z, w)dzdw
Finally, the above probability converges to the derivative of (4.2) w.r.t. y, that is
lim
ε↘0
1
2ε
P
(
y − ε ≤ Y −x (t) ≤ y + ε, t < τx0
)
= esgn(x)(x−y)−t/2
∫ x
x−y
ρB(t),M(t)(x− y, w)dw
=
1√
2πt
esgn(x)(x−y)−t/2
(
e−(x−y)
2/2t − e−(x+y)2/2t
)
1{x≥x−y}
=
1√
2πt
e−
(sgn(x)(x−y)−t)2
2t
(
1− e− 2xyt
)
1{y≥0}.
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Now we continue to compute A2. Deﬁne the random variable τ := τx0 ∨ t. It is readily
checked that τ ≥ τx0 and τ is Fτx0 -measurable because the event {t ≥ τx0 } is in Fτx0 . Then the
strong Markov property of Y −x and [62, Corollary 2.6.18] yield
E[fε(Y
−
x (t))1{t≥τx0 }|Fτx0 ] = E[fε(Y −x (τ))1{t≥τx0 }|Fτx0 ]
= 1{t≥τx0 }E[fε(Y
−
x (τ))|Fτx0 ]
= 1{t≥τx0 }E[fε(Y
−
0 (ξ))]|ξ=τ−τx0
P -a.s. As a consequence
E[fε(Y
−
x (t))1{t≥τx0 }] = E
[
E[fε(Y
−
x (t))1{t≥τx0 }|Fτx0 ]
]
= E
[
1{t≥τx0 }E[fε(Y
−
0 (ξ))]|ξ=τ−τx0
]
= E
[
1{t≥τx0 }E[fε(Y
−
0 (ξ))]|ξ=t−τx0
]
.
Now, the density of Y −0 (t) is explicitly known by Lemma 4.6. Thus
A2 = E
[∫
R
fε(z)qt−τx0 (0, z)1{t≥τx0 }
]
=
∫ t
0
∫
R
fε(z)qt−s(0, z)ρτx0 (s)ds.
Then, letting ε → 0 and by Lebesgue’s dominated convergence theorem we obtain that, for
x > 0 and y ∈ R
qt(x, y) =
1√
2πt
e−
(sgn(x)(x−y)−t)2
2t
(
1− e− 2xyt
)
1{y≥0} +
∫ t
0
qt−s(0, y)ρτx0 (s)ds.
We have
−Y −−x(t) = x+
∫ t
0
sgn(Y −−x(s))ds+ W˜ (t)
= x−
∫ t
0
sgn(−Y −−x(s))ds+ W˜ (t)
for any t ≥ 0 and hence (−Y −−x, W˜ ) is a weak solution of (4.1) for ± = − and starting point x.
Hence, −Y −−x(t) has the same law as Y −x (t) for any t ≥ 0. Consequently, we have
qt(x, y) = qt(−y,−x), x > 0, y ∈ R.
The claimed formula follows.
Similarly, we can also obtain the density for Y +x (t). The proof follows exactly the same
ideas as in Lemma 4.7 and has therefore been omitted.
Lemma 4.8. For every t ≥ 0, the density of Y +x (t) is given by
pt(x, y) :=
2√
2πt
e−
(sgn(x)(x−y)+t)2
2t
(
1− e−2xyt
)
1{sgn(xy)≥0} +
∫ t
0
pt−s(0, y)ρθx0 (s)ds.
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for x, y ∈ R, x = 0 and θx0 is the ﬁrst hitting time of where
ρθx0 (s) =
|x|√
2πs3
e−
(|x|+s)2
2s , 0 < s < ∞.
Proof. The proof of this lemma follows completely the same ideas as in Lemma 4.7. One of
the main differences is that in this case the distribution of the stopping time θx0 has an atom at
inﬁnity, namely, from [22, p.223, Formula 2.0.2] we have
ρθx0 (t) =
|x|√
2πt3
e−
(|x|+t)2
2t , 0 < t < ∞
and
P (θx0 = ∞) = 1− e−2|x|.
Now we are in a position to deﬁne the functions αt,C and βt,C for the one-dimensional case
and study some of their properties. Before we do that, we will need a technical result to prove
one of the properties of these functions.
Proposition 4.9. Let b : R+ × R → R be bounded and measurable and
Xx(t) := x+
∫ t
0
b(s,Xx(s))ds+W (t), x ∈ R, t ≥ 0
where W is a 1-dimensional Brownian motion. Then
Xx(t) ≤ Xy(t) P -a.s.
for any t ≥ 0, x, y ∈ R with x ≤ y.
Proof. Deﬁne
Yx(t) := Xx(t)−W (t) = x+
∫ t
0
b(s, Yx(s) +W (s))ds = x+
∫ t
0
b˜(s, Yx(s))ds
where the equalities hold P -a.s. and here b˜(t, z) := b(t, z +W (t)) for any t ≥ 0, z ∈ R. Let
x, y ∈ R with x ≤ y and deﬁne Z(t) := min{Yx(t), Yy(t)}. Then
Z(t) = x+
∫ t
0
b˜(s, Z(s))ds, t ≥ 0.
Hence U(t) := Z(t) +W (t) = x +
∫ t
0
b(s, U(s))ds +W (t). [100, Theorem IX.3.5 i)] yields
U(t) = Xx(t) a.s. Observe that U(t) = min{Xx(t), Xy(t)} and hence
Xx(t) = U(t) ≤ Xy(t), t ≥ 0
P -a.s.
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Theorem 4.10. Let q be the transition density of the Markov process Y − which is given in
Lemma 4.7 and p the transition density for the Markov process Y + given in Lemma 4.8. Deﬁne
the functions α, β : R++ × R+ × R → (0,∞) by αt,C(x) := CptC2(Cx, 0) and βt,C(x) :=
CqtC2(Cx, 0) where t > 0, C > 0 and x ∈ R. Then
αt,C(x) =
∫ tC2
0
CptC2−s(0, 0)ρθCx0 (s)ds,
=
∫ tC2
0
(
C√
tC2 − sϕ(
√
tC2 − s)− CΦ(−
√
tC2 − s)
)
ρθCx0 (s)ds, x = 0,
(4.3)
and
βt,C(x) =
∫ tC2
0
CqtC2−s(0, 0)ρτCx0 (s)ds
=
∫ tC2
0
(
C√
tC2 − sϕ(
√
tC2 − s) + CΦ(
√
tC2 − s)
)
ρτCx0 (s)ds, x = 0
(4.4)
where recall that ρθx0 , respectively ρτx0 are given as in Lemma 4.8, respectively as in Lemma 4.7.
In addition, for each t > 0 and C > 0 the functions αt,C and βt,C are analytic in R \ {0},
Lipschitz continuous in R, symmetric, decreasing on [0,∞) and by symmetry increasing on
(−∞, 0]. They have exponential decay of the type o(c1|x|ec2|x|e−c3|x|2) for constants c1, c2, c3 >
0. Moreover, they attain their maxima at x = 0 which are given by
αt,C(0) = CptC2(0, 0) =
1√
t
ϕ
(
C
√
t
)
− CΦ
(
−C√t
)
and
βt,C(0) = CqtC2(0, 0) =
1√
t
ϕ
(
C
√
t
)
+ CΦ
(
C
√
t
)
.
Proof. We will carry out a more detailed proof of the properties on βt,C . For the case of αt,C
the same proof, mutatis mutandis, follows as well.
First of all, observe that βt,C(x) = CβtC2,1(Cx) and hence it is sufﬁcient to carry out the
proof for C = 1 then all properties follow for arbitrary C > 0.
At the end of the proof of Lemma 4.7 we have shown that the law of Y −x (t) coincides with
the law of −Y −−x(t). Hence, the symmetry of βt,1 follows.
To show analyticity, deﬁne f(s, x) := qt−s(0, 0)ρτx0 (s) for s ∈ (0, t) and x ∈ R \ {0} and
the family of domains
Sε :=
{
z ∈ C : ε < Re(z) < 1
ε
, Re(z) > 2|Im(z)|
}
,
0 < ε < 1 and S := ∪0<ε<1Sε. Then for every z ∈ S, g : R+ × S → C deﬁned as g(s, z) :=
qt−s(0, 0) z√2πs3 e
− (z−s)2
2s is the holomorphic extension of f to S. Let  > 0, t > 0 and let us
check that z → ∫ t
0
g(s, z)ds is holomorphic on Sε. We have |z| ≤
√
5/4/, Re(z2) > 32/4
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and hence
|g(s, z)| ≤
(
1√
t− s + 1
)
1/ε√
s3
|e− z
2
2s eze−s/2|
≤
(
1√
t− s + 1
)
1/ε√
s3
e1/εe−
3ε2
8s
for any s ∈ (0, t), which is integrable on (0, t) for every ε > 0. For a real differentiable function
from an open domain in C to C we denote the complex conjugate differential operator by ∂z¯.
Recall, that such a function is holomorphic if and only if its complex conjugate derivative is
zero. So, by changing differentiation and integration, we have
∂z¯
∫ t
0
g(s, z)ds =
∫ t
0
∂z¯g(s, z)ds = 0
for every z ∈ Sε where the last follows since g(t, ·) is holomorphic on S for every t > 0 being
thus
∫ t
0
f(s, x)ds is analytic on (0,∞). For x < 0 use the symmetry of βt,1 to conclude.
In addition, βt,1 is Lipschitz in 0, i.e. there is a constantK > 0 such that |βt,1(0)−βt,1(x)| ≤
|x|K for any x ∈ R. Indeed, write∫ t
0
qt−s(0, 0)ρτx0 (s)ds = E[H(τ
x
0 )] +
∫ t
t/2
qt−s(0, 0)ρτx0 (s)(1− h(s))ds
where H(s) := qt−s(0, 0)h(s) where h is some function which is bounded by 1, constant 1 near
zero, constant 0 on [t/2, t] and h ∈ C∞([0, t],R).
We see that H is Lipschitz continuous with some Lipschitz constant L > 0 and, hence,
|E[H(τx0 )]− E[H(τ 00 )]| ≤ L(Eτx0 − Eτ 00 ) = L|x|
for any x > 0. Moreover,∫ t
t/2
qt−s(0, 0)ρτx0 (s)(1− h(s))ds ≤ |x|
1√
t
2
π
∫ 1
1/2
(
1√
2πt
1√
1− s + 1
)
ds (4.5)
which implies that
|βt,1(0)− βt,1(x)| ≤ |x|K
for some constant K > 0. Together with the analyticity outside zero we conclude that βt,1 is
locally Lipschitz continuous. If we have shown that βt,1 is decreasing on [0,∞), then it follows
that βt,1 is globally Lipschitz continuous because it is positive valued.
For monotonicity, it is sufﬁcient to show that βt,1 is decreasing on (0,∞) and then sym-
metry and continuity yield the claimed growth properties. Consider x ∈ (0,∞) and vεt (x) :=
E [fε(Y
−
x (t))] where fε(y) = 1{|y|<ε}. Here, βt,1(x) is deﬁned as the density of Y
−
x (t) at 0.
Hence, βt,1(x) = pt(x, 0) = limε↘0 1εv
ε
t (x). Thus it is enough to show that v
ε
t (x) is decreasing
on (0,∞) for every ε > 0. Let 0 < x < y < ∞. Proposition 4.9 yields P (∀t ≥ 0 : Y −y (t) ≥
Y −x (t)) = 1. Deﬁne τ := inf{t > 0 : −Y −x (t) = Y −y (t)}. [41, Proposition 2.1.5 a)] yields that
τ is a stopping time because it is the ﬁrst contact time with the closed set {0} of the continuous
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process Y −x + Y
−
y . Observe, that |Y −x (t)| ≤ Y −y (t) for any t ∈ [0, τ ]. We can write
vεt (y)− vεt (x) = E
[(
1{|Y −y (t)|<ε} − 1{|Y −x (t)|<ε}
)
1{t<τ}
]
+ E
[(
1{|Y −y (t)|<ε} − 1{|Y −x (t)|<ε}
)
1{t≥τ}
]
= C1 + C2
where C1 := E
[(
1{|Y −y (t)|<ε} − 1{|Y −x (t)|<ε}
)
1{t<τ}
]
and C2 is the other summand. It can be
seen that C1 is negative since P (|Y −x (t)| ≤ ε, t < τ) ≥ P (|Y −y (t)| ≤ ε, t < τ). For the term
C2 we use exactly the same Markov-argument as for the term A2 in Lemma 4.7 by deﬁning
τ˜ := τ ∨ t. Then τ˜ ≥ τ and τ˜ is Fτ -measurable. Thus, the strong Markov property of Y −x and
Y −y and [62, Corollary 2.6.18] yield
E
[
1{|Y −y (t)|<ε}1{t≥τ}|Fτ
]
= E
[
1{|Y −y (τ˜)|<ε}1{t≥τ}|Fτ
]
= 1{t≥τ}E
[
1{|Y −y (τ˜)|<ε}|Fτ
]
= 1{t≥τ}E
[
1{|Y −y (ξ)|<ε}|ξ=τ˜−τ
]
P-a.s. On the other hand, observe that Y −y (τ) = −Y −x (τ) by the deﬁnition of τ . So
1{t≥τ}E
[
1{|Y −y (ξ)|<ε}|ξ=τ˜−τ
]
= 1{t≥τ}E
[
1{|−Y −x (ξ)|<ε}|ξ=τ˜−τ
]
which implies that C2 = 0. As a result
vεt (y)− vεt (x) = E
[(
1{|Y −y (t)|<ε} − 1{|Y −x (t)|<ε}
)
1{t<τ}
]
≤ 0
which implies
βt(y)− βt(x) = lim
ε↘0
1
ε
(vεt (y)− vεt (x)) ≤ 0
for every x, y ∈ R with 0 < x < y.
Finally, we show that βt,1 has exponential tails. Observe that |qt−s(0, 0)| ≤ 1√
2π(t−t/2) + 1
for s ∈ [0, t/2] and thus∫ t/2
0
|qt−s(0, 0)| |x|√
2πs3
e−
(|x|−s)2
2s ≤ K|x|e|x|
∫ t/2
0
s−3/2e−
|x|2
2s ds
where K denotes the collection of constants not depending on x > 0. Moreover, one can show
that ∫ t/2
0
s−3/2e−
|x|2
2s ds ≤ K 1|x|2 e
− |x|2
2t
for a constant K > 0 independent of x. Altogether∫ t/2
0
|qt−s(0, 0)| |x|√
2πs3
e−
(|x|−s)2
2s ≤ Ke
|x|
|x| e
− |x|2
2t .
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Finally, |ρτx0 (s)| ≤ K|x|e−
(|x|−t)2
2t for s ∈ [t/2, t], |x| > t which yields∫ t
t/2
|qt−s(0, 0)||ρτx0 (s)|ds ≤ K|x|e−
(|x|−t)2
2t .
From now on, let us consider the processes Y −x and Y
+
x given in Equation (4.1) for the
multidimensional case, i.e. x ∈ Rd, sgn(x) := x|x|1{x=0} and W a d-dimensional standard
Brownian motion. We denote x = (x1, . . . , xd) ∈ Rd, W = (W1, . . . ,Wd) and Y ±x (t) =
(Y ±x,1(t), . . . , Y
±
x,d(t)). Theorem 4.1 guarantees that the density of any adapted processXu(t) :=∫ t
0
u(s)ds+W (t) , u ∈ A, has bounds αd,t := αd,t,1 and βd,t := βd,t,1.
We start with a proposition which gives a different view on the functions αd,t,C and βd,t,C .
Namely, we deﬁne Z±x (t) := |Y ±x (t)|2 with Z±x (0) = |x|2 and denote Vε the volume of the
d-dimensional Euclidean ball of radius ε then we have
αt,C(x) = lim sup
→0
P (|Y +x (t)| ≤ )
V
= lim sup
→0
P (Z+x (t) ≤ 2)
Cd d
,
and
βt,C(x) = lim sup
→0
P (|Y −x (t)| ≤ )
V
= lim sup
→0
P (Z−x (t) ≤ 2)
Cd d
,
cf. Theorem 4.1, where Cd := π
d/2
Γ( d2+1)
. In view of this equality, we are interested in the be-
haviour of the transition density of (Zx)x∈R near zero which will be exploited in Theorem 4.12
below.
Proposition 4.11. Let (Ω, (Ft)t≥0,A, P ) be a ﬁltered probability space. LetW be a d-dimensional
Brownian motion and Y ±x be the solution to the SDE
Y ±x (t) := x±
∫ t
0
sgn(Y ±x (s))ds+W (t), t ≥ 0
for any x ∈ Rd. Deﬁne Z±x (t) := |Y ±x (t)|2, B±x (t) :=
∫ t
0
sgn(Y ±x (s))dW (s) for any x ∈ Rd,
t ≥ 0. Then (Z±x , B±x ) is a solution to the SDE
dZ±x (t) =
(
d± 2
√
Z±x (t)
)
dt+ 2
√
Z±x (t)dB
±
x (t), Z
±
x (0) = |x|2, t ≥ 0 (4.6)
for which pathwise uniqueness holds.
Proof. Let f : Rd → R+, x → |x|2. Then Df(x) · y = 2〈x, y〉 and H2f(x) = 2Id for any
x, y ∈ Rd where Df denotes the Fréchet differential of f , H2f the Hessian matrix of f and Id
denotes the unit matrix in Rd×d. Itô’s formula yields
Z±x (t) = |x|2 +
∫ t
0
(±2〈Y ±x (s), sgn(Y ±x (s))〉+ d)ds+
∫ t
0
2Y ±x (s)dW (s)
= |x|2 +
∫ t
0
(±2
√
Z±x (s) + d)ds+
∫ t
0
2
√
Z±x (s)dB
±
x (s)
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for any t ≥ 0. Since B±x is a Brownian motion, (Z±x , B±x ) is a weak solution as required.
It remains to show that the SDE has unique weak solutions. Let Q be a measure, equivalent
to P , such that W˜±(t) := B±x (t) − t is a standard Q-Brownian motion. Then the SDE can be
rewritten as
dZ±x (t) = (d) dt± 2
√
Z±x (t)dW˜
±(t), Z±x (0) = |x|2, t ≥ 0. (4.7)
[100, Theorem IX.3.5 ii)] yields that pathwise uniqueness holds for SDE (4.7) under Q.
The following result gives explicit bounds for the functions αd,t and βd,t.
Theorem 4.12. We have
2d
Cddd/2
d∏
i=1
α1,t(xi) ≤ αd,t(x) ≤ βd,t(x) ≤ 2
d
Cd
d∏
i=1
β1,t(xi), x ∈ Rd
where Cd := π
d/2
Γ( d2+1)
.
Proof. Since the proof is fairly similar for αd,t, we will just show the last inequality.
Deﬁne the processes Z−x,i(t) := |Y −x,i(t)|2, i = 1, . . . , d. Itô’s formula yields
Z−x,i(t) = |xi|2 +
∫ t
0
(
1− 2
√
Z−x,i(s)
|Y −x,i(s)|
|Y −x (s)|
)
ds+ 2
∫ t
0
Y −x,i(s)dWi(s)
= |xi|2 +
∫ t
0
(
1− 2
√
Z−x,i(s)
|Y −x,i(s)|
|Y −x (s)|
)
ds+ 2
∫ t
0
√
Z−x,i(s)dBi(s)
≥ |xi|2 +
∫ t
0
(
1− 2
√
Z−x,i(s)
)
ds+ 2
∫ t
0
√
Z−x,i(s)dBi(s)
where Bi(t) :=
∫ t
0
sgn(Y −x,i(s))dWi(s) deﬁnes a new standard Brownian motion w.r.t. P . [100,
Theorem IV.3.6] and Itô isometry ensure that (B1, . . . , Bd) is a d-dimensional standard Brown-
ian motion. Let Vi be the solution of the SDE
Vi(t) = |xi|2 +
∫ t
0
(
1− 2
√
Vi(s)
)
ds+ 2
∫ t
0
√
Vi(s)dBi(s) (4.8)
for any i = 1, . . . , d and Q be the measure, equivalent to P , such that B˜(t) := B(t)− (t, . . . , t)
is a Q-Brownian motion where B = (B1, . . . , Bd). Then, we have
Z−x,i(t) = |xi|2 +
∫ t
0
(
1 + 2
√
Z−x,i(s)
(
1− |Y
−
x,i(s)|
|Y −x (s)|
))
ds+ 2
∫ t
0
√
Z−x,i(s)dB˜i(s),
Vi(t) = |xi|2 +
∫ t
0
1ds+ 2
∫ t
0
√
Vi(s)dB˜i(s).
Similar arguments as in the proof of [100, Theorem IX.3.7] show that Z−x,i(t) ≥ Vi(t) for any
t ≥ 0, Q-a.s.
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Observe that pathwise uniqueness holds for Equation (4.6) by Proposition 4.11 and hence
[100, Theorem IX.1.7 ii)] states that Vi is a strong solution to Equation (4.8). Consequently, Vi
is σ(Bi)-measurable and hence V1, . . . , Vd are independent processes.
Now given a = (a1, . . . , ad) ∈ Rd one has |a| ≥ max {|ai|, i = 1, . . . , d}. This implies
P (|Y −x (t)| ≤ ε) ≤ P
(
d⋂
i=1
{|Y −x,i(t)| ≤ ε}
)
= P
(
d⋂
i=1
{Z−x,i(t) ≤ ε2}
)
≤
d∏
i=1
P
(
Vi(t) ≤ ε2
)
where in the last step we use the inequalities Z−x,i(t) ≥ Vi(t) for every t ≥ 0, P -a.s. and the fact
that V1, . . . , Vd are independent processes.
By Proposition 4.11 the law of Vi(t) under P is the same as the law of |Ai(t)|2 under P
where
Ai(t) = xi −
∫ t
0
sgn(Ai(s))ds+Wi(t), t ≥ 0
and the law of Ai(t) is given in Lemma 4.7. Hence, we have
βd,t(x)
ε→0←−− P (|Y
−
x (t)| ≤ ε)
Cdεd
≤ 1
Cd
d∏
i=1
P (|Ai(t)| ≤ ε)
ε
ε→0−−→ 2
d
Cd
d∏
i=1
β1,t(xi)
for any t > 0.
In order to prepare our main result of this section we will start with a series of lemmas which
aims at showing the continuity condition of [60, Theorem IX.2.11]. The needed continuity
condition is summarised in Lemma 4.16.
Lemma 4.13. Let (Ω, (Ft)t≥0,A, P ) be a ﬁltered probability space. Let ϕ : R+ → [0, 1] such
that ϕ is inﬁnitely differentiable, ϕ is constant 1 on [0, 1] and constant 0 on [2,∞). Deﬁne
Ak : R+ × D(Rd) → R, (t, f) →
∫ t
0
ϕ(k|f(s)|)ds
for any k ∈ N. Let b : Ω × R+ → Rd be an adapted process which is bounded by 1, x ∈ Rd
and deﬁne
X(t) := x+
∫ t
0
b(s)ds+W (t), t ≥ 0.
Then E(Ak(t,X)) ≤
√
tck(t) exp(t/2) where ck(t) := E(Ak(t, x+W )) → 0 for k → ∞.
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Proof. Deﬁne Z(t) := E(− ∫ t
0
b(s)dW (s)) = 1 − ∫ t
0
Z(s)b(s)dW (s) and dQ|Ft := ZtdP |Ft .
Then Girsanov’s theorem [60, Theorem III.3.24] yields that X is a Q-Brownian motion starting
in x. Deﬁne Y (t) := 1/Z(t). Then
Y (t) = 1 +
∫ t
0
Y (s)b(s)dX(s), t ≥ 0
and hence by Grönwall’s lemma, see e.g. [100, Appendix §1], EQ(Y (t)2) ≤ exp(t). We have
E(Ak(t,X)) = EQ (Ak(t,X)Y (t))
≤
√
EQ(Ak(t,X)2)
√
EQ(Y 2(t))
≤
√
tEQ(Ak(t,X)) exp(t/2)
=
√
tck(t) exp(t/2)
for any t ≥ 0 where we used the Cauchy-Schwartz inequality twice and the fact that ϕ2 ≤ ϕ.
We have
ck(t) = E(Ak(t, x+W ))
→ E(λ({s ∈ [0, t] : x+W (s) = 0})
= 0
for k → ∞ by Lebesgue’s dominated convergence theorem where λ denotes the Lebesgue
measure on R.
Lemma 4.14. Let (Ω, (Ft)t≥0,A, P ) be a ﬁltered probability space and W be a d-dimensional
standard Brownian motion. Let (Ak)k∈N and (ck)k∈N be as in Lemma 4.13. Let (Mn)n∈N be a
sequence of processes that converges in probability to W . For any n ∈ N let bn : Ω×R+ → Rd
be an adapted process which is bounded by 1, x ∈ Rd and deﬁne
Xn(t) := x+
∫ t
0
bn(s)ds+Mn(t), t ≥ 0.
Also, assume that (Xn)n∈N converges in distribution to some process X∞.
Then X∞ has P -a.s. continuous sample paths and
EAk(t,X∞) ≤
√
tck(t) exp(t/2), t ≥ 0, k ∈ N.
Moreover, λ{s ∈ R+ : X∞(s) = 0} = 0 P -a.s. where λ denotes the Lebesgue measure on R.
Proof. Deﬁne Yn(t) := x+
∫ t
0
bn(s)ds+W (t), t ≥ 0. Then
Xn − Yn = Mn −W → 0
in probability for n → ∞. Hence, Yn → X∞ in distribution. Since Yn has continuous sample
paths for any n ∈ N, X∞ has P -a.s. continuous sample paths. Let t,  > 0. Since Ak is
continuous we have EAk(t,X∞) ≤  + EAk(t, Yn) for some n ∈ N. Hence, by Lemma 4.13
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we have
EAk(t,X∞) ≤ + EAk(t, Yn)
≤ +
√
tck(t) exp(t/2).
Thus, we have
E(λ{s ∈ [0, t] : X∞(s) = 0}) ← EAk(t,X∞)
→ 0
for k → ∞ and t ≥ 0. Thus E(λ{s ∈ R+ : X∞(s) = 0}) ≤
∑∞
n=1 E(λ{s ∈ [0, n] : X∞(s) =
0}) = 0. The claim follows.
Remark 4.15. Let x ∈ Rd\{0},  ∈ (0, |x|) and y ∈ Rd such that |x− y| ≤ . Then
|sgn(x)− sgn(y)| ≤
√
2
(

|x|
)
.
Lemma 4.16. Let (Ω, (Ft)t≥0,A, P ) be a ﬁltered proability space and W be a d-dimensional
standard Brownian motion. Let (bn)n∈N be adapted processes which are bounded by 1. Let
x ∈ Rd, (Mn)n∈N be a sequence of adapted processes which converges in probability to W and
deﬁne
Xn(t) := x+
∫ t
0
bn(s)ds+Mn(t).
Assume that (Xn)n∈N converges in distribution to some process X∞ and deﬁne
B : R+ × D(Rd) → Rd, (t, f) → −
∫ t
0
sgn(f(s))ds, t ≥ 0
Then f → B(t, f) is PX∞-a.s. continuous for any t ≥ 0.
Proof. Let Ak be as in Lemma 4.13 for any k ∈ N. Lemma 4.14 yields
λ{s ∈ R+ : X∞(s) = 0} = 0
P -a.s. and hence Ak(X∞, t) → 0 for k → ∞ P -a.s.
Let t ≥ 0 and f, gk ∈ D(Rd) such that sup{|f(s) − gk(s)| : s ≤ t} ≤ 1/k2 for any k ∈ N.
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Then, we have
|B(t, f)− B(t, gk)| ≤
∫ t
0
|sgn(f(s))− sgn(gk(s))|ds
=
∫ t
0
|sgn(f(s))− sgn(gk(s))|1{|f(s)|≤1/k}ds
+
∫ t
0
|sgn(f(s))− sgn(gk(s))|1{|f(s)|>1/k}ds
≤2
∫ t
0
1{|f(s)|≤1/k}ds+ t
√
2/k
≤2
∫ t
0
ϕ(k|f(s)|)ds+ t
√
2/k
=2Ak(t, f) + t
√
2/k
→0
PX∞-a.s. for k → ∞ where we used the integral inequality, then we split the support of f ,
Remark 4.15 with  = 1/k2 and the inequality 1[0,1](x) ≤ ϕ(x) for any x ≥ 0.
In the next lemma the martingales Mn converge to the Brownian motion W but they, and
hence the drift inXn, are not adapted to the same Brownian motion. We show that they converge
in our speciﬁc set-up.
Lemma 4.17. Let (Ω, (Ft)t≥0,A, P ) be a ﬁltered probability space. Let W be a d-dimensional
Brownian motion, x ∈ Rd and Mn(t) := W (θn(t)) where θn(t) := inf{k/n : t < k/n} for any
n ∈ N. Assume that Xn(t) = x −
∫ t
0
sgn(Xn(s))ds + Mn(t) for any n ∈ N. Then (Xn)n∈N
converges in distribution to the solution X of the SDE
X(t) = x−
∫ t
0
sgn(X(s))ds+W (t), t ≥ 0. (4.9)
Proof. By an independent enlargement ofF0-argument, we may assume that there is a sequence
(Hn)n∈N of random variables which are indepent of W , F0-measurable and that Hn is centered
normal on Rd with variance Id/n where Id denotes the identity matrix in Rd×d.
Deﬁne θ˜n(t) := θn(t) − 1/n = max{k/n : k ≥ 0, k/n ≤ t} for any n ∈ N. Then
0 ≤ θ˜n(t) ≤ t. Deﬁne the F-adapted process M˜n(t) := Hn + W (θ˜n(t)) and X˜n(t) = x −∫ t
0
sgn(X˜n(s))ds+ M˜n(t). Then Mn has the same law as M˜n and, consequently, (Xn,Mn) has
the same law as (X˜n, M˜n) for any n ∈ N. Moreover, M˜n → W in probability.
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Deﬁne
B(t, f) := −
∫ t
0
sgn(f(s))ds,
C(t, f) := tId,
ν(A× I) := 0,
Bn(t) := B(t, X˜n),
Cn(t) := 0Id = 0,
νn(A× I) := μn(A)
∞∑
k=1
δk/n(I)
for any t ∈ R+, f ∈ D(Rd), n ∈ N, A ∈ B(Rd), I ∈ B(R+) where μn is the centered normal
law with covariance matrix Id/n. Then (Bn, Cn, νn) is the semimartingale characteristics ofXn
in the sense of [60, Deﬁnition II.2.6] relative to the truncation function h(x) := sgn(x)(|x|∧1),
x ∈ Rd. Observe that (Bn, Cn, νn)n∈N and (B,C, ν) fulﬁl the conditions [Sup−β7], [Sup−γ7]
and [Sup−δ7,1] in the sense of [60, page 535]. Thus [60, Theorem IX.3.9] states that (X˜n)n∈N is
tight. Let (X˜nj)j∈N be a subsequence of (X˜n)n∈N which converges in law and denote the limiting
law by P∞. Lemma 4.16 yields that B is P∞-a.s. continuous. Let Y be the canonical process
on the canonical space (D(Rd), (Gt)t≥0,B(D(Rd))). Then [60, Theorem IX.2.11] yields that Y
is, under P∞, a semimartingale with characteristics (B,C, ν). The continuous martingale part,
denote it W˜ , of Y is a standard Brownian motion because its semimartingale characteristics is
(0, C, 0). Moreover,
Y (t) = x+ B(t, Y ) + W˜ (t) = x−
∫ t
0
sgn(Y (s))ds+ W˜ (t), t ≥ 0.
Thus (Y, W˜ ) is a weak solution to the SDE (4.9). [100, Corollary IX.1.12)] yields that
the law P∞ of Y coincides with the law of the solution X of the SDE (4.9). Consequently, any
convergent subsequence of (X˜n)n∈N converges in law toX . Since (X˜n)n∈N is additionally tight,
it, and hence (Xn)n∈N, converges to X .
We are now in readiness to prove the core result of this section which is to solve a control
problem. For dimension one, this problem has been studied by V. E. Beneš in [17] in the
Markovian setting whose optimal control is indeed the signum function in dimension one. Such
solutions are known as bang-bang solutions. Nevertheless, here we stress the fact that our case
deals with multivalued controls, thus not bang-bang, in addition to the non-Markovian setting
as in the above mentioned result. For this reason we include a short proof based on the previous
limit results.
Theorem 4.18. Let A+ and A be as in the beginning of Section 4.2. Let T,  > 0, x ∈ Rd and
deﬁne u∗x(t) := sgn(Y
+
x (t)) and v
∗
x(t) := −sgn(Y −x (t)). Then
inf
u∈A
P (|Xu(T )| ≤ ) = P (|Xu∗x(T )| ≤ ) (4.10)
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where Xu(t) := x +
∫ t
0
u(s)ds +W (t) for u ∈ A. In other words, an optimal control for the
control problem above is given by u∗x. Similarly,
sup
v∈A
P (|Xv(T )| ≤ ) = P (|Xv∗x(T )| ≤ ). (4.11)
Remark 4.19. The control problem given in (4.10) can be interpreted as follows: one wishes to
ﬁnd the stochastic process among those in A that minimises the probability that the underlying
process X is near zero. In other words, we want the process Xu(T ) to escape from 0 as much
as possible. Intuitively, the process Y +x is doing that. Whenever Y
+
x (t) is near zero on the
positive line, the drift sgn(Y +x (t)) is positive and pushes Y
+
x (t) even further away up and if
Y +x (t) is near zero from below the drift is negative and sends Y
+
x (t) further down. For the
control problem in (4.11) the idea is similar, but there one wishes to maximise the probability
of being close to zero, which −sgn(Y −x (t)) clearly does.
For a general reference on control problems we relate to Øksendal and Sulem [96].
Proof of Theorem 4.18. For the sake of brevity we will only show the proof of the control for
(4.11).
For any n ∈ N deﬁne θn(t) := inf{Tk/n : k ∈ N, t < Tk/n}, Mn(t) := W (θn(t)) and
An := {v ∈ A+ : v(t) is Fθn(t)-measurable for any t ∈ [0, T ]}
Then Mn is adapted to the ﬁltration (Gn,t)t≥0 := (Fθn(t))t≥0.
LetXn(t) = x−
∫ t
0
sgn(Xn(s))ds+Mn(t), t ≥ 0. A simple backward induction yields that
P (|Xn(T−)| ≤ ) = sup
v∈An
P
(∣∣∣∣x+ ∫ T
0
v(s)ds+Mn(T−)
∣∣∣∣ ≤ ) .
Lemma 4.17 yields that (Xn)n∈N converges in law to Y −x . Since Y
−
x (T ) has no atoms, we
have P (|Xn(T )| ≤ ) → P (|Y −x (T )| ≤ ) for n → ∞. Thus, we have
P (|Y −x (T )| ≤ ) ≤ sup
v∈A
P (|Xv(T )| ≤ )
≤ sup
v∈An
P (|Xv(T )| ≤ )
≤ sup
v∈An
P
(∣∣∣∣x+ ∫ T
0
v(s)ds+Mn(T−)
∣∣∣∣ ≤ )
= P (|Xn(T−)| ≤ )
→ P (|Y −x (T )| ≤ )
for n → ∞. Thus v∗x is an optimal control.
Finally, we give the proof of our main result Theorem 4.1.
Proof of Theorem 4.1. Deﬁne X˜(t) := CX(t/C2), u˜(t) := u(t/C2) and the Brownian motion
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W˜ (t) := CW (t/C2). Then
X˜(t) =
∫ t/C2
0
C2u(s)ds+ W˜ (t)
=
∫ t
0
u˜(s)ds+ W˜ (t)
for any t ≥ 0. Theorem 4.18 states that
P (|X˜(T ) + x| ≤ ) ≤ P (|Y −x (T )| ≤ )
for any , T > 0, x ∈ Rd and u ∈ A. By deﬁnition
lim
→0
P (|Y −x (T )| ≤ )
V
= βd,T,1(x).
Thus we have
ρC,T (x) := lim sup
→0
P (|X˜(T )− x| ≤ )
V
≤ βd,T,1(−x).
Observe that for any orthonormal transformation U : Rd → Rd we have
UY −x (t) = Ux−
∫ t
0
sgn(UY −x (s))ds+ UW (t)
where here UW is a standard Brownian motion and hence (UY −x , UW ) is a weak solution of
(4.1) for ± = −. Consequently, UY −x (t) has the same law as Y −Ux which implies βd,T,1(Ux) =
βd,T,1(x). Hence, we have
ρC,T (x) ≤ βd,T,1(x).
Lebesgue differentiation theorem [53, Corollary 2.1.16] yields that ρC,T is a version of the
Lebesgue density of X˜(T ). Consequently, the density ρT of X(T ) given by
ρT (x) := lim sup
→0
P (|X(T )− x| ≤ )
V
satisﬁes
ρT (x) ≤ βd,T,C(x).
Analogue arguments show that
αd,T,C(x) ≤ ρT (x).
Chapter 5
Construction of Malliavin differentiable
strong solutions of SDEs under an
integrability condition on the drift without
the Yamada-Watanabe principle
David R. Baños, Sindre Duedahl, Thilo Meyer-Brandis and Frank Proske
Abstract: In this paper we aim at employing a compactness criterion of Da Prato, Malliavin,
Nualart [30] for square integrable Brownian functionals to construct unique strong solutions of
SDE’s under an integrability condition on the drift coefﬁcients. The obtained solutions turn out
to be Malliavin differentiable and are used to derive a Bismut-Elworthy-Li formula for solutions
of the Kolmogorov equation.
5.1 Introduction
The object of study of this paper is the stochastic differential equation (SDE)
Xt = x+
∫ t
0
b(s,Xxs )ds+ Bt, 0 ≤ t ≤ T, x ∈ Rd, (5.1)
where B· is a d-dimensional Brownian motion on some complete probability space (Ω,F , μ)
with respect to a μ-completed Brownian ﬁltration {Ft}0≤t≤T and where b : [0, T ] × Rd → Rd
is a Borel-measurable function.
In this article we are interested in the analysis of strong solutions X· of the SDE (5.1), that
is an {Ft}0≤t≤T -adapted solution processes on (Ω,F , μ) when the drift coefﬁcient is irregular,
e.g. non-Lipschitzian or discontinuous.
A widely used construction method for strong solutions in this case in the literature is based
on the so-called Yamada-Watanabe principle. Using this principle, a once constructed weak
solution, that is a solution which is not necessarily a functional of the driving noise, combined
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with pathwise uniqueness gives a unique strong solution. So
Weak solution + Pathwise uniqueness ⇒ Unique strong solution . (5.2)
Here, pathwise uniqueness means the following: If X(1)· and X
(2)
· are {F (1)t }0≤t≤T - and
respectively {F (2)t }0≤t≤T -adapted weak solutions on a probability space, then these solutions
must coincide a.s. See [108]. In the milestone paper from 1974 [110], A.K. Zvonkin used the
Yamada-Watanabe principle in the one-dimensional case in connection with PDE techniques to
construct a unique strong solution to (5.1), when b is merely bounded and measurable. Subse-
quently, the latter result was generalised by A.Y. Veretennikov [105] to the multidimensional
case.
Important other and more recent results in this direction are e.g. [68], [54] and [67]. See also
the striking work [28] in the Hilbert space setting, where the authors use solutions of inﬁnite-
dimensional Kolmogorov equations to obtain unique strong solutions of stochastic evolution
equations with bounded and measurable drift for a.e. initial values.
In this article we want to employ a construction principle for strong solutions developed in
[83]. This method which relies on a compactness criterion from Malliavin Calculus for square
integrable functionals of the Brownian motion [30] is in diametrical opposition to the Yamada-
Watanabe principle (5.2) in the sense that
Strong existence + Uniqueness in law ⇒ Strong uniqueness ,
that is the existence of a strong solution to (5.1) and uniqueness in law of solutions imply the
existence of a unique strong solution. A crucial consequence of this approach is the additional
insight that the constructed solutions are regular in the sense of Malliavin differentiability.
We mention that this method has been recently applied in a series of other papers. See e.g.
[81], where the authors obtain Malliavin differentiable solutions when the drift coefﬁcient in Rd
is bounded and measurable. Other applications pertain to the stochastic transport equation with
singular coefﬁcients [87], [88] or stochastic evolution equations in Hilbert spaces with bounded
Hölder-continuous drift [48]. See also [56] in the case of truncated α-stable processes as driving
noise and [15] in the case of fractional Brownian motion for Hurst parameter H < 1/2, which
is a non-Markovian driving noise.
Using the above mentioned new approach, one of the objectives of this paper is to construct
Malliavin differentiable unique strong solutions to (5.1) under the integrability condition
b ∈ Lq([0, T ], Lp(Rd,Rd)) (5.3)
for p ≥ 2, q > 2 such that
d
p
+
2
q
< 1.
The idea for the proof rests on a mixture of techniques in [81] and [44]. More precisely, we
approximate in the ﬁrst step the drift coefﬁcient b by smooth functions bn with compact support
and apply the Itô-Tanaka-Zvonkin "trick" by transforming the solutionsXn,xt of (5.1) associated
5.2. MAIN RESULTS 81
with the coefﬁcients bn to processes
Y n,xt := X
n,x
t + Un(t,X
n,x
t ),
where the processes Y n,xt satisfy an equation with more regular coefﬁcients than (5.1) given by
dY n,xt = λUn(t,X
n,x
t )dt+ (Id +∇Un(t,Xn,xt )) dBt
for solutions Un to the backward PDE’s
∂Un
∂t
+
1
2
ΔUn + bn∇Un = λUn − bn, Un(T, x) = 0. (5.4)
In the second step we use the compactness criterion forL2(Ω) in [30] applied to the sequence
Y n,xt , n ≥ 1 in connection with Schauder-type of estimates of solutions of (5.4) and techniques
from white noise analysis to show that
Y n,xt
n→∞−−−→ Y xt
in L2(Ω) for all t and that
Xxt = ϕ(t, Y
x
t ),
where ϕ(t, ·) is the inverse of the function x → x + U(t, x) for all t and U a solution of (5.4),
is a Malliavin differentiable unique strong solution of (5.1).
Our paper is organised as follows: In Section 5.2 we present our main results on the con-
struction of strong solutions (Theorem 5.1 and Theorem 5.15). As an application of the results
obtained in Section 5.2 we establish in Section 5.3 a Bismut-Elworthy-Li formula for the rep-
resentation of ﬁrst order derivatives of solutions of Kolmogorov equations.
5.2 Main results
In this section, we want to further develop the ideas introduced in [44] and [83] to derive Malli-
avin differentiable strong solutions of stochastic differential equations with irregular coefﬁ-
cients. More precisely, we aim at analysing the SDE’s of the form
dXt = b(t,Xt)dt+ dBt, 0 ≤ t ≤ 1, X0 = x ∈ Rd , (5.5)
where the drift coefﬁcient b : [0, T ] × Rd −→ Rd is a Borel measurable function satisfying
some integrability condition and Bt is a d-dimensional Brownian motion with respect to the
stochastic basis
(Ω,F , μ) , {Ft}0≤t≤T (5.6)
for the μ−augmented ﬁltration {Ft}0≤t≤T generated by Bt. At the end of this section we shall
also apply our technique to equations with more general diffusion coefﬁcients (Theorem 5.15).
Consider the space
Lqp := L
q
(
[0, T ], Lp(Rd,Rd)
)
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for p, q ∈ R satisfying the following condition
p > 2, q > 2 and
d
p
+
2
q
< 1 (5.7)
and denote by | · | the Euclidean norm in Rd. The Banach space Lqp is endowed with the norm
‖f‖Lqp =
(∫ T
0
(∫
Rd
|f(t, x)|pdx
)q/p
dt
)1/q
< ∞ (5.8)
for f ∈ Lqp.
The main goal of the paper is to show that SDE’s of the type (5.5) with drift coefﬁcient b
satisfying the integrability condition given in (5.8) admit strong solutions that are unique and in
addition, Malliavin differentiable.
So, our main result is the following theorem:
Theorem 5.1. Suppose that the drift coefﬁcient b : [0, T ] × Rd → Rd in (5.5) belongs to Lqp.
Then there exists a unique global strong solution X to equation (5.5) such that Xt is Malliavin
differentiable for all 0 ≤ t ≤ T .
An important step of the proof of Theorem 5.1 is directly based on the study of the regularity
of solutions to the following associated PDE to equation SDE (5.5).
∂tU(t, x) + b(t, x) · ∇U(t, x) + 1
2
ΔU(t, x)− λU(t, x) + b = 0, t ∈ [0, T ], U(T, x) = 0,
(5.9)
where U : [0, T ]× Rd → Rd, λ > 0 and b ∈ Lqp.
The following result is due to [44] and stablishes the well-posedness of the above PDE
problem in a certain space.
First, recall the deﬁnition of the following functional spaces
H
q
α,p = L
q([0, T ],Wα,p(Rd)), Hβ,qp = W
β,q([0, T ], Lp(Rd))
and
Hqα,p = H
q
α,p ∩H1,qp .
The norm in Hqα,p can be taken to be
‖u‖Hqα,p ≡ ‖u‖Hqα,p + ‖∂tu‖Lqp .
Theorem 5.2. Let p, q be such that p ≥ 2, q > 2 and d
p
+ 2
q
< 1 and λ > 0. Consider two
vector ﬁelds b,Φ ∈ Lqp. Then there exists a unique solution of the backward parabolic system
∂tu+
1
2
Δu+ b · ∇u− λu+ Φ = 0, t ∈ [0, T ], u(T, x) = 0 (5.10)
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belonging to the space
Hq2,p := L
q([0, T ],W 2,p(Rd)) ∩W 1,q([0, T ], Lp(Rd)),
i.e. there exists a constant C > 0 depending only on d, p, q, T, λ and ‖b‖Lqp such that
‖u‖Hq2,p ≤ C‖Φ‖Lqp . (5.11)
The following result is a part of [68, Lemma 10.2] that gives us some properties on the
regularity of u ∈ Hq2,p that we will need for the proof of Theorem 5.1.
Lemma 5.3. Let p, q ∈ (1,∞) such that d
p
+ 2
q
< 1 and u ∈ Hq2,p, then∇u is Hölder continuous
in (t, x) ∈ [0, T ]× Rd, namely for any ε ∈ (0, 1) satisfying
ε+
d
p
+
2
q
< 1
there exists a constant C > 0 depending only on p, q and ε such that for all s, t ∈ [0, T ] and
x, y ∈ Rd, x = y
‖∇u(t, x)−∇u(s, x)‖ ≤ C|t− s|ε/2‖∇u‖1−1/q−ε/2
Hq2,p
‖∂tu‖1/q+ε/2Lqp , (5.12)
‖∇u(t, x)‖+ ‖∇u(t, x)−∇u(t, y)‖|x− y|ε ≤ CT
−1/q
(
‖u‖Hq2,p + T‖∂tu‖Lqp
)
, (5.13)
where ‖ · ‖ denotes any norm in Rd×d
Our method to construct strong solutions is actually motivated by the following observation
in [74] and [82] (see also [84]).
Proposition 5.4. Suppose that the drift coefﬁcient b : [0, T ] × Rd−→ Rd in (5.5) is bounded
and Lipschitz continuous. Then the unique strong solution Xt = (X1t , ..., X
d
t ) of (5.5) has the
explicit representation
ϕ
(
t,X it(ω)
)
= Eμ˜
[
ϕ
(
t, B˜it(ω˜)
)
ET (b)
]
(5.14)
for all ϕ : [0, T ] × R −→ R such that ϕ (t, Bit) ∈ L2(Ω) for all 0 ≤ t ≤ T, i = 1, . . . , d,. The
random element ET (b) is given by
ET (b)(ω, ω˜) := exp
( d∑
j=1
∫ T
0
(
W js (ω) + b
j(s, B˜s(ω˜))
)
dB˜js(ω˜)
− 1
2
∫ T
0
(
W js (ω) + b
j(s, B˜s(ω˜))
)2
ds
)
. (5.15)
Here
(
Ω˜, F˜ , μ˜
)
,
(
B˜t
)
t≥0
is a copy of the quadruple (Ω,F , μ) , (Bt)t≥0 in (5.6). Further Eμ˜
denotes a Pettis integral of random elements Φ : Ω˜ −→ (S)∗ with respect to the measure
84 CHAPTER 5. CONSTRUCTION OF MALLIAVIN DIFFERENTIABLE SOLUTIONS
μ˜. The Wick product  in the Wick exponential of (5.15) (see 5.60) is taken with respect to
μ and W jt is the white noise of B
j
t in the Hida space (S)∗ (see (5.57)). The stochastic inte-
grals
∫ T
0
ϕ(t, ω˜)dB˜js(ω˜) in (5.15) are deﬁned for predictable integrands ϕ with values in the
conuclear space (S)∗. See e.g. [61] for deﬁnitions. The other integral type in (5.15) is to be
understood in the sense of Pettis.
Remark 5.5. Let 0 = tn1 < tn2 < . . . < tnmn = T be a sequence of partitions of the interval
[0, T ] with maxmn−1i=1
∣∣tni+1 − tni ∣∣ −→ 0 . Then the stochastic integral of the white noise W j can
be approximated as follows:∫ T
0
W js (ω)dB˜
j
s(ω˜) = lim
n−→∞
mn∑
i=1
(B˜jtni+1(ω˜)− B˜
j
tni
(ω˜))W jtni (ω)
in L2(λ× μ˜; (S)∗). For more information about stochastic integration on conuclear spaces the
reader is referred to [61].
In the sequel we shall use the notation Y i,bt for the expectation on the right hand side of
(5.14) for ϕ(t, x) = x, that is
Y i,bt := Eμ˜
[
B˜
(i)
t ET (b)
]
for i = 1, . . . , d. We set
Y bt =
(
Y 1,bt , . . . , Y
d,b
t
)
. (5.16)
The form of Formula (5.14) in Proposition 5.4 actually gives rise to the conjecture that the
expectation on the right hand side of Y bt in (5.16) may also deﬁne solutions of (5.5) for drift
coefﬁcients b lying in Lqp.
Our method to construct strong solutions to SDE (5.5) which are Malliavin differentiable is
essentially based on three steps.
• First, we consider a sequence of compactly supported smooth functions bn : [0, T ]×Rd →
Rd, n ≥ 0 such that b0 := b and bn → b as n → ∞ in Lqp, then we prove that the sequence
of strong solutions Xnt = Y
bn
t , n ≥ 1, is relatively compact in L2(Ω;Rd) (Corollary 5.9)
for every t ∈ [0, T ]. The main tool to verify compactness is the bound in Lemma 5.6
in connection with a compactness criterion in terms of Malliavin derivatives obtained in
[30] (see Appendix 5.B). This step is one of the main contributions of this paper.
• Secondly, given a merely measurable drift coefﬁcient b in the space Lqp, we show that
Y bt , t ∈ [0, T ] is a generalized process in the Hida distribution space and we invoke the
S-transform (5.58) to prove that for a given sequence of a.e. approximating, smooth
coefﬁcients bn with compact support such that supn≥0 ‖bn‖Lqp , a subsequence of the cor-
responding strong solutions Xnjt = Y
bnj
t fulﬁls
Y
bnj
t → Y bt
in L2(Ω;Rd) for 0 ≤ t ≤ T (Lemma 5.12).
• Finally, using a certain transformation property for Y bt (Lemma 5.14) we directly show
that Y bt is a Maaliavin differentiable solution to (5.5).
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We turn now to the ﬁrst step of our procedure. The successful completion of the ﬁrst step
relies on the following essential lemma:
Lemma 5.6. Let bn : [0, T ]×Rd → Rd, n ≥ 1 be a sequence of functions in C∞0 (Rd) (space of
inﬁnitely often differentiable functions with compact support) approximating b ∈ Lqp a.e. such
that b0 := b and supn≥0 ‖bn‖Lqp < ∞. Denote by Xn,xt the strong solution of SDE (5.5) with
drift coefﬁcient bn for each n ≥ 0. Then for every t ∈ [0, T ], 0 ≤ r′ ≤ r ≤ t there exist a
0 < δ < 1 and a continuous function C : [0,∞) → [0,∞) depending only on p, q, d, δ and T
such that
E
[‖Dr′Xn,xt −DrXn,xt ‖2] ≤ C(‖bn‖Lqp)|r′ − r|δ (5.17)
with
sup
n≥1
C(‖bn‖Lqp) < ∞.
Here ‖ · ‖ denotes any norm in Rd×d.
Moreover,
sup
n≥1
sup
r∈[0,T ]
E [‖DrXn,xt ‖p] < ∞ (5.18)
for all p ≥ 2.
Proof. Throughout the proof we will denote by C∗ : R → [0,∞) any function depending on
the parameters ∗. We will also use the symbol  to denote less or equal up to a positive real
constant independent of n.
We will prove the above estimates by considering the solution of the associated PDE pre-
sented in (5.9) with bn, n ≥ 0 in place of b which we denote by Un, n ≥ 0 and then using the
results introduced at the beginning of this section on the regularity of its solution.
First, let us introduce a new process that will be useful for this purpose. Consider for each
n ≥ 0 and t ∈ [0, T ] the functions γt,n : Rd → Rd deﬁned as γt,n(x) = x + Un(t, x). It
turns out, see [44, Lemma 3.5], that the functions γt,n, t ∈ [0, T ], n ≥ 0 deﬁne a family of
C1-diffeomorphisms on Rd. Furthermore, consider the auxiliary process X˜n,xt := γt,n(X
n,x
t ),
t ∈ [0, T ], n ≥ 1. One checks using Itô’s formula and (5.9) that X˜n,xt satisﬁes the following
SDE
dX˜n,xt = λUn(t, γ
−1
t,n (X˜
n,x
t ))dt+
(
Id +∇Un(t, γ−1t,n (X˜n,xt ))
)
dBt, X˜
n,x
0 = x+ Un(0, x)
(5.19)
which is equivalent to SDE (5.5) if we replace b by bn, n ≥ 1. Using the chain rule for Malliavin
derivatives (see e.g. [90]) we see that for 0 ≤ r ≤ t,
DrX˜
n,x
t = ∇γt,n(Xn,xt )DrXn,xt .
Because of Lemma 5.20 it sufﬁces to prove the estimates (5.17) and (5.18) for the process X˜n,xt .
Since bn are now smooth we have that (5.19) admits a unique strong solution which takes
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the form
X˜n,xt = x+ Un(0, x) + λ
∫ t
0
Un(s, γ
−1
s,n(X˜
n,x
s ))ds+
∫ t
0
(
Id +∇Un(s, γ−1s,n(X˜n,xs ))
)
dBs.
Then the Malliavin derivative of X˜n,xt for 0 ≤ r ≤ t, which exists (see e.g. [90]), is
DrX˜
n,x
t = Id +∇Un(r, γ−1r,n(X˜n,xr ))
+ λ
∫ t
r
∇Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )DrX˜n,xs ds
+
∫ t
r
∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )DrX˜n,xs dBs.
Denote for simplicity, Znr,t := DrX˜
n,x
t . Then for r′ < r we can write
Znr′,t − Znr,t =∇Un(r′, γ−1r′,n(X˜n,xr′ ))−∇Un(r, γ−1r,n(X˜n,xr ))
+ λ
∫ r
r′
∇Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )Znr′,sds
+ λ
∫ t
r
∇Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )
(
Znr′,s − Znr,s
)
ds
+
∫ r
r′
∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )Znr′,sdBs
+
∫ t
r
∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )
(
Znr′,s − Znr,s
)
dBs
=Znr′,r − Znr,r
+ λ
∫ t
r
∇Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )
(
Znr′,s − Znr,s
)
ds
+
∫ t
r
∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )
(
Znr′,s − Znr,s
)
dBs.
By dint of Lemma 5.19 we know that ∇Un is bounded uniformly in n and Lemma 5.18
shows that∇2Un belongs, at least, to Lqp uniformly in n. This implies that the stochastic integral
in the expression for Znr′,t−Znr,t is a true martingale, which we here denote my Mnt . As a result,
since the initial condition Znr′,r − Znr,r is Fr-measurable for each n ≥ 0, for a given α ≥ 2, by
Itô’s formula we have
‖Znr′,t − Znr,t‖α  ‖Znr′,r − Znr,r‖α +
∫ t
r
‖Znr′,s − Znr,s‖αds+Mnt
+
∫ t
r
‖Znr′,s − Znr,s‖α−2 tr
[(
∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )(Znr′,s − Znr,s)
)
×
(
∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )(Znr′,s − Znr,s)
)∗ ]
ds
(5.20)
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where here tr stands for the trace and ∗ for the transposition of matrices.
We proceed using the fact that the trace of the matrix appearing in (5.20) can be bounded by
a constant Cp,d independent of n, times ‖Znr′,s − Znr,s‖2‖∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )‖2.
Altogether,
‖Znr′,t − Znr,t‖α  ‖Znr′,r − Znr,r‖α +
∫ t
r
‖Znr′,s − Znr,s‖αds+Mnt
+
∫ t
r
‖Znr′,s − Znr,s‖α‖∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )‖2ds
(5.21)
Consider thus the process
V nt :=
∫ t
r
‖∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )‖2ds. (5.22)
The process V nt is a continuous non-decreasing and {Ft}t∈[0,T ]-adapted process such that V nr =
0. Then Lemma 5.18 in connection with Theorem 5.2 we have that sup
n≥0
E[V nt ] < ∞.
Then Itô’s formula yields
e−V
n
t ‖Znr′,t − Znr,t‖α  ‖Znr′,r − Znr,r‖α +
∫ t
r
e−V
n
s ‖Znr′,s − Znr,s‖αds+
∫ t
r
e−V
n
s dMs. (5.23)
Then taking expectation
E
[
e−V
n
t ‖Znr′,t − Znr,t‖α
]
 E
[‖Znr′,r − Znr,r‖α]+ ∫ t
r
E
[
e−V
n
s ‖Znr′,s − Znr,s‖α
]
ds. (5.24)
Then Grönwall’s inequality gives
E
[
e−V
n
t ‖Znr′,t − Znr,t‖α
]
 E
[‖Znr′,r − Znr,r‖α] . (5.25)
At this point, it is easy to see, following similar steps, that for the process Znr,t one has
E
[
e−V
n
t ‖Znr,t‖α
]
 E
[‖Znr,r‖α] ,
where Znr,r = Id +∇Un(r, γ−1r,n(X˜n,xr )). So
sup
n≥0
sup
r∈[0,T ]
E
[
e−V
n
t ‖Znr,t‖α
]
 1 + sup
n≥0
sup
r∈[0,T ]
E
[
‖∇Un(r, γ−1r,n(X˜n,xr ))‖α
]
< ∞ (5.26)
because of Lemma 5.19 (ii) for a sufﬁciently large λ ∈ R.
Then, the Cauchy-Schwarz inequality and Lemma 5.21 give
sup
n≥0
sup
r∈[0,T ]
E
[‖Znr,t‖α] ≤ sup
n≥0
sup
r∈[0,T ]
E
[
e−2V
n
t ‖Znr,t‖2α
]1/2
sup
n≥0
E
[
e2V
n
T
]1/2
< ∞.
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We continue to prove the estimate (5.17). Recall that
Znr′,r − Znr,r =∇Un(r′, γ−1r′,n(X˜n,xr′ ))−∇Un(r, γ−1r,n(X˜n,xr ))
+ λ
∫ r
r′
∇Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )Zr′,sds (5.27)
+
∫ r
r′
∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )Zr′,sdBs.
Then taking norm and using Burkholder-Davis-Gundy inequality we get
E
[‖Znr′,r − Znr,r‖α] E [‖∇Un(r′, γ−1r′,n(X˜n,xr′ ))−∇Un(r, γ−1r,n(X˜n,xr ))‖α] (5.28)
+ λαE
[(∫ r
r′
‖∇Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )Zr′,s‖ds
)α]
+ E
[(∫ r
r′
‖∇2Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )Zr′,s‖2ds
)α/2]
.
=: i)n + ii)n + iii)n
The aim now is to ﬁnd Hölder bounds in the sense of (5.17) for the expressions appearing
in (5.28).
For i)n we may write
i)n =E
[
‖∇Un(r′, γ−1r′,n(X˜n,xr′ ))−∇Un(r, γ−1r,n(X˜n,xr ))‖α
]
 E
[
‖∇Un(r′, γ−1r′,n(X˜n,xr′ ))−∇Un(r, γ−1r′,n(X˜n,xr′ ))‖α
]
+ E
[
‖∇Un(r, γ−1r′,n(X˜n,xr′ ))−∇Un(r, γ−1r,n(X˜n,xr ))‖α
]
.
Then by Lemma 5.3 there exists an ε ∈ (0, 1/α) and a constant Cp,q,d,α > 0 independent of
n ≥ 0 such that
E
[
‖∇Un(r′, γ−1r′,n(X˜n,xr′ ))−∇Un(r, γ−1r′,n(X˜n,xr′ ))‖α
]
≤ Cp,q,d,α
(
|r′ − r|ε/2‖∇Un‖1−1/q−ε/2Hq2,p ‖∂tUn‖
1/q+ε/2
Lqp
)α
and
E
[
‖∇Un(r, γ−1r′,n(X˜n,xr′ ))−∇Un(r, γ−1r,n(X˜n,xr ))‖α
]
≤ Cp,q,d,αT−α/qE
[
|γ−1r′,n(X˜n,xr′ )− γ−1r,n(X˜n,xr )|αε
] (
‖Un‖Hq2,p + T‖∂tUn‖Lqp
)α
.
The above bounds in connection with inequality (5.11) in Theorem 5.2 give
i)n ≤ Cp,q,d,α,T (‖bn‖Lqp)
(
|r′ − r|αε/2 + E
[
|γ−1r′,n(X˜n,xr′ )− γ−1r,n(X˜n,xr )|αε
])
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for some continuous function Cp,q,d,α,T (·) and hence
sup
n≥0
Cp,q,d,α,T (‖bn‖Lqp) < ∞.
Moreover, using Girsanov’s theorem, we obtain that
E
[
|γ−1r′,n(X˜n,xr′ )− γ−1r,n(X˜n,xr )|
]
= E [|Xn,xr′ −Xn,xr |]
 E
[∣∣∣∣∫ r
r′
bn(s, x+ Bs)ds
∣∣∣∣ E (∫ T
0
bn(u, x+ Bu)dBu
)]
+ E [|Br′ − Br|]
 |r′ − r|1/2E
[∫ r
r′
|bn(s, x+ Bs)|2ds
]1/2
+ |r′ − r|1/2
 |r′ − r|1/2,
where we used, Cauchy-Schwarz inequality and both that
sup
n≥0
E
[
E
(∫ T
0
bn(u, x+ Bu)dBu
)2]
< ∞
and
sup
n≥0
E
[∫ r
r′
|bn(s, x+ Bs)|2ds
]1/2
< ∞,
see [68, Lemma 3.2] or Lemma 5.17.
By Jensen’s inequality for concave functions and the previous estimate we have
E
[
|γ−1r′,n(X˜n,xr′ )− γ−1r,n(X˜n,xr )|αε
]
≤ E
[
|γ−1r′,n(X˜n,xr′ )− γ−1r,n(X˜n,xr )|
]αε
 |r′ − r|αε/2.
Altogether,
i)n ≤ Cp,q,d,α,T (‖bn‖Lqp)|r′ − r|δ
for a δ ∈ (0, 1).
For the second term, ii)n, we use Hölder’s inequality, Lemma 5.19 (ii) for a sufﬁciently
large λ ∈ R, Lemma 5.20 and the estimate (5.18) to obtain
ii)n λα|r′ − r|α−1
(
sup
s∈[0,t]
E
[
‖∇Un(s, γ−1s,n(X˜n,xs ))∇γ−1s,n(X˜n,xs )‖2α
]
ds
)1/2
×
(∫ r
r′
E
[‖Znr′,s‖2α] ds)1/2
≤Cp,q,d,α,T |r′ − r|δ
for a δ ∈ (0, 1).
Finally, for the third term, for α ≥ 2, we use Hölder’s inequality to obtain
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iii)n  |r′ − r|α−22 E
[∫ r
r′
‖∇2Un(s, γ−1s,n(X˜ns ))‖α‖∇γ−1s,n(X˜ns ))‖α‖Znr′,s‖αds
]
.
Then choose α = 2(1 + δ) with δ ∈ (0, 1/4) and use Lemma 5.20 to get
iii)n  |r′ − r|δE
[∫ r
r′
‖∇2Un(s, γ−1s,n(X˜ns ))‖2(1+δ)‖Znr′,s‖2(1+δ)ds
]
.
Then Fubini’s theorem, Hölder’s inequality once more with respect to μ(dω), with exponent
1 + δ′, δ′ ∈ (0, 1/4) and Cauchy-Schwarz yield
E
[ ∫ r
r′
‖∇2Un(s, γ−1s,n(X˜ns ))‖2(1+δ)‖Znr′,s‖2(1+δ)ds
]
=
∫ r
r′
E
[
‖∇2Un(s, γ−1s,n(X˜ns ))‖2(1+δ)‖Znr′,s‖2(1+δ)
]
ds

∫ r
r′
E
[
‖∇2Un(s, γ−1s,n(X˜ns ))‖2(1+δ)(1+δ
′)
]1/(1+δ′)
E
[
‖Znr′,s‖2(1+δ)
1+δ′
δ′
] δ′
1+δ′
ds
 sup
n≥0
sup
s∈[r′,r]
E
[
‖Znr′,s‖2(1+δ)
1+δ′
δ′
] δ′
1+δ′
∫ r
r′
E
[
‖∇2Un(s, γ−1s,n(X˜ns ))‖2(1+δ)(1+δ
′)
]1/(1+δ′)
ds

∫ T
0
E
[
‖∇2Un(s, γ−1s,n(X˜ns ))‖2(1+δ)(1+δ
′)
]1/(1+δ′)
ds
where the last step follows from (5.18). For the last factor, since 0 < 1/(1 + δ′) < 1, using the
inverse Jensen’s inequality and the fact that 1 < (1+ δ)(1+ δ′) < 2 for suitable δ, δ′ ∈ (0, 1/4)
in connection with Lemma 5.18 we have∫ T
0
E
[
‖∇2Un(s, γ−1s,n(X˜ns ))‖2(1+δ)(1+δ
′)
]1/(1+δ′)
ds
≤ T 1−1/(1+δ′)
(
E
[∫ T
0
‖∇2Un(s, γ−1s,n(X˜ns ))‖2(1+δ)(1+δ
′)ds
])1/(1+δ′)
≤ M < ∞
for every n ≥ 0, w.r.t. a constant M .
As a summary, it follows from (5.25) that
E
[
e−V
n
t ‖Znr′,t − Znr,t‖2(1+δ)
] ≤ Cp,q,d,α,T (‖bn‖Lqp)|r′ − r|δ.
Then by Hölder’s inequality with exponent 1 + δ, δ ∈ (0, 1) together with Lemma 5.21 we
obtain
E
[‖Znr′,t − Znr,t‖2] = E [e 11+δV nt e− 11+δV nt ‖Znr′,t − Znr,t‖2]
≤ E
[
e
1
δ
V nt
] δ
1+δ
E
[
e−V
n
t ‖Znr′,t − Znr,t‖2(1+δ)
] 1
1+δ
≤ Cp,q,d,α,T (‖bn‖Lqp)|r′ − r|δ/(1+δ)
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for some continuous function C : [0,∞) → [0,∞) such that
sup
n≥0
Cp,q,d,α,T (‖bn‖Lqp) < ∞.
Remark 5.7. The bound given in (5.18) is in fact uniform in x ∈ Rd. Indeed, by Lemma 5.19
item (ii) we have that the bound given in (5.26) is also uniform in x ∈ Rd. Moreover, since
ΔUn ∈ Lqp for all n ≥ 0, then by Lemma 5.19 item (iii) in connection with Lemma 5.17 we have
that for any k ∈ R
sup
x∈Rd
sup
n≥0
E[ekV
n
T ] < ∞.
Hence, for any α ≥ 1
sup
x∈Rd
sup
r∈[0,T ]
sup
n≥0
E [‖DrXn,xt ‖α] < ∞.
Remark 5.8. One also checks that the same holds for the spatial derivatives, that is for any
α ≥ 1
sup
x∈Rd
sup
r∈[0,T ]
sup
n≥0
E
[∥∥∥∥ ∂∂xXn,xt
∥∥∥∥α] < ∞
by using the fact that ∂
∂x
Xn,xt solves the same SDE as DrX
n,x
t , starting at r = 0.
As a repercussion of Lemma 5.6 we have the following result which is central in the proof
of the existence of strong solutions of (5.5).
Corollary 5.9. Let {bn}n≥0 be a sequence of compactly supported smooth functions approxi-
mating b in Lqp. Denote, as before, X
x,n
t the solution to equation (5.5) with drift coefﬁcient bn.
Then for each t ∈ [0, T ] the sequence of random variables Xn,xt , n ≥ 0 is relatively compact in
L2(Ω).
Proof. This is a direct consequence of the compactness criterion that can be found in Appendix 5.C,
Lemma 5.22 and 5.23, which is due to [30], together with Lemma 5.6. One can check that the
double integral in Lemma 5.23 is ﬁnite. Namely∫ T
0
∫ T
0
E
[‖Znr′,t − Zr,t‖2]
|r′ − r|1+2β dr
′dr ≤
∫ T
0
∫ T
0
1
|r′ − r|2β+1−δ dr
′dr < ∞
for any 0 < δ < 1 and 2β + 1− δ < 1.
The following lemma gives a criterion under which the process Y bt belongs to the Hida
distribution space.
Lemma 5.10. Suppose that
Eμ
[
exp
(
36
∫ T
0
|b(s, Bs)|2 ds
)]
< ∞, (5.29)
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where the drift b : [0, T ] × Rd−→ Rd is measurable (in particular, (5.29) is valid for b ∈ Lqp
because of Lemma (5.17)). Then the coordinates of the process Y bt , deﬁned in (5.16), that is
Y i,bt = Eμ˜
[
B˜
(i)
t ET (b)
]
, (5.30)
are elements of the Hida distribution space.
Proof. See [83] for a similar proof.
Lemma 5.11. Let ε ∈ (0, 1) and deﬁne pε := 1 + ε and qε := 1+εε . Let bn : [0, T ]× Rd−→ Rd
be a sequence of Borel measurable functions with b0 = b such that
sup
n≥0
E
[
exp
(
16qε(8qε − 1)
∫ T
0
|bn(s, Bs)|2 ds
)]
< ∞ (5.31)
holds. Then∣∣∣S(Y i,bnt − Y i,bt )(ϕ)∣∣∣ ≤ const · E[Jn] 1pε · exp(2(8qε − 1) ∫ T
0
|ϕ(s)|2 ds
)
for all ϕ ∈ (SC([0, T ]))d, i = 1, . . . , d, where S denotes the S-transform (see Section 5.A.1 in
Appendix 5.A) and where the factor Jn is deﬁned by
Jn =
d∑
j=1
2
∣∣∣∣∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))2ds
∣∣∣∣
pε
2
+
∣∣∣∣∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
∣∣∣∣pε .
(5.32)
Here SC([0, T ]) is the complexiﬁcation of the Schwarz space S([0, T ]) on [0, T ], see Section
5.A.1 in Appendix 5.A.
In particular, if bn approximates b in the following sense
E[Jn] → 0 (5.33)
as n → ∞, it follows that
Y bnt → Y bt in (S)∗
as n → ∞ for all 0 ≤ t ≤ T , i = 1, . . . , d.
Proof. For i = 1, . . . , d we obtain by Proposition 5.4 and (5.59) that
|S(Y i,bnt − Y i,bt )(ϕ)| ≤Eμ˜
[
|B˜(i)t | exp
{
d∑
j=1
Re
[ ∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))dB˜(j)s
− 1
2
∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))2ds
]}
×
∣∣∣∣∣ exp
{
d∑
j=1
∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))dB˜(j)s
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+
1
2
∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
+
∫ T
0
ϕ(j)(s)(b(j)(s, B˜(j)s )− b(j)n (s, B˜(j)s ))ds
}
− 1
∣∣∣∣∣
]
.
Since | exp{z} − 1| ≤ |z| exp{|z|} it follows from Hölder’s inequality with exponents
pε = 1 + ε and qε = 1+εε , for an appropriate ε > 0, that
|S(Y i,bnt −Y i,bt )(ϕ)| ≤ Eμ˜ [|Qn|pε ]
1
pε Eμ˜
[(
|B˜(i)t | exp
{
d∑
j=1
Re
[ ∫ T
0
(b(j)(s, B˜(j)s )
+ ϕ(j)(s))dB˜(j)s −
1
2
∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))2ds
]})qε
exp {qε|Qn|}
] 1
qε
,
where
Qn =
d∑
j=1
∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))dB˜(j)s +
1
2
∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
+
∫ T
0
ϕ(j)(s)(b(j)(s, B˜(j)s )− b(j)n (s, B˜(j)s ))ds.
Then using the Cauchy-Schwarz inequality on the last integral and the fact that |x| ≤ ex and
1 ≤ ex for x ≥ 0 we may write
Eμ˜ [|Qn|pε ] ≤C exp
{(∫ T
0
|ϕ(s)|2ds
)pε/2}
Eμ˜
[
d∑
j=1
∣∣∣∣∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))dB˜(j)s
∣∣∣∣pε
+
∣∣∣∣12
∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
∣∣∣∣pε
+
∣∣∣∣∫ T
0
(b(j)(s, B˜(j)s )− b(j)n (s, B˜(j)s ))2ds
∣∣∣∣
pε
2
]
=C exp
{(∫ T
0
|ϕ(s)|2ds
)pε/2}
Eμ˜
[
d∑
j=1
2
∣∣∣∣∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))2ds
∣∣∣∣
pε
2
+
∣∣∣∣∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
∣∣∣∣pε
]
,
where in the last inequality we used the Burkholder-Davis-Gundy inequality for the stochastic
integral. Then
Eμ˜ [|Qn|pε ]
1
pε ≤ C exp
{
1
pε
(∫ T
0
|ϕ(s)|2ds
)pε/2}
Eμ˜ [Jn]
1
pε ,
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where
Jn =
d∑
j=1
2
∣∣∣∣∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))2ds
∣∣∣∣
pε
2
+
∣∣∣∣∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
∣∣∣∣pε .
Further we get that
Eμ˜
[(
|B˜(i)t | exp
{
d∑
j=1
Re
[ ∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))dB˜(j)s
− 1
2
∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))2ds
]})qε
exp {qε|Qn|}
] 1
qε
≤Eμ˜
[(
|B˜(i)t | exp
{
d∑
j=1
Re
[ ∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))dB˜(j)s
− 1
2
∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))2ds
]})2qε] 12qε
Eμ˜
[
exp {2qε|Qn|}
] 1
2qε
.
Then for z ∈ C one has exp{|z|} ≤ 1
2
(
exp{2Re z} + exp{−2Re z} + exp{2Im z}
+exp{−2Im z}
)
. Thus
Eμ˜
[
exp {2qε|Qn|}
] 1
2qε
≤ 1
22qε
(
Eμ˜
[
exp {4qεRe Qn}
] 1
2qε
+ Eμ˜
[
exp {−4qεRe Qn}
] 1
2qε
+ Eμ˜
[
exp {4qεIm Qn}
] 1
2qε
+ Eμ˜
[
exp {−4qεIm Qn}
] 1
2qε
)
.
By the Cauchy-Schwarz inequality and the supermartingale property of Doléans-Dade ex-
ponentials we get
Eμ˜
[
exp {4qεRe Qn}
]
≤Eμ˜
[
exp
{
d∑
j=1
32q2ε
∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))2ds
+ 4qε
∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
+ 8qε
∫ T
0
Re ϕ(j)(s)(b(j)(s, B˜(j)s )− b(j)n (s, B˜(j)s ))ds
]}] 12
≤Ln exp
{
2qε
∫ T
0
|ϕ(s)|2ds
}
,
where the last step follows from the fact that 〈f, g〉 ≤ 1
2
(‖f‖2 + ‖g‖2), f, g ∈ L2([0, T ]) and
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where
Ln =Eμ˜
[
exp
{
d∑
j=1
4qε(8qε + 1)
∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))2ds
+ 4qε
∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
]}] 12
.
Similarly, one also obtains
Eμ˜
[
exp {−4qεRe Qn}
]
≤ Ln exp
{
2qε
∫ T
0
|ϕ(s)|2ds
}
.
In the same way, one also obtains the same bounds for both Eμ˜ [exp{4qεIm Qn}] and
Eμ˜ [exp{−4qεIm Qn}].
Finally, for the remaining factor we see that
Eμ˜
[(
|B˜(i)t | exp
{
d∑
j=1
Re
[ ∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))dB˜(j)s
− 1
2
∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))2ds
]})2qε] 12qε
≤Eμ˜
[
|B˜(i)t |4qε
] 1
4qε
Eμ˜
[
exp
{
4qε
d∑
j=1
Re
[ ∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))dB˜(j)s
− 1
2
∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))2ds
]}] 14qε
≤Eμ˜
[
|B˜(i)t |4qε
] 1
4qε
Eμ˜
[
exp
{
d∑
j=1
4qε(8qε − 1)
∫ T
0
Re (b(j)(s, B˜(j)s ) + ϕ
(j)(s))2ds
}] 1
4qε
.
Now, since Re (z2) ≤ (Re z)2, z ∈ C we have that Re (b + ϕ)2 ≤ (b + Re ϕ)2 then using
Minkowski’s inequality, i.e. ‖f +g‖pp ≤ 2p−1(‖f‖pp+‖g‖pp) for any p ≥ 1 and Cauchy-Schwarz
inequality w.r.t. μ˜ one ﬁnally obtains
Eμ˜
[(
|B˜(i)t | exp
{
d∑
j=1
Re
[ ∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))dB˜(j)s
− 1
2
∫ T
0
(b(j)(s, B˜(j)s ) + ϕ
(j)(s))2ds
]})2qε] 12qε
≤CEμ˜
[
exp
{
16qε(8qε − 1)
∫ T
0
|b(s, B˜s)|2ds
}] 1
8qε
exp
{
2(8qε − 1)
∫ T
0
|ϕ(s)|2ds
}
.
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Altogether, we obtain∣∣∣S(Y i,bnt − Y i,bt )(ϕ)∣∣∣ ≤ const · E[Jn] 11+ε · exp{2(81 + εε − 1
)∫ T
0
|ϕ(s)|2ds
}
.
Lemma 5.12. Let bn : [0, T ] × Rd−→Rd be a sequence of smooth functions with compact
support with b0 := b which approximate the coefﬁcient b : [0, T ] × Rd−→Rd in Lqp. Then for
any 0 ≤ t ≤ T there exists a subsequence of the corresponding strong solutions Xnj ,t = Y
bnj
t ,
j = 1, 2..., such that
Y
bnj
t −→ Y bt
for j → ∞ in L2(Ω). In particular this implies Y bt ∈ L2(Ω), 0 ≤ t ≤ T .
Proof. By Corollary 5.9 we know that there exists a subsequence Y
bnj
t , j ≥ 1, converging in
L2(Ω). Further, we need to show that E[Jnj ] → 0 as j → ∞ with Jnj as in (5.32). To this end,
observe that for a function f ∈ Lqp one has
E
[∫ T
0
f(s, B˜s)ds
]
=
∫ T
0
(2πs)−d/2
∫
Rd
f(s, z)e−|z|
2/(2s)dzds.
Then by using Hölder’s inequality with respect to z and then to s we see that for any
p′, q′ ∈ [1,∞] satisfying
d
p′
+
2
q′
< 2,
we have
E
[∫ T
0
f(s, B˜s)ds
]
≤ C‖f‖
Lq
′
p′
,
where C is a constant depending on T, d, p′, q′. Then from condition (5.7), since p, q > 2 we
can ﬁnd an δ ∈ [0, 1) small enough so that p, q > 2(1+δ). For these p, q deﬁne p′ := p
2(1+δ)
≥ 1
and q := q
′
2(1+δ)
> 1 and apply the above estimate to |f |2(1+δ) to obtain
E
[∫ T
0
|f(s, B˜s)|2(1+δ)ds
]
≤ C‖f‖Lqp . (5.34)
Now since b(j)n − b(j) ∈ Lqp for every j = 1, . . . , d and 0 < 1+ε2 < 1 we have
E
[(∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))2ds
) 1+ε
2
]
≤ E
[∫ T
0
(b(j)n (s, B˜
(j)
s )− b(j)(s, B˜(j)s ))2ds
] 1+ε
2
which goes to zero by the above estimate (5.34) by just taking the case where δ = 0.
Finally, for the the second term in E[Jnj ] we have
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E
[∣∣∣∣ ∫ T
0
(b(j)(s, B˜(j)s )
2 − b(j)n (s, B˜(j)s )2)ds
∣∣∣∣1+ε
]
≤T εE
[∫ T
0
(b(j)(s, B˜(j)s ) + b
(j)
n (s, B˜
(j)
s ))
1+ε(b(j)(s, B˜(j)s )− b(j)n (s, B˜(j)s ))1+εds
]
≤T ε
∫ T
0
E
[
(b(j)(s, B˜(j)s ) + b
(j)
n (s, B˜
(j)
s ))
2(1+ε)
]1/2
E
[
(b(j)(s, B˜(j)s )− b(j)n (s, B˜(j)s ))2(1+ε)
]1/2
ds
≤T εE
[∫ T
0
(b(j)(s, B˜(j)s ) + b
(j)
n (s, B˜
(j)
s ))
2(1+ε)ds
]1/2
× E
[∫ T
0
(b(j)(s, B˜(j)s )− b(j)n (s, B˜(j)s ))2(1+ε)ds
]1/2
.
Then since b(j) + bn(j) ∈ Lqp for every n ≥ 0 we have
sup
n≥0
E
[∫ T
0
(b(j)(s, B˜(j)s ) + b
(j)
n (s, B˜
(j)
s ))
2(1+ε)ds
]1/2
< ∞
for a sufﬁciently small ε ∈ (0, 1) by Lemma 5.18 and
E
[∫ T
0
(b(j)(s, B˜(j)s )− b(j)n (s, B˜(j)s ))2(1+ε)ds
]1/2
→ 0
as n → ∞ by estimate (5.34) for a sufﬁciently small ε > 0.
Thus, by Lemma 5.11, Y
bnj
t → Y bt as j → ∞ in (S)∗. But then, by uniqueness of the limit,
also Y
bnj
t → Y bt in L2(Ω).
Remark 5.13. It follows from the above proof that Y bnt → Y bt as n → ∞ in L2(Ω;Rd) for all t
and x.
In fact, Lemma 5.12 enables us now to state the following "transformation property" for Y bt .
Lemma 5.14. Assume that b : [0, T ]× Rd−→ Rd is in Lqp. Then
ϕ(i)
(
t, Y bt
)
= Eμ˜
[
ϕ(i)
(
t, B˜t
)
ET (b)
]
(5.35)
a.e. for all 0 ≤ t ≤ T, i = 1, . . . , d and ϕ = (ϕ(1), . . . , ϕ(d)) such that ϕ(Bt) ∈ L2(Ω;Rd).
Proof. See [99, Lemma 16] or [82].
Using the above auxiliary results we can ﬁnally give the proof of Theorem 5.1.
Proof of Theorem 5.1. We want to use the transformation property (5.35) of Lemma 5.14 to
show that Y bt is a unique strong solution of the SDE (5.5). In order to shorten notation we set∫ t
0
ϕ(s, ω)dBs :=
∑d
j=1
∫ t
0
ϕ(j)(s, ω)dB
(j)
s and x = 0. Also, let bn, n = 1, 2, ..., be a sequence
of functions as required in Lemma 5.12.
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We comment on that Y b· has a continuous modiﬁcation. The latter can be seen as follows:
Since each Y bnt is a strong solution of the SDE (5.5) with respect to the drift bn we obtain from
Girsanov’s theorem and our assumptions that
Eμ
[(
Y i,bnt − Y i,bnu
)4]
= Eμ˜
[(
B˜
(i)
t − B˜(i)u
)4
E
(∫ T
0
bn(s, B˜s)dB˜s
)]
≤ const · |t− u|2
for all 0 ≤ u, t ≤ T , n ≥ 1, i = 1, ..., d. The above constant comes from the fact that{
E
(∫ T
0
bn(s, B˜s)dB˜s
)}
n≥1
is bounded in L2(Ω;Rd)with respect to the measure μ˜, see Lemma
3.2. in [68] or Lemma 5.17.
By Remark 5.13 we know that
Y bnt −→ Y bt in L2(Ω;Rd)
and hence we have almost sure convergence for a further subsequence, 0 ≤ t ≤ T . So we get
that by Fatou’s lemma
Eμ
[(
Y i,bt − Y i,bu
)4]
≤ const · |t− u|2 (5.36)
for all 0 ≤ u, t ≤ T , i = 1, ..., d. Then Kolmogorov’s lemma guarantees a continuous modiﬁ-
cation of Y bt .
Since B˜t is a weak solution of (5.5) for the drift b(s, x) + ϕ(s) with respect to the measure
dμ∗ = E
(∫ T
0
(
b(s, B˜s) + ϕ(s)
)
dB˜s
)
dμ we get that
S(Y i,bt )(ϕ) = Eμ˜
[
B˜
(i)
t E
(∫ T
0
(
b(s, B˜s) + ϕ(s)
)
dB˜s
)]
= Eμ∗
[
B˜
(i)
t
]
= Eμ∗
[∫ t
0
(
b(i)(s, B˜s) + ϕ
(i)(s)
)
ds
]
=
∫ t
0
Eμ˜
[
b(i)(s, B˜s)E
(∫ T
0
(
b(u, B˜u) + ϕ(u)
)
dB˜u
)]
ds+ S
(
B
(i)
t
)
(ϕ).
Thus the transformation property (5.35) applied to b yields
S(Y i,bt )(ϕ) = S(
∫ t
0
b(i)(u, Y i,bu )du)(ϕ) + S(B
(i)
t )(ϕ).
Then it follows from the injectivity of the S-transform that
Y bt =
∫ t
0
b(s, Y bs )ds+ Bt .
See Section 5.A in the Appendix.
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The Malliavin differentiability of Y bt comes from the fact that Y
i,bn
t → Y i,bt in L2(Ω) and
sup
n≥1
‖Y i,bnt ‖D1,2 ≤ M < ∞
for all i = 1, . . . , d and 0 ≤ t ≤ 1. See e.g. [90].
On the other hand, using uniqueness in law, which is a consequence of Lemma 5.18 and
Proposition 3.10, Ch. 5 in [62] we may apply, under our conditions, Girsanov’s theorem to any
other solution. Then the proof of Proposition 5.4 (see e.g. [98, Proposition 1]) shows that any
other solution necessarily coincides with Y bt .
We conclude this section with a generalisation of Theorem 5.1 to a class of non-degenerate
d−dimensional Itô-diffusions.
Theorem 5.15. Assume the time-homogeneous Rd−valued SDE
dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x ∈ Rd, 0 ≤ t ≤ T, (5.37)
where the coefﬁcients b : Rd −→ Rd and σ : Rd −→ Rd× Rdare Borel measurable. Suppose
that there exists a bijection Λ : Rd −→ Rd, which is twice continuously differentiable. Let
Λx : R
d −→ L (Rd,Rd) and Λxx : Rd −→ L (Rd × Rd,Rd) be the corresponding derivatives
of Λ and assume that
Λx(y)σ(y) = idRd for y a.e.
as well as
Λ−1 is Lipschitz continuous.
Require that the function b∗ : Rd −→ Rd given by
b∗(x) := Λx
(
Λ−1 (x)
) [
b(Λ−1 (x))
]
+
1
2
Λxx
(
Λ−1 (x)
) [ d∑
i=1
σ(Λ−1 (x)) [ei] ,
d∑
i=1
σ(Λ−1 (x)) [ei]
]
satisﬁes the conditions of Theorem 5.1, where ei, i = 1, . . . , d, is a basis of Rd. Then there exists
a Malliavin differentiable solution Xt to (5.37).
Proof. The proof can be directly obtained from Itô’s Lemma. See [83].
5.3 Applications
5.3.1 The Bismut-Elworthy-Li formula
As an application we want to use Theorem 5.1 to derive a Bismut-Elworthy-Li formula for
solutions v to the Kolmogorov equation
∂
∂t
v(t, x) =
d∑
j=1
bj(t, x)
∂
∂xj
v(t, x) +
1
2
d∑
i=1
∂2
∂x2i
v(t, x) (5.38)
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with initial condition v(0, x) = Φ(x), where b : [0, T ]× Rd → Rd belongs to Lqp.
It is known that, see [68] or [46], that when Φ is continuous and bounded there exists a
solution to (5.38) given by
v(t, x) = E[Φ(Xxt )], (5.39)
where v is a solution to the Kolmogorov Equation (5.38) which is unique among all bounded
solutions in the space Hq2,p, as introduced in Theorem 5.2, with p, q > 2 satisfying (5.7). More-
over, ∂
∂x
v ∈ L∞([0, T ]× Rd).
In the sequel, we aim at ﬁnding a representation for ∂
∂x
v without using derivatives of Φ. See
[81] in the case of b ∈ L∞([0, T ]× Rd).
Theorem 5.16 (Bismut-Elworthy-Li formula). Assume Φ ∈ Cb(Rd) and let U be an open,
bounded subset of Rd. Then the derivative of the solution to (5.38) can be represented as
∂
∂x
v(t, x) = E[Φ(Xxt )
∫ t
0
a(s)
(
∂
∂x
Xxs
)∗
dBs]
∗ (5.40)
for almost all x ∈ U and all t ∈ (0, T ], where a = at is any bounded measurable function such
that
∫ t
0
at(s)ds = 1 and where ∗ denotes the transposition of matrices.
Proof. The proof is similar to Theorem 2 in [83] in the case of b ∈ L∞([0, T ] × Rd). For the
convenience of the reader we give the full proof.
Assume that Φ ∈ C2b (Rd) (the general case of Φ ∈ Cb(Rd) can be proved by approximation
of Φ in relation (5.42)) and let bn and X
n,x
t be as in the previous section. If we replace b by bn
in (5.38) we have the unique solution given by
vn(t, x) = E[Φ(X
n,x
t )].
By using Remark 5.13 we see that vn(t, x) → v(t, x) for each t and x.
By [90, Page 109] we have that
DsX
n,x
t
∂
∂x
Xn,xs =
∂
∂x
Xn,xt ,
where the above product is the usual matrix product. So it follows that
∂
∂x
Xn,xt =
∫ t
0
a(s)DsX
n,x
t
∂
∂x
Xn,xs ds. (5.41)
Interchanging integration and differentiation in connection with the chain rule we ﬁnd that
∂
∂x
vn(t, x) = E[Φ
′(Xn,xt )
∂
∂x
Xn,xt ]
= E[
∫ t
0
a(s)DsΦ(X
n,x
t )
∂
∂x
Xn,xs ds]
= E[Φ(Xn,xt )
∫ t
0
a(s)
(
∂
∂x
Xn,xs
)∗
dBs]
∗,
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where we applied the chain rule and the duality formula for the Malliavin derivative to the last
equality.
Choose ϕ ∈ C∞0 (U). In what follows, we will prove that∫
Rd
∂
∂x
ϕ(x)v(t, x)dx = −
∫
Rd
ϕ(x)E[Φ(Xxt )
∫ t
0
a(s)
(
∂
∂x
Xxs
)∗
dBs]
∗dx. (5.42)
In fact, dominated convergence combined with Remark 5.13 gives∫
Rd
∂
∂x
ϕ(x)v(t, x)dx = − lim
n→∞
∫
Rd
ϕ(x)E[Φ(Xn,xt )
∫ t
0
a(s)
(
∂
∂x
Xn,xs
)∗
dBs]
∗dx
= − lim
n→∞
∫
Rd
ϕ(x)E[(Φ(Xn,xt )− Φ(Xxt ))
∫ t
0
a(s)
(
∂
∂x
Xn,xs
)∗
dBs]
∗dx
− lim
n→∞
∫
Rd
ϕ(x)E[Φ(Xxt )
∫ t
0
a(s)
(
∂
∂x
Xn,xs
)∗
dBs]
∗dx
= − lim
n→∞
i)n − lim
n→∞
ii)n.
As for the ﬁrst term we get
i)n ≤
∫
Rd
|ϕ(x)|‖ ∂
∂x
Φ‖∞‖Xn,xt −Xxt ‖L2(Ω;Rd)‖a‖∞
(
sup
k≥1,s∈[0,T ]
E[‖ ∂
∂x
Xk,xs ‖2Rd×d ]
)1/2
dx,
which goes to zero as n tends to inﬁnity by Lebesque dominated convergence theorem, Remark
5.13 and Remark 5.8.
For the second term, ii)n since Xxt is Malliavin differentiable and Φ ∈ C2b (Rd) it follows
from the Clark-Ocone formula that (see e.g. [90])
Φ(Xxt ) = E[Φ(X
x
t )] +
∫ t
0
E[DsΦ(X
x
t )|Fs]dBs.
So
ii)n =
∫
Rd
ϕ(x)E[Φ(Xxt )
∫ t
0
a(s)
(
∂
∂x
Xn,xs
)∗
dBs]
∗dx (5.43)
=
∫
Rd
ϕ(x)E[
(
E[Φ(Xxt )] +
∫ t
0
E[DsΦ(X
x
t )|Fs]dBs
)∫ t
0
a(s)
(
∂
∂x
Xn,xs
)∗
dBs]
∗dx
(5.44)
=
∫ t
0
a(s)
∫
Rd
ϕ(x)E[DsΦ(X
x
t )
∂
∂x
Xn,xs ]dxds. (5.45)
One checks by means of Lemma 5.6 that ϕ(·)DsΦ(X ·t) = ϕ(·)Φ′(X ·t)DsX ·t belongs to L2(Rd×
Ω;Rd) so that for each s, the function
gn(s) =
∫
Rd
ϕ(x)E[DsΦ(X
x
t )
∂
∂x
Xn,xs ]dx
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converges to
∫
Rd
ϕ(x)E[DsΦ(X
x
t )
∂
∂x
Xxs ]dx by the weak convergence of
∂
∂x
Xn,xs in L
2([0, T ]×
U × Ω) for a subsequence in virtue of Remark 5.8. Further,
|gn(s)| ≤
∫
Rd
|ϕ(x)|‖DsΦ(Xxt )‖L2(Ω;Rd)‖
∂
∂x
Xn,xs ‖L2(Ω;Rd)dx
≤ sup
y∈Rd, u≤t, k∈N
‖DuΦ(Xyt )‖L2(Ω;Rd)‖
∂
∂x
Xk,yu ‖L2(Ω;Rd)
∫
Rd
|ϕ(x)|dx
so that Lebesgue’s dominated convergence theorem gives
lim
n→∞
ii)n =
∫ t
0
a(s)
∫
Rd
ϕ(x)E[DsΦ(X
x
t )
∂
∂x
Xxs ]dxds.
By reversing equations (5.43), (5.44) and (5.45) with ∂
∂x
Xxs in place of
∂
∂x
Xn,xs we obtain the
result.
Appendix
5.A Framework
In this appendix we collect some facts from Gaussian white noise analysis and Malliavin calcu-
lus, which we shall use in Section 5.2 to construct strong solutions of SDE’s. See [58, 94, 71]
for more information on white noise theory. As for Malliavin calculus the reader may consult
[90, 78, 79, 36].
5.A.1 Basic facts of Gaussian white noise theory
A crucial step in our proof for the construction of strong solutions (see Section 3) relies on
a generalised stochastic process in the Hida distribution space which is shown to be a SDE
solution. Let us ﬁrst recall the deﬁnition of this space which is due to T. Hida (see [58]).
From now on we ﬁx a time horizon 0 < T < ∞. Let A be a (positive) self-adjoint operator
on L2([0, T ]) with Spec(A) > 1. Require that A−r is of Hilbert-Schmidt type for some r > 0
and let {ej}j≥0 be a complete orthonormal basis of L2([0, T ]) inDom(A) and let λj > 0, j ≥ 0
be the eigenvalues of A such that
1 < λ0 ≤ λ1 ≤ ... −→ ∞.
Suppose that each basis element ej is a continuous function on [0, T ]. Further let Oλ, λ ∈ Γ, be
an open covering of [0, T ] such that
sup
j≥0
λ
−α(λ)
j sup
t∈Oλ
|ej(t)| < ∞
for α(λ) ≥ 0.
In the sequel let S([0, T ]) be the standard countably Hilbertian space constructed from
(L2([0, T ]), A). See [94]. Then S([0, T ]) is a nuclear subspace of L2([0, T ]). The topologi-
cal dual of S([0, T ]) is denoted by S ′([0, T ]). Then the Bochner-Minlos theorem entails the
existence of a unique probability measure π on B(S ′([0, T ])) (Borel σ−algebra of S ′([0, T ]))
such that ∫
S′([0,T ])
ei〈ω,ϕ〉π(dω) = e−
1
2
‖ϕ‖2
L2([0,T ])
for all ϕ ∈ S([0, T ]), where 〈ω, ϕ〉 stands for the action of ω ∈ S ([0, T ]) on ϕ ∈ S([0, T ]).
Deﬁne
Ωi = S ′([0, T ]) , Fi = B(S ′([0, T ])) , μi = π ,
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for i = 1, . . . , d. Then the product measure
μ =
d×
i=1
μi (5.46)
on the measurable space
(Ω,F) :=
(
d∏
i=1
Ωi,
d⊗
i=1
Fi
)
(5.47)
is called d-dimensional white noise probability measure.
Consider the Doléans-Dade exponential
e˜(ϕ, ω) = exp
(
〈ω, ϕ〉 − 1
2
‖ϕ‖2L2([0,T ];Rd)
)
,
for ω = (ω1, . . . , ωd) ∈ (S ′([0, T ]))d and ϕ = (ϕ(1), . . . , ϕ(d)) ∈ (S([0, T ]))d, where 〈ω, ϕ〉 :=∑d
i=1 〈ωi, ϕi〉.
Now let
(
(S([0, T ]))d)⊗̂n be the n−th completed symmetric tensor product of (S([0, T ]))d
with itself. One checks that e˜(ϕ, ω) is holomorphic in ϕ around zero. Hence, there exist gener-
alised Hermite polynomials Hn(ω) ∈
((
(S([0, T ]))d)⊗̂n)′ such that
e˜(ϕ, ω) =
∑
n≥0
1
n!
〈
Hn(ω), ϕ
⊗n〉 (5.48)
for ϕ in a certain neighbourhood of zero in (S([0, T ]))d. One proves that{〈
Hn(ω), ϕ
(n)
〉
: ϕ(n) ∈ ((S([0, T ]))d)⊗̂n , n ∈ N0} (5.49)
is a total set of L2(Ω). Further, it can be shown that the generalised Hermite polynomials satisfy
the orthogonality relation∫
S′
〈
Hn(ω), ϕ
(n)
〉 〈
Hm(ω), ψ
(m)
〉
μ(dω) = δn,mn!
(
ϕ(n), ψ(n)
)
L2([0,T ]n;(Rd)⊗n) (5.50)
for all n,m ∈ N0, ϕ(n) ∈
(
(S([0, T ]))d)⊗̂n , ψ(m) ∈ ((S([0, T ]))d)⊗̂m where
δn,m =
{
1 if n = m
0 else
.
Denote by L̂2([0, T ]n; (Rd)⊗n) the space of square integrable symmetric functions f(x1, . . . , xn)
with values in (Rd)⊗n. Then it follows from relation (5.50) that the mappings
ϕ(n) −→ 〈Hn(ω), ϕ(n)〉
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from
(
S([0, T ])d
)⊗̂n
to L2(Ω) have unique continuous extensions
In : L̂
2([0, T ]n; (Rd)⊗n) −→ L2(Ω)
for all n ∈ N. These extensions In(ϕ(n)) can be identiﬁed as n-fold iterated Itô integrals of
ϕ(n) ∈ L̂2([0, T ]n; (Rd)⊗n) with respect to a d−dimensional Wiener process
Bt =
(
B
(1)
t , . . . , B
(d)
t
)
(5.51)
on the white noise space
(Ω,F , μ) . (5.52)
We mention that square integrable functionals of Bt admit a Wiener-Itô chaos representation
which can be regarded as an inﬁnite-dimensional Taylor expansion, that is
L2(Ω) =
⊕
n≥0
In(L̂
2([0, T ]n; (Rd)⊗n)). (5.53)
The deﬁnition of the Hida stochastic test function and distribution space is based on the
Wiener-Itô chaos decomposition (5.53): Set
Ad := (A, . . . , A) . (5.54)
Using a second quantisation argument, the Hida stochastic test function space (S) is deﬁned as
the space of all f =
∑
n≥0
〈
Hn(·), ϕ(n)
〉 ∈ L2(Ω) such that
‖f‖20,p :=
∑
n≥0
n!
∥∥((Ad)⊗n)p ϕ(n)∥∥2
L2([0,T ]n;(Rd)⊗n) < ∞ (5.55)
for all p ≥ 0. In fact, the space (S) is a nuclear Fréchet algebra with respect to multiplication of
functions and its topology is induced by the seminorms ‖·‖0,p , p ≥ 0. Further one shows that
e˜(ϕ, ω) ∈ (S) (5.56)
for all ϕ ∈ (S([0, T ]))d.
On the other hand, the topological dual of (S), denoted by (S)∗, is called Hida stochastic
distribution space. Using these deﬁnitions we ontain the Gel’fand triple
(S) ↪→ L2(Ω) ↪→ (S)∗.
It turns out that the white noise of the coordinates of the d−dimensional Wiener process Bt,
that is the time derivatives
W it :=
d
dt
Bit, i = 1, . . . , d , (5.57)
belong to (S)∗.
We also recall the deﬁnition of the S-transform. See [98]. The S−transform of a Φ ∈ (S)∗,
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denoted by S(Φ), is deﬁned by the dual pairing
S(Φ)(ϕ) = 〈Φ, e˜(ϕ, ω)〉 (5.58)
for ϕ ∈ (SC([0, T ]))d. Here SC([0, T ]) the complexiﬁcation of S([0, T ]). The S−transform is a
monomorphism from (S)∗ to C. In particular, if
S(Φ) = S(Ψ) for Φ,Ψ ∈ (S)∗
then
Φ = Ψ.
As an example one ﬁnds that
S(W it )(ϕ) = ϕ
i(t), i = 1, ..., d (5.59)
for ϕ = (ϕ(1), . . . , ϕ(d)) ∈ (SC([0, T ]))d.
Finally, we recall the concept of the Wick or Wick-Grassmann product. The Wick product
deﬁnes a tensor algebra multiplication on the Fock space and is introduced as follows: The
Wick product of two distributions Φ,Ψ ∈ (S)∗, denoted by ΦΨ, is the unique element in (S)∗
such that
S(Φ Ψ)(ϕ) = S(Φ)(ϕ)S(Ψ)(ϕ) (5.60)
for all ϕ ∈ (SC([0, T ]))d. As an example, we get〈
Hn(ω), ϕ
(n)
〉  〈Hm(ω), ψ(m)〉 = 〈Hn+m(ω), ϕ(n)⊗̂ψ(m)〉 (5.61)
for ϕ(n) ∈ ((S([0, T ]))d)⊗̂n and ψ(m) ∈ ((S([0, T ]))d)⊗̂m . The latter in connection with (5.48)
implies that
e˜(ϕ, ω) = exp(〈ω, ϕ〉) (5.62)
for ϕ ∈ (S([0, T ]))d. Here the Wick exponential exp(X) of a X ∈ (S)∗ is deﬁned as
exp(X) =
∑
n≥0
1
n!
Xn, (5.63)
where Xn = X  . . . X, provided that the sum on the right hand side converges in (S)∗.
5.A.2 Basic elements of Malliavin Calculus
In this section we pass in review some basic deﬁnitions from Malliavin calculus.
For convenience we consider the case d = 1. Let F ∈ L2(Ω). Then we know from (5.53)
that
F =
∑
n≥0
〈
Hn(·), ϕ(n)
〉
(5.64)
5.B. TECHNICAL RESULTS 107
for unique ϕ(n) ∈ L̂2([0, T ]n). Suppose that∑
n≥1
nn!
∥∥ϕ(n)∥∥2
L2([0,T ]n)
< ∞ . (5.65)
Then the Malliavin derivative Dt of F in the direction of Bt can be deﬁned as
DtF =
∑
n≥1
n
〈
Hn−1(·), ϕ(n)(·, t)
〉
. (5.66)
We denote by D1,2 the space of all F ∈ L2(Ω) such that (5.65) holds. The Malliavin derivative
D· is a linear operator from D1,2 to L2([0, T ]×Ω). We mention that D1,2 is a Hilbert space with
the norm ‖·‖1,2 given by
‖F‖21,2 := ‖F‖2L2(Ω,μ) + ‖D·F‖2L2([0,T ]×Ω,λ×μ) . (5.67)
We get the following chain of continuous inclusions:
(S) ↪→ D1,2 ↪→ L2(Ω) ↪→ D−1,2 ↪→ (S)∗, (5.68)
where D−1,2 is the dual of D1,2.
5.B Technical results
We give a list if technical results needed for the proofs of Section 5.2 and 5.3.
Lemma 5.17. Let {fn}n≥0 be a bounded sequence of functions in Lqp. Then, for every k ∈ R
sup
x∈Rd
sup
n≥0
E
[
exp
{
k
∫ T
0
|fn(s, x+ Bs)|2ds
}]
< ∞.
In particular, there exists a weak solution to SDE (5.5).
Proof. See [68, Lemma 3.2]
Lemma 5.18. Let {fn}n≥0 a sequence of elements in Lqp that converges to some f ∈ Lqp. Then
there exists ε > 1 such that
sup
n≥0
E
[∫ T
0
‖fn(s, ϕns )‖2εds
]
< ∞. (5.69)
Here ϕns : x → Xx,nt denotes the stochastic ﬂow associated to the solution of the SDE (5.5) with
drift coefﬁcient bn ∈ C∞b (Rd).
Proof. See [44, Lemma 15].
We also need the following crucial lemma, which can be found in [44], Lemma 3.4.
Lemma 5.19. Let Un be the solution of the PDE (5.10) with Φ = b = bn ∈ C∞b (Rn). Let Xx,nt
be the solution of the SDE (5.5) with drift coefﬁcient bn ∈ C∞b (Rd). Then the following holds
true
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(i) For each r > 0 there exists a function f with limn f(n) = 0 such that
sup
x∈Br
sup
t∈[0,T ]
‖Un(t, x)− U(t, x)‖ ≤ f(n)
and
sup
x∈Br
sup
t∈[0,T ]
‖∇Un(t, x)−∇U(t, x)‖ ≤ f(n)
(ii) There exists a λ ∈ R for which sup
t∈[0,T ]
x∈Rd
‖∇Un(t, x)‖ ≤ 1
2
.
(iii) sup
n≥0
‖ΔUn(t, x)‖Lqp < ∞.
(iv) As a consequence of the boundedness of Un and ∇Un we have
sup
t∈[0,T ]
E [‖γnt (x)‖a] ≤ C (1 + |x|a) .
The following lemma gives a bound for the derivative of the inverse of the family of diffeo-
morphisms γt. See [44], Lemma 3.5 for its proof.
Lemma 5.20. Let γt,n : Rd → Rd be the C1-diffeomorphisms deﬁned as γt,n(x) := x+Un(t, x)
for x ∈ Rd associated to Xx,nt the solution of SDE (5.5) with drift coefﬁcient bn ∈ C∞b (Rd).
Then
sup
n≥0
sup
t∈[0,T ]
‖∇γ−1t,n‖C(Rd) ≤ 2.
The next result was shown in [43], Corollary 13.
Lemma 5.21. Let V nt be the process deﬁned in (5.22). Then for every α ∈ R
sup
n≥0
E
[
eαV
n
T
] ≤ C.
Observe that the same estimate holds for any t ∈ [0, T ] since V nt is an increasing process.
5.C A compactness criterion for subsets of L2(Ω)
The following result which is due to [30, Theorem 1] gives a compactness criterion for subsets
of L2(Ω;Rd) using Malliavin calculus.
Theorem 5.22. Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is a
probability space and H a separable closed subspace of Gaussian random variables of L2(Ω),
which generate the σ-ﬁeldA. Denote byD the derivative operator acting on elementary smooth
random variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
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Further letD1,2 be the closure of the family of elementary smooth random variables with respect
to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .
Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0
the set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
∥∥C−1DG∥∥
L2(Ω;H)
≤ c
}
is relatively compact in L2(Ω).
A useful bound in connection with Theorem 5.22, based on fractional Sobolev spaces is the
following (see [30]):
Lemma 5.23. Let vs, s ≥ 0 be the Haar basis of L2([0, T ]). For any 0 < α < 1/2 deﬁne the
operator Aα on L2([0, T ]) by
Aαvs = 2
kαvs, if s = 2k + j
for k ≥ 0, 0 ≤ j ≤ 2k and
AαT = T.
Then for all β with α < β < (1/2), there exists a constant c1 such that
‖Aαf‖ ≤ c1
⎧⎨⎩‖f‖L2([0,T ]) +
(∫ T
0
∫ T
0
|f(t)− f(t′)|2
|t− t′|1+2β dt dt
′
)1/2⎫⎬⎭ .
A direct consequence of Theorem 5.22 and Lemma 5.23 is now the following compactness
criterion which is essential for the proof of Corollary 5.9.
Corollary 5.24. Let a sequence of FT -measurable random variables Xn ∈ D1,2, n = 1, 2..., be
such that there exist constants α > 0 and C > 0 with
sup
n
E[|Xn|2] ≤ C,
sup
n
E
[‖DtXn −Dt′Xn‖2] ≤ C|t− t′|α
for 0 ≤ t′ ≤ t ≤ T and
sup
n
sup
0≤t≤T
E
[‖DtXn‖2] ≤ C .
Then the sequence Xn, n = 1, 2..., is relatively compact in L2(Ω).

Chapter 6
Computing Deltas without derivatives
David R. Baños, Sindre Duedahl, Thilo Meyer-Brandis and Frank Proske
Abstract: A well-known application of Malliavin calculus in Mathematical Finance is the
probabilistic representation of option price sensitivities, the so-called Greeks, as expectation
functionals that do not involve the derivative of the pay-off function. This allows for numerically
tractable computation of the Greeks even for discontinuous pay-off functions. However, while
the pay-off function is allowed to be irregular, the coefﬁcients of the underlying diffusion are
required to be smooth in the existing literature, which for example excludes already simple
regime switching diffusion models. The aim of this article is to generalise this application of
Malliavin calculus to Itô diffusions with irregular drift coefﬁcients, whereat we here focus on
the computation of the Delta, which is the option price sensitivity with respect to the initial
value of the underlying. To this purpose we ﬁrst show existence, Malliavin differentiability, and
(Sobolev) differentiability in the initial condition of strong solutions of Itô diffusions with drift
coefﬁcients that can be decomposed into the sum of a bounded but merely measurable and a
Lipschitz part. Furthermore, we give explicit expressions for the corresponding Malliavin and
Sobolev derivative in terms of the local time of the diffusion, respectively. We then turn to
the main objective of this article and analyse the existence and probabilistic representation of
the corresponding Deltas for lookback and Asian type options. We conclude with a simulation
study of several regime-switching examples.
6.1 Introduction
Throughout this paper, let T > 0 be a given time horizon and (Ω,F , P ) a complete proba-
bility space equipped with a one-dimensional Brownian motion {Bt}t∈[0,T ] and the ﬁltration
{Ft}t∈[0,T ] generated by {Bt}t∈[0,T ] augmented by the P -null sets. Further, we will only deal
with random variables that are Brownian functionals, i.e. we assume F := FT .
One of the most prominent applications of Malliavin calculus in ﬁnancial mathematics con-
cerns the derivation of numerically tractable expressions for the so-called Greeks, which are
important sensitivities of option prices with respect to involved parameters. The ﬁrst paper to
address this application was [50], which has consecutively triggered an active research interest
in this topic, see e.g. [49], [19], [4]. See also [27], [38] and references therein for a related
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approach based on functional Itô calculus. Suppose the risk-neutral dynamics of the underlying
asset of a European option is driven by a stochastic differential equation (for short SDE) of the
form
dXxt = b(X
x
t )dt+ σ(X
x
t )dBt, X
x
0 = x ∈ R ,
where b : R → R and σ : R → R are some given drift and volatility coefﬁcients, respectively.
Let Φ : R → R denote the pay-off function and the expectation E[Φ(XxT )] the risk-neutral
price at time zero of the option with maturity T > 0. For notational simplicity we assume the
discounting rate to be zero. In this paper we will focus on the Delta
∂
∂x
E[Φ(XxT )] , (6.1)
which is a measure for the sensitivity of the option price with respect to changes of the initial
value of the underlying asset. As is well known, the Delta has a particular role among the
Greeks as it determines the hedge portfolio in many complete market models. If the drift b(·),
the volatility σ(·), and the pay-off Φ(·) are "sufﬁciently regular" to allow for differentiation
under the expectation, the Delta can be computed in a straight-forward manner as
E
[
∂
∂x
Φ(XxT )
]
= E[Φ′(XxT )ZT ] , (6.2)
where the ﬁrst variation process Zt := ∂∂xX
x
t is given by
Zt = exp
{∫ t
0
[
b′(Xxs )−
1
2
(σ′(Xxs ))
2
]
ds+
∫ t
0
σ′(Xxs ) dBs
}
, (6.3)
and where Φ′, b′, σ′ denote the derivatives of Φ, b, σ, respectively. For example, requiring that
Φ, b, σ are continuously differentiable with bounded derivatives would allow (6.2) to hold (we
refer to [70] for conditions on b and σ that guarantee the existence of the ﬁrst variation process),
and the expectation in (6.2) could be approximated e.g. by Monte Carlo methods. In most
realistic situations, though, straight-forward computations as in (6.2) are not possible. In that
case, one could combine numerical methods to approximate the derivative and the expectation
in (6.1), respectively, to compute the Delta. However, in particular for discontinuous pay-offs
Φ as is the case for a digital option this procedure might be numerically inefﬁcient, see for
example [50]. At that point, the following result for lookback options obtained with the help of
Malliavin calculus appears to be useful, where the option pay-off is allowed to depend on the
path of the underlying at ﬁnitely many time points.
Theorem 6.1 (Proposition 3.2 in [50]). Let b(·) and σ(·) be continuously differentiable with
bounded Lipschitz derivatives, σ(·) >  > 0, and Φ : Rm → R be such that the pay-off
Φ(XxT1 , . . . , X
x
Tm
), T1, . . . , Tm ∈ (0, T ], of the corresponding lookback option is square inte-
grable. Then the Delta exists and is given by
∂
∂x
E[Φ(XxT1 , . . . , X
x
Tm)] = E
[
Φ(XxT1 , . . . , X
x
Tm)
∫ T
0
a(t) σ−1(Xxt )Zt dBt
]
, (6.4)
where Zt is the ﬁrst variation process given in (6.3) and a(t) is any square integrable determin-
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istic function such that, for every i = 1, . . . ,m,∫ Ti
0
a(s)ds = 1.
While for notational simplicity we present the above result for one-dimensional Xx we
remark that in [50] the extension to multi-dimensional underlying asset and Brownian motion
is considered. If the option is of European type, i.e. the pay-off Φ(XxT ) depends only on the
underlying at T , then (6.4) is the probabilistic representation of the space derivative of a solution
to a Kolmogorov equation which is also referred to as Bismuth-Elworthy-Li type formula in
the literature due to [40], [21]. The strength of (6.4) is that the Delta is expressed again as an
expectation of the pay-off multiplied by the so-called Malliavin weight
∫ T
0
a(t) σ−1(Xxt )Zt dBt.
Computing the Delta by Monte-Carlo via this reformulation then guarantees a convergence rate
that is independent of the regularity of the pay-off function Φ and the dimensionality. Note
that the Malliavin weight is independent of the option pay-off, and thus the same weight can
be employed in the computations of the Deltas of different options. Also, in [49] and [18] the
question of how to optimally choose the function a(t) with respect to computational efﬁciency
is considered.
While the representation (6.4) succeeds to handle irregular pay-offs by getting rid of the
derivative of Φ, the regularity assumptions on the coefﬁcients b and σ driving the dynamics
of the underlying diffusion are rather strong. Consider for example an extended Black and
Scholes model where the stock pays a dividend yield that switches to a higher level when the
stock value passes a certain threshold. Then, again with the risk-free rate equal to zero for
simplicity, the logarithm of the stock price is modelled by the following dynamics under the
risk-neutral measure:
dXxt = b(X
x
t )dt+ σdBt, X
x
0 = x ∈ R ,
where σ > 0 is constant and the drift coefﬁcient b : R → R is given by
b(x) := −λ11(−∞,R)(x)− λ21[R,∞)(x),
for dividend yields λ1, λ2 ∈ R+ and a given threshold R ∈ R. In [35], a (more complex)
irregular drift b is interpreted as state-dependent fees deducted by the insurer in the evolution of
variable annuities instead of dividend yield. Already, this simple regime-switching model is not
covered by the result in Theorem 6.1 since the drift coefﬁcient is not continuously differentiable.
Or allow for state-dependent regime-switching of the mean reversion rate in an extended
Ornstein-Uhlenbeck process:
dXxt = b(X
x
t )dt+ σdBt, X
x
0 = x ∈ R ,
where σ > 0 is constant and the drift coefﬁcient b : R → R is given by
b(x) := −λ1x1(−∞,R)(x)− λ2x1[R,∞)(x)
for mean reversion rates λ1, λ2 ∈ R+ and a given threshold R ∈ R (here the mean reversion
level is set equal to zero). This type of model captures well, for instance, the evolution of
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electricity spot prices, which switches between so-called spike regimes on high price levels
with very fast mean reversion and base regimes on normal price levels with moderate speed
of mean reversion, see e.g. [20], [63], [85] and references therein. Alternatively, an extended
Ornstein-Uhlenbeck process with state-dependent regime-switching of the mean reversion level
(low and high interest rate environments) is an interesting modiﬁcation of the Vašícˇek short rate
model. Note that in that case the Delta is rather a generalised Rho, i.e. a sensitivity measure with
respect to the short end of the yield curve. We observe that also these two extended Ornstein-
Uhlenbeck processes are not covered by the result in Theorem 6.1.
Motivated by these examples, this paper aims at deriving an analogous result to Theorem 6.1
when the underlying is driven by an SDE with irregular drift coefﬁcient. More precisely, we
will consider SDE’s
dXxt = b(t,X
x
t )dt+ dBt, 0 ≤ t ≤ T, Xx0 = x ∈ R , (6.5)
where we allow for time-inhomogeneous drift coefﬁcients b : [0, T ]× R → R in the form
b(t, x) = b˜(t, x) + bˆ(t, x) , (t, x) ∈ [0, T ]× R , (6.6)
for b˜ merely bounded and measurable, and bˆ Lipschitz continuous and at most of linear growth
in x uniformly in t, i.e. there exists a constant C > 0 such that
|bˆ(t, x)− bˆ(t, y)| ≤ C|x− y| (6.7)
|bˆ(t, x)| ≤ C(1 + |x|) (6.8)
for x, y ∈ R and t ∈ [0, T ]. Adding the Lipschitz component bˆ(t, x) in (6.6) is motivated by
the fact that many drift coefﬁcients interesting for ﬁnancial applications are of linear growths.
At present we are not able to show our results for general measurable drift coefﬁcients of lin-
ear growths, but only for those where the irregular behavior remains in a bounded spectrum.
However, from an application point of view this class is very rhich already, and in particular it
contains the regime switching examples from above. In (6.5) we consider a constant volatility
coefﬁcient σ(t, x) := 1, but we will see at the end of Section 6.3 (Theorem 6.21) that our results
apply to many SDE’s with more general volatility coefﬁcients which can be reduced to SDE’s
of type (6.5) (which for example is possible for volatility coefﬁcients as in Theorem 6.1).
In order to be able to apply Malliavin calculus to the underlying diffusion, the ﬁrst thing we
need to ensure is that the solution of SDE (6.5) is a Brownian functionals, i.e. we are interested
in the existence of strong solutions of (6.5).
Deﬁnition 6.2. A strong solution of SDE (6.5) is a continuous, {Ft}t∈[0,T ]-adapted process
{Xxt }t∈[0,T ] that solves equation (6.5).
Remark 6.3. Note that the usual deﬁnition of a strong solution requires the existence of a
Brownian-adapted solution of (6.5) on any given stochastic basis. However, an {Ft}t∈[0,T ]-
adapted solution {Xxt }t∈[0,T ] on the given stochastic basis (Ω,F , P, B) can be written in the
form Xxt = Ft(B·) for some family of functionals Ft, t ∈ [0, T ], (see e.g. [82] for an explicit
form of Ft). Then for any other stochastic basis (Ωˆ, Fˆ , Pˆ , Bˆ) one gets that Xxt := Ft(Bˆ·),
t ∈ [0, T ], is a Bˆ-adapted solution to SDE (6.5). So once there is a Brownian-adapted solution
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of (6.5) on one given stochastic basis, it follows that there indeed exists a strong solution in the
usual sense. This justiﬁes our deﬁnition of a strong solution above.
To pursue our objectives we proceed as follows in the remaining parts of the paper. In Sec-
tion 6.2 we recall some fundamental concepts from Malliavin calculus and local time calculus
which compose central mathematical tools in the following analysis.
We then analyse in Section 6.3 the existence and Malliavin differentiability of a unique
strong solution of SDE’s with irregular drift coefﬁcients as in (6.5) (Theorem 6.14). It is well
known that the SDE is Malliavin differentiable as soon as the coefﬁcients are Lipschitz con-
tinuous (see e.g. [90]); for merely bounded and measurable drift coefﬁcients Malliavin differ-
entiability was shown only recently in [83], (see also [81]). Here, we extend ideas introduced
for bounded coefﬁcients in [83] to drift coefﬁcients of type (6.6). Unlike in most of the ex-
isting literature on strong solutions of SDE’s with irregular coefﬁcients our approach does not
rely on a pathwise uniqueness argument (Yamada-Watanabe Theorem). Instead, we employ a
compactness criterium based on Malliavin calculus together with local time calculus to directly
construct a strong solution which in addition is Malliavin differentiable. Also, we are able to
give an explicit expression for the Malliavin derivative of the strong solution of (6.5) in terms
of the integral of b (and not the derivative of b) with respect to local time of the strong solution
(Proposition 6.15). We mention that while existence and Malliavin differentiability of strong
solutions could be extended to analogue multi-dimensional SDE’s as in [81], the explicit ex-
pression of the Malliavin derivative is in general only possible for one-dimensional SDE’s as
considered in this paper. Moreover, in this paper we replace arguments that are based on White
Noise analysis in [83] and [81] by alternative proofs which might make the text more accessible
for readers who are unfamiliar with concepts from White Noise analysis.
Next, we need to analyse the regularity of the dependence of the strong solution in its initial
condition and to introduce the analogue of the ﬁrst variation process (6.3) in case of irregular
drift coefﬁcients. Using the close connection between the Malliavin derivative and the ﬁrst
variation process, we ﬁnd that the strong solution is Sobolev differentiable in its initial condition
(Theorem 6.17). Again, we give an explicit expression for the corresponding (Sobolev) ﬁrst
variation process which does not include the derivative of b (Proposition 6.18).
In Section 6.4 we develop our main result (Theorem 6.23) which extends Theorem 6.1 to
SDE’s with irregular drift coefﬁcients. To this end, one has to show in the ﬁrst place that the
Delta exists, i.e. that E[Φ(XxT1 , . . . , X
x
Tm
)] is continuously differentiable in x. At this point
the explicit expressions for the Malliavin derivative and the ﬁrst variation process are essential.
In the ﬁnal representation of the Delta we then have gotten rid of both the derivative of the
pay-off Φ and the derivative of the drift coefﬁcient b in the ﬁrst variation process, whence
the title "Computing Deltas without Derivatives" of the paper. In addition to Deltas of lookback
options as in Theorem 6.1, we further consider Deltas of Asian options with pay-offs of the type
Φ
(∫ T2
T1
Xxu du
)
for T1, T2 ∈ [0, T ] and some function Φ : R → R. In case the starting point
of the averaging period of the Asian pay-off lies in the future, i.e. T1 > 0, we are able to give
analogue results to the ones of lookback options. If the averaging period starts today, i.e. T1 = 0,
the Malliavin weight in the expression for the Delta would include a general Skorohod integral
which is neither numerically nor mathematically tractable in our analysis (except for linear
coefﬁcients as in the Black and Scholes model where the Skorohod integral turns out to be an
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Itô integral). However, we are still able to state two approximation results for the Delta in this
case.
In Section 6.5 we consider some examples and compute the Deltas in the concrete regime-
switching models mentioned above. We do a small simulation study and compare the perfor-
mance to a ﬁnite difference approximation of the Delta in the same spirit as in [50].
We conclude the paper by an appendix with some technical proofs from Section 6.3 which
have been deferred to the end of the paper for better readability.
Notations: We summarise some of the most frequently used notations:
• C1(R) denotes the space of continuously differentiable functions f : R → R.
• C∞0 ([0, T ] × R), respectively C∞0 (R), denotes the space of inﬁnitely many times differ-
entiable functions on [0, T ]× R, respectively R, with compact support.
• For a measurable space (S,G) equipped with a measure μ, we denote by Lp(S,G) or
Lp(S) the Banach space of (equivalence classes of) functions on S integrable to some
power p, p ≥ 1.
• Lploc(R) denotes the space of locally Lebesgue integrable functions to some power p,
p ≥ 1, i.e. ∫
U
|f(x)|pdx < ∞ for every open bounded subset U ⊂ R.
• W 1,ploc (R) denotes the subspace of L
p
loc(R) of weakly (Sobolev) differentiable functions
such that the weak derivative f ′ belongs to Lploc(R), p ≥ 1.
• For a progressive process Y· we denote the Doléans-Dade exponential of the correspond-
ing Brownian integral (if well deﬁned) by
E
(∫ t
0
b(u, Yu)dBu
)
:= exp
(∫ t
0
b(u, Yu)dBu − 1
2
∫ t
0
b2(u, Yu)du
)
, t ∈ [0, T ].
(6.9)
• For Z ∈ L2(Ω,FT ) we denote the Wiener-transform of Z in f ∈ L2([0, T ]) by
W(Z)(f) := E
[
ZE
(∫ T
0
f(s)dBs
)]
.
• We will use the symbol to denote less or equal than up to a positive real constantC > 0
not depending on the parameters of interest, i.e. if we have two mathematical expressions
E1(θ), E2(θ) depending on some parameter of interest θ then E1(θ)  E2(θ) if, and only
if, there is a positive real number C > 0 independent of θ such that E1(θ) ≤ CE2(θ).
6.2 Framework
Our main results centrally rely on tools from Malliavin calculus as well as integration with
respect to local time both in time and space. We here provide a concise introduction to the
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main concepts in these two areas that will be employed in the following sections. For deeper
information on Malliavin calculus the reader is referred to i.e. [90, 78, 79, 36]. As for theory on
local time integration for Brownian motion we refer to i.e. [39, 100].
6.2.1 Malliavin calculus
Denote by S the set of simple random variables F ∈ L2(Ω) in the form
F = f
(∫ T
0
h1(s)dBs, . . . ,
∫ T
0
hn(s)dBs
)
, h1, . . . , hn ∈ L2([0, T ]), f ∈ C∞0 (Rn).
The Malliavin derivative operator D acting on such simple random variables is the process
DF = {DtF, t ∈ [0, T ]} in L2(Ω× [0, T ]) deﬁned by
DtF =
n∑
i=1
∂if
(∫ T
0
h1(s)dBs, . . . ,
∫ T
0
hn(s)dBs
)
hi(t).
Deﬁne the following norm on S:
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;L2([0,T ])) = E[|F |2]1/2 + E
[∫ T
0
|DtF |2dt
]1/2
. (6.10)
We denote by D1,2 the closure of the family of simple random variables S with respect to
the norm given in (6.10), and we will refer to this space as the space of Malliavin differentiable
random variables in L2(Ω) with Malliavin derivative belonging to L2(Ω).
In the derivation of the probabilistic representation for the Delta, the following chain rule
for the Malliavin derivative will be essential:
Lemma 6.4. Let ϕ : Rm → R be continuously differentiable with bounded partial derivatives.
Further, suppose that F = (F1, . . . , Fm) is a random vector whose components are in D1,2.
Then ϕ(F ) ∈ D1,2 and
Dtϕ(F ) =
m∑
i=1
∂iϕ(F )DtFi, P − a.s., t ∈ [0, T ].
The Malliavin derivative operatorD : D1,2 → L2(Ω× [0, T ]) admits an adjoint operator δ =
D∗ : Dom(δ) → L2(Ω) where the domain Dom(δ) is characterised by all u ∈ L2(Ω × [0, T ])
such that for all F ∈ D1,2 we have
E
[∫ T
0
DtF utdt
]
≤ C‖F‖1,2,
where C is some constant depending on u.
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For a stochastic process u ∈ Dom(δ) (not necessarily adapted to {Ft}t∈[0,T ]) we denote by
δ(u) :=
∫ T
0
utδBt (6.11)
the action of δ on u. The above expression (6.11) is known as the Skorokhod integral of u
and it is an anticipative stochastic integral. It turns out that all {Ft}t∈[0,T ]-adapted processes in
L2(Ω× [0, T ]) are in the domain of δ and for such processes ut we have
δ(u) =
∫ T
0
utdBt,
i.e.the Skorokhod and Itô integrals coincide. In this sense, the Skorokhod integral can be con-
sidered to be an extension of the Itô integral to non-adapted integrands.
The dual relation between the Malliavin derivative and the Skorokhod integral implies the
following important formula:
Theorem 6.5 (Duality formula). Let F ∈ D1,2 and u ∈ Dom(δ). Then
E
[
F
∫ T
0
utδBt
]
= E
[∫ T
0
utDtFdt
]
. (6.12)
The next result, which is due to [30] and central in proving existence of strong solutions
in the following, provides a compactness criterion for subsets of L2(Ω) based on Malliavin
calculus.
Proposition 6.6. Let Fn ∈ D1,2, n = 1, 2..., be a given sequence of Malliavin differentiable
random variables. Assume that there exist constants α > 0 and C > 0 such that
sup
n
E[|Fn|2] ≤ C,
sup
n
E
[|DtFn −Dt′Fn|2] ≤ C|t− t′|α
for 0 ≤ t′ ≤ t ≤ T , and
sup
n
sup
0≤t≤T
E
[|DtFn|2] ≤ C .
Then the sequence Fn, n = 1, 2..., is relatively compact in L2(Ω).
We conclude this review on Malliavin calculus by stating a relation between the Malliavin
derivative and the ﬁrst variation process of the solution of an SDE with smooth coefﬁcients that
is essential in the derivation of Theorem 6.1. We give the result for the case when the volatility
coefﬁcient is equal to 1, but the analogue result is valid for more general smooth volatility
coefﬁcients. Assume the drift coefﬁcient b(t, x) in the SDE (6.5) fulﬁls the Lipschitz and linear
growth conditions (6.7)-(6.8). Then it is well known that there exists a unique strong solution
Xxt , t ∈ [0, T ], to equation (6.5) that is Malliavin differentiable, and that for all 0 ≤ s ≤ t ≤ T
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the Malliavin derivative DsXxt fulﬁls, see e.g. [90, Theorem 2.2.1]
DsX
x
t = 1 +
∫ t
s
b′(u,Xxu)DsX
x
udu, (6.13)
where b′ denotes the (weak) derivative of b with respect to x.
Further, under these assumptions the strong solution is also differentiable in its initial con-
dition, and the ﬁrst variation process ∂
∂x
Xxt , t ∈ [0, T ], fulﬁls (see e.g. [70] for differentiable
coefﬁcients and [14] for an extension to Lipschitz coefﬁcients)
∂
∂x
Xxt = 1 +
∫ t
0
b′(u,Xxu)
∂
∂x
Xxudu. (6.14)
Solving equations (6.13) and (6.14) thus yields the following proposition.
Proposition 6.7. LetXxt , t ∈ [0, T ], be the unique strong solution to equation (6.5) when b(t, x)
fulﬁls the Lipschitz and linear growth condition (6.7)-(6.8). Then Xxt is Malliavin differentiable
and differentiable in its initial condition for all t ∈ [0, T ], and for all s ≤ t ≤ T we have
DsX
x
t = exp
{∫ t
s
b′(u,Xxu)du
}
(6.15)
and
∂
∂x
Xxt = exp
{∫ t
0
b′(u,Xxu)du
}
. (6.16)
As a consequence,
∂
∂x
Xxt = DsX
x
t
∂
∂x
Xxs , (6.17)
where all equalities hold P -a.s.
6.2.2 Integration with respect to local-time
Let now Xx be a given (strong) solution to SDE (6.5). In the sequel we need the concept
of stochastic integration over the plane with respect to the local time LXx(t, y) of Xx. For
Brownian motion, the local time integration theory in time and space has been introduced in
[39]. We extend this local time integration theory to more general diffusions of type (6.5) by
resorting to the Brownian setting under an equivalent measure where Xx is a Brownian motion.
To this end, we notice the following fact that is extensively used throughout the paper.
Remark 6.8. The Radon-Nikodym density
dQ
dP
= E
(
−
∫ T
0
b(s,Xxs )dBs
)
deﬁnes a probability measure Q equivalent to P under which Xx is Brownian motion starting
in x. Indeed, because b is of at most linear growth we obtain by Grönwall’s inequality as in the
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proof of Lemma 6.29 a constant Ct,x > 0 such that |Xxt | ≤ Ct,x(1 + |Bt|). One can thus ﬁnd a
equidistant partition 0 = t0 < t1... < tm = T such that
E
[
exp
{∫ ti+1
ti
b2(s,Xxs )ds
}]
≤ E
[
exp
{∫ ti+1
ti
(
C1 + C2|Bs|+ C3|Bs|2
)
ds
}
< ∞
]
for all i = 0, ...,m−1, where C1, C2 and C3 are some positive constants. Then it is well-known,
see e.g. [62, Corollary 5.16], that Q is an equivalent probability measure under which Xx is
Brownian motion by Girsanov’s theorem.
We now deﬁne the feasible integrands for the local time-space integral with respect to
LX
x
(t, y) by the Banach space (Hx, ‖·‖) of functions f : [0, T ]× R −→ R with norm
‖f‖x =2
(∫ T
0
∫
R
f 2(s, y)
1√
2πs
exp
(
−|y − x|
2
2s
)
dyds
)1/2
+
∫ T
0
∫
R
|y − x| |f(s, y)| 1
s
√
2πs
exp
(
−|y − x|
2
2s
)
dyds.
We remark that this space of integrands is the same as the one introduced in [39] for Brownian
motion (i.e. the special case when the Xx is a Brownian motion), except that we have in a
straight forward manner generalised the space in [39] to the situation when the Brownian motion
has arbitrary initial value x.
We denote by fΔ : [0, T ]× R −→ R a simple function in the form
fΔ(s, y) =
∑
1≤i≤n−1,1≤j≤m−1
fij1(yi,yi+1](y)1(sj ,sj+1](s),
where (sj)1≤j≤m is a partition of [0, T ] and (yi)1≤i≤n and (fij)1≤i≤n,1≤j≤m are ﬁnite sequences
of real numbers. It is readily checked that the space of simple functions is dense in (Hx, ‖·‖).
The local time-space integral of an simple function fΔ with respect to LX
x
(dt, dy) is then
deﬁned by∫ T
0
∫
R
fΔ(s, y)L
Xx(ds, dy) :=
:=
∑
1≤i≤n−1
1≤j≤m−1
fij(L
Xx(sj+1, yi+1)− LXx(sj, yi+1)− LXx(sj+1, yi) + LXx(sj, yi)).
Lemma 6.9. For f ∈ Hx let fn, n ≥ 1, be a sequence of simple functions converging to f in
Hx. Then ∫ T
0
∫
R
fn(s, y)L
Xx(ds, dy), n ≥ 1, converges in probability. Further, for any other
approximating sequence of simple functions the limit remains the same.
Proof. Deﬁne FXxn :=
∫ T
0
∫
R
fn(s, x)L
Xx(ds, dx). Now consider the equivalent measure Q
from Remark 6.8 under whichXx is Brownian motion. Deﬁne FXx :=
∫ T
0
∫
R
f(s, x)LX
x
(ds, dx)
to be the time-space integral of f with respect to the local time of Brownian motion Xx under
Q, which exists as an L1(Q)-limit of FXxn , n ≥ 1 by the Brownian local time integration theory
introduced in [39] (since fn, n ≥ 1 converge to f in Hx). We show that FXxn , n ≥ 1 converge
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in probability to FXx under P . Indeed,
E[1 ∧ |FXx − FXxn |] =E
[(
1 ∧ |FBx − FBxn |
) E (∫ T
0
b(s, Bxs )dBs
)]
≤E
[
E
(∫ T
0
b(s, Bxs )dBs
)1+ε]1/(1+ε)
E
[(
1 ∧ |FBx − FBxn |
) 1+ε
ε
] ε
1+ε
≤CεE[
(
1 ∧ |FBx − FBxn |
)
]
ε
1+ε
n→∞−→ 0 , (6.18)
where, in analogy to the notation FXx and FXxn above, the notation F
Bx and FBxn refers to the
corresponding integrals with respect to local time of Brownian motion Bx under P , and where
in the ﬁrst equality we have used that (FBx , FBxn ) has the same law under P as (F
Xx , FX
x
n )
under Q. The inequalities follow by Lemma 6.29 for some ε > 0 suitably small. Further, by
[39] we know that FBxn , n ≥ 1 converge to FBx in L1(P ), which implies the convergence in
(6.18). Hence FXxn , n ≥ 1 converge to FXx in the Ky-Fan metric d(X, Y ) = E[1 ∧ |X − Y |],
X, Y ∈ L0(Ω), which characterises convergence in probability. Finally, again by [39], FXx is
independent of the approximating sequence fn, n ≥ 1.
Deﬁnition 6.10. For f ∈ Hx the limit in Lemma 6.9 is called the time-space integral of f with
respect to LX
x
(dt, dx) and is denoted by
∫ T
0
∫
R
f(s, y)LX
x
(ds, dy). Further, for any t ∈ [0, T ]
we deﬁne
∫ t
0
∫
R
f(s, y)LX
x
(ds, dy) :=
∫ T
0
∫
R
f(s, y)I[0,t](s)L
Xx(ds, dy).
Remark 6.11. We notice that the drift coefﬁcient b(t, x) in (6.6), which is of linear growth in x
uniformly in t, is in Hx, and thus the local time integral of b(t, x) with respect to LXx(dt, dy)
exists for any x ∈ R.
If Xx is a Brownian motion B· we have the following decomposition due to [39] that we
employ in the construction of strong solutions, and that also constitutes the foundation in the
construction of the local time integral in [39].
Theorem 6.12. Let f ∈ H0. Then∫ t
0
∫
R
f(s, y)LB
x
(ds, dy) =
= −
∫ t
0
f(s, Bxs )dBs +
∫ T
T−t
f(T − s, B̂xs )dWs −
∫ T
T−t
f(T − s, B̂xs )
B̂s
T − sds,
(6.19)
where B̂t = BT−t, 0 ≤ t ≤ T is time-reversed Brownian motion, and W·, deﬁned by
B̂t = BT +Wt −
∫ t
0
B̂s
T − sds,
is a Brownian motion with respect to the ﬁltration of B̂·.
We conclude this subsection by stating three further identities for the local time integral of
a general diffusions Xx which will be useful later on.
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Lemma 6.13. Let f ∈ Hx be Lipschitz continuous in x. Then for all t ∈ [0, T ]
−
∫ t
0
∫
R
f(s, y)LX
x
(ds, dy) =
∫ t
0
f ′(s,Xxs )ds. (6.20)
where f ′ denotes the (weak) derivative of f(t, y) with respect to y.
If f ∈ Hx is time homogeneous (i.e. f(t, y) = f(y) only depends on the space variable)
and locally square integrable, then for any t ∈ [0, T ]∫ t
0
∫
R
f(s, x)LX
x
(ds, dx) = −[f(·, Xx), Xx]t. (6.21)
and
−
∫ t
0
∫
R
f(s, y)LX
x
(ds, dy) = 2F (Xxt )− 2F (x)− 2
∫ t
0
f(Xxs )dX
x
s (6.22)
where F is a primitive function of f and [b˜(·, Xx· ), Xx· ]t is the generalised covariation process
[f(·, Xx· ), Xx· ]t := P − lim
m→∞
m∑
k=1
(
f(tmk , X
x
tmk
)− f(tmk−1, Xxtmk−1)
)(
Xxtk −Xxtk−1
)
where for every m {tmk }mk=1 is a partition of [0, t] such that lim
m
sup
k=1,...,m
|tmk − tmk−1| = 0. Note
that (6.22) can be considered as a generalised Itô formula.
Proof. If Xx = x+ B, then identities (6.20)-(6.22) are given in [39]. For general Xx, we con-
sider the identities under the equivalent measure Q from Remark 6.8. Then, by the construction
of the local time integral outlined in Lemma 6.9, the integrals in the identities are the ones with
respect to Brownian motion Xx, for which we know the identities hold by [39] (where such
identities are given in the case x = 0 but one can easily extend them to the case of the Brownian
motion starting at an arbitrary x ∈ R).
6.3 Existence, Malliavin and Sobolev differentiability of strong
solutions
In this section we prepare the necessary theoretical grounds to develop the probabilistic repre-
sentation of Deltas. Being notationally and technically rather heavy, the proofs of this section
are deferred to Appendix 6.A for an improved ﬂow and readability of the paper. We ﬁrst study
the existence and Malliavin differentiability of a unique strong solution of SDE (6.5) before we
turn to the differentiability of the strong solution in its initial condition and the corresponding
ﬁrst variation process. We state the ﬁrst main result of this section:
Theorem 6.14. Suppose that the drift coefﬁcient b : [0, T ]× R → R is in the form (6.6). Then
there exists a unique strong solution {Xxt }t∈[0,T ] to SDE (6.5). In addition, Xxt is Malliavin
differentiable for every t ∈ [0, T ].
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The proof of Theorem 6.14 employs several auxiliary results presented in Appendix 6.A.
The main steps are:
1. First, we construct a weak solution Xx to (6.5) by means of Girsanov’s theorem, that is
we introduce a probability space (Ω,F , P ) that carries some Brownian motion B and a
continuous process Xx such that (6.5) is fulﬁlled. However, a priori Xx is not adapted to
the ﬁltration {Ft}t∈[0,T ] generated by Brownian motion B.
2. Next, we approximate the drift coefﬁcient b = b˜ + bˆ by a sequence of functions (which
always exists by standard approximation results)
bn := b˜n + bˆ, n ≥ 1, (6.23)
such that {b˜n}n≥1 ⊂ C∞0 ([0, T ]×R)with supn≥1 ‖b˜n‖∞ ≤ C < ∞ and b˜n → b˜ in (t, x) ∈
[0, T ] × R a.e. with respect to the Lebesgue measure. By standard results on SDE’s, we
know that for each smooth coefﬁcient bn, n ≥ 1, there exists a unique strong solution
Xn,x· to the SDE
dXn,xt = bn(t,X
n,x
t )dt+ dBt, 0 ≤ t ≤ T, Xn,x0 = x ∈ R . (6.24)
We then show that for each t ∈ [0, T ] the sequence Xn,xt converges weakly to the condi-
tional expectation E[Xxt |Ft] in the space L2(Ω;Ft) of square integrable, Ft-measurable
random variables.
3. By Proposition 6.7 we know that for each t ∈ [0, T ] the strong solutions Xn,xt , n ≥ 1, are
Malliavin differentiable with
DsX
n,x
t = exp
{∫ t
s
b′n(u,X
n,x
u )du
}
, 0 ≤ s ≤ t ≤ T, n ≥ 1, (6.25)
where b′n denotes the derivative of bn with respect to x. We will use representation (6.25)
to employ a compactness criterion based on Malliavin calculus to show that for every
t ∈ [0, T ] the set of random variables {Xn,xt }n≥1 is relatively compact inL2(Ω;Ft), which
then allows to conclude that Xn,xt converges strongly in L2(Ω;Ft) to E[Xxt |Ft]. Further
we obtain that E[Xxt |Ft] is Malliavin differentiable as a consequence of the compactness
criterion.
4. In the last step we show that E[Xxt |Ft] = Xxt , which implies that Xxt is Ft-measurable
and thus a strong solution. Moreover, we show that this solution is unique.
Notation: In the following we sometimes include the drift coefﬁcient b into the sequence
{bn}n≥0 by putting b0 := b˜0 + bˆ := b˜+ bˆ = b.
The next important result is an explicit representation of the Malliavin derivative of the
strong solution Xxt , t ∈ [0, T ]. For smooth coefﬁcients b we can explicitly express the Malli-
avin derivative in terms of the derivative of b as stated in (6.25). For general, not necessarily
differentiable coefﬁcients b, we are still able to give an explicit formula which now only involves
the coefﬁcient b in a local time integral:
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Proposition 6.15. For 0 ≤ s ≤ t ≤ T , the Malliavin derivative DsXxt of the unique strong
solution Xxt to equation (6.5) has the following explicit representation:
DsX
x
t = exp
{
−
∫ t
s
∫
R
b(u, y)LX
x
(du, dy)
}
P-a.s., (6.26)
where LX
x
(du, dy) denotes integration in space and time with respect to the local time of Xx,
see Section 6.2.2 for deﬁnitions.
Next, we turn our attention to the study of the strong solution Xxt as a function in its ini-
tial condition x for SDE’s with possible irregular drift coefﬁcients. The ﬁrst result establishes
Hölder continuity jointly in time and space.
Proposition 6.16. Let Xxt , t ∈ [0, T ] be the unique strong solution to the SDE (6.5). Then for
all s, t ∈ [0, T ] and x, y ∈ K for any arbitrary compact subset K ⊂ R there exists a constant
C = C(K, ‖b˜‖∞, ‖bˆ′‖∞) > 0 such that
E
[|Xxt −Xys |2] ≤ C(|t− s|+ |x− y|2).
In particular, there exists a continuous version of the random ﬁeld (t, x) → Xxt with Hölder
continuous trajectories of order α < 1/2 in t ∈ [0, T ] and α < 1 in x ∈ R.
If the drift coefﬁcient b is regular, then we know by Proposition 6.7 thatXxt is even differen-
tiable as a function in x. The ﬁrst variation process ∂
∂x
Xx· is then given by (6.16) in terms of the
derivative of the drift coefﬁcient and is closely related to the Malliavin derivative by (6.17). In
the following we will derive analogous results for irregular drift coefﬁcients, where in general
the ﬁrst variation process will now exist in the Sobolev derivative sense. Let U ⊂ R be an open
and bounded subset. The Sobolev space W 1,2(U) is deﬁned as the set of functions u : R → R,
u ∈ L2(U) such that its weak derivative belongs to L2(U). We endow this space with the norm
‖u‖1,2 = ‖u‖2 + ‖u′‖2
where u′ stands for the weak derivative of u ∈ W 1,2(U). We say that the solutionXxt , t ∈ [0, T ],
is Sobolev differentiable in U if for all t ∈ [0, T ], X ·t belongs to W 1,2(U), P -a.s. Observe that
in general X ·t is not in W
1,2(R), e.g. take b ≡ 0.
Theorem 6.17. Let b : [0, T ]× R → R be as in (6.6). Let Xxt , t ∈ [0, T ] be the unique strong
solution to the SDE (6.5) and U ⊂ R an open, bounded set. Then for every t ∈ [0, T ] we have
(x → Xxt ) ∈ L2(Ω,W 1,2(U)).
We remark that using analogue techniques as in [87] one could even establish that the strong
solution gives rise to a ﬂow of Sobolev diffeomorphisms. This, however, is beyond the scope of
this paper.
Similarly as for the Malliavin derivative, we are able to give an explicit representation for
the ﬁrst variation process in the Sobolev sense that does not involve the derivative of the drift
coefﬁcient by employing local time integration.
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Proposition 6.18. Let b : [0, T ] × R → R be as in (6.6). Then the ﬁrst variation process (in
the Sobolev sense) of the strong solution Xxt , t ∈ [0, T ] to SDE (6.5) has the following explicit
representation
∂
∂x
Xxt = exp
{
−
∫ t
0
∫
R
b(u, y)LX
x
(du, dy)
}
dt⊗ P − a.s. (6.27)
As a direct consequence of Proposition 6.18 together with Proposition 6.15 we obtain the
following relation between the Malliavin derivative and the ﬁrst variation process, which is an
extension of Proposition 6.7 to irregular drift coefﬁcients and which is a key result in deriving
the desired expression for the Delta.
Corollary 6.19. Let Xxt , t ∈ [0, T ], be the unique strong solution to (6.5). Then the following
relationship between the spatial derivative and the Malliavin derivative of Xxt holds:
∂
∂x
Xxt = DsX
x
t
∂
∂x
Xxs P − a.s. (6.28)
for any s, t ∈ [0, T ], s ≤ t.
Remark 6.20. Note that by Lemma 6.13 the Malliavin derivative in (6.26) and the ﬁrst variation
process in (6.27) can be expressed in various alternative ways. Firstly, we observe that by
formula (6.20) the local time integral of the regular part bˆ in b can be separated and rewritten
in the form
−
∫ t
s
∫
R
b(u, y)LX
x
(du, dy) = −
∫ t
s
∫
R
b˜(u, y)LX
x
(du, dy) +
∫ t
s
bˆ′(u,Xxu)du a.s. (6.29)
If in addition b˜(t, ·) is locally square integrable and continuous in t as a map from [0, T ] to
L2loc(R) or even time-homogeneous, then by Lemma 6.13 also the local time integral associated
to the irregular part b˜ can be reformulated in terms of the generalised covariation process as in
(6.21) or in terms of the generalised Itô formula as in (6.22), respectively. In particular, these
reformulations appear to be useful for simulation purposes.
We conclude this section by giving an extension of all the results seen so far to a class of
SDE’s with more general diffusion coefﬁcients.
Theorem 6.21. Consider the time-homogeneous SDE
dXxt = b(X
x
t )dt+ σ(X
x
t )dBt, X
x
0 = x ∈ R, 0 ≤ t ≤ T, (6.30)
where the coefﬁcients b : R −→ R and σ : R −→ R are Borel measurable. Require that there
exists a twice continuously differentiable bijection Λ : R −→ R with derivatives Λ′ and Λ′′ such
that
Λ′(y)σ(y) = 1 for a.e. y ∈ R,
as well as
Λ−1 is Lipschitz continuous.
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Suppose that the function b∗ : R −→ R given by
b∗(x) := Λ′
(
Λ−1(x)
)
b(Λ−1 (x)) +
1
2
Λ′′
(
Λ−1(x)
)
σ(Λ−1 (x))2
satisﬁes the conditions of Theorem 6.14. Then there exists a Malliavin differentiable strong
solution Xx· to (6.30) which is (locally) Sobolev differentiable in its initial condition.
Proof. The proof is obtained directly from Itô’s formula. See [83].
6.4 Existence and derivative-free representations of the Delta
We now turn the attention to the study of option price sensitivities with respect to the initial
value of an underlying asset with irregular drift coefﬁcient. Notably, we will consider lookback
options with path-dependent (discounted) pay-off in the form
Φ(XxT1 , . . . , X
x
Tm) (6.31)
for time points T1, . . . , Tm ∈ (0, T ], some function Φ : Rm → R, and where the evolution of
the underlying price process under the risk-neutral pricing measure is modelled by the strong
solution Xx of SDE (6.5) with possibly irregular drift b as in (6.6). In particular, for m = 1
the pay-off (6.31) is associated to a European option with maturity T1. Then the current option
price is given by E
[
Φ(XxT1 , . . . , X
x
Tm
)
]
and the main objective of this section is to establish
existence and a derivative-free, probabilistic representation of the Delta
∂
∂x
E
[
Φ(XxT1 , . . . , X
x
Tm)
]
.
After having analysed lookback options, we will also address the problem of computing Deltas
of Asian options with (discounted) path-dependent pay-off in the form
Φ
(∫ T2
T1
Xxu du
)
(6.32)
for T1, T2 ∈ [0, T ] and some function Φ : R → R.
We start with a preliminary result which shows that in case of a smooth pay-off function
with compact support the Delta exists for a large class of path dependent options that includes
both lookback as well as Asian options.
Lemma 6.22. Let Xxt , t ∈ [0, T ], be the strong solution to SDE (6.5) and {Xn,xt }n≥1 the
corresponding approximating strong solutions of SDE (6.24). Let Φ ∈ C∞0 (Rm) and consider
the functions
un(x) := E
[
Φ
(∫ T
0
Xn,xu μ1(du),
∫ T
0
Xn,xu μ2(du), . . . ,
∫ T
0
Xn,xu μm(du)
)]
(6.33)
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and
u(x) := E
[
Φ
(∫ T
0
Xxuμ1(du),
∫ T
0
Xxuμ2(du), . . . ,
∫ T
0
Xxuμm(du)
)]
(6.34)
where μ1, . . . , μm are ﬁnite measures on [0, T ] independent of x ∈ R. Consider also the function
u¯(x) := E
[
m∑
i=1
∂iΦ
(∫ T
0
Xxuμ1(du),
∫ T
0
Xxuμ2(du), . . . ,
∫ T
0
Xxuμm(du)
)∫ T
0
∂
∂x
Xxuμi(du)
]
(6.35)
where ∂
∂x
Xx is the ﬁrst variation process of Xx introduced in (6.27). Then
un(x)
n→∞−−−→ u(x) for all x ∈ R,
and
u′n(x)
n→∞−−−→ u¯(x)
uniformly on compact subsets K ⊂ R, where u′n denotes the derivative. As a result, we obtain
that u ∈ C1(R) with u′ = u¯. In particular, we obtain the result for lookback options by taking
μi = δti the Dirac measure concentrated on ti, i = 1, . . . ,m, and for Asian options by taking
m = 1 and μ1 = du.
Proof. First of all, observe that the expression in (6.35) is well-deﬁned. This can be seen by
using Cauchy-Schwarz inequality, the fact that Φ ∈ C∞0 (Rm), and Corollary 6.37.
It is readily checked that un(x) → u(x) for all x ∈ R since Φ is smooth by using the
mean-value theorem and the fact that Xn,xt → Xxt in L2(Ω) as n → ∞ for every t ∈ [0, T ] (see
Theorem 6.34).
We introduce the following short-hand notation for the m-dimensional random vector asso-
ciated to a process Y :
h(Y·,T ) :=
(∫ T
0
Yuμ1(du) ,
∫ T
0
Yuμ2(du) , . . . ,
∫ T
0
Yuμm(du)
)
.
For the smooth coefﬁcients bn we have un ∈ C1(R), n ≥ 1, and since ∂iΦ are bounded for
all i = 1, . . . ,m and by dominated convergence we have
u′n(x) = E
[
m∑
i=1
∂iΦ
(
h(Xn,x·,T )
) ∫ T
0
∂
∂x
Xn,xu μi(du)
]
.
Moreover, we can take integration with respect to μi(du), i = 1, ...m, outside the expectation.
Thus
u′n(x) =
m∑
i=1
∫ T
0
E
[
∂iΦ
(
h(Xn,x·,T )
) ∂
∂x
Xn,xu
]
μi(du).
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Hence
|u′n(x)− u¯(x)| =
m∑
i=1
∫ T
0
E
[
∂iΦ
(
h(Xn,x·,T )
) ∂
∂x
Xn,xu − ∂iΦ
(
h(Xx·,T )
) ∂
∂x
Xxu
]
μi(du)
=:
m∑
i=1
∫ T
0
Fn,i(u, x)μi(du)
where Fn,i(u, x) denotes the expectation in the integral. We will show that for any i = 1, . . . ,m
and compact subset K ⊂ R,
sup
(u,x)∈[0,T ]×K
|Fn,i(u, x)| n→∞−−−→ 0.
Indeed, by plugging in expression (6.27) for the ﬁrst variation process and Girsanov’s theorem
we get
|Fn,i(u, x)| ≤
∣∣∣∣∣E[∂iΦ (h(Bx·,T )) exp
{
−
∫ u
0
∫
R
bn(v, y)L
Bx(dv, dy)
}
E
(∫ T
0
bn(u,B
x
u)dBu
)
− ∂iΦ
(
h(Bx·,T )
)
exp
{
−
∫ u
0
∫
R
b(v, y)LB
x
(dv, dy)
}
E
(∫ T
0
b(u,Bxu)dBu
))]∣∣∣∣∣
≤
∣∣∣∣∣E[∂iΦ (h(Bx·,T )) E
(∫ T
0
b(u,Bxu)dBu
)
×
(
exp
{
−
∫ u
0
∫
R
bn(v, y)L
Bx(dv, dy)
}
− exp
{
−
∫ u
0
∫
R
b(v, y)LB
x
(dv, dy)
})]∣∣∣∣∣
+
∣∣∣∣∣E[∂iΦ (h(Bx·,T )) exp
{
−
∫ u
0
∫
R
bn(v, y)L
Bx(dv, dy)
}
×
(
E
(∫ T
0
bn(u,B
x
u)dBu
)
− E
(∫ T
0
b(u,Bxu)dBu
))]∣∣∣∣∣
:= In + IIn
Here, we will show estimates for IIn, for In the argument is analogous. Similarly to how we
obtain the estimate II1n+II
2
n in the proof of Lemma 6.33, using inequality |ex−1| ≤ |x|(ex+1)
we get
IIn E
[
|∂iΦ
(
h(Bx·,T )
) ||Un| exp{− ∫ u
0
∫
R
bn(v, y)L
Bx(dv, dy)
}
E
(∫ T
0
bn(u,B
x
u)dBu
)]
+ E
[
|∂iΦ
(
h(Bx·,T )
) ||Un| exp{− ∫ u
0
∫
R
bn(v, y)L
Bx(dv, dy)
}
E
(∫ T
0
b(u,Bxu)dBu
)]
=: II1n + II
2
n ,
6.4. EXISTENCE AND DERIVATIVE-FREE REPRESENTATIONS OF THE DELTA 129
where
Un :=
∫ T
0
(b˜n(u,B
x
u)− b˜(u,Bxu))dBu −
1
2
∫ T
0
(b2n(u,B
x
u)− b2(u,Bxu))du.
We will now show that II1n → 0 as n → ∞ uniformly in x on a compact subset K ⊂ R. The
convergence of II2n then follows immediately, too. Denote p =
1+ε
ε
with ε > 0 from Lemma
6.29 and use Hölder’s inequality with exponent 1 + ε on the Doléans-Dade exponential, then
employ formula (6.20) on bˆ in bn = b˜n+ bˆ and use Cauchy-Schwarz inequality successively. As
a result,
II1n E
[
E
(∫ T
0
bn(u,B
x
u)dBu
)1+ε]1/(1+ε)
E
[|∂iΦ (h(Bx·,T ∗)) |]1/(2p)E[|Un|8p]1/(8p)
× E
[
exp
{
−4p
∫ u
0
∫
R
b˜n(v, y)L
Bx(dv, dy)
]1/(4p)}
E
[
exp
{
8p
∫ u
0
bˆ′(v, Bxv )dv
}]1/(8p)
.
The ﬁrst and fourth factor are bounded uniformly in n ≥ 0 and x ∈ K by Remark 6.30 and
Lemma 6.31, respectively. The second and and ﬁfth factor can be controlled since ∂iΦ, i =
1, . . . ,m and bˆ′ are uniformly bounded. It remains to show that
sup
x∈K
E[|Un|8p] n→∞−−−→ 0
for any compact subset K ⊂ R.
Using Minkowski’s inequality, Burkholder-Davis-Gundy’s inequality and Hölder’s inequal-
ity we can write
E[|Un|8p] 
∫ T
0
E[|b˜n(u,Bxu)− b˜(u,Bxu)|8p]du+
∫ T
0
E[|b2n(u,Bxu)− b2(u,Bxu)|8p]du.
(6.36)
Then write the integrand of the ﬁrst term in (6.36) as
E[|b˜n(u,Bxu)− b˜(u,Bxu)|8p] =
1√
2πu
∫
R
|b˜n(u, y)− b˜(u, y)|8pe−
(y−x)2
2u dy.
Using Cauchy-Schwarz inequality on |b˜n(u, y)− b˜(u, y)|8pe−y
2
4u we obtain
E[|b˜n(u,Bxu)−b˜(u,Bxu)|8p] ≤
≤ 1√
2πu
e−
x2
2u
(∫
R
|b˜n(u, y)− b˜(u, y)|16pe−
y2
2udy
)1/2(∫
R
e−
y2
2u
+2xy
u dy
)1/2
.
Then for each u ∈ [0, T ], by taking the supremum over x ∈ K and by dominated convergence,
we get
sup
x∈K
E[|b˜n(u,Bxu)− b˜(u,Bxu)|8p] n→∞−−−→ 0 ,
and hence the result follows. Similarly, one can argue for the second term in (6.36).
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In sum,
sup
(u,x)∈[0,t]×K
|Fn,i(u, x)| n→∞−−−→ 0
for all i = 1, . . . ,m and hence u′n(x)
n→∞−−−→ u¯(x) uniformly on compact sets K ⊂ R, and thus
u ∈ C1(R) with u′ = u¯.
We come to the main result of this paper, which extends Theorem 6.1 to lookback options
written on underlyings with irregular drift coefﬁcients. In particular, when plugging in expres-
sion (6.27) for the ﬁrst variation process, we see that the formula for the Delta in (6.38) below
involves neither the derivative of the pay-off function Φ nor the derivative of the drift coefﬁcient
b. We obtain this result for pay-off functions Φ ∈ Lqw(Rm), where
Lqw(R
m) :=
{
f : Rm → R measurable :
∫
Rm
|f(x)|q w(x)dx < ∞
}
(6.37)
for the weight function w deﬁned by w(x) := exp(− 1
2T
|x|2), x ∈ Rm, and where the exponent
q depends on the drift b. Note that all pay-off functions of practical relevance are contained in
these spaces.
Theorem 6.23. Let Xx be the strong solution to SDE (6.5) and Φ : Rm → R a function in
L4pw (R
m), where p > 1 is the conjugate of 1 + ε for ε > 0 in Lemma 6.29. Then, for any
0 < T1 ≤ · · · ≤ Tm ≤ T , the price
u(x) := E
[
Φ(XxT1 , . . . , X
x
Tm)
]
of the associated lookback option is continuously differentiable in x ∈ R, and its derivative, i.e.
the Delta, takes the form
u′(x) = E
[
Φ(XxT1 , . . . , X
x
Tm)
∫ T
0
a(s)
∂
∂x
Xxs dBs
]
(6.38)
for any bounded measurable function a : R → R such that, for every i = 1, . . . ,m,∫ Ti
0
a(s)ds = 1. (6.39)
Proof. Assume ﬁrst Φ ∈ C∞0 (Rm). Then by Lemma 6.22 with μi = δti , i = 1, . . . ,m, we know
that u(x) = E
[
Φ(XxT1 , . . . , X
x
Tm
)
]
is continuously differentiable with derivative
u′(x) :=
m∑
i=1
E
[
∂iΦ(X
x
T1
, . . . , XxTm)
∂
∂x
XxTi
]
.
Now, by Corollary 6.19, we have for any i = 1, . . . ,m
∂
∂x
XxTi = DsX
x
Ti
∂
∂x
Xxs for all s ≤ Ti . (6.40)
Also recall that DsXxTi = 0 for s ≥ Ti. So, for any function a : R → R satisfying (6.39) we
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have
∂
∂x
XxTi =
∫ T
0
a(s)DsX
x
Ti
∂
∂x
Xxs ds.
As a result,
u′(x) =
m∑
i=1
E
[
∂iΦ(X
x
T1
, . . . , XxTm)
∫ T
0
a(s)DsX
x
Ti
∂
∂x
Xxs ds
]
= E
[∫ T
0
a(s)DsΦ(X
x
T1
, . . . , XxTm)
∂
∂x
Xxs ds
]
,
where in the last step we could use the chain rule for the Malliavin derivative backwards, see
Lemma 6.4, since Φ(XxT1 , . . . , X
x
Tm
) is Malliavin differentiable due to Theorem 6.14. Then
a(s) ∂
∂x
Xxs is an Fs-adapted Skorokhod integrable process by Corollary 6.37 with p = 2, so the
duality formula for the Malliavin derivative (see Theorem 6.5) yields
u′(x) = E
[
Φ(XxT1 , . . . , X
x
Tm)
∫ T
0
a(s)
∂
∂x
Xxs dBs
]
.
Finally, we extend the result to a pay-off function Φ ∈ L4pw (Rm). By standard arguments we
can approximate Φ by a sequence of functions Φn ∈ C∞0 (Rm), n ≥ 0, such that Φn → Φ in
L4pw (R
m) as n → ∞. Now deﬁne
un(x) := E[Φn(X
x
T1
, . . . , XxTm)]
and
u¯(x) := E[Φ(XxT1 , . . . , X
x
Tm)
∫ T
0
a(s)
∂
∂x
Xxs dBs].
Then
|u′n(x)− u¯(x)| =
∣∣∣∣E [(Φn(XxT1 , . . . , XxTm)− Φ(XxT1 , . . . , XxTm)) ∫ T
0
a(s)
∂
∂x
Xxs dBs
]∣∣∣∣
≤ E
[∣∣Φn(XxT1 , . . . , XxTm)− Φ(XxT1 , . . . , XxTm)∣∣2]1/2E [∫ T
0
|a(s) ∂
∂x
Xxs |2ds
]1/2
≤ CE
[∣∣Φn(BxT1 , . . . , BxTm)− Φ(BxT1 , . . . , BxTm)∣∣2 E (∫ T
0
b(u,Bxu)dBu
)]1/2
,
where we have used Cauchy-Schwarz inequality, Itô’s isometry, Corollary 6.37 and Girsanov’s
theorem in this order. Then we apply Hölder’s inequality with 1 + ε for a small enough ε > 0
and use Lemma 6.29 to get
|u′n(x)− u¯(x)| ≤
≤ CE
[∣∣Φn(BxT1 , . . . , BxTm)− Φ(BxT1 , . . . , BxTm)∣∣2 1+εε ] ε2(1+ε) E
[
E
(∫ T
0
b(u,Bxu)dBu
)1+ε] 12(1+ε)
≤ CE
[∣∣Φn(BxT1 , . . . , BxTm)− Φ(BxT1 , . . . , BxTm)∣∣2 1+εε ] ε2(1+ε) .
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For the last quantity, denote by Pt(y) := 1√2πte
−y2/(2t), y ∈ R the density of Bt, and set T0 := 0
and y0 := x. Recall that 0 < T1 ≤ · · · ≤ Tm. Using the independent increments of the
Brownian motion we rewrite
E
[ ∣∣Φn(BxT1 , . . . , BxTm)− Φ(BxT1 , . . . , BxTm)∣∣2 1+εε
]
=
∫
Rm
|Φn(y1, . . . , ym)− Φ(y1, . . . , ym)|2 1+εε
m∏
i=1
PTi−Ti−1(yi − yi−1)dy1 · · · dym.
Furthermore, with t∗ := mini=1,...,m−1(ti+1 − ti)
E
[ ∣∣Φn(BxT1 , . . . , BxTm)− Φ(BxT1 , . . . , BxTm)∣∣2 1+εε
]
≤ (2πt∗)−m/2
∫
Rm
|Φn(y1, . . . , ym)− Φ(y1, . . . , ym)|2 1+εε
m∏
i=1
e
− y
2
i
4(Ti−Ti−1)
× e−
y2i
4(Ti−Ti−1)+
yiyi−1
Ti−Ti−1−
y2i−1
2(Ti−Ti−1)dy1 · · · dym.
By applying Cauchy-Schwarz inequality we obtain
E
[ ∣∣Φn(BxT1 , . . . , BxTm)− Φ(BxT1 , . . . , BxTm)∣∣2 1+εε
]
≤ (2πt∗)−m/2
(∫
Rm
|Φn(y1, . . . , ym)− Φ(y1, . . . , ym)|4 1+εε e−
|y|2
2T dy1 · · · dym
)1/2
×
(∫
Rm
m∏
i=1
e
− y
2
i
2(Ti−Ti−1)+
2yiyi−1
Ti−Ti−1−
y2i−1
(Ti−Ti−1)dy1 · · · dym
)1/2
=: In · II.
For the second factor we have
II ≤ e−x
2
T
(∫
Rm
e−
y1
2T
+
xy1
T
m∏
i=2
e−
(yi−yi−1)2
2T dy1 · · · dym
)1/2
and hence
sup
x∈K
II < ∞.
Thus, since factor In converges to 0 by assumption, we can approximate u¯ uniformly in x ∈ R
on compact sets by smooth pay-off functions. So u ∈ C1(R) and u′ = u¯.
Next, we consider Asian options with pay-off given by (6.32). If T1 > 0 we are able to
give the analogous result to Theorem 6.23 by approximating the Asian pay-off with lookback
pay-offs:
Corollary 6.24. Let Xx be the strong solution to SDE (6.5) and Φ : R → R a function in
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L4pw˜ (R) where w˜ is deﬁned in (6.45) further below and where p > 1 is the conjugate of 1+ ε for
ε > 0 in Lemma 6.29. Then for any T1, T2 ∈ (0, T ] with T1 < T2, the price
u(x) = E
[
Φ
(∫ T2
T1
Xxudu
)]
of the associated Asian option is continuously differentiable in x ∈ R, and its derivative, i.e.
the Delta, takes the form
u′(x) = E
[
Φ
(∫ T2
T1
Xxs ds
)∫ T1
0
a(s)
∂
∂x
Xxs dBs
]
(6.41)
for any bounded measurable function a : R → R such that∫ T1
0
a(s)ds = 1. (6.42)
Proof. Assume ﬁrst that Φ ∈ C1(R), and consider a series of partitions of [T1, T2] with vanish-
ing mesh, i.e. let {T1 = tm0 < tm1 < . . . < tmm = T2}∞m=1 with limm→∞ supi=1,...,m(tmi − tmi−1) =
0. Then we may write the integral using Riemann sums as follows∫ T2
T1
Xxs ds = lim
m→∞
∑
i=1,...,m
Xxtmi (t
m
i − tmi−1).
Then
Φ
(∫ T2
T1
Xxs ds
)
= lim
m→∞
Φ
( ∑
i=1,...,m
Xxtmi (t
m
i − tmi−1)
)
=: lim
m→∞
Φˆm(X
x
tm1
, . . . , Xxtmm).
By Theorem 6.23 we have
u′(x) = lim
m→∞
E
[
Φˆm(X
x
tm1
, . . . , Xxtmm)
∫ T
0
am(s)
∂
∂x
Xxs dBs
]
where am is a bounded measurable function such that
∫ tmi
0
am(s)ds = 1 for each i = 1, . . . ,m.
Then
u′(x) = lim
m→∞
E
[
Φˆm(X
x
tm1
, . . . , Xxtmm)
∫ T
0
am(s)
∂
∂x
Xxs dBs
]
= E
[
Φ
(∫ T2
T1
Xxs ds
)∫ T1
0
a(s)
∂
∂x
Xxs dBs
]
,
where a is a function such that
∫ T1
0
a(s)ds = 1.
For a general pay-offΦ, we approximateΦ in L4pw (R) by a sequence of functions {Φn}n≥0 ⊂
C10(R) and deﬁne u(x) := E[Φ(
∫ T2
T1
Xxs ds)] and u¯(x) := E
[
Φ
(∫ T2
T1
Xxs ds
) ∫ T1
0
a(s) ∂
∂x
Xxs dBs
]
.
Consider un(x) = E[Φn(
∫ T2
T1
Xxs ds)]. Finally, similarly as in Theorem 6.23 one has un(x) →
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u(x) as n → ∞ for all x ∈ R and
|u′n(x)− u¯(x)|  E
[∣∣Φn(∫ T2
T1
Bxs ds
)
− Φ
(∫ T2
T1
Bxs ds
) ∣∣2p]1/p ,
which goes to zero uniformly in x ∈ K on compact setsK ⊂ R as n → ∞ by using the fact that∫ T2
T1
Bxs ds has a Gaussian distribution with mean x(T2 − T1) and variance T
3
2−T 31
3
− (T2 − T1)T 21
which explains the weight w˜.
Remark 6.25. From the proof of Corollary 6.24 it follows that the Delta (6.41) of an Asian
option can be approximated by the Delta
E
[
Φ
(
m∑
i=1
Xxti (ti − ti−1)
)∫ T2
0
a(s)
∂
∂x
Xxs dBs
]
(6.43)
of a lookback option for a ﬁne enough partition T1 = t0 < t1 < · · · < tm = T2, where∫ ti
0
a(s)ds = 1 for each i = 1, . . . ,m.. From a numerical point of view, this might make a
difference since the function a in (6.43) can be chosen to have support on the full segment
[0, T2], while in (6.41) the function a can only have support on [0, T1].
If the averaging period of the Asian option starts today, i.e. T1 = 0, then formula (6.41)
does not hold anymore. Instead, one can derive alternative closed-form expressions for the
Asian delta for smooth diffusion coefﬁcients, see e.g. [50] and [18], which potentially can
be generalised to irregular drift coefﬁcients. However, except for linear coefﬁcients (Black &
Scholes model), these expressions involve stochastic integrals in the Skorokhod sense which
are, in general, hard to simulate. Instead, we here propose to enlarge the state space by one
dimension and to consider a perturbed Asian pay-off. In that case we are able to derive a
probabilistic representation for the corresponding Delta that only includes Itô integrals. More
precisely, we consider the (strong) solution to the perturbed two-dimensional SDE
dXxt = b(t,X
x
t )dt+ dBt, X
x
0 = x ∈ R,
dY ,x,yt = X
x
t dt+ dWt , Y
,x,y
0 = y ∈ R, 0 ≤ t ≤ T, (6.44)
for  > 0, where W is a one-dimensional Brownian motion independent of B. The idea is now
to consider the perturbed Asian pay-off with averaging period [0, T2], T2 ∈ (0, T ] as a European
pay-off on Y ,x,yT2 :
Φ
(∫ T2
0
Xxs ds
)
∼ Φ(Y ,x,0T2 ) = Φ
(∫ T2
0
Xxs ds+ WT2
)
.
We then get the following result, where we now consider the slightly differently weighted pay-
off function space
Lqw˜(R) :=
{
f : R → R measurable:
∫
R
|f(x)|qw˜(x)dx < ∞
}
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for the weight function w˜ deﬁned by
w˜(x) = exp
(
− |x|
2
2T2 (T 22 /3 + 1)
)
, x ∈ R. (6.45)
Theorem 6.26. Let Y ,x,y· be the second component of the strong solution to (6.44) and Φ ∈
L4pw˜ (R), where p > 1 is the conjugate of 1 + ε for ε > 0 in Lemma 6.29. For a given maturity
time T2 ∈ (0, T ] and 0 <  ≤ 1, the price
u(x) := E[Φ(Y
,x,0
T2
)]
of the associated perturbed Asian option is continuously differentiable in x ∈ R, and its deriva-
tive, i.e. the Delta, takes the form
u′(x) = E
[
Φ(Y ,x,0T2 )
(∫ T
0
a(s)
∂
∂x
Xxs dBs + 
−1
∫ T
0
a(s)
∫ s
0
∂
∂x
Xxudu dWs
)]
, (6.46)
where a : [0, T ] −→ R is a bounded measurable function such that ∫ T
0
a(s)ds = 1.
Proof. The proof is a straight forward generalization of the proof of Theorem 6.23 to the (par-
ticularly simple) two-dimensional extension (6.44) of the underlying SDE. Therefore, we here
only give the main steps.
First observe that the strong solution (Xxt , Y
,x,y
t ) is clearly differentiable in y, and by The-
orem 6.17 also (weakly) differentiable in x, and we get
Dx,y
(
Xxt
Y ,x,yt
)
=
(
∂
∂x
Xxt 0∫ t
0
∂
∂x
Xxudu 1
)
,
for all t ∈ [0, T ], where Dx,y denotes the derivative.
Assume ﬁrst Φ ∈ C∞0 (R). Then it follows from Lemma 6.22 that E[Φ(Y ,x,yT2 )] is continu-
ously differentiable in (x, y) with
Dx,yE[Φ(Y
,x,y
T2
)] = E
[(
0
Φ
′
(Y ,x,yT2 )
)∗
Dx,y
(
XxT2
Y ,x,yT2
)]
,
where ∗ indicates the transposition of a matrix.
On the other hand, if we denote by D the Malliavin derivative in the direction of (B,W ), it
follows by means of the estimate in (6.78) and Corollary 6.19 that Y ,x,yT2 is Malliavin differen-
tiable and that for 0 ≤ s ≤ T
Ds
(
XxT2
Y ,x,yT2
)(
1 0
0 
)−1
Dx,y
(
Xxs
Y ,x,ys
)
= Dx,y
(
XxT2
Y ,x,yT2
)
(6.47)
dx ⊗ ds ⊗ P−a.e. Then, using (6.47), the chain rule from Lemma 6.4 and the duality relation
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for the Malliavin derivative, we see that
Dx,yE[Φ(Y
,x,y
T2
)] = E
[(
0
Φ
′
(Y ,x,yT2 )
)∗ ∫ T
0
a(s)Ds
(
XxT2
Y ,x,yT2
)(
1 0
0 
)−1
Dx,y
(
Xxs
Y ,x,ys
)
ds
]
= E
[
Φ(Y ,x,yT2 )
∫ T
0
a(s)
((
1 0
0 −1
)
Dx,y
(
Xxs
Y ,x,ys
))∗
d
(
Bs
Ws
)]
.
Thus
∂
∂x
E[Φ(Y ,x,yT2 )] = E
[
Φ(Y ,x,yT2 )
(∫ T
0
a(s)
∂
∂x
Xxs dBs + 
−1
∫ T
0
a(s)
∫ s
0
∂
∂x
Xxudu dWs
)]
for all x, y,  > 0.
For general Φ ∈ L4pw˜ (R) one pursues an approximation argument analogously to the one in
the proof of Theorem 6.23, where we now use the Gaussian distribution of
∫ T2
0
Bxs ds + WT2
with mean xT2 and variance T 32 /3 + 
2T2, which explains the weight (6.45) for 0 <  ≤ 1.
Finally, we address the question whether both (6.41) for T1 → 0 as well as (6.46) for  → 0
are indeed approximations for the Delta of the Asian option with averaging period starting in 0.
We here give an afﬁrmative answer for a class of pay-off functions Φ in spaces of the type
W 1,qw˜ (R) :=
{
f ∈ W 1,qloc (R);
∫
R
|f(x)|qw˜(x)dx+
∫
R
|f ′(x)|qw˜(x)dx < ∞
}
for some q > 1, where f ′ denotes the weak derivative of f and the weight function w˜ is deﬁned
in (6.45). See [69] for more information on weighted Sobolev spaces.
Theorem 6.27. Let Xx be the strong solution to SDE (6.5) and Φ ∈ W 1,4pw˜ (R), where p > 1 is
the conjugate of 1+ ε for ε > 0 in Lemma 6.29. Further, require that the points of discontinuity
of the distributional derivative Φ
′
are contained in a Lebesgue null set and that the following
conditions are satisﬁed∫
R
∫
R
sup
>0
|Φ(y)− Φ(y − z)|2p w˜(y)PT (z)dydz < ∞ (6.48)
and ∫
R
∫
R
sup
>0
|Φ′(y)− Φ′(y − z)|4p w˜(y)PT (z)dydz < ∞, (6.49)
where Pt(z) = 1√2πt exp(− 12tz2), t > 0, z ∈ R is the Gaussian kernel. Then
u(x) := E
[
Φ
(∫ T2
0
Xxs ds
)]
is continuously differentiable in x ∈ R, and
u′(x) = lim
→0
E
[
Φ
(
Y ,x,0T2
)(∫ T
0
a(s)
∂
∂x
Xxs dBs + 
−1
∫ T
0
a(s)
∫ s
0
∂
∂x
Xxudu dWs
)]
, (6.50)
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as well as
u′(x) = lim
T1→0
E
[
Φ
(∫ T2
T1
Xxudu
)∫ T1
0
a(u)
∂
∂x
XxudBu
]
. (6.51)
Proof. By Theorem 6.26 we have that u ∈ C1(R) for all  > 0. Hence,
∂
∂x
E[Φ(Y ,x,0T2 )] = E
[
Φ
′
(Y ,x,0T2 )
∂
∂x
Y ,x,0T2
]
for all  > 0, dx-a.e. Let J ⊂ R be a compact set. Then, using the same line of reasoning just
as in the proof of Theorem 6.23, using Cauchy-Schwarz inequality, Girsanov’s theorem, and
Lemma 6.29 we ﬁnd the estimates
sup
x∈J
∣∣∣∣ ∂∂xE[Φ(Y ,x,0T2 )]− ∂∂xE[Φ(Y 0,x,0T2 )]
∣∣∣∣ ≤ C (E [∫
R
∣∣∣Φ′(y)− Φ′(y − WT2)∣∣∣4p w˜(y)dy]) 14p
and
sup
x∈J
∣∣E[Φ(Y ,x,0T2 )]− E[Φ(Y 0,x,0T2 )]∣∣ ≤ K (E [∫
R
|Φ(y)− Φ(y − WT2)|2p w˜(y)dy
]) 1
2p
for constants C, K depending only on T2, J , p (and not on ).
Finally, using dominated convergence in connection with (6.48) and (6.49), the proof fol-
lows.
To prove (6.51) deﬁne uT1(x) := E[Φ(
∫ T2
T1
Xxudu)]. Since Φ ∈ L4pw˜ (R), we have by Corol-
lary 6.24 that uT1 ∈ C1(R) for every T1 > 0. Moreover, since Φ ∈ W 1,4pw˜ (R) we have
u′T1(x) = E
[
Φ′
(∫ T2
T1
Xxudu
)∫ T2
T1
∂
∂x
Xxudu
]
.
Consequently, for every compact J ⊂ R we have
sup
x∈J
∣∣∣∣ ∂∂xE
[
Φ
(∫ T2
T1
Xxudu
)]
− ∂
∂x
E
[
Φ
(∫ T2
0
Xxudu
)]∣∣∣∣
≤ sup
x∈J
∣∣∣∣E [(Φ′(∫ T2
T1
Xxudu
)
− Φ′
(∫ T2
0
Xxudu
))∫ T2
T1
∂
∂x
Xxudu
]∣∣∣∣
+ sup
x∈J
∣∣∣∣E [Φ′(∫ T2
0
Xxudu
)∫ T1
0
∂
∂x
Xxudu
]∣∣∣∣
=:A1 + A2
where A1 and A2 denote the respective summands. It is clear that A2 goes to 0 uniformly in x
on J as T1 → 0. To show the corresponding convergence for A1, similar computations as in the
beginning of the proof, using Cauchy-Schwarz inequality, Girsanov’s theorem, Lemma 6.29,
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and that Φ′ ∈ L4pw˜ (R), give for some constant Cε > 0
A1 =Cε sup
x∈J
E
[∣∣∣∣Φ′(∫ T1
0
Bxudu
)∣∣∣∣4p
]1/(4p)
≤ Cε‖Φ′‖L4p
w˜
(R)
∫
R
e
− z2
2T1(T
2
1 /3+1)dz
T1→0−−−→ 0 .
Hence (6.51) follows.
Example 6.28. We conclude this section by verifying the conditions in Theorem 6.27 for a pay-
off function that is used in the next section. Consider the function Φ : R −→ [0,∞) given
by
Φ(y) = exp(−y)(C exp(y)−K)+,
where C, K > 0 are constants and (x)+ := max(x, 0) for x ∈ R. We immediately see that
Φ ∈ W 1,4ploc (R) ∩ L4pw˜ (R) and that
Φ
′
(y) = − exp(−y)(C exp(y)−K)+ + C1[log(K/C),∞)(y) dx− a.e.
On the other hand we have that
sup
>0
∣∣∣Φ′(y)− Φ′(y − z)∣∣∣4p ≤ M(∣∣∣Φ′(y)∣∣∣4p + sup
>0
∣∣∣Φ′(y − z)∣∣∣4p
≤ M((2C +K exp(|y|))4p + (2C +K exp(|y|+ |z|))4p).
So condition (6.49) is fulﬁlled. In the same way one veriﬁes condition (6.48). Hence Φ satisﬁes
the assumptions of the previous theorem.
6.5 Examples and Simulations
We complete this paper by applying the results from Section 6.4 to the computation of the Deltas
in the regime-switching examples mentioned in the Introduction. More complex examples of
state-dependent drift coefﬁcients (see e.g. [35]) can be treated following the same principles. To
implement the methodology, we ﬁrst employ Remark 6.20 and observe that all drift coefﬁcients
from the regime switching examples in the Introduction can be written in the form b(t, x) =
b˜(x)+ bˆ(x) as in (6.6) such that identity (6.20) holds for bˆ(x) and identity (6.22) holds for b˜(x).
We thus get the following rewriting of the ﬁrst variation process (6.27):
∂
∂x
Xxt = exp
{
2β˜(Xxt )− 2β˜(x)− 2
∫ t
0
b˜(Xxs ) dX
x
s +
∫ t
0
bˆ′(Xxu)du
}
, (6.52)
where β˜(·) := b˜(0) + ∫ ·
0
b˜(y) dy is a primitive of b˜(·). This form is convenient for simulation
purposes.
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6.5.1 Black & Scholes model with regime-switching dividend yield
Consider an extended Black & Scholes model where the stock pays a dividend yield that
switches to a higher level when the stock value passes a certain threshold R ∈ R+. That is,
under the risk-neutral measure the stock price S is given by the SDE
Ss0t = s0 +
∫ t
0
b(Ss0u )S
s0
u du+
∫ t
0
σSs0u dBu ,
where σ > 0 is constant and the drift coefﬁcient b : R → R is given by
b(x) := −λ11(−∞,R)(x)− λ21[R,∞)(x),
for dividend yields λ1, λ2 ∈ R+. We are interested in computing the Delta of a European option
written on the stock with given pay-off function Φ : R → R and maturity T :
∂
∂s0
E[Φ(Ss0T )] .
In order to ﬁt the computation of the Delta in our framework, we rewrite the stock price with
the help of Itô’s formula as
Ss0T = e
σX
ln(s0)/σ
T ,
where Xxt is the solution of the SDE
Xxt = x+
∫ t
0
b(Xxu)du+ Bt , (6.53)
with
b(x) := −λ11(−∞,R)(x)− λ21[R,∞)(x)− σ
2
,
and λ1 := λ1σ , λ2 :=
λ2
σ
, R := ln(R)
σ
. We see that SDE (6.53) is in the required form (6.5) with
b˜(t, x) = −(λ2 − λ1)1[R,∞)(x) and bˆ(t, x) = −λ1 − σ2 . With Φ := Φ ◦ exp ◦ σ· we thus get by
the chain rule
∂
∂s0
E[Φ(Ss0T )] =
∂
∂s0
E[Φ(X
ln(s0)/σ
T )] =
1
s0σ
· ∂
∂x
E[Φ(XxT )] |x= ln(s0)
σ
.
IfΦ ∈ L4pw (R)we know by Theorem 6.23 that the Delta exists, and we can compute ∂∂xE[Φ(XxT )]
by (6.38) to obtain
∂
∂s0
E[Φ(Ss0T )] = E
[
Φ(Ss0T )
∫ T
0
a(s)
s0σ
∂
∂x
X ln(s0)/σs dBs
]
(6.54)
for any bounded measurable function a : R → R such that ∫ T
0
a(s)ds = 1 , and where ∂
∂x
Xxs is
given by (6.52) with bˆ′ = 0 and
β˜(x) :=
∫ x
0
b˜(y) dy = −(λ2 − λ1)(x−R)1[R,∞)(x).
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We now consider the Delta for a call option, i.e. Φ(x) := (x−K)+, and for a digital option, i.e.
Φ(x) := 1{x≥K}, for some strike priceK > 0. It is easily seen that in both casesΦ ∈ L4pw (R). To
compute (6.54) by Monte Carlo, Xx is approximated by an Euler scheme (see [109], Theorem
3.1 on the Euler scheme approximation for coefﬁcients b which are non-Lipschitz due to a set
of discontinuity points with Lebesgue measure zero). As in [50] we compare the performance
of (6.54) to the approximation of the Delta by a ﬁnite difference scheme combined with Monte
Carlo:
∂
∂s0
E[Φ(Ss0T )] ∼
E[Φ(Ss0+T )]− E[Φ(Ss0−T )]
2
, (6.55)
for  sufﬁciently small. We set the parameters T = 1, s0 = 100, λ¯1 = 0.05, λ¯2 = 0.15, R¯ = 108,
σ = 0.1 and K = 94. Our ﬁndings are analogue to the ones in [50]: for the continuous call
option pay-off function the approximation (6.55) seems to be more efﬁcient (see Figure 6.1),
whereas for the discontinuous pay-off function of a digital option, the approximation (6.54) via
the Malliavin weight exhibits considerably better convergence (see Figure 6.2).
Figure 6.1: Delta of a European Call Option Black & Scholes model with regime-switching
dividend yield.
Figure 6.2: Delta of a European Digital Option under the Black & Scholes model with regime-
switching dividend yield.
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6.5.2 Electricity spot price model with regime-switching mean-reversion
rate
Typically, electricity spot prices exhibit a mean-reverting behaviour with at least two different
regimes of mean-reversion: a spike regime with very strong mean-reversion on exceptionally
high price levels and a base regime with moderate mean-reversion on regular price levels. These
features can be captured by modelling the electricity spot price S (under a risk-neutral pricing
measure) by an extended Ornstein-Uhlenbeck process with regime-switching mean-reversion
rate:
Ss0t = s0 +
∫ t
0
b(Ss0u )du+ σBt , (6.56)
where the drift coefﬁcient is given by
b(x) := −λ1x1(−∞,R)(x)− λ2x1[R,∞)(x) (6.57)
for mean reversion rates λ1, λ2 ∈ R+, a given spike price threshold R ∈ R, and σ > 0. In order
to guarantee positive prices, one could alternatively model the log-price by (6.56), or one could
introduce another regime with high mean-reversion as soon as the price falls below zero (we
recall that short periods of negative electricity prices have been observed).
Since electricity is a ﬂow commodity, derivatives on spot electricity are written on the av-
erage price of the delivery of 1 kWh over a future period [T1, T2], i.e. the underlying is of the
type
∫ T2
T1
Ss0t dt for T1 > 0. The most liquidly traded electricity derivatives are futures and for-
wards. In that case the pay-off is linear and the computation of the Delta can be reduced to the
computation of the Deltas of European type options:
∂
∂s0
E
[
1
T2 − T1
∫ T2
T1
Ss0t dt
]
=
1
T2 − T1
∫ T2
T1
∂
∂s0
E[Ss0t ] dt .
For derivatives with non-linear pay-off Φ, the Delta
∂
∂s0
E
[
Φ
(∫ T2
T1
Ss0t dt
)]
is of Asian type.
Again, in order to ﬁt the computation of the Delta in our framework we rewrite the stock
price with the help of Itô’s formula as
Ss0t = σX
s0/σ
t ,
where Xx is the solution of the SDE
Xxt = x+
∫ t
0
b(Xxu)du+ Bt, (6.58)
with
b(x) := − (λ11(−∞,R)(x) + λ21[R,∞)(x)) x, (6.59)
where R = R/σ. We see that the SDE (6.58) is in the required form (6.5) with b˜(x) =
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− (λ2 − λ1)R1[R,∞)(x) and bˆ(x) = b(x) − b˜(x). As in the previous example, by the chain
rule we get that
∂
∂s0
E
[
Φ
(∫ T2
T1
Ss0t dt
)]
=
∂
∂s0
E
[
Φ
(∫ T2
T1
X
s0/σ
t dt
)]
=
1
σ
∂
∂x
E
[
Φ
(∫ T2
T1
Xxt dt
)]∣∣∣∣
x=
s0
σ
(6.60)
with Φ := Φ ◦ ·σ. Note that in this example the ﬁrst variation process ∂
∂x
Xxs is given by (6.52)
with
β˜(x) :=
∫ x
0
b˜(y) dy = − (λ2 − λ1)R(x−R)1[R,∞)(x)
and ∫ t
0
bˆ′(u,Xxu)du = −λ1
∫ t
0
1(−∞,R)(Xxu)du− λ2
∫ t
0
1[R,∞)(Xxu)du.
We compare the performance of the formula for the Asian Delta in Corollary 6.24 with the
approximation presented in Remark 6.25 and with a ﬁnite difference approximation analogous
to (6.55) when Φ is a call option pay-off and a digital option pay-off, respectively. Obviously,
in both cases the pay-off in terms of Xx· fulﬁls the assumptions in Theorem 6.23. In the ap-
proximation presented in Remark 6.25 an optimal (in the sense that it minimises the variance of
the Malliavin weight) choice for a(s) could improve the convergence rate of the method. In the
simulations we compared the following possible choices for a(s):
a1(s) :=
{
1
t1
if 0 ≤ s ≤ t1
0 if t1 < s ≤ T2
a2(s) :=
⎧⎪⎪⎨⎪⎪⎩
1
t1
if 0 ≤ s ≤ t1
k if
⌊
s−T1
T2−T1 · 2m
⌋
≡ 0 mod 2 and t1 < s ≤ T2
−k if
⌊
s−T1
T2−T1 · 2m
⌋
≡ 1 mod 2 and t1 < s ≤ T2
a3(s) :=
⎧⎨⎩
1
t1
if 0 ≤ s ≤ t1∣∣∣ s−T1T2−T1 · m2 − 1− ⌊ s−T1T2−T1 · m2 − 12⌋∣∣∣− k if t1 < s ≤ T2 ,
see Figure 6.3. However, the different choices of function a above did not produce relevant
differences in the results. Note, that implementing the approximation from Remark 6.25 with
function a1(s) is essentially the same as the implementing the Delta from Corollary 6.24. We
thus only compare the Delta from Corollary 6.24 with a ﬁnite difference scheme for parameters:
T1 = 0.4, T2 = 1, s0 = 100, λ1 = 0.2, λ2 = 0.4, R = 101, σ = 5 and K = 87. We remark
that if T1 approaches zero, the variance of the Malliavin weight increases, and thereby the
Monte Carlo method becomes less effective. As for the European option in Subsection 6.5.1,
also for these Asian type options the ﬁnite difference method seems to be more efﬁcient for
the continuous call option pay-off, see Figure 6.4, whereas for the digital option pay-off, the
approximation through the Malliavin weight provides better convergence, see Figure 6.5.
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Figure 6.3: Three versions of the functions for a(s) from Remark 6.25.
Figure 6.4: Delta of an Asian Call Option under the Electricity spot price model with regime-
switching mean-reversion rate.
Figure 6.5: Delta of an Asian Digital Option under the Electricity spot price model with regime-
switching mean-reversion rate.
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6.5.3 Generalised Black & Scholes model with regime-switching short
rate
Consider a generalised Black & Scholes model where under the risk-neutral measure the stock
price Ss0· is given by
Ss0t = s0 +
∫ t
0
rr0u S
s0
u du+
∫ t
0
σSs0u dBu , (6.61)
and the stochastic short rate rr0· is given by an extended Vašícˇek model where the mean-
reversion level switches between a high interest rate regime and a low interest rate regime when
the short rate passes a certain threshold R ∈ R:
rr0t = r0 +
∫ t
0
b(rr0u )du+ B
∗
t , (6.62)
where B∗t = ρB˜t +
√
1− ρ2Bt and the drift coefﬁcient is given by
b(x) := −λ(x−m11(−∞,R)(x)−m21[R,∞)(x)) (6.63)
for a mean-reversion rate λ ∈ R+ and mean-reversion levels m1,m2 ∈ R, and where B˜ is a
Brownian motion independent of B, i.e. we allow for a correlation coefﬁcient 0 ≤ √1− ρ2 <
1 with the stock price. Note that we set the volatility coefﬁcient in (6.62) equal to one for
notational simplicity. We see that the drift of the SDE (6.62) is in the required form (6.5)
with b˜(x) = −λ (m1 −m2)1[R,∞)(x) and bˆ(x) = −λ (x−m1). Further, we mention that the
SDE (6.62) has a Malliavin differentiable unique strong solution with respect to the ﬁltration
Ft, 0 ≤ t ≤ T , generated by the Brownian motions B˜· and B·. Moreover, there exists an
Ω∗ with probability mass 1 such that for all ω ∈ Ω∗ and 0 ≤ t ≤ T : (x −→ rx(t, ω)) ∈
∩p>0W 1,ploc (R). The proofs of these properties are essentially the same as in Section 6.3. For
example, Girsanov’s theorem in the previous proofs is applied to the Brownian motion B∗t :=
ρB˜t +
√
1− ρ2Bt, 0 ≤ t ≤ T .
Now consider the price of a European option with pay-off function Φ written on the stock
at maturity T :
E
[
e−
∫ T
0 r
r0
s dsΦ
(
s0e
∫ T
0 r
r0
s ds+σBT− 12σ2T
)]
.
In this example we are interested in computing the generalised Rho
∂
∂r0
E
[
e−
∫ T
0 r
r0
s dsΦ
(
s0e
∫ T
0 r
r0
s ds+σBT− 12σ2T
)]
, (6.64)
that is, the sensitivity of the option with respect to the initial value r0 of the short rate (i.e. a
sensitivity with respect to movements of the short end of the yield curve). We see that (6.64)
has the form of a Delta with respect to an Asian pay-off in the short rate rr0· which, however,
additionally depends on the factor BT .
Although the extension of the results in Section 6.4 is straight forward to this simple two-
dimensional setting, we can still remain in the one-dimensional setting from Section 6.4 by
considering the Malliavin derivative D˜s only with respect to Brownian motion B˜· and by apply-
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ing relation (6.28) from Corollary 6.19 in the form
∂
∂r0
rr0t =
1
ρ
D˜sr
r0
t
∂
∂r0
rr0s for all s ≤ t . (6.65)
We here intend to analyse the performance of the approximation (6.50) from Theorem 6.27
for an Asian Delta. Under the corresponding assumptions from Theorem 6.27 for the pay-off
function
Φ¯
(∫ T
0
rr0t dt, BT
)
:= exp
{
−
∫ T
0
rr0t dt
}
Φ
(
s0 exp
{∫ T
0
rr0t dt+ σBT −
1
2
σ2T
})
,
and by following the argument in the proof of Theorem 6.27 we then obtain that the function
u(r0) := E
[
Φ¯
(∫ T
0
rr0t dt, BT
)]
is continuously differentiable in r0 ∈ R, and that
∂
∂r0
u(r0) = lim
n→∞
E
[
Φ¯
(∫ T
0
rr0s ds+ n
−1WT , BT
)
(∫ T
0
a(s)
ρ
∂
∂r0
rr0s dB˜s + n
∫ T
0
a(s)
(∫ s
0
∂
∂r0
rr0u du
)
dWs
)]
(6.66)
where a : R → R is as in Theorem 6.27. Note that in this example the ﬁrst variation process
∂
∂r0
rr0s is given by (6.52) with
β˜(x) :=
∫ x
0
b˜(y) dy = −λ (m1 −m2) (x−R)1[R,∞)(x)
and ∫ t
0
bˆ′(u,Xxu)du = −λt.
We compare the performance of the approximation of the generalised Rho ∂
∂r0
u presented
in (6.66) with a ﬁnite difference approximation analogous to (6.55) when Φ is a call option pay-
off, see Figure 6.6. The parameters are T = 1, s = 2, σ = 0.1, λ = 0.3, m1 = 0.5, m2 = 1.2,
R = 1.4 and K = exp(0.4) and we choose a(s) = 1/T . Note that for a call option pay-off
Φ we know from Example 6.28 that the assumptions in Theorem 6.27 are fulﬁlled. Further,
we also compute the Delta of a digital pay-off, see Figure 6.7, even though the conditions of
Theorem 6.27 are not satisﬁed. Our conjecture is that the result of Theorem 6.27 also holds for
discontinuous pay-offs, and the simulation reinforces that. As n from Theorem 6.27 increases
Φ¯
(∫ T
0
rr0(s)ds+ n−1WT , BT
)
becomes a better approximation of Φ¯
(∫ T
0
rr0(s)ds,BT
)
but
at the same time the variance of the Malliavin weight increases, thus, the convergence of the
Monte Carlo simulation becomes slower. The experience of several simulations is that n ∼ 20
gives the best balance between these two opposite impacts. However, we can see that in both
cases the ﬁnite difference method seems considerably more efﬁcient.
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Figure 6.6: Approximation: Generalised Rho of a European Call Option under the Generalised
Black & Scholes model with regime-switching short rate.
Figure 6.7: Approximation: Generalised Rho of a European Digital Option under the Gener-
alised Black & Scholes model with regime-switching short rate.
Appendix
6.A Proofs of results in Section 6.3
In this appendix we recollect the proofs of the results in Section 6.3.
6.A.1 Some auxiliary results
We start by giving some auxiliary technical lemmata which provide relevant estimates that will
be progressively used throughout some proofs in the sequel.
Lemma 6.29. Let b : [0, T ] × R → R be a function of at most linear growth, i.e. |b(t, x)| ≤
C(1 + |x|) for some C > 0, all x ∈ R and t ∈ [0, T ]. Then for any compact subset K ⊂ R
there exists an ε > 0 such that
sup
x∈K
E
[
E
(∫ T
0
b(u,Bxu)dBu
)1+ε]
< ∞ (6.67)
where Bxt := x+ Bt.
Proof. Indeed, write
E
[
E
(∫ T
0
b(u,Bxu)dBu
)1+ε]
=
=E
[
exp
{∫ T
0
(1 + ε)b(u,Bxu)dBu −
1
2
∫ T
0
(1 + ε)b2(u,Bxu)du
}]
=E
[
exp
{∫ T
0
(1 + ε)b(u,Bxu)dBu −
1
2
∫ T
0
(1 + ε)2b2(u,Bxu)du
+
1
2
∫ T
0
ε(1 + ε)b2(u,Bxu)du
}]
=E
[
exp
{
1
2
∫ T
0
ε(1 + ε)b2(u,Xε,xu )du
}]
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where in the last step Xε,x denotes a weak solution of the SDE{
dXε,xt = (1 + ε)b(t,X
ε,x
t )dt+ dBt, t ∈ [0, T ]
Xε,x0 = x,
which is obtained from Girsanov’s theorem in the same way as in the ﬁrst step of Subsec-
tion 6.A.2 in equation (6.74). Observe that, since b has at most linear growth, we have
|Xε,xt | ≤ |x|+ C(1 + ε)
∫ t
0
(1 + |Xε,xu |)du+ |Bt|
for every t ∈ [0, T ]. Then Grönwall’s inequality gives
|Xε,xt | ≤ (|x|+ C(1 + ε)T + |Bt|) eC(1+ε)T , (6.68)
and due to the sublinearity of b and the estimate (6.68) we can ﬁnd a constant Cε,T depending
only on ε, T such that limε↘0Cε,T < ∞ and
|b(u,Xε,xu )| ≤ Cε,T (1 + |x|+ |Bt|) .
As a result,
E
[
exp
{
ε(1+ε)
∫ T
0
b2(u,Xε,xu )du
}]
≤ E
[
exp
{
ε(1 + ε)C2ε,T
∫ T
0
(1 + |x|+ |Bu|)2 du
}]
≤ eC˜ε,TT (1+|x|)2E
[
exp
{
2C˜ε,T (1 + |x|)
∫ T
0
|Bu|du+ C˜ε,T
∫ T
0
|Bu|2du
}]
where C˜ε,T := ε(1 + ε)C2ε,T > 0 is a constant such that limε↘0 C˜ε,T = 0. Clearly, from the
above expression we can see that for every compact set K ⊂ R we can choose ε > 0 small
enough such that
sup
x∈K
E
[
exp
{
ε(1 + ε)
∫ T
0
b2(u,Xε,xu )du
}]
< ∞.
Remark 6.30. From Lemma 6.29 it follows immediately that if the approximating functions bn,
n ≥ 1 are as in (6.23) then for any compact subset K ⊂ R, one can ﬁnd an ε > 0 such that
sup
x∈K
sup
n≥0
E
[
E
(∫ T
0
bn(u,B
x
u)dBu
)1+ε]
< ∞, (6.69)
where we recall that b0 := b.
Lemma 6.31. Let f : [0, T ] × R → R be a bounded measurable function. Then for every
t ∈ [0, T ], λ ∈ R and compact subset K ⊂ R we have
sup
x∈K
E
[
exp
{
λ
∫ t
0
∫
R
f(s, y)LB
x
(ds, dy)
}]
< ∞ (6.70)
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where LB
x
(ds, dy) denotes integration with respect to local-time of the Brownian motionBxt :=
Bt + x in both time and space, see Section 6.2 or [39] for more information on local-time
integration.
Proof. By virtue of decomposition (6.19) from the Section 6.2 and Cauchy-Schwarz inequality
twice we have
E
[
exp
{
λ
∫ t
0
∫
R
f(s, y)LB
x
(ds, dy)
}]
≤ E
[
exp
{
−2λ
∫ t
0
f(s, Bxs )dBs
}]1/2
× E
[
exp
{
4λ
∫ T
T−t
f(T − s, BxT−s)dWs
}]1/4
× E
[
exp
{
−4λ
∫ T
T−t
f(T − s, BxT−s)
BT−s
T − sds
}]1/4
=: I · II · III.
where Wt :=
∫ t
0
BT−s
T−s ds + BT−t − BT is a Brownian motion with respect to the ﬁltration
generated by Bˆ·. For factor I, Hölder’s inequality gives
E
[
exp
{
− 2λ
∫ t
0
f(s, Bxs )dBs
}]
≤
≤ E
[
E
(∫ t
0
(−4λf(s, Bxs ))dBs
)]1/2
E
[
exp
{∫ t
0
(8λ2f 2(s, Bxs ))ds
}]1/2
= E
[
exp
{∫ t
0
(8λ2f 2(s, Bxs ))ds
}]1/2
≤ C,
where C > 0 is independent of x since f is bounded. Analogously, we obtain a bound for II .
Finally, III follows from
E
[
exp
{
k
∫ T
0
|Bs|
s
ds
}]
< ∞ (6.71)
for any k ∈ R, see Lemma 6.32 below.
Lemma 6.32. Let B be a one-dimensional Brownian motion on [0, T ]. Then for any integer
p ≥ 1 and 0 ≤ ε < 1/(4p)
E
[∣∣∣∣∫ T
0
|Bu|1+ε
u1+ε
du
∣∣∣∣p] < ∞. (6.72)
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Proof. Indeed,
E
[∣∣∣∣∫ T
0
|Bu|1+ε
u1+ε
du
∣∣∣∣p] ≤E
[(
sup
u∈[0,T ]
|Bu|ε
)p ∣∣∣∣∫ T
0
|Bu|
u1+ε
du
∣∣∣∣p
]
≤E
[
sup
u∈[0,T ]
|Bu|2pε
]1/2
E
[∣∣∣∣∫ T
0
|Bu|
u1+ε
du
∣∣∣∣2p
]1/2
≤CE
[∣∣∣∣∫ T
0
|Bu|
u1+ε
du
∣∣∣∣2p
]1/2
for a positive constant C > 0. Now, set d := 2p then we may write
E
[∣∣∣∣∫ T
0
|Bu|
u1+ε
du
∣∣∣∣2p
]
=
∫ T
0
d)· · ·
∫ T
0
E [|Bu1 | · · · |Bud |]
u1+ε1 · · · u1+εd
du1 · · · dud
= d!
∫
0<u1<···<ud<T
E [|Bu1 | · · · |Bud |]
u1+ε1 · · · u1+εd
du1 · · · dud (6.73)
where the last equality follows from the fact that the integrand is a symmetric function.
Then for a centered random Gaussian vector (Z1, . . . , Zd) with covariances Cov(Zi, Zj) =
σi,j , i, j = 1, . . . , d we have the following estimate that can be found in [76, Theorem 1]
E[|Z1 · · ·Zd|] ≤
(∑
π∈Sd
d∏
j=1
σj,π(j)
)1/2
where Sd denotes the set of permutations of (1, . . . , d). Applying the above inequality to the
integral in (6.73)∫
0<u1<···<ud<T
E [|Bu1 | · · · |Bud |]
u1+ε1 · · · u1+εd
du1 · · · dud ≤
≤
∑
π∈Sd
∫
0<u1<···<ud<T
d∏
j=1
(
uj ∧ uπ(j)
u1+εj u
1+ε
π(j)
)1/2
du1 · · · dud.
Given a permutation π ∈ Sd we have that, if 0 < u1 < u2 < · · · ud < T then
d∏
j=1
(
uj ∧ uπ(j)
u1+εj u
1+ε
π(j)
)1/2
=
u
α1/2
1 · · · uαd/2d
u1+ε1 · · · u1+εd
where the αi’s, depend on π and have the property that
∑d
i=1 αi = d and αi ∈ {0, 1, 2} for all
i = 1, . . . , d. Moreover, observe that α1 ≥ 1 independently of π since u1 ∧ uπ(1) = u1 for all
π ∈ Sd. So, if we now integrate iteratively we obtain∫
0<u1<···<ud<T
E [|Bu1 | · · · |Bud |]
u1+ε1 · · · u1+εd
du1 · · · dud ≤
∑
π∈Sd
1∏d
j=1
(
1
2
∑j
i=1 αi − jε
)T d( 12−ε)
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if, and only if 1
2
∑j
i=1 αi − jε > 0 for all j = 1, . . . , d which holds by just observing that
1
2
j∑
i=1
αi >
α1
2
≥ d 1
2d
≥ j 1
2d
for every j = 1, . . . , d where we used α1 ≥ 1. So it sufﬁces to take ε ≥ 0 such that ε < 12d .
6.A.2 Proof of Theorem 6.14
We now develop the proof of Theorem 6.14 according to the four-step scheme outlined in Sec-
tion 6.3. In order to construct a weak solution of (6.5) in the ﬁrst step, let (Ω,F , P˜ ) be some
given probability space which carries a Brownian motion B˜, and put Xxt := B˜t + x, t ∈ [0, T ].
As we already noted in Remark 6.8, it is well-known, see e.g. [62, Corollary 5.16], that for
sublinear coefﬁcients b the Radon-Nikodym derivative dP
dP˜
:= E
(∫ T
0
b(u,Xxu)dB˜u
)
deﬁnes an
equivalent probability measure P under which the process
Bt := X
x
t − x−
∫ t
0
b(s,Xxs )ds, t ∈ [0, T ], (6.74)
is a Brownian motion on (Ω,F , P ). Hence, because of (6.74), the pair (Xx, B) is a weak
solution of (6.5) on (Ω,F , P ). The stochastic basis that we operate on in the following is now
given by the ﬁltered probability space (Ω,F , P, {Ft}t∈[0,T ]), which carries the weak solution
(Xx, B) of (6.5), where {Ft}t∈[0,T ] denotes the ﬁltration generated byBt, t ∈ [0, T ], augmented
by the P -null sets.
Next, we prove that for given t ∈ [0, T ] the sequence of strong solutions {Xn,xt }n≥1 of
the SDE’s (6.24) with regular coefﬁcients bn from (6.23) converges weakly in L2(Ω;Ft) to
E[Xxt |Ft].
Lemma 6.33. Let bn : [0, T ] × R → R be a sequence of functions approximating b a.e. as in
(6.23) and Xn,xt the corresponding strong solutions to (6.24), n ≥ 1. Then for every t ∈ [0, T ]
and function ϕ ∈ L2pw (R) where the space L2pw (R) is deﬁned as in (6.37) with p being the
conjugate exponent of 1 + ε, ε > 0 from Lemma 6.29, we have
ϕ(Xn,xt )
n→∞−−−→ E[ϕ(Xxt )|Ft]
weakly in L2(Ω;Ft).
Proof. First of all, we shall see that ϕ(Xn,xt ), E[ϕ(Xxt )|Ft] ∈ L2(Ω;Ft), n ≥ 0. Indeed,
Girsanov’s theorem, Remark 6.30 and the fact that ϕ ∈ L2pw (R) imply that for some constant
Cε > 0 with ε > 0 small enough we have
sup
n≥0
E[|ϕ(Xn,xt )|2] ≤ CεE[|ϕ(x+ Bt)|2
1+ε
ε ]
ε
1+ε = Cε
1√
2πt
∫
R
|ϕ(x+ z)|2 1+εε e− |z|
2
2T dz < ∞.
(6.75)
To show that
E [ϕ(Xn,xt )Z]
n→∞−−−→ E[E[ϕ(Xxt )|Ft]Z]
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for any Z ∈ L2(Ω;Ft) it sufﬁces to show
W(Xn,xt )(f) n→∞−−−→ W(E[Xxt |Ft)](f)
for every f ∈ L2([0, T ])
Indeed, by Girsanov’s theorem we can write
E
[(
ϕ(Xn,xt )− E[ϕ(Xxt )|Ft]
)
E
(∫ T
0
f(u)dBu
)]
=
=E
[
ϕ(Bxt )
(
E
(∫ T
0
(bn(u,B
x
u) + f(u))dBu
)
− E
(∫ T
0
(b(u,Bxu) + f(u))dBu
))]
=E
[
ϕ(Bxt )E
(∫ T
0
(b(u,Bxu) + f(u))dBu
)
×
(
E
(∫ T
0
(bn(u,B
x
u) + f(u))dBu
)/
E
(∫ T
0
(b(u,Bxu) + f(u))dBu
)
− 1
)]
Then, using inequality |ex − 1| ≤ |x|(ex + 1) we have
E
[(
ϕ(Xn,xt )− E[ϕ(Xxt )|Ft]
)
E
(∫ T
0
f(u)dBu
)]
≤E
[
|ϕ(Bxt )| |Un| E
(∫ T
0
(bn(u,B
x
u) + f(u))dBu
)]
+ E
[
|ϕ(Bxt )| |Un| E
(∫ T
0
(b(u,Bxu) + f(u))dBu
)]
:= In + IIn
where
Un :=
∫ T
0
(bn(u,B
x
u)− b(u,Bxu))dBu −
1
2
∫ T
0
[(bn(u,B
x
u) + f(u))
2 − (b(u,Bxu) + f(u))2]du.
For the term In, Hölder’s inequality with exponents p = 1+εε and q = 1 + ε and then again
for p = q = 2 yields
In ≤ E
[
|ϕ(Bxt )Un|
1+ε
ε
] ε
1+ε
E
[
E
(∫ T
0
(bn(u,B
x
u) + f(u))dBu
)1+ε] 11+ε
≤ E
[
|ϕ(Bxt )|2
1+ε
ε
] ε
2(1+ε)
E
[
|Un|2
1+ε
ε
] ε
2(1+ε)
E
[
E
(∫ T
0
(bn(u,B
x
u) + f(u)) dBu
)1+ε] 11+ε
=: I1 · I2n · I3n,
where I1, I2n and I
3
n are the respective factors above and ε > 0 is such that I
3
n is bounded
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uniformly in n ≥ 0 (see Remark 6.30). We can then control the ﬁrst factor I1 due to the fact
that ϕ ∈ L2pw (R) as it is shown in (6.75).
Finally, for the second factor I2n deﬁne p := 2
1+ε
ε
. Then using Minkowski’s inequality,
Burkholder-Davis-Gundy’s inequality and Hölder’s inequality we can write
(I2n)
p =E
[∣∣∣∣∣
∫ T
0
(bn(u,B
x
u)− b(u,Bxu))dBu
− 1
2
∫ T
0
[(bn(u,B
x
u) + f(u))
2 − (b(u,Bxu) + f(u))2]du
∣∣∣∣∣
p]
≤ 2p−1E
[∣∣∣∣∣
∫ T
0
(bn(u,B
x
u)− b(u,Bxu))dBu
∣∣∣∣∣
p]
+ 2p−2E
[∣∣∣∣∫ T
0
[(bn(u,B
x
u) + f(u))
2 − (b(u,Bxu) + f(u))2]du
∣∣∣∣p]
 2p−1E
[(∫ T
0
|bn(u,Bxu)− b(u,Bxu)|2 du
)p/2]
+ 2p−2T p−1
∫ T
0
E
[∣∣(bn(u,Bxu) + f(u))2 − (b(u,Bxu) + f(u))2∣∣2p] du
 2p−1T p/2−1
∫ T
0
E [|bn(u,Bxu)− b(u,Bxu)|p] du
+ 2p−2T p−1
∫ T
0
E
[∣∣(bn(u,Bxu) + f(u))2 − (b(u,Bxu) + f(u))2∣∣2p] du
and by dominated convergence we obtain I2n → 0 as n → ∞. Similarly, we obtain the result
for IIn.
We now turn to the third step of our scheme to prove Theorem 6.14. The next theorem
gives the L2(Ω;Ft)-convergence of the sequence of strong solutionsXn,xt to the limit E[Xxt |Ft]
which, in addition, is Malliavin differentiable. The technique used in this result is the compact-
ness criterion given in Proposition 6.6 due to [30].
Theorem 6.34. Let bn : [0, T ] × R → R, n ≥ 1, be as in (6.23) and Xn,x· the corresponding
strong solutions to (6.24). Then, for each t ∈ [0, T ]
Xn,xt
L2(Ω;Ft)−−−−−→ E[Xxt |Ft] (6.76)
as n → ∞. Moreover, the right-hand side of (6.76) is Malliavin differentiable.
Proof. The main step is to show relative compactness of {Xn,xt }n≥1 by applying Proposition
6.6. Let t ∈ [0, T ], 0 ≤ s ≤ s′ ≤ t and a compact set K ⊂ R be given. Using the explicit
representation introduced in (6.25), Girsanov’s theorem, the mean-value theorem, Hölder’s in-
equality with exponent 1 + ε for a sufﬁciently small ε > 0 and Cauchy-Schwarz inequality
successively we obtain
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E
[
(DsX
n,x
t −Ds′Xn,xt )2
]
=
=E
⎡⎣exp{2 ∫ t
s′
b′n(u,B
x
u)du
}(
exp
{∫ s′
s
b′n(u,B
x
u)du
}
− 1
)2
E
(∫ T
0
bn(u,B
x
u)dBu
)⎤⎦
≤E
[
exp
{
2
∫ t
s′
b′n(u,B
x
u)du
}(
sup
0≤α≤1
exp
{
α
∫ s′
s
b′n(u,B
x
u)du
})2
×
(∫ s′
s
b′n(u,B
x
u)du
)2
E
(∫ T
0
bn(u,B
x
u)dBu
)]
≤E
[
exp
{
2
1 + ε
ε
∫ t
s′
b′n(u,B
x
u)du
}
sup
0≤α≤1
exp
{
2
1 + ε
ε
α
∫ s′
s
b′n(u,B
x
u)du
}
×
∣∣∣∣∣
∫ s′
s
b′n(u,B
x
u)du
∣∣∣∣∣
2 1+ε
ε
] ε
1+ε
E
[
E
(∫ T
0
bn(u,B
x
u)dBu
)1+ε] 11+ε
≤E
[
exp
{
4
1 + ε
ε
∫ t
s′
(b˜′n(u,B
x
u) + bˆ
′(u,Bxu))du
}] ε
2(1+ε)
× E
[
sup
0≤α≤1
exp
{
8
1 + ε
ε
α
∫ s′
s
(b˜′n(u,B
x
u) + bˆ
′(u,Bxu))du
}] ε
4(1+ε)
× E
⎡⎣∣∣∣∣∣
∫ s′
s
(b˜′n(u,B
x
u) + bˆ
′(u,Bxu))du
∣∣∣∣∣
8 1+ε
ε
⎤⎦
ε
4(1+ε)
E
[
E
(∫ T
0
bn(u,B
x
u)dBu
)1+ε] 11+ε
=: I1n · I2n · I3n · I4n,
where I1n, I
2
n, I
3
n and I
4
n denote the respective factors shown above.
Here, by Remark 6.30, ε > 0 is chosen such that
sup
x∈K
sup
n≥0
I4n < ∞.
For I1n and I
2
n we use Cauchy-Schwarz inequality and the fact that bˆ
′ is bounded and get
I1n  E
[
exp
{
4
1 + ε
ε
∫ t
s′
b˜′n(u,B
x
u)du
}] ε
2(1+ε)
=: II1n
and
I2n  E
[
sup
0≤α≤1
exp
{
8
1 + ε
ε
α
∫ s′
s
b˜′n(u,B
x
u)du
}] ε
4(1+ε)
=: II2n.
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For I3n, Minkowski’s inequality and the boundedness of bˆ
′ give
I3n ≤ E
⎡⎣∣∣∣∣∣
∫ s′
s
b˜′n(u,B
x
u)du
∣∣∣∣∣
8 1+ε
ε
+
∣∣∣∣∣
∫ s′
s
bˆ′(u,Bxu)du
∣∣∣∣∣
8 1+ε
ε
⎤⎦
ε
4(1+ε)
 E
⎡⎣∣∣∣∣∣
∫ s′
s
b˜′n(u,B
x
u)du
∣∣∣∣∣
8 1+ε
ε
⎤⎦
ε
4(1+ε)
+ ‖bˆ′‖2∞T |s′ − s|
≤ II3n + ‖bˆ′‖2∞T |s′ − s|.
Now we want to get rid of the derivatives b˜′n in II
1
n, II
2
n and II
3
n. In order to do so, we use
integration with respect to the local time of the Brownian motion, see Theorem 6.12 in the
Section 6.2 or e.g. [39] for more information about local-time integration. We obtain
E
[
(DsX
n,x
t −Ds′Xn,xt )2
]
 E
[
exp
{
−41 + ε
ε
∫ t
s′
∫
R
b˜n(u, y)L
Bx(du, dy)
}] ε
2(1+ε)
× E
[
sup
0≤α≤1
exp
{
−81 + ε
ε
α
∫ s′
s
∫
R
b˜n(u, x)L
Bx(du, dy)
}] ε
4(1+ε)
×
(
E
⎡⎣∣∣∣∣∣
∫ s′
s
∫
R
b˜n(u, x)L
Bx(du, dy)
∣∣∣∣∣
8 1+ε
ε
⎤⎦
ε
4(1+ε)
+ ‖bˆ′‖|s′ − s|
)
.
Observe that factors II1n and II
2
n can be controlled uniformly in n ≥ 1 and x ∈ K by virtue
of Lemma 6.31. Now, denote pε := 41+εε . Then for factor II
3
n we use representation (6.20)
from Theorem 6.12 in connection with (6.19) in Section 6.2 and apply Minkowski’s inequality,
Burkholder-Davis-Gundy’s inequality and Hölder’s inequality with exponent (ε′ + 2)/ε′ for a
suitable ε′ > 0 in order to obtain
II3n ≤E
[∣∣∣∣∣
∫ s′
s
b˜n(u,B
x
u)dBu −
∫ T−s
T−s′
b˜n(T − u, Bˆxu)dWu
+
∫ T−s
T−s′
b˜n(T − u, Bˆxu)
Bˆu
T − udu
∣∣∣∣∣
2pε]1/pε
E
[(∫ s′
s
|b˜n(u,Bxu)|2du
)pε]1/pε
+ E
[(∫ T−s
T−s′
|b˜n(T − u, Bˆxu)|2du
)pε]1/pε
+ E
⎡⎣∣∣∣∣∣
∫ T−s
T−s′
b˜n(T − u, Bˆxu)
Bˆu
T − udu
∣∣∣∣∣
2pε
⎤⎦1/pε
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 |s′ − s|ε′/(ε′+2)E
⎡⎣(∫ s′
s
|b˜n(u,Bxu)|ε
′+2du
) 2pε
ε′+2
⎤⎦1/pε
+ |s′ − s|ε′/(ε′+2)E
⎡⎣(∫ T−s
T−s′
|b˜n(T − u, Bˆxu)|ε
′+2du
) 2pε
ε′+2
⎤⎦1/pε
+ |s′ − s|2ε′/(ε′+2)E
⎡⎣∣∣∣∣∣
∫ T−s
T−s′
∣∣∣∣b˜n(T − u, Bˆxu) BˆuT − u
∣∣∣∣(ε′+2)/2du
∣∣∣∣∣
4pε
ε′+2
⎤⎦1/pε .
The last expectation is bounded by taking ε′ < 2
8pε−1 and applying Lemma 6.32.
Altogether, we can ﬁnd a constant C > 0 such that
sup
x∈K
sup
n≥1
E
[
(Ds′X
n,x
t −DsXn,xt )2
] ≤ C|s′ − s|ε′/(ε′+2) (6.77)
for 0 ≤ s′ ≤ s ≤ t where 0 < ε′/(ε′ + 2) < 1.
Similarly, one also obtains
sup
x∈K
sup
0≤s≤t
sup
n≥1
E
[
(DsX
n,x
t )
2
] ≤ C (6.78)
for a constant C > 0.
Then (6.75) with ϕ = id, (6.77), (6.78) together with Proposition 6.6 imply that the set
{Xn,xt }n≥1 is relatively compact in L2(Ω;Ft). Since the sequence of solutions Xn,xt also con-
verges weakly toE[Xxt |Ft] due to Lemma 6.33 with ϕ = id, by uniqueness of the limit we have
that
Xnk,xt
L2(Ω;Ft)−−−−−→ E[Xxt |Ft]
for a subsequence nk, k ≥ 0.
In fact, one observes that the L2(Ω;Ft)-convergence holds for the whole sequence. Indeed,
assume by contradiction, that there exists a subsequence nj , j ≥ 0, such that there is an ε >
0 with E[|Xnj ,xt −Xxt |2] > ε for all j ≥ 0. Then {bnj}j≥0 is a sequence of approximating
coefﬁcients as required in (6.23). Thus, by the previous results there exists a subsequence njm ,
m ≥ 0, such that Xnjm ,x → Xx in L2(Ω;Ft), which gives rise to a contradiction.
Moreover, since the sequence of Malliavin derivatives {DsXn,xt }n≥1 is bounded uniformly
in n in the L2([0, T ] × Ω)-norm because of (6.78), we also have that the limit E[Xxt |Ft] is
Malliavin differentiable, see for instance [90, Lemma 1.2.3].
Remark 6.35. Note that we have proved the estimates (6.77) and (6.78) uniformly in x ∈ K
for a compact set K even though this is not needed to apply Proposition 6.6. We will, however,
use this uniform bounds later on in the proofs of Lemma 6.36 and Theorem 6.17.
We are now ready to complete the proof of Theorem 6.14 by use of the previous steps.
Proof of Theorem 6.14. It remains to prove thatXxt isFt-measurable for every t ∈ [0, T ] and by
Remark 6.3 it then follows that there exists a strong solution in the usual sense that is Malliavin
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differentiable. Indeed, let ϕ be a continuous bounded function, then by Theorem 6.34 we have,
for a subsequence nk, k ≥ 0, that
ϕ(Xnk,xt ) → ϕ(E[Xxt |Ft]), P − a.s.
as k → ∞.
On the other side, by Lemma 6.33 we also have
ϕ(Xn,xt ) → E [ϕ(Xxt )|Ft]
weakly in L2(Ω;Ft). By the uniqueness of the limit we immediately have
ϕ (E[Xxt |Ft]) = E [ϕ(Xxt )|Ft] , P − a.s.
for all continuous, bounded functions ϕ, which implies that Xxt is Ft-measurable for every
t ∈ [0, T ].
To show uniqueness, assume that we have two strong solutionsXx and Y x to the SDE (6.5).
Then using the Cameron-Martin formula shows that
W(Xxt )(h) = E[Xxt (h)],
for h ∈ L2([0, T ]) where we recall that W(Xxt )(h) denotes the Wiener transform, and the
process Xxt (h), 0 ≤ t ≤ T satisﬁes the SDE
dXxt (h) = (b(t,X
x
t (h)) + h(t))dt+ dB̂t, X
x
0 (h) = x (6.79)
for a Brownian motion B̂t, 0 ≤ t ≤ T. In the same way, the process Y xt (h), 0 ≤ t ≤ T solves
(6.79). On the other hand, it follows from the linear growth of the drift coefﬁcient b that Xxt (h)
and Y xt (h), 0 ≤ t ≤ T , are unique in law (see e.g. Proposition 3.10 in [62]). Hence
W(Xxt )(h) = W(Y xt )(h)
for all t, h. Thus Xx and Y x are indistinguishable.
6.A.3 Proof of Proposition 6.15:
By equation (6.25) and formula (6.20), we can write for regular coefﬁcients bn
DsX
n,x
t = exp
{
−
∫ t
s
∫
R
bn(u, y)L
Xn,x(du, dy)
}
.
Then, since Xn,xt , n ≥ 0 is relatively compact in L2(Ω;Ft) and ‖DsXn,xt ‖L2([0,T ]×Ω) is bounded
uniformly in n ≥ 0 due to the proof of Theorem 6.34 we know that the sequenceDsXn,xt , n ≥ 0
converges weakly to DsXxt in L
2([0, T ] × Ω), see [90, Lemma 1.2.3]. Therefore, it is enough
to check that our candidate is the weak limit. So we must prove that
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〈
W
(
exp
{
− ∫ t· ∫R bn(u, y)LXn,x(du, dy)}− exp{− ∫ t· ∫R b(u, y)LXx(du, dy)})(f), g
〉
L2([0,T ])
converges to 0 as n → ∞ for every f ∈ L2([0, T ]) and g ∈ C∞0 ([0, T ]). It sufﬁces to show that
the Wiener transform goes to zero.
Then, as we did for Lemma 6.33, using Girsanov’s theorem we have∣∣∣∣∣E
[
E
(∫ T
0
f(u)dBu
)(
exp
{
−
∫ t
s
∫
R
bn(u, y)L
Xn,x(du, dy)
}
− exp
{
−
∫ t
s
∫
R
b(u, y)LX
x
(du, dy)
})]∣∣∣∣∣
=
∣∣∣∣∣E
[
exp
{
−
∫ t
s
∫
R
bn(u, y)L
Bx(du, dy)
}
E
(∫ T
0
(bn(u,B
x
u) + f(u))dBu
)
− exp
{
−
∫ t
s
∫
R
b(u, y)LB
x
(du, dy)
}
E
(∫ T
0
(b(u,Bxu) + f(u))dBu
)]∣∣∣∣∣
≤
∣∣∣∣∣E
[(
exp
{
−
∫ t
s
∫
R
b˜n(u, y)L
Bx(du, dy)
}
− exp
{
−
∫ t
s
∫
R
b˜(u, y)LB
x
(du, dy)
})
× exp
{∫ t
s
bˆ′(u,Bxu)du
}
E
(∫ T
0
(b(u,Bxu) + f(u))dBu
)]∣∣∣∣∣
+
∣∣∣∣∣E
[(
E
(∫ T
0
(bn(u,B
x
u) + f(u))dBu
)
− E
(∫ T
0
(b(u,Bxu) + f(u))dBu
))
× exp
{
−
∫ t
s
∫
R
b˜n(u, y)L
Bx(du, dy)
}
exp
{∫ t
s
bˆ′(u,Bxu)du
}]∣∣∣∣∣
=: In + IIn.
For term In we deﬁne p := 1+εε for a suitable ε > 0 and then apply Hölder’s inequality with
exponent 1 + ε on the stochastic exponential. Then we apply Cauchy-Schwarz inequality and
bound the factor with ‖bˆ′‖∞, and ﬁnally we use inequality |ex − 1| ≤ |x|(ex + 1). As a result
we obtain
In =
∣∣∣∣∣E
[
exp
{
−
∫ t
s
∫
R
b˜(u, y)LB
x
(du, dy)
}
×
(
exp
{
−
∫ t
s
∫
R
(b˜n(u, y)− b˜(u, y))LBx(du, dy)
}
− 1
)
× exp
{∫ t
s
bˆ′(u,Bxu)du
}
E
(∫ T
0
(b(u,Bxu) + f(u))dBu
)]∣∣∣∣∣
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E
[
exp
{
−2p
∫ t
s
∫
R
b˜(u, y)LB
x
(du, dy)
}
×
∣∣∣∣ (exp{− ∫ t
s
∫
R
(b˜n(u, y)− b˜(u, y))LBx(du, dy)
}
− 1
)2p ∣∣∣∣
]1/(2p)
× E
[
E
(∫ T
0
(b(u,Bxu) + f(u))dBu
)1+ε ]1/(1+ε)
E
[ ∣∣∣∣∫ t
s
∫
R
(b˜n(u, y)− b˜(u, y))LBx(du, dy)
∣∣∣∣2p( exp{− ∫ t
s
∫
R
b˜n(u, y)L
Bx(du, dy)
}
+ exp
{
−
∫ t
s
∫
R
b˜(u, y)LB
x
(du, dy)
})2p]1/(2p)
where in the last inequality we choose ε > 0 small enough so that the stochastic exponential is
bounded due to Lemma 6.29. Then Minkowski’s inequality gives
(In)
2p E
[
|Vn|2p exp
{
−2p
∫ t
s
∫
R
b˜n(u, y)L
Bx(du, dy)
}]
+ E
[
|Vn|2p exp
{
−2p
∫ t
s
∫
R
b˜(u, y)LB
x
(du, dy)
}] (6.80)
where
Vn :=
∫ t
s
∫
R
(b˜n(u, y)− b˜(u, y))LBx(du, dy).
Then Cauchy-Schwarz inequality and Lemma 6.31 give
E
[
|Vn|2p exp
{
− 2p
∫ t
s
∫
R
b˜n(u, y)L
Bx(du, dy)
}]
≤ (6.81)
≤ E [|Vn|4p]1/2E [exp{−4p ∫ t
s
∫
R
b˜n(u, y)L
Bx(du, dy)
}]1/2
 E
[|Vn|4p]1/2 .
Finally, using representation (6.19) in the Section 6.2, Minkowski’s inequality, Burkholder-
Davis-Gundy’s inequality in the ﬁrst two terms and Hölder’s inequality in the last term we
obtain
E
[|Vn|p] = E
[∣∣∣∣ ∫ t
s
(b˜n(u,B
x
u)− b˜(u,Bxu))dBu +
∫ T−s
T−t
(b˜n(T − u, Bˆxu)− b˜(T − u, Bˆxu))dWu
−
∫ T−s
T−t
(b˜n(T − u, Bˆxu)− b˜(T − u, Bˆxu))
Bˆu
T − udu
∣∣∣∣p
]
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≤ E
[ ∣∣∣∣∫ t
s
(b˜n(u,B
x
u)− b˜(u,Bxu))dBu
∣∣∣∣p + E
[ ∣∣∣∣∫ T−s
T−t
(b˜n(T − u, Bˆxu)− b˜(T − u, Bˆxu))dWu
∣∣∣∣p
]
+ E
[ ∣∣∣∣∣
∫ T−s
T−t
(b˜n(T − u, Bˆxu)− b˜(T − u, Bˆxu))
Bˆu
T − udu
∣∣∣∣∣
p ]
≤ E
[ [∫ t
s
|b˜n(u,Bxu)− b˜(u,Bxu)|2du
]p/2
+ E
[∫ T−s
T−t
|b˜n(T − u, Bˆxu)− b˜(T − u, Bˆxu)|2du
]p/2 ]
+ E
[ ∣∣∣∣∣
∫ T−s
T−t
(b˜n(T − u, Bˆxu)− b˜(T − u, Bˆxu))
Bˆu
T − udu
∣∣∣∣∣
p ]
.
By dominated convergence, all terms converge to zero as n → ∞. In order to justify that the
third term also converges to 0 one needs to use the estimate in Lemma 6.32. The second term
in (6.80) is estimated in the same way. Similarly, one can also bound IIn.
Lemma 6.36. Let bn : [0, T ] × R → R, n ≥ 0 be as in (6.23) and Xn,xt the corresponding
strong solutions with drift coefﬁcients bn. Then, for any compact subset K ⊂ R and p ≥ 1
sup
n≥1
sup
x∈K
sup
t∈[0,T ]
E
[(
∂
∂x
Xn,xt
)p]
≤ CK,p
for a constant CK,p > 0 depending on K and p. Here, ∂∂xX
n,x
t is the ﬁrst variation process of
Xn,xt , n ≥ 1 (see Proposition 6.7).
Proof. The proof of this result relies on the proof of (6.78) in Theorem 6.34 by observing that
∂
∂x
Xn,xt = D0X
n,x
t by Proposition 6.7. Then following exactly the same steps as in Theorem
6.34 we see that all computations can be done for an arbitrary power p ≥ 1. Finally, from the
term II1n in the proof of Theorem 6.34 one can see that supn≥1 supx∈K supt∈[0,T ]E
[(
∂
∂x
Xn,xt
)p]
<
∞.
6.A.4 Proof of Proposition 6.16:
First, start observing that, for any given p ≥ 1, we have
E [|Xn,xt |p]  |x|p +
∫ t
0
E
[
|b˜n(u,Xn,xu )|p
]
du+
∫ t
0
E
[
|bˆ(u,Xn,xu )|p
]
du+ E [|Bt|p]
 |x|p + |t|p + C
∫ t
0
E [|Xn,xu |p] du
due to the uniform boundedness of b˜n, the continuity of bˆ and Hölder continuity of the Brownian
motion. Then, Grönwall’s inequality gives
sup
n≥1
E [|Xn,xt |p] ≤ C. (6.82)
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Now, assume that 0 ≤ s < t ≤ T . Then
Xn,xt −Xn,ys = x− y +
∫ t
0
bn(u,X
n,x
u )du−
∫ s
0
bn(u,X
n,y
u )du+ Bt − Bs
= x− y +
∫ t
s
bn(u,X
n,x
u )du+
∫ s
0
(bn(u,X
n,x
u )− bn(u,Xn,yu ))du+ Bt − Bs.
Now since bn has linear growth together with (6.82), the uniform boundedness of b˜n and Hölder
continuity of the Brownian motion yield
E
[|Xn,xt −Xn,ys |2]  |x− y|2 + |t− s|+ E
[∣∣∣∣∫ s
0
(bn(u,X
n,x
u )− bn(u,Xn,yu ))du
∣∣∣∣2
]
.
Then we use the fact thatXn,s,·t is a stochastic ﬂow of diffeomorphisms (see e.g. [70]), the mean
value theorem and Lemma 6.36 in order to obtain
E
[∣∣∣∣∫ s
0
(bn(u,X
n,x
u )− bn(u,Xn,yu ))du
∣∣∣∣2
]
= |x− y|2E
[∣∣∣∣∫ s
0
∫ 1
0
b′n(u,X
n,x+τ(y−x)
u )
∂
∂x
Xn,x+τ(y−x)u )dτdu
∣∣∣∣2
]
≤ C|x− y|2
∫ 1
0
E
[∣∣∣∣∫ s
0
b′n(u,X
n,x+τ(y−x)
u )
∂
∂x
Xn,x+τ(y−x)u )du
∣∣∣∣2
]
dτ
= C|x− y|2
∫ 1
0
E
[∣∣∣∣ ∂∂xXn,x+τ(y−x)s − (1− τ)
∣∣∣∣2
]
dτ
≤ C|x− y|2 sup
s∈[0,T ]
x∈K
E
[∣∣∣∣ ∂∂xXn,xs
∣∣∣∣2
]
≤ C|x− y|2.
Altogether
E
[
|Xn,xt −Xn,ys |2
]
≤ C (|t− s|+ |x− y|2)
for a ﬁnite constant C > 0 independent of n.
To conclude, we use Fatou’s lemma applied to a subsequence and the fact that Xn,xt → Xxt
in L2(Ω) as n → ∞ due to Theorem 6.34.
6.A.5 Proof of Theorem 6.17
First of all, observe that for any smooth function with compact support ϕ ∈ C∞0 (U,R) and
t ∈ [0, T ], the sequence of random variables
〈Xnt , ϕ〉 :=
∫
U
Xn,xt ϕ(x)dx
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converges weakly in L2(Ω) to 〈Xt, ϕ〉 by using the Wiener transform following the same steps
as in Lemma 6.33.
Then for all measurable sets A ∈ F , ϕ ∈ C∞0 (R) and using Cauchy-Schwarz inequality we
have
E[1A〈Xnk,xt −Xxt , ϕ′〉] ≤ ‖ϕ′‖L2(U)|U |1/2
(
sup
x∈supp(U)
E
[
1A(Xnk,xt −Xxt )2
])1/2
< ∞
where the last quantity is ﬁnite by Proposition 6.16. Then by Theorem 6.34 we see that
lim
k→∞
E[1A〈Xnk,xt −Xxt , ϕ′〉] = 0.
In addition, by virtue of Lemma 6.36 we have that
sup
n≥0
E‖Xn,xt ‖2W 1,2(U) < ∞,
that is x → Xn,xt is bounded in L2(Ω,W 1,2(U)). As a result, the sequence Xn,xt is weakly rel-
atively compact in L2(Ω,W 1,2(U)), see e.g. [75, Theorem 10.44], and therefore there exists a
subsequence nk, k ≥ 0 such thatXnk,xt converges weakly to some element Yt ∈ L2(Ω,W 1,2(U))
as k → ∞. Let us denote by Y ′t the weak derivative of Yt.
Then
E[1A〈Xxt , ϕ′〉] = lim
k→∞
E[1A〈Xnk,xt , ϕ′〉] = − lim
k→∞
E[1A〈 ∂
∂x
Xnk,xt , ϕ〉] = −E[1A〈Y ′t , ϕ〉].
So
〈Xt, ϕ′〉 = −〈Y ′t , ϕ〉, P − a.s. (6.83)
Finally, we need to show that there exists a measurable set Ω0 ⊂ Ω with full measure such
that X ·t has a weak derivative on this subset. To this end choose a sequence {ϕn} in C∞(R)
dense inW 1,2(U). Choose a measurable subsetΩn ofΩwith full measure such that (6.83) holds
on Ωn with ϕ replaced by ϕn. Then Ω0 := ∩n≥1Ωn satisﬁes the desired property.
Corollary 6.37. Let b : [0, T ] × R → R as in (6.6) and Xxt the corresponding strong solution
of (6.5). Then, for any compact subset K ⊂ R and p ≥ 1
sup
x∈K
sup
t∈[0,T ]
E
[(
∂
∂x
Xxt
)p]
≤ CK,p
for a constant CK,p > 0 depending on K and p. Here, ∂∂xX
x
t is the ﬁrst variation process of
Xxt , (see Proposition 6.18).
Proof. This is a direct consequence of Lemma 6.36 in connection with Fatou’s lemma.
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6.A.6 Proof of Proposition 6.18:
By Theorem 6.17 we know that the sequence {Xn,xt }n≥0 converges weakly toXxt inL2(Ω,W 1,2(U)).
Therefore, it is enough to check that our candidate is the limit of ∂
∂x
Xn,xt in the weak topology
of L2(U × Ω) for any open bounded U ⊂ R, i.e.∫
U
W
(
exp
{
−
∫ t
0
∫
R
bn(u, y)L
Xn,x(du, dy)
}
− exp
{
−
∫ t
0
∫
R
b(u, y)LX
x
(du, dy)
})
(f)g(x)dx
converges to 0 as n → ∞ for every f ∈ L2([0, T ]) and g ∈ C∞0 (U). This can be shown
following exactly the same steps as in Proposition 6.15 by integrating In and IIn against g(x)
over x ∈ U . The only difference here is that we need all bounds to be uniformly in x ∈ U . At
the end, one needs to show that
sup
n≥0
sup
x∈supp(U)
E
[
|Vn|2pe−2p
∫ t
0
∫
R
b˜n(u,y)LB
x
(du,dy)
]
< ∞
where
Vn :=
∫ t
0
∫
R
(b˜n(u, y)− b˜(u, y))LBx(du, dy)
which holds by Lemma 6.31 and the fact that b˜n, n ≥ 0, is uniformly bounded. For IIn one can
follow similar steps and use Remark 6.30.
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Chapter 7
Strong existence and higher order
differentiability of stochastic ﬂows of
fractional Brownian motion driven SDEs
with singular drift
David R. Baños, Torstein Nilssen and Frank Proske
Abstract: In this paper we present a new method for the construction of strong solutions of
SDE’s with merely integrable drift coefﬁcients driven by a multidimensional fractional Brow-
nian motion with Hurst parameter H < 1
2
. Furthermore, we prove the rather surprising result
of the higher order Fréchet differentiability of stochastic ﬂows of such SDE’s in the case of a
small Hurst parameter. In establishing these results we use techniques from Malliavin calculus
combined with new ideas based on a "local time variational calculus". We expect that our gen-
eral approach can be also applied to the study of certain types of stochastic partial differential
equations as e.g. stochastic conservation laws driven by rough paths.
7.1 Introduction
Consider a d-dimensional fractional Brownian motion BHt , t ≥ 0 with Hurst parameter H ∈
(0, 1) on a probability space (Ω,F , P ) , that is a centered Gaussian process with a covariance
structure RH(t, s) given by
RH(t, s) = E[B
H
t B
H
s ] =
1
2
(
s2H + t2H − |t− s|2H
)
for all t, s ≥ 0. The fractional Brownian motion, which is a Brownian motion in the case
H = 1
2
, enjoys the property of self-similarity, that is
{BHαt}t≥0 law= {αHBHt }t≥0
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for all α > 0. In fact the fractional Brownian motion, which has a version withH−−continuous
paths, is the only stationary Gaussian process satisfying the latter property. On the other hand
this process is neither a Markov process nor a (weak) semimartingale and it is a very irregular
process in the sense of rough paths for small Hurst parameters. See e.g. [90] and the references
therein for more information about fractional Brownian motion.
In this article we aim at analysing solutionsXx of the stochastic differential equation (SDE)
Xxt = x+
∫ t
0
b(Xxs )ds+ B
H
t , 0 ≤ t ≤ T, x ∈ Rd, (7.1)
where BH is a fractional Brownian motion with Hurst parameter H ∈ (0, 12) with respect to
a P -augmented ﬁltration {Ft}0≤t≤T generated by BH and where b : Rd −→ Rd is a Borel-
measurable function.
If we impose a global Lipschitz and a linear growth condition on the drift coefﬁcient b in
(7.1), we can use the Picard iteration scheme to obtain a unique global strong solution to the
SDE (7.1), that is a Ft−adapted solution Xxt to (7.1), which is a measurable L2(Ω)-functional
of the driving noise.
However, a variety of important applications of such SDE’s to stochastic control theory (in
the case of H = 1
2
) (see [66]) or to the statistical mechanics of inﬁnite particle systems (see
[68]) show that the use of SDE’s with regular coefﬁcients in the sense of Lipschitzianity as
models for random phenomena is not suitable and that one is forced to study such equations
with coefﬁcients which are irregular, that is discontinuous or merely measurable.
One objective of our paper is the construction of unique strong solutions to the SDE (7.1)
driven by rough paths in the case of multidimensional fractional noise BH for Hurst parameters
H < 1
2
and drift coefﬁcients
b ∈ L1(Rd) ∩ L∞(Rd).
In proving this new result, we employ tools from Malliavin Calculus and local time techniques.
The analysis of strong solutions to (7.1) has been a very active ﬁeld of research in various
branches of mathematics over the last decades. A foundational result in this direction of research
was ﬁrst obtained by Zvonkin in the beginning of the 1970ties [110], who showed the existence
of a unique strong solution of one-dimensional Brownian motion driven SDE’s (7.1), when the
drift coefﬁcient b is merely bounded and measurable. A few years later on the latter result was
generalized by Veretennikov [105] to the multidimensional case.
More recently, Krylov and Röckner [68] gave the construction of unique strong solutions to
(7.1) under integrability conditions on the (time-inhomogeneous) drift coefﬁcient b. See also the
articles [55] or [54]. In this context, we shall also mention the generalization of Zvonkin’s result
to the case of stochastic evolution equations in Hilbert spaces with bounded and measurable drift
coefﬁcients [28], where the authors use solutions to inﬁnite-dimensional Kolmogorov equations
to recast the singular drift term of the evolution equation in terms of a more regular expression
("Itô-Tanaka-Zvonkin trick").
In all of the above mentioned works the common technique of the authors for the construc-
tion of strong solutions rests on the so-called Yamada-Watanabe principle (see [108]), which
entails strong uniqueness of solutions to SDE’s, if pathwise uniqueness of (weak) solutions
holds.
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In fact, in order to ensure strong uniqueness of solutions, the above authors construct weak
solutions to SDE’s, which are not necessarily Brownian functionals, and verify pathwise unique-
ness by using solutions of parabolic partial differential equations (see e.g. [110], [105] or [68])
or Skorohod embedding combined with Krylov’s estimates (see e.g. [55], [54]).
We remark that the techniques of these authors for proving pathwise uniqueness are not
applicable to SDE’s driven by fractional Brownian motion, since the fractional Brownian is
neither a Markov process nor a semimartingale for Hurst parameters H = 1
2
.
Further, we emphasize that our method, which is not only limited to Markov or semimartin-
gale solutions of SDE’s, gives a direct construction of strong solutions and provides a construc-
tion principle, which can be considered the converse to that of Yamada-Watanabe: We prove
the existence of strong solutions and uniqueness in law to guarantee strong uniqueness.
To the best of our knowledge strong solutions to SDE’s (7.1) for Hurst parameters H < 1
2
and dimension d ≥ 2 with irregular drift coefﬁcients are for the ﬁrst time obtained in this paper.
The case d = 1 for Hurst parametersH ∈ (0, 1)was treated in [91], where the authors prove
strong uniqueness under a linear growth condition on the drift coefﬁcient in the case H < 1
2
by
invoking a method based on the comparison theorem.
Another crucial objective of our article is the study of the regularity of stochastic ﬂows of
the SDE (7.1), that is the regularity of
(x −→ Xxt )
in the initial condition x ∈ Rd, when the vector ﬁeld b is discontinuous.
The motivation for this study comes from the deterministic case:
d
dt
Xxt = u(t,X
x
t ), X
x
0 = x, (7.2)
where u : [0,∞)× Rd −→ Rd is a vector ﬁeld.
Here the solution X : [0,∞) × Rd −→ Rd to (7.2) may e.g. stand for the ﬂow of ﬂuid
particles with respect to the velocity ﬁeld of an incompressible inviscid ﬂuid whose dynamics
is described by an incompressible Euler equation
ut + (Du)u+ P = 0, ∇ · u = 0, (7.3)
where P : [0,∞)× Rd −→ Rd is the pressure ﬁeld.
Solutions to (7.3) may be singular. Therefore a better understanding of the regularity of
solutions to (7.3) requires the study of ﬂows of ODE’s (7.2) driven by irregular vector ﬁelds.
If u is Lipschitz continuous it is well known that the unique ﬂowX : [0,∞)×Rd −→ Rd in
(7.2) is Lipschitzian. The latter classical result was generalized by Di Perna and Lions in their
celebrated paper [37] to the case of u ∈ W 1,p and ∇ · u ∈ L∞, for which the authors construct
a unique ﬂow X to (7.2). Later on the latter result was extended by Ambrosio [2] to the case of
vector ﬁelds of bounded variation.
However, it turns out that the superposition of the ODE (7.2) by a Brownian noise B·, that
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is
dXt = u(t,Xt)dt+ dBt, s, t ∈ R, Xs = x ∈ Rd (7.4)
has a strong regularizing effect on its ﬂow Rd  x −→ ϕs,t(x) ∈ Rd.
Using techniques similar to those in this paper, but without arguments based on local time,
it was shown in Mohammed, Nilssen, Proske [87] for merely bounded measurable drift coefﬁ-
cients u that ϕs,t is a stochastic ﬂow of Sobolev diffeomorphisms with
ϕs,t(·), ϕ−1s,t (·) ∈ L2(Ω,W 1,p(Rd;w))
for all s, t and p ∈ (1,∞), whereW 1,p(Rd;w) is a weighted Sobolev space with weight function
w : Rd −→ [0,∞).
As an application of this result the authors constructed Sobolev differentiable unique (weak)
solutions to (Stratonovich) stochastic transport equation with multiplicative noise of the form{
dtv(t, x) + (u(t, x) ·Dv(t, x))dt+
∑d
i=1 ei ·Dv(t, x) ◦ dBit = 0
u(0, x) = u0(x),
where u is bounded and measurable, u0 ∈ C1b and where {ei}di=1 is a basis of Rd.
By adopting ideas in Mohammed et al. [87], we mention that the latter result on the existence
of stochastic ﬂows of Sobolev diffeomorphisms was extended in [101] to the case of globally
integrable u ∈ Lr,q for r/d+2/q < 1 and applied to the study of the regularity of Navier-Stokes-
equations. Compare also to [45], where the authors employ techniques based on solutions of
backward Kolmogorov equations.
If the Brownian motion in (7.4) is replaced by a rougher noise given by BH· for H <
1
2
,
we ﬁnd in this paper for u ∈ L1(Rd) ∩ L∞(Rd) the rather surprising result which generalises
the classical result of Kunita [70] for smooth coefﬁcients, that the stochastic ﬂow X : [0,∞)×
Rd −→ Rd is higher order Fréchet differentiable in the spatial variable, that is
(x −→ Xxt (ω)) ∈ Ck(Rd)
a.s. for all t and for k ≥ 1, provided H = H(k) is small enough.
In view of the above discussion in the case of Brownian noise driven stochastic ﬂows, the
latter result raises the fundamental question whether rough noise in the sense of BH· or a related
noise with very irregular path behaviour may considerably regularise solutions of PDE’s as e.g.
transport equations, conservation laws or even Navier-Stokes equations by perturbation. We are
conﬁdent that there is an afﬁrmative answer for a class of interesting PDE’s.
Finally, we comment on that the method for the construction of higher order Fréchet differ-
entiable stochastic ﬂows of (7.1), which is- as mentioned above- different from common tech-
niques based on Markov processes and semimartingales, is inspired by the works [83], [81],
[87], [56] in the case of (7.1) with initial Lévy noise and [48], [89] in the case of stochastic
partial differential equations.
More precisely, in order to construct strong solutions to (7.1) we apply a compactness crite-
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rion for square integrable Brownian functionals in [30] to solutions Xnt of
dXnt = bn(X
n
t )dt+ dB
H
t ,
where bn, n ≥ 1 are smooth coefﬁcients converging to b in L1(Rd)∩L∞(Rd) and show that Xnt
converges to a solution Xt of (7.1) in L2(Ω) for all t.
In proving the latter and the higher order Fréchet differentiability of the corresponding
stochastic ﬂow we make use of a "local time variational calculus" argument of the form∫
Δmθ,t
κ(s)Dαf(BHs )ds =
∫
Rdm
Dαf(z)Lκ(t, z)dz = (−1)|α|
∫
Rdm
f(z)DαLκ(t, z)dz,
for smooth functions f : Rdm −→ R, where Lκ(t, z) is a spatially differentiable local time on
the simplex Δmθ,t = {(s1, ..., sm) ∈ [0, T ]m : θ < s1 < ... < sm < t}, scaled by a function κ
(Dα is the partial derivative of order |α|).
We expect that our approach can be also applied to the study of solutions of the following
stochastic equations:
dXt = (AXt + b(Xt))dt+QdW
H
t ,
for (mild) solutions Xt, where A is a densely deﬁned linear operator (of parabolic type) on a
separable Hilbert space H , b : H −→ H is an irregular function, Q a Hilbert-Schmidt operator
and WH· a cylindrical fractional Brownian motion.
On the other hand, using our method we may also examine equations of the type
dXt = dAt + dB
H
t ,
where At is a process of bounded variation which arises from limits of the form
lim
n→∞
∫ t
0
bn(Xs)ds
for coefﬁcients bn, n ≥ 1. See [16] in the Brownian case.
Our paper is organized as follows: In Section 2 we introduce the mathematical framework
of the article and deﬁne in Section 3 the concept of a scaled local time of a fractional Brownian
motion on a simplex, which we show to be high-order differentiable in the spatial variable for
small Hurst parameters. In Section 4 we establish the existence of a unique strong solution to
the SDE (7.1) under integrability conditions on the drift coefﬁcient b. Section 5 is devoted to
the study of the regularity properties of stochastic ﬂows of (7.1).
7.2 Framework
In this section we recollect some speciﬁcs on fractional calculus, Malliavin calculus for frac-
tional Brownian noise and occupation measures which will be extensively used throughout the
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article. The reader might consult [79], [78] or [36] for general theory on Malliavin calculus for
Brownian motion and [90, Chapter 5] for fractional Brownian motion. Whereas for occupation
measures one may review [52] or [62]. We present the results in one dimension for simplicity
inasmuch as we will treat the multidimensional case.
7.2.1 Fractional calculus
We establish here some basic deﬁnitions and properties on fractional calculus. A general theory
on this subject may be found in [102] and [86].
Let a, b ∈ R with a < b. Let f ∈ Lp([a, b]) wih p ≥ 1 and α > 0. Deﬁne the left- and
right-sided Riemann-Liouville fractional integrals by
Iαa+f(x) =
1
Γ(α)
∫ x
a
(x− y)α−1f(y)dy
and
Iαb−f(x) =
1
Γ(α)
∫ b
x
(y − x)α−1f(y)dy
for almost all x ∈ [a, b] where Γ is the Gamma function.
Moreover, for a given integer p ≥ 1, let Iαa+(Lp) (resp. Iαb−(Lp)) denote the image of
Lp([a, b]) by the operator Iαa+ (resp. I
α
b−). If f ∈ Iαa+(Lp) (resp. f ∈ Iαb−(Lp)) and 0 < α < 1
then deﬁne the left- and right-sided Riemann-Liouville fractional derivatives by
Dαa+f(x) =
1
Γ(1− α)
d
dx
∫ x
a
f(y)
(x− y)αdy
and
Dαb−f(x) =
1
Γ(1− α)
d
dx
∫ b
x
f(y)
(y − x)αdy.
The left- and right-sided derivatives of f deﬁned above have the following representations
Dαa+f(x) =
1
Γ(1− α)
(
f(x)
(x− a)α + α
∫ x
a
f(x)− f(y)
(x− y)α+1 dy
)
and
Dαb−f(x) =
1
Γ(1− α)
(
f(x)
(b− x)α + α
∫ b
x
f(x)− f(y)
(y − x)α+1 dy
)
.
Finally, observe that by construction, the following formulas hold
Iαa+(D
α
a+f) = f
for all f ∈ Iαa+(Lp) and
Dαa+(I
α
a+f) = f
for all f ∈ Lp([a, b]) and similarly for Iαb− and Dαb− .
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7.2.2 Shufﬂes
Let k ∈ N. For given m1, . . . ,mk ∈ N, denote
m−j :=
j∑
i=1
mi,
e.g. m−k = m1 + · · ·+mk and set m0 := 0. Denote by Sm = {σ : {1, . . . ,m} → {1, . . . ,m}}
the set of permutations of length m ∈ N. Deﬁne the set of shufﬂe permutations of length
m−k = m1 + · · ·mk as
S(m1, . . . ,mk) := {σ ∈ Sm−k : σ(m
−
i + 1) < · · · < σ(m−i+1), i = 0, . . . , k − 1}.
Fix θ, t ∈ [0, T ] with θ < t and deﬁne the m-dimensional subset of [0, T ]m
Δmθ,t := {(s1, . . . , sm) ∈ [0, T ]m : θ < s1 < · · · < sm < t}.
Let fi : [0, T ] → [0,∞), i = 1, . . . ,m−k be integrable functions. Then, we have
k−1∏
i=0
∫
Δ
mi
θ,t
fm−i +1(sm
−
i +1
) · · · fm−i+1(sm−i+1)dsm−i +1 · · · dsm−i+1
=
∑
σ−1∈S(m1,...,mk)
∫
Δ
m−
k
θ,t
m−k∏
i=1
fσ(i)(wi)dw1 · · · dwm−k .
(7.5)
The above is a trivial generalisation of the case k = 2 where∫
θ<s1···<sm1<t
θ<sm1+1<···<sm1+m2<t
m1+m2∏
i=1
fi(si) ds1 · · · dsm1+m2
=
∑
σ−1∈S(m1,m2)
∫
θ<w1<···<wm1+m2<t
m1+m2∏
i=1
fσ(i)(wi)dw1 · · · dwm1+m2
(7.6)
since{
(s1, . . . , smi) ∈ [0, T ]mi , i = 1, 2 : θ < s1 < · · · < smi < t, i = 1, 2
}
=
⋃
·
σ∈S(m1,m2)
{
(w1, . . . , wm1+m2) ∈ [0, T ]m1+m2 : θ < wσ(1) < · · · < wσ(m1+m2) < t
}
,
which can also be found in [77, Theorem 2.15].
We will also need the following formula. Given indices j0, j1, . . . , jk−1 ∈ N such that 1 ≤
ji ≤ mi+1, i = 1, . . . , k−1 and we set j0 := m1+1. Introduce the subset Sj1,...,jk−1(m1, . . . ,mk)
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of S(m1, . . . ,mk) deﬁned as
Sj1,...,jk−1(m1, . . . ,mk) :=
{
σ ∈ S(m1, . . . ,mk) : σ(m−i + 1) < · · · < σ(m−i + ji − 1),
σ(l) = l, m−i + ji ≤ l ≤ m−i+1, i = 0, . . . , k − 1
}
.
We have
∫
Δ
mk
θ,t ×Δ
mk−1
θ,s
m−
k−1+jk−1
×···×Δm1θ,sm1+j1
m−k∏
i=1
fi(si) ds1 · · · dsm−k
=
∫
θ<s1<···<sm1<sm1+j1
θ<sm1+m2+1<···<sm1+m2<sm1+m2+j2
...
θ<sm1+···mk−1+1<···<sm1+···+mk<t
m−k∏
i=1
fi(si) ds1 · · · dsm−k
=
∑
σ−1∈Sj1,...,jk−1 (m1,...,mk)
∫
θ<w1<···<wm−
k
<t
m−k∏
i=1
fσ(i)(wi) dw1 · · · dwm−k .
. (7.7)
Observe that
#S(m1, . . . ,mk) =
(m1 + · · ·+mk)!
m1! · · ·mk!
where # denotes the number of elements in the given set. Then by using Stirling’s approxima-
tion, one can show that
#S(m1, . . . ,mk) ≤ Cm1+···+mk
for a large enough constant C > 0. Moreover,
#Sj1,...,jk−1(m1, . . . ,mk) ≤ #S(m1, . . . ,mk).
7.2.3 Fractional Brownian motion
Let BH = {BHt , t ∈ [0, T ]} be a d-dimensional fractional Brownian motion with Hurst pa-
rameter H ∈ (0, 1/2). In other words, BH is a centered Gaussian process with covariance
structure
RH(t, s) := E[B
H
t B
H
s ] =
1
2
(
t2H + s2H − |t− s|2H) .
Observe that E[|BHt − BHs |2] = |t− s|2H and hence BH has stationary increments and Hölder
continuous trajectories of indexH−ε for all ε ∈ (0, H). Observe moreover that the increments
of BH , H ∈ (0, 1/2) are not independent. This fact makes computations more difﬁcult due
to the fact that BH is not Markovian. Another difﬁculty one encounters is that BH is not a
semimartingale, see e.g. [90, Proposition 5.1.1].
Now we give a brief survey on how to construct fractional Brownian motion via an isometry.
Since the construction can be done componentwise we present here for simplicity the one-
dimensional case. Further details can be found in [90].
Denote by E the set of step functions on [0, T ] and denote by H the Hilbert space deﬁned as
7.2. FRAMEWORK 173
the closure of E with respect to the inner product
〈1[0,t], 1[0,s]〉H = RH(t, s).
The mapping 1[0,t] → Bt can be extended to an isometry between H and the Gaussian subspace
of L2(Ω) associated with BH . Denote such isometry by ϕ → BH(ϕ). We recall the following
result (see [90, Proposition 5.1.3] ) which gives an integral representation of RH(t, s) when
H < 1/2.
Proposition 7.1. Let H < 1/2. The kernel
KH(t, s) = cH
[(
t
s
)H− 1
2
(t− s)H− 12 −
(
H − 1
2
)
s
1
2
−H
∫ t
s
uH−
3
2 (u− s)H− 12du
]
where cH =
√
2H
(1−2H)β(1−2H,H+1/2) being β the Beta function, satisﬁes
RH(t, s) =
∫ t∧s
0
KH(t, u)KH(s, u)du. (7.8)
The kernel KH can also be represented by means of fractional derivatives as follows
KH(t, s) = cHΓ
(
H +
1
2
)
s
1
2
−H
(
D
1
2
−H
t− u
H− 1
2
)
(s)
Consider the linear operator K∗H : E → L2([0, T ]) deﬁned by
(K∗Hϕ)(s) = KH(T, s)ϕ(s) +
∫ T
s
(ϕ(t)− ϕ(s))∂KH
∂t
(t, s)dt
for every ϕ ∈ E . Observe that (K∗H1[0,t])(s) = KH(t, s)1[0,t](s), then from this fact and (7.8)
we see that K∗H is an isometry between E and L2([0, T ]) which can be extended to the Hilbert
space H.
For a given ϕ ∈ H one can show the following two representations for K∗H in terms of
fractional derivatives
(K∗Hϕ)(s) = cHΓ
(
H +
1
2
)
s
1
2
−H
(
D
1
2
−H
T− u
H− 1
2ϕ(u)
)
(s)
and
(K∗Hϕ)(s) =cHΓ
(
H +
1
2
)(
D
1
2
−H
T− ϕ(s)
)
(s)
+ cH
(
1
2
−H
)∫ T
s
ϕ(t)(t− s)H− 32
(
1−
(
t
s
)H− 1
2
)
dt.
One can show that H = I
1
2
−H
T− (L
2) (see [33] and [1, Proposition 6]).
Given the fact that K∗H provides with an isometry from H into L2([0, T ]) the d-dimensional
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process W = {Wt, t ∈ [0, T ]} deﬁned by
Wt := B
H((K∗H)
−1(1[0,t])) (7.9)
is a Wiener process and the process BH has the following representation
BHt =
∫ t
0
KH(t, s)dWs, (7.10)
see [1].
Henceforward, we will denote byW a standard Wiener process on a given probability space
(Ω,F , P ) equipped with the natural ﬁltration {Ft}t∈[0,T ] generated by W augmented by all P -
null sets and B := BH the fractional Brownian motion with Hurst parameter H ∈ (0, 1/2)
given by the representation (7.10).
Next, we give a version of Girsanov’s theorem for fractional Brownian motion which is
due to [33, Theorem 4.9]. Here we present the version given in [91, Theorem 3.1] but ﬁrst we
need to deﬁne an isomorphism KH from L2([0, T ]) onto I
H+ 1
2
0+ (L
2) associated with the kernel
KH(t, s) in terms of the fractional integrals as follows, see [33, Theorem 2.1]
(KHϕ)(s) = I
2H
0+ s
1
2
−HI
1
2
−H
0+ s
H− 1
2ϕ, ϕ ∈ L2([0, T ]).
From this and the properties of the Riemann-Liouville fractional integrals and derivatives
the inverse of KH is given by
(K−1H ϕ)(s) = s
1
2
−HD
1
2
−H
0+ s
H− 1
2D2H0+ ϕ(s), ϕ ∈ IH+
1
2
0+ (L
2).
It follows that if ϕ is absolutely continuous, see [91], one can show that
(K−1H ϕ)(s) = s
H− 1
2 I
1
2
−H
0+ s
1
2
−Hϕ′(s). (7.11)
Theorem 7.2 (Girsanov’s theorem for fBm). Let u = {ut, t ∈ [0, T ]} be an {Ft}t∈[0,T ]-adapted
process with integrable trajectories and set B˜Ht = B
H
t +
∫ t
0
usds, t ∈ [0, T ]. Assume that
(i)
∫ ·
0
usds ∈ IH+
1
2
0+ (L
2([0, T ]), P -a.s.
(ii) E[ξT ] = 1 where
ξT := exp
{
−
∫ T
0
K−1H
(∫ ·
0
urdr
)
(s)dWs − 1
2
∫ T
0
K−1H
(∫ ·
0
urdr
)2
(s)ds
}
.
Then the shifted process B˜H is an {Ft}t∈[0,T ]-fractional Brownian motion with Hurst parameter
H under the new probability P˜ deﬁned by dP˜
dP
= ξT .
Remark 7.3. For the multidimensional case, deﬁne
(KHϕ)(s) := ((KHϕ
(1))(s), . . . , (KHϕ
(d))(s))∗, ϕ ∈ L2([0, T ],Rd),
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where ∗ denotes transposition. Similarly for K−1H and K∗H .
Finally, we will use a crucial property of the fractional Brownian motion which was proven
by [97] for general Gaussian vector ﬁelds. This property will essentially help us to overcome
the limitations of not having independent increments of the underlying noise.
Let m ∈ N and 0 =: t0 < t1 < · · · < tm < T . Then for every ξ1, . . . , ξm ∈ Rd there exists
a positive ﬁnite constant C > 0 (not depending on m) such that
V ar
[
m∑
j=1
〈ξj, Btj − Btj−1〉Rd
]
≥ C
m∑
j=1
|ξj|2V ar
[|Btj − Btj−1 |2] . (7.12)
The above property is known as the (strong) local non-determinism property of the fractional
Brownian motion. The reader may consult [97] or [107] for more information on this property.
7.3 A local-time formula
From this point and on we will denote by S(Rd;Rd) (or simply S(Rd) when the range is one-
dimensional) the Schwarz class of functions, i.e. the space of rapidly decreasing functions
S(Rd) := {f : Rd → Rd : f ∈ C∞(Rd); ‖f‖α,β < ∞, ∀α, β},
where
‖f‖α,β := sup
x∈Rd
|xαDβf(x)|
and where α and β are multi-indices and xα := xα11 · · · xαdd , x ∈ Rd, α = (α1, . . . , αd). Finally,
we denote byC∞c (R
d) the subset of S(Rd) of inﬁnitely many times differentiable functions with
compact support.
Letm ∈ N be ﬁxed and κj : [0, T ] → R, j = 1, . . . ,m be measurable and positive functions.
From now on, we ﬁx θ, t ∈ [0, T ] with θ < t and deﬁne the m-dimensional subset of [0, T ]m
Δmθ,t := {(s1, . . . , sm) ∈ [0, T ]m : θ < s1 < · · · < sm < t}.
We will henceforward use the following notation. Given s = (s1, . . . , sm) ∈ [0, T ]m and given
a permutation σ ∈ Sm we denote
κ(s) := κ1(s1) · · ·κm(sm)
and
κσ(s) := κσ(1)(s1) · · ·κσ(m)(sm).
Further notations are used as in Section 7.2.2.
Let B(Rdm) be the Borel σ-algebra of Rdm. Deﬁne the following occupation measure on
(Rdm,B(Rdm)) over Δmθ,t scaled by the function κ as follows:
νmκ (t, A) :=
∫
Δmθ,t
κ(s)1{Bs∈A}ds, A ∈ B(Rdm) (7.13)
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where here Bs denotes the vector Bs := (Bs1 , . . . , Bsm).
Equivalently, ∫
Δmθ,t
κ(s)f(Bs)ds =
∫
Rdm
f(x)νmκ (t, dx) (7.14)
for all f ∈ S(Rdm).
The aim of this section is to show that there is a random ﬁeld Lmκ : [0, T ]× Rdm × Ω → R
such that the following occupation-type formula holds
∫
Δmθ,t
κ(s)f(Bs)ds =
∫
Rdm
f(z)Lmκ (t, z)dz, (7.15)
i.e. νmκ is absolutely continuous w.r.t. Lebesgue measure.
We would like to establish a sufﬁcient condition for the local time to exist and being several
times differentiable w.r.t. the space variable. Indeed, let k ≥ 0 integer and deﬁne
Ψmκ,k(θ, t) :=
∑
σ−1∈S(m,m)
∫
Δ2mθ,t
κσ(s)
2m∏
j=1
|sj − sj−1|−d(2k+1)Hds1 · · · ds2m, (7.16)
where s0 := θ.
Introduce the following notation: α ∈ Nd×m0 and here |α| :=
∑m
j=1
∑d
l=1 α
(l)
j andD
αL(t, z)
denotes differentiation with respect to the space variable z ∈ Rdm, i.e.
DαLmκ (t, z) =
m∏
j=1
d∏
l=1
∂α
(l)
j
∂(z
(l)
j )
α
(l)
j
Lmκ (t, z), z ∈ Rdm. (7.17)
It turns out that if Ψmκ,k(θ, t) < ∞ then the local time Lmκ (t, z) exists and is k-times differ-
entiable w.r.t. z ∈ Rdm. This is the content of the next theorem.
Theorem 7.4. Letm ∈ N and κ : [0, T ]m → R be a measurable positive function. Let α ∈ Ndm0
such that α(l)j ≤ k for every j = 1, . . . ,m and l = 1, . . . , d. Fix θ, t ∈ [0, T ] and assume the
following condition on κ is fulﬁlled
Ψmκ,k(θ, t) :=
∑
σ−1∈S(m,m)
∫
Δ2mθ,t
κσ(s)
2m∏
j=1
|sj − sj−1|−d(2k+1)Hds1 · · · ds2m < ∞,
for some integer k ≥ 0, where s0 := θ and the sum is taken over S(m,m), the set of all shufﬂe
permutations of length 2m. See Section 7.2.2.
Then there exists a k-times weakly differentiable function z → Lmκ (t, z) such that for every
f ∈ S(Rdm) the following identity holds P -a.s.∫
Δmθ,t
κ(s)f(Bs)ds =
∫
Rdm
f(z)Lmκ (t, z)dz.
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Moreover, the following estimate holds true
sup
z∈Rdm
E[|DαLmκ (t, z)|2] ≤ CmΨmκ,k(θ, t). (7.18)
We will refer to Lmκ (t, z), t ∈ [0, T ], z ∈ Rdm as the local-time of BH over the simplex Δmθ,t
at z ∈ Rdm scaled by κ.
Proof. Deﬁne
Lmκ (t, z) := (2π)
−dm
∫
Rdm
∫
Δmθ,t
κ(s) exp
{
−i
m∑
j=1
〈vj, Bsj − zj〉Rd
}
dsdv. (7.19)
Now we show that Lmκ (t, z) lies in L
2(Ω). Since the computations are the same for Lmκ
and its derivatives we will show the estimate (7.18) then one obtains E[|Lmκ (t, z)|2] < ∞ by
choosing k = 0.
Formal differentiation of Lmκ (t, z) yields
DαLmκ (t, z) = (2π)
−dm
∫
Δmθ,t
∫
(Rd)m
κ(s)i|α|uαe−i
∑m
j=1〈uj ,Bsj−zj〉Rdduds.
Taking squared modulus
|DαLmκ (t, z)|2 =
=(2π)−2dm
∫
(Rd)m
∫
(Rd)m
∫
Δmθ,t
κ1(s1) · · ·κm(sm)uα
m∏
j=1
e−i〈uj ,Bsj−zj〉Rdds1 · · · dsm
×
∫
Δmθ,t
κm+1(sm+1) · · ·κ2m(s2m)vα
2m∏
j=m+1
ei〈vj ,Bsj−zj〉Rddsm+1 · · · ds2mdudv.
Use the following change of variables
ξ =
(
Idm×dm 0
0 −Idm×dm
)(
u
v
)
, ξ ∈ (Rd)2m
and denote α˜ := (α, α) ∈ (Nd0)2m to obtain that
|DαLmκ (t, z)|2 =(−1)dm(2π)−2dm
∫
(Rd)2m
ei
∑m
j=1〈ξj+ξj+m,zj〉Rdξα˜
×
(∫
Δmθ,t
κ1(s1) · · ·κm(sm)
m∏
j=1
fj(sj)ds1 · · · dsm
)
×
(∫
Δmθ,t
κm+1(sm+1) · · ·κ2m(s2m)
2m∏
j=m+1
fj(sj)dsm+1 · · · ds2m
)
dξ
where fj(s) = e−i〈ξj ,Bs〉Rd , j = 1, . . . , 2m.
Now shufﬂing the integrals w.r.t. s, see Section 7.2.2, and using the fact that fj are symmet-
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ric we may write
|DαLmκ (t, z)|2 =
= (−1)dm(2π)−2dm(−1)|α|
∑
σ−1∈S(m,m)
∫
(Rd)2m
ei
∑m
j=1〈zj ,ξj+ξj+m〉Rdξα˜
×
∫
Δ2mθ,t
κσ(s)
2m∏
j=1
e−i〈ξj ,Bsj 〉Rdds1 · · · ds2mdξ.
Taking expectation we then obtain
E[|DαLmκ (t, z)|2] ≤
≤ (2π)−2dm
∑
σ−1∈S(m,m)
∫
(Rd)2m
|ξα˜|
∣∣∣∣∣
∫
Δ2mθ,t
κσ(s)E
[
e−i
∑2m
j=1〈ξj ,Bsj 〉Rd
]
ds
∣∣∣∣∣ dξ
Now apply the change of variables ξ2m = ζ2m and ξj = ζj − ζj+1, j = 0, . . . , 2m − 1, where
we set ζ0 := ζ1, ζ2m+1 = 0, s0 := θ and s−1 := 0 in order to have
E[|DαLmκ (t, z)|2] ≤
∑
σ−1∈S(m,m)
(2π)−2dm
∫
(Rd)2m
2m∏
j=1
d∏
l=1
|ζ(l)j − ζ(l)j+1|α˜
(l)
j
×
∣∣∣∣∣
∫
Δ2mθ,t
κσ(s)E
[
e−i
∑2m
j=0〈ζj ,Bsj−Bsj−1 〉Rd
]
dsdζ
∣∣∣∣∣
=
∑
σ−1∈S(m,m)
(2π)−2dm
∫
(Rd)2m
2m∏
j=1
d∏
l=1
|ζ(l)j − ζ(l)j+1|α˜
(l)
j
×
∫
Δ2mθ,t
κσ(s)e
− 1
2
V ar[
∑2m
j=0〈ζj ,Bsj−Bsj−1 〉Rd ]dsdζ
≤
∑
σ−1∈S(m,m)
(2π)−2dm
∫
(Rd)2m
2m∏
j=1
d∏
l=1
|ζ(l)j − ζ(l)j+1|α˜
(l)
j
×
∫
Δ2mθ,t
κσ(s)e
−C
2
∑2m
j=0 |ζj |2|sj−sj−1|2Hdsdζ
for some constant C > 0 where we have used the strong local non-determinism of the fractional
Brownian motion given in (7.12), see [97].
Now observe that we can express the product appearing in the integral above as a sum of
different combinations where the exponent is, at most, two. That is
2m∏
j=1
d∏
l=1
|ζ(l)j − ζ(l)j+1|α˜
(l)
j =
∑
δ∈I
δ∈{0,1,2}2m
cδ
2m∏
j=1
d∏
l=1
|ζ(l)j |δj α˜
(l)
j
for some constants cδ and here I is a set of indices which has 2m elements. Now, we have that
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the integral w.r.t. ζ can be written as
A :=
∫
(Rd)2m
2m∏
j=1
d∏
l=1
|ζ(l)j − ζ(l)j+1|α˜
(l)
j e−
C
2
∑2m
j=0 |ζj |2|sj−sj−1|2Hdζ
=
∑
δ∈I
δ∈{0,1,2}2m
cδ
2m∏
j=1
d∏
l=1
(∫
R
|ζ(l)j |δj α˜
(l)
j e
− 1
2σ2
j
|ζ(l)j |2
dζ
(l)
j
)
,
where for each j = 1, . . . , 2m,
σ21 :=
1
C
(
θ2H + |s1 − θ|2H
)−1 ≤ 1
C
|s1 − θ|−2H , σ2j :=
1
C
|sj − sj−1|−2H .
Then
A =
∑
δ∈I
δ∈{0,1,2}2m
cδ
2m∏
j=1
d∏
l=1
⎛⎜⎜⎝√2πσ2jσδj α˜(l)jj 2
δj α˜
(l)
j /2Γ
(
δj α˜
(l)
j +1
2
)
√
π
⎞⎟⎟⎠
≤C
∑
δ∈I
δ∈{0,1,2}2m
2m∏
j=1
σ
δj
∑d
l=1 α˜
(l)
j +d
j
=Cm
∑
δ∈I
δ∈{0,1,2}2m
2m∏
j=1
d∏
l=1
|sj − sj−1|−H
(
δj
∑d
l=1 α˜
(l)
j +d
)
≤Cm
2m∏
j=1
|sj − sj−1|−dH(2k+1)1{|sj−sj−1|<1}
+ Cm1{|sj−sj−1|>1}
for some constant C > 0 depending only on d and k where we used
∑d
l=1 α˜
(l)
j ≤ kd and δj ≤ 2
for every j = 1, . . . , 2m. The second term is clearly integrable w.r.t. s. Hence, we require that
∑
σ−1∈S(m,m)
∫
Δ2mθ,t
κσ(s)
2m∏
j=1
|sj − sj−1|−dH(2k+1)ds < ∞.
In particular, if κ ≡ 1 this is true if H < 1
d(2k+1)
.
As a matter of fact, we have
sup
z∈Rdm
E[|DαLmκ (t, z)|2]
≤Cm
∑
σ−1∈S(m,m)
∫
Δ2mθ,t
κσ(s)
2m∏
j=1
|sj − sj−1|−dH(2k+1)ds.
We remark that a priori one can not interchange the order of integration in (7.19). Indeed,
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for m = 1, κ ≡ 1 one gets an integral of the Donsker-Delta function. To overcome this deﬁne
for R > 0
Lmκ,R(t, z) := (2π)
−dm
∫
B(0,R)
∫
Δmθ,t
κ(s)e−i
∑m
j=1〈uj ,Bsj−zj〉Rddsdv
whereB(0, R) := {v ∈ Rdm : |v| < R}. Similar computations as above show thatLmκ,R(t, z) →
Lmκ (t, z) in L
2(Ω) as R → ∞ for all t and x.
Now for f ∈ S(Rdm), Lebesgue’s dominated convergence theorem and the fact that the
Fourier transform is an automorphism on the Schwarz space yield∫
Rdm
f(z)Lmκ (t, z)dz = lim
R→∞
∫
Rdm
f(z)Lmκ,R(t, z)dx
= lim
R→∞
(2π)−dm
∫
Rdm
∫
B(0,R)
∫
Δmθ,t
f(z)κ(s)e−i
∑m
j=1〈uj ,Bsj−zj〉Rddzduds
= lim
R→∞
∫
Δmθ,t
κ(s)
∫
B(0,R)
(2π)−dm
∫
Rdm
f(z)e−i
∑m
j=1〈uj ,Bsj 〉Rddzduds
= lim
R→∞
∫
Δmθ,t
κ(s)
∫
B(0,R)
f̂(−u)e−i
∑m
j=1〈uj ,Bsj 〉Rdduds
=
∫
Δmθ,t
κ(s)f(Bs)ds
which is exactly (7.15).
Next, we give a crucial estimate which shows why fractional Brownian motion actually
regularises (7.1). It is based on integration by parts and the aforementioned properties of the
local-time L. The estimate we obtain can be presented in a more explicit way when
κj(s) = (KH(s, θ)−KH(s, θ′))εj
for every j = 1, . . . ,m or,
κj(s) = (KH(sj, θ))
εj
for every j = 1, . . . ,m with (ε1, . . . , εm) ∈ {0, 1}m and we will see why these are important in
the next coming section.
The proof can be found in the Appendix, Lemma 7.23 and Lemma 7.24.
Proposition 7.5. Let BH , H ∈ (0, 1/2), be a standard d-dimensional fractional Brownian
motion and b1, . . . , bm ∈ C∞c (Rd,R). Let
κj(s) = (KH(s, θ)−KH(s, θ′))εj
for every j = 1, . . . ,m with (ε1, . . . , εm) ∈ {0, 1}m for θ, θ′ ∈ [0, T ] with θ′ < θ. Let α ∈
(Nd0)
m be an multi-index such that α(j)i ≤ k for all i = 1, . . . ,m and j = 1, . . . , d. If
H < min
m≥1
m− 1
2
∑m
j=1 εj
md(2k + 1)−∑mj=1 εj , (7.20)
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then, there exists a universal constant C > 0 (independent of m, {bi}i=1,...,m and α) such that
for any θ, t ∈ [0, T ] with θ < t we have
∣∣∣E [∫
Δmθ,t
(
m∏
i=1
Dαibi(B
H
si
)κi(si)
)
ds
] ∣∣∣
≤ Cm
m∏
i=1
‖bi‖L1(Rd)
|θ′ − θ|γ
∑m
j=1 εj |t− θ|m(1−d(2k+1)H)+(H− 12−γ)
∑m
j=1 εj
Γ
(
2m(1− dH(2k + 1)) + 1 + 2(H − 1
2
− γ)∑mj=1 εj)1/2
(7.21)
for γ ∈ (0, H).
Proof. By deﬁnition of Lmκ in (7.15) it immediately follows that the integral in (7.21) can be
expressed as∫
Δmθ,t
(
m∏
i=1
Dαibi(B
H
si
)κi(si)
)
ds =
∫
Rdm
(
m∏
i=1
Dαibi(zi)
)
Lmκ (t, z)dz.
Now, since H satisﬁes (7.20) then it follows that (7.16) is ﬁnite and hence by Theorem 7.4
z → Lmκ (t, z), z ∈ Rdm is k-times differentiable. Because bi, i = 1, . . . ,m are smooth with
compact support we can use deterministic integration by parts to shift the derivatives on to the
local-time Lmκ (θ, ·), that is∫
Δm
θ′,θ
(
m∏
i=1
Dαibi(B
H
si
)κi(si)
)
ds = (−1)|α|
∫
Rdm
(
m∏
i=1
bi(zi)
)
DαLmκ (t, z)dz.
Then taking expectation and absolute value we obtain∣∣∣∣∣E
[∫
Δmθ,t
(
m∏
i=1
Dαibi(B
H
si
)κi(si)
)
ds
]∣∣∣∣∣ ≤
∫
Rdm
(
m∏
i=1
|bi(zi)|
)
E[|DαLmκ (t, z)|]dz. (7.22)
Now, taking supremum we have∣∣∣∣∣E
[∫
Δmθ,t
(
m∏
i=1
Dαibi(B
H
si
)κi(si)
)
ds
]∣∣∣∣∣ ≤
m∏
i=1
‖bi‖L1(Rd) sup
z∈Rdm
E[|DαLmκ (t, z)|].
Finally, Theorem 7.4 and Lemma 7.23 in the Appendix allow us to conclude.
Proposition 7.6. Let BH , H ∈ (0, 1/2), be a standard d-dimensional fractional Brownian
motion and b1, . . . , bm ∈ C∞c (Rd,R) functions bi : Rd → R, i = 1, . . . ,m functions in the
Schwarz space with compact support. Let k : [0, T ]m → R be a chosen as
κj(s) = (KH(s, θ))
εj
for every j = 1, . . . ,m with (ε1, . . . , εm) ∈ {0, 1}m for θ, θ′ ∈ [0, T ] with θ′ < θ. Let α ∈
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(Nd0)
m be an multi-index such that α(j)i ≤ k for all i = 1, . . . ,m and j = 1, . . . , d. If
H < min
m≥1
m− 1
2
∑m
j=1 εj
md(2k + 1)−∑mj=1 εj , (7.23)
then, there exists a universal constant C > 0 (independent of m, {bi}i=1,...,m and α) such that
for any θ, t ∈ [0, T ] with θ < t we have
∣∣∣E [∫
Δmθ,t
(
m∏
i=1
Dαibi(B
H
si
)κi(si)
)
ds
] ∣∣∣
≤ Cm
m∏
i=1
‖bi‖L1(Rd)
|t− θ|m(1−dH(2k+1))+(H− 12)
∑m
j=1 εj
Γ
(
2m(1− dH(2k + 1)) + 1 + 2(H − 1
2
)
∑m
j=1 εj
)1/2 (7.24)
for γ ∈ (0, H).
Proof. Similar to the proof of Proposition 7.5 in connection with Lemma 7.24 in the Appendix.
7.4 Existence and uniqueness of global strong solutions
As outlined in the introduction the object of study is a time-homogeneous SDE with additive
d-dimensional fractional Brownian noise BH with Hurst parameter H ∈ (0, 1/2), i.e.
Xt = x+
∫ t
0
b(Xs)ds+ B
H
t , t ∈ [0, T ] (7.25)
where b : Rd → Rd is a Borel-measurable function such that (7.25) makes sense, that is,∫ T
0
b(Xs)ds < ∞, P − a.s. (7.26)
We will study equation (7.1) when the drift coefﬁcient b belongs to L1(Rd) ∩ L∞(Rd).
Deﬁnition 7.7. Let x ∈ Rd and b : [0, T ] × Rd → Rd be a Borel-measurable function such
that (7.26) holds. We say that a stochastic process X = {Xt, t ∈ [0, T ]} is a strong solution of
(7.25) if
Xt = x+
∫ t
0
b(Xs)ds+ B
H
t
for every t ∈ [0, T ] and X is adapted to {Ft}t∈[0,T ] the P -augmented ﬁltration generated by
BH .
Hereunder, we establish the main result of this section.
Theorem 7.8. Let b ∈ L1(Rd) ∩ L∞(Rd). Then if H < 1
2(3d−1) , d ≥ 1 there exists a unique
(global) strong solution X = {Xt, t ∈ [0, T ]} of equation (7.1). Moreover, for every t ∈ [0, T ],
Xt is Malliavin differentiable in the direction of the Brownian motion W in (7.9).
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The proof of Theorem 7.8 is based on the following steps:
1. First, we construct a weak solution X to (7.1) by means of Girsanov’s theorem, that is we
introduce a probability space (Ω,F , P ) that carries a fractional Brownian motionBH and
a process X such that (7.1) is fulﬁlled. However, a priori X is not adapted to the ﬁltration
{Ft}t∈[0,T ] generated by BH , which is the same as the ﬁltration generated by W .
2. Next, we approximate the drift coefﬁcient b by a sequence of functions (which always
exists by standard approximation results) bn, n ≥ 1 such that {bn}n≥1 ⊂ C∞c (Rd) with
‖bn − b‖L1(Rd) → 0 as n → ∞. By standard results on SDEs, we know that for each
smooth coefﬁcient bn, n ≥ 1, there exists unique strong solution Xn· to the SDE
dXnt = bn(X
n
t )du+ dB
H
t , 0 ≤ t ≤ T, Xn0 = x ∈ Rd . (7.27)
We then show that for each t ∈ [0, T ] the sequence Xnt converges weakly to the condi-
tional expectation E[Xt|Ft] in the space L2(Ω;Ft) of square integrable, Ft-measurable
random variables.
3. It is well known, see e.g. [90], that that for each t ∈ [0, T ] the strong solution Xnt , n ≥ 1,
is Malliavin differentiable, and that the Malliavin derivative DsXnt , 0 ≤ s ≤ t, with
respect to W in (7.9) satisﬁes
DsX
n
t = KH(t, s)Id +
∫ t
s
b′n(X
n
u )DsX
n
udu, (7.28)
where b′n denotes the Jacobian of bn. In the next step we then employ a compactness
criterion based on Malliavin calculus to show that for every t ∈ [0, T ] the set of random
variables {Xnt }n≥0 is relatively compact in L2(Ω;Ft), which then admits the conclusion
that Xnt converges strongly in L
2(Ω;Ft) to E[Xt|Ft]. Further we see that E[Xt|Ft] is
Malliavin differentiable as a consequence of the compactness criterion.
4. In the last step we show that E[Xt|Ft] = Xt, which implies that Xt is Ft-measurable and
thus a strong solution.
We turn to the ﬁrst step of our scheme which is to construct weak solutions of (7.1) by
using Girsanov’s theorem in this context. Let (Ω,F , P˜ ) be some given probability space which
carries a d-dimensional fractional Brownian motion B˜H with Hurst parameter H ∈ (0, 1/2)
and set Xt := x + B˜Ht , t ∈ [0, T ], x ∈ Rd. Set θt :=
(
K−1H
(∫ ·
0
b(Xr)dr
))
(t) and consider the
Doléans-Dade exponential
Zt := E (θ·)t := exp
{∫ t
0
θTs dWs −
1
2
∫ t
0
θTs θsds
}
, t ∈ [0, T ].
The following two lemmata show that the conditions of Theorem 7.2 hold.
Lemma 7.9. Let B˜Ht be a d-dimensional fractional Brownian motion with respect to (Ω,F , P˜ ).
Then ∫ ·
0
|b(B˜Hs )|ds ∈ IH+
1
2
0+ (L
2), P − a.s.
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Proof. Using the property that D
H+ 1
2
0+ I
H+ 1
2
0+ (f) = f for f ∈ L2([0, T ]) we need to show that
D
H+ 1
2
0+
∫ ·
0
|b(B˜Hs )|ds ∈ L2([0, T ]), P − a.s.
Indeed, ∣∣∣∣DH+ 120+ (∫ ·
0
|b(B˜Hs )|ds
)
(t)
∣∣∣∣ = 1Γ (1
2
−H)
(
1
tH+
1
2
∫ t
0
|b(B˜Hu )|du
+
(
H +
1
2
)∫ t
0
(t− s)−H− 32
∫ t
s
|b(B˜Hu )|ds
)
=
1
Γ
(
1
2
−H)‖b‖∞
(
t
1
2
−H +
H + 1
2
1
2
−H t
1
2
−H
)
.
Hence, for some ﬁnite constant CH > 0 we have∣∣∣∣DH+ 120+ (∫ ·
0
|b(B˜Hs )|ds
)
(t)
∣∣∣∣2 ≤ CH‖b‖2∞t1−2H .
As a result,∫ T
0
∣∣∣∣DH+ 120+ (∫ ·
0
|b(B˜Hs )|ds
)
(t)
∣∣∣∣2 dt ≤ CH‖b‖2∞ ∫ T
0
t1−2Hdt < ∞, P − a.s.
since H ∈ (0, 1/2).
Lemma 7.10. Let B˜Ht be a d-dimensional fractional Brownian motion with respect to (Ω,F , P˜ ).
Then for every μ ≥ 0 we have
E
[
exp
{
μ
∫ T
0
∣∣∣∣K−1H (∫ ·
0
b(B˜Hr )dr
)
(s)
∣∣∣∣2 ds
}]
≤ CH,d,μ,T (‖b‖L∞(Rd))
for some continuous increasing function CH,d,μ,T depending only on H , d, T and μ.
In particular,
E
[
E
(∫ T
0
K−1H
(∫ ·
0
b(B˜Hr )dr
)∗
(s)dWs
)p]
≤ CH,d,μ,T (‖b‖L∞(Rd))
where ∗ denotes transposition.
Proof. Denote by θs := K−1H
(∫ ·
0
|b(B˜Hr )|dr
)
(s). Then using relation (7.11) we have
|θs| = |sH− 12 I
1
2
−H
0+ s
1
2
−H |b(B˜Hs )||
=
1
Γ
(
1
2
−H)sH− 12
∫ s
0
(s− r)− 12−Hr 12−H |b(B˜Hr )|dr
≤ ‖b‖∞ 1
Γ
(
1
2
−H)sH− 12
∫ s
0
(s− r)− 12−Hr 12−Hdr
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= ‖b‖∞
Γ
(
3
2
−H)
Γ (1− 2H)s
1
2
−H
≤‖b‖∞
Γ
(
3
2
−H)
Γ (1− 2H)T
1
2
−H .
Squaring both sides we have the following estimate
|θs|2 ≤ CH‖b‖2∞T 1−2H P − a.s. (7.29)
where CH :=
Γ( 32−H)
2
Γ(1−2H)2 .
Then using Taylor’s expansion for the exponential function and the above estimate we have
E
[
exp
{
μ
∫ T
0
|θs|2 ds
}]
= E
[∑
m≥1
μm
∫
Δm0,T
m∏
i=1
|θsi |2ds1 · · · dsm
]
≤
∑
m≥1
μm
∫
Δm0,T
(‖b‖2∞CHT 1−2H)m ds1 · · · dsm
=
∑
m≥1
(
μCHT
2(1−H)‖b‖2∞
)m
m!
= exp
{
μCHT
2(1−H)‖b‖2∞
}
.
By Girsanov’s theorem, see Theorem 7.2, the process
BHt := Xt − x−
∫ t
0
b(Xs)ds, t ∈ [0, T ] (7.30)
is a fractional Brownian motion on (Ω,F , P ) with Hurst parameter H ∈ (0, 1/2). Hence,
because of (7.30), the couple (X,BH) is a weak solution of (7.1) on (Ω,F , P ).
Henceforth, we conﬁne ourselves to the ﬁltered probability space (Ω,F , P ), {Ft}t∈[0,T ]
which carries the weak solution (X,BH) of (7.1).
Remark 7.11. As outlined in the scheme above, the main challenge to establish existence of a
strong solution is now to show that X is {Ft}t∈[0,T ]-adapted. Indeed, in that case Xt = Ft(B·)
for some family of measurable functionals Ft, t ∈ [0, T ], (see e.g. [82] for an explicit form of
Ft), and for any other stochastic basis (Ωˆ, Fˆ , Pˆ , Bˆ) one gets that Xt := Ft(Bˆ·), t ∈ [0, T ], is
a Bˆ-adapted solution to SDE (7.1). But this means exactly the existence of a strong solution to
SDE (7.1).
Remark 7.12. It is worth to remark that one actually has existence of weak solutions for any
H ∈ (0, 1/2) and that weak solutions for bounded b are weakly unique since the estimates from
Lemma 7.10 also hold with X in place of B˜H . For this reason, the main challenge is to show
that when H is small enough such solutions are in fact strong. Then weak uniqueness implies
strong uniqueness. See [100].
We turn now to the second step of our procedure.
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Lemma 7.13. Let {bn}n≥1 ⊂ C∞c (Rd) be such that limn→∞ ‖bn − b‖L1(Rd) = 0. Denote by
Xn = {Xnt , t ∈ [0, T ]} the corresponding solutions of (7.1) if we replace b by bn, n ≥ 1. Then
for every t ∈ [0, T ] and globally Lipschitz continuous function ϕ : Rd → R we have that
ϕ(Xnt )
n→∞−−−→ E [ϕ(Xt)|Ft]
weakly in L2(Ω;Ft).
Proof. Let us ﬁrst show that
E
(∫ t
0
K−1H
(∫ ·
0
bn(B
H
r )dr
)∗
(s)dWs
)
→ E
(∫ t
0
K−1H
(∫ ·
0
b(BHr )dr
)∗
(s)dWs
)
(7.31)
in Lp(Ω) for all p ≥ 1. To see this, note that
K−1H
(∫ ·
0
bn(B
H
r )dr
)
(s) → K−1H
(∫ ·
0
b(BHr )dr
)
(s)
in probability for all s. Indeed, similar computations as in Lemma 7.10 give
E
[∣∣∣K−1H (∫ ·
0
bn(B
H
r )dr
)
(s)−K−1H
(∫ ·
0
b(BHr )dr
)
(s)
∣∣∣]
≤ s
H−1/2
Γ(1
2
−H)
∫ s
0
(s− r)−1/2−Hr1/2−HE[|bn(BHr )− b(BHr )|]dr
=
sH−1/2
Γ(1
2
−H)
∫ s
0
(s− r)−1/2−Hr1/2−H
∫
Rd
|bn(y)− b(y)|(2πr2H)−d/2 exp
{
− y
2
2r2H
}
dydr
≤Cd s
H−1/2
Γ(1
2
−H)
∫ s
0
(s− r)−1/2−Hr1/2−H(d+1)dr‖bn − b‖L1(Rd) → 0
as n → ∞ since the above integral is ﬁnite when H < 3
2(d+1)
.
Moreover,
{
K−1H (
∫ ·
0
bn(B
H
r )dr)
}
n≥0 is bounded in L
2([0, t]× Ω;Rd). This is directly seen
from (7.29) in Lemma 7.10.
Consequently∫ t
0
K−1H
(∫ ·
0
bn(B
H
r )dr
)∗
(s)dWs →
∫ t
0
K−1H
(∫ ·
0
b(BHr )dr
)∗
(s)dWs
and ∫ t
0
∣∣∣∣K−1H (∫ ·
0
bn(B
H
r )dr
)
(s)
∣∣∣∣2 ds → ∫ t
0
∣∣∣∣K−1H (∫ ·
0
b(BHr )dr
)
(s)
∣∣∣∣2 ds
in L2(Ω) since the latter is bounded Lp(Ω) for any p ≥ 1, see Lemma 7.10.
Using the estimate |ex − ey| ≤ ex+y|x − y|, Hölder’s inequality and the bounds in Lemma
7.10 it is clear that (7.31) holds.
Similarly, one also shows that
exp
{〈
α,
∫ t
s
bn(B
H
r )dr
〉}
→ exp
{〈
α,
∫ t
s
b(BHr )dr
〉}
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in Lp(Ω) for all p ≥ 1, 0 ≤ s ≤ t ≤ T , α ∈ Rd.
To conclude the proof we note that the set
Σt :=
{
exp{
k∑
j=1
〈αj, BHtj − BHtj−1〉} : {αj}kj=1 ⊂ Rd, 0 = t0 < · · · < tk = t, k ≥ 1
}
is a total subspace of L2(Ω,Ft, P ) and we may thus restrict ourselves to show the convergence
lim
n→∞
E [(ϕ(Xnt )− E[ϕ(Xt)|Ft]) ξ] = 0
for all ξ ∈ Σt. To this end, we notice that ϕ is of linear growth and hence ϕ(Bt) has all moments.
Consequently we have the following convergence
E
[
ϕ(Xnt ) exp
{
k∑
j=1
〈αj, BHtj − BHtj−1〉
}]
= E
[
ϕ(Xnt ) exp
{
k∑
j=1
〈αj, Xntj −Xntj−1 −
∫ tj
tj−1
bn(X
n
s )ds〉
}]
= E[ϕ(Bt) exp{
k∑
j=1
〈αj, BHtj −BHtj−1−
∫ tj
tj−1
bn(B
H
s )ds〉}E
(∫ t
0
K−1H
(∫ ·
0
bn(B
H
r )dr
)
(s)dWs
)
]
→ E[ϕ(Bt) exp{
k∑
j=1
〈αj, BHtj −BHtj−1−
∫ tj
tj−1
b(BHs )ds〉}E
(∫ t
0
K−1H
(∫ ·
0
b(BHr )dr
)
(s)dWs
)
]
= E[ϕ(Xt) exp{
k∑
j=1
〈αj, BHtj − BHtj−1〉}]
= E[E[ϕ(Xt)|Ft] exp{
k∑
j=1
〈αj, BHtj − BHtj−1〉}].
We continue to proving the third step of our scheme. This is the most challenging part. The
following result is based on a compactness criterion for subsets of L2(Ω) which is summarised
in the Appendix.
Lemma 7.14. Let {bn}n≥1 ⊂ C∞c (Rd) the approximating sequence of b in L1(Rd). Denote by
Xnt the corresponding solutions of (7.1) if we replace b by bn, n ≥ 1. Fix t ∈ [0, T ] then there
exists a β ∈ (0, 1/2) such that
sup
n≥1
∫ t
0
∫ t
0
E[‖DθXnt −Dθ′Xnt ‖2]
|θ′ − θ|1+2β dθ
′dθ < ∞
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and
sup
n≥1
‖D·Xnt ‖L2(Ω×[0,T ]) < ∞. (7.32)
Proof. Fix t ∈ [0, T ] and take θ, θ′ > 0 such that 0 < θ′ < θ < t. Using the chain rule for the
Malliavin derivative, see [90, Proposition 1.2.3], we have
DθX
n
t = KH(t, s)Id +
∫ t
θ
b′n(X
n
s )DθX
n
s ds
P -a.s. for all 0 ≤ θ ≤ t where b′n(z) =
(
∂
∂zj
b
(i)
n (z)
)
i,j=1,...,d
denotes the Jacobian matrix of b
and Id the identity matrix in Rd×d. Thus we have
Dθ′X
n
t −DθXnt = KH(t, θ′)Id −KH(t, θ)Id
+
∫ t
θ′
b′n(X
n
s )Dθ′X
n
s ds−
∫ t
θ
b′n(X
n
s )DθX
n
s ds
=KH(t, θ
′)Id −KH(t, θ)Id
+
∫ θ
θ′
b′n(X
n
s )Dθ′X
n
s ds+
∫ t
θ
b′n(X
n
s )(Dθ′X
n
s −DθXns )ds
=KH(t, θ
′)Id −KH(t, θ)Id +Dθ′Xnθ −KH(θ, θ′)Id
+
∫ t
θ
b′n(X
n
s )(Dθ′X
n
s −DθXns )ds.
Using Picard iteration applied to the above equation we may write
Dθ′X
n
t −DθXnt = KH(t, θ′)Id −KH(t, θ)Id
+
∞∑
m=1
∫
Δmθ,t
m∏
j=1
b′n(X
n
sj
) (KH(sm, θ
′)Id −KH(sm, θ)Id) dsm · · · ds1
+
(
Id +
∞∑
m=1
∫
Δmθ,t
m∏
j=1
b′n(X
n
sj
)dsm · · · ds1
)
(Dθ′X
n
θ −KH(θ, θ′)Id) .
On the other hand, observe that one may again write
Dθ′X
n
θ −KH(θ, θ′)Id =
∞∑
m=1
∫
Δm
θ′,θ
m∏
j=1
b′n(X
n
sj
)(KH(sm, θ
′)Id) dsm · · · ds1.
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Altogether, we can write
Dθ′X
n
t −DθXnt =KH(t, θ′)Id −KH(t, θ)Id
+
∞∑
m=1
∫
Δmθ,t
m∏
j=1
b′n(X
n
sj
) (KH(sm, θ
′)Id −KH(sm, θ)Id) dsm · · · ds1
+
(
Id +
∞∑
m=1
∫
Δmθ,t
m∏
j=1
b′n(X
n
sj
)dsm · · · ds1
)
×
( ∞∑
m=1
∫
Δm
θ′,θ
m∏
j=1
b′n(X
n
sj
)(KH(sm, θ
′)Id)dsm · · · ds1.
)
.
Introduce the notation Dθ′Xnt −DθXnt = I1(θ′, θ) + In2 (θ′, θ) + In3 (θ′, θ), where
I1(θ
′, θ) :=KH(t, θ′)Id −KH(t, θ)Id
In2 (θ
′, θ) :=
∞∑
m=1
∫
Δmθ,t
m∏
j=1
b′n(X
n
sj
) (KH(sm, θ
′)Id −KH(sm, θ)Id) dsm · · · ds1
In3 (θ
′, θ) :=
(
Id +
∞∑
m=1
∫
Δmθ,t
m∏
j=1
b′n(X
n
sj
)dsm · · · ds1
)
×
( ∞∑
m=1
∫
Δm
θ′,θ
m∏
j=1
b′n(X
n
sj
)(KH(sm, θ
′)Id)dsm · · · ds1.
)
.
It follows from Lemma 7.22 that∫ t
0
∫ t
0
‖I1(θ′, θ)‖2L2(Ω)
|θ′ − θ|1+2β dθdθ
′ =
∫ t
0
∫ t
0
|KH(t, θ′)−KH(t, θ)|2
|θ′ − θ|1+2β dθdθ
′ < ∞
for β ∈ (0, 1/2).
Let us continue with term In2 (θ
′, θ). Then Girsanov’s theorem, Cauchy-Schwarz inequality
and Lemma 7.10 imply
E[‖In2 (θ′, θ)‖2]
≤ CE
⎡⎣∥∥∥∥∥
∞∑
m=1
∫
Δmθ,t
m∏
j=1
b′n(x+ B
H
sj
) (KH(sm, θ
′)Id −KH(sm, θ)Id) dsm · · · ds1
∥∥∥∥∥
4
⎤⎦1/2 .
for a ﬁnite constant C > 0.
Let ‖ · ‖ denote the matrix norm in Rd×d such that ‖A‖ = ∑di,j=1 |aij| for a matrix A =
{aij}i,j=1,...,d, then taking this matrix norm and expectation we have
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E[‖In2 (θ′, θ)‖2] ≤
( ∞∑
m=1
d∑
i,j=1
d∑
l1,...,lm−1=1
∥∥∥∥∥
∫
Δmθ,t
∂
∂xl1
b(i)n (x+ B
H
s1
)
∂
∂xl2
b(l1)n (x+ B
H
s2
) · · ·
· · · ∂
∂xj
b(lm−1)n (x+ B
H
sm) (KH(sm, θ
′)−KH(sm, θ)) dsm · · · ds1
∥∥∥∥∥
L4(Ω,R)
)2
.
Now look at the expression
Jn2 (θ
′, θ) :=
∫
Δmθ,t
∂
∂xl1
b(i)n (x+ B
H
s1
) · · · ∂
∂xj
b(lm−1)n (x+ B
H
sm) (KH(sm, θ
′)−KH(sm, θ)) ds.
(7.33)
Then, shufﬂing Jn2 (θ
′, θ) as shown in (7.5), one can write (Jn2 (θ
′, θ))2 as a sum of at most 22m
summands of length 2m of the form∫
Δ2mθ,t
gn1 (B
H
s1
) · · · gn2m(BHs2m)ds2m · · · ds1, (7.34)
where for each l = 1, . . . , 2m,
gnl (B
H
· ) ∈
{
∂
∂xj
b(i)n (x+ B
H
· ),
∂
∂xj
b(i)n (x+ B
H
· ) (KH(·, θ′)−KH(·, θ)) , i, j = 1, . . . , d
}
.
Repeating this argument once again, we ﬁnd that Jn2 (θ
′, θ)4 can be expressed as a sum of, at
most, 28m summands of length 4m of the form∫
Δ4mθ,t
gn1 (B
H
s1
) · · · gn4m(BHs4m)ds4m · · · ds1, (7.35)
where for each l = 1, . . . , 4m,
gnl (B
H
· ) ∈
{
∂
∂xj
b(i)n (x+ B
H
· ),
∂
∂xj
b(i)n (x+ B
H
· ) (KH(·, θ′)−KH(·, θ)) , i, j = 1, . . . , d
}
.
It is important to note that the function (KH(·, θ′)−KH(·, θ)) appears only once in term
(7.33) and hence only four times in term (7.35). So there are indices j1, . . . , j4 ∈ {1, . . . , 4m}
such that we can write (7.35) as∫
Δ4mθ,t
(
4m∏
j=1
bnj (B
H
sj
)
)
4∏
i=1
(KH(sji , θ
′)−KH(sji , θ)) ds4m · · · ds1
where
bnl (B
H
· ) ∈
{
∂
∂xj
b(i)n (x+ B
H
· ), i, j = 1, . . . , d
}
, l = 1, . . . , 4m.
The latter enables us to use the estimate from Proposition 7.5 with
∑4m
j=1 εj = 4 and k = 1
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and thus we obtain that
E(Jn2 (θ
′, θ))4 ≤ 28mCm‖b‖4mL1(Rd)
|θ′ − θ|4γ|t− θ|4m(1−3dH)+4(H− 12−γ)
Γ
(
8m(1− 3dH) + 1 + 8(H − 1
2
− γ))1/2 ,
whenever H < 1
6d−2 .
Altogether, we see that
E
[‖In2 (θ′, θ)‖2] ≤
( ∞∑
m=1
dm+122mCm
‖bn‖mL1(Rd)|θ′ − θ|γ
Γ
(
8m(1− 3dH) + 1 + 8(H − 1
2
− γ))1/8
)2
.
So we can ﬁnd a constant C > 0 such that
sup
n≥0
E
[‖In2 (θ′, θ)‖2] ≤ C|θ′ − θ|ε
for a small enough ε ∈ (0, 1) provided that H < 1
2(3d−1) .
We turn now to term In3 (θ
′, θ). Observe that term In3 (θ
′, θ) is the product of two terms, where
the ﬁrst one will simply be bounded uniformly in θ, t ∈ [0, T ] under expectation. This can be
shown by following meticulously the same steps as we did for In2 (θ
′, θ).
Again Girsanov’s theorem, Cauchy-Schwarz inequality several times and Lemma 7.10 lead
to
E[‖In3 (θ′, θ)‖2] ≤C2
∥∥∥∥∥Id +
∞∑
m=1
∫
Δmθ,t
m∏
j=1
b′n(x+ B
H
sj
)dsm · · · ds1
∥∥∥∥∥
2
L8(Ω,Rd×d)
×
∥∥∥∥∥
∞∑
m=1
∫
Δm
θ′,θ
m∏
j=1
b′n(x+ B
H
sj
)KH(sm, θ
′)dsm · · · ds1
∥∥∥∥∥
2
L4(Ω,Rd×d)
Again, we have
E[‖In3 (θ′, θ)‖2] ≤C2
(
1 +
∞∑
m=1
d∑
i,j=1
d∑
l1,...,lm−1=1
∥∥∥∥∥
∫
Δmθ,t
∂
∂xl1
b(i)(x+ BHs1) · · ·
· · · ∂
∂xj
b(lm−1)(x+ BHsm)dsm · · · ds1
∥∥∥∥∥
L8(Ω,R)
)2
×
( ∞∑
m=1
d∑
i,j=1
d∑
l1,...,lm−1=1
∥∥∥∥∥
∫
Δm
θ′,θ
∂
∂xl1
b(i)(x+ BHs1) · · ·
· · · ∂
∂xj
b(lm−1)(x+ BHsm)KH(sm, θ
′)dsm · · · ds1
∥∥∥∥∥
L4(Ω,R)
)2
.
Using exactly the same ideas as for In2 (θ
′, θ) we see that the ﬁrst factor can be bounded by
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some ﬁnite constant C3 > 0, i.e.
E[‖I3(θ′, θ)‖2] ≤C3
( ∞∑
m=1
d∑
i,j=1
d∑
l1,...,lm−1=1
∥∥∥∥∥
∫
Δm
θ′,θ
∂
∂xl1
b(i)(x+ BHs1) · · ·
· · · ∂
∂xj
b(lm−1)(x+ BHsm)KH(sm, θ
′)dsm · · · ds1
∥∥∥∥∥
L4(Ω,R)
)2
.
As before, look at
Jn3 (θ
′, θ) :=
∫
Δm
θ′,θ
∂
∂xl1
b(i)n (x+ B
H
s1
) · · · ∂
∂xj
b(lm−1)n (x+ B
H
sm)KH(sm, θ
′)dsm · · · ds1. (7.36)
We can express (J3(θ′, θ))4 as a sum of, at most, 28m summands of length 4m of the form∫
Δ4m
θ′,θ
gn1 (B
H
s1
) · · · gn4m(BHs4m)ds4m · · · ds1 (7.37)
where for each l = 1, . . . , 4m,
gnl (B
H
· ) ∈
{
∂
∂xj
b(i)n (x+ B
H
· ),
∂
∂xj
b(i)n (x+ B
H
· )KH(·, θ′), i, j = 1, . . . , d
}
,
where the factor KH(·, θ′) is repeated four times in the integrand of (7.37). Now we can simply
apply Proposition 7.6 with k = 1 and
∑4m
j=1 εj = 4 in order to get
E[(Jn3 (θ
′, θ))8] ≤ 28mCm‖b‖4mL1(Rd)
|θ − θ′|4m(1−3dH)+4(H− 12)
Γ
(
8m(1− 3dH) + 1 + 8(H − 1
2
)
)1/2 .
As a result,
E[‖In3 (θ′, θ)‖2] ≤
( ∞∑
m=1
dm+122mCm‖b‖mL1(Rd)
|θ − θ′|m(1−3dH)+H− 12
Γ
(
8m(1− 3dH) + 1 + 4(H − 1
2
)
)1/8
)2
.
Hence,
sup
n≥0
E[‖In3 (θ′, θ)‖2] ≤ C|θ′ − θ|ε
for some ε ∈ (0, 1) small enough provided H < 1
2(3d−1) .
Altogether,
sup
n≥0
∫ t
0
∫ t
0
E[‖Dθ′Xnt −DθXnt ‖2]
|θ′ − θ|1+2β dθ
′dθ < ∞
for β ∈ (0, 1/2).
Similar computations show that
sup
n≥0
‖D·Xnt ‖L2(Ω×[0,T ]) < ∞.
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Corollary 7.15. Let {bn}n≥1 ⊂ C∞c (Rd) the approximating sequence of b a.e. in L1(Rd).
Denote by Xnt the corresponding solutions of (7.1) if we replace b by bn, n ≥ 0. Then for every
t ∈ [0, T ] and globally Lipschitz continuous function ϕ : Rd → R we have
ϕ(Xnt )
n→∞−−−→ ϕ(E [Xt|Ft])
strongly in L2(Ω;Ft). In addition, E [Xt|Ft] is Malliavin differentiable for every t ∈ [0, T ].
Proof. This is an immediate consequence of the relatively compactness obtained in Lemma
7.14 and by Lemma 7.13 we can identify the limit as being E[Xt|Ft] then the convergence
holds for any globally Lipschitz continuous functions as well. The Malliavin differentiability
of E[Xt|Ft] is shown by taking ϕ = Id and estimate (7.32) together with [90, Proposition
1.2.3].
Finally, we can prove the main result of this section.
Proof of Theorem 7.8. It remains to prove that Xt is Ft-measurable for every t ∈ [0, T ] and by
Remark 7.11 it then follows that there exists a strong solution in the usual sense that is Malliavin
differentiable. Indeed, let ϕ be a globally Lipschitz continuous function, then by Corollary 7.15
we have, for a subsequence nk, k ≥ 0, that
ϕ(Xnkt ) → ϕ(E[Xt|Ft]), P − a.s.
as k → ∞.
On the other hand, by Lemma 7.13 we also have
ϕ(Xnt ) → E [ϕ(Xt)|Ft]
weakly in L2(Ω;Ft). By the uniqueness of the limit we immediately have
ϕ (E[Xt|Ft]) = E [ϕ(Xt)|Ft] , P − a.s.
which implies that Xt is Ft-measurable for every t ∈ [0, T ].
Finally, to show uniqueness it is enough to show that two given strong solutions are weakly
unique, indeed, one can follow the same argument as in [100, Chapter IX, Exercise (1.20)]
which asserts that strong existence and uniqueness in law implies pathwise uniqueness. The
argument does not rely on the process being a semimartingale. Since our solutions are, by
construction, strong and uniqueness in law follows from Novikov’s condition from Lemma
7.10 replacing BH by X then pathwise uniqueness follows.
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7.5 Stochastic ﬂows and regularity properties
Henceforward, we will denote Xs,xt the solution to the following SDE driven by fractional
Brownian motion with H < 1/2
dXs,xt = b(X
s,x
t )dt+ dB
H
t , s, t ∈ [0, T ], s ≤ t, Xs,xs = x ∈ Rd. (7.38)
We will then assume the hypotheses from Theorem 7.8 on b and H . The next result tells
us that if H = H(k) is small enough we may gain regularity on x → Xs,xt . In particular,
it shows that the strong solution constructed in the former section, in addition to Malliavin
differentiability, is also once differentiable with respect to x since k = 1.
Theorem 7.16. Let b ∈ C∞c (Rd). Fix integers p ≥ 2 and k ≥ 1. Then, if H < 1d(2k+1) we have
sup
s,t∈[0,T ]
sup
x∈Rd
E
[∥∥∥∥ ∂k∂xkXs,xt
∥∥∥∥p] ≤ C(‖b‖L1(Rd)),
where C : [0,∞) → [0,∞) is a continuous function, depending on k, d,H, p and T .
Proof. Given a k-times differentiable vector ﬁeld f : Rd → Rd, f(x) = (f (1)(x), . . . , f (d)(x)),
we will indistinctively denote by
Dkf(x) =
∂k
∂xk
f(x) =
{
∂k
∂xj∂xl1 · · · ∂xlk−1
f (i)(x)
}
i,l1,...,lk−1,j=1,...,d
and identify Rd × k+1)· · · × Rd ∼= Rkd×d.
Since b ∈ C∞c (Rd), we know that the solution of (7.38), Xs,xt is smooth in the initial value
x and that
∂
∂x
Xs,xt = Id +
∫ t
s
Db(Xs,xu )
∂
∂x
Xs,xu du.
Using Picard’s iteration we get
∂
∂x
Xs,xt = Id +
∑
m≥1
∫
Δms,t
Db(Xs,xu1 ) · · ·Db(Xs,xum)dum · · · du1. (7.39)
Now apply ∂
∂x
again, then by dominated convergence we have
∂2
∂x2
Xs,xt =
∑
m≥1
∫
Δms,t
∂
∂x
[
Db(Xs,xu1 ) · · ·Db(Xs,xum)
]
dum · · · du1. (7.40)
We can expand (7.40) using Leibniz’s rule as follows
∂
∂x
[
Db(Xs,xu1 ) · · ·Db(Xs,xum)
]
=
m∑
r=1
Db(Xs,xu1 ) · · ·D2b(Xs,xur )
∂
∂x
Xs,xur · · ·Db(Xs,xum).
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Inserting the representation (7.39) for DXs,xt in this case we have that
∂2
∂x2
Xs,xt =
∑
m1≥1
∫
Δ
m1
s,t
m1∑
r=1
Db(Xs,xu1 ) · · ·D2b(Xs,xur )
×
(
Id +
∑
m2≥1
∫
Δ
m2
s,t
Db(Xs,xv1 ) · · ·Db(Xs,xvm2 )dvm2 · · · dv1
)
×Db(Xs,xur+1) · · ·Db(Xs,xum1 )dum1 · · · du1.
=
∑
m1≥1
{∫
Δ
m1
s,t
m1∑
r=1
Db(Xs,xu1 ) · · ·D2b(Xs,xur )Db(Xs,xur+1) · · ·Db(Xs,xum1 )dum1 · · · du1
+
∫
Δ
m1
s,t
m1∑
r=1
Db(Xs,xu1 ) · · ·D2b(Xs,xur )
×
(∑
m2≥1
∫
Δ
m2
s,ur
Db(Xs,xv1 ) · · ·Db(Xs,xvm2 )dvm2 · · · dv1
)
×Db(Xs,xur+1) · · ·Db(Xs,xum1 )dum1 · · · du1
}
.
We reallocate terms by dominated convergence and respecting the order of matrices
∂2
∂x2
Xs,xt =
∑
m1≥1
m1∑
r=1
∫
Δ
m1
s,t
Db(Xs,xu1 ) · · ·D2b(Xs,xur ) · · ·Db(Xs,xum1 )dum1 · · · du1 (7.41)
+
∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
Δ
m1
s,t
∫
Δ
m2
s,ur
Db(Xs,xu1 ) · · ·D2b(Xs,xur )
×Db(Xs,xv1 ) · · ·Db(Xs,xvm2 )Db(X
s,x
ur+1
) · · ·Db(Xs,xum1 )dvm2 · · · dv1dum1 · · · du1.
=: I1 + I2
where I1 and I2 denote the respective summands in the expression.
Now, we iterate this scheme, up to step k ≥ 2. We will obtain that ∂k
∂xk
Xs,xt is a sum of 2k−1
terms. That is
∂k
∂xk
Xs,xt = I1 + · · ·+ I2k−1 ,
where each Ii, i = 1, . . . , 2k−1 is an integral over at most Δ
m1+···+mk
s,t with at most one factor
Dkb and the rest Djb, j ≤ k − 1.
In order to simplify the reading clearer we introduce some notation. For given indexes
m := (m1, . . . ,mk) and r := (r1, . . . , rk−1) denote
m−j :=
j∑
i=1
mi and m+j :=
k∑
i=j
mi
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and ∑
m≥1
rl≤m−l
l=1,...,k−1
:=
∑
m1≥1
m1∑
r1=1
∑
m2≥1
m−2∑
r2=1
· · ·
m−k−1∑
rk−1=1
∑
mk≥1
.
Moreover, denote ∫
Δm
· du :=
∫
Δ
m1
s,t
∫
Δ
m2
s,u1r1
· · ·
∫
Δ
mk
s,uk−1rk−1
· du
where
u = (ukmk , . . . , u
k
1, . . . , u
1
m1
, . . . , u11) ∈ [0, T ]m
+
1 .
Finally, given σ := (σ1, . . . , σk−1) shufﬂe permutations. Denote∑
σ−1
:=
∑
σ−1∈Sr1,...,rk−1 (m1,...,mk)
. (7.42)
If fi : [0, T ] → R, i = 1, . . . ,m+1 are measurable functions, then notice that, by using the
argument in (7.7), one can express the integral over Δm as an expression of sums like the one
given in (7.42) of integrals on simplices. That is, setting m+k+1 := 0 one can write
∫
Δm
k∏
j=1
m+j∏
i=m+j+1+1
fi(u
j
i )du =
∑
σ−1
∫
Δ
m+1
s,t
m+1∏
i=1
fσ(i)(wi)dw. (7.43)
Then ∂
k
∂xk
Xs,xt =
∑2k−1
j=0 I2j , k ≥ 2. We will carry out the computations for I2k−1 , as it can
be seen, all terms are treated analogously by choosing j = 1, . . . , 2k−1. Then I2k−1 will take the
following form
In2k−1 =
∑
m≥1
rl≤m−l
l=1,...,k−1
∫
Δm
AXk (u)duk1 · · · dukmk · · · du11 · · · du1m1
for the integrand
AXk (u) := g(u11) · · · g(u1r1)
[
g(u21) · g(u2r2)
[
· · · g(uk+11 ) · · ·
· · · g(ukmk)
]
g(uk−1rk−1+1) · · · g(u2m2)
]
g(u1r1+1) · · · g(u1m1),
where the functions g denote elements in the set
g(u) ∈ {Db(Xs,xu ), D2b(Xs,xu ), · · · , Dkb(Xs,xu )}.
Let p ∈ [1,∞) choose r, s ∈ [1,∞) such that sp = 2q for some integer q and 1
r
+ 1
s
= 1.
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Then using Girsanov’s theorem and Hölder’s inequality we have
E [‖I2k−1‖p] ≤CE
[∥∥∥ ∑
m≥1
rl≤m−l
l=1,...,k−1
∫
Δm
ABHk (u)duk1 · · · dukmk · · · du11 · · · du1m1
∥∥∥2q]p/2q .
Now using the maximum norm on Rkd×d we get
E [‖I2k−1‖p]
≤C
( ∑
m≥1
rl≤m−l
l=1,...,k−1
d∑
i,j,l1,...,lk−1=1
∥∥∥ ∫
Δm
BBHk (u)duk1 · · · dukmk · · · du11 · · · du1m1
∥∥∥
L2
q
(Ω,R)
)p
, (7.44)
where
BBHk (u) := h(u11) · · ·h(u1r1)
[
h(u21) · h(u2r2)
[
· · ·h(uk+11 ) · · ·
· · ·h(ukmk)
]
h(uk−1rk−1+1) · · ·h(u2m2)
]
h(u1r1+1) · · ·h(u1m1),
where the functions h denote elements in the set
h(u) ∈
{
∂k
∂xj∂xl1 · · · ∂xlk−1
b(i)(BHu ),
}
i,l1,...,lk−1,j=1,...,d
.
As we saw at the beginning of the proof, the integral in (7.44) can be written as a sum like
in (7.42) of integrals on simplices, that is
∫
Δm
BBHk (u)du =
∑
σ−1
∫
Δ
m+1
s,t
m+1∏
l=1
fσ(l)(wl)dw, fl ∈ Λ, l = 1, . . . ,m+1 , (7.45)
where
Λ :=
{
∂kb(i)(BH· )
∂xj∂xl1 · · · ∂xlk−1
; i, l1, . . . , lk−1, j = 1, . . . , d, r = 1, . . . ,m+1
}
and the number of terms in the sum in (7.45) is
#
∑
σ−1
=
k∏
i=1
(ri +m
+
i − 1)!
(ri − 1)!m+i !
,
where m+k+1 := 0. It can be checked that for a sufﬁciently large enough constant C > 0
independent of m we have
k∏
i=1
(ri +m
+
i − 1)!
(ri − 1)!m+i !
≤ Cm+1 .
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As a consequence
E [‖I2k−1‖p]
≤C
( ∑
m≥1
rl≤m−l
l=1,...,k−1
d∑
i,j,l1,...,lk−1=1
∑
σ
∥∥∥ ∫
Δ
m+1
s,t
m+1∏
l=1
fσ(l)(wl)dw
∥∥∥
L2
q
(Ω,R)
)p
, fl ∈ Λ. (7.46)
Deﬁne
J :=
∫
Δ
m+1
s,t
m+1∏
l=1
fσ(l)(w)dw, fl ∈ Λ, l = 1, . . . ,m+1 . (7.47)
Then using the same argument as in (7.34) by exploiting the identity in (7.5) repeatedly, we
ﬁnd that J can be written to the power 2 as a sum of, at most 22m
+
1 of length 2m+1 of the form
∫
Δ
2m+1
s,t
2m+1∏
l=1
fσ(l)(w)dw, fl ∈ Λ, l = 1, . . . , 2m+1 .
Repeating this argument, we ﬁnd that we can write J2q as a sum of at most 2q2qm
+
1 of length
2qm+1 of the form
∫
Δ
2qm+1
s,t
2qm+1∏
l=1
fσ(l)(w)dw, fl ∈ Λ, l = 1, . . . , 2qm+1 .
Finally, taking expectation and choosing H small enough we can apply the estimate from
Proposition 7.6 with κ ≡ 1 (or εj = 0 for all j). Then we can ﬁnd a constant CT > 0 such that
E‖I2k−1‖p ≤
∑
m≥1
rl≤m−l
l=1,...,k−1
km
+
1 (d)m
+
1 +1
⎛⎝C2qm+1T ‖b‖2
qm+1
L1(Rd)
Γ
(
(2qm+1 + 1)(1− d(2k + 1)H) + 1
)1/2
⎞⎠1/2q
≤
∑
m1,...,mk≥1
(m+1 )
kkm
+
1 (d)m
+
1 +1C
m+1
T
‖b‖m+1
L1(Rd)
Γ
(
(2qm+1 + 1)(1− d(2k + 1)H) + 1
)1/2q+1
≤
∑
n≥1
nkkn(d)n+1CnT
‖b‖n
L1(Rd)
Γ ((2qn+ 1)(1− d(2k + 1)H) + 1)1/2q+1
<∞
provided H < 1
d(2k+1)
.
As a result,
sup
s,t∈[0,T ]
sup
x∈Rd
E
[∥∥∥∥ ∂k∂xkXs,xt
∥∥∥∥p] ≤ C(‖b‖L1(Rd))
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for a continuous function C : [0,∞) → [0,∞), depending on k, d,H, p and T .
Corollary 7.17. Let b ∈ L1(Rd) ∩ L∞(Rd). Then for every p ≥ 1 we have
sup
s,t∈[0,T ]
sup
x∈Rd
E
[∥∥∥∥ ∂k∂xkXs,xt
∥∥∥∥p] ≤ C(‖b‖L1(Rd))
for a continuous function C : [0,∞) → [0,∞), depending on k, d,H, p and T provided H <
min
{
1
2(3d−1) ,
1
d(2k+1)
}
.
Proof. We need H < 1
2(3d−1) to ensure existence by Theorem 7.8. Then take {bn}n≥1 ⊂
C∞c (R
d,Rd) with bn → b in L1(Rd) as n → ∞. The estimates obtained in Proposition 7.16 are
independent of the size of the derivatives of b and hence the result follows.
The following is the main result of this section and shows that the fractional Brownian
motion BH creates a regularising effect on the solution as a function of the initial condition.
Theorem 7.18. Assume b ∈ L1(Rd)∩L∞(Rd). Let U ⊂ Rd and open and bounded subset and
X = {Xt, t ∈ [0, T ]} the solution of (7.1). Then for a small enough Hurst parameter H < 1/2
it follows
X ·t ∈
⋂
p>1
L2(Ω,W k,p(U)).
Proof. First of all, approximate the irregular drift vector ﬁeld b by a sequence of functions
bn : R
d → Rd, n ≥ 1 in C∞c (Rd,Rd) such that bn → b in L1(Rd) as n → ∞. Denote by
Xn,x = {Xn,xt , t ∈ [0, T ]}, the corresponding solution to (7.1) starting from x ∈ Rd when b is
replaced by bn.
Observe that for any test function ϕ ∈ C∞0 (U,Rd) and ﬁxed t ∈ [0, T ] the set of random
variables
〈Xn,·t , ϕ〉 :=
∫
U
〈Xn,xt , ϕ(x)〉Rddx, n ≥ 1
is relatively compact in L2(Ω). To show this, we use the compactness criterion from Appendix,
in Corollary 7.21 in terms of the Malliavin derivative. Since the Malliavin derivative is a closed
linear operator we have
E[
∫ T
0
|Djθ〈Xn,·t , ϕ〉|2ds] =
d∑
i=1
(∫
U
E[DjθX
n,x,(i)
t ]ϕi(x)dx
)2
≤ d‖ϕ‖2L2(Rd,Rd)λ{supp (ϕ)} sup
x∈U
E
[∫ T
0
‖DθXn,xt ‖2ds
]
,
where Dj denotes the Malliavin derivative in the direction of BH,(j), λ the Lebesgue measure
on Rd, supp (ϕ) the support of ϕ and ‖ · ‖ a matrix norm. Then taking sum over all j = 1, . . . , d
and using Lemma 7.14 we obtain
sup
n≥1
‖D·〈Xn,·t , ϕ〉‖2L2(Ω×[0,T ]) ≤ C‖ϕ‖2L2(Rd,Rd)λ{supp (ϕ)}.
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In a similar manner we have
sup
n≥1
∫ T
0
∫ T
0
E[‖Dθ′〈Xn,·t , ϕ〉 −Dθ〈Xn,·t , ϕ〉‖2]
|θ′ − θ|1+2β < ∞
for β ∈ (0, 1/2). Hence 〈Xn,·t , ϕ〉, n ≥ 1 is relatively compact in L2(Ω). Let us denote by Yt(ϕ)
its limit after taking (if necessary) a subsequence.
Following exactly the same reasoning as in Lemma 7.13 one can show that
〈Xn,·t , ϕ〉 n→∞−−−→ 〈X ·t, ϕ〉
weakly in L2(Ω). Then by uniqueness of the limit we can establish that
Yt(ϕ)
L2(Ω)
= 〈X ·t, ϕ〉.
Note that there exists a subsequence n(j) such that 〈Xn(j),·t , ϕ〉 converges for every ϕ, that
is, n(j) is independent of ϕ.
We have that Xn,·t is bounded in the Sobolev norm L2(Ω,W k,p(U)) for each n ≥ 1. Indeed,
by Proposition 7.16 we have for a small enough H < 1/2
sup
n≥1
‖Xn,·t ‖2L2(Ω,Wk,p(U)) =sup
n≥1
k∑
i=0
E
[
‖ ∂
i
∂xi
Xn,·t ‖2Lp(U)
]
≤
k∑
i=0
∫
U
sup
n≥0
E
[
‖ ∂
i
∂xi
Xn,xt ‖p
]
dx
<∞.
Since L2(Ω,W k,p(U)), p ∈ (1,∞) is reﬂexive, by Banach-Alaoglu’s theorem we get that
the set {Xn,xt }n≥1 is weakly compact in the L2(Ω,W k,p(U))-topology. Thus, there exists a
subsequence n(j), j ≥ 0 such that
X
n(j),·
t
w−−−→
j→∞
Y ∈ L2(Ω,W k+1,p(U)).
On the other hand, we have proven that Xn,xt → Xxt strongly in L2(Ω), so by uniqueness of
the limit we can conclude that
X ·t = Y ∈ L2(Ω,W k,p(U)), P − a.s.
Moreover, for all A ∈ F and ϕ ∈ C∞0 (Rd,Rd) we have
E[1A〈X ·t, ϕ′〉] = lim
j→∞
E[1A〈Xn(j),·t , ϕ′〉] = lim
j→∞
−E[1A〈 ∂
∂x
X
n(j),·
t , ϕ〉] = −E[1A〈Y ′, ϕ〉]
and thus
〈X ·t, ϕ′〉 = −〈Y ′, ϕ〉, P − a.s.
Appendix
7.A Technical results
The following result which is due to [30, Theorem 1] provides a compactness criterion for
subsets of L2(Ω) using Malliavin calculus.
Theorem 7.19. Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is a
probability space and H a separable closed subspace of Gaussian random variables of L2(Ω),
which generate the σ-ﬁeldA. Denote byD the derivative operator acting on elementary smooth
random variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
Further letD1,2 be the closure of the family of elementary smooth random variables with respect
to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .
Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0
the set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
∥∥C−1DG∥∥
L2(Ω;H)
≤ c
}
is relatively compact in L2(Ω).
In order to formulate compactness criteria useful for our purposes, we need the following
technical result which also can be found in [30].
Lemma 7.20. Let vs, s ≥ 0 be the Haar basis of L2([0, T ]). For any 0 < α < 1/2 deﬁne the
operator Aα on L2([0, T ]) by
Aαvs = 2
kαvs, if s = 2k + j
for k ≥ 0, 0 ≤ j ≤ 2k and
Aα1 = 1.
Then for all β with α < β < (1/2), there exists a constant c1 such that
‖Aαf‖ ≤ c1
⎧⎨⎩‖f‖L2([0,T ]) +
(∫ T
0
∫ T
0
|f(t)− f(t′)|2
|t− t′|1+2β dt dt
′
)1/2⎫⎬⎭ .
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A direct consequence of Theorem 7.19 and Lemma 7.20 is now the following compactness
criteria.
Corollary 7.21. Let a sequence of FT -measurable random variables Xn ∈ D1,2, n = 1, 2..., be
such that there exists a constant C > 0 with
sup
n
E[|Xn|2] ≤ C,
sup
n
E
[
‖DtXn‖2L2([0,T ])
]
≤ C
and there exists a β ∈ (0, 1/2) such that
sup
n
∫ T
0
∫ T
0
E [‖DtXn −Dt′Xn‖2]
|t− t′|1+2β dtdt
′ < ∞
where ‖ · ‖ denotes any matrix norm.
Then the sequence Xn, n = 1, 2..., is relatively compact in L2(Ω).
For the use of the above result we will need to exploit the following technical results.
Lemma 7.22. Let H ∈ (0, 1/2) and s, t ∈ [0, T ], s < t. Then∫ t
0
∫ t
0
|KH(t, θ′)−KH(t, θ)|2
|θ′ − θ|γ dθdθ
′ < ∞ (7.48)
for γ ∈ (1, 2).
Proof. Write
KH(t, θ
′)−KH(t, θ) = cH
[
ft(θ
′)− ft(θ) +
(
H − 1
2
)
(gt(θ)− gt(θ′))
]
,
where ft(s) :=
(
t
s
)H− 1
2 (t− s)H− 12 and gt(s) := s 12−H
∫ t
s
uH−
3
2 (u− s)H− 12du. Hence,∫ t
0
∫ t
0
|KH(t, θ′)−KH(t, θ)|2
|θ′ − θ|γ dθdθ
′ =
∫ t
0
∫ θ′
0
(KH(t, θ
′)−KH(t, θ))2
(θ′ − θ)γ dθdθ
′
+
∫ t
0
∫ t
θ′
(KH(t, θ)−KH(t, θ′))2
(θ − θ′)γ dθdθ
′
=:I1 + I2,
where I1 and I2 the respective integrals. One can observe that the challenge is to compute either
integral. So we will just show the computations for I1.
We have
I1 ≤c2H
[∫ t
0
∫ θ′
0
(ft(θ)− ft(θ′))2
(θ′ − θ)γ dθdθ
′ +
(
H − 1
2
)2 ∫ t
0
∫ θ′
0
(gt(θ)− gt(θ′))2
(θ′ − θ)γ dθdθ
′
]
=:c2H
(
I11 +
(
H − 1
2
)2
I21
)
,
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where I11 and I
2
1 are the respective integrals above.
Now for I21 one can show that gt(θ) is Hölder-continuous of degree 1/2 on [0, 1], hence
|gt(θ)− gt(θ′)| ≤ C|θ − θ′|1/2
for all t ∈ [0, T ] and therefore∫ t
0
∫ θ′
0
(gt(θ)− gt(θ′))2
(θ′ − θ)γ dθdθ
′ < ∞
for γ ∈ (1, 2).
For I21 we have
I11 ≤ sup
θ′∈(0,t)
(
t
θ′
)2H−1 ∫ t
0
∫ θ′
0
((t− θ)H− 12 − (t− θ′)H− 12 )2
(θ′ − θ)γ dθdθ
′.
Now apply the change of variables v = t− θ and wv = θ′ − θ in order to get∫ t
0
∫ θ′
0
((t− θ)H− 12 − (t− θ′)H− 12 )2
(θ′ − θ)γ dθdθ
′
=
∫ t
0
v2(H−
1
2)−γ+1
∫ 1
0
(1− (1− w)H− 12 )2
wγ
dwdv.
By using standard techniques one can prove that
C :=
∫ 1
0
(1− (1− w)H− 12 )2
wγ
dw < ∞.
for any γ < 2. Finally, integrating with respect to v we obtain∫ t
0
∫ θ′
0
((t− θ)H− 12 − (t− θ′)H− 12 )2
(θ′ − θ)γ dθdθ
′ = C
∫ t
0
v2(H−
1
2)−γ+1dv < ∞
provided γ < 2H + 1, i.e. γ ∈ (1, 2).
Lemma 7.23. LetH ∈ (0, 1/2),wj > −1, j = 1, . . . , 2m, θ, t ∈ [0, T ], θ < t and (ε1, . . . , ε2m) ∈
{0, 1}2m be ﬁxed. Then exists a ﬁnite constant C > 0 such that∫
Δ2mθ,t
2m∏
j=1
(KH(sj, θ)−KH(sj, θ′))εj |sj − sj−1|wjds
≤C
∏2m
j=1 Γ (wj + 1) |θ′ − θ|γ
∑2m
j=1 εj |t− θ|2m+
∑2m
j=1 wj+(H− 12−γ)
∑2m
j=1 εj
Γ
(
2m+ 1 +
∑2m
j=1wj + (H − 12 − γ)
∑2m
j=1 εj
)
for γ ∈ (0, H). Observe that if εj = 0 for all j = 1, . . . , 2m we obtain the classical formula.
204 CHAPTER 7. EXISTENCE OF FBM-SDES WITH SINGULAR DRIFT
Proof. First, observe that given exponents a, b > −1 we have∫ sj+1
θ
(sj+1 − sj)a(sj − θ)bdsj = Γ (a+ 1) Γ (b+ 1)
Γ (a+ b+ 2)
(sj+1 − θ)a+b+1.
Let us start computing∫ s2
θ
(KH(s1, θ)−KH(s1, θ′))ε1 |s2 − s1|w2 |s1 − θ|w1ds1
for w1, w2 ≥ −1.
Deﬁne the functions ft(s) and gt(s), s, t ∈ [0, T ], s ≤ t as in Lemma 7.22. Then for some
ﬁnite constant CH > 1
(KH(s1, θ)−KH(s1, θ′))ε1 ≤ CH
(
(fs1(θ)− fs1(θ′))ε1 + (gs1(θ′)− gs1(θ))ε1
)
.
For the second term we simply have
|gs1(θ′)− gs1(θ)|ε1 ≤ C|θ′ − θ|ε1/2.
since gs1 is Hölder continuous of order 1/2 uniformly in s1. So∫ s2
θ
(gs1(θ)− gs1(θ′))ε1 |s2 − s1|w2 |s1 − θ|w1ds1
≤C|θ − θ′|ε1/2Γ (w1 + 1) Γ (w2 + 1)
Γ (w1 + w2 + 2)
|s2 − θ|w1+w2+1.
For the term depending on fs, as before, observe that
y−α − x−α
(x− y)γ ≤ Cy
−α−γ
for every 0 < y < x < T and α := (1
2
−H) ∈ (0, 1/2) and γ < 1
2
− α. Hence∫ s2
θ
(fs1(θ)− fs1(θ′))ε1 |s2 − s1|w2 |s1 − θ|w1ds1
≤C|θ − θ′|γε1
∫ s2
θ
(s2 − s1)w2(s1 − θ)w1−(α+γ)ε1ds1
=C|θ − θ′|γε1 Γ (w1 − (α + γ)ε1 + 1) Γ (w2 + 1)
Γ (w1 + w2 − (α + γ)ε1 + 2) |s2 − θ|
w1+w2−(α+γ)ε1+1.
Observe that
Γ (w1 − (α + γ)ε1 + 1) Γ (w2 + 1)
Γ (w1 + w2 − (α + γ)ε1 + 2) ≥
Γ (w1 + 1) Γ (w2 + 1)
Γ (w1 + w2 + 2)
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for all α ∈ (0, 1/2), γ ∈ (0, 1
2
− α), w1, w2 > −1 and ε1 ∈ {0, 1}. Altogether we get∫ s2
θ
(KH(s1, θ)−KH(s1, θ′))ε1 |s2 − s1|w2 |s1 − θ|w1ds1
≤ CH,T |θ − θ′|γε1 Γ (w1 − (α + γ)ε1 + 1) Γ (w2 + 1)
Γ (w1 + w2 − (α + γ)ε1 + 2) |s2 − θ|
w1+w2−(α+γ)ε1+1.
Integrating iteratively we obtain the desired formula.
Finally, we give a similar estimate which is used in Lemma 7.14.
Lemma 7.24. LetH ∈ (0, 1/2),wj > −1, j = 1, . . . , 2m, θ, t ∈ [0, T ], θ < t and (ε1, . . . , ε2m) ∈
{0, 1}2m be ﬁxed. Then exists a ﬁnite constant C > 0 such that∫
Δ2mθ,t
2m∏
j=1
(KH(sj, θ))
εj |sj − sj−1|wjds
≤C
∏2m
j=1 Γ (wj + 1) |t− θ|2m+
∑2m
j=1 wj+(H− 12 )
∑2m
j=1 εj
Γ
(
2m+ 1 +
∑2m
j=1wj + (H − 12)
∑2m
j=1 εj
) .
Observe that if εj = 0 for all j = 1, . . . , 2m we obtain the classical formula.
Proof. Let us start computing∫ s2
θ
(KH(s1, θ))
ε1 |s2 − s1|w2 |s1 − θ|w1ds1
for w1, w2 ≥ −1.
Deﬁne the functions ft(s) and gt(s), s, t ∈ [0, T ], s ≤ t as in the proof of Lemma 7.22.
Then for some ﬁnite constant CH,T > 0
|KH(s1, θ)|ε1ds ≤ CH,T (|fs1(θ)|ε1 + |gs1(θ)|ε1) ≤ CH,T
(|fs1(θ)|ε1 + |θ|ε1/2) .
Then we have∫ s2
θ
(KH(s1, θ))
ε1 |s2 − s1|w2 |s1 − θ|w1ds1
≤CH,T
Γ
(
w1 + (H − 12)ε1 + 1
)
Γ (w2 + 1)
Γ
(
w1 + w2 + (H − 12)ε1 + 2
) |s2 − θ|w1+(H− 12 )ε1+1.
Integrating iteratively one obtains the desired estimate.

Chapter 8
Future work
The overall aim of this thesis has been to investigate in detail the characteristics of stochastic
differential equations driven by Brownian motion and fractional Brownian motion. We have an-
swered some of the questions that were posed. Also, we have found an application in mathemat-
ical ﬁnance where our ﬁndings can be applied notwithstanding, a good deal of new directions
and problems can be considered from now on.
Let us brieﬂy give some very short ideas for future development and understanding of
stochastic differential equations. Let BH be a d-dimensional fractional Brownian motion with
Hurst parameter H ∈ (0, 1), deﬁned on a probability space (Ω,F , P ) equipped with the ﬁl-
tration {Ft}T∈[0,T ] generated by BH and augmented by all P -null sets. Let X be the process
deﬁned as the unique (global) strong solution of
Xt = x+
∫ t
0
b(s,Xs)ds+ B
H
t , t ∈ [0, T ] (8.1)
where x is an initial condition in Rd and b : [0, T ]× Rd → Rd a vector ﬁeld for which one has
strong existence and uniqueness.
8.1 Construction of solutions of stochastic differential equa-
tions and invariant manifolds
We have seen the strength of the method employed to construct strong solutions of stochastic
differential equations. As it was the case in Chapter 7 when the driving noise was neither
Markovian nor a semimartingale. Nevertheless, these are not the only cases one can study.
There is a considerable amount of different types of equations one can look at. For example,
equations of the form
dXt = dAt + dB
H
t ,
where A is a process of bounded variation which arises from limits of the form
lim
n→∞
∫ t
0
bn(Xs)ds
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for coefﬁcients bn, n ≥ 1. Some ﬁndings in this direction have been attained in [16] for the
classical case of Hurst parameter 1/2.
Also, in inﬁnite dimensions, i.e.
dXt = (AXt + b(Xt))dt+QdW
H
t
for (mild) solutions X , where A i a densely deﬁned operator A of parabolic type on a sepa-
rable Hilbert space H˜ , b : H˜ → H˜ is an irregular functional, Q a Hilbert-Schmidt operator
and W· a cylindrical fractional Brownian motion. In the classical Brownian motion case the
authors in [48] proved existence and Malliavin differentiability of the solution when b is Hölder
continuous.
Another prominent line of investigation that could be considered is to establish the existence
of a ﬁnite Lyapunov spectrum and invariant (Sobolev) manifolds for d-dimensional stochastic
differential equations of the form
dXt = b(Xt)dt+ dB
H
t , t ≥ 0, X0 = x ∈ Rd (8.2)
where b : Rd → Rd is a Borel measurable and locally Lebesgue integrable vector ﬁeld (with
no presumed differentiability or even continuity requirements). The driving noise BH is d-
dimensional fractional Brownian motion on a complete Wiener space (Ω,F , P ), where P is
the Wiener measure on the space Ω of all continuous paths R → Rd given the compact open
topology and the P -complete Borel σ-algebra F . See e.g. [68], where such singular models are
e.g. discussed in connection with problems in statistical mechanics.
A recent work in [87] is focused on the existence of a Sobolev differentiable stochastic ﬂow
for the singular equation (8.2) when the driving noise is taken to be a standard Brownian motion,
i.e., H = 1
2
. A substantial difference is that their method relies on the fact that when H = 1/2
the driving noise is a Markovian martingale contrary to the caseH = 1/2 whereBHt is neither a
semimartingale nor a Markovian process which brings additional challenges to the problem, as
for instance no PDE approach can be used. The approach adopted in this work provides a unique
and somewhat surprising perspective to the existing theory of ﬁnite-dimensional stochastic (and
deterministic) dynamical systems: well-posedness of the initial value problem (8.2) driven by
bounded and/ or integrable measurable drift vector ﬁeld b. No regularity or even continuity
hypotheses are imposed on the driving vector ﬁeld b. Furthermore, under these hypotheses it
is possible to construct a unique stochastic ﬂow of Sobolev diffeomorphisms for the equation
(8.2). Then the question whether one can extend it to any arbitrary Hurst parameter H remains
open and it appears to be highly non-trivial. In this thesis we answered the question on existence
and uniqueness when b is bounded and integrable.
8.2 Regularity of densities
There is still an enormous amount of work to be investigated in the topic of densities of solutions
with irregular coefﬁcients. For instance, in equation (8.1) in the case H = 1/2 it was shown in
Chapter 2 that if b ∈ W 1,∞(Rd) then Xt ∈ D2,p for any p ≥ 1. This was shown to be optimal
in the sence that Xt /∈ D3,p for any p = 1. We know in view of the results in [5] that non-
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deterministic random variables in ∩p≥1D2,p with invertible Malliavin covariance matrix admit
a Hölder continuous density with order α ∈ (0, 1). Nevertheless, this does not seem to be an
optimal result because if we look at the equation
dXt = sign (Xt)dt+ dBt, X0 = x ∈ Rd, t ≥ 0
where sign (x) = x|x|1{x=0}, x ∈ Rd denotes the generalised signum function, then it was shown
in Chapter 4, at least in dimension one, that the density of Xt at any time t > 0 is globally
Lipschitz continuous in spite of the drift being discontinuous and in spite of Xt not being twice
Malliavin differentiable for any t > 0. Does this give a hint that once Malliavin differentiability
and probably some technical conditions imply that the density is continuous? This is indeed not
the case in the space D1,1 where one can both ﬁnd random variables with Lipschitz densities
and without densities at all. Another example is the fractional space Ds,2, 0 < s < 1/2. For
instance, it was proven in [92] that the local-time of a standard Brownian motion, denote it by
Lt, belongs to the space Lt ∈ D1/2−,p for any p ≥ 1 and Lt /∈ D1/2,p for any p ≥ 1 while its
density is C∞. For this reason, it remains unclear what properties of the densities of random
variables belonging to these spaces one may expect.
Let us consider an Itô process as in Chapter 4 of the form
Xu(t) = x+
∫ t
0
u(s)ds+ B(t), t ≥ 0
where B is a standard d-dimensional Brownian motion and u is a bounded, adapted process
with integrable trajectories. We have very recently proven in [13] that the densities of X(t) at
any given time t > 0 are Hölder continuous of any order even if u is merely bounded when the
dimension is one. By exploiting the same method one may be able to control the characteristic
function. Indeed, a general approach to study the regularity of the densities is to ﬁnd tail esti-
mates of the Fourier-Stiltjes transform of the law of the random variable of interest. We showed
sharp estimates of the characteristic function in dimension one by posing a control problem
based on very similar ideas as in Chapter 4. The latter implies that the fundamental solution
of the Fokker-Planck equation is in fact continuous which has been an open question. We also
see that the high dimensional problem is more demanding and that the Fourier method is not
conclusive in this case and hence the question whether the densities are continuous for d ≥ 2 or
whether there is a counterexample remains open.
8.3 Application to the sensitivity analysis
In Chapter 6 we have given generalisations of the results by [50] to discontinuous unbounded
drift coefﬁcients and pay-off functions and computed some Deltas of lookback and Asian op-
tions. We have given some approximation formulas for Asian option. However, the computa-
tion of sensitivities of Asian options appears to be a laborious task since well-known formulas
involve Skorokhod-type expressions which are in general very difﬁcult to simulate or simplify
and require higher order of Malliavin smoothness. Therefore, it remains still open to ﬁnd closed
form expressions for the Deltas of Asian options where the underlying process is driven by
210 CHAPTER 8. FUTURE WORK
some stochastic differential equation with very irregular coefﬁcients. Another remaining im-
provement of our results is to generalise these formulas to higher dimensions although we are
conﬁdent that the same approach can be done in higher dimensions at the expense of not having
a closed explicit expression for the Malliavin derivative of the solution and the ﬁrst variation
process.
One can also look at non-Markovian models like for instance by introducing some delay
in the price dynamics of the underlying stock dynamics. In other words, one can consider a
stochastic functional differential equation of delay-type of the form
dx(t) = f(t, x(t), xt)dt+ g(t, x(t), xt)dB(t) +
∫
R0
h(t, x(t), xt, z)N˜(dt, dz),
x0 = η ∈ L2([−r, 0];Rd)
where f, g and h are suitable functionals, B is a standard Brownian motion and N˜ a compen-
sated Poisson random measure. Here, r > 0 is some ﬁxed time delay and xt denotes the whole
path of the process x from t− r to t. The initial condition becomes then a whole deterministic
function on the interval [−r, 0]. For this reason, the study of the sensitivity becomes a different
problem since now, the future values of the process x are not subject to a single initial value but
a whole function. Then one is compelled to work in an inﬁnite-dimensional setting and deﬁne
the corresponding Delta-index as a functional derivative
Δ :=
∂
∂η
E[Φ(xη(t), xηt )]
where Φ : R × R → [0,∞) is a pay-off function and here ∂
∂η
denotes differentiation in the
Fréchet sense. This problem has been already studied in [9] in the case of smooth coefﬁcients
f and g in the case of no jumps, i.e. h = 0 and in [8] in the case of jumps.
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