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Abstract
The Structure of Superforms
Stephen Randall
Center for String and Particle Theory
Department of Physics, University of Maryland
In this thesis we examine a set of foundational questions concerning closed forms
in superspace. By reformulating a number of definitions through the use of a new
ring of (anti-)commuting variables and the concept of an exact Bianchi form, we
demonstrate a significantly streamlined method for analyzing superforms. We also
study the dimensional reduction of superforms and how the relative cohomology of
the superspaces involved allows for the construction of additional closed forms not in
the main complex. In particular, the entire de Rham complex of closed superforms
in five-dimensional superspace with eight supercharges (N = 1) is derived from the
complex in the corresponding six-dimensional superspace. As a concluding effort,
we work out the component formulation for the matter multiplets defined by five-
dimensional p-form field-strengths for p = 2, 3, 4. The first and last of these come
directly from the de Rham complex and coincide with multiplets that are already
well-known, while the 3-form field-strength multiplet happens to require additional
effort to find. This leads to the conclusion that, in general, the super-de Rham
complex is not the result of supersymmetrizing the bosonic de Rham complex.
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1 Introduction
Originally pioneered in [1, 2, 3] and standardized as textbook material in [4, 5],
the study of closed differential forms in superspace has long enjoyed success as a
source of new insights into supergravity and supersymmetric gauge theories. Partial
results for different superforms in various superspaces are scattered throughout the
literature1 and recently a comprehensive analysis of the de Rham complex in simple
six-dimensional superspace was completed [9]. This complex of differential forms is
particularly noteworthy because the closed, six-dimensional 3-form plays a key role
in the famous (2, 0) theory as a self-dual field-strength. Unfortunately, there are
numerous problems associated with writing down the action for a theory containing
such a field. Some of these were solved in the bosonic case [10] by using dimensional
reduction to split the six-dimensional 3-form into two five-dimensional forms (of
degree 2 and 3) that were written together in an action yielding the six-dimensional
self-duality condition only as an equation of motion. However, this construction was
never made supersymmetric and a proper superspace description is not obvious.
Such stumbling blocks are unsurprising given that the geometry of superspace is
not universally well-understood. For example, as described in §4.1 the super-de Rham
complex Ω•(Rm|n), surprisingly, does not necessarily consist entirely of irreducible
p-form supermultiplets. This generic defect impedes any attempts to describe an off-
shell tensor multiplet in five or six dimensions without entering harmonic superspace.
More broadly, the study of superforms itself is often not as straightforward as one
might hope. In particular, there is a distinct lack of generally applicable theorems and
so any new superform must be laboriously worked out from scratch. To streamline
and clarify this procedure, we begin by re-examining precisely what it means for a
superform to be closed and then show that the bulk of the work normally required to
investigate a superform is completely unnecessary. The problem is instead reduced to
the simple matter of algebraically deriving a few key Lorentz-irreducible invariants in
whatever superspace is under consideration. Once these are known, the components
1For a sampling of results from four and five dimensions, see [6, 7, 8].
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and constraints can simply be read off from the unsolved Bianchi identities.
The outline of this thesis is as follows. We begin by reviewing the usual construc-
tion of closed superforms in §2 and demonstrate how the conventional procedure
works for a five-dimensional 2-form field-strength. Continuing with this example,
we show in §3 precisely how almost all of the calculations involved can be made
obsolete if we move to a cleaner index-free notation and expand upon the concept
and utility of a Bianchi form. The explicit demonstrations in this section require the
computation of a single Lorentz-irreducible combination in R5|8, a process we carry
out in detail in §A after defining a special subset of superspaces with particularly
nice spinor structure. Changing gears slightly in §4, we examine how to obtain forms
in a particular superspace from those in a superspace of higher dimension but with
the same number of supercharges. The dimensional reduction involved is explained
in detail and an interesting source of closed superforms that are not in the main
super-de Rham complex is found to arise from the relative cohomology of the two
superspaces. Finally, in §5 we write down the field content and component actions
for the five-dimensional p-form field-strength supermultiplets for p = 2, 3, 4 and
demonstrate the role of relative cohomology in finding the (on-shell) tensor multi-
plet in five dimensions. Almost all examples we present herein are set in the context
of five-dimensional superspace with eight supercharges and our conventions for this
space are laid out in §B.
2 Conventional Superforms
A p-form ω ∈ Ωp(Rm|n) can be expressed in terms of the superspace basis co-
tangent vectors dzM as
ω =
1
p!
dzM1 ∧ . . . ∧ dzMpωMp...M1 , (2.1)
where zM = (xa, θα) and the components ωMp...M1 are organized by number of spinor
indices. Since the differential d = dzM∂M does not commute with the supersymmetry
— 2 —
generators, we instead change bases in the standard fashion via the framing
eA = dzMeM
A , (2.2)
chosen so that the differential becomes
d = dzM∂M = e
ADA (2.3)
and the DA = (Dα, ∂a) are super-covariant derivatives. The price to be paid for
this change is the emergence of torsion from the requirement that the differential
be nilpotent of order 2 while [DA, DB] = fAB
CDC with f
a
αβ in particular always
non-vanishing. This torsion is
TA = deA = dzMdzNTMN
A , (2.4)
where
TMN
C = eN
AeM
BfAB
C . (2.5)
The p-form ω is then re-written as
ω =
1
p!
eA1 ∧ . . . ∧ eApωAp...A1 (2.6)
and its differential can be put in the form
dω =
1
(p+ 1)!
eA1 ∧ . . . ∧ eAp+1B(ω)Ap+1...A1 . (2.7)
The components of B(ω) are then
B(ω)A1...Ap+1 =
(p+ 1)!
p!
D[A1ωA2...Ap+1] +
(p+ 1)!
2!(p− 1)!T[A1A2|
CωC|A3...Ap+1] , (2.8)
where [·] denotes the graded anti-symmetric part of the enclosed index structure.2
2That is, (composite) spinor indices are symmetrized while vector indices are anti-symmetrized.
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We will refer to the exact (p+ 1)-form B as a Bianchi form. Noting that ω is closed
if and only if all the components of B(ω) vanish, it will be important later that
B(B(ω)) ≡ 0 actually gives a large amount of information about the structure of ω.
The general utility of superforms comes from their natural accommodation of
gauge structure. Analogously to the bosonic construction, if A is an abelian gauge
(p− 1)-form then its field-strength F is simply defined as the p-form
F = dA . (2.9)
This field-strength is invariant under the gauge transformation δA = dλ for any
λ ∈ Ωp−2(Rm|n) and is itself identically closed. As a superform, F is expected to
describe a constrained, gauge-invariant superfield whose θ-expansion holds the field
content of a (p − 1)-form gauge supermultiplet. To find this superfield and the
constraints it satisfies, we are required to solve the closure conditions3
0 =
1
p!
D[A1FA2...Ap+1] +
1
2!(p− 1)!T[A1A2|
CFC|A3...Ap+1] . (2.10)
For an explicit example, we specialize to m|n = 5|8 and p = 2 in the next section.
2.1 A Five-Dimensional 2-form
Consider the five-dimensional superspace with eight supercharges, our conven-
tions for which are reviewed in §B. The 2-form field-strength F ∈ Ω2(R5|8) describes
a Yang-Mills supermultiplet when it is exact as F = dA and expressed in terms of a
scalar superfield. We omit the analysis of A for the sake of brevity but it easy to find
that the closure of a generic 1-form A requires the imposition of the scalar constraint
DαˆiAαˆi = 0 (2.11)
on the spin component Aαˆi of A at dimension 1 in the closure conditions. In order to
3These conditions are also commonly referred to as Bianchi identities.
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have F = dA we then set the lowest component of F to be the obstruction to this
condition. That is, we define
Fαˆiβˆj = B(A)αˆiβˆj =: 2iεijεαˆβˆW , (2.12)
for some dimension-1 field-strength W. Now that we have the lowest component of
F , the remaining components and any constraints on W follow uniquely from (2.10).
To begin, consider the dimension-3
2
condition 0 = B(F )αˆiβˆjγˆk which becomes
0 = DαˆiFβˆjγˆk + 2iεij(Γ
aˆ)αˆβˆFγˆkaˆ + (αβγ) . (2.13)
Here α ≡ αˆi and the notation ( · ) denotes the remaining cyclic permutations of the
enclosed composite indices. Plugging in Fαˆiβˆj, we find that Fαˆiaˆ is fixed to be
Fαˆiaˆ = − (Γaˆ)αˆβˆDβˆiW . (2.14)
The dimension-2 condition 0 = B(F )αˆiβˆjaˆ becomes
0 = 2DαˆiFβˆjaˆ + ∂aˆFαˆiβˆj − 2iεij(Γbˆ)αˆβˆFbˆaˆ + (αβ) , (2.15)
and upon plugging in the known components, we have
0 = [(Γaˆ)βˆ
γˆDαˆiDγˆj + (Γaˆ)αˆ
γˆDβˆjDγˆi]W− 2iεijεαˆβˆ∂aˆW+ 2iεij(Γbˆ)αˆβˆFbˆaˆ . (2.16)
To solve this, we expand the DD parts using (B.5) and plug back into (2.16), yielding
0 = [−iεij(ΓaˆΓbˆ)βˆαˆ∂bˆ −
1
2
εij(ΓaˆΣ
bˆcˆ)βˆαˆD
2
bˆcˆ
+
1
2
(ΓaˆΓ
bˆ)βˆαˆD
2
bˆij
− 1
2
(Γaˆ)βˆαˆD
2
ij
+ (αβ)]W− 2iεijεαˆβˆ∂aˆW+ 2iεij(Γbˆ)αˆβˆFbˆaˆ . (2.17)
The (αβ) symmetry kills the final term in the DD expansion and allows the ∂W
terms to cancel. Additionally, it restricts the irreducibles in the remaining two terms
— 5 —
of the DD expansion, leaving behind the relation
0 = [−εij(Γbˆ)βˆαˆD2aˆbˆ − 2(Σaˆbˆ)αˆβˆD2bˆij]W+ 2iεij(Γbˆ)αˆβˆFbˆaˆ . (2.18)
Because of the (anti-)symmetry in the ij indices, this is actually two separate con-
ditions; one defines Faˆbˆ and the other puts a restriction on W. The former yields
Faˆbˆ = −
i
2
D2
aˆbˆ
W , (2.19)
while the latter requires
D2aˆijW = 0 . (2.20)
From (B.5), it is clear that (2.20) is equivalent to
D
(i
αˆD
j)
βˆ
W =
1
4
εαˆβˆD
γˆ(iD
j)
γˆW . (2.21)
Continuing with the dimension-5
2
condition, we plug in the components of F to find
DαˆiD
k
(βˆ
Dγˆ)kW = 4i/∂ δˆ(βˆεγˆ)αˆD
δˆ
iW− 4i/∂αˆ(βˆDγˆ)iW . (2.22)
Through a bit of Γ-matrix algebra this can be shown to come directly from (2.20)
by expanding and simplifying
(Γaˆ)αˆβˆ(Γbˆ)γˆδˆ(Σ
aˆbˆ)ρˆτˆD
βˆiD
γˆ
(iD
δˆ
j)W = 0 . (2.23)
The dimension-3 closure condition is the one familiar from the study of differential
forms in bosonic space,
∂[aˆFbˆcˆ] = 0 , (2.24)
and like the dimension-5
2
condition (2.22) it holds identically since
εaˆbˆ
cˆdˆeˆ∂cˆFdˆeˆ = −
i
2
εaˆbˆ
cˆdˆeˆ∂cˆD
2
dˆeˆ
W =
1
12
[D2aˆij, D
2ij
bˆ
]W = 0 . (2.25)
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Thus, the only constraint on W is (2.20). And as we will see in §5.1, this is exactly
the superfield constraint that defines a five-dimensional vector multiplet.
* * *
In general, this procedure requires a fair amount of foresight. It is not obvious why
(2.23) was the combination that needed to be expanded and simplified to verify that
the dimension-5
2
condition (2.22) was already satisfied. And for the dimension-3 con-
dition (2.24), it was necessary to know precisely the right D-identity. Additionally,
the concept of generating a closed p-form by obstructing the closure of a (p−1)-form
is not always used, with lowest components sometimes simply being guessed and
then arduously examined for consistency. Although this situation has not stopped
anyone from using superforms to make tremendous progress in the investigation of
supersymmetric gauge theories, it should be apparent that this process is more of an
art than a science.
One instance of this is the common lore that the top two Bianchi identities—here
the dimension-5
2
and 3 conditions—never impose any new constraints on the form
and therefore do not really need to be examined. We have just shown this to be
true for F but unfortunately there is no universal way to avoid these last checks. On
top of this, higher degree forms often require additional non-trivial calculations in
the process of finding constraints. For example, the five-dimensional 3-form (which
we will work through in §3.2) has two constraints and the second is very difficult to
isolate from relations already implied by the first. In the next section we address
these concerns conclusively by introducing more advanced machinery that aids in
the formulation of general theorems about superspace cohomology.
3 Index-free Notation and Bianchi Forms
The approach outlined in the previous section is neither simple nor illuminat-
ing. There is no a priori method for knowing precisely what needs to be computed
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to get to a desired result and for more complicated forms the procedure becomes
heavily dependent on intuition and experience. Additionally, if the top closure con-
ditions truly never hold any new information about a form then we should not waste
time computing anything at these levels. A complete understanding of the generic
structure of a superform would clarify these aspects of the standard analysis.
To that end, we now introduce a super-commutative ring over R with elements
sM = (sα, ψa). The s-variables are commuting spinors while the ψ-variables are
anti-commuting vectors. That is, they have the commutation relations
sαsβ = sβsα , sαψa = ψasα , ψaψb = − ψbψa , (3.1)
which are chosen so that if we contract these variables on (2.10) they will automati-
cally encode the super-wedge product structure. Importantly, these variables do not
carry torsion in contrast with (2.4). Performing the contractions then gives a set of
closure conditions in flat superspace in terms of Bianchi form components,
0 = B(ω)s...sψ...ψ = sDsωs...sψ...ψ + (−1)s(p+ 1− s)∂ψωs...sψ...ψ
− i(−1)ss(s− 1)ωs...sγ(s, s)ψ...ψ , (3.2)
where s is the number of (spinor) s-contractions, p is the degree of ω, and we use the
shorthand XMAM =: AX . Notice that relative to (2.10), the Bianchi components
B(ω)s...sψ...ψ have been re-scaled by a factor of s! for convenience. We have also
explicitly plugged in the basic supersymmetry torsion T aαβ ∼ (γa)αβ and defined
γa(s, s) := sα(γa)αβs
β.4 This leads to the compact formulation of the flat space
supersymmetry algebra,
D2s = i∂γ(s, s). (3.3)
4This notation is more suggestive than formally correct. In six dimensions, for example, the
explicit form also has contracted SU(2) indices: γa(s, s) = εijs
αi(γa)αβs
βj . In four dimensions, the
spinor splits as s→ s⊕ s and so γa(s, s) = sα(σa)αα˙sα˙. The point is simply that this is the form
of the flat space torsion and can be made precise upon specializing to a specific superspace.
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In curved superspace, we introduce the curved supercovariant derivatives DA and
the torsions Tαψψ and T
α
sψ.
5 The closure conditions in curved space are then
0 = sDsωs...sψ...ψ + (−1)s(p+ 1− s)Dψωs...sψ...ψ
− i(−1)ss(s− 1)ωs...sγ(s, s)ψ...ψ + (−1)ss(p+ 1− s)Tαsψωαs...sψ...ψ
− 1
2
(p+ 1− s)(p− s)Tαψψωαs...sψ...ψ . (3.4)
Unless otherwise noted we will restrict ourselves to flat space, although one of the
benefits of this new formulation is how nicely it extends to curved space.
With the index structure effectively abstracted away in the closure conditions
(3.2), we can now begin to look directly at the inner workings of superforms. As
is the case in the conventional approach, the starting point for studying a closed
superform is to see how many components of the form we are allowed to set to
zero. This procedure primarily ensures that we obtain superfield representations
that are irreducible and therefore physically interesting. From (3.2), note that if the
lowest (with respect to mass-dimension) component ωs...s vanishes
6 then the lowest
non-vanishing (lnv) component of ω must satisfy the condition
ωlnvs...sγ(s, s)ψ...ψ = 0 . (3.5)
It is therefore important to figure out which objects are killed under ψ → γ(s, s)
contraction, as these are the main objects used to define the lowest component of a
closed superform. Before doing so, let us take a moment to address the larger issue
with the conventional approach: the difficulty of finding constraints.
As discussed at the end of §2.1, it is generally not straightforward to check the
closure conditions (particularly the higher-dimensional ones) for constraints on the
5In six dimensions, these derivatives and torsions are explicitly defined in [11].
6While this is by far the most common scenario in super-de Rham complexes, we have already
seen an example where ωs...s is non-zero. In §2.1 we had Fss ∼ s2W as an allowed lowest component.
However, this is a very special case due to the low degree of the form and so most of the following
discussion will in fact be under the general assumption that ωs...s = 0.
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field-strength. However, we can now show that finding constraints is effectively
equivalent to determining the solutions to (3.5). Recall the definition of the Bianchi
form as in (3.2) and note that because the superspace differential squares to zero,
we have that B(B(ω)) ≡ 0. That is, B(ω) is an identically closed form already.
Interestingly, the information encoded in this statement will pinpoint precisely where
the constraints on ω are hiding in the closure conditions.
For a p-form ω, we first need to solve the equation Bs...s = 0 if it is not completely
trivial. The magic is then that this is the only Bianchi identity that we will need
to solve explicitly and it is always the easiest one. Now by an inductive argument,
assume that we have solved the Bianchi identities up through dimension-(d− 1
2
) by
finding constraints on ω. Because all prior components of the Bianchi form vanish,
the dimension-d component now identically satisfies
Bs...sγ(s, s)ψ...ψ = 0 . (3.6)
Note the difference between (3.6) and (3.5): while (3.5) is required to hold for the
lowest component of ω, (3.6) holds automatically for every Bianchi component when
we have solved all previous Bianchi identities due to the fact that B, as defined, is
identically closed. That is, the fact that the lower Bianchi components have been
constrained to vanish implies directly that the only remaining obstruction to the
closure of ω at this level must be in the kernel of ψ → γ(s, s) contraction.
Since we have reduced the determination of both the superform components and
constraints to the same problem, let us now begin to solve it. We first want to intro-
duce the notion of an L-combination as a non-trivial Lorentz-irreducible combination
of γ-matrices and s-variables that satisfies the condition
Ls...sγ(s, s)ψ...ψ ≡ 0 . (3.7)
These combinations are fixed by the spinor structure of the superspace under consid-
eration. Requiring no other information, they then tell us exactly what the compo-
— 10 —
nents and constraints look like for any superform in this space. Unless there is some
low-degree coincidence (such as the p = 2 superform in five dimensions that we exam-
ined in §2.1), the lowest component of every superform must be an L-combination.
Once the lowest component of a form is known, the higher components follow easily
from the Bianchi identities in the conventional fashion.
To see how the L-combinations fix the constraints as well, note that from the
structure of the closure conditions (3.2) the only objects allowed inside a Bianchi
component satisfying (3.6) are
Bs...sψ...ψ = ωs...sγ(s, s)ψ...ψ +
∑
`
(
L` · C`)
s...sψ...ψ
, (3.8)
where each L` is an L-combination and the “·” refers to the contraction of any
remaining indices on L (as in (3.13), for example). The first term in (3.8) defines
the next higher component in ω by absorbing the exact part (more specifically, the
ψ → γ(s, s) contraction of the exact part) of the full Bianchi component. Then
because the remaining portion has nothing left to cancel against, if we are demanding
that Bs...sψ...ψ = 0 then we are required to set each C
` = 0. These are precisely the
constraints on the field-strength at this level. We will see two examples of how
this process works in §3.1 and §3.2 but the gist of it is that we first isolate the L-
combinations in the relevant superspace, write down a schematic equation for the
Bianchi component a` la (3.8), and then plug in the actual superform components to
determine each C`.
Before moving on to the examples however, it is worth noting how simply this
procedure generalizes to curved space. Recall the curved closure conditions (3.4)
and the fact that the new torsions contract over a spinor index. This means that
the components sitting behind them are of a lower dimension than the component
sitting behind the flat space torsion and therefore (3.6) is unchanged. So although
the components and constraints will be more complicated, no part of the approach
itself actually needs to change to accommodate curved superspaces.
— 11 —
3.1 Re-examining the 2-form
Using this technology, we can now re-analyze the five-dimensional 2-form F .
Again we set Fss = 2is
2W and so the full set of components is uniquely fixed to
Fss = 2is
2W ,
Fsψ = − siΓψDiW ,
Fψψ = − i
2
D2ψψW , (3.9)
equivalent to the set in §2.1. It is important to note that we are not simply guessing
these components and then checking their consistency. The derivation of the higher
components from the lowest non-vanshing one is never difficult and in flat space
simply consists of pulling off the γ(s, s) contraction (cf. §2.1). Since we wish to
focus primarily on finding constraints, we purposefully omit this part of the analysis.
Before moving on, we need to understand the L-combinations in this superspace.
We discuss how these are obtained in §A but the defining relation in R5|8 is
Γaˆ(s, s)Σaˆbˆ(s
i, sj) = 0 , (3.10)
and so the only irreducible combination of Γ-matrices in five dimensions killed under
ψ → Γ(s, s) contraction is Lijssψψ = Σψψ(si, sj). It is worth reiterating that this
object alone tells us a significant amount about the structure of five-dimensional
superspace and is essentially all we need to work out the entire complex of superforms
in five dimensions. Let us now see exactly how this L-combination is utilized and
why we are able to make such a claim about its usefulness.
The Bianchi form B = B(F ) first satisfies the dimension-2 Bianchi identity
0 = 4DsBsss + 12iBssΓ(s, s) . (3.11)
Since Bsss vanishes algebraically from the form of the components and requires no
— 12 —
differential constraints on W, (3.11) becomes
BssΓ(s, s) = 0 . (3.12)
The only possible terms in Bssψ are then
Bssψ ∼ FΓ(s, s)ψ + siΣψaˆsjCaˆij . (3.13)
Comparing back to (3.8), the first term in (3.13) defines the next higher component,
while what is left can only be interpreted as a constraint on W. If we write out the
explicit form of Bssψ in terms of the components of F , we have
Bssψ = − 2siDsΓψDiW+ 2is2∂ψW+ 2iFΓ(s, s)ψ . (3.14)
The third term is uninteresting after we have used it to determine Fψψ, so we focus on
extracting from the first two terms the constraint piece in (3.13). Only theDΓD term
is still reducible and using (B.5) with (B.9) we find that the vector D2 irreducible
plays the role of C here. That is, the dimension-2 constraint onW can—with no more
than very basic knowledge of the Γ-matrix algebra in five dimensions—be directly
read off as
0 = Caˆij = D
2
aˆijW . (3.15)
The remaining portions of Bssψ will cancel against each other, as required by the
component structure of F that allowed Bsss to vanish identically. Notice that we did
not have to worry about any of the other terms that were involved in the expansion
(2.17); we were able to pull out precisely the term we were looking for and nothing
else. As we study more complicated forms higher in the complex, this ability will
prove to be quite valuable.
The final two Bianchi identities are now very simple. Neither Bsψψ nor Bψψψ
defines a new component and there are no Lorentz-irreducible combinations in the
kernel of ψ → Γ(s, s) contraction with the correct index structure to appear in these
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Bianchi components. That means that there is no room for any new constraints in
the top two Bianchi identities and we have therefore finished the analysis for the 2-
form in five dimensions. Contrast this with the examination of the top two Bianchi
identities in §2.1: the dimension-5
2
condition required that we guess precisely the
right object to compute while verification of the dimension-3 condition needed just
the right D-identity. So with a little bit of front-loading in terms of figuring out
the L-combinations of R5|8, the actual analysis of every superform in this superspace
has become completely algorithmic. One nice result that we can already prove is
that the top two Bianchi identities imply no new constraints on any form in this
superspace: because the only L-combination here is defined by (3.10) and requires
two s-variables, it is impossible to write any constraint term for Bsψ...ψ or Bψ...ψ.
In the next section, we continue up the complex to the 3-form H. This form is
considerably more complicated than the 2-form due to the fact that there are two
constraints involved. As mentioned at the end of §2.1, the usual issue with multiple
constraints is ensuring that the second is not already implied by the first. But
as we will see, this approach allows us to straightforwardly isolate all independent
constraints on the field-strength with far less effort than is usually required.
3.2 Using Prior Constraints
Consider the five-dimensional 3-form H defined by obstructing the closure of F
with the dimension-1 field-strength Haˆij = Caˆij in (3.15). This gives Hsss = 0 and
so the components of this form are worked out to be
Hsss = 0 ,
Hssψ = − siΣψaˆsjH aˆij ,
Hsψψ =
i
12
εψψ
aˆbˆcˆsiΣaˆbˆD
jHcˆij ,
Hψψψ =
1
48
εψψψ
aˆbˆD2aˆijH
ij
bˆ
. (3.16)
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The lowest Bianchi component is identically zero due to the form of the lowest
components of H, so we begin by noting that the form of the next higher component
is restricted to be
Bsssψ ∼ HsΓ(s, s)ψ + siΣψaˆsjsαˆkCαˆaˆijk . (3.17)
The actual form of this Bianchi component, after plugging in Hsss and Hssψ is
Bsssψ = − 3DssiΣψaˆsjH aˆij − 6iHsΓ(s, s)ψ , (3.18)
and so the constraint at this level becomes
0 = (Σaˆbˆ)(αˆβˆDγˆ)(iH
bˆ
jk) . (3.19)
Using the Γ-traceless projection operator Π bˆβˆaˆαˆ := δ
bˆ
aˆδ
βˆ
αˆ +
1
5
(ΓaˆΓ
bˆ)αˆ
βˆ this is equivalent
to the condition
0 = Cαˆaˆijk = Π
bˆβˆ
aˆαˆ Dβˆ(iHbˆjk) , (3.20)
which can be seen by expanding DH = (Π + Π⊥)DH and then acting with the
appropriate Σ (while totally symmetrizing the necessary spinor indices). The Π⊥
part vanishes and we are left with (3.20).
Now with Bsssψ = 0 solved, the next Bianchi component has the form
Bssψψ ∼ HΓ(s, s)ψψ + siΣψψsjCij . (3.21)
Plugging in the components of H, the actual Bianchi component looks like
Bssψψ =
i
6
εψψ
aˆbˆcˆDss
iΣaˆbˆD
jHcˆij − 2∂ψsiΣψaˆsjH aˆij + 2iHΓ(s, s)ψψ . (3.22)
The third term does not contribute to the constraint at this level and so we look
only at the first two. What (3.21) tells us is that the constraint sits behind the
Lijssψψ = s
iΣψψs
j part and so we must pull that out of the first two terms in (3.22).
In five dimensions we note that for T aˆbˆ
αˆβˆ
= T
[aˆbˆ]
(αˆβˆ)
, we can—through use of the Γ-matrix
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identities (B.8), (B.9), and (B.10)—write
T aˆbˆ
αˆβˆ
=
1
20
(Σaˆbˆ)αˆβˆ(Σcˆdˆ)
γˆδˆT cˆdˆ
γˆδˆ
+ · · · . (3.23)
This lets us express the ∂ψ term as
− 2∂ψsiΣψaˆsjH aˆij =
2
5
siΣψψs
j∂aˆH
aˆ
ij + · · · , (3.24)
where the terms we are ignoring do not play any part in the constraint at this level
because they do not have the correct L ·C structure. A similar but slightly lengthier
calculation shows that we can also express the first term in (3.22) as
i
6
εψψ
aˆbˆcˆDss
iΣaˆbˆD
jHcˆij =
1
10
siΣψψs
j
(
2∂aˆH
aˆ
ij − iD2aˆkiH aˆkj
)
+ · · · , (3.25)
and so the full constraint reads
0 = Cij = D
2
aˆk(iH
aˆk
j) + 6i∂aˆH
aˆ
ij . (3.26)
Finally, by the argument given at the end of §3.1, the top two conditions imply no
new constraints on the field-strength inside H.
* * *
Note that the way this procedure works is not to methodically derive the con-
straints through careful algebra. The key is to recognize precisely what form the
constraint term must take and to pull out all the pieces that have that structure.
Everything else will either cancel or be absorbed into the next component, as required
to happen by the logic leading up to (3.6). Throughout the next two subsections we
will examine this in a more sophisticated mathematical setting; in §3.3 we discuss
the idea that no new constraints are implied by the top two Bianchi identities in
any superspace and in §3.4 we review the way in which we have reduced superform
analysis from a super-geometric problem to simple linear algebra.
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3.3 Proof of Trivial Cohomology (s ≤ 1)
At the end of §3.1 we mentioned that the structure of the five-dimensional L-
combination proves the fact that the top two Bianchi identities fail to ever impose
new constraints on a superform in R5|8. It should come as no surprise that similar
arguments can be made for all superspaces once their L-combinations are known.
For example, in six dimensions the L-combinations (as derived in §A) are
L1sψ := γψ(s, ξ) and L
2
ssψψψ := γψψψ(s, s) (3.27)
for arbitrary spinors s and ξ. Both require an s and so a Bianchi component Bψ...ψ
will never be able to support a constraint term. Interestingly, Bsψ...ψ can only support
a term in the case where B(A) is the Bianchi form for a 1-form as Bsψ ∼ siγψCi.
This same kind of story happens in four dimensions, where new constraints will only
ever show up at the s ≤ 1 levels if the superform under consideration is degree-1. In
fact, this is true for every principal superspace (cf. §A) due to (A.1).
Principal superspaces turn out to be those with the maximum spacetime di-
mension for a given number (2, 4, 8, or 16) of supercharges7, thereby giving all
other superspaces under dimensional reduction. As can be seen in (A.2), the only L-
combination in a principal superspace with a single s-variable is γψ(s, ξ). This means
that upon reduction to a lower-dimensional embedded superspace, all L-combinations
in the lower-dimensional space must have two s-variables since (A.1) will split into
two pieces (as in (A.4) for the reduction from R6|8 to R5|8). Thus, we are led to the
following conclusions:
(1) In a principal superspace, the set of constraints imposed on p-forms by the top
two Bianchi identities is trivial for p > 1.
(2) In a non-principal superspace, the set of constraints imposed on p-forms by the
top two Bianchi identities is trivial for all p.
7This is only true when there are less than 16 supercharges since R11|32 is not principal.
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By using nothing more than L-combinations and the notion of a principal super-
space, we have managed to begin the process of proving general statements about
the structure of superforms in arbitrary superspaces. These kinds of results are en-
couraging and suggest that this truly is a natural and clarifying way to look at the
geometry of superspace.
3.4 From Geometry to Algebra
Solving Bianchi identities is a fundamentally geometric exercise, and practically,
these conditions are often very to difficult to solve. However, we have found that
we can recast this messy collection of closure conditions into a systematic series of
linear algebra problems. Consider a generic Bianchi form B(ω) and the contraction
operator ιγ(s, s), defined such that ιγ(s, s)ωs...sψ...ψ = ωs...sγ(s, s)ψ...ψ. We denote by K
the vector space of possible terms in the Bianchi components. The first and most
important thing to note about K is that in the decomposition
K = ker(ι)⊕ T , (3.28)
the subspace T consists entirely of terms that are set to zero in the calculations
that determine the form components and constraints. Remember why this is true;
when the lower Bianchi components vanish—that is, when the lower-dimensional
constraints are imposed—the equation (3.6) is implied automatically. More explicitly,
any and all effects that lower-dimensional constraints can have on a higher Bianchi
component are encapsulated in the equation T = 0. In particular, this means that
anything sitting inside the kernel of ι must be untouched by lower constraints.
Using the fact that ker(ι) is graded by dimension, we are allowed to split it as
ker(ι) =
⊕
d Z
d where each Zd is given by
Zd = Bd ⊕Hd1 ⊕ · · · ⊕Hdk . (3.29)
The subspace Bd is where the dimension-d component of ω sits, while each Hd` is a
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linearly independent subspace holding a single dimension-d constraint term and k is
the number of linearly independent L-combinations in a given superspace. Calcula-
tionally, isolating any of {Bd, Hd`} simply requires pulling out the corresponding L-
combination. In particular, it should be noted that no interference happens between
subspaces at the same dimension since the L-combinations are linearly independent.
Furthermore, the L-combinations are also graded by dimension and so
Hai ∩Hbj = {0} for i 6= j and a 6= b . (3.30)
This shows why in §3.2 we did not check whether (3.26) was implied by (3.19). In
the conventional approach such a check is necessary because (3.26) is accompanied
by two other “constraints” that can be shown to follow directly from (3.19).8 But
here we already know that (3.26) must be independent simply because of the identity
(3.6) automatically satisfied by the Bianchi components.
By reformulating the superform analysis in this way we have stripped away every
possible non-essential calculation and reduced all remaining work to the simple prob-
lem of computing L-combinations in a given superspace. The precise structure of the
components and constraints is laid bare and the remaining necessary calculations, as
we have demonstrated in §3.1 and §3.2, become much faster and more illuminating.
Another, more mathematical, presentation of this approach is given in [13] wherein
we explicitly demonstrate how much simpler the computations of [12] can be made.
4 Dimensional Reduction
Let us now move away from the study of individual superforms and look at
the relationships between superspaces with the same number of supercharges. The
motivation for this line of study is the fact that the similarities between the five-
dimensional forms of §3.1–§3.2 and the six-dimensional forms of [9] are striking. In
fact, these similarities are indicative of a much more expansive relationship between
8See the discussion of the five-dimensional “3-cocycle” in [12].
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all superspaces Rm−1|n ↪→ Rm|n. As an example, consider the generic Bianchi identity
(3.2) for a closed p-form ω in flat six-dimensional, N = (1, 0) superspace. Written
in 5 + 1 dimensions, this condition splits into
0 = sDsωs...sψ...ψ + (−1)s(p+ 1− s)∂ψωs...sψ...ψ
+ i(−1)ss(s− 1)ωs...sΓ(s, s)ψ...ψ − i(−1)ss(s− 1)cssωs...s6ψ...ψ , (4.1)
0 = sDsωs...s6ψ...ψ + (−1)s∂6ωs...sψ...ψ + (−1)s(p− s)∂ψωs...s6ψ...ψ
+ i(−1)ss(s− 1)ωs...sΓ(s, s)6ψ...ψ , (4.2)
where css = s
2 and we have divided a factor of (p+1−s) out of the second equation.
We now want to look for purely five-dimensional superforms, so let us define βp−1 as
βs...sψ...ψ := ωs...s6ψ...ψ and αp as ωp with all vector indices restricted to 5D and no x
6
dependence. Since the ∂6 term then drops out of (4.2), the two equations give
dαp = c2 ∧ βp−1 , (4.3)
dβp−1 = 0 ⇒ βp−1 = dθp−2 . (4.4)
Notice that only β is closed; these are the forms from six dimensions that give
rise to the five-dimensional super-de Rham complex. For an explicit illustration of
this relationship, refer to the table on the following page where we collect the six-
dimensional p-forms of [9] for p = 2, 3, 4, 5 and the five-dimensional p-forms of [12]
for p = 1, 2, 3, 4. We omit real prefactors and use ? to denote the Hodge dual.
Due to the index structure of the fields and the constraints they satisfy, it is
very useful to note that the solutions to the constraints reduce appropriately as well.
For example, the six-dimensional 4-form constraints are solved by Gaij = D
2
aijϕ
for some unconstrained superfield ϕ. In five dimensions we can do the same with
Haˆij except that the dimension of ϕ gets shifted down by one. The reason for this
similarity is simple: in 6D, writing Gaij = D
2
aijϕ is equivalent to writing G = dH
and then requiring that Gaij solve the constraints placed upon itself by demanding
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that dG = 0. However, this is of course already satisfied since d2 = 0. So because the
structure of the complex remains essentially unchanged after dimensional reduction,
the identity d2 = 0 ensures that solutions to the six-dimensional p-form constraints,
when reduced, are also solutions to the five-dimensional (p− 1)-form constraints.
Even more work can be avoided by noting that the reduction of Bianchi identi-
ties extends to curved superspaces. This is again because the curved-space torsions
involve contractions over (composite) spinor indices and we therefore do not get any
new “broken” pieces like we did with the css term. So although we do not explic-
itly collect the curved superforms in [12], it would be a fairly straightfoward task to
reduce them from their six-dimensional counterparts in [9].
4.1 Relative Cohomology
Returning to the αp part of the reduction, note that it is possible to construct a
closed 5D p-form by defining the shifted superform
α′p := αp − c2 ∧ θp−2 , (4.5)
which is illustrated here.
· · · · · ·
· · · · · ·
αp
c2 ∧ θp−2
Filled nodes are the non-zero components of the indicated forms and the
struts denote which components of αp are “corrected” by c2 ∧ θp−2 to
allow the form α′p to close without vanishing. The components with higher
mass-dimension are further to the left.
Although this form is not what we are usually looking for in terms of forms built
from single superfields, α′p is interesting because it is exactly the form that comes
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from the relative cohomology construction of a closed 5-form in [7]. The fact that
their L6 = c2 ∧ G4 exhibits Weil triviality as L6 = dK5 and L6 = c2 ∧ dh3 is then
a direct consequence of the fact that G4 and K5 come to 5D together as a relative
cohomology pair from the dimensional reduction of the 6D 5-form.
The lowest interesting case of relative cohomology comes from the six-dimensional
3-form.9 The closed form H ′ arising from this construction has the components
H ′sss = − s2As ,
H ′ssψ = s
iΓψsiΦ− s2Aψ ,
H ′sψψ =
i
4
siΣψψDiΦ ,
H ′ψψψ =
3
8
D2ψψψΦ , (4.6)
where the relationships Φ = i
24
DαˆiAαˆi and Aψ = − i24DiΓψAi are fixed by the
dimension-2 Bianchi identity. Notice how the 1-form A simply helps get the form
“off the ground” by allowing for the non-trivial satisfaction of the lower Bianchi
identities before getting out of the way at the higher levels. The constraints imposed
by dH ′ = 0 are
D(αˆ(iAβˆ)j) = 0 , (4.7)
6(Γaˆ)αˆ
βˆDβˆiΦ + 3(Σaˆbˆ)αˆ
βˆDβˆiA
bˆ − (Σaˆbˆ)αˆβˆ∂ bˆAβˆi = 0 , (4.8)
D2ijΦ = 0 . (4.9)
The lower components of this form are not gauge-invariant under the transformation
Aαˆi 7→ A′αˆi + DαˆiΛ for some gauge parameter Λ, although the constraints and top
two components are invariant. This is a generic feature of the relative cohomology
construction since the lower components of α′p are being shifted by the (p− 2)-form
potential θp−2 that solves the closure condition dβp−1 = 0 as βp−1 = dθp−2.
9The relative 2-form turns out to be equivalent (up to zero-mode) to the de Rham 2-form F (W).
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The relative cohomology forms are also more important than they might seem at
first glance. As discussed in [12], the superform H does not, surprisingly, describe
a matter multiplet. Instead, its field content is a collection of superconformal gauge
parameters. This is discussed in more depth in [12] but the real question is then:
where is the tensor multiplet in five dimensions? The simplest six-dimensional tensor
multiplet is outlined in [9] as the multiplet defined by D2aijΦ = 0. In five dimensions,
that constraint would split into a 1-form piece and a scalar piece. As it turns out,
the constraints (4.7) and (4.8) combine to give D2aˆijΦ = 0. Combined with (4.9), this
is precisely the on-shell tensor multiplet we expected in 5D. Yet it was the relative
cohomology construction H ′ that produced it, with H playing a very different role.
This is a somewhat surprising conclusion; the conventional wisdom is that super-
symmetrizing a bosonic p-form is the same as obtaining a p-form from the super-de
Rham complex. However, even when this was originally laid out in [3] an extra as-
sumption was made that hid the counterexample to this statement. For the vector
multiplet in 4D, N = 1 superspace there are two constraints required in order for
the field-strength to be a closed superform: the scalar constraint
DαWα −Dα˙W α˙ = 0 (4.10)
and the “chirality constraint”
DαW α˙ −Dα˙Wα = 0 . (4.11)
The usual choice is to obstruct the first with a scalar superfield G that then describes
a tensor multiplet and choose Wα to be chiral to satisfy (4.11). However, if we had
instead chosen to obstruct the second as δHαα˙ = DαLα˙ − Dα˙Lα, we would have
found a multiplet of superconformal gauge parameters [5] exactly as we do in five
dimensions. The novelty now is that in five dimensions this multiplet is unavoidable
in the standard super-de Rham complex. However, its presence should not be seen as
too surprising given that the same kind of multiplet shows up even in four dimensions.
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5 Field Content in 5D
In §2, we stated that the utility of closed superforms was in their ability to
naturally describe supersymmetric gauge theories. To that end, we now look at three
examples of constructing supermultiplets from superform field-strengths: the off-shell
vector multiplet, the on-shell tensor multiplet, and the off-shell linear multiplet.
5.1 The Vector Multiplet (p = 2)
As derived in §2.1 and again in §3.1, the theory of a closed, five-dimensional
2-form has at its core a dimension-1 field-strength W that satisfies the constraint
D2aˆijW = 0 , (5.1)
which is equivalent to
D
(i
αˆD
j)
βˆ
W =
1
4
εαˆβˆD
γˆ(iD
j)
γˆW . (5.2)
This constraint, as we will see, defines a five-dimensional vector multiplet [14, 15].
Before delving into components and counting degrees of freedom, there are two
important things to note. The first is that
D
(i
αˆD
j)
βˆ
W =
1
4
εαˆβˆD
γˆ(iD
j)
γˆW ⇒ D(iαˆDjβˆD
k)
γˆ W = 0 . (5.3)
This will be used later when we look at the degrees of freedom in this multiplet. The
second thing to note is that acting on (5.2) with Dαˆi yields for the spinor λ in W,
/∂αˆ
βˆλβˆi = −
i
2
D2ijλ
j
αˆ 6= 0 . (5.4)
Thus, this multiplet is off-shell. This may seem odd given that the six-dimensional
3-form from which this reduces is on-shell but note that the obstruction to the Dirac
equation in (5.4) is an operator that does not exist in six dimensions.10
10Generally, on-shell spinors in d = 2k are off-shell in d = 2k − 1 with ∂2k as a central charge.
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Turning now to the field content, we write the θ-expansion of W as [15]
W = φ+ iθαˆiλαˆi +
i
2
θαˆiθjαˆXij + iθ
αˆiθβˆi Fαˆβˆ + O(θ
3) . (5.5)
The degrees of freedom in W are then
fields φ λαˆi Xij F
αˆβˆ
on-shell 1 4 0 3
off-shell 1 8 3 4
(5.6)
since Faˆbˆ = (Σaˆbˆ)
αˆβˆFαˆβˆ = − i2D2aˆbˆW and is the field-strength of a dynamical vector11
due to the dimension-3 Bianchi identity (2.24). In order to determine the on-shell
degrees of freedom for the iso-triplet Xij, we first need to know whether there are any
new fields at higher order in θ. To do so, we use the dimension-5
2
Bianchi identity
(2.22) and consider what components might live in DDDW. To wit, suppose DDD
were totally anti-symmetric in spinor indices. If not totally symmetric in isospin,
the anti-symmetric spinor + anti-symmetric isospin components would form partial
derivatives. However, if it were totally symmetric in isospin, then it would vanish
by (5.3). Therefore the only possible remaining source of new components is DDD
with at least one symmetric pair of spinor indices. But these are exactly the terms
that (2.22) rules out. Thus, the fields laid out in (5.6) are the only ones to be found
and higher components are simply derivatives of the lower ones.
Coupling this argument with the requirement that supersymmetry hold on-shell,
the field Xij is relegated to the role of auxiliary field and cannot carry any on-shell
degrees of freedom. Due to these considerations, the Lagrangian for this multiplet is
L ∼ ∂aˆφ ∂aˆφ+ iλi/∂λi +X ijXij + F aˆbˆFaˆbˆ + λi[φ, λi] . (5.7)
11The counting for such an object is D − 1 degrees of freedom off-shell and D − 2 on-shell.
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The correct relative coefficients required for δSUSY
∫
L = 0 are given in [15].
5.2 The Tensor Multiplet (p = 3)
As discussed in §4.1, the simplest tensor multiplet in five dimensions is described
by the relative cohomology 3-form H ′ in terms of a dimension-2 scalar superfield Φ
satisfying the constraints
D2aˆijΦ = 0 and D
2
ijΦ = 0 . (5.8)
These can be cast together in the more useful form
D
(i
αˆD
j)
βˆ
Φ = 0 . (5.9)
A constraint of this form was originally given in [16] to describe a tensor multiplet
in six-dimensional N = (1, 0) superspace. As we now know, this also comes directly
from constructing the six-dimensional super-de Rham complex as in [9].
It is straightforward to check that the θ-expansion of Φ,
Φ = φ+ θαˆi χ
i
αˆ + θ
αˆiθβˆi Tαˆβˆ + O(θ
3) , (5.10)
stops giving new fields beyond the θ2-level. Unfortunately, this means that the
multiplet is on-shell with the degrees of freedom
fields φ χαˆi T
αˆβˆ
on-shell 1 4 3
(5.11)
where Tαˆβˆ = (Σ
aˆbˆ)αˆβˆTaˆbˆ is dual to the 3-form field-strength of a 2-form gauge field.
Determining how a superform describing an off-shell tensor multiplet would sit in
R5|8 is an active topic of research, especially because of its relation to the superspace
analogue of the Perry-Schwarz construction [10].
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5.3 The Linear Multiplet (p = 4)
The supermultiplet content described by a closed, five-dimensional 4-form is con-
tained inside a superfield Gij subject to the analyticity constraint
Dαˆ(iGjk) = 0 . (5.12)
This is the five-dimensional N = 1 linear multiplet, the four-dimensional N = 2
version12 of which was discovered in [17]. The θ-expansion is
Gij = ϕij + θ(iψj) + θiΓ
aˆθjVaˆ + θiθjM + derivatives . (5.13)
Additionally, the constraint (5.12) requires that ∂aˆV
aˆ = 0. This condition can be
solved as
V aˆ = εaˆbˆcˆdˆeˆ∂bˆEcˆdˆeˆ (5.14)
for a gauge 3-form E. The degrees of freedom carried by these fields are
fields ϕij ψ
i
αˆ E
aˆbˆcˆ M
on-shell 3 4 1 0
off-shell 3 8 4 1
(5.15)
and so the supermultiplet is off-shell. Given this, the action for the linear multiplet
must have the form
L ∼ ∂aˆϕij∂aˆϕij + V aˆVaˆ + iψi/∂ψi +M2 . (5.16)
This is consistent with the four-dimensional textbook treatment given in [19], which
also holds the correct relative coefficients.
12A five-dimensional formulation is given in [18] but they do not examine the field content before
reducing to a centrally-extended 4D, N = 2 superspace.
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6 Conclusions
In this thesis we have introduced a new approach to the study of closed su-
performs. We showed how this approach isolates constraints and easily allows for
a proof of the statement that the top two closure conditions almost never impose
any new constraints on the field-strength. We also discussed the general process of
dimensional reduction, giving R6|8 → R5|8 as an example, and noted, through our
introduction to the relative cohomology construction, that not all gauge supermulti-
plets can be found in the usual de Rham complex. This is an important point; it is
generally not true that the supersymmetrization of the bosonic de Rham complex is
equivalent to the de Rham complex of superforms. In four dimensions this inequiva-
lence is avoidable but in higher dimensions it inevitably shows up at certain degrees.
Finally, we specialized to five dimensions and wrote down in components the gauge
multiplets defined by p-form field-strengths for p = 2, 3, 4.
It is our hope that through this thesis we have made the geometry of superspace
less mysterious and precisely defined a number of interesting characteristics that
may lead to further avenues of fruitful study. In particular, we wish to note that
in addition to facilitating the study of gauge theories, this procedure for examining
superforms may also give new insights into the structure of supergravity. In the same
way that the field-strength constraints were originally derived through arduous ten-
sor calculus computations, the defining supergravity constraints come from difficult
calculations involving the higher-dimensional closure conditions. It therefore seems
possible to find analogous “L-combinations” for the supergravity torsion constraints
that would allow for their simple extraction from the Bianchi identities as well.
However, there are still questions that may require even more tools to answer. For
example, one particular open problem is the fact that we still do not know what an
off-shell tensor multiplet looks like in R5|8 or R6|8 with a finite number of auxiliary
fields. For the tensor multiplet in five dimensions, one might think to start with
the vector-tensor multiplet of 4D, N = 2 centrally-extended superspace [20, 21];
unfortunately, lifting the vector-tensor multiplet leads to the on-shell tensor H ′.
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This issue is related to the Perry-Schwarz construction [10] mentioned in the
introduction that served as the impetus for our systematic study of superforms.
Although we are still unable to find the multiplet we want, we now know much more
about why such a model is difficult to embed into superspace. The formulation of the
3-form H ′ via dimensional reduction makes it clear that the Perry-Schwarz approach,
which only involves the abelian 2-form of the (2, 0) theory, has no chance of working
in superspace without also breaking apart the representations of the spinors that
they neglected but supersymmetry required. Interestingly, this reasoning appears to
lead to a description in R4+2|8 where the supersymmetry can be realized off-shell by
embedding the fields into a tensor multiplet and two vector multiplets in R4+2|4 that
are in turn collected in a pair of N = 2 superfields.
As we improve our understanding of dimensional reduction in superspace, the
picture for formulating higher-dimensional gauge theories continues to clear. Ad-
ditionally, it is easy to see why this problem has been so complicated historically;
as we noted in five dimensions, the superform construction of a tensor multiplet is
not a part of the super-de Rham complex and cannot even be built without explicit
reference to the potential! Embedding these gauge theories in superspace may then
require knowledge of relative cohomology or even more exotic constructions not ex-
plored in this thesis. Regardless of what the correct ideas turn out to be, we are
confident that through the development of our new tools and perspectives these ob-
stacles can be overcome. We are better-equipped now than ever before to understand
the features of supergravity and supersymmetric gauge theories in full generality.
]
— 30 —
A Lorentz-Irreducibles in Principal Superspaces
Let us say that a superspace is principal if there exists a spinor representation
for that space such that the γ-matrices satisfy
γa(s, s)γa(s, ξ) = 0 , (A.1)
where a ∈ {0, . . . , D − 1} and s and ξ are arbitrary spinors. Of all the superspaces
with bosonic dimension m ≤ 11, the only principal ones are R3|2, R4|4, R6|8, and
R10|16; that is, those with maximal bosonic dimension for 2, 4, 8, or 16 supercharges.
Since (A.1) is the sole constraint on the spinor structure of these superspaces, the L-
combinations (3.7) must follow from this identity. Furthermore, through dimensional
reduction the L-combinations in principal superspaces define those in non-principal
spaces. Given the role L-combinations play in determining the structure of super-de
Rham complexes, the condition (A.1) therefore has very deep consequences. In the
following subsection, we give an example of how to determine the L-combinations in
R5|8 using (A.1) for R6|8 and dimensional reduction.
A.1 Five-dimensional L-combinations
For the purpose of understanding the examples given throughout this thesis we
must understand the L-combinations in R5|8 (cf. §B for conventions and notation).
The utility of defining principal superspaces comes in giving us a starting point for
finding these combinations. Since R6|8 has the same number of supercharges, let
us begin by studying the L-combinations there. Aside from (A.1), we can find any
additional combinations by setting ξ = γ˜a1...aps. Then (A.1) becomes
0 = sγa0ssγa0 γ˜a1...aps = sγ[a1ssγa2...ap]s+ bsγ
a0ssγa0a1...aps , (A.2)
for some irrelevant relative coefficient b 6= 0. Thus, we have a new L-combination
whenever we can get the first term here to vanish. Noting that γ(s, s) is bosonic,
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the p = 2 case gives
γa(s, s)γabc(s, s) = 0 . (A.3)
Because the p = 3 case will clearly not work, (A.1) and (A.3) define the only L-
combinations in six dimensions.
Reducing to R5|8 is then very simple. The defining relation (A.1) becomes
Γaˆ(s, s)Γaˆ(s, ξ) + s
2ξs = 0 , (A.4)
and so Γ(s, s) now fails to be an L-combination. The other condition (A.3) gives
Γaˆ(s, s)Σaˆbˆ(s
i, sj) = 0 (A.5)
and
Γaˆ(s, s)Σaˆbˆcˆ(s
i, sj) + s2Σbˆcˆ(s
i, sj) = 0 . (A.6)
Thus, the sole L-combination in R5|8 is defined by (A.5).
B Five-Dimensional Superspace Mathematics
Our five-dimensional notation and conventions were first given in [15]. Using the
“mostly-plus” flat metric ηaˆbˆ, for aˆ, bˆ ∈ {0, 1, 2, 3; 5}, our Γ-matrices Γaˆ = (Γa, Γ5),
with a ∈ {0, 1, 2, 3}, are chosen to satisfy the algebra
{Γaˆ ,Γbˆ} = − 2ηaˆbˆ1 . (B.1)
In order to completely span the space of 4× 4 matrices we introduce the symmetric
matrices Σaˆbˆ := −14 [Γaˆ, Γbˆ] to complement the anti-symmetric spinor metric εαˆβˆ and
anti-symmetric, traceless Γ-matrices. We also make frequent use of the following
identities for Aij = A[ij]:
Aij =
1
2
εijA
k
k and A
ij = − 1
2
εijAkk , (B.2)
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where εij is the isospinor metric. The algebra of 5D, N = 1 superspace is then
{Diαˆ, Djβˆ} = − 2iεij /∂αˆβˆ . (B.3)
It will be useful to define the irreducible D2 operators in five dimensions, which are
normalized as follows:
D2ij :=
1
2
Dαˆ(iDαˆj) , D
2
aˆij :=
1
2
D(iΓaˆDj) , D
2
aˆbˆ
:= 1
2
DiΣaˆbˆDi . (B.4)
With these, we can expand a generic DD object as
DαˆiDβˆj = iεij /∂αˆβˆ − 12εij(Σaˆbˆ)αˆβˆD2aˆbˆ + 12εαˆβˆD2ij + 12(Γaˆ)αˆβˆD2aˆij . (B.5)
We also define the shorthand
D2
aˆbˆcˆ
:= − 1
12
εaˆbˆcˆ
dˆeˆD2
dˆeˆ
(B.6)
so that εaˆbˆ
cˆdˆeˆD2
cˆdˆeˆ
= D2
aˆbˆ
. Finally, we note the following Γ-matrix identities that
follow directly from (B.1) as worked out in [22]: the completeness relation
εαˆβˆγˆδˆ =
1
2
(Γaˆ)αˆβˆ(Γaˆ)γˆδˆ +
1
2
εαˆβˆεγˆδˆ , (B.7)
the trace identities
tr ΓaˆΓbˆ = − 4ηaˆbˆ and tr ΣaˆbˆΣcˆdˆ = − 2δ[aˆ[cˆ δbˆ]dˆ] , (B.8)
and the expansions
(Γaˆ)αˆ
γˆ(Γbˆ)γˆ
βˆ = − ηaˆbˆδβˆαˆ − 2(Σaˆbˆ)αˆβˆ , (B.9)
(Γaˆ)αˆ
γˆ(Σbˆcˆ)γˆ
βˆ = − 1
2
εaˆbˆcˆdˆeˆ(Σdˆeˆ)αˆ
βˆ + ηaˆ[bˆ(Γcˆ])αˆ
βˆ . (B.10)
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