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Abstract--Dif ferent ial  inclusions are an important mathematical tool for analysing dynamical 
systems where uncertainties prevail. One particular type of differential inclusion is where a derivative 
is prescribed by a simplex. The use of a simplex leads to modelling simplifications and ease of 
numerical calculation. @ 2000 Elsevier Science Ltd. All rights reserved. 
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INTRODUCTION 
A great deal of work has been carried out on dynamical  systems (bifurcation analysis, s t ructura l  
stabil ity, etc). In order to make the theory appl icable to real problems, one has to consider uncer- 
ta inty in the form of uncertain init ial conditions, uncertain parameter  values, etc. A well-known 
area where uncertain dynamical  systems are encountered is biological systems. In part icular ,  
model l ing of the processes in water t reatment  [1,2], where certain parameters  are not known 
precisely, but  experts  can provide an idea of their real values in terms of intervals. Init ial  condi- 
t ions also pose a problem in these systems because one is very rarely certain of the c.omposition 
of bacter ial  populat ions,  once again experts can sometimes est imate intervals for these init ial  
vahles. 
One way to take into account the inherent uncerta inty in a real appl icat ion is to use fuzzy set 
theory, this is the basis of work such as [3]. Another,  more general way of t reat ing uncerta inty  is 
to consider differential inclusions and to extend these to fuzzy differential inclusions [4,5]. 
In order to apply  classical techniques based on topology and geometry, one often deals with 
[hzzy sets by considering a -cuts  [6]. In the general case, these c~-cuts can have quite complex 
structures.  However, for pract ical  reasons, one can sometimes be lead to imposing propert ies on 
the fuzzy sets in order to obtain "nice" c~-cuts [3]. In part icular,  we might ask that  the a -cuts  
be convex sets and that  is where simplexes come into play because they are the simplest forms 
of convex sets [7]. 
The purpose of this paper  then, is to look at a specific restr icted problem where a differential 
inclusion is descr ibed by a simplex. The simplif ied structure of a s implex faci l i tates the model l ing 
process and the numerical  analysis. 
~Ve emphasise the fact that  our principal motivat ion is always the numerical  calculat ion of 
results. 
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DIFFERENTIAL  INCLUSIONS AND S IMPLEXES 
In the case of continuous time dynamical systems, a system is described by a differential 
equation 
= f(x), 
where x E M is the system state, M is an m-dimensional manifold, and f : M -~ TM is a vector 
field, where TM denotes the tangent bundle of M. When uncertainty exists for the value of the 
vector field, we can model this uncertair.ty by considering that the derivative belongs to a set of 
possible values, hence we have a differential inclusion 
6V(x) .  (1) 
A simple example of an inclusion such as (1) is a linear equation where parameters are not 
known exactly but can be specified by intervals, for example, if 
---- _X  2 _ ax  1 
ax  2 
and we know that a E [_a, g], then the above can be written as 
J := o , L  
where 0 < r < 1. When r varies continuously in this interval, the result is a differential inclusion 
as in (1). 
A simplex is an example of a convex set [7], assume that a set of scalar quantities r k, k = 0 , . . . ,  p 
satisfy the following constraints: 
1. r k > 0, k = 0 , . . . ,p ,  
2. ~'~P Y k = 1, 
A.~k=O 
then the set corresponds to a p-dimensional simplex. If ~-~=0 Tk = 1, then obviously v ° = 
1 - v 'p  T k and so we can replace the above by a p-dimensional vector A-~k=l  , 
E! 1 ]T = 
P 
where r k > 0 and x-~P r k < 1. We can then describe a mapping from the p-dimensional simplex 
- -  Z - ~ k = l  - -  
into a p-dimensional simplex in R m by 
x = TOvo + . . .  + TPVp, 
where the vk are p + 1 vectors such that the set of vectors {v l  - vo , . . . ,  Vp - v0} are linearly 
independent. From the previous paragraph we see that this is equivalent to 
z=vo+r k(vk-vo), (2) 
where we now make use of the summation convention on repeated indices such that v k (vk -v0)  = 
~= 17"k (vk - v0). The set of points in Euclidean space mapped to from the p-dimensional simplex 
represented by the vector T is a p-dimensional simplex, or simply p-simplex which we denote by s p. 
Assume now that the vk in (2) are vector fields, then, for some fixed but arbitrary value for v, 
we have a simplicial representation f the differential'inclusion (1) via the following expression: 
= vo(x) +~k (vk(x) -vo(x ) ) ,  (3) 
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and thus for varying values of r 
2 c s;', (4) 
Using the exponential notation for a solution of (3) passing through the point, a:0 (see [a,8,9]) 
we have 
• (t) = exp (t (~'0 + ~.k (v~ - , ,0))) .~:o. (5) 
Now ~br a fixed but arbitrary value of t which is sufficiently small we know that (5) can be 
decomposed into a sequence of concatenated exponentials [8,9! 
.v;(t) = exp (t7 -p (Vp - -  vo)) . • • exp (tr 1' (~,'1 't,o) exp (tvo) a:o. ((J) 
We impose the following criterion on the vector fields v~. (for references to Lie algebras, derived 
systems, and Jacobi brackets, see {8,9]): 
• in a neighbourhood of the point x0, the rank of the system of vector fields {~,t co , . . . ,  
vp - v0} plus the derived system {[vi, vii, Iv.i, [vj, va~]], etc.} is equal to p. 
If this criterion is satisfied, then (6) is an injective immersion from the p-simplex represented by 
the vector r into a p-simplex in R m, and vbt a chart, into M, for simplicity we suppress reference 
to M and work locally in R m. 
'File underlying reasons for the above statement can be found in the paragraphs preceding 
Theorem 3.2 in [9]. First of all, we note that a set of vector fields described bv an eq l la t ion  such 
as (2) can be written in the notation of [9] as follows: 
X,  = v0 + r k (vA, -v0) .  
Now, if X_~ = -X~,  then the system is said to be symmetric and this allows one to traverse 
trajectories in "negative time" as illustrated in [8]. However, from the above equation we see that 
ill our case we have X_~ ¢ -X , .  The system of equation (2) is not symmetric, and therefore, we 
need to apply the results announced in [9] which are the continuation of [8] to the nonsymmetric 
C ase .  
From [91 we see that we need to calculate all vector fields of the form X~ - X~ fl)r simplexes r
and or. so that we have 
x .  - x .  = (~ - ~)  (.,,~ , ,o). 
Then we need to calculate the derived system, i.e., the Jacobi brackets of the vector fields such 
flS 
[x , ,  x , )  = [v0 + ¢ (,,, - v0) ,  ~,0 + ~0 (~,j _ v0)]. 
This expression can be expanded and simplified by using tlm properties of the Jacobi bracket, in 
particular, lye, ¢-~] - (}  (sc¢' [8,9]); this leads to 
[x , ,  x , ]  = ~J [~0, ~0 - ~0] + < [,~', - ,:0, ,,0] + ¢~ [~:~ - ,,0, ,,0 - ,,0]. 
which, once again using the basic properties of the Jacobi bracket, can be further simplified to 
r'v0 Iv , -  Vo,~'0- v0]. [x~, x , ]  = (~k _ ~k) [,,~.,.v0] + ,: # 0 
Assuming then that, for a particular set of vector fields, the criterion is satisfied then a point .'vo 
is mapped onto a p-simplex by the differential inclusion (4). This has to be taken in context, of 
course, because we have to work locally and choose a reasonable vahle for t in (6). This means 
that  we can calculate the boundary of the simplex in R ''~ by calculating the image via (6) of the 
boundary of s p. We have, (for a boundary operator 0) and s v = (roy1 ..-vv} [7] 
0sP = ( -1 )  k ('~,0vl..-,;'a . . . .  q , ) ,  
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where ~?k means that the element is deleted. We are only interested in the boundary fields and 
so we do not take into account he order of s p in the above. For example, if s 2 = (VOVlV2), then 
we would integrate the vector fields 
V l+~' (v2-v l ) ,  Vo+r(v2-vo) ,  and vo+r(v l -vo) ,  
for 0 < ~- _< 1. Numerically, of course, we must choose certain values for ~-, exponentiate the 
boundary field, and then interpolate between the resulting exponentiated values. 
EXAMPLE 
In this section, we present a small example. Although the example is artificial, it does serve 
to illustrate the method. In particular, as already pointed out, we are mainly concerned with 
calculation issues. In general, the calculation of a set of solutions for a differential inclusion 
is combinatorially intensive. The method allows us to approximate the solutions to a differen- 
tial inclusion by calculating only those solutions corresponding to the boundary of the simplex 
determining the vector fields. 
Consider the following system: 
[:] [::] [°0] VO(X) = , Vl 2 2 (x) = , v (z) = 
(x3) 
We have the following results: 
ix1] [01 v l (x )  - Vo(X) = x lx  2 and v2(x) - Vo(X) = 0 , 
-2 (x3)  - (x3)  2 
and so this system has rank = 2 on the manifold M := {x E R 3 : x 3 ¢ 0}. One can easily verify 
that the bracket conditions are the following: 
[721, V2] : 0, Iv0, Vl] = 0, and [v0, v2] = 0; 
hence, this system satisfies the necessary criterion developed in the previous section. 
In order to simulate this system, we chose a value of t = 0.1 and set x0 = [1,2,3] r .  We then 
generated 100 random values for 7 such that ~_1 +r2  < 1 and solved system (3) numerically. Then 
we solved the equations for the boundary fields vi + cr(vj  -- Vi) ,  for o- --= 0, 0.1 . . . .  ,1 .  Exactly the 
same procedure was repeated after setting x0 = [1.1, 1.9, 3] T. The results for the two different 
initial points are illustrated in Figure 1, where the calculated boundary points are indicated 
by a '*' and the other points are indicated by a '.'. It can be seen that neighbouring initial 
points are mapped onto neighbouring simplexes and that these simplexes are (in this example) 
two-dimensional submanifolds as guaranteed by the criterion on the vector fields. 
CONCLUSION 
In this paper, we have presented both a theoretical result and a practical way of computing 
numerical results for a particular type of differential inclusion. The use of simplexes does, of 
course, restrict the number of possibilities for the types of system considered. However, we do 
gain some advantages in the numerical treatment of the problem, which is our main goal. 
We are continuing our research into the reachability problem for this class of system. 
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Figure 1. Neighbouring points mapped to neighbouring simplexes. 
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