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Abstract. The usual random walk on a group (homogeneous both in time and in space)
is determined by a probability measure on the group. In a random walk with random tran-
sition probabilities this single measure is replaced with a stationary sequence of measures,
so that the resulting (random) Markov chains are still space homogeneous, but no longer
time homogeneous. We study various notions of measure theoretical boundaries associated
with this model and establish an analogue of the Poisson formula for (random) bounded
harmonic functions. Under natural conditions on transition probabilities we identify these
boundaries for several classes of groups with hyperbolic properties and prove the bound-
ary triviality (i.e., the absence of non-constant random bounded harmonic functions) for
groups of subexponential growth, in particular, for nilpotent groups.
Introduction
Random walks on groups were intensively studied during the last 40 years (see, for
instance, [Ka96] and the references therein). Their importance is due to numerous
applications, in particular, to the description of boundaries and spaces of harmonic
functions and to the study of ergodic properties of group actions. Such random walks
are Markov chains which are homogeneous both in time and space and can also be
represented as products of independent identically distributed (i.i.d.) group elements.
In the important special case of products of random matrices additional tools such as
Lyapunov exponents can be employed.
2000 Mathematics Subject Classification. 60J50, 37A30, 60B99.
Key words and phrases. Random walk, random transition probability, harmonic function, Poisson
boundary.
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A random walk on a group G is determined by a Markov operator P = P (µ) which
consists in the (right) convolution with a fixed probability measure µ on G, so that the
operator P is invariant with respect to the action of the group on itself by left trans-
lations. There are two models for further “randomization” of these “ordinary” random
walks. The first model is usually referred to as random walks in random environment
(RWRE) and consists in considering a probability measure λ on the space of all Markov
operators on G. In this model the individual operators (environments) are not group
invariant, although the group structure is taken into account by requiring the measure
λ to be quasi-invariant with respect to the action of G on the space of environments
(more specifically, λ is usually assumed to be either translation invariant or stationary
with respect to the “moving environment” chain, see, for instance, [Kal81], [KMo84],
[KSi00]). One chooses a random environment according to the distribution λ, and then
runs a time (but not space!) homogeneous Markov chain in this environment.
The other model which we call random walks with random transition probabilities
(RWRTP) is opposite to RWRE in the sense that here one keeps the space homogeneity
but does not assume the time homogeneity. Namely, the additional randomness is
introduced in this model by taking a random sequence µ0, µ1, . . . of probability measures
on G so that the (G-invariant!) transition probabilities of the arising chain on G at time
n are given by the measure µn. The formal description of this model consists in fixing an
invertible ergodic transformation T of a probability space (Ω, λ) and a measurable map
ω 7→ µω. One chooses ω ∈ Ω according to the distribution λ and then runs the arising
random walk with time dependent increments RWTDI(ω) determined by the sequence
µω, µTω, µT
2ω, . . . .
The transformation T is usually assumed to be measure preserving, so that the above
random sequence of measures is stationary. In the same way one can also talk about
random sequences of Markov operators on a general state space (which does not have
to be a group or to be endowed with any additional spatial structure).
This model was first introduced more than 20 years ago in connection with a model of
random automata, and various properties of such Markov chains were investigated since
then in a number of papers (see, for instance, [Or91], [Ki96] and the references therein).
Random walks with random transition probabilities first appeared in [MR88] (see also
[MR94], [LRW94], [Ru95]), and products of independent random matrices with station-
arily changing distributions were studied in [Ki01]. Ideologically and methodically this
topic is rather close to random dynamical systems which were intensively studied in
recent years, and Markov chains with random transition probabilities have the same
relation to the classical Markov chains as random dynamical systems to deterministic
ones. In both cases the guiding philosophy suggests that we have good chances to ob-
tain an additional non-trivial information about the system if it acquires nice properties
after conditioning by some ergodic stationary process (which we do not have much in-
formation about). Note that in the framework of random walks on groups one can also
make one more step and to combine the RWRE and RWRTP models (so that individual
random chains will be neither space nor time homogeneous).
RWRTP can be considered as a generalization of yet another model of “random-
ization” of the ordinary random walks called random walks with internal degrees of
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freedom (RWIDF) [KSz83] or covering Markov chains [Ka95]. These are G-invariant
Markov chains on the product of the group G by another space X . The transition
probabilities of RWIDF are
p
(
(g, x), (gh, y)
)
= p(x, y)µx,y(h)
(assuming that X is countable), where µx,y are probability measures on X , and p(x, y)
are the transition probabilities of the quotient chain on X . If the quotient chain has
a finite stationary measure, then the associated RWRTP is determined by the space
Ω = XZ endowed with the corresponding shift-invariant Markov measure and the map
(. . . , x−1, x0, x1, . . . ) 7→ µ
x0,x1 .
The setup of RWRTP yields a natural notion of random harmonic functions fω on
G which satisfy the relation
fω(g) =
∫
fTω(gh)dµ
ω(h) .
These functions can be considered as harmonic functions of the global time homogeneous
G-invariant Markov chain on the product Ω×G with the transition probabilities
p
(
(ω, g), (Tω, gh)
)
= µω(h) .
This global chain is an immediate analogue of the usual “space-time” chain (the role
of “time” is played here by the space Ω endowed with the transformation T ). There-
fore, description of all bounded random harmonic functions amounts to describing the
Poisson boundary Γ of the global chain.
In this paper we consider discrete groups G only. We introduce the notion of the
relative (or fiber) Avez type entropy of RWRTP which is close to the notion of the
relative (fiber) entropy in the ergodic theory of random dynamical systems (this theory
is also known under the name of relative ergodic theory, see [Ki86]). Similarly to the
theory of ordinary random walks (see [KV83], [Ka00]) we give an entropy criterion for
triviality of the tail boundary of almost all RWTDI(ω), ω ∈ Ω, which implies triviality
of the Poisson boundary of the global chain, i.e., absence of non-trivial bounded random
harmonic functions. As a corollary, we prove convergence of random convolutions to left
invariance for nilpotent groups (earlier it was established for compact and abelian groups
in the works of Mindlin and Rubshtein [MR94] and of Lin, Rubshtein and Wittman
[LRW94] by completely different methods).
The relationship between the Poisson and the tail boundaries for RWRTP turns out
to be more complicated than for ordinary random walks (where the tail and the Poisson
boundaries coincide with respect to any single point initial distribution). Indeed, in the
RWRTP setup the Poisson boundary does not make sense for individual RWTDI(ω)
on G (because they are not time homogeneous). As for the global chain on Ω × G,
its projection onto Ω is deterministic, so that the tail boundary E of the global chain
admits a natural projection onto Ω whose fibers are the tail boundaries of RWTDI(ω)
(in particular, triviality of the tail boundary of almost all RWTDI(ω) is equivalent
to coincidence of E and Ω). On the other hand, the Poisson boundary of any time
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homogeneous Markov chain is a quotient of its tail boundary. Therefore, there are two
natural projections of the tail boundary E of the global chain: onto Ω and onto the
Poisson boundary Γ. We say that RWRTP is stable if these two projections separate
points of E. If RWRTP is stable, then the tail boundaries of individual RWTDI(ω)
can be identified with the Poisson boundary of the global chain, so that stability of
RWRTP is a property analogous to coincidence of the tail and the Poisson boundaries
for ordinary random walks.
We do not know whether RWRTP on groups are always stable. However, in the final
section under the finite first moment condition we (by using the entropy technique)
explicitly identify the Poisson and the tail boundaries of RWRTP on discrete groups
of isometries of non-positively curved spaces with natural geometric boundaries (for
example, for a free group this natural boundary is the space of ends). Therefore, these
RWRTP are stable.
We do not study here random boundaries for continuous groups which, we hope, will
be dealt with in another paper.
At the end of the paper we put an Appendix devoted to several fundamental defini-
tions and facts on Borel and Lebesgue spaces, conditional measures, discrete equivalence
relations and ergodic decompositions, which are heavily used throughout the paper. Al-
though this language has become standard in the ergodic theory, it may be less known
to probabilists, which is why we preferred to expand on this rather than to restrict
ourselves just to an assortment of references.
Acknowledgment. A part of this work was done during the authors’ participation
in the “Random Walks 2001” program at the Schro¨dinger International Institute for
Theoretical Physics (ESI) in Vienna, whose support is gratefully acknowledged.
1. Measure theoretical boundaries of Markov chains
In this Section we introduce the necessary notations and background from the general
theory of Markov chains, see [Re84], [Ka92], [Ki01].
1.1. Markov operators.
Definition 1.1. Let (X,m) be a Lebesgue measure space with a σ-finite positive mea-
sure m. A linear operator P : L∞(X,m) ←֓ is called Markov if
(i) P preserves positivity, i.e., Pf ≥ 0 for any function f ≥ 0;
(ii) P preserves constants, i.e., P1 = 1 for the function 1(x) ≡ 1;
(iii) P is continuous in the sense that Pfn ↓ 0 a.e. whenever fn ↓ 0 a.e.
The adjoint operator P ∗ of a Markov operator P : L∞(X,m) ←֓ acts on the space of
integrable functions on the space (X,m), or, in other words, on the space of measures
θ on X absolutely continuous with respect to m (notation: θ ≺ m). We shall use the
notation θP for the measure on X with the density P ∗(dθ/dm), so that 〈θP, f〉m =
〈θ, Pf〉m for any function f ∈ L
∞(X,m).
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A (σ-finite) initial distribution θ ≺ m gives rise in a standard way to a Markov
measure Pθ in the path space X
Z+ = {x = (x0, x1, . . . )} of the associated Markov
chain on X . The one-dimensional distributions of Pθ are θP
n, and the time shift
(Sx)n = xn+1 acts on it as S(Pθ) = PθP . A measure θ ≺ m is called a stationary
measure of the Markov operator P if θP = θ, or, equivalently, if the measure Pθ is
S-invariant.
By definition, the conditional expectations Eθ of the measure Pθ satisfy the relation
Eθ
[
f(xn+1)|xn = x
]
= Pf(x) for any n ≥ 0. Since the space (X,m), and therefore all
spaces (XZ+,Pθ), θ ≺ m are Lebesgue (see Appendix), these conditional expectations can
be replaced with the integrals with respect to the corresponding conditional measures πx
which are called one-step transition probabilities . Then the operator P and its adjoint
operator take the form
(1.1) Pf(x) =
∫
f(y) dπx(y) , θP =
∫
πx dθ(x) .
Remark 1.2. The measures πx are not necessarily absolutely continuous with respect
to m. Still, for any function f ∈ L∞(X,m) the integrals above make sense for m-a.e.
x ∈ X by Rokhlin’s theorem on conditional decomposition of measures in Lebesgue
spaces (Appendix, Theorem A.2). We shall use this theorem on several occasions below
without further notice.
1.2. The tail boundary and harmonic sequences.
Denote by αk, k ∈ Z+ the k-th coordinate partition of the path space (X
Z+ ,Pm),
and for 0 ≤ k < l ≤ ∞ put αk,l =
∨l
i=k αi, i.e., two paths x and x
′ are αk,l-equivalent
iff xi = x
′
i for all k ≤ i ≤ l. The partitions αk,∞, k > 0 coincide with the preimage
partitions of the powers Sk of the time shift S.
Recall that the measurable partitions of the same space are ordered in such a way
that “the bigger are the elements, the smaller is the partition”; this order is denoted by
4. Obviously, αk+1,∞ 4 αk,∞ for any k ∈ Z+. Let α∞ =
∧
k αk,∞ be the measurable
intersection of the sequence αk,∞, i.e., the biggest measurable partition of the space
(XZ+ ,Pm) which is smaller than any partition αk,∞ (see Appendix for the definition of
a measurable partition). The partition α∞ is called the tail partition of the path space.
Definition 1.3. The quotient E of the path space (XZ+ ,Pm) with respect to the tail
partition α∞ is called the tail boundary . Denote by tail : X
Z+ → E the corresponding
projection.
Remark 1.4. If the transition probabilities πx are a.e. purely atomic (in particular, if
the space X is countable), then the tail boundary can also be described in terms of the
theory of discrete equivalence relations in Lebesgue spaces (see Appendix for the corre-
sponding definitions). Namely, in this situation the elements (≡ equivalence classes) of
the partitions (≡ equivalence relations) αn,∞ are a.e. countable. Moreover, the equiva-
lence relations αn,∞ are discrete in the measure space (X
Z+ ,Pm). The tail equivalence
relation is the union R =
⋃
n≥0 αn,∞, so that two sample paths x = (x0, x1, . . . ) and
x′ = (x′0, x
′
1, . . . ) are R-equivalent iff there exists a number N ≥ 0 such that xn = x
′
n
for all n ≥ N . The tail equivalence relation is also discrete, and the tail boundary E is
then the space of the ergodic components of R (see Appendix for the definition).
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The space E is endowed with the tail measure type [εm] which is the image of the type
of the measure Pm. For any probability measure θ ≺ m the tail measure εθ = tail(Pθ)
is absolutely continuous with respect to [εm]. We emphasize that the space E and the
projection tail are defined in the measure theoretical category, so that they make sense
“Pm-mod 0” (i.e., up to the sets of Pm-measure 0) only (see Appendix for more details).
The quotient of the path space XZ+ with respect to the partition αn,∞ is the space
X [n,∞) of paths on X running from the time n only. Therefore, one can consider the
space E as the inductive limit (in the measure theoretical category!) of the sequence
of the spaces X [n,∞) endowed with the images of the measure Pm. Denote by Pn,θ the
measure on the space X [n,∞) corresponding to starting the Markov chain at time n with
the initial distribution θ.
Projecting the measure Pn,θ onto E gives the associated tail measure εn,θ. Denote
by εn,x the tail measures on E corresponding to starting the Markov chain at time n
from a point x ∈ X (cf. Remark 1.2). Then
(1.2) εn,x =
∫
εn+1,y dπx(y) .
Since tail(x) = tail(x′) if and only if tail(Sx) = tail(Sx′), the action of the time
shift S descends from XZ+ to an invertible transformation of E (also denoted S), and
εn,θ = S
−nεθ.
Definition 1.5. A sequence of functions fn ∈ L
∞(X,m), n ∈ Z+ is called a harmonic
sequence if fn = Pfn+1 for any n ∈ Z+. Denote by HS
∞(X,m, P ) the space of
harmonic sequences endowed with the norm supn ‖fn‖∞.
Theorem 1.6 ([Re84], [Ka92]). The spaces HS∞(X,m, P ) and L∞(E, [εm]) are iso-
metric. This isometry is established by the formulas
(1.3) lim
n→∞
fn(xn) = f̂(tail(x)) , fn(x) = 〈f̂ , εn,x〉 ,
where {fn} ∈ HS
∞(X,m, P ) and f̂ ∈ L∞(E, [εm]).
1.3. The Poisson boundary and harmonic functions.
Definition 1.7. The space Γ of ergodic components of the shift S in the path space
(XZ+ ,Pm) is called the Poisson boundary of the Markov operator P . Denote the
corresponding projection by bnd : XZ+ → Γ.
The Poisson boundary can also be defined as the space of ergodic components of
the transformation S (induced by the shift in the path space) of the tail boundary E.
Therefore, the map bnd is the result of the composition of the maps tail : XZ+ → E
and pΓ : E → Γ. Denote by [νm] = bnd([Pm]) = pΓ([εm]) the harmonic measure
type on Γ, and by νθ = bnd(Pθ) = pΓ(εθ) the harmonic measure corresponding to an
initial probability distribution θ ≺ m, so that νθ ≺ [νm]. By νx we shall denote the
harmonic measures corresponding to individual points x ∈ X (cf. Remark 1.2). Since
Γ is the space of ergodic components of the action of S on E, for any n ≥ 0 we have
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pΓ(εn,θ) = pΓ(εθ) = νθ. Therefore, (1.2) implies that the harmonic measures on Γ
satisfy the stationarity relation
νx =
∫
νy dπx(y) .
Definition 1.8. A function f ∈ L∞(X, µ) is called harmonic with respect to a Markov
operator P : L∞(X,m) ←֓ if f = Pf . Denote by H∞(X,m, P ) the subspace of
L∞(X,m) consisting of harmonic functions.
Any function f ∈ H∞(X,m, P ) determines the harmonic sequence fn ≡ f , so
that H∞(X,m, P ) is isometrically embedded into the space HS∞(X,m, P ). Since the
subspace of S-invariant functions in L∞(E, [εm]) is naturally isometric to the space
L∞(Γ, [νm]) of all bounded measurable functions on the Poisson boundary (which is the
space of S-ergodic components in E), Theorem 1.6 implies
Theorem 1.9 ([Re84], [Ka92]). The spaces H∞(X,m, P ) and L∞(Γ, [νm]) are isomet-
ric. The isometry is established by the formulas
(1.4) lim
n→∞
fn(xn) = f̂(bnd(x)) , f(x) = 〈f̂ , νx〉 ,
where f ∈ H∞(X,m, P ) and f̂ ∈ L∞(Γ, [νm]).
Formula (1.4) and its time dependent counterpart (1.3) are called the Poisson formu-
las . See [Fu63], [Ka96] for a relationship with the classical Poisson formula for bounded
harmonic functions on the unit disk (which is the origin of this term). Criteria of trivial-
ity and of coincidence of the tail and the Poisson boundaries for general Markov chains
are given by the 0–2 laws [De76], [Ka92].
1.4. Non-homogeneous Markov chains.
The notions introduced above also apply to Markov chains which are not homoge-
neous in time. In this situation instead of a single Markov operator P we have a sequence
of Markov operators Pn : L
∞(X,m) ←֓ on the same space (X,m). The operator Pn
governs the transitions of the Markov chain at time n, so that the measure Pθ in the
path space XZ+ corresponding to an initial distribution θ on X satisfies the relations
Eθ(f(xn+1)|xn = x) = Pnf(x) .
The one-dimensional distribution of Pθ at time n+ 1 is θP0,n, where
(1.5) Pk,n = PkPk+1 · · ·Pn , 0 ≤ k ≤ n
are the “time k to time n+ 1” transition operators. The standard way to “make” such
chains homogeneous consists in extending the state space by passing to the “space-time”
Z+ × X (or to Z × X when dealing with negative times as well). Then one can talk
about a single space-time operator
(1.6) Pf(n, ·) = Pnf(n+ 1, ·)
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on Z+×X and about the corresponding time homogeneous Markov chain (which is called
the space-time chain). The projection of the space-time chain onto Z+ is deterministic
and consists in moving forward with unit speed.
The notions of the tail boundary and of harmonic sequences carry over to non-
homogeneous Markov chains without any changes, whereas the Poisson boundary and
harmonic functions do not make much sense in this situation. For the space-time chain
the tail boundary coincides with the Poisson boundary and is the product of the tail
boundary of the original non-homogeneous chain by Z, see [Ka92] for more details.
1.5. Random Markov operators.
Definition 1.10. A random Markov operator on a space (X,m) is determined by a
measure type preserving transformation T of a probability space (Ω, λ) and a measurable
map ω 7→ Pω from Ω to the space of Markov operators on (X,m). We shall call (X,m)
the state space and (Ω, λ) the base space of the random Markov operator {Pω}. Here by
measurability of the map ω 7→ Pω we mean that the integral 〈Pωf, g〉m is a measurable
function of ω for any two functions f ∈ L∞(X,m), g ∈ L1(X,m).
For simplicity we shall always assume that the transformation T is
ergodic and invertible. In most applications the measure λ on Ω is
in addition assumed finite and T -invariant in order to guarantee the
“stochastic homogeneity” of the sequence of operators PTnω.
For any ω ∈ Ω we have a non-homogeneous Markov chain on X determined by the
sequence of operators Pω, PTω, PT 2ω, . . . . Denote by Pω,θ the measure in its path space
XZ+ corresponding to an initial distribution θ on X , and by Eω its tail boundary.
By εω,θ = tailωPω,θ we denote the tail measure on Eω corresponding to the initial
distribution θ on X (the subscript ω indicates that the map tailω is defined on the path
space of the chain determined by ω).
Simultaneously with the Markov operators Pω : L
∞(X,m) ←֓ we shall also consider
the “global” Markov operator
(1.7) Pf(ω, ·) = Pωf(Tω, ·) .
acting on the space L∞(Ω ×X, λ ⊗m). The operator P is an immediate analogue of
the space-time operator (1.6), the only difference being that the role of “time” here is
played by the space Ω endowed with the transformation T . The transition probabilities
of the operator P are
πω,x = δTω ⊗ πx(ω) ,
where πx(ω) are the transition probabilities of the operator Pω. The sample paths of
the operator P have the form
x = (x0, x1, . . . ) , xn = (T
nω, xn) ,
where x = (xn) is a sample path of the non-homogeneous Markov chain determined by
the sequence of operators (Pω, PTω, . . . ). Therefore, the path space of the operator P
can be identified with Ω×XZ+ by the map
(1.8) Π : x 7→ (ω,x) , x = (x0, x1, . . . ) ∈ X
Z+ .
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As usually, denote by Pθ the measure on the path space (Ω×X)
Z+ of the operator P
corresponding to an initial distribution θ on Ω×X . Then
(1.9) ΠPθ =
∫
δω ⊗Pω,θω dθ(ω) ,
where θ is the image of θ under the projection from Ω×X onto Ω, and θω, ω ∈ Ω are
the conditional measures of this projection.
Denote by E the tail boundary of the operator P (1.7). Let
(1.10) ΠΩ : x 7→ ω , x =
(
(ω, x0), (Tω, x1), . . .
)
be the composition of the map Π and the projection from Ω×XZ+ onto Ω. Since the
transformation T is invertible, ΠΩ is measurable with respect to the tail partition of the
path space (Ω×X)Z+ . Therefore, ΠΩ determines a natural projection pΩ : E → Ω.
Proposition 1.11. The fibers of the projection pΩ are the tail boundaries Eω of the
non-homogeneous Markov chains on X associated with the points ω ∈ Ω. More precisely,
for an arbitrary initial distribution θ ≺ λ ⊗ m on Ω × X denote by θω, ω ∈ Ω its
conditional measures on X. Then the conditional measures of the tail measure εθ on E
with respect to the projection pΩ coincide with the tail measures εθω on the tail boundaries
Eω, ω ∈ Ω.
Proof. Although this claim is true in stated full generality, we shall only need it in the
situation when the state space X is countable, so that our proof is restricted just to
this case where it is a direct consequence of the transitivity of ergodic decompositions
of discrete equivalence relations (Appendix, Theorem A.7) [Actually, the same easy
argument is applicable to general Lebesgue spaces X as well, provided the transition
probabilities πx(ω) are purely atomic.] Namely, we shall use the fact that under this
assumption the tail boundary E of the operator P is the space of the ergodic components
of the tail equivalence relation R in the path space
(
(Ω×X)Z+ ,Pθ
)
(see Remark 1.4),
whereas the tail boundaries Eω are the ergodic components of the restrictions of R
to the fibers of the projection ΠΩ (1.10), i.e., to the path spaces of the operators Pω.
Therefore, we are in the setup of Theorem A.7. More precisely, we have the diagram
(
(Ω×X)Z+ ,Pθ
)
(E, εθ) (Ω, θ) ,
tail
ΠΩ
pΩ
..............................
.. ...
...........................................................
...
.....................................................
...
with tail being the projection of the space
(
(Ω×X)Z+ ,Pθ
)
onto the space (E, εθ) of the
ergodic components of the equivalence relation R. Thus, the claim of Proposition 1.11
is a specification of the claim of Theorem A.7. 
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Denote by Γ the Poisson boundary of the operator P . By definition, there is a
projection pΓ : E → Γ. Let σΩ and σΓ be the preimage partitions of the tail boundary
E determined by the projections pΩ and pΓ, respectively.
E
Ω Γ
pΩ pΓ
..............................
.....
................................ .
..
Definition 1.12. A random Markov operator {Pω} has a stable Poisson boundary if
the common refinement σΩ ∨ σΓ of the partitions σΩ and σΓ coincides with the point
partition σE of the tail boundary E, i.e., if the projections pΩ : E → Ω and pΓ : E → Γ
separate points of E.
If {Pω} has a stable Poisson boundary Γ, then the tail boundaries E and Eω, ω ∈ Ω
can be identified with the product Ω × Γ and with Γ, respectively. Therefore, in this
situation the same space Γ is responsible (via the Poisson formula) for an integral
representation both of P -harmonic functions on Ω×X and of (Pω, PTω, . . . )-harmonic
sequences on X for a.e. ω ∈ Ω. In other words, the boundary behaviour of the operators
Pω and the operator P (in the latter case modulo dependence on the initial state) is
described by the same space Γ. If the Poisson boundary Γ of the operator P is trivial,
then stability of {Pω} means that the tail boundary E of P coincides with Ω. The
general case can be reduced to this situation by conditioning the operator P by points
of Γ.
One can easily give a simple (if somewhat degenerate) example of a random Markov
operator whose Poisson boundary is unstable in the sense of Definition 1.12. Basically, it
consists just in taking an ergodic skew product over an ergodic invertible transformation.
Indeed, consider on Ω × X the skew product transformation T˜ (ω, x) = (Tω, ϕ(ω, x))
with the base T , where ϕ : Ω×X → X is a measurable map such that ϕ(ω, ·) : X → X
is invertible, and let Pωf(x) = f(ϕ(ω, x)) be the associated family of deterministic
Markov operators. Then the operator P is also deterministic and corresponds to the
transformation T˜ . Therefore, the tail boundary of P is E = Ω × X , whereas the tail
boundaries of the operators Pω are Eω = X . If T˜ is ergodic (e.g., see [CFS82] for
examples), then the Poisson boundary Γ of P is trivial, which gives an example we are
looking for.
It would be interesting to find general sufficient conditions for stability of the Poisson
boundary of random Markov operators. In Section 4 we shall prove it for group invariant
random Markov operators on certain classes of groups.
2. Random walks with time dependent increments
In this Section we consider random walks on groups which are space homogeneous
without being time homogeneous .
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2.1. Definitions and notations.
Let G be a countable group, and m = mG be the counting measure on G. Denote
by PG the space of probability measures on G. Any measure µ ∈ PG determines the
Markov operator
Pµf(g) =
∑
h
µ(h)f(gh)
commuting with the action of the group G on itself by left translations. The operator
Pµ acts on measures on G by (right) convolution with µ:
θPµ = θµ .
The associated Markov chain on G with the transition probabilities
Prob(xn+1 = gh|xn = g) = µ(h)
which is homogeneous both in time and in space is called the (right) random walk (RW)
on G determined by the measure µ and is denoted RW(µ) (e.g., see [KV83]).
Definition 2.1. For any sequence µ = {µ0, µ1, . . .} ∈ PG
Z+ the associated sequence
of Markov operators Pn = Pµn determines the Markov chain on G whose transition
probabilities at time n are
Prob(xn+1 = gh|xn = g) = µn(h) .
This chain is called a random walk with time dependent increments (RWTDI) on G,
and we denote it RWTDI(µ).
Random walks with time dependent increments are homogeneous in space, but not
in time unless the sequence µ is constant, in which case we have a usual random walk
on the group G homogeneous both in time and space. All objects connected with
RWTDI(µ) obviously depend on the sequence µ. However, for the sake of keeping the
notations concise, we shall usually omit the argument µ.
The “time k to time n+ 1” transition operators (1.5) of RWTDI(µ) are
Pk,nf(g) = Pµk · · ·Pµnf(g) =
∑
h
µk,n(h)f(gh) = Pµk,nf(g) ,
where
µk,n = µkµk+1 . . . µn
is the convolution of the measures µk, µk+1, . . . , µn.
Denote by Pn,θ the measure in the path space G
[n,∞) corresponding to starting
RWTDI(µ) at time n ∈ Z+ with an initial distribution θ. If θ = δg, g ∈ G, then we
use the notation Pn,g. We shall omit the subscript n if n = 0 and the subscript g if
g = e. In particular, we denote by P the probability measure on GZ+ corresponding to
starting RWTDI(µ) from the group identity at time 0. Since G acts on the path space
GZ+ coordinate-wise as (gx)n = gxn, and the transition probabilities of RWTDI(µ) are
G-invariant, Pn,g = gPn, g ∈ G, and Pn,θ = θPn for any initial distribution θ.
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2.2. The tail boundary and conditional chains.
Denote by E the tail boundary of RWTDI(µ), and by εn,θ = tail(Pn,θ) (resp., εn,g,
etc.) the tail measures on E. There are two types of the tail behaviour of RWTDI(µ):
one (rather obvious) is connected with the dependence on the starting point and can
be dealt with by passing to a smaller group (see Theorem 2.10 below); the other one
is more interesting and reflects the “true” tail behaviour which can not be reduced
to a dependence on the initial state. Because of the space homogeneity of RWTDI,
for the study of the latter we may always assume that the starting point is the group
identity. Denote by ε = tail(P) the associated tail measure. Below by the tail boundary
of RWTDI(µ) we shall always mean the space (E, ε) (sometimes we shall also call it
the local tail boundary), whereas the space E endowed with measure type [εm] will be
referred to as the total tail boundary .
The action of G on the path space GZ+ commutes with the time shift, so that this
action descends to an action on E which preserves the tail measure type [εm], and
εn,gθ = gεn,θ for any n ∈ Z+, g ∈ G and any measure θ on G. In particular, εn,θ = θεn.
The stationarity relations (1.2) then imply that
(2.1) εn =
∑
µn(g)gεn+1 = µnεn+1 .
Proposition 2.2. The family of measures Pγ , γ ∈ E on GZ+ defined on cylinder sets
Ce,g1,...,gn = {x ∈ G
Z+ : x0 = e, x1 = g1, . . . , xn = gn}
as
Pγ(Ce,g1,...,gn) = P(Ce,g1,...,gn)
dgnεn
dε
(γ)
is the canonical system of conditional measures of the measure P with respect to the tail
boundary.
Proof. If A is a measurable subset of the tail boundary E with ε(A) = P(tail−1A) > 0,
then by the Markov property
P(Ce,g1,...,gn ∩ tail
−1A) = P(Ce,g1,...,gn)Pn,gn(tail
−1A) = P(Ce,g1,...,gn)gnεn(A)
for any cylinder set Ce,g1,...,gn , whence for the conditional measure P
A(·) = P(·|tail−1A)
we have
PA(Ce,g1,...,gn) =
P(Ce,g1,...,gn)gnεn(A)
P(tail−1A)
= P(Ce,g1,...,gn)
gnεn(A)
ε(A)
.
Therefore,
PA(Ce,g1,...,gn) =
1
ε(A)
∫
A
Pγ(Ce,g1,...,gn) dε(γ)
for any measurable subset A ⊂ E, which implies the claim. 
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Remark 2.3. The definition of conditional measures Pγ , γ ∈ E can be rewritten as
Pγ(Ce,g1,...,gn) = P(Ce,g1,...,gn)
dgnεn
dε
(γ)
= P(Ce,g1,...,gn)
dg1ε1
dε
(γ)
dg2ε2
dg1ε1
(γ) · · ·
dgnεn
dgn−1εn−1
(γ) .
Thus, the measures Pγ are the measures in the path space of conditional Markov chains
on G with the transition probabilities
(2.2)
Probγ(xn+1 = gn+1|xn = gn) = Prob(xn+1 = gn+1|xn = gn)
dgn+1εn+1
dgnεn
(γ)
= µn(g
−1
n gn+1)
dgn+1εn+1
dgnεn
(γ) .
These conditional chains are, generally speaking, inhomogeneous both in space and in
time. Note that (2.2) makes sense only when gn+1εn+1 ≺ gnεn. However, as it follows
from (2.1), this relation is satisfied whenever µ0,n−1(gn) and µn(g
−1
n gn+1) are both non-
zero, i.e., the conditional chains are well-defined on the whole attainability space-time
cone in Z+ ×G with the origin (0, e)
(2.3) C = C(0, e) = {(n+ 1, x) : n ∈ Z+, µ0,n(x) > 0} .
Given a measurable partition ξ of the total tail boundary (E, [εm]) denote by E
ξ
the associated quotient space, and by εξn,θ, etc. the images of the corresponding tail
measures under the projection γ 7→ ξ(γ) from E to Eξ. A partition ξ is called G-
invariant if the action of G on E maps elements of ξ onto elements of ξ (although
individual elements of ξ do not have to be fixed by the action). If ξ is a G-invariant
partition, then the action of G descends from E to the corresponding quotient space
Eξ. Reproducing the proof of Proposition 2.2 we get
Proposition 2.4. Let ξ be a G-invariant measurable partition of the tail boundary E.
Then the family of measures Pξ(γ), γ ∈ E on GZ+ defined on cylinder sets as
Pξ(γ)(Ce,g1,...,gn) = P(Ce,g1,...,gn)
dgnε
ξ
n
dεξ
(ξ(γ))
is the canonical system of conditional measures of the measure P with respect to the
quotient Eξ of the tail boundary by the partition ξ.
2.3. Triviality of the tail boundary.
Definition 2.5. If the tail boundary (E, ε) of RWTDI(µ) is a singleton, we shall say
that it is trivial . In this Section we shall also use the term local triviality in order to
distinguish it from the total triviality of the tail boundary when the total tail boundary
(E, [εm])) is a singleton.
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Theorem 2.6 ([De76], [Ka92]). The tail boundary of RWTDI(µ) is totally trivial iff
‖gµm,n − µ0,n‖ −→
n→∞
0 ∀ g ∈ G, m ∈ Z+ ,
and it is locally trivial iff
‖gµm,n − µ0,n‖ −→
n→∞
0 ∀ g ∈ suppµ0,m−1, m ∈ Z+ ,
where ‖θ‖ denotes the total variation of a measure θ.
Corollary. If the tail boundary of RWTDI(µ) is totally trivial, then for anym ∈ Z+ the
sequence of measures µm,n strongly converges (as n tends to infinity) to left invariance
on G, and therefore the group G must be amenable.
Remark 2.7. Theorem 2.6 implies that the total triviality of the tail boundary of
RWTDI(µ) is equivalent to the total triviality of the tail boundary of RWTDI(Sµ),
where Sµ = (µ1, µ2, . . . ) is the shift of µ = (µ0, µ1, . . . ). It also implies that local
triviality of the tail boundary of RWTDI(Sµ) follows from local triviality of the tail
boundary of RWTDI(µ). However, the converse is not true in general. For the simplest
example take for µ0 any measure whose support consists of more than one point, and
put µ1 = µ2 = · · · = δe.
Obviously, total triviality implies local triviality. We shall show that the converse
is also true under natural irreducibility conditions. For any given g ∈ G the sequence
‖gµ0,n − µ0,n‖ is clearly non-decreasing. Denote by ∆(g) = ∆(g,µ) its limit.
Proposition 2.8. If the tail boundary of RWTDI(µ) is locally trivial, then ∆(g) equals
either 0 or 2 for any g ∈ G.
Proof. Let
A = {x ∈ GZ+ : (n, xn) ∈ C for a certain n ∈ Z+} ,
where C = C(0, e) is the attainability cone (2.3) in Z+ ×G. Clearly, for Pm-a.e. path
x if (k, xk) ∈ C then also (n, xn) ∈ C for all n > k, so that the set A is measurable with
respect to the tail partition. Since the tail boundary is locally trivial, Pg(A) equals 0
or 1 for any g ∈ G.
Suppose that ∆(g) < 2, i.e., for a certain n ≥ 0 the measures gµ0,n and µ0,n are
non-singular. Then Pg(A) > 0, and by the above Pg(A) = 1, so that Pg-a.e. path
eventually hits the cone C. Denote by
τ(x) = min{n ∈ Z+ : (n, xn) ∈ C}
the first hitting time, and by θ the corresponding hitting distribution on C:
θ(n, x) = Pg{x ∈ G
Z+ : τ(x) = n, xn = x} .
By the Markov property for any n ∈ Z+ the measure gµ0,n decomposes as
gµ0,n =
∑
(k,x)∈C:k≤n
θ(k, x)xµk,n + αn ,
where ‖αn‖ → 0. On the other hand, by the local triviality of the tail boundary
‖xµk,n − µ0,n‖ → 0
for any (k, x) ∈ C, and we are done. 
Denote by G(µ) the subgroup of G generated by all g ∈ G such that the measures
µ0,n and gµ0,n are non-singular for a certain n. Proposition 2.8 implies
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Proposition 2.9. If the tail boundary of RWTDI(µ) is locally trivial, then
G(µ) = {g ∈ G : ∆(g) = 0} .
Corollary. If the tail boundary of RWTDI(µ) is locally trivial, then the group G(µ) is
amenable.
Theorem 2.10. If the tail boundary of RWTDI(µ) is locally trivial, then its total tail
boundary is isomorphic to the coset space G/G(µ), and the boundary map tail has the
form
tail(x) = x0G(µ) .
Proof. As it follows from Proposition 2.9, sample paths of RWTDI(µ) issued from differ-
ent cosets of G(µ) never intersect, so that the map x 7→ x0G(µ) is indeed measurable
with respect to the tail partition. On the other hand, again by Proposition 2.9, the
tail boundary is trivial with respect to any initial distribution concentrated on a single
coset. 
We shall say that RWTDI(µ) is irreducible if G(µ) = G. In particular, if all points of
G are attainable with positive probability from the group identity (≡ from an arbitrary
starting point), i.e., if
⋃
n∈Z+
suppµ0,n = G, then RWTDI(µ) is irreducible. Thus,
Theorem 2.10 implies
Proposition 2.11. The tail boundary of an irreducible RWTDI with locally trivial tail
boundary is totally trivial.
Remark 2.12. An immediate generalization of irreducible RWTDI is provided by peri-
odic RWTDI. We shall say that RWTDI(µ) has period d ≥ 1 if there exists a homo-
morphism ϕ : G → Zd such that all measures µn are concentrated on ϕ
−1(1), and the
RWTDI on G0 = kerϕ determined by the sequence of measures
µ′n = µndµnd+1 · · ·µ(n+1)d−1
is irreducible. In this case G(µ) = G0, and the total tail boundary is isomorphic to Zd.
2.4. The entropy.
Below we shall need several facts from the entropy theory of measurable partitions of
Lebesgue spaces [Ro67]. First recall that the entropy of a discrete probability distribution
p = (p1, p2, . . . ) is defined as H(p) = −
∑
i pi log pi. The entropy H(ξ) = Hm(ξ) of a
countable partition ξ = {Xi} of a Lebesgue probability space (X,m) is defined as the
entropy of the probability distribution pi = m(Xi). In other words,
H(ξ) = −
∫
logm(ξ(x)) dm(x) ,
where ξ(x) is the element of the partition ξ containing x. Given another measurable
(not necessarily countable!) partition ζ of X , the conditional entropy of ξ with respect
to ζ is defined as
H(ξ|ζ) =
∫
Hζ(x)(ξ) dm(x) = −
∫
logmζ(x)(ξ(x)) dm(x) .
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where x 7→ ζ(x) ⊂ X is the projection from the space (X,m) onto its quotient by the
partition ζ (we identify the points of the quotient space with the corresponding elements
of the partition ζ), the measures mζ(x) are the conditional measures of this projection,
and Hζ(x)(ξ) is the entropy of ξ with respect to the measure m
ζ(x).
Proposition 2.13 ([Ro67]). Let ξ and ζ be measurable partitions of a Lebesgue space
(X,m). If ξ is countable with H(ξ) <∞, then
(i) 0 ≤ H(ξ|ζ) ≤ H(ξ), and H(ξ|ζ) = 0 (resp., H(ξ|ζ) = H(ξ)) iff ζ is a refinement
of ξ (resp., ζ and ξ are independent).
(ii) If ζ ′ is a refinement of ζ, then H(ξ|ζ ′) ≤ H(ξ|ζ), and the equality holds iff
mζ
′(x)(ξ(x)) = mζ(x)(ξ(x)) for m-a.e. x ∈ X.
(iii) If ζ is the limit of a monotonously decreasing sequence of measurable partitions
ζn, then H(ξ|ζn)ր H(ξ|ζ).
Theorem 2.14. If a sequence µ = (µ0, µ1, . . . ) ∈ PG
Z+ is such that H(µn) < ∞ for
all measures µn, then for any k ∈ Z+ there exists a limit
hk = hk(µ) = lim
n→∞
[
H(µ0,n)−H(µk,n)
]
≥ 0 ,
and the tail boundary of RWTDI(µ) is (locally) trivial iff hk(µ) = 0 for all k.
Proof. For the coordinate partitions of the path space (P, GZ+) the Markov property
yields
(2.4) H(α0,k) =
k−1∑
i=0
H(µi) ,
and for k < n
H(α0,k|αn,∞) =
k−1∑
i=0
H(µi) +H(µk,n−1)−H(µ0,n−1)
= H(α0,k) +H(µk,n−1)−H(µ0,n−1) .
The partitions αn,∞ are decreasing to the tail partition α∞. Therefore by Proposition
2.13 (i), (iii) the limits hk exist, and
(2.5) H(α0,k|α∞) = H(α0,k)− hk ≤ H(α0,k) .
Moreover, hk = 0 iff
H(α0.k) = H(α0,k|α∞) ,
i.e., iff the partitions α0,k and α∞ are independent, see Proposition 2.13 (i). This is
obviously the case if α∞ is trivial, i.e., if the tail boundary is locally trivial. Conversely,
if all hk equal 0, then α∞ is independent of all coordinate partitions α0,k, and therefore
of the point partition of the path space, so that α∞ must be trivial. 
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3. Random walks with random transitions probabilities
Random walks with random transitions probabilities are a specialization of the notion
of random Markov operators discussed in Section 1.5.
3.1. Definitions and preliminaries.
Definition 3.1. Let (Ω, λ) be a probability Lebesgue measure space endowed with an
invertible ergodic measure preserving transformation T , and
µ : Ω→ PG , ω 7→ µω
be a measurable map. Put
µω =
(
µω, µTω, µT
2ω, . . .
)
∈ PGZ+ .
The family of RWTDI(µω) parameterized by the points ω ∈ Ω is called a random
walk on G with random transition probabilities (RWRTP), for which we shall use the
notation RWRTP(Ω, λ, T, µ). Below we shall usually write just RWTDI(ω) instead of
RWTDI(µω).
Simultaneously with the chains RWTDI(ω) on G parameterized by the points ω ∈ Ω
we shall also consider the “global chain” on the space Ω×G determined by the Markov
operator
(3.1) P : L∞(Ω×G, λ⊗m) ←֓ , Pf(ω, g) =
∑
µω(h)f(Tω, gh) ,
with the transition probabilities πω,g = δTω⊗gµ
ω (cf. (1.7)). This chain is homogeneous
both in time and space (with respect to the dissipative action of G on Ω × G by left
translations), and the σ-finite measure λ⊗m is easily seen to be P -stationary, so that the
operator P is a covering Markov operator in the sense of [Ka95]. The corresponding
quotient chain on the space Ω is deterministic with the transitions ω → Tω. The
projection of the “global chain” starting from a fixed point ω ∈ Ω onto G is the RWTDI
determined by the sequence µω (cf. Section 1.5).
Let Pλ be the measure in the path space (Ω × G)
Z+ of the operator P determined
by the initial distribution λ = λ ⊗ δe on Ω × G. Then by formula (1.9) the map
Π : x 7→ (ω,x) (1.8) is an isomorphism between the spaces
(
(Ω × G)Z+ ,Pλ
)
and
(Ω×GZ+ ,P), where
(3.2) P =
∫
δω ⊗Pω dλ(ω) ,
andPω denotes the probability measure on the path spaceG
Z+ corresponding to starting
RWTDI(ω) from the identity of the group.
One can also identify the space of paths x ∈ GZ+ starting from x0 = e with the space
H ∼= GZ+ of increments h = (h0, h1, . . . ) by the map
x 7→ h , xn = h0h1 · · ·hn−1 , n > 0 .
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[Although the path space and the space of increments in G both coincide with GZ+ ,
their meaning for us is quite different, which is why we use a separate notation for the
space of increments.] Therefore, the space (Ω×GZ+ ,P) ∼=
(
(Ω×G)Z+ ,Pλ
)
is isomorphic
to the space (Ω×H,Q), where
Q =
∫
δω ⊗
∞⊗
i=0
µT
iω dλ(ω) .
Below we shall freely switch between the three descriptions of the same measure space
(Ω×GZ+ ,P) ∼=
(
(Ω×G)Z+ ,Pλ
)
∼= (Ω×H,Q)
using the correspondence
(3.3)
(ω,x) =
(
ω, (e, x1, x2, . . . )
)
←→ x = (xn) =
(
(ω, e), (Tω, x1), (T
2ω, x2), . . .
)
←→ (ω,h) =
(
ω, (hn)
)
=
(
ω, (x1, x
−1
1 x2, x
−1
2 x3, . . . )
)
.
For uniformity we shall usually refer to this measure space as (Ω× GZ+ ,P) “changing
variables” by formulas (3.3) if necessary.
Denote by E (resp., Γ) the tail (resp., the Poisson) boundary of the operator P (3.1).
Below we shall only be interested in the boundary behaviour of the operator P and of
RWTDI(ω) which is not reducible to a dependence on the starting point (cf. Section
2.3). Therefore, the tail boundary E will always be endowed with the tail measure
ε = tailP. By ν = bndP = pΓε (where pΓ is the projection E → Γ) we denote the
corresponding harmonic measure on the Poisson boundary.
The fibers of the projection pΩ : (E, ε) → (Ω, λ) are the tail boundaries (Eω, εω) of
RWTDI(ω), where εω is the tail measure on Eω corresponding to starting RWTDI(ω)
from the group identity at time 0 (Proposition 1.11). More generally, by εn,ω we denote
the tail measure on Eω corresponding to starting RWTDI(ω) from the group identity at
an arbitrary time n ≥ 0. In view of Proposition 1.11 we may also consider the measures
εω, εn,ω as measures on E. By νω = pΓεω = pΓεn,ω we denote the corresponding
harmonic measures on the Poisson boundary Γ of the operator P . In other words,
εω = tail(Pω) and νω = bnd(Pω).
The action of G descends from the path space to the tail boundary and to the Poisson
boundary, and clearly gεo = tail(gPω) and gνω = bnd(gPω) are the measures on E
(resp., on Γ) corresponding to starting RWTDI(ω) from the point g ∈ G at time 0.
Then formula (2.1) takes in this setup the form
εn,ω = µ
ωεn+1,Tω .
Therefore,
νω = µ
ωνTω .
The Poisson formulas for bounded harmonic sequences and functions of the operator P
(see Theorems 1.7 and 1.10) take the form, respectively,
fn(ω, g) = 〈f̂ , gεn,ω〉
and
f(ω, g) = 〈f̂ , gνω〉 .
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Proposition 3.2. The tail boundaries of the RWTDI(ω), ω ∈ Ω are all trivial or
non-trivial simultaneously.
Proof. As it follows from Theorem 2.6 (see Remark 2.7), triviality of the tail boundary
of RWTDI(ω) implies triviality of the tail boundary of RWTDI(Tω). Therefore, the
claim follows from ergodicity of the transformation T . 
We shall say that RWRTP(Ω, λ, T, µ) is irreducible if RWTDI(ω) is irreducible for
λ-a.e. ω ∈ Ω (see Definition 2.9). Proposition 1.11 then implies
Proposition 3.3. If RWRTP(Ω, λ, T, µ) is irreducible and the tail boundary of λ-a.e.
RWTDI(ω), ω ∈ Ω is locally trivial, then the Poisson boundary Γ of the operator P is
trivial.
Remark 3.4. Proposition 3.3 remains true if RWRTP(Ω, λ, T, µ) is periodic, i.e., if a.e.
RWTDI(ω) is periodic with the same period d.
Problem 3.5. Give general conditions which would ensure stability (in the sense of
Definition 1.12) of RWRTP(Ω, λ, T, µ).
3.2. The asymptotic entropy.
Definition 3.6. We shall say that RWRTP(Ω, λ, T, µ) has finite entropy if
H = H(Ω, λ, T, µ) =
∫
H(µω) dλ(ω) <∞ .
Theorem 3.7. If RWRTP(Ω, λ, T, µ) has finite entropy, then the limit
(3.4) h = h(Ω, λ, T, µ) = lim
n→∞
H(µω0,n−1)
n
exists a.e. and in the space L1(Ω, λ) and is independent of ω.
Definition 3.8. The limit (3.4) is called the asymptotic entropy of RWRTP(Ω, λ, T, µ).
Proof of Theorem 3.7. The measure µω0,k+n−1 is the convolution of the measures µ
ω
0,k−1
and µωk,k+n−1 = µ
Tkω
0,n−1. Therefore,
H(µω0,k+n−1) ≤ H(µ
ω
0,k−1) +H(µ
Tkω
0,n−1)
so that the sequence of functions ϕn(ω) = H(µ
ω
0,n−1) on Ω satisfies conditions of the
Kingman subadditive ergodic theorem (e.g., see [De80]), which implies the claim. 
Theorem 3.9. If H(Ω, λ, T, µ) < ∞, then h(Ω, λ, T, µ) = 0 iff the tail boundary of
λ-a.e. RWTDI(ω) is trivial.
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Corollary. If h(Ω, λ, T, µ) = 0, then the Poisson boundary of RWRTP(Ω, λ, T, µ) is
trivial.
Remark 3.10. Contrary to the situation with the “ordinary” random walks we do not
know whether triviality of the Poisson boundary of RWRTP(Ω, λ, T, µ) implies that
h(Ω, λ, T, µ) = 0. The reason for this difference is that for ordinary random walks the
tail and the Poisson boundary coincide with respect to any single point initial distri-
bution (e.g., see [Ka92]), so that the entropy criterion of triviality of the tail boundary
automatically becomes the entropy criterion of triviality of the Poisson boundary. How-
ever, for RWRTP the relation between the tail and the Poisson boundaries is more
complicated, see Definition 1.12 (together with the discussion there) and Problem 3.5.
Of course, if the Poisson boundary is stable in the sense of Definition 1.12, then it is
trivial iff the tail boundary Γ coincides with Ω, i.e., iff h(Ω, λ, T, µ) = 0.
Proof of Theorem 3.9. By Theorem 2.14 for λ-a.e. ω ∈ Ω and any k > 0 there exists
the limit
(3.5) h(ω) = lim
n→∞
[
H(µω0,n)−H(µ
ω
1,n)
]
= lim
n→∞
[
H(µω0,n)−H(µ
Tω
0,n−1)
]
,
and the tail boundary of λ-a.e. RWTDI(ω) is locally trivial iff h(ω) = 0 for λ-a.e.
ω ∈ Ω. Since h(ω) ≤ H(µω), the function h is integrable, and the convergence in (3.5)
also holds in the space L1(Ω, ω), whence∫
h(ω) dλ(ω) = lim
n→∞
[∫
H(µω0,n) dλ(ω)−
∫
H(µω0,n−1) dλ(ω)
]
.
Therefore, by (3.4)
(3.6)
∫
h(ω) dλ(ω) = h(Ω, λ, T, µ) .
In particular, h(Ω, λ, T, µ) = 0 iff h ≡ 0. 
Definition 3.11 ([Ka98]). A probability measure Θ on GZ+ has asymptotic entropy
h(Θ) if the following Shannon–Breiman–McMillan type equidistribution condition is
satisfied:
−
1
n
log θn(xn)→ h(Θ)
for Θ-a.e. sequence x = {xn} ∈ G
Z+ and in the space L1(GZ+ ,Θ), where θn are the
one-dimensional distributions of the measure Θ.
The following result shows that for RWRTP the asymptotic entropies in the sense of
Definitions 3.8 and 3.11 coincide.
Theorem 3.12. If H(Ω, λ, T, µ) <∞, then
h(Pω) = h(Ω, λ, T, µ)
for λ-a.e. ω ∈ Ω.
In combination with Theorem 3.9 it immediately implies
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Corollary. If H(Ω, λ, T, µ) <∞ and for λ-a.e. ω ∈ Ω there exists a sequence of finite
subsets An ⊂ G such that log |An| = o(n) and µ
ω
0,n(An) > ε for a certain fixed number
ε > 0, then the tail boundary of RWTDI(ω) is trivial for λ-a.e. ω ∈ Ω.
Lemma 3.13. Let (Sh)n = hn+1 be the shift in the space of increments H. Then the
transformation
T (ω,h) = (Tω, Sh)
of the space (Ω×GZ+ ,P) ∼= (Ω×H,Q) (see (3.3)) is measure preserving and ergodic.
Proof. The map (
ω, (h0, h1, . . . )
)
7→
(
(ω, h0), (Tω, h1), . . .
)
identifies the space (Ω×H,Q) with the path space of the Markov chain on Ω×G with
the transition probabilities
(3.7) Prob
[
(Tω, h′)|(ω, h)
]
= µTω(h′)
and the initial distribution dθ(ω, h) = dλ(ω)µω(h). This identification conjugates T
with the shift in (Ω × G)Z+ . By T -invariance of λ the measure θ is stationary with
respect to the transition probabilities (3.7), so that the measure Q is T -invariant (this
fact can be also easily checked directly).
Further, since the measure θ is finite, ergodicity of Q with respect to T is equivalent
to absence of non-constant bounded harmonic functions of the chain (3.7), e.g., see
[Ka92]. The transition probabilities (3.7) from a point (ω, h) do not depend on h, so
that any such function depends on ω only, i.e., is a non-constant T -invariant function
on Ω, which is impossible by ergodicity of T . 
Remark 3.14. In terms of the path space (Ω × G)Z+ the transformation T takes the
form(
(ω, e), (Tω, x1), (T
2ω, x2), . . .
)
7→
(
(Tω, e), (T 2ω, x−11 x2), (T
3ω, x−11 x3), . . .
)
,
i.e., it is the combination of the shift in the path space with the subsequent group
translation consisting in moving the origin of the shifted path to the identity of G.
Proof of Theorem 3.12. Put
ϕn(ω,h) = − logµ
ω
0,n−1(xn) = − logµ
ω
0,n−1(h0h1 · · ·hn−1) .
Since
µω0,k+n−1(h0h1 · · ·hk+n−1) ≥ µ
ω
0,k−1(h0h1 · · ·hk−1)µ
ω
k,k+n−1(hkhk+1 · · ·hk+n−1) ,
we have
ϕk+n(ω,h) ≤ ϕk(ω,h) + ϕn(T
kω, Skh) .
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Finiteness of entropy of RWRTP(Ω, λ, T, µ) means that
(3.8)
∫
ϕ1(ω,h) dQ(ω,h) = −
∫
logµω(h0) dQ(ω,h)
= −
∫ ∑
g
log µω(g)µω(g) dλ(ω)
=
∫
H(µω) dλ(ω) = H(Ω, λ, T, µ) <∞ ,
so that the conditions of the Kingman subadditive ergodic theorem are satisfied, and
therefore there exists a limit
(3.9) lim
n→∞
−
1
n
logµω0,n−1(h0h1 · · ·hn−1)
for Q-a.e. pair (ω,h) ∈ Ω×H and in the space L1(Ω×H,Q). Since∫
ϕn(ω,h) dQ(ω,h) =
∫
H(µω0,n−1) dλ(ω)
(cf. (3.8)), and
1
n
∫
H(µω0,n−1) dλ(ω)→ h(Ω, λ, T, µ)
by Theorem 3.7, the limit (3.9) coincides with h(Ω, λ, T, µ). 
3.3. The asymptotic entropy of conditional chains.
We shall apply to the partitions of the path space of the operator P (3.1) the notations
αk, αk,l, etc. introduced in Section 1.2 (sometimes we overline the objects connected
with the operator P on the state space Ω × G in order to distinguish them from the
objects associated with the individual RWRTP(ω) on G). We continue to use the
identifications (3.3). In the model (Ω × H,Q) of the path space ((Ω × G)Z+ ,Pλ)
∼=
(Ω × GZ+ ,P) the partition α0,n coincides with the common refinement of the point
partition of the space Ω and the partition of H determined by the first n coordinates
h0, h1, . . . , hn−1. In particular, α0 coincides P-mod 0 with the preimage partition of the
projection ΠΩ : x 7→ ω (1.10). By α∞ = limαn,∞ we denote the tail partition. Note
that α∞ is a refinement of α0, see Proposition 1.11.
Below all the entropies and the conditional entropies of partitions of the space Ω ×
GZ+ are calculated with respect to the measure P. We begin with expressing the
asymptotic entropy h(Ω, λ, T, µ) in terms of the conditional entropies of coordinate
partitions. Integrating formula (2.5) with respect to the measure λ and using (2.4),
(3.5) and (3.6), we obtain
Lemma 3.15. If H(Ω, λ, T, µ) <∞, then for any k ≥ 0
H(α0,k|α∞) = k
[
H(Ω, λ, T, µ)− h(Ω, λ, T, µ)
]
.
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By σE (resp., σΩ) we denote the point partition of the tail boundary (E, ε) (resp.,
the partition generated by the projection pΩ : E → Ω, see Proposition 1.11). Let ξ be
a G-invariant partition of E which is a refinement of σΩ. Denote by αξ = tail
−1ξ the
partition of the path space ((Ω × G)Z+ ,Pλ)
∼= (Ω × GZ+ ,P) which is the preimage of
ξ under the map tail. Since tail−1σE is the tail partition α∞, and tail
−1σΩ = α0, we
have
α0 4 αξ 4 α∞ .
The quotient (Eξ, εξ) of the tail boundary (E, ε) by the partition ξ can be also considered
as the quotient of the path space by the partition αξ. Denote by
tail
ξ : (Ω×GZ+ ,P)→ (Eξ, εξ)
the associated quotient map. The spaces (Eξ, εξ) are “random analogues” of the µ-
boundaries in the case of usual time homogeneous random walks on groups, see [Fu71],
[Ka00]. If ξ = σE , then tail
ξ = tail, and if ξ = σΩ, then tail
ξ coincides with the
projection ΠΩ (1.10). Denote by ε
ξ
ω = ε
ξ
0,ω (resp., ε
ξ
n,ω) the images of the tail measures
εω (resp., εn,ω) under the projection E → E
ξ.
Lemma 3.16. If H(Ω, λ, T, µ) <∞, then for any k ≥ 0
H(α0,k|αξ) = kH(α0,1|αξ)
= k
[
H(Ω, λ, T, µ)−
∫
log
dx1ε
ξ
1,Tω
dεξω
(tailξ(ω,x)) dP(ω,x)
]
.
Proof. Since σΩ 4 ξ, conditioning by ξ uniquely determines the starting point ω of the
sample path x←→ (ω,x). The traces of ξ on the elements of the partition σΩ (i.e., on
the tail boundaries Eω, see Proposition 1.11) are G-invariant partitions, so that we may
apply Proposition 2.4, according to which the conditional probability of the element of
the partition α0,k containing given (ω,x)←→ (ω,h) with respect to the partition αξ is
µω(h1)µ
Tω(h2) . . . µ
Tk−1ω(hk)
dxkε
ξ
k,Tkω
dεξω
(tailξ(ω,x)) ,
whence integrating we obtain
H(α0,k|αξ) = kH(Ω, λ, T, µ)−
∫
log
dxkε
ξ
k,Tkω
dεξω
(tailξ(ω,x)) dP(ω,x) .
The integrand in the last term in the right hand side telescopes as
log
dxkε
ξ
k,Tkω
dεξω
(tailξ(ω,x)) =
k−1∑
i=0
ϕ(T
i
(ω,x)) ,
where
ϕ(ω, x) = log
dx1ε
ξ
1,Tω
dεξω
(tailξ(ω,x)) ,
and T is the transformation of the path space Ω×GZ+ introduced in Lemma 3.13. Since
T preserves the measure P, we get the claim. 
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Corollary. If H(Ω, λ, T, µ) <∞, then
h(Ω, λ, T, µ) =
∫
log
dx1ε1,Tω
dεω
(tail(ω,x)) .
Lemma 3.17. Let ξ and ξ′ be two G-invariant measurable partitions of the tail bound-
ary E such that σΩ 4 ξ 4 ξ
′. If H(Ω, λ, T, µ) <∞, then
H(α0,1|αξ) ≥ H(α0,1|αξ′) ,
and the equality holds iff ξ = ξ′.
Proof. Obviously, if ξ′ is a refinement of ξ, then αξ′ is a refinement of αξ, so that
the inequality follows from Proposition 2.13 (ii). If H(α0,1|αξ) = H(α0,1|αξ′), then by
Lemma 3.16, H(α0,k|αξ) = H(α0.k|αξ′) for any k ≥ 1, which by Proposition 2.13 (ii)
means that for ε-a.e. point γ ∈ E the k-dimensional distributions of the conditional
measures P
ξ(γ)
and P
ξ′(γ)
are the same. Therefore, for ε-a.e. γ ∈ E the conditional
measures P
ξ(γ)
and P
ξ′(γ)
coincide, which is only possible if ξ = ξ′. 
Corollary. Let ξ be a G-invariant measurable partitions of the tail boundary E such
that σΩ 4 ξ. Then ξ = σE iff
H(α0,1|αξ) = H(α0,1|α∞) ,
Theorem 3.18. Let ξ be a G-invariant measurable partition of the tail boundary E
such that σΩ 4 ξ. If H(Ω, λ, T, µ) <∞, then for ε
ξ-a.e. point ξ(γ) ∈ Eξ the asymptotic
entropy (in the sense of Definition 3.11) of the conditional measure P
ξ(γ)
exists and is
equal to
(3.10) h(P
ξ(γ)
) = h(Ω, λ, T, µ)−
∫
log
dx1ε
ξ
1,Tω
dεξω
(tailξ(ω,x)) dP(ω,x) .
Proof. Since σΩ 4 ξ, by Proposition 2.4 the one-dimensional distributions π
ξ(γ)
n of the
conditional measure P
ξ(γ)
are
πξ(γ)n (g) = µ
ω
0,n−1(g)
dgεξn,Tnω
dεξω
(ξ(γ)) ,
where the point ω = ω(γ) ∈ Ω is determined by the projection Eξ → Ω. Theorem 3.12
implies the convergence (P-a.e. and in the space L1(Ω×GZ+ ,P))
(3.11) −
1
n
logµω0,n−1(xn)→ h(Ω, λ, T, µ) ,
RANDOM WALKS WITH RANDOM TRANSITION PROBABILITIES 25
and the telescoping at the end of the proof of Lemma 3.16 in combination with the
Birkhoff ergodic theorem for the transformation T yields the convergence (also a.e. and
in the L1-space),
(3.12)
1
n
log
dxnε
ξ
n,Tnω
dεξω
(tailξ(ω,x))→
∫
log
dx1ε
ξ
1,Tω
dεξω
(tailξ(ω,x)) dP(ω,x) .
Combining (3.11) and (3.12), we obtain the convergence (P-a.e. and in the L1-space)
of
−
1
n
log πtail
ξ(ω,x)
n (xn)
to the limit (3.10), which implies the claim, because the measures P
ξ(γ)
are the condi-
tional measures of the measure P with respect to the partition αξ. 
Now, combining Theorem 3.18 with Lemmas 3.15, 3.16 and 3.17, we get the following
generalization of Theorem 3.9
Theorem 3.19. Let ξ be a G-invariant measurable partition of the tail boundary E
such that σΩ 4 ξ. If H(Ω, λ, T, µ) <∞, then ξ = σE iff the asymptotic entropies of the
conditional measures P
ξ(γ)
vanish.
Corollary. The partition ξ coincides with σE iff for ε
ξ-a.e. point ξ(γ) ∈ Eξ there
exist ε > 0 and a sequence of sets An = An(ξ(γ)) ⊂ G such that log |An| = o(n) and
π
ξ(γ)
n (An) > ε for all sufficiently large n.
4. Triviality and identification of the tail and the Poisson boundaries
In this section we consider several concrete classes of groups and describe the bound-
aries of RWRTP on these groups.
4.1. Boundary triviality.
The entropy theory developed in Section 3 allows one to extend to RWRTP almost
all results on triviality and identification of the boundaries earlier obtained for usual
random walks, see [KV83], [Ka00].
Throughout this section we assume that the group G acts by isometries on a complete
metric space (X, d). Fix once and forever a reference point o ∈ X (its choice is irrelevant
for what follows) and put
|g| = |g|X = d(o, go) , g ∈ G .
Suppose that the group G has bounded exponential growth with respect to the space X ,
i.e.,
(4.1) v(G,X) = lim sup
t→∞
1
t
log card{g ∈ G : |g|X ≤ t} <∞ .
If G is a finitely generated group, and X ∼= G is its Cayley graph determined by a finite
generating set and endowed with the associated word metric d, then condition (4.1) is
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obviously satisfied. Another example is provided by a discrete subgroup G of isometries
of a Riemannian manifold of bounded geometry X . If v(G,X) = 0 we shall say that
the group G has subexponential growth.
For a measure θ ∈ PG denote by
|θ| =
∑
g
d(o, go)θ(g)
its first moment . We shall say that RWRTP(Ω, λ, T µ) has a finite first moment (with
respect to the space X) if ∫
|µω| dλ(ω) <∞ .
Using the triangle inequality and the Kingman subadditive ergodic theorem, we derive
Theorem 4.1. If RWRTP(Ω, λ, T, µ) on the group G has a finite first moment with
respect to the space X then there exists a number l = l(Ω, λ, T, µ,X) called the linear
rate of escape such that for P-a.e. (ω,x) ∈ Ω×GZ+ ,
lim
n→∞
|xn|X
n
= l .
The convergence also holds in the space L1(Ω×GZ+ ,P), where P is the measure (3.2).
Lemma 4.2 ([De86]). There exists a constant C = C(G,X) such that for any measure
θ ∈ PG,
H(θ) ≤ C(|θ|K + 1) .
Now, using Theorem 3.12 we obtain in the same way as for ordinary random walks
on groups (see [Gu80]) the following result
Theorem 4.3. If RWRTP(Ω, λ, T, µ) on G has a finite first moment, then its entropy
h(Ω, λ, T, µ), the rate of escape l(Ω, λ, T, µ,X) and the rate of growth v(G,X) satisfy
the inequality
h ≤ lv .
Corollary (cf. Proposition 2.9). If RWRTP(Ω, λ, T, µ) is irreducible and the group G
is non-amenable, then l > 0.
Theorem 4.3 in combination with Theorem 3.9 implies triviality of the tail boundaries
of λ-a.e. RWTDI(ω) and of the Poisson boundary of RWRTP(Ω, λ, T, µ) when either
l(Ω, λ, T, µ,X) or v(G,X) vanish. Since any finitely generated nilpotent group has
polynomial growth (with respect to the word metric determined by any finite generating
set), we obtain
Theorem 4.4. The Poisson boundary of any RWRTP with a finite first moment on a
finitely generated nilpotent group is trivial.
Combining Theorem 4.4 with Proposition 2.9 we now obtain
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Theorem 4.5. Let (Ω, λ, T, µ) be an irreducible RWRTP with a finite first moment on
a finitely generated nilpotent group G. Then for any g ∈ G and λ-a.e. ω ∈ Ω
‖gµω0,n − µ
ω
0,n‖ −→
n→∞
0 ,
i.e., a.e. sequence µω0,n strongly converges to left invariance on G.
Remark 4.6. By completely different methods Theorem 4.5 was proved in [MR94],
[LRW94], and [Ru95] for compact and abelian groups without any additional moment
assumptions.
Returning to Theorem 4.3, recall that another way of proving boundary triviality
consists in showing that the rate of escape l(Ω, λ, T, µ,X) vanishes. The methods used
in [Ka91] allow one to do it for “centered” RWRTP on several classes of solvable groups
in the same way as for usual time homogeneous random walks. For the sake of brevity
we shall consider just the class of polycyclic groups . Without loss of generality we may
assume that the polycyclic group G = A ⋌ N is the semi-direct product of an abelian
group A ∼= Zd and a normal finitely generated nilpotent subgroup N (see [Ka91]). For
a measure θ on G denote by θA its projection onto A, and by
θA =
∑
a∈A
θA(a)a ∈ R
d
the barycenter of θA (this definition requires finiteness of the first moment of the
measure θA). If θA = 0, then the measure θ is called centered . We shall say that
RWRTP(Ω, λ, T, µ) on G with a finite first moment is centered if∫
µωA dλ(ω) <∞ .
Theorem 4.7. The Poisson boundary of any centered RWRTP with a finite first mo-
ment on a polycyclic group is trivial.
Theorem 4.8. For any centered irreducible RWRTP with a finite first moment on a
polycyclic group G a.e. sequence µω0,n strongly converges to left invariance on G.
4.2. Boundary identification.
We shall now look at the problem of identifying the tail and the Poisson boundaries
of RWRTP on groups. Suppose, for the sake of argument, that our group G admits
an invariant compactification G with the boundary ∂G (i.e., the action of G on itself
by left translations extends to a continuous action on G), and that Pω-a.e. sample
path x = (xn) converges in this compactification to a limit point x∞ = x∞(x) ∈ ∂G
for λ-a.e. ω ∈ Ω. Obviously, the map x 7→ x∞ is measurable with respect to the tail
σ-algebra of the global operator P on Ω × G (actually, the topological nature of ∂G
is completely irrelevant for what follows). Therefore, the map (ω,x) 7→ (ω, x∞) gives
rise to a measurable partition ξ of the Poisson boundary E of the operator P . The
partition ξ is G-invariant, and it is a refinement of the partition σΩ determined by the
projection E → Ω. Coincidence of the partition ξ with the point partition σE of E
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means that the tail boundary E actually can be identified with the product Ω × ∂G.
Therefore, in the latter case the Poisson boundary of the RWRTP is stable (in the sense
of Definition 1.12), i.e., the Poisson boundary of the operator P and the tail boundaries
Eω can be both identified with ∂G.
The main method of proving boundary convergence for “groups with hyperbolic
properties” goes back to Furstenberg [Fu71] and consists in using the martingale con-
vergence theorem in combination with contracting (proximality) properties of the action
of G on the boundary ∂G, see [CS89], [Wo93], [Ka00]. This method does not impose any
moment conditions on the random walk and may be combined with the “strip approxi-
mation” criteria [Ka00] to give a full boundary identification. However, its application
to RWRTP is rather tedious and we could not get rid of rather awkward conditions
on the measures µω (like existence of a single non-degenerate measure on G dominated
by a.e. µω) following this way. Instead of this we shall use the “ray approximation”
approach (see [Ka00]) and its recent generalization obtained in [KMa99] which will save
us from a good deal of technical details.
Recall that a metric space (X, d) is called convex if for any two points x, y ∈ X there
exists a midpoint z ∈ X such that
d(x, z) = d(y, z) =
1
2
d(x, y) .
In a complete convex space any two points can be joined by a geodesic (see the related
definitions in [BH99]).
A metric space (X, d) is called uniformly convex if it is convex and in addition there
exists a strictly decreasing continuous function ϕ on [0, 1] with ϕ(0) = 1 such that for
any x, y, w ∈ X and a midpoint z of x and y
d(z, w)
R
≤ ϕ
(
d(x, y)
2R
)
,
where R = max{d(x, w), d(y, w)}. The midpoints (and therefore geodesics with given
endpoints) in a uniformly convex space are unique.
A convex metric space (X, d) is called non-positively curved (in the sense of Buse-
mann) if for any x, y, z ∈ X and any midpoints mxz (resp., myz) of x and y (resp., of y
and z)
d(mxz .myz) ≤
1
2
d(x, y) .
From now on we shall assume that
(4.2)
The metric space X on which the group G acts is uniformly convex and
satisfies the Busemann non-positive curvature condition.
Denote by ∂X the space of asymptotic classes of geodesic rays in X . We shall identify
∂X with the space of geodesic rays issued from the point o. Examples of spaces (X, d)
satisfying condition (4.2) include all Cartan–Hadamard manifolds (in particular, non-
compact Riemannian symmetric spaces without compact factors) and all metric trees.
In the first case ∂X is the visibility sphere of X , and in the second case it is the space
of ends of X .
An application of [KMa99] to the transformation T of the space (Ω×GZ+ ,P) gives
RANDOM WALKS WITH RANDOM TRANSITION PROBABILITIES 29
Theorem 4.9. Suppose that RWRTP(Ω, λ, T, µ) on the group G has a finite first mo-
ment, its rate of escape l = l(Ω, λ, T, µ,X) is positive, and the space X satisfies condi-
tions (4.1) and (4.2). Then for P-a.e. (ω,x) ∈ Ω×GZ+ there exists a unique geodesic
ray γ = γ(ω,x) ∈ ∂X such that
d(xn, γ(nl)) = o(n) .
Note that in view of the Corollary of Theorem 4.3 the condition l > 0 in Theorem 4.9
is not really restrictive as discrete groups of isometries of non-positively curved spaces
are usually non-amenable. Theorem 4.9 in combination with Theorem 3.19 immediately
implies
Theorem 4.10. Under conditions of Theorem 4.9 the Poisson boundary of RWRTP is
stable and is isomorphic to the space ∂X with the resulting hitting measure.
Therefore, the Poisson boundary identifies with the natural geometric boundaries for
RWRTP with a finite first moment on free groups and on discrete groups of isometries
of Cartan–Hadamard manifolds (in particular, in discrete subgroups of semi-simple Lie
groups), see [Ka00] for a more detailed description of these boundaries in the case of
usual time homogeneous random walks. Note that Theorem 3.19 allows one to extend
identification of the Poisson boundary with the “natural” boundaries from usual time
homogeneous random walks to RWRTP for several other classes of groups, including
the polycyclic groups and the groups with infinitely many ends, cf. [Ka91] and [Ka00].
Appendix. Borel and Lebesgue spaces, conditional measures,
discrete equivalence relations and ergodic decompositions
In this Appendix we sum up several fundamental definitions and facts about the
objects listed in its title, which are heavily used throughout the paper. Although this
language has become standard in the ergodic theory, it may be less known to proba-
bilists, which is why we preferred to expand on this rather than to restrict ourselves just
to an assortment of references. This brief digest is based on the works of Rokhlin [Ro49],
Feldman–Moore [FM77] and Greschonig–Schmidt [GS01], also see the summaries of the
theory of Lebesgue spaces in [Ro67] and [CFS82].
The only “novelty” here is Theorem A.7 on the transitivity of the ergodic decompo-
sition for discrete equivalence relations (which is used in the article for proving Propo-
sition 1.11 on the decomposition of the tail boundary of the global chain into the tail
boundaries of conditional random chains). We could not find a precise reference to this
fact in the available literature, although it is no doubt known to specialists (as a part
of “folklore”, very much present in this area, cf. the introduction to [GS01]).
Let (X,B) be a standard Borel space, i.e., a complete separable metric space equipped
with the σ-algebra B of Borel subsets. It is isomorphic, as a measurable space, to the
unit interval with its Borel σ-algebra. The measure space (X,F , m), where m is a
probability measure on (X,B), and F is the m-completion of the σ-algebra B (i.e., F is
generated by B and all subsets in X of m-measure 0), is called a Lebesgue space. Any
purely non-atomic Lebesgue space is isomorphic to the unit interval with the Lebesgue
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measure on it. The notion of a Lebesgue space can also be defined intrinsically in
the measure-theoretical category, without referring to standard Borel spaces, see the
fundamental paper of Rokhlin [Ro49] (for the lack of a more modern comprehensive
exposition). As we are working in the measure category, we shall always deal with
Lebesgue spaces mod 0 , i.e., up to subsets of measure 0.
As usually, a homomorphism π : (X,F , m) → (X ′,F ′, m′) of Lebesgue spaces is a
measure preserving surjection, i.e., for any subset A′ ∈ F ′ its preimage π−1(A′) belongs
to F , and m(π−1(A′)) = m′(A′) (actually, any homomorphic image of a Lebesgue
space is also a Lebesgue space). Denote by Fpi ⊂ F the completed preimage σ-algebra
π−1(F ′). An important property of Lebesgue spaces is that, conversely, any complete
sub-σ-algebra of F can be obtained in this way:
Theorem A.1 (Homomorphisms and sub-σ-algebras, [Ro49]). Let (X,F , m) be a
Lebesgue space. Then for any complete sub-σ-algebra F1 ⊂ F there exists a unique
(mod 0) homomorphism π : (X,F , m)→ (X ′,F ′, m′) such that F1 = Fpi. We shall call
the space (X ′,F ′, m′) the quotient of (X,F , m) by the σ-algebra F1.
There is yet another class of objects in one-to-one correspondence with complete
sub-σ-algebras in Lebesgue spaces, that of measurable partitions, which consists of the
partitions ξpi of the space (X,F , m) into the preimages of a homomorphism of Lebesgue
spaces π : (X,F , m) → (X ′,F ′, m′). Once again, there exists an intrinsic definition of
measurable partitions, see [Ro49]; any such partition ξ uniquely determines a homo-
morphism π of Lebesgue spaces with ξ = ξpi and, therefore, the corresponding complete
sub-σ-subalgebra.
Note that uniqueness in Theorem A.1 implies that replacing the measure m on the
space (X,F) with an equivalent measure m˜ leads to the same quotient space (X ′,F ′)
with the measure m˜′ equivalent to m′. This observation allows one to talk in the setup
of Theorem A.1 about quotients for spaces with σ-finite measures as well.
For any measurable subset C (condition) in a probability space (X,F , m) with
m(C) > 0 one has the corresponding conditional measuremC(A) = m(A)/m(C) defined
on the σ-algebra FC = {A∩C : A ∈ F} of subsets of C. In Lebesgue spaces the notion
of a conditional measure can be extended to measure 0 conditions as well, namely, one
can define in a coherent way conditional measures with respect to almost all elements
of any measurable partition.
Theorem A.2 (Canonical systems of conditional measures, [Ro49]). Given a homo-
morphism π : (X,F , m) → (X ′,F ′, m′) of Lebesgue spaces, denote the elements of the
preimage partition ξpi by Xx′ = π
−1(x′), x′ ∈ X ′ . Then the sets Xx′ can be endowed
with structures of Lebesgue spaces (Xx′ ,Fx′ , mx′) in such a way that for any subset
A ∈ F the intersections Ax′ = A ∩Xx′ belong to Fx′ for m
′-a.e. x′ ∈ X ′, the function
x′ 7→ mx′(Ax′) is measurable with respect to the σ-algebra F
′, and
m(A) =
∫
mx′(Ax′) dm
′(x′) .
We shall write the above identity as the decomposition of the measure m into an integral
RANDOM WALKS WITH RANDOM TRANSITION PROBABILITIES 31
of the conditional measures mx′ = mXx′ :
m =
∫
mx′ dm
′(x′) .
The system of measure spaces (Xx′ ,Fx′ , mx′) with the above property is (mod 0) unique,
and it is called the canonical system of conditional measures of the measure m with respect
to the homomorphism π (or: with respect to the measurable partition ξpi, with respect to
the complete sub-σ-algebra Fpi).
Let three Lebesgue spaces (X,F , m), (X ′,F ′, m′) and (X ′′,F ′′, m′′) be connected
with homomorphisms π′, π′′ and p as shown in the following commutative diagram:
(X,F , m)
(X ′,F ′, m′) (X ′′,F ′′, m′′) ,
π′ π′′
p
..............................
. ..
...........................................................
...
....................................................
...
(A.1)
so that the partition ξpi′′ is smaller than the partition ξpi′ (its elements are bigger).
Then for a.e. element Xx′′ , x
′′ ∈ X ′′ of the partition ξpi′′ the partition of the space
(Xx′′ ,Fx′′ , mx′′) induced by ξpi′ is measurable (its elements are the elements Xx′ of ξpi′
contained in Xx′′ , i.e., those, for which p(x
′) = x′′) and is determined by the restriction
of the homomorphism π′ to Xx′′ . Thus, any element Xx′ of the partition ξpi′ can also be
considered as an element of the induced partition of the space Xx′′ , x
′′ = p(x′). Then
the uniqueness part of Theorem A.2 implies:
Theorem A.3 (Transitivity of canonical systems of conditional measures, [Ro67, §1.7]).
For m′-a.e. x′ ∈ X ′ the Lebesgue space structure on the set Xx′ induced by conditioning
directly by the partition ξpi′ and the structure induced conditioning first by the smaller
partition ξpi′′ and then by the induced partition of Xx′′ are the same, i.e.,(
mp(x′)
)
x′
= mx′ for m
′-a.e. x′ ∈ X ′ .
Therefore, for m′′-a.e. x′′ ∈ X ′′
(A.2) mx′′ =
∫
mx′ dm
′
x′′(x
′) ,
where m′x′′ are the conditional measures of m
′ determined by the projection p.
An equivalence relation R ⊂ X × X on a standard Borel space (X,B) is called
Borel if R is a Borel subset of the space X × X (endowed with the product Borel
structure). It is called countable if all its classes are at most countable. If G is a
countable group of Borel automorphisms of (X,B), then the associated orbit equivalence
relation RG = {(x, gx) : x ∈ X, g ∈ G} is obviously countable and Borel. The converse
is also true:
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Theorem A.4 (General and orbit equivalence relations, [FM77]). For any countable
Borel equivalence relation R on a standard Borel space (X,B) there exists a countable
group G of Borel automorphisms of (X,B) such that R = RG.
A measure m on (X,B) is called R-quasi-invariant (and the equivalence relation R
is then called non-singular with respect to m), if it is quasi-invariant with respect to
a certain group G with R = RG. This property does not depend on the choice of the
group G and can actually be formulated for Lebesgue (rather than Borel) spaces in
intrinsic terms without evoking Theorem A.4. In the measure-theoretical category we
shall refer to (classes mod 0) of non-singular countable Borel equivalence relations as
discrete equivalence relations.
Remark A.5. By using Theorem A.4 it is easy to see that for any countable Borel
equivalence relation R and a Borel measure m there always exists a Borel R-quasi-
invariant measure m˜ dominating m.
Let R be a discrete equivalence relation on a Lebesgue space (X,F , m). A subset
A ∈ F is called R-invariant if it is (mod 0) a union of R-classes. Denote by FR the
complete sub-σ-algebra of measurable R-invariant sets. If the σ-algebra FR is trivial,
i.e., if any measurable R-invariant set is (mod 0) either trivial or coincides with X , then
the equivalence relation (X,F , m,R) is called ergodic (or: the measure space (X,F , m)
and the measure m are called R-ergodic).
Theorem A.6 (Ergodic decomposition, see [GS01] and the references therein). Let
R be a discrete equivalence relation on a Lebesgue space (X,F , m). Denote by πR :
(X,F , m)→ (X ′,F ′, m′) the homomorphism of the space (X,m,F) determined by the
σ-algebra FR of R-invariant sets. Let {(Xx′ ,Fx′ , mx′)} be the associated canonical
system of conditional measures. Then for m′-a.e. x′ ∈ X ′ the set Xx′ = π
−1
R (x
′)
as a union of R-classes, and the restriction Rx′ of R onto Xx′ is an ergodic discrete
equivalence relation on the space (Xx′ ,Fx′ , mx′). The homomorphism πR is the unique
homomorphism of the space (X,F , m) with these properties. The spaces (Xx′ ,Fx′ , mx′)
are called the ergodic components of the space (X,F , m) with respect to the equivalence
relation R, and the quotient space (X ′,F ′, m′) is called the space of ergodic components.
Theorem A.7 (Transitivity of the ergodic decomposition). Let R be a discrete equiv-
alence relation on a Lebesgue space (X,F , m). Denote by (X ′,F ′, m′) = π′(X,F , m)
the associated space of ergodic components, and let (X ′′,F ′′, m′′) = p(X ′,F ′, m′) =
π′′(X,F , m) be a quotient of the space (X ′,F ′, m′), see the diagram (A.1). Denote by
mx′ , x
′ ∈ X ′ and mx′′ , x
′′ ∈ X ′′ the conditional measures of m determined by the homo-
morphisms π′ and π′′, respectively, and by m′x′′ , x
′′ ∈ X ′′ the conditional measures of m′
determined by the homomorphism π. Then formula (A.2) provides the ergodic decom-
positions of the measures mx′′ with respect to the corresponding restricted equivalence
relations Rx′′ .
Proof. This is a direct consequence of the uniqueness of the ergodic decomposition
(Theorem A.6) and of the transitivity of the canonical systems of conditional measures
(Theorem A.3). Indeed, almost all measures mx′ are ergodic, so that formula (A.2)
provides a decomposition of the measures mx′′ as integrals of ergodic ones, which by
Theorem A.6 is unique. 
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