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FREDHOLM DETERMINANTS, JIMBO-MIWA-UENO
TAU-FUNCTIONS, AND REPRESENTATION THEORY
Alexei Borodin and Percy Deift
Abstract. The authors show that a wide class of Fredholm determinants arising
in the representation theory of “big” groups such as the infinite–dimensional unitary
group, solve Painleve´ equations. Their methods are based on the theory of integrable
operators and the theory of Riemann–Hilbert problems.
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Introduction
Consider the kernel
K(x, y) =
A(x)B(y)−B(x)A(y)
x− y
√
ψ(x)ψ(y), x, y ∈ ( 1
2
,+∞) , (0.1)
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where
ψ(x) =
sinπz sinπz′
π2
· (x− 1
2
)−z−z′ (
x+ 1
2
)−w−w′
,
A(x) =
(
x+ 12
x− 12
)w′
2F1
[
z + w′, z′ + w′
z + z′ + w + w′
∣∣∣∣∣ 11
2 − x
]
,
B(x) =
Γ(z + w + 1) Γ(z + w′ + 1) Γ(z′ + w + 1) Γ(z′ + w′ + 1)
Γ(z + z′ + w + w′ + 1) Γ(z + z′ + w + w′ + 2)
× 1
x− 1
2
(
x+ 12
x− 1
2
)w′
2F1
[
z + w′ + 1, z′ + w′ + 1
z + z′ + w + w′ + 2
∣∣∣∣∣ 11
2
− x
]
.
Here 2F1
[
a, b
c
∣∣∣ ζ] stands for the Gauss hypergeometric function, and z, z′, w, w′
are some complex numbers. We call K(x, y) the continuous 2F1 kernel or simply
the 2F1 kernel.
The basic problem considered in this paper is the derivation of an ordinary
differential equation for the Fredholm determinant D(s) = det(1−K|(s,+∞)).
This kernel originates in the representation theory of the infinite–dimensional
unitary group U(∞). Briefly, decomposition of a certain natural representation
of U(∞) into irreducibles is described by a probability measure on the infinite-
dimensional space of all irreducible representations; a projection of this measure
onto a 1–dimensional subspace has the distribution function equal toD(s) = det(1−
K|(s,+∞)), where K is as above. The study of this representation theoretic problem
is the main subject of the two recent papers [Ol2], [BO5]. For a more detailed
description of the problem and the results in these papers the reader is referred to
§1 below.
The problem of deriving differential equations for determinants of the form D(s)
as above, has a long history. In their pioneering work [JMMS] in 1980, M. Jimbo,
T. Miwa, Y. Mori, and M. Sato considered the so-called sine kernel which has the
form (0.1) with ψ(x) = 1/π, A(x) = sinx, B(x) = cosx. They showed that the
determinant of the identity operator minus this kernel restricted to an interval of
varying length s can be expressed through a solution of the Painleve´ V equation.
Their proof was based on the theory of isomonodromy deformations of linear sys-
tems of differential equations with rational coefficients. This theory in turn goes
back to the work of Riemann, Schlesinger, Fuchs, Garnier, and others. [JMMS]
used the results of [JMU] and [JM], where the theory of isomonodromy deforma-
tions was developed in a setting more general than in the classic papers mentioned
above. Along with the one interval case, [JMMS] also considered the restriction of
the sine kernel to a union of a finite number of intervals. They showed that the
corresponding Fredholm determinant, as a function of the endpoints of the inter-
vals, is a τ -function (in the sense of [JMU]) of the corresponding isomonodromy
problem. In other words, it can be expressed through a solution of a “completely
integrable” system of partial differential equations called the Schlesinger equations.
Kernels of the form (0.1) are of great interest in random matrix theory. Indeed,
the Fredholm determinant related to the kernel (0.1) restricted to a domain J ,
with A and B being nth and (n − 1)st orthogonal polynomials with the weight
function ψ, measures the probability of having no particles in J for certain n-
particle systems called orthogonal polynomial ensembles. Such systems describe
2
the spectra of random unitary and Hermitian matrices. We refer the reader to
[Me1] for details.
The results of [JMMS] attracted considerable attention in the random matrix
community. In 1992 M. L. Mehta [Me2] rederived the Painleve´ V equation for the
sine kernel. Approximately at the same time, C. Tracy and H. Widom [TW1] gave
their own derivation of this result. Moreover, they produced a general algorithm
(see [TW4]) to obtain a system of partial differential equations for a Fredholm
determinant associated with a kernel of type (0.1) restricted to a union of intervals,
in the case that the functions ψ,A,B satisfy a differential equation of the form
d
dx
[√
ψ(x)A(x)√
ψ(x)B(x)
]
= R(x)
[√
ψ(x)A(x)√
ψ(x)B(x)
]
, (0.2)
where R(x) is a traceless rational 2 × 2 matrix. Using their method, they derived
different Painleve´ equations for a number of kernels relevant to random matrix
theory [TW1]–[TW4].
Shortly after, J. Palmer [Pal] showed that the partial differential equations aris-
ing in the Tracy-Widom method are precisely the Schlesinger equations for an
associated isomonodromy problem.
Among more recent papers, we mention (in no particular order) the works
[AsvM], [AvM], where a different approach to the kernels arising from matrix models
can be found, the paper [HS], where the Painleve´ VI equation for the Jacobi kernel
was derived, the paper [DIZ2], where the theory of Riemann–Hilbert problems was
applied to derive the Schlesinger equations for certain kernels and to analyze the
asymptotics of solutions, the paper [HI], where a multidimensional analog of the
sine kernel was treated using the isomonodromy deformation method, and the pa-
pers [FW], [WF], [WFC], where, in particular, a two-interval situation was reduced
to an ordinary differential equation in one variable.
Returning to our specific 2F1 kernel, we find that our functions ψ,A,B satisfy
an equation of the form (0.2) (see Remark 4.8 below).
However, the method in [TW4] leads in our case to considerable algebraic com-
plexity, and we have not been able to see our way through the calculation. A similar
situation arose in the case of the (simpler) Jacobi kernel, for which the method in
[TW4] leads to a third order differential equation. This equation was shown to
be equivalent to the (second order) Painleve´ VI equation only in the later work of
Haine and Semengue [HS]. In the face of these difficulties, we decided to look for a
different approach.
The representation theoretic origin of the 2F1 kernel suggests a new approach.
It turns out that the construction of the kernel K, see §1, strongly indicates that
K should have a “simple” resolvent kernel L = K(1−K)−1. “Simple” in the sense
that the formula for L(x, y) should not involve any special functions! At the formal
level “det(1−K) = (det(1 + L))−1”. However, we are interested in the restricted
operator K|(s,+∞), and it is not at all clear that the “simple” kernel L can be used
in any way to compute D(s) = det(1−K|(s,+∞)). It is the basic observation of this
paper that the kernel L can indeed be used to compute D(s), and this leads, as we
will see, to the desired differential equations.
In the analysis that follows, a crucial fact is that both kernels K and L are
integrable in the sense of [IIKS]. We refer the reader to the Appendix for the def-
inition and basic properties of integrable operators and also for the definition of a
Riemann–Hilbert Problem (RHP). Our method is as follows (see §5).
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Step 1. The kernel K(x, y) is expressed through an explicit solution of a RHP
(R, v), where v comes from L and is “simple”.
Step 2. D(s) = det(1 − K|(s,+∞)) is expressed through the solution ms of a
normalized RHP ((s,+∞), vˆ), where vˆ involves special functions as in (0.1).
Step 3. The product msm satisfies the RHP (R \ (s,+∞) = (−∞, s], v), where v
is again the “simple” jump matrix occurring in Step 1.
Step 3, which is the key fact, is a consequence of the theory of integrable operators
and the following elementary observation: let Σ = Σ1 ∪ Σ2 ⊂ C be a union of two
contours. Let m,m1 be solutions of the RHP’s (Σ, v), (Σ1, v), respectively. Then
m2 ≡ m1m−1 solves the RHP (Σ2, v2 = m+v−1m−1+ = m−v−1m−1− ). Conversely, if
m,m2 are solutions of the RHP’s (Σ, v), (Σ2, v2), then m1 = m2m solves the RHP
(Σ1, v).
As we will see, if v is the jump matrix associated via the theory of integrable
operators with the kernel L , then m+v
−1m−1+ = m−v
−1m−1− is the jump matrix vˆ
associated with the kernel K.
In the RH framework, differential equations are deduced from the fact that the
jump matrix for the problem at hand can be conjugated to a form which does
not depend on the parameters relevant for the problem. A prototypical calcu-
lation, which can be traced essentially to the beginning of the inverse scattering
theory, is as follows (see, e.g., [DIZ1] and references therein). The defocusing Non-
linear Schroedinger (NLS) equation is associated with the RHP (Σ = R, vx,t =
eiθσ3 v e−iθσ3) where
θ = xζ − tζ2, σ3 =
[
1 0
0 −1
]
, v =
[
1− |r(ζ)|2 r(ζ)
−r¯(ζ) 1
]
for some reflection coefficient r. If m is a solution of (R, vx,t), then Ψ = me
iθσ3
solves the RHP (R, v) which is independent of x and t. It follows that ∂Ψ∂x and
∂Ψ
∂t
solve the same RHP and hence ∂Ψ∂x Ψ
−1 and ∂Ψ∂t Ψ
−1 have no jump across Σ = R.
A short calculation then leads to the Lax pair ∂Ψ∂x = PΨ,
∂Ψ
∂x = LΨ for some
polynomial matrices P = P (ζ), L = L(ζ). Cross–differentiation ∂∂t
∂Ψ
∂x =
∂
∂x
∂Ψ
∂t
then leads to the NLS equation.
As we will see in §4, the jump matrix v in Steps 1 and 3 is easily conjugated to a
jump matrix V which is piecewise constant. In the spirit of the above calculation for
NLS, this means that a solution M of the RHP M+ = M−V can be differentiated
with respect to the variable ζ on the contour, and also with respect to s, leading
as above to the relations of the form ∂M∂ζ = PM ,
∂M
∂s = LM where P = P (ζ) and
L = L(ζ) are now rational. Cross–differentiation then leads to a set of differential
relations. In order to extract specific equations, such as PVI for D(s) = det(1 −
K|(s,+∞)), we recall the result in [Pal]. As V is piecewise constant, the above
equations ∂M∂ζ = PM ,
∂M
∂s = LM describe an isomonodromy deformation, and
hence one can construct an associated tau–function τ = τ(s) as in [JMU]. A separate
calculation (§6) shows that in fact D(s) = τ(s), and PVI follows using calculations
similar to those as in [JM, Appendix C].
The above calculations generalize immediately to the case where the interval
(s,+∞) is replaced by a union of intervals J .
The idea of reducing the Riemann-Hilbert problem for ms to a problem with a
piecewise constant jump matrix has been used recently in [Pal], [HI], [DIZ2], [KH],
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see also [Its]. However, the method outlined above of performing the reduction
seems to be new.
As noted above, the property of the kernel K which is important for us, is the
existence of a simple resolvent kernel L = K(1 − K)−1. This property seems to
be new and was first observed in the context of the representation theory of the
infinite symmetric group S(∞) in [BO1]. In random matrix theory the operators K
which arise are projection operators (of Christoffel–Darboux type), or their scaling
limits. All these kernels have norm 1 and hence the operator L = K(1 −K)−1 is
not defined. However, our problem has a different origin which makes it possible
not only to define L, but also to express it in an explicit way [BO1], [BO5].
The method that we introduce can be used to recover the results in [TW4]
for integrable operators with entries satisfying equations of type (0.2). We will
illustrate the situation in the specific case of the Airy kernel in §9.
In the remainder of the paper we consider a variety of kernels similar to (0.1).
Firstly, we apply our methods to the Jacobi kernel and we prove that the de-
terminant of the identity minus the Jacobi kernel restricted to a finite union of
intervals is the τ -function of the corresponding isomonodromy problem. For the
one interval case we again get the Painleve´ VI equation, reproving the result of
[HS].
Secondly, we apply our formalism to the so-called Whittaker kernel and its special
case – the Laguerre kernel. The Whittaker kernel appeared in the works [P.I-P.V],
[BO1], [Bor1] on the representation theory of the infinite symmetric group. The
calculations for the 2F1 kernel are applicable to (the simpler case of) the Whittaker
kernel. We prove that the Fredholm determinant of the Whittaker kernel on a union
of intervals is a τ -function of an isomonodromy problem, and we derive Painleve´ V
in the one interval case. This last result was proved in [Tr], and in [TW4] for the
special case of the Laguerre kernel.
Finally, we observe that the 2F1 kernel degenerates in a certain limit to a kernel
which we call the confluent hypergeometric kernel. This kernel appears in a problem
of decomposing a remarkable family of probability measures on the space of infinite
Hermitian matrices on ergodic components, see [BO4]. It can also be obtained
as a scaling limit of Christoffel-Darboux kernels for the so-called pseudo-Jacobi
orthogonal polynomials, see [WF], [BO4]. We show that the Fredholm determinant
in the one interval case for this kernel can be expressed in terms of a solution of the
Painleve´ V equation. The confluent hypergeometric kernel depends on 1 complex
parameter r, and for real values of r the last result was proved in [WF]. For r = 0
the kernel turns into the sine kernel, which recovers the original result of [JMMS].
The paper is organized as follows. In §1 we describe the representation theoretic
origin of the problem. In §2 we introduce the 2F1 kernel and study its properties. In
§3 the resolvent kernel L is defined, and the matrix m in Step 1 above is considered.
In §4 we derive the Lax pair forM as above. In §5 we describe the general setting in
which our method is applicable. The reader interested primarily in the derivation
of the differential equations might want to start reading the paper with this section.
In §6 we prove that the Fredholm determinants of kernels, satisfying the general
conditions of §5, are τ -functions of associated isomonodromy problems. In §7 we
solve our initial problem: the Painleve´ VI equation for det(1−K|(s,+∞)) is derived.
§8 deals with the applications of our method to the Jacobi, Whittaker, and confluent
hypergeometric kernels. §9 presents a general approach to kernels of the form (0.1)
subject to (0.2), worked out in the case of the Airy kernel. Finally, the Appendix
5
contains a brief description of the formalism of integrable operators and Riemann-
Hilbert problems.
A discrete version of many of the results in this paper is given in [Bor3].
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1. Harmonic analysis on the infinite-dimensional unitary group
By a character of a (topological) group K (in the sense of von Neumann) we
mean any central (continuous) positive definite function χ on K normalized by the
condition χ(e) = 1. Recall that centrality means χ(gh) = χ(hg) for any g, h ∈ K,
and positive definiteness means
∑
i,j ziz¯j χ(gig
−1
j ) ≥ 0 for any zi ∈ C, gi ∈ K,
i = 1, . . . , n. The characters form a convex set. The extreme points of this set are
called indecomposable characters, and the other points are called decomposable
characters.
The characters of K give rise to representations in two ways.
Through the Gelfand–Naimark–Segal construction each character χ determines
a unitary representation of K which will be denoted as Π(χ). When χ is indecom-
posable, Π(χ) is a factor representation of finite type in the sense of von Neumann,
see [Th]. Recall that Π(χ) is a factor representation means that if S commutes with
{Π(χ)(g), g ∈ K} and S lies in the weak closure W of {Π(χ)(g), g ∈ K}, then S is
a multiple of the identity. Finite type means that W carries a finite trace function.
Alternatively (see [Ol1]), set G = K × K and let diagK denote the diagonal
subgroup in G, which is isomorphic to K. We interpret χ as a function on the first
copy of K in G, and then extend it to the whole group G by the formula
ψ(g1, g2) = χ(g1g
−1
2 ), (g1, g2) ∈ K.
Note that ψ is the only extension of χ that is a diagK-biinvariant function on G.
The function ψ is also positive definite, so the GNS construction assigns to it a
unitary representation which we will denote by T (χ). By its very construction, it
possesses a distinguished diagK-invariant vector.
If χ is indecomposable then T (χ) = T (χ(ω)) is irreducible. The representations
of the form T (χ) with indecomposable χ’s are exactly the irreducible unitary rep-
resentations of the group G possessing a K-invariant vector. See [Ol1] for details.
If K is a finite or compact group then the indecomposable characters of K are
all of the form
χπ(g) =
Tr(π(g))
dimπ
, (1.1)
where π is an irreducible (finite-dimensional) representation of K, and dimπ is its
dimension. Moreover, any character can be written in a unique way as a convex
linear combination of indecomposable ones:
χ(g) =
∑
π∈Irr(K)
P (π)χπ(g), P (π) ≥ 0,
∑
π∈Irr(K)
P (π) = 1. (1.2)
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If χ = χπ is of the form (1.1) with an irreducible π then Π(χ) = π, and T (χ) =
π⊗π, where π denotes the representation conjugate to π. If π acts in V then π⊗π
acts in V ⊗V ∗ ∼ End(V ), and Id ∈ End(V ) is the diagK-invariant vector for T (χ).
In particular, if K = U(N), the group of N × N unitary matrices, then the
irreducible representations of K are parametrized by the highest weights (see, e.g.,
[Zh])
λ = (λ1 ≥ · · · ≥ λN ), λi ∈ Z, i = 1, . . . , N,
and every character can be written in the form (1.2)
χ =
∑
λ1≥···≥λN
PN (λ)χ
λ, (1.3)
where χλ is the normalized (as in (1.1)) character of U(N) corresponding to λ.
Note that the coordinates of λ may be negative.
Now let K = U(∞) be the infinite-dimensional unitary group defined as the
inductive limit of the finite-dimensional unitary groups U(N) with respect to the
natural embeddings U(N) →֒ U(N+1). Equivalently, U(∞) is the group of matrices
U = [uij ]
∞
i,j=1 such that all but finitely many off-diagonal entries are zero, all but
finitely many diagonal entries are equal to 1, and U∗ = U−1.
A fundamental result of the representation theory of the group U(∞) is a com-
plete description of indecomposable characters. They are naturally parameterized
by the points
ω = (α+, β+, α−, β−, γ+, γ−) ∈ R4∞+2
such that
α+1 ≥ α+2 ≥ · · · ≥ 0, β+1 ≥ β+2 ≥ · · · ≥ 0,
α−1 ≥ α−2 ≥ · · · ≥ 0, β−1 ≥ β−2 ≥ · · · ≥ 0,
γ+ ≥ 0, γ− ≥ 0,
∞∑
i=1
(α+i + β
+
i + α
−
i + β
−
i ) <∞, β+1 + β−1 ≤ 1.
(1.4)
The values of extreme characters are provided by Voiculescu’s formulas [Vo]. This
classification result can be established in two ways: by reduction to a deep theorem
due to Edrei [Ed] about two–sided totally positive sequences, see [Boy] and [VK],
and by applying Kerov–Vershik’s asymptotic approach, see [VK] and [OkOl].
We denote the set of all points ω satisfying (1.4) by Ω. The coordinates α+i , β
+
i ,
α−i , β
−
i , γ
+, γ− are called the Voiculescu parameters.
Instead of giving a more detailed description of the indecomposable characters
(which is rather simple and can be found in [Vo]), we will explain why such param-
eterization is natural. It can be shown that every indecomposable character χω of
U(∞) is a limit of indecomposable characters χλ(N) of growing finite-dimensional
unitary groups U(N) as N →∞. Here λ(N) = λ1(N) ≥ · · · ≥ λN (N) is a highest
weight of U(N). The label ω ∈ Ω of the character χω can be viewed as a limit of
λ(N)’s as N →∞ in the following way.
We write the set of nonzero coordinates of λ(N) as a union of two sequences of
positive and negative coordinates:
{λi(N) 6= 0} = λ+(N) ⊔ (−λ−(N)),
λ+(N) = {λ+1 (N) ≥ · · · ≥ λ+k (N)}, λ−(N) = {λ−1 (N) ≥ · · · ≥ λ−l (N)},
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where λ+i > 0, λ
−
i > 0 for all i, and k and l are the numbers of positive and negative
coordinates in λ(N), respectively. Note that k+ l ≤ N . We now regard λ+(N) and
λ−(N) as Young diagrams (of length k and l, respectively), and write them in the
Frobenius notation (see [Mac, §1] for the definition):
λ+(N) = (p+1 (N) > p
+
2 (N) > . . . | q+1 (N) > q+2 (N) > . . . ),
λ−(N) = (p−1 (N) > p
−
2 (N) > . . . | q−1 (N) > q−2 (N) > . . . ),
Then, if χω is a limit of χλ(N) as N →∞, we must have
α+i = lim
N→∞
p+i (N)
N
, β+i = lim
N→∞
q+i (N)
N
,
α−i = lim
N→∞
p−i (N)
N
, β−i = lim
N→∞
q−i (N)
N
.
(1.5)
for all i = 1, 2, . . . , see [VK], [OkOl]. The parameters γ+, γ− can also be de-
scribed in a similar manner. Since we will not be concerned with them, we refer an
interested reader to [VK], [OkOl] for the asymptotic meaning of γ+ and γ−.
Observe that the condition β+1 + β
−
1 ≤ 1 in (1.4) is now easily explained — it
follows from the relation q+1 + q
−
1 = k + l − 2 ≤ N .
The next question that we address is how the characters of U(∞) decompose in
terms of the indecomposable ones.
Theorem 1.1 [Ol2]. Let χ be a character of U(∞). Then there exists a unique
probability measure P on Ω such that
χ =
∫
Ω
χωPχ(dω), (1.6)
where χω is the indecomposable character of U(∞) corresponding to ω ∈ Ω.
The measure Pχ is called the spectral measure of the character χ. The problem
of finding the spectral measure for a given character χ is referred to as the problem
of harmonic analysis for χ.
The decomposition (1.6) is the infinite-dimensional analog of (1.3).
Since the indecomposable characters χω are limits of the normalized characters
χλ(N) of U(N), it is natural to expect that the measure Pχ from Theorem 1.1 can
be approximated by discrete measures PN from (1.3) as N →∞. To formulate the
exact result we need more notation.
Define Ωo as the set of points ωo = (α+, β+, α−, β−) ∈ R4∞ satisfying the con-
ditions (1.4). There is a natural projection Ω→ Ωo which consists of omitting the
2 gammas. Denote by P o the push-forward of the measure P under this projection.
As we will only be concerned with statistical quantities depending on ωo, and not
on γ+, γ−, it is enough to consider P o instead of P .
For every N = 1, 2, . . . define a map iN which embeds the set of all highest
weights λ(N) of U(N) into Ωo as follows. For λ(N) = (λ1(N) ≥ · · · ≥ λN (N)),
using the above notation, we set
iN (λ) =
{
α+i =
p+i (N)
N
, β+i =
q+i (N)
N
, α−i =
p−i (N)
N
, β−i =
q−i (N)
N
}
∈ Ωo.
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Theorem 1.2 [Ol2]. Let χ be a character of U(∞), χN be its restriction to U(N),
and
χ|U(N) =
∑
λ1≥···≥λN
PN (λ)χ
λ, PN (λ) ≥ 0,
∑
λ1≥···≥λN
PN (λ) = 1, (1.7)
be the decomposition of χN on indecomposable characters. Then the projection P
o
χ
of the spectral measure Pχ of χ is the weak limit of push-forwards of the measures
PN under the embeddings iN . In other words, if F is a bounded continuous function
on Ωo, then
lim
N→∞
∑
λ1≥···≥λN
F (iN (λ))PN (λ) =
∫
ω∈Ωo
F (ω)P o(dw).
Now, following [BO5], we apply the above general theory to a specific family of
decomposable characters of U(∞) constructed in [Ol2]. The group U(∞) does not
carry Haar measure, and hence the naive definition of the regular representation
fails. The representations in [Ol2] should be viewed as analogs of the nonexist-
ing regular representation of U(∞). A beautiful geometric construction of these
representations can be also found in [Ol2].
For every N = 1, 2, . . . and a highest weight λ = (λ1 ≥ · · · ≥ λN ) set
PN (λ) = cN ·Dim2N (λ) ·
N∏
i=1
f(λi − i),
f(x) =
1
Γ(z − x)Γ(z′ − x)Γ(w +N + 1 + x)Γ(w′ +N + 1 + x) ,
cN =
N∏
i=1
Γ(z + w + i)Γ(z + w′ + i)Γ(z′ + w + i)Γ(z′ + w′ + i)Γ(i)
Γ(z + z′ + w + w′ + i)
,
(1.8)
where DimN (λ) is the dimension of the irreducible representation of U(N) corre-
sponding to λ,
DimN λ =
∏
i≤i<j≤N
λi − i− λj + j
j − i ,
see, e.g., [Zh]. Here z, z′, w, w′ are complex parameters such that PN (λ) > 0 for all
N and λ. This implies that
(1) z′ = z ∈ C \ Z or k < z, z′ < k + 1 for some k ∈ Z;
(2) w′ = w ∈ C \ Z or l < z, z′ < l + 1 for some l ∈ Z.
We also want the series
∑
λ PN (λ) to converge, and this condition is equivalent
to the additional inequality
(3) z + z′ + w + w′ > −1.
Under these conditions the choice of cN makes PN into a probability distribution.
Theorem 1.3 [Ol2]. Let z, z′, w, w′ satisfy the conditions (1)–(3) above. Then
there exists a character χ = χ(z,z
′,w,w′) of U(∞) such that
χ|U(N) =
∑
λ1≥···≥λN
PN (λ)χ
λ
9
with PN (λ) given by (1.8).
In order to describe the spectral measures for χ(z,z
′,w,w′) we need to switch to
a different representation for the λ’s. First, we describe the measures PN in a
different way.
Consider the lattice
X
(N) =
{
Z, N is odd,
Z+ 1
2
, N is even,
and divide it into two parts
X
(N) = X
(N)
in ⊔ X(N)out ,
X
(N)
in =
{−N−12 ,−N−32 , . . . , N−32 , N−12 } , |X(N)in | = N,
X
(N)
out =
{
. . . ,−N+3
2
,−N+1
2
} ⊔ {N+1
2
, N+3
2
, . . .
}
, |X(N)out | =∞.
Let us associate to every highest weight λ = λ1 ≥ · · · ≥ λN a finite point
configuration X(λ) ⊂ X(N) as follows:
X(λ) =
{
p+i +
N+1
2
} ⊔ {N−12 − q+i } ⊔ {−p−j − N+12 } ⊔ {−N−12 + q−j } ,
where p’s and q’s are the Frobenius coordinates of the positive and negative parts
of λ as explained above. Note that λ can be reconstructed if we know X(λ).
The probability measure PN (λ) makes these point configurations random, and,
according to the usual terminology [DVJ], we obtain a random point process. We
will denote this process by PN .
Introduce a matrix L(N) on X(N) × X(N) which in block form corresponding to
the splitting X(N) = X
(N)
out ⊔ X(N)in is given by
L(N) =
[
0 A(N)
−(A(N))∗ 0
]
,
where A(N) is a matrix on Xout × Xin,
A(N)(a, b) =
√
ψ
(N)
out (a)ψ
(N)
in (b)
a− b , a ∈ X
(N)
out , b ∈ X(N)in ,
ψ
(N)
in (x) =
f(x)(
Γ
(−x+ N+12 )Γ (x+ N+12 ))2 ,
ψ
(N)
out (x) =

(
Γ
(
x+ N+1
2
)
Γ
(
x− N−12
))2 f(x), x ≥ N+1
2
,
(
Γ
(−x+ N+12 )
Γ
(−x− N−1
2
))2 f(x), x ≤ −N+1
2
,
and f(x) was introduced in (1.8).
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Proposition 1.4 [BO5]. For any highest weight λ = (λ1 ≥ · · · ≥ λN )
PN (λ) =
detL
(N)
X(λ)
det(1 + L(N))
,
where L
(N)
X(λ) denotes the finite submatrix of L
(N) on X(λ)×X(λ). Moreover, if a
finite point configuration X ⊂ X(N) is not of the form X = X(λ) for some highest
weight λ, then detL
(N)
X = 0.
Proposition 1.4 implies that PN is a determinantal point process (see [So], [BOO,
Appendix], [BO5] for a general discussion of such processes). In particular, this
implies the following claim.
Corollary 1.5 [BO5]. The matrix L(N) defines a finite rank (and hence trace class)
operator in ℓ2(X(N)). The correlation functions
ρ
(N)
k (x1, . . . , xk) = PN{λ | {x1, . . . , xk} ⊂ X(λ)}
of the process PN have the determinantal form
ρ
(N)
k (x1, . . . , xk) = det[K
(N)(xi, xj)]
k
i,j=1, k = 1, 2, . . . ,
where K(N)(x, y) is the matrix of the operator K(N) = L(N)/(1+L(N)) in ℓ2(X(N)).
Explicit formulas for K(N) can be found in [BO5].
Now we will describe the limit situation as N →∞. Define the continuous phase
space
X = X(∞) = R \
{
±1
2
}
and divide it into two parts
X = Xin ⊔ Xout,
Xin =
(−1
2
, 1
2
)
, Xout =
(−∞,−1
2
) ⊔ (1
2
,+∞) .
To each point ω ∈ Ωo we associate a point configuration in X as follows:
ω = (α+, β+;α−, β−)
7→ X(ω) = {α+i + 12} ⊔ { 12 − β+i } ⊔ {−α−j − 12} ⊔ {−12 + β−j } ,
where we omit possible zeros in α+, β+, α−, β−, and possible ones in β+, β−.
Let us denote by P = P (z,z
′,w,w′) the spectral measure for the character χ(z,z
′,w,w′)
given by Theorem 1.3, and let P o be its push-forward to Ωo. Then using the above
correspondence between points in Ωo and point configurations, P o can be inter-
preted as a measure on the space of locally finite point configurations in X, that is,
as a point process. We will denote this process by P.
Since the measures PN converge to the spectral measure P
o asN →∞ (Theorem
1.2), we should expect the correlations functions ρ
(N)
k to converge to the correlation
functions of P as N →∞.
For any x ∈ X we will denote by xN the point of the lattice X(N) which is closest
to xN .
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Theorem 1.6 [BO5]. The correlation functions
ρk(x1, . . . , xk)
= lim
∆x1,...,∆xk→+0
P o{ω |X(ω) intersects each interval (xi, xi +∆xi), i = 1, . . . , k}
∆x1 · · ·∆xk
of the process P have determinantal form
ρk(x1, . . . , xk) = det[K(xi, xj)]
k
i,j=1, k = 1, 2, . . . ,
where K(x, y) is a kernel on X which is the scaling limit of the kernels K(N)(x, y)
introduced above:
K(x, y) = lim
N→∞
N ·K(N)(xN , yN), x, y ∈ X. (1.9)
The kernel K(x, y) is called the continuous 2F1 kernel and is precisely the kernel
in (0.1) for x, y > 12 . Explicit formulas for K(x, y) can be found in the next section.
This kernel is a real-analytic function of the parameters (z, z′, w, w′). We will use
the same notation for its natural analytic continuation.
It is worth noting that the correlation functions ρk(x1, . . . , xk) determine the
process P uniquely.
It is a well-known elementary observation that the probability that a determi-
nantal point process with a correlation kernel K does not have particles in a given
part J of the phase space is equal to the Fredholm determinant det(1−K|J ), see,
e.g., [So], [TW1].1
In what follows we study determinants of the form det(1−K|J) where K is the
continuous 2F1 kernel and J is a union of finitely many (possibly infinite) intervals.
2. Continuous 2F1 kernel. Setting of the problem
Following [BO5] we consider the continuous 2F1 kernel with parameters satisfy-
ing the conditions (1) -(3) of §1.
To avoid unnecessary complications (poles in certain formulas below), we exclude
the set where z+z′+w+w′ = 0 from our consideration. Most of the results, however,
can be extended to this set by analytic continuation in one of the parameters.
Recall that in §1 we introduced the space
X = R \ {±12}
and divided it into two parts
X = Xout ⊔ Xin,
Xout =
(−∞,−12) ⊔ ( 12 ,+∞) , Xin = (−12 , 12) .
1If the correlation kernel is self-adjoint and this probability is nonzero then the integral operator
defined by the kernel K is of trace class and the determinant is well-defined, see [So, Theorem 4].
For kernels which are not self-adjoint, the existence of the determinant, generally speaking, needs
to be justified, see, e.g., the end of Section 2 below.
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Introduce the functions
ψout : Xout → R+, ψin : Xin → R+,
ψout(x) =
{
C(z, z′) · (x− 12)−z−z′ (x+ 12)−w−w′ , x > 12 ,
C(w,w′) · (−x− 12)−w−w′ (−x+ 12)−z−z′ , x < −12 ,
ψin(x) =
(
1
2 − x
)z+z′ ( 1
2 + x
)w+w′
, −12 < x < 12 ,
C(z, z′) =
sin(πz) sin(πz′)
π2
, C(w,w′) =
sin(πw) sin(πw′)
π2
.
Note that C(z, z′) > 0 and C(w,w′) > 0, so that ψout(x) and ψin(x) are positive.
We now define the 2F1 kernel on X. It is convenient to write it in block form
corresponding to the splitting X = Xout ⊔ Xin:
K =
[
Kout,out Kout,in
Kin,out Kin,in
]
.
We set
Kout,out(x, y) =
√
ψout(x)ψout(y)
Rout(x)Sout(y)− Sout(x)Rout(y)
x− y ,
Kout,in(x, y) =
√
ψout(x)ψin(y)
Rout(x)Rin(y)− Sout(x)Sin(y)
x− y ,
Kin,out(x, y) =
√
ψin(x)ψout(y)
Rin(x)Rout(y)− Sin(x)Sout(y)
x− y ,
Kin,in(x, y) =
√
ψin(x)ψin(y)
Rin(x)Sin(y)− Sin(x)Rin(y)
x− y ,
where
Rout(x) =
(
x+ 12
x− 1
2
)w′
2F1
[
z + w′, z′ + w′
z + z′ + w + w′
∣∣∣∣∣ 11
2
− x
]
,
Sout(x) = Γ
[
z + w + 1, z + w′ + 1, z′ + w + 1, z′ + w′ + 1
z + z′ + w + w′ + 1, z + z′ + w + w′ + 2
]
× 1
x− 12
(
x+ 12
x− 12
)w′
2F1
[
z + w′ + 1, z′ + w′ + 1
z + z′ + w + w′ + 2
∣∣∣∣∣ 11
2 − x
]
,
Rin(x) =− sinπz
π
Γ
[
z′ − z, z + w + 1, z + w′ + 1
z + w + z′ + w′ + 1
]
×
(
1
2
+ x
)−w (
1
2
− x
)−z′
2F1
[
z + w′ + 1, −z′ − w
z − z′ + 1
∣∣∣∣∣ 12 − x
]
− sinπz
′
π
Γ
[
z − z′, z′ + w + 1, z′ + w′ + 1
z + w + z′ + w′ + 1
]
×
(
1
2
+ x
)−w (
1
2
− x
)−z
2F1
[
z′ + w′ + 1, −z − w
z′ − z + 1
∣∣∣∣∣ 12 − x
]
,
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Sin(x) =− sinπz
π
Γ
[
z′ − z, z + z′ + w + w′
z′ + w, z′ + w′
]
×
(
1
2
+ x
)−w (
1
2
− x
)−z′
2F1
[
z + w′, −z′ − w + 1
z − z′ + 1
∣∣∣∣∣ 12 − x
]
− sinπz
′
π
Γ
[
z − z′, z + z′ + w + w′
z + w, z + w′
]
×
(
1
2
+ x
)−w (
1
2
− x
)−z
2F1
[
z′ + w′, −z − w + 1
z′ − z + 1
∣∣∣∣∣ 12 − x
]
.
Here 2F1
[
a, b
c
∣∣∣x] is the Gauss hypergeometric function, see, e.g., [Er, Ch. 2], and
the notation Γ
[
a, b, . . .
c, d, . . .
]
means
Γ(a)Γ(b) · · ·
Γ(c)Γ(d) · · · .
Note that for z = z′, the functions Rin and Sin are, formally speaking, not defined
because of the presence of factors Γ(z − z′) and Γ(z′ − z). However, the formulas
have a well-defined limit as z → z′, because the second summands in the formulas
for Rin and Sin are equal to the first summands with z and z
′ interchanged.
In the sequel we will need to know certain analytic properties of the 2F1 kernel.
We discuss these properties below.
2.1. Smoothness. K(x, y) is a real-analytic function in 2 variables defined on
X× X. Its values on the diagonal are determined by the L’Hoˆpital rule:
K(x, x) =
{
ψout(x)(R
′
out(x)Sout(x)− S′out(x)Rout(x)), x ∈ Xout,
ψin(x)(R
′
in(x)Sin(x)− S′in(x)Rin(x)), x ∈ Xin.
2.2 Symmetries of Rout, Sout, Rin, Sin. All four functions Rout, Sout, Rin, Sin
are invariant with respect to the transpositions z ↔ z′ and w ↔ w′. This follows
easily from the above formulas and the identities
2F1
[
a, b
c
∣∣∣ ζ] = (1−ζ)c−a−b2F1 [ c− a, c− bc ∣∣∣ ζ
]
, 2F1
[
a, b
c
∣∣∣ ζ] = 2F1 [ b, ac ∣∣∣ ζ
]
.
Since
2F1
[
a, b
c
∣∣∣ ζ] = 2F1 [ a¯, b¯c¯ ∣∣∣ ζ¯
]
,
where the bar means complex conjugation, and the parameters (z, z′), as well as
(w,w′), are either real or complex conjugate, the functions Rout, Sout and Rin, Sin
take real values on Xout and Xin, respectively.
Further, let us denote by C the following change of the parameters and indepen-
dent variable: (z, z′, w, w′, x)←→ (w,w′, z, z′,−x). Then
C(ψout) = ψout, C(ψin) = ψin,
C(Rout) = Rout, C(Sout) = −Sout, C(Rin) = Rin, C(Sin) = −Sin.
For ψout and ψin the claim is obvious from the definition. For Rout and Sout the
symmetry relation follows from the identity
2F1
[
a, b
c
∣∣∣ ζ] = (1− ζ)−a2F1 [ a, c− bc ∣∣∣ ζζ − 1
]
= (1− ζ)−b2F1
[
c− a, b
c
∣∣∣ ζ
ζ − 1
]
.
For Rin and Sin the symmetry is a corollary of the symmetries of ψin, Rout, Sout,
and the branching relation (2.1) below.
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2.3. Symmetries of the kernel. Since the functions Rout, Sout, Rin, Sin take
real values, the kernel K(x, y) is real. Moreover, from the explicit formulas for the
kernel it follows that
Kout,out(x, y) = Kout,out(y, x), Kin,in(x, y) = Kin,in(y, x),
Kin,out(x, y) = −Kout,in(y, x).
This means that the kernel K(x, y) is (formally) symmetric with respect to the
indefinite metric id⊕(− id) on L2(X, dx) = L2(Xout, dx)⊕ L2(Xin, dx).
2.4. Branching of analytic continuations. The formulas for Rout, Sout, Rin,
Sin above provide analytic continuations of these functions. We can view Rout and
Sout as functions which are analytic and single-valued on C\Xin, and Rin and Sin as
functions which are analytic and single-valued on C \Xout. (Recall that the Gauss
hypergeometric function can be viewed as an analytic and single valued function
on C \ [1,+∞).)
For a function F (ζ) defined on C\R we will denote by F+ and F− its boundary
values:
F+(x) = F (x+ i0), F−(x) = F (x− i0).
We will show below that
on Xin
1
ψin
S−out − S+out
2πi
= Rin ,
1
ψin
R−out −R+out
2πi
= Sin , (2.1)
on Xout
1
ψout
S−in − S+in
2πi
= Rout ,
1
ψout
R−in −R+in
2πi
= Sout . (2.2)
We will use the following formula for the analytic continuation of the Gauss hyper-
geometric function, see [Er, 2.1.4(17)],
2F1
[
a, b
c
∣∣∣ ζ] = Γ(b− a)Γ(c)
Γ(b)Γ(c− a) (−ζ)
−a
2F1
[
a, 1− c+ a
1− b+ a
∣∣∣ ζ−1]
+
Γ(a− b)Γ(c)
Γ(a)Γ(c− b) (−ζ)
−b
2F1
[
b, 1− c+ b
1− a+ b
∣∣∣ ζ−1] . (2.3)
This formula is valid if b− a /∈ Z, c /∈ {0,−1,−2, . . .}, and ζ /∈ R+.
Both of the formulas in (2.1) are direct consequences of (2.3) and the trivial
relation
on R−
(ζu)− − (ζu)+
2πi
= −sin(πu)
π
(−ζ)u, u ∈ C.
To verify the first formula of (2.2), we use the relation (2.3) for both hypergeo-
metric functions in the definition of Sin. Thus, we get 4 summands in total. After
computing the jump (S−in − S+in)/2πi, the second and the fourth summands cancel
out. As for the first and the third summands, they produce exactly ψoutRout, which
can be seen from the identities
Γ(s)Γ(1− s) = π
sin(πs)
, s ∈ C,
sin(π(z + w)) sin(π(z + w′))
sin(π(z + z′ + w + w′)) sin(π(z − z′)) +
sin(π(z′ + w)) sin(π(z′ + w′))
sin(π(z + z′ + w + w′)) sin(π(z′ − z)) = 1.
The second part of (2.2) is proved similarly.
The restriction b − a /∈ Z for (2.3) in our situation means that our proof works
when z′ 6= z. For z′ = z the result is obtained by the limit transition z′ → z in
(2.1) and (2.2).
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2.5. Differential equations (due to G. Olshanski). We use Riemann’s nota-
tion
P
 t1 t2 t3a b c
a′ b′ c′
ζ

to denote the two–dimensional space of solutions to the second order Fuchs’ equa-
tion with singular points t1, t2, t3 and exponents a, a
′; b, b′; c, c′, see, e.g., [Er, 2.6].
If a− a′ /∈ Z then this means that about t1, there are two solutions of the form
(ζ − t1)a × {a holomorphic function}, (ζ − t1)a
′ × {a holomorphic function}.
If a = a′ then the basis of the space of solutions near t1 has the form
(ζ−t1)a×{a holomorphic function}, ln(ζ−t1)(ζ−t1)a×{a holomorphic function}.
The holomorphic functions above must take nonzero values at t1. For t2 and t3 the
picture is similar.
We always have a+ a′ + b+ b′ + c+ c′ = 1.
The Gauss hypergeometric function 2F1
[
a, b
c
∣∣∣∣ ζ] belongs to the space
P
 0 ∞ 10 a 0
1− c b c− a− b
ζ

and, since it is holomorphic around the origin, it corresponds to the exponent 0 at
the origin.
Riemann showed (see [Er, 2.6.1]) that
(
ζ − t1
ζ − t2
)κ (
ζ − t3
ζ − t2
)µ
P
 t1 t2 t3a b c
a′ b′ c′
ζ
 = P
 t1 t2 t3a+ κ b− κ − µ c+ µ
a′ + κ b′ − κ − µ c′ + µ
ζ
 ,
(2.4)
where if tn =∞ then the factor ζ − tn should be replaced by 1, and
P
 t1 t2 t3a b c
a′ b′ c′
ζ
 = P
 s1 s2 s3a b c
a′ b′ c′
η
 ,
where
η =
Aζ +B
Cζ +D
, sn =
Atn +B
Ctn +D
, n = 1, 2, 3,
A, B, C,D ∈ C, AD − CB 6= 0.
Using these facts, we immediately see that (denote S = z + z′ + w + w′ 6= 0)
Rout(x) ∈ P
−12 ∞ 12w 0 z
w′ 1−S z′
x
 . (2.5)
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Moreover, Rout is the only element of this space which corresponds to the exponent
0 at the infinity and has asymptotics 1 there.
Similarly,
Sout(x) ∈ P
−12 ∞ 12w 1 z
w′ −S z′
x
 , (2.6)
and this is the only element of this space, up to a multiplicative constant, with the
asymptotics const ·x−1 at infinity.
Hence, by (2.1) and (2.4) we get
Rin(x) ∈ P
 −12 ∞ 12−w′ 0 −z′
−w 1 +S −z
x
 , Sin(x) ∈ P
 −12 ∞ 12−w′ 1 −z′
−w S −z
x
 . (2.7)
2.6. Asymptotics at singular points. The results of the previous subsection,
see (2.5)-(2.7), imply that near ζ = 1
2
, if z 6= z′ then
Rout(ζ) = c1
(
ζ − 1
2
)z (
1 +O
(
ζ − 1
2
))
+ c2
(
ζ − 1
2
)z′ (
1 +O
(
ζ − 1
2
))
,
Sout(ζ) = c3
(
ζ − 12
)z (
1 +O
(
ζ − 12
))
+ c4
(
ζ − 12
)z′ (
1 +O
(
ζ − 12
))
,
Rin(ζ) = c5
(
ζ − 12
)−z (
1 +O
(
ζ − 12
))
+ c6
(
ζ − 12
)−z′ (
1 +O
(
ζ − 12
))
,
Sin(ζ) = c7
(
ζ − 12
)−z (
1 +O
(
ζ − 12
))
+ c8
(
ζ − 12
)−z′ (
1 +O
(
ζ − 12
))
.
Here and below we denote constants by the letters ci, i = 1, 2, . . . .
If z = z′, we have
Rout(ζ) = c1
(
ζ − 1
2
)z (
1 +O
(
ζ − 1
2
))
+ c2 ln
(
ζ − 1
2
) (
ζ − 1
2
)z (
1 +O
(
ζ − 1
2
))
,
Sout(ζ) = c3
(
ζ − 12
)z (
1 +O
(
ζ − 12
))
+ c4 ln
(
ζ − 12
) (
ζ − 12
)z (
1 +O
(
ζ − 12
))
,
Rin(ζ) = c5
(
ζ − 12
)−z (
1 +O
(
ζ − 12
))
+ c6 ln
(
ζ − 12
) (
ζ − 12
)−z (
1 +O
(
ζ − 12
))
,
Sin(ζ) = c7
(
ζ − 12
)−z (
1 +O
(
ζ − 12
))
+ c8 ln
(
ζ − 12
) (
ζ − 12
)−z (
1 +O
(
ζ − 12
))
.
Similar formulas hold near ζ = −12 with the parameters (z, z′) substituted by
(w,w′).
Since the Gauss hypergeometric function is holomorphic around the origin, the
definitions of Rout and Sout imply that as ζ →∞,
Rout(ζ) = 1 +O(ζ
−1), Sout(ζ) = c1 ζ
−1(1 +O(ζ−1)),
R′out(ζ) = c2 ζ
−2(1 +O(ζ−1)), S′out(ζ) = c3 ζ
−2(1 +O(ζ−1)),
R′′out(ζ) = c4 ζ
−3(1 +O(ζ−1)), S′′out(ζ) = c5 ζ
−3(1 +O(ζ−1)).
(2.8)
As for Rin and Sin, the results of the previous subsection, see (2.7), imply that, as
ζ →∞,
Rin(ζ) = c1(1 +O(ζ
−1)) + c2ζ
−1−S(1 +O(ζ−1)),
Sin(ζ) =
{
c2ζ
−1(1 +O(ζ−1)) + c3ζ
−S(1 +O(ζ−1)), S 6= 1
c4ζ
−1(1 +O(ζ−1)) + c5 ln(ζ)ζ
−1(1 +O(ζ−1)), S = 1.
(2.9)
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We will need the exact value of c1 in (2.9) later on. In fact, c1 = 1, and
Rin(ζ) = 1 +O(ζ
−1) +O(ζ−1−S), ζ →∞. (2.10)
To prove this we do a similar calculation as in the verification of (2.2) above. That
is, we use the relation (2.3) for both hypergeometric functions in the definition of
Rin. Then out of the four summands that arise, the first and the third summands
give contributions of order ζ−1−S and higher, while the second and the fourth
ones produce a function in the variable (ζ + 12 )
−1 holomorphic near the origin with
constant coefficient 1.
Now we are ready to formulate the problem. Let
J = (a1, a2) ⊔ (a3, a4) ⊔ · · · ⊔ (a2m−1, a2m) ⊂ R,
−∞ ≤ a1 < a2 < · · · < a2m ≤ +∞, (2.11)
be a union of disjoint (possibly infinite) intervals inside the real line such that the
closure of J does not contain the points ±1
2
. Denote by KJ the restriction of the
continuous 2F1 kernel K(x, y) introduced above to J . Our primary goal is to study
the Fredholm determinant det(1−KJ).
In the last part of this section we justify the existence of this determinant.
Denote
Jout = J ∩ Xout, Jin = J ∩ Xin,
KJout,out = K|Jout×Jout , KJin,in = K|Jin×Jin ,
KJout,in = K|Jout×Jin , KJin,out = K|Jin×Jout .
Proposition 2.7. The kernels KJout,out(x, y) and K
J
in,in(x, y) define positive trace
class operators in L2(Jout, dx) and L
2(Jin, dx), respectively.
Proof. 2.1 and 2.3 above imply that the kernels KJout,out(x, y) and K
J
in,in(x, y) are
smooth, real-valued, and symmetric. Moreover, the principal minors of these kernels
are always nonnegative, because the kernel K was obtained as a limit of matrices
with nonnegative principal minors, see §1. Thus, it remains to prove that the
integrals ∫
Jout
KJout,out(x, x)dx,
∫
Jin
KJin,in(x, x)dx
converge. For the second integral the claim is obvious since Jin ⊂ (−12 , 12 ), and the
integrand is bounded on Jin. For the first integral we need to control the behavior
of the integrand near infinity (if Jout is not bounded). Since ψout(x) = O(x
−S) as
x→∞, by 2.1 and (2.8) we see that
K(x, x) = O(x−2−S), x→∞.
As S > −1, the integral converges. 
We will assume that KJout,in(x, y) = 0 and K
J
in,out(x, y) = 0 if (x, y) does not
belong to the domain of definition of the corresponding kernel (Jout × Jin for the
first kernel and Jin × Jout for the second one).
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Proposition 2.8. The kernel K0(x, y) = K
J
out,in(x, y) + K
J
in,out(x, y) defines a
trace-class operator in L2(J, dx).
Proof. Consider the operator − d2
dx2
acting respectively on
(i) C∞0 (R); (ii) C∞0 (J); (iii) C∞0 (R \ J).
In all three cases the operator is essentially self–adjoint, giving rise to the positive
self–adjoint operators H, HJ , and HR\J in L
2(R), L2(J), L2(R\J), respectively. It
is well known (see e.g. [RS, Theorem XI.21]) that the operator T = (1+ x2)−1(1+
H)−1 is trace class in L2(R). A direct proof can be given as follows. Let p denote the
(self–adjoint) closure of −i ddx acting on C∞0 ; then H = p2. Commuting (1− ix)−1
and (1 + ip)−1 in the representation
T = (1 + ix)−1(1− ix)−1(1 + ip)−1(1− ip)−1,
we obtain the formula
T =
(
(1 + ix)−1(1 + ip)−1
) (
(1− ix)−1(1− ip)−1)
+(1 + ix)−1(1 + ip)−1(1− ix)−1[x, p] (1− ix)−1(1 + ip)−1(1− ip)−1. (2.12)
But a simple computation shows that (1 + ix)−1(1 + ip)−1 has kernel
(1 + ix)−1χ0(y − x)e−x−y ,
where χ0 denotes the characteristic function of (0,∞), and as∫
y>x
(1 + x2)−1ex−ydxdy <∞,
it follows that (1 + ix)−1(1 + ip)−1 is Hilbert–Schmidt. The same is true for (1−
ix)−1(1± ip)−1, and as [x, p] = i, the trace class property for T follows immediately
from (2.12).
For f ∈ L2(R), set
g =
(
(1 +H)−1 − (1 + (HJ ⊕HR\J))−1
)
f.
The function g solves (− d2dx2 + 1)g = 0 in the following weak sense: if φ ∈ C∞0 (R \
{a1, . . . , a2m}), then
∫
R
(
(− d2
dx2
+ 1)φ
)
g dx = 0. It follows that in each component
of R \ {a1, . . . , a2m}, g is a linear combination of the functions ex and e−x, and
hence the operator (1+H)−1− (1+(HJ ⊕HR\J ))−1 is of finite rank. As T is trace
class, it follows, in particular, that (1 + x2)−1(1 +HJ )
−1 is trace class in L2(J).
Observe that the kernel Kout,in(x, y) has the form
F1(x)G1(y) + F2(x)G2(y)
x− y
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for suitable functions Fi, Gj . For x ∈ Xout, y ∈ Xin, set
K1(x, y) = Kout,in(x, y)−
((
F1(x)
x
G1(y) +
F2(x)
x
G2(y)
)
+
(
F1(x)
x2
yG1(y) +
F2(x)
x2
yG2(y)
))
V (x).
Here V (x) is a smooth function on R which is zero for |x| ≤ L = max{|ai| : |ai| <
∞}, and V (x) = 1 for |x| ≥ L+ 1.
Finally, for x ∈ Xout, y ∈ Xin set
K2(x, y) = K1(x, y)−
∑
|ai|<∞
χai(x)K1(ai, y),
where the sum is taken over all the finite endpoints of J . Here χai(x) is a smooth
function compactly supported in J , which equals 1 in a neighborhood of ai, and
which vanishes at aj for j 6= i. Clearly K2(x, y) = 0 for x ∈ ∂J , which implies
that K2( · , y) ∈ domHJ for all y ∈ Xout. Using the decay conditions (2.8) (each
differentiation with respect to x gives an extra power of decay) it follows that
(1 +HJ )(1 + x
2)K2(x, y) gives rise to a bounded operator on L
2(J), and hence
K2 =
(
(1 + x2)−1(1 +HJ )
−1
) (
(1 +HJ)(1 + x
2)K2
)
is trace class. But clearly K2 is a finite rank perturbation of Kout,in. A similar
computation is true forKin,out, and we conclude thatK0 is trace class on L
2(J). 
Proposition 2.7 and Proposition 2.8 prove that the operator
KJ =
[
KJout,out K
J
out,in
KJin,out K
J
in,in
]
is trace class. This shows that the determinant det(1−KJ ) is well-defined.
3. The resolvent kernel and the
corresponding Riemann-Hilbert problem.
Starting from this point we assume that the reader is familiar with the material
in the Appendix.
As was explained in §1, see Theorem 1.6 et seq., the 2F1 kernel K is a limit of
certain discrete kernels which we denoted as K(N). Moreover, these discrete kernels
have rather simple resolvent kernels L(N) = K(N)/(1 − K(N)), see Corollary 1.5.
The kernels L(N) are integrable, and, thus, the kernels K(N) can be found through
solving (discrete) Riemann–Hilbert problems, see [Bor2].
Our first observation is that the kernel L(N) admits a scaling limit as N → ∞.
Recall that for x ∈ X we denote by xN the point of the lattice X(N) which is closest
to xN .
The proof of the following Proposition is straightforward.
20
Proposition 3.1 [BO5]. The limit
L(x, y) = lim
N→∞
N · L(N)(xN , yN ) , x, y ∈ X,
exists. In the block form corresponding to the splitting X = Xout ⊔ Xin, the kernel
L(x, y) has the following representation:
L =
[
0 A
−A∗ 0
]
,
where A is a kernel on Xout × Xin of the form
A(x, y) =
√
ψout(x)ψin(y)
x− y ,
where the functions ψout and ψin were introduced at the beginning of §2.
Now an obvious conjecture would be that K = L(1 + L)−1, and K can be
obtained through a solution of the corresponding Riemann-Hilbert problem. Both
claims are true, but under certain restrictions on the set of parameters (z, z′, w, w′).
We begin by showing how to obtain K from a RHP.
Observe that the formulas for the 2F1 kernel given in §2 are identical to (A.2)
in the Appendix with
m =
[
m11 m12
m21 m22
]
=
[
Rout −Sin
−Sout Rin
]
, hI =
√
ψout, hII =
√
ψin. (3.1)
In particular, this means that the 2F1 kernel is integrable. Clearly, the matrix-
valued function m is holomorphic in C \ R, and as we will see, detm(ζ) ≡ 1 (see
proof of Proposition 3.3 below).
Proposition 3.2. The matrix m solves the Riemann–Hilbert problem (X, v) with
v(x) =

[
1 2πi ψout(x)
0 1
]
, x ∈ Xout,[
1 0
2πi ψin(x) 1
]
, x ∈ Xin.
(3.2)
If in addition z + z′ + w + w′ > 0, then m(ζ) ∼ I as ζ →∞.
Proof. The jump conditionm+ = m−v is equivalent to (2.1), (2.2). The asymptotic
relation m ∼ 1 at infinity follows from (2.8), (2.9), (2.10). 
Note that the condition z+z′+w+w′ > 0 is only needed to guarantee the decay
of m12 = −Sin at infinity, see (2.9).
Now we investigate the nature of the singularities of m near the points ±1
2
of
discontinuity of the jump matrix v. We will need this information further on.
Introduce the matrix
C(ζ) =
(ζ − 12) z+z′2 (ζ + 12)w+w′2 0
0
(
ζ − 12
)− z+z′
2
(
ζ + 12
)−w+w′
2
 . (3.3)
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Observe that C is holomorphic in C \ (−∞, 1
2
]. Furthermore, on
(−∞, 1
2
)
C−(x)(C+(x))
−1 =

[
e−iπ(z+z
′) 0
0 eiπ(z+z
′)
]
, x ∈ (−12 , 12) ,[
e−iπ(z+z
′+w+w′) 0
0 eiπ(z+z
′+w+w′)
]
, x ∈ (−∞,−1
2
)
,
(3.4)
is clearly a piecewise constant matrix.
Proposition 3.3. (i) Assume that z 6= z′. Then near the point ζ = 12
m(ζ)C−1(ζ) =

H1/2(ζ)
(ζ − 12) z−z′2 0
0
(
ζ − 1
2
) z′−z
2
U1, ℑζ > 0,
H1/2(ζ)
(ζ − 12) z−z′2 0
0
(
ζ − 1
2
) z′−z
2
U2, ℑζ < 0
for some nondegenerate constant matrices U1 and U2 and locally holomorphic func-
tion H1/2(ζ) such that H1/2(
1
2 ) is also nondegenerate.
(ii) Assume z = z′. Then near the point ζ = 12
m(ζ)C−1(ζ) =

H1/2(ζ)
[
1 ln
(
ζ − 12
)
0 1
]
V1, ℑζ > 0,
H1/2(ζ)
[
1 ln
(
ζ − 12
)
0 1
]
V2, ℑζ < 0
for some nondegenerate constant matrices V1 and V2 and locally holomorphic func-
tion H1/2(ζ) such that H1/2(
1
2
) is also nondegenerate.
Proof. Let us assume first that z 6= z′. Define a new matrix m˜(ζ) as follows
m˜(ζ) =

m(ζ)C−1(ζ), ℑζ > 0,
m(ζ)C−1(ζ)
[
1 2πiC(z, z′)
0 1
]
, ℑζ < 0.
(The constants C(z, z′) and C(w,w′) were defined at the beginning of §2.)
By (3.2) we see that the jump matrix v˜ for m˜ locally near the point 12 has the
form
v˜ =
[
1 −2πiC(z, z′)
0 1
]
C−vC
−1
+
=

I, x > 12 ,[
1 −2πiC(z, z′)
0 1
] [
e−iπ(z+z
′) 0
2πi eiπ(z+z
′)
]
, x < 1
2
.
Note that this matrix is piecewise constant.
An easy computation shows that for a certain nondegenerate matrix U ,[
1 −2πiC(z, z′)
0 1
] [
e−iπ(z+z
′) 0
2πi eiπ(z+z
′)
]
= U−1
[
eiπ(z−z
′) 0
0 eiπ(z
′−z)
]
.
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This implies that
m˜0(ζ) =
(ζ − 12) z−z′2 0
0
(
ζ − 12
) z′−z
2
U
locally solves the RHP with the jump matrix v˜.
Our conditions on the parameters (z, z′, w, w′) imply that |ℜ(z− z′)| < 1. Then
the asymptotic formulas of subsection 2.6 imply that m˜ is locally square integrable
near ζ = 1
2
, and so are m˜0 and m˜
−1
0 , as follows from the formula above. Since m˜ and
m˜0 locally solve the same RHP, we obtain that m˜m˜
−1
0 has no jump on R near ζ =
1
2
,
and it is locally integrable as a product of two locally square integrable functions.
Hence, this ratio is a locally holomorphic function. We denote this holomorphic
function by H1/2(ζ), and set
U1 = U, U2 = U
[
1 −2πiC(z, z′)
0 1
]
.
As v(x) in (3.2) has determinant 1, it follows that detm+(x) = detm−(x). Also,
as above, detm(ζ) = det m˜(ζ) is locally integrable. Thus, detm(ζ) is entire. If
z + z′ + w + w′ > 0, then as noted in Proposition 3.2, detm(ζ) → 1 as ζ → ∞,
and hence, by Liouville’s theorem, detm(ζ) ≡ 1. Analytic continuation in the
parameters z, z′, w, w′ ensures that the same is true for all (allowable) values of
the parameters. The fact that H1/2(
1
2
) is invertible now follows from the fact that
detm(ζ) = detC(ζ) ≡ 1, and detU1, detU2 are nonzero. The proof of (i) is
complete.
Assume now that z = z′. Then there exists a nondegenerate matrix V such that[
1 −2πiC(z, z′)
0 1
] [
e−iπ(z+z
′) 0
2πi eiπ(z+z
′)
]
= V −1
[
1 1
0 1
]
V,
and the local solution of the RHP with the jump matrix v˜ has the form
m˜0(ζ) =
[
1 ln
(
ζ − 12
)
0 1
]
V.
Repeating word-for-word the argument above we get (ii) with
V1 = V, V2 = V
[
1 −2πiC(z, z′)
0 1
]
. 
Similarly to Proposition 3.3 we have
Proposition 3.4. (i) Assume that w 6= w′. Then near the point ζ = −12
m(ζ)C−1(ζ) =

H−1/2(ζ)
(ζ + 12)w−w′2 0
0
(
ζ + 12
)w′−w
2
U1, ℑζ > 0,
H−1/2(ζ)
(ζ + 12)w−w′2 0
0
(
ζ + 12
)w′−w
2
U2, ℑζ < 0
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for some nondegenerate constant matrices U1 and U2 and locally holomorphic func-
tion H−1/2(ζ) such that H−1/2(−12 ) is also nondegenerate.
(ii) Assume w = w′. Then near the point ζ = −12
m(ζ)C−1(ζ) =

H−1/2(ζ)
[
1 ln
(
ζ + 12
)
0 1
]
V1, ℑζ > 0,
H−1/2(ζ)
[
1 ln
(
ζ + 12
)
0 1
]
V2, ℑζ < 0
for some nondegenerate constant matrices V1 and V2 and locally holomorphic func-
tion H−1/2(ζ) such that H−1/2(−12 ) is also nondegenerate.
We now return to the question raised after Proposition 3.1, whether the kernel
L(x, y) provides a resolvent operator for the 2F1 kernel K. The reason why we
cannot immediately apply the general theory of the Appendix in this case is that
the functions fi, gi (or hI =
√
ψout, hII =
√
ψin) in the notation of the Appendix
are not bounded on the contour as required by (A.1). We proceed rather by direct
calculation.
First of all, we determine when the operator L is bounded.
Proposition 3.5. The kernel L(x, y) defines a bounded operator in L2(X, dx) if
and only if |z + z′| < 1, |w + w′| < 1.
Proof. It suffices to consider the operator A : L2(Xin, dx)→ L2(Xout, dx) with the
kernel A(x, y) =
√
ψout(x)ψin(y)/(x− y).
If |z + z′| ≥ 1, say, z + z′ ≥ 1, then the restriction of A(x, y) to ( 1
2
, 1)× (−1
2
, 0)
is a positive function in 2 variables bounded from below by
2
3
√
ψout(x)ψin(y)
= 23
√
C(z, z′)
∣∣x− 12 ∣∣− z+z′2 ∣∣x+ 12 ∣∣−w+w′2 ∣∣y − 12 ∣∣ z+z′2 ∣∣y + 12 ∣∣w+w′2 .
This kernel has (x − 12 )−
z+z′
2 behavior near x = 12 . Thus, A is unbounded.
Similarly, we see that A is unbounded if z + z′ < −1 or |w + w′| ≥ 1.
Now assume that |z+ z′| < 1, |w+w′| < 1. Let χ be the characteristic function
of the set (−∞,−12 − ǫ)∪ ( 12 + ǫ,+∞) for some ǫ > 0. Then the kernel χ(x)A(x, y)
defines a Hilbert–Schmidt (hence, bounded) operator on L2(X, dx). Indeed,∫
Xout×Xin
|χ(x)A(x, y)|2dxdy
≤
(∫ +∞
1
2
+ǫ
ψout(x)
(x− 12 )2
dx+
∫ − 1
2
−ǫ
−∞
ψout(x)
(x+ 12)
2
dx
)
·
∫
Xin
ψin(y)dy <∞.
Hence, in order to prove that L is bounded, it is enough to show that for any
compactly supported smooth functions f on Xout, supp f ⊂ [−12 − ǫ, 12 )∪ ( 12 , 12 + ǫ],
and g on Xin, ∣∣∣∣∫
Xin×Xout
A(x, y)g(x)f(y)
∣∣∣∣≤ const ‖f‖2‖g‖2. (3.5)
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We will assume that f is supported on ( 1
2
, 1
2
+ ǫ]. The case when f is supported
on [−12 − ǫ,−12) is handled similarly. Assume that g is supported on [0, 12). Let us
introduce the polar coordinates (r, θ) by
x− 12 = r cos θ, 12 − y = r sin θ, 0 ≤ θ ≤ π2 , 0 ≤ r ≤ r(θ),
for some r(θ) ≤ const <∞. Then the integral above takes the form
√
C(z, z′)
∫ pi
2
0
∫ r(θ)
0
(cos θ)−
z+z′
2 (1 + r cos θ)−
w+w′
2 (sin θ)
z+z′
2 (1− r sin θ)w+w
′
2
cos θ + sin θ
×g (r cos θ + 12) f ( 12 − r sin θ) drdθ.
(3.6)
Here r(θ) is a uniformly bounded continuous function of θ. Clearly, the factors
|x+ 1
2
|−w+w
′
2 = (1+ r cos θ)−
w+w′
2 and |y+ 1
2
|w+w
′
2 = (1− r cos θ)w+w
′
2 are bounded
on the domain of integration. Using the inequalities∣∣∣∣∫ ∞
0
g
(
r cos θ + 12
)
f
(
1
2 − r sin θ
)
dr
∣∣∣∣ ≤ (cos θ sin θ)− 12 ‖f‖2‖g‖2,
cos θ + sin θ ≥ 1,
we see that the integral (3.6) is bounded by
const
∫ pi
2
0
(cos θ)−
z+z′+1
2 (sin θ)
z+z′−1
2 dθ · ‖f‖2‖g‖2 < const ‖f‖2‖g‖2.
If f is supported on ( 12 ,
1
2+ǫ] and g is supported on (−12 , 0] then the denominator
in A(x, y) is bounded away from zero, and A is bounded by simple estimates. This
completes the proof of (3.5) in the case that f is supported on ( 12 ,
1
2 + ǫ] and g is
supported on (−1
2
, 1
2
). 
Since L∗ = −L, we know that if L is bounded then (1 + L) is invertible. It
seems very plausible that whenever the operator L is bounded, the relation K =
L(1 + L)−1 should hold. We are able to prove this under the additional restriction
z + z′ + w + w′ > 0.
Proposition 3.6. Assume that z + z′ + w + w′ > 0, |z + z′| < 1, |w + w′| < 1.
Then K = L(1 + L)−1.
Proof. Since L is bounded and L = −L∗, L has a pure imaginary spectrum, and
1+L is invertible. Hence, it is enough to show that K +KL = L. The restrictions
on the parameters and the asymptotics of the functions Rout, Sout, Rin, Sin, from
subsection 2.6 imply that the relation (2.1) and (2.2) can be rewritten in the integral
form:∫
Xout
ψout(x)Rout(x)
x− y dx = −Sin(y),
∫
Xout
ψout(x)Sout(x)
x− y dx = 1−Rin(y),∫
Xin
ψin(x)Sin(x)
x− y dx = 1−Rout(y),
∫
Xin
ψin(x)Rin(x)
x− y dx = −Sout(y).
(3.7)
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The 1’s on the right-hand side appear because Rout(ζ) ∼ 1 and Rin(ζ) ∼ 1 as
ζ →∞. The restriction z + z′ +w+w′ > 0 is needed to ensure the convergence of
the first integral at infinity. Indeed, ψout(x)Rout(x) ∼ x−z−z′−w−w′ as x→∞.
The identity
K(x, y) +
∫
X
L(x, α)K(α, y)dα = L(x, y) (3.8)
for all x, y ∈ X follows directly from the relations (3.7) (see [BO2, Theorem 3.3] for
a similar computation). On the other hand, by (2.8) we see that for any g ∈ C∞0 (X),
G(α) =
∫
X
K(α, y)g(y)dy = Kg(α)
lies in L2(X, dα). Integrating (3.8) against g(y), we see that (1 + L)G = Lg and
hence Kg = (1+L)−1Lg in L2(X). It follows thatK extends to a bounded operator
(1 + L)−1L = L(1 + L)−1 in L2(X). Conversely, we see that the bounded operator
L(1 + L)−1 has a kernel action given by the 2F1 kernel K(x, y). 
Proposition 3.6 has the following corollary which will be important for us later
on.
Corollary 3.7. Assume that z+ z′+w+w′ > 0, |z+ z′| < 1, |w+w′| < 1. Then,
in the notation of §2, the operator 1−KJ is invertible.
Proof. In the block form corresponding to the splitting J = Jout∪Jin, the operator
1−KJ has the form
1−KJ =
[
1−KJout,out KJout,in
KJin,out 1−KJin,in
]
.
But it is easy to see that an operator written in the block form
[
a b
c d
]
is invertible
if a is invertible and (d− ca−1b) is invertible. Therefore, it is enough to prove that
1−KJout,out and (1−Kin,in)−KJin,out(1−KJout,out)−1KJout,in
are invertible.
Proposition 3.6 and the definition of the operator L imply that
Kout,out = 1− (1 + AA∗)−1, Kin,in = 1− (1 + A∗A)−1.
Hence, Kout,out and Kin,in are positive operators which are strictly less then 1.
Thus, same is true for KJout,out and K
J
in,in. In particular, 1−KJout,out is invertible.
Further, KJout,in = −(KJin,out)∗. Hence,
(1−Kin,in)−KJin,out(1−KJout,out)−1KJout,in = (1−Kin,in)+bounded positive operator
is invertible. 
Remark 3.8. It is plausible that the operator 1 − KJ is invertible without any
restrictions on the parameters (as opposed to the full operator 1−K which definitely
ceases to be invertible if we remove the restrictions |z + z′| < 1 and |w + w′| < 1).
However, we do not have a proof of this. In a similar but simpler situation of the
Whittaker kernel we will prove the corresponding statement in §8.2 (see part (3) of
Proposition 8.4 below).
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4. System of linear differential
equations with rational coefficients
Our goal in this section is to show that the kernel of the (trace class and hence
Hilbert–Schmidt) operator
RJ =
KJ
1−KJ
can be expressed through a solution of a system of linear differential equations
with rational coefficients. This result will be crucial in our study of the Fredholm
determinant det(1−KJ ) in the next section.
In what follows we assume that S = z + z′ + w + w′ > 0.
As noted at the beginning of §3, K is an integrable kernel:
K(x, y) =
F1(x)G1(y) + F2(x)G2(y)
x− y .
Hence, KJ is an integrable kernel. Since J is bounded away from the points ±12 , it
is easy to see that the functions Fi, Gi (which are, in fact, the functions
√
ψoutRout,√
ψoutSout,
√
ψinRin,
√
ψinSin rearranged in a certain way) belong to L
p(J, dx) ∩
L∞(J, dx) for any p > 2S−1. This follows from (2.8), (2.9). Set
vJ = I − 2πi FGt =
[
1− 2πi F1G1 −2πi F1G2
−2πi F2G1 1− 2πi F2G2
]
.
Note that F t(x)G(x) = F1(x)G1(x) + F2(x)G2(x) = 0.
Proposition 4.1. Assume that the operator 1−KJ is invertible. Then there exists
a solution mJ of the normalized RHP (J, vJ) such that the kernel of the operator
RJ = KJ(1−KJ )−1 has the form
RJ(x, y) =
F1(x)G1(y) + F2(x)G2(y)
x− y ,
F = mJ+F = mJ−F, G = mJ+G = mJ−G.
The matrix mJ is locally square integrable near the endpoints of J .
Proof. See Proposition A.2 and the succeeding comment. 
Concerning the invertibility of (1−KJ ), see Corollary 3.7 and Remark 3.8 above.
Later on we will need the following property of the decay of mJ at infinity.
Proposition 4.2. As ζ →∞, ζ ∈ C \ R, we have m′J (ζ)m−1J (ζ) = o(|ζ|−1).
Proof. We will give the proof for J = (s,+∞), s > 12 . The proof for general J is
similar.
Observe that det vJ ≡ 1. Then detmJ has no jump on J . Since mJ is square
integrable near t, detmJ is locally integrable. Moreover, detmJ (ζ)→ 1 as ζ →∞,
becausemJ (ζ)→ I. Again by Liouville’s theorem, detmJ ≡ 1, andm−1J is bounded
near ζ =∞. Therefore, it suffices to show that m′J (ζ) = o(|ζ|−1).
The proof of Proposition A.2 given in [De] implies that for ζ ∈ C \ R
mJ (ζ) = I −
∫ +∞
s
mJ+(t)F (t)G
t(t)
t− ζ dt = I −
∫ +∞
s
mJ−(t)F (t)G
t(t)
t− ζ dt.
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Therefore,
m′J (ζ) = −
∫ +∞
s
mJ+(t)F (t)G
t(t)
(t− ζ)2 dt = −
∫ +∞
s
mJ−(t)F (t)G
t(t)
(t− ζ)2 dt.
If ℑζ > const |ζ|, then |t− ζ| > const |ζ|. That is, the distance of the point ζ to the
contour of integration is of order |ζ|. Since mJ (t) is bounded and F (t)Gt(t) decays
at infinity as a positive power of t, we see that m′J (ζ) = o(|ζ|−1).
If the point ζ is closer to the real line and, say, ℑζ < 0, we can deform the line
of integration up to the line s+ teiθ, 0 < θ < π
2
. In other words,
m′J (ζ) = −
∫ +∞
0
mJ (s+ te
iθ)F (s+ teiθ)Gt(s+ teiθ)
(s+ teiθ − ζ)2 e
iθdt.
Here it is crucial that the vector–functions F and G (which are expressed in terms of
the functions
√
ψoutRout and
√
ψoutSout) have analytic continuations in the sector
0 < arg(ζ − s) < θ. Now the distance of the point ζ to the contour of integration
is again of order |ζ|, and the argument above again implies m′J (ζ) = o(|ζ|−1). If
ℑζ > 0, the proof is similar with the line of integration deformed down. 
We now describe a general procedure (cf. Steps 1, 2, and 3 in the Introduction)
to convert RHP’s with ”complicated” jump matrices to RHP’s with ”simple” jump
matrices. The procedure will be used again in Sections 8 and 9 to analyze a variety
of other examples of integrable kernels.
Lemma 4.3. Suppose Σ = Σ1∪Σ2, Σ1∩Σ2 = ∅, is a decomposition of the oriented
contour Σ ⊂ C into two disjoint parts. Suppose v is a function on Σ with values
in Mat(k,C). Suppose m, m1 solve the RHP’s (Σ, v), (Σ1, v), respectively. Then
if m−1 exists, m2 = m1m
−1 solves the RHP (Σ2, v2) where v2 = m+v
−1m−1+ =
m−v
−1m−1− . Conversely, if m, m2 solve the RHP’s (Σ, v) and (Σ2, v2), respectively,
then m1 = m2m solves the RHP (Σ1, v).
Proof. Direct calculation. 
Recall that, as noted at the beginning of §3, the formulas for the kernel K are
identical to (A.2) with m, hI , hII given by (3.1). This, in particular, means that
F = m±f, G = m
−t
± g
with
f1(x) = g2(x) =
{ √
ψout(x), x ∈ Xout,
0, x ∈ Xin,
f2(x) = g1(x) =
{
0, x ∈ Xout,√
ψin(x), x ∈ Xin.
Note that the matrix v in (3.2) has the form I + 2πi fgt.
Lemma 4.4. If the matrix v in Lemma 4.3 has the form v = I + 2πi fgt for
(arbitrary) f and g with f t(x)g(x) = 0, then
v2 = I − 2πi FGt, (4.1)
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where F = m+f = m−f and G = m
−t
+ g = m
−t
− g.
Proof. Have
v2 = m+(I − 2πi fgt)m−1+ = I − 2πi (m+f)(m−t+ g)t. 
Let Σ = X, Σ1 = X \ J , and Σ2 = J . Now mJ solves the RHP (Σ2, v2) with
v2 = vJ = I − 2πi FGt. But as noted above, F = m±f , G = m−t± g, and so it
follows by Lemmas 4.3 and 4.4 that
m1 = mX\J ≡ mJm
satisfies the RHP (Σ1, v), where v = I + 2πi fg
t as before. We think of v2 as
the “complicated” jump matrix and v as the “simple” jump matrix. The formula
mJ = mX\Jm
−1 shows that the analysis of the solution of the “complicated” RHP
(J, vJ) reduces to the analysis of the solutions of two “simple” RHP’s (X\J, v) and
(X, v).
These two RHP’s are “simple” for the following reason. Recall that in §3 we
have introduced a matrix C(ζ), see (3.3).
SetM = mX\J C
−1. This is a holomorphic function on C\R which has boundary
values M±(x) on R.
Lemma 4.5. The matrix-valued function M(ζ) satisfies the jump relation M+ =
M−V , where the jump matrix V has the form
V (x) =

[
1 2πiC(z, z′)χ(x)
0 1
]
, x > 12 ,[
e−iπ(z+z
′) 0
2πiχ(x) eiπ(z+z
′)
]
, 1
2
> x > −1
2
,[
e−iπ(z+z
′+w+w′) 2πiC(w,w′)χ(x)
0 eiπ(z+z
′+w+w′)
]
, x < −12 ,
where χ(x) = χX\J (x) is the characteristic function of the set X \ J .
Proof. On X \ J we have
V =M−1− M+ = C−vC
−1
+ = C−C
−1
+ + 2πiC−f (C
−t
+ g)
t,
and on J we have V = C−C
−1
+ . The jump relation (3.4) and explicit formulas for
C, f , and g conclude the proof. 
The important fact about the jump matrix V is that it is piecewise constant. As
discussed in the Introduction, this allows us to prove the following central claim.
Recall that J is a union of m intervals with endpoints {aj}2mj=1, see (2.11).
Theorem 4.6. The matrix M satisfies the differential equation
M ′(ζ) =
 A
ζ − 1
2
+
B
ζ + 1
2
+
2m∑
j=1
Cj
ζ − aj
M(ζ)
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with some constant matrices A, B, and {Cj}2mj=1. If a1 = −∞ then C1 = 0, and if
a2m = +∞ then C2m = 0. Other than that, all matrices A, B, {Cj}2mj=1 are nonzero.
Moreover,
TrA = TrB = Tr Cj = 0,
detA = −
(
z − z′
2
)2
, detB = −
(
w − w′
2
)2
, det Cj = 0,
for all j = 1, . . . , 2m, and
A+ B +
2m∑
j=1
Cj = −z + z
′ + w + w′
2
σ3, σ3 =
[
1 0
0 −1
]
.
Proof. Since M satisfies the jump condition with a piecewise constant jump matrix
V (Lemma 4.5),M ′ satisfies the jump condition with exactly the same jump matrix.
Therefore, M ′M−1 has no jump across X. (Note that
detM = detmJ detm(detC)
−1 ≡ 1,
and hence M−1 exists.)
Thus, we know that M ′M−1 is a holomorphic function away from the points
{±1
2
} ∪ {ai}2mi=1. We now investigate the behavior of M near these points.
Near ζ = 1
2
, mJ (ζ) is holomorphic, and the behavior of m(ζ)C
−1(ζ) is described
by Proposition 3.3. This implies, in the notation of Proposition 3.3, that for z 6= z′
M ′(ζ)M−1(ζ) =
1
ζ − 12
mJ
(
1
2
)
H1/2
(
1
2
) [ z−z′
2 0
0 z
′−z
2
]
H−11/2
(
1
2
)
m−1J
(
1
2
)
+O(1),
and for z = z′
M ′(ζ)M−1(ζ) =
1
ζ − 12
mJ
(
1
2
)
H1/2
(
1
2
) [ 0 1
0 0
]
H−11/2
(
1
2
)
m−1J
(
1
2
)
+O(1).
Similarly, near ζ = −12 we have the following: for w 6= w′
M ′(ζ)M−1(ζ)
=
1
ζ + 1
2
mJ
(−12)H−1/2 (−12) [ w−w′2 00 w′−w2
]
H−1−1/2
(−12)m−1J (−12)+O(1),
and for w = w′
M ′(ζ)M−1(ζ) =
1
ζ + 1
2
mJ
(−1
2
)
H−1/2
(−1
2
) [ 0 1
0 0
]
H−1−1/2
(−1
2
)
m−1J
(−1
2
)
+O(1).
As for the points {aj}2mj=1, we will prove the following claim.
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Lemma 4.7. In a neighborhood of any finite endpoint aj, j = 1, . . . , 2m,
M ′(ζ)M−1(ζ) =
Cj
ζ − aj + hj(ζ),
where hj(ζ) is holomorphic near aj, and Cj is a nonzero nilpotent matrix.
Let us postpone the proof of this Lemma and proceed with the proof of Theorem
4.6. Observe that if we set
A =

mJ
(
1
2
)
H1/2
(
1
2
) [ z−z′
2
0
0 z
′−z
2
]
H−11/2
(
1
2
)
m−1J
(
1
2
)
, z 6= z′,
mJ
(
1
2
)
H1/2
(
1
2
) [ 0 1
0 0
]
H−11/2
(
1
2
)
m−1J
(
1
2
)
, z = z′,
B =

mJ
(−12)H−1/2 (−12)
[
w−w′
2
0
0 w
′−w
2
]
H−1−1/2
(−12)m−1J (−12), w 6= w′,
mJ
(−12)H−1/2 (−12) [ 0 10 0
]
H−1−1/2
(−12)m−1J (−12), w = w′,
then the function
M ′(ζ)M−1(ζ)−
 A
ζ − 12
+
B
ζ + 12
+
2m∑
j=1
Cj
ζ − aj
 (4.2)
is entire. At infinity we have, using mX\J = mJm,
M ′M−1 = m′Jm
−1
J +mJm
′m−1m−1J +mJm(C
−1)′Cm−1m−1J .
We know that m ∼ I, mJ ∼ I, m′Jm−1J = o(|ζ|−1) (see Proposition 4.2), m′m−1 =
o(|ζ|−1) (which follows from (2.8) and differentiation of (2.9)), and by direct com-
putation
(C−1)′(ζ)C(ζ) = −z + z
′ + w + w′
2
σ3ζ
−1.
This implies that
M ′(ζ)M−1(ζ) = −z + z
′ + w + w′
2
σ3ζ
−1 + o(|ζ−1|).
Then, by Liouville’s theorem, the expression (4.2) is identically equal to zero. Mul-
tiplying it by ζ and passing to the limit ζ →∞ we see that
A+ B +
2m∑
j=1
Cj + z + z
′ + w + w′
2
σ3 = 0.
The remaining properties of A and B follow directly from their definitions. This
concludes the proof of the Theorem modulo Lemma 4.7.
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Proof of the Lemma 4.7. Let us give a proof for an odd value of j. The proof for
the even j’s is obtained by changing the sign of ζ. We will omit the subscript “j”
in aj and Cj .
Near the point a the jump matrix for M has the form (Lemma 4.5)
(M−(x))
−1M+(x) =
{
Co + 2πi fo(go)t, x < a,
Co, x > a,
where fo = C−f , g
o = C−t+ g are locally constant vectors, and C
o = C−C
−1
+ is a
locally constant matrix. Note that ((Co)−1fo)tgo = f tg = 0.
Set
M˜(ζ) =
{
M(ζ), ℑζ > 0,
M(ζ)Co, ℑζ < 0.
Then
(M˜−(x))
−1M˜+(x) =
{
I + 2πi (Co)−1fo(go)t, x < a.
I, x > a,
and we note that
M˜o = exp
(
1
2πi
ln(I + 2πi (Co)−1fo(go)t) ln(ζ − a)
)
= exp((Co)−1fo(go)t ln(ζ − a)) = I + (Co)−1fo(go)t ln(ζ − a)
is also a solution of this local RHP. (Here we use the fact that
(
(Co)−1fo(go)t
)2
=
0.) Hence,
Mo(ζ) =
{
M˜o(ζ), ℑζ > 0,
M˜o(ζ)(Co)−1, ℑζ < 0,
is a local solution of the RHP for M near ζ = a.
Since M = mJmC
−1, m and C−1 are bounded near a, and mJ is square inte-
grable near a (Proposition 4.1), we conclude that M is square integrable near a.
Clearly, Mo is also locally square integrable, and detMo ≡ 1. Hence, Ha(ζ) ≡
M(ζ)(Mo(ζ))−1 is locally integrable and does not have any jump across R near a.
Therefore, Ha(ζ) is holomorphic near a. Since detM ≡ 1, Ha is nonsingular. We
obtain
M(ζ) = Ha(ζ)M
o(ζ). (4.3)
Computing M ′M−1 explicitly we arrive at the desired claim with
h = H ′aH
−1
a and C = Ha(a) (Co)−1fogoH−1a (a).
Since (Co)−1fogo is nilpotent and nonzero, the proof of Lemma 4.7 and Theorem
4.6 is complete. 
Remark 4.8. Arguing in exactly the same way as we did in the proof of Theorem
4.6 above, it is not hard to prove the equation
(m(ζ)C−1(ζ))′ =
( A0
ζ − 1
2
+
B0
ζ + 1
2
)
m(ζ)C−1(ζ)
with some constant matrices A0, B0. These matrices can be explicitly computed
(as opposed to the matrices A, B, {Cj} in Theorem 4.6!). The resulting system of
differential equations is equivalent to (2.5), (2.6), (2.7).
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5. General setting
As noted earlier, the arguments which we used to derive Theorem 4.6 and which
we will use to derive further results, can be applied to other kernels as well (see §8
for examples). In this short section we place the results of the previous section in
a general framework.
Let K(x, y) be a smooth integrable kernel
K(x, y) =
∑N
j=1 Fj(x)Gj(y)
x− y ,
N∑
j=1
Fj(x)Gj(x) = 0,
defined on a subset X of the real line. Let us assume that X is finite union of
(possibly infinite) disjoint intervals.
We list the conditions on the kernel K that we need.
(1) Assume we are given functions {fj , gj}Nj=1 on X for which there exists a solution
m of the RHP (X, v) with the jump matrix
v = I + 2πi fgt = [δkl + 2πi fkgl]
N
k,l=1
such that the relations F = m+f = m−f , G = m
−t
+ g = m
−t
− g are satisfied.
Then necessarily
N∑
j=1
fj(x)gj(x) = f
t(x)g(x) = (mf)t(x)(m−tg)(x) = F t(x)G(x) = 0.
For such functions {fj , gj}Nj=1 the kernel L(x, y) defined by
L(x, y) =
∑N
j=1 fj(x)gj(y)
x− y ,
formally satisfies the relation K = L(1 + L)−1, see Proposition A.2. As we have
seen in §3, it can happen that the solution m of the RHP is defined but the integral
operator L in L2(X, dx) given by the kernel L(x, y) is unbounded. In such cases,
greater care must be taken in assigning a meaning to L(1 + L)−1.
Let J be a subset of X formed by a union of finitely many possibly infinite disjoint
intervals:
J = (a1, a2) ∪ · · · ∪ (a2m−1, a2m) ⊂ X,
−∞ ≤ a1 < a2 < · · · < a2m ≤ +∞.
The endpoints {aj} of J are allowed to coincide with the endpoints of X.
(2) Assume that the kernel KJ = K|J defines a trace class integral operator in
L2(J, dx).
(3) Assume also that the operator 1−KJ is invertible in L2(J, dx).
Further,
(4) Assume that the restrictions of the functions Fj , Gj to J lie in L
p(J, dx) ∩
L∞(J, dx) for some p, 1 < p <∞.
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Then by Proposition A.2 there exists a solution mJ of the normalized RHP
(J, vJ) with vJ = I − 2πiFGt, and the kernel of the operator RJ = KJ(1−KJ )−1
has the form
RJ(x, y) =
∑N
j=1 Fj(x)Gj(y)
x− y ,
F = (mJ )±F = (mJ)±m±f, G = (m−tJ )±G = (m−tJ )±m−t± g.
Set mX\J = mJm. As in §4, we see that mX\J satisfies the RHP (X \ J, v).
The crucial condition is that this RHP can be reduced to a RHP with a piecewise
constant jump matrix. We formulate this more precisely as follows.
(5) Assume that there exists a matrix valued holomorphic function C : C \ S →
Mat(N,C) such that
(a) C is invertible;
(b) fo = C−f is a piecewise constant vector on X;
(c) go = C−t+ g is a piecewise constant vector on X;
(d) Co = C−C
−1
+ is an invertible piecewise constant matrix on X;
(e) (C−1)′(ζ)C(ζ) = D ζ−1 + o(|ζ|−1) as ζ →∞, where D is a constant matrix.
Now form the matrix M = mX\JC
−1 = mJmC
−1. Condition (5) implies that
the jump matrix for M , which is equal to
V = M−1− M+ = C
o + 2πifo(go)tχX\J
(cf. Lemma 4.5) is piecewise constant.
Now in order to ensure the existence of a differential equation forM with respect
to ζ we need to know something about the local behavior of M near the points of
discontinuity of V and near infinity.
To state the condition on the local behavior of M we have to be sure that the
matrix M−1 exists. Note that the determinants of v and vJ are identically equal
to one, because both v and vJ are equal to the identity plus a nilpotent matrix.
This means that the scalar functions detm and detmJ have no jump across X. As
m and mJ tend to I at infinity, detm and detmJ tend to 1 at infinity. Modulo
certain regularity conditions on detm and detmJ near the endpoints of X and J
(which are always satisfied in the applications), Liouville’s theorem implies that
detm = detmJ ≡ 1, and the matrices m, mJ , and M are invertible.
(6) Assume that M ′(ζ)M−1(ζ) = O(|ζ − a|−1) at any endpoint a of X.
(7) Assume thatm′
X\J (ζ)m
−1
X\J (ζ) = o(|ζ|−1) as ζ →∞ (recall thatmX\J = mJm).
Before going any further, we indicate where we proved that the conditions (1)–(7)
hold for the 2F1 kernel.
The condition (1) is verified in Proposition 3.2; (2) follows from Propositions
2.7 and 2.8; (3) is Corollary 3.7 (here we needed additional restrictions on the
parameters z, z′, w, w′); (4) is a corollary of (2.8), (2.9); (5) consists of obvious
properties of the matrix (3.3); (6) follows from Proposition 3.3 and 3.4; (7) is a
corollary of (2.8), (2.9), and Proposition 4.2.
Denote by {bj}nj=1 ⊂ C all finite endpoints of X and J .
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Theorem 5.1. Under the conditions (1)-(7) above, there exist constant matrices
{Bj}nj=1 such that the matrix M satisfies the following linear differential equation:
M ′(ζ) =
n∑
j=1
Bj
ζ − bj ·M(ζ). (5.1)
If bj is an endpoint of J but not an endpoint of X then the corresponding matrix
Bj is nilpotent and nonzero. Moreover,
∑n
j=1 Bj = D, where the constant matrix
D is given in (5e).
Proof. We will follow the proof of Theorem 4.6. Since M has a constant jump
matrix, the matrixM ′M−1 has no jump across X. If bj is an endpoint of X then by
(6), bj is either a regular point or a first order pole of M
′M−1. If bj is an endpoint
of J and not an endpoint of X then the proof of Lemma 4.7 (which can be repeated
word-for-word in the general setting) shows that near bj
M ′(ζ)M−1(ζ) =
Bj
ζ − bj + a locally holomorphic function
with a nilpotent constant matrix Bj . Thus,
M ′(ζ)M−1(ζ)−
n∑
j=1
Bj
ζ − bj (5.2)
is an entire function for the (constant) matrices {Bj}nj=1.
Near ζ =∞,
M ′M−1 = m′
X\Jm
−1
X\J +mX\J (C
−1)′Cm−1
X\J = Dζ
−1 + o(|ζ|−1),
as follows from (5e) and (7). Hence, by Liouville’s theorem, the function (5.2)
is identically zero, and computing the terms of order ζ−1 at infinity we see that∑n
j=1 Bj = D. 
Remark 5.2. Arguing as above and replacing the condition (7) by the estimate
m′m−1 = o(|ζ|−1) as ζ →∞, one can easily prove that
(m(ζ)C−1(ζ))′ =
l∑
j=1
B0J
ζ − b0j
·m(ζ)C−1(ζ),
where {b0j}lj=1 are the endpoints of X, and {B0j } are some constant matrices, cf.
Remark 4.8.
If we allow the differential equation to have an irregular singularity at infinity,
then the condition (5e) on the matrix C can be relaxed. Let us introduce the
condition
(5e’) (C−1)′(ζ)C(ζ) = D + o(1) as ζ →∞, where D is a constant matrix.
We can then relax the condition (7) to
(7’) Assume that m′
X\J (ζ)m
−1
X\J (ζ) = o(1) as ζ →∞.
The following claim is proved in exactly the same way as Theorem 5.1.
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Theorem 5.3. Under the conditions (1)-(4), (5a-d), (5e’), (6), (7’) above, there
exist constant matrices {Bj}nj=1 such that the matrix M satisfies the following linear
differential equation:
M ′(ζ) =
 n∑
j=1
Bj
ζ − bj +D
M(ζ). (5.3)
If bj is an endpoint of J but not an endpoint of X then the corresponding matrix
Bj is nilpotent and nonzero.
Remark 5.4. Once again, if m′m−1 → 0 as ζ →∞, then
(m(ζ)C−1(ζ))′ =
 l∑
j=1
B0J
ζ − b0j
+D
m(ζ)C−1(ζ),
where {b0j}lj=1 are the endpoint of X, and {B0j } are some constant matrices, cf.
Remarks 4.8, 5.2.
6. Isomonodromy deformations. Jimbo-Miwa-Ueno τ -function
LetM(ζ) be a matrix-valued function on the complex ζ–plane satisfying a linear
differential equation of the form M ′(ζ) = B(ζ)M(ζ), where B(ζ) is a rational
matrix.
Fix a fundamental solutionM of this equation. In general,M(ζ) is a multivalued
function. If {b1, . . . , bn} are the poles of B, then {b1, . . . , bn,∞} are the branch
points for M . When we continue M along a closed path γ avoiding the branch
points, the column vectors of M are changed into some linear combinations of the
columns of the original matrix: M(ζ) 7→M(ζ)Xγ. Here Xγ is a constant invertible
matrix depending on the homotopy class [γ] of the path γ. Thus, Xγ ’s provide a
“monodromy representation” of the fundamental group of C \ {b1, . . . , bn}:
X : π1(C \ {b1, . . . , bn})→ GL(N,C), [γ] 7→ Xγ .
Now view the singular points {b1, . . . , bn} as variables. It may happen that
moving these points a little and changing the rational matrix B(ζ) in an appropriate
way, we do not change the monodromy representation. In such a case we say that
we have an isomonodromy deformation of the initial differential equation.
For general information on isomonodromy deformations we refer the reader to
[IN], [JMU].
Without loss of generality, we can assume that, in the notation of §5, the first
k ≤ n points {b1, . . . , bk} of the set {bj}nj=1 are exactly those endpoints of J which
are not the endpoints of X. Clearly, {bj}kj=1 ⊂ {aj}2mj=1.
The following statement is immediate.
Proposition 6.1. Under the assumptions of Theorem 5.1 (or Theorem 5.3), there
exists ǫ > 0 with the property that moving the points b1, . . . , bk within their ǫ-
neighborhoods inside R provides an isomonodromy deformation of the equation (5.1)
(or of the equation (5.3), respectively).
Note that the matrices {Bj}nj=1 are now functions of b1, . . . , bk.
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Proof. Choose ǫ > 0 so that the points b1, . . . , bk cannot collide between themselves
or with the other endpoints bk+1, . . . , bn. Since the matrix M = mJmC
−1 has
nonzero determinant, this matrix can be viewed as a fundamental solution of (5.1).
The monodromy of this solution, as we go along any closed curve which avoids
the singular points, is equal to the product of the values of the jump matrix V or
their inverses at the points where the curve meets X. Since V does not depend on
b1, . . . , bk, the proof is complete. 
In 1912, Schlesinger realized that if the matrix B(ζ) has simple poles then a
deformation of bj ’s preserves monodromy if and only if the residues {Bj} of B at
the singular points, as functions of bj ’s, satisfy a certain system of nonlinear partial
differential equations. These equations are called the Schlesinger equations. The
analogs of the Schlesinger equations in the case when B has higher order poles were
derived in [JMU].
In what follows we will use the Schlesinger equations arising from the isomon-
odromy deformation described in Proposition 6.1. Since our situation is simpler
than the general case in [JMU], it is more instructive to rederive the equations that
we need, rather than to refer to the general theory.
Proposition 6.2 (Schlesinger equations). (i) The matrices {Bj}nj=1 from (5.1),
as functions in b1, . . . , bk, satisfy the equations
∂Bl
∂bj
=
[Bj ,Bl]
bj − bl ,
∂Bj
∂bj
=
∑
1≤l≤n
l6=j
[Bj ,Bl]
bl − bj , (6.1)
where j = 1, . . . , k, l = 1, . . . , n.
(ii) The matrices {Bj}nj=1 from (5.3), as functions in b1, . . . , bk, satisfy the equa-
tions
∂Bl
∂bj
=
[Bj ,Bl]
bj − bl ,
∂Bj
∂bj
=
∑
1≤l≤n
l6=j
[Bj ,Bl]
bl − bj − [Bj , D] , (6.2)
where j = 1, . . . , k, l = 1, . . . , n.
Sketch of the proof. Since M satisfies a RHP with a constant jump matrix V , the
derivative Mbj =
∂M
∂bj
satisfies the same jump condition, j = 1, . . . , k. Hence, the
matrix Mbj M
−1 has no jump across X. Thus, it is holomorphic in C \ {bj}. As
was shown in the proof of Lemma 4.7, locally near ζ = bj we have
M(ζ) = H(ζ) exp((Co)−1fo(go)t ln(ζ − bj))
= H(ζ)
(
I + (Co)−1fo(go)t ln(ζ − bj)
)
,
where H is holomorphic. With some additional effort, one can show that H is
differentiable with respect to bj, and differentiating with respect to bj we see that
Mbj (ζ)M
−1(ζ) = −H(bj) (C
o)−1fogoH−1(bj)
ζ − bj +O(1) = −
Bj
z − bj +O(1).
Since M ∼ I at ζ =∞, one can show that MbjM−1 → 0 as ζ →∞. By Liouville’s
theorem, MbjM
−1 + Bj/(z − bj) ≡ 0, and
Mbj = −
Bj
ζ − bj M. (6.3)
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The linear equations (5.1) and (6.3) form a Lax pair for (6.1).
Differentiating (5.1) with respect to bj and (6.3) with respect to ζ, subtracting
the results, and multiplying the difference by M−1 on the right, we obtain
n∑
l=1
∂Bl
∂bj
1
ζ − bl =
1
ζ − bj
∑
1≤l≤n
l6=j
[Bl,Bj]
ζ − bl .
The equality of residues at the points {bl}nl=1 on both sides of this identity gives
(6.1). The equations (6.2) are proved in exactly the same way. 
Corollary 6.3. In the notation of Theorem 4.6,
∂A
∂aj
=
2m∑
j=1
[Cj ,A]
aj − 12
,
∂B
∂aj
=
2m∑
j=1
[Cj ,B]
aj +
1
2
, (6.4)
∂Cl
∂aj
=
[Cj , Cl]
aj − al ,
∂Cj
∂aj
= − [Cj ,A]
aj − 12
− [Cj ,B]
aj +
1
2
−
∑
1≤l≤2m
l6=j
[Cj , Cl]
aj − al . (6.5)
Here j, l = 1, 2, . . . , 2m, and if a1 = −∞ or a2m = +∞ then the corresponding
terms and equations are removed.
Proof. Direct application of Proposition 6.2. 
It is known that for any solution of Schlesinger equations there exists an asso-
ciated remarkable 1-form ω which is closed, see [SMJ], [JMU]. For the equations
(6.1), the form of ω is as follows:
ω =
k∑
j=1
∑
1≤l≤n
l6=j
Tr(BjBl)
bj − bl dbj, (6.6)
while for the equations (6.2) the form is different:
ω =
k∑
j=1
 ∑
1≤l≤n
l6=j
Tr(BjBl)
bj − bl +Tr(BjD)
 dbj . (6.7)
Definition 6.4 [JMU]. A function τ = τ(b1, . . . , bk) is called a τ -function for the
system of Schlesinger equations (6.1) (or (6.2)) if
d ln τ = ω
with ω given by (6.6) (or (6.7), respectively ).
The definition can be extended to the most general case of an arbitrary rational
matrix B(ζ), see [JMU].
Since dω = 0, the τ -function is defined at least locally. Clearly, the τ -function is
unique up to a multiplicative constant.
The following claim is a corollary of much more general statements proved in
[Miw] and [Mal].
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Painleve´ property. Any solutions {Bj}nj=1 of the Schlesinger equations (6.1) or
(6.2) are analytic function in (b1, . . . , bk) which have at most poles in addition to
the fixed singularities bj = bl for some j 6= l.
The corresponding τ -function is holomorphic everywhere on the universal cover-
ing manifold of
C
k \ {(b1, . . . , bk) | bj = bl for some j 6= l, j = 1, . . . , k, l = 1, . . . , n}.
Let us now return to the general setting of §5. The next statement is our main
result in this section.
Theorem 6.5. Under the assumptions of Theorem 5.1 (or Theorem 5.3 ), the Fred-
holm determinant det(1−KJ) is the τ -function for the system of Schlesinger equa-
tions (6.1) (or (6.2), respectively ).
Proof. We will give a proof under the assumptions of Theorem 5.1, the case of
Theorem 5.3 is handled similarly.
First of all, by condition (2) of §5 the operator KJ is trace class. Hence, det(1−
KJ) is well-defined. Note that (1−KJ) is invertible by condition (3). By a well–
known formula from functional analysis, we have that
∂ ln det(1−KJ )
∂bj
= ±RJ (bj, bj), j = 1, . . . , k,
where RJ = KJ(1 − KJ)−1, the sign “+” is chosen if bj is a left endpoint of J ,
and the sign “−” is chosen is a right endpoint of J . Thus, in order to verify that
d ln det(1−KJ) = ω we must prove that
RJ(bj, bj) =
∑
1≤l≤n
l6=j
Tr(BjBl)
bj − bl , j = 1, . . . , k. (6.8)
We give a proof when bj is a left endpoint of an interval from J . The proof for
the right endpoints is obtained by changing the sign of ζ.
We have
RJ(bj , bj) = lim
x,y→bj
Gt(y)F(x)
x− y = limx,y→bj
((m−t
X\J )+g(y))
t(mX\J )−(x)f(x)
x− y
= lim
x,y→bj
((M+C+)
−tg(y))tM−C−f(x)
x− y = limx,y→bj
(go)tM−1+ (y)M−(x)f
o
x− y
= (go)t(M−1+ M
′
−)(bj)f
o.
The local representation (4.3) of the matrix M(ζ) near the point ζ = bj implies
that
M(ζ) =
{
Hbj (ζ) exp
(
(Co)−1fo(go)t ln(ζ − bj)
)
, ℑζ > 0,
Hbj (ζ) exp
(
(Co)−1fo(go)t ln(ζ − bj)
)
(Co)−1, ℑζ < 0.
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Hence, for x ∈ X near bj ,
M−1+ = exp
(−(Co)−1fo(go)t ln(x− bj))H−1bj ,
M ′− = H
′
bj exp
(
(Co)−1fo(go)t ln(x− bj)
)
(Co)−1
+Hbj
(Co)−1fo(go)t
x− bj exp
(
(Co)−1fo(go)t ln(x− bj)
)
(Co)−1,
M−1+ M
′
− =
(Co)−1fo(go)t(Co)−1
x− bj
+exp
(−(Co)−1fo(go)t ln(x− bj))H−1bj H ′bj exp ((Co)−1fo(go)t ln(x− bj)) (Co)−1
where Hbj is a function holomorphic near bj, and detHbj (bj) 6= 0.
Since (go)t(Co)−1fo = ((Co)−1fo)tgo = 0, we have
(go)t
(Co)−1fo(go)t(Co)−1
x− bj = 0,
(go)t exp
(−(Co)−1fo(go)t ln(x− bj)) = (go)t,
exp
(
(Co)−1fo(go)t ln(x− bj)
)
(Co)−1fo = (Co)−1fo.
Therefore,
R(bj, bj) = (g
o)t(M−1+ M
′
−)(bj)f
o = (go)t(H−1bj H
′
bj
)(bj)(C
o)−1fo. (6.9)
On the other hand, let us compute the right-hand side of (6.8) through Co, fo,
go, and Hbj . As above, locally near bj we have
M ′(ζ)M−1(ζ) = H ′bj (ζ)H
−1
bj
(ζ) +
Hbj (ζ)(C
o)−1fo(go)tH−1bj (ζ)
ζ − bj .
Comparing with (5.1), we conclude that
Bj = Hbj (bj)(Co)−1fo(go)tH−1bj (bj)
and ∑
1≤l≤n
l6=j
Bl
bj − bl = H
′
bj
(bj)H
−1
bj
(bj) +H
′
bj
(bj)(C
o)−1fo(go)tH−1bj (bj)
−Hbj (bj)(Co)−1fo(go)tH−1bj (bj)H ′bj (bj)H−1bj (bj).
Multiplying these two relations, taking the trace of both sides, and using the
fact that (go)t(Co)−1fo = 0, we obtain
Tr(H ′bj (bj)(C
o)−1fo(go)tH−1bj (bj)) =
∑
1≤l≤n
l6=j
TrBlBj
bj − bl .
But the left-hand side of the last equality equals the right-hand side of (6.9). This
concludes the proof of (6.8). 
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Corollary 6.6. Let K be the continuous 2F1 kernel of §2 and assume that
z + z′ + w + w′ > 0, |z + z′| < 1, |w + w′| < 1.
Then, in the notation of Theorem 4.6, det(1−KJ) is the τ -function of the Schlesin-
ger equations (6.4), (6.5), where the matrices A, B, {Cj}2mj=1 satisfy the conditions
stated in Theorem 4.6.
Proof. Direct application of Theorem 6.5. 
Note that the restrictions on the parameters z, z′, w, w′ come from Corollary 3.7
(see also Remark 3.8).
7. Painleve´ VI
In this section we consider the case of the 2F1 kernel acting on J = (s,+∞) for
s > 1
2
. We will show that the Fredholm determinant det(1−Ks) = det(1−K|(s,+∞))
can be expressed through a solution of the Painleve´ VI equation. The appearance
of the PVI equation is to be expected from the general results of [JMU]; the precise
form of the equation is not clear in general, and requires considerable calculations,
as we now show.
Our goal is to prove the following claim.
Theorem 7.1. Let Ks be the restriction of the continuous 2F1 kernel to the interval
(s,+∞), s > 12 . Assume that S = z + z′ + w + w′ > 0, |z + z′| < 1, |w + w′| < 1.
Then the function
σ(s) =
(
s− 1
2
) (
s+ 1
2
) d ln det(1−Ks)
ds
− ν21s+
ν3ν4
2
satisfies the differential equation
−σ′ ((s− 12) (s+ 12)σ′′)2 = (2 (sσ′ − σ)σ′ − ν1ν2ν3ν4)2
−(σ′ + ν21 )(σ′ + ν22)(σ′ + ν23)(σ′ + ν24),
(7.1)
where
ν1 = ν2 =
z + z′ + w + w′
2
, ν3 =
z − z′ + w − w′
2
, ν4 =
z − z′ − w + w′
2
.
Remarks 7.2. 1. The equation (7.1) is the so-called Jimbo-Miwa σ-version of the
Painleve´ VI equation, see [JM, Appendix C]. It is easily reduced to the standard
form of the Painleve´ VI, see [JM], [Mah].
2. As s→ +∞,
d ln det(1−Ks)
ds
∼ K(s, s) = ψout(s)(R′out(s)Sout(s)− S′out(s)Rout(s)). (7.2)
The error term in this asymptotic relation is of order
∫ +∞
s
K(s, y)K(y, s)dy. Using
the leading asymptotic terms
ψout(s) ∼ sinπz sinπz
′
π2
s−S, Rout(s) ∼ 1, Sout(s) ∼ const s−1,
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we see that K(s, s) = O(s−S−2), and
∫ +∞
s
K(s, y)K(y, s)dy = O(s−2S−3). Hence,
σ(s) = −ν21s+
ν3ν4
2
+
sinπz sinπz′
π2
s−2ν1 + o(s−2ν1).
This expansion determines σ(s) uniquely as a solution of (7.1) by a result of
O. Costin and R. D. Costin [Cos].
3. The restrictionsS > 0, |z+z′| < 1, and |w+w′| < 1 are taken from Corollary 3.7.
Most likely, they can be removed from Corollary 3.7, and hence from Theorem 7.1,
see Remark 3.8. Another possible way of removing these restrictions from Theorem
7.1 is to prove that the Fredholm determinant det(1−Ks) and its derivatives with
respect to s, which are well-defined for all admissible sets of parameters (see the end
of §2) are real-analytic function of the parameters. Then the result would follow
by analytic continuation.
4. The equation (7.1) depends only on 3 independent parameters: the shifts
z 7→ z + α, z′ 7→ z′ + α, w 7→ w − α, w 7→ w′ − α
do not change the values of ν1, . . . , ν4. However, the solution of (7.1) which is of
interest here, depends nontrivially on all four parameters, as can be seen from the
above asymptotic expansion.
5. The proof of Theorem 7.1 follows the derivation of the Painleve´ VI equation
from Schlesinger equations given in [JM, Appendix C], see also [Mah] for a more
detailed description.
Proof of Theorem 7.1. By Theorem 4.6, the matrix M satisfies a differential equa-
tion
d
dζ
M(ζ) =
( A
ζ − 12
+
B
ζ + 12
+
C
ζ − s
)
M(ζ)
with some constant matrices A, B, and C, such that
TrA = TrB = Tr C = 0,
detA = −
(
z − z′
2
)2
, detB = −
(
w − w′
2
)2
, det C = 0,
and
A+ B + C = −S
2
σ3, σ3 =
[
1 0
0 −1
]
.
By Corollary 6.3, the matrices A, B, C satisfy the Schlesinger equations
∂A
∂s
=
[C,A]
s− 12
,
∂B
∂s
=
[C,B]
s+ 12
, (7.3)
∂C
∂s
= − [C,A]
s− 1
2
− [C,B]
s+ 1
2
. (7.4)
Introduce the notation
θA =
z − z′
2
, θB =
w − w′
2
.
Set
σˆ(s) =
(
s− 12
) (
s+ 12
) d ln det(1−Ks)
ds
= σ(s) +
S
2
4
s− θ
2
A − θ2B
2
.
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Lemma 7.3. σˆ(s) = Tr
[((
s+ 1
2
)A+ (s− 1
2
)B) C] .
Proof. Follows from (6.6), Definition 6.4, and Corollary 6.6. 
Write the matrices A and C in the form
A =
[
zA xA
yA −zA
]
, C =
[
zC xC
yC −zC
]
(7.5)
with
xAyA = − detA− z2A = θ2A − z2A, xCyC = − det C − z2C = −z2C . (7.6)
Lemma 7.4. σˆ′ = −SzC .
Proof. Lemma 7.3 implies
σˆ′(s) = Tr((A+ B)C) + (s+ 12)Tr(A′C)
+
(
s− 12
)
Tr(B′C) + Tr [((s+ 12)A+ (s− 12)B) C′] .
The Schlesinger equations (7.3), (7.4) imply that last three terms vanish due to the
identity Tr([X, Y ]X) = 0. Further, since A+ B = −S2 σ3 − C and C2 = 0, we have
σˆ′(s) = Tr
((
−S
2
σ3 − C
)
C
)
= −S
2
Tr(σ3C) = −SzC . 
Lemma 7.5.(
s− 12
) (
s+ 12
)
σˆ′′(s) = −S
2
Tr(σ3[A, C]) = S(xCyA − xAyC).
Proof. Differentiating the equality σˆ′(s) = −S2 Tr(σ3C) and using the equation
(7.4) we get
(
s− 12
) (
s+ 12
)
σˆ′′(s) = −S
2
Tr
(
σ3
[(
s+ 12
)A+ (s− 12)B, C]) .
Substituting B = −S2 σ3−A−C and simplifying we arrive at the first equality. The
second equality follows from the explicit form of matrices A and C, see (7.5). 
Lemma 7.6. (s− 1
2
)σˆ′(s)− σˆ(s) = −Tr(AC) = −(xAyC + xCyA + 2zAzC).
Proof. We have
(
s− 12
)
σˆ′(s)− σˆ(s) = −S
2
(
s− 12
)
Tr(σ3C)− Tr
[((
s+ 12
)A+ (s− 12)B) C]
= −S
2
(
s− 12
)
Tr(σ3C)− Tr
[((
s+ 12
)A+ (s− 12)(−S2 σ3 −A− C
))
C
]
= −Tr(AC),
where we used Lemmas 7.3, 7.4 and the relations B = −S
2
σ3 −A− C and C2 = 0.
The second equality follows from (7.5). 
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Lemma 7.7. (s+ 1
2
)σˆ′(s)− σˆ(s) = SzA + θ2A − θ2B +S2/4.
Proof. We have
−Tr(AC) = Tr
(
A
(
S
2
σ3 + B +A
))
=
1
2
(
Tr(A+ B)2 +TrA2 − TrB2)+ S
2
Tr(Aσ3)
=
1
2
(
Tr
(
S
2
σ3 + C
)2
+ TrA2 − TrB2
)
+SzA
= SzA +SzC + θ
2
A − θ2B +S2/4,
where we used the equalities
TrA2 = 2θ2A, TrB2 = 2θ2B, C2 = 0, Trσ23 = 2.
Lemmas 7.4 and 7.6 conclude the proof. 
Now we use the following trick to derive the differential equation for σ. We
learned this trick from [JM] in which the authors refer further to [Oka].
From Lemmas 7.5 and 7.6 we know that
xCyA − xAyC = 1
S
(
s− 12
) (
s+ 12
)
σˆ′′(s),
−(xAyC + xCyA) =
(
s− 1
2
)
σˆ′(s)− σˆ(s) + 2zAzC .
Squaring these equalities and then subtracting the first one from the second one,
we obtain
4xAxCyAyC =
((
s− 12
)
σˆ′(s)− σˆ(s) + 2zAzC
)2
− 1
S2
((
s− 12
) (
s+ 12
)
σˆ′′(s)
)2
.
But (7.6) implies that xAxCyAyC = (z
2
A − θ2A)z2C . This gives
4(z2A − θ2A)z2C =
((
s− 1
2
)
σˆ′(s)− σˆ(s) + 2zAzC
)2
− 1
S2
((
s− 12
) (
s+ 12
)
σˆ′′(s)
)2
.
(7.7)
Next, Lemmas 7.4 and 7.7 provide expressions for zC and zA via σˆ(s). Namely,
zC = − σˆ
′(s)
S
, zA =
1
S
((
s+ 12
)
σˆ′(s)− σˆ(s)− θ2A + θ2B −
S
2
4
)
.
Substituting these relations into (7.7) we can obtain a differential equation for σˆ.
But we can also rewrite everything in terms of σ(s). We have
σˆ′′(s) = σ′′(s),(
s− 12
)
σˆ′(s)− σˆ(s) = (s− 12)σ′(s)− σ(s) + θ2A − θ2B2 − S28 ,
zC = − 1
S
(
σ′(s) +
S
2
4
)
,
zA =
1
S
((
s+ 12
)
σ′(s)− σ(s)− θ
2
A − θ2B
2
− S
2
8
)
.
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Substituting this into (7.7) we have
− 1
S2
((
s− 1
2
) (
s+ 1
2
)
σ′′(s)
)2
=
4
S2
(
1
S2
((
s+ 12
)
σ′(s)− σ(s)− θ
2
A − θ2B
2
− S
2
8
)2
− θ2A
)(
σ′(s) +
S
2
4
)2
−
((
s− 12
)
σ′(s)− σ(s) + θ
2
A − θ2B
2
− S
2
8
− 2
S2
((
s+ 12
)
σ′(s)− σ(s)− θ
2
A − θ2B
2
− S
2
8
)(
σ′(s) +
S
2
4
))2
.
Purely algebraic manipulations show that the equation above after the multiplica-
tion by S2σ′(s) turns into the equation (7.1). Note that in this notation
ν1 = ν2 =
S
2
, ν3 = θA + θB, ν4 = θA − θB. 
8. Other kernels
8.1. The Jacobi kernel. We introduce some notation related to the Jacobi
polynomials. Our notation follows [Er, 10.8].
Let {Pn = P (α,β)n (x)}∞n=0 be the system of orthogonal polynomials on (−1, 1),
degPn = n, with respect to the weight function w(x) = (1 − x)α(1 + x)β, where
α and β are real constants, α, β > −1. The normalization is determined from the
relation
Pn(1) =
(
n+ α
n
)
=
(α+ 1)n
n!
,
where (a)k = Γ(a + k)/Γ(a) is the Pochhammer symbol. The Pn’s are the Jacobi
polynomials with parameters α and β. Let us denote by hn the square of the norm
of Pn in L
2((−1, 1), w(x)dx) and by kn > 0 the highest coefficient of Pn:
hn =
∫ 1
−1
P 2n(x)w(x)dx, Pn(x) = knx
n + { lower order terms }.
The explicit form of these constant is known, see [Er, 10.8],
hn =
2α+β+1Γ(n+ α+ 1)Γ(n+ β + 1)
(2n+ α+ β + 1)n!Γ(n+ α+ β + 1)
, kn = 2
−n
(
2n+ α+ β
n
)
.
The Jacobi polynomials are expressed through the Gauss hypergeometric function
2F1
Pn(x) =
(
n+ α
n
)
2F1
[
−n, n+ α+ β + 1
α+ 1
∣∣∣∣∣ 1− x2
]
.
The Jacobi functions of the second kind Qn(x) = Q
(α,β)
n (x) are defined by the
formula
Qn(x) =
2n+α+βΓ(n+ α+ 1)Γ(n+ β + 1)
Γ(2n+ α+ β + 2)
× (x− 1)−n−α−1(x+ 1)−β 2F1
[
n+ 1, n+ α+ 1
2n+ α+ β + 2
∣∣∣∣∣ 21− x
]
.
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Qn satisfies the same second order differential equation as Pn. The Jacobi functions
of the second kind are related to the Jacobi polynomials by a number of well–known
formulas, see [Er, 6.8], [Sz, §4.6] for details.
Proposition 8.1. For any n = 1, 2, . . . , take two arbitrary integers k and l such
that k + l = n, and set
z = k, z′ = k + α, w = l, w′ = l + β.
Then
ψout(x) ≡ 0, ψin(x) = (1− 2x)
2k+α(1 + 2x)2l+β
22n+α+β
=
(1− 2x)2k(1 + 2x)2lw(2x)
22n+α+β
,
Rin(x) =
(−1)k+12nn!Γ(n+ α+ β + 1)
Γ(2n+ α+ β + 1)
(1− 2x)−k(1 + 2x)−lPn(2x),
Sin(x) =
(−1)k+12nΓ(2n+ α + β)
Γ(n+ α)Γ(n+ β)
(1− 2x)−k(1 + 2x)−lPn−1(2x).
Proof. Follows from the direct comparison of formulas. The relation
sin(πz′)Γ(z − z′)
π
=
(−1)k sin(π(z′ − z))Γ(z − z′)
π
=
(−1)k
Γ(1 + z′ − z) =
(−1)k
Γ(1 + α)
should be used along the way. 
Remark 8.2. The functions Rout and Sout can be similarly expressed through
Qn−1 and Qn, respectively. Since, we do not use the corresponding formulas below,
we leave their derivation to the interested reader.
The nth Christoffel-Darboux kernel for the Jacobi polynomials is given by the
formula
KCDN (x, y) =
n−1∑
j=0
Pj(x)Pj(y)
hj
=
kn−1
knhn−1
Pn(x)Pn−1(y)− Pn−1(x)Pn(y)
x− y .
We define the nth Jacobi kernel on the interval (−12 , 12 ) by the formula
KJacn (x, y) = 2K
CD
n (2x, 2y)
√
w(2x)w(2y), x, y ∈ (−12 , 12) .
The corresponding integral operatorKJacn is the orthogonal projection in L
2((−12 , 12), dx)
onto the n-dimensional subspace spanned by(
1
2 − x
)α
2
(
1
2 + x
) β
2 , x
(
1
2 − x
)α
2
(
1
2 + x
)β
2 , . . . , xn−1
(
1
2 − x
)α
2
(
1
2 + x
) β
2 .
Proposition 8.3. Under the assumptions of Proposition 8.1,
Kout,out = Kout,in = Kin,out = 0, Kin,in = K
Jac
n ,
where K is the continuous 2F1 kernel.
Proof. The vanishing follows from the vanishing of ψout, which, in turn, follows
from the vanishing of sinπz and sinπw. The equality Kin,in = K
Jac
n follows from
the definition of both kernels and Proposition 8.1. 
Thus, the Jacobi kernel can be viewed as a special case of the 2F1 kernel. Our
next step is to extend the results of §6 and §7 to this kernel.
Let J = (a1, a2)∪ · · · ∪ (a2m−1, a2m) be a finite union of disjoint intervals inside
(−12 , 12). It may happen that a1 = −12 or a2m = 12 . However, we require J to be a
proper subset of (−12 , 12).
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Proposition 8.4. Assume that 0 < α < 1
2
, 0 < β < 1
2
. Then the Jacobi kernel
satisfies the conditions (1)–(7) of §5.
Proof. (1) follows from the fact thatKJacn coincides with the 2F1 kernel for a specific
set of parameters (Proposition 8.3), and for that kernel the condition was verified
in Proposition 3.2.
(2) is obvious, since KJacn is a finite rank operator.
(3) follows from the fact that KJacn is a projection on a finite-dimensional space,
and the range of this projection intersects L2(J, dx) trivially (here we used the
condition that J is a proper subset of (−1
2
, 1
2
)).
(4) follows from the explicit form of the kernel (here we use the condition α, β >
0, which guarantees the boundedness near the points ±12 ).
(5) is exactly the same as for the 2F1 kernel.
(6) is the only nontrivial condition. If a1 6= −12 and a2m 6= 12 then the claim
follows from Propositions 3.3 and 3.4, as for the 2F1 kernel. Now assume that
a1 = −12 . Since 0 < β < 12 , Proposition 3.4 implies that m(ζ)C−1(ζ) is locally
in L4 on any smooth curve passing through ζ = −1
2
. By Proposition A.2, mJ is
locally L2, hence, M = mJmC
−1 is locally in L4/3.
The jump matrix V for M locally near −12 coincides with the jump matrix
Co = C−C
−1
+ = C
−1
+ C− for C
−1, see §5. This means that H(ζ)C−1(ζ) is a local
solution of the RHP for M for any locally holomorphic H(ζ). Set Mo = HC−1
with
H(ζ) =
[
(ζ + 1
2
)w 0
0 (ζ + 12 )
−w
]
.
Note that H has no branch at −1
2
, because w = l ∈ Z. Then
Mo(ζ) =
[
(ζ − 1
2
)−
z+z′
2 (ζ + 1
2
)
w−w′
2 0
0 (ζ − 1
2
)
z+z′
2 (ζ + 1
2
)
w′−w
2
]
.
Hence, (Mo(ζ))−1 (as well as Mo(ζ)) is locally in L4, because w′ −w = β ∈ (0, 1
2
).
Thus, M(Mo)−1 is a locally L1 function with no jump across R. This means that
near ζ = 1
2
M(ζ) = H− 1
2
(ζ)
[
(ζ + 12)
−β
2 0
0 (ζ + 12 )
β
2
]
for some locally holomorphic function H− 1
2
(ζ) such that H− 1
2
(−12 ) is nonsingular.
Hence
M ′M−1(ζ) =
B
ζ + 12
+ a locally holomorphic function ,
where B has eigenvalues β/2 and −β/2.
The argument in the case a2m =
1
2 is similar, and the eigenvalues of the residue
A of M ′M−1 at ζ = 12 are equal to α/2 and −α/2.
Finally, the condition (7) for the Jacobi kernel follows from that for the 2F1
kernel. 
Now, by Theorem 5.1, for α, β ∈ (0, 1
2
), the matrix M corresponding to the
Jacobi kernel, satisfies the differential equation (cf. Theorem 4.6)
M ′(ζ) =
 A
ζ − 1
2
+
B
ζ + 1
2
+
2m∑
j=1
Cj
ζ − aj
M(ζ)
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for some constant matrices A, B, and {Cj}2mj=1. If a1 = −12 then C1 = 0, and if
a2m =
1
2 then C2m = 0.
Moreover,
TrA = TrB = Tr Cj = 0,
detA = −α2/4, detB = −β2/4, det Cj = 0,
for all j = 1, . . . , 2m, and
A+ B +
2m∑
j=1
Cj = −n − α + β
2
σ3, σ3 =
[
1 0
0 −1
]
.
Further, by Proposition 6.2 the matrices A, B, {Cj}2mj=1, satisfy the Schlesinger
equations (6.4) and (6.5). Finally, Theorem 6.5 implies
Theorem 8.5. Assume that 0 < α, β < 1
2
. Then the Fredholm determinant
det(1 − KJacn |J), where KJacn is the Jacobi kernel, is the τ -function for the sys-
tem of Schlesinger equations (6.4), (6.5) with matrices A, B, {Cj}2mj=1 satisfying the
conditions stated above.
Similarly to the 2F1 kernel, the cases when J = (−12 , s) or J = (s, 12) lead to the
Painleve´ VI equation. Note that there are no restrictions on α and β.
Theorem 8.6 [HS]. Let Ks be the restriction of the Jacobi kernel K
Jac
n kernel to
either the interval (−1
2
, s), s < 1, or to the interval (s, 1
2
), s > −1. Then the
function
σ(s) =
(
s− 1
2
) (
s+ 1
2
) d ln det(1−Ks)
ds
−
(
n+
α + β
2
)2
s+
α2 − β2
8
satisfies the differential equation
−σ′ ((s− 12) (s+ 12)σ′′)2 = (2 (sσ′ − σ)σ′ − ν1ν2ν3ν4)2
−(σ′ + ν21 )(σ′ + ν22)(σ′ + ν23)(σ′ + ν24),
where
ν1 = ν2 = n+
α+ β
2
, ν3 =
α+ β
2
, ν4 =
α− β
2
.
Proof. Simply repeat the proof of Theorem 7.1. Note that in this way we only
prove the theorem for α, β ∈ (0, 12). But for the finite-dimensional Jacobi kernel
it is obvious that the determinant det(I − Ks) and all its derivatives depend on
the parameters α and β analytically. That is the reason why we can remove the
additional restrictions on α and β. 
8.2. The Whittaker kernel. The Whittaker kernel, which we are about to
introduce, plays the same role in harmonic analysis on the infinite symmetric group
as the 2F1 kernel plays in the harmonic analysis on the infinite-dimensional unitary
group, see §1. The problem for the infinite symmetric group was investigated by
G. Olshanski and one of the authors in a series of papers, see [P.I-P.V], [BO1–
3], [Bor1]. For a brief summary we refer the reader to [BO1], [BO3, §3], [Bor1,
Introduction].
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Split the space X = R \ {0} into two parts
X = X+ ⊔ X−, X+ = R+, X− = R−.
Let z, z′ be two complex nonintegral numbers such that either z′ = z¯, or z and z′
are both real and k < z, z′ < k + 1 for some k ∈ Z.
The functions
ψ+ : X+ → R+, ψ− : X− → R+
are defined by the formulas
ψ+(x) = C(z, z
′)x−z−z
′
e−x, ψ−(x) = (−x)z+z
′
ex,
where C(z, z′) = sinπz sinπz′/π2, as before. The Whittaker kernel is a kernel on
X, which in block form
K =
[
K+,+ K+,−
K−,+ K−,−
]
corresponding to the splitting X = X+ ⊔ X−, is given by:
K+,+(x, y) =
√
ψ+(x)ψ+(y)
R+(x)S+(y)− S+(x)R+(y)
x− y ,
K+,−(x, y) =
√
ψ+(x)ψ−(y)
R+(x)R−(y)− S+(x)S−(y)
x− y ,
K−,+(x, y) =
√
ψ−(x)ψ+(y)
R−(x)R+(y)− S−(x)S+(y)
x− y ,
K−,−(x, y) =
√
ψ−(x)ψ−(y)
R−(x)S−(y)− S−(x)R−(y)
x− y ,
where
R+(x) = x
z+z′−1
2 e
x
2 W−z−z′+1
2
, z−z
′
2
(x) ,
S+(x) = Γ(z + 1)Γ(z
′ + 1) x
z+z′−1
2 e
x
2 W−z−z′−1
2
, z−z
′
2
(x) ,
R−(x) = (−x)
−z−z′−1
2 e−
x
2 W z+z′+1
2
, z−z
′
2
(−x) ,
S−(x) = − 1
Γ(z)Γ(z′)
(−x)−z−z
′
−1
2 e−
x
2 W z+z′−1
2
, z−z
′
2
(−x) .
Here Wκ,µ(x) is the Whittaker function, see [Er, 6.9].
In the definition of the Whittaker kernel above we have switched the signs of the
parameters z and z′, compared to the standard notation. The reason for the switch
is the following.
Proposition 8.7. The Whittaker kernel KW can be realized as a scaling limit of
the 2F1 kernel K
F ,
KW (x, y) = lim
ε→+0
ε ·KF (12 + εx, 12 + εy) , x, y ∈ R \ {0},
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where for the 2F1 kernel we set w = ε
−1, w′ = 0, and the parameters (z, z′) for
both kernels are the same.
Proof. Using the well-known limit relations (a, b, c ∈ C)
lim
ε→+0
(1 + aε)1/ε = ea, lim
ε→+0
εa−b
Γ(a+ ε−1)
Γ(b+ ε−1)
= 1,
lim
ε→+0
2F1
[
a, b
1/ε+ c
∣∣∣∣∣− 1εx
]
= x
a+b−1
2 e
x
2W−a−b+1
2
a−b
2
(x), x /∈ R−,
we see that (remember w = ε−1, w′ = 0)
lim
ε→+0
εz+z
′
ψout
(
1
2
+ εx
)
= ψ+(x), x > 0,
lim
ε→+0
ε−z−z
′
ψin
(
1
2 + εx
)
= ψ−(x), x < 0,
lim
ε→+0
Rout
(
1
2
+ εx
)
= R+(x), lim
ε→+0
ε−z−z
′
Sout
(
1
2
+ εx
)
= S+(x), x > 0.
Further, if we identify R+ and S+ with their analytic continuations, then on R−
we have
1
ψ−
S−+ − S+−
2πi
= R− ,
1
ψ−
R−+ −R++
2πi
= S− ,
where for we denote by F+ and F− the boundary values of a function F :
F+(x) = F (x+ i0), F−(x) = F (x− i0),
see [Er, 6.5(7), 6.8(15), 6.9(4)]. Comparing these relations with (2.1), we conclude
that, for x < 0,
lim
ε→+0
Rin
(
1
2 + εx
)
= R−(x), lim
ε→+0
εz+z
′
Sin
(
1
2 + εx
)
= S−(x).
The result now follows from the explicit form of the kernels. 
Let J = (a1, a2) ∪ · · · ∪ (a2m−1, a2m) be a union of disjoint, possibly infinite,
intervals such that the closure of J does not contain the origin.
Proposition 8.8. The Whittaker kernel satisfies the conditions (1)-(4), (5a-d),
(5e’), (6), (7) of §5 with the matrices
C(ζ) =
[
ζ
z+z′
2 eζ/2 0
0 ζ−
z+z′
2 e−ζ/2
]
, D = −1
2
[
1 0
0 −1
]
= −σ3
2
.
Proof. The proof of (1) is very similar to the case of the 2F1 kernel. The kernel
L(x, y) has the form
L =
[
0 A
−A∗ 0
]
,
where A is a kernel on R+ × R− of the form
A(x, y) =
√
ψ+(x)ψ−(y)
x− y =
C(z, z′)x−
z+z′
2 e−x(−y) z+z
′
2 ey
x− y .
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The jump condition is verified using the formulas [Er, 6.5(7), 6.8(15), 6.9(4)].
(2) can be either verified in the same way as for the 2F1 kernel, or it can be deduced
from the fact that the Whittaker kernel is the correlation kernel of a determinantal
point process which has finitely many particles in J almost surely (see [So, Theorem
4] for the general theorem about determinantal point processes, and [BO1], [Bor1]
for the needed property of the Whittaker kernel).
(3) If |z + z′| < 1 then the kernel L introduced above defines a skew, bounded
operator in L2(X, dx), and K = L(1 + L)−1, see [P.V], [BO1]. Then, similarly to
Corollary 3.7, we can prove that 1−KJ is invertible.
However, for the restricted operator KJ , we can prove the invertibility of 1−KJ
for all admissible values of (z, z′). The following argument is due to G. Olshanski.
Write KJ in the block form
KJ =
[
KJ+,+ K
J
+,−
KJ−,+ K
J
−,−
]
corresponding to the splitting J = (J ∩ R+) ⊔ (J ∩ R−). Since K is a correlation
kernel, KJ+,+ and K
J
−,− are positive definite. Moreover, K
J
−,+(x, y) = −KJ+,−(y, x)
by definition of the Whittaker kernel. Thus, it is enough to prove the invertibility
of 1−KJ+,+ and 1−KJ−,− (see proof of Corollary 3.7).
We consider KJ+,+; the proof for K
J
−,− is similar. By [So, Theorem 3], K+,+ ≤ 1
and KJ+,+ = K+,+|J ≤ 1. The only way K+,+ can have norm 1 (remember that
KJ+,+ is of trace class, hence, it is compact) is that K+,+ has an eigenfunction with
eigenvalue 1 which is supported on J ∩ R+. By [P.V, Proposition 3.1], see also
[BO1], K+,+ = K+,+(x, y) commutes with a Sturm-Liouville operator
Dx = − d
dx
x2
d
dx
+
(z + z′ + x)2
4
in the sense that
K+,+(x, y)Dy = DxK+,+(x, y)
for all x, y > 0. Suppose f ∈ L2(R+) is an eigenfunction of K+,+ with eigenvalue
1 and supported in J ∩ R+, i. e.,∫
R+
K+,+(x, y)f(y)dy =
∫
J∩R+
K+,+(x, y)f(y)dy = f(x), x > 0.
Then using the decay and smoothness properties of K+,+(x, y), which follow easily
from the known properties of the Whittaker function, one sees thatDxf also belongs
to L2(R+) and ∫
R+
K+,+(x, y)Dyf(y)dy = Dxf(x).
Thus
V = Span{Dkxf : k ≥ 0} ⊂ Ker(1−KJ+,+) ⊂ L2(R+).
But as KJ+,+ is compact, dimV <∞, and hence V is a finite dimensional invariant
subspace for Dx. It follows that there exists a nonzero v ∈ V such that Dxv = λv
for some scalar λ. But as v ∈ V , it must vanish in a neighborhood of x = 0, which
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is not possible for nontrivial solutions v(x) of the differential equation Dxv = λv.
Thus, we obtain a contradiction, and hence ‖KJ+,+‖ < 1 and 1−KJ+,+ is invertible.
The proof of (3) is now complete.
(4) and (5a-d), (5e’) are easily verified. The proofs of (6) and (7) are similar to the
case of the 2F1 kernel, and we do not reproduce them here. 
By Theorem 5.3, the matrix M for the Whittaker kernel satisfies the differential
equation
M ′(ζ) =
A
ζ
+
2m∑
j=1
Cj
ζ − aj −
σ3
2
M(ζ).
The matrices {Cj}2mj=1 are nilpotent (if a1 = −∞ or a2m = +∞, then C1 = 0 or
C2m = 0, respectively), and an analog of Proposition 3.3 shows that
TrA = 0, detA = −
(
z − z′
2
)2
.
Theorem 8.9. The Fredholm determinant det(1−K|J), where K is the Whittaker
kernel, is the τ -function for the system of Schlesinger equations
∂A
∂aj
=
2m∑
j=1
[Cj ,A]
aj − 12
,
∂Cl
∂aj
=
[A, Cj]
aj
−
∑
1≤l≤2m
l6=j
[Cj , Cl]
aj − al +
[Cj , σ3]
2
. (8.1)
The matrices {Cj}2mj=1 are nilpotent (if a1 = −∞ or a2m = +∞, then C1 = 0 or
C2m = 0, respectively), and
TrA = 0, detA = −
(
z − z′
2
)2
.
Proof. These results follow from Theorem 6.5. 
The next step is to consider J = (s,+∞), s > 0. It turns out that in this case
the Schlesinger equations reduce to the σ-form of the Painleve´ V equation. This
reduction can be performed in the spirit of §7, following the corresponding part of
[JM, Appendix C]. Although we do not perform the computation here, let us state
the result.
Theorem 8.10 [Tr]. Assume that s > 0. Then the function
σ(s) = s
d ln det(1−K|(s,+∞))
ds
satisfies the differential equation
(sσ′′)2 = (2(σ′)2−sσ′+σ+(ν1+ν2+ν3+ν4)σ′)2−4(σ′+ν1)(σ′+ν2)(σ′+ν3)(σ′+ν4),
(8.2)
where
ν1 = ν2 = 0, ν3 = −z, ν4 = −z′ .
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This result can of course also be obtained from Theorem 7.1 via the limit tran-
sition discussed in Proposition 8.8.
Very much in the same way as the 2F1 kernel becomes the Jacobi kernel at
integral values of z and w, the Whittaker kernel becomes the Laguerre kernel if one
of the parameters z, z′ is an integer, see [P.III, Remark 2.4]. Without giving any
details, we formulate the results which can be obtained using this specialization.
Let J be a proper subset of R+, whose left endpoint is allowed to coincide with
0, and whose right endpoint is allowed to coincide with +∞.
Theorem 8.11. Assume that 0 < α < 12 . Then the Fredholm determinant det(1−
KLagn |J), where KLagn is the nth Laguerre kernel with parameter α, is the τ -function
for the system of Schlesinger equations (8.1). The matrices {Cj}2mj=1 are nilpotent
(if a1 = 0 or a2m = +∞ then C1 = 0 or C2m = 0, respectively ), and the eigenvalues
of A are equal to ±α/2.
Theorem 8.12 [TW4]. Assume that s > 0, α > −1. Let Ks be the nth Laguerre
kernel with parameter α restricted to either (0, s) or (s,+∞). Then the function
σ(s) = s
d ln det(1−Ks)
ds
satisfies the differential equation (8.2) with ν1 = ν2 = 0, ν3 = n, ν4 = n+ α.
8.3. The confluent hypergeometric kernel. This subsection is based on the
following observation.
Proposition 8.13. Set
z = z0 + iΥ, z
′ = z0 − iΥ, w = w0 + iΥ, w′ = w0 − iΥ. (8.3)
Then the 2F1 kernel K
F has the following scaling limit:
K(x, y) = lim
Υ→+∞
Υ ·KF
(
Υ
x
,
Υ
y
)
, x, y 6= 0,
where the limit kernel depends on 1 complex parameter r = z0+w0, ℜr > −12 , and
has the form
K(x, y) = 1
2π
Γ
[
r + 1, r¯ + 1
2ℜr + 1, 2ℜr + 2
]
Q(x)P (y)− P (x)Q(y)
x− y ,
P (x) = |2x|ℜr e−ix+πℑr·sgn(x)/2 1F1
[
r
2ℜr
∣∣∣∣∣ 2ix
]
,
Q(x) = 2x |2x|ℜr e−ix+πℑr·sgn(x)/2 1F1
[
r + 1
2ℜr + 2
∣∣∣∣∣ 2ix
]
.
Here 1F1
[
a
c
∣∣∣x ] is the confluent hypergeometric function also denoted as Φ(a, c; x),
see [Er, 6.1].
The determinantal point process with the correlation kernel K(x, y) describes the
decomposition of a remarkable family of measures on infinite Hermitian matrices
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on the ergodic (with respect to the U(∞) action) measures, see [BO4]. We will call
K(x, y) the confluent hypergeometric kernel.
For real values of r this kernel was obtained in [WF] as a scaling limit of
Christoffel–Darboux kernels for a certain system of orthogonal polynomials (called
the pseudo-Jacobi polynomials). For complex values of r such limit transition can
be carried out as well, see [BO4, §2].
Proof of Proposition 8.13. This is a direct computation. The relevant limit relation
for the hypergeometric functions in this case, has the form
lim
Υ→+∞
2F1
[
a, b+ 2iΥ
c
∣∣∣∣∣
(
1
2
− Υ
x
)−1]
= 1F1
[
a
c
∣∣∣2ix] . 
The determinantal point process defined by K has locally finite point configura-
tions almost surely, see [BO4]. Hence ([So, Theorem 4]), the restriction Kt = K|(0,t)
to any finite interval (0, t) defines an operator of trace class, and det(1 − Kt) is
well-defined. It is natural to conjecture that this Fredholm determinant satisfies
a differential equation obtained by taking the corresponding scaling limit of the
Painleve´ VI equation of Theorem 7.1.
In the Proposition below we check that the limit of the differential equation
exists, and we observe that it is a σ-form of the Painleve´ V equation. In [WF] it
was proved that for the real values of r the determinant det(1 − Kt) does indeed
satisfy this equation. The justification of this statement for all values of r in our
setup requires a proof that the corresponding restriction of the 2F1 kernel converges
to Kt in trace norm, and we leave this technical issue aside here.
Proposition 8.14. Under the change of parameters (8.3), and the change of the
independent variable s = Υ/t, equation (7.1) converges to the following σ-version
of the Painleve´ V:
−(tσ˜′′)2 = (2(tσ˜′ − σ˜) + (σ˜′)2 + i(r¯ − r)σ˜′)2 − (σ˜′)2(σ˜′ − 2ir)(σ˜′ + 2ir¯), (8.4)
where r = z0 + w0 and
σ(s) = −Υ
t
(
σ˜(t)− i(r − r¯)
2
t+
(r + r¯)2
4
)
.
Proof. We derive (8.4) from (7.1), assuming that certain limits exist, as noted
above. Keeping in mind the relation s = Υ/t, we have
σ(s) =
(
Υ
t
− 1
2
)(
Υ
t
+
1
2
)(
− t
2
Υ
d
dt
)
ln det
(
1−KF(Υ/t,+∞)
)
−(r + r¯)
2
4
Υ
t
+
1
2
(
2iΥ+
z0 + w0 − z0 − w0
2
)
r − r¯
2
= Υ
(
−d ln det(1−K|t)
dt
− (r + r¯)
2
4t
+
i(r − r¯)
2
)
+O(1).
Hence, anticipating that σ˜(t) = t
d ln det(1−K|t)
dt
+ o(1) as Υ → +∞, we define
σ˜(t) by the relation
σ(s) = −Υ
t
(
σ˜(t)− i(r − r¯)
2
t+
(r + r¯)2
4
)
,
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which leads to
dσ(s)
ds
=
t2
Υ
d
dt
(
Υ
t
(
σ˜(t)− i(r − r¯)
2
t+
(r + r¯)2
4
))
= t
dσ˜(t)
dt
− σ(t)− (r + r¯)
2
4
,
s
dσ(s)
ds
− σ(s) = Υ
(
dσ˜(t)
dt
− i(r − r¯)
2
)
,
d2σ(s)
ds2
= − t
2
Υ
d
dt
(
t
dσ˜(t)
dt
− σ˜(t)− (r + r¯)
2
4
)
= − t
3
Υ
d2σ˜(t)
dt2
,(
s− 1
2
)(
s+
1
2
)
d2σ(s)
ds2
= −Υtd
2σ˜(t)
dt2
+O(1).
Substituting these relations into the equation (7.1) and passing to the limit Υ →
+∞ we obtain
−
(
t
dσ˜(t)
dt
− σ˜(t)− (r + r¯)
2
4
)(
t
d2σ˜(t)
dt2
)2
=
(
2
(
dσ˜(t)
dt
− i(r − r¯)
2
)(
t
dσ˜(t)
dt
− σ˜(t)− (r + r¯)
2
4
)
− 2i (r + r¯)
2
4
(r − r¯)
2
)2
+4
(
t
dσ˜(t)
dt
− σ˜(t)
)2 (
t
dσ˜(t)
dt
− σ˜(t)− (r + r¯)
2
4
+
(r − r¯)2
4
)
.
It is readily seen that the right-hand side of this equation is divisible by(
t
dσ˜(t)
dt
− σ˜(t)− (r + r¯)
2
4
)
,
and after this cancellation the equation exactly coincides with (8.4). 
Remark 8.15.
For r = 0 the kernel K becomes the sine kernel sin(x− y)/π(x− y) , see [BO4,
§2]. Accordingly, equation (8.4) takes the form
−(tσ˜′′)2 = 4(tσ˜′ − σ˜)(tσ˜′ − σ˜ + (σ˜′)2). (8.5)
This agrees with the celebrated result of [JMMS], which states that equation (8.5)
is satisfied by the function
σ˜(t) = t
d
dt
ln det
1− sin(x− y)
π(x− y)
∣∣∣∣∣
(0,t)
 .
9. Differential equations: a general approach
Lemmas 4.3, 4.4 point to a general method for proving that a wide class of
determinants satisfy Painleve´ equations (see the Introduction and [TW1–4]). We
illustrate the method in the case of the Airy kernel
A(x, y) =
Ai(x)Ai′(y)−Ai(x)Ai′(y)
x− y
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where Ai(x) is the well-known Airy function. This kernel arises in random matrix
theory ([F], [TW2]) and plays a central role in the interaction of combinatorics and
random matrix theory (see e.g. [BDJ1], [BDJ2], [Ok], [BOO], [J]).
For s ∈ R, let As denote the operator obtained by restricting the kernel A(x, y)
to L2(s,+∞). The basic result of Tracy and Widom [TW2] is that
− d
2
ds2
ln det(1− As) = u2(s),
where u(s) solves the Painleve´ II equation
u′′ = 2u3 + su
with initial conditions
u(s) ∼ −Ai(s) as s→ +∞.
We now outline a proof of this fact using Lemmas 4.3, 4.4. It will be clear to
the reader that the method extends, in particular, to the general class of kernels
considered in [TW4].
In the notation of Lemmas 4.3, 4.4, let Σ = R, Σ2 = J = (s,+∞), and Σ1 =
Σ \ Σ2 = (−∞, s]. Let B(ζ) be a 2 × 2 fundamental solution of the differential
equation
dB(ζ)
dζ
=
[
0 ζ
1 0
]
B(ζ), detB(ζ) ≡ 1,
with B11(ζ) = Ai
′(ζ), B21(ζ) = Ai(ζ). Set
m(ζ) =

B(ζ), ℑζ > 0,
B(ζ)
[
1 −2πi
0 1
]
, ℑζ < 0.
Then m satisfy the jump relation m+(x) = m−(x)v(x), x ∈ R, where
v(x) ≡
[
1 2πi
0 1
]
.
Set
f(x) ≡
[
1
0
]
, g(x) ≡
[
0
1
]
, x ∈ R,
and note that v = I + 2πifgt. Also
F (x) = m(x)f(x) =
[
Ai′(x)
Ai(x)
]
, G(x) = m−t(x)g(x) =
[−Ai(x)
Ai′(x)
]
,
and we set
v2(x) = I − 2πiF (x)Gt(x), x ∈ Σ2 = (s,+∞).
Let ms solve the normalized RHP (Σ2, v2), ms(ζ)→ I as ζ →∞. By Lemma 4.4,
M(ζ) ≡ ms(ζ)m(ζ)
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solves the “simple” jump relation M+ = M−v on Σ1. Standard arguments as in
Theorem 5.1 and Proposition 6.2 now imply that M satisfies the Lax pair
dM(ζ)
dζ
=
([
a ζ + b
1 −1
]
+
1
ζ − s
[
p q
r −p
])
M(ζ), (9.1)
dM(ζ)
ds
= − 1
ζ − s
[
p q
r −p
]
M(ζ), (9.2)
where
[
p q
r −p
]
is nilpotent. Here a, b, p, q, r are suitable constants which depend
only on s. By (6.9),
d
ds
ln det(1− As) = (H−1(s)H ′(s))21,
where the prime refers to the derivative with respect to ζ, and
M(ζ) = H(ζ)
[
1 2πi ln(ζ − s)
0 1
]
. (9.3)
As noted, in §4 (see (4.3)), detH(ζ) ≡ 1 and H(ζ) is analytic near ζ = s (in fact,
H(ζ) is entire). Using (9.1) and (9.3), we find
M ′M−1 = H ′H−1 +
1
ζ − s H
[
0 1
0 0
]
H−1 =
[
a ζ + b
1 −1
]
+
1
ζ − s
[
p q
r −p
]
which leads to the relation
(H−1(s)H ′(s))21 = 2ap+ q + (s+ b)r.
The compatibility of the Lax-pair equations (9.1), (9.2) yields ([KH, §2]) the rela-
tions 2ap+ q + (s+ b)r = a, dads = r, where r solves the Painleve´ 34 equation
d2r
ds2
=
1
2r
(
dr
ds
)2
− 4r2 + 2sr.
Writing r = −u2, a simple calculation shows that u solves the Painleve´ II equation.
This verifies the above claim for
− d
2
ds2
ln det(1−As) = −da
ds
= −r = u2.
Note that one can also show that det(1− As) is the τ -function for the isomon-
odromy deformation described by (9.1), (9.2).
Appendix. Integrable operators and Riemann-Hilbert problems
This appendix contains a brief summary of results on integrable operators and
corresponding Riemann-Hilbert problems which can be found in [IIKS], [KBI], [De].
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Let Σ be an oriented contour in C. We call an operator L acting in L2(Σ, |dζ|)
integrable if its kernel has the form
L(ζ, ζ ′) =
∑N
j=1 fj(ζ)gj(ζ
′)
ζ − ζ ′ , ζ, ζ
′ ∈ Σ,
for some functions fj , gj, j = 1, . . . , N . We shall always assume that
N∑
j=1
fj(ζ)gj(ζ) = 0, ζ ∈ Σ,
so that the kernel L(ζ, ζ ′) is nonsingular (this assumption is not necessary for the
general theory).
We do not impose here any restrictions on the functions fi, gi and on the contour
Σ. For our purposes it suffices to assume that Σ is a finite union of disjoint (possibly
infinite) intervals on the real line, fi, gi are smooth functions inside S, and
fi, gi ∈ Lp(Σ, |dζ|) ∩ L∞(Σ, |dζ|) for some p, 1 < p < +∞. (A.1)
These restrictions guarantee, in particular, that L is a bounded operator in L2(Σ).
Particular examples of integrable operators appeared in the mathematical phy-
sics literature a long time ago. However, integrable operators were first singled out
as a distinguished class in [IIKS].
It turns out that for an integrable operator L such that (1 + L)−1 exists, the
operator K = L(1 + L)−1 is also integrable.
Proposition A.1 [IIKS]. Let L be an integrable operator as described above and
K = L(1 + L)−1. Then the kernel K(ζ, ζ ′) has the form
K(ζ, ζ ′) =
∑N
j=1 Fj(ζ)Gj(ζ
′)
ζ − ζ ′ , ζ, ζ
′ ∈ Σ,
where
Fj = (1 + L)
−1fj , Gj = (1 + L
t)−1gj , j = 1, . . . , N.
If
∑N
j=1 fj(ζ)gj(ζ) = 0 on Σ, then
∑N
j=1 Fj(ζ)Gj(ζ) = 0 on Σ as well.
A remarkable fact is that Fj and Gj can be expressed through a solution of an
associated Riemann–Hilbert problem (RHP, for short).
Let v be a map from Σ to Mat(k,C), where k is a fixed integer.
We say that a matrix function m : C \ Σ → Mat(k,C) is a solution of the RHP
(Σ, v) if the following conditions are satisfied
• m(ζ) is analytic in C \ Σ,
• m+(ζ) = m−(ζ)v(ζ), ζ ∈ Σ, where m±(ζ) = lim
ζ′→ζ
ζ′∈(±)-side
m(ζ ′),
If in addition
• m(ζ)→ I as ζ →∞,
we say that m solve the normalized RHP (Σ, v).
The matrix v(ζ) is called the jump matrix.
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Proposition A.2 [IIKS]. Let L be an integrable operator as described above such
that the operator 1 + L is invertible. Then there exists a unique solution m(ζ) of
the normalized RHP (Σ, v) with
v(ζ) = I + 2πi f(ζ)g(ζ)t ∈ Mat(N,C),
where
f = (f1, . . . , fN)
t
, g = (g1, . . . , gN)
t
,
and the kernel of the operator K = L(1 + L)−1 has the form
K(ζ, ζ ′) =
Gt(ζ ′)F (ζ)
ζ − ζ ′ , ζ, ζ
′ ∈ Σ,
where
F = (F1, . . . , FN)
t
, G = (G1, . . . , GN )
t
are given by
F (ζ) = m+(ζ) f(ζ) = m−(ζ) f(ζ), G(ζ) = m
−t
+ (ζ) g(ζ) = m
−t
− (ζ) g(ζ).
In other words, the inverse (1 + L)−1 of 1 plus an integrable operator can be
expressed in terms of the solution of an associated problem in complex variables.
The function m(ζ) may have singularities at the points of discontinuity of the
jump matrix v (e.g., at the endpoints of S). Unless specified otherwise, we assume
that m(ζ) belongs to the L2-space locally on any smooth curve passing through
the singular point. Under our restrictions on fi, gi, and S, see above, the solution
m(ζ) in Proposition A.2 satisfies this condition.
A discrete version of the Propositions A.1 and A.2 is given in [Bor2].
Let now Σ = ΣI ∪ ΣII be a union of two contours. Assume that the operator L
in the block form corresponding to this splitting is as follows
L(x, y) =
[
0 hI(x)hII(y)x−y
hI(y)hII(x)
x−y
0
]
for some functions hI( · ) and hII ( · ) defined on ΣI and ΣII , respectively.
Then the operator L is integrable with N = 2. Indeed,
L(x, y) =
f1(x)g1(y) + f2(x)g2(y)
x− y , x, y ∈ Σ,
where
f1(x) = g2(x) =
{
hI(x), x ∈ ΣI ,
0, x ∈ ΣII ,
f2(x) = g1(x) =
{
0, x ∈ ΣI ,
hII(x), x ∈ ΣII .
The jump matrix v(x) of the corresponding RHP has the form
v(x) =

[
1 2πi h2I(x)
0 1
]
, x ∈ ΣI ,[
1 0
2πi h2II(x) 1
]
, x ∈ ΣII .
59
It can be easily seen that the RHP in such a situation is equivalent to the following
set of conditions:
• matrix elements m11 and m21 are holomorphic in C \ ΣII ;
• matrix elements m12 and m22 are holomorphic in C \ ΣI ;
• on ΣII the following relations hold
m11+(x)−m11−(x) = 2πi h2I(x)m12(x),
m21+(x)−m21−(x) = 2πi h2I(x)m22(x);
• on ΣI the following relations hold
m12+(x)−m12−(x) = 2πi h2II(x)m11(x),
m22+(x)−m22−(x) = 2πi h2II(x)m21(x);
• m(x) ∼ I as x→∞.
According to Proposition A.2, the kernel K(x, y) in block form corresponding to
the splitting Σ = ΣI ∪ ΣII is given by
K(x, y)
=
[
hI(x)hI(y)(−m11(x)m21(y)+m21(x)m11(y))
x−y
hI(x)hII(y)(m11(x)m22(y)−m21(x)m12(y))
x−y
hII(x)hI(y)(m22(x)m11(y)−m12(x)m21(y))
x−y
hII(x)hII(y)(−m22(x)m12(y)+m12(x)m22(y))
x−y
]
.
(A.2)
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