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Abstract
This paper continues the research of the authors on totally nonnegative and oscillatory
matrices. First, the result of the second author stating that the Hadamard product of oscillatory
tridiagonal matrices of the same order is again an oscillatory tridiagonal matrix, is extended
to the class of basic oscillatory matrices introduced recently. Then it is shown that every oscil-
latory matrix contains a basic oscillatory matrix as a factor. This explains the role of the class
of basic oscillatory matrices within the class of oscillatory matrices.
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1. Introduction
The well known class of oscillatory matrices was introduced by Gantmacher and
Krein in [5] as that of totally nonnegative matrices with the property that some power
is totally positive. Among totally nonnegative nonsingular matrices, they are char-
acterized by the fact that all entries in the first subdiagonal as well as in the first
superdiagonal are positive.
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In the class of symmetric tridiagonal matrices with positive entries in the first
subdiagonal and the first superdiagonal, positive definiteness implies that the matrix
is oscillatory. Using the well known fact that the Hadamard product of positive defi-
nite matrices is positive definite, it follows that the Hadamard product of symmet-
ric tridiagonal oscillatory matrices is also oscillatory. This can be extended to the
nonsymmetric case since every tridiagonal oscillatory matrix can be brought to a
symmetric tridiagonal oscillatory matrix by a diagonal similarity. A direct proof for
this nonsymmetric case was given in [6] by the second author.
Recently, Fallat and the authors introduced [1] the class of basic oscillatory matri-
ces in a more general noncommutative setting. Since the authors feel that this class
deserves even in the commutative case attention, they decided to present an extension
of the previous result to this class as well as some other observations.
2. BO-matrices
Denote by Lk (resp., Uk), k = 1, . . . , n− 1, the class of all n× n matrices of the
form D + aEn−k+1,n−k (resp., D + aEn−k,n−k+1) with a positive diagonal matrix
D and a positive a, where Ei,j is the matrix with 1 at the position (i, j) and zeros
elsewhere.
The following was proved in [1], Theorem 2.10:
Theorem 2.1. A matrix A is oscillatory if and only if
A ∈ Li ·Uj ,
where every Ls (resp., Ut ) appears at least once in the product Li (resp., Uj ).
Analogously to [1], we call a matrix A basic oscillatory, shortly a BO-matrix, if
it admits a factorization
A ∈ Li1Li2 · · ·Lin−1Uj1Uj2 · · ·Ujn−1 , (1)
where (i1, i2, . . . , in−1) and (j1, j2, . . . , jn−1) are permutations of (1, 2, . . . , n− 1).
Example 2.2. If (i1, i2, . . . , in−1) = (1, 2, . . . , n− 1) and (j1, j2, . . . , jn−1) =
(n− 1, n− 2, . . . , 1), thenA is tridiagonal. Conversely, every oscillatory tridiagonal
matrix can be factorized in this way. It is thus a BO-matrix.
It is known [3, Remark 2.4] that that part of the lower triangular section of a BO-
matrix A which consists of zeros is a union of submatrices A[N\Nik |Nik−1], k =
1, . . . , s with 0 = i0 < i1 < · · · < is+1 = n,, where Nj = {1, . . . , j}. This deter-
mines the lower triangular zig-zag shape of A. A corresponding fact holds also for
the upper triangular part.
The subdiagonal (resp., superdiagonal) rank of a square matrix A (cf. [2]) is the
maximum rank of a submatrix all entries of which are contained in the subdiagonal
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(resp., superdiagonal) part of A. When the part is extended to include the diagonal
entries akk when ak+1,k−1 /= 0 (resp., ak−1,k+1 /= 0), this rank is called the extended
subdiagonal (resp., superdiagonal) rank.
We recall the basic facts:
Theorem 2.3 [1, Theorem 2.11]. A real matrix A = (aik) is a BO-matrix if and only
if all of its principal minors are positive, all entries ak,k−1, ak−1,k, k = 2, . . . , n, are
positive, and both the extended subdiagonal rank and the extended superdiagonal
rank are equal to one.
We are now able to prove the main result of this section.
Theorem 2.4. Let A and B be BO-matrices having the same upper zig-zag shape
as well as the same lower zig-zag shape. Then their Hadamard product A ◦ B is also
a BO-matrix with same upper and lower zig-zag shapes.
Proof. Let both A = (aik) and B = (bik) be n× n BO-matrices with same zig-zag
shapes. Then C = A ◦ B has the same shape and, as was observed already in [3], has
both subdiagonal and superdiagonal ranks one, even if the structures are extended.
By Theorem 2.3, it suffices to show that all the leading principal minors of C are
positive.
To show this, we shall use induction w.r. to n. For n = 1 and 2, the assertion
is correct. Suppose thus that n > 2 and that the assertion is correct for all sizes of
matrices less than n. The idea is to prove that det(A ◦ B) > 0.
Distinguish two cases.
Case A. a13b13 = 0 as well as a31b31 = 0. Then by the assumption on the shape
a13 = b13 = a31 = b31 = 0, and hence
bi1b1j = 0, i  3 or j  3.







b23 b24 · · ·
b32 b33 b34 · · ·
· · · · · · · · · · · ·


and its zig-zag shapes coincide with those of
Â =

a22 a23 a24 · · ·a32 a33 a34 · · ·
· · · · · · · · · · · ·

 ,
which is also a BO-matrix.
Since
a11a22 − a21a12 > 0














b23 b24 · · ·
b32 b33 b34 · · ·
· · · · · · · · · · · ·

 ,
is a BO-matrix with the same zig-zag shapes as Â. By the induction hypothesis, the
matrix Â ◦ Ê is a BO-matrix so that det(Â ◦ Ê) > 0.
By the same arguments, the Schur complement Ĉ = A ◦ B/{a11b11} of the matrix






a23b23 a24b24 · · ·
a32b32 a33b33 a34b34 · · ·
· · · · · · · · · · · ·

 ,
and by the Schur determinant theorem,
detC = a11b11 det Ĉ = a11b11 det(Â ◦ Ê) > 0.
Therefore, det(A ◦ B) > 0.
Case B. a31b31 /= 0. By the condition of same shapes and extended subdiagonal
(and superdiagonal) rank one this implies that (a21, a31, . . . , an1)T is proportional to
(a22, a32, . . . , an2)T. Thus
aj1 = a21
a22








aj2bj2, j = 2, . . . , n.
This implies that for λ = a21b21
a22b22
,
det(A ◦ B)= det


a11b11 − λa12b12 a12b12 a13b13 · · · a1nb1n
0 a22b22 a23b23 · · · a2nb2n
0 a32b32 a33b33 · · · a3nb3n
... · · · · · · · · · ...
0 an2bn2 an3bn3 · · · annbnn


= (a11b11 − λa12b12) det(A ◦ B)[2, . . . , n|2, . . . , n].
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Since by the induction hypothesis
det(A ◦ B)[2, . . . , n|2, . . . , n] > 0,







[(a11a22 − a21a12)b11b22 + a21a12(b11b22 − b21b12)]
> 0.
Case C. The proof is parallel to Case B. 
Remark 2.5. Let us supply an example that even for n = 3, the Hadamard product
of any n× n BO-matrices is not a BO-matrix in general: The 3 × 3 matrix B = (bij )
with b31 = 0 and bij = 1 in all other cases is a BO-matrix but B ◦ BT is not.
3. Factorization of oscillatory matrices
In this section, we prove the following theorem:
Theorem 3.1. Every oscillatory matrix A can be written in the form A = T1BT2,
where B is a BO-matrix and T1, T2 are invertible totally nonnegative matrices.
Before supplying the proof, we recall simple properties of the classes Li , Uj :
Theorem 3.2 [4, Lemma 3.8 and Remark 3.9]. Among the classes Li, Uj , the fol-
lowing hold:
1. LpLq = LqLp if |p − q| > 1.
2. LpLp = Lp for all p.
3. Lk+1LkLk+1 = LkLk+1Lk for all k ∈ {1, . . . , n− 1}.
Analogous formulae hold for the upper triangular matrices Uj , and, in addition,
we have the relation
4. LpUq = UqLp for all p, q.
We introduce now a special kind of permutations.
We call a permutation (k1, . . . , km) of (1, . . . , m) a V -permutation, if it starts with
a decreasing sequence of numbers ending with 1 and continues up to the end with an
increasing sequence.
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Some simple properties of V -permutations can be mentioned:
Theorem 3.3. A characteristic property of a V -permutation is that for any number
k  2 in the permutation, either on the left, or on the right, there is a permutation
of the numbers 1, . . . , k − 1.
The proof of the following property of V -permutations is left to the reader.
Theorem 3.4. If (k1, . . . , kn−1) is a permutation of (1, . . . , n− 1), then Lk1Lk2 · · ·
Lkn−1 can be changed to Lj1Lj2 · · ·Ljn−1 , where (j1, . . . , jn−1) is a V -permutation,
by using the property 1. of Theorem 3.2 only. This permutation (j1, . . . , jn−1) is
unique; the indices t in the increasing part are those for which t − 1 precedes t in
the permutation (k1, . . . , kn−1).
We prove now a basic lemma.
Lemma 3.5. Suppose in a product Li every Li appears at least once. Then it can
be written as 1P2, where P = Li1Li2 · · ·Lin−1 corresponds to a V -permutation
and 1, 2 are some products of the Li’s.
Proof. For sake of simplicity, we speak about words over the alphabet of letters
L1, . . . , Ln−1 satisfying the relations in Theorem 3.2. For a moment, we denote by
Pk , k = 1, . . . , n− 1, the set of all words obtained by V -permutations ofL1, . . . , Lk .
Suppose that a factorization of the given word W = 1Pk2 with Pk ∈ Pk has
been found with k  1. Without loss of generality, we can assume that some Lk+1 is
in 2 (otherwise, we use a mirror-like construction). Fix the closest Lk+1 to Pk . If
there is an Lt in the interval between Pk and the fixed Lk+1 with t > k + 1, take the
first such and move it to the left of Pk (using 1. of Theorem 3.2). Do the same with
the remaining such Lt ’s, thus removing all of them. Try now to move the fixed Lk+1
in the rest of 2 to the left as well; this stops if either we get to the first position,
and then PkLk+1 is in Pk+1, or Lk+1 hits an Lk . Then move the pair LkLk+1 to
the left and continue this process until we arrive at W = 3PkLsLs+1 · · ·Lk+14,
1  s < k + 1. It is immediate that if s = 1, we found a Pk+1 ∈ Pk+1.
Let thus s > 1 and consider the last letter Lj in Pk . If j < s, we remove all first
letters in Pk ending with Ls which is certainly in the descending part. The rest of Pk ,
followed by the product LsLs+1 · · ·Lk+1 forms a word in Pk+1.
Let now j  s (and, of course, j  k). Move this Lj to the right if possible. For
j = s, this Lj can be discarded by 2. of Theorem 3.2. Otherwise, we get a section
Ls · · ·Lj−2LjLj−1LjLj+1 · · ·Lk+1. By 3. of Theorem 3.2, this can be changed to
Ls · · ·Lj−2Lj−1LjLj−1Lj+1 · · ·Lk+1; however, in this product the second Lj−1
can be moved behind Lk+1 which means we could get rid of that Lj . The procedure
can be repeated until the previous case j < s occurs. As a whole, one can continue
until P ∈ Pn−1.
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Let us return now to the proof of Theorem 3.1.
Let A be an n× n oscillatory matrix. Then A = LU , where L is a product of
matrices from the classes Li and U is a product of matrices from the classes Uj .
Each of these products contains all indices 1, . . . , n− 1. By Lemma 3.5, L can be
written as a product L̂1P L̂2, where L̂i , i = 1, 2, are some products of matrices in
the classes Li and P is of the form Li1 · · ·Lin−1 for some permutation (i1, . . . , in−1)
of (1, . . . , n− 1).
Analogously, using the same lemma for the transpose of U , U can be written
as a product Û1QÛ2, where both Û1 and Û2 are some products of matrices in the
classes Uj and Q is of the form Uj1 · · ·Ujn−1 for some permutation (j1, . . . , jn−1)
of (1, . . . , n− 1).
It follows that A = L̂1P L̂2Û1QÛ2. By the rules in Theorem 3.2, we can move
Û1 in front of P and L̂2 behind Q, thus obtaining
A = T1PQT2;
here, T1 and T2 are invertible totally nonnegative matrices and PQ is as in (1) a basic
oscillatory matrix. 
Remark 3.6. Since there are 2n−2 V -permutations of (1, . . . , n− 1), there are
22(n−2) types of n× n BO-matrices.
Remark 3.7. Theorem 3.1 holds also in the more general noncommutative case of
generalized oscillatory matrices and basic generalized oscillatory matrices as intro-
duced and studied in [1].
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