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Abstract
In this paper, we consider voxel selection for functional Magnetic Resonance
Imaging (fMRI) brain data with the aim of finding a more complete set of
probably correlated discriminative voxels, thus improving interpretation of
the discovered potential biomarkers. The main difficulty in doing this is an
extremely high dimensional voxel space and few training samples, resulting
in unreliable feature selection. In order to deal with the difficulty, stability
selection has received a great deal of attention lately, especially due to its
finite sample control of false discoveries and transparent principle for choos-
ing a proper amount of regularization. However, it fails to make explicit use
of the correlation property or structural information of these discriminative
features and leads to large false negative rates. In other words, many relevant
but probably correlated discriminative voxels are missed. Thus, we propose
a new variant on stability selection “randomized structural sparsity”, which
incorporates the idea of structural sparsity. Numerical experiments demon-
strate that our method can be superior in controlling for false negatives while
also keeping the control of false positives inherited from stability selection.
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1. Introduction
1.1. Problem Statement
Decoding neuroimaging data, also called brain reading, is a kind of pat-
tern recognition that has led to impressive results, such as guessing which
image a subject is looking at from his brain activity (Haxby et al., 2001), as
well as in medical diagnosis, e.g., finding out whether a person is a healthy
control or a patient. This pattern recognition typically consists of two impor-
tant components: feature selection and classifier design. While the predic-
tive or classification accuracy of these designed classifiers have received most
attention in most existing literature, feature selection is an even more impor-
tant goal in many practical applications including medical diagnosis where
selected voxels can be used as biomarker candidates (Guyon and Elisseeff,
2003).
However, most traditional feature selection methods fail to discover in
a stable manner the “complete” discriminative features accurately. They
mainly aim to construct a concise classifier and they often select only a mini-
mum subset of features, ignoring those correlated or redundant but informa-
tive features (Guyon and Elisseeff, 2003; Blum and Langley, 1997). In addi-
tion, the stability of the selected features is often ignored (Bu¨hlmann and Van De Geer,
2011; Cover, 1965), because the inclusion of some noisy features or the ex-
clusion of some informative features may not affect the prediction accuracy
(Yu et al., 2008), which is their main objective. Therefore, a large number
of uninformative, noisy voxels that do not carry useful information about
the category label, could be included in the final feature detection results
(Langs et al., 2011), while some informative, possibly redundant features
might be missed.
In this paper, we focus on feature selection on functional MRI (fMRI)
data where each voxel is considered as a feature. These features are often
correlated or redundant. We focus on the “completeness” and “stability” of
feature selection, i.e. aim to discover as many as possible informative but
possibly redundant features accurately and stably, in contrast to most of the
existing methods which mainly aim to find a subset of discriminative fea-
tures which are expected to be uncorrelated. This way, potential biomarkers
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revealed by the discovered discriminative voxels, in both cognitive tasks and
medical diagnoses are expected to be more credible.
1.2. Advantages and Limitations of Sparse priors in Multivariate Neuroimag-
ing Modeling
There are in general three main categories of supervised feature selection
algorithms: filters, embedded methods, and wrappers (Guyon and Elisseeff,
2003). The filter methods usually separate feature section from classifier
development. For example, Fisher Score (Duda et al., 2000), is among the
most representative algorithms in this category. The wrapper methods use
a predictive model to score feature subsets. Each new subset is used to train
a model, which is tested on a hold-out set, and the features are scored ac-
cording to their predictive power. The embedded models perform feature
selection during learning. In other words, they achieve model fitting and fea-
ture selection simultaneously. The following sparsity related feature selection
models are all typical embedded methods, which we will mainly focus on in
this paper.
In this paper, we consider commonly used supervised learning to identify
the discriminative brain voxels from given training fMRI data. While the
classification problem is considered most often, the regression problem can
be treated in a similar way. We consider the following linear model.
y = Xw + ǫ (1)
where y ∈ Rn×1 is the binary classification information and X ∈ Rn×p is the
given training fMRI data and w ∈ Rp×1 is the unknown weights reflecting
the degree of importance of each voxel. As a multivariate inverse inference
problem, identification of discriminative voxels is based on the values of the
weight vector w and their importance is proportional to the absolute values
of the components. Therefore, feature selection is also called support iden-
tification in this context, because the features corresponding to the nonzero
w components are considered as the relevant features.
Considering that the common challenge in this field is the curse of di-
mensionality p≫ n, we are focusing on sparsity-based voxel selection meth-
ods, because sparsity is motivated by the prior knowledge that the most
discriminative voxels are only a small portion of the whole brain voxels
(Yamashita et al., 2008).
However, sparsity alone is not sufficient for making reasonable and sta-
ble inferences. Plain sparse learning models often provide overly sparse
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and hard-to-interpret solutions where the selected voxels are often scattered
(Rasmussen et al., 2012), though they might be useful if a concise classifier
is expected. Specifically, if there is a set of highly correlated features, then
only a small portion of representative voxels are selected, resulting into a
large false negative rate and a potential biomarker that is hard to trust. In
addition, let us denote the support of the true sparse vector w¯ as S, and the
number of its nonzeros as ℓ. For the success of finite sample recovery by the
plain ℓ1 norm regularized model, ℓ should be smaller than n. Let subsets of
the columns of the design matrix X larger than ℓ must be well conditioned.
In particular, the design matrix XS should be sufficiently well conditioned
and should not be too correlated to the columns of X corresponding to the
noisy subspace XS¯ (Gae¨l Varoquaux, 2012).
Thus we have to extend the plain sparse learning model to incorporate
important structural features of brain imaging data, such as brain segregation
and integration, in order to achieve stable, reliable and interpretable results.
1.3. Existing Extensions of the Plain Sparse Model
As mentioned above, two common hypotheses have been made for fMRI
data analysis: sparsity and compact structure. In sparsity, few relevant
and highly discriminative voxels are implied in the classification task; in
compact structure, relevant discriminative voxels are grouped into several
distributed clusters, and the voxels within a cluster have similar behaviors
and are, correspondingly, strongly correlated. Thus making use of these
two hypotheses is very important, and we will review some state-of-the-art
existing works in this direction.
Elastic net regression (Zou and Hastie, 2005) tries to make use of the
voxel correlation by adding an ℓ2 regularization, also called the Tikhonov reg-
ularization, to the classical ℓ1 penalty (Ryali et al., 2012a) to deal with highly
correlated features. Recently, other penalties have been added to consider
the correlated features besides the Tikhonov regularization (Dubois et al.,
2014). For example, both ℓ1 penalization and Total-Variation (TV) penal-
ization are used simultaneously for voxel selection (Gramfort et al., 2013),
where the TV penalization is used to make use of the assumption that the
activations are spatially correlated and the weights of the voxels are close
to piece-wise constant. In addition, ℓ2-fusion penalty can be used if suc-
cessive regression coefficients are known to vary slowly and can also be in-
terpreted in terms of correlations between successive features in some cases
(Hebiri and van de Geer, 2011). While these models based on both ℓ1 norm
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and other certain smoothing penalty, might achieve improved sensitivity over
the plain ℓ1 norm regularized model, they do not make use of any explicit
prior grouping or other structural information of the features (Xia et al.,
2010).
Correspondingly, another class of methods to make more explicit use of
the segregation and integration of the brain, is based on structured sparsity
models (Bach et al., 2012b; Schmidt et al., 2011; Chen et al., 2012), which
have been proposed to extend the well-known plain ℓ1 norm regularized mod-
els by enforcing more structured constraints on the solution. For example, the
discriminative voxels are grouped together into few clusters (Baldassarre et al.,
2012; Michel et al., 2011), where the (possibly overlapping) groups have of-
ten been known as a prior information (Xiang et al., 2012; Liu and Ye, 2010;
Yuan et al., 2013; Jacob et al., 2009; Liu et al., 2009a; Ng and Abugharbieh,
2011). However, in many cases, the grouping information is not available
beforehand, and one can use either the anatomical regions as an approxi-
mation (Batmanghelich et al., 2012), or the data driven methods to obtain
the grouping information such as hierarchical agglomerative clustering (Ward
hierarchical clustering, for example) and a top-down step to prune the gener-
ated tree of hierarchical clusters in order to obtain the grouping information
(Michel et al., 2012; Jenatton et al., 2012).
While structural sparsity helps select the correlated discriminative voxels
and is necessary for the “completeness” of the selected discriminative voxels,
the result of feature selection may not be stable and is likely to include many
noisy and uninformative voxels. For years, the idea of ensemble has been
applied to reduce the variance of feature selection result (Hastie et al., 2009;
Mota et al., 2014). Among them, one important class of methods for high
dimensional data analysis is stability selection (Meinshausen and Bu¨hlmann,
2010; Shah and Samworth, 2013). It is an effective way for voxel selection
and structure estimation, based on subsamplings (bootstrapping would be-
have similarly). It aims to alleviate the disadvantage of the plain ℓ1 norm
regularized model, which either selected by chance non-informative regions,
or even worse, neglected relevant regions that provide duplicate or redun-
dant classification information (Mitchell et al., 2004; Li et al., 2012). This is
due in part to the worrying instability and potential deceptiveness of the
most informative voxel sets when information is non-local or distributed
(Anderson and Oates, 2010; Poldrack, 2006). Correspondingly, one major
advantage of stability selection is the control of false positives, i.e. it is
able to obtain the selection probability threshold based on the theoreti-
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cal boundary on the expected number of false positives. In addition, sta-
bility selection is not very sensitive to the choice of the sparsity penalty
parameter, and stability selection has been applied to the pattern recog-
nition based on brain fMRI data and achieved better results than plain
ℓ1 norm regularized models (Ye et al., 2012; Cao et al., 2014; Ryali et al.,
2012b; Mairal and Yu, 2013a; Meinshausen, 2013; Rondina et al., 2014). For
example, SCoRS (Rondina et al., 2014) is an application of stability selec-
tion designed for the particular characteristics of neuroimaging data. Notice
that we are focusing on the feature selection here. As for the prediction or
classification accuracy, this ensemble or averaging idea has already been ap-
plied to reduce the prediction variance, and the examples include the bagging
methods and forests of randomized trees (Breiman, 1996, 2001).
In order to make use of the assumption that these discriminative voxels
are often spatially contiguous and result in distributed clusters, one pro-
posed the idea of using common stability selection together with clustering
(Gramfort et al., 2012; Gae¨l Varoquaux, 2012). Specifically, the clustering
will be run after subsampling on training samples and random rescaling of
features during each resampling of stability selection. The added clustering
helps to improve the conditioning of resulted sub-matrices of the training
data matrix. However, the random “rescaling” during their implemented
stability selection is voxel-wise and fails to consider the spatial contiguity of
the clustered discriminative voxels.
1.4. Our focus and contributions
In this paper, we propose a variant of stability selection based on struc-
tural sparsity, called “randomized structural sparsity”. It is implemented via
the adoption of the “constrained block subsampling” technique for voxel-wise
fMRI data analysis, in contrast to single voxel-wise subsampling in the clas-
sical stability selection. We expect it to achieve an improved sensitivity of
the selected discriminative voxels. We show empirically that this “blocked”
variant of stability selection can achieve significantly better sensitivity than
alternatives, including the original stability selection, while keeping the con-
trol of false positives for voxel selection.
We need to point out that this new algorithm is beyond a simple summa-
tion of stability selection and structural stability. It has the following extra
important advantage: in many cases where structural information such as
clustering structures is only a rough approximation, i.e. neighboring voxels
in the same brain area might be highly correlated though not necessarily all
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informative, a.k.a. discriminative, the subsampling scheme can help remedy
this via supervised refining and outlining of the true shapes of the discrim-
inative regions, as showed by numerical experiments. Compared with Ran-
domized Ward Logistic algorithm proposed in (Gramfort et al., 2012), our
algorithm only needs to perform clustering once, and therefore is computa-
tionally more efficient.
The rest of the paper is organized as follows. In section 2, we introduce
our new algorithm for stable voxel selection. In section 3, we demonstrate the
advantages of our algorithm based on both synthetic data and real fMRI data
in terms of higher sensitivity and specificity. In section 4, a short summary
of our work and possible future research directions will be given.
2. The Proposed Method
2.1. Background and Motivation
Let us denote an fMRI data matrix as X ∈ Rn×p where n is the number
of samples and p is the number of voxels with n ≪ p, and corresponding
classification information as y ∈ Rn×1. Here we consider only the binary
classification and yi ∈ {1,−1}.While our main ideas can be applied to other
models, we take the following sparse logistic regression for classification as
our example to show the existing difficulties and our corresponding efforts,
in detail.
min
w
‖w‖1 + λ
n∑
i=1
log(1 + exp(−yi(X
T
i w + c))) (2)
where Xi denotes the i-th row of X ∈ R
n×p; w ∈ Rp×1 is the weight vector
for the voxels and c is the intercept (scalar). The voxels corresponding to wi
with large absolute value will be considered as the discriminative voxels.
Structured sparsity models beyond the plain ℓ1 norm regularized models
have been proposed to enforce more structured constraints on the solution
(Bach et al., 2012b; Li et al., 2013; Mairal and Yu, 2013b), where the struc-
ture can be defined based on the feature correlation. As an important special
case, the common way to make use of the clustering or grouping structure is
to adopt the group sparsity induced norm (Bach et al., 2012a), as follows.
min
w
∑
g∈G
‖wg‖2 + λ
n∑
i=1
log(1 + exp(−yi(w
TXi + c))), (3)
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where G is the grouping information. Compared with (2), the main dif-
ference is the regularization term; we are using a mixed ℓ1/ℓ2 norm. The
model (3) belongs to the family of structural sparsity regularized feature
selection models. The resulting penalty incorporating the parcellation in-
formation has been shown to improve the prediction performance and in-
terpretability of the learned models, provided that the grouping structure is
relevant (Yuan and Lin, 2006; Huang and Zhang, 2010; Jenatton et al., 2012;
Bach et al., 2012b). In addition, the number of selected candidate features
is allowed to be much larger when an additional group structure is incorpo-
rated, particularly when each group contains considerable redundant features
(Jenatton et al., 2011; Xiang et al., 2015). Therefore, the parcellation is able
to help improve the sensitivity of voxel selection (Flandin et al., 2002).
However, the group sparsity-induced norm regularized model (3) is ex-
pected to improve the sensitivity with respect to the plain ℓ1 norm regularized
model (2) due to the adopted mixed ℓ2,1 norm only if the grouping informa-
tion G is reliable enough. Obtaining an appropriate G might be possible in
practice from either the prior anatomical knowledge or data-driven meth-
ods based on the voxel correlation. However, many methods of obtaining
G are not incorporating the available classification or labelling information.
Therefore, it is possible that only a subset of voxels in a certain group is dis-
criminative. In such case, the model (3) often fails to make a segmentation,
because it is likely to simultaneously choose all the voxels of a certain group
or simultaneously choose none of them, due to the adoption of the ℓ2 norm.
In addition, just like the plain ℓ1 norm regularized model, the difficulties of
choosing a proper regularization parameter and lack of finite sample control
of false positives still exist.
As mentioned above, an effective way to control the false positives and
reduce the difficulty of choosing the proper regularization parameter when ap-
plying the sparsity regularization based models is stability selection (Meinshausen and Bu¨hlmann,
2010), which has been applied for voxel selection or connection selection in
brain image analysis (Rondina et al., 2014; Ye et al., 2012; Cao et al., 2014;
Ryali et al., 2012b).
However, while the control of false positives can be achieved, a large
false negative rate is often expected, especially in the case of redundant and
correlated voxels, because this correlation prior is not explicitly taken into
consideration.
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2.2. The Key Component: Randomized Structural Sparsity
In this paper, we aim to stably identify the discriminative voxels includ-
ing those probably correlated ones, for better interpretation of discovered
potential biomarkers. To achieve this goal, we incorporate the spatial struc-
tural knowledge of voxels into the stability selection framework. The novelty
of our research is to propose a “randomized structural sparsity”, which aims
to integrate the stability selection and the common “structural sparsity”.
One important component of “randomized structural sparsity” is the sub-
sampling based stability selection (Beinrucker et al., 2012), rather than the
original reweighting-based stability selection (Meinshausen and Bu¨hlmann,
2010). It has been shown that the former is likely to yield an improvement
over the latter whenever the latter itself improves over a standalone pure
ℓ1 regularization model (Beinrucker et al., 2012). Moreover, subsampling is
easier to extend to block subsampling and combine with structural sparsity.
Let us first briefly explain subsampling-based stability. For the train-
ing data matrix X ∈ Rn×p, subsampling based stability selection consists of
applying the baseline, i.e. the pure ℓ1 regularization model such as (2), to
random submatrices of X of size [n/L]× [p/V ], where [] is rounded off to the
nearest integer number, and returning those features having the largest selec-
tion frequency. The original stability selection (Meinshausen and Bu¨hlmann,
2010) can be roughly considered as a special case, where L = 2 and V = 1, ex-
cept that the original stability selection (Meinshausen and Bu¨hlmann, 2010)
reweighs each feature (voxel, here) by a random weight uniformaly sampled
in [α, 1] where α is a positive number, and subsampling can be intuitively
seen as a crude version of this by simply dropping out randomly a large part
of the features (Beinrucker et al., 2012).
The other important component of randomized structural sparsity is to
incorporate structural information, such as the parcelling information of the
brain into consideration. The kind of partition information is based on either
the prior anatomical knowledge of brain partition (Tzourio-Mazoyer et al.,
2002), or the clustering results based on the fMRI data, as done in the
structural sparsity model (3).
The above “randomized structural sparsity” is a general concept and
might have different specific implementations in practice, depending on dif-
ferent data types and applications. For voxel-wise fMRI data analysis, we
propose a specific implementation named “constrained block subsampling”,
where by “constrained” we mean that the parcelling information will be re-
spected to certain degree. The block subsampling (Lahiri, 1999) is adopted
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because it is able to replicate the correlation by subsampling of blocks of
data.
Specifically, each cluster g ∈ G, consists of highly correlated voxels. After
the block subsampling, the selected voxels from the same cluster will be
considered as a group. In particular, the chosen voxels lying in a cluster g ∈ G
are noted as a set g′ ⊆ g. In addition, in order to make every brain partition,
especially those of small sizes have a chance to be sampled during the block
subsampling, we borrow some idea of “proportionate stratified sampling”
(Sa¨rndal, 2003; de Vries, 1986), i.e. the same sampling fraction is used within
each partition. The purpose is to reduce the false negatives, especially when
the sizes of different partitions are of quite a range. Correspondingly, one
can solve the following group-sparsity based recovery model.
min
w
′
∑
g′⊂g∈G
‖w′g′‖2 + λ
∑
i∈J
log(1 + exp(−yi(w
′TX′i + c))) (4)
where w′ and X′ are corresponding parts of w and X, respectively, based on
the selected voxels during the subsampling, and G is a predefined partitions
of the brain, based on the either biological knowledge or data driven learning
or estimation such as clustering. J is the set of the indices of the selected
samples during the current subsampling.
Notice that while “constrained block subsamplings” respects the prior
knowledge G, it also provides the flexibility that the resulting discriminative
regions can be of any shape, and the final selected voxels of each cluster
can be only a portion of all of it, because the subsampling makes the se-
lection frequency score be able to outline shapes of the true discriminative
regions, whose sizes may not be exactly the same as the sizes of the orig-
inal partitions defined by G. This kind of flexibility is important because
the neighboring voxels belonging to the same brain area are not necessarily
all significantly discriminative voxels, though they might be highly corre-
lated. In other words, we aim to seek sets of correlated voxels with similar
associations with the response (or labels), if only part of but not all of the
correlated features have a similar association with the response, as mentioned
in (Witten et al., 2014).
Furthermore, for our case of small samples and very high dimensional fea-
ture space, we need to consider the bias-variance dilemma or bias-variance
tradeoff (Geman et al., 1992). In general, we would like to pay a little bias
to save a lot of variance, and dimensionality reduction can decrease variance
by simplifying models (James et al., 2013). Correspondingly, while we can
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still use the (4) as the baseline subproblem for our stability selection frame-
work, we prefer a simple “averaging” idea (Gae¨l Varoquaux, 2012) applied
to (4), because (Park et al., 2007) has showed that when the variables or fea-
tures were positively correlated, their average was a strong feature, and this
yielded a fit with lower variance than the individual variables. Specifically,
by averaging the voxels picked by the block subsampling lying in the same
group as a single super-voxel, the model (4), can be further reduced to the
following low dimensional version
min
w˜
∑
g′⊂g∈G
|w˜g′|+ λ
∑
i∈J
log(1 + exp(−yi(w˜
T X˜i + c))) (5)
where w˜ ∈ Rq, and q is the number of clusters. w˜g′ is an average of voxels in
the subset g′ of cluster g ∈ G, and X˜ ∈ R[αn]×p is the corresponding averaged
X. Thus the number of variables in the sparse recovery model (5) is greatly
reduced to the number of clusters. This way, the resulted recovery problem
(5) is of much smaller scale and therefore can be solved quite efficiently. In
addition, the properties of the resulting new data matrix X˜ is greatly im-
proved due to de-correlation via the clustering of correlated columns. The
analysis of a better-posed compatibility constant for the X˜ was proposed in
(Bu¨hlmann et al., 2013). The idea of averaging, also called feature agglom-
eration (Flandin et al., 2002), was also applied in (Gramfort et al., 2012). If
the j-th column of X˜ is selected due to the large magnitude of w˜j, then its
represented picked blocked voxels lying in the group g(j) ∈ G (j = 1, 2, . . . , q)
of X are all counted to be selected, in the non-clustered space. Its corre-
sponding score si will be updated (i = 1, 2, . . . , p). Notice that the averaging
of subsamplings is more than a simple spatial smoothing, due to different
sumsampling results of different stability selection iterations. Therefore, the
boundaries of the detected discriminative regions can be trusted to certain
accuracy.
2.3. Algorithmic framework
We first obtain the structural information about the brain. Here we per-
form a data-driven clustering operation to partition the voxels into many
patches according to their strong local correlations. In our algorithm, both
the common K-means and the spatially constrained spectral clustering al-
gorithm (Craddock et al., 2013) implemented written as a Python software
(http://www.nitrc.org/projects/cluster_roi/) are used in our experi-
ments. We denote the set of the groups via the clustering algorithm as G,
11
whose cardinality is denoted as q, which is usually much less than p and
comparable with n. Notice that in (5), the number of unknowns is reduced
from p to the number of clusters, i.e. q. While the number of samples is a
fraction of the total samples, for example, [n/2]. In this paper, we typically
choose the q at least 2 times larger than the number of samples but smaller
than 5 times of the number of samples in practice.
Next comes the “constrained block subsamplings”. Denote the number of
resamplings as K. This blocked variant of stability selection is different from
the classical stability selection in terms of the subsampling on the features,
i.e. the columns of the data matrix X. But it shares the same way as the
classical stability selection when performing subsampling of the observations,
i.e. the rows of the data matrix X. Let the subsampling fraction be α ∈ [0, 1]
and let J denote the indices of selected rows and the cardinality of J is [αn],
where [] is rounded off to the nearest integer number. Then “contrained block
subsamplings” are applied to the voxels, i.e. the columns of X as mentioned
in last section. Notice that our algorithm only runs the clustering once and
the following “constrained block subsamplings” resulted in a much smaller
size of ℓ1 problem, where the number of unknows is equal to the number of
clusters. Therefore, our algorithm is not computationally expensive.
The procedure of our algorithm is summarized below.
The Algorithmic Framework of Constrained Blocked Stability Se-
lection Method:
Inputs:
(1) Datasets X ∈ Rn×p
(2) Label or classification information y ∈ Rn
(3) Sparse penalization parameter λ > 0
(4) Number of randomizations K for each stage; subsampling fraction α ∈
[0, 1] in terms of rows of X; subsampling fraction β ∈ [0, 1] in terms of
columns of X;
(5) Initialized stability scores: si = 0. (i = 1, 2, . . . , p)
Output: Stability scores si for each voxel. (i = 1, 2, . . . , p)
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Obtain a brain parcellation. For example, perform the clustering of vox-
els based on their spatial correlation and denote the number of clusters as q
for k=1 to K
1: Perform sub-sampling in terms of rows: X ← X[J,:], y ← yJ
where J ⊂ {1, 2, . . . , n}, card(J ) = [αn], the updated X ∈ R[αn]×p, and the
updated y ∈ R[αn].
2: Perform constrained block subsampling in terms of columns (vox-
els): X ′ ← X[:,I], where I ⊂ {1, 2, . . . , p}, and card(I) = [βp]
3: Use the current clustering, and calculate the mean of randomly
picked voxels within each cluster: X˜ ← mean(X ′), X˜ ∈ Rαn×q
4: Estimate w˜ ∈ Rq from X˜ and y with sparse logistic regression
(5).
5: Set weights for the randomly picked voxels with estimated coeffi-
cients of the averaged voxels: w(k) ← w˜, w(k) ∈ R[βp]
6: si = si + 1, if i ∈ supp(w
(k)), for i = 1, 2, . . . , p.
end for
2.4. Some Preliminary Rethinking of Our Algorithms
Basically, the original stability selection proposed in (Meinshausen and Bu¨hlmann,
2010) is mainly on random subsampling of observations, i.e. the rows of
X. As the paper by (Beinrucker et al., 2015) has also pointed out, the ran-
dom subsampling in terms of observations can in general guarantee the finite
control of false positives, even though different base methods are adopted.
Therefore, while we are using a more complicated base method (5) than the
plain ℓ1 norm regularized model, the finite control of false positives can be
still achieved. However, the corresponding new theoretical result in terms of
bounding the ratio of the expected number of false positive selections over
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the total number of features (false postive rate) needs to be addressed in the
future work.
It is natural that we adopt the structural sparsity regularized models such
as (5), as the base methods of stability selection. As (Bach et al., 2012b,a;
Flandin et al., 2002) pointed out, the regularization term incorporating the
parcellation information has been shown to improve the interpretability of
the learned models and the detection sensitivity of voxel selection for the
functional MRI data, provided that the parcellation information is quite
relevant.
However, the parcellation information might be not very accurate. Any
fixed brain parcellation indeed might bring certain degree of bias or arbi-
trariness. In this paper, we turn to help of the block subsamplings. While
we present some intuitive explanation in Section 2.2, a thorough study of the
effect of block subsampling on reducing the arbitrariness is not presented in
this paper and constitutes an important future research topic.
Here we need to point out that the method proposed in (Gae¨l Varoquaux,
2012) does not suffers the bias caused by a fixed parcellatoin, because the
clustering is performed on each step of stability selection after the randomized
rescaling on each feature. However, from the computational point of view,
our adopted onetime parcellation helps improve the computational efficiency,
because clustering takes a large proportion of running times of both our
algorithm and the algorithm by (Gae¨l Varoquaux, 2012). Some preliminary
comparison of running time of different algorithms are presented in Section
3.6.
3. Numerical Experiments
In this paper, we compare our algorithm with the classical univariate voxel
selection method, and with state-of-the art multi-voxel pattern recognition
methods, including T-test, ℓ2-SVM, ℓ2 Logistic Regression, ℓ1-SVM, ℓ1 Logis-
tic Regression, randomized ℓ1 logistic regression, Smooth Lasso (Hebiri and van de Geer,
2011) and TV-L1 (Gramfort et al., 2013) and Randomized Ward Logistic
(Gae¨l Varoquaux, 2012). Here randomized ℓ1 logistic regression is based on
the original stability selection (Meinshausen and Bu¨hlmann, 2010) and ran-
dom reweighing on the features.
The T-test is implemented as an internal function in MATLAB. ℓ2-SVM,
ℓ2 Logistic Regression, ℓ1-SVM, and ℓ1 Logistic Regression, have been im-
plemented in LIBLINEAR (Fan et al., 2008) or SLEP (Sparse Learning with
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Efficient Projections) software (Liu et al., 2009b). Randomized ℓ1 logistic
regression is written based on the available ℓ1 logistic regression code. TV-
L1 and Randomized Ward Logistic are implemented in Python, and inte-
grated into NiLearn, a great Python software for NeuroImaging analysis
http://nilearn.github.io/index.html. We were kindly provided with
the source code by their developers. For the hyper-parameters such as the
regularization parameters, their choices are mostly based on cross validation
unless specified otherwise.
3.1. Settings of Algorithms
For our algorithm, the block size might affect the performance of our
algorithm (Lahiri, 2001). Given the number of blocks, there is an inherent
trade-off in the choice of block size. When only a very limited number of
randomizations are allowed, big blocks will most likely not match the geom-
etry of the true support and easily result in many false positives. But the
condition of too small blocks is likely to result in many false negatives due
to the likely ignorance of the local correlations of neighboring voxels. The
block size is not optimized in the following experiments via the probable prior
knowledge of the discriminative regions, but it still achieves an impressive
performance. It was set to be 3×3 in synthetic data and 4×4×4 in the real
fMRI data experiment, respectively. We set the subsampling rate α = 0.5
and β = 0.1. For our synthetic data and and the real fMRI data, we set
the total resamplings K = 50 and K = 200, respectively. The resampling
number of random ℓ1 logistic regression is 500 in all of our experiments. The
choice of the number of resamplings is only empirical here.
3.2. Evaluation Criteria
We would like to demonstrate that our method can achieve better control
of false positives and false negatives than alternative methods, due to our
incorporation of both stability selection and structural sparsity.
For the synthetic data, we can directly use the precision-recall curve since
we know the true discriminative features. Precision (also called positive
predictive value) is the fraction of retrieved instances that are relevant, while
recall (also known as sensitivity) is the fraction of relevant instances that
are retrieved. We also plot the first T discriminative voxels discovered by
different algorithms, where T is the number of true discriminative features.
It provides a snapshot to display how many noisy features are included in
the selected features of different algorithms.
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For real fMRI data, we first show brain maps obtained by the feature
weights, which are not thresholded for visualization purposes, meaning that
the zeros obtained are actually zeros. We are able to determine the dis-
criminative regions, revealed by different algorithms, based on our visual
inspection.
In addition to vision inspection and experience, we would also like to
find an objective threshold. In general, voxels whose corresponding weights
have larger magnitude than this threshold will be considered as the discrim-
inative voxels and will be shown in the brain maps. However, the setting
of a threshold value is quite difficult and may adopt different schemes in
different situations. While a through study of threshold setting is out of
reach of this paper, we consider to use the cross-validation based on predic-
tion accuracy and find out the threshold value corresponding to the highest
prediction accuracy. However, as (Hofner et al., 2014) has pointed out that
the prediction accuracy and variable selection are two different goals. Dif-
ferent features might result into the same level of classification accuracy.
Therefore, it is often acceptable to develop some heuristic for setting the
threshold value for feature selection, beyond cross validation, such as the
method by (Fellinghauer et al., 2013). Another kind of important method to
set the threshod value is based on FDR control with multivariate p-values
(Chi et al., 2008).
The main feature of our algorithm is its improved sensitivity while main-
taining good specificity. In order to prove that the extra probably discrimi-
native regions discovered only by our algorithm are true and stable positives,
we adopt the following two methods. One is to take these extra selected
voxels to construct a classifier to perform classification on the test data. A
satisfying classification accuracy can at least prove the existence of true pos-
itiveness. Notice that, while we have mentioned that the prediction accuracy
is not very reliable criterion for model selection, high prediction accuracy can
in generally tell us that at least portion of these voxels are truly discrimina-
tive. If a high prediction accuracy is achieved, we are likely to believe that
the corresponding brain regions are discriminative, though their sizes might
be not accurate. The other is to perform a false positive estimation scheme
based on a permutation test in order to calculate the ratio of false positives
among all the finally selected voxels (Rondina et al., 2014).
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3.3. Synthetic Data
We simulated simple case control analysis model and work on 46×55×46
brain images including 27884 voxels of interest. We generated 50 observations
for each group, i.e. the control group and the case (patient) group.
Figure 1: Precision-Recall Curve on the new Synthetic Data: Our method can achieve the
best control of both false positives and false negatives, as well as the largest AUC (Area
Under Curve) value .
There were five discriminated clustered features with 383 total voxels in
the frontal lobe, parietal lobe, occipital lobe, and subcortical regions. Each
cluster contained more than 30 voxels, as showed in Figure 2 in yellow.
The elements in the first two clustered features: x(k)i,n = k + ǫ(k)i,n
(case), y(k)j,n = η(k)j,n (control), where i, j = 1, 2, ..., 50 representing the
index of persons of each group, and k = 1, 2 representing the index of the
first two clustered features, and n = 1, 2, ..., 100 representing the index of
features of each cluster. ǫ(k)i,n and η(k)j,n are Gaussian i.i.d distributed.
The elements in the other three clustered features are spatially distributed
patterns, which are Gaussian i.i.d distributed and constrained by linear con-
dition: x(k)i,n = ǫ(k)i,n, x(k)j,n = η(k)j,n
∑5
k=3 x(k)i,n > 1 (case), and∑5
k=3 y(k)j,n < 1 (control), where i, j = 1, 2, ..., 50 representing the index
of persons of each group, and k = 3, 4, 5 representing the index of the last
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three clustered features, and n = 1, 2, ..., 100 representing the index of fea-
tures of each cluster. As above, ǫ(k)i,n and η(k)j,n are also Gaussian i.i.d
distributed. The features were spatially clustered in different brain regions.
We also simulated the other voxels in whole brain image X as Gaussian noise.
Notice that these are distributed multivariate discriminative patterns, each
of which consists of 3 voxels from each of the last 3 clusters, respectively.
For the clustering algorithm used in our algorithm, we use K-means and the
number of clustering is equal to 200.
We would like to show that our method can achieve both accuracy and
completeness in terms of discovery of discriminative features. Here accuracy
means a small false positive rate and completeness means a small false neg-
ative rate. In Figure 1, we use Precision-Recall Curve to demonstrate this
advantage of our method. Precision (also called positive predictive value) is
the fraction of retrieved instances that are relevant, while recall (also known
as sensitivity) is the fraction of relevant instances that are retrieved. While
still keeping good control of false positives, our algorithm, together with
Randomized Ward Logistic are the most sensitive, i.e. discovering the al-
most “complete” set of discriminative features. Notice that the standard
stability selection, i.e. randomized ℓ1 algorithm does not work well in this
case.
In Figure 2, we plot out the identified discriminative voxels correspond-
ing to the top 383 weights of largest magnitude of these different involved
algorithms, where 383 is the number of true discriminative voxels displayed
in the subplot of the most upper-right corner. Our algorithm, together with
the Randomized Ward Logistic algorithm, discover more clustered true pos-
itive features than others. Moreover, our algorithm is computationally more
efficient than Randomized Ward Logistic because we run the clustering only
once. Notice that the synthetic data is 3-D and therefore is hard to visualize
in 2-D. So the performance comparison of each algorithm is more directly
displaying via the Precision-Recall curve of Figure 1. Nevertheless, Figure
2 can be a useful supplement, as an illustration of the performance of the
achieved sensitivity and specificity of different voxel-selection algorithms.
3.4. Real fMRI Data- Chess-Master Data
In this experiment, we aim to identify the brain activation pattern of a
Chinese-chess problem-solving task in professional Chinese-chess grandmas-
ters. 14 masters on Chinese chess were recruited and studied. All subjects
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Figure 2: Result on the Synthetic Data: Our algoritm together with Randomized Ward
Logistic algorithm can find more true discriminative voxels with very few noisy voxels.
were right-handed and had no history of psychiatric or neurological disor-
der. During the fMRI scanning, subjects were presented with two kinds of
stimuli: a blank chessboard and patterns of Chinese chess spot game with
checkmate problems. Each condition was presented for 20s, with a 2s-long
break between. The block was repeated nine times with different problems
in each block. The break between each block is also 2s. There were 9 blocks
overall. In consideration of the delay of Blood Oxygenation Level Dependent
(BOLD) effect (Aguirre et al., 1998) and the hypothesis that the master may
solve the problem in less than 20s, we selected the 4th-8th images of each
state in each block for classification. That is, the number of observations
of each subject for classification is 90, among which 45 are in blank states
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while the other 45 are in task states. We used an averaged data from all
14 grandmasters. Data Acquisition and Preprocessing Scanning was per-
formed on a 3T Siemens Trio system at the MR Research Center of West
China Hospital of Sichuan University, Chengdu, China. T2-weighted fMRI
images were obtained via a gradient-echo echo-planar pulse sequence (TR,
2000ms; TE, 30ms; flip angle=90◦; whole head; 30 axial slice, each 5mm
sick (without gap); voxel size=3.75× 3.75× 5mm3). fMRI images were pre-
processed using Statistical Parametric Mapping-8 (SPM8, Welcome Trust
Centre for Neuroimaging, London, UK. http://www.fil.ion.ucl.ac.uk/spm).
Spatial transformation, which included realignment and normalization, was
performed using three-dimensional rigid body registration for head motion.
The realigned images were spatially normalized into a standard stereotaxic
space at 2×2×2mm3, using the Montreal Neurological Institute (MNI) echo-
planar imaging (EPI) template. A spatial smoothing filter was employed for
each brains three-dimensional volume by convolution with an isotropic Gaus-
sian kernel (FWHM= 8 mm) to increase the MR signal-to-noise ratio. Then,
for the fMRI time series of the task condition, a high-pass filter with a cut-off
of 1/128 Hz was used to remove low-frequency noise. Among all 90 fMRI
samples, each of them was of size 91×109×91. For the clustering algorithm
used in our algorithm, we use K-means and the number of clusters is equal
to 200.
Figure 3 shows brain maps based on the weights or scores of voxels of dif-
ferent algorithms. The scores are not thresholded for visualization purposes,
meaning that the zeros obtained are actually zeros. One can observe that de-
spite being fairly noisy, the most significant localized discriminative regions
of the brain, identified by different algorithms, can be visually recognized.
Even with the same number of selected voxels, our method is expected to
achieve the best balance of controlling of both the false positives and false
negatives.
In general, when identifying the potential biomarkers, controlling the false
positives should be the first priority. They need to be treated carefully and
controlled strictly. So we need to set a threshold value to filter out at least
the apparent noisy features, which are either too scattered or in the wrong re-
gions from the existing confirmed knowledge. We carefully set the threshold
values for results of different algorithms in order to control the false positives
and obtain a cleaner brain map. Notice that in this experiments, a common
threshold-setting method based on the prediction accuracy via cross valida-
tion does not work well, because this is a very simple cognitive task and the
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Figure 3: Score maps (unthresholded) estimated by different methods. The most signifi-
cant areas discovered by our method are quite spatially contiguous and are of high contrast
with other areas.
involvement of many noisy features or using only a small number of true
positives can also achieve nearly 100% accuracy. Figure 4 is the result after
thresholding out the apparent noisy features as either too scattered or in the
unreasonable area. The false positives are expected to be well controlled.
We can see that our algorithm is most sensitive and identified several extra
brain regions. We construct classifiers based on each of these extra regions
and test their predictive power. They are more than 95% accurate, so these
extra regions are very likely to be relevant.
We take a further look at the result of Figure 4 from the viewpoint of
brain science. All the multivariate pattern feature selection methods suc-
cessfully identified at least partial task-related prefrontal and parietal and
occipital lobe regions. These results indicate a co-working pattern of the
cognitive network and default mode network of the human brain during our
board game task state. However, compared with most alternative algorithms
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Figure 4: Score maps (thresholded) estimated by different methods. Our algorithm reveals
more predictive areas.
besides the common stability selection, our proposed method identifies much
more brain regions in the medial prefrontal cortex and precuneus gyrus that
are functional and structural central hubs in the default mode network and
in occipital lobe which contains parts of visual cortex. The common stability
selection, i.e. randomized ℓ1 logistic regression is able to identify the me-
dial prefrontal gyrus, but it misses the precuneus. Moreover, the common
stability selection is likely to return a result that is slightly more scattered,
which does not match the second hypothesis about continuousness and com-
pactness. Of even greater concern is that fact that its scattered results make
it difficult to distinguish between true positives from false positives. In ad-
dition, common stability selection required many more subsamplings, for
example, 500 times here compared with our method which only takes 50
subsamplings. This result verifies one of the main advantages of our method,
namely its computational efficiency, which is especially important for high
dimensional problems. In section 3.6, we will present the running time com-
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parison of different algorithms. Our method also has better inference quality
due to the incorporation of prior structural information of the fMRI data.
As mentioned before, this computational efficiency also comes from the even
smaller size of the subproblem (5) due to the adoption of the averaging idea
within a cluster.
Figure 5: Score maps (unthresholded) as estimated by different methods on fMRI datasets
(Cat vs House) using the first 5 sessions of training data. Despite being fairly noisy, located
discriminative brain regions by different algorithm are well highlighted.
3.5. Real fMRI Data- Haxby Cognitive Task Data
We also test our algorithm on a public, block-design fMRI dataset from
a study on face and object representation in human ventral temporal cortex
(Haxby et al., 2001). The set, which can be downloaded at http://data.pymvpa.org/datasets/haxby2001/.
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Figure 6: Score maps as estimated by different methods on fMRI datasets (Cat vs House)
using first 5 sessions of training data. The threshold is determined based on cross-
validation for the highest prediction accuracy. Our algorithm can achieve the best per-
formance by finding a larger number of true discriminative voxels than alternatives and
keeping the false positives into a very low level. Most of the alternatives have a large
number of false positives, except the Randomized Ward Logistic method, which however,
only finds a very small number of true discriminative voxels, although its estimated false
positives is 0.
consists of 6 subjects with 12 runs per subject. In each run, the subjects
passively viewed greyscale images of eight object categories, grouped in 24s
blocks separated by rest periods. Each image was shown for 500ms and
was followed by a 1500ms inter-stimulus interval. Full-brain fMRI data were
recorded with a volume repetition time of 2.5s. Then a stimulus block was
covered by roughly 9 volumes. For a complete description of the experimen-
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Figure 7: Score maps (unthresholded) as estimated by different methods on fMRI datasets
(Cat vs House) using the first 10 sessions of training data. Despite being fairly noisy,
located discriminative brain regions by different algorithm are well visually recognized.
tal design, fMRI acquisition parameters, and previously obtained results see
the reference (Haxby et al., 2001). There is no smoothing operation on this
data. In this paper, we consider the fMRI data of the first subject when
classifying the “house” and “cat”, which consists of 12 sessions in total. The
number of samples, for the first 5 sessions, is 90. The number of training
samples evenly increases to 180 when the number of sessions are 10. We
adopt the spatially constrained spectral clustering algorithm, implemented
in a python software “PyClusterROI” (Craddock et al., 2013). The number
of clustering is 200 when the number of sessions is 5 and evenly increases to
400 when the number of sessions is 10.
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Figure 8: Score maps as estimated by different methods on fMRI datasets (Cat vs House)
using first 10 sessions of training data. The threshold is determined based on cross-
validation for the highest prediction accuracy. Our algorithm can achieve the best per-
formance by finding a large number of true discriminative voxels than alternatives and
keeping the false positives into a very low level. Most of the alternatives have a larger
number of false positives, except the Randomized Ward Logistic method, which however,
only finds a very small number of true discriminative voxels, although its estimated false
positives is 0.
We use the first T sessions as training samples to perform the feature
selection, where T = 5, 6, 7, 8, 9, 10. Then we obtain a prediction score of
these selected features, on 12− T remaining sessions, which are used as the
test samples. Due to the limited length of this paper, we only show the brain
maps obtained when we use the first 5 and 10 sessions as the training data.
Figures 5 and 7 are brain maps based on the scores of different meth-
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Figure 9: The classification accuracies of different algorithms when classifying the Cat
and House. Our algorithm is among those achieving the highest prediction accuracy in
general.
ods: the first 5 and 10 sessions, respectively. The scores are not thresholded
for visualization purposes. Figures 6 and 8 show the thresholded maps of
different algorithms, when we use the first 5 and 10 sessions as the train-
ing data, respectively. The threshold values of different algorithms can be
different. The T-test is based on the common requirement that p-value is
less than 0.001 for FDR control. All the rest of the methods are based on
cross-validation, where a linear ℓ2-SVM classifier is used and the remaining
7 or 2 sessions are used as test data. The candidate threshold value corre-
sponding to its own best prediction accuracy for each algorithm is chosen.
Specifically, for our algorithm, we use almost the same threshold-setting pro-
cedure as the Python code of the Randomized Ward Logistic algorithm by
(Gae¨l Varoquaux, 2012). Basically, we first rank the voxels according to the
selection scores and set the thresholds from 0.3 to 0.9 with step size of 0.1
and select the final threshold value corresponding to the high classification
accuracy on the testing set (the remaining sessions except those for training).
We can see that in general, our algorithm is among the most sensitive
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Algorithm Rand Ward Logistic TV-L1 Smooth Lasso Rand L1
Pred. Accu. 97.22% 100% 100% 97.22%
Algorithm L2-SVM L2-Logistic T-test
Pred. Accu. 94.44% 94.44% 94.44%
Table 1: The prediction (classification) accuracy of the classifier on the voxels selected
by RSS subtract those selected by other methods, respectively. Here the first 10 sessions
are training data, and the rest 2 sessions are test data.
algorithms. In order to test whether the extra voxels selected only by our
algorithm are of convincing prediction power (necessarily for potentially the
true positives), we build an ℓ2 logistic regression classification model based
on these extra voxels (i.e., the discriminative voxels obtained by our pro-
posed method subtracts those selected by other methods, respectively). The
prediction accuracy of the resulted classifier are listed below in Table 1. We
can see that the extra voxels selected by our method give high classification
accuracy, showing that at least part of these extra selected voxels could be
the relevant voxels of the task. In the following paragraph, we try to explain
and validate the trueness of the discovered discriminative voxels from the
viewpoint of neuroscience.
Our results of threshold and unthreshold maps both show the same phe-
nomenon that was described in the original case study (Haxby et al., 2001),
where the PPA and FFA are included. The area of mean response regions
across all categories, selected by (Haxby et al., 2001), is in consistency with
the common regions within our different cluster settings in the axial view.
In the unthresholded mapping, the contours are quite similar with differ-
ent numbers of clusters in the leftmost column; in the thresholded mapping,
selected features are near the same positions.
As a variant of stability selection, our algorithm maintains the finite sam-
ple control of false positives. Our algorithm’ advantage is its improved sen-
sitivity of feature selection comparing to other alternatives. Since there is
no ground truth for evaluation, we have tested whether our detected voxels
or regions by various algorithms are stable and unlikely to be false posi-
tives. We did this by adopting the false positive estimate scheme used in
(Rondina et al., 2014), which is based on a permutation test and cross val-
idation. In Figure 8, the result of our algorithm shows a selection of 1247
voxels with only 23 likely to be false positives. While TV-L1 and Smooth
Lasso found larger number of discriminative voxels, 2611 and 1804, respec-
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Algorithm Ours Rand Ward Logistic TV-L1 Smooth Lasso
No.Selected 1247 116 2611 1804
No.False Positives 23 0 881 977
Algorithm Rand L1 L2-SVM L2-Logistic T-test
No.Selected 1333 1499 1549 1045
No.False Positives 224 204 198 151
Table 2: “No. Selected” means the number of selected voxels after thresholding when
using the first 10 sessions. “No.False Positives” is the number of probable false positives
among all the selected voxels, estimated via permutation test and cross-validation, as
suggested in (Rondina et al., 2014).
tively, and they also have 881 and 977 voxels, respectively, that are likely
to be false positives. Even the original stability selection, i.e., Rand L1, has
224 estimated false positives among its selected 1333 discriminative voxels.
L2-SVM and L2-Logistic also have around 200 estimated false positives. T-
test has over 150 false positives. While our algorithm shares some common
components with the Randomized Ward Logistic algorithm, the results are
quite different. Randomized Ward Logistic method is more conservative in
terms of controlling false positives, at least in its default settings. Its se-
lected voxels have no false positives by the false positive estimate scheme.
However, it only reveals 116 discriminative voxels. Its conservation in this
case can even be observed from the unthresholded Figures 7. In contrast, our
algorithm finds a large number of true discriminative voxels and keeps the
false positives into a very low level. The summary of this result is in Table
2.
Now we look at the predictive power of the best selected voxels of different
algorithms. These prediction results are reported in Figure 9. We consider
to pick T sessions as the training data and the remaining 12-T sessions are
the test data, where T= 5, 6, 7, 8, 9, 10. Here we randomly pick T sessions
from the 12 sessions and consider all the possible combinations. The average
prediction accuracy among all the combinations for each T is presented.
Our algorithm is among those that achieve the highest predictive accuracy.
Notice that while Randomized Ward Logistic reveals only a small number
of discriminative voxels, its prediction accuracy is also very high. While
high predictive accuracy does not directly prove the sensitivity or specificity
of feature selection results, it still suggests the quality of the identification
of voxels of different algorithm to some degree. At the least, the prediction
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Algorithm ⇀ Ours Rand Ward Logistic TV-L1 Rand L1
Haxby 35 68 4 10
Chess-Master 52 433 15 36
Table 3: Running time (unit: minute) of different methods for second problem (Chess-
Master Data) and the third problem (Haxby Cognitive Task Data, training sessions=10).
scores suggest that our algorithm does indeed find the relevant voxels because
they can achieve significantly high predictive accuracy.
3.6. A Brief Computational Efficiency Description
All the above experiments were performed under Windows 7 and MAT-
LAB R2014a(V8.3.0.532) running on a desktop with Intel Core i7 Quad-Core
(Eight-Thread) Processor with Processor Base Frequency 3.5GHz and 64 GB
of memory, though there are no parallel implementations of all the involved
algorithms. We listed the running time (unit of time is minute here) of dif-
ferent algorithms for the test problems based on both Chess-Master data and
Haxby Cognitive Task Data in Table 3. Here we did not list the running of
Smooth lasso and ℓ2-SVM, ℓ2 logistic regression and T-test, because they in
general take much shorter time than the listed 4 algorithms.
Notice that the random ward clustering algorithm is written in Python,
while our algorithm is written in MATLAB. Python is in general a more
computationally efficient computer language than MATLAB. So the advan-
tage of our algorithm in terms of computational efficiency comparing with
the random ward clustering algorithm is remarkable. Notice that for random
ward clustering algorithm, its running time is significant longer for Chess-
Master test problem than the Haxby test problem. The number of features
of Chess-Master test problem is 91×109×91 while the number of features of
Haxby test problem is 40×64×64. The spatially constrained ward clustering
method used in the random ward clustering algorithm empirically takes a no-
tably much longer time as the number of features increases. While both ours
and random ward clustering algorithm take a longer time than the other
alternative algorithms as expected, the running time is still acceptable in
general. Finally, we would like to point out that for random ward cluster-
ing algorithm and TV-L1 algorithms, we directly use the default settings of
the provided python software. Their computational efficiency could be much
different if different parameters are used. So the presented running time of
different algorithms here is only for a rough reference.
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4. Conclusion and Future Work
Voxel selection is very important for decoding fMRI data. In this paper we
propose a simple and computationally efficient method for data-driven voxel
selection which is also called support identification, for potential biomarker
extraction (Orru` et al., 2012). We propose a “randomized structural spar-
sity” as a structural variant of classical stability selection via specific imple-
mentation “Constrained Block Subsamplings”. We apply this to the existing
sparse multi-variate classifiers such as ℓ1 logistic regression, in the case of
fMRI data, which has strong correlations and distributed multivariate dis-
criminative patterns. However, the results are mostly empirical and we might
need to perform theoretical support in order to better understand its advan-
tages and address its limitations. For example, the theoretical results about
the false positive rate and false negative rate of our feature selection algo-
rithm need to be presented in the future work. In addition, we need to
further study the possible bias or arbitraries brought by our one-time parcel-
lation. Moreover, we would like to try the hierarchical ward clustering with
spatially constraints in our algorithm in future. It has showed that in gen-
eral Ward’s clustering performs better than alternative methods with regard
to reproducibility and accuracy (Thirion et al., 2014). Furthermore, how to
effectively distinguish true positives from false positives needs to be better
addressed.
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