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Resumen Con el advenimiento de la era de la informacio´n, un gran
nu´mero de sistemas informa´ticos cuenta con la posibilidad de almacenar
datos a partir de las distintas ejecuciones y generar cierto feedback para
luego realizar miner´ıa de datos sobre los mismos. Un caso particular de
esto u´ltimo son los juegos informa´ticos aplicados a educacio´n. El presen-
te trabajo involucra la implementacio´n de herramientas que faciliten la
prediccio´n del desempen˜o de un jugador (de 3 a 5 an˜os de edad) basadas
en el juego educativo “KPM: Kids Play Math” mediante la aplicacio´n
de te´cnicas de aprendizaje automa´tico para el etiquetado de datos se-
cuenciales. Esto u´ltimo se realiza en base a la historia de cada jugador y
tomando un modelo construido a partir de un conjunto de entrenamiento.
En particular, este trabajo ha dado como resultado herramientas nove-
dosas capaces de: (1) generar casos de entrenamiento a partir de logs del
juego previamente procesados y (2) procesar nuevos conjuntos de datos
con el fin de predecir etiquetas que anticipen el desempen˜o de un jugador.
Keywords: Miner´ıa de Datos, Campos Aleatorios Condicionales, Pre-
diccio´n de Desempen˜o, CRFSuite, Juegos Educativos, “Kids Play Math”
1. Introduccio´n
La miner´ıa de datos puede mejorar el disen˜o de los juegos de distintas ma-
neras. Entre ellas
• Balancear la economı´a.
• Detectar jugadores tramposos (cheaters).
• Reducir costos de produccio´n.
• Mantener entretenido a los jugadores y no permitir que se desanimen an-
te resultados desalentadores. Hacer que los mismos mantengan su ma´xima
performance durante el juego.
La miner´ıa de datos tambie´n proporciona mejores teor´ıas. Le da al disen˜ador
del juego mejor percepcio´n de co´mo los jugadores usan y abusan del juego.
Se ampl´ıa la perspectiva, se prueban o refutan hipo´tesis y se reemplazan las
opiniones por hechos.
El comportamiento del jugador proporciona informacio´n rica en cuanto al
balance del juego, as´ı que se debe recoger la mayor cantidad de datos posible
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(una muestra grande). Al igual que cualquier otra coleccio´n de datos estad´ısticos,
la muestra debe ser al azar o de otro modo, representativa de las proporciones
reales de la poblacio´n de jugadores. Cuanto ma´s grande sea la muestra, ma´s clara
sera´ la imagen. En un juego perfecto, un nu´mero infinito de jugadores har´ıa un
retrato perfecto del comportamiento de los jugadores. En el otro extremo, una
muestra pequen˜a o sesgada, no genera estad´ısticas significativas.
Este trabajo resume los resultados obtenidos como parte de la Tesis de Li-
cenciatura en Ciencias de la Computacio´n llevada a cabo en el an˜o 2013 en la
Universidad Nacional del Sur. El objetivo de dicha Tesis ha sido el estudio e
implementacio´n de herramientas que faciliten la prediccio´n del desempen˜o de
un jugador (de 3 a 5 an˜os de edad) basado en el juego educativo “KPM: Kids
Play Math” mediante la aplicacio´n de te´cnicas de aprendizaje automa´tico para
el etiquetado de datos secuenciales. Esto u´ltimo se realiza en base a la historia
de cada jugador y tomando un modelo construido a partir de un conjunto de
entrenamiento. Espec´ıficamente se utilizara´ la herramienta CRFSuite, basada en
la aplicacio´n de un modelo estad´ıstico denominado Campo Aleatorio Condicional
(del ingle´s Conditional Random Fields o CRF). Este modelo a menudo se uti-
liza para el reconocimiento de patrones, aprendizaje automa´tico y clasificacio´n
de elementos ato´micos de un texto (tokens) en diferentes entidades (nombres,
fechas, porcentajes, etc.). Mientras que los clasificadores comunes predicen una
etiqueta para una sola muestra, sin tener en cuenta las muestras “vecinas”, CRF
puede tomar en cuenta el contexto.
Este trabajo de investigacio´n dara´ como resultado herramientas novedosas
capaces de:
• Generar casos de entrenamiento a partir de logs del juego previamente pro-
cesados.
• Procesar nuevos conjuntos de datos con el fin de predecir etiquetas.
En las secciones siguientes, se describe el proceso de investigacio´n y desarro-
llo que hemos llevado a cabo con el fin de satisfacer las metas propuestas. No
se asumen conocimientos previos del juego ni de las herramientas utilizadas. En
la Seccio´n 2, comenzaremos describiendo el juego Kids Play Math, y a que´ nos
referimos cuando hablamos de Miner´ıa de Datos aplicada a juegos, fundamental
para entender en que´ se basan los estudios posteriores. Luego encontraremos una
breve introduccio´n a la herramienta de aprendizaje automa´tico Conditional Ran-
dom Fields, junto con la descripcio´n de la versio´n utilizada: CRFSuite (Seccio´n
3). En la Seccio´n 4 describimos las funcionalidades que provee la herramienta
desarrollada (detalles de su implementacio´n pueden verse en el Ape´ndice B). A
continuacio´n presentamos los resultados que obtuvimos a partir de las distintas
pruebas realizadas con la nueva herramienta (Seccio´n 5) y, finalmente, las con-
clusiones a las que hemos arribado luego de haber realizado dichas pruebas junto
con una propuesta para darle continuidad a estos estudios (Secciones 6 y 7).
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2. Kids Play Math
2.1. ¿Que´ es Kids Play Math?
Kids Play Math [1] es un programa de computadoras bilingu¨e (en Ingle´s
y Espan˜ol) que se utiliza como material complementario en la ensen˜anza de
matema´tica a nin˜os en edad preescolar (3 a 5 an˜os).
Consiste de un software de computadoras y capacitacio´n profesional docente.
Soporta el concepto de desarrollo matema´tico integrado en todos los aspectos
de las aulas de Head Start 1 y en el trabajo con las familias. Kids Play Math
fue desarrollado a partir del subsidio “Head Start Innovation & Improvement”
otorgado a la Universidad de Denver.
2.2. ¿Que´ sabemos de Kids Play Math hasta ahora?
Estudios recientes muestran que la matema´tica a temprana edad es un as-
pecto muy importante para la preparacio´n escolar: los nin˜os que comienzan el
jard´ın que trata de desarrollar ma´s habilidades matema´ticas, tienden a tener un
mejor desempen˜o en matema´tica, lectura y escritura en 5to grado.
Tambie´n es sabido que los nin˜os aprenden ma´s de lo que uno imagina, si han
sido educados de acuerdo a los caminos de aprendizaje que los estudios muestran
que podr´ıan ser efectivos. Estos me´todos de ensen˜anza pueden reducir la brecha
entre nin˜os de bajo nivel socio-econo´mico y los equivalentes de clase media.
Dado que el programa Kids Play Math integra el aprendizaje de los nin˜os
(v´ıa juegos de computadora y otras actividades) con el perfeccionamiento do-
cente (en cuanto al entendimiento y la ensen˜anza de matema´tica elemental),
puede acarrear efectos positivos, a corto y largo plazo: los nin˜os estara´n mejor
preparados y tendra´n un mejor rendimiento en los pro´ximos an˜os escolares, y
los docentes estara´n mejor preparados para ensen˜ar a sus futuros alumnos.
Pese a que los nu´meros en los estudios piloto fueron pequen˜os, estos indican
que los nin˜os que juegan Kids Play Math en sus clases han presentado ganancias
significativamente superiores en matema´tica, respecto a los nin˜os de otras clases.
Esto sucedio´ en menos de un an˜o de uso del programa.
2.3. Un pantallazo general del juego
Kids Play Math existe actualmente en dos versiones: web y de escritorio, aun-
que la u´ltima cuenta con ma´s funcionalidad. En la versio´n de escritorio existen
dos formas de iniciar sesio´n:
• Docente (o teacher), con acceso a todas las funcionalidades pensadas para el
mismo, tales como la creacio´n de nuevas clases o cursos, altas, modificaciones
y bajas de alumnos, generacio´n de reportes para el docente con el grado de
1 Head Start es un programa federal que promueve la preparacio´n escolar de los nin˜os
que provienen de familias de bajos ingresos, fomentando su desarrollo cognitivo,
social y emocional, desde que nacen, hasta los cinco an˜os.
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avance de los alumnos y eleccio´n sin restricciones de cualquier juego y/o
nivel, entre otras;
• Alumno, limitado a los conocimientos y aptitudes de cada alumno en par-
ticular. Esto es as´ı, debido a que a medida que el nin˜o avanza en el juego,
segu´n su comportamiento en el mismo, se van destrabando (o trabando) nue-
vos mini-juegos o burbujas con ma´s complejidad que los anteriores, da´ndole
al jugador la posibilidad de aprender cosas nuevas a medida que gana o pasa
burbujas, y/o repasar temas jugados con anterioridad, en caso de que no sea
una partida satisfactoria.
Cada mini-juego o burbuja posee un nu´mero de nivel, y pertenece a una de
las siguientes categor´ıas: Numbers-Count, Numbers-Subset, Addition, Numbers-
Identify, Geometry, Spatial-Sense, Data-Measurements o Comparison.
Fig. 1. Pantalla principal
Luego de que el alumno inicie sesio´n, se visualizara´ en la pantalla la Figura 1.
Los distintos kioscos o booths, son quienes cargan, mediante un click en alguno
de ellos, el juego que se encuentra activo, es decir, el juego que le corresponder´ıa
jugar al alumno respecto a su historia en KPM.
En la Figura 2 puede verse un ejemplo de lo que ser´ıa una burbuja o mini-
juego.
2.4. Miner´ıa de Datos aplicada a Kids Play Math
La miner´ıa de datos, un campo interdisciplinario de las Ciencias de la Compu-
tacio´n, es el proceso computacional que intenta descubrir patrones en grandes
volu´menes de datos. Involucra me´todos de inteligencia artificial, aprendizaje au-
toma´tico, estad´ıstica y sistemas de bases de datos. El objetivo general del proceso
de miner´ıa de datos consiste en extraer informacio´n de un conjunto de datos y
transformarla en una estructura comprensible para su uso posterior. Aparte de
la etapa de ana´lisis en bruto, involucra el manejo de bases de datos, gestio´n y
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Fig. 2. ((Haz click en 10)). Categor´ıa: IdentifyMixed - Nivel 4
pre-procesamiento de datos, consideraciones del modelo y de inferencia, me´tricas
interesantes, consideraciones de la teor´ıa de la complejidad computacional, post-
procesamiento de las estructuras descubiertas, la visualizacio´n y actualizacio´n
en l´ınea.
Una de las finalidades de Kids Play Math ha sido la de explorar esta rama
de las Ciencias de la Computacio´n. Recientes actualizaciones del juego focalizan
en la mejora de las facilidades provistas para incentivar la miner´ıa de datos.
La metodolog´ıa utilizada por KPM radica en el almacenamiento en archivos de
toda la informacio´n referente a cada partida jugada por cada uno de los nin˜os,
conformando de esta forma el “historial” en KPM de cada nin˜o en particular. La
informacio´n es recuperada y almacenada en archivos en formato XML (uno para
cada nin˜o), denominados “logs”, de la siguiente manera: cuando un nin˜o inicia
sesio´n en el juego por primera vez, se crea el archivo en formato XML, con toda
la informacio´n referente a dicha sesio´n, incluyendo el nombre del nin˜o, fecha de
creacio´n, id, entre otros. A partir de ese momento y en adelante, sera´ all´ı donde
se reflejara´ el historial de jugadas.
Cada mini-juego o burbuja es descripto por una serie de atributos y se com-
pone a su vez de un nu´mero arbitrario de tareas que el nin˜o debe resolver para
alcanzar la meta planteada por el juego. Toda esta informacio´n es almacenada
a medida que el nin˜o juega, y sera´ posteriormente recuperada para realizar mi-
ner´ıa de datos. Un ejemplo del formato de los logs generados puede verse en el
Ape´ndice C, Seccio´n C.1.
Los archivos de log son pre-procesados antes de ser utilizados para el estudio
del comportamiento de los jugadores. Del total de atributos de cada burbuja se
recupera so´lo un conjunto reducido de los mismos, aquellos que segu´n nuestro
criterio, aportan informacio´n ma´s relevante sobre la partida. En el Ape´ndice C,
Seccio´n C.1, se encuentra una descripcio´n completa de todos los atributos del
juego.
Los atributos que resultan del pre-procesamiento de los archivos de log, son
los siguientes: bubbleName, bubbleLevel, bubbleGroup, LastOutcome, globalScore,
NowIsActive y Outcome
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3. Herramientas
3.1. Conditional Random Fields
Los datos relacionales (relational data) tienen dos caracter´ısticas: en primer
lugar, existen dependencias estad´ısticas entre las entidades que deseamos mo-
delar, y en segundo lugar, cada entidad a menudo posee un conjunto rico de
atributos o caracter´ısticas que pueden ayudar a la clasificacio´n. Por ejemplo, en
la clasificacio´n de documentos Web, el texto de la pa´gina ofrece mucha infor-
macio´n sobre la etiqueta de la clase, pero los hiperv´ınculos definen una relacio´n
entre las pa´ginas que pueden mejorar la clasificacio´n. Los modelos gra´ficos son
un formalismo natural para explotar la estructura de dependencias entre las en-
tidades. Tradicionalmente los modelos gra´ficos se han utilizado para representar
la distribucio´n de la probabilidad conjunta p(y, x), donde las variables y repre-
sentan los atributos de las entidades que deseamos predecir y las variables de
entrada x representan nuestro conocimiento observado acerca de las entidades.
Sin embargo, el modelado de la distribucio´n conjunta puede causar dificultades
al utilizar las caracter´ısticas locales que pueden encontrarse en los datos relacio-
nales, ya que requiere el modelado de la distribucio´n p(x), la cual puede incluir
dependencias complejas. Modelar estas dependencias entre las entradas, puede
provocar modelos computacionalmente intratables, pero hacer caso omiso de las
mismas puede conducir a una disminucio´n del rendimiento. Una solucio´n a este
problema es modelar directamente la distribucio´n condicional p(y|x), que es sufi-
ciente para la clasificacio´n. Este es el enfoque adoptado por Conditional Random
Fields (Campos Aleatorios Condicionales). Un campo aleatorio condicional, de
aqu´ı en adelante CRF, es simplemente una distribucio´n condicional p(y|x) con
una estructura gra´fica asociada. Debido a que el modelo es condicional, las de-
pendencias entre las variables de entrada x no tienen que ser expl´ıcitamente
representadas, permitiendo el uso de caracter´ısticas valiosas y globales de las en-
tradas. Por ejemplo, en las tareas de lenguaje natural, caracter´ısticas o atributos
u´tiles incluyen palabras vecinas y bigramas, prefijos y sufijos, capitalizacio´n de
palabras, pertenencia a le´xicos espec´ıficos del dominio e informacio´n sema´ntica
de fuentes tales como WordNet. Recientemente ha habido una explosio´n de in-
tere´s en CRFs, con aplicaciones exitosas, incluyendo procesamiento de textos,
visio´n artificial o por computadora y bioinforma´tica. Uno de las primeras apli-
caciones a gran escala de CRFs fue desarrollada por Sha & Pereira [2] quienes
alcanzaron el “estado del arte” en cuanto a performance en la segmentacio´n
de frases nominales en un texto. Desde entonces, los campos aleatorios de ca-
dena lineal (linear-chain CRFs) han sido aplicados a muchos problemas en el
procesamiento de lenguaje natural, incluyendo el reconocimiento del nombre de
entidades (NER) [3], el ana´lisis sinta´ctico superficial (shallow Parsing) [2,4], la
identificacio´n de nombres de prote´ınas en resu´menes de biolog´ıa [5], la segmen-
tacio´n de direcciones en pa´ginas web [6], la integracio´n de informacio´n [7], la
bu´squeda de roles sema´nticos en el texto [8], la clasificacio´n fone´tica en el proce-
samiento del habla [9], la identificacio´n de fuentes de opinio´n [10], la alineacio´n
de palabras en la traduccio´n automa´tica [11], la extraccio´n de citas en los tra-
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bajos de investigacio´n[12], la segmentacio´n de palabras escritas en chino [13], la
extraccio´n de informacio´n de tablas en documentos de texto [14] y el ana´lisis
morfolo´gico japone´s [15], entre otros.
3.2. CRFSuite
CRFsuite [16] es una implementacio´n de CRFs para el etiquetado de datos
secuenciales. Entre las diversas implementaciones de CRFs, CRFSuite consta de
las siguientes caracter´ısticas:
Entrenamiento y etiquetado ra´pido.
Formato sencillo de los datos para el entrenamiento y el etiquetado.
Me´todos de entrenamiento de avanzada, que incluyen:
 Limited-memory BFGS (L-BFGS).
 Orthant-Wise Limited-memory Quasi-Newton (OWL-QN) method.
 Stochastic Gradient Descent (SGD).
 Averaged Perceptron.
 Passive Aggressive.
 Adaptive Regularization Of Weight Vector (AROW).
Algoritmo forward/backward que usa el me´todo de escalamiento (scaling met-
hod).
CRF de cadena lineal (first-order Markov).
Evaluacio´n de la performance durante el entrenamiento.
Formato de archivos eficiente para almacenar y acceder a los modelos CRF.
3.3. Prediccio´n de etiquetas en KPM utilizando CRFSuite
Descripcio´n de la tarea: Los archivos de log, una vez pre-procesados2, se trans-
forman en secuencias de ı´tems, donde cada ı´tem es un conjunto de atributos que
describe a cada burbuja jugada por un nin˜o. Nuestro objetivo es construir un
modelo que sea capaz de predecir etiquetas a partir de dichos atributos. Particu-
larmente, una etiqueta es el resultado que obtendr´ıa un nin˜o, para una burbuja
determinada, antes de ser jugada, utilizando CRFsuite. Las etiquetas posibles
son: Passed, Failed o Enjoy.
2 El pre-procesamiento se explicara´ en detalle en Ape´ndice A, Seccio´n A.1
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Fig. 3. Atributos que describen a una burbuja jugada en KPM
Conjunto de datos de Entrenamiento y de Test: Los datos consisten en secuen-
cias de l´ıneas, donde cada l´ınea esta´ compuesta por el nombre de una burbuja
(ej. ‘CountFinger 5’, ‘ChangePlus1 3’), grupo al cual pertenece la burbuja (ej.
‘Numbers Count’, ‘Addition’), nu´mero de nivel, resultado de la vez anterior que
el nin˜o jugo´ a esa burbuja (ej. ‘Enjoy’, ‘NotPlayed’), categor´ıa de la puntuacio´n
que obtuvo con esa burbuja (ej. ‘E’, ‘L’, ‘A’), si la burbuja sigue activa luego de
haber sido jugada (‘true’ o ‘false’), y por u´ltimo, el resultado (Outcome) obteni-
do (ej. ‘Failed’, ‘Passed’) y la etiqueta a predecir, que en nuestro caso sera´ igual
que el Outcome, dado que es lo que queremos predecir, todos separados por
caracteres de espacio.
Generacio´n de atributos El pro´ximo paso es el pre-procesamiento de los datos
de entrenamiento y de test para extraer los atributos que caracterizan a las
burbujas. CRFSuite genera internamente caracter´ısticas de los atributos en un
conjunto de datos. En general, este es el proceso ma´s importante enfocado al
aprendizaje automa´tico, dado que un buen disen˜o de las caracter´ısticas, afecta
en gran medida la precisio´n en la prediccio´n de etiquetas. En este ejemplo, ex-
traemos so´lo 19 atributos, de una burbuja en la posicio´n t (en desplazamientos
desde el comienzo de la secuencia):
bubble[t-2], bubble[t-1], bubble[t], bubble[t+1], bubble[t+2],
bubble[t-1]|bubble[t], bubble[t]|bubble[t+1],




En esta lista, bubble[t] y group[t] representan el nombre de la burbuja y el
grupo al cual pertenece dicha burbuja, en la posicio´n t de la secuencia. Estos atributos
expresan caracter´ısticas de la burbuja de la posicio´n t, utilizando informacio´n de las
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burbujas vecinas, por ejemplo, bubble[t-1] y group[t+1]. Por ejemplo, a partir del
token ‘CountDiceDots 5’ en el ejemplo que sigue (Figura 4):
Fig. 4. Atributos de una burbuja en la posicio´n t
se obtienen los siguientes atributos (la posicio´n t es omitida por simplicidad),




group[-2]=Numbers Count, group[-1]=Addition, group[0]=Numbers Count,
group[1]=Numbers Identify, group[2]=Numbers Subset





group[0]|group[1]|group[2]=Numbers Count|Numbers Identify|Numbers Count
En este ejemplo, el atributo “bubble[0]=CountDiceDots 5” representa el evento
donde el token actual es “CountDiceDots 5”.
El atributo “group[0]|group[1]|group[2]=Numbers Count|Numbers Identify|Numbers Count”
representa el evento donde el grupo de la posicio´n actual, el siguiente, y el que esta´ a dos
posiciones adelante de la actual son Numbers Count, Numbers Identify y Numbers Count
respectivamente.
CRFSuite aprendera´ las relaciones entre los atributos (Ej. “group[0]|group[1]|group[2]=
Numbers Count|Numbers Identify|Numbers Count”) y las etiquetas (Ej. “Passed”) pa-
ra predecir una secuencia de etiquetas para un dado conjunto de datos.
CRFSuite requiere un conjunto de datos en el cua´l cada l´ınea o ı´tem comienza con
su etiqueta, seguido de sus atributos, separados por caracteres TAB. Dado un conjunto
de entrenamiento o de test, no es dif´ıcil implementar la conversio´n al formato esperado
por CRFSuite. Una implementacio´n de la conversio´n esta´ dada por el script en Python
“chunking.py”, detallado en el Ape´ndice C, Seccio´n C.2.
A continuacio´n, en la Figura 5 se puede ver un ejemplo de la conversio´n del archivo
train.txt de la Figura 3 a train.crf.txt, compatible con el formato de datos de CRFSuite.
4. Funcionalidades
Para satisfacer las metas deseadas, se ha implementado una aplicacio´n de escrito-
rio3, que hace uso de las herramientas de aprendizaje automa´tico mencionadas en los
cap´ıtulos precedentes.
3 En los Ape´ndices A y B se halla una descripcio´n detallada de la aplicacio´n (modo
de uso, pantallas, lenguaje de implementacio´n, ejemplos de co´digo, etc).
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Fig. 5. Formato esperado por CRFSuite
Esta aplicacio´n brinda distintas funcionalidades, entre ellas, la de seleccio´n, pre-
procesamiento y formateo de los datos provistos por el juego, de manera tal de respetar
el formato esta´ndar esperado por CRFSuite.
Permite tambie´n generar tres conjuntos de datos diferentes: conjunto de datos de
entrenamiento, conjunto de datos de test, y conjunto total de datos, utilizado para
pruebas del tipo CrossValidation, que se vera´n con ma´s detalle en la Seccio´n 5. Permite
tambie´n crear un modelo a partir de los datos de entrenamiento previamente generados,
el cual podra´ ser testeado con posterioridad haciendo uso de los datos de test.
Cada conjunto de datos esta´ conformado por una cantidad arbitraria de l´ıneas o
ı´tems, los cuales representan burbujas jugadas por algu´n nin˜o. Estas l´ıneas de datos,
son representadas por una coleccio´n de atributos. Estos atributos no son, en su mayor´ıa,
significativos para nuestro objetivo de clasificacio´n. Algunos sera´n mejores candidatos
que otros para caracterizar a las burbujas jugadas. De este modo, la aplicacio´n da la
posibilidad de filtrar los datos de manera de utilizar so´lo un subconjunto del total de
atributos para realizar pruebas, y determinar cua´les sera´n aquellos que tengan mayor
cobertura y precisio´n en la prediccio´n de resultados.
Para la realizacio´n de las distintas pruebas, los modelos se conforman utilizando
un conjunto de entrenamiento formado a partir de un subconjunto (80 %) del total de
los datos (datos que provienen de las distintas partidas jugadas por un conjunto de 46
nin˜os). El resto de los datos (20 %), es utilizado para testear los modelos, es decir, para
predecir etiquetas y poder determinar la precisio´n, el recall y el valor-F (F1 score) de
los modelos con los que estamos trabajando. Una vez conformes con el comportamiento
de algu´n modelo obtenido, estamos en condiciones de utilizar todo el conjunto de datos
para crear un modelo definitivo que nos sirva para la prediccio´n de etiquetas en un
entorno real de juego.
Las etiquetas que predice la aplicacio´n son: Passed, Failed y Enjoyed. Las mismas
indican si un nin˜o que se proponga jugar a determinada burbuja, la ganara´, la perdera´,
o si la aprovechara´. Esta u´ltima indica que no hara´ la puntuacio´n suficiente como para
ganar, ni tampoco por debajo de la mı´nima como para perder.
En el Ape´ndice A se explica de manera sencilla e intuitiva el uso de la aplicacio´n.
Detalles de su implementacio´n pueden hallarse en el Ape´ndice B.
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5. Pruebas
Para nuestro ana´lisis utilizamos un conjunto de datos consistente en los logs vin-
culados a 46 usuarios reales.
Como hemos explicado en la seccio´n anterior, las pruebas que pueden realizarse a
partir de la aplicacio´n, son dos. Por un lado podemos crear un Modelo nuevo a partir
de un subconjunto del total de los datos y evaluarlo o testearlo con los datos restantes
para as´ı determinar con que´ precisio´n dicho Modelo predice las etiquetas. Por otro lado,
podemos utilizar el conjunto entero de datos que poseemos, para realizar pruebas de
tipo Cross Validation.
En nuestro ana´lisis nos enfocamos en el segundo tipo de pruebas, ma´s precisamente
utilizamos 10-fold Cross-Validation. A continuacio´n, se muestra una tabla comparativa
de las distintas pruebas realizadas utilizando 10-fold Cross-Validation sobre el mismo
conjunto de datos, pero variando los atributos que describen a una burbuja. La finalidad
de la tabla es exponer los resultados que obtuvimos y co´mo determinamos el conjunto
de atributos que resulta viable utilizar para la prediccio´n de etiquetas, a trave´s de la
comparacio´n de la media de los porcentajes obtenidos en cada una de las 10 iteraciones
de la Validacio´n Cruzada.
Tabla 1. Pruebas realizadas utilizando 10-fold Cross-Validation
````````Atributos
Pruebas
Prueba 1 Prueba 2 Prueba 3 Prueba 4 Prueba 5 Prueba 6
bubble[-2] "
bubble[-1] " "
bubble[0] " " " " " "
level[-2] "
level[-1] " "
level[0] " " " "
group[-2] "
group[-1] " "
group[0] " " " " "
lastOutcome[-2] "
lastOutcome[-1] " "
lastOutcome[0] " " " " "
lobalScore[-2] "
globalScore[-1] " " "
globalScore[0] % % % % % %
stillActive[-2] "
stillActive[-1] " " "
stillActive[0] % % % % % %
Outcome[-2] "
Outcome[-1] " " "
Outcome[0] % % % % % %
Precisio´n 0.6538 0.6609 0.6605 0.6514 0.6326 0.6292
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En esta tabla 4, presentamos 6 de las pruebas ma´s significativas que hemos reali-
zado. Se puede observar que el resultado de la Prueba 2 (0.6609) difiere del resultado
de la Prueba 3 (0.6605) en menos de una mile´sima, y siendo que en la Prueba 2 se
tienen en cuenta so´lo 7 atributos, mientras que en la 3 son 11. En la Prueba 4 (0.6514),
utilizamos todos los atributos posibles, y obtuvimos una precisio´n aun menor que en
las pruebas anteriores, por lo tanto, hemos provisto evidencia que sugiere que contar
con ma´s atributos para describir a una entidad (burbujas en nuestro caso) puede con-
ducir a una perdida de precisio´n, dado que posiblemente estemos utilizando atributos
no del todo discriminatorios y que so´lo aportan ruido al clasificador. Por tal motivo, la
seleccio´n de atributos apropiados es crucial para el buen desempen˜o del clasificador.
6. Conclusio´n
Luego de haber concluido con el desarrollo de las distintas tareas propuestas para
alcanzar las metas de esta Tesis, estamos en condiciones de decir que los resultados
que obtuvimos han sido satisfactorios. Hemos sido capaces de proponer, desarrollar y
evaluar un Clasificador para un dominio en el que no se contaban con herramientas
similares.
El me´todo de modelado estad´ıstico “Conditional Random Fields” se adapta a la
problema´tica propuesta. A diferencia de los clasificadores esta´ndar, el hecho de haber
utilizado CRFs nos permitio´ hacer uso de las dependencias entre las distintas observa-
ciones (burbujas del juego) y no solamente utilizar las caracter´ısticas de las muestras
individuales para realizar el etiquetado, sino tambie´n de las muestras anteriores (bur-
bujas jugadas ma´s atra´s en el tiempo) en los historiales de jugadas de los nin˜os.
Por u´ltimo pero no menos importante, hemos provisto evidencia que sugiere que
contar con muchos atributos para describir una entidad no siempre da mejores resul-
tados. En la Tabla de la Seccio´n 5, puede observarse co´mo los porcentajes de precisio´n
entre las distintas pruebas no var´ıa significativamente a medida que se seleccionan ma´s
atributos. En dicha tabla puede apreciarse que en muchas de las pruebas la precisio´n
disminuye al incrementar el nu´mero de atributos seleccionados.
7. Trabajos Futuros
7.1. Optimizaciones
En este trabajo de investigacio´n hemos utilizado el algoritmo de entrenamiento
lbfgs: Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method, el cual es
utilizado en CRFSuite por defecto. Queda pendiente el estudio del comportamiento del
etiquetado de entidades utilizando otros algoritmos de etrenamiento, tambie´n provistos
por CRFSuite, tales como:
l2sgd : Stochastic Gradient Descent (SGD) with L2 regularization.
ap: Averaged Perceptron.
pa: Passive Aggressive.
4 Una celda que contenga el s´ımbolo %significa que el valor de ese atributo no debe
ser tenido en cuenta, dado que es informacio´n desconocida al momento de realizar
el etiquetado
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arow : Adaptive Regularization Of Weight Vector (AROW).
Un estudio en profundidad de estos algoritmos requiere conocimientos avanzados
en Probabilidad y Estad´ıstica y escapa a los objetivos propuestos para esta Tesis de
grado.
7.2. Otras propuestas
Determinar si existe alguna trayectoria o patro´n de burbujas jugadas que hacen
que el nin˜o avance ma´s ra´pido en el aprendizaje. Por ejemplo, aprender primero los
colores, luego las formas y por u´ltimo los nu´meros, o las formas, los nu´meros y luego
colores, etc.
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A. Breve Manual de Usuario
A.1. Pre-procesador de datos
Al abrir la aplicacio´n, nos encontramos con la pantalla de la Figura 6. Como primer
accio´n a realizar, nos permite seleccionar el directorio de trabajo que vamos a utilizar.
En e´l se almacenan los resultados parciales y finales obtenidos por la aplicacio´n, tales
como archivos de entrenamiento y de test resultantes del pre-procesamiento, modelos
y resultados obtenidos al testear los modelos, entre otros.
Fig. 6. Pre-procesador de datos
Luego de seleccionar el directorio de trabajo, se debe indicar cua´les sera´n los archivos
a pre-procesar. Dado que KPM almacena un archivo de log por cada nin˜o, se pueden
seleccionar multiples archivos o´ directorios. Los archivos permitidos son aquellos que
cuentan con extensio´n .XML y que respetan el formato establecido por KPM para el
almacenamiento de logs. Ningu´n otro tipo de archivo es aceptado.
A continuacio´n, se debe indicar que´ tipo de pre-procesamiento realizar (Figura
7). Es decir, si los archivos seleccionados en el paso anterior sera´n utilizados para la
generacio´n o entrenamiento de un modelo, para testear un modelo, o´ para realizar
pruebas de tipo Cross Validation sobre el total de los datos. Por defecto, se encuentra
seleccionada la opcio´n Conjunto de entrenamiento (Ver: Convenciones, Seccio´n A.5).
En caso de seleccionar la opcio´n conjunto de prueba, la aplicacio´n se fijara´ si en
el directorio de trabajo existe un archivo de entrenamiento generado con anteriori-
dad, dado que para poder testear un modelo, se debera´n utilizar los mismos atributos
que se utilizaron para su entrenamiento. En caso de que exista tal archivo, se cargara´n
automa´ticamente los atributos correspondiente. En caso contrario, se mostrara´ un men-
saje de error al hacer click en el boto´n Comenzar.
Por u´ltimo, pero no menos importante, restan seleccionar los atributos a tener en
cuenta para el pre-procesamiento. Estos atributos son una especie de “template” o
plantilla que se utiliza para describir cada l´ınea de datos (burbuja jugada por un nin˜o)
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Fig. 7. Seleccio´n del tipo de pre-procesamiento: Train, Test o Cross Validation y elec-
cio´n de los atributos que caracterizan a una burbuja
de los archivos de log. La aplicacio´n permite seleccionar un total de 21 atributos. En
la Figura 7 se hallan seleccionados so´lo 7.
Cada atributo se encuentra expresado de la siguiente manera: nombre[´ındice], donde
nombre indica el atributo al cua´l estamos haciendo referencia, y el ı´ndice es un nu´mero
entero que puede tomar los valores -2, -1 o´ 0. De esta manera, con nombre[0], estamos
haciendo referencia a algu´n atributo de la l´ınea que esta´ siendo actualmente procesada
del archivo. Con nombre[-1], hacemos referencia a la l´ınea anterior a la actual en el
archivo. Y de la misma forma, con nombre[-2], miramos el atributo especificado dos
l´ıneas hacia atras.
Dado que el objetivo de la aplicacio´n es predecir el Outcome de la burbuja actual
(Outcome[0]), e´ste se encuentra coloreado de celeste y es deseable que el usuario de la
aplicacio´n no lo seleccione para tenerlo en cuenta en el template. Si este atributo es
seleccionado, estar´ıamos diciendole de antemano el resultado que deseamos predecir,
de modo que nuestro modelo no ser´ıa del todo correcto. De igual manera sucede con
los atributos globalScore[0] y stillActive[0], dado que ambos se calculan al finalizar la
jugada de la burbuja actual, son datos que al momento de predecir una jugada, no
estara´n presentes.
Si la aplicacio´n genera correctamente la salida esperada, se mostrara´ un mensaje de
e´xito, y los nuevos archivos estara´n en el directorio de trabajo. En este ejemplo hemos
generado so´lo los datos de entrenamiento, de modo que en el directorio de trabajo
figuran tres archivos. Estos pueden verse en la Figura 8, junto con una vista previa del
archivo de entrenamiento train.crf.txt el cual se presenta con el formato esperado por
CRFSuite.
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Fig. 8. Vista del directorio de trabajo luego de generar el archivo de entrenamiento
A.2. Generacio´n de un nuevo Modelo
Para generar un nuevo modelo, basta con seleccionar un directorio de trabajo en
el cual exista un archivo de entrenamiento (train.crf.txt). Esto es indispensable, dado
que no tendr´ıa sentido generar un modelo sin datos.
Fig. 9. Generacio´n de un nuevo modelo
Una vez seleccionado el directorio de trabajo, se puede crear el modelo presionando
el boto´n Generar Modelo de la Figura 9. Si no se halla un archivo de entrenamiento en
el directorio especificado, se mostrara´ un mensaje informando lo sucedido.
Una vez que el modelo ha sido generado, puede visualizarse en el panel de la derecha,
presionando Ver resultados (Figura 10).
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Fig. 10. Visualizacio´n de la versio´n legible de un modelo
A.3. Utilizacio´n de un Modelo existente
Una vez que se tiene el modelo, ya estamos en condiciones de comenzar a utilizarlo.
Para ello usamos los datos que en un comienzo hab´ıamos dejado de lado para utilizar
como datos de test (20 % del total de los datos recopildos). Estos datos deben respetar
el formato esperado por CRFSuite. En la seccio´n A.1 de este ape´ndice se explica co´mo
generar el archivo de test.
Para utilizar esta funcionalidad, en el directorio de trabajo debe existir un modelo
(el cual deseamos poner a prueba) y un archivo de test (test.crf.txt) para realizar las
pruebas correspondientes.
Fig. 11. Resultados obtenidos luego de testear el Modelo con la opcio´n -qt de CRFSuite
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Para estudiar el comportamiento de un modelo, CRFSuite provee tres alternativas,
las cuales hacen uso del archivo test.crf.txt generado con anterioridad:
Testear el modelo y obtener como salida resultados nume´ricos expresados en una
matriz de confusio´n que involucra Precisio´n, Exhaustividad o Cobertura5 y F1 de
cada una de las etiquetas. Esta funcionalidad se logra presionando el boto´n Testear
el Modelo [-qt]. Ver Figura 11.
Testear el modelo y obtener como salida las etiquetas de referencia, paralelamente
con las que predice el modelo, asumiendo que los datos de entrada (test.crf.txt)
estan etiquetados. Esta funcionalidad se logra presionando el boto´n Testear el
Modelo [-r]. Ver Figura 12.
Testear el modelo y obtener la probabilidad marginal de las etiquetas. Cuando se
activa esta funcionalidad, cada etiqueta que se predice es seguida por “:x.xxxx”,
donde “x.xxxx” representa la probabilidad de la etiqueta. Esta funcionalidad se
logra presionando el boto´n Testear el Modelo [-i]. Ver Figura 13.
Fig. 12. Resultados obtenidos luego de testear el Modelo con la opcio´n -r de CRFSuite
Los resultados pueden verse en el panel derecho, seleccionando la opcio´n respectiva
que se encuentra debajo del panel.
A.4. 10-fold Cross-Validation
Para realizar esta prueba, es necesario que nuestro directorio de trabajo contenga
el archivo que resulta del pre-procesamiento del corpus completo (generado a partir de
la primer pestan˜a de la aplicacio´n, seleccionando la opcio´n Corpus Completo).
Los resultados pueden verse en el panel derecho, haciendo click en el boto´n Ver
Resultados.
5 Del ingle´s Recall
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Fig. 13. Resultados obtenidos luego de testear el Modelo con la opcio´n -i de CRFSuite
Cross-Validation (o Validacio´n Cruzada) es una te´cnica utilizada para evaluar los
resultados de un ana´lisis estad´ıstico y garantizar que son independientes de la parti-
cio´n entre datos de entrenamiento y prueba. Para ello, lo que hace es tomar el conjunto
completo de datos, y realiza rotaciones (en nuestro caso son 10) de dichos conjuntos.
En estas rotaciones, el 80 % de los datos son utilizados para entrenamiento, y el 20 %
para evaluacio´n, y como resultado de las mismas, se obtiene un porcentaje de preci-
sio´n parcial de cada una de ellas. El promedio de todas estas precisiones parciales, es
un indicador de la precisio´n de un modelo basado en los atributos seleccionados con
anterioridad. Este valor, se muestra en el campo “Precisio´n promedio” de la Figura 14.
Fig. 14. Promedio de la precisio´n de cada una de las rotaciones de los conjuntos de
datos
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A.5. Convenciones
Las pestan˜as pueden utilizarse en cualquier orden, siempre y cuando se respeten
los requerimientos para la ejecucio´n de cada una en particular, esto es, que en el
directorio de trabajo existan los archivos necesarios para realizar cada funcionalidad.
De todos modos, si se viola alguno de los requerimientos mı´nimos, se mostrara´ el
mensaje correspondiente.
Lo principal, es elegir un directorio de trabajo, o ser consciente de la utilizacio´n
del directorio predeterminado. All´ı es do´nde se almacenara´n los archivos intermedios
del procesamiento, y de donde se leera´n los datos de entrada al momento de entrenar
o evaluar el Clasificador.
La formulacio´n de los archivos que contienen los datos de Entrenamiento y/o Test
debe realizarse sin excepcio´n, a partir de la funcionalidad provista en la pantalla inicial
(Figura 7), dado que se deben respetar los esta´ndares de formato de CRFSuite, al igual
que el nombre de estos archivos.
B. Implementacio´n
Para la realizacio´n de la aplicacio´n, el lenguaje de programacio´n elegido ha sido
Java, en conjunto con la herramienta para la prediccio´n de etiquetas CRFSuite. Los
datos de entrada a CRFSuite deben respetar un formato preestablecido, para lo cual
se utilizaron scripts desarrollados en Python. Para la comunicacio´n Java-CRFSuite se
han usado scripts de tipo Batch, interpretados por la Interfaz de L´ınea de Comandos
(cmd.exe) de Windows.
B.1. Arquitectura de la aplicacio´n
Formato inicial Como primer paso hacia el desarrollo de la aplicacio´n, se ha estu-
diado en profundidad el material sobre el cual trabajar´ıamos, es decir, el juego en s´ı,
y los logs generados por el mismo. Estos logs son almacenados en documentos XML
(un documento por cada nin˜o) y son actualizados por el juego a medida que el nin˜o va
avanzando en el mismo. Estos documentos esta´n compuestos por una serie de entida-
des, y las mismas son caracterizadas por atributos. Un ejemplo del formato de los logs
puede verse en el Ape´ndice C.
Preprocesador de datos (Parser) El objetivo principal de este mo´dulo es la
preparacio´n de los datos que se procesara´n en la aplicacio´n, de modo que respeten el
esta´ndar esperado por la herramienta de clasificacio´n CRFSuite.
Luego del formato inicial, explicado en la seccio´n anterior, los archivos de log tem-
porales respetan la estructura esta´ndar de los documentos XML y esta´n en condiciones
de ser analizados con alguna herramienta existente. Para tal fin, en este trabajo hemos
utilizado la librer´ıa JDOM 2.0.5 6 para Java.
Gracias a las facilidades provistas por la librer´ıa JDOM, hemos implementado una
suerte de parser, que procesa de a un documento XML a la vez, y extrae de los mis-
mos la informacio´n que nos interesa. El parser recupera recursivamente los tags de
6 JDOM 2.0.5 provee una solucio´n completa basada en Java para acceder, manipular
y generar datos XML desde co´digo Java. URL: http://www.jdom.org/
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un documento XML, a trave´s de un recorrido en profundidad (del ingle´s Depth First
Search o DFS). Por cada tag que se obtiene, se recuperan los valores de todos sus
atributos y se los guarda en un u´nico documento de texto, que contiene la concate-
nacio´n de los atributos extra´ıdos de todos los documentos XML seleccionados para el
pre-procesamiento. Una vez concluida la etapa de parsing, el archivo de texto tendra´ el
aspecto que se aprecia en la Figura 15. En este caso, el nombre del archivo de texto
dependera´ de la seleccio´n hecha en la pantalla de la Figura 7 explicada en la Seccio´n
A.1, es decir, los nombres posibles para el archivo de texto sera´n: train.txt, test.txt o
fullCorpus.txt.
Fig. 15. Aspecto del un archivo de texto train.txt luego de pre-procesar
tres documentos XML (temp-000000000 log.xml, temp-000000001 log.xml y temp-
000000002 log.xml) y extraer todos los atributos de los mismos
Mo´dulo CRF Este mo´dulo tiene el propo´sito de realizar todas las tareas que facilitan
la utilizacio´n de la herramienta CRFSuite.
Creacio´n de los scripts CMD: Estos scripts son creados con el fin de dar directivas
a CRFSuite, las cuales son ejecutadas a trave´s de la Interfaz de L´ınea de Comandos de
Windows. Entre las directivas ma´s usadas podemos encontrar las de entrenamiento, las
de test y las de traduccio´n de un modelo a co´digo legible, entre otras. Por otro lado,
los scripts CMD tambie´n son utilizados para invocar al inte´rpete de Python, el cua´l
ejecuta los scripts que se describen en el pa´rrafo siguiente.
Creacio´n de los scripts en Python: El objetivo de estos scripts es el de ser utili-
zados como extractores de atributos. Una vez que el usuario selecciona los atributos
que desea utilizar para crear un modelo, este mo´dulo genera un script en Python que
utiliza dichos atributos en forma de plantilla, la cual se va desplazando l´ınea por l´ınea
sobre los datos de entrada, de manera de quedarse so´lo con el valor de los atributos
deseados. En el Ape´ndice C, seccio´n de co´digo C.2, presentamos un ejemplo del for-
mato del script chunking.py, el cual se encarga de extraer siete atributos. Este script
es ejecutado sobre los archivos generados durante la etapa de pre-procesamiento, es
decir, que toma como entrada uno de los archivos train.txt, test.txt o fullCorpus.txt y
emite como resultado train.crf.txt, test.crf.txt o fullCorpus.crf.txt, dependiendo de la
funcionalidad seleccionada, explicadas en la Seccio´n A.1.
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Mo´dulo Principal Es el cerebro de la aplicacio´n. Se trata de una Clase escrita en
Java, la cual se comporta como mediadora entre todas las dema´s clases. Es la encargada
de delegar distintas funciones al resto de las clases, y es en ella do´nde se encuentra el
me´todo main() (punto de entrada a la aplicacio´n), que hace que se ejecute el programa.
La primer tarea que realiza el me´todo main() es la creacio´n de la Ventana Principal.
Ventana Principal La ventana de la aplicacio´n es una Java Application Window,
que cuenta con diversas pestan˜as en donde se muestra la informacio´n que respecta a
cada una de las funcionalidades. A trave´s de la misma, el usuario final puede utilizar
la aplicacio´n.
Extras. Adema´s de los mo´dulos (o´ clases) antes mencionadas, la aplicacio´n utiliza
algunas clases ma´s, destinadas a procesamiento interno. Entre ellas: Attribute, Group
y Dialog.
C. Co´digo Interesante
C.1. Ejemplo de un archivo de Log
A continuacio´n se puede ver una porcio´n de un archivo de log:
1 <LOG>
<creationdate >Mon Feb 25 13:51:51 GMT -0700 2013</creationdate >
3 <UID>100000001 </UID>
<FIRST_NAME >Michael </FIRST_NAME >
5 <LAST_NAME >Kipp</LAST_NAME >
</LOG>
7
<session startSessionTime="Mon Feb 25 13:51:51 GMT -0700 2013"/>
9
<bubble game_id="G4" bubbleName="CompareCorrespond_5" bubbleLevel="2" start="2013 -02-25T13:52:13"
LastOutcome="Enjoy" currentLanguage="ENG" failedCounter="" enjoyCounter="" passCounter="" globalScore=
"-1.732" scoreToEnjoy="-2.2361" scoreToComplete="0.4472" bubbleDuration="90" accompanied="false">
11
<task success="true" taskScore="0.5774" globalScore="0.5774" time="57" timeFirstMove="57" goal="6"
badMoveCounter="0" numberOfObjects="2" numberOfGoal="1"/>
13
<task success="false" taskScore="-1.7321" globalScore="-1.1547" time="11" timeFirstMove="9" goal="6"
badMoveCounter="1" numberOfObjects="2" numberOfGoal="1">
15 <failed groupFailed="1" taskScore="-1.7321" time="9" goal="6" currentMove="4"/>
</task>
17
<task success="true" taskScore="0.5774" globalScore="-0.5773" time="6.25" timeFirstMove="6.25" goal="5"
badMoveCounter="0" numberOfObjects="2" numberOfGoal="1"/>
19 <task success="false" taskScore="-1.7321" globalScore="-2.3094" time="9.75" timeFirstMove="6.5" goal="6"
badMoveCounter="1" numberOfObjects="2" numberOfGoal="1">
<failed groupFailed="1" taskScore="-1.7321" time="6.5" goal="6" currentMove="4"/>
21 </task>
<task success="true" taskScore="0.5774" globalScore="-1.732" time="6" timeFirstMove="6" goal="5"
badMoveCounter="0" numberOfObjects="2" numberOfGoal="1"/>





Fig. 16. Ejemplo de un archivo log.xml
El significado de cada uno de los atributos mencionados en el log es el siguiente:
creationdate: Dı´a de creacion del log. Primer dia en KPM, cuando el nin˜o comienza
a jugar.
UID: Identificacio´n un´ıvoca de cada nin˜o.
FIRST NAME: Nombre del nin˜o.
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LAST NAME: Apellido del nin˜o.
startSessionTime: Fecha y hora en que el nin˜o inicio´ una nueva sesio´n en KPM.
game id: Identifica el archivo Flash que se ejecutara´. Rango: G1,G2,G3,G4. G1
corresponde a las tres primeras booths, G2 a la cuarta, G3 a la quinta y G4
corresponde a la sexta y la septima booth (que estan en la segunda pa´gina del
juego).
bubbleName: Cada instancia del juego o burbuja esta´ definido por el nombre (bub-
bleName) y el nivel. Estos dos atributos definen la burbuja que ha sido abierta
y que podra´ ser pasada, fallada o enjoyed. Esta u´ltima se da cuando el nin˜o no
hace puntos suficientes como para pasarla, ni puntos por debajo de la puntuacio´n
mı´nima como para fallarla.
bubbleLevel: Nu´mero que indica el nivel de la burbuja. Rango: [1, 8].
start: Fecha y hora en que empieza a jugar la burbuja.
LastOutcome: Resultado de la burbuja la u´ltima vez que se jugo´. Rango: Enjoy,
PassedRedo, Passed o´ Failed. PassedRedo se obtiene cuando una burbuja es pasada
luego de haber sido fallada.
currentLanguage: Idioma seleccionado para la burbuja (Ingle´s o Espan˜ol).
failedCounter, enjoyCounter, passCounter: Atributos no utilizados actualmente en
el juego.
globalScore: Es el score que se va manteniendo para saber el Outcome al finalizar
la burbuja, es decir, si la burbuja fue pasada, empatada (enjoyed) o fallada. Dado
que el valor de este atributo es un nu´mero Real, para poder ser manipulado por
las herramientas descriptas, lo hemos discretizado.
scoreToEnjoy: Puntuacio´n mı´nima para Enjoy. Una puntuacio´n menor, hace que
la burbuja sea fallada. Rango: [-3, 0].
scoreToComplete: Rango: de 0 en adelante. Una puntuacio´n mayor a cero, hace
que la burbuja sea pasada.
bubbleDuration: Tiempo que se tarda en terminar una burbuja. Las unidades de
tiempo utilizadas son particulares de la implementacio´n del juego.
accompanied: Indica si el nin˜o juega con compan˜ia, o no. Posibles valores: True-
False.
NowIsActive: Atributo booleano cuyo valor se determina al finalizar la burbuja
actual. En caso de ser pasada, la burbuja es desactivada (NowIsActive toma el
valor false) y el Outcome es Passed. Adema´s todos sus succesores se activan, si es
que tienen todos sus predecesores con estado ‘Passed’. En caso de ser fallada, la
burbuja es desactivada y el Outcome es Failed. Adema´s todos sus predecesores se
activan. Los succesores de los predecesores de la burbuja se desactivan.
Outcome: Atributo cuyo valor se determina al finalizar la burbuja actual. Es el
resultado de la burbuja. Rango: Enjoy, PassedRedo, Passed o Failed.
id: Atributo que corresponde al tag “bubble status changed”. Es el resultado de
concatenar bubbleName bubbleLevel.
stillActive: Atributo booleano, que sera´ verdadero si luego de jugar a una burbuja
espec´ıfica, e´sta seguira´ activa. Falso en caso contrario. Este atributo no existe en
el juego, sino que que su valor es calculado a partir del Outcome de la burbuja.
Cada task o pregunta se almacena una vez que el nin˜o ha respondido (correcta
o incorrectamente) lo que se le ha planteado. Por lo general hay entre 4 y 8 tasks
por burbuja. Los atributos de cada task son los siguientes: Success, taskScore, globalS-
core, time, timefirstmove, goal, badMoveCounter, numberOfObjects, numberOfGoals,
GroupFailed, CurrentMove.
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El tag bubble status changed lista las burbujas que se cambiaron de estado y de
Outcome al finalizar la burbuja actual. En caso de ser empatada (Enjoy), la burbuja
jugada sigue estando activa (NowIsActive continu´a siendo true). En caso de ser pasada
(Passed), la burbuja es desactivada (NowIsActive toma el valor false) y el Outcome es
Passed. Adema´s, todos sus succesores se activan, si es que tienen todos sus predecesores
con estado Passed. En caso de ser fallada (Failed), la burbuja es desactivada y el
Outcome es Failed. Adema´s todos sus predecesores se activan. Los succesores de los
predecesores de la burbuja se desactivan.
C.2. Ejemplo de un script en Python
A continuacio´n se presenta en ejemplo de un script que permite extraer siete atri-
butos para caracterizar cada l´ınea del conjunto de datos: bubble[0], level[0], group[0],
lastOutcome[0], globalScore[-1], stillActive[-1] y outcome[-1].
1 #!/ usr/bin/env python
# Separator of field values.
3 separator = ' '
# Field names of the input data.
5 fields = 'bubble group level lastOutcome globalScore stillActive
outcome y'
7 # Attribute templates .
templates = (
9 (('bubble ',0), ),
(('level ',0), ),
11 (('group ',0), ),
(('lastOutcome ',0), ),
13 (('globalScore ',-1), ),
(('stillActive ',-1), ),






21 # Apply attribute templates to obtain features (in fact , attributes )
crfutils.apply_templates(X, templates)
23 if X:
# Append BOS and EOS features manually
25 X[0]['F'].append('__BOS__ ') # BOS feature
X[-1]['F'].append('__EOS__ ') # EOS feature
27
if __name__ == '__main__ ':
29 crfutils.main(feature_extractor , fields=fields , sep=separator)
Fig. 17. Chunking.py, script extractor de siete atributos en Python
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