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The growth rate at infinity of non-constant solutions of certain abstract 
differential equations is studied making essential use of the convexity of the norm of 
the solution. 
1. I~TR00ucT10N 
The title of this paper is borrowed from [ 11; so are some of the theorems. 
But the proofs presented in [ I] for these theorems do not quite hit the target. 
While the theorems assert that non-constant solutions u(t) of a certain 
abstract differential equation grow no less than linearly at infinity, the proofs 
end up trying to show that ]]u(t)]] * is a convex function of t. However, from 
this convexity it can only be deduced that /] u(t)/1 grows no slower than 1 tl”*. 
This unfortunate oversight and consequent deficiency of the proofs have also 
escaped the notice of the reviewers who reviewed the paper for the 
Mathematical Reviews (MR 51# 16883) and for the Zentralblatt fiir 
Mathematik (Zbl. 3 18.35072). And it appears also that this error in the 
existing literature has gone unrectified so far. This constitutes the main 
raison d’6tre for the present paper. 
Of the six theorems in [ I], Theorems 1 and 5 suffer from the defect 
mentioned above. The others have either been given independent proofs or 
their proofs are almost entirely direct invocations to Theorem 1. For this 
reason, I have chosen to indicate what I hope are correct proofs only for 
Theorems 1 and 5 of [ 11. And while at it, it was also felt appropriate to 
include some other results of a similar nature, some generalizations and 
some specializations. 
The basic tool used in the present proofs is an elementary result 
(Lemma 2.4) which very slightly modifies the standard second derivative 
criterion for convexity of a real-valued function of a real variable. Although 
it should be strongly suspected that this result is to be found somewhere in 
the literature, we have not so far succeeded in locating it elsewhere. 
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2. PRELIMINARIES 
This section contains some preliminary lemmas that find application in the 
sequel. Although elementary, some of the proofs are also included. 
2.1. LEMMA. Let X be an inner product space with inner product ( , ) 
and let (, ):XxX + R be dejined by (x, y) = Re(x, y). If I is an open 
interval in R and x: I + X has a weak derivative x’(t) E X at t E I, then 
II-WII D- IIx(t)ll < W>, 44) < II-WI D, Il.W~ where D- IIx@>ll and 
D, jIx(t)ll denote, respectively, the left-upper and right-lower Dini Derivates 
of llxll at t. 
.Proo$ A proof of a more general version of the first inequality appears 
in [3, Lemma 2.l(iii)]; the second inequality is proved similarly. 
2.2. LEMMA. Let I be an open interval in R, X be an inner product 
space, %9(X) denote the collection of all subsets of X and for each t E I let 
A(t): %J(A(t)) c X+ Y(X) be a map such that 
(i) OEA(t)O and 
(ii) (u - v, x - y) > 0 (respectively < 0) for all x, y in g@(t)) andfor 
all uEA(t)x and vEA(t) y. 
If u: I + X satisfies the differential condition 
then t -+ 11 u(t)11 is an increasing (respectively decreasing) function. 
Proof: Let J I+ F? be defined by f(t) = I( u(t)ll. Then by Lemma 2.1, 
f(t) D, f(t) > (u’(t), u(t)) = (u’(t) - 0, u(t) - 0) > 0 because of hypothesis 
(ii) since u’(t) EM u(t) and 0 ~A(t)0. Hence D, f(t) > 0 at points t 
where f(t) > 0. If at some t, f(t) = 0 then at such a point, 
D + f(t) = li,mf f(s) -f (‘) = lim inf f(s) > 0; 
s-t Slf s-t 
thus D, f(t) > 0 for all t E I. That f is an increasing function follows now 
from Zygmund’s lemmas on Dini Derivates (see [4] or [S]). The rest is 
similar. 
2.3. Note. The “multivalued operator A(t)” which satisfies the 
hypothesis (ii) in Lemma 2.2 is said to be monotone. Lemmas 2.1 and 2.2 
can be generalized to the setting of arbitrary normed linear spaces X by 
making use of the duality mapping J: X + 9(X*); the notion of 
monotonicity will then be replaced by accretivity. However, we have no use 
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for these generalizations in what follows since we are dealing only with inner 
product spaces. 
2.4. LEMMA. Let I be an interval of IR, J I -+ R be continuous, m = 
inf{ f (t): t E I} and suppose that f “(t) > 0 at each t E I where f (t) > m. Then 
f is convex. 
ProoJ Since the conclusion is granted if m = -co, assume that m E IF?. 
Now we claim that if a, b are points of I with a < b and f(a) = f (b) = m, 
then f(t) = m for all t E [a, b]. Suppose the claim is false and let c E (a, 6) 
besuchthatf(c)>m.Leta=sup{tE [a,c]:f(t)=m} and/?=inf{tE (c,b]: 
f(t) = m}. By continuity off, f(a) =f(j?) = m and a < c < /?. Now f “(t) > 0 
for all t E (a, p) and hence f is convex on [u, /I]; this gives f(c) < ,lf (a) + 
(1 - l)f (8) for some 1 E (0, 1). Since f(a) = f (8) = m, we have arrived at 
the contradiction f (c) < m; the claim is proved. 
Let A4 = (t E I: f(t) = m). By what is already proved, the only alternatives 
for M are the following. (i) M = 0, (ii) M = 1, (iii) M = In [a, 03) for some 
a E I, (iv) M= (-co, a] n1 for some a E I, (v) M= [a, b], (vi) M= {a}. In 
cases (i) and (ii), it is obvious that f is convex. Now suppose that, as in case 
(iii), A4 = In [a, co) for some a E I. Let x,y be points in I with x < y, 
1 E (0, 1) and write z = kx + (1 -A) y. If y < a, then f”(t) > 0 for all 
t E (x, y) so f is convex on [x, y ] and we have 
f(z)<Af(x)+(l -A)f(Y). (1) 
If z > a, then f(z) = m and clearly the inequality (I) is satisfied. If z < a < y, 
thenwehavex<z<asothatz=~x+(1-p)a,where 
/fu=l-(1 -$=E (O,A); 
a-x 
hence using the convexity off on [x, a 1, 
f(z)<luf(4+(1-~)f(a)=~(f(x)-f(a))+f(a) 
< A(f (x) -f(a)) +f (a) = 4f (x) --f(y)) +f 0) 
=kf(x)+ (1 -l)f(Y) which gives (1) again. 
Thus, (1) is satisfied by all points x,y in I and numbers k E (0, 1); hencefis 
convex if M is as in case (iii). Analogous reasoning applies to case (iv). If M 
is as stated in case (v), then f(t) = max{ g(t), h(t)}, where g: I-1 R and 
h: I + IF? are defined by 
g(t) = 
f(t) for t<a for t<b 
m for t > a and h(t) = i Tct, for tab. 
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By cases (iii) and (iv), g and h are convex and hence f is convex too. Case 
(vi) is included in case (v) by setting b = a. The lemma is now completely 
proved. 
2.5. LEMMA. The following are equivalent for a function f: R + (0, 03). 
(i) lim inf,,,(log f (t)/t) > 0, 
(ii) there exists y > 0 such that lim,,, f(t) eCY’ = 00. 
(Zn the same manner, the condition lim inf,,-,(logf(t)/l ti) > 0 is equivalent 
to lim I+-mf(t)e-Y”’ = co for some y > 0.) 
Proof: (i) * (ii). For each t E (0, co) set q(t) = inf{log f(s)/s: s > t). 
Wow, lim inf,,,(log f (t)/t) = lim,,, v, (t) > 0. Choose a positive number 
y such that lim t+m v(t) > 3~. Then, there exists M > 0 such that 
t > M+ p(t) > 2~. But, q(t) > 2y* log f(t)/t > 2y*f(t) epy’ > ey’. Hence 
lim,, f (t) e-Yf = co. 
(ii) * (i). There exists M > 0 such that t > M G= f(t) e- Yl > 1. 
But f(t) eCy’ > 1 * f(t) > ey’ a log f(t) > yt => log f(t)/t > y. Hence 
lim inf,,,(log f (t)/t) > y > 0. 
3. GROWTH RATE OF SOLUTIONS 
In this section, Lemma 2.4 will be used to establish the convexity of 11 u(t)11 
as a function of t, where u is a non-constant solution of a differential 
equation in an inner product space. An estimate of the growth rate of Ilu(t 
at infinity follows from this convexity. 
3.1. DEFINITION. Let X be an inner product space and Y(X) be the 
collection of all subsets of X. A map B: g(B) c X+ <P(X) is said to be 
monotone iff for all x,y in G(B) and for all u E Bx and u E By, there holds 
Re(u-v,x--)>O. 
3.2. THEOREM. Let X be an inner product space and for each t E R let 
A(t): GS(A(t)) c X-+ 9(X) be a monotone map with 0 E A(t) 0. Zf u: R +X 
is a non-constant solution of the differential condition 
u”(t) E A(t) u(t) 
then either 
liI;n_&f y > 0 or 
t 
l,imizfy > 0. 
t 
409/100/1 20 
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Proof: Define J F? + IR by f(t) = ]I u(t)]]. Then at points t where u(t) # 0, 
we have, from f(t) = (u(t), u(t))“*, 
so that 
f(t) f”(t) + (f’(t))* = Re(u”(t), 40) + II u’Wll* 
and hence 
fG)f”(t) = Wu”(4, u(t)> + II u’(t>ll* - (f’(t))*. (3) 
But Re(u”(t), u(t)) = Re(u”(t) - 0, u(t) - 0) > 0 by the monotonicity of A(t) 
because u”(t) E A(t) u(t) and 0 E A(t) 0. Also, from (2), If’(t)] < 
Ku’@>, WMl4~>lI G II u’ Wll~ H ence from (3), f(t)f”(t) > 0 which gives 
f”(t) 2 0 at all points t where f(t) > 0. Consequently, by Lemma 2.4, f is 
convex. 
If f is constant, say, f(t) = c for all t, then the hypothesis that u is non- 
constant implies that c > 0; so (2) and (3) hold for all t. But then (3) 
becomes Re(u”(t), u(t)) + I] u’(t)]]’ = 0 and since Re(u”(t), u(t)) > 0, it 
follows that u’(t) = 0 for all t; this, however, gives the contradiction that u is 
constant! Thus, f is a non-constant convex function defined on all of IR; the 
assertion of the theorem follows. 
The foregoing result is Theorem 1 in [ 11. Next, we come to Theorem 5 of 
[ 11; but here we adopt a slightly different formulation and relegate the 
connection with [l] to Remark 3.6. 
3.3. THEOREM. Let X be an inner product space, C2 be a subset of X and 
for each t E F?, let A(t): B +X. If u: R -+ G2 is a non-constant solution of the 
differential equation u’(t) = A(t) u(t) satisfying the condition 
Re 
i 
(4) 
then either 
liE?f!J$J. > 0 oy 
t 
l)mj”,f!!!$!! > 0. 
t 
ProoJ As in the proof of Theorem 3.2, setting f(t) = IIu(t)(l, we have 
f ‘W = 
Wu’ W, u(f)> 
II Wll (5) 
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at points t where u(t) # 0. Since u’(t) =A(t) u(t), it follows from (5) that 
f(t) f”(t) + (f’(t>)’ =$ @e(4) 4th W>> 
= Re 
i 
$.4(t) u(t), u(t)) + Re(A(t) u(t), u’(t)> 
= Re $A(t) u(t), u(t)) + llu’(t)l12. 
From (0 V’WI G II W>ll and using this and (4) in (6) we have 
f(t)f”(t) > 0 which gives f”(t) > 0 at all points t wheref(t) > 0. Hence by 
Lemma 2.4, f is convex. 
Ifs is constant, this constant must be positive because of the assumption 
that u is non-constant; hence (5) and (6) hold for all t. But then (6) gives, as 
before, u’(t) = 0 for all t resulting in the contradiction that u is constant! 
This completes the proof as in Theorem 3.2. 
3.4. Note. It should be noted that the hypothesis (4) in Theorem 3.3 
consists of two parts. 
(i) The existence of lim,,,( l/s)@ (t + s) u(t + s) - A(t) u(t), u(t)); 
(ii) the non-negativity of the real part of the limit in (i). 
3.5. COROLLARY. If the hypotheses of Theorem 3.3 hold and if A(t) is 
monotone with A(t)O=O, then the conclusion sharpens to 
lim inf,,(]] u(t)ll/t) > 0. 
Proof. In this case, by Lemma 2.2, t+ ]] u(t)11 is an increasing function. 
Consequently, for t < 0, ]] u(t)ll/l t I < ]] u(O)]]/] tl -+ 0 as t --) -co. 
3.6. Remark. Consider the case in which X is a Hilbert space and A(t): 
i% + X is a linear operator for each t. Let t + A(t) be “strongly continuously 
differentiable” (see, for instance, [2, pp. 177-1781 for this notion) and let 
A’(t): G + X be the resulting derivative operator. Suppose that there exists a 
linear operator S: G +X with bounded inverse and that t + Su(t) and 
t + Sv’(t) are continuous for each u E C’(R, GY) with U’ E C(R, G). Finally, 
assume also that A(t) G c GJ for each t E R. Then by Lemma 1.3 of 
12, p. 1781, we have 
$ (A(t) u(t)) = A(t) u’(t) + A’(t) u(t) = A(t) A(t) u(t) + A’(t) u(t) 
= B(t) u(t) 
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where B(t) is the linear operator given by B(t) = (A(t))’ + A’(t). Hence, 
Re((d/dt) A(t) u(t), u(t)) = Re(B(t) u(t), u(t)) > 0 if B(t) is monotone. Thus, 
in the linear case, under the above assumptions, the hypothesis (4) of 
Theorem 3.3 can be fulfilled by prescribing that the operator (A(t))’ + A’(t) 
be monotone. This condition on A(t) has been mentioned in [ 1 ] without 
explicitly stating the assumptions involved. 
The following special case of Theorem 3.3 is a result complementary to 
Theorem 2.2 and Theorem 2.4 of [6, pp. 77 and 81, respectively]. 
3.7. COROLLARY. Let X be an inner product space, 2’ be a linear 
mantfold in X and A: ‘I + X be a linear operator which is Hermitian 
(i.e., formally self-adjoint) and non-negative (i.e., (Ax, x) > 0 for all x E a). 
If a non-constant function u: R + % satisfies u’(t) = Au(t), then 
lim inf,+,((][ u(t)l//t) > 0. 
Proof. In Theorem 3.3, let A(t) = A. Although this is a special case of 
what is considered under Remark 3.6, it is simple and perhaps instructive to 
verify directly that hypothesis (4) is satisfied, in this case, by all solutions of 
the differential equation. Thus, if u’(t) = Au(t), then 
f (A(t + s) u(t + s) -A(f) u(t), u(t)) = $ (A(u(t + s) - u(t)), u(f)) 
4 + s> - u(t) = 
S 
> Au(t) 
since A is Hermitian; taking limits as s + 0, it follows that ((d/dt) A(t) u(t), 
u(t)) = (u’(t), Au(t)) = IIAu(t)ll’ > 0. Since A is non-negative, the proof is 
complete by Corollary 3.5. 
In the course of the proof of the foregoing corollary, we almost established 
the following simple differentiation formula. 
3.8. LEMMA. Let X be an inner product space, ~3 be a linear manifold in 
X, A : g + X be a Hermitian linear operator and let u: R + 23, v: R + 23 be 
given functions. If u is dtBrentiable at t, then ((d/dt) Au(t), v(t)) = (u’(t), 
A#). 
Employing this result and resorting to logarithmic convexity methods 
similar to those in [6, pp. 55-581, the result in Corollary 3.7 can be 
considerably strengthened as follows. 
3.9. THEOREM. Let X be an inner product space, A: a(A) c X-t X be a 
Hermitian linear operator and let 1 be a fixed complex number with non-zero 
real part. If u: R + Q(A) is a non-constant solution of the dtflerential 
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equation u’(t) = AAu(t), then there exists a positive number y such that 
II Wll e- Y”’ -+ co either as t + CC or as t -+ ---co. 
ProoJ: Let c E R be such that u(c) # 0. By continuity, there exists a 
maximal interval Z of R with c E Z on which f(t) = IIu(t)ll > 0. If w(t) = 
logf(t) on Z, then 
1 
w’(O =f&‘(Q = 
W9 u’(4) + @‘W, u(r)> = Re@W), @>> 
2 II @I * II @>l12 
and 
Since I(Au(t), u(t))1 < IIAu(t)ll ilu(t) it follows from (8) that w”(t) > 0; hence 
w is convex on I. If Z has a finite left end point b, then by continuityf(b) > 0 
and by maximality of Z, f(b) = 0; but then o(t) + --co as t 1 b and this 
contradicts the convexity of w. Similar contradiction results if Z has a finite 
right end point. Consequently, Z= R. If w is constant, then (7) implies that 
(Au(t), u(t)) = 0 and then (8) implies that Au(t) = 0. But this gives u’(t) = 0 
for all t resulting in the contradiction that u is constant. Thus, w: R + R is a 
non-constant convex function. Hence either lim inft,,(W(t)/l tl) > 0 or 
lim infi+,(o(t)/ltl) > 0. S’ mce w(t) = log )I u(t)il, the proof is complete by 
Lemma 2.5. 
3.10. Remark. There is also a result mentioned in the Introduction of 
[ 1 ] as follows. Let X be the real Banach space Lp(lR), 2 <p < 00, cp be a 
non-negative measurable function on R and let g: X+ R be defined by 
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g(v) = o(sc”, ] V(X)]” dx). Let g = HZVp(lR) be the domain of the self-adjoint 
one-dimensional Laplacian ~*/c?x’ and let U: R + g be a non-trivial solution 
of the equation a*~/&* + g(u)(a’u/ax’) = 0. Then either lim inf,,, 
]]~(t)/t]]~ > 0 or lim inft+, ]]u(t)/t]], > 0. The proof given in [ 1, p. 661 
suffers from the deficiency previously mentioned and can be rectified by 
making use of Lemma 2.4 in the same manner as in the cases of Theorems 1 
and 5 of [ 11. The details of the calculations involved are as follows. 
As in [ll, set F(t) = I?, I u(t, x)Ip dx and compute F’(t) = 
p J?, 1 u(t, ~)[~-‘(au/at) d x and F”(t) =p(p - 1) J‘?, 1 u(t, ~)~~-*(~u/8t)* dx 
+ p JEW ] ~(t, ~)~~-‘(a*u/at*) dx. From a*u/at* + g(u)(a*u/ax*) = 0, we have 
11, Iu(z,x)I~-~ $dx= -i’l: lu(t,x)IP-I g(u)$dx 
=-g(u)f= Ju(r,x)l’-‘$dx 
-03 
since, by definition, g(u(t, x)) is independent of x. Since ~(t, .) E II**” it 
follows from integration by parts that 
irn lu(t,x)lp-$dx=-,a;(~- l)l@,x)lp-*~dx. 
-cc 
Hence 
and therefore 
Now write f(t) = I] u(t)]], = (F(t))“P so that (f(t))” = F(t). Then at each 
point t wheref(t) > 0, there holds: 
(f(t))“-’ f’(t)= f-a 1 u(t, x)1”- ’ $ dx 
i -cc 
and 
(9) 
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Writing (9) in the form 
(f(t))“-’ f’(t) =jy) u(t, x)((p-2”‘(au/at)) . I (t, xp*dx 
and applying the CBS inequality there results 
which may be written (wheref(t) > 0) as 
(f(o>p-2(f’(~))2 < j_“, I@, x)1”-’ ! g 1 2 cf.x (11) 
Using (11) in (10) we have 
and it follows that f”(t) > 0 at each t E R where f(t) > 0. Hence by 
Lemma 2.4, f is convex. And, as before, f must be non-constant because of 
(10) and the hypothesis that u is non-trivial. 
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