Abstract-A real-time coding system with lookahead consists of a memoryless source, a memoryless channel, an encoder, which encodes the source symbols sequentially with knowledge of future source symbols up to a fixed finite lookahead , with or without feedback of the past channel output symbols and a decoder, which sequentially constructs the source symbols using the channel output. The objective is to minimize the expected per-symbol distortion. For a fixed finite lookahead , we invoke the theory of controlled Markov chains to obtain an average cost optimality equation (ACOE), the solution of which, denoted by , is the minimum expected per-symbol distortion. With increasing , bridges the gap between causal encoding, , where symbol-by-symbol encoding-decoding is optimal and the infinite lookahead case, , where Shannon Theoretic arguments show that separation is optimal. We extend the analysis to a system with finite-state decoders, with or without noise-free feedback. For a Bernoulli source and binary symmetric channel, under Hamming loss, we compute the optimal distortion for various source and channel parameters, and thus obtain computable bounds on . We also identify regions of source and channel parameters where symbol-by-symbol encoding-decoding is suboptimal. Finally, we demonstrate the wide applicability of our approach by applying it in additional coding scenarios, such as the case where the sequential decoder can take cost-constrained actions affecting the quality or availability of side information about the source.
). The motivation stems from practical systems such as for video streaming, cache memory devices in computing systems, real-time communication systems etc., where the encoder has a fixed buffer of future source symbols, and the quality of service demands that encoding and decoding should be in real time. The problem finds its applications in other sequential decision systems, where resource allocation should be done on the fly due to adverse effects of latency or delay, such as sensor networks, weather-monitoring systems, flow in societal networks such as transportation networks, recycling systems, etc. A natural criterion of performance is to minimize the expected average distortion. What is the best we can do here ? Note that such a framework with real-time constraints is not covered by Shannon theory. In classical information theory, encoding of long "typical" sequences in blocks as well as block decoding introduces large delays, and thus, such achievable schemes violate the very premise of bounded or no delay constraint. To answer the question, we invoke Markov decision theory and cast our problem and other such variants as discrete-time-controlled Markov chains with average cost criterion.
The problem is well motivated by practical problems of delay-constrained source-channel coding and has been of much interest in the literature. There have also been many different ways to model the notion of sequential encoding and decoding. In the source coding context, causal source codes were studied in [1] [2] [3] , which demand the reconstruction to depend causally on the source symbols. But this is a much weaker constraint and causal source codes can operate on large delays as was pointed out in [1] itself. Causal source codes with side information were studied in [4] .
Note that we can transform our setting of limited encoder lookahead of to that of a zero lookahead of a Markov source, . This transformation puts the problem in the class of sequential encoding decoding problems with Markov sources. When the communication horizon is fixed, the structure of optimal encoding and decoding policies with Markov sources has been studied in [5] [6] [7] [8] [9] [10] . In [11] , authors propose a systematic methodology for such a nonclassical information structure to search for an optimal strategy.
The problem of real-time coding and decoding in the semistochastic setting, i.e., for individual sequences was studied in [12] and [13] , while finite-state digital systems were the subject of study in [14] .
The connection between dynamic programming and information theory has been well explored. The problem of computing the capacity of channels with feedback was formulated as a Markov decision process in [15] and [16] . The long-standing problem of capacity of the trapdoor channel (cf., [17] and [18] ) with feedback was evaluated using average cost optimality equations (ACOEs) in [19] . Zero-error capacity for U.S. Government work not protected by U.S. copyright.
certain channel coding problems was computed using dynamic programming in [20] .
B. Contributions and Organization of This Paper
The approaches in [5] [6] [7] [8] [9] [10] and [11] are inspired by control theory, which provides tools for finding optimal schemes and understanding their structure. In this work, we take these tools further to provide more explicit expressions and bounds for the optimum performance under a given lookahead constraint . While optimum performance in the case is easily shown to be attained by "symbol-by-symbol" operations, and the case can be answered with the tools of Shannon theory, for any finite , the existing literature does not provide analytical values or bounds on the minimum expected average distortion . In addition to being amenable to a decision theoretic formulation of Markov sources, as in the surveyed literature above, the model we consider here is more basic and lends itself to simpler ACOE, which in some cases (cf., Section V) can be computed exactly. While in [7] , [8] , and [10] emphasis is on expected total fixed horizon cost, we argue that expected average cost over infinite horizon is a more natural criterion of performance as in the sequential encoding and decoding problems, we typically do not know when to stop, and hence, we would like to analyze the asymptotics of the horizon-independent problem. While the main focus in this paper has been to characterize the minimum achievable distortion, the ACOEs also characterize sufficient conditions on the optimality of stationary (encoding and decoding) policies.
Note that in our communication problem in Fig. 1 , the lookahead is available only at the encoder, while the decoder constructs the estimates causally, instead of a seemingly more general setting where lookahead of is present at the encoder, while decoder has lookahead . However, performance of any policy/code with encoder and decoder lookahead parameters can be attained arbitrarily closely by the optimal policy for our setting in Fig. 1 with as pointed out in Section II of [13] . The authors in [21] consider the communication problem similar to our setting with , for , per-symbol distortion , and show that converges exponentially rapidly to and provide bounds on the exponent. However, the results are asymptotic in nature, and hence, different from this work which is geared toward explicit or approximate characterization of values for for any fixed, possibly small .
Recently, there has been work in the direction of "action in information theory," i.e., canonical Shannon theoretic models with encoder and/or decoder taking cost constrained actions to affect the generation or availability of channel state information, side information, feedback etc., cf., action in point-to-point scenarios in [22] [23] [24] [25] [26] and in multiterminal systems in [27] and [28] . We revisit the setting of source coding with a side information vending machine, as in [22] (see Fig. 6 ). For the case where the encoding is sequential with lookahead, decoder takes an action sequentially dependent on the encoded symbols to get side information about the source through a memoryless channel . The reconstruction of the source is based upon the current encoded symbol, the current side information symbol, and memories storing the past encoded symbols and side information symbols. We show that the problem can be formulated as a constrained Markov decision process.
The main contribution of this paper is the casting of a large class of limited delay source, channel, and joint source-channel coding problems in the realm of sequential decision theory, obtaining characterizations of the optimum performance via ACOEs with finite-or compact-state spaces, and solving exactly or obtaining bounds for the expected average distortion as a function of lookahead .
This paper is organized as follows. Section II describes the basic model of problems with lookahead (see Fig. 1 ). Encoding is sequential using the lookahead and unit delay noise-free feedback, , while decoding depends on the current channel output and the past memory . The memory evolves as . We seek to find the minimum expected average distortion as a function of lookahead, i.e., (1) In Section III, we present an overview of controlled Markov processes with average cost, the unconstrained case in Section III-A, and constrained control in Section III-B. Section IV studies the case of complete memory, i.e., . In Section IV-A, we use the theory of Section III to construct an ACOE, the solution to which is the average optimal distortion. In Section IV-B, we consider the question "to look or not to lookahead" and specify a sufficient condition under which symbol-by-symbol encoding-decoding is optimal for a given source, channel, distortion function, and lookahead. This kind of result in our problem of sequential encoding decoding with lookahead complements that of "to code or not to code" of [29] . In Section V, we consider the framework with finite-state decoders, constructing corresponding ACOE in Section V-A. In Section V-B, we use relative value iteration to solve the problem exactly for an example of binary source and binary symmetric channel under Hamming loss, thereby demonstrating how the average distortion values for this setting can be used to bound of Section IV. We also contrast with the extreme cases of no lookahead, , where symbol-by-symbol policies are optimal and where Shannon's separation theorem [30] determines the minimum expected average distortion. We also highlight the regions of source-channel parameters where for any finite , symbol-by-symbol encoding-decoding is strictly suboptimal for a Bernoulli source and binary symmetric channel. Section VI relaxes the assumption of the previous sections that feedback is present. In Section VII, the setting of source coding with a side information vending machine is considered. Here again, encoding is sequential with lookahead, decoder takes cost-constrained actions, , sequentially to get side information about the source through a memoryless channel, . The decoding is the optimal reconstruction , where and are the memories storing some or all of past encoded symbols and side information symbols, respectively. Section VII-A evaluates the case when encoder also has access to the side information, with decoder having complete memory in Section VII-A1, while finite memory decoders are considered in Section VII-A2. Section VII-B studies the same source coding problem with a side information vending machine but now encoder has no access to side information. Section VIII summarizes the methodology developed in this paper of constructing ACOEs. The paper is concluded in Section IX.
II. PROBLEM FORMULATION
We begin by explaining the notation to be used throughout this paper. Let upper case, lower case, and calligraphic letters denote, respectively, random variables, specific or deterministic values which random variables may assume, and their alphabets. For two jointly distributed random variables and , let , , and , respectively, denote the marginal of , joint distribution of , and conditional distribution of given . is a shorthand for the tuple .
denotes the Borel -algebra of a given topological space .
denotes the probability simplex on the finite alphabet .
denotes the set of continuous and bounded functions on the topological space . stands for the indicator function. and denote the sets of natural and real numbers, respectively. We impose the assumption of finiteness of cardinality on all alphabets of operational significance (source, channel input, channel output, reconstruction), unless otherwise indicated.
The general problem setup, depicted in Fig. 1 . Since the memory is finite, the same policy can exactly be mimicked in blocks (5) which implies in the limit , .
III. CONTROLLED MARKOV PROCESS WITH AVERAGE COST: BACKGROUND AND PRELIMINARIES
We present here an overview of parts of the controlled Markov process with average cost criterion framework that will be applied. First, we present an overview of the unconstrained case where the only objective is to maximize an expected average cost. We then consider the constrained case where, in addition, the system needs to satisfy certain expected average cost constraints.
A. Unconstrained Control
Here we overview results about general Borel state and action spaces. We refer to [31] for a more complete discussion. The problem is characterized by the tuple and a discrete-time dynamical system (6) where the states take values in finite, countable, or in general Borel space (called the state space), actions take values in the admissible action space which is a subset of a compact subset (called the action space) of a Borel space, and the disturbance which takes values in a measurable space (called the disturbance space). Initial state is drawn with distribution and the disturbance is drawn from the distribution, which depends on past actions and states, only through the pair . We consider only measurable functions. A policy is defined to be the sequence of functions, , where is the function which maps histories to actions. A set of history deterministic policies, is characterized by policies for which actions are generated as . A set of Markov deterministic policies, is characterized by policies for which actions are generated as . A set of policies is referred to as stationary deterministic if it is characterized by a function such that . Policies can be randomized or deterministic ([31, Sec. 2.2]). The policy sets , , and , respectively, stand for history randomized, Markov randomized, and stationary randomized policies. As per our definitions and interests, the largest class of policies considered henceforth will be history deterministic policies . Let (7) Note if and are compact subsets of a Borel space, is a compact subset . The dynamics induce a stochastic transition kernel on , , which implies for each , is probability measure on and for each , is Borel measurable on . The objective is to maximize expected average reward given a bounded one-stage reward function, and find the optimal policy. The average reward of a policy with a given initial state distribution is defined by (8) The optimal average reward and the optimal policy is defined by (9)
Note that in general for a controlled Markov process with average cost criterion, where the state space is infinite, the total expected average cost might depend on the initial state. However, operationally, since our objective is to minimize the expected average distortion as in (4), we can decide to start of the system with the best initial state, state which yields the best distortion, in which case the optimal cost and optimal policy will be denoted by and
We need not dwell on sensitivity of the optimal cost to initial states, as this will not be an issue in our application of this framework. However, when state space is say finite, irreducible, and positive recurrent, average cost is indeed equal for all initial states. In general, there can be more than one optimal policy, in which case ties are resolved arbitrarily.
The following theorem describes the ACOE for such a process, and relates the optimal reward with the optimal stationary deterministic policy. in the set of problems considered in our paper, all such assumptions will be trivially met such as the transition kernel being weakly continuous in and the continuity of . For brevity, we omit explicitly mentioning such assumptions before invoking the aforementioned theorem in the sections to follow.
B. Constrained Control
In constrained control, the system is characterized by the tuple . With all the terms carrying the same meaning as in previous section, and are, respectively, -dimensional constraint functions (defined on ) and cost vectors for some . The dynamics of the system are precisely the same as in the unconstrained case, the objective here being (14) where (15) is the average cost and (16) are the constraints. The authors in [31] and [32] provide a treatment of this problem but only for denumerable states. We here present the more general framework of [33] , with compact state and action spaces. The Lagrangian associated with the problem is defined as (17) for any and (positive orthant of the -dimensional Euclidean space). The following theorem gives conditions of optimality of a particular initial state distribution and a policy. (18) Under the conditions C1-C4, the Lagrangian has a saddle point with a randomized stationary policy, i.e., and such that (19) which implies (from Theorem 2.1 of [33] ) that is a constrained optimal pair. Further (Theorem 2.2 of [33] ) (20) and is the solution of the problem or the minimum expected average distortion such that the constraints are satisfied.
Note 3: In all the settings considered henceforth, , , hence with benign abuse of notation, we will drop from the tuple associated with our description.
IV. REAL-TIME CODING WITH LIMITED LOOKAHEAD:
COMPLETE MEMORY
The problem we described in Section II (see Fig. 1 ) is an abstraction of a real-time communication problem with the encoder having a fixed lookahead of the future source symbols and a perfect unit-delay feedback of the channel output symbols. In this section, we show that this problem can be formulated as a controlled Markov chain process with average cost criterion, and derive an optimality equation. Before that, we modify our source to concentrate on an equivalent problem. Note that the i.i.d. source, considered can be replaced by a Markov source such that, . Since the source is i.i.d., the transition kernel for this Markov process from to is given by (21) The transition matrix is denoted by . Let us assume the distribution of initial state is . Also there is no loss of optimality in considering encoding functions to be dimensional mappings,
. The effective problem with modified source is now a real-time communication problem as in Fig. 2 with no lookahead. For this modified problem, we seek to minimize the average reward (22) where . In this section, we construct an ACOE for the equivalent problem in Fig. 2 and complete memory, i.e., .
A. ACOE Definition 2 (Bayes Envelope and Bayes Response):
Consider a random variable taking values in a finite alphabet with distribution and is our guess. The loss function can be understood as quantifying the discrepancy in the actual value of and its estimate. An estimate is good if its expected loss is small. We define the Bayes Envelope as . This represents the minimal expected loss value associated with the best guess possible. The best guess is called the Bayes Response to and is denoted as , where ties are resolved arbitrarily. In the presence of observation, the optimal estimator of X based on Y in the sense of minimizing expected loss under is given by . Note that in general, the Bayes response depends on the loss function; this dependence is implied whenever we use Bayes response. Lemma 3: The optimal decoding rule for the problem in Fig. 2 is given by (23) Proof: Fix and the encoding rule. From the definition of Bayes response (24) which implies (25) Thus, we have the following lower bound on the expected average cost: (26) which is attained by decoding rule . Thus, the optimal decoding for the original source . Fix the decoding rule to be the optimal rule as above. Consider the state sequence for this problem;
. denotes the belief of the decoder on the source symbol given all the past and the present channel outputs. Let us denote it by a -dimensional nonnegative probability (column) vector . As source symbols takes values in a finite alphabet, the state space is a compact subset of Borel space. Consider the disturbance to be , which takes values in a finite set . The action is history dependent, (here is some fixed initial state), that is to say that action set is the set of mappings from to ; hence , which is finite.
is some initial distribution. From now on, we will use interchangeably with to denote as is fixed. The channel input is thus , and due to the memoryless nature of the channel, depends on the history only through . Note
where ( ) follows from the fact that is Markov, and from the dynamic Markov coding property of the channel as in (2) . Hence, where is given by (28) and (29) .
Lemma 4: Given knowledge of the entire past history of actions, states, and disturbance, the current state evolves according to a deterministic function of the past state, current action, and the current disturbance, i.e., (30) Proof:
where is a column vector. Since , ,
implies
(42) Therefore (43) Hence, the tuple forms a controlled Markov process. The problem of finding the best channel encoder (using the optimal decoder to be the Bayesian ) in our problem of real-time communication is equivalent to the problem of finding the optimal policy for the tuple which maximizes the average reward under the cost function . The optimal reward is given by (44) Thus, the ACOE for the controlled Markov process which has the generic form (45) when specialized to our setting becomes (46) which becomes upon substitution from (28)
We will now transform back the setting from Markov source to i. , then the optimal encoding policy is stationary and depends on history only through the past state, i.e., , or the input to the channel at th time epoch is . Hence, the optimal encoding in this case is a stationary mapping into which uses only source symbols and the belief that is updated by (36) .
B. To Look or Not to Lookahead : Optimality of Symbol-by-Symbol Policies
In this section, we derive conditions for stationary, symbol-by-symbol policies to be optimal. This means that we seek to identify situations where the optimal encoding at time is given by, . The question of uncoded policies, in various channel coding contexts, has also been studied in [29] and [34] . The following lemma characterizes minimum average distortion when there is no lookahead. A result with similar characterization, for the finite horizon problem, was proved in [8] .
Lemma 5: When lookahead , the minimum average distortion is achieved by symbol-by-symbol encoding (and decoding) and given by Proof: Consider the communication system in Fig. 1 with  lookahead, . Thus, this corresponds to a communication system with memoryless source and memoryless channel, and causal encoding and causal decoding with unit delay feedback. We will first use standard information theoretic methods to prove (54)
Achievability:
Let denote the minimum distortion. Clearly, is achievable by encoding, and decoding which attain the minimum in (54). Hence, .
Converse:
Consider the chain of inequalities to prove . Let be the distortion achieved by any causal encoding and causal decoding. Also note that minimizing over functions of the form, and is equivalent to minimizing over vector-valued mappings of the form, and
Note that
which implies for all possible achievable distortions, which implies . What is left is to show that (61) which is equivalent to showing that for any encoding rule, the optimal decoding rule is the Bayes response which follows from the definition of the Bayes response.
The aforementioned proof shows that if stationary symbol-by-symbol policy is optimal for controlled Markov process of Section IV-A, then the optimal reward is given by (62) Note that the joint distribution of (U,Y) on the right-hand side (RHS) of (62), and hence, the expected loss is dependent on the encoding rule . To simplify the notation, we denote by ; the Bayes response is implied in this notation. Also, for a given source , channel , and a symbol-by-symbol encoding policy , i.e., , let denote the posterior, , when source is distributed as , and encoding policy is through the channel . Note for brevity we omit indicating in the argument of though the posterior depends on channel also. Hence, if is the minimizer in (62), then is given by . To state our next result, pertaining to the optimality of symbol-by-symbol coding, we introduce another bit of notation. The evolution of the posterior is through the function , i.e.,
Also let for a distribution , , which is the Bayes envelope for the given loss function.
Theorem 6: Denote the encoding function which achieves the minimum in (54) by . For the problem setup depicted in Fig. 1 with the ACOE in (53) for a given positive lookahead , stationary symbol-by-symbol policy is optimal if the (65) shown at the bottom of the page holds where is the minimizer of the RHS of the aforementioned equation, and and denote the marginal of the th component of and , respectively.
Proof: We will first assume that symbol-by-symbol policy is optimal or the optimal encoding is . Hence, we can solve for an that satisfies the following equation:
We claim that for a given lookahead , (66) Thus the RHS of (66) equals LHS of (66), as shown in (78) Proof: Substitute in Theorem 6, .
V. REAL-TIME CODING WITH LIMITED LOOKAHEAD: FINITE MEMORY

A. ACOE
In Section IV, we considered the scenario where the decoder has access to the entire past channel output sequence or equivalently memory is unbounded. In this section, we will develop controlled Markov process formulation for the case where the memory alphabet is finite and does not grow with time, i.e., the memory space is time independent with . We make two assumptions on our coding systems for this setting.
A1 There is a fixed time-independent memory update function, i.e., there exists a function such that for all . This assumption is not very restrictive as real systems such as quantizers or finite window storage devices store only the past few channel output symbols and evolve in a time-invariant way, e.g., implies that the reconstruction is given by . A2 We fix the optimal decoding rule to be , that is, the decoding is restricted to optimal policies among the stationary (time invariant) ones. Note that though we assume stationary decoding, optimal encoding may in general not be stationary. Hence, the optimal expected average distortion depends on , and hence, we denote it by to distinguish it from of Section IV. Here too we begin by formulating a controlled Markov process for the modified source and then substitute for the original source. By the assumption A2, the optimal decoding is stationary . Consider the state sequence ( ) and the disturbance sequence ( ). The actions can be history dependent, , is a fixed initial state (with some distribution ). The disturbance depends on the past sequence of disturbances, states, actions, and the current action only through the past state and current action, i.e.,
and hence
Note that for our transformation (as in Section IV), the modified cost function is given by 
and consequently
Thus, the problem is to find the optimal policy for the controlled Markov process, , which maximizes the average reward under the cost function . The optimal reward is given by Proof: This follows from Theorem 4.3 in [31] as for a fixed lookahead , the state space and action space are finite. Hence, the optimal encoding is .
B. Computing , Bounding
In this section, we explicitly compute . Note that in the setting of complete memory in Section IV, the ACOE can also be solved approximately. As the state space is compact, this admits discretization of the space and running value or policy iteration to obtain approximations to the optimal distortion. The authors in [35] and [36] provide an extensive treatment along with prescriptions of error bounds and the tradeoff between quantization resolution and the precision of the approximated optimal reward for discounted cost problems. However, the computational point of view we take in this section does not follow the path of discretization and then approximation of the average reward. Rather, we compute exactly which provide nontrivial upper bounds on . This is illustrated by the following example.
We assume . The source is Bern and the channel is BSC and loss function is Hamming distortion. The memory is of bits and retains the last channel outputs, and hence, ). We will denote the optimal expected average distortion by in this case. We observe the following. 1) , . 2) .
3) 4)
.
where is the minimum achievable distortion of the joint source-channel communication problem.
Proof: Any sequential or limited delay encoding and decoding scheme can obviously be embedded into and emulated arbitrarily closely by a sequence of block codes. Hence, . We will now prove . This is equivalent to proving that any sequential scheme with infinite lookahead can be used to construct a block coding scheme which can then attain arbitrarily close to hence, . The argument is based on block Markov coding, (cf., Section on Coherent Multihop Lower Bound, Chapter 17 in [37] ) except that instead of coding via looking at the past block as in block Markov coding, here we look at the future block. Fix an arbitrarily small , an arbitrarily large , and an sufficiently large that there exists a block coding scheme of blocklength achieving per-symbol distortion no larger than . Let and denote the encoding and decoding mappings of that -achieving scheme, respectively. We now construct a sequential scheme with lookahead as follows. 1) Encoding: We code in the present block using the source symbols of the future block, i.e., for , and some dummy coding for the last block known to the decoder.
(102) Fig. 3 . Computing and contrasting and for a Bernoulli source and binary symmetric channel and Hamming loss. We fix channel crossover probability and vary source probability in . For , we have plotted values for increasing memory, , which yield series of nontrivial nonincreasing upper bounds on . is achieved by symbol-by-symbol coding, while of Shannon's joint source-channel coding (achieved by separation).
Fig. 4. Computing and contrasting
and for a Bernoulli source and binary symmetric channel and Hamming loss. We fix source probability and vary the channel crossover probability in . For , we have plotted values for increasing memory, , which yield series of nontrivial nonincreasing upper bounds on . is achieved by symbol-by-symbol coding, while of Shannon's joint source-channel coding (achieved by separation).
2) Decoding: For the block one, decoder has some predefined construction. For block , decoder constructs source symbols as , , thus decoding is in blocks using the past block. The per-symbol distortion achieved by this scheme is clearly upper bounded by , which can be made arbitrarily close to for sufficiently small and sufficiently large .
We have run relative value iteration to compute for and some values of , yielding some interesting upper bounds on . Note that the values obtained are exact and do not approximate distortion as the relative value iteration converges in a few iterations. This is because the state space and action space are finite, and it is easy to check that the weak accessibility condition [38, Definition 4.2.2] is satisfied. This implies by Proposition 4.3.1 of [38] that relative value iteration converges. Fig. 3 shows the distortion values as a function of source distribution when the crossover probability is fixed,
. Fig. 4 shows the distortion values as a function of channel crossover probabilities when the source distribution is fixed, . These plots provide insight into the structure of optimal policies in the setting of Section IV, given that we are considering Bern source, BSC channel under Hamming loss and . Since is an upper bound on and hence on , it is clear that for source distributions and channel crossover probabilities where , symbol by symbol is not optimal. We evaluate this region Fig. 5 . Plot shows a region in the source-channel plane where symbol-by-symbol coding is suboptimal among schemes with lookahead , i.e., it does not achieve . This is the shaded region which is bounded inside by the two curves.
and show it in Fig. 5 . Note when , since separation is optimal, the region of suboptimality of symbol by symbol is the complete square except the boundary where symbol by symbol is optimal. Also note, as is consistent with the plots, that in the zero lookahead case, we have . Hence, for any lookahead , for a fixed crossover probability , if symbol-by-symbol encodingdecoding achieves for , then it is also optimal for . Similarly, for a fixed source probability , if symbol-by-symbol encoding-decoding is optimal for , then it is also optimal for . Note that in aforementioned calculations, graphs for small values of are plotted. In general, complexity for large values of increases exponentially. It is possible to provide approximation guarantees using approximate dynamic programming [38] ; however, as the main focus of this section, we illustrate the behavior of distortion performance, by evaluating them exactly for some (here small) values of and .
VI. REAL-TIME CODING WITH LIMITED LOOKAHEAD: IN THE ABSENCE OF FEEDBACK
In the previous sections, we assumed the availability of perfect unit delay feedback from the decoder to the encoder. We now consider the same setting as that depicted in Fig. 1 , but without feedback, and we formulate the problem as a controlled Markov process. Decoders have finite state (see Note 6) and the assumptions A1 and A2 are presumed for similar reasons as in Note 5 in Section V, i.e., memory is finite and decoding is stationary. Here again, we first study the system with modified source, . Here since the encoder is not provided with feedback, instead of the decoded belief on the source given the output, a natural choice of state would be the encoder's belief on the memory given the source. Thus, the state space for this problem is chosen to be and the disturbance . The actions are thus history dependent, , is some fixed initial state with distribution . Due to Markovity of the source, we have We finally write down the ACOE after transforming to the original source (similar to the previous sections), as in (118) shown at the bottom of the page where (119) and (120)- (121) shown at the bottom of the page Theorem 1 implies that if ACOE (118) is solved by a real and a bounded , then . The results on the structure of optimal policies parallel those outline in Note 4 and hence are omitted.
Note 6: For the setting considered in this section when no feedback is present, we have restricted our attention to finitestate decoders only, unlike the previous section where feedback was present and we also considered the case where decoding used complete memory. This is because in the absence of feedback when decoding uses complete memory, the state space is one on the simplex of distributions on alphabets that grows exponentially with the time index, and hence, the results of the theory presented in Section III are not as directly applicable.
VII. SEQUENTIAL SOURCE CODING WITH A SIDE INFORMATION "VENDING MACHINE"
In previous sections, we considered the problem of real-time source-channel communication when the encoder generates channel input symbol sequentially with a lookahead, with or without unit delay noise-free feedback, and the decoder generates the estimate of the source given the channel output and the memory. In this section, we consider a rate-distortion problem, where encoding is sequential with lookahead. In addition to it, the decoder can take cost constrained actions, also in a sequential fashion, which affect the quality of the side information correlated with the source symbol it attempts to reconstruct. We consider two classes of such models: one where the encoder has access to the past side information symbols through unit delay noise-free feedback (Section VII-A) and the other when it does not (Section VII-B). The findings of this section are similar in spirit to those of previous sections and assert the universality of the methodology invoked in the paper. We defer the proofs in this section to the Appendix. 
A. Encoder Has Access to Side Information
The setting depicted in Fig. 6 consists of the following blocks. 1) Source Encoder: The encoder has access to source symbols up to a lookahead and to the past side information symbols, i.e., , where is the encoding function, , . 2) Memory X: The decoder might not be able to use all of the encoded symbols up to current time due to memory constraints. Memory X is updated as a function of the past state of the memory and the current encoder output, i.e., , where is the memory update function, , . Note that the alphabet can grow with ; hence, this includes the special case of complete memory, i.e., . 3) Actuator: Actuator uses the past Memory X, and the current encoded symbol to generate an action, i.e., , where . The action sequence should satisfy the following cost constraint: (122) where is the cost function and is the cost constraint. 4) Side Information "Vending Machine": The side information is generated according to , i.e.,
5) Memory Y:
The decoder may be limited in its ability to remember all the side information up to current time due to memory constraints. Memory Y is updated as a function of the past state of the memory and the current side information, i.e., , where is the memory update function, , . Here also the alphabet can grow with , hence also includes the special case of complete memory, i.e., . 6) Source Decoder: Source decoder uses the current encoded symbol, current side information, and the past memory states to construct its estimate of the source symbol, i.e., , the decoding rule is the map,
. The complete memory case corresponds to the decoding, . The alphabets are assumed to be finite. Note that the finiteness of the alphabets implies we may assume, without loss of generality, that and . We make the further assumption that there exists such that . Thus, it makes sense to consider cost constraints, . Our approach to construction of the ACOE is similar to that taken in previous sections, we first consider the system with modified source and it is equivalent to consider source and action encoding rules as mappings and . Hence, the modified vending machine is (124) and the modified cost function is (125) We study two scenarios under this setting.
1) Complete Memory:
Here, and . Note that we can restrict our attention to optimal decoders of the form (cf., Lemma 3). Let us denote the minimum expected average distortion achieved to be . Here, superscript indicating we have side information available as a feedback to the encoder, subscript denotes presence of actions, and stands for lookahead. We have the ACOE as shown in (126) at the bottom of the page where (126) and (cf., Appendix B) is the updated belief and is the Lagrangian augmented cost (127) (128) We have now the following theorem, with proof in Appendix B.
Theorem 10: For a fixed lookahead, , let solves the ACOE (126). Then, the optimal average distortion is given by (129) Note 7: Note that for a fixed finite lookahead, , contrasts the minimum distortion at , where symbol-bysymbol encoding, action encoding, and decoding are optimal, i.e.,
while at infinite lookahead , the minimum distortion is given by the distortion rate function at unit rate by results from [22] , i.e., (131) where is the mutual information (cf., [39] ). The above distortion is basically the distortion rate function (cf., [22, Th. 3] ) evaluated at the rate equal to the cardinality of the alphabet . The proofs for (130) and (131) are similar to those of Lemmas 5 and 9.
2) Finite Memory: In this section, all memories are finite (not growing with time). With the object of minimizing the expected distortion, we cast this problem as a constrained Markov decision process. To be able to do that, for reasons discussed in Section V, we assume, , , , and for all , the alphabets , being finite. We further assume stationary optimal decoding and actuator policies, i.e.,
, and for all . Fix a lookahead . Now for fixed , the ACOE is (132), shown at the bottom of the page where and are memory updates and is the Lagrangian augmented cost shown in (133) and (134) at the bottom of the page. Let us denote the optimal distortion by . We have now the following theorem, with proof in Appendix C.
Theorem 11: For a fixed lookahead , let solves the ACOE (132). Then, the optimal average distortion is given by (135)
B. Encoder Does Not Have Access to Side Information
Here, encoder does not receive any knowledge about side information. In this section also, we make assumptions A1 and (137) and (138) at the bottom of the page. Let us denote the optimal distortion by (NF standing for no feedback of side information symbols). We can now state the following theorem whose proof is deferred to Appendix D.
Theorem 12: For a fixed lookahead , suppose that solves the ACOE (136). Then, the optimal average distortion is given by (139) Note 8: Note that the ACOE in this section on sequential source coding with lookahead and a side information vending machine is amenable to computational solutions as in Section V-B. Here also can be computed for increasing memories exactly, and yield nontrivial bounds on .
VIII. DISCUSSION AND SUMMARY OF THE RESULTS
In this section, we provide a summary of the various settings considered in this paper on real-time communication with fixed finite lookahead at the encoder, and the transformations performed to cast the problem as (constrained or unconstrained) Markov decision process. The methodology is to construct an ACOE, and seek its solution. We have considered two classes of problems in this paper.
1) Real-Time Communication, Fig. 1 : The problem is characterized by tuple , the meaning of various symbols being explained in Section III. The general ACOE is (140) Note in all the settings we considered, is replaced by as the set of actions is finite. If and a bounded , satisfying the aforementioned equation, then using Theorem 1, the minimum distortion is . The following table exhibits the transformations, along with pointers to the equations in the paper that cast the problem of Fig. 1 as an unconstrained Markov decision process (see Table I ). (141) where is the Lagrangian parameter. Minimum distortion is given by Theorems 10-12, respectively, for the cases tabulated in Table II .
In this paper, we assume a memoryless structure of the source, which is transformed into a Markov source for the purpose of constructing the ACOE. As is evident, the same methodology can also be used when the source is Markov to begin with, with a possible added complexity in the description of the corresponding ACOE. We resorted to only memoryless sources, in order to study the effect of delay or lookahead on the classical problem of compression of memorlyless sources over memoryless channel, and observe how the results bridges the known results at zero and infinite delay.
IX. CONCLUSION
In this paper, we consider an important class of problems in real-time coding: a memoryless source is to be communicated over a memoryless channel, with sequential encoding and decoding and with a fixed finite lookahead of future symbols available at the encoder. Unit delay feedback may or may not be present, and decoding is based on the channel output symbols without delay, with or without a memory constraint. In all these scenarios, under the objective of minimizing the per-symbol distortion, we obtain ACOEs whose solution yields the minimum achievable distortion, as well as sufficient conditions for the optimality of stationary policies. We contrast the minimum distortion at a fixed lookahead, with the best achievable with zero lookahead, where symbol-by-symbol encoding-decoding is optimal, and with the infinite lookahead case, for which the minimum achievable per-symbol distortion is shown to coincide with that for the classical joint source-channel coding problem, where separation is optimal. For the Bernoulli source and binary symmetric channel under Hamming loss, in the case of finite-state decoders, we compute exactly the minimum distortion values for various memory sizes, and study the upper bounds that they yield on the minimum distortion for a fixed lookahead in the absence of memory constraints. Answering the question "to look or not to lookahead," we characterize general conditions on the source and channel such that symbol-by-symbol encoding-decoding is optimal within the class of schemes of a given lookahead. We obtain and plot the region for source and channel parameters in the case of Bernoulli source, binary symmetric channel, and Hamming distortion, where the symbol-bysymbol policy is strictly suboptimal. We then demonstrate that this framework of casting real-time coding problems as Markov decision problems with average cost criteria can be useful in various other frameworks by applying this same methodology in source coding problem with a side information vending machine, where encoder encodes the source sequentially, with a possible lookahead, and decoder takes cost-constrained actions to receive the side information about the source. This setting is cast as a constrained Markov decision problem and it is shown that a stationary randomized policy can attain the minimum per-symbol distortion which is characterized as the solution to a saddle point equation.
APPENDIX A In Section II, the minimum expected distortion is defined as (142) Note that in the aforementioned definition can be replaced by over the class of -policies as outlined in Section II. This is argued by constructing an policy that achieves . Fix lookahead . As always exists (also it is finite due to our assumption that ), for a positive nonincreasing vanishing sequence , we can construct a sequence of policies, i.e., with expected average distortion , i.e.,
( is the expectation with respect to the joint probability distribution induced when the policy used is ), such that is a monotone nonincreasing sequence converging to where (b) follows from bounding the distortion in block as in (a) and similarly as , bounding distortion in block by and (c) follows from the fact that both and are nonincreasing sequences. Thus, we see in both the aforementioned cases, for any time , the normalized distortion is bounded above as (153) which implies that the expected average distortion under policy is (154)
where (d) follows from the fact that and by requirements R1 and R2, respectively, since as . Thus, we have a scheme with minimum expected distortion , but we know for any scheme , , implying .
APPENDIX B PROOF OF THEOREM 10
We will first obtain the ACOE (126). Define the state sequence , disturbance sequence , and action sequence, , which is clearly a history-dependent action, i.e., a function of . We will now verify the conditions for the defined state sequence, disturbance, and action sequence to form a controlled Markov process. With some abuse of notation, we denote Thus, the problem of minimizing the average distortion subject to constraints on the vending action is equivalent to a constrained Markov decision process, (note here the number of constraints is ). Fix a lookahead . Let denote the marginal of belief with respect to the first argument. Now for fixed , we have the ACOE as shown in (171) 
are memory updates and is the Lagrangian augmented cost, as shown in (189) and (190) at the bottom of the page Once we have the ACOE, rest of the proof is similar to the proof of Theorem 10 by invoking Theorem 2.
APPENDIX D PROOF OF THEOREM 12
The proofs of this section follow in line with the previous sections. We just need to establish the ACOE (136), rest of the proof follows invoking Theorem 2. Define the following: 
