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A DDoS attacker attempts to disrupt a target, by flooding
it with illegitimate packets which are generated from a
large number of zombies, usurping its bandwidth and
overtaxing it to prevent legitimate inquiries from getting
through. This paper reports the evaluation results of
proposed approach that is used to predict number of
zombies using Pace Regression Model. A relationship
is established between number of zombies and observed
deviation in sample entropy. Various statistical perfor-
mance measures, such as R2, CC, SSE, MSE, RMSE,
NMSE, η, MAE are used to measure the performance of
the regression model. Network topologies similar to Inter-
net used for simulation are generated using Transit-Stub
model of GT-ITM topology generator. NS-2 network
simulator on Linux platform is used as simulation test
bed for launching DDoS attacks with varied number of
zombies. The simulation results are promising as we are
able to predict number of zombies efficiently using Pace
Regression Model with considerably less error rate.
Keywords: DDoS attack, intrusion detection, pace re-
gression, zombies, entropy
1. Introduction
The Internet has become a popular medium
of commercial activity and this has raised the
risks, both, for attackers and security person-
nel. DDoS attacks compromise availability of
the information system through various means
[1,2]. One of the major challenges in defend-
ing against DDoS attacks is to accurately detect
their occurrences in the first place. Anomaly
based DDoS detection systems construct pro-
file of the traffic normally seen in the network,
and identify anomalies whenever traffic deviate
fromnormal profile beyond a threshold [3]. This
extension of deviation is normally not utilized.
We use Pace regression [4] based approach that
utilize this extension of deviation from detec-
tion threshold, to predict number of zombies.
A real time estimation of the number of zom-
bies in DDoS scenario is helpful to suppress the
effect of attack by choosing predicted number
of most suspicious attack sources for either fil-
tering or rate limiting. We have assumed that
zombies have not spoof header information of
out going packets. Moore et. al [5] have already
made a similar kind of attempt, in which they
used backscatter analysis to estimate number
of spoofed addresses involved in DDoS attack.
This is an offline analysis based on unsolicited
responses.
Our objective is to find the relationship between
number of zombies involved in a floodingDDoS
attack and deviation in sample entropy. In order
to predict number of zombies, Pace Regression
Model is used. To measure the performance
of the proposed approach, we have calculated
various statistical performance measures. In-
ternet type topologies used for simulation are
generated using Transit-Stub model of GT-ITM
topology generator [6]. NS-2 network simula-
tor [7] on Linux platform is used as simulation
test bed for launching DDoS attacks with varied
number of zombies. In our simulation experi-
ments, attack traffic rate is fixed to 25Mbps in
total; therefore, the mean attack rate per zombie
is varied from 0.25Mbps to 2.5Mbps and total
zombie machines range between 10 and 100 to
generate attack traffic.
The remainder of the paper is organized as fol-
lows. Section 2 contains overview of Pace
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Regression Model. Section 3 presents vari-
ous statistical performance measures. Detec-
tion scheme is described in Section 4. Section 5
describes experimental setup and performance
analysis in details. Model development is pre-
sented in Section 6. Section 7 contains simula-
tion results and discussion. Finally, Section 8
concludes the paper.
2. Pace Regression Model
In its simplest form, regression analysis [8,9] in-
volves finding the best straight line relationship
to explain how the variation in an outcome vari-
able, Y depends on the variation in a predictor
variable, X. Hence, regression analysis is a sta-
tistical tool for the investigation of relationships
between variables. Variables which are used to
explain, other variables are called explanatory
variables. Variable which is explained is called
response variable. A response variable is also
called a dependent variable, and an explanatory
variable is sometime called an independent vari-
able, or a predictor, or regressor. When there
is only one explanatory variable, the regression
model is called a simple regression, whereas if
there are more than one explanatory variable,
the regression model is called multiple regres-
sion.
Pace regression [4] is a form of linear regres-
sion analysis that has shown to outperform other
types of linear model-fitting methods, particu-
larly when the number of features is large and
some of them are mutually dependent. Pace
regression includes a form of feature selection,
therefore not all features are actually used in the
resulting models.
Input and Output: In Pace Regression Model,
a relationship is developed between number of
zombies Y (output) and observed deviation in
sample entropy X as input. Here X is equal to
(Hc − Hn). Our proposed regression based ap-
proach utilizes this deviation in sample entropy
X to predict number of zombies.
3. Statistical Performance Measures
The different statistical parameters are adjusted
during calibration to get the best statistical agree-
ment between observed and simulated variables.
For this purpose, various performance mea-
sures, such asCoefficient ofDetermination (R2),
Coefficient of Correlation (CC), Standard Error
of Estimate (SSE), Mean Square Error (MSE),
Root Mean Square Error (RMSE), Normalized
Mean Square Error (NMSE), Nash–Sutcliffe
Efficiency Index (η) and Mean Absolute Error
(MAE) are used to measure the performance of
the proposed regressionmodel. These measures
are defined below.
i) Coefficient of Determination (R2):
Coefficient of determination (R2) is a de-
scriptive measure of the strength of the re-
gression relationship, a measure how well
the regression line fit to the data. R2 is the
proportion of variance in dependent vari-

















ii) Coefficient of Correlation (CC):















iii) Sum of Squared Errors (SSE):





(Yo − Yc)2 (3)
iv) Mean Square Error (MSE):
The Mean Square Error (MSE) between
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v) Root Mean Square Error (RMSE):
The Root Mean Square Error (RMSE) be-









vi) Normalized Mean Square Error (NMSE):
TheNormalizedMeanSquareError (NMSE)
between observed and computed outputs









vii) Nash–Sutcliffe Efficiency Index (η):
The Nash–Sutcliffe Efficiency Index (η)
can be defined as:








viii)Mean Absolute Error (MAE):
Mean Absolute Error (MAE) can be de-
fined as follows:








where N represents the number of feature
vectors prepared, Yo and Yc denote the ob-
served and the simulated values of depen-
dent variable respectively, Y¯o and σ2obs are
the mean and the standard deviation of the
observed dependent variable respectively.
4. Detection of Attacks
Here, we will discuss proposed detection sys-
tem that is part of access router or can belong to
separate unit that interacts with access router to
detect attack traffic. Entropy [10] based DDoS
scheme is used to construct profile of the traf-
fic normally seen in the network, and identify
anomalies whenever traffic goes out of profile.
A metric that captures the degree of dispersal
or concentration of a distribution is sample en-





where pi is ni/S. Here ni represent total number




ni, i = 1, 2, . . .N. The value of sample
entropy lies in the range 0 − log2 N.
To detect the attack, the value of Hc(X) is be-
ing calculated in time window Δ continuously;
whenever there is appreciable deviation from
Hn(X), various types of DDoS attacks are de-
tected. Hc(X), and Hn(X) give entropy value at
the time of detection of attack and entropy value
for normal profile respectively.
5. Experimental Setup And Performance
Analysis
In this section,we evaluate our proposed scheme
using simulations. The simulations are carried
out using NS2 network simulator [7]. We show
that false positives and false negatives (or var-
ious error rates) triggered by our scheme are
considerably less. This implies that profiles
built are reasonably stable and are able to pre-
dict number of zombies correctly.
5.1. Simulation Environment
Real-world Internet type topologies generated
using Transit-Stub model of GT-ITM topol-
ogy generator [6] are used to test our proposed
scheme, where transit domains are treated as
different Internet Service Provider (ISP) net-
works i.e. Autonomous Systems (AS). For sim-
ulations, we use ISP level topology, which con-
tains four transit domains, with each domain
containing twelve transit nodes i.e. transit ro-
uters. All the four transit domains have two
peer links at transit nodes with adjacent transit
domains. Remaining ten transit nodes are con-
nected to ten stub domains, one stub domain per
transit node. Stub domains are used to connect
transit domains with customer domains, as each
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stub domain contains a customer domain with
ten legitimate client machines. So a total of four
hundred legitimate client machines are used to
generate background traffic. To generate attack
traffic, total zombie machines range between
10 and 100. Transit domain four contains the
server machine to be attacked by zombie ma-
chines. A short scale simulation topology is
shown in Figure 1.
Currently, the majority of the DDoS attacks are
flooding, sowewill consider detection of awide
range of flooding attacks in this section. The le-
gitimate clients are TCP agents. The attackers
are modeled by UDP agents. A UDP connec-
tion is used instead of a TCP one because in
a practical attack flow, the attacker would nor-
mally never follow the basic rules of TCP, i.e.
waiting for ACK packets before the next win-
dow of outstanding packets can be sent, etc.
The attack traffic rate is fixed to 25Mbps in to-
tal; therefore, the mean attack rate per zombie is
varied from 0.25Mbps to 2.5Mbps. In our ex-
periments, the monitoring time window was set
to 200 ms, as the typical domestic Internet RTT
is around 100ms and the average global Internet
RTT is 140 ms [11]. Total false positive alarms
are minimum with high detection rate using this
value of monitoring window. The simulations
are repeated and different attack scenarios are
compared by varying total number of zombie
machines and at fixed attack strengths.
6. Model Development
In order to predict number of zombies (Yˆ) from
deviation (HC − Hn) in entropy value, simu-
lation experiments are done at the same attack

































Figure 1. A short scale simulation topology.
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zombies from 10-100 with increment of 5 zom-
bies i.e. the mean attack rate per zombie from
0.25Mbps–2.5Mbps. Table 1 represents devia-
tion in entropy with actual number of zombies.
Pace Regression Model is developed using the
number of zombies (Y) and deviation (HC−Hn)
in entropy value as discussed in Table 1 to fit
the regression equation.
7. Results and Discussion
We have developed Pace Regression Model as
discussed in Section 6. Various performance
measures are used to check the accuracy of this
model.
The number of zombies can be computed and
compared with actual number of zombies us-
ing proposed regression model. The compar-
ison between actual number of zombies and
predicted number of zombies using Pace Re-
gression Model is depicted in Figure 2.
To represent false positive (falsely predicted
normal clients as zombies) and false negative
(zombies are identified as normal client), we
plot residual error. Positive cycle of residual
error curve represents false positive, while neg-
ative cycle represents false negative. Table 2
shows residual error for PaceRegressionModel.
Figure 3 represents residual error for Pace Re-
gression Model.
Table 3 shows values of various performance
measures. It can be inferred from Table 3 that
for Pace Regression Model values of R2, CC,
SSE, MSE, RMSE, NMSE, η, MAE are 0.98,
0.99, 368.15, 19.38, 4.40, 0.69, 0.97 and 0.84
respectively. Hence number of zombies pre-
dicted by this model is close to the observed
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Figure 2. Comparison between actual number of zombies
and predicted number of zombies using Pace Regression Model.
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Table 3. Values of various
performance measures.
8. Conclusion And Future Work
Recently, a number of highly publicized inci-
dents of DDoS make clear that it is a com-
plex and difficult problem. Several schemes
have been proposed on how to defend against
these attacks, but they suffer from a range of
problems, some of them being impractical and
others not being effective against these attacks.
This paper investigates suitability of Pace Re-
gression Model to predict number of zombies
involved in a flooding DDoS attack from de-
viation (Hc(X) − Xn(X)) in sample entropy.
We have calculated various statistical perfor-
mance measures i.e. R2, CC, SSE, MSE, RMSE,
NMSE, η, MAE and residual error and their val-
ues are 0.98, 0.99, 368.15, 19.38, 4.40, 0.69,
0.97 and 0.84 respectively. Therefore, total
number of predicted zombies using Pace Re-
gression Model is very close to observe/actual
number of zombies. However, simulation re-
sults are promising as we are able to predict
number of zombies efficiently. Experimental
study using a real time test bed can strongly
validate our claim.
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